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iAbstract
Eddies play a critical role in the distribution of heat and other properties in the oceans.
They are most intense in regions of western boundary currents, where the kinetic energy
associated with eddies is one order of magnitude greater than the kinetic energy associ-
ated with the mean ow. The East Australian Current (EAC) is the western boundary
current of the South Pacic Ocean. Its ow and related mesoscale variability extend
through the Tasman Sea - a region characterised by high variability associated with a
complex eld of eddies.
Here, the path of long-lived anticyclonic eddies originating in the EAC is explored. In
addition, the evolution of their properties and dynamics over time is also investigated,
with a focus on their vertical velocity. These eddies are studied in elds from a free-
running ocean model, from a data-assimilating ocean model, and from gridded satellite
altimetry. In this thesis, I choose to examine case studies of eddies. This approach
contrasts to most recent studies of eddies that tend to undertake statistical analyses of a
large number of eddies. Moreover, the eddies are manually tracked - again, in contrast to
a large portion of the community who have embraced datasets generated by automatic
eddy-tracking algorithms. The improved accuracy and reliability of a manual approach
warrants the additional time and eort to carefully track each eddy.
Analysis of anticyclonic eddies that form from the EAC indicates that such eddies can
\live" for over 5 years. I nd that some of these eddies leave the Tasman Sea, propa-
gate around Tasmania, and move towards the Indian Ocean. As they propagate, their
amplitude is often impacted by interactions with other eddies and with the continental
slope. Additionally, the speed at which eddies propagate varies considerably - with some
eddies stalling in the same latitude for up to six months. As eddies propagate out of
the Tasman Sea, their circulation becomes systematically more barotropic - with deeper
penetrating velocities.
One of the most interesting ndings of this thesis is that the vertical velocity in eddies
often shows alternating upward and downward cells. Such cells have been previously
reported - but were not fully explained, in terms of their dynamics. Here, a dynamical
explanation for these cells is provided. Specically, the alternating cells are shown to
relate to a process referred to in this thesis as \eddy distortion". Eddy distortion refers
to the change of shape of an eddy - that is, when an eddy becomes more, or less, isotropic.
This distortion can be quantied by the change of sea level anomaly (SLA) associated
with the eddy in time - also seen as alternating positive and negative cells. This quantity
can be linked to the eddy interior dynamics and, ultimately, vertical velocity. In a
region of inward distortion of an anticyclonic eddy, the SLA decreases and the water
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column below the permanent pycnocline vertically stretches, generating cyclonic relative
vorticity and inducing upward motion. Conversely, in a region of outward distortion, the
SLA increases and the water column below the permanent pycnocline vertically squeezes,
generating anticyclonic relative vorticity and inducing downward motion. I nd that the
alternating cells are remarkably long-lived and spatially coherent. These cells typically
extend from 2000 m depth to the base of the thermocline and their magnitude are
often 20-50 m/d. The alternating upward and downward cells explain 30-60% of the
variance of the vertical velocity within each eddy. The vertical circulation within eddies,
described here, is expected to signicantly impact the distribution of ocean properties,
including heat, freshwater, and marine biota.
Recognition of the link between eddy distortion - quantied by the temporal change of
SLA - and the vertical circulation within eddies opens the door for the development of
algorithms that link sea level to ocean productivity, and other oceanographic metrics.
This has not been explored here - but is an exciting topic for future work.
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Introduction
The highest kinetic energy of mesoscale variability in the ocean occurs in regions of
western boundary currents (WBCs; Figure 1.1). In these regions, the eddy kinetic
energy (i.e., the energy associated with the mesoscale) is between one and two orders
of magnitude higher than the mean kinetic energy (i.e., the energy associated with the
mean ow; e.g., Wyrtki et al., 1976, Qiu et al., 1991, Boebel et al., 2003, Oliveira et al.,
2009, Oke et al., 2010). Roughly 90% of the Eddy Kinetic Energy (EKE) in WBC
regions is attributed to the geostrophic eddy eld (Wunsch and Stammer, 1998, Ferrari
and Wunsch, 2009). Eddies in WBC regions are the most energetic in the ocean (Wyrtki
et al., 1976, Olson, 1991, Fu et al., 2010), and they play a critical role in the conversion of
energy (e.g., Gill et al., 1974, Waterman and Jayne, 2011), and in the transport of heat,
salt, and other chemical constituents within and beyond these regions (e.g., Stammer,
1998, Wunsch, 1999, Roemmich and Gilson, 2001, Jayne and Marotzke, 2002, Booth and
Kamenkovich, 2008, Dong et al., 2014).
The East Australian Current (EAC; Figure 1.2) is the WBC of the South Pacic sub-
tropical gyre (Boland and Church, 1981, Lindstrom et al., 1987, Tomczak and Godfrey,
2013, Ganachaud et al., 2014). It is characterised by a warm, poleward current that
ows - on average - as a jet between ∼20-31oS o eastern Australia, before separating
from the coast at 28-34oS (Wyrtki, 1960, Godfrey et al., 1980, Boland and Church, 1981,
Ridgway and Godfrey, 1997, Cetina-Heredia et al., 2014, Sloyan et al., 2016, Ypma et al.,
2016). The EAC separation from the coast has been attributed to the orientation of
the coastline (Godfrey et al., 1980), the eect of Rossby waves coming from the east
(Nilsson and Cresswell, 1981, Marchesiello and Middleton, 2000, Hill et al., 2010), the
eect of the basin-wide wind stress curl (Tilburg et al., 2001), and vorticity dynamics
(Kiss, 2002).
1
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Figure 1.1: Weighted eddy kinetic energy (EKE) at the sea surface, in cm2/s2, esti-
mated from four years of TOPEX/POSEIDON satellite altimetry data. The weighted
EKE is the EKE multiplied by sin(ϕ), where ϕ is the latitude, to avoid the equatorial
singularity in noisy data (reproduced from Wunsch and Stammer, 1998).
Unlike the strength of other WBCs, the strength of the EAC varies substantially with
time, and often a single continuous current cannot be identied (Godfrey et al., 1980,
Ridgway and Godfrey, 1997, Wilkin and Zhang, 2007, Ridgway and Hill, 2009). The
EAC poleward transport at 27oS is 22.1±7.5 Sv (Sloyan et al., 2016). This transport
is much smaller than transports associated with the Agulhas Current (∼70 Sv; Bry-
den et al., 2005), the Gulf Stream (31-150 Sv; Hogg, 1992, Beal et al., 2008), and the
Kuroshio (∼ 43 Sv; Imawaki et al., 2001, Jayne et al., 2009), but comparable to the
Brazil Current transport at this current's separation point (∼22 Sv; Peterson et al.,
1991). The maximum poleward transport within eddies of the EAC is ∼6 Sv (Cetina-
Heredia et al., 2014) - almost 1/3 of the poleward transport associated with the current
itself. Therefore, eddies play an important role in the region's variability and heat
advection.
After the EAC separates from the coast, its ow branches into an eastward and a south-
ward component (Figure 1.2). The eastward component of the EAC follows the Tasman
Front, owing across the Tasman Sea and reaching the northern tip of New Zealand
(Andrews et al., 1980, Godfrey et al., 1980, Ridgway and Dunn, 2003). The path of this
front is dened by the system of ridges between Australia and New Zealand (Ridgway
and Dunn, 2003). The southward component of the EAC evolves into a complex eld
of mesoscale eddies (Nilsson and Cresswell, 1981, Ridgway and Godfrey, 1997, Ridgway
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and Dunn, 2003, Mata et al., 2006). This eddy eld, averaged over time, forms the
poleward ow called the \EAC extension" (Cresswell, 2000, Ridgway and Dunn, 2003).
The eastward transport at the Tasman Front and the poleward transport at the EAC
extension are anti-correlated (Hill et al., 2011). That is, there is a \gating" of EAC
waters owing along the Tasman Front and the EAC extension (Hill et al., 2011, Sloyan
et al., 2016). The EAC strength, and its role in the \gating" partitioning, changes in
interannual and decadal scales (Hill et al., 2011). While the ENSO signal is weak on the
interannual scale, it strongly aects the decadal scale (Ridgway, 2007). Changes in the
decadal scale respond to the variability of the basin-wide wind stress curl, attributed
to variations in the El Nino Southern Oscillation (Sasaki et al., 2008, Hill et al., 2011,
Sloyan et al., 2016). As the wind stress curl shifts the subtropical gyre of the South
Pacic southwards, more waters are fed into the EAC extension, at the expense of
waters fed into the Tasman Front. In climate change projections, the volume transport
of the EAC extension is expected to increase, also at the expense of the ow along the
Tasman Front (Oliver and Holbrook, 2014).
The EAC extension feeds the Tasman Leakage. This leakage is reported to be an
intermediate-depth poleward ow o south-eastern Australia, around the southern tip
of Tasmania, and extending towards the Indian Ocean (Speich et al., 2002, van Sebille
et al., 2012, Rosell-Fieschi et al., 2013; Figure 1.2). Around half of the Tasman Leakage
is carried out within cyclonic and anticyclonic eddies, while the other half is seen as a
continuous ow (van Sebille et al., 2012). The Tasman Leakage is a component of the
Southern Ocean super-gyre, a circulation that comprises all three sub-tropical basins of
the Southern Hemisphere (Speich et al., 2002, Ridgway and Dunn, 2007). As part of
the super-gyre, the Tasman Leakage distributes Subantarctic Mode and Antarctic Inter-
mediate Waters between the basins of the South Pacic and the Indian Ocean, before
it spreads to the global ocean (Speich et al., 2007, Rosell-Fieschi et al., 2013). There-
fore, understanding the Tasman Leakage, and the role of eddies in the water exchange
involved in it, is essential in terms of both regional and global circulation.
EAC anticyclonic eddies form in the EAC separation region approximately every 90-
120 days (Nilsson and Cresswell, 1981, Marchesiello and Middleton, 2000, Bowen et al.,
2005, Mata et al., 2006, Wilkin and Zhang, 2007, Ridgway et al., 2008). These eddies
often pinch-o from the EAC meander formed during the EAC separation process (Fig-
ure 1.3), and carry source waters originating equatorward of the EAC (Rykova et al.,
2017). EAC cyclonic eddies may form from cooler waters found between the continental
shelf and the EAC (Marchesiello and Middleton, 2000, Macdonald et al., 2016). EAC
eddies are important for the regional circulation, inuencing water mass distribution
and transformation in the Tasman Sea (Waugh et al., 2006), coastal upwelling (Tranter
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Figure 1.2: Map of the oceans o eastern and southern Australia depicting main
oceanographic and bathymetric features.
et al., 1982, Marchesiello and Middleton, 2000, Oke and Grin, 2011), primary produc-
tivity (Tranter et al., 1980, Everett et al., 2012), and distribution of marine organisms
(Suthers et al., 2011 and references therein; Condie and Condie, 2016). EAC eddies
transport heat, salt, and other properties, and interact with the mean ow. Therefore,
it is important to understand their dynamics, propagation, and evolution.
Previous analyses of EAC eddies indicate that they often stay close to the continen-
tal slope between their formation region and about 40oS (Nilsson and Cresswell, 1981,
Cresswell and Legeckis, 1986, Brassington et al., 2011, Everett et al., 2012, Pilo et al.,
2015). The clustering of eddies close to the coast is inuenced by bathymetry, as the
Tasman Sea basin is limited to the west by the Australian continent and to the east by
the Lord Howe Rise (Ridgway and Dunn, 2003; Figure 1.2). The high number of eddies
within the deep Tasman Sea basin explains an intense variability in the region (Morrow
et al., 1992, Qiu and Chen, 2004, Bowen et al., 2005, Mata et al., 2006). Indeed, that
region within the Tasman Sea has high EKE (Figure 1.1). However, some large eddies
- rst identied o south-eastern Tasmania - have been reported propagating south of
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Figure 1.3: Drawing depicting the shedding of an anticyclonic eddy by the EAC. The
thick black lines separate the Coral Sea warm waters from the Tasman Sea cold waters
(adapted from Nilsson and Cresswell, 1981).
Tasmania, and advecting westwards in the Eastern Indian Ocean (Baird and Ridgway,
2012, Pilo et al., 2015, Oliver et al., 2015). While it is agreed that EAC anticyclonic
eddies propagate southwards to about 40oS, the link between eddies shed by the EAC
and the large eddies rst identied o Tasmania that propagate towards the Eastern
Indian Ocean is unclear. In addition, whether eddies form within the Tasman Sea, then
follow the Tasman Front - in a process similar to eddies in the Agulhas Return Current
(e.g., Lutjeharms and Ansorge, 2001, Pilo et al., 2015) - is also unknown.
Various aspects of EAC eddies have been investigated using shipboard observations (An-
drews and Scully-Power, 1976, Nilsson and Cresswell, 1981, Cresswell, 1982, Cresswell
and Legeckis, 1986, Tranter et al., 1986, Everett et al., 2014, Roughan et al., 2017), au-
tonomous gliders observations (Baird et al., 2011, Baird and Ridgway, 2012), Argo oat
observations (Rykova and Oke, 2015), remote sensing data (Morrow et al., 1992, 1994,
Everett et al., 2012, Pilo et al., 2015), and numerical models (Oke and Grin, 2011,
Rykova et al., 2017). These studies show that typical EAC anticyclonic eddies have 95
km radii, are associated with 24 cm positive sea level anomaly (SLA), and rotate at 50
cm/s (Everett et al., 2012). They exist - on average - for 6 months, but can live up to ve
years and propagate over long distances, between the EAC separation region and east
of Tasmania (Pilo et al., 2015). About 70% of EAC anticyclonic eddies are associated
with positive sea surface temperature anomalies (Everett et al., 2012). EAC anticyclonic
eddies have a mean volume of 3×1013 m3, and mean heat content anomaly of 2×1020
J in their interior (Rykova et al., 2017). Conversely, typical EAC cyclonic eddies have
92 km radii, are associated with 23 cm negative SLA, and rotate at 45 cm/s (Everett
et al., 2012). They also exist - on average - for 25 weeks, and also propagate within
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the Tasman Sea (Pilo et al., 2015). About 70% of EAC cyclonic eddies are associated
with negative sea surface temperature anomalies (Everett et al., 2012). EAC cyclonic
eddies have a smaller mean volume than anticyclonic eddies (2×1013 m3), but the same
- although negative - mean heat content anomaly in their interior (2×1020 J; Rykova
et al., 2017). Roughly 65% of EAC cyclonic eddies have a positive surface chlorophyll-a
anomaly in their interior; at the same time, only 15% of EAC anticyclonic eddies have
positive chlorophyll-a anomalies (Everett et al., 2012).
EAC eddies from the literature have similarities and dierences to eddies from other
WBCs (e.g, Olson, 1991, Nilsson and Cresswell, 1981, Lentini et al., 2006, Rykova et al.,
2017). The radius and rotation speed of large, long-lived EAC eddies reported in early
studies are comparable to other large, long-lived WBCs eddies (Olson, 1991) - except
for the Agulhas Rings, which have larger radii (e.g., Olson, 1991, Schmid et al., 2003).
However, when datasets with a higher spatial resolution are considered - and hence
smaller eddies are included in the comparison -, the SLA associated with EAC eddies is
smaller than with other WBCs eddies (Rykova et al., 2017). This is also valid for the
sea surface temperature anomalies, volume, and heat content anomalies associated with
EAC eddies, when compared to other eddies (Rykova et al., 2017). In addition, EAC
eddies are less barotropic than eddies from other WBCs (Rykova et al., 2017).
EAC eddies have been reported interacting with the mean ow (Nilsson and Cresswell,
1981, Mata et al., 2006, Baird et al., 2011), with bathymetry (Oke and Grin, 2011,
Roughan et al., 2017), and with other eddies (Cresswell and Legeckis, 1986). These stud-
ies show that all these interactions aect the three-dimensional properties and structure
of eddies. For this reason, it is expected that long-lived EAC eddies undergo many
changes over time.
While there are several studies of the properties of EAC eddies, not many studies focus
on the change of these properties over time. In an early study, Nilsson and Cresswell
(1981) describe, using hydrographic and satellite data, the evolution of two anticyclonic
eddies in the Tasman Sea. Over 11 months, the eddies decay, contract horizontally,
and have alternating layers formed by winter convective cooling and by summer mix-
ing (Figure 1.4b). This analysis, however, is limited to the top 500 m of the ocean,
and only provides a synoptic view - because it takes from 2 to 5 days to sample each
eddy. In a more recent study, Roughan et al. (2017) describe, using hydrographic and
satellite data, the formation and evolution of two cyclonic eddies o the eastern coast of
Australia. The eddies are ∼1000 m deep, short-lived, highly productive, and vertically
tilting towards the continental shelf break. These eddies, however, only represent two
case studies. These two examples are some of the few studies reporting the evolution
of EAC eddies. Therefore, despite the thorough description of the three-dimensional
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Figure 1.4: a) Map of dynamic topography D(0/1300) dyn cm o eastern Australia
depicting two anticyclonic eddies sampled in 1976 and 1977; b) Vertical section (0-500
m) of temperature from XBT (expendable bathythermograph) data along the north-
south dashed line in the northern eddy from (a) in October 1976. The hatched areas
in (b) denote isothermal or nearly isothermal mixed waters, and the boxes denote
temperature values (adapted from Nilsson and Cresswell, 1981).
properties of EAC eddies in the literature, the change of these properties over time re-
quires further investigation. More specically, the evolution of the three-dimensional
properties of long-lived EAC eddies remains unknown.
The vertical circulation within eddies has received less attention than other aspects
of eddy dynamics. This circulation impacts the transport of properties between the
ocean surface and the ocean interior (e.g., Nurser and Zhang, 2000, Roemmich and
Gilson, 2001), and ecological and biogeochemical processes (e.g., Falkowski et al., 1991,
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McGillicuddy et al., 1998, Sweeney et al., 2003, Siegel et al., 2008, Klein and Lapeyre,
2009, Siegel et al., 2011, Gaube et al., 2013, Waite et al., 2016). Notwithstanding the
importance of the vertical circulation within eddies, little is known about the details.
The broadly accepted conceptual model of the vertical circulation within eddies includes
upward motion in the centre of cyclonic eddies, and downward motion in the centre of
anticyclonic eddies, as depicted in the seminal papers by McGillicuddy and Robinson
(1997) and McGillicuddy et al. (1998) on eddies and primary production (Figure 1.5).
The schematic in Figure 1.5 paints a simplied picture of the vertical circulation within
eddies. Despite the insights into the eect of eddies on primary production shown in
those studies, they have led to a wide-spread conceptual misunderstanding. Indeed, this
simplied schematic has led many researchers - from several elds of marine research - to
refer to \upwelling eddies" and to \downwelling eddies" (e.g., Tilburg et al., 2002, Uysal,
2006, Alpine and Hobday, 2007, Paterson et al., 2007, Nemcek et al., 2008, Oliver and
Holbrook, 2014). This early schematic was later revisited by Flierl and McGillicuddy
(2002) and McGillicuddy (2016), where it is acknowledged that the motion in the centre
of eddies is only upwards or downwards during the formation, or intensication, of ed-
dies. Other studies, however, show that the vertical circulation is more complicated than
the patterns depicted in these schematics (e.g., Franks et al., 1986, Martin and Richards,
2001, Pallas-Sanz and Viudez, 2007, Hu et al., 2011, Siegel et al., 2011, Nardelli, 2013,
Pidcock et al., 2013, Waite et al., 2016). This conceptual misunderstanding, and the dif-
ferent patterns of vertical circulation within eddies, are motivations to better understand
the vertical circulation within EAC eddies.
To date, only one study describes the vertical circulation within an EAC eddy in a
data-assimilating, eddy-resolving ocean model (Oke and Grin, 2011). The authors
suggest that, as the cyclonic EAC eddy interacts with the continental shelf break, it
develops an upward motion close to the coast, and a downward motion away from the
coast. It is unknown if the pattern of vertical circulation reported by Oke and Grin
(2011) is common in cyclonic EAC eddies. In addition, the vertical circulation within
EAC anticyclonic eddies - as well as the temporal change of this circulation - requires
investigation.
1.1 Thesis objectives
The focus of this thesis is on the three-dimensional structure of EAC anticyclonic ed-
dies. Here, I focus on EAC anticyclonic eddies because they are large, long-lived, and
propagate further than their cyclonic counterparts. The specic goals of this thesis are
to better understand:
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Figure 1.5: A schematic representation of upwelling and downwelling associated with
an anticyclonic and a cyclonic eddy. The solid line depicts the deepening and shoaling
of an individual isopycnal caused by the eddies, and the dashed line depicts a further
perturbation of the isopycnal caused by the interaction of the two eddies (adapted from
McGillicuddy et al., 1998).
• the pathway of large, long-lived EAC anticyclonic eddies;
• the spatial and temporal changes of the three-dimensional properties of EAC an-
ticyclonic eddies; and
• the vertical circulation within EAC anticyclonic eddies.
1.2 Thesis outline
Chapter 2 contains a description of the datasets used in this thesis and the methods
employed. Specically, it describes the altimetry products and the global, eddy-resolving
ocean model used throughout the thesis. Due to the nature of the goals proposed in
this thesis, and to reveal details of the evolution of eddies over time, most analyses
undertaken here involve a careful examination of case studies. The small number of case
studies permits an individual approach to eddy analyses, and a manual approach to
eddy-tracking. Chapter 3 identies a common pathway of EAC eddies, and describes
changes of the three-dimensional properties of these eddies over time. In Chapter 4,
upward and downward cells within EAC eddies - and their link to changes in eddy shape
(\eddy distortion") - are explored. Chapter 5 is a study focused on the eect of data
assimilation on the vertical circulation within EAC eddies in a global, eddy-resolving
ocean model. Finally, Chapter 6 concludes this thesis, stating the main contributions
of this work, and suggesting directions for future studies of EAC eddies.
Chapter 2
Data and Methods
2.1 Introduction
This Chapter contains a description of the global, eddy-resolving ocean model analysed
in Chapters 3 and 4, of the altimetry products used in Chapter 3, and of the manual
eddy-tracking method applied in Chapters 3, 4, and 5.
Most of the recent studies of ocean eddies include analyses of global datasets (e.g.,
Chaigneau et al., 2009, Chelton et al., 2011b, Faghmous et al., 2015) and eddy composites
(e.g., Dong et al., 2012, Kang and Curchitser, 2013, Pegliasco et al., 2015, Frenger et al.,
2015, Amores et al., 2017). The approach used in this thesis, by contrast, is to select
a set of representative eddies and to study them in detail. The analysis of case studies
permits a meaningful investigation of eddy properties that would, otherwise, be poorly
represented in mean elds and composite elds. While this approach may sacrice some
generality and statistical validity, it permits the exploration of more subtle aspects of
the eddy dynamics.
2.2 Ocean Forecasting Australia Model
2.2.1 Description
In this study the output from the last 18 years (1993-2011) of a 36-year run of the Ocean
Forecasting Australia Model, version 3, is used (Oke et al., 2013a, OFAM). OFAM is
a near-global eddy-resolving conguration of the GFDL Modular Ocean Model, version
4p1 (Gries et al., 2004). The model has 1/10◦ horizontal grid spacing between 75◦S
and 75◦N. The vertical grid is z? (Gries, 2009), with 51 vertical levels, with 5 m
10
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spacing near the surface, 10 m spacing at 200 m depth, 120 m spacing at 1000 m depth,
and coarser below that. Many model results contained in this thesis are taken from
outputs between 500 and 1500 m, where the vertical spacing ranges from 60 to 150
m. The model is run for 36 years, with an 18-year spin-up, and forced with 3-hourly
surface heat, freshwater, and momentum uxes from ERA-interim (Dee and Uppala,
2009), with restoring to monthly sea surface temperature (SST; Reynolds et al., 2007,
10-day restoring time-scale); weak restoring to surface climatological salinity (Ridgway
and Dunn, 2003, 180-day restoring); and weak restoring to climatological temperature
and salinity below 2000 m depth (restoring time-scale of 365 days). Because of the
climatological restoring at depth and coarse vertical resolution, only the top 2000 m
of the ocean model elds are considered throughout this study. The output elds of
OFAM, analysed throughout this thesis, include daily averages of temperature, salinity,
sea level, and the three components of velocity.
2.2.2 Limitations
There are limitations associated with OFAM that must be considered in this study. The
model grid spacing is 1/10o. However, a minimum of 5 grid points are needed to properly
\resolve" a mesoscale eddy (Figure 2.1). This means that features with scales smaller
than the ones resolved by 5 grid points (i.e., smaller than ∼50 km in length) are not
represented by the model. These non-resolved features include the smaller spectrum of
the mesoscale, and the sub-mesoscale.
Other limitations of the ocean model include errors in topography and accuracy of surface
uxes - in addition to limitations associated with their resolution. The wind forcing,
for example, has a 1.5o horizontal resolution. Therefore, features driven by atmospheric
forcing with scales smaller than a few hundred kilometres are not represented by the
model.
As in other ocean models, the mixing eect of tides, and the background vertical diu-
sivity and viscosity are parameterised (Table 2.1). These parameterisations may result
in imprecise mixing uxes in some regions of the ocean - for example, regions of large-
amplitude tides, such as waters o north-west of Australia.
It is widely understood that global ocean models require a long time to properly \spin
up". Climate models, for example, are typically run for tens of thousands of years (e.g.,
Oke and England, 2004) to properly represent the deep ocean processes (e.g., bottom
water formation). However, the computational cost of running OFAM - used here -
is too great for running such long runs. Instead, OFAM is run with \deep restoring"
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to climatology, where the modelled temperature and salinity elds are nudged to cli-
matology with an e-folding timescale of 365 days, as described in the previous section.
This deep restoring may be important for the analyses presented in this thesis. Indeed,
this limitation is largely the reason I consider only the top 2000 m of the ocean model
throughout this thesis.
2.2.3 Assessment
Oke et al. (2013a) provide a comprehensive description and assessment of OFAM. Their
assessment includes comparisons between observed and modelled elds of mean sea level
(MSL; Figure 2.2a), mixed layer depth (MLD; Figure 2.2b), and volume transports (a
subset is shown in Table 2.2). Oke et al. (2013a) also presents an assessment of the
modelled sea surface temperature (including the seasonal cycles, seasonal anomalies,
and several climate indices), zonally averaged temperatures and salinity (compared to
climatology), timeseries from moorings (for the Indonesian region), and analysis of the
meridional overturning streamfunction. In addition, EKE elds modelled and derived
from observations, and a modelled and an observed EAC eddy, are also compared here
(Figures 2.3 and 2.4, respectively). Together, these results indicate that the mean state
of the ocean model, and its variability, are realistic.
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Figure 2.1: A series of a) 2, b) 3, c) 4, and d) 5 grid points (red stars) of the model
showing the SLA associated with a mesoscale eddy.
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Table 2.1: Parameterisations employed in OFAM
Process Reference Description
Tidal Mixing Lee et al. (2006)
Implements stronger mixing in regions
of large-amplitude tides (using a Munk-
Anderson-P and Munk-Anderson-Sigma
parameter of 0.25 and 3, respectively).
Enhanced mixing is spatially-varying,
but time-invariant.
Vertical Mixing Oke et al. (2013a)
Explicit convective adjustment is applied
every time-step to eliminate any unstable
proles.
Horizontal Mixing Gries and Hallberg (2000)
Explicit horizontal diusion is zero.
Horizontal viscosity is resolution and
state-dependent using a biharmonic
Smagorinsky viscosity scheme with an
isotropic parameter of 3 and an anisotropic
parameter of 3.
Mixed Layer Chen et al. (1994)
Hybrid bulk and Richardson-number scheme.
Background (maximum) diusivity and
viscosity is 1x10−5, (5x10−3) and
1x10−4 (2.5x10−3) m2/s.
For results contained in this thesis, OFAM's performance in the EAC region and in
the Tasman Sea is particularly relevant. In these regions, the patterns of the modelled
and observed MSL are in good agreement, indicating that the mean circulation in the
ocean model is realistic (Figure 2.2a, left and centre). Here, the MSL from OFAM is
built by averaging the model's sea level between 1993 and 2001. The observed MSL,
in turn, is based on the mean dynamic topography from CNES V1.1 between 1993 and
1999, relative to a geoid computed from 4.5 years of GRACE data. The dierence
between the modelled and observed MSL, however, suggests a slight displacement of the
Tasman Front - with the EAC separating farther north in the model than in observations
(Figure 2.2a, right). High values of the dierence between the observed and the modelled
MSL (∼0.3 m) are associated with the Antarctic Circumpolar Current - suggesting that
the latitude of this current in OFAM is shifted. Comparisons between the transport
associated with the EAC in the ocean model and in observations further conrm that
the circulation in OFAM is realistic (Table 2.2).
Fields of modelled and observed MLD generally agree, despite a systematically deeper
mixed layer in OFAM (Figure 2.2b, left and centre). For this comparison, the averaged
MLD is calculated using data from OFAM (1993 - 2011) and from CSIRO Atlas of
Regional Seas (1950 - 2009; Ridgway and Dunn (2003)). In both datasets, the MLD is
determined as the depth over which the potential density increases by 0.3 kg/m3 and
the temperature decreases by 0.2oC from the surface value (de Boyer Montegut, 2004)
In the study region, the modelled MLD is typically 30 m deeper than the observed
MLD (Figure 2.2b, right). The largest dierences in MLD (up to 90 m) are associated
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with the Antarctic Circumpolar Current, and south of Tasmania as well. Results in this
thesis mostly use elds below the surface mixed layer, and so this systematic error in the
modelled MLD is not crucial for the analyses performed here. A more detailed analysis
of the MLD in OFAM is found in Schiller and Ridgway (2013).
The magnitude and patterns of the EKE mean eld in the ocean model in the Tasman
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Figure 2.2: a) MSL in the ocean model (left), mean dynamic topography from CNES-
CLS09 V1.1 (centre; Rio et al., 2009), and the dierence between the observations and
the modelled MSL eld (right); b) as in (a) but for MLD in the ocean model and
CARS climatology (Ridgway and Dunn, 2003); the modelled MLD is calculated from
daily means using the MLD denition described by de Boyer Montegut (2004) (adapted
from Oke et al., 2013a).
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Figure 2.3: Maps of the time-averaged (2000-2005) EKE from (a) OFAM and (b)
OceanCurrent altimetry products.
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Table 2.2: Comparison of mean and maximum volume transports associated with
the EAC in the ocean model and geostrophic velocities along frequently repeated XBT
lines, referenced to 2000 db. The longitude of the maximum transport is also indicated
(from Oke et al., 2013a).
Modelled (Sv) Observed (Sv)
EAC mean
Brisbane - New Caledonia -8.6 ± 8.6 -9.6 ± 5.4
Sydney - Wellington -6.8 ± 5.6 -10.7 ± 5.6
EAC maximum
o Brisbane (155.1oE) -21.6 ± 10.6 -19.8 ± 9.3
o Sydney (153.5oE) -16.2 ± 19.6 -17.2 ± 17.6
Sea are in close agreement with the EKE mean eld derived from satellite altimetry
(Figure 2.3). Here, both the modelled and the altimetry-derived EKE is calculated us-
ing surface geostrophic currents. The agreement between the modelled and the observed
EKE indicates that the modelled eddy eld is realistic within this region. More specif-
ically, the model reproduces both the location and strength of the high EKE region o
the east Australian continental shelf. This high EKE region is associated with the me-
andering EAC and its train of eddies (Mata et al., 2006, Everett et al., 2012), extending
from the EAC separation region (∼32oS) to the east of Tasmania (∼42oS). In fact, the
model realistically reproduces a band of minimum of EKE located between two bands
of maximum EKE o eastern Australia. In higher latitudes (i.e., south of 45o), however,
the ocean model is more energetic. This might be a result of the length scales chosen in
OceanCurrent in the SLA mapping process (i.e. less energy between altimeter tracks),
or it could be a systematic error in the model. These high latitudes, however, are not
the focus of this study.
Comparisons between an EAC eddy from OFAM and an observed EAC eddy are also
in general agreement (Figure 2.4). The observed eddy used for comparison was sampled
in May 2001 in full depth CTD casts (Ridgway et al., 2008, Figures 2.4d-f). OFAM
is a free-running model, intended to realistically represent the mesoscale variability of
the ocean, rather than specic mesoscale events that agree spatially and temporally
with observations. Consequently, it is not mandatory for the dates of the observed
eddy and the modelled eddy to be the same for this qualitative comparison. EAC
eddies, however, vary seasonally, being warmer and fresher in summer and colder and
saltier in winter (Rykova and Oke, 2015). This seasonality is valid for both cyclonic
and anticyclonic eddies. Therefore, it is important to compare eddies from the same
season. The modelled eddy in Figures 2.4a-c dates from May 1996. Despite being
stronger than the observed eddy used for this comparison (i.e. higher SLA, horizontal
velocity and temperature anomaly), the dynamics and three-dimensional structure of
the modelled eddy are realistic. In both eddies, the horizontal velocity (Figure 2.4b and
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Figure 2.4: (a) SLA daily-averaged eld associated with an EAC anticyclonic eddy in
the ocean model. The SLA eld is the model's sea level with the model's MSL (1993-
2011) removed; the dashed line indicates the location of the vertical section shown in (b)
and (c); (b) modelled meridional velocity (colours and contours, spaced every 0.5 m/s)
and (c) modelled temperature anomaly associated with the eddy shown in (a). the
dotted vertical lines represent vertical levels of OFAM; (d) SLA from OceanCurrent
altimetry products associated with a sampled EAC anticyclonic eddy (adapted from
Ridgway et al., 2008); the black dots indicate CTD sampling stations. The SLA product
is the gridded sea surface height above mean sea level; (e) geostrophic current relative to
2000 dB computed from temperature and salinity elds (colours and contours, spaced
every 0.5 m/s); (f) observed temperature, with CARS climatology (Ridgway and Dunn,
2003) removed.
e) and temperature (Figure 2.4c and f) signals penetrate below 1000 m, with maximum
temperature anomaly between ∼200-600 m.
OFAM has been used in a variety of studies that assess dierent aspects of the mod-
elled circulation. These studies include analyses of eddies (Condie and Condie, 2016,
Dufois et al., 2016, Rykova et al., 2017), mixed layer variability (Schiller and Oke,
2015), coastally trapped waves (Woodham et al., 2013), properties (Rykova and Oke,
2015), transport (Langlais et al., 2015), and seasonality (Ridgway and Godfrey, 2015)
of wind-driven currents, and climate change projections (Matear et al., 2013, Oliver and
Holbrook, 2014, Feng et al., 2016). The broad uptake of this ocean model and the as-
sessment reproduced here, provides me with condence to analyse OFAM's output to
achieve the goals proposed in this thesis.
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2.3 Satellite altimetry products
2.3.1 Description
The analyses of the ocean model elds contained in this thesis are supplemented by two
gridded SLA products. These products are the Aviso Reference Series (Ducet et al.,
2000, 1/3◦ grid, 7-day maps), and the OceanCurrent gridded SLA maps (Deng et al.,
2011, 1/4◦ grid, 4-day maps). The Aviso Reference Series is built using data from two
altimeters (i.e., Topex/Poseidon, Jason-1 or Jason-2 measurements with ERS-1, ERS-
2 or ENVISAT measurements). The OceanCurrent maps are built using data from all
available altimeters, and de-tided coastal tide gauges estimates of adjusted SLA mapped
onto a grid. OceanCurrent is an Australian dataset produced under the Australian
Integrated Marine Observing System (IMOS). These products, besides using a dierent
number of available altimeters, are processed independently. The length scales used for
the objective mapping range from 100 km in the zonal and meridional directions at
60◦S-60◦N, to 250 (350) km in the meridional (zonal) direction at the equator.
2.3.2 Limitations
Despite satellite altimetry allowing oceanographers to advance the knowledge of mesoscale
dynamics (Morrow and Le Traon, 2012, and references therein), there are some limita-
tions to the satellite altimetry products used here.
The altimeter products depend strongly on the assumed decorrelation length-scales and
on the sampling of the altimeter tracks. Two altimeters is the minimum requirement
to resolve mesoscale eddies (Ducet et al., 2000, Le Traon and Dibarboure, 2002). The
Aviso Reference Series product used here (i.e., two satellites only) resolves features larger
than 100 km in wavelength, and the OceanCurrent product (i.e., all available satellites)
resolves features larger than 80 km in wavelength. For the Aviso Reference Series, the
sea level is mapped with an error of 6-10% of the signal variance (Figure 2.5a), and the
surface velocity is mapped with an error of 20-40% of the signal variance (Le Traon and
Dibarboure, 2002, 2004). However, the sea level mapping error can reach more than 25%
of the signal variance in the Tasman Sea (see the formal mapping error 90th percentile
in Figure 2.5b). Note that, here, the Aviso Reference Series is used instead of the Aviso
Updated Series (i.e., all available satellites). Despite the Updated series having better
sampling, the Reference series is homogeneous in time (Dibarboure et al., 2009). In
addition, the two-satellite weekly Aviso product is used here, instead of the all-satellite
product, to allow a comparison between manually tracked eddies and eddies from an
automated eddy dataset (Chelton et al., 2011b; Section 2.4.2.2).
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Figure 2.5: Maps of (a) the time-averaged (1993-2012) formal mapping error and
(b) its 90% percentile, presented as a percentage of the signal variance, for the Aviso
Reference Series gridded SLA altimetry. White contours show bathymetry from 1000
m to 6000 m, spaced every 1000 m.
Critical limiting factors for satellite altimetry are the absence of knowledge of a high-
resolution marine geoid (Wunsch and Stammer, 1998, Fu and Cazenave, 2000, Mazlo
et al., 2014, Bingham et al., 2014, Stammer and Cazenave, 2017), and the presence
of land masses (e.g., Bouard et al., 2008). In addition, other sources of error in al-
timetry measurements originate from the uncertainties in satellite performance, such as
measurement noise, wave height contribution, tidal and orbit errors, and atmospheric
interference (Fu and Cazenave, 2000, Stammer and Cazenave, 2017). Corrections aimed
to minimise these errors are applied to the gridded SLA products used here (e.g., Le
Traon et al., 1998, Ducet et al., 2000, Deng et al., 2011).
Considering the temporal and spatial limitations of the altimetry products, it is reason-
able to expect that the altimeter SLA maps do not reproduce all of the true mesoscale
variability of the ocean.
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2.4 Methods
2.4.1 Overview
Throughout this thesis, eddies representative of the study region are investigated as
case studies. This means that ocean model elds associated with each selected eddy are
carefully examined. This approach warrants a detailed description of the propagation
and temporal evolution of each eddy.
To date, studies of individual eddies mostly rely on idealised simulations (e.g., Nof, 1983,
Flierl and Mied, 1985, Chapman and Nof, 1988, Grimshaw et al., 1994, Simmons and Nof,
2000, Davidson et al., 2006, Early et al., 2011, Sutyrin, 2016), ship-board hydrographic
samplings (e.g., Nilsson and Cresswell, 1981, Yasuda et al., 1992, Nencioli et al., 2008,
Rossby et al., 2011, Nan et al., 2011, Nakano et al., 2013, Pidcock et al., 2013), or both
(Martin and Richards, 2001, Waite et al., 2016). These studies provide insights into
the dynamics and evolution of the vertical structure of eddies. However, results from
idealised simulations, by their very nature, only provide a simplied picture of real ocean
eddies. Hydrographic sampling, in turn, provides realistic information about eddies, but
is limited in time and space. Therefore, such observations are not capable of capturing
the full suite of properties, and their changes, needed for a dynamical analysis.
To address the issues related to idealised simulations and scarce hydrographic sampling,
recent eddy studies use either the output from more realistic eddy-resolving numerical
models (Dong et al., 2012, Kang and Curchitser, 2013, Petersen et al., 2013, Nakano
et al., 2013, McGillicuddy, 2015, Rykova et al., 2017), or the extensive coverage of Argo
oat proles (Chaigneau et al., 2011, Yang et al., 2013, 2015, Holte et al., 2013, Zhang
et al., 2013, Rykova and Oke, 2015, Pegliasco et al., 2015, Frenger et al., 2015, Amores
et al., 2017). Due to the large amount of data, these studies rely on the advantages
and robustness of eddy composites (i.e., averages of eddy properties). These composites
provide insights into the main vertical structure of the eddy types within a region. How-
ever, by averaging eddy properties a lot of information on eddy dynamics and evolution
is lost.
Selecting eddies in an ocean model as case studies - as the approach taken throughout
the thesis - minimised the limitations associated with idealised scenarios, limitations of
hydrographic sampling, and averaging of a large group of eddies.
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2.4.2 Manual tracking of eddies
In this thesis, eddies are manually tracked in SLA elds from the datasets described
in sections 2.2 and 2.3. The manual approach is chosen because it provides accurate
and reliable results, and the small number of eddies selected as case studies allowds me
to track each eddy carefully. This careful tracking is crucial during complex events,
such as merging, observation gaps, and periods when the eddy becomes anisotropic.
This is especially important in the region o the eastern Australian coast, where there
is extensive eddy-eddy and eddy-mean ow interaction (Cresswell and Legeckis, 1986,
Bowen et al., 2005, Mata et al., 2006).
The most common methods used in eddy-tracking algorithms are based on the Okubo-
Weiss parameter (Isern-Fontanet et al., 2003, Morrow, 2004, Chelton et al., 2007, Henson
and Thomas, 2008), wavelet analyses (Siegel and Weiss, 1997, Doglioli et al., 2007), and
geometry of SLA contours (Sadarjoen and Post, 2000, Chaigneau et al., 2009, Chelton
et al., 2011b, Faghmous et al., 2015, Mason et al., 2014). One of the most popular
datasets, described by Chelton et al. (2011b), is cited 746 times between 2011 and
November 2017. In comparison, a manual tracking of eddies is used only in a small
number of studies (e.g., Fang and Morrow, 2003, Andrade and Barton, 2000, Arhan
et al., 2011, Hall and Lutjeharms, 2011, Cotroneo et al., 2013, Rousselet et al., 2016).
While automatic eddy-tracking algorithms prevail in ocean sciences, the manual tracking
of features has a long history in the atmospheric and meteorological sciences, and is
considered more accurate than automated methods by that community (e.g., Streten
and Troup, 1973, Kep, 1984, Pook et al., 2012, Hope et al., 2014).
Datasets generated by automatic eddy-tracking algorithms are essential for understand-
ing the general propagation and distribution of eddies in large oceanic regions (e.g., Mor-
row, 2004, Chelton et al., 2011a, Chaigneau et al., 2011, Gaube et al., 2013, Samelson
et al., 2014, McGillicuddy, 2016). However, the developers of automatic eddy-tracking
algorithms note that the automatic tracking is not perfect (e.g., Chaigneau et al., 2008,
Chelton et al., 2011b). Specically, they note that such algorithms may perform poorly
when eddies merge or when the ow eld is particularly complex. In those studies, ed-
dies tracked by an algorithm are validated against eddies tracked manually, indicating
that a manual tracking is still the less ambiguous tracking method. In these validations,
the manual tracking is considered as the \truth" (Isern-Fontanet et al., 2003, Lankhorst,
2006, Henson and Thomas, 2008, Chaigneau et al., 2008, Mason et al., 2014).
The manual eddy-tracking used in this thesis is performed as follows. The rst step is
a preliminary viewing of animations of SLA elds - from both OFAM and the altimetry
products - evolving in time within the study region. This preliminary analysis allows
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me to gain an understanding of the regional dynamics and to identify the eddies that
are the focus of the study. Here, I select large, long-lived anticyclonic eddies that form
in the EAC separation region (∼28-34oS; Godfrey et al., 1980, Ridgway and Godfrey,
1997, Cetina-Heredia et al., 2014). I dene an EAC long-lived eddy as an eddy that
lives for at least one year - and therefore has enough time to leave its formation region.
I start tracking these eddies as soon as they are independent features with closed SLA
contours (Figure 2.6b).
The next step is to locate closed positive SLA contours every seven (OFAM and Aviso)
or four (OceanCurrent) days and click the pointer on what I visually identify as the
maximum SLA within the contour (Figure 2.6b-f). The script then searches for the real
maximum SLA within a 1ox1o region around the selected grid cell - as it is, sometimes,
dicult to visually determine its location. This search for an objectively chosen maxi-
mum SLA minimises errors, guaranteeing that the eddy centre is always the maximum
SLA associated with the eddy. The date, latitude, and longitude of the eddy centre is,
then, stored in a separate le.
An eddy is considered to be continuous in time if it is evident at consecutive timesteps.
However, if an eddy is not clearly seen in consecutive timesteps, I search for it in the
following SLA elds. If the eddy is seen again, and if it reappears in the SLA elds in
a location consistent with its propagation speed and interaction with the surrounding
environment, it is considered to be the same eddy. If the eddy is not seen again, its
trajectory is terminated. The manual tracking allows for a case-by-case decision in a
possible eddy location after a momentaneous \disappearance". Therefore, a previously
dened threshold of missing timesteps was not applied here.
Sometimes, eddies interact or merge with other eddies as they propagate. In this study,
I assume that if one eddy merges with another eddy its trajectory continues, as shown
in Figure 2.7. This assumption is consistent with the observations described by Cress-
well (1982), where two EAC anticyclonic eddies merge and the resulting eddy has the
properties of the original eddies - with two layers of dierent water masses located at
dierent depths.
In general, as eddies propagate they lose energy and SLA decreases in time (Souza et al.,
2011, Kurczyn et al., 2013, Rykova and Oke, 2015). I track each eddy until the SLA
associated with the closed SLA contour associated with it becomes smaller than 0.05
m in OFAM and 0.1 m in Aviso and OceanCurrent (Figure 2.8). A larger threshold
for the observational products is used because they have a smaller signal-to-noise ratio,
mainly due to sampling error. By contrast, the ocean model does not include noise due
to sampling error.
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Figure 2.6: Daily mean SLA elds from OFAM associated with the (a) EAC sepa-
rating from the coast, before shedding an anticyclonic eddy to be tracked, (b) an EAC
anticyclonic eddy 2 weeks after (a), and (c-f) the same eddy propagating in time. Black
dots indicate the location of the SLA maximum within the positive SLA contour in the
daily mean. Grey dots indicate previous locations of the black dots. The black line
indicates the eddy track.
To demonstrate the eddy tracking process, animations showing the propagation of mod-
elled SLA elds for the study region and the tracked eddies using both modelled and
observed elds are available online at http://www.youtube.com/GabrielaPilo.
2.4.2.1 Limitations
Tracking eddies manually is labour intensive and time consuming. Therefore, this
method can only be applied when focusing on a small, but representative, number of
eddies.
Manual tracking of eddies is somewhat subjective - relying on the oceanographer's judg-
ment to make the correct decisions about continuing or ceasing tracking. However,
automated eddy tracking is also subjective, regulated by the rules of the algorithm. An
example of the subjectivity of eddy tracking algorithms is that dierent methods of-
ten produce dierent outcomes, even though they use the same gridded SLA altimetry
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Figure 2.7: a-f) Daily mean SLA elds from OFAM associated with an EAC an-
ticyclonic eddy being tracked. In (c-d) the eddy interacts with another anticyclonic
eddy, resulting in a full merging. Black dots indicate the location of the maximum SLA
within the positive SLA contour on the daily means. The black line indicates the eddy
track.
product (e.g., Souza et al., 2011). The decisions \taken" by the algorithm while tracking
an eddy are more limited to the decisions taken by an oceanographer. An oceanogra-
pher with knowledge of the region and of the dataset limitations is able to make more
appropriate decisions than the algorithm, at each timestep.
2.4.2.2 Assessment
To assess the manual eddy tracking method, a comparison of eddy tracks using Chelton
et al. (2011b)'s Global Eddy Dataset version 3, and manually tracked eddies is under-
taken. For this comparison, the eddies are tracked manually in satellite SLA elds from
Aviso Reference Series (described in section 2.3), the same used in version 3 of the eddy
database. These comparisons with Chelton's database show cases when tracks from the
automated method end due to eddy anisotropy (Figures 2.9a and c), eddy interaction
(Figure 2.9b), and temporary eddy weakening (Figure 2.9d).
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Figure 2.8: a-f) Daily mean SLA elds from OFAM associated with an anticyclonic
eddy, with its nal location shown in (e); Black dots indicate the location of the max-
imum SLA within the positive SLA contour on the daily mean. Grey dots indicate
previous locations of the black dots.
The coloured maps in Figure 2.9 show SLA from Aviso around the time when the dif-
ferent tracking methods yield dierent results. In Figures 2.9a and c, the eddies change
their shape, becoming elongated, and are no longer considered the same eddies by the
automated eddy detection algorithm. In Figure 2.9b, the tracked eddy interacts with
a dierent (larger) eddy, but the two eddies do not merge. The automated eddy de-
tection algorithm subsequently tracks the other eddy instead (red circles in SLA maps
in Figure 2.9b). The manual approach continues tracking the original eddy as it moves
southwards (yellow circles in SLA maps in Figure 2.9b). Finally, in Figure 2.9d, the
SLA associated with the tracked eddy is temporarily close to zero. At this moment, the
algorithm terminates eddy-tracking. However, the positive SLA contours are still ob-
served, and the SLA associated with the eddy increases in the following days. Therefore,
I continue to manually track the eddy.
2.4.3 Extraction of ocean model elds associated with eddies
After manually tracking the eddies, all ocean model elds are extracted from OFAM at
each timestep (i.e. every seven days), in 4◦× 4◦× 2000 m \data cubes". These cubes
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Figure 2.9: (a-d) Examples of eddy tracks using automated eddy detection (red;
Chelton et al., 2011b) and manual tracking (yellow). Eddies are tracked in Aviso
Reference Series SLA gridded datasets. The panels on the right show a sequence of
weekly SLA maps spanning the time when the tracks diverge; red (yellow) circles show
the eddy perimeters from the automatic (manual) approach.
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Figure 2.10: Schematic of the datasets used in this thesis, with temperature (T) as
an example, in times 1, 9, and 16 (T1, T9, and T16, respectively). The 4
◦× 4◦× 2000 m
cubes are extracted from OFAM at each timestep of the eddy manual tracking (black
line). The centre of the surface level of the cube is the eddy centre (i.e., maximum SLA
within the closed positive SLA contour; black dots).
are schematically shown in Figure 2.10, using ocean temperature as an example. For
this procedure, the centre of the surface layer of the \data cube" is the centre of the
eddy, given by the local SLA maximum within the positive SLA contour. Hence, the
extracted cubes \follow" the eddies as they propagate.
The variables extracted from OFAM, at each timestep, are daily-averages of are two-
dimensional elds of sea surface height and SLA, and daily-averages of three-dimensional
elds of temperature, salinity, and the three components of velocity.
These \data cubes" are used to investigate changes in eddy properties in time in Chapter
3, and the vertical circulation within eddies in Chapters 4 and 5.
In this Chapter, the datasets used and the methods of analysis have been described. In
the next Chapters, they will be used to investigate the propagation, spatial and temporal
changes of three-dimensional properties of EAC anticyclonic eddies.
Chapter 3
Propagation and evolution of
long-lived EAC anticyclonic
eddies
3.1 Introduction
In this Chapter, the pathway and evolution of large, long-lived EAC anticyclonic eddies
is investigated. As noted in the introduction to this thesis (Chapter 1), previous analyses
of EAC eddies show that such eddies frequently propagate to the southern Tasman Sea,
o eastern Tasmania (e.g., Cresswell and Legeckis, 1986, Everett et al., 2012). More-
over, several studies show that eddies rst identied south of Tasmania often propagate
westwards, towards the Eastern Indian Ocean (e.g., Baird and Ridgway, 2012, Oliver
et al., 2015, Pilo et al., 2015). However, to date, the link between these propagation
paths has not been made. This Chapter addresses this knowledge gap, and explores why
a full understanding of the pathway of EAC eddies has been allusive.
In addition to the pathway itself, this Chapter also contains a description of the prop-
erties and evolution of such eddies. Other similar studies, examining eddy properties,
have used both observations (e.g., Nilsson and Cresswell, 1981, Rykova and Oke, 2015,
Roughan et al., 2017) and model elds (e.g., Oke and Grin, 2011, Rykova et al., 2017).
A more extensive introduction to the topic of this Chapter is presented in Chapter 1.
The study presented here intends to address the rst two objectives of this thesis, namely
the goal of better understanding the pathway of EAC eddies, and of better understanding
their spatial and temporal changes.
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Section 3.2 refers to the datasets and methods used in this Chapter. Section 3.3 describes
the propagation pathway of EAC eddies, and the spatial and temporal changes of these
eddies as they advect along this pathway. The discussion and conclusions related to
these ndings are summarised in Section 3.4.
This Chapter is based on a paper published as:
Pilo, G. S., P. R. Oke, T. Rykova, R. Coleman, and K. Ridgway (2015), Do East Aus-
tralian Current anticyclonic eddies leave the Tasman Sea?, Journal of Geophys-
ical Research: Oceans, 120, 8099-8114, doi:10.1002/2015JC011026.
This paper is reproduced in Appendix A of this thesis, and its Supporting Information
is reproduced in Appendix B.
3.2 Data and methods
Most of the analysis in this Chapter uses model elds - with \data cubes" that follow the
path of the manually tracked eddies. Satellite altimetry products are used to validate
eddy tracks in the model. Details of the model, the satellite altimetry products, and the
method used here for eddy tracking, are extensively described in Chapter 2.
3.3 Results
3.3.1 Eddy pathway
The tracks of the EAC anticyclonic eddies identied in the ocean model and in maps of
gridded satellite altimetry are shown in Figure 3.1. In total, 16 eddies in the modelled
SLA eld, 16 eddies in OceanCurrent SLA maps, and 11 eddies in Aviso SLA maps
are tracked. Many of the tracked eddies that leave the Tasman Sea follow a consistent
pathway. This pathway begins in the EAC separation region, then extends southwards,
adjacent to the continental slope of south-eastern Australia, to the southern tip of Tas-
mania; and then continues towards the Eastern Indian Ocean. All 16 of the eddies
tracked in the ocean model roughly follow this pathway. Only 2 out of 16 eddies tracked
in OceanCurrent and 3 out of 11 eddies tracked in Aviso \survive" beyond Tasmania
(i.e., only a 15{25% survival rate). Note that eddies tracked in OceanCurrent and Aviso
products are not always the same. This indicates that there are dierences even between
the observation-based products (due in part to dierent processing techniques and the
number of altimeters used to build the gridded products), and not only between the
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observations and the ocean model. Remember that the focus of this study is on large,
long-lived EAC anticyclonic eddies, and that only these features are manually tracked.
To examine the temporal variability along the mean eddy pathway { which is clearest in
the ocean model results (Figure 3.1a) { Hovmoller diagrams of SLA from each dataset
along an idealised pathway are produced (Figure 3.2). This idealised pathway represents
the mean path that large, long-lived EAC eddies take, from the EAC separation to the
Eastern Indian Ocean. The idealised pathway (denoted \A{G" in Figure 3.2a) is not
perfect, because the eddies do not precisely follow this path (Figure 3.1). Despite this
limitation, the evolution of positive SLAs on this idealised pathway is very clear in the
ocean model elds (Figure 3.2c), with all anomalies transiting beyond Tasmania, and
11 out of 16 making it to \G". These eddies take up to 5 years to complete their path.
In the model, ∼2 large-amplitude anticyclonic eddies are shed per year at the EAC
separation region (positive SLA in \A" in Figure 3.2c). This shedding frequency in-
creases to ∼2.8 eddies per year in the observations (Figure 3.2d-e). Both values fall in
the lower spectrum of the 1.7-4 eddies/year shedding frequency found in the literature
(e.g., Mata et al., 2006). However, not all these eddies are large-amplitude or leave the
region, and many remain there interacting with other eddies (Mata et al., 2006). Con-
sidering shedding rates found in the literature, I expect 65-75 eddies to be generated at
the EAC separation region over a 19-year period. Here, 11-16 eddies formed in the EAC
separation are tracked until their dissipation in the Tasman Sea (Figure 3.1). There-
fore, 25-30% of large anticyclonic EAC eddies leave the area and propagate southwards,
following the eddy pathway.
High SLA standard deviation values at the EAC separation region are represented in
the Hovmoller diagrams (Figure 3.2c; between \A" and \B"). Between these locations
there is a mix of cyclonic and anticyclonic eddies (negative and positive anomalies in
Figures 3.2c-e), indicating the high mesoscale activity in this area.
The propagation of EAC anticyclonic eddies between \C" and \D" and beyond \E" is
less clear in the observations (Figures 3.2d-e). However, I suggest that eddies in the
ocean do propagate along these paths - but, as they lose SLA amplitude, their signal
in the gridded products becomes less clear. Note that the section between \C" and
\D", in Figure 3.2a, spans a region where the mapping error is relatively high (between
20-25% of the signal variance and more than 25% in the 90th percentile; Figure 2.5).
Sometimes, the analysis suggests that eddies continue propagating along the idealised
pathway - despite a lack of signal in the gridded SLA in the observations. These cases
are denoted with black dashed lines in Figures 3.2c-d, and are discussed further below.
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c) 
Figure 3.1: Tracks of anticyclonic eddies (colours) from (a) the ocean model, (b)
OceanCurrent and (c) Aviso. Each eddy is identied in the legend by its start date.
Grey shading denotes bathymetry and the dots on the eddy tracks denote monthly time
steps.
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Figure 3.2: a) Idealised pathway of anticyclonic eddies shed at the EAC separation
region in the ocean model, overlaid on bathymetry; b) SLA standard deviation in
the model between 1993 and 2012 (colours). The letters (\A" to \G") indicate key
locations of the pathway. Hovmoller diagrams of SLA from (c) the ocean model, (d)
OceanCurrent, and (e) Aviso along \A{G" pathway with numbers relating to eddies
from Figure 3.1; dashed lines indicate unresolved connections between observed eddies;
black arrows denote moments when eddy propagation \stalls" at certain locations of
the pathway.
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Figure 3.3: Hovmoller diagram of the SLA/SSH ratio from the ocean model along
the \A-G" pathway.
An eddy from the gridded altimetry products is not expected to be evident in the
ocean model at the same time and location. This is because OFAM is a free-running
model, with no data assimilation, and because eddy formation is somewhat chaotic.
However, the model is expected to generate eddies with realistic characteristics (size,
shape, and amplitude), and evolving similarly to observations (with a similar path and
time-evolution; Oke et al., 2008, Schiller et al., 2008, Oke et al., 2013a).
Despite eddy merging and eddy decay being the primary causes for changes in eddy
amplitude, the eect of the background sea surface height (SSH) must also be considered.
The observed changes in the SLA associated with eddies might not necessarily relate to
the eddy dynamics, but to changes in the SSH along the eddy pathway. The eect of the
background SSH is especially important in this case, because the eddy pathway extends
from a region with high mean SSH - the EAC separation - to a region with low mean SSH
- the Eastern Indian Ocean. When moving through these dierent regions, the SLA/SSH
ratio within the eddies varies between 0.4 and 0.6 (Figure 3.3). In surrounding waters,
this ratio varies between -1 and 1. Therefore, the eect of the changing background SSH
is present, however small.
As part of their southward propagation, many of the eddies \stall" at some point. These
events are denoted by black arrows in Figures 3.2c-e. In the ocean model elds, the
eddies often stall near \B" and \C" locations, o Sydney and o Bass Strait respectively.
In the gridded SLA elds, 3{4 eddies stall around Bass Strait, and 4{5 eddies stall o
south-eastern Tasmania (with just one eddy stalling near Sydney). These \stalling"
events often last for several months when EAC anticyclonic eddies are quasi-stationary.
There are dierences between the propagation speeds of eddies in the ocean model and
in altimetry, seen in the Hovmoller diagrams (Figure 3.2). These dierent speeds are
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Table 3.1: Mean propagation speed of eddies tracked in OFAM and Aviso between
the EAC separation region and o Sydney (\A{B"), o Sydney and south of Tasmania
(\B{E"), and at the deep basin south of Australia (\E{G"). Aviso's \E{G" section
speed was calculated based on four eddies only.
A-B [m/s] B-E [m/s] E-G [m/s]
OFAM 5.5±1.4 2.8±0.4 3.2±0.4
Aviso 8.0±1.6 6.9±1.4 3.6±2.8
summarised in Table 3.1, indicating that the propagation speed of the observed and
modelled eddies are comparable when they rst form and as they propagate towards
the Eastern Indian Ocean; but the observed eddies propagate about twice as fast as the
modelled eddies as they move southwards towards Tasmania. In part, the discrepancy
between \B" and \E" is because the modelled eddies tend to \stall" for longer than the
observed eddies. The background circulation might also play an important role in the
propagation speed of eddies as they move southwards. Indeed, the mean modelled EAC
transport o the Eastern Australian coast is smaller than the transport estimated from
observations ((-6.8 ±5.6 and -10.7 ±5.6 respectively, Table 2.2).
It was noted above that several observed eddies following the idealised pathway appear
discontinuous (see the dashed lines in Figures 3.2d-e). The location where the eddies
\disappear" is often between \C" and \D", o eastern Tasmania (where the mapping
error has a local maximum; Figure 2.5). It is noteworthy that the horizontal diusion
of the model may aect the propagation pattern of eddies. This diusion may facilitate
the proximity of the modelled eddies to the coast - in a way that modelled eddies \hug"
the bathymetry more closely. This characteristics of the model impacts the stability of
the eddies and of their propagation. This discontinuity of eddy tracks in Figures 3.2d-e
might also be related to the deviation of eddies from the idealised pathway. Indeed, 3
eddies tracked in OceanCurrent and 2 eddies tracked in Aviso temporarily move o the
idealised pathway between \C" and \D" (Figure 3.1b-c). In addition, one eddy tracked
in Aviso moves away from the idealised pathway, heading eastwards after reaching south
of Tasmania (Figure 3.1c).
Despite these eddies deviating from the path, most of the tracked eddies in the altimetry
products remain close to the continental shelf break o the Eastern Tasmania, following
the idealised pathway. As noted above, the SLA associated with the eddies when they
\disappear" is small (<0.1 m), and hence close to the merged altimetry SLA product
resolution. Next, I further explore the relationship between the \disappearance" of
eddies and the small SLA associated with them.
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To test the altimeter sampling of the region o eastern Tasmania during periods of eddy
transiting, four eddies tracked in OceanCurrent gridded SLA maps are chosen (Figure
3.4). Two examples (Figures 3.4a-b), show cases when there is poor altimeter sampling
and the eddies \disappear" in the region of relatively high mapping error (Figure 2.5).
Two examples (Figures 3.4c-d), show cases when there is good altimeter sampling and
the eddy pathway continues beyond Tasmania. Eddies that dissipate (i.e. \disappear")
o Bass Strait were under-sampled. Also, due to their reduced SLA (plots in Figure 3.4,
showing SLA ∼5 cm) the eddies are not well resolved in the SLA gridding process, which
has comparable errors (∼5 cm). Therefore, this \disappearance" is partially attributed
to relatively high mapping error and poor altimeter sampling of the region o eastern
Tasmania during periods of eddy transit (see Figure 2.5 and Figure 3.4).
The fact that the Hovmoller diagrams (Figures 3.2d and 3.2e) show these eddies \re-
appearing" at about the right time (assuming approximately steady southward propaga-
tion; see dashed lines) suggests that indeed the true eddies do regularly transit following
the dened pathway. However, the gridded SLA altimetry elds do a relatively poor job
of capturing this variability.
The relatively high mapping error and poor altimeter sampling in key regions of the
pathway are not, however, the only causes for the temporary \disappearance" of eddies
as they propagate. The decrease in the SLA associated with eddies between the EAC
separation (\A") and the Eastern Indian Ocean (\G") in Figures 3.2c-e suggest energy
loss - another possible cause for the eddy \disappearance".
To quantify the energy loss of EAC anticyclonic eddies as they propagate along the
pathway, the total EKE within each eddy, at each time step, is calculated (Figure 3.5).
For this calculation, the eddy perimeter is dened by the 0.1 m SLA contour, projected
from 0 to 2000 m, and the EKE (u
2+v2
2 ) is calculated for each cell within this perimeter
and multiplied by the cell volume. Considering all modelled eddies that propagate along
the pathway, the total EKE is, on average, 5×1012 m2/s2 in the rst year of propagation
of these eddies, decreasing to less than 2×1012 m2/s2 in the nal year. Therefore - as
expected - eddies are most energetic after formation, losing energy as they propagate
along the pathway.
To better understand the EKE decay along the pathway, four eddies in the ocean model
are investigated as case studies (Figure 3.6). These eddies are representative of the
sample of modelled eddies included in this thesis. For this analysis, the EKE is divided
in dierent depth intervals (dierent colours in Figure 3.6). In all depth intervals, the
EKE uctuates as eddies propagate, with sudden increases associated with merging
events (Figure 3.6a at week 17 and Figure 3.6b at week 75, for example), and a general
decrease otherwise. Most of the EKE within the eddies is contained within the 100-550
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Figure 3.4: Maps showing tracked eddies in OceanCurrent (left panels; red lines).
The left panels in row (a-b) show tracks that end o Bass Strait; and (c-d) show tracks
that extend beyond Tasmania. The dots show data points along altimeter tracks when
eddies are o Bass Strait (time t). Black, grey and white dots denote times t-2, t-1 and
t, respectively. The right panels show times series of SLA for each eddy. The hatched
region indicates proximity to Bass Strait slope (∼38oS, with 1000{3000 m depths).
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Figure 3.5: a) Time series of total EKE within large, long-lived EAC anticyclonic
eddies in the ocean model, as they propagate from the Tasman Sea to the Eastern
Indian Ocean. The total EKE within each eddy is shown in thin lines. The mean
and standard deviation of total EKE considering all eddies is shown in thick black and
dark red lines; b) as in (a) but for total eddy volume between 0 and 2000 m. A 4-
week running mean lter is used in both time-series. The eddy perimeter used in these
calculations is determined by the 0.1 m SLA contour of each eddy, projected from 0 to
2000 m.
m depth interval as they propagate southwards (between \A" and \D"). However, as
eddies advect westwards in the Eastern Indian Ocean (between \E" and \G"), the EKE
contained in lower levels (600-1000 m depth interval) is as high as in the top levels.
In fact, in eddy #3 (Figure 3.6b), the energy contained within the 600-1000 m depth
interval is higher than the energy contained in the top 600 m of the eddy. These results
show that the part of the eddy with higher velocity becomes deeper as it propagates.
The time series in Figures 3.5 and 3.6 show that the energy within the modelled eddies
uctuates in the Tasman Sea and decays in the Eastern Indian Ocean. The energy within
eddies behaves dierently due to dierences in the oceanographic regime between these
two regions. First, there are more eddies, and hence more eddy-eddy interactions, in the
Tasman Sea than in the Eastern Indian Ocean. Second, as eddies propagate southwards
in the Tasman Sea they interact with its complex bathymetry - and with the continental
shelf break (at depths of ∼500{1000 m). This eddy-bathymetry interaction is almost
non-existent in the Eastern Indian Ocean, where depths are between 4000 and 6000 m.
3.3.2 Eddy non-linearity
The non-linearity of eddies is important because it determines the degree to which uid
is trapped within an eddy. The trapping of uids is relevant for a range of marine studies,
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Figure 3.6: a) Time series of total EKE for four modelled EAC anticyclonic eddies
(a-d) as they propagate from the Tasman Sea to the Eastern Indian Ocean. Eddy
numbers refer to eddies tracked in the ocean model in Figure 3.1a. Dierent colours
show total EKE in dierent depth intervals. Bold coloured lines are the mean total EKE
for each depth interval. Black vertical lines indicate \A-G" location along the pathway
shown in Figure 3.2a, and red vertical lines indicate merging events. A 4-week running
mean lter is used in all time-series. The eddy perimeter used in these calculations is
determined by the 0.1 m SLA contour of each eddy, projected from 0 to 2000 m.
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Figure 3.7: Rossby number calculated for each EAC anticyclonic eddy propagating
from the EAC separation region to the Eastern Indian Ocean in the ocean model. The
red line indicates the threshold, where |ζR/f | > 0.3 relate to non-linear eddies (as
Douglass and Richman, 2015).
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Figure 3.8: Hovmoller diagram of |ζR/f | from the ocean model along \A-G" pathway
from Figure 3.2a; black contours indicate the 0.3 threshold.
including the ones focused in heat advection, and the dispersal of larvae, and biogeo-
chemical compounds. Here, the non-linearity of the modelled EAC eddies is measured
considering the Rossby Number, which is the relationship between the eddy relative vor-
ticity (ζR) and the planetary vorticity (f ; Figure 3.7). To calculate the Rossby number,
the ζR used is the maximum anticyclonic ζR at the surface of the eddy (i.e., the rst
layer of the model, at 5 m). Eddies with |ζR/f | larger than 0.3 are considered to be
non-linear (Lee and Brink, 2010, Douglass and Richman, 2015, e.g.,). According to this
metric, all eddies are non-linear as they propagate southwards, and then become linear
as they move westwards and dissipate. This means that, in their rst moments of life,
EAC eddies are able to transport waters from their parent current, from a tropical to a
temperate region of the ocean. The signature of the non-linear eddies is evident as they
propagate along the \A-G" eddy pathway (Figure 3.8), when surrounded by a linear
ow.
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3.3.3 Eddy evolution
3.3.3.1 Temperature and salinity evolution
To examine the temporal variability of sea surface properties within eddies, Hovmoller
diagrams of SST (Figure 3.9), Sea Surface Salinity (SSS; Figure 3.10), and their anoma-
lies (SSTA and SSSA) in the ocean model along the idealised pathway are produced.
A SST front between warm tropical waters from the Coral Sea (> 22oC) and cold
temperate waters from the Tasman Sea (< 10oC) exists in the region of interest (Figure
3.9a). The mean location of this front is at ∼40oS, extending further south o the eastern
Australia coast, due to advection of warmer waters by the EAC and its eddies. Therefore,
eddies propagating along the pathway form in warmer regions and propagate towards
colder regions. The SSTA standard deviation is higher close to the EAC separation
region and southeast of Tasmania (Figure 3.9b). Here, the seasonal signal is removed,
therefore this variability is mainly attributed to local mesoscale variability.
The evolution of SST along the pathway has a strong seasonal signal (Figure 3.9c).
This signal hinders the observation of eddy propagation in the SST Hovmoller diagram.
Despite this, it is possible to see the SST signature of the eddies previously seen in the
ocean model SLA Hovmoller diagram (Figure 3.2b) propagating following the pathway.
With the seasonal signal removed, the SSTA associated with the eddies is clearer (Figure
3.9d). Due to their warm-core nature, EAC anticyclonic eddies are seen as a positive
SSTA. Although less persistent than the positive SLA associated with eddies (Figure
3.2c), the positive SSTA can be tracked as far as \F", o western Tasmania, in most
cases (e.g. eddies 2, 3, 6, 8, 10, 12, 13).
A SSS front between saltier tropical waters from the Coral Sea (> 35.6 psu) and fresh
temperate waters from the Tasman Sea (< 35 psu) is found in this region (Figure 3.10a).
The mean location of this SSS front is also at ∼40oS, extending further south o eastern
Australia coast towards Tasmania. The eddy pathway transits through dierent SSS
values, encountering saltier waters of the EAC and fresher waters south of Australia.
The standard deviation of SSSA is higher close to the EAC separation region, south
of Tasmania and south of Western Australia (Figure 3.10b). This variability is not
attributed to a seasonal signal. At the EAC separation region, this variability can
be explained by the changes in the location of this current. South of Tasmania, this
variability can be explained by movements of the subtropical convergence (Wyrtki, 1960,
Ridgway and Dunn, 2003).
The evolution of SSS along the pathway has no strong seasonal signal (Figure 3.10c). In
this case, the salinity dierences between the Coral and the Tasman Seas (between \C"
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Figure 3.9: a) Idealised pathway of anticyclonic eddies shed at the EAC separation
region in the ocean model, overlaid on mean SST in the model between 1993 and
2012. The letters (\A" to \G") indicate key locations along the pathway; b) map
of SST Anomaly (SSTA) standard deviation in the model between 1993 and 2012; c)
Hovmoller diagram of SST in the model on the \A{G" pathway; d) as for (c), but for
SSTA, with numbers relating to eddies from Figure 3.1a.
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Figure 3.10: a) as for Figure 3.9a, but for Sea Surface Salinity (SSS); b) as for Figure
3.9b, but for SSS Anomaly (SSSA); c) as for Figure 3.9c, but for SSS; d) as for Figure
3.9d, but for SSSA.
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and \D" in the SSS Hovmoller diagram) are very clear. Even with this strong signal,
the signature of the eddy propagation along the pathway is evident. Consideration of
seasonal anomalies of SSS yields a clearer picture of the eddy propagation following the
pathway (Figure 3.10d). However, after the \D" location, there is a misleading increase
in SSSA. This increase does not represent an increase in the SSS associated with the
eddies, but a higher SSSA due to the eddy propagating along a highly variable region
(Figure 3.10b).
To explore the evolution of the potential temperature (θ) and salinity (S) at depth, θS
diagrams are produced (Figure 3.11). The spread of these properties within all eddies
following the pathway ranges from 0 to 25oC and from 34.4 to 35.9 psu, and includes
several water masses (Figure 3.11b).
Two regimes are evident when considering θS within eddies at \A-G" locations along
the pathway (Figure 3.11c). These regimes are seen in the scattered data at the surface
and sub-surface of eddies located between \A" and \D" (circle 1 in Figure 3.11c), and at
the scattered data at the surface and sub-surface of eddies located between \E" and \G"
(circle 2 in Figure 3.11c). This scattered data represents the eect of seasonal variability
at the surface of the eddy.
The evolution of θS properties shown in Figure 3.11c is consistent with cooling and fresh-
ening of the surface waters of the eddies (Figures 3.9 and 3.10). At the EAC separation
(i.e., \A"), eddies are warm and salty, retaining characteristics of their formation region.
These characteristics are maintained until the eddies reach Tasmania (i.e., between \C"
and \D"). South of Tasmania (i.e., \D"), the surface and sub-surface properties of eddies
are cooler and fresher. As eddies advect westwards in the Eastern Indian Ocean (i.e.,
\E{G"), they no longer carry waters from their formation region at the surface. This is
expected, considering that by the time the eddies reach south of Tasmania they are no
longer non-linear, and have lost the capacity of trapping uid. The denser waters within
the eddies also change - becoming saltier as eddies propagate (see salinity minimum in
the θS curves).
3.3.3.2 Case studies
The Hovmoller diagrams (Figure 3.2c-e) show that the surface expression of the prop-
agating eddies uctuates with time. The SLA associated with the eddies often slowly
decreases as they propagate, and sometimes increases over just a few weeks, both in the
ocean model and the observations. To better understand this, two detailed descriptions
of modelled eddies, hereafter Eddy #3 (Figure 3.12) and Eddy #9 (Figure 3.14), are
presented. These eddies are representative of the sample of modelled eddies included in
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Figure 3.11: a) Map indicating the location of the climatology properties in the EAC
separation region (pink), the Tasman Sea (green), and the Southern Ocean (blue), and
the \A{G" eddy pathway described in Section 3.3.1. The climatology data is the mean
θ and S considering all daily averages from OFAM, between 1993 and 2012, and are
shown in (b). Colours indicate bathymetry; b) θS diagram of properties at the centre
of all EAC anticyclonic eddies at each timestep as they propagate from the Tasman Sea
to the Eastern Indian Ocean. Water masses are named based on Rochford (1957) and
Wyrtki (1962); c) θS diagram of properties at the centre of all EAC anticyclonic eddies
at \A{G" locations (colours) shown in (a). In (b) and (c) background lines indicate
potential density (kg/m3). The black circles (1 and 2) indicate two regions of scattered
data, discussed in the text.
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this study (the same details for all modelled eddies are included in Figures S1{S14 in
Appendix B).
Here, various eddy characteristics, as the eddies follow the pathway, are shown. These
characteristics include the SLA associated with these eddies, their velocity prole with
depth, and their barotropic-baroclinic partitioning. To quantify the barotropic-baroclinic
partitioning of the eddies, the normal vertical modes along their path are computed
(Figures 3.12c and 3.14c). This is achieved by solving the Sturm-Liouville eigenvalue
problem (e.g., Wunsch, 1997, Venaille et al., 2011), using the Coriolis parameter and
proles of velocity and the buoyancy frequency. At each time step, I use proles that
are midway between the eddy centre and the edge of the eddy to the east - usually about
100 km east of the eddy centre. The ratio of the rst and second eigenvalue to the sum
of all eigenvalues is then computed, quantifying the percentage of the velocity prole
that projects onto the zeroth mode (the barotropic mode) and the rst baroclinic mode.
Sensitivity tests indicate no signicant dierence to the choice of the eastern/western
side of the eddy.
1st case study: Eddy #3
The SLA associated with Eddy #3 changes as the eddy propagates (Figure 3.12a). Be-
tween the EAC separation region (\A") and southeast of Tasmania (\D"), the SLA
associated with the eddy varies between 0.17 and 0.45 m. The SLA increases sharply
after eddy merging events (red lines between \A" and \D"), but slowly decreases oth-
erwise. After the eddy propagates beyond Tasmania, the SLA decays, reaching ∼0.1 m
before the eddy dissipates completely.
To demonstrate the interactions between Eddy #3 and other anticyclonic eddies, the
merging events occurring in \A" and in \D" in Figure 3.12a are shown in Figures 3.13a
and 3.13b, respectively. In the event in \A", Eddy #3 and another anticyclonic eddy
of the Tasman Sea interact, but do not fully merge (Figure 3.13a). In one month, this
interaction doubles the SLA associated with this case study. In the event in \D", Eddy
#3 fully merges with another anticyclonic eddy o southeast Tasmania (Figure 3.13b).
Because of this full merging, the SLA associated with this case study increases from 0.25
m to 0.35 m in two months.
The velocity prole changes as Eddy #3 propagates along the pathway. To demonstrate
that, daily averages of this eddy immediately after it forms (Figure 3.12b, left), when
it is located o Bass Strait (Figure 3.12b, centre), and when it propagates towards the
Eastern Indian Ocean (Figure 3.12b, right) are shown. Remember that the output of the
ocean model used here is comprised of daily averages. Immediately after formation, the
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Figure 3.12: a) Times series of maximum SLA associated with Eddy #3; b) daily
averages of modelled velocity (colour; black contour denoting 0.1 cm/s) and potential
density (magenta contours; contour intervals are 0.1 kg/m3) near \A", \C" and \F{
G" locations; and c) time-series of the percentage of velocity that projects onto the
barotropic (blue) and 1st baroclinic (red) modes for Eddy #3 (bold lines) and for all
other modelled eddies (thin lines). The percentages at each point, \A{G", are denoted
in boxes. Note that the x-axes in (a) and (c) are dierent.
velocity eld is surface-intensied with values of over 1 m/s, with moderate velocities
penetrating to depths of about 1800 m, and with strong vertical shear - characteristic
of a strongly baroclinic ow. By the time Eddy #3 propagates to Bass Strait, it has
weaker velocity at the surface, compared to its formation period. The eddy still shows
deep penetration of the velocities (over 2000 m), and weakening vertical shear. The
eddy velocity is much weaker by the time it reaches the Eastern Indian Ocean, and
is characterised by a velocity eld that shows weak vertical shear - characteristic of a
quasi-barotropic ow. Note that the maximum velocities are at sub-surface at \F{G"
- centred around 200 m depth. Also note that the velocity in the eastern and western
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Figure 3.13: Daily averages of modelled SLA (colours) showing a merging event close
to \A" (a) and close to \D" (b) between Eddy #3 and other anticyclonic eddies. \A"
and \D" refer to locations on the eddy pathway shown in Figure 3.2a. The moment of
these merging events are indicated by the vertical lines to the left and to the right in
Figure 3.12a. The arrows indicate Eddy #3.
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anks of the eddy in \A" and in \F{G" is asymmetric.
The velocity proles with depth suggest that the eddy is more baroclinic when it rst
forms, and becomes more barotropic as it propagates following the pathway. Low-pass
ltered time-series of the ratio of eigenvalues, quantifying the barotropic-baroclinic par-
titioning, are shown in Figure 3.12c, with results for Eddy #3 (bold lines) and for all
other eddies (thin lines). The results in Figure 3.12c quantify what is evident in Fig-
ure 3.12b - namely that Eddy #3 becomes more barotropic as it propagates, with 58%
of the velocity explained by the barotropic mode when the eddy forms, increasing to
95% as it reaches the Eastern Indian Ocean. Conversely, the percentage of the velocity
eld projecting onto the rst baroclinic mode decreases from 37%, when Eddy #3 rst
forms, to 4% as it reaches the Eastern Indian Ocean.
2nd case study: Eddy #9
The SLA associated with Eddy #9 changes as the eddy propagates (Figure 3.14a). Here,
in one merging event, there is no increase in eddy SLA. Similar to Eddy #3, the SLA
varies between the EAC separation (\A") and southeast of Tasmania (\D"), decreasing
almost monotonically when the eddy is propagating in the Eastern Indian Ocean (i.e.
after \E").
This velocity prole with depth of this eddy - as for Eddy #3 - also changes as it prop-
agates along the pathway. Immediately after formation (Figure 3.14b, left) the velocity
eld is surface-intensied with values of ∼0.8 m/s, with weaker velocities penetrating
deeper than 1800 m. The velocity prole for Eddy #9 is more asymmetric than for
Eddy #3, with stronger velocities penetrating deeper on its western ank. I believe this
asymmetry to be caused by the eddy interaction with the continental slope. Moreover,
this asymmetry suggests a vertical tilt of the main axis of the eddy. By the time Eddy
#9 reaches Bass Strait, it has weaker velocity at surface and weaker vertical shear, com-
pared to its formation period. The eddy still shows deep penetration of the velocity
(over 2000 m). The eddy velocity, as its vertical shear, is much weaker by the time it
reaches the Eastern Indian Ocean. Here, the maximum velocities are also at sub-surface
- centred around 300 m depth.
Eddy #9 becomes more barotropic as it propagates, with 54% of its velocity explained by
the barotropic mode when the eddy forms, increasing to∼80% before the eddy dissipates.
Conversely, the percentage of the velocity eld projecting onto the rst baroclinic mode
decreases from 41%, when Eddy #9 rst forms, to ∼15% before the eddy dissipates.
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Figure 3.14: As in Figure 3.12, but for Eddy #9
3.3.3.3 The subsurface signal of EAC anticyclonic eddies
The velocity maximum within both case studies shown here (and all eddies shown in
Appendix B) deepens from the surface to the sub-surface as the eddies propagate fol-
lowing the pathway (Figures 3.12b and 3.14b). This deepening of the velocity maximum
suggests that the surface layers of the eddies change in time. To illustrate these changes,
daily averages of vertical sections of potential density associated with four eddies are
shown (see Figure 3.15). While eddies are still in the Tasman Sea, all isopycnals are
depressed (A to E in Figure 3.15). As eddies propagate, the density of their inner waters
increases. Therefore, when the eddies reach the Eastern Indian Ocean, they are capped
by lighter waters (F to G in Figure 3.15). In these nal stages of life, the permanent pyc-
nocline is depressed within the eddy, and the seasonal pycnocline is shoaled (e.g., waters
lighter than 1025.8 kg/m3 versus waters denser than 1026.4 kg/m3 in Figure 3.15 G, rst
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row). Therefore, the structure of EAC eddies that reach the Eastern Indian Ocean re-
sembles the lense-type structure of mode water eddies (Flierl, 1979, McGillicuddy et al.,
2007, McGillicuddy, 2015).
3.4 Discussion and conclusions
The results show that large, long-lived EAC anticyclonic eddies mostly follow a consistent
pathway and leave the Tasman Sea. Specically, ∼25-30% of anticyclonic eddies that
form in the EAC separation region propagate southwards, adjacent to the continental
slope, and transit south of Tasmania. Besides advection by the EAC extension, Shi
and Nof (1994) suggest that the \image eect" can be the driver for the southward
propagation of EAC anticyclonic eddies. This eect explains the advection of an eddy
along a free-slip wall due to its image, pushing - in the Southern Hemisphere - an
anticyclonic eddy polewards, and a cyclonic eddy equatorwards (Figure 3.16). The
increase of the barotropic component of EAC eddies as they propagate may also be
responsible for their strong bathymetric steering. This is especially true when eddies
move around Tasmania, where 53-71% of their velocity is projected into the barotropic
mode (Figures 3.12c and 3.14c, and Appendix B). The restriction imposed to the ow
by Tasmania, the Tasman Plateau to the east, and the South Tasman Rise to the south
steers these highly barotropic eddies in the coherent pathway described here. After
crossing south of Tasmania, the eddies propagate west-north-westwards, towards the
Eastern Indian Ocean. This part of the pathway is consistent with the existing literature
(Ridgway and Dunn, 2007, Baird et al., 2011). The west-north-westward propagation is
also consistent with previous reports of anticyclonic eddy paths in other regions (e.g.,
Morrow, 2004, Chelton et al., 2011b). Based on the analyses performed here, it is
suggested that most EAC anticyclonic eddies that follow the identied pathway nally
decay in the deep basin of the Eastern Indian Ocean. However, Cresswell and Peterson
(1993) sampled an anticyclonic eddy o the southern tip of Western Australia (∼177 oE)
carrying Bass Strait waters. Their observations imply that some eddies have propagated
further northwest, well beyond the pathway identied in this study.
The interaction between eddies and the mean ow has been extensively studied in WBC
of the Northern Hemisphere (e.g., Waterman and Jayne, 2011, and references therein),
and in the Agulhas Current (e.g., Biastoch and Krauss, 1999, De Ruijter et al., 1999),
and to a smaller extent in the Brazil Current (Oliveira et al., 2009, Rocha et al., 2014)
and in the EAC (Bowen et al., 2005, Mata et al., 2006). Within the EAC region, eddies
might regulate the local recirculation where the current separates from the coast (Mata
et al., 2006).
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Figure 3.15: Daily averages of modelled potential density elds (colours) in the top
600 m of the ocean associated with four EAC anticyclonic eddies that propagate from
the EAC separation region (A) to the Eastern Indian Ocean (G). The black lines are
isopycnals spaced every 0.1 kg/m3, and the white lines are the 1024, 1025, and 1026
kg/m3 isopycnals. The number of the eddies relates to numbers in Figure 3.1a.
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Figure 3.16: Image eect in (a) an anticyclonic and (b) a cyclonic eddy in the South-
ern Hemisphere (adapted from Shi and Nof (1994)).
In the EAC separation, newly formed eddies can either coalesce with the EAC (Nilsson
and Cresswell, 1981) or grow and leave the region (Mata et al., 2006, Everett et al., 2012,
Pilo et al., 2015). EAC anticyclonic eddies that coalesce with the EAC lose barotropic
energy to the mean ow (Mata et al., 2006). EAC anticyclonic eddies that grow and
leave the region receive both baroclinic and barotropic energy from the mean ow (Bowen
et al., 2005, Mata et al., 2006). As the eddies move southwards, their baroclinic energy
is lost back to the mean ow (Mata et al., 2006). The results shown here are consistent
with this energy loss (Figures 3.5, 3.6, 3.12a and 3.14a). Exceptions to this slow eddy
decay are caused by eddy merging events, as shown here, and by eddy interactions with
other local instabilities (Mata et al., 2006). The interaction between eddies and the
mean ow clearly impacts the SLA and energy associated with each eddy.
The large, long-lived EAC anticyclonic eddies studied here change from highly baroclinic
structures in the Tasman Sea, to highly barotropic structures in the Eastern Indian
Ocean (Figures 3.12 3.14). The highly barotropic structure of EAC eddies is clearly
seen in the deep, low-stratied vertical section of potential vorticity o Southeastern
Tasmania (\E" in Figure 3.15). While EAC eddies lose their baroclinic structure and
keep their barotropicity, the opposite is valid for Agulhas Rings (Matano and Beier,
2003). Those rings become more baroclinic as they interact with the bottom topography
of that region. More studies are required to determine the causes for this disparity
between EAC and Agulhas Current eddies.
The results show that, in the absence of eddy-eddy interactions, the total EKE within
eddies - and the SLA associated with them - gradually decreases (Figures 3.5 and 3.6).
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Some of the eddies decay faster if they \stall" o certain locations o Australia. Dur-
ing those \stalling" periods, the eddies often \push up" against the continental slope -
remaining at a near-constant latitude for several months - and rubbing against the conti-
nental slope, possibly explaining a faster decrease in SLA. This \stalling" behaviour has
been previously reported by Nilsson et al. (1977). The authors sampled one anticyclonic
eddy o New South Wales (∼35oS) that remains in the same region for 7 weeks. The
volume of that eddy decreases by 10-30% during the stalling period. The reason for the
eddies \stalling" near Sydney and Bass Strait is not completely clear. Perhaps eddies
stall near Sydney because their southward propagation is interrupted by the presence of
other eddies; and perhaps the stalling near Bass Strait may be related to the orientation
of the coast (noting the change in the coastline alignment to the north-east of Bass Strait
- near point \C" in Figure 3.2a) and the tendency for eddies to propagate westwards
(e.g., Cushman-Roisin et al., 1990, van Leeuwen, 2007, Morrow, 2004).
Eddies in the model and in observations stall at dierent locations. Eddy stalling seems
to relate to bathymetric steering and eddy-eddy interactions. While the bathymetric
steering of eddies is expected to act similarly in both datasets, the eddy-eddy interactions
diers. Remember that OFAM is a free-running model, and the location and intensity of
each eddy is not expected to be the same in OFAM and in observations. In addition, in
observations, eddy merging is more recurrent than in the model, especially o Eastern
Tasmania. This frequent merging o Eastern Tasmania is possibly the reason for a
higher number of eddies stalling in that region in observations when compared to the
model.
Several other mechanisms may be responsible for eddy decay. These mechanisms include
the loss of balance in the upper ocean (sub-mesoscale instabilities; e.g. Drijfhout et al.,
2003), lateral entrainment (e.g. Cheney and Richardson, 1976), interaction with internal
waves (Polzin, 2010), damping by air-sea uxes (e.g. Villas Bo^as et al., 2015, Xu et al.,
2016), the generation of Rossby waves (Flierl, 1984, McDonald, 1998, van Sebille et al.,
2010), and interaction with bathymetry (Shapiro et al., 1995, Kamenkovich et al., 1996,
Schouten et al., 2000, de Steur and van Leeuwen, 2009).
The SLA amplitude associated with EAC anticyclonic eddies uctuates along the path-
way. The primary cause of these uctuations is merging with other eddies. Typically, a
merging event results in an increase in the maximum SLA by 0.05-0.25 m (an approxi-
mate increase of 24% of the SLA associated with the eddy). From the two case studies
shown here (and also the eddies shown in Appendix B) I conclude that it is common
for an eddy to merge at least three times as it propagates, with most merging events
occurring in the Tasman Sea (before \D" in Figure 3.2). The recurrent eddy merging
in the Tasman Sea is mostly due to the high number of eddies existing within that
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region. However, Valcke and Verron (1997) show that the more baroclinic eddies are,
the more likely they are to merge. Therefore, the fact that eddies are more baroclinic
when propagating in the Tasman Sea - compared to when propagating in the Eastern
Indian Ocean - may also contribute to the recurrent eddy merging in the former loca-
tion. In a thoroughly investigated merging event between two anticyclonic eddies in the
Tasman Sea, Cresswell (1982) describes two stacked cores in the resulting eddy. Stacked
cores were not identied after the merging events associated with the eddies studied
here. Investigations to determine if the absence of stacked cores in the model is because
the model cannot resolve them, or because they are rare in the Tasman Sea, are still
required.
It is shown in this Chapter that the maximum velocity of EAC anticyclonic eddies
deepens in time, suggesting changes in the structure of these eddies, especially at surface.
Changes in the eddy structure may relate to the sinking of eddies as they propagate, and
to the erosion of the upper layers of the eddy. The sinking of anticyclonic eddies has been
associated with intense cooling of the eddy core, warming of the surrounding uid, and
eddy-wind interactions (Chapman and Nof, 1988, McGillicuddy, 2015). In the northern
Tasman Sea, the warmer EAC has been reported overwashing eddies during summer
months (Tranter et al., 1982, Baird et al., 2011, Macdonald et al., 2013). As eddies
propagate further south, they lose heat - as seen in the SSTA evolution in Figure 3.9d
and in the θS evolution in Figure 3.11c. I speculate that this cooling process reinforces
the sinking of the core of these eddies and, therefore, both the cooling of the core and the
warming of surrounding waters are important for the sinking of EAC eddies. The eect
of wind in the sinking of EAC anticyclonic eddies, however, still requires investigation.
The erosion of the surface layers of the eddy, given by horizontal mixing, may also play
a role in modifying the structure of these eddies. With a reduced surface velocity, the
maximum rotation signal would be found at depths, as observed in Figures 3.15. The
eect of one or both of these processes may result in the sub-surface core of the eddies
shown here. Anticyclonic eddies with a sub-surface core have been previously observed
in the Tasman Sea entrapping coastal waters (Baird and Ridgway, 2012) and shelf-
water organisms (Tranter et al., 1982, Baird et al., 2011). Therefore, the sinking and
surface erosion of anticyclonic eddies impacts the exchange of waters between coastal
and oceanic regions.
The long-lived EAC eddies studied here have a mean |ζR/f | of 0.5 as they propagate
southwards (from A to D in the eddy pathway), and 0.2 as they propagate westwards
(from E to G; Figure 3.7). The values related to EAC eddies after formation compare
to mean |ζR/f | values for Agulhas Rings (0.5, Douglass and Richman, 2015) and eddies
from the Gulf Stream (0.4, Douglass and Richman, 2015), known to be highly non-linear.
Conversely, the values related to EAC eddies before dissipation compare to mean |ζR/f |
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values for Brazil Current eddies (0.2, Douglass and Richman, 2015). Another way to
determine an eddy's non-linearity is to compare its rotation speed to its propagation
speed (U/c, as in Chelton et al., 2011b). Eddies with U/c larger than 1 are considered
to be non-linear. According to this metrics, all EAC eddies studied here are highly
non-linear, from formation to dissipation, with U/c values ranging between 5 and 60.
This results corroborates with the ndings from Chelton et al. (2011b), who state that
\essentially all of the observed mesoscale features outside of the tropical band 20oS-
20oN are nonlinear by the metric U/c" and that \approximately 90% of the observed
mesoscale features are nonlinear by this measure". However, the propagation speed of
eddies in the model is smaller than the propagation speed of eddies in the altimetry
datasets. Therefore, the U/c metrics might be unrealistic, and caution must be taken
when interpreting these results. Because of these unrealistic eddy propagation speeds in
the model, the Rossby Number is used here, as a more reliable metrics.
Despite the non-linearity of eddies in their rst stages of life, potential temperature and
salinity properties at the surface and interior of the eddies change along the pathway.
The signal of θS properties decreases in the later stages of life of the eddies, with waters
within the eddies becoming cooler and fresher in time. This relates to the gain in linearity
of these eddies after they cross south of Tasmania. In addition, as eddies propagate
southward, they mix with Tasman Sea waters and lose heat at surface layers. By the time
eddies reach the Eastern Indian Ocean, their SSTA signature is almost absent compared
to their SLA signature. This relates to their decrease in Rossby Number during these
nal stages (Figure 3.15). An interesting feature of the evolution of temperature and
salinity properties within EAC anticyclonic eddies is the shift of dense, bottom waters
towards higher salinity values as eddies reach their nal stages of life. I believe this
shift to also be related to the sinking of eddies in time, but further assessment is still
required. In addition to changes in salinity along the pathway, the SSSA Hovmoller
diagram also shows changes in time. There is an evident freshening of eddies close to
the EAC separation region, between 2005 and 2011, consistent with results based on
Argo oat data (Rykova and Oke, 2015).
In both the model and observations, there is an interannual variability in the shedding
rate of long-lived EAC anticyclonic. Between 1992 and 2011 there are periods of higher
eddy-shedding frequency (i.e., 1999-2003) and lower eddy-shedding frequency (i.e., 1995-
1999). In all three datasets these periods coincide, suggesting that model forcings, such
as the wind, may be involved in the processes that govern eddy shedding. Consideration
of Hovmoller diagrams of dierent variables (Figures 3.2c, 3.9d and 3.10d) reveals a
dierent pattern between 1995 and 1997. During this period no eddies propagate fol-
lowing the pathway. Also, there are smaller values of SLA, SSTA and SSSA compared to
post-1997 years. Because of the \gating" described in Chapter 1, the 1995{1997 period
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is associated with a reduced southward EAC transport and increased eastward Tasman
Front transport (Ridgway et al., 2008, Hill et al., 2011). It is expected that a weaker
EAC transport may lead to fewer eddies being shed and a smaller magnitude of SSTA
and SSSA in that region.
The asymmetry between the velocity in the eastern and western anks of the case studies
(Figures 3.12b and 3.14b), and in some eddies from Appendix B, suggests a vertical tilt
in the main axis of these eddies. A careful investigation of this tilt - conducted at each
time step of an eddy chosen as case study - reveals that the misalignment between the
eddy centre at the surface and at 2000 m (dened by the minimum velocity within the
eddy perimeter) is either absent or a distance of only one horizontal grid cell in the
model (i.e. ∼110 km). Therefore, despite some evidences of eddy tilting in the results
shown here, this tilting is not fully resolved by the model. Nevertheless, this is the rst
study that reports the vertical tilt in EAC anticyclonic eddies. The literature reports
EAC cyclonic eddies tilting towards the coast (Oke and Grin, 2011, Roughan et al.,
2017), and anticyclonic eddies tilting in other oceanic regions (Roemmich and Gilson,
2001, Kurczyn et al., 2013, Zhang et al., 2016). These studies show that the vertical
tilt impacts local productivity (Oke and Grin, 2011, Roughan et al., 2017), and heat
distribution (Roemmich and Gilson, 2001, Kurczyn et al., 2013). The vertical tilt of EAC
anticyclonic eddies - and its impact on the local and regional oceanography - requires
further investigation.
This study shows that altimetry sampling is problematic o eastern Tasmania. There
are relatively long periods when no altimeter tracks cross the described eddy pathway,
resulting in a local maximum in the mapping error of the gridded SLA (see Figure 2.5).
As a result, this identied eddy pathway has not been previously documented. This
study, instead, made use of an eddy-resolving ocean model output (which is imperfect,
but has sucient spatio-temporal coverage for studies of mesoscale variability) to com-
plement the analysis of observation-based gridded SLA elds. This allowed me to see
the eddy pathway clearly.
The EAC anticyclonic eddy pathway shown here provides a direct connection, albeit over
several years, between the EAC separation region and the Eastern Indian Ocean. Thus, it
allows for advection of EAC waters well beyond the Tasman Sea. As the eddies propagate
southwards, they interact with dierent regions of the Australian continental shelf break.
This interaction can lead to local changes in ocean temperature and biogeochemistry,
that ultimately aects habitat conditions for the marine biota.
Chapter 4
Patterns of vertical velocity
induced by eddy distortion in an
ocean model
4.1 Introduction
Vertical velocities within ocean eddies play an important role in the exchange of prop-
erties between the ocean surface and the ocean interior (e.g., Nurser and Zhang, 2000,
Roemmich and Gilson, 2001), and in ecological and biogeochemical processes (e.g.,
McGillicuddy et al., 1998, Klein and Lapeyre, 2009, Siegel et al., 2011, Gaube et al.,
2013). The upward motion within eddies promotes primary productivity, by uplifting
high-nutrient waters from the ocean interior to the euphotic zone (e.g., McGillicuddy
et al., 1998, Chelton, 2013). The downward motion within eddies exports tracers out of
the euphotic zone and into the deep ocean (e.g., McGillicuddy et al., 2003, Klein and
Lapeyre, 2009).
Despite its importance, the vertical circulation within eddies has received less attention
than other aspects of eddy dynamics. This is mostly because the vertical velocity in
the ocean cannot easily be directly measured. Therefore, studies on vertical velocity
within eddies rely on indirect diagnostics through the Omega equation (e.g., Tintore
et al., 1991, Pollard and Regier, 1992, Martin and Richards, 2001, Nardelli, 2013) and
other methods (Strass, 1994). These indirect diagnostics, however, require observations
with high spatial and temporal resolution. Both requirements are hard to achieve when
observing mesoscale eddies (Allen et al., 2001, Martin and Richards, 2001). Another
way to study the vertical circulation in the ocean is by analysing the output of numer-
ical models (e.g., Flierl and Mied, 1985, Viudez and Dritschel, 2003, Pallas-Sanz and
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Figure 4.1: Schematic of the displacement of the seasonal pycnocline ρ1 and the
permanent pycnocline ρ2 associated with eddy pumping during formation and intensi-
cation of (a) a cyclonic and (b) an anticyclonic eddy, and during decay of (c) a cyclonic
and (d) an anticyclonic eddy (adapted from McGillicuddy, 2016).
Viudez, 2007, Koszalka et al., 2009). Modelled vertical velocity, however, cannot be eas-
ily validated against observations, and results from idealised simulations are not always
applicable to real ocean eddies.
Due to the diculties in studying vertical circulation in the ocean, McGillicuddy and
Robinson (1997) and McGillicuddy et al. (1998) propose an indirect method to estimate
vertical advection by mesoscale eddies - the eddy pumping mechanism. This mechanism
relates the vertical movement of isopycnals to the vertical velocity in the eddy centre
(Figures 4.1a-b). For example, when a cyclonic eddy forms or intensies, a negative
SLA associated with the eddy is observed.. This decrease in SLA means that there
is less pressure acting on the isopycnals below the eddy centre, and that the core of
the cyclonic eddy now has a negative density anomaly. As a result, the isopycnals are
displaced upwards, and a positive vertical velocity is expected in the eddy core (Figure
4.1a). The opposite response is expected when an anticyclonic eddy forms or intensies
(Figure 4.1b). In this case, the eddy is associated with a positive SLA and a downward
displacement of isopycnals below.
The vertical velocity within decaying eddies is the opposite of the vertical velocity in-
duced by the eddy-pumping mechanism in forming and intensifying eddies (Franks et al.,
1986, Nelson et al., 1989; Figures 4.1c and d). In this case, the decay of an anticyclonic
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Table 4.1: Mechanisms that induce vertical velocity within eddies described in the
literature, and the order of magnitude of the vertical velocities induced (last column).
Mechanism Reference
Vertical velocity
[cm/d]
Wind and SST interaction Gaube et al. (2015) o(1-10)
Eddy propagation McGillicuddy et al. (1995) o(10)
Eddy-Ekman pumping
Martin and Richards (2001);
Gaube et al. (2015)
o(10)
Wind and eddy
vorticity interaction
Gaube et al. (2015) o(10)
Eddy-eddy interaction Pidcock et al. (2013) o(100)
Submesoscale processes
Levy et al. (2001);
Brannigan (2016)
o(100)
Eddy-bathymetry interaction Oke and Grin (2011) o(1000)
Perturbation of the
geostrophic ow
Martin and Richards (2001);
Nardelli (2013)
o(1000)
eddy, for example, means that the isopycnals that deepened during its formation re-
lax back to their steady state (Figure 4.1d). As the isopycnals move upwards, deep,
nutrient-rich waters are brought to the euphotic zone - similarly to the eddy pumping
in intensifying cyclonic eddies. Due to the eddy decay and relaxation of the isopycnals,
anticyclonic eddies have been observed to be as productive as cyclonic eddies (e.g., Ev-
erett et al., 2012, Dufois et al., 2014). The opposite is valid for a decaying cyclonic eddy
(Figure 4.1c).
As mentioned in Chapter 1, the eddy pumping mechanism has advanced our knowledge
on the role of mesoscale eddies in the balance of the nutrient budget in the ocean (e.g.,
McGillicuddy et al., 1998, Siegel et al., 1999). However, it has also led part of the scien-
tic community to a misunderstanding that cyclonic eddies are always associated with
upward motion and anticyclonic eddies are always associated with downward motion. In
fact, the terms \upwelling eddy" and \downwelling eddy" have been widely cited in the
specialised literature (e.g., Tilburg et al., 2002, Uysal, 2006, Alpine and Hobday, 2007,
Paterson et al., 2007, Nemcek et al., 2008, Oliver and Holbrook, 2014). The dominant
upward or downward motion in the centre of eddies promoted by eddy pumping is a
simplied view, and patterns of vertical velocity within eddies are more complicated.
Besides the eddy pumping mechanism, the vertical circulation within eddies is also
aected by eddy propagation, by eddy interactions with the surrounding environment,
and by the perturbation of the eddy geostrophic balance. Some of these mechanisms
result in higher vertical velocities within the eddies than others (Table 4.1). The highest
reported vertical velocities relate to eddy-bathymetry interactions and perturbation of
the eddy geostrophic ow.
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Figure 4.2: Schematic of isopycnal displacement associated with (a) an anticyclonic
and (b) a cyclonic eddy propagating westwards. Blue arrows indicate downward motion,
and red arrows indicate upward motion (adapted from McGillicuddy et al., 1995).
The propagation of an eddy results in opposing upward and downward cells at its leading
and trailing parts, depending on the eddy rotation (McGillicuddy et al., 1995; Figure
4.2). For example, an anticyclonic eddy propagating westwards in the ocean moves
isopycnals in its leading part (i.e., its western ank) downwards (Figure 4.2a). The
leading part of the anticyclonic eddy is, therefore, associated with negative vertical
velocity. As this eddy moves, the previously deepened isopycnals relax back to their
original state. The trailing part of the anticyclonic eddy (i.e., its eastern ank), is
therefore, associated with positive vertical velocity. The opposite is expected for a
propagating cyclonic eddy (Figure 4.2b). This pattern of vertical velocity associated
with eddy propagation is the same in both the Southern and the Northern Hemispheres.
The interaction with the surface wind eld can aect the vertical circulation within
an eddy through several mechanisms (Stern, 1965, Dewar and Flierl, 1987, Martin and
Richards, 2001, Siegel et al., 2008, 2011, Gaube et al., 2015). One of these wind-related
mechanisms is the Eddy-Ekman pumping (Dewar and Flierl, 1987, Martin and Richards,
2001). This mechanism induces upward (downward) motion in the centre of anticyclonic
(cyclonic) eddies (Figure 4.3). Consider northerly winds blowing on the surface of an
anticyclonic eddy in the Southern Hemisphere (Figure 4.3a). On the western ank of
this eddy, the ow is in the same direction as the wind acting on the surface. Here, the
stress between the current and the wind is low, as is the eastward Ekman transport.
On the eastern ank of this eddy, however, the ow is in the opposite direction of the
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Figure 4.3: Schematic of the eddy-Ekman pumping mechanism acting on (a) an
anticyclonic and (b) a cyclonic eddy in the Southern Hemisphere (SH). Note that the
Ekman transport (TEk) is higher in regions of higher stress between the eddy rotation
speed and the wind. The shading indicates the vertical velocity in the eddy interior,
induced by this mechanism. Red indicates upward motion, and blue indicates downward
motion (adapted from Siegel et al., 2011).
wind acting on the surface. Here, the stress between the current and the wind is high,
as is the eastward Ekman transport. As a result, the Ekman transport away from the
eddy interior is higher than the Ekman transport towards the eddy interior, resulting
in divergence of the ow - and hence upwelling - in the eddy centre. This is valid for
anticyclonic eddies in both hemispheres and with winds in any direction. Conversely,
the eect of the wind in a cyclonic eddy results in convergence of the ow - and hence
downwelling - in the eddy centre (Figure 4.3b).
A second wind-related mechanism that induces vertical velocity within eddies is the
interaction of the wind with the surface vorticity of the eddy (Stern, 1965, Gaube et al.,
2015). A uniform wind stress acting on an eddy tends to tilt the main axis of this
eddy away from the vertical position - similar to a \surface drag". To balance the
advective tendency associated with the wind action, the eddy then develops two cells of
opposing vertical velocity in its interior. Therefore, the vertical circulation induced by
this mechanism is a response of the eddy to maintain its main axis vertically aligned.
A third, and less intense, wind-related mechanism is the interaction of the wind with the
SST gradient associated with an eddy (e.g., Gaube et al., 2015). Surface wind speeds
are higher over warm waters and lower over cool waters (Chelton et al., 2004, Chelton
and Xie, 2010). Therefore, the wind speed changes as the wind blows over eddy cores
that are warmer or cooler than the surrounding ocean. As a result, patterns of wind
stress curl and divergence are generated at dierent parts of the eddy. Wind stress curl
(divergence) is generated in parts of the eddy where the wind blows parallel to (across)
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the SST gradients. This mechanism also induces a bipolar pattern of vertical velocity
within the eddy, but with smaller magnitude than the other mechanisms (Table 4.1).
However, because of the vertical advection of SST gradients by the eddy rotation speed,
these patterns are not as straight-forward as predicted by the theory (Siegel et al., 2008,
2011, Gaube et al., 2015).
The interaction of an eddy with bathymetry and with other eddies can also impact its
vertical circulation. Eddies interacting with the coast have been reported to induce
coastal upwelling (e.g., Calado et al., 2010, Oke and Grin, 2011, Roberts et al., 2014).
Eddies interacting with eddies of opposing polarity (i.e., dipoles) have also been as-
sociated with high vertical velocity (Legal et al., 2007, Pallas-Sanz and Viudez, 2007,
Pidcock et al., 2013). In these cases the high vertical velocities are mainly found in the
central jet within the eddies of the dipole.
Finally, the perturbation of the geostrophic balance of eddies induces alternating up-
ward and downward cells in the eddy interior (Figure 4.4). This mechanism has been
previously described in idealised numerical models (Martin and Richards, 2001, Viudez
and Dritschel, 2003), and in elds derived from observed (Martin and Richards, 2001)
and synthetic temperature and salinity (Nardelli, 2013). The perturbation of eddies, to-
gether with eddy-bathymetry interaction, induces the highest vertical velocities within
eddies (Table 4.1).
The alternating upward and downward cells within an oceanic eddy are rst described
in Martin and Richards (2001). The authors show that the vertical velocity within an
anticyclonic eddy in the Northeast Atlantic, derived from observations, is dominated by
alternating cells with a north-south orientation (Figure 4.4a). A numerical simulation
then shows that this orientation is articially imposed by the observational sampling
grid. The modelled vertical circulation pattern - without gridding problems - is dom-
inated by alternating upward and downward cells that radially extend from the eddy
centre to the eddy periphery (Figure 4.4b). These cells result from perturbations to
the eddy geostrophic balance, simulated by \lobes" imposed to the eddy circular ow
(L1-L4 in Figure 4.4b). The nature, duration, and intensity of the perturbation dictates
the number and strength of the vertical velocity cells. Despite describing the cells and
linking them to the perturbation of the eddy geostrophic balance, Martin and Richards
(2001) do not fully describe the dynamical changes in the eddy interior that lead to the
observed patterns.
The upward and downward cells induced by the perturbation of the geostrophic balance
of an eddy are further described by Nardelli (2013). He shows that the alternating
upward and downward cells are dominant in eddies of the Agulhas Return Current, and
that these cells extend to 900 m (Figure 4.4c-d). The author, then, provides indications
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Figure 4.4: a) Geopotential (black lines) and vertical velocity (colours) at 72 m depth
in an anticyclonic eddy observed in the northeast Atlantic. Blue indicates downward
motion, red indicates upward motion, and velocity contour intervals are 5 m/d; b)
streamfunction (lines) and vertical velocity (grey) at 72 m depth associated with a
modelled anticyclonic eddy with perturbed geostrophic balance. The perturbation is
seen in the 4 lobes L1-L4; c) vertical velocity (colours) at 100 m depth within a cyclonic
eddy in the Agulhas Return Current. Black lines indicate SLA contours, in metres;
d) vertical section of vertical velocity within a cyclonic eddy in the Agulhas Return
Current. Colorbar refers to (c) and (d; adapted from Martin and Richards, 2001 and
Nardelli, 2013).
that the basic dynamics of the alternating upward and downward cells relate to the
propagation of vortex Rossby waves around the eddy (McWilliams et al., 2003). Nardelli
(2013) notes, however, that a complete characterisation of the eddy dynamics is complex.
Therefore, the changes in the eddy dynamics that link the perturbation of the eddy
geostrophic balance to the alternating upward and downward cells still require further
investigation.
The focus of this thesis is on mesoscale dynamics. Nevertheless, it is worth noting
that recent studies have shown that sub-mesoscale processes are also responsible for
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vertical motions within mesoscale eddies (Levy et al., 2001; Klein and Lapeyre, 2009,
and references therein; Mahadevan et al., 2008; Brannigan, 2016).
Eddies are most intense and abundant close to WBCs (Wyrtki et al., 1976, Olson, 1991,
Fu et al., 2010). There, eddies often interact with other eddies and with the mean
ow (Waterman and Jayne, 2011, Biastoch and Krauss, 1999, Bowen et al., 2005, Mata
et al., 2006, Rocha et al., 2014). Due to these interactions, the geostrophic balance of
these eddies is perturbed. Hence, the ageostrophic vertical circulation is expected to be
stronger within eddies close to WBCs than within eddies in other oceanic regions.
As mentioned in Chapter 1, only one study describes the vertical circulation within an
eddy in the EAC region. Oke and Grin (2011) investigate the properties of a cyclonic
eddy interacting with the eastern Australian continental shelf break. They document
upwelling where the eddy seems to interact with the shelf break, downwelling in the
opposite side of the eddy, and a nutrient enrichment in the euphotic zone in the vicinity
of the eddy. It is still unknown if this vertical velocity pattern is common for EAC
cyclonic eddies. Moreover, the vertical circulation within EAC anticyclonic eddies has
never been described.
Understanding the vertical circulation within long-lived, EAC anticyclonic eddies is par-
ticularly important. In Chapter 3, EAC anticyclonic eddies are shown to impact several
oceanic regions as they propagate southwards, leave the Tasman Sea, and reach the
Eastern Indian Ocean. In other studies, these eddies have been shown to entrap coastal
water organisms (Tranter et al., 1982, Baird et al., 2011), and aect the distribution of
marine species (Ling et al., 2009). In addition, the number and strength of EAC anti-
cyclonic eddies is predicted to increase in future climate scenarios (Oliver et al., 2015).
Therefore, their contribution to water mass transport and mixing in this region of the
ocean is also predicted to increase.
The purpose of this Chapter is to investigate patterns in the vertical circulation within
EAC anticyclonic eddies. Specically, this Chapter focusses on the cells of upward and
downward motion caused by the perturbation of the geostrophic ow of these eddies.
This perturbation is referred to here as \eddy distortion" - the change of eddy shape in
time. Here, I aim to further understand the mechanisms that link vertical velocity to
eddy distortion, and to increase knowledge of this complex eddy dynamics in the output
of a global, eddy-resolving ocean model.
The next section provides a description of the analysis methods employed here. In Sec-
tion 4.3, patterns of vertical velocity and eddy distortion in EAC anticyclonic eddies
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are shown. In Section 4.4, mechanisms that link the change in eddy shape and verti-
cal velocity are discussed, and two case studies are shown. A general discussion and
conclusions are presented in Section 5.5.
This Chapter is based on a paper published as:
Pilo, G. S., P. R. Oke, R. Coleman, T. Rykova, and K. Ridgway (2017), Patterns of
vertical velocity induced by eddy distortion in an ocean model, Journal of
Geophysical Research: Oceans, 123, doi:10.1002/ 2017JC013298.
This paper is reproduced in Appendix C of this thesis.
4.2 Data and Methods
The eddies investigated in this Chapter are from the eddy-resolving, global ocean model
described in Chapter 2, section 2.2 (i.e., OFAM). These eddies are manually tracked in
daily averaged SLA elds in the model, following the method also described in Chapter
2, section 2.4.2.
Here, the vertical velocity in ten anticyclonic eddies that originate at the EAC separa-
tion region (∼31oS) is analysed. These ten eddies follow the eddy pathway described
in Chapter 3 (Figure 3.2a). After formation at the EAC separation region, they propa-
gate southwards adjacent to the shelf break, cross south of Tasmania, and then advect
westwards towards the Eastern Indian Ocean. For some of the analyses in this paper,
the eddy pathway is separated according to the main direction of eddy propagation:
southwards and westwards. As eddies propagate southwards (i.e., between the EAC
separation and o east Tasmania, between \A" and \D" in Figure 3.2a), they interact
with bathymetry, with other eddies, and with a strong mean ow. In this part of the
pathway, the vertical velocity can be induced by several mechanisms (e.g., the mecha-
nisms related to eddy-eddy and eddy-bathymetry interactions, and to the perturbation
of the geostrophic ow). As eddies propagate westwards (i.e., o west Tasmania and
the Eastern Indian Ocean, between \E" in Figure 3.2a and their dissipation), they are
isolated, and the surrounding ow is quasi-quiescent. In this part of the pathway, eddies
are more likely to behave as isolated case studies, and the vertical velocity induced by
eddy distortion and eddy propagation to have clearer signals. In addition, as eddies
propagate in the region south of Tasmania (i.e., between 146oE and 150oE) they become
highly incoherent, shed a lot of laments, and interact with seamounts and oceanic rises.
Hence, the region south of Tasmania is not included in the analyses performed here.
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The vertical velocity is the least reliable variable in any ocean model, including the model
used in this study. To eliminate the noise in the modelled vertical velocities, and to
isolate the coherent components of the vertical velocity elds, an Empirical Orthogonal
Function (EOF) analysis is performed. The patterns of vertical velocity shown here
are coherent. For the EOF analysis, 4o × 4o maps of depth-averaged vertical velocity
( ~w) for each time step of the eddy lifetime are used. First, the variable is de-trended
in time. Then, a singular value decomposition of the anomaly eld is computed. The
depths considered for the EOF analysis range from 0 to 600 m when eddies propagate
southwards and from 0 to 2000 m when eddies propagate westwards. This dierence is
because the southward propagating eddies move through shallower regions and extend
to shallower depths than the westward propagating eddies, as described in Chapter 3.
The depth-averaging was only performed after a careful analysis of the raw data, and
that I was condent that no relevant gradient in the vertical structure of w would have
been lost.
A multivariate EOF analysis is performed, combining ~w and changes in SLA (SLA).
SLA is calculated by subtracting the SLA eld in the rst timestep from the SLA
eld in the second timestep, using weekly timesteps. These elds are aligned relative
to the eddy centre (maximum SLA). This weekly SLA is then compared with the ~w
eld in the second timestep. For the multivariate EOFs, the variables SLA and ~w are
normalised (i.e., each variable is divided by their standard deviation), and a combined
matrix is built. The combined matrix is then de-trended in time and an EOF analysis
of the anomaly eld is performed. The variance of individual variables for each mode
is calculated by dividing the EOF mode variance of a single variable by the variance of
this variable's original signal.
Besides the 7-day interval used in the EOF analyses described above, a shorter (e.g., 3
days) and a longer (e.g., 30 days) time interval were tested. For the shorter time interval,
the ~w cells are absent, and for the longer time interval, the ~w cells are present - but
are less clear than at the 7-day interval. The results from this sensitivity test suggest
that the eddy distorts - and hence impacts ~w - on a time interval between 3 and 30
days, and close to a time interval of 7 days. These results are supported by the ndings
of Brassington (2010), who shows the ratio between the minor and the major axes of
ellipses tted to the trajectory of two surface drifters trapped in an anticyclonic eddy in
the Tasman Sea (Figure 4.5). This ratio - another proxy for eddy distortion - changes
every ∼5-10 days, to a large extent (i.e., between the red points in Figure 4.5b). This
means that, on time intervals shorter than ∼5-10 days, the eddy does not distort, and in
time intervals longer than ∼5-10 days the eddy distorts more than once. For example,
between P2 and P7 in Figure 4.5b (30 days apart), the ratio between the minor and the
major axes of the ellipses is reduced by 14% (i.e., the eddy becomes more isotropic).
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Figure 4.5: a) Position of two surface drifters trapped in an anticyclonic eddy in the
Tasman Sea between 21 February and 22 April 2007. Red points indicate the averaged
location of the drifters 10, 20, 30, 40, and 50 days after their launch; b) Time series
of the ratio between the minor and the major axes of ellipses tted to the trajectories
shown in (a). Inections on ratio curves are indicated by red points (P1-P8; adapted
from Brassington, 2010).
However, the ratio changes ve times over these 30 days, and the eddy becomes more
or less isotropic each time. The change between P2 and P7, therefore, is an unrealistic
assessment of eddy distortion. In the same way, an EOF analysis considering SLA with
a 30-day interval would also be unrealistic. Considering the results from the sensitivity
tests and the ndings by Brassington (2010), the weekly time interval is appropriate
for the analyses performed here. This time interval seems to correspond to the time
scale on which EAC eddies typically distort, or change shape. However, this time scale
might be dependent on the interactions of the eddy with the mean ow, the wind, the
bathymetry, and with other eddies.
4.3 Results
4.3.1 Eddy vertical velocity
The ~w (surface to 2000 m) in anticyclonic eddies formed in the EAC separation region
has alternating upward and downward cells (Figure 4.6, rst column). These cells are
stronger at depth (500-1500 m), in most cases do not reach the surface, and are, some-
times, asymmetric (Figure 4.6; second and third columns). As eddies propagate, ~w cells
rotate in the same direction as the eddy rotation (i.e., anti-clockwise). The existence of
these ~w cells indicates that the eddies are not in geostrophic balance and are, therefore,
ageostrophic.
This pattern of alternating cells is seen along the whole eddy pathway (black line in
Figure 3.2a). As eddies propagate southwards, they are relatively strong (maximum
SLA > 0.5 cm) and have strong vertical velocity (up to 50 m/d in magnitude; Figure
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Figure 4.6: Depth-averaged (0-2000 m) vertical velocity (left; colours) in seven EAC
anticyclonic eddies (a-g) in the ocean model. Black lines indicate 0.1, 0.25 and 0.5
m SLA contours. Grey lines indicate the 3000 m isobath. The bold black (magenta)
line indicates the location of the vertical section shown in the centre (right). Note the
dierent scales of vertical velocity for each eddy.
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Table 4.2: Results from a single-variable EOF analysis of depth-averaged vertical
velocity ( ~w) for 10 EAC anticyclonic eddies in the ocean model. The modes and the
combined variances shown relate to the alternating cells of positive and negative values
seen in Figure 4.7. The propagation of the 10 eddies is divided into two sections:
southwards, between the EAC separation region and east of Tasmania, and westwards,
in the Eastern Indian Ocean. Absent values in the southwards section are due to the
presence of shallow regions along the eddy path, that hinder the results of the EOF
analysis.
Southwards ~w Westwards ~w
Eddy EOF modes Combined variance EOF modes Combined variance
#1 1,2,5 45% 1,2,3 49%
#2 1,2,4,6,7 52% 1,2,3,4,6 56%
#3 { { 1,2,6 31%
#4 { { 1,2,3,4,5,6 50%
#5 1,2,6,7 47% 1,2 25%
#6 1,2 38% 1,2,4 46%
#7 1,9 22% 1,2,3 38%
#8 1,2 37% 1,2,4 48%
#9 { { 1,2 45%
#10 { { 1,2,3 54%
4.6a-d). Conversely, as eddies propagate westwards, they are relatively weak (maximum
SLA < 0.2 cm) and have weaker vertical velocity (up to 15 m/d in magnitude; Figure
4.6e-g).
The pattern of alternating cells is expected to be clearer and easier to observe in westward
propagating eddies than in southward propagating eddies, owing to the quiescent aspect
of the Eastern Indian Ocean. However, in both sections of the pathway, the pattern is
clear and explains 22-56% of the combined variance of ~w (Figure 4.7 and Table 4.2).
This high variance is present regardless of the interactions between the eddy, the mean
ow, the bathymetry, and other eddies. Here, the combined variance of dierent EOF
modes is considered, because the pattern of alternating cells rotates in time, appearing
in up to 6 modes in the simple EOF analysis. In eddy #10, for example, the alternating
~w cells are seen in modes 1, 2 and 3 (Figure 4.7, third column). Despite this pattern
distribution in dierent EOF modes, the results show that the alternating upward and
downward cells are coherent in eddies that are either isolated or interacting with the
surrounding environment.
4.3.2 Eddy distortion
The isotropy of an eddy changes as it propagates in the ocean (e.g., Cushman-Roisin
et al., 1985, Brassington, 2010). Throughout this thesis, these changes in eddy isotropy
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Figure 4.7: a) Maps indicating the tracks (black lines) of three anticyclonic eddies
propagating in the Eastern Indian Ocean. Colours denote bathymetry, and the numbers
in the bottom left corners indicate the number of weeks taken for each eddy to propagate
along the tracks. The numbers of the eddies (i.e., #3, #9, and #10) relate to Table
4.2; b) time mean depth-averaged (0-2000 m) vertical velocity ( ~w) for each eddy as they
propagate along the tracks shown in (a); c-g) EOF modes 1-5 of an EOF analysis of ~w,
normalised by the maximum value of each mode, for each eddy. Black lines denote null
~w. The percentages in the bottom left corner are the amount of variance contained in
each mode, for each eddy.
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Figure 4.8: SLA associated with one anticyclonic eddy at three subsequent weeks
(times 1 to 3; a, b, and c). The magenta line denotes the 0.1 m SLA contour; d) change
in SLA (SLA) between times 2 and 1. The magenta line denotes the 0.1 m SLA
contour in time 2, and the white line denotes the 0.1 m SLA contour in time 1; e) as
in (d), but for times 3 and 2.
are referred to as eddy distortion. Several factors are likely to contribute to eddy dis-
tortion, including interactions with bathymetry, with the mean ow, and with other
mesoscale features. An example of eddy distortion is shown in Figure 4.8, with a semi-
isotropic eddy (Figure 4.8a) distorting in the northwest-southeast direction (Figures
4.8b-c) for two weeks. The SLA eld, obtained by subtracting SLA elds between
subsequent weeks, shows alternating cells of positive and negative SLA (Figures 4.8d-
e). A positive cell indicates that the eddy distorted towards this area, and a negative
cell indicates that the eddy distorted away from this area, relative to the previous week.
Rotating the SLA eld in the rst time interval (SLAtime1) before calculating SLA
is considered (Figure 4.9). This approach would isolate changes associated with eddy
distortion from changes associated with eddy rotation. An assumption is made, however,
that eddies rotate as a solid body - which is not true. Because there is no rotation value
for the eddy as a solid body, dierent values are considered to quantify the rotation eect,
and its omission. This is accomplished as follows. First, SLA elds and ~w elds are
transferred onto a radial grid. Remember that ~w is the depth-averaged vertical velocity
of an eddy, at a given timestep. This grid is built within a ∼160 km radius centred in
the maximum SLA associated with the eddy, and has radial resolution of ∼8.3 km ×
4.5o (80 radial lines with 20 grid points per line). Then, the SLAtime1 eld is rotated
anti-clockwise at dierent angles before calculating SLA (Figure 4.9c-k). Remember
that SLA is SLAtime2−SLAtime1. The alternating cells of SLA are always present
when an eddy distorts, and have similar magnitude, regardless of the rotation value
of the SLAtime1 eld. However, the location of the alternating cells of SLA dier
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Figure 4.9: a) Depth-averaged (0-2000 m) vertical velocity ( ~w) of an anticyclonic eddy
at time 2 shown in (b); b) eddy track (black line) over regional bathymetry (colours);
the red circle indicates eddy location at time 2 ; c-k) SLA (SLAtime2 − SLAtime1)
considering dierent rotation values for SLAtime1.
according to the rotation value tested. Depending on how much the SLAtime1 eld is
rotated, the SLA are more or less aligned with the ~w cells in time 2 (Figure 4.9a) For
example, the SLA pattern in Figure 4.9f is more aligned with the ~w pattern in Figure
4.9a than the SLA pattern in Figure 4.9j. The link between SLA and ~w is described
in the next section. This indicates that a shift between the SLA and the ~w in time 2
is a consequence of not-rotating the SLAtime1 elds when calculating SLA. Based on
these results, I choose not to rotate the eddy in the rst time interval, knowing that the
associated error is qualitative, and not quantitative.
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Table 4.3: As in Table 4.2, but for a multivariate EOF analysis of ~w and change in
SLA (SLA). The modes and the combined variances shown relate to the alternating
cells of positive and negative values seen in Figure 4.10.
Southwards combined
~w and SLA
Westwards combined
~w and SLA
Eddy EOF modes Combined variance EOF modes Combined variance
#1 1,2,3,4 51% 1,2,3 37%
#2 1,3,6 32% 2,3,6,7 19%
#3 { { 2,3 10%
#4 { { 1,2,3,4,5 57%
#5 1,2 38% 2,3,4 15%
#6 1,2 33% 2,3 19%
#7 1 19% 2,3,4 26%
#8 1,2,6 34% 2,3 18%
#9 { { 1,2,3 53%
#10 { { 1,2,3,5 58%
4.3.3 Eddy vertical velocity and distortion
Patterns of both ~w and SLA have alternating cells of positive and negative values.
A multivariate EOF analysis, combining these variables, shows that ~w and SLA vary
together (Figure 4.10), and explain 18-51% of the combined variance (Table 4.3). Again,
the combined variance of dierent EOF modes is considered here because the patterns
of both variables rotate in time, appearing in several EOF modes (Figure 4.10).
Figure 4.10 shows three case studies of eddies propagating westwards in the Eastern
Indian Ocean. In these eddies, the pattern of alternating cells for both ~w and SLA
is seen in the rst three modes of variance (Figures 4.10c-e). The ~w cells are shifted
anti-clockwise in relation to the SLA cells (e.g. Figures 4.10d, rst and second panels).
This shift is due to the non-rotation of the SLA eld in the rst time interval (Figure
4.9), as discussed in the previous section. If these were cyclonic eddies in the Southern
Hemisphere, the ~w cells would be shifted clockwise in relation to the SLA cells. Despite
the anti-clockwise shift, all SLA and ~w pairs agree, and are inversely related (i.e. the
cells of one variable are positive at the same time the cells of the other variable are
negative). This means that an outward distortion (positive SLA) is associated with
downward motion (negative ~w), and an inward distortion (negative SLA) is associated
with upward motion (positive ~w).
To further show the relationship between SLA and ~w within eddies, the correlation
between these variables is calculated. First, I isolate values of absolute SLA and abso-
lute ~w contained within a 140-km radius circle centred in the maximum SLA associated
with the eddy. Second, I calculate the spatial mean of these values. This process is
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Figure 4.10: a) Maps indicating the tracks of three anticyclonic eddies propagating in
the Eastern Indian Ocean (black lines). Colours denote bathymetry, and the numbers in
the bottom left corners indicate the number of weeks taken for each eddy to propagate
along the tracks. The numbers of the eddies (i.e., #4, #9, and #10) relate to Table
4.3; b) time mean change in SLA (SLA) and time mean depth-averaged (0-2000 m)
vertical velocity ( ~w) for each eddy as they propagate along the tracks shown in (a);
c-g) EOF modes 1-5 of the multi-variate EOF analysis of SLA and ~w, normalised
by the maximum value of each mode and then multiplied by each variable's standard
deviation, for each eddy (see Section 4.3.3). Black lines denote null values. Percentages
in white (black) boxes are the amount of variance contained in each mode for each
variable (combined variable).
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Figure 4.11: Values of absolute depth-averaged vertical velocity (| ~w|) and absolute
change in SLA (|SLA|) for 10 anticyclonic eddies (a-j) for all timesteps of their prop-
agation between the EAC separation region to the Eastern Indian Ocean. The numbers
in the boxes denote the correlation coecient between these values.
repeated at each time interval as the eddy propagates. Therefore, the variables that are
correlated at each time interval are the mean |SLA| and the mean | ~w| within the eddy.
The rationale for relating these variables is that the stronger the eddy distortion (i.e.,
the higher the values of |SLA|), the stronger the vertical circulation within the eddy.
For the ten anticyclonic eddies analysed in this Chapter, the correlation between |SLA|
and | ~w| ranges from 0.44 to 0.58 (Figure 4.11). Note that this correlation is always
positive because absolute values of SLA and ~w are being compared. Also note that
the values within the 140-km radius circle established here mostly include waters from
the eddy interior, but there is some contribution from the surrounding ocean. Despite
the relatively low correlation values in Figure 4.11, the results indicate that there is
some correlation between |SLA| and | ~w|.
Another way to correlate the SLA and the ~w cells is by performing a two-dimensional
correlation analysis. In this analysis, the SLA at each point within the eddy is com-
pared to the ~w considering the vertical velocity of all depth layers below these points
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(again, remember that ~w is the depth-averaged vertical velocity). However, because of
the anti-clockwise shift of ~w cells in relation to the SLA cells described above, the cor-
relation coecient resulting from this two-dimensional analysis is low. To eliminate this
shift between the patterns, the SLA eld is rotated anti-clockwise, until it matches
the non-rotated ~w eld.
Figure 4.12 shows an example of a two-dimensional correlation analysis for a particularly
clear example. For this analysis, SLA and the ~w elds are again re-gridded onto a
radial grid of ∼8.3 km × 4.5o resolution, and ∼160 km radius (80 radial lines with
20 grid points per line; Figure 4.12a). The re-gridded SLA values are then rotated
one radial line (i.e., 4.5o) at a time, from zero to 360o. For each rotation, the two-
dimensional correlation coecient is calculated (Figure 4.12d). As the SLA rotates,
the correlation coecient oscillates between positive and negative values. The rst
minimum correlation coecient is searched for (red star in Figure 4.12d), considering
that SLA and ~w have an inverse relationship (Figure 4.10). For the example shown in
Figure 4.12, the correlation coecient between the non-rotated SLA pattern and the
~w pattern is -0.33. After the SLA pattern is rotated, this value increases to -0.82.
4.4 Linking eddy distortion to vertical velocity
Two mechanisms that link eddy distortion to vertical velocity are discussed. One mecha-
nism is based on the conservation of potential vorticity (Q) and the other mechanism, on
the conservation of volume - relating to the convergence and divergence of the horizontal
ow as the eddy distorts.
The rst mechanism, based on conservation of potential vorticity (Q), focuses on the
relationship between stratication and relative vorticity within the eddy. The isopycnic
Ertel's potential vorticity Q (Ertel, 1940, Gill, 1982), considering the horizontal velocity
components to be depth-independent, is
Q = (f + ζR)
N2
g
, (4.1)
where f is the Coriolis parameter, ζR is the vertical component of the relative vorticity
(∂v/∂x−∂u/∂y), g is the acceleration of gravity, and N2 is the Brunt-Vaisala frequency:
N2 =
g
ρθ
∂ρ
∂z
. (4.2)
where ρθ is the potential density and z are the depth levels.
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Figure 4.12: a) SLA (left) and ~w (right; colours) elds associated with an anticy-
clonic eddy located o Bass Strait. The black lines indicate the grid onto which these
elds will be re-gridded; b) as in (a), but with values in a radial grid; c) as in (b), but
with SLA (left) rotated 31.5o anti-clockwise, to match ~w (right); d) two-dimensional
correlation coecient between SLA and ~w from (b), considering dierent rotation
angles for SLA (b, left). The star indicates the correlation coecient between the
rotated SLA and the non-rotated ~w shown in (c).
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Q relates stratication and ζR of a rotating uid and is conserved in an adiabatic,
frictionless motion. Here, Q is assumed to be conservative and f to be constant between
time intervals (i.e., the change in f as the eddy propagates in only one week is very
small). To conserve Q, a change in N2 has a compensating change in ζR. Therefore,
the conservation of Q connects the eddy distortion to the alternating cells of vertical
velocity, and the concept is explained schematically in Figure 4.13. As an eddy distorts,
it changes the SLA and the underlying stratication (N2), as isopycnals move vertically
(Figure 4.13a-d). The change in SLA impacts the N2 because, to a large extent, the
sea surface height represents the integral properties of the water column below (when
adiabatic changes in the SLA are disregarded). As Q is conservative, when stratication
changes, ζR also changes. A decrease in N
2 is compensated by a gain in positive ζR,
which has anticyclonic torque in the Southern Hemisphere. Conversely, an increase in
N2 is compensated by a gain in negative ζR, which has cyclonic torque in the Southern
Hemisphere. The changes in the sea level and in the eddy interior are seen as alternating
cells of SLA, N2 and ζR (Figure 4.13e-g). Due to conservation of momentum and
the torque associated with the ζR, upward and downward cells develop (Figure 4.13h).
These interior changes in the eddy may explain the pattern of alternating cells seen in
~w.
The second mechanism, based on the conservation of volume, relies on the continuity
within the eddy as it distorts. The eddies studied here have an ageostrophic component,
therefore, the divergence of their horizontal ow is non-zero. An inward distortion
relates to divergence of the ow, inducing upward motion (Figure 4.13c). Conversely, an
outward distortion relates to convergence of the ow, inducing downward motion (Figure
4.13d). This mechanism results in the same vertical velocity pattern as the mechanism
proposed before.
4.4.1 Case studies
These mechanisms are tested considering two case studies of anticyclonic eddies, both
originating in the EAC separation region. Ocean model elds at two locations along
the trajectory of these eddies are analysed. For eddy #1, its structure is investigated
when it is located in the Eastern Indian Ocean (Figure 4.14a, red dot). For eddy #2,
its structure is investigated when it is located o Bass Strait (Figure 4.14a, purple dot).
The structure of these eddies, at these locations, diers in several ways. In the Eastern
Indian Ocean, eddy #1 has a sub-surface core, is relatively weak (0.3 m SLA and 0.4
m/s rotation speed), and is isolated from bathymetric features and from strong mean
ow interactions. O Bass Strait, eddy #2 is surface-intensied, relatively strong (0.5
m SLA and 1.2 m/s rotation speed), and interacts with the continental shelf break.
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Figure 4.13: Schematics of a Southern Hemisphere (SH) anticyclonic eddy distorting
inwards (a) and outwards (b); changes in stratication (N2) and in relative vorticity
(ζR) in the eddy interior associated with an inward (c) and outward (d) distortion shown
in (a) and (b); η is the ocean's free surface and ρP is the isopycnal at the bottom of the
permanent pycnocline; changes in SLA (SLA; e), stratication (N2; f), and relative
vorticity (ζR; g) between subsequent timesteps associated with eddy distortion. The
vertical velocity pattern in the nal timestep associated with these distortions is shown
in (h). The dashed black lines indicate the eddy shape before distortion, and the solid
black line indicates the eddy shape after distortion.
Surface intensied eddies depress both the seasonal and the permanent pycnoclines.
Eddies with a sub-surface core have a thick layer of water that deepens the permanent
pycnocline but shoals the seasonal pycnocline, as the eddies in the Eastern Indian Ocean
shown in Figure 3.15, right (e.g., mode water eddies; e.g., McGillicuddy, 2015). The
permanent pycnocline is dened here as the maximum vertical density gradient that is
not associated with the surface mixed layer. This pycnocline can be relatively shallow
in surface intensied eddies (Figure 4.14b-c; purple lines) and relatively deep in eddies
with a sub-surface core (Figure 4.14b-c; red lines).
4.4.1.1 Eddy #1 in the Eastern Indian Ocean
In the Eastern Indian Ocean, eddy #1 has a mixed layer extending down to 500 m and
a permanent pycnocline located at ∼1300 m (Figures 4.14b-c). The thick mixed layer
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Figure 4.14: a) Map indicating the tracks of two anticyclonic eddies chosen as case
studies. The red line relates to case study #1, with the selected location for the analysis
shown here indicated by the red dot. The purple line and dot relate to case study #2.
Grey colours denote bathymetry; b) vertical prole of potential density (ρθ) in the eddy
centre (i.e., below the maximum SLA) of case studies #1 (red) and #2 (purple); c) as
in (b), but for the change of potential density in depth (∂ρθ/∂z). The stars in (b) and
(c) indicate the bottom of the permanent pycnocline.
results from the several warming and cooling seasons the eddy has encountered since its
formation (Nilsson and Cresswell, 1981).
Q, N2, and ζR are calculated considering subsequent time intervals, in the same
way as SLA is calculated, described in section 4.2. Here, I also choose not to rotate the
eddy in the rst time interval. In one week, this eddy distorts outwards in longitude and
inwards in latitude (Figure 4.15a). Q and f are constant between the weeks analysed
(Q << Q and f << f , Figure 4.15b-c). Therefore, N2 and ζR change together to
Chapter 4. Vertical velocity within EAC anticyclonic eddies 80
Longitude
w
2
 
 
136 137 138
−45
−44
−43
−5
0
5
Longitude
D
ep
th
[m
]
135.5 136 136.5 137 137.5
500
1000
1500
2000
Latitude
[m
/d
]
 
 
−44.5 −44 −43.5 −43
−10
0
10
▽
·
U
 
 
−45
−44
−43
−5
0
5
x 10−6
ζ
2
−
ζ
1
 
 
−45
−44
−43
−1
0
1
x 10−5
N
2 2
−
N
2 1
 
 
−45
−44
−43
−5
0
5
x 10−6
Q
2
−
Q
1
 
 
−45
−44
−43
−4
−2
0
2
4
x 10−11
S
L
A
2
−
S
L
A
1
depth-averaged
 
 
−45
−44
−43
−0.1
0
0.1
D
ep
th
[m
] 500
1000
1500
D
ep
th
[m
] 500
1000
1500
D
ep
th
[m
] 500
1000
1500
D
ep
th
[m
] 500
1000
1500
[s
−
1
]
 
 
−2
0
2
x 10−5
[s
−
1
]
 
 
−1
0
1
x 10−5
[s
−
1
]
 
 
−5
0
5
x 10−6
[m
−
1
s−
1
]
 
 
−4
−2
0
2
4
x 10−110
0.1
0.2
Black transect
SL
A
[m
]
Magenta transect
 
 
week 1
week 2
−45
−44
−43−45
−44
−43
−45
−44
−43
−45
−44
−43
a)
b)
c)
d)
e)
f)
Top
Bottom
Top
Bottom
Figure 4.15: Change in (a) SLA, (b) depth-averaged potential vorticity (Q), (c) depth-
averaged stratication (N2), and (d) depth-averaged relative vorticity (ζR; colours, left)
between subsequent timesteps (t1 and t2) for an anticyclonic eddy in the Eastern Indian
Ocean (i.e., case study #1). The black and the magenta lines denote the location of
the vertical sections shown in the middle and in the right columns; depth-averaged (e)
horizontal divergence (5·U2) and (f) vertical velocity ( ~w) in the nal timestep (colours,
left). The top and bottom panels in (b) and (c) show the depth-averaged variables above
and below the permanent pycnocline. In (d-f) the variables are averaged between 0 and
2000 m. The black and the magenta lines in the left column denote the location of
the vertical sections shown in the middle and in the right columns. The black lines in
the middle and right columns from (b) to (f) denote the isopycnal at the base of the
permanent pycnocline (1027.1 kg/m3).
conserve Q, and the relationship between eddy distortion and dynamical changes in the
eddy interior can be further assessed.
As the eddy distorts inwards, a region with previously high SLA now has lower SLA
(Figure 4.15a, magenta section). This decrease in SLA changes the heave of the isopyc-
nal layers in the ocean below (Figure 4.15c). Above (below) the permanent pycnocline,
N2 increases (decreases), as isopycnals previously depressed (compressed) relax back to
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their normal state. N2 above the pycnocline are of order 10−6 s−1, and below, of order
10−7 s−1. This stronger N2 at the top is expected, as the response of isopycnals to
sea level changes decreases in depth. The increase in N2 occurring above the pycnocline
is balanced by a gain in negative ζR (i.e. negative ζR), which is consistent in depth
(Figure 4.15d). Negative ζR has cyclonic torque in the Southern Hemisphere. A positive
vertical velocity (i.e., upward motion) in the nal week results from these dynamical
changes (Figure 4.15f). The ~w cells are shifted anti-clockwise in relation to the other
variables, as shown before in section 4.3.3. In addition, this inward distortion is associ-
ated with divergence of the horizontal ow (Figure 4.15e; magenta section). Therefore,
an inward distortion induces upward motion.
As the eddy distorts outwards, a region with previously low SLA now has higher SLA,
depressing isopycnals below (Figure 4.15a, black section). Therefore, the layers above
the permanent pycnocline become less stratied, seen as a negative N2 (Figure 4.15c).
A negative N2 above the permanent pycnocline is balanced by a positive ζR (Figure
4.15d). The positive ζR has anticyclonic torque in the Southern Hemisphere, resulting
in a negative vertical velocity (i.e., downward motion) in the nal week (Figure 4.15f).
In addition, this outward distortion is associated with convergence of the horizontal
ow (Figure 4.15e; black section). Therefore, an outward distortion induces downward
motion.
A multivariate EOF for eddy #1 is performed, to assess the coherence of the relation-
ship between variables (Figure 4.16). For this analysis, all time intervals of this eddy
between southwest Tasmania and its dissipation (i.e. westward propagation; 91 weeks)
are considered, and the method described in section 5.2 is followed. The variables com-
bined are SLA, depth-averaged ζR, depth-averaged 5 · U , and ~w. All the variables
have the pattern of alternating cells in modes 2 and 3, resulting in up to 23% of the
variance (Figures 4.16d-e). As seen in the daily-averaged elds of this eddy, the SLA
and the ζR cells are directly related, and both are indirectly related to 5 · U and ~w
cells. Therefore, both mechanisms are sustained as eddy #1 propagates westwards in
the Eastern Indian Ocean.
4.4.1.2 Eddy #2 off Bass Strait
O Bass Strait, eddy #2 has a permanent pycnocline located at ∼500 m (Figure 4.14c).
The dynamical changes associated with the eddy distortion in case study #2 also take
place here. An inward distortion increases N2 above the permanent pycnocline, is bal-
anced by a negative ζR, and results in upward motion (Figure 4.17; black section).
Conversely, an outward distortion decreases N2 above the permanent pycnocline, is
Chapter 4. Vertical velocity within EAC anticyclonic eddies 82
z-ave ∆ζ
(×10−6)
∆ SLA
(×10−2)
Ti
m
e 
m
ea
n
km
100
200
300
z-ave ÷U
(×10−5)
z-ave w
76%M
od
e 
1 
(26
%)
km
100
200
300
4%M
od
e 
2 
(12
%)
km
100
200
300
4%M
od
e 
3 
11
%
)
km
100
200
300
0%
M
od
e 
4 
(4%
)
km
100
200
300
1%
km
M
od
e 
5 
(4%
)
km
100 200 300
120
240
360
1%
17%
17%
3%
6%
km
100 200 300
0%
13%
5%
17%
6%
km
100 200 300
1%
19%
16%
4%
4%
km
 
 
100 200 300
−2 −1 0 1 2
91 weeks
 120oE  130oE  140oE  150oE 
  45oS 
  40oS 
  35oS 
  30oS 
 
 
[m]
−5000
−3000
−1000
a)
▽ ·U
 
 
−45
−44
−43
−5 0 5
x 10
−6
ζ2 − ζ1
 
 
−45
−44
−43
−1 0 1
x 10
−5
N 22 −N
2
1
 
 
−45
−44
−43
−5 0 5
x 10
−6
Q2 −Q1
 
 
−45
−44
−43
−4 −2 0 2 4
x 10
−11
SLA2 −SLA1
d
ep
th
-averaged
 
 
−45
−44
−43
−0.1
0 0.1
Depth [m]
500
1000
1500
Depth [m]
500
1000
1500
Depth [m]
500
1000
1500
Depth [m]
500
1000
1500
[s−1]
 
 
−2 0 2
x 10
−5 [s−1]
 
 
−1 0 1
x 10
−5
[s−1]
 
 
−5 0 5
x 10
−6
[m−1s−1]
 
 
−4 −2 0 2 4
x 10
−11
0
0.1
0.2
B
lack
tran
sect
SLA [m]
M
agenta
tran
sect
 
 
w
eek 1
w
eek 2
b)
c)
d)
e)
f)
g)
Eddy # 1
( 
Figure 4.16: a) Map indicating the track of an anticyclonic eddy (case study #1)
propagating in the Eastern Indian Ocean (black line). Colours denote bathymetry, and
the numbers in the bottom left corner indicate the number of weeks taken for this eddy
to propagate along the track; b) time mean SLA and time mean depth-averaged (0-
2000 m) relative vorticity (ζR), horizontal divergence (5·U2), and vertical velocity ( ~w)
for this eddy as it propagates along the track shown in (a); c-g) EOF modes 1-5 of the
multi-variate EOF analysis of SLA, ζR, 5 · U2, and ~w, normalised by the maximum
value of each mode and then multiplied by each variable standard deviation, for each
eddy (see Section 4.2). Black lines denote null values. Percentages in white boxes are
the amount of variance contained in each mode for each variable, and percentages in
y-axis label are the amount of variance for the combined variables.
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Figure 4.17: Same as in Figure 4.15, but for an anticyclonic eddy o Bass Strait (i.e.,
case study #2). The black lines in the middle and right columns from (b) to (f) denotes
the isopycnal in the end of the permanent pycnocline (1026.3 kg/m3)
balanced by a positive ζR, and results in downward motion (Figure 4.17; magenta
section).
For the timestep shown in Figure 4.17, the relationship between divergence of the hori-
zontal ow and SLA is the opposite of the relationship suggested in section 4.4. De-
spite this opposing relationship, the volume within the eddy is still conserved. Here, the
outward distortion (i.e., in latitude) is associated with divergence (Figure 4.17, magenta
section) and the inward distortion (i.e., in longitude) is associated with convergence
(Figure 4.17e, black section). To determine if this apparent inconsistency is true for
other timesteps of this eddy lifetime, I again perform a multivariate EOF analysis of
four variables (SLA, ζR, 5 · U , and ~w). For this analysis, all time intervals of eddy
#2 between its formation and south of Tasmania (i.e. southward propagation; 70 weeks)
are considered. All the variables have the pattern of alternating cells in modes 1 and
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2, summing up to 23% of the variance (Figures 4.18c and d). As suggested in section
4.4, the SLA and the ζR cells are directly related, and both are indirectly related
to 5 · U and ~w cells. Therefore, in the time interval chosen as a case study (i.e. when
the eddy is o Bass Strait; Figures 4.14a, purple dot and 4.17), other forcings acted on
the divergence pattern. These forcings might include eddy interaction with bathymetry,
with the mean ow, with other mesoscale features, and with the wind.
4.5 Discussion and conclusions
The results contained in this Chapter show that alternating cells of vertical velocity are a
recurrent feature in anticyclonic eddies formed at the EAC separation region, as seen in
a near-global, eddy-resolving model. These cells are most intense between 500 and 1500
metres depths, and are linked to eddy distortion, which is the change in eddy isotropy.
This is the rst time that these alternating cells have been reported in the literature
for a near-global, eddy-resolving ocean model. These alternating upward and downward
cells have been previously reported in cyclonic eddies of the Agulhas Return Current
(Nardelli, 2013), in an eddy-dipole in the Iceland basin (Pidcock et al., 2013), and in an
idealised anticyclonic eddy (Martin and Richards, 2001). In the eddies studied here, the
alternating vertical velocity cells have magnitudes of 10-50 m/d, with maximum values
at mid-depth (500-1500 m). These velocities are similar to 10-60 m/d vertical velocities,
also stronger at mid-depth, reported in the literature (Pollard and Regier, 1992, Martin
and Richards, 2001, Nardelli, 2013). The alternating upward and downward cells shown
here rotate anti-clockwise as the eddies propagate. A clockwise rotation of alternating
upward and downward cells has also been reported in cyclonic eddies of the Agulhas
Return Current (Nardelli, 2013).
While daily-averaged elds of vertical velocity within the modelled eddies of the EAC
have four or more alternating cells, a time-mean of this variable has two cells only (Fig-
ures 4.7b, 4.10b). These cells have 2 m/d magnitude and are downwards at the leading
part of the eddy and upwards in the trailing part of the eddy. Therefore, this dual cell
pattern is associated with the eddy propagation mechanism described by McGillicuddy
et al. (1995). As in previous reports (e.g., Martin and Richards, 2001, Table 4.1), the
magnitude of the vertical velocity induced by eddy propagation in eddies is 10 times
smaller than the magnitude of the alternating upward and downward cells induced by
eddy distortion. The loss of the alternating upward and downward cells in a time-
averaged eddy demonstrates the importance of studying eddies as case studies.
Two mechanisms linking the eddy distortion to vertical velocity are suggested here. One
mechanism relates to the conservation of Q in the eddy, and the other mechanism, to
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Figure 4.18: Same as in Figure 4.16, but for case study #2 propagating southwards,
o the eastern Australian shelf break.
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the conservation of volume within the eddy. An analysis considering several timesteps
of the lives of two eddies suggests these two mechanisms act together. However, in some
moments of the eddy lifetime only one mechanism holds, as seen in the eddy o Bass
Strait. These analyses show that the mechanisms linking eddy distortion and vertical
velocity still require further discussion. Questions that remain unanswered are: When
is each mechanism more important than the other? And can the inuence of these
mechanisms in eddy vertical velocity be isolated?
I highlight three subjects for future investigation of vertical velocity within eddies. The
rst subject is the eddy distortion mechanism in cyclonic eddies and in Northern Hemi-
sphere eddies. In a study using the output of a global eddy-resolving ocean model, the
selected eddies should be coherent (i.e. no laments), and isolated from other mesoscale
features and the bathymetry. Here, the importance of studying eddies as case studies is
highlighted. It was only by using this approach that I was able to isolate the pattern of
alternating vertical velocity and relate it to eddy distortion. The second subject is the
reason for eddy distortion. For this investigation, using idealised eddies with dierent
forcings (e.g. shear strain and eddy-bathymetry interaction) is suggested. The third
subject is the impact of the alternating upward and downward cells on primary produc-
tivity within the eddy. Other dominant mechanisms that impact primary productivity
within eddies must be kept in mind when exploring this subject. These mechanisms in-
clude the eddy-Ekman pumping (Martin and Richards, 2001, Siegel et al., 2008), frontal
sub-mesoscale processes (Klein and Lapeyre, 2009), and eddy-bathymetry interaction
(Oke and Grin, 2011).
The vertical velocity within ocean eddies is a challenging research topic. Currently, the
best tools to investigate this velocity are either outputs from ocean models, as used in
this study, or vertical velocities calculated using the Omega equation. It would be useful
to study vertical velocity within eddies in a global scale. Satellite altimetry provides this
global coverage, and a 25-year temporal coverage. It is shown here that the change in
SLA elds is a good proxy for eddy distortion. I expect that future studies will be
able to combine the methods shown here and to use the global, long term altimetry
data to quantify eddy distortion and vertical velocity within eddies. Using altimetry
elds to calculate eddy distortion would provide the scientic community with further
information on sub-mesoscale patterns, ageostrophic velocity, and the interior dynamics
of ocean eddies. Ultimately, the connection between global satellite altimetry to the
vertical velocity below could be used to construct a global estimate of vertical advection
of nutrients, carbon, and other properties within oceanic eddies.
Chapter 5
Impact of data assimilation on
vertical velocities in an eddy
resolving ocean model
In the previous Chapter, the circulation within EAC anticyclonic eddies in a free-
running, eddy-resolving ocean model is investigated. I show that EAC anticyclonic
eddies in OFAM have a dominant vertical velocity pattern in their interior - and that
this pattern relates to eddy distortion. In this Chapter, I use a version of this ocean
model with data assimilation to determine if the same vertical velocity pattern is still
dominant in EAC anticyclonic eddies. In addition, this Chapter also aims to assess
the impact of data assimilation on the vertical circulation within eddies from an ocean
model.
5.1 Introduction
Most eddy-resolving ocean reanalyses and forecast systems assimilate ocean observations
using some form of sequential data assimilation (DA). This includes ensemble-based
methods (e.g., Oke, 2002, Oke et al., 2005, 2008, Sakov et al., 2012), variational methods
(e.g., Powell et al., 2009, Moore et al., 2011, Martin et al., 2015), and other commonly
used methods (e.g., Cooper and Haines, 1996, Chassignet et al., 2007). Sequential DA
involves an explicit update of the model state at regular intervals (e.g., daily, or every
few days). These updates are typically applied to the model either in a single timestep
(e.g., Sakov et al., 2012), or over multiple timesteps (e.g., Oke et al., 2008). Moreover,
the updates to the model state are generally not \dynamically consistent". That is, they
are generally not precise solutions to the model equations.
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Updates to a model state are usually applied to all model variables (i.e., temperature,
salinity, sea level, and horizontal velocity) and can be regarded as a non-physical forcing
term in the model equations. After a model is initialised, it undergoes an adjustment,
where its dynamical balance is restored. This typically involves inertial oscillations,
unrealistic mixing, and some sort of articial baroclinic and barotropic adjustment.
This process of adjustment of the model to DA is widely regarded as undesirable. In
an early study of this issue, Daley (1981) - referring to problems associated with these
model adjustments - says that they \are at best a nuisance and at worst can seriously
compromise the forecast procedure". Many eorts are made to limit the negative impacts
of this adjustment after assimilation.
In a reanalysis system developed under Bluelink - a partnership between CSIRO, the
Bureau of Meteorology and the Royal Australian Navy - there have been attempts to re-
duce the problems associated with the model adjustment to DA. These attempts include
the use of nudging (Oke et al., 2005), incremental updating (Oke et al., 2008), and care-
ful generation of the underpinning ensemble (Oke et al., 2013b). Despite these eorts,
models with DA are often considered to be inappropriate for detailed dynamical studies,
with few exceptions (e.g., Oke and Grin, 2011, Schiller and Oke, 2015). Although
this perception is widespread, very few studies have actually assessed the integrity of
the model's dynamical processes in a model run with DA. One way to gain insight into
this issue is to look at the behaviour of an unobserved variable in the data-assimilating
model.
Free-running models without DA have been widely used to study many dierent aspects
of eddy dynamics (e.g., van Sebille et al., 2010, Cetina-Heredia et al., 2014, Rykova
et al., 2017). However, free-running models are generally not able to reliably forecast
eddies at the correct time and place. This is because eddy formation and evolution is
chaotic and models do not capture all relevant physics of the ocean at all scales. If a
study seeks to understand the dynamics of a particular eddy event, a data-assimilating
model is probably needed.
The question wished to be answered here is whether a data-assimilating model is suitable
for a detailed dynamical analysis of ocean eddies. To gain insight into this question, the
vertical velocity within eddies simulated in a data-assimilating model is analysed. The
vertical velocity is chosen because it is not observed, and is sensitive to disruptions to a
model's dynamical balance (e.g., ageostrophic ow).
As shown in Chapter 4, eddies from a free-running model often have alternating upward
and downward cells (Figures 4.6). These cells are coherent over depth, with maximum
vertical velocities between ∼500 and 1000 m depth (Figures 4.6). In this Chapter, I aim
to rst determine if a data-assimilating model can reproduce these cells of alternating
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upward and downward motion; and then to investigate how these cells are aected by
sequential DA. This study is a step towards better understanding the suitability of data-
assimilating ocean models for detailed analysis of ocean circulation and ocean dynamics.
This Chapter is organised with a description of the data-assimilation model and the
methods used here in section 5.2, results in section 5.3, a discussion in section 5.4, and
conclusions in section 5.5.
This Chapter is based on a manuscript submitted to Ocean Modelling entitled: Pilo, G.
S., Oke, P. R., Coleman, R., Rykova, T., and Ridgway, K., Impact of data assimila-
tion on vertical velocities in an eddy resolving ocean model.
5.2 Data and Methods
5.2.1 Bluelink ReANalysis (BRAN)
The free-running model used in version 3p5 of BRAN, hereafter BRAN3p5, is version 3 of
OFAM, described in Chapter 2, section 2.2. Here, daily mean elds from BRAN3p5 are
used. BRAN3p5 is a multi-year model integration of OFAM, with sequential DA once
every 4 days (Oke et al., 2008). Observations that are assimilated include SLA, from
along-track satellite altimetry, satellite SST, and in situ temperature and salinity from
Argo oats, XBTs, and other sources. BRAN3p5 runs from January 1993 to July 2012.
Because of the climatological restoring below 2000 m and coarse vertical resolution, as
described in section 2.2, only the top 2000 m of BRAN3p5 is considered throughout this
study.
The technical process of sequential DA for BRAN3p5 involves the following steps, and is
depicted in Figure 5.1. The model \background eld", comprised of daily-mean elds of
temperature (T), salinity (S), sea level, and the horizontal components of velocity (u,v)
- four days after the previous assimilation step - is compared to observations. Using
the Ensemble Optimal Interpolation system, described by Oke et al. (2008, 2013b),
the background eld is combined with observations, yielding an \analysis eld". The
analysis eld is intended to better match the assimilated observations - and is simply
the background eld plus an \increment". For BRAN3p5, only T, S, u and v are
updated explicitly, using an adaptive nudging scheme (Sandery et al., 2011). Because
the calculated analyses are not a precise solution to the model equations, the model
elds undergo a \model adjustment", sometimes referred to as the model shock (e.g.,
Waters et al., 2017). This Chapter seeks to better understand the details of the model
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Figure 5.1: Schematic depicting the ocean state evolving over time; and then being
updated, using DA. The update involves the addition of an increment, Xincrement,
to the model background, Xbackground, thereby initialising the model with an analysis,
Xanalysis. This update is typically followed by a period of adjustment. The state vector
X is comprised of T, S, u, v, and sea level.
adjustment to DA, and specically how this adjustment aects the modelled velocities,
T, and S within eddies.
BRAN3p5 realistically reproduces the vertical structure of the studied region, as shown
in a comparison of the anomaly of the 15oC isotherm depth between Sydney, Australia
and Wellington, New Zealand (Figures 5.2a and b, blue line in d). The data used for
this comparison are the temperature collected by XBTs along this line over 13 years
(Figure 5.2a), and the temperature from BRAN3p5 over the same period (Figure 5.2b).
The XBT data is assimilated into BRAN3p5 between February 1993 and July 2003, and
withheld between September 2003 and December 2006 (Figure 5.2b green and magenta
boxes, respectively). For both time periods - when the XBT data are assimilated and
withheld - the observations and BRAN3p5 elds agree well.
A comparison between BRAN3p5 elds and elds derived from surface drifting buoys
and satellite observations show generally good agreement (Figures 5.2c-f). For this com-
parison, remotely sensed SST and altimetry are assimilated into BRAN3p5, and data
from independent surface drifting buoys are withheld. Both near-surface horizontal ve-
locities, inferred from satellite altimetry (white arrows in panel e-f), and surface drifting
buoys (black arrows in panel c-f) match eddy locations in the reanalysis (white arrows
in panel c-d) in Figure 5.2. Despite localised dierences between BRAN3p5 and ob-
servations, the regional circulation and variability in the reanalysis are consistent with
observations.
The examples of BRAN3p5 assessment shown in Figure 5.2 represent a small sub-set of
comparisons performed by Oke et al. (2013b). Many other aspects of BRAN3p5 have
been assessed by comparison with both assimilated and unassimilated observations in
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Figure 5.2: Comparison between the data-assimilating model (BRAN3p5) and ob-
servations. Hovmoller diagram showing the depth anomaly of the 15oC isotherm from
XBT observations along (a) the PX34 line, (b) and from BRAN3p5. XBT data along
PX34 (dashed blue line in d) are assimilated before July 2003 (green box in b), and
withheld thereafter (magenta box in b). The PX34 line is shown in (d); Daily-averaged
SST anomalies (colours) and near-surface velocities (white vectors) o south-east Aus-
tralia from (c-d) BRAN3p5, and (e-f) observations. Surface drifting buoy trajectories
are overlaid (black vectors). SST anomalies are with respect to a 15-year seasonal cli-
matology from the model's spin-up. Model velocities represent ow over a 5 day period.
Drifter trajectories are for an 8-day period preceding the date of each image (adapted
from Oke et al., 2013b).
the published literature (e.g., Oke et al., 2008, Oke and Grin, 2011, Oke et al., 2013b).
Despite the extensive assessment, the vertical velocities of BRAN3p5 - or any other
model or reanalysis - remain unvalidated, owing to the paucity of reliable observation-
based estimates. Because of this limitation, showing that vertical velocities in BRAN3p5
are correct is not the goal of this study. Instead, I aim to assess the extent to which
the vertical velocities in BRAN3p5 are consistent with the vertical velocities of a free-
running version of the underpinning model (i.e., OFAM). That is, I seek to determine
the extent to which DA improves or degrades the vertical velocities in an eddy-resolving
ocean model. As a starting point, I asses whether BRAN3p5 reproduces the patterns of
vertical velocities in eddies described in Chapter 4.
5.2.2 Eddy tracking
Tracking an eddy in the Tasman Sea in a data-assimilating model is challenging. First,
after each update, the position, shape, and SLA associated with each eddy tends to
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change. Second, because the Tasman Sea is a highly energetic region, the recurrent
eddy-eddy and eddy-bathymetry interactions also change the shape of each eddy. Third,
there are observation gaps (e.g., missing data between altimetry tracks) that sometimes
lead to the apparent \disappearance" of an eddy for one, or sometimes two, assimilation
cycles. All of these factors complicate the process of automatically, or even manually,
tracking eddies.
To ensure that the eddy tracking is as accurate as possible, the eddies are manually
tracked in SLA elds of BRAN3p5, using the approach described in Chapter 2. The
eddies are tracked on consecutive days, until it is no longer evident, with a tolerance of
two assimilation cycles (8 days). After tracking, 4◦×4◦× 2000 m \data cubes", centred
at the eddy-centre, are extracted from BRAN3p5 - as described in Chapter 2.
5.2.3 Empirical Orthogonal Functions
To isolate the coherent components of the vertical velocity elds within the eddies, an
Empirical Orthogonal Function (EOF) analysis is performed - equivalent to the analyses
in Chapter 4. For this EOF analysis, 4o×4o maps of depth-averaged vertical velocity (0
- 2000 m) are used, for each day of the eddy lifetime. For the EOF analysis, each time-
series is de-trended in time, for each grid point. Then, a singular value decomposition of
the anomaly eld is computed. Five separate EOF analyses of daily time-series of depth-
averaged vertical velocities are performed. For the eddies considered here, the time-series
span between 180 and 350 days. In a rst analysis, all daily elds of vertical velocity
for the lifetime of each eddy are considered. In the other analyses, each time series is
sub-sampled, and EOF analyses on elds from day 1, 2, 3, and 4 of each assimilation
cycle are performed separately. That is, one eld every four days is used, representing
dierent days of each assimilation cycle (recall that BRAN3p5 assimilates data every
four days). These time-series are hereafter referred to as DA1, DA2, DA3, and DA4; so
DA1 includes model elds on the day immediately after each assimilation; DA2 includes
model elds two days after each assimilation; and so on.
5.3 Results
The extent to which the model velocities - both horizontal and vertical - articially adjust
to the changes introduced during the model update is assessed rst. For this assessment,
the root mean square (RMS) of depth-averaged eddy kinetic energy is calculated (EKE;
computed as (u2+v2)/2) and the depth-averaged vertical velocity considering DA1, DA2,
DA3, and DA4 separately (Figures 5.3a and b, respectively). The volume-averaged EKE
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Figure 5.3: a) RMS of depth-averaged (0-2000 m) EKE for the rst, second, third,
and fourth days after DA (DA1, DA2, DA3, and DA4, respectively) for an anticyclonic
eddy o eastern Australia; b) same as in (a), but for depth-averaged vertical velocity; c)
time series of the volume-averaged EKE, with red stars showing the rst day after DA;
d) same as in (c), but for volume-averaged absolute vertical velocity. Missing values
relate are when a 0.1 m SLA contour could not be dened.
and the volume-averaged absolute vertical velocity contained within the 4o × 4o× 2000
m data cubes are also computed (Figure 5.3c and d, respectively). To demonstrate the
features of interest for this study, I rst show results for one anticyclonic eddy o eastern
Australia (Figure 5.3), one anticyclonic eddy in the Tasman Sea (Figure 5.4), and one
cyclonic eddy in the Tasman Sea (Figure 5.5). Results in Figures 5.3, 5.4, and 5.5 are
typical of other examples of reanalysed eddies in BRAN3p5 in waters around Tasmania.
There is no obvious systematic adjustment in horizontal velocity immediately following
the DA (Figures 5.3a-c, 5.4a-c, and 5.5a-c). The dierence between the RMS of EKE in
DA1 and DA2-4 is the order of 10−4 m2/s2, two orders of magnitude smaller than the
RMS of total EKE itself. The vertical velocity, however, shows a signicant increase in
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Figure 5.4: As in Figure 5.3, but for an anticyclonic eddy in the Tasman Sea.
RMS immediately after assimilation (DA1 in Figures 5.3b, 5.5b, and 5.5b). Additionally,
there is a clear spike in absolute vertical velocity on the rst day after the update (DA1,
denoted by the red stars in Figure 5.3d). The dierence between the RMS of vertical
velocity in DA1 and DA2-4 is the order of 10 m s−1, the same order of magnitude as
the RMS of total vertical velocity itself. This indicates that the vertical velocities are
sensitive to the introduced changes during the assimilation step. The next step is to
better understand this adjustment.
To further examine the impact of the sequential DA on the vertical velocity within
eddies, three case studies are selected to be analysed in detail. The rst case study is an
anticyclonic eddy propagating westwards south of Australia (Figures 5.6a and 5.10). The
second case study is an anticyclonic eddy propagating southwards in the Tasman Sea
(Figures 5.6b and 5.11). The third case study is a cyclonic eddy propagating eastwards,
also in the Tasman Sea (Figures 5.6c and 5.12). These eddies are selected because
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Figure 5.5: As in Figure 5.3, but for a cyclonic eddy in the Tasman Sea.
they propagate through dierent oceanographic regimes. The eddy example south of
Australia propagates through deep quiescent waters, and the eddies in the Tasman Sea
repeatedly interact with other mesoscale features and are inuenced by bathymetry, as
shown in Chapter 3. Recall that analysis of vertical velocities in OFAM, with no DA,
eddies similar to those considered here show a coherent signal of the alternating cell
patterns for vertical velocity (see Figure 4.6 and results from Chapter 4).
Fields of vertical velocity, for the three case studies considered here, show evidence of
the upward and downward cells (Figure 5.6), consistent with those described in Chapter
4. This indicates that the process of eddy distortion is present in BRAN3p5. Indeed,
analysis of the vertical velocities in these eddies shows that these cells are coherent
in depth, with maximum at sub-surface (∼1000 {1500 m). In addition, the vertical
velocities within eddies in BRAN3p5 (Figure 5.6) are the same order of magnitude as the
vertical velocity within eddies in OFAM with no DA (Figure 4.6). These results conrm
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Figure 5.6: Alternating cells of depth-averaged (0-2000 m) vertical velocity (colours,
left) in a) an anticyclonic eddy o western Tasmania (0.05 m SLA contour), b) an
anticyclonic eddy in the Tasman Sea (0.05, 0.15 and 0.25 m SLA contours), and c) a
cyclonic eddy in the Tasman Sea (-0.05, -0.15 and -0.25 m SLA contours); The column in
the centre (right) are sections of vertical velocity along the magenta (black) lines shown
in the left. All daily averages relate to the second day after the data is assimilated into
the model (i.e., DA2).
that the data-assimilating model does reproduce the alternating upward and downward
cells, both qualitatively and quantitatively, when compared to the free-running model
(i.e., OFAM).
As in the free running model (see Chapter 4), patterns of vertical velocity associated
with eddy-distortion dominate the leading modes of variability in the data-assimilating
model (Figure 5.7). The signal of this pattern is typically partitioned across several EOF
modes. The partitioning of the signal occurs due to the rotation of the cells as the eddy
propagates, in the same sense of the eddy rotation. In the anticyclonic eddy propagating
southwards, the variance attributed to the alternating cells pattern in modes 2, 3, and
4 sums up to 55% of the total variance for vertical velocity (Figure 5.7, Table 5.1). In
the other case studies, the combined variance is lower (30% and 34%), but within the
range evident in the eddies of the free-running model (Table 5.1).
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Table 5.1: Combined variances of EOF modes that show alternated upward and
downward cells within eddies of the data-assimilating (BRAN) and of the free-running
(OFAM) models. For BRAN3p5 eddies, values relate to EOFs calculated considering
vertical velocity elds in the rst, second, third, and fourth days of the assimilation
cycle only (DA1, DA2, DA3, and DA4, respectively), and considering daily elds. For
OFAM eddies, values relate to EOFs calculated considering vertical velocity elds in
7-day intervals. The range of values in OFAM eddies relate to 10 eddies propagating
westwards in the Eastern Indian Ocean, and to 10 eddies propagating southwards in
the Tasman Sea, adapted from Chapter 4.
Eddy Combined variance
BRAN3p5
DA1 DA2 DA3 DA4 Daily
Westward anticyclonic 25% 33% 34% 31% 34%
Southward anticyclonic 27% 37% 45% 47% 55%
Eastward cyclonic 13% 36% 38% 47% 30%
7-day timestep
OFAM
Westward anticyclonic 25{56%
Southward anticyclonic 22{52%
The time-series of the EOF amplitudes show uctuations that are clearly related to the
assimilation cycle - showing higher amplitude values on the day after each assimilation
(DA1). This is quantied in Figure 5.8, showing the RMS of the time-series of the EOF
amplitudes, as a function of the assimilation cycle - gathering amplitudes for DA1, DA2,
DA3, and DA4 together (Figure 5.7). The values for the rst 10 EOFS, for each of the
three eddy case studies are analysed (red, green and blue). The results indicate that the
amplitude of the time-series of the EOF amplitudes of the dominant modes - showing
the upward and downward cells - are typically 2 times greater in DA1 (Figure 5.8) and
sometimes with opposite sign to the amplitudes in DA2, DA3, and DA4 (time-series of
the EOF amplitudes in Figure 5.7). Therefore, the amplitude of the vertical velocities
associated with eddy distortion is actually larger on the day after each assimilation.
This suggests that the model's response to the introduced changes (i.e., the applied
increments) is like an \articial eddy distortion".
To further explore the nature of the increments applied to the model during each assim-
ilation cycle, an EOF analysis on the calculated increments for sea level is performed
(Figure 5.9). Because the EOFs are statistical modes, they do not correspond directly
to physical processes. However, the dominant EOFs are interpreted here to represent
changes in the amplitude, position, or shape of an eddy. Modes with one local extremum
close to the eddy centre correspond to changes in eddy amplitude (e.g., Figures 5.9d and
5.9m); modes with two local extrema and approximately zero amplitude close to the
eddy centre correspond to changes in eddy position (e.g., Figures 5.9g and 5.9j); and
modes with multiple local extrema with approximately zero amplitude close to the eddy
centre correspond to changes in eddy shape (e.g., Figures 5.9p and 5.9q). The results in
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Figure 5.7: EOF analysis of depth-averaged vertical velocity (0-2000 m) using daily
averaged elds. a), b), and c) are case studies #1 (Figure 5.10), #2 (Figure 5.11), and
#3 (Figure 5.12), respectively. Column one is the time mean depth-averaged vertical
velocity. Columns two to six are the EOF modes 1-5 normalised by the maximum
value of each mode. The time-series of the EOF amplitudes are from EOF mode 1.
Percentages in the bottom left corner are the amount of variance contained in each
mode. Black contours indicate ± 0.1 m/d vertical velocity. The zoom in (a) shows the
time-series of the amplitudes of EOF mode 1 between days 212 and 240 of the eddy
lifetime.
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rst 10 EOF modes of the three eddies in Figure
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rst, second, third, and fourth days after DA separately. That
is, entries attributed to DA1 are the RMS of each EOF time series, computed from
amplitudes sub-sampled on the rst day after assimilation.
Figure 5.9 indicate that about half the variance of the sea level increments are related to
changes in eddy amplitude or position. However, all of the higher modes - a sub-set of
which are included in Figure 5.9 - have multiple local extrema, and are apparently related
to changes in eddy shape (i.e., articial eddy distortion). The structures of these higher
modes are not as \clean" as the patterns seen in the EOFs of depth-averaged vertical
velocity in Figure 5.7. This is because the articial distortion associated with the DA is
non-conservative (i.e., it doesn't conserve volume), unlike a dynamically-consistent eddy
distortion in a dynamically balanced ocean, as the eddies studied in Chapter 4.
To examine the eect of this articial eddy distortion in the model - and to determine
whether these patterns are dominant immediately after assimilation - EOFs of vertical
velocity using elds from the rst, second, third, and fourth day after the update (i.e.,
DA1, DA2, DA3, and DA4) separately are computed. That is, for each of the case
studies, I subset the time-series using only DA1 elds and re-calculate the EOFs and
the time-series of the EOF amplitudes, as previously described in Section 5.2. The
results (Figures 5.10, 5.11, and 5.12) indicate that, for all three eddies, the dominant
patterns of vertical velocity in DA1 are more complicated than in DA2, DA3, or DA4.
The amplied vertical velocities of the upward and downward cells pattern in DA1 is
attributed to the fact that the eddy distortion introduced is articial, and corresponds
to changes in the eddy amplitude, position, and shape at the same time - as shown in
Figure 5.9. Despite this amplied vertical velocity, the patterns associated with eddy
distortion are present - explaining about 13-27% of the total variance in DA1 and 31-47%
of the variance in DA4 (Table 5.1).
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Figure 5.9: EOF analysis of the sea level increments (in metres) applied to an anti-
cyclonic eddy propagating westwards (i.e., case study #1; left), an anticyclonic eddy
propagating southwards (i.e., case study #2; centre), and a cyclonic eddy propagating
eastwards (i.e., case study #3; right). Line one is the time mean sea level increment.
Lines two to seven are the EOF modes 1-6 normalised by the maximum value of each
mode. The dashed white lines indicate the eddy centre. Percentages in the bottom left
corner are the amount of variance contained in each mode, for each eddy.
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Figure 5.10: EOF analysis of depth-averaged (0-2000 m) vertical velocity in an an-
ticyclonic eddy propagating westwards in the Eastern Indian Ocean. a) eddy track
(black line) over regional bathymetry (colours); b) time mean depth-averaged vertical
velocity considering the rst, second, third, and fourth days after DA separately (DA1,
DA2, DA3, and DA4, respectively); c-g) EOF modes 1-5 normalised by the maximum
value of each mode. Percentages in the bottom left corner are the amount of variance
contained in each mode. Contours indicate ± 0.1 m/d vertical velocity.
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Figure 5.11: As in Figure 5.10, but for an anticyclonic eddy propagating southwards
in the Tasman Sea.
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Figure 5.12: As in Figure 5.10, but for a cyclonic eddy propagating eastwards in the
Tasman Sea.
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Figure 5.13: Daily averages of depth-averaged vertical velocity associated with an
anticyclonic eddy of the data-assimilating model (BRAN3p5). Each column relates
to the rst (DA1), second (DA2), third (DA3), and fourth (DA4) days after data
assimilation.
From the analysis of vertical velocity in the data-assimilating model, it is possible to
conclude that the model's response to DA is consistent with an articial eddy distortion.
The timescales on which eddies distort in a free-running model, and in the ocean (from
altimetry, for example) are about a week (Figure 4.5 and Brassington, 2010). But in
the case of a data-assimilating model, the changes are introduced in a single timestep.
That is, the changes are imposed articially over a 5-minute period. This may explain
why the amplitude of the dominant modes of vertical velocity are often greater - and the
alternating cells pattern is less clear - in DA1, compared to DA2, DA3, and DA4. The
impact of data-assimilation is clearly seen in the time-evolution of the vertical velocity
eld associated with an eddy in the model (Figure 5.13). At the end of each assimilation
cycle, the alternating cell pattern is clear, but is then aected by updates to the model
(e.g., between days 271 and 272 in Figure 5.13).
Next, I wish to quantify the degree to which the vertical velocities associated with the
articial eddy distortion alter the model's T and S elds. Recall that during the DA
process, the model's T, S, u, and v are updated with an \analysis". The analysis is
constructed by combining the model elds before assimilation, and the observations
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at their relevant time and space. Ideally, for a data-assimilating model, the model
dynamically evolves the ocean state, seamlessly integrating forward in time from the
analysed initial conditions. In practice, owing to dynamical imbalances of the analyses
(i.e., the analyses are not a precise solution to the model equations), the model undergoes
a period of adjustment. The analyses above show that this adjustment for vertical
velocity is rather signicant. This must impact T and S through vertical advection. This
advection is larger than it should be, because of the model adjustment to DA previously
described in Section 5.2 and shown in Figure 5.1. If the vertical velocity on DA1 is
conservatively assumed to be entirely associated with the articial eddy distortion, the
impacts of this articial change on T and S can be estimated. That is, how much the
large-amplitude vertical velocity causes the model T and S elds to depart from the
imposed analyses can be estimated. With this analysis, I seek to estimate how much the
model adjustment takes the model's T and S elds away from the calculated analyses -
which are meant to best match observations. That is - how much the model adjustment
degrades the model.
Fields of the vertical advection of T (using the term w dTdz ) and vertical advection of S
(using w dSdz ; Figures 5.14, 5.15, and 5.16) are analysed. The pattern of depth-averaged
w dTdz has the same spatial distribution as the pattern of depth-averaged vertical velocity
(Figures 5.14a-b, 5.15a-b, and 5.16a-b). This pattern is coherent, and typically of the
same sign, throughout the water column (Figures 5.14d, 5.15d, and 5.16d). By contrast,
the pattern of depth-averaged w dSdz is less clear (Figures 5.14c, 5.15c, and 5.16c). This is
because the sign of w dSdz changes at mid-depth (Figures 5.14e, 5.15e, and 5.16e), owing
to the presence of intermediate water, which has a sub-surface salinity minima.
Additionally, the vertical advection terms, with units of ◦C/d and psu/d, is converted
into T and S changes over a day by simply multiplying w dTdz and w
dS
dz by time (resulting
in units of ◦C and psu). This allows for a direct comparison of the changes associated
with vertical advection, given by the model adjustment, with the increments applied to
the model during the assimilation step. That is, I can determine whether the articial
changes due to the model adjustment are bigger, or smaller, than the changes due to
assimilation. For this comparison, the RMS of volume-averaged T and S changes over
a day associated with the model adjustment (Figure 5.17, thin lines) and with the
increments applied to the model (Figure 5.17, bold lines) for the three case studies are
calculated.
The RMS of T and S due to the model adjustment clearly spikes on the rst days
of each assimilation cycle (thin lines in Figure 5.17). On average, the magnitude of the
RMS of these properties in DA1 is 1.5 times larger than in DA2-DA4, for all eddies.
This high RMS amplitude in DA1, above the DA2-DA4 time series, is attributable
Chapter 5. Impact of DA in eddy dynamics 106
 
 
500
1000
1500
−15
0
15
 
 
500
1000
1500
−0.1
0
0.1
 
 
−43−42−41
500
1000
1500 −3
0
3
z−ave w
−44
−43
−42
−41
z−ave T advection z−ave S advection
 
 
132 134
−44
−43
−42
−41
−10 0 10
 
 
132 134
−0.03 0 0.03
 
 
132 134
−1 0 1
41oS
42oS
43oS
44oS
41oS
42oS
43oS
44oS
132oE 134oE 132oE 134oE 132oE 134oE
m/d oC/d 10-3 psu/d
DA
1
DA
4
a)
b)
-ave z-ave w(dT/dz) z- e w( S/dz)
Magenta section Black section
−43 −42 −41 132 133 134
Magenta section
500
1000
1500
Black section
500
1000
1500
−43 −42 −41
500
1000
1500
132 133 134
w
de
pt
h
DA1 DA4
T 
ad
ve
cti
on
de
pt
h
S 
ad
ve
cti
on
de
pt
h
m
/d
o C
/d
10
-3  
ps
u/
d
43oS  42oS 41oS 132oE  133oE 134oE 43oS  42oS 41oS 132oE  133oE 134oE
c)
d)
e)
w
de
pt
h
w(
dT
/d
z)
de
pt
h
w(
dS
/d
z)
de
pt
h
latitude longitude latitude longitude
Figure 5.14: a) Daily averages of depth-averaged (0-2000 m) vertical velocity (left),
w dTdz (centre), and w
dS
dz (right) of an anticyclonic eddy propagating westwards in the
Eastern Indian Ocean (Figure 5.10) on the rst day after DA (DA1); b) same as in (b),
but for the fourth day after DA (DA4); c) vertical sections of vertical velocity in DA1
(rst two columns) and in DA4 (last two columns). Magenta and black sections are
shown in rst column of (a) and (b); d) same as in (c), but for w dTdz ; e) same as in (c),
but for w dSdz .
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Figure 5.15: As in Figure 5.14, but for an anticyclonic eddy propagating southwards
in the Tasman Sea.
Chapter 5. Impact of DA in eddy dynamics 108
Magenta section Black section
150 151 152 −43 −42
Magenta section
500
1000
1500
Black section
500
1000
1500
150 151 152
500
1000
1500
−43 −42
 
 
500
1000
1500 −20
0
20
 
 
500
1000
1500 −0.2
0
0.2
 
 
500
1000
1500
−0.02
0
0.02
−20 0 20 −0.05 0 0.05 −2 0 2
x 10−3
z−ave w
−44
−43
−42
−41
z−ave T advection z−ave S advection
 
 
150 152
−44
−43
−42
−41
 
 
150 152
 
 
150 152
41oS
42oS
43oS
44oS
41oS
42oS
43oS
44oS
150oE      152oE
m/d oC/d 10-3 psu/d
DA
1
DA
4
a)
b)
-a -av  w(dT/dz) z-ave w( S/dz)
w
de
pt
h
DA1 DA4
T 
ad
ve
cti
on
de
pt
h
S 
ad
ve
cti
on
de
pt
h
m
/d
o C
/d
ps
u/
d
150oE  151oE   152oE 
c)
d)
e)
w
de
pt
h
w(
dT
/d
z)
de
pt
h
w(
dS
/d
z)
de
pt
h
latitude longitude latitude longitude
oE      152oE oE      152oE
150oE  151oE   152oE 41oS     42oS  41oS     oS  
Figure 5.16: As in Figure 5.14, but for a cyclonic eddy propagating eastwards in the
Tasman Sea.
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Figure 5.17: Time series of the RMS of the volume-averaged vertical advection of
temperature (top, purple) and salinity (bottom, green) for a) a westward-propagating
anticyclonic eddy, b) a southward-propagating anticyclonic eddy, and c) an eastward-
propagating cyclonic eddy. Thin lines are volume-averaged model adjustment. Bold
lines are volume-averaged increments applied during DA.
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to an amplied vertical advection associated with the model adjustment to DA. This
adjustment is largest in example Figure 5.17b - the southward propagating anticyclonic
eddy - where the amplied vertical advection after DA is about the same amplitude as
the vertical advection in between DA cycles.
Despite the eect of the DA in DA1, the RMS of the model adjustment is still 2 to 10
times smaller than the RMS of the increment (bold lines in Figure 5.17). Sometimes,
however, the model adjustment and the increments may have the same RMS magnitude
(e.g., around day 20 in Figure 5.17b). Therefore, even with the impact of DA on the
vertical velocity within eddies in DA1, the model adjustment of both T and S is still
smaller than the increments of T and S applied during update. This analysis indicates
that the changes to T and S during the period of model adjustment are small compared
to the changes to T and S during the model update (when the increments are applied
in each assimilation step).
The key message in Figure 5.17 is that the vertical advection of T and S in the rst day
after assimilation is higher than in the other days of the cycle. However, even though
the vertical advection in DA1 is high, it is not as high as the increments of T and S
applied to the model. These results are also shown in Figures 5.18 and 5.19 in the RMS
of a vertical section of T and S, and in the RMS of depth-averaged T and S, for all three
case studies.
5.4 Discussion
The horizontal velocity in a data-assimilating model is expected to adjust on time-scales
of one inertial period or longer (the inertial period in this region is close to one day).
The time-scales for the adjustment of vertical velocity is less clear. To a large extent,
the results show that the vertical velocity appears to adjust within one day. Therefore,
this study indicates that vertical velocity in the model adjusts faster than the horizontal
velocities.
The upward and downward cells associated with eddy distortion develop on time-scales
of about a week (Figure 4.5 and Brassington, 2010), which is much longer that the time-
scales of model adjustments after DA. This suggests that analyses of vertical velocity in
data-assimilating models may provide meaningful insights into ocean dynamics, provided
the adjustment periods are disregarded. That is, care should be taken when using vertical
velocities immediately after assimilation.
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Figure 5.18: RMS of the vertical advection of temperature in a vertical section as-
sociated with the model's adjustment (a, b, and c) and with increments applied to
the model (d, e, and f); RMS of the depth-averaged vertical advection of temperature
associated with the model's adjustment (g,h, and i) and with the increments applied to
the model (j, k, and l). The dashed white line indicates the eddy centre. Each column
refers to a dierent eddy, identied at the top of the gure.
The upward and downward cells are seen in all dominant modes of the depth-averaged
vertical velocity EOFs. Sometimes, however, this pattern is less evident in EOFs con-
sidering only the rst days after the update (i.e., DA1). This is because in DA1, the
eddy distorts articially, while in DA2, DA3, and DA4, the eddy distorts in a way that
is dynamically consistent. In a dynamically consistent ocean, the eddy often distorts
inwards in one axis and outwards in the other axis (e.g., inwards in latitude and out-
wards in longitude; Figures 4.8 and 4.13). Consequently, the loss of volume caused by
the inward distortion is mostly compensated by the gain of volume in the outward dis-
tortion. An articial eddy distortion, caused by an articial update to the model, is
more complicated than a natural distortion. During the update, the eddy shape may
change completely, with large imbalances introduced, resulting in an adjustment of the
model with large changes in amplitude. This articial eddy distortion may induce a
dierent number of vertical velocity cells at each update, and suddenly change the eddy
amplitude and position. Therefore, an articial eddy distortion seems to add a lot of
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Figure 5.19: As in Figure 5.18, but for salinity
noise to the upward and downward cells, disrupting these patterns on the day after the
update.
Because of the stronger vertical velocities in DA1, the vertical advection of T and S is
1.5 times greater than in DA2, DA3, and DA4. These higher values in DA1 are here
attributed to the impact of articial eddy distortion only. This is an over-estimate of
the impact of articial eddy distortion. On DA1, the vertical velocity is comprised of
two components: one due to the model's articial adjustment (associated here with
articial eddy distortion), and one due to the model's dynamical variability. It is not
straightforward to separate these components. However, it is possible to conclude that
the larger-amplitude vertical advection after each assimilation step is attributable to the
articial adjustment of the model. This articial adjustment causes the model's T and
S elds to depart from the imposed analysed T and S elds - thereby degrading the
reanalysis. To determine how signicant this adjustment is, these changes are compared
to the changes explicitly imposed during the assimilation step - the increments. As
a result, the increments of T applied to the data-assimilating model during update
are up to 5 times larger than the values associated with the model adjustment. In
the case of S, the increments are up to 16 times larger than the model adjustment.
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However, increments and the model adjustments sometimes have the same magnitude.
This indicates that, although the T and S elds degrade after each assimilation step, this
degradation is not particularly signicant. As systems of DA continue to improve, and as
methods for constructing analyses that are more dynamically consistent are developed,
this degradation is expected to decrease.
5.5 Conclusion
In the version of BRAN analysed here (BRAN3p5; Oke et al., 2008), I nd that the
response of horizontal velocities to DA are relatively small - with no clear change to
time series of EKE, for example. By contrast, the amplitudes of the vertical velocities
on the day immediately after assimilation are typically 2 times greater than the vertical
velocities at 2, 3, or 4 days after assimilation.
The data-assimilating model reproduces patterns of vertical velocity, associated with
eddy distortion, that are comparable to the patterns generated by a free-running model
(with no DA). Furthermore, the amplitude of vertical velocity EOF modes showing the
eddy-distortion patterns is often greater immediately after assimilation. This leads to
the conclusion that the model adjustment to the introduced changes at the time of
assimilation is consistent with an articial eddy distortion.
Analyses of the vertical velocities in the model indicate that the impact of this articial
eddy distortion on the model's T and S elds is typically smaller than the increments
applied during the assimilation process itself.
Three case studies of eddies that are representative of the study region are chosen for
the analysis. This allows a detailed examination of each case study. The results shown
here would benet from analysis of a larger sample of eddies, and in dierent oceanic
regions.
I was motivated to determine whether a data-assimilating model could reliably be used
to examine dynamical processes. Noting the articial response of the vertical velocity
immediately after assimilation, it is possible to conclude that such analyses should be
undertaken with caution. Indeed, unlike free-running models, data-assimilating models
generally reproduce more realistic variability, with ocean features in approximately the
right place and time - but they also are plagued with the problem of dynamical im-
balance. These factors should be carefully considered before employing results from a
data-assimilating model to understand dynamical processes of the ocean. Furthermore,
I hope that the results of this study motivate the ocean DA community to continue
developing dynamically-consistent methods for DA.
Chapter 6
Summary and Conclusions
The focus of this thesis is on the three-dimensional structure and evolution of EAC ed-
dies. The specic goals are to better understand the pathway of EAC anticyclonic eddies,
their spatial and temporal changes of the three-dimensional properties, and the vertical
circulation within EAC eddies. In particular, this thesis focuses on large, long-lived an-
ticyclonic eddies that form at the EAC separation region (Figure 1.2, Chapter 1). Most
of the results presented here are based on the output from a global, eddy-resolving ocean
model (Chapter 2, Section 2.2.1). Although models have many limitations (Chapter 2,
Section 2.2.2), they provide a complete picture of the three-dimensional, time-varying
ocean circulation - including all relevant variables. Noting these limitations, the key
aspects of the ocean model circulation, most relevant to this thesis, are veried against
observational products (Chapter 3, Section 3.2.1).
Most recent studies of eddies undertake statistical analyses of a large number of eddies
(e.g., Chaigneau et al., 2008, Chelton et al., 2011b, Everett et al., 2012, Petersen et al.,
2013, Rykova et al., 2017, Amores et al., 2017). Many of these studies exploit databases
generated using automated eddy-tracking algorithms (e.g., Chaigneau et al., 2008, Chel-
ton et al., 2011b, Faghmous et al., 2015). Advantages of such databases include their
global coverage and their large sample of eddies. Such studies mostly analyse mean elds
or composite elds to quantify \typical" eddy properties. These approaches, however,
inevitably eliminate details - that are the focus of this thesis.
To better address the above-stated goals, the analysis performed here is, instead, fo-
cussed on a relatively small number of case studies. This means that a careful inves-
tigation of the circulation patterns within each eddy, to identify recurrent and robust
features, could be undertaken. Results from this investigation are presented in Chapters
3, 4, and 5 of this thesis. Additionally, the choice of analysing a small number of case
studies means that I can aord to manually track each eddy (Chapter 2, Section 2.4.2).
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This manual eddy-tracking results in a more robust and reliable database (Chapter 2,
Section 2.4.2, and Chapter 3, Section 3.2.1).
Another aspect of this thesis, that is somewhat unique, is the method of analysis.
For each case study, the eddies are manually tracked - as noted above - and a three-
dimensional ocean model \data cube" is extracted, for each timestep of the track of each
eddy (Chapter 2, Section 2.4.3). Then, the pathway (Chapter 3), properties (Chapters
3, 4, and 5), and circulation (Chapters 4 and 5) of each case study are investigated in
detail, in a reference frame that follows the trajectory of each eddy.
To study the pathway of large, long-lived EAC anticyclonic eddies, both satellite data
and ocean model elds are analysed in Chapter 3. This analysis shows that many
eddies propagate southwards, from their origin near the EAC separation region, around
Tasmania, and leave the Tasman Sea (Chapter 3, Section 3.2.1). They then decay in the
Eastern Indian Ocean. This pathway has not been previously documented. Results also
show that, as eddies propagate southwards, they often \stall" o south-eastern Australia
for several months at near-constant latitudes. The reason for this is not completely clear,
but the \stalling" seems to be related to the orientation of the coast and the tendency
for eddies to propagate westwards (e.g., Cushman-Roisin et al., 1990, van Leeuwen,
2007, Morrow, 2004, Morrow and Le Traon, 2012, Chapter 3, Section 3.2.1). I also nd
that, along the pathway, eddies become increasingly barotropic, that their intensity is
primarily inuenced by merging with other eddies, and that they gradually decay in the
absence of eddy-eddy interactions (Chapter 3, Section 3.2.3).
The results from Chapter 3 provide insights into the structural changes of eddies as they
propagate along two dierent regimes: the energetic Tasman Sea, and the quiescent
Eastern Indian Ocean.
The evolution of EAC anticyclonic eddies in the Tasman Sea may resemble the evolution
of eddies in other WBCs, especially the Brazil Current (BC). The BC separates from the
coast similarly to the EAC, forming a meander, and occasionally shedding an anticyclonic
eddy (e.g., Olson, 1991, Campos and Olson, 1991, Matano, 1993). The eddies shed by the
BC then propagate within the Argentine Basin, a deep region restrained by bathymetry,
with high EKE (e.g., Lentini et al., 2006, Saraceno and Provost, 2012, Pilo et al., 2015)
- also similar to the Tasman Sea. The BC eddies have received less attention that eddies
from other WBCs, with only a few studies describing the three-dimensional structure
of averaged BC eddies (e.g., Rykova et al., 2017, Mason et al., 2017). I believe that the
study method used in this study (i.e., manually tracking eddies and extracting \data
cubes" from an ocean model) would be of great value for investigating the propagation,
properties, and evolution of BC eddies. In addition, I suspect that several aspects of the
Chapter 6. Summary and Conclusions 116
evolution of EAC eddies - as their recurrent merging, bathymetric steering, and loss of
baroclinicity - are also present in BC eddies.
The evolution of EAC anticyclonic eddies in the Eastern Indian Ocean is expected to
resemble the evolution of other eddies that freely propagate westwards. Examples of such
eddies are the Agulhas Rings (e.g. Schouten et al., 2000), the Leeuwin Current eddies
(e.g., Morrow, 2004), the Meddies in the North Atlantic (e.g., Bower et al., 1997), the
California Undercurrent eddies (e.g., Pelland et al., 2013), and the Peru-Chile Current
eddies (e.g., Chaigneau et al., 2011). Many of these eddies have been reported to have
a sub-surface core, similar to the EAC anticyclonic eddies shown in Chapter 3 (Zhang
et al., 2014, , and references therein). This suggests that the evolution of EAC eddies in
the Eastern Indian Ocean might be similar to the evolution of eddies formed at eastern
boundary regions.
An investigation of the vertical velocities within EAC anticyclonic eddies shows alter-
nating upward and downward cells (e.g., Figure 4.6; Chapter 4, Section 4.3.1). These
cells have been reported in previous studies (e.g., Martin and Richards, 2001, Nardelli,
2013), but have never been fully explained. One of the main ndings of this thesis is
to provide a dynamical explanation for these alternating upward and downward cells -
and to link the generation of these cells to \eddy distortion". Here, eddy distortion is
dened as the change in shape of an eddy (i.e., when an eddy becomes more, or less,
isotropic). Eddy distortion can be quantied by considering temporal changes of SLA
(e.g., dierences between weekly SLA maps of gridded altimetry or model elds). I show
that mesoscale changes in SLA are correlated with the vertical motion within eddies,
and that the alternating cells pattern explains 30-60% of the variance of vertical velocity
within these eddies (Chapter 4, Section 4.3.3). In anticyclonic eddies in the Southern
Hemisphere, I show that an inward distortion is associated with upward motion and an
outward distortion is associated with downward motion (Figure 4.13; Chapter 4, Section
4.4). Here, two mechanisms that link eddy distortion to vertical velocity are proposed.
One mechanism relates to changes in stratication and relative vorticity in the eddy in-
terior. The other mechanism, relates to the divergence of the horizontal ow in dierent
quadrants of the eddy. In each case study, there is evidence for both mechanisms gener-
ating the alternating upward and downward cells (Chapter 4, Section 4.4.1). I suspect
that both mechanisms explain the upward and downward cells at dierent times.
In Chapter 5 of this thesis, I investigate the extend to which a data-assimilating ocean
model can reproduce the alternating upward and downward cells mentioned. Here, the
disruption to the model's dynamical balance is assumed to degrade the vertical velocity
elds - rendering the model inappropriate for studies of model dynamics (Chapter 5,
Section 5.1, see also discussion in Oke and Grin, 2011). Indeed, this is a common
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presumption amongst the data assimilation community (e.g., Matear and Jones, 2011,
Oke and Grin, 2011). Results show that the alternating cells pattern is present within
eddies of the data-assimilating ocean model (Chapter 5, Section 5.3). Additionally, the
results conrm that data assimilation can signicantly impact eddy dynamics (Chapter
5, Section 5.3). In fact, the vertical velocities in the reanalysed eddies - generated by the
data-assimilating model - are particularly sensitive to assimilation. Moreover, results
show that the ocean model's response to data assimilation is like an articial eddy
distortion - sometimes even amplifying the vertical velocities in each eddy (Chapter 5,
Section 5.3). Data assimilation is often a necessary element of any forecast or reanalysis
system (e.g., to initialise chaotic features, such as eddies). At the end of Chapter 5
I conclude that, despite the negative impact of data assimilation on the dynamical
balances of a model, results from such model could be used for dynamical analyses.
These dynamical analyses should be, however, undertaken carefully, and the role and
impact of data assimilation on the relevant elds should be fully quantied.
The ndings of this thesis were only possible due to the use of case studies to understand
eddy properties. Had mean elds from a large sample of eddies been analysed, the details
of the circulation within each eddy - which are the focus here - would have been lost. I
recognise that the conclusions drawn from this thesis could be strengthened by analysing
a larger sample of eddies. This is intended for a future study. Similarly, analysis of the
detailed eddy properties in other regions (e.g., other WBCs) is also a topic worthy of
attention.
One of the most exciting prospects that stem from this work is the potential to use maps
of SLA to infer vertical velocities within eddies on a global scale. I expect that SLA maps
of gridded altimetry could be used to eciently generate a metric for eddy distortion.
If such a metric could be linked to vertical velocities - expected to be regionally and
seasonally varying - then developing new metrics for other important ocean properties
could be within reach. For example, with a metric of vertical velocity in hand, satel-
lite ocean colour measurements could be used to better quantify primary production
(including vertical exchange) on global scales. Similarly, in combination with in situ
observations (e.g., from Argo oats), the vertical transport of heat and freshwater could
be more accurately inferred. These developments require much additional research - but
may lead to a transformational change in the eld of oceanography, linked to the new
generation of satellite altimeter missions, such as the Sentinel-3A, the SWOT, and the
Jason-CS missions.
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averaged (0-2000 m) vertical velocity ( ~w) for each eddy as they propagate
along the tracks shown in (a); c-g) EOF modes 1-5 of an EOF analysis of
~w, normalised by the maximum value of each mode, for each eddy. Black
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4.8 SLA associated with one anticyclonic eddy at three subsequent weeks
(times 1 to 3; a, b, and c). The magenta line denotes the 0.1 m SLA
contour; d) change in SLA (SLA) between times 2 and 1. The magenta
line denotes the 0.1 m SLA contour in time 2, and the white line denotes
the 0.1 m SLA contour in time 1; e) as in (d), but for times 3 and 2. . . 70
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normalised by the maximum value of each mode and then multiplied
by each variable's standard deviation, for each eddy (see Section 4.3.3).
Black lines denote null values. Percentages in white (black) boxes are the
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4.14 a) Map indicating the tracks of two anticyclonic eddies chosen as case
studies. The red line relates to case study #1, with the selected location
for the analysis shown here indicated by the red dot. The purple line
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but for the change of potential density in depth (∂ρθ/∂z). The stars in
(b) and (c) indicate the bottom of the permanent pycnocline. . . . . . . 79
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Abstract Using satellite altimetry and high-resolution model output we analyze the pathway of large,
long-lived anticyclonic eddies that originate near the East Australian Current (EAC) separation point. We
show that 25–30% of these eddies propagate southward, around Tasmania, leave the Tasman Sea, and
decay in the Great Australian Bight. This pathway has not been previously documented owing to poor
satellite sampling off eastern Tasmania. As eddies propagate southward, they often ‘‘stall’’ for several
months at near-constant latitude. Along the pathway eddies become increasingly barotropic. Eddy intensity
is primarily inﬂuenced by merging with other eddies and a gradual decay otherwise. Surface temperature
anomaly associated with anticyclonic eddies changes as they propagate, while surface salinity anomaly
tends to remain relatively unchanged as they propagate.
1. Introduction
Ocean eddies play a critical role in the distribution of heat and other properties in the world’s oceans [e.g.,
Wunsch, 1999; Jayne and Marotzke, 2002]. The most energetic eddies are found in western boundary current
(WBC) regions [Chelton et al., 2011]. The East Australian Current (EAC) is the WBC of the South Paciﬁc Sub-
tropical Gyre. It is characterized by a warm, poleward current that ﬂows as a jet between about 20–318S off
eastern Australia before separating from the coast at 31–328S [Godfrey et al., 1980]. At this latitude band, the
EAC retroﬂects and degenerates into a complex ﬁeld of mesoscale eddies [e.g., Nilsson and Cresswell, 1980;
Ridgway and Godfrey, 1997]. The EAC anticyclonic eddies form in the retroﬂection region (denoted in Figure
1) approximately every 90–100 days [e.g., Bowen et al., 2005; Mata et al., 2006]. These eddies have been
shown to be important for the circulation, inﬂuencing the water mass distribution and transformation in the
Tasman Sea, coastal upwelling [e.g., Tranter et al., 1982] and biological productivity [e.g., Grifﬁths and Brandt,
1983; Baird et al., 2011; Everett et al., 2012].
Previous analyses of EAC eddies indicate that they typically stay close to the continental slope between their
formation region and about 408S [Everett et al., 2012; Pilo et al., 2015]. However, some large anticyclonic
eddies have also been identiﬁed off south-eastern Tasmania. For example, Baird and Ridgway [2012] and
Pilo et al. [2015] show anticyclonic eddies, tracked in gridded altimetry, propagating from the Southern Tas-
man Sea region, crossing south of Tasmania, and advecting toward to the Great Australian Bight (GAB, Fig-
ure 1). We also note that the westward ﬂow south of Tasmania is a component of the so-called Southern
Ocean super-gyre, described by Ridgway and Dunn [2007]. This super-gyre is reported to include a continu-
ous ﬂow, on average, southward off south-eastern Australia, around the southern tip of Tasmania, and
extending toward the Indian Ocean. These papers lead us to hypothesize that long-lived EAC eddies may
follow this pathway. While it is agreed that EAC anticyclonic eddies propagate southward to about 408S, the
link between eddies shed by the EAC and eddies that propagate toward the GAB is unclear.
In this paper, we make a direct link between EAC anticyclonic eddies, that form in the EAC retroﬂection
(318S) and leave the region, and anticyclonic eddies propagating toward the GAB (Figure 1, white line).
Using data from an eddy-resolving, near-global ocean model and gridded sea level anomaly (SLA) maps, we
manually track anticyclonic eddies that originate in the EAC retroﬂection and leave this formation region—
and follow their evolution as they ﬂow southward, adjacent to the continental slope, to the southern tip of
Tasmania. This link between EAC eddies and eddies near the GAB has not been previously documented.
Key Points:
 EAC anticyclones propagate from the
Tasman Sea toward the Indian Ocean
 EAC anticyclones decay along path
and amplify due to merging with
other eddies
 EAC anticyclones become more
barotropic along their path
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Details of the ocean model and observations used in this study are described in section 2, along with a
description of our eddy-tracking method used here. Results are presented in section 3, where we look
closely at the evolution of two ocean model eddies. Discussion and conclusions on our main ﬁndings are
presented in section 4.
2. Data and Methods
2.1. Model
In this study, we use the output from the last 19 years of a 36 year run of the Ocean Forecasting Australian
Model, version 3 (OFAM3) [Oke et al., 2013]—a near-global eddy-resolving conﬁguration of the GFDL Modular
Ocean Model, version 4p1 [Grifﬁes et al., 2004]. The model has 1/108 horizontal grid spacing between 758S
and 758N. The vertical grid is z? , with 51 vertical levels, with 5 m spacing near the surface, 10 m spacing at
200 m depth, and coarser below that. OFAM3 is forced with 3 hourly surface heat, freshwater, and momen-
tum ﬂuxes from ERA-interim [Dee and Uppala, 2009], with restoring to monthly SST [Reynolds et al., 2007, 10
day restoring time scale]; weak restoring to surface climatological salinity (180 day restoring) [Ridgway and
Dunn, 2003]; and weak restoring to climatological temperature and salinity below 2000 m depth (restoring
time scale of 180 days). Oke et al. [2013] provide a comprehensive description of all aspects of OFAM3, and
show that the mean and variability of the model ﬁelds generally agree well with observations.
2.2. Observations
We supplement the analysis of the model ﬁelds with gridded SLA maps from two different products. We
use SLA maps from the Aviso Reference Series (1/38 grid, 7 day maps using data from two altimeters [Ducet
et al., 2000]); and OceanCurrent (1/48 grid, 4 day maps using data from all available altimeters [Deng et al.,
Figure 1. (a) Map of the time-averaged (1993–2012) and (b) 90th percentile formal mapping error, presented as a percentage of the signal
variance, for the Aviso Reference Series SLA maps. White contours show topography from 1000 to 6000 m spaced every 1000 m. The thick
white line denotes the eddy pathway that is discussed throughout this paper.
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2010]). We use OceanCurrent (an Australian data set produced by the Integrated Marine Observing Sys-
tem—IMOS) in addition to Aviso, because it has been extensively validated in the region of interest. Both
Aviso and OceanCurrent use different versions of the same 7 km resolution along-track altimetry (i.e.,
processed independently). The length scales used for the objective mapping range from 100 km in the
zonal and meridional directions at 608S–608N, to 250 (350) km in the meridional (zonal) direction at the
equator.
2.3. Limitations
Both the model and altimeter-based products used in this study have limitations. The model only repre-
sents a subset of the ocean variability. Horizontally, the model resolves features larger than 50 km (ﬁve
model grid points). Furthermore, the model has poor vertical resolution at depth, particularly below
2000 m, where temperature and salinity ﬁelds are restored to climatology [Oke et al., 2013]. For this reason,
we restrict our analysis of the model ﬁelds to the top 2000 m. The model also has limitations associated
with resolution and accuracy of surface forcing ﬁelds and topography. These limitations result in some sys-
tematic errors in the model, as described by Oke et al. [2013].
Although the altimetry gridded SLA ﬁelds are based on observations, they also have limitations. The altime-
ter products depend strongly on the assumed decorrelation length-scales and on the sampling of the altim-
eter tracks. For the Aviso Reference Series used here (i.e., maps produced by merging data from two
satellites) the mapping error is below 10% of the signal variance for most of the study region (Figure 1a) [Le
Traon et al., 1998], but can reach more than 25% of the signal variance (see the formal mapping error 90th
percentile in Figure 1b). However, there are local maxima in the mapping error (Figure 1) that, as we will
argue, have important implications for this study. The repeat cycle of different altimeters is between 10 and
35 days, and the average spacing between altimeter tracks in the merged product is about 40 km at midlati-
tudes. Consequently, it is reasonable to expect that the altimeter SLA maps do not reproduce all of the true
mesoscale variability of the ocean. This means that analyses of the mesoscale ocean circulation based solely
on SLA maps may sometimes be misleading. Indeed, the eddy pathway we identify in this study is not clear
in gridded SLA ﬁelds or in SLA-derived products [e.g., Chelton et al., 2011]. We show that this lack of clarity
in the observations is explained by relatively high mapping error at a key region along the identiﬁed EAC
eddy pathway (e.g., off north-eastern and central-eastern Tasmania; see Figure 1). It is likely that this is why
the eddy pathway we identify has not been previously documented.
2.4. Eddy Tracking
In this study, we track eddies manually. We chose this approach for two reasons. First, because we are ana-
lyzing only a small number of eddies we can afford to track each eddy carefully. This is crucial during com-
plex ‘‘events,’’ such as merging, observation gaps, and periods when the eddy becomes anisotropic.
Second, the EAC is a challenging region for automated eddy-detection algorithms. Authors of different
automated eddy-tracking methods [e.g., Chaigneau et al., 2008; Chelton et al., 2011] note that the algorithms
are not perfect. Speciﬁcally, they note that such algorithms may perform poorly when eddies merge or
when the ﬂow ﬁeld is particularly complex. We also note that manual tracking of features has a long history
in atmospheric and meteorological research [e.g., Hope et al., 2014] and it has also been used to validate
automatic eddy tracking in oceanographic research [e.g., Chaigneau et al., 2008; Faghmous et al., 2015].
However, even the manual tracking of eddies in this region was challenging—especially when using the
observational products.
We recognize that manual tracking is somewhat subjective. To demonstrate the validity of the eddy tracks,
we provide animations showing the evolution of modeled SLA ﬁelds for the study region and the tracked
eddies using both modeled and observed ﬁelds (available online at http://www.youtube.com/GabrielaPilo).
In this study, we select anticyclonic eddies that form in the EAC retroﬂection region (318S). We track the
selected eddy by locating closed positive SLA contours every 7 (OFAM3 and Aviso) or 4 (OceanCurrent)
days. The center of the eddy is considered to be the location of the maximum positive SLA within the
closed SLA contour. Consistent with the approach described by Chelton et al. [2011], we consider an eddy
to be continuous in time if it is evident at consecutive time steps, with a tolerance of three time steps. That
is, if the eddy is not clearly seen for three time steps, its trajectory is assumed to end.
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Eddies merge with other eddies as they propagate. In this study, we assume that if one eddy merges with
another eddy its trajectory continues. This assumption is consistent with the observations described by
Cresswell [1982], where two EAC anticyclonic eddies merged and the resulting eddy had the properties of
the original eddies—with two layers of different water masses stacked at different depths.
In general, as the eddies propagate they lose energy and SLA decreases along their path. We track each
eddy until its SLA becomes smaller than 0.05 m in OFAM3 and 0.1 m in Aviso and OceanCurrent. We use a
larger threshold for the observational products because they have a smaller signal-to-noise ratio, mainly
due to sampling error. By contrast, the model does not include noise due to sampling error. The eddy trajec-
tory is also terminated if the eddy can no longer be identiﬁed as a closed SLA contour feature.
We have undertaken a comparison of eddy tracks using Chelton et al. [2011]’s Global Eddy Dataset version
3, and our manual tracking of eddies. Our comparisons with Chelton’s database show cases when tracks
end prematurely (e.g., Figure 2a; eddy #145708), or jump to an adjacent (different) eddy (e.g., Figure 2b;
eddy #188703). The colored maps in Figure 2 show SLA around the time when the different tracking meth-
ods yield different results. In the ﬁrst case (Figure 2a), the eddy changes its shape for 4 weeks and is no lon-
ger considered the same eddy by the automated eddy-detection algorithm. In the second case (Figure 2b),
the tracked eddy approaches a different (larger) eddy, but the two eddies do not merge. The automated
eddy-detection algorithm subsequently tracks the other eddy instead (red circles in SLA maps in Figure 2b).
The manual approach continues tracking the original eddy as it continues southward (yellow circles in SLA
maps in Figure 2b).
After manually tracking the eddies, we then extract all model ﬁelds at each time step (i.e., sea level and
three-dimensional ﬁelds of temperature, salinity, and three components of velocity) for an 88 3 88 ‘‘box,’’
centered on the eddy center. The eddy center is given by the local SLA maximum nearest the identiﬁed
eddy location.
Figure 2. (a and b) Examples of eddy tracks using automated eddy detection (red) [Chelton et al., 2011] and manual tracking (yellow).
Eddies were tracked in Aviso Reference Series sea level anomaly (SLA) gridded data sets. The bottom plots show a sequence of weekly SLA
maps spanning the time when the tracks diverge; yellow (red) circles show the eddy perimeters from the manual (automatic) approach.
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3. Results
3.1. Eddy Pathway
The tracks of the EAC anticyclonic eddies identiﬁed in the model and observations are displayed in Figure 3.
In total, we track 16 eddies in the model, 16 eddies in OceanCurrent, and 11 eddies in Aviso. We ﬁnd that
many of the tracked eddies that leave the Tasman Sea follow a consistent pathway. This pathway begins in
the EAC retroﬂection region, then extends southward, adjacent to the continental slope of south-eastern
Australia, to the southern tip of Tasmania; and then continues toward the GAB. All 16 of the eddies tracked
in the model roughly follow this pathway, 2 out of 16 eddies tracked in OceanCurrent, and 3 out of 11
eddies tracked in Aviso ‘‘survive’’ beyond Tasmania (i.e., only a 15–25% survival rate). We note that eddies
Figure 3. Tracks of anticyclonic eddies (colors) from (a) the model, (b) OceanCurrent, and (c) Aviso. Each eddy is identiﬁed in the legend
by their start date. Gray shading denotes bathymetry and the dots along each path denote monthly time steps.
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tracked in OceanCurrent and Aviso products are not always the same. This indicates that there are differen-
ces also between the observation-based products (due in part to different processing and number of altim-
eters used), and not only between the observations and the model.
To examine the temporal variability along the mean pathway—which is clearest in the model results (Figure 3a)
—we produce Hovm€oller diagrams of SLA from each data set along an idealized pathway (Figure 4). The idealized
pathway (denoted A–G in Figure 4a) is not perfect, because the eddies do not always stay on this pathway (Fig-
ure 3). Despite this limitation, the evolution of positive SLAs along this idealized pathway is very clear in the model
Figure 4. (a) Idealized pathway of anticyclonic eddies shed by the EAC retroﬂection in the model, overlaid on (a) bathymetry and (b) sea
level anomaly (SLA) standard deviation from the model between 1993 and 2012 (colors). The letters (A to G) indicate key locations along
the pathway. Hovm€oller diagrams of SLA from (c) the model, (d) OceanCurrent, and (e) Aviso along A–G pathway with numbers relating to
eddies from Figure 3; dashed lines indicate unresolved connections between observed eddies; black arrows denote moments when eddy
propagation ‘‘stalls’’ along their path.
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ﬁelds (Figure 4c), with all anomalies transiting beyond
Tasmania, and 11 out of 16 making it to ‘‘G,’’ along
the pathway. These eddies take up to 5 years to com-
plete their path.
Approximately 65–75 eddies are generated at the
EAC retroﬂection region over a 19 year period
[e.g., Mata et al., 2006]. However, not all these
eddies leave the region, remaining there and inter-
acting with other eddies [Mata et al., 2006]. In the
model, 19 eddies formed in the EAC retroﬂection
leave the Tasman Sea. Therefore, 25–30% of large anticyclonic eddies formed in the EAC retroﬂection leave
the region and propagate southward, along the eddy pathway.
High SLA standard deviation values at the retroﬂection region are represented in the Hovm€oller diagrams
(Figure 4b; between ‘‘A’’ and ‘‘B’’). Between these locations there is an alternance in cyclonic and anticyclonic
eddies (negative and positive anomalies in Figures 4c–4e), indicating the high mesoscale activity.
The propagation of EAC anticyclonic eddies between ‘‘C’’ and ‘‘D’’ and beyond ‘‘E’’ is less clear in the observa-
tions (Figures 4d and 4e). However, we here suggest that eddies in the ocean do propagate along these
paths—but, as they lose amplitude, their signal in the gridded products becomes less clear. Note that the
section between C and D, in Figure 4a, spans a region where the mapping error is relatively high (between
20% and 25% of the signal variance and more than 25% in the 90th percentile; Figure 1). We denote (with
black dashed lines in Figures 4c and 4d) several times when our analysis shows that eddies continue along
the idealized pathway, despite a lack of signal in the gridded SLA in the observations. This is discussed fur-
ther below.
Note that we do not expect an observed eddy to be evident in the model at the same time and location.
This is because we are using ﬁelds from a ‘‘free’’ model run, with no data assimilation, and because eddy for-
mation is somewhat chaotic. However, we do expect the model to generate eddies with realistic character-
istics (size, shape, and amplitude), and we expect them to evolve in a manner consistent with observations
(with a similar path, propagation speed, and time-evolution [Oke et al., 2008; Schiller et al., 2008; Oke et al.,
2013]).
As part of their southward propagation many of the eddies ‘‘stall’’ at some point. These events are denoted
by black arrows in Figures 4c–4e. In the model ﬁelds, the eddies often stall near ‘‘B’’ and ‘‘C’’ locations, off
Sydney and off Bass Strait, respectively. In the gridded SLA ﬁelds, 3–4 eddies stall around Bass Strait, and
4–5 eddies stall off south-eastern Tasmania (with just one stalling near Sydney). These ‘‘stalling’’ events
often last for several months when EAC anticyclonic eddies are quasi-stationary.
We can see differences in eddies propagation speeds when looking at OFAM3 and the altimetry Hovm€oler
diagrams (Figure 4). These different speeds are summarized in Table 1, indicating that the propagation
speed of the observed and modeled eddies are comparable when they ﬁrst form and as they propagate
toward the GAB; but the observed eddies propagate about twice as fast as the model eddies as they move
southward toward Tasmania. In part, the discrepancy between B and E is because the modeled eddies tend
to ‘‘stall’’ for longer than the observed eddies. However, we note that the propagation speeds of the model
eddies are consistent with other reports of eddy propagation speeds in this region from other observational
studies [e.g., Zhang et al., 2014, see their Figure S2].
We noted above that several observed eddies moving along the idealized pathway appear discontinuous
(see the dashed lines in Figures 4d and 4e). The location where the eddies ‘‘disappears’’ is often between
‘‘C’’ and ‘‘D,’’ off eastern Tasmania (where the mapping error has a local maximum; Figure 1). We also note
that the amplitude of the eddies when they ‘‘disappear’’ is small (<0.1 m), and hence close to the merged
altimetry product resolution.
To test the altimetric sampling of the region off eastern Tasmania during periods of eddy transiting, we
choose four eddies tracked in OceanCurrent gridded SLA maps (Figure 5). Two examples (Figures 5a and
5b) show cases when there is poor altimetric sampling and the eddies ‘‘disappear’’ in the region of relatively
high mapping error (Figure 1). Two examples (Figures 5c and 5d) show cases when there is good altimetric
Table 1. OFAM3 and Aviso Tracked Eddies’ Mean Propagation
Speed Between the EAC Retroﬂection Region and Off Sydney
(A–B), Off Sydney and South of Tasmania (B–E), and at the Deep
Basin South of Australia (E–G)a
A–B B–E E–G
OFAM3 5.56 1.4 2.86 0.4 3.26 0.4
Aviso 8.06 1.6 6.96 1.4 3.66 2.8
aAviso’s E–G section speed was calculated after four eddies
only.
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Figure 5. Maps of tracked eddies from OceanCurrent (left plots, red lines). The left plots in row show tracks that (a and b) end off Bass
Strait and (c and d) extend beyond Tasmania. The dots show data points along altimeter tracks when eddies are off Bass Strait (time t).
Black, gray and white dots denote times t2 2, t2 1, and t, respectively. The right plots show times series of sea level anomalies for each
eddy. The hatched region indicates proximity to Bass Strait slope.
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sampling and the eddy pathway continues beyond Tasmania. We show that eddies that dissipate (i.e., ‘‘dis-
appear’’) off Bass Strait were under-sampled. Also, due to their reduced SLA (plots in Figure 5, showing SLA
5 cm) they are not well resolved in the SLA gridding process, which has comparable errors (5 cm). There-
fore, we attribute this ‘‘disappearance’’ to relatively high mapping error and poor altimetric sampling of the
region off eastern Tasmania during periods of eddy transit (see Figures 1 and 5).
The fact that the Hovm€oller diagrams (Figures 4d and 4e) show these eddies ‘‘reappearing’’ at about the
right time (assuming approximately steady southward propagation; see dashed lines) suggests that indeed
the true eddies do regularly transit along the pathway. However, the gridded SLA altimetry ﬁelds do a rela-
tively poor job of capturing this variability.
3.2. Eddy Evolution
To examine the temporal variability of sea surface properties along the mean pathway we produce Hov-
m€oller diagrams of Sea Surface Temperature (SST; Figure 6), Sea Surface Salinity (SSS; Figure 7), and their
anomalies (SSTA and SSSA) from the model along the idealized pathway.
A SST front between warm tropical waters from the Coral Sea (>228C) and cold temperate waters from the
Tasman Sea (<108C) occurs in the region of interest (Figure 6a). The mean location of this front is at 408S,
extending further south off the eastern Australia coast, due to advection of warmer waters by the EAC and
its eddies. Therefore, eddies propagating along the pathway are formed in warmer regions and propagate
toward colder regions. The SSTA standard deviation displays higher values close to the EAC retroﬂection
and southeast of Tasmania (Figure 6b). Here the seasonal signal was removed, therefore this variability is
mainly attributed to local mesoscale variability.
The evolution of SST along the pathway has a strong seasonal signal (Figure 6c). This signal hinders the
observation of eddies propagation on the SST Hovm€oller diagram. Despite this hindering, it is possible to
see the SST signature of the eddies previously seen in the model SLA Hovm€oller diagram (Figure 4b) propa-
gating along the pathway. With the seasonal signal removed, the SSTA associated with the eddies is clearer
(Figure 6d). Due to their warm-core nature, EAC anticyclonic eddies are seen as a positive SSTA. Although
less persistent than the eddies’ positive SLA (Figure 4c), positive SSTA can be tracked as far as ‘‘F,’’ off west-
ern Tasmania, in most cases (e.g., eddies 2, 3, 6, 8, 10, 12, 13).
A SSS front between saltier tropical waters from the Coral Sea (>35.6 psu) and fresh temperate waters from
the Tasman Sea (<35 psu) occurs in this region (Figure 7a). The mean location of this front is at 408S,
extending further south off eastern Australia coast toward Tasmania. The eddy pathway transits through dif-
ferent SSS values, encountering saltier waters of the EAC and fresher waters south of Australia. The standard
deviation of SSSA displays higher values close to the EAC retroﬂection, south of Tasmania and south of
Western Australia (Figure 7b). This variability is not attributed to a seasonal signal. At the EAC retroﬂection,
this variability can be explained by the variable location of the EAC itself. South of Tasmania, this variability
can be explained by movements of the subtropical convergence [Wyrtki, 1960; Ridgway and Dunn, 2003].
The evolution of SSS along the pathway has no strong seasonal signal (Figure 7c). In this case, the salinity
differences between the Coral and the Tasman Seas (between ‘‘C’’ and ‘‘D’’ in the SSS Hovm€oller diagram)
are the very clear. Even with this strong signal, the signature of the eddies’ propagation along the pathway
is evident. The saltier EAC water entrained by the eddies during their formation is retained along the entire
pathway. Consideration of seasonal anomalies of SSS yields a clearer picture of the eddy propagation along
the pathway (Figure 7d). However, after the ‘‘D’’ location we see a misleading increase in SSSA. This increase
does not represent an increase in eddies’ SSS, but a higher SSSA due to the eddy propagating along a
highly variable region (Figure 7b).
3.2.1. Case Studies
The Hovm€oller diagrams (Figures 4c–4e) show that eddies’ surface signals ﬂuctuates with time. The eddies’
SLA signal often slowly decreases as the eddies propagate, and sometimes increases over just a few weeks,
both in the model and the observations. To better understand this, we present two detailed descriptions of
model eddies, hereafter Eddy #3 and Eddy #9. These eddies are representative of the sample of model
eddies included in this study (the same details for all model eddies are included in supporting information
Figures S1–S14).
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Here we show various eddy characteristics, including their amplitude, horizontal velocity vertical proﬁle,
and barotropic-baroclinic partitioning, as the eddies propagate along the pathway. To quantify the
barotropic-baroclinic partitioning of the eddies as they evolve, we compute the normal vertical modes
along their path (Figure 8c). This is achieved by solving the Sturm-Liouville eigenvalue problem [e.g.,
Wunsch, 1997; Venaille et al., 2011], using the Coriolis parameter and proﬁles of velocity and the buoyancy
frequency. At each time step, we use an average proﬁle that is midway between the eddy center and the
edge of the eddy to the east—usually about 100 km east of the eddy center. We then compute the ratio of
the ﬁrst and second eigenvalue to the sum of all eigenvalues, quantifying the percentage of the velocity
proﬁle that projects onto the zeroth mode (the barotropic mode) and the ﬁrst baroclinic mode. Sensitivity
Figure 6. Eddies’ surface temperature evolution; (a) idealized pathway of anticyclonic eddies shed by the EAC retroﬂection in the model,
overlaid on mean sea surface temperature (SST) from the model between 1993 and 2012. The letters (A–G) indicate key locations along
the pathway; (b) map of SST Anomaly (SSTA) standard deviation from the model between 1993 and 2012; (c) Hovm€oller diagram of SST
from the model along A–G pathway; (d) as for Figure 6c, but for SSTA with numbers relating to eddies from Figure 3a.
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tests indicate no signiﬁcant difference when using average proﬁles on the eastern or western side of each
eddy.
3.2.2. First Case Study: Eddy #3
Eddy #3’s SLA changes as the eddy propagates (Figure 8a). When the eddy is between the EAC retroﬂection
region (‘‘A’’) and southeast of Tasmania (‘‘D’’) the SLA varies between 0.17 and 0.45 m. SLA increases sharply
after eddy merging events (red lines between ‘‘A’’ and ‘‘D’’), but slowly decrease otherwise. After the eddy
propagates beyond Tasmania the SLA decays, reaching 0.1 m before dissipating completely.
The eddy’s horizontal velocity vertical proﬁle also changes as it propagates along the pathway. To demon-
strate that, we show snapshots of Eddy #3 immediately after it forms (Figure 8b, left), when it is located off
Bass Strait (Figure 8b, middle), and when it propagates toward the GAB (Figure 8b, right). Immediately after
formation the velocity ﬁeld is surface-intensiﬁed with values of over 1 m/s, with moderate velocities pene-
trating to depths of about 1800 m, and with strong vertical shear—characteristic of a strongly baroclinic
Figure 7. Eddies’ surface salinity evolution; (a) as for Figure 6a, but for Sea Surface Salinity (SSS); (b) as for Figure 6b, but for SSS Anomaly
(SSSA); (c) as for Figure 6c, but for SSS; (d) as for Figure 6d, but for SSSA.
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ﬂow. By the time Eddy #3 propagates to Bass Strait, it has weaker surface velocity, when compared to its for-
mation period. The eddy still shows deep penetration of the velocities (over 2000 m), and weakening verti-
cal shear. The eddy velocity is much weaker by the time it reaches the GAB, and is characterized by a
velocity ﬁeld that shows weak vertical shear—characteristic of a quasi-barotropic ﬂow. Note that the maxi-
mum velocities are subsurface at ‘‘F-G’’—centered around 200 m depth.
The velocity proﬁles suggest that the eddy is more baroclinic when it ﬁrst forms, and becomes more baro-
tropic as it propagates along the pathway. Low-pass ﬁltered time series of the ratio of eigenvalues, quantify-
ing the barotropic-baroclinic partitioning, are shown in Figure 8c, with results for Eddy #3 (bold lines) and
for all other eddies (thin lines). The results in Figure 8c quantify what is evident in Figure 8b—namely that
Eddy #3 becomes more barotropic along its path, with 58% of the velocity explained by the barotropic
mode when the eddy forms, increasing to 95% as it approaches the GAB. Conversely, the percentage of the
velocity ﬁeld projecting onto the ﬁrst baroclinic mode decreases from 37%, when Eddy #3 ﬁrst forms, to 4%
as it reaches the GAB.
Figure 8. (a) Times series of SLA at the center of Eddy #3; (b) snapshots of velocity (color; black contour denoting 0.1 cm/s) and potential
density (magenta contours; contour intervals are 0.1 kg/m3) near ‘‘A,’’ ‘‘C,’’ and ‘‘F–G’’ locations; and (c) time series of the percentage of
velocity that projects onto the barotropic (blue) and ﬁrst baroclinic (red) modes for Eddy #3 (bold lines) and for all other model eddies
(thin lines). The percentages at each point, ‘‘A–G,’’ are denoted in boxes. Note that axes in subplots a and c are different.
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3.2.3. Second Case Study: Eddy #9
Eddy #9’s SLA changes as the eddy propagates (Figure 9). Here on one merging event, there was no increase
in eddy SLA. Similar to Eddy #3, the SLA varies between the EAC retroﬂection (‘‘A’’) and southeast of Tasmania
(‘‘D’’), decreasing almost monotonically when the eddy is propagating toward the GAB (i.e., after ‘‘E’’).
This eddy’s vertical velocity proﬁle also changes as it propagates along the pathway. Immediately after for-
mation (Figure 9b, left) the velocity ﬁeld is surface-intensiﬁed with values of 0.8 m/s, with lower velocities
penetrating deeper than 1800 m. The velocity proﬁle for Eddy #9 is more asymmetric than for Eddy #3, with
larger velocities penetrating deeper on its western ﬂank. We believe this asymmetry to be caused by the
eddy interaction with the continental slope, and further studies on this matter are underway. By the time
Eddy #9 propagates to Bass Strait, it has weaker surface velocity when compared to its formation period.
The eddy still shows deep penetration of the velocities (over 2000 m), and a much weaker vertical shear.
The eddy velocity, as its vertical shear, is much weaker by the time it reaches the GAB. Here the maximum
velocities are also subsurface—centered around 300 m depth.
Eddy #9 becomes more barotropic along its path, with 54% of the velocity explained by the barotropic
mode when the eddy forms, increasing to 80% before the eddy dissipates. Conversely, the percentage of
Figure 9. As in Figure 8, but for Eddy #9.
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the velocity ﬁeld projecting onto the ﬁrst baroclinic mode decreases from 41%, when Eddy #9 ﬁrst forms, to
15% before the eddy dissipates.
From these two case studies (and also the eddies shown in the supporting information), we conclude that it is
common for an eddy to merge at least 3 times along its path, with most merging events occurring in the
Tasman Sea (before ‘‘D’’ in Figure 4). During merging events the SLA typically increases by 0.05–0.25 m. In
between merging events, and after the eddy propagates beyond Tasmania, it is typical for an eddy to slowly
decrease in amplitude, primarily owing to the loss of energy [e.g., Flierl, 1984; Qiu et al., 1997;McDonald, 1998].
4. Discussion and Conclusions
In this study, we show that EAC long-lived anticyclonic eddies mostly follow a consistent pathway and leave
the Tasman Sea. Speciﬁcally, we ﬁnd that 25–30% of anticyclonic eddies that form in the EAC retroﬂection
region propagate southward, adjacent to the continental slope, and transit south of Tasmania. Besides
advection by the EAC extension, Shi and Nof [1994] suggest that the ‘‘image effect’’ can be the driver for the
propagation of EAC anticyclonic eddies southward. After crossing south of Tasmania, the eddies propagate
west-north-westward, toward the GAB. This part of the pathway is consistent with the existing literature
[Ridgway and Dunn, 2007; Baird et al., 2011]. The west-north-westward propagation is also consistent with
previous reports of anticyclonic eddy paths in other regions [e.g., Morrow, 2004; Chelton et al., 2011]. Based
on our analysis, we suggest that most EAC anticyclonic eddies that follow the identiﬁed pathway ﬁnally
decay in the deep basin south of the GAB. However, Cresswell and Peterson [1993] sampled an anticyclonic
eddy off the southern tip of Western Australia (1778E) carrying Bass Strait waters. Their observations imply
that some eddies have propagated further northwest, well beyond the pathway identiﬁed in our study.
The interaction between eddies and the mean ﬂow has been extensively studied in Northern Hemisphere
WBCs [e.g., Waterman and Jayne, 2011, and references therein], and in the Agulhas Current [e.g., Biastoch and
Krauss, 1999; de Ruijter et al., 1999], and to a smaller extent in the Brazil Current [Oliveira et al., 2009; Rocha
et al., 2014] and in the East Australian Current [Bowen et al., 2005; Mata et al., 2006]. Within the EAC region,
eddies might regulate the local recirculation where the current separates from the coast [Mata et al., 2006].
In the EAC retroﬂection, newly formed eddies can either coalesce with the EAC [Nilsson and Cresswell, 1980]
or grow and leave the region [Mata et al., 2006; Everett et al., 2012; Pilo et al., 2015]. EAC anticyclonic eddies
that coalesce with the EAC lose barotropic energy to the mean ﬂow [Mata et al., 2006]. EAC anticyclonic
eddies that grow and leave the region receive both baroclinic and barotropic energy from the mean ﬂow
[Bowen et al., 2005; Mata et al., 2006]. As the eddies move southward their baroclinic energy is lost back to
the mean ﬂow [Mata et al., 2006]. Our results are consistent with this energy loss in Figures 8 and 9, where
eddies slowly decay after leaving the EAC retroﬂection and become less baroclinic as they propagate along
the pathway. Exceptions to this slow eddy decay occur during eddy merging events, as shown here, and
during eddy interactions with other local instabilities [Mata et al., 2006]. The interaction between eddies
and the mean ﬂow is clearly important to EAC eddies, their evolution, and propagation. We plan to study
the energetics of these interactions in the future.
We ﬁnd that the SLA amplitude of these eddies ﬂuctuates along the pathway. The primary cause of these
ﬂuctuations is merging with other eddies. Typically, a merging event results in an increase in the maximum
SLA. In the absence of any merging events, the amplitude of the eddies gradually decrease, as expected
[Flierl, 1984; Qiu et al., 1997; McDonald, 1998]. We note that some of the eddies decay faster if they ‘‘stall’’ off
Bass Strait. During those periods, the eddies often ‘‘push up’’ against the continental slope, remaining at a
near-constant latitude for several months. We hypothesize that these eddies encounter stronger than usual
bottom stress on the continental slope, explaining their enhanced decrease in amplitude. This ‘‘stalling’’
behavior has been previously reported by Nilsson et al. [1977]. The authors sampled one anticyclonic eddy
off New South Wales (358S) that remains in the same region for 7 weeks. The volume of that eddy
decreased by 10–30% during the stalling period. We are investigating changes in eddy amplitude and
volume during ‘‘stalling’’ in more detail in another study.
While the SSTA signature of the eddies change as they propagate, decreasing in eddies’ later life stages, the
SSSA signature of the eddies persists along the pathway. The eddies’ SSTA signature, although present, is
weak. This weakness can be attributed to vertical mixing with cooler Tasman Sea waters, surface heat loss,
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capping [Tranter et al., 1980; Cresswell and Legeckis, 1986] and ﬂooding effects [Tranter et al., 1982; Baird
et al., 2011]. In the later stages of eddies’ ‘‘lives’’ the SSTA is almost absent, when compared to the SLA sig-
nature. This may be due to the eddies’ tendency to have a subsurface core during these ﬁnal stages (Figures
8 and 9). The eddies’ SSSA signal persists as eddies propagate along the pathway. Our SSSA Hovm€oler dia-
gram (Figure 7d) shows a freshening of waters close to the EAC retroﬂection (‘‘A’’ location), as also seen in
Argo ﬂoats data [Rykova and Oke, 2015].
Consideration of Hovm€oller diagrams of different variables (Figures 4c, 6d, and 7d) reveals a different pat-
tern between 1995 and 1997. During this period no eddies propagate along the pathway. Also, there are
smaller values of SLA, SSTA, and SSSA when compared to post-1997 years. The 1995–1997 period is associ-
ated with a reduced southward EAC transport and increased eastward Tasman Front transport [Ridgway
et al., 2008; Hill et al., 2011]. We expect that a weaker EAC transport may lead to fewer eddies being shed
and a smaller magnitude of SSTA and SSSA in that region.
We ﬁnd that altimetry sampling is problematic off eastern Tasmania (Figure 1). There are relatively long
periods when no altimeter tracks cross the described eddy pathway, resulting in a local maximum in the
mapping error of the gridded SLA (see Figure 1). As a result, this identiﬁed eddy pathway has not been
documented previously. This study, instead, made use of an eddy-resolving ocean model output (which of
course is imperfect, but has sufﬁcient spatiotemporal coverage for studies of mesoscale variability) to com-
plement the analysis of observation-based gridded SLA ﬁelds. This allowed us to see the eddy pathway
more clearly.
The EAC anticyclonic eddy pathway shown here provides a direct connection, albeit over several years,
between the EAC retroﬂection region and the GAB. Thus, it allows for advection of EAC waters well beyond
the Tasman Sea. As the eddies propagate southward, they interact with different regions along the Austra-
lian continental shelf break. This interaction can lead to local changes in ocean temperature and biogeo-
chemistry, that ultimately affect habitat conditions for the marine biota.
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The Supporting Information contains 14 figures. These figures are the same as Figures
8 and 9 in the manuscript, but for all eddies tracked in the model - summarising some
key aspects of each eddy’s evolution.
Text S1– 14.
In the manuscript we select Eddies #3 and #9 as case studies. Here we show the
same analysis for the remaining 14 eddies tracked in the model. All eddies display similar
characteristics as they evolve, with changes in amplitude (SLA) due to merging events
(Figures 8a and 9a and Figures S1a–S14a) and general decay otherwise. Also, the velocity
fields associated with each eddy generally becomes more barotropic and less baroclinic
along their path .
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Figure S1. Times series of SLA at the centre of Eddy#1; (b) Snapshots of velocity (colour;
black contour denoting 0.1 cm/s) and potential density (magenta contours; contour intervals are
0.1 kg/m3) near points “A”, “C” and “F-G” locations; and (c) time-series of the percentage
of velocity that projects onto the barotropic (blue) and 1st baroclinic (red) modes for Eddy#1
(bold lines) and for all other model eddies (thin lines). The percentages at each point, A–G, are
denoted in boxes. Note that axes in subplots a and c are different.
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Figure S2. As for Figure S1, except for Eddy#2.
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Figure S3. As for Figure S1, except for Eddy#4.
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Figure S4. As for Figure S1, except for Eddy#5.
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Figure S5. As for Figure S1, except for Eddy#6.
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Figure S6. As for Figure S1, except for Eddy#7.
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Figure S7. As for Figure S1, except for Eddy#8.
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Figure S8. As for Figure S1, except for Eddy#10.
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Figure S9. As for Figure S1, except for Eddy#11.
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Figure S10. As for Figure S1, except for Eddy#12.
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Figure S11. As for Figure S1, except for Eddy#13.
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Figure S12. As for Figure S1, except for Eddy#14.
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Figure S13. As for Figure S1, except for Eddy#15.
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Figure S14. As for Figure S1, except for Eddy#16.
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Patterns of Vertical Velocity Induced by Eddy Distortion in
an Ocean Model
Gabriela S. Pilo1,2 , Peter R. Oke2, Richard Coleman1,3 , Tatiana Rykova2, and Ken Ridgway2
1Institute for Marine and Antarctic Studies, University of Tasmania, Hobart, Tas, Australia, 2CSIRO Oceans and Atmosphere
Flagship, Hobart, Tas, Australia, 3Antarctic Climate and Ecosystems CRC, Hobart, Tas, Australia
Abstract Vertical motions within eddies play an important role in the exchange of properties and energy
between the upper ocean and the ocean interior. Here we analyze alternating upward and downward cells
in anticyclonic eddies in the East Australian Current region using a global eddy-resolving model. The cells
explain over 50% of the variance of vertical velocity within these eddies. We show that the upward and
downward cells relate to eddy distortion, deﬁned as the change in eddy shape over time. In anticyclonic
eddies in the Southern Hemisphere, an inward distortion is associated with upward motion and an outward
distortion is associated with downward motion. We discuss two mechanisms that link eddy distortion to
vertical velocity. One mechanism relates to changes in stratiﬁcation and relative vorticity in the eddy inte-
rior. The other mechanism relates to divergence of the horizontal ﬂow in different quadrants of the eddy.
We show that mesoscale changes in sea level anomaly can be used to infer the vertical motion within
eddies.
1. Introduction
Vertical velocities within ocean eddies play an important role in the exchange of properties between the
ocean surface and the ocean interior (e.g., Nurser & Zhang, 2000; Roemmich & Gilson, 2001), and in ecologi-
cal and biogeochemical processes (e.g., Gaube et al., 2013; Klein & Lapeyre, 2009; McGillicuddy et al., 1998;
Siegel et al., 2011). The upward motion within eddies promotes primary productivity, by uplifting high-
nutrient waters from the ocean interior to the euphotic zone (e.g., Chelton, 2013; McGillicuddy et al., 1998).
The downward motion within eddies exports tracers out of the euphotic zone and into the deep ocean
(e.g., Klein & Lapeyre, 2009; McGillicuddy et al., 2003).
Despite its relevance, the vertical circulation within eddies has received less attention than other aspects of
eddy dynamics. This is mostly because the vertical velocity in the ocean cannot easily be directly measured.
Therefore, studies of vertical velocity within eddies rely on indirect diagnostics through the Omega equation
(e.g., Martin & Richards, 2001; Nardelli, 2013; Pollard & Regier, 1992; Tintore et al., 1991) and other methods
(Strass, 1994). These diagnostics, however, require observations with high spatial and temporal resolution—
both hard to achieve when observing mesoscale eddies (Allen et al., 2001; Martin & Richards, 2001). Another
way to study the vertical circulation in the ocean is by analyzing the output of numerical models (e.g., Flierl
& Mied, 1985; Pallas-Sanz & Viudez, 2007; Viudez & Dritschel, 2003). Modeled vertical velocity, however, can-
not be easily validated against observations, and results from idealized simulations are not always applica-
ble to real ocean eddies.
Due to the difﬁculties in studying vertical circulation in the ocean, McGillicuddy and Robinson (1997) and
McGillicuddy et al. (1998) propose an indirect method to estimate vertical advection by mesoscale eddies—
the eddy pumping mechanism. This mechanism is most relevant during the formation and strengthening
of eddies, and it relates the vertical movement of isopycnals to the vertical velocity in the eddy center. The
eddy pumping mechanism, however, has led to the misconception that cyclonic eddies are always upwell-
ing and anticyclonic eddies are always downwelling. In fact, the terms ‘‘upwelling eddy’’ and ‘‘downwelling
eddy’’ have been widely cited in the specialized literature (e.g., Alpine & Hobday, 2007; Nemcek et al., 2008;
Oliver & Holbrook, 2014; Paterson et al., 2007; Tilburg et al., 2002; Uysal, 2006). The dominant upward or
downward motion within eddies promoted by eddy pumping is a simpliﬁed view—patterns of vertical
velocity within eddies are more complicated than that.
Key Points:
 Eddies from the East Australian
Current have alternating upward and
downward cells in their interior
 Upward and downward cells are
induced by change in eddy isotropy
 Change in sea level anomaly is a
good proxy for change in eddy
isotropy
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Besides the eddy pumping mechanism, the vertical circulation within eddies is also affected by eddy propa-
gation (McGillicuddy et al., 1995), submesoscale processes (e.g., Brannigan, 2016; Levy et al., 2001; Mahade-
van et al., 2008), eddy interactions with the surrounding environment, as the wind (e.g., Dewar & Flierl,
1987; Gaube et al., 2015; Martin & Richards, 2001; Siegel et al., 2011; Stern, 1965), the ocean ﬂoor (e.g., Oke
& Grifﬁn, 2011), and other eddies (e.g., Pidcock et al., 2013), and eddy perturbation (Martin & Richards, 2001;
Nardelli, 2013; Viudez & Dritschel, 2003). Here we focus on the effect of eddy perturbation in the vertical
circulation.
The perturbation of the geostrophic balance of eddies induces alternating upward and downward cells that
rotate around the eddy (Martin & Richards, 2001; Nardelli, 2013; Viudez & Dritschel, 2003). The nature, dura-
tion, and intensity of the perturbation dictate the number and strength of the vertical velocity cells (Martin
& Richards, 2001). These cells extend radially from the eddy center to its perimeter. The changes in the
eddy dynamics that link the perturbation of the eddy geostrophic balance to the alternating upward and
downward cells still require further investigation. Nardelli (2013) provides indications that the basic dynam-
ics of the alternating upward and downward cells relate to the propagation of vortex Rossby waves around
the eddy (McWilliams et al., 2003). The author notes, however, that a complete characterisation of the eddy
dynamics is complex.
Eddies are most intense and abundant close to western boundary currents (WBCs; Fu et al., 2010; Olson, 1991;
Wyrtki et al., 1976). There, eddies often interact with other eddies and with the mean ﬂow (Biastoch & Krauss,
1999; Bowen et al., 2005; Mata et al., 2006; Rocha et al., 2014; Waterman & Jayne, 2011). Because of these inter-
actions, the geostrophic balance of these eddies is perturbed. Hence, the ageostrophic vertical circulation is
expected to be stronger within eddies close to WBCs than within eddies in other oceanic regions.
In the East Australian Current (EAC), the WBC of the South Paciﬁc, there has been several studies on the
properties and dynamics of eddies (e.g., Roughan et al., 2017; Rykova et al., 2017; Rykova & Oke, 2015), the
interaction of eddies with other eddies (Cresswell & Legeckis, 1986), the mean ﬂow (e.g., Mata et al., 2006;
Nilsson & Cresswell, 1981), and the ocean bottom (e.g., Oke & Grifﬁn, 2011), and the impact of eddies on
productivity (e.g., Everett et al., 2012) and marine biota (e.g., Suthers et al., 2011 and references therein).
However, only one study describes the vertical circulation within an eddy in the EAC region. Oke and Grifﬁn
(2011) investigate the properties of a cyclonic eddy interacting with the eastern Australian continental shelf
break. They show upwelling where the eddy appears to interact with the shelf break, downwelling in the
opposite part of the eddy, and a nutrient enrichment in the euphotic zone in the vicinity of the eddy.
Whether this vertical velocity pattern is common for EAC cyclonic eddies, or even existent within EAC anti-
cyclonic eddies, is still unknown. Understanding the vertical circulation within long-lived EAC anticyclonic
eddies is particularly relevant. EAC anticyclonic eddies have been shown to impact several oceanic regions
as they propagate southward, leave the Tasman Sea, and reach the Eastern Indian Ocean (Pilo et al., 2015).
These eddies have been shown to entrap coastal water organisms (Baird et al., 2011; Tranter et al., 1982),
and affect the distribution of marine species (Ling et al., 2009). In addition, the number and strength of EAC
anticyclonic eddies is predicted to increase in future climate scenarios (Oliver et al., 2015).
The purpose of this paper is to investigate patterns in the vertical circulation within EAC anticyclonic eddies.
Speciﬁcally, we focus on the cells of upward and downward motion caused by the perturbation of the geo-
strophic ﬂow of these eddies. We refer to this perturbation as ‘‘eddy distortion’’—the change of eddy shape
over time. Here we aim to further understand the mechanisms through which vertical velocity and eddy dis-
tortion are connected, and to gain additional understanding of this complex eddy dynamics. To this end,
we use the output of a global, eddy-resolving model.
In the next section, we describe the ocean model used in this study, the eddies investigated, and our analy-
sis methods. In section 3, we show patterns of vertical velocity and eddy distortion in EAC anticyclonic
eddies. In section 4, we discuss mechanisms that link the change in eddy shape and vertical velocity, fol-
lowed by a discussion and conclusions in section 5.
2. Data and Methods
We investigate eddies using the Ocean Forecasting Australia Model, version 3 (OFAM; Oke et al., 2013).
OFAM is a near-global eddy-resolving model with a horizontal resolution of 1/108 and 51 vertical levels. The
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vertical grid z* has 5 m spacing near the surface, 10 m spacing at 200 m depth, 120 m spacing at 1,000 m
depth, and coarser grid spacing below that (Figure 1e, dashed lines). In this study, we show many results in
depths between 500 and 1,500 m, where the vertical spacing ranges from 60 to 150 m. The model is run for
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36 years, with an 18 year spin-up, and forced with 3-hourly surface heat, freshwater, and momentum ﬂuxes
from ERA-Interim (Dee & Uppala, 2009), with restoring to monthly sea surface temperature (Reynolds et al.,
2007, 10 day e-folding time scale); weak restoring to surface climatological salinity (Ridgway & Dunn, 2003,
180 day e-folding); and weak restoring to climatological temperature and salinity below 2,000 m depth
(restoring time scale of 180 days). Because of the climatological restoring at depth and coarse vertical reso-
lution, we only consider the top 2,000 m of the model ﬁelds throughout the manuscript.
We validate both horizontal and vertical representations of the eddy ﬁeld in the model. First, we compare
the mean eddy kinetic energy (EKE) between the model and a 1/48 resolution gridded altimetry product
from OceanCurrent (Deng et al., 2011). Then, we compare vertical sections of geostrophic velocity and tem-
perature anomaly between a modeled and an observed eddy.
The model realistically reproduces both the location and strength of the high EKE region off the east Austra-
lian continental shelf (Figures 1a and 1b). This high EKE region is associated with the meandering EAC and
its eddies—both cyclonic and anticyclonic—, extending from where the EAC separates from the continental
shelf break (328S) to the east of Tasmania (428S). Despite localised differences between the model and
observations, the modeled regional circulation and variability are well represented.
The observed eddy used for comparison was sampled in May 2001 in full depth CTD casts (Ridgway et al.,
2008, Figures 1f–1h). It is not mandatory for the dates of the observed eddy and the modeled eddy to be
the same, as OFAM is a free-running model. Eddies from the EAC, however, display seasonal changes
(Rykova & Oke, 2015). Therefore, it is important to compare eddies occurring in the region in the same sea-
son. The modeled eddy in Figures 1c–1e dates from May 1996. Despite being stronger than the sampled
eddy (i.e., higher SLA, geostrophic velocity, and temperature anomaly), the dynamics and vertical structure
of the modeled eddy are realistic. In both eddies, the geostrophic velocity (Figures 1d and 1g) and tempera-
ture (Figures 1e and 1h) signals penetrate below 1,000 m, with maximum temperature anomaly between
200 and 600 m. We regard the model output to be suitable for investigating the dynamics of eddies from
the EAC, consistent with previous studies (Oke & Grifﬁn, 2011; Pilo et al., 2015; Rykova & Oke, 2015).
We analyze the vertical velocity in ten anticyclonic eddies that originate where the EAC separates from the
continental shelf break (318S). We track the selected eddy by locating closed 0.1 m sea level anomaly
(SLA) contours in weekly SLA ﬁelds, between 1993 and 2012. An eddy is continuous in time if it is evident at
consecutive weeks, with a tolerance of 3 weeks. We track each eddy until the SLA associated with it
becomes smaller than 0.1 m, or until it can no longer be identiﬁed as a closed contour feature. The tracking
method, pathway, and evolution of these eddies are described in Pilo et al. (2015). After formation at the
EAC separation region, the eddies propagate southward adjacent to the shelf break, cross south of Tasma-
nia, and then advect westward toward the Eastern Indian Ocean (Figure 1a, black line). As they move along
this pathway, eddies generally become deeper and more barotropic (Pilo et al., 2015).
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Figure 2. (a) Position of two surface drifters trapped in an anticyclonic eddy in the Tasman Sea between 21 February and
22 April 2007. Red points indicate the averaged location of the drifters 10, 20, 30, 40, and 50 days after their launch. (b)
Time series of the ratio between the minor and the major axes of ellipses ﬁtted to the trajectories shown in Figure 2a.
Inﬂections on ratio curves are indicated by red points (P1–P8; adapted from Brassington, 2010).
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For some of the analyses in this paper, we separate the eddy pathway according to the main direction of eddy
propagation: southward and westward. As eddies propagate southward (i.e., between the EAC separation and
off east Tasmania), they interact with bathymetry, with other eddies, and with a strong mean ﬂow. In this part of
the pathway, the vertical velocity can be induced by several mechanisms. As eddies propagate westward (i.e.,
off west Tasmania and the Eastern Indian Ocean), they are isolated, and the surrounding ﬂow is quasi-quiescent.
In this part of the pathway, eddies are more likely to behave as isolated case studies, and the vertical velocity
induced by eddy distortion and eddy propagation to have clearer signals. In addition, as eddies propagate south
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Figure 3. (left) Depth-averaged (0–2,000 m) vertical velocity (colors) in (a–g) seven EAC anticyclonic eddies from a near-
global, eddy-resolving ocean model. Black lines indicate 0.1, 0.25, and 0.5 m sea level anomaly contours. Grey lines
indicate the 3,000 m isobath. (right) The bold black (magenta) line indicates the location of the vertical section shown in
the center. Note the different scales of vertical velocity for each eddy.
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of Tasmania, between 1468E and 1508E, they become highly incoherent, shed a lot of ﬁlaments, and interact
with seamounts and oceanic rises. Hence, the region south of Tasmania is not included in our analyses.
The vertical velocity is the least reliable variable in any ocean model, including the model used in this study.
We perform an Empirical Orthogonal Function (EOF) analysis to eliminate the noise and to isolate the
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Figure 4. (a) Maps indicating the tracks (black lines) of three anticyclonic eddies propagating in the Eastern Indian Ocean.
Colors denote bathymetry, and the numbers in the bottom left corners indicate the number of weeks taken for each
eddy to propagate along the tracks. The numbers of the eddies (i.e., #3, #9, and #10) relate to Table 1. (b) Time mean
depth-averaged (0–2,000 m) vertical velocity (~w ) for each eddy as they propagate along the tracks shown in Figure 4a.
(c–g) EOF modes 1–5 of an EOF analysis of ~w , normalized by the maximum value of each mode, for each eddy. Black lines
denote null ~w . The percentages in the bottom left corner are the amount of variance contained in each mode, for each
eddy.
Journal of Geophysical Research: Oceans 10.1002/2017JC013298
PILO ET AL. VERTICAL VELOCITY AND EDDY DISTORTION 6
Appendix C. Patterns of Vertical Velocity Induced by Eddy Distortion in an Ocean
Model 192
coherent components of the vertical velocity ﬁelds. The patterns of vertical velocity shown here are coher-
ent, as we show in section 3.1. For the EOF analysis we use 48 3 48 maps of depth-averaged vertical velocity
(~w ) for each time step of the eddy lifetime. First, we detrend the variable in time. Then, we compute a singu-
lar value decomposition of the anomaly ﬁeld. The depths considered for the EOF analysis range from 0 to
600 m when eddies propagate southward and from 0 to 2,000 m when eddies propagate westward. This
difference is because southward-propagating eddies move through shallower regions and extend to shal-
lower depths than the westward-propagating eddies (Pilo et al., 2015).
We also perform a multivariate EOF analysis combining ~w and changes in SLA (DSLA). DSLA is calculated by
subtracting the SLA ﬁeld in the ﬁrst time step from the SLA ﬁeld in the second time step, with weekly time
Table 1
Results From a Single-Variable EOF Analysis of Depth-Averaged Vertical Velocity (~w) and From a Multivariate EOF Analysis
of ~w and Change in Sea Level Anomaly (DSLA) for 10 Anticyclonic Eddies
Southward ~w Westward ~w
Southward combined
~w and DSLA
Westward combined
~w and DSLA
EOF modes
Combined
variance (%) EOF modes
Combined
variance (%) EOF modes
Combined
variance (%) EOF modes
Combined
variance (%)
#1 1, 2, 5 45 1–3 49 1–4 51 1–3 37
#2 1, 2, 4, 6, 7 52 1–4, 6 56 1, 3, 6 32 2, 3, 6,7 19
#3 1, 2, 6 31 2, 3 10
#4 1–6 50 1–5 57
#5 1, 2, 6, 7 47 1, 2 25 1, 2 38 2–4 15
#6 1, 2 38 1, 2, 4 46 1, 2 33 2, 3 19
#7 1, 9 22 1–3 38 1 19 2–4 26
#8 1, 2 37 1, 2, 4 48 1, 2, 6 34 2, 3 18
#9 1, 2 45 1–3 53
#10 1–3 54 1–3, 5 58
Note. The modes and the combined variances shown relate to the alternating cells of positive and negative values
seen in Figures 4 and 6. The propagation of the 10 eddies is divided into two sections: southward, between the EAC
separation region and east of Tasmania, and westward, in the Eastern Indian Ocean. Absent values in the southward
section are due to the presence of shallow regions along the eddy path that hinder the results from the EOF analysis.
Figure 5. (a–c) Sea level anomaly (SLA) associated with one anticyclonic eddy at three subsequent weeks (times 1–3). The
magenta line denotes the 0.1 m SLA contour; (d) change in SLA (DSLA) between times 2 (shown in Figure 5b) and 1
(shown in Figure 5a). The magenta line denotes the 0.1 m SLA contour in time 2, and the white line denotes the 0.1 m
SLA contour in time 1; (e) as in Figure 5d, but for times 3 (shown in Figure 5c) and 2 (shown in Figure 5b).
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Figure 6. (a) Maps indicating the tracks of three anticyclonic eddies propagating in the Eastern Indian Ocean (black lines). Colors denote bathymetry, and the
numbers in the bottom left corners indicate the number of weeks taken for each eddy to propagate along the tracks. The numbers of the eddies (i.e., #4, #9, and
#10) relate to Table 1. (b) Time mean change in SLA (DSLA) and time mean depth-averaged (0–2,000 m) vertical velocity (~w ) for each eddy as they propagate along
the tracks shown in Figure 6a. (c–g) EOF modes 1–5 of the multivariate EOF analysis of DSLA and ~w , normalized by the maximum value of each mode and then
multiplied by each variable standard deviation, for each eddy (see section 3.3). Black lines denote null values. Percentages in white (black) boxes are the amount
of variance contained in each mode for each variable (combined variable).
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steps. These ﬁelds are aligned relative to the eddy center (maximum SLA). We then compare this weekly DS
LA with the ~w ﬁeld in the second time step. For the multivariate EOFs, we normalize the variables by divid-
ing each by their standard deviation, and build a combined matrix. We then detrend this combined matrix
in time and perform the EOF analysis of the anomaly ﬁeld. We calculate the variance of individual variables
for each mode by dividing the EOF mode variance of a single variable by the variance of this variable’s origi-
nal signal.
Besides the 7 day interval used in the EOF analyses described above, we also test a shorter (e.g., 3 days) and
a longer (e.g., 30 days) time interval. For a shorter interval the ~w cells are absent, and for a longer interval
the ~w cells are present—but are less clear than in a 7 day interval. The results from this sensitivity test sug-
gest that the eddy distorts—and hence impacts ~w—on a time interval between 3 and 30 days, and close to
a time interval of 7 days. These results are supported by the ﬁndings of Brassington (2010), who shows the
ratio between the minor and the major axes of ellipses ﬁtted to the trajectory of two surface drifters trapped
in an anticyclonic eddy in the Tasman Sea (Figure 2). This ratio—another proxy for eddy distortion—
changes every 5–10 days, to a large extent (i.e., between the red points in Figure 2b). This means that, on
time intervals shorter than 5–10 days, the eddy does not distort, and in time intervals longer than 5–10
days the eddy distorts more than once. For example, between P2 and P7 (30 days apart), the ratio between
the minor and the major axes of the ellipses is reduced by 14% (i.e., the eddy becomes more isotropic).
However, the ratio changes ﬁve times over these 30 days, and the eddy becomes more or less isotropic
each time. The change between P2 and P7, therefore, is an unrealistic assessment of eddy distortion. In the
same way, an EOF analysis considering DSLA with a 30 day interval would also be unrealistic. Considering
the results from the sensitivity tests and the ﬁndings by Brassington (2010), we determine the weekly time
interval to be appropriate for the analyses performed here. This time interval seems to correspond to the
time scale on which EAC eddies typically distort, or change shape. However, this time scale might be depen-
dent on the interactions of the eddy with the mean ﬂow, the wind, the ocean ﬂoor, and with other eddies.
Figure 7. Values of absolute depth-averaged vertical velocity (j~w j) and absolute change in sea level anomaly (jDSLAj)
(a–j) for 10 anticyclonic eddies for all time steps of their propagation between the EAC separation region to the Eastern
Indian Ocean. The numbers in the boxes denote the correlation coefﬁcient between these values.
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3. Results
3.1. Eddy Vertical Velocity
The ~w (surface to 2,000 m) in anticyclonic eddies formed at the EAC
has alternating upward and downward cells (Figure 3, ﬁrst column).
These cells are stronger at depth (500–1,500 m), in most cases do not
reach the surface, and are, sometimes, asymmetric (Figure 3; second
and third columns). As eddies propagate, ~w cells rotate in the same
direction as the eddy rotation (i.e., anticlockwise). The existence of
these ~w cells indicates that the eddies are not in geostrophic balance
and are, therefore, ageostrophic.
This pattern of alternating cells is seen along the whole eddy pathway
(black line in Figure 1a). As eddies propagate southward, they are rela-
tively strong (maximum SLA> 0.5 cm) and have strong vertical veloc-
ity (up to 50 m/d in magnitude; Figures 3a–3d). Conversely, as eddies
propagate westward, they are relatively weak (maximum
SLA< 0.2 cm) and have weaker vertical velocity (up to 15 m/d in mag-
nitude; Figures 3e–3g).
We expect the pattern of alternating cells to be clearer and easier to
observe in westward-propagating eddies than in southward-propagating
eddies, owing to the quiescent aspect of the Eastern Indian Ocean. How-
ever, in both sections of the pathway, the pattern is clear and explains
22–56% of the combined variance of ~w (Figure 4 and Table 1). This high
variance is present regardless of the interactions between the eddy, the
mean ﬂow, the ocean bottom, and other eddies. Here we consider the
combined variance of different EOF modes because the pattern of alter-
nating cells rotates in time, appearing in up to six modes in the simple
EOF analysis. In eddy #10, for example, the alternating ~w cells are seen in
modes 1–3 (Figure 4, third column). Despite this pattern distribution in
different EOF modes, the results show that the alternating upward and
downward cells are coherent in eddies that are either isolated or interact-
ing with the surrounding environment.
3.2. Eddy Distortion
The isotropy of an eddy changes as it propagates in the ocean (e.g.,
Brassington, 2010; Cushman-Roisin et al., 1985). We refer to these
changes in eddy isotropy as eddy distortion. Several factors are likely to
contribute to eddy distortion, including interactions with bathymetry,
with the mean ﬂow, and with other mesoscale features. An example of
eddy distortion is shown in Figure 5, with a semiisotropic eddy (Figure
5a) distorting in the northwest-southeast direction (Figures 5b and 5c)
for 2 weeks. The DSLA ﬁeld, obtained by subtracting SLA ﬁelds
between subsequent weeks, shows alternating cells of positive and
negative DSLA (Figures 5d and 5e). A positive cell indicates that the
eddy distorted toward this area, and a negative cell indicates that the
eddy distorted away from this area, relative to the previous week.
We considered rotating the SLA ﬁeld in the ﬁrst time interval before
calculating DSLA. This approach would isolate changes associated
with eddy distortion from changes associated with eddy rotation. We
would have to assume, however, that eddies rotate as a solid body. This is not true, and we could not deter-
mine a rotation value appropriate for the analysis. We tested different rotation values for the SLA ﬁeld in
the ﬁrst time interval and all the DSLA calculated exhibited alternating cells (see supporting information).
For all rotation values, the cells had similar intensity, but different spatial distribution. With these results in
Figure 8. (a) (left) DSLA and (right) ~w (colors) ﬁelds associated with an anticy-
clonic eddy located off Bass Strait. The black lines indicate the grid onto which
these ﬁelds will be regridded; (b) as in Figure 8a, but with values in a radial
grid; (c) as in Figure 8b, but with (left) DSLA rotated 31.58 anticlockwise, to
match (right) ~w ; (d) two-dimensional correlation coefﬁcient between DSLA and
~w from Figure 8b, considering different rotation angles for (left) DSLA (Figure
8b). The star indicates the correlation coefﬁcient between the rotated DSLA
and the nonrotated ~w shown in Figure 8c.
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mind, we chose not to rotate the eddy in the ﬁrst time interval and to know that the associated error is
qualitative, and not quantitative.
3.3. Eddy Vertical Velocity and Distortion
Patterns of both ~w and DSLA have alternating cells of positive and negative values. A multivariate EOF anal-
ysis, combining these variables, shows that ~w and DSLA vary together (Figure 6) and explain 18–51% of the
combined variance (Table 1). Again, we consider the combined variance of different EOF modes because
the patterns of both variables rotate in time, appearing in several EOF modes (Figure 6).
Figure 6 shows three case studies of eddies propagating westward in the Eastern Indian Ocean. In these
eddies, the pattern of alternating cells for both ~w and DSLA is seen in the ﬁrst three modes of variance (Fig-
ures 6c–6e). The ~w cells are shifted anticlockwise in relation to the DSLA cells (e.g., Figure 6d, ﬁrst and sec-
ond plots). This shift is due to the nonrotation of the SLA ﬁeld in the ﬁrst time interval (see section 3.2 and
supporting information), and because we compare a change in time (DSLA) to an instant ﬁeld (~w ). If these
were Southern Hemisphere cyclonic eddies, the ~w cells would be shifted clockwise in relation to the DSLA
cells. Despite the anticlockwise shift, all DSLA and ~w pairs agree, and are inversely related (i.e., the cells of
one variable are positive at the same time the cells of the other variable are negative). This means that an
outward distortion (positive DSLA) is associated with downward motion (negative ~w ), and an inward distor-
tion (negative DSLA) is associated with upward motion (positive ~w ).
To further show the relationship between DSLA and ~w within eddies, we calculate the correlation between
these variables (Figure 7). First, we isolate the values of absolute DSLA and absolute ~w within a circle of 140 km
radius centered in the eddy center (i.e., maximum SLA). Second, we calculate the spatial mean of these values.
This process is repeated at each time interval as the eddy propagates. Therefore, the variables that are corre-
lated at each time interval are the mean absolute jDSLAj and the mean absolute j~w j within the eddy. The ratio-
nale for relating these variables is that the stronger the eddy distortion (i.e., the higher the values of jDSLAj), the
stronger the vertical circulation within the eddy.
Figure 9. Schematics of a Southern Hemisphere (SH) anticyclonic eddy distorting (a) inward and (b) outward; changes in
stratiﬁcation (N2) and in relative vorticity (fR) in the eddy interior associated with an (c) inward and (d) outward distortion
shown in. g is the ocean’s free surface and qP is the isopycnal at the bottom of the permanent pycnocline. (e) Changes in
SLA (DSLA), (f) stratiﬁcation (DN2), and (g) relative vorticity (DfR) between subsequent time steps associated with eddy dis-
tortion. The vertical velocity pattern in the ﬁnal time step associated with these distortions is shown in (h). From Figures
9a–9h, the dashed black lines indicate the eddy shape before distortion, and the solid black line indicates the eddy shape
after distortion.
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For the ten anticyclonic eddies analyzed in this study, the correlation between jDSLAj and j~w j ranges from
0.44 to 0.58 (Figure 7). Note that this correlation is always positive because we compare absolute values of
DSLA and ~w . Also note that the values within the 140 km-radius circle established here mostly include
waters from the eddy interior, but there is some contribution from waters from the surrounding ocean.
Despite the relatively low correlation values in Figure 7, the results indicate that there is some correlation
between jDSLAj and j~w j.
Another way to correlate the DSLA and the ~w cells is by performing a two-dimensional correlation analysis.
In this analysis, the DSLA at each point within the eddy is compared to the ~w considering all depth layers
below these points (remember that ~w is the depth-averaged vertical velocity). However, because of the
anticlockwise shift of ~w cells in relation to the DSLA cells described above, the correlation coefﬁcient result-
ing from this two-dimensional analysis is low. To eliminate this shift between the patterns, we rotate the DS
LA ﬁelds anticlockwise, until they match the nonrotated ~w ﬁelds.
Figure 8 shows an example of a two-dimensional correlation analysis for a particularly clear example. This
analysis is done as follows. First, we regrid the DSLA and the ~w ﬁelds onto a radial grid (Figure 8a). This grid
has a 160 km radius centered in the eddy center, and has a resolu-
tion of 8.3 km 3 4.58 (80 radial lines with 20 grid points per line; Fig-
ure 8d). We then rotate the regridded DSLA values one radial line (i.e.,
4.58) at a time, from zero to 3608. For each rotation we calculate the
two-dimensional correlation coefﬁcient (Figure 8d). As the DSLA
rotates, the correlation coefﬁcient oscillates between positive and
negative values. Because we show in Figure 6 that DSLA and ~w have
an inverse relationship, we look for the ﬁrst minimum correlation coef-
ﬁcient as we rotate DSLA anticlockwise (red star in Figure 8d). For the
example shown in Figure 8, the correlation coefﬁcient between the
nonrotated DSLA pattern and the ~w pattern is 20.33. After the DSLA
pattern is rotated, this value increases to 20.82.
4. Linking Eddy Distortion to Vertical Velocity
We now discuss two mechanisms that link eddy distortion to vertical
velocity. One mechanism is based on the conservation of potential
vorticity (Q) and the other, on the conservation of volume—relating
to the convergence and divergence of the horizontal ﬂow as the eddy
distorts.
The ﬁrst mechanism, based on conservation of potential vorticity (Q),
focuses on the relationship between stratiﬁcation and relative vorticity
within the eddy. The isopycnic Ertel’s potential vorticity Q (Ertel, 1940; Gill,
1982), considering the horizontal velocity components to be depth inde-
pendent, is
Q5ðf1fRÞ
N2
g
; (1)
where f is the Coriolis parameter, fR is the vertical component of the
relative vorticity (@v=@x2@u=@y), g is the acceleration of gravity, and
N2 is the Brunt-V€ais€al€a frequency:
N25
g
q
@q
@z
; (2)
where qtheta is the potential density and z are depth levels.
Q relates stratiﬁcation and fR of a rotating ﬂuid and is conserved in an
adiabatic, frictionless motion. We assume Q to be conservative and f
to be constant between time intervals. To conserve Q, a change in N2
Figure 10. (a) Map indicating the tracks of two anticyclonic eddies chosen as
case studies. The red lines relates to case study #1, with the selected location
for the analysis shown here indicated by the red dot. The purple line and dot
relate to case study #2. Grey colors denote bathymetry. (b) Vertical proﬁle of
potential density (qh) in the eddy center (i.e., below the maximum SLA) of case
studies #1 (red) and #2 (purple). (c) As in Figure 10b, but for the change of
potential density in depth (@qh=@z). The stars in Figures 10b and 10c indicate
the bottom of the permanent pycnocline.
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has a compensating change in fR. In this manner, the conservation of Q connects the eddy distortion to the
alternating cells of vertical velocity, and we explain the concept schematically in Figure 9. As an eddy dis-
torts, it changes the SLA and the underlying stratiﬁcation (N2), as isopycnals move vertically (Figures 9a–9d).
The change in SLA impacts the N2 because, to a large extent, the sea surface height represents the integral
properties of the water column below. As Q is conservative, when stratiﬁcation changes, fR also changes. A
decrease in N2 is compensated by a gain in positive fR, which has anticyclonic rotation in the Southern
Hemisphere. Conversely, an increase in N2 is compensated by a gain in negative fR, which has cyclonic rota-
tion in the Southern Hemisphere. The changes in the sea level and in the eddy interior are seen as alternat-
ing cells of DSLA; DN2 and DfR (Figures 9e–9g). Due to conservation of momentum and the rotation
associated with the DfR, upward and downward cells develop (Figure 9h). These interior changes in the
eddy may explain the pattern of alternating cells seen in ~w .
Figure 11. Change in (a) sea level anomaly (SLA), (b) depth-averaged potential vorticity (Q), (c) depth-averaged stratiﬁca-
tion (N2), and (d) depth-averaged relative vorticity (fR; colors, left) between subsequent time steps (t1 and t2) for an anticy-
clonic eddy in the Eastern Indian Ocean (i.e., case study #1). The black and the magenta lines denote the location of the
vertical sections shown in the middle and in the right columns; depth-averaged (e) horizontal divergence (  U2) and (f)
vertical velocity (~w ) in the ﬁnal time step (colors, left). The top and bottom plots in Figures 11b and 11c show the depth-
averaged variables above and below the permanent pycnocline. In Figures 11d–11f, the variables are averaged between
0 and 2,000 m. The black and the magenta lines in the left column denote the location of the vertical sections shown in
the middle and in the right columns. The black lines in the middle and right columns from Figure 11b to 11f denote the
isopycnal at the base of the permanent pycnocline (1,027.1 kg/m3).
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The second mechanism, based on the conservation of volume, relies
on the continuity within the eddy as it distorts. The eddies studied
here are ageostrophic and, therefore, the divergence of their horizon-
tal ﬂow is nonzero. An inward distortion relates to divergence of the
ﬂow, inducing upward motion. Conversely, an outward distortion
relates to convergence of the ﬂow, inducing downward motion. This
mechanism results in the same ~w pattern as the mechanism proposed
before.
4.1. Case Studies
We test these mechanisms considering two case studies of anticy-
clonic eddies, both originating in the EAC separation region. First, we
show model ﬁelds at two locations along the trajectory of these
eddies. Second, for a robust analysis, we calculate combined EOFs
considering more time steps of the lifetime of these eddies.
For eddy #1, we investigate its structure when it is located in the East-
ern Indian Ocean (Figure 10a, red dot). For eddy #2, we investigate its
structure when it is located off Bass Strait (Figure 10a, purple dot). The
structure of these eddies, in these different locations, differs in several
ways. When eddy #1 is located in the Eastern Indian Ocean, it has a
subsurface core, is relatively weak (0.3 m SLA and 0.4 m/s rotation
speed), and is isolated from the bottom and from strong mean ﬂow
interactions. When eddy #2 is located off Bass Strait, it is surface inten-
siﬁed, relatively strong (0.5 m SLA and 1.2 m/s rotation speed), and
interacts with the continental shelf break. Surface intensiﬁed eddies
depress both the seasonal and the permanent pycnoclines. Con-
versely, eddies with a subsurface core have a thick layer of water that
deepens the permanent pycnocline but shoals the seasonal pycno-
cline (e.g., mode water eddies; McGillicuddy, 2015). We deﬁne the per-
manent pycnocline as the maximum vertical density gradient that is
not associated with the surface mixed layer. This pycnocline can be
relatively shallow in surface intensiﬁed eddies (Figures 10b and 10c;
purple lines) and relatively deep in eddies with a subsurface core (Fig-
ures 10b and 10c; red lines).
4.1.1. Eddy #1 in the Eastern Indian Ocean
When eddy #1 is located in the Eastern Indian Ocean, it has a mixed
layer extending down to 500 m and a permanent pycnocline located
at 1,300 m (Figures 10b and 10c). The thick mixed layer results from
the several warming and cooling seasons the eddy has encountered
since its formation (Nilsson & Cresswell, 1981). At this location, 76% of
the horizontal velocity of the eddy is projected onto the barotropic
mode, and 18% is projected onto the ﬁrst baroclinic mode (Pilo et al.,
2015).
We calculate DQ; DN2, and DfR considering subsequent time intervals,
in the same manner as we calculate DSLA, described in section 2. Here
we also choose not to rotate the eddy in the ﬁrst time interval. In 1
week, this eddy distorts outward in longitude and inward in latitude
(Figure 11a). Q and f are constant between the weeks analyzed (DQ 
Q and Df  f). Therefore, N2 and fR change together to conserve Q,
and we can further assess how the eddy distortion relates to dynami-
cal changes in the eddy interior.
As the eddy distorts inward, a region with previously high SLA now
has lower SLA (Figure 11a, magenta section). This decrease in SLA
Figure 12. (a) Map indicating the track of an anticyclonic eddy (case study #1)
propagating in the Eastern Indian Ocean (black line). Colors denote bathyme-
try, and the number in the bottom left corner indicate the number of weeks
taken for this eddy to propagate along the track. (b) Time mean change in SLA
(DSLA) and time mean depth-averaged (0–2,000 m) relative vorticity (fR), hori-
zontal divergence (  U2), and vertical velocity (~w ) for this eddy as it propa-
gates along the track shown in Figure 12a. (c–g) EOF modes 1–5 of the
multivariate EOF analysis of DSLA, (fR),   U2, and ~w , normalized by the maxi-
mum value of each mode and then multiplied by each variable standard devia-
tion, for each eddy (see section 3.3). Black lines denote null values. Percentages
in white boxes are the amount of variance contained in each mode for each
variable, and percentages in y axis label are the amount of variance for the
combined variables.
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changes N2 below (Figure 11c). Above (below) the permanent pycnocline, N2 increases (decreases), as iso-
pycnals previously depressed (compressed) relax back to their normal state. The DN2 above the pycnocline
is of order 1026 s21, and below, of order 1027 s21. This stronger DN2 at the top is expected, as the response
of isopycnals to sea level changes decreases in depth. The increase in N2 occurring above the pycnocline is
balanced by a gain in negative fR, which is consistent in depth (Figure 11d). Negative fR has cyclonic rota-
tion in the Southern Hemisphere. A positive vertical velocity (i.e., upward motion) in the ﬁnal week results
from these dynamical changes (Figure 11f). The ~w cells are shifted anticlockwise in relation to the other var-
iables, as shown before in section 3.3. In addition, this inward distortion is associated with divergence of the
horizontal ﬂow (Figure 11e; magenta section). Therefore, we conclude that an inward distortion induces
upward motion.
As the eddy distorts outward, a region with previously low SLA now have higher SLA, depressing isopycnals
below (Figure 11a, black section). Therefore, the layers above the permanent pycnocline become less strati-
ﬁed, seen as a negative DN2 (Figure 11c). A negative DN2 above the permanent pycnocline is balanced by a
positive DfR (Figure 11d). The positive fR has anticyclonic rotation in the Southern Hemisphere, resulting in
a negative vertical velocity (i.e., downward motion) in the ﬁnal week (Figure 11f). In addition, this outward
distortion is associated with convergence of the horizontal ﬂow (Figure 11e; black section). Therefore, we
conclude that an outward distortion induces downward motion.
Figure 13. Same as in Figure 11, but for an anticyclonic eddy off Bass Strait (i.e., case study #2). The black lines in the mid-
dle and right columns from (b) to (f) denotes the isopycnal in the end of the permanent pycnocline (1,026.3 kg/m3).
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We perform a multivariate EOF for eddy #1, to assess the coherence of
the relationship between variables (Figure 12). For this analysis, we
consider all time intervals of this eddy between southwest Tasmania
and its dissipation (i.e., westward propagation; 91 weeks), and we fol-
low the method described in section 2. The variables combined are
DSLA, depth-averaged DfR, depth-averaged  U, and ~w . All the varia-
bles show the pattern of alternating cells in modes 2 and 3, resulting
in up to 23% of the variance (Figures 12d and 12e). As seen in this
eddy daily-averaged ﬁeds, the DSLA and the DfR cells are directly
related, and both are indirectly related to   U and ~w cells. Therefore,
both mechanisms are sustained as eddy #1 propagates westward in
the Eastern Indian Ocean.
4.1.2. Eddy #2 Off Bass Strait
When eddy #2 is located off Bass Strait, it has a permanent pycnocline
located at 500 m (Figure 10c). At this location, 65% of the horizontal
velocity of the eddy is projected onto the barotropic mode, and 27% is
projected onto the ﬁrst baroclinic mode (Pilo et al., 2015). The dynamical
changes associated with the eddy distortion in case study #1 also take
place here. An inward distortion increases N2 above the permanent pyc-
nocline, is balanced by a negative DfR, and results in upward motion
(Figure 13; black section). Conversely, an outward distortion decreases
N2 above the permanent pycnocline, is balanced by a positive DfR, and
results in downward motion (Figure 13; magenta section).
For the time step shown in Figure 13, the relationship between
divergence of the horizontal ﬂow and DSLA is the opposite of the
relationship suggested in section 4. Despite this opposing relation-
ship, the volume within the eddy is still conserved. Here the outward
distortion (i.e., in latitude) is associated with divergence (Figure 13e,
magenta section), and the inward distortion (i.e., in longitude) is
associated with convergence (Figure 13e, black section). To deter-
mine if this apparent inconsistency is true for other time steps of this
eddy lifetime we again perform a multivariate EOF analysis of four
variables (DSLA; DfR;   U, and ~w ). For this analysis, we consider all
time intervals of eddy #2 between its formation and south of Tasma-
nia (i.e., southward propagation; 70 weeks). All the variables show
the pattern of alternating cells in modes 1 and 2, summing up to
23% of the variance (Figures 14c and 14d). As suggested in section 4,
the DSLA and the DfR cells are directly related, and both are indi-
rectly related to   U and ~w cells. Therefore, we conclude that, in
the time interval chosen as a case study (i.e., when the eddy is off
Bass Strait; Figures 10a, purple dot and 13), other forcings acted on
the divergence pattern. These forcings might include eddy interac-
tion with the bottom, with the mean ﬂow, with other mesoscale fea-
tures, and with the wind.
5. Discussion and Conclusion
We show that alternating cells of vertical velocity are a recurrent fea-
ture in anticyclonic eddies formed at the EAC separation region, as
seen in a near-global, eddy-resolving model. These cells are most intense between 500 and 1,500 m depths,
and are linked to eddy distortion, which is the change in eddy isotropy. These alternating upward and
downward cells have been previously reported in cyclonic eddies of the Agulhas Return Current (Nardelli,
2013), in an eddy-dipole in the Iceland basin (Pidcock et al., 2013), and in an idealized anticyclonic eddy
(Martin & Richards, 2001). In the eddies studied here, the alternating vertical velocity cells have magnitudes
Figure 14. Same as in Figure 12, but for case study #2 propagating southward,
off the eastern Australian shelf break.
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