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We prove results on the tangent spaces to Schubert varieties in G/B for G clas-
sical. We give a description of the tangent space to a Schubert variety Xw at a
T -fixed point eτ in terms of the root system. We also relate this result to multi-
plicities of certain weights in the fundamental representations of G. © 2000 Academic
Press
INTRODUCTION
Let G be a semisimple, simply connected algebraic group over an al-
gebraically closed field K of arbitrary characteristic. Let T be a maximal
torus in G, and let W be the Weyl group. Let R be the system of roots
of G relative to T . Let B be a Borel subgroup of G, where B ⊃ T . Let S
(resp. R+) be the set of simple (resp. positive) roots of R relative to B. For
α ∈ R, let sα be the reflection and Xα the element of the Chevalley basis
for ˙= LieG) corresponding to α. For w ∈ W , let us denote the point in
G/B corresponding to the coset wB by ew. Then the set of T -fixed points
in G/B for the action given by left multiplication is precisely ew  w ∈ W .
For w ∈ W , let Xw be the associated Schubert variety (the Zariski clo-
sure of Bew in G/B).
For τ ∈ W , let T w0; τ denote the tangent space to G/B at eτ. We have
T w0; τ x=
M
β∈τR+
˙−β:
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For τ ≤ w, let T w; τ be the Zariski tangent space to Xw at eτ. Let
Nw; τ = β ∈ τR+  X−β ∈ T w; τ}:
Since T w; τ is a T -stable subspace of T w0; τ, we have that T w; τ is
spanned by

X−β; β ∈ Nw; τ
}
. For a dominant weight λ, let V λ be
the irreducible G-module (over ) with highest weight λ (here, G is the
group over  with the same root data). Let us fix a highest weight vector
u in V λ. For w ∈ W , fix a representative nw for w in NT G (the nor-
malizer of T in G), and set uw = w · u (one refers to uw as the extremal
weight vector in V λ of weight wλ), and Vw; = U+ ˙uw (here, ˙ =
Lie G; U+˙ is the subalgebra of U˙ (the universal enveloping alge-
bra of ˙), generated by Xα;α ∈ S, and U+ ˙ is the Kostant -form of
U+˙). For any field k, let Vwλ = Vw;⊗k; w ∈ W . Let Vkλ = Vw0λ= Vw0; ⊗ k, the Weyl module corresponding to λ).
For G classical, we give an explicit description of T w; τ. (We index the
roots as in [1].)
Theorem 1 (Cf. Theorem 4.4). Let G = SLn and w ∈ Sn. Then
T w; τ is spanned by X−β; β ∈ τR+  w ≥ sβτ.
Theorem 2 (Cf. Theorem 5.7). Let G = Sp2n. Let w; τ ∈ W; w ≥ τ,
and β ∈ τR+, say β = τα, where α ∈ R+.
(1) Let α = εj − εk; 1 ≤ j < k ≤ n, or 2εj; 1 ≤ j ≤ n. Then β ∈
Nw; τ if and only if w ≥ sβτ.
(2) Let α = εj + εk; 1 ≤ j < k ≤ n.
(a) Let τ > τsα = sβτ. Then β ∈ Nw; τ necessarily.
(b) Let τ < τsα.
(i) Let τ > τs2εj or τs2εk . Then β ∈ Nw; τ if and only if
w ≥ sβτ.
(ii) Let τ < τs2εj and τs2εk .
(A) If τ < τsεj−εk , then β ∈ Nw; τ if and only if w ≥ sβτ= τsεj+εk or τs2εj .
(B) If τ > τsεj−εk , then β ∈ Nw; τ if and only if w ≥
τsεj−εks2εj .
We give similar descriptions for G = SO2n + 1; SO2n (cf. Theo-
rems 6.11 and 7.11).
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Let w; τ ∈ W; w ≥ τ; β ∈ τR+. Consider the following three conditions:
(1) w ≥ sβτ,
(2) mwτωd − β = mτωd − β; for all 1 ≤ d ≤ l; l being the
rank of G,
(3) β ∈ Nw; τ,
where mτωd −β (resp. mwτωd −β) denotes the multiplicity of the
weight τωd − β in VKωd (resp. Vwωd)).
For G of any type, we have (1) implies (3) (cf. [2, 11]), and (2) implies
(3) (cf. [11]). We show (cf. Theorem 4.7) that for G of type An, the above
three conditions are equivalent. For G of other types, we do not have the
equivalence of the above three conditions in general.
The above results are proved using a result of Polo (cf. [11, Theo-
rem 3.2]), the basis Bd (cf. [9]) for VKωd, and the expression for X−βqτd
as a linear combination of the vectors in Bd as given in [4, 5, 7], where
β ∈ τR+, qτd; 1 ≤ d ≤ l (l being the rank of G) is the extremal weight
vector in VKωd of weight τωd.
Since one knows (see [11, Corollary 4.1], for example) that Nw; τ is
independent of K, we shall assume throughout that K = .
The sections are organized as follows. In Section 1, we recall some gen-
eralities on G/Q. In Section 2, we recall some results on T w; τ. In Sec-
tion 3, we recall some results from [9]. In sections Sections 4–7, we prove
the above results for G of type An, Cn, Bn, and Dn respectively.
The author is thankful to the referee for some useful comments and
suggestions.
1. GENERALITIES ON G/Q
Let G;T;B;W; S;R;R+; etc. be as in the Introduction.
1.1. The Chevalley–Bruhat Order
Let w ∈ W . A minimal expression for w as a product of simple reflections
is called a reduced expression for w. We denote by lw the length of a
reduced expression for w (as a product of simple reflections). We have a
partial order on W , the well-known Chevalley–Bruhat order, namely w1 ≥
w2 if every reduced expression for w1 contains a subexpression which is a
reduced expression for w2.
1.2. The Weyl Subgroup WQ
Let Q be a parabolic subgroup of G containing B. Associated with Q,
there is a subset SQ of S such that Q is the subgroup of G generated by
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B and U−α  α ∈ R+Q, where R+Q = α ∈ R+  α =
P
β∈SQ aββ (here, for
β ∈ R, Uβ denotes the one-dimensional unipotent subgroup ofG associated
with β). Let WQ be the Weyl group of Q (note that WQ is simply the
subgroup of W generated by sα  α ∈ SQ; here, for α ∈ S, sα denotes the
simple reflection (considered as an element of W ), associated with α).
1.3. The Set W Q of Minimal Representatives of W/WQ
In each coset wWQ, there exists a unique element of minimal length
(cf. [1]). Let W Q be this set of representatives of W/WQ. The set W Q is
called the set of minimal representatives of W/WQ. We have
W Q = w ∈ W  lww′ = lw + lw′; for all w′ ∈ WQ}:
The set W Q may be also be characterized as
W Q = w ∈ W  wα > 0; for all α ∈ SQ}
(here by a root β being > 0 we mean β ∈ R+).
1.4. Maximal Parabolic Subgroups
The set of maximal parabolic subgroups containing B is in one-to-one
correpondence with S, namely, given α ∈ S, the parabolic subgroup Q
where SQ = S \ α is a maximal parabolic subgroup, and conversely. In
the following, we shall denote Q, where SQ = S \ αi; by Pi.
1.5. Schubert Varieties in G/Q
For w ∈ W , let us denote the point in G/Q corresponding to the coset
wQ by ew;Q. Then the set of T -fixed points in G/Q for the action given
by left multiplication is precisely ew;Q  w ∈ W . Let w ∈ W , and let
XQw be the Zariski closure of Bew;Q in G/Q. Then XQw with the
canonical reduced structure is called the Schubert variety in G/Q associated
with wWQ. In particular, we have a bijection between W Q and the set of
Schubert varieties in G/Q. We have the well-known Bruhat decomposition
G/Q =
.[
w∈W 
Bew;Q; XQθ =
.[
w∈W w≤θ
Bew;Q; θ ∈ W:
When Q = B, we shall denote XBw, by just Xw.
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2. THE TANGENT SPACE T w; τ
2.1. Sing Xw
Let SingXw denote the singular locus of Xw. If Xw is not smooth,
then SingXw is a nonempty B-stable closed subvariety of Xw. Given
a point x ∈ Xw, to decide if it is a smooth point or not, it suffices (in
view of Bruhat decomposition) to determine if the T -fixed point eτ of the
B-orbit through x is a smooth point or not. For τ ≤ w, let T w; τ denote
the Zariski tangent space to Xw at eτ.
2.2. The Space T w; τ
For τ ≤ w, let T w; τ be the Zariski tangent space to Xw at eτ. Let
Nw; τ = β ∈ τR+  X−β ∈ T w; τ}:
Then as remarked in the Introduction, T w; τ is spanned by X−β  β ∈
Nw; τ}.
For τ ∈ W , let τd denote the element in W Pd which represents the
coset wWPd; WPd being the Weyl group of the maximal parabolic subgroup
corresponding to the simple root αd. Let qτd denote the extremal weight
vector in Vkωd of weight τωd.
We recall the following result from [11].
Theorem 2.3. Let w; τ ∈ W; w ≥ τ. Let β ∈ τR+. Then β ∈ Nw; τ
if and only if X−βqτd ∈ Vwωd; for all 1 ≤ d ≤ l; l being the rank of G.
We end this section with a lemma to be used in the discussion in the
subsequent sections.
Lemma 2.4. Let w; τ; β be as in Theorem 2.3.
(1) Let τωd; β∗ ≤ 1. Then X−βqτd is either 0 or qsβτd .
(2) Let τωd; β∗ ≤ 1, for all d. Then β ∈ Nw; τ if and only if
w ≥ sβτ.
Proof. If X−βqτd is non-zero, then it is a weight vector of weight
τωd − β; which is in fact the weight of qsβτd (in view of the hypothesis).
This proves assertion (1). Assertion (2) follows from (1) and Theorem 2.3.
3. BASES Bd AND B
∗
d FOR Vkωd AND H0G/B;Lωd
Let G be classical. Let ωd; 1 ≤ d ≤ l, be the fundamental weights of G.
Note that ωd;β∗ ≤ 2; for all β ∈ R+.
We recall below some basic results from [9].
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3.1. Chevalley Multiplicity
Let τ; φ ∈ W Pd be such that XPdφ is a Schubert divisor in XPdτ.
Let φ = sβτ, where β ∈ R+. Let mτ;φ = φωd; β∗ (note that
φωd; β∗ > 0). We refer to mτ;φ as the Chevalley multiplicity of
XPdφ in XPdτ.
3.2. Admissible Pairs
A pair of elements τ; φ ∈ W Pd; τ ≥ φ; is called an admissible pair, if
either τ = φ (in which case we call τ; τ as a trivial admissible pair) or
there exists a chain τ = τ0 > τ1 > · · · > τr = φ such that XPdτi+1 is a
divisor in XPdτi, and mτi; τi+1 = 2; 0 ≤ i ≤ r − 1.
3.3. Moving Divisors
Let τ; φ ∈ W Pd be such that XPdφ is a Schubert divisor in XPdτ.
Let φ = sβτ, where β ∈ R+. Then XPdφ is said to be a moving divisor in
XPdτ, if β is simple.
Proposition 3.4. Let τ;φ ∈ W Pd be such that XPdφ is a divisor in
XPdτ with mτ;φ = 2. Then XPdφ is a moving divisor in XPdτ.
Proposition 3.5. τ; φ ∈ W Pd; τ ≥ φ. If there exists one chain τ = τ0 >
τ1 > · · · > τr = φ such that XPdτi+1 is a divisor in XPdτi, mτi; τi+1 =
2; 0 ≤ i ≤ r − 1, then any other chain τ = τ′0 > τ1 > · · · > τ′r = φ also has
the property that mτ′i; τ′i+1 = 2; 0 ≤ i ≤ r − 1.
Corollary 3.6. Let τ; φ ∈ W Pd be such that τ;φ is an admissible pair.
Then any chain τ = τ0 > τ1 > · · · > τr = φ such that XPdτi+1 is a divisor
in XPdτi has the property that mτi; τi+1 = 2; 0 ≤ i ≤ r − 1.
Proposition 3.7. Let τ; φ ∈ W Pd be a non-trivial admissible pair, and
let τ = τ0 > τ1 > · · · > τr = φ be any chain (so that XPdτi+1 is a divisor
in XPdτi). Let τi+1 = sβiτi; 0 ≤ i ≤ r − 1. Define vτ;φ ∈ VKωd as vτ;φ =
X−β0X−β1 · · ·X−βr−1qφ, where qφ is the extremal weight vector in VKωd of
weight φωd (here, for a root β, Xβ denotes the element in the Chevalley
basis of ˙ associated with β). Then vτ;φ is independent of the chain chosen
and depends only on τ and φ. Further, vτ;φ is a weight vector of weight
1
2 τωd +φωd.
Fix d; 1 ≤ d ≤ l; l being the rank of G.
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3.8. The Sets Bd and Bw
Let τ; φ ∈ W Pd be such that τ;φ is an admissible pair. If τ = φ, then
set qτ;τ (or just qτ) as the extremal weight vector in VKωd of weight τωd
(which is unique up to scalars). If τ > φ, then set qτ;φ as the vector vτ;φ
as given by Proposition 3.7. Set Bd = qτ;φ; τ;φ an admissible pair. For
w ∈ W Pd , set Bw = qτ;φ ∈ Bd  w ≥ τ.
Let Vwωd; VKωd be as in the Introduction (with λ = ωd).
Theorem 3.9. With notation as above, the set Bd is a basis for VKωd.
Further, for w ∈ W Pd , the set Bw is a basis for Vwωd.
3.10. The Sets B∗d and B
∗
w
Let Lωd be the line bundle on G/Pd associated with ωd (note that Pic
G/Pd '  and Lωd is the ample generator of Pic G/Pd). Define B∗d to be
the basis of H0G/Pd;Lωd = VKωd∗ dual to Bd. Let us denote the
elements of B∗d by pτ;φ; τ;φ an admissible pair. For w ∈ W Pd , set
B∗w = pτ;φ ∈ B∗dpτ;φXPd w 6= 0. We have (cf. [9]) B
∗
w = pτ;φ ∈ B∗d 
w ≥ τ
Theorem 3.11. For w ∈ W Pd , the set B∗w is a basis of H0XPdw; Lωd= Vwωd∗.
4. THE LINEAR GROUP SLn
Let G = SLn, the special linear group (of rank n − 1). Let T be the
maximal torus consisting of all the diagonal matrices in G, and let B be
the Borel subgroup consisting of all the upper triangular matrices in G. It
is well known that W can be identified with Sn, the symmetric group on n
letters. Any w ∈ Sn is usually written as a1 · · · an, where ai = wi.
Following [1], we denote the simple roots by εi− εi+1, 1 ≤ i ≤ n− 1 (note
that εi − εi+1 is the character sending diagt1; : : : ; tn to tit−1i+1). Then R =
εi − εj  1 ≤ i; j ≤ n; i 6= j, and the reflection sεi−εj may be identified
with the transposition i; j in Sn.
4.1. The Partially Ordered Set Id; n
Let Q = Pd. Then
Q =

A ∈ G
A =  ∗ ∗0n−d×d ∗

;
WQ = Sd × Sn−d:
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Hence
W Q = a1 · · · an ∈ W  a1 < · · · < ad; ad+1 < · · · < an}:
Thus W Q may be identified with
Id; n x=

i = i1; : : : ; id  1 ≤ i1 < · · · < id ≤ n
}
:
Given i, j ∈ Id; n, let Xi, Xj be the associated Schubert varieties in G/Pd.
We define i ≥ j ⇔ Xi ⊇ Xj (in other words, the partial order ≥ on Id; n is
induced by the Chevalley–Bruhat order on the set of Schubert varieties, via
the bijection in Section 1.5. In particular, we have
i ≥ j ⇐⇒ it ≥ jt; for all 1 ≤ t ≤ d:
(see [8] for details). In the sequel, we shall denote an element a1 · · · an ∈
W Q by just a1 · · · ad.
4.2. The Chevalley–Bruhat Order on Sn
For w1, w2 ∈ W , we have
Xw1⊂Xw2 ⇐⇒ pidXw1 ⊂ pidXw2; for all 1≤d≤n− 1;
where pid is the canonical projection G/B→ G/Pd. Hence we obtain that
for a1 · · · an, b1 · · · bn ∈ Sn,
a1 · · · an ≥ b1 · · · bn ⇐⇒ a1 · · · ad↑ ≥ b1 · · · bd↑;
for all 1 ≤ d ≤ n− 1
(here, for a d-tuple t1 · · · td of distinct integers, t1 · · · td↑ denotes the
ordered d-tuple obtained from t1; : : : ; td by arranging its elements in
ascending order).
4.3. The Bases Bd and B
∗
d
Let G = SLn and V = Kn. We denote the standard basis for Kn by
e1; : : : ; en. We follow [1] for indexing the roots. Given a positive root
β = εj − εk; 1 ≤ j < k ≤ n, the element X−β of the Chevalley basis of
˙ is given by X−β = Ekj , where Ekj is the elementary matrix with 1 at
the k; jth place, and 0’s elsewhere. For 1 ≤ d ≤ l = n − 1, we have,
VKωd = ∧dV . We have
X−βei =
(
0; if i 6= j
ek; if i = j:
Let τ ∈ W , say τ = a1 · · · an; denoting as above by τd the element
in W Pd representing the coset τWPd , we have the extremal weight vector
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qτd = ±ea1 ∧ · · · ∧ ead . Let β ∈ τR+, say β = τεj − εk; 1 ≤ j < k ≤ n.
We have X−β = Eakaj , and it follows easily that for 1 ≤ d ≤ l, X−βqτ 6= 0
if and only if aj ∈ a1; : : : ; ad, ak 6∈ a1; : : : ; ad, i.e., if and only if j ≤
d < k, in which case X−βqτd = ±ea1 ∧ · · · ∧ eaj−1 ∧ eak ∧ eaj+1 ∧ · · · ∧ ead .
Hence we obtain
X−βqτd = ±qsβτd :
This implies that for w ≥ τ; β ∈ Nw; τ if and only if wd ≥ sβτd, for
all 1 ≤ d ≤ l, i.e., if and only if w ≥ sβτ (note that for d < j, or d ≥ k;
sβτd = τd). Hence we obtain
Theorem 4.4. Let G = SLn, and w; τ ∈ Sn; w ≥ τ. Then T w; τ is
spanned by X−β; β ∈ τR+  w ≥ sβτ.
Theorem 4.5. Let w; τ ∈ W; w ≥ τ, and let β ∈ τR+. Then β ∈
Nw; τ if and only if mwτωd − β = mτωd − β; for all 1 ≤ d ≤
l, where mτωd − β (resp. mwτωd − β) denotes the multiplicity of
τωd − β in VKωd (resp. Vwωd).
Proof. Given d; 1 ≤ d ≤ l, and β = τεj − εk; 1 ≤ j < k ≤ n, from our
discussion above, we see easily that
mτωd − β =
(
0; if d < j or d ≥ k
1; if j ≤ d < k:
Hence we obtain that mwτωd − β = mτωd − β; for all 1 ≤ d ≤ l
if and only if for all d; j ≤ d < k; wd ≥ sβτd. This together with
Theorem 4.4 implies the required result.
4.6.
Let w; τ ∈ W; w ≥ τ; β ∈ τR+. Consider the following three conditions:
(1) w ≥ sβτ.
(2) mwτωd − β = mτωd − β; for all 1 ≤ d ≤ l; l being the
rank of G.
(3) β ∈ Nw; τ.
Theorem 4.7. Let G be of Type Al. Let w; τ ∈ W; w ≥ τ; β ∈ τR+.
Then the three conditions in Section 4.6 are equivalent.
Proof. The result follows from Theorems 4.4 and 4.5.
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5. THE SYMPLECTIC GROUP Sp2n
Let V = K2n together with a non-degenerate, skew-symmetric bilinear
form  ; . Let H = SLV  and G = SpV  = A ∈ SLV   A leaves the
form  ;  invariant. Taking the matrix of the form (with respect to the
standard basis e1; : : : ; e2n of V ) to be
E =
 
0 J
−J 0
!
where J is the antidiagonal 1; : : : ; 1 of size n× n, we may realize SpV 
as the fixed point set of a certain involution σ on SLV ; namely G = Hσ ,
where σ x H → H is given by σA = EtA−1E−1. Thus
G = Sp2n = A ∈ SL2n  tAEA = E}
= A ∈ SL2n  E−1tA−1E = A}
= A ∈ SL2n  EtA−1E−1 = A}
= Hσ
(note that E−1 = −E). Denoting by TH (resp. BH) the maximal torus in H
consisting of diagonal matrices (resp. the Borel subgroup in H consisting
of upper triangular matrices) we see easily that TH; BH are stable under σ .
We set TG = THσ; BG = BHσ . Then it can be seen easily that TG is a
maximal torus in G and BG is a Borel subgroup in G. We note that the
following hold (cf. [3]):
(I) Denoting by WG the Weyl group of G, we have
WG = a1 · · · a2n ∈ S2n  ai = 2n+ 1− a2n+1−i; 1 ≤ i ≤ 2n
}
:
Thus w = a1 · · · a2n ∈ WG is known once a1 · · · an is known.
In the following, we shall denote an element a1 · · · a2n in WG by just
a1 · · · an.
(II) Denoting by RG (resp. R
+
G) the set of roots of G with respect
to TG (resp. the set of positive roots with respect to BG), we have
RG =
±εi ± εj; 1 ≤ i < j ≤ n;±2εi; i = 1; : : : ; n};
R+G =
εi ± εj; 1 ≤ i < j ≤ n; 2εi; i = 1; : : : ; n}:
The simple roots in R+G are given by
εi − εi+1; 1 ≤ i ≤ n− 1; 2εn
}
:
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Let us denote the simple reflections in WG by si; 1 ≤ i ≤ n, namely,
si = reflection with respect to εi − εi+1; 1 ≤ i ≤ n− 1, and sn = reflection
with respect to 2εn: Then we have (cf. [1])
si =
(
rir2n−i; if 1 ≤ i ≤ n− 1
rn; if i = n
where ri denotes the transposition i; i+ 1 in S2n; 1 ≤ i ≤ 2n− 1:
(III) For 1 ≤ d ≤ n, we let Pd be the maximal parabolic subgroup
of G with S \ αd as the associated set of simple roots. Then it can be
seen easily that W PdG , the set of minimal representatives of WG/WPd; can be
identified with8><>:a1 · · · ad

1 1≤ a1<a2 < · · · <ad ≤ 2n
2 for 1≤ i≤ 2n; if i∈a1; : : : ; ad
then 2n+ 1− i /∈a1; : : : ; ad
9>=>; :
(IV) For w1 = a1 · · · a2n; w2 = b1 · · · b2n; w1; w2 ∈ WG; we have
w2 ≥ w1 ⇔ the d-tuple b1; : : : ; bd arranged in ascending order ≥ the
d-tuple a1; : : : ; ad arranged in ascending order; 1 ≤ d ≤ n (cf. [12]).
Hence for w ∈ WG; denoting by wd the element in W PdG which represents
the coset wWPd , we have for w1; w2 ∈ WG;
w
d
2 ≥ wd1 1 ≤ d ≤ n ⇐⇒

b1; : : : ; bi
}↑ ≥ a1; : : : ; ai}↑;
for all i; 1 ≤ i ≤ 2n− 1:
(Here a1; : : : ; ai↑; b1; · · · ; bi↑ are the corresponding i-tuples arranged
in ascending order.) But now, the latter condition is equivalent to w2 ≥ w1
in WH . Thus we obtain that the partial order on WG is induced by the partial
order on WH (cf. [12]). In particular, for w1 = a1 · · · ad; w2 = b1 · · · bd;
w1; w2 ∈ W PdG ; we have w2 ≥ w1 ⇔ b1; : : : ; bd ≥ a1; : : : ; ad:
In the following, we shall denote an element a1 · · · a2n in W PdG by just
a1 · · · ad. Further, for 1 ≤ i ≤ 2n, we shall denote i′ = 2n + 1 − i; i =
mini; i′.
5.1. Chevalley Basis
For 1 ≤ i ≤ 2n, set i′ = 2n + 1 − i. The involution σ x SL2n →
SL2n; A 7→ EtA−1E−1, induces an involution σ x sl2n → sl2n;
A 7→ −EtAE−1 = EtAE, since E−1 = −E). In particular, we have,
for 1 ≤ i; j ≤ 2n;
σEij =
(−Ej′i′; if i; j are both ≤ n or both > n
Ej′i′; if one of i; j is ≤ n and the other > n:
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where Eij is the elementary matrix with 1 at the i; jth place and 0 else-
where. Further
Lie G = A ∈ sl2n  EtAE = A}:
The Chevalley basis Hεi−εi+1; 1 ≤ i < n; H2εn; X±2εm; 1 ≤ m ≤ n;
X±εj−εk; X±εj+εk; 1 ≤ j < k ≤ n for Lie G may be given as
Hεi−εi+1 = Eii − Ei+1; i+1 + Ei+1′; i+1′ − Ei′i′
H2εn = Enn − En′n′
Xεj−εk = Ejk − Ek′j′
Xεj+εk = Ejk′ + Ekj′
X2εm = Emm′
X−εj−εk = Ekj − Ej′k′
X−εj+εk = Ek′j + Ej′k
X−2εm = Em′m:
Definition 5.2. Let φ = a1 · · · ad ∈ W Pd , and let i; 1 ≤ i ≤ n; be
such that i; i + 1′ ∈ a1; : : : ; ad. Let τ = b1 · · · bd be the element of
W Pd obtained from a1 · · · ad by replacing i by i + 1, and i + 1′ by i′. In
this situation, we say that τ is obtained from φ by a Type I operation.
We recall from [3] the following
Proposition 5.3. Let τ; φ ∈ W Pd; τ ≥ φ. Then τ;φ is an admissible
pair if and only if either τ = φ or τ is obtained from φ by a sequence of Type I
operations.
5.4. The G-Module VKωd
For 1 ≤ d ≤ n, we have ωd = ε1 + · · · + εd, where ε1; : : : ; ε2n is the
canonical basis of Hom D2n;Gm D2n being the maximal torus in GL2n
consisting of all the diagonal matrices). If d = 1, then VKωd = V = K2n.
Let us then suppose that d ≥ 2. Consider the 2-form f ∈ ∧2V given by
f = e1 ∧ e2n + e2 ∧ e2n−1 + · · · + en ∧ en+1
(here e1; : : : ; e2n is the standard basis in V ). We have
VKωd =

the primitive vectors in ∧d V }
= v ∈ ∧dV  v ∧ f n+1−d = 0}:
The extremal weight vectors qτ; τ ∈ W Pd, say τ = a1 · · · ad are given by
qτ = ±ea1 ∧ · · · ∧ ead :
For the rest of this section we fix τ ∈ W , say τ = a1 · · · an.
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5.5. The Elements λdi; µdi in W Pd
Let β= τεj + εk; j <k≤n, s= minaj; ak, r= maxaj; ak. Fix
d; k≤d ≤ n.
Let Td =s∪ s+ 1; s+ 2; : : : ; r− 1 \ a1; : : : ; ad. Let ld =#Td
−1; write Td =s= td0< td1< · · · < tdld. Note that tdi ∈ ad+1; : : : ; an,
for i > 0.
For 0 ≤ i ≤ ld, define µdi; λdi as the elements in W Pd given by the
d-tuples 
a1; : : : ; aˆj; : : : ; aˆk; : : : ; ad; tdi; t
′
d i+1
}↑;
a1; : : : ; aˆj; : : : ; aˆk; : : : ; ad; td i+1; t
′
di
}↑;
respectively, where td ld+1 = r (here, for a d-tuple b1 · · · bd, b1 · · · bd↑
denotes the d-tuple obtained from b1 · · · bd by arranging the entries in
ascending order). Note that λdi; µdi; 0 ≤ i ≤ ld, are admissible pairs.
Recall [4] the following
Proposition 5.6. Let β ∈ τR+, say β = τα, where α ∈ R+.
(1) Let α = εj − εk; 1 ≤ j < k ≤ n. Then
X−βqτd =
(
0; if d < j or d ≥ k
±qsβτd; if j ≤ d < k:
(2) Let α = 2εj; 1 ≤ j ≤ n. Then
X−βqτd =
(
0; if d < j
±qsβτd; if j ≤ d ≤ n:
(3) Let α = εj + εk; 1 ≤ j < k ≤ n. Then
X−βqτd =
8>>>>><>>>>>:
0; if d < j
±qsβτd; if j ≤ d < k
ldX
i=0
ciqλdi;µdi ; if k ≤ d ≤ n
where λdi; µdi are as in Section 5.5 and ci = ±1.
Theorem 5.7. Let w; τ ∈ W; w ≥ τ, and β ∈ τR+, say β = τα,
where α ∈ R+.
(1) Let α = εj − εk; 1 ≤ j < k ≤ n; or 2εj; 1 ≤ j ≤ n. Then β ∈
Nw; τ if and only if w ≥ sβτ.
(2) Let α = εj + εk; 1 ≤ j < k ≤ n.
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(a) Let τ > τsα = sβτ. Then β ∈ Nw; τ necessarily.
(b) Let τ < τsα.
(i) Let τ > τs2εj or τs2εk . Then β ∈ Nw; τ if and only if
w ≥ sβτ.
(ii) Let τ < τs2εj and τs2εk .
(A) If τ < τsεj−εk , then β ∈ Nw; τ if and only if w ≥ sβτ= τsεj+εk or τs2εj .
(B) If τ > τsεj−εk , then β ∈ Nw; τ if and only if w ≥
τsεj−εks2εj .
Proof. If α = εj − εk; 1 ≤ j < k ≤ n, or 2εj; 1 ≤ j ≤ n, then the result
is immediate from (1) and (2) of Proposition 5.6 (in view of Theorem 2.3).
Then let β = εj + εk; 1 ≤ j < k ≤ n. We have (from (3) of Proposi-
tion 5.6),
X−βqτd =
8>>>>><>>>>>:
0; if d < j
qsβτd; if j ≤ d < k
ldX
i=0
ciqλdi;µdi ; if k ≤ d ≤ n:
Hence we obtain (in view of Theorem 2.3) that β ∈ Nw; τ if and only if
wd ≥
( sβτd; if j ≤ d < k;
λdi; 0 ≤ i ≤ ld; if k ≤ d ≤ n:
It is easily seen that for k ≤ d ≤ n; wd ≥ λdi, for all 0 ≤ i ≤ ld if and only
if wd ≥ a1; : : : ; aˆj; : : : ; aˆk; : : : ; ad; r; s′↑; r; s being as in Section 5.5.
Hence we obtain
β ∈ Nw; τ ⇔ wd
≥
(a1; : : : ; aˆj; : : : ; ad; a′k↑; for j ≤ d < k
a1; : : : ; aˆj; : : : ; aˆk; : : : ; ak; r; s′↑; for k ≤ d ≤ n:
∗
Let min ai; aj = s, maxai; aj = r.
(1) Let τ > τsα. This implies w > τsα, and hence β ∈ Nw; τ (cf.
[2, 11]).
(2) Let τ < τsα and τ > τs2εj or τs2εk . This implies that either aj = s;
ak = r ′ or aj = r ′; ak = s; in both cases it is easily seen (using Proposi-
tion 5.6) that w satisfies condition ∗ if and only if w ≥ τsα.
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(3) Let τ < τsα; τs2εj , and τs2εk . This implies that either aj = s;
ak = r or aj = r; ak = s. It is easily checked (using Proposition 5.6) that
in the former case, τ < τsεj−εk , and w satisfies condition ∗ if and only
if w ≥ τsεj+εk or τs2εj , and in the latter case, τ > τsεj−εk , and w satisfies
condition ∗ if and only if w ≥ τsεj−εks2εj .
This completes the proof of Theorem 5.7.
Remark 5.8. Let β = τα; α ∈ R+, and w ∈ W; w ≥ τ. We have
(cf. [2, 11]) that condition (1) of Section 4.6 that w ≥ sβτ implies the
condition (3) of Section 4.6 that β ∈ Nw; τ. Similarly, the condition (2)
of Section 4.6 that mwτωd − β = mτωd − β; for all 1 ≤ d ≤ n
implies the condition that β ∈ Nw; τ (in view of Theorem 2.3; note that
if mwτωd − β = mτωd − β, then X−βqτd ∈ Vw;ωd ).
If α = εj − εk or 2εj , then using Proposition 5.6, it can be seen easily
that the three conditions of Section 4.6 are equivalent.
Let α = εj + εk.
The condition that w ≥ sβτ neither implies nor is implied by the condi-
tion that mwτωd − β = mτωd − β; for all 1 ≤ d ≤ n, in general.
For example, take G = Sp10; τ = 13452; α = ε2 + ε3; β = τα.
(1) Let w = 14′3′52 = sβτ. Then w ≥ sβτ, but mwω3 − β 6=
mω3 − β.
(2) Let w = 12′543. Then mwωd − β = mωd − β; for all 1 ≤
d ≤ 5, but w 6≥ sβτ.
Note that the above two examples also show that condition (3) of Sec-
tion 4.6 need not imply (1) or (2) in general.
6. THE ORTHOGONAL GROUP SO2n+ 1)
Let V = K2n+1 together with a non-degenerate symmetric bilinear form
 ; . Taking the matrix of the form  ;  (with respect to the standard basis
e1; : : : ; e2n+1 of V ) to be E, the 2n+ 1× 2n+ 1 antidiagonal matrix with
1 all along the antidiagonal except at the n + 1 × n + 1th place where
the entry is 2 (note that the associated quadratic form Q on V is given
by QP2n+1i=1 xiei = x2n+1 +Pni=1 xix2n+2−i), we may realize G = SOV  as
the fixed point set SLV σ , where σ x SLV  → SLV  is given by σA =
E−1tA−1E. Set H = SLV .
Denoting by TH (resp. BH) the maximal torus in H consisting of diago-
nal matrices (resp. the Borel subgroup in H consisting of upper triangular
matrices) we see easily that TH; BH are stable under σ . We set TG = THσ;
BG = BHσ: Then it can be seen easily that TG is a maximal torus in G and
BG is a Borel subgroup in G. We note that the following hold (cf. [3]):
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(I) Denoting by WG the Weyl group of G, we have
WG =
a1 · · · a2n+1 ∈ S2n+1  ai = 2n+ 2 − a2n+2−i; 1 ≤ i ≤ 2n+ 1}:
Thus w = a1 · · · a2n+1 ∈ WG is known once a1 · · · an is known (note that
an+1 = n+ 1; for all w ∈ WG.
In the following, we shall denote an element a1 · · · a2n+1 in WG by just
a1 · · · an.
(II) Denoting RG (resp. R
+
G) the set of roots of G with respect to
TG (resp. the set of positive roots with respect to BG), we have
RG =
±εi ± εj; 1 ≤ i < j ≤ n;±εi; i = 1; : : : ; n};
R+G =
εi ± εj; 1 ≤ i < j ≤ n; εi; i = 1; : : : ; n}:
The simple roots in R+G are given by
εi − εi+1; 1 ≤ i ≤ n− 1; εn:
Let us denote the simple reflections in WG by si; 1 ≤ i ≤ n, namely,
si = the reflection with respect to εi − εi+1; 1 ≤ i ≤ n − 1; and sn = the
reflection with respect to εn: Then we have (cf. [1])
si =
(
rir2n+1−i; 1 ≤ i ≤ n− 1;
rnrn+1rn; i = n
where ri denotes the transposition i; i+ 1 in S2n+1; 1 ≤ i ≤ 2n.
(III) For 1 ≤ d ≤ n, we let Pd be the maximal parabolic subgroup
of G with S \ αd as the associated set of simple roots. Then it can be
seen easily that W PdG , the set of minimal representatives of WG/WPd; can be
identified with8>><>>:a1 · · · ad

1 1≤ a1<a2 < · · · <ad ≤ 2n+ 1; ai 6=n+ 1; 1≤ i≤d
2 for 1 ≤ i ≤ 2n+ 1; if i ∈ a1; : : : ; ad
then 2n+ 2 − i /∈ a1; : : : ; ad
9>>=>>; :
(IV) For w1 = a1 · · · a2n+1; w2 = b1 · · · b2n+1; w1; w2 ∈ WG; we
have w2 ≥ w1 ⇔ the d-tuple b1; : : : ; bd arranged in ascending order ≥
the d-tuple a1; : : : ; ad arranged in ascending order; 1 ≤ d ≤ n (cf. [12]).
Hence for w ∈ WG; denoting by wd the element of W PdG representing the
coset wWPd , we have for w1; w2 ∈ WG;
w
d
2 ≥ wd1 1 ≤ d ≤ n ⇐⇒ b1; : : : ; bi↑
≥ a1; : : : ; ai↑; for all i; 1 ≤ i ≤ 2n+ 1:
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(Here a1; : : : ; ai↑; b1; : : : ; bi↑ are the corresponding i-tuples arranged
in ascending order). But now, the latter condition is equivalent to w2 ≥ w1
in WH . Thus we obtain that the partial order on WG is induced by the
partial order on WH . In particular, for w1 = a1 · · · ad; w2 = b1 · · · bd;
w1; w2 ∈ W PdG ; we have w2 ≥ w1 ⇔ b1; : : : ; bd ≥ a1; : : : ; ad:
In the following, we shall denote an element a1 · · · a2n+1 in W PdG by just
a1 · · · ad. Further, for 1 ≤ i ≤ 2n + 1, we shall denote i′ = 2n + 2 − i;
i = mini; i′.
6.1. Chevalley Basis
For 1 ≤ k ≤ 2n + 1; set k′ = 2n + 2 − k. The involution σ x SL2n +
1 → SL2n+ 1; A 7→ EtA−1E, induces an involution σ x sl2n+ 1 →
sl2n+ 1; A 7→ −E−1tAE. In particular, we have σEij = −Ej′i′; 1 ≤ i;
j ≤ 2n + 1, where Eij is the elementary matrix with 1 at the i; jth place
and 0 elsewhere. Further
LieG = A ∈ sl2n+ 1  E−1tAE = −A}:
The Chevalley basis Hεi−εi+1; 1 ≤ i < n; Hεn; X±εm; 1 ≤ m ≤ n; X±εj−εk;
X±εj+εk; 1 ≤ j < k ≤ n for LieG may be given as
Hεi−εi+1 = Eii − Ei+1; i+1 + Ei+1′; i+1′ − Ei′i′
Hεn = 2Enn − En′n′ 
Xεj−εk = Ejk − Ek′j′
Xεj+εk = Ejk′ − Ekj′
Xεm = 2Emn+1 − En+1m′
X−εj−εk = Ekj − Ej′k′
X−εj+εk = Ek′j − Ej′k
X−εm = 2En+1m − Em′n+1:
Definition 6.2. Let φ = a1 · · · ad ∈ W Pd; 1 ≤ d ≤ n − 1, and let i;
1 ≤ i ≤ n be such that i; i + 1′ ∈ a1; : : : ; ad. Let τ = b1 · · · bd be
the element of W Pd obtained from a1 · · · ad by replacing i by i + 1, and
i+ 1′ by i′. In this situation, we say that τ is obtained from φ by a Type I
operation.
Definition 6.3. Let φ = a1 · · · ad ∈ W Pd; 1 ≤ d ≤ n− 1, and let n ∈
a1; : : : ; ad. Let τ = b1 · · · bd be the element of W Pd obtained from
a1 · · · ad by replacing n by n′. In this situation, we say that τ is obtained
from φ by a Type II operation.
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We recall from [3] the following:
Proposition 6.4. Let τ; φ ∈ W Pd; 1 ≤ d ≤ n − 1; τ ≥ φ. Then τ;φ
is an admissible pair if and only if either τ = φ or τ is obtained from φ by a
sequence of operations of Type I or II.
6.5. The G-Module VKωd
For d = n, VKωd is the spin representation, and the extremal weight
vectors, qτ; τ ∈ W Pd form a basis for VKωd. For 1 ≤ d < n, we have
VKωd = ∧dV (here, V = K2n+1). The extremal weight vectors qτ; τ ∈
W Pd, say τ = a1 · · · ad, are given by
qτ = ±ea1 ∧ · · · ∧ ead :
For the rest of this section we fix τ ∈ W , say τ = a1 · · · an.
6.6. The Integers tdi; rdv.
Let β = τεj + εk; j ≤ k ≤ n − 1, s = minaj; ak, r = maxaj;
ak. Fix d; k ≤ d < n. The integers tdi are defined in exactly the same
way as in Section 5 (where of course, for 1 ≤ i ≤ 2n+ 1; i′ is to be under-
stood as 2n+ 2 − i).
Let rdpd ; pd ≥ 0 be the set of all integers r = rd0 < rd1 < · · · < rdpd
with the property that if pd > 0, then rdv ∈ ad+1; : : : ; an, for all 1 ≤
v ≤ pd (in particular, note that pd = #t; r < t  t 6∈ a1; : : : ; ad). Set
qd = 0 or p−1d according to whether pd = 0 or > 0.
6.7. The Elements µdi; λdi; δdv; θdv; νd; ξd
The elements µdi; λdi; 0 ≤ i ≤ ld are defined in exactly the same way
as in Section 5. The elements θdv; δdv are defined only in the case when
pd > 0, i.e., only when there exists a t ∈ ad+1; : : : ; ar  such that t > r,
and in this case, for 0 ≤ v ≤ Vd, θdv; δdv are defined as
δdv =

a1; : : : ; aˆj; : : : ; aˆk; : : : ; ad; rdi; r
′
di+1
}
θdv =

a1; : : : ; aˆj; : : : ; aˆk; : : : ; ad; rdi+1; r
′
di
}
Vd being as in Section 6.6. The elements νd; ξd are defined as
νd =

a1; : : : ; aˆj; : : : ; aˆk; : : : ; ad; rdpd−1; rdpd
}↑;
ξd =

a1; : : : ; aˆj; : : : ; aˆk; : : : ; ad; r
′
dpd
; r ′dpd−1
}↑
(here, if pd = 0, then rdpd−1 = tdld ).
Note that λdi; µdi; θdv; δdv; and ξd; νd are admissible pairs.
Recall [5] the following
Proposition 6.8. Let β ∈ τR+, say β = τα, where α ∈ R+.
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(1) Let α = εj − εk; 1 ≤ j < k ≤ n. Then
X−βqτd =
(
0; if d < j or d ≥ k
±qsβτd; if j ≤ d < k:
(2) Let α = εj; 1 ≤ j ≤ n. Then
X−βqτd =
(
0; if d < j
±qγd;j; σd;j; if j ≤ d ≤ n
where for j ≤ d ≤ n, if either d = n or am < aj, for all d < m ≤ n,
then σd; j=γd; j= sβτd; and σd; j= a1; : : : ; aˆj; : : : ; ad; udj↑;
γd; j = a1; : : : ; aˆj; : : : ; ad; u′dj↑, udj being the largest entry u in ad+1;
: : : ; an such that udj > aj, otherwise (note that γd; j; sd; j is an
admissible pair).
(3) Let α = εj + εk; 1 ≤ j < k ≤ n. Then
X−βqτd =
8>>>>>>>>>><>>>>>>>>>>:
0; if d < j
qsβτd; if j ≤ d < k or d = n
2
pd−1X
v=0
biqθdv;δdv

+ aqξd; νd +
ldX
i=0
ciqλdi; µdi ; if k ≤ d < n
where µdi; λdi; δdi; θdi; νd; ξd are as in Section 6.7 and ci = ±1, while a;
bi are zero if precisely one of aj; ak is > n and are ±1 otherwise (and the
sum
Ppd−1
v=0 biqθdv; δdv is understood to be zero, if pd = 0).
For the statement of our results concerning the membership of β = τα;
α = εj; εj + εk in Nw; τ, we need to introduce some specific elements in
W which we describe now.
6.9. The Elements τjS; 1 ≤ j < n
Fix j; 1 ≤ j < n. Let aj = r. We first define the set I. The set I is
defined to be the empty set if at  < r; j < t ≤ n. In the alternating case, I
is defined to be the set i1 < · · · < il ≤ n:
Set i0 = j, and define it inductively so that
ait  = max
am > r; it−1 < m ≤ n}
(note that am < r; il < m ≤ n). Let S be a subset of I.
If S = Z, then set
τ
j
S = sβτ
(note that this includes the case I = Z).
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Then let S 6= Z, say S = x1; : : : ; xm (arranged in ascending order).
Denote x0 = j= i0. We define
τ
j
S = τx0; x1x1; x2 · · · xm−1; xm
where, for σ = c1 · · · cn ∈ W , and 1 ≤ k < l ≤ n, σk; l is the element
in W obtained from σ by replacing ck; cl respectively by cl′; ck′.
6.10. The Elements τj; kS ; 1 ≤ j < k ≤ n− 1
Let α = εj + εk; 1 ≤ j < k ≤ n− 1.
Let maxaj; ak = r; minaj; ak = s. As in Section 6.9, I is defined
to be the empty set if at  < r; k < t ≤ n. In the alternating case, I is defined
to be the set i1 < · · · < ip ≤ n:
Set i0 = k, and define it inductively so that
ait  = max
am > r; it−1 < m ≤ n}:
(note that am < r; ip < m ≤ n, also that p ≤ pk, and p = 0 ⇔ pk = 0;
pk being as in 6.6 with d = k). Let S be a subset of I.
If S = Z, then set
τ
j; k
S = sβτ
(note that this includes the case I = Z).
Then let S 6= Z, say S = x1; : : : ; xm (arranged in ascending order).
Denote x0 = k= i0. We define
τ
j; k
S = τ′x0; x1x1; x2 · · · xm−1; xm
where τ′ is obtained from τ by replacing aj; ak, by s′; r ′ respectively, and
xi−1; xi is as in Section 6.9.
Theorem 6.11. Let w; τ ∈ W; w ≥ τ, and β ∈ τR+, say β = τα,
where α ∈ R+.
(1) Let α = εk − εl; εn; or εi + εn. Then β ∈ Nw; τ ⇔ w ≥ sβτ.
(2) Let α = εj; j < n.
(a) If τ > sβτ, then β ∈ Nw; τ (necessarily).
(b) Let τ < sβτ, and let aj = r.
(i) Let am < r; j < m ≤ n. Then β ∈ Nw; τ ⇔ w ≥ sβτ.
(ii) Let am > r, for some m; j < m ≤ n. Then β ∈ Nw; τ ⇔
w ≥ τjS ( for some S, notation being as in Section 6.9 above).
(3) Let α = εj + εk; j < k ≤ n− 1.
(a) If τ > sβτ, then β ∈ Nw; τ (necessarily).
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(b) Let τ < sβτ. If τ is > either τsεj or τsεk , then β ∈ Nw; τ ⇔
w ≥ sβτ.
(c) Let τ < sβτ, τsεj , and τsεk . Let maxaj; ak = r.
(i) Let am < r; k < m ≤ n. Then β ∈ Nw; τ ⇔ w ≥ sβτ.
(ii) Let am > r, for some m; k < m ≤ n. Then β ∈ Nw; τ ⇔
w ≥ τj; kS ( for some S, notation being as in Section 6.10 above).
Proof. Let α = εj − εk; 1 ≤ j < k ≤ n; εn, or εi + εn; 1 ≤ i < n. Then
the result follows from Proposition 6.8 (in view of Theorem 2.3).
Let α = εj; j < n. We have by Theorem 2.3 and Proposition 6.8(2) that
β ∈ Nw; τ if and only if wd ≥ γd; j; j ≤ d ≤ n, where γd; j is as in
Proposition 6.8(2).
Let τ > sβτ. This implies that w > sβτ, and hence β ∈ Nw; τ (cf.
[2, 11]).
Let τ < sβτ. This implies aj ≤ n. Let us denote aj by r. If am < aj,
for all j < m ≤ n, then we have from above that β ∈ Nw; τ if and only
if w ≥ sβτ. Then let am > r, for some m; j < m ≤ n. It is easily seen (in
view of Theorem 2.3 and Proposition 6.8) that in this case β ∈ Nw; τ ⇔
w ≥ τjS (for some S, notation being as in Section 6.9 above).
Let α = εj + εk; j < k ≤ n − 1. Let min aj; ak = s, maxaj;
ak = r.
(1) If τ > τsα, then as above β ∈ Nw; τ (in view of [2, 11]).
(2) Let then τ < τsα, and τ > τsεj or τsεk . This implies that either
aj = s; ak = r ′ or aj = r ′; ak = s; in both cases we have (cf. Theorem 2.3
and Proposition 6.8(3)) that X−βqτd belongs to Vwωd, for all 1 ≤ d ≤ n,
if and only if
wd ≥
( sβτd; j ≤ d < k or d = n;
λdi; 0 ≤ i ≤ ld; k ≤ d < n:
It is easily seen that for k ≤ d < n; wd ≥ λdi, for all 0 ≤ i ≤ ld, if
and only if wd ≥ a1; : : : ; aˆj; : : : ; aˆk; : : : ; ad; r; s′↑. Hence we obtain that
β ∈ Nw; τ if and only if
wd ≥
( sβτd; j ≤ d < k or d = n;
a1; : : : ; aˆj; : : : ; aˆk; : : : ; ad; r; s′↑; k ≤ d < n:
Now it is easily checked that the last condition is equivalent to the con-
dition that w ≥ τsα.
(3) Let τ < τsα; τsεj , and τsεk . This implies that either aj = s; ak = r
or aj = r; ak = s.
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We have (cf. Proposition 6.8(3)) β ∈ Nw; τ if and only if
wd ≥
( sβτd; j ≤ d < k or d = n;
λdi; θdv; ξd; 0 ≤ i ≤ ld; 0 ≤ v ≤ qd; k ≤ d < n
∗
where recall that qd = 0 or pd − 1, according as pd = 0 or > 0.
Let am < r; k < m ≤ n. This implies that pd = 0 and ξd = a1;
: : : ; aˆj; : : : ; aˆk; : : : ; ad; r
′; t ′dld↑, for all k ≤ d < n. As above, we have,
for k ≤ d < n; wd ≥ λdi; 0 ≤ i ≤ ld, if and only if wd ≥ a1; : : : ;
aˆj; : : : ; aˆk; : : : ; ad; r; s
′↑. Hence we obtain that for k ≤ d < n; wd ≥ λdi;
ξd; 0 ≤ i ≤ ld; if and only if wd ≥ a1; : : : ; aˆj; : : : ; aˆk; : : : ; ad; r ′; s′
= sβτd. From this it follows that β ∈ Nw; τ if and only if wd ≥
sβτd.
Let am > r, for some m; k < m ≤ n.
As above, we have, for k ≤ d < n, if pd = 0, then wd ≥ λdi; ξd;
0 ≤ i ≤ ld; if and only if wd ≥ sβτd. Then let d; k ≤ d < n; be such
that pd > 0. We have wd ≥ λdi; 0 ≤ i ≤ ld, if and only if wd ≥ a1;
: : : ; aˆj; : : : ; aˆk; : : : ; ad; r; s
′↑, and wd ≥ θdv; 0 ≤ v ≤ qd, if and only
if wd ≥ a1; : : : ; aˆj; : : : ; aˆk; : : : ; ad; rdpd ; r ′↑. Hence it follows that for
k ≤ d < n such that pd > 0 (recalling that ξd = a1; : : : ; aˆj; : : : ; aˆk; : : : ;
ad; r
′
dpd
; r ′dpd−1↑ when pd > 0) we have, wd ≥ λdi; θdv; ξd; 0 ≤ i ≤ ld;
0 ≤ v ≤ qd; if and only if wd ≥ a1; : : : ; aˆj; : : : ; aˆk; : : : ; ad; r ′dpd ; s′↑.
From this, it easily follows that the condition ∗ is equivalent to the
condition that w ≥ τj; kS (for some S, notations being as in Section 6.10
above).
Remark 6.12. Let β = τα; α = εj + εk; j < k ≤ n − 1. Let τ <
τsα; τsεj , and τsεk . Note that if p 6= 0 (p being as in Section 6.10), then
the condition that w ≥ τj; kS (for some S, notation being as in Section 6.10
above) is equivalent to the condition that
wd ≥
8>><>>:

a1; : : : ; aˆj; : : : ; aˆk; : : : ; ad; a
′
k
}↑; if j ≤ d < k;
a1; : : : ; aˆj; : : : ; aˆk; : : : ; ad; ait+1 ′; s′
}↑; if it ≤ d < it+1;
0 ≤ t < p;
sβτd; if ip ≤ d ≤ n:
Remark 6.13. Let β = τα; α ∈ R+, and w ∈ W; w ≥ τ. We have
(cf. [2], [11]) that condition (1) of Section 4.6 that w ≥ sβτ implies the
condition (3) of Section 4.6 that β ∈ Nw; τ. Similarly, the condition (2)
of Section 4.6 that mwτωd − β = mτωd − β; for all 1 ≤ d ≤ n;
implies the condition that β ∈ Nw; τ (in view of Theorem 2.3).
Let α = εj − εk or εn or εj + εn. Then using Proposition 6.8 it can be
seen easily that the three conditions of Section 4.6 are equivalent.
Let α = εj + εk; j < k < n.
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The condition that w ≥ sβτ neither implies nor is implied by the condi-
tion that mwτωd − β = mτωd − β; for all 1 ≤ d ≤ n, in general.
For example, take G = SO11; τ = 13452; α = ε2 + ε3; β = τα.
(1) Let w = 14′3′52 = sβτ. Then w ≥ sβτ, but mwω3 − β 6=
mω3 − β.
(2) Let w = 12′5′4′3. Then mwωd − β = mωd − β; for all 1 ≤
d ≤ 5, but w 6≥ sβτ.
Note that the above two examples also show that condition (3) of Sec-
tion 4.6 that β ∈ Nw; τ need not imply (1) or (2) in general.
7. THE ORTHOGONAL GROUP SO(2n)
Let V = K2n together with a nondegenerate symmetric bilinear form
 ; : Taking the matrix of the form  ;  (with respect to the stan-
dard basis e1; : : : ; e2n of V ) to be E, the antidiagonal (1; : : : ; 1) of size
2n× 2n, we may realize G = SOV  as the fixed point set SLV σ , where
σ x SLV  → SLV  is given by σA = EtA−1E. Set H = SLV .
Denoting by TH (resp. BH) the maximal torus in H consisting of diago-
nal matrices (resp. the Borel subgroup in H consisting of upper triangular
matrices) we see easily that TH; BH are stable under σ . We set TG = THσ;
BG = BHσ: Then it follows that TG is a maximal torus in G and BG is a
Borel subgroup in G.
We note that the following hold (cf. [3]):
(I) Denoting by WG the Weyl group of G, we have
WG =
8<:a1 · · · a2n ∈ S2n
 1 ai = 2n+ 1− a2n+1−i;1 ≤ i ≤ 2n2 #i; 1 ≤ i ≤ n is even
9=; :
Thus w = a1 · · · a2n ∈ WG is known once a1 · · · an is known.
In the following, we shall denote an element a1 · · · a2n in W by just
a1 · · · an.
(II) Denoting RG (resp. R
+
G) the set of roots of G with respect to TG
(resp. the set of positive roots with respect to BG), we have
RG =
±εi ± εj; 1 ≤ i < j ≤ n};
R+G =
εi ± εj; 1 ≤ i < j ≤ n}:
The simple roots in R+G are given by
εi − εi+1; 1 ≤ i ≤ n− 1; εn−1 + εn
}
:
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Let us denote the simple reflections in WG by si; 1 ≤ i ≤ n, namely,
si = the reflection with respect to εi − εi+1; 1 ≤ i ≤ n − 1; and sn = the
reflection with respect to εn−1 + εn: Then we have (cf. [1])
si =
(
rir2n−i; 1 ≤ i ≤ n− 1;
rnrn−1rn+1rn; i = n
where ri denotes the transposition i; i+ 1 in S2n; 1 ≤ i ≤ 2n− 1:
(III) For 1 ≤ d ≤ n, we let Pd be the maximal parabolic subgroup of
G with S \ αd as the associated set of simple roots. For w ∈ W , let wd
denote the element of W PdG . Then it can be seen easily that W
Pd
G ; d 6= n− 1,
can be identified with8<:a1 · · · ad

1 1 ≤ a1 < a2 < · · · < ad ≤ 2n
2 for 1 ≤ i ≤ 2n; if i ∈ a1; : : : ; ad
then 2n+ 1− i /∈ a1; : : : ; ad
9=; : ∗
For d = n− 1, if w ∈ W PdG , then
w ≡ wui modWPn−1; 0 ≤ i ≤ n; i 6= n− 1;
where
ui =
8>><>>:
sαn; if i = n
id; if i = 0
sαi sαi+1 · · · sαn−2sαn; if 1 ≤ i ≤ n− 2
(note that the set wui; 0 ≤ i ≤ n; i 6= n − 1 is totally ordered under the
Bruhat order). Hence for d = n − 1; W PdG gets identified with a certain
proper subset of ∗; in particular, for w1 = a1 · · · a2n; w2 = b1 · · · b2n;
w1; w2 ∈ WG; we can have wn−11 = wn−12 , with a1; : : : ; an−1↑,
b1; : : : ; bn−1↑ being different. For w ∈ W , say w = a1 · · · a2n, we
see easily that
wd = a1; : : : ; ad↑; 1 ≤ d ≤ n; d 6= n− 1
and
wn−1 = the least (under ≥) in the totally ordered set Y
where
Y = yi1 ; : : : ; yin−1↑; 0 ≤ i ≤ n; i 6= n− 1};
y
i
1 ; : : : ; y
i
n−1 being the first n − 1 entries in wui; 0 ≤ i ≤ n; i 6= n − 1.
(Here, the partial order ≥ is the usual partial order, namely, i1; : : : ; in−1 ≥
j1; : : : ; jn−1, if it ≥ jt; 1 ≤ t ≤ n − 1; i1; : : : ; in−1; j1; : : : ; jn−1 being
two increasing sequences of n− 1-tuples.)
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(IV) For 1 ≤ i ≤ 2n, let i′ = 2n+ 1− i, and i = mini; i′. We shall
denote the Bruhat order on W G by . Given w1 = a1 · · · a2n; w2 =
b1 · · · b2n; w1; w2 ∈ WG; we have w2  w1 if and only if the following two
conditions hold (cf. [12]).
(1) For 1 ≤ d ≤ n, we have b1; : : : ; bd↑ ≥ a1; : : : ; ad↑; for
all d.
(2) Let c1; : : : ; cd (resp. e1; : : : ; ed) be the set a1; : : : ; ad↑
(resp. b1; : : : ; bd↑). Suppose for some r; 1 ≤ r ≤ d, and some i; 0 ≤
i ≤ d − r, ci+1; : : : ; ci+r  = ei+1; : : : ; ei+r  = n + 1 − r; : : : ; n (in
some order). Then #j; i + 1 ≤ j ≤ i + r  cj > n, and #j; i + 1 ≤ j ≤
i+ r  ej > n should both be even or both odd.
Thus the Bruhat order  on WG is not induced from the Bruhat order
≥ on WH . Following the terminology in [12], we shall refer to condi-
tion (2) above as “if c1; : : : ; cd and e1; : : : ; ed have analogous parts,
then they are D-compatible”; we shall refer to ci+1; : : : ; ci+r  and
ei+1; : : : ; ei+r  as analogous parts.
In the following, we shall have occasion to use both of the partial orders
 and ≥.
Remark 7.1. (a) Let c1; : : : ; cd; e1; : : : ; ed ∈W PdG , where c1; : : : ;
cd  e1; : : : ; ed. Suppose c1; : : : ; cd; e1; : : : ; ed have analogous parts.
Then it is easily seen that the condition (2) is equivalent to the condition
that #j; 1 ≤ j ≤ d  cj > n and #j; 1 ≤ j ≤ d  ej > n are both even or
both odd.
(b) Given θ ∈ W , say θ = a1 · · · a2n, denoting by yi1 ; : : : ; yin−1 the
first n− 1 entries in θui; 0 ≤ i ≤ n; i 6= n− 1, we have
(
y
i
1 ; : : : ; y
i
n−1
 =  x1; : : : ; xn−1; 1 ≤ i ≤ n; i 6= n− 1a1; : : : ; an−1; i = 0
where for 1 ≤ i ≤ n− 2, x1; : : : ; xn−1 is the n− 1-tuple obtained from
a1; : : : ; an−1 by replacing ai by a′n, and for i = n; x1; : : : ; xn−1 = a1;
: : : ; an−2; a′n. Further, we have θn−1 is the least (under ≥) in yi1 ; : : : ;
y
i
n−1↑; 0 ≤ i ≤ n; i 6= n− 1.
(c) Given θ; w ∈ W , say θ = a1 · · · a2n; w = b1 · · · b2n, we have
(with notation as in (b) above)
wn−1  θn−1 ⇔ b1; : : : ; bn−1↑ 
(
y
i
1 ; : : : ; y
i
n−1
↑
for some i; 0 ≤ i ≤ n; i 6= n− 1:
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7.2. Chevalley Basis
For 1 ≤ k ≤ 2n, set k′ = 2n + 1 − k. The involution σ x SL2n →
SL2n; A 7→ EtA−1E, induces an involution σ x sl2n → sl2n; A 7→
−EtAE: In particular, we have, for 1 ≤ i; j ≤ 2n; σEij = −Ej′i′ , where
Eij is the elementary matrix with 1 at the i; jth place and 0 elsewhere;
and for 1 ≤ k ≤ 2n; k′ = 2n+ 1− k. Further
Lie G = A ∈ sl2n  EtAE = −A}:
The Chevalley basis Hεi−εi+1; 1 ≤ i < n; Hεn−1+εn;X±εj−εk; X±εj+εk;
1 ≤ j < k ≤ n for LieG may be given as
Hεi−εi+1 = Eii − Ei+1; i+1 + Ei+1′; i+1′ − Ei′i′
Hεn−1−εn = En−1; n−1 + En;n − En′; n′ − En−1′; n−1′
Xεj−εk = Ejk − Ek′j′
Xεj+εk = Ejk′ − Ekj′
X−εj−εk = Ekj − Ej′k′
X−εj+εk = Ek′j − Ej′k:
Definition 7.3. Let φ = a1 · · · ad ∈ W Pd; 1 ≤ d ≤ n − 2, and let i;
1 ≤ i ≤ n; be such that i; i + 1′ ∈ a1; : : : ; ad. Let τ = b1 · · · bd be
the element of W Pd obtained from a1 · · · ad by replacing i by i + 1, and
i+ 1′ by i′. In this situation, we say that τ is obtained from φ by a Type I
operation.
Definition 7.4. Let φ = a1 · · · ad ∈ W Pd; 1 ≤ d ≤ n− 2. Further let
n− 1; n ∈ a1; : : : ; ad. Let τ = b1 · · · bd be the element of W Pd obtained
from a1 · · · ad by replacing n− 1 by n′, and n by n− 1′. In this situation,
we say that τ is obtained from φ by a Type II operation.
We recall from [3] the following:
Proposition 7.5. Let τ; φ ∈ W Pd; 1 ≤ d ≤ n − 2; τ ≥ φ. Then τ;φ
is an admissible pair if and only if either τ = φ or τ is obtained from φ by a
sequence of operations of Type I or II.
7.6. The G-Module VKωd
For d = n − 1; n, VKωd is the spin representation, and the extremal
weight vectors, qτ; τ ∈ W Pd; form a basis for VKωd. For 1 ≤ d ≤ n− 2,
we have VKωd =
Vd V (here, V = K2n), and the extremal weight vectors
qτ; τ ∈ W Pd, say τ = a1 · · · ad; are given by
qτ = ±ea1 ∧ · · · ∧ ead :
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7.7. The Integers tdi; rdv
Let β = τεj + εk; j ≤ k < n − 1, s = min aj; ak, r = max aj; ak.
Fix d; k ≤ d < n − 1. The integers tdi; rdv are defined in exactly the
same way as in Section 6.
7.8. The Elements µdi; λdi; δdv; θdv; νd; ξd
The elements µdi; λdi; 0 ≤ i ≤ ld; δdv; θdv; 0 ≤ v ≤ qd; are again
defined in exactly the same way as in Section 5, and the elements νd; ξd are
defined as in Section 6.
Note that λdi; µdi; θdv; δdv; and ξd; νd are admissible pairs.
Recall [7] the following
Proposition 7.9. Let β ∈ τR+, say β = τα, where α ∈ R+.
(1) Let α = εj − εk; 1 ≤ j < k ≤ n. Then
X−βqτd =

0; if d < j or d ≥ k
±qsβτd; if j ≤ d < k:
(2) Let α = εj + εk; 1 ≤ j < k ≤ n.
(a) If k = n− 1; n, then
X−βqτd =

0; if d < j
±qsβτd; if j ≤ d:
(b) Let k < n− 1.
(i) Let ld; pd 6= 0; 0. Then
X−βqτd =
8<:
0; if d < j
qsβτd; if j ≤ d < k; or d = n− 1; n
aqξd; νd + vd; if k ≤ d < n− 1
where vd = 2
Pqd
i=0 biqθdi; δdi −
Pyd
i=0 ciqλdi; µdi ; yd = ld or ld − 1 according as
pd > or = 0, µdi; λdi; δdi; θdi; νd; ξd are as in Section 7.8 and ci = ±1,
while a; bi are zero if precisely one of aj; ak is > n and a; bi; i < qd; are
±1; bqd = ±1 or ± 3, otherwise (and the sum
Pqd
v=0 biqθdv; δdv is understood to
be zero, if pd = 0).
(ii) Let ld; pd = 0; 0. Then
X−βqτd = ±qξd; νd ;
where note that ξd = a1; : : : ; aˆj; : : : ; aˆk; : : : ; ad; r ′; s′↑ = sβτd, νd =
a1; : : : ; aˆj; : : : ; aˆk; : : : ; ad; r; s↑, r; s being as in Section 7.7.
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7.10. The Integers itm
Let it; 0 ≤ t ≤ p be the set of all integers defined as follows: Define
i0 = k.
If am < r, for all k < m ≤ n, then define p = 0.
If am > r, for some k < m ≤ n, then it is defined inductively so that
ait  = max
am > r; it−1 < m ≤ n}
(note that am < r; ip < m ≤ n; also note that p ≤ pk, and p = 0⇔ pk =
0).
If p > 0, then for t; 1 ≤ t ≤ p, define itl; 0 ≤ l ≤ ct inductively as
it0 = it−1, and it1 < · · · < itct are all the indices lying between it−1 and it
(when this set is nonempty) with the property
aitl  > am; ∀m > itl;m 6= it; such that am > r:
Note that i10 = i0 =k. Set ip+1 0 = ip.
Theorem 7.11. Let w; τ ∈ W; w ≥ τ, and β ∈ τR+, say β = τα,
where α ∈ R+.
(1) Let α = εl − εm; or εj + εk; k = n− 1; n. Then β ∈ Nw; τ ⇔
w ≥ sβτ.
(2) Let α = εj + εk; j < k < n− 1.
(a) If τ > sβτ, then β ∈ Nw; τ (necessarily).
(b) Let τ < sβτ.
(i) If precisely one of aj; ak is > n, then β ∈ Nw; τ ⇔
w ≥ sβτ.
(ii) Let τ < sβτ, and aj; ak ≤ n. Let max ai; aj = r. Then
β ∈ Nw; τ if and only if
w ≥ sβτ; if p = 0;
and if p > 0, then
wd  a1; : : : ; aˆj; : : : ; ad; a′k}↑; j ≤ d < k;
a1; : : : ; aˆj; : : : ; aˆk; : : : ; ad; s
′;
ait m+1 ′}↑;
itm ≤ d < it m+1; 0 ≤ m < ct; 1 ≤ t ≤ p;
a1; : : : ; aˆj; : : : ; aˆk; : : : ; ad; s
′; ait+1 ′
}↑; itct ≤ d < it; t < p;
sβτd; ipcp ≤ d ≤ n;
notation being as in Section 7.10.
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Proof. Let α = εj − εk; 1 ≤ j < k ≤ n, or εi + εk; k = n− 1; n. Then
the result follows from Proposition 7.9 (in view of Theorem 2.3).
Let α = εj + εk; j < k < n− 1. Let min aj; ak = s, maxaj; ak
= r.
(1) Let τ > τsα. This implies w > τsα, and hence β ∈ Nw; τ (cf.
[2, 11]).
(2) Let τ < τsα. This implies that at least one of aj; ak is ≤ n.
(a) Let precisely one of aj; ak be ≤ n. We have that either aj =
s; ak = r ′ or aj = r ′; ak = s; in both cases we have (cf. Proposition 7.9(2))
that X−βqτd belongs to Vw;ωd , for all 1 ≤ d ≤ n, if and only if
wd 
8<:
sβτd; j ≤ d < k;
λdi; 0 ≤ i ≤ ld; k ≤ d < n− 1;
sβτd; d = n− 1; n:
Now it is easily checked that the above condition is equivalent to the con-
dition
wd 
8<:
a1; : : : ; aˆj; : : : ; ad; a′k↑; if j ≤ d < k;
a1; : : : ; aˆj; : : : ; aˆk; : : : ; ad; r; s′↑; if k ≤ d < n− 1;
sβτd; if d = n− 1; n:
It is easily seen that the last condition is equivalent to the condition that
w  τsα.
(b) Let both aj; ak be ≤ n. This implies that either aj = s; ak = r;
or aj = r; ak = s.
Let p = 0. This implies am < r; k < m ≤ n, pd = 0 and ξd =
a1; : : : ; aˆj; : : : ; aˆk; : : : ; ad; r ′; t ′dld↑; k ≤ d < n − 1. We have (cf. Propo-
sition 7.9(2)) that
X−βqτd =
8><>:aqξd; νd −
ld−1X
i=0
ciqλdi; µdi ; if k ≤ d < n− 1; ld 6= 0;
±qξd; νd ; if ld = 0:
From this it follows that β ∈ Nw; τ if and only if
wd 
8<: sβτ
d; j ≤ d < k or d = n− 1; n
λdi; ξd; 0 ≤ i ≤ ld − 1; k ≤ d < n− 1; ld 6= 0;
ξd; k ≤ d < n− 1; ld = 0:
We have for k ≤ d < n− 1, if ld = 0, then ξd = sβτd.
Let then ld > 0. It is easily seen that wd  λdi; 0 ≤ i ≤ ld − 1, if and
only if wd  a1; : : : ; aˆj; : : : ; aˆk; : : : ; ad; tdld ; s′. Hence it follows that for
196 v. lakshmibai
k ≤ d < n− 1 such that ld > 0, we have wd  λdi; ξd; 0 ≤ i ≤ ld − 1; if
and only if
wd 
a1; : : : ; aˆj; : : : ; aˆk; : : : ; ad; tdld ; s′↑;
ξd
(=a1; : : : ; aˆj; : : : ; aˆk; : : : ; ad; r ′; t ′dld↑:
Now the last condition is seen to be equivalent to the condition that
wd  a1; : : : ; aˆj; : : : ; aˆk; : : : ; ad; r ′; s′}↑:
Thus in both cases we obtain that β ∈ Nw; τ if and only if
wd 
a1; : : : ; aˆj; : : : ; ad; a′k↑; if j ≤ d < k;
a1; : : : ; aˆj; : : : ; aˆk; : : : ; ad; r ′; s′↑; if k ≤ d ≤ n:
It is easily checked that the last condition is equivalent to the condition
that w  τsα.
Let p > 0. This implies pk > 0, and hence am > r, for some m; k <
m ≤ n. We have (cf. Proposition 7.9(2)) β ∈ Nw; τ if and only if
wd 
8>><>>:
sβτd; j ≤ d < k or d = n− 1; n;
ξd = sβτd; k ≤ d < n− 1; ld; pd = 0; 0;
λdi; ξd; 0≤ i≤ ld − 1; k≤d<n− 1; pd = 0; ld 6= 0;
λdi; θdv; ξd; 0≤ i≤ ld; 0≤ v≤ qd; k≤d<n− 1; pd 6= 0:
Let k ≤ d < n − 1. As above, we have that if pd = 0; ld > 0, then
a1; : : : ; aˆj; : : : ; aˆk; : : : ; ad; r ′; s′↑ =sβτd is the smallest element in
W Pd which is  λdi; ξd; 0 ≤ i ≤ ld − 1.
Let pd > 0. Then as above we have wd ≥ λdi; 0 ≤ i ≤ ld, if and only
if wd ≥ a1; : : : ; aˆj; : : : ; aˆk; : : : ; ad; r; s′↑, and wd ≥ θdv; 0 ≤ v ≤ qd, if
and only if wd ≥ a1; : : : ; aˆj; : : : ; aˆk; : : : ; ad; rdpd ; r ′↑. Hence we obtain
that wd  λdi; θdv; ξd; 0 ≤ i ≤ ld; 0 ≤ v ≤ qd, if and only if
wd 
8<:
a1; : : : ; aˆj; : : : ; aˆk; : : : ; ad; r; s′↑;
a1; : : : ; aˆj; : : : ; aˆk; : : : ; ad; rdpd ; r ′↑;
ξd
(=a1; : : : ; aˆj; : : : ; aˆk; : : : ; ad; r ′dpd ; r ′d pd−1}↑;
i.e., if and only if
wd  a1; : : : ; aˆj; : : : ; aˆk; : : : ; ad; r ′d pd−1; s′}↑:
Note that a1; : : : ; aˆj; : : : ; aˆk; : : : ; ad; r ′d pd−1; s′↑ is the smallest element
(under ) in W Pd which is  a1; : : : ; aˆj; : : : ; aˆk; : : : ; ad; r; s′↑,
a1; : : : ; aˆj; : : : ; aˆk; : : : ; ad; rdpd ; r ′↑; a1; : : : ; aˆj; : : : ; aˆk; : : : ; ad;
r ′dpd ; r
′
d pd−1↑; even though a1; : : : ; aˆj; : : : ; aˆk; : : : ; ad; r ′d pd ; s′↑ is the
smallest element (under ≥) in W Pd ≥ a1; : : : ; aˆj; : : : ; aˆk; : : : ; ad; r; s′↑;
a1; : : : ; aˆj; : : : ; aˆk; : : : ; ad; rdpd ; r ′↑, and a1; : : : ; aˆj; : : : ; aˆk; : : : ; ad;
r ′dpd ; r
′
d pd−1↑, it is 6 a1; : : : ; aˆj; : : : ; aˆk; : : : ; ad; rdpd ; r ′↑, since they
have noncompatible analogous parts (cf. (IV) above).
The required result follows from this.
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Remark 7.12. Compare the similarity between the condition in 2(b)(ii)
of Theorem 7.11) and the condition stated in Remark 6.12.
Remark 7.13. Let β = τα; α ∈ R+, and w ∈ W; w  τ. We have
(cf. [2, 11]) that condition (1) of Section 4.6 that w  sβτ implies the
condition (3) of Section 4.6 that β ∈ Nw; τ . Similarly, the condition (2)
of Section 4.6 that mwτωd − β = mτωd − β; for all 1 ≤ d ≤ n
implies the condition that β ∈ Nw; τ (in view of Theorem 2.3).
Let α = εj − εk or εn or εj + εn. Then the three conditions of Section 4.6
are equivalent (in view of Proposition 7.9).
Let α = εj + εk; j < k < n.
The condition that w  sβτ neither implies nor is implied by the condi-
tion that mwτωd − β = mτωd − β; for all 1 ≤ d ≤ n, in general.
For example, take G = SO10; τ = 1345′2′; α = ε2 + ε3; β = τα.
(1) Let w = 14′3′52 =sβτ. Then w  sβτ, but mwω3 − β 6
mω3 − β.
(2) Let w = 12′5′3′4′. Then mwωd − β = mωd − β; for all 1 ≤
d ≤ 5, but w 6 sβτ.
Note that the above two examples show that condition (3) of Section 4.6
implies neither (1) nor (2) of Section 4.6.
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