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The aim of this paper is to present a novel platform for advanced transmission of medical image and video, introducing context
awareness in telemedicine systems. Proper scalable image and video compression schemes are applied to the content according to
environmental properties (i.e., the underlying network status, content type, and the patient status). The transmission of medical
images and video for telemedicine purposes is optimized since better content delivery is achieved even in the case of low-bandwidth
networks. An evaluation platform has been developed based on scalable wavelet compression with region-of-interest support for
images and adaptive H.264 coding for video. Corresponding results of content transmission over wireless networks (i.e., IEEE
802.11e, WiMAX, and UMTS) have proved the eﬀectiveness and eﬃciency of the platform.
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1. INTRODUCTION
A number of telemedicine applications exist nowadays,
providing remote medical action systems (e.g., remote
surgery systems), patient remote telemonitoring facilities
(e.g., homecare of chronic disease patients), and transmis-
sion of medical content for remote assessment [1–5]. Such
platforms have been proved to be significant tools for the
optimization of patient treatment oﬀering better possibili-
ties for managing chronic care, controlling health delivery
costs, and increasing quality of life and quality of health ser-
vices in underserved populations. Collaborative applications
that allow for the exchange of medical content (e.g., a patient
health record) between medical experts for educational pur-
poses or for assessment assistance are also considered to be of
great significance [6–8]. Due to the remote locations of the
involved actuators, a network infrastructure (wired and/or
wireless) is needed to enable the transmission of the med-
ical data. The majority of the latter data are usually medi-
cal images and/or medical video related to the patient. Thus,
telemedicine systems cannot always perform in a success-
ful and eﬃcient manner. Issues like large data volumes (e.g.,
video sequences or high-quality medical images), unneces-
sary data transmission occurrence, and limited network re-
sources can cause ineﬃcient usage of such systems [9, 10]. In
addition, wired and/or wireless network infrastructures often
fail to deliver the required quality of service (e.g., bandwidth
requirements, minimum delay, and jitter requirements) due
to network congestion and/or limited network resources. Ap-
propriate content coding techniques (e.g., video and image
compression) have been introduced in order to assess such
issues [11–13]; however, the latter are highly associated with
specific content type and cannot be applied in general. Addi-
tionally, they do not consider the underlying network status
for appropriate coding and still cannot resolve the case of un-
necessary data transmission.
Scalable coding and context-aware medical networks can
overcome the aforementioned issues, through performing
appropriate content adaptation. This paper presents an im-
proved patient state and network-aware telemedicine frame-
work. The scope of the framework is to allow for medical
image and video transmissions, only when determined to
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be necessary, and to encode the transmitted data properly
according to the network availability and quality, the user
preferences, and the patient status. The framework’s archi-
tecture is open and does not depend on the monitoring ap-
plications used, the underlying networks, or any other issues
regarding the telemedicine system used. A prototype evalu-
ation platform has been developed in order to validate the
eﬃciency and the performance of the proposed framework.
WiMAX [14], UMTS, and 802.11e network infrastructures
have been selected for the networking of the involved enti-
ties. The latter wireless technologies provide wide area net-
work connectivity and quality of service (QoS) for specified
types of applications. They are considered thus to be suit-
able for delivering scalable coded medical video services since
the QoS classes can be associated with scalable compres-
sion schemes. Through the concomitance of the advanced
scalable video and image coding and the context-awareness
framework, medical video and image delivery can be opti-
mized in terms of better resources utilization and best per-
ceived quality. For example, in the case of patient monitor-
ing, where constant video transmission is required, higher-
compression schemes in conjunction with lower QoS net-
work classes might be selected for the majority of content
transmission, whereas in case of an emergency event, lower-
compression and high QoS classes provide better content de-
livery for proper assessment. In addition, when a limited re-
source network is detected (e.g., due to low-bandwidth or
high-congestion conditions), video can be replaced by still
images transmission. Diﬀerent compression and transmis-
sion schemes may also apply depending on the severity of the
case, for example, content transmission for educational pur-
poses versus a case of telesurgery. A scalable wavelet-based
compression scheme with region-of-interest (ROI) support
[13] has been developed and used for the coding of still med-
ical images, whereas in the case of video, an implementation
of scalable H.264 [15] coding has been adopted.
The rest of the paper is organized as follows. Section 2
presents related work in the context of scalable coding and
adaptive image and video telemedicine systems. Section 3 de-
scribes the proposed scalable image coding scheme, whereas
Section 4 deals with the scalable H.264 video coding.
Section 5 introduces the proposed context-awareness frame-
work. Performance aspects using a prototype evaluation plat-
form are discussed in Section 6. Finally, Section 7 concludes
the article and discusses future work.
2. RELATED WORK IN SCALABLE
CODING AND ADAPTIVE IMAGE AND
VIDEO TELEMEDICINE SYSTEMS
Scalable image and video coding has attracted recently the
interest of several networking research groups from both the
academia and the industry since it is the technology that
enables the seamless and dynamic adaptation of content to
network and terminal characteristics and user requirements.
More specifically, scalable coding refers to the creation of
a bitstream containing diﬀerent subsets of the same media
(image or video). These subsets consist of a basic layer that
provides a basic approximation of the media using an eﬃ-
cient compression scheme and additional datasets, which in-
clude additional information of the original image or video
increasing the media resolution or decreasing the distortion.
The key advantage of scalable coding is that the target bitrate
or reconstruction resolution does not need to be known dur-
ing coding and that the media do not need to be compressed
multiple times in order to achieve several bitrates for trans-
mission over various network interfaces. Another key issue is
that in scalable coding, the user may determine regions of in-
terest (ROIs) and compress/code them at diﬀerent resolution
or quality levels. This feature is extremely desired in medical
images and videos transmitted through telemedicine systems
with limited bandwidth since it allows at the same time for
zero loss of useful diagnostic information in ROIs and signif-
icant compression ratios which result in lower transmission
times.
The concept of applying scalable coding in medical im-
ages is not quite new. The JPEG2000 imaging standard [16]
has been tested in previous published works on medical
images [17]. The standard uses the general scaling method
which scales (shifts) coeﬃcients so that the bits associated
with the ROI are placed in higher bitplanes than the bits as-
sociated with the background. Then, during the embedded
coding process, the most significant ROI bitplanes are placed
in the bitstream before any background bitplanes of the im-
age. The scaling value is computed using the MAXSHIFT
method, also defined within the JPEG2000 standard. In this
method, the scaling value is computed in such a way that it is
possible to have arbitrary shaped ROIs without the need for
transmitting shape information to the decoder. The mapping
of the ROI from the spatial domain to the wavelet domain
is dependent on the used wavelet filters and it is simplified
for rectangular and circular regions. The encoder scans the
quantized coeﬃcients and chooses a scaling value S such that
the minimum coeﬃcient belonging to the ROI is larger than
the maximum coeﬃcient of the background (non-ROI area).
A major drawback, however, of the JPEG2000 standard is
the fact that it does not support lossy-to-lossless ROI com-
pression. Lossless compression is required in telemedicine
systems when the remote diagnosis is based solely on the
medical image assessment. In [18], a lossy-to-lossless ROI
compression scheme based on set partitioning in hierarchi-
cal trees (SPIHTs) [19] and embedded block coding with
optimized truncation (EBCOT) [20] is proposed. The in-
put images are segmented into the object of interest and the
background, and a chain code-based shape coding scheme
[21] is used to code the ROI’s shape information. Then,
the critically sampled shape-adaptive integer wavelet trans-
forms [22] are performed on the object and background im-
ages separately to facilitate lossy-to-lossless coding. Two al-
ternative ROI wavelet-based coding methods with applica-
tion to digital mammography are proposed by Penedo et
al. in [24]. In both methods, after breast region segmenta-
tion, the region-based discrete wavelet transform (RBDWT)
[23] is applied. Then, in the first method, an object-based
extension of the set partitioning in hierarchical trees (OB-
SPIHTs) [19] coding algorithm is used, while the second
method uses an object-based extension of the set partitioned
embedded block (OB-SPECK) [25] coding algorithm. Using




































Figure 2: Octave band composition produced by recursive wavelet
transform is illustrated on the left and the pyramid structure inside
the coeﬃcient matrix is shown on the right.
RBDWT, it is possible to eﬃciently perform wavelet subband
decomposition of an arbitrary shape region, while maintain-
ing the same number of wavelet coeﬃcients. Both OB-SPIHT
and OB-SPECK algorithms are embedded techniques; that is,
the coding method produces an embedded bitstream which
can be truncated at any point, equivalent to stopping the
compression process at a desired quality. The wavelet coef-
ficients that have larger magnitude are those with larger in-
formation content. In a comparison, with full-image com-
pression methods as SPIHT and JPEG2000, OB-SPIHT and
OB-SPECK exhibited much higher quality in the breast re-
gion at the same compression factor [24]. A diﬀerent ap-
proach is presented in [26], where the embedded zerotree
wavelets (EZWs) coding technique is adopted for ROI cod-
ing in progressive image transmission (PIT). The method
uses subband decomposition and image wavelet transform
to reduce the correlation in the subimages at diﬀerent reso-
lutions. Thus, the whole frequency band of the original im-
age is divided into diﬀerent subbands at diﬀerent resolutions.
The EZW algorithm is applied to the resulting wavelet coef-
ficients to refine and encode the most significant ones.
Scalable video coding (SVC) has been a very active work-
ing area in the research community and in international stan-

















RMS error versus compression factor for diﬀerent
image sets
Figure 3: RMS error for diﬀerent medical images according to qual-
ity factors.
ferent ways: a video can be spatially scalable and can accom-
modate a range of resolutions according to the network ca-
pabilities and the users’ viewing screens; it can be tempo-
rally scalable and can oﬀer diﬀerent frame rates (i.e., low
frame rates for slow networks); it can be scalable in terms
of quality or signal-to-noise ratio (SNR) including diﬀer-
ent quality levels. In all cases, the available bandwidth of
the transmission channel and the user preferences determine
resolution, frame rate, and quality of the video sequence. A
project on SVC standardization was originally started by the
ISO/IEC Moving Picture Experts Group (MPEG). Based on
an evaluation of the submitted proposals, the MPEG and
the ITU-T Video Coding Experts Group (VCEG) agreed to
jointly finalize the SVC project as an amendment of their
H.264/MPEG4-AVC standard [15], for which the scalable ex-
tension of H.264/MPEG4-AVC, as proposed in [34], was se-
lected as the first working draft. As an important feature of
the SVC design, most components of H.264/MPEG4-AVC
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are used according to their specification in the standard. This
includes the intra- and motion-compensated predictions, the
transform and entropy coding, the deblocking, as well as the
NAL unit packetization (network abstraction layer (NAL)).
The base layer of an SVC bitstream is generally coded in
compliance with the H.264/MPEG4-AVC Standard, and each
H.264/MPEG-4 AVC Standard-conforming decoder is capa-
ble of decoding this base layer representation when it is pro-
vided with an SVC bitstream. New tools are only added for
supporting spatial and signal-to-noise ratio (SNR) scalabil-
ity.
Regarding context awareness, despite the numerous im-
plementations and proposals of telemedicine and e-health
platforms found in the literature (an indicative reference col-
lection can be found in [1–8]), only a few systems seem to
be context-aware. The main goal of context-aware comput-
ing is to acquire and utilize information about the context
of a device to provide services that are appropriate to par-
ticular people, places, times, events, and so forth [40]. Ac-
cording to the latter, the work presented in [41] describes a
context-aware mobile system for interhospital communica-
tion taking into account the patient’s and physician’s physical
locations for instant and eﬃcient messaging regarding med-
ical events. Bardram presents in [42] additional use cases of
context awareness within treatment centers and provides de-
sign principles of such systems. The project “AWARENESS”
(presented in [43]) provides a more general framework for
enhanced telemedicine and telediagnosis services depending
on the patient’s status and location. To the best of our knowl-
edge, there is no other work exploiting context awareness for
optimizing network utilization and eﬃciency within the con-
text of medical networks and telemedicine services. A more
detailed description of the context-aware medical framework
is provided in Section 5 along with the proposed implemen-
tation.
3. THE PROPOSED SCALABLE IMAGE
CODING SCHEME
The proposed methodology adopts the distortion-limited
wavelet image codec (DLWIC) algorithm [27]. In DLWIC,
the image to be compressed is firstly converted to the wavelet
domain using the orthonormal Daubechies wavelet trans-
form [28]. The transformed data are then coded by bitlevels
and the output is coded using QM-coder [29], an advanced
binary arithmetic coder. The algorithm processes the bits
of the wavelet transformed image data in decreasing order
concerning their significance in terms of mean square er-
ror (MSE). This produces a progressive output stream en-
abling the algorithm to be stopped at any phase of the coding.
The already coded output can be used to construct an ap-
proximation of the original image. The latter feature is con-
sidered to be useful especially when a user browses medical
images using slow bandwidth connections, where the image
can be viewed immediately after only few bits have been re-
ceived; the subsequent bits then make it more accurate. DL-
WIC uses the progressivism by stopping the coding when the
quality of the reconstruction exceeds a threshold given as an
input parameter to the algorithm. The presented approach
solves the problem of distortion limiting (DL) allowing the
user to specify the MSE of the decompressed image. Further-
more, this technique is designed to be as simple as possi-
ble consuming less amount of memory in the compression-
decompression procedure, thus being suitable for usage on
mobile devices.
Figure 1 represents the structure of the DLWIC compres-
sion algorithm consisting of three basic steps: (1) the wavelet
transform, (2) the scanning of the wavelet coeﬃcients by
bitlevels, and (3) the coding of the binary decisions made by
the scanning algorithm and the coeﬃcients bits by the en-
tropy encoder. The decoding procedure is almost identical:
(1) binary decisions and coeﬃcient bits are decoded; (2) the
coeﬃcient data are generated using the same scanning algo-
rithm as in the coding phase, but using the previously coded
decision information; (3) the coeﬃcient matrix is converted
to a spatial image with the inverse wavelet transform.
The transform is applied recursively to the rows and
columns of the matrix representing the original spatial do-
main image. This operation gives us an octave band compo-
sition (see Figure 2). The left side (B) of the resulting coef-
ficient matrix contains horizontal components of the spatial
domain image, the vertical components of the image are on
the top (A), and the diagonal components are along the diag-
onal axis (C). Each orientation pyramid is divided into levels;
for example, the horizontal orientation pyramid (B) consists
of three levels (B0, B1, and B2). Each level contains details
of diﬀerent size; the lowest level (B0), for example, contains
the smallest horizontal details of the spatial image. The three
orientation pyramids have one shared top level (S), which
contains scaling coeﬃcients of the image, representing essen-
tially the average intensity of the corresponding region in the
image. Usually, the coeﬃcients in the wavelet transform of a
natural image are small on the lower levels and bigger on the
upper levels. This property is very important for the com-
pression; the coeﬃcients of this highly skewed distribution
can be thus coded using fewer bits.
The coeﬃcient matrix of size W × H is scanned by
bitlevels beginning from the highest bitlevel nmax required
for coding the biggest coeﬃcient in the matrix (i.e., the num-










∣0 ≤ i < W0 ≤ j < H}) + 1],
(1)
where the coeﬃcient in (i, j) is marked with ci,j. The coef-
ficients are represented using positive integers as well as the
sign bits that are stored separately. The coder first codes all
the bits on the bitlevel nmax of all coeﬃcients, then all the
bits on bitlevel nmax−1, and so on until the least significant
bitlevel 1 is reached or the scanning algorithm is stopped.
The sign is coded together with the most significant bit (the
first 1 bit) of a coeﬃcient.
Figure 3 depicts the root mean square (RMS) error re-
sults concerning the application of DLWIC algorithm for
both lossless (quality factor equal to one) and lossy (quality
factor smaller than one) compressions to three diﬀerent test
image sets. The latter consisted of 10 skin lesion images, 10
magnetic resonance images (MRIs), and 10 snapshot images































Figure 4: ROI coding system.
Table 1: Average Structural SIMilarity (SSIM) index for three diﬀerent test image sets using diﬀerent compression factors. The SSIM index
provides an indication of perceptual image similarity between original and compressed images.
Average SSIM index (%)
Compression factor 0.2 0.4 0.6 0.8
Test image
Skin lesion images 86.4475 93.0545 97.0601 99.4466
MRI images 84.8253 94.1986 97.2828 99.6702
Medical video snapshots 90.2179 94.5156 97.4221 99.6969
taken from a medical video (see Figure 5 for corresponding
images from the aforementioned datasets). With respect to
the acquired metrics from the test images, the discussed com-
pression method produces acceptable image quality degra-
dation (RMS value is less than 4 in the case of lossy com-
pression with factor 0.6). For a closer inspection of the com-
pression performance, the Structural SIMilarity (SSIM) in-
dex found in [30] is also used as an image quality indicator of
the compressed images. The specific metric provides a means
of quantifying the perceptual similarity between two images.
Perceptual image quality methods are traditionally based on
the error diﬀerence between a distorted image and a refer-
ence image, and they attempt to quantify the error by incor-
porating a variety of known properties of the human visual
system. In the case of SSIM index, the structural information
in an image is considered as an attribute for reflecting the
structure of objects, independently of the average luminance
and contrast, and thus the image quality is assessed based on
the degradation of the structural information. A brief litera-
ture review [31–33] has shown clearly the advantages of the
SSIM index against traditional RMS and peak signal-to-noise
ratio (PSNR) metrics and the high adoption by researchers
in the field of image and video processing. Average SSIM
index values for diﬀerent compression factors are presented
in Table 1. As derived by the conducted similarity compari-
son experiments using SSIM, the quality degradation even in
high compression ratios is not major (i.e., 90.2% and 9.69%
for compression factors 0.2 and 0.8, resp., in case of medical
video images). This fact proves the eﬃciency of the proposed
algorithm.
In this point, it should be noted that concerning lossy
compression, DLWIC performs better in case of medical im-
ages of large sizes. Lossy compression is performed by mul-
tiplexing a small number of wavelet coeﬃcients (compos-
ing the base layer and a few additional layers for enhance-
ment). Thus, a large number of layers are discarded, result-
ing in statistically higher compression results concerning the
file size. However, lossy medical image compression is con-
sidered to be unacceptable for performing diagnosis in most
of the imaging applications, due to quality degradation that,
even minor, can aﬀect the assessment. Therefore, in order
to improve the diagnostic value of lossy compressed images,
the ROI (region of interest) coding concept is introduced in
the proposed application. ROI coding is used to improve the
quality in specific regions of interest only by applying lossless
or low compression in these regions, maintaining the high
compression in regions of noninterest. The wavelet-based
ROI coding algorithm implemented in the proposed applica-
tion is depicted in Figure 4. An octave decomposition is used
which repeatedly divides the lower subband into 4 subbands.
Let D denote the number of decomposition level, then the
number of subbands M is equal to 4+3(D−1). Assuming that
the ROI shape is given by the client as a binary mask form on
the source image, the wavelet coeﬃcients on the ROI and on
the region of noninterest (RONI) are quantized with diﬀer-
ent step sizes. For this purpose, a corresponding binary mask
is obtained, called WT mask, on the transform domain. The
whole coding procedure can be summarized in the following
steps.
(i) The ROI mask is set on the source image x.
(ii) The mask and the requested image x are transferred to
the application server.
(iii) The corresponding WT mask B is obtained.
(iv) The DWT coeﬃcient X is calculated.
(v) Bit allocations for the ROI and RONI areas are ob-
tained.
(vi) The X is quantized with the bit allocation from the pre-
vious step for each subband of each region.
(vii) The resulting quantized coeﬃcient is encoded.
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(a) (b) (c)
(d) (e) (f)
Figure 5: Image samples compressed at diﬀerent scaling factors and region of interest (ROI) coding. (a) Skin lesion image, (b) MRI image,
and (c) medical video image (snapshot) compressed at 0.5 scale factor, respectively. (d)–(f) The same images with background compressed
at 0.1 scale factor and ROI at 0.5.
Table 2: Patient data and data levels indicating an urgent status.
Acquired patient data Data levels indicating an urgent state
ECG (electrocardiogram, 3 leads) ST wave elevation and depression T-wave inversion
BP (noninvasive blood pressure) 90 mm Hg > systolic > 170 mm Hg
PR (pulse rate) 50/min > PR > 110/min
HR (heart rate) 50/min > HR > 110/min
SpO2 (hemoglobin oxygen saturation) <90 (%)





Figure 6: Hierarchical prediction structure of H.264/MPEG-4AVC.
(viii) The WT mask B is encoded.
(ix) The entropy coded coeﬃcient and WT mask are mul-
tiplexed in order to create the bitstream.
The decoding process follows the reverse order at the
client side. The major advantage of the proposed ROI cod-
ing method is that it produces a progressive output stream,
and thus the ROI is decoded progressively at the receiver. The
user has the capability to stop the transmission at any phase
of the coding, while the already transmitted output can be
used to construct an approximation of the original image.
The specific feature is especially desired for browsing medical
images in low-bandwidth mobile networks. In comparison
to the JPEG2000 standard, the proposed scheme is preferable
since it supports lossy-to-lossless ROI compression. The sim-
plicity of the latter ROI coding requires low computational
complexity allowing the usage of the method in real time and
even on mobile devices as well.
Figure 5 visualizes the compression eﬀect on image sam-
ples from the three diﬀerent datasets used, using diﬀerent
compression factors and ROI coding. Images (a)–(c) are
compressed at 0.5 factor, whereas images (d)–(f) have their
background compressed at 0.1 and the ROI at 0.5, respec-
tively. The implementation of the scalable coder has been
performed in C++, whereas the encoding part has been de-
veloped in Java enabling its usage in both standalone and
Web applications (Java applets).
4. H.264 SCALABLE VIDEO CODING
In contrast to older video coding standards as MPEG-
2, the coding and display order of pictures are com-
pletely decoupled in H.264/MPEG4-AVC standard. Any pic-
ture can be marked as reference picture and used for
motion-compensated prediction of the following pictures



























Figure 7: Architecture of the proposed context-aware medical video services framework.
independently of the corresponding slice coding types. These
features allow for the coding of picture sequences with arbi-
trary temporal dependencies.
Temporal scalable bitstreams can be generated by using
hierarchical prediction structures as illustrated in Figure 6
without any changes to H.264/MPEG4-AVC. The so-called
key pictures are coded in regular intervals by using only pre-
vious key pictures as references. The pictures between two
key pictures are hierarchically predicted as shown in Figure 6.
It is obvious that the sequence of key pictures represents the
coarsest supported temporal resolution, which can be refined
by adding pictures of the following temporal prediction lev-
els. In addition to enabling temporal scalability, the hierar-
chical prediction structures also provide an improved cod-
ing eﬃciency compared to classical IBBP coding (named af-
ter the corresponding frame sequence) on the cost of an in-
creased encoding-decoding delay [35]. Furthermore, the eﬃ-
ciency of the tools for supporting spatial and SNR scalability
is improved as it will be proven in the following sections. It
should also be noted that the delay of hierarchical predic-
tion structures can be controlled by restricting the motion-
compensated prediction in pictures of the future.
Spatial scalability is achieved by an oversampled pyramid
approach. The pictures of diﬀerent spatial layers are indepen-
dently coded with layer-specific motion parameters as illus-
trated in Figure 6. However, in order to improve the coding
eﬃciency of the enhancement layers in comparison to simul-
cast, additional interlayer prediction mechanisms have been
introduced. These prediction mechanisms have been made
switchable so that an encoder can freely choose which base
layer information should be exploited for an eﬃcient en-
hancement layer coding. Since the incorporated interlayer
prediction concepts include techniques for motion param-
eter and residual prediction, the temporal prediction struc-
tures of the spatial layers should be temporally aligned for an
eﬃcient use of the interlayer prediction. It should be noted
that all NAL units for a time instant form an access unit and
thus have to follow each other inside an SVC bitstream.
5. INTRODUCING THE CONTEXT-AWARENESS
FRAMEWORK
This section discusses in detail the proposed context-
awareness framework that enables the monitoring of net-
work and patient statuses and determines the appropriate
coding of medical video and images using the aforemen-
tioned coding techniques. The architecture of the discussed
framework is illustrated in Figure 7. The major modules are
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Table 3: Video frame, H.264 layer, and WiMAX classes correlation for each scenario.
Video sequences
Frame types H.264 layers
I P B BL EL1 EL2
A rtPS BE BE 128 Kbps — —
B rtPS nrtPS BE 128 Kbps 256 Kbps 256 Kbps
Table 4: Received packet and frame statistics for the evaluation experiments.
Frame type Packet delay (ms) Frame delay (ms) Packet jitter (ms) Frame jitter (ms) Packet loss (%) Frame loss (%)
Video sequence A
I 302.85 323.45 6.23 7.19 3.2 0.1
P 339.87 322.89 7.14 8.09 12.4 11.1
B 973.86 962.32 9.31 9.43 47.6 47.1
Video sequence B
I 302.85 323.32 6.71 7.27 3.2 0.1
P 340.81 323.59 7.29 8.17 11.9 11.1
B 942.43 969.36 7.62 8.27 43.7 43.3
(a) the network status monitoring module that determines
the current network interface used and the corresponding
status, (b) the patient status monitoring module that collects
patient data and determines the patient status, and (c) the
data coding module which is responsible for properly coding
(i.e., compressing) the transmitted video or image, accord-
ing to instructions given by (d) the medical broker (i.e., usu-
ally a repository containing predefined or dynamically de-
fined threshold values for determining patient and network
statuses).
The patient state can be determined through a number
of biosensors (i.e., heart rate and body temperature sensors)
and corresponding vital signals. Defined threshold values in
the latter signals determine the case of an immediate video
data transmission with better quality (alarm event) to the
monitoring unit. In case of normal patient status, periodi-
cal video transmission might occur at lower video quality,
or alternatively video can be replaced by highly compressed
images (suitable for low-bandwidth networks). Video and
image coding and transmission can also vary according to
network availability and quality. The framework can be also
used in cases of remote assessment or telesurgery; according
to the network interface used, appropriate video coding is ap-
plied to the transmitted medical data, thus avoiding possible
transmission delays and optimizing the whole telemedicine
procedure. The image and video compression factors are au-
tomatically selected based on the current patient status and
the underlying network type. Further modification of the lat-
ter factors can be performed by the users (i.e., physicians)
when the perceived image/video quality is considered to be
inappropriate for assessment due to the network conditions.
The framework’s architecture is open and does not de-
pend on the monitoring applications used, the underlying
networks, or any other issues regarding the telemedicine sys-
tem used. For this purpose, Web services [36, 37] have been
used as a communication mechanism between the major
framework components and the external patient monitor-
ing applications used. The message exchange has been imple-
mented through SOAP [38], a simple yet very eﬀective and
flexible XML-based communication mechanism. The latter
involves the session initialization (which more precisely in-
cludes user authentication and service discovery) and the ex-
change of status and control messages. The status messages
include information regarding the patient data as generated
from the monitoring sensors and the underlying network
status and quality, whereas the control messages contain in-
structions regarding the proper coding of the transmitted
data (see Figure 9). It should be noted that the involved mod-
ules for the aforementioned communication (see Figure 8)
can all reside at the patient’s site, or alternatively the medical
broker can reside at the remote treatment site for the direct
collection of medical data and the reactive instruction’s pro-
vision.
The following section provides information regarding
the evaluation of the proposed platform using H.264 and
wavelet scalable coding for image and video data.
6. EVALUATION PLATFORM
In order to validate the adaptive transmission of medical
video and image data using context-aware medical networks,
an evaluation platform has been implemented based on the
concept described in Section 5. H.264 [15, 34] has been
used for video coding and scalable wavelet for image cod-
ing [13], respectively. The main components of which the
platform consists are the attached biosensors to the patient,
the software modules responsible for collecting the corre-
sponding signals and determining the appropriate video cod-
ing depending on the patient and network statuses, and
the simulated network infrastructures (i.e., IEEE 802.11g
(WLAN), UMTS, and WiMAX) for data transmission to
the monitoring units (e.g., a treatment center, an ambu-
lance, or a physician at a remote site). Two patient states
have been defined: normal and urgent. The patient data
that are monitored through corresponding sensors are ECG,
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Table 5: Response time for UMTS and WLAN radio segments.
Response time TR (s) WLAN | UMTS
Compression scheme No compression JPEG Wavelet (lossless) Wavelet (lossy)
Skin lesion (520 Kb) 8.6 | 35.2 8.1 | 27 3.6 | 20 3 | 19.6
Image type (file size) MRI (525 Kb) 8.8 | 41.3 8.3 | 28 4.3 | 21.3 3.9 | 19.9
Video snapshot (1 Mb) 14.2 | 54 8.4 | 29.3 5.1 | 22 4 | 17
Table 6: ROI transmission time for UMTS, WLAN, and WiMAX emulated radio segments.
ROI coding
ROI transmission time (s)
UMTS WLAN WiMAX
CR (262 Kb) 5 1.5 1.42
Image type (file size) CT (525 Kb) 5.7 1.55 1.5











Authentication and service discovery
Network and patient status notification
Proper coding notification
Patient (coded) data transmission
Figure 8: Message exchange between the framework’s modules for the case of remote patient status monitoring.
Figure 9: XML instance of an SOAP message containing information about the patient status.
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BP (noninvasive blood pressure), PR (pulse rate), HR (heart
rate), and SpO2 (hemoglobin oxygen saturation).
6.1. Evaluation results from H.264 video compression
For[RS10] the evaluation of H.264 video coding, two video
sequences have been used for transmission corresponding
to the two defined patient statuses. The media access con-
trol (MAC) layer of 802.16 enables the diﬀerentiation among
traﬃc categories with diﬀerent multimedia requirements.
The standard [44] supports four quality-of-service schedul-
ing types: (1) unsolicited grant service (UGS) for the con-
stant bitrate (CBR) service, (2) real-time polling service
(rtPS) for the variable bitrate (VBR) service, (3) nonreal-
time polling service (nrtPS) for nonreal-time VBR, and (4)
best eﬀort (BE) service for service with no rate or delay re-
quirements. For the specific scenario, a simulated WiMAX
wireless network of 1 Mbps has been used; the following rates
for the supported traﬃc classes have been allocated: 200 Kbps
for the UGS class, 300 Kbps for the rtPS class, 200 Kbps for
the nrtPS classes, and 200 Kbps for the best BE class. Each
group of pictures (GOP) is consisted of I, P, and B frames
structured by repeating sequences of the period IBBPBBPBB.
The GOP contains 25 frames per second, and the maximum
UDP packet size is at 1000 bytes (payload only). The NS2
simulator [45] and a WiMAX module presented in [46] have
been used for this purpose. A number of 11 nodes randomly
distributed at a surface of 1000 m2 using omnidirectional an-
tenna models provided by NS2 have been simulated.
A scalable extension of H.264/AVC encoder and decoder
was used, provided by [39]. A number of background flows
are also transmitted in the simulated network in order to fill
in the respective WiMAX class capacity in the link. The back-
ground traﬃc is increased from 210 Kbps to 768 Kbps lead-
ing the system in congestion. For evaluation purposes, we
adopt a simpler QoS mapping policy, by using direct map-
ping of packets to WiMAX classes. All packets are formed
into three groups, according to the type of context that they
contain, and each group of packets is mapped to one WiMAX
class.
The first simulation scenario refers to the normal pa-
tient status. The corresponding video sequence has been used
with a single layer H.264 transmission; rtPS for transmit-
ting I frames and nrtPS and BE for transmitting P and B
frames are used, respectively. The second simulation scenario
refers to the urgent patient status and it considers a scal-
able H.264 stream transmission consisting of two layers; the
base layer (BL) packets are encoded using the scalable exten-
sion H.264/AVC codec at 128 kbps and two enhancement lay-
ers (ELs) (i.e., EL1 and EL2) are encoded each at 256 kbps,
respectively. The correlation between the video frames, the
H.264 layers, and the network classes is presented in Table 3.
The experimental results prove better network resources
utilization in case of the normal patient status, and accept-
able video quality in case of the urgent patient status. PSNR
and Structural SIMilarity (SSIM) index [31] have been used
as quality metrics. In the case of normal patient status (video
sequence A, higher compression, and low network quality
class used), PSNR and SSIM were calculated at the receiver
at 23.456 and 0.762, respectively. In the case of the urgent
patient status (video sequence B, better video coding, and
higher network quality class used), PSNR and SSIM were cal-
culated at 29.012 and 0.918, respectively.
Table 4 presents corresponding results regarding the
packet and frame statistics at the receiver side for each frame
type (i.e., I, P, and B). There is a decrease in frame delay,
loss, and jitter for the second video sequence despite the
fact that video is encoded in higher quality. The latter is
translated into both better network resource utilization and
proper video quality when context awareness indicates the
proper video coding and transmission schemes.
6.2. Evaluation results from wavelet
image compression
Regarding the wavelet image coding, the first set of mea-
surements concerns the framework’s response time (i.e., the
time to transmit a compressed image) for diﬀerent image
types (skin lesion, MRI, and video snapshot with sizes of 520,
525 Kb, and 1.3 Mb, resp.) for diﬀerent types of compression
(no compression, JPEG compression with a quality factor of
0.75, and lossless and lossy discrete wavelet compression), for
the cases where either UMTS or WLAN is the access network.
The corresponding results are depicted in Table 5.
The lossless compression can be selected for cases where
the underlying network infrastructure has the means (i.e.,
high bandwidth, limited jitter, and delay) to support trans-
mission of larger data size or in cases where the context
of the transmission demands high perceived image quality
(e.g., a patient emergency event). In correspondence to the
latter, lossy image compression can be used in the case of
patient monitoring through still images using a resource-
limited wireless network (e.g., UMTS).
With respect to the evaluation results, discrete wavelet
compression reduces the actual medical image downloading
time improving in this way the response time for the pro-
posed application. An additional performance metric of the
proposed medical application concerns the ROI transmission
time for the same image dataset for three emulated radio ac-
cess networks (i.e., UMTS, WLAN, and WiMAX). The cor-
responding results are depicted in Table 6.
7. CONCLUSION
Medical video and image transmission is a key issue for the
successful deployment and usage of telemedicine applica-
tions especially when wireless network infrastructures are
used. Adaptive and scalable coding on the other hand is con-
sidered to be quite important since it is the technology that
enables the seamless and dynamic adaptation of content ac-
cording to network or patient status and their requirements.
This paper introduces the concept of adaptive transmission
of medical video and image data in telemedicine systems us-
ing context-aware medical networks. Adaptive transmission
is achieved through scalable video coding using H.264 and
wavelet-based scalable image compression with ROI coding
support. The simplicity of the latter ROI coding requires
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low computational complexity allowing for the usage of the
method in real time and even on mobile devices as well.
Context awareness is achieved through the monitoring of
the patient status, the context of the data transmission, and
the network status. Evaluation results using diﬀerent wireless
networks (i.e., IEEE 802.11e, WiMAX, and UMTS) indicate
the eﬀectiveness of the platform in the context of both eﬃ-
cient data compression with acceptable quality degradation
and proper data transmission over wireless networks. What
remains as future work is the establishment of the innovative
context-aware medical video and image coding platform into
a real patient-care environment, providing helpful informa-
tion regarding the assessment of the platform in use.
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