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Abstract
In this paper we study unique continuation properties of solutions to higher (fifth) order nonlinear dis-
persive models. The aim is to show that if the difference of two solutions of the equations, u1 − u2, decays
sufficiently fast at infinity at two different times, then u1 ≡ u2.
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1. Introduction
In 1895, Korteweg and de Vries [20] derived the celebrated Korteweg–de Vries (KdV) equa-
tion,
∂tu+ ∂3xu+ u∂xu = 0, (1.1)
which describes the evolution of long water waves down a canal of rectangular cross section. The
KdV equation contains a third order dispersion term. However, higher order dispersion terms
arise by retaining more terms in the Boussinesq perturbation expansion. Higher order dispersive
equations also appear in many other physical models as described below, as well as in various
geometric and algebraic problems.
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independent Schrödinger operator,
L= d
2
dx2
− u(x),
are invariant when the potential varies according to the KdV equation. They subsequently used
this information to solve the initial value problem (IVP) for the KdV equation with data that
decays sufficiently fast.
In [25], Lax extended the results of Gardner et al. and obtained a class of evolution equations
under which the operators
L(t) = d
2
dx2
− u(x, t) (1.2)
are unitarily equivalent whenever u satisfies an equation in the class. These equations are now
known as the KdV hierarchy. Lax’s method included finding a one-parameter family of unitary
operators U(t) such that
U(t)−1L(t)U(t) (1.3)
is independent of t . This one-parameter family must solve a differential equation of the form
Ut = HU (1.4)
where H ∗ = −H . Conversely, every solution of (1.4) where H is skew-symmetric is a one-
parameter family of unitary operators. Applying (1.3) and (1.4) we have
Lt = HL−LH = [H ;L].
Also by (1.2), Lt reduces to multiplication by −∂tu. Taking H = H0 = ddx it follows that[H0;L] = −∂xu. Thus if u varies according to the transport equation,
∂tu− ∂xu = 0,
then the operators of (1.2) are unitarily equivalent. Using the third order antisymmetric operator
H = H1 = −5 d
3
dx3
+ 6u d
dx
+ 6 d
dx
u,
[H1,L] becomes multiplication by ∂3xu−6u∂xu, thus leading us to the KdV equation. In general
Lax considered operators of the form
Hj = d
2j+1
dx2j+1
+
j∑
k=1
(
βjk
d2k−1
dx2k−1
+ d
2k−1
dx2k−1
βjk
)
,
where the coefficients βjk are chosen so that [Hj ;L] is of order zero.
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derivation Lenard considered the chain of conservation laws for the KdV equation,
F0(u) = 3
∫
udx, F1(u) = 12
∫
u2 dx, F2(u) =
∫ 1
6
u3 − 1
2
(∂xu)
2 dx, etc.
Letting Gj(u) be the gradients of these functionals we have
G0(u) = 3, G1(u) = u, G2(u) = 12u
2 + ∂2xu, etc.,
which are related by JGj = ddxGj+1, where J is the third order operator
J = ∂3x +
2
3
u∂x + 13∂xu.
In [26], Lax proved that
∂tu+ ∂xGj+1u = ∂tu+ [Hj ;L] = 0, j = 0,1, . . . ,
which is known as the j th equation in the KdV hierarchy. In particular, taking j = 1 we arrive at
the KdV equation. For j = 2 we obtain
∂tu+ ∂5xu+ 10u∂3xu+ 20∂xu∂2xu+ 30u2∂xu = 0, (1.5)
and for j = 3 we have
∂tu+ ∂7xu+ 14u∂5xu+ 42∂xu∂4xu+ 70u2∂3xu+ 70∂2xu∂3xu
+ 280u∂xu∂2xu+ 70(∂xu)3 + 140u3∂xu = 0,
which we will call the fifth and seventh order KdV equations respectively.
For the majority of this paper we will consider a general fifth order differential equation,
which includes the fifth order KdV equation, the Kaup equation [12],
∂tu+ ∂5xu+ 30u∂3xu+ 75∂xu∂2xu+ 180u2∂xu = 0, (1.6)
and the Sawada–Kotera equation [31],
∂tu+ ∂5xu+ 15u∂3xu+ 15∂xu∂2xu+ 45u2∂xu = 0. (1.7)
These completely integrable equations arise in the study of higher order models of water
waves [19]. However, our result also encompasses many other models, including
∂tu+ ∂5xu− u∂xu = 0, (1.8)
∂tu+ ∂5xu− u∂3xu− 2∂xu∂2xu = 0, (1.9)
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∂tu+ ∂5xu− ∂xu∂4xu− 5∂2xu∂3xu = 0. (1.10)
In [1], Benney proposed the above equations, (1.8)–(1.10), to model the interaction between
long and short waves. Equation (1.8) allows the breaking of large amplitude long waves; at very
small amplitudes the long waves are practically nondispersive, and at moderate amplitudes the
long waves satisfy the KdV equation. Systems described by (1.9) and (1.10) do not display any
breaking and differ in that large scale disturbances can effect the propagation of short waves
more strongly in the latter equation.
Kakutani and Ono [10] proposed the equation
∂tu+ ∂5xu+
3
2μ4
u∂xu = 0 (1.11)
as a model for magneto-acoustic waves at the critical angle in a cold plasma. Here μ is a constant
depending on the ion and electron cyclotron frequencies.
More recently Kraenkel, Manna, Montero, and Pereira [21–23] found a physical interpretation
of the equations of the KdV hierarchy in the context of the theory of water waves. In particular,
they studied the propagation of long surface waves in a shallow inviscid fluid. By applying the
multiple time method they showed that the KdV hierarchy equations arise in the description of
such systems.
Numerous models also contain a linear first order or third order term. For instance, Lisher
[27] proposed the equation
∂tu+ ∂5xu+
(
1 + u+ u2)∂3xu+ (1 + u)∂xu∂2xu+ (u+ u2 + (∂xu)2)∂xu = 0
to describe the anharmonic motion of atoms in a lattice. Here the exact value of the coefficients
have been assumed to be 1. Also the Kawahara equation [13],
∂tu+ ∂5xu± α∂3xu− u∂xu = 0,
has been used to describe the propagation of long waves in a shallow liquid beneath an ice
sheet [8], as well as gravity waves on the surface of a heavy liquid with surface tension taken
into account [39]. Although our current findings do not include such models, we hope to extend
our results to cover these instances.
Many conclusions regarding the well-posedness of equations of the KdV hierarchy have been
deduced. To define well-posedness, consider an IVP of the form
∂tu = f (u), u(0) = φ. (1.12)
We say that (1.12) is locally well-posed in a function space X if for each φ ∈ X there is a
T = T (‖φ‖X) > 0 and a unique function u ∈ C([0, T ] : X)∩ · · · satisfying (1.12) for t ∈ (0, T ].
Moreover, we ask that the map φ → u be locally continuous from X to C([0, T ] : X). If T can
be arbitrarily large we say that (1.12) is globally well-posed in X. Thus we do not only require
existence and uniqueness of the solution, but we also require persistence, in that the solution
describes a continuous curve in the function space.
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for initial data in H∞. Schwarz [32] considered the periodic problem associated to the KdV
hierarchy. He showed global existence for the j th equation in Hn(S) for n  2j + 1 and that
uniqueness holds for data in Hn(S), n 3j + 1.
In [28], Ponce provided a new proof that given u0 ∈ H∞(R), for any T > 0, there ex-
ists a unique solution u ∈ C∞(R × [0, T ]) ∩ L∞([0, T ] : H∞) of the IVP associated to (1.5).
Ponce also showed that the IVPs associated to (1.5) and (1.9) are locally well-posed in the class
C([0,1] : Hs) ∩ L2([0,1] : Hs+2loc ) given initial data in Hs(R) for s  4. Moreover, in the case
of (1.5) the results can be extended to any time interval [0, T ]. In [16], Kenig, Ponce, and Vega
showed that (1.5) is locally well-posed in Hs(R) ∩ L2(|x|m dx), s  4m. They used several
smoothing effects obtained in [15].
Among the various estimates in [15], Kenig, Ponce, and Vega showed that for any θ ∈ [0,1],∥∥∥∥∫
R
ei(tξ
5+xξ)|ξ |3θ/2uˆ0(ξ) dξ
∥∥∥∥
L
2/(1−θ)
x
 c|t |−θ/2‖u0‖L2/(1+θ)x . (1.13)
From this oscillatory integral estimate they obtained the following generalization of the so-called
Strichartz estimate [35]:∥∥∥∥∫
R
ei(tξ
5+xξ)|ξ |αθ/2uˆ0(ξ) dξ
∥∥∥∥
L
q
t (R:Lpx )
 c‖u0‖L2x (1.14)
where (p, q) = ( 21−θ , 10θ(1+α) ), θ ∈ [0,1], and α ∈ [0, 32 ]. By taking θ = 1 in (1.13) we have that
if u0 ∈ L1 then the solution to the linear IVP associated to the fifth order KdV equation,
Λu = ∂tu+ ∂5xu = 0, u(x,0) = u0(x), (1.15)
has 3/2-derivatives in L∞ for any t 	= 0. On the other hand, (1.14) shows that the solution
to (1.15) has 3/4-derivatives in L∞(R) a.e. t when u0 ∈ L2(R). Kenig, Ponce, and Vega also
established the following identity:
∫
R
∣∣∣∣∫
R
ei(tξ
5+xξ)uˆ0(ξ) dξ
∣∣∣∣2 dt = c ∫
R
|uˆ0(ξ)|2
ξ4
dξ
for any x ∈ R. Thus if u0 ∈ Hs(R), then the solution u(x, t) of (1.15) belongs to Hs+2loc (R) for
a.e. t . This is a global in time generalization of the Kato, Kruzhkov, Faminskii smoothing effect
[11,24], which was first established for solutions of the KdV equation and was later extended to
general dispersive equations [3,34,37].
Regularity results have also been derived for higher order dispersive equations. In particular,
consider the linear Cauchy problem given in (1.15). Define the unitary group {U(t)} by
U(t)φ =
∫
e2πixξ eitξ
5
φˆ(ξ) dξ.
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if u0 ∈ L2(R) and xu0 ∈ L2(R) then the solution u(t) = U(t)u0 of (1.15) satisfies(
x − 5t∂4x
)
u ∈ C(R : L2(R)).
Hence, under the assumptions on the data, the solution u(x, t) to the linear IVP has four deriva-
tives in L2loc for t 	= 0.
Many other results have been shown for the KdV equation which we believe hold true for
other equations in the KdV hierarchy. For instance in [11], Kato showed that if the given data is
in the space of functions which decay exponentially to the right, then the solution to the linear
IVP associated to the KdV equation,
∂tu+ ∂3xu = 0,
is C∞ for t > 0. One can check that the same holds for the KdV equation, and that a similar
property holds for the fifth order KdV equation, and actually for the entire hierarchy.
Several unique continuation properties have been established for nonlinear dispersive equa-
tions under the hypothesis that the solutions agree on a large sub-domain of R. In particular, Saut
and Scheurer [30] considered dispersive operators of the form
K = iDt + αi2k+1D2k+1 +R(x, t,D), α 	= 0, D = 1
i
∂x, Dt = 1
i
∂t ,
where
R(x, t,D) =
2k∑
j=0
rj (x, t)D
j , rj ∈ L∞
(
(−T ,T ) : L2loc(Ω)
)
.
They proved that if u ∈ L2((−T ,T ) : H 2k+1loc (Ω)) is a solution to Ku = 0 which vanishes in some
open set Ω1 ⊂ Ω × (−T ,T ), then u vanishes in the horizontal components of Ω1. Consequently,
if u1 and u2 are two solutions to Ku = 0 on the strip R × [0, T ], which agree on an open set Ω1
that spans [0, T ], then these solutions are equal.
In [38], Zhang used the inverse scattering transform and results from Hardy function theory
to prove that if u ∈ C(R : Hs(R)) (s > 3/2) is a solution to (1.1) such that
suppu(x, tj ) ⊂ (−∞, a)
[
or (a,∞)], j = 1,2, a ∈ R,
then u vanishes everywhere. In [18], Kenig, Ponce, and Vega extended Zhang’s result to any pair
of solutions of the k-generalized KdV (k-gKdV) equation,
∂tu+ ∂3xu+ uk∂xu = 0, k ∈ Z+. (1.16)
In particular, they showed that if u1 and u2 are a pair of sufficiently smooth solutions of (1.16)
such that
u1(x, t) = u2(x, t), (x, t) ∈ (−∞, a)× {t1, t2}
(
or (a,∞)× {t1, t2}
)
then u1 ≡ u2.
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with appropriate exponential decay, the solution to the Cauchy problem associated to (1.1) be-
comes analytic with respect to the x-variable for t > 0. It should be noted that Tarama’s result
does not apply to the difference of two arbitrary solutions of the KdV equation and hence does
not imply the results of [18].
In this paper we will study uniqueness properties of solutions of the fifth order KdV equation.
Let u1 and u2 be solutions of (1.5) in R × [0,1]. Our aim is to find sufficient conditions on the
differences u1(· ,0)− u2(· ,0) and u1(· ,1)− u2(· ,1) such that u1 ≡ u2. A similar property was
proven by Escauriaza, Kenig, Ponce, and Vega in [5] for the k-gKdV.
Our main result is as follows:
Theorem 1.1. Let u1, u2 ∈ C([0,1] : H 6∩L2(|x|2 dx)) with ∂xu1, ∂xu2 ∈ C([0,1] : L2(|x|2 dx))
be solutions of (1.5) in (x, t) ∈ R × [0,1]. If there exists an  > 0 such that
u1(· ,0)− u2(· ,0), u1(· ,1)− u2(· ,1) ∈ H 2
(
eλx
4/3+
+ dx
) (1.17)
for all λ > 0, then u1 ≡ u2.
Here we define x+ = max{x;0}.
Remarks.
• It suffices that (1.17) holds for λ  A = A(‖u1‖L∞t H 6; ‖u2‖L∞t H 6; ‖xu1‖L∞t L2x ;‖xu2‖L∞t L2x ), as will be seen in the proof.• The result also applies to many of the above-mentioned models (1.6)–(1.11). In fact, if the
nonlinear term depends only on u and ∂xu, as is the case in (1.8) and (1.11), the result holds
with 54 instead of
4
3 +  in (1.17). As we see below this resembles the decay of the associated
linear IVP.
Our nonlinear result, Theorem 1.1, will be a consequence of the following linear result re-
garding the general equation
∂tu+ ∂5xu+ p4(x, t)∂4xu+ p3(x, t)∂3xu
+ p2(x, t)∂2xu+ p1(x, t)∂xu+ p0(x, t)u = 0, (1.18)
where the coefficients pj depend on the structure of the nonlinear terms considered, the solu-
tions u1 and u2, and their derivatives.
Theorem 1.2. Assume that the coefficients in (1.18) satisfy
p0 ∈ L6/5xt ∩L48/41x L48/35t ∩L8/7x L8/5t ∩L48/43x L48/25t ∩L12/11x L12/5t ,
p1 ∈ L48/41x L48/35t ∩L8/7x L8/5t ∩L48/43x L48/25t ∩L12/11x L12/5t ∩L16/15x L16/5t ,
p2 ∈ L8/7x L8/5t ∩L48/43x L48/25t ∩L12/11x L12/5t ∩L16/15x L16/5t ∩L24/23x L24/5t ,
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p4 ∈ L12/11x L12/5t ∩L16/15x L16/5t ∩L24/23x L24/5t ∩L48/47x L48/5t ∩L1xL∞t . (1.19)
Also assume that
∂
j
x pk, ∂
l
xp4, ∂tp4 ∈ L∞
(
R × [0,1]) (j = 0,1, k = 0,1,2,3, l = 0,1,2,3,4),
p4, ∂tp4 ∈ L∞t
(
R : L1x(R)
)
. (1.20)
Let v ∈ C([0,1] : H 4(R) ∩ L2(|x|2dx)) be a solution of (1.18) in (x, t) ∈ R × [0,1]. If there
exists an  > 0 such that v(· ,0), v(· ,1) ∈ H 2(eλx4/3++ dx) for all λ > 0, then v ≡ 0.
Remarks.
• By a change of variables it is equivalent to consider
∂tu− ∂5xu+ p4(x, t)∂4xu+ p3(x, t)∂3xu+ p2(x, t)∂2xu+ p1(x, t)∂xu+ p0(x, t)u = 0,
with appropriate modification of the pj (x, t), instead of (1.18).
• If p4 ≡ 0 and p3 ≡ 0, then it suffices to have v(· ,0), v(· ,1) ∈ H 2(eλx5/4+ dx). This will be
justified in the remark after Lemma 3.2.
To motivate our results we recall the following decay property shown by Sidi, C. Sulem, and
P.-L. Sulem [33]. Consider the linear IVPs
∂tu+ ∂x
(−∂2x )nu = 0, u(x,0) = u0(x). (1.21)
The solution to (1.21) is
u(x, t) = 2
t1/(2n+1)
∞∫
−∞
h
(
x − x′
t1/(2n+1)
)
u0(x
′) dx′
with
h(x) =
∞∫
0
cos
(
ξ (2n+1) + xξ)dξ.
Sidi et al. showed that if n ∈ Z+, then as x → ∞,
h(x) ∼ c1x−((2n−1)/4n)
×
n∑
exp
{
i
(
c2x
1+(1/2n) exp
[
i(2j − 1)
2n
π
]
+ 2j − 1
4n
π
)}
. (1.22)j=1
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h(x) ∼ c1x−3/8 exp
(−c2x5/4).
Hence the exponent 5/4 arises in the asymptotic bound of the kernel for the associated linear
problem. Also due to the results of Sidi et al. it appears that similar results, with corresponding
exponential decay, should hold for all equations of the KdV hierarchy. Our eventual goal is to
extend this result to the entire hierarchy.
If u1 and u2 are solutions of (1.5), let v = u1 − u2. Then
∂tv + ∂5x v + 10u1∂3x v + 20∂xu1∂2x v +
(
20∂3xu2 + 30u21
)
∂xv
+ (10∂3xu2 + 30∂xu2(u1 + u2))v = 0. (1.23)
Therefore v is a solution to (1.18) with
p4(x, t) = 0, p3(x, t) = 10u1, p2(x, t) = 20∂xu1,
p1(x, t) = 20∂2xu2 + 30u21, p0(x, t) = 10∂3xu2 + 30∂xu2(u1 + u2). (1.24)
We shall see that under the hypotheses of Theorem 1.1 these pj satisfy (1.19) and (1.20). Al-
though p4 ≡ 0 in the case of the fifth order KdV equation, we have decided to show the more
general theorem including the fourth order term.
We will first show existence of solutions for the nonhomogeneous IVPs associated to the
linear problem (1.18),
∂tu+ ∂5xu+ p4(x, t)∂4xu+ p3(x, t)∂3xu+ p2(x, t)∂2xu
+ p1(x, t)∂xu+ p0(x, t)u = f, (1.25)
and the equation arising from conjugating (1.25) by eμx , namely,
∂tw + eμx∂5x e−μxw + p4(x, t)eμx∂4x e−μxw + p3(x, t)eμx∂3x e−μxw
+ p2(x, t)eμx∂2x e−μxw + p1(x, t)eμx∂xe−μxw + p0(x, t)w = eμxf. (1.26)
Notice that
eμx∂nx e
−μx = (eμx∂xe−μx)n = (∂x −μ)n,
for n ∈ Z+. Thus (1.26) is equivalent to
∂tw + (∂x −μ)5w + p4(x, t)(∂x −μ)4w + p3(x, t)(∂x −μ)3w
+ p2(x, t)(∂x −μ)2w + p1(x, t)(∂x −μ)w + p0(x, t)w = eμxf. (1.27)
Moreover, if u(x, t) is a solution of (1.25) then w(x, t) = eμxu(x, t) satisfies (1.27). Therefore
we will utilize (1.27) to show that if
eμxf ∈ L2([0,1] : H 1(R)), eμxu(x,0) ∈ H 3(R), and μ 10‖p4‖L∞(R×[0,1]), (1.28)
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eμxu ∈ C([0,1] : H 3(R))∩L2([0,1] : H 5(R)). (1.29)
As previously mentioned it is equivalent to consider (1.18) with a negative fifth order term.
Hence, suppose w(x, t) satisfies
R˜w = ∂tw − (∂x −μ)5w + p4(x, t)(∂x −μ)4w − p3(x, t)(∂x −μ)3w
+ p2(x, t)(∂x −μ)2w − p1(x, t)(∂x −μ)w + p0(x, t)w = eμxf. (1.30)
Consider the associated viscous IVP
R˜w = eμxf + ∂6xw, w(x,0) = w˜(x) ∈ H 3(R),  ∈ (0,1). (1.31)
If eμxf ∈ L1([0,1] : L2(R)), from the estimates∥∥∂jx et∂6x w˜∥∥L2  c(t)−j/6‖w˜‖L2, j = 0, . . . ,5,
it follows that there exists a solution
w ∈ C
([0, T] : H 3(R))∩L2([0, T] : H 6(R))
of (1.31), where T ↓ 0 as  ↓ 0. Now applying the operator ∂jx to (1.31), multiplying the result
by ∂jxw for j = 0,1,2,3, integrating by parts in the space variable, and using Young’s inequality
we obtain the estimate
sup
[0,T ]
‖w‖H 3 +
μ
2
T∫
0
∥∥∂5xw∥∥2L2 dt  cμ
(
‖w˜‖H 3 +
T∫
0
∥∥eμxf ∥∥2
H 1 dt
)
eκT (1.32)
with
κ = κ(μ; ∥∥∂lxp4∥∥L∞(R×[0,T ]), l = 0,1,2,3,4; ∥∥∂jx pk∥∥L∞(R×[0,T ]), k = 0,1,2,3, j = 0,1).
Notice that the constants in (1.32) are independent of . Therefore we can again apply the local
existence theory to extend solutions of (1.31) to the entire time interval [0,1]. Then letting  ↓ 0
yields a solution
wμ ∈ C
([0,1] : H 3(R))∩L2([0,1] : H 5(R))
of (1.30). Thus if the conditions in (1.28) hold, by performing a change of variables x → −x, we
obtain a unique solution u(x, t) of (1.25) satisfying (1.29).
Next we use an integrating factor to show that we can eliminate the fourth order term in (1.18).
Define
w(x, t) = u(x, t)e 15
∫ x
0 p4(s,t) ds . (1.33)
L.L. Dawson / J. Differential Equations 236 (2007) 199–236 209Then
e
1
5
∫ x
0 p4(s,t) ds∂tu = ∂tw − 15
( x∫
0
∂tp4(s, t) ds
)
w,
e
1
5
∫ x
0 p4(s,t) ds∂xu = ∂xw − 15p4w,
e
1
5
∫ x
0 p4(s,t) ds∂2xu = ∂2xw −
2
5
p4∂xw +
(
−1
5
∂xp4 +
(
1
5
p4
)2)
w,
e
1
5
∫ x
0 p4(s,t) ds∂3xu = ∂3xw −
3
5
p4∂
2
xw +
(
−3
5
∂xp4 + 325 (p4)
2
)
∂xw
+
(
−1
5
∂2xp4 +
3
25
p4∂xp4 −
(
1
5
p4
)3)
w,
e
1
5
∫ x
0 p4(s,t) ds∂4xu = ∂4xw −
4
5
p4∂
3
xw +
(
−6
5
∂xp4 + 625 (p4)
2
)
∂2xw
+
(
−4
5
∂2xp4 +
12
25
p4∂xp4 − 4125 (p4)
3
)
∂xw
+
(
−1
5
∂3xp4 +
4
25
p4∂
2
xp4 +
3
25
(∂xp4)
2 − 6
125
(p4)
2∂xp4 + 1625 (p4)
4
)
w,
e
1
5
∫ x
0 p4(s,t) ds∂5xu = ∂5xw − p4∂4xw +
(
−2∂xp4 + 25 (p4)
2
)
∂3xw
+
(
−2∂2xp4 +
6
5
p4∂xp4 − 225 (p4)
3
)
∂2xw
+
(
−∂3xp4 +
4
5
p4∂
2
xp4 +
3
5
(∂xp4)
2 − 6
25
(p4)
2∂xp4 + 1125 (p4)
4
)
∂xw
+
(
1
5
p4∂
3
xp4 +
2
5
∂xp4∂
2
xp4 −
1
5
∂4xp4 −
2
25
(p4)
2∂2xp4 −
3
25
p4(∂xp4)
2
+ 2
125
(p4)
3∂xp4 − 33125 (p4)
5
)
w.
Thus multiplying (1.18) by e 15
∫ x
0 p4(s,t) ds we obtain
∂tw + ∂5xw + p˜3(x, t)∂3xw + p˜2(x, t)∂2xw + p˜1(x, t)∂xw + p˜0w = 0. (1.34)
Therefore if u(x, t) is a solution of (1.18), w(x, t) satisfies (1.34).
For the rest of the paper we will proceed as follows. In Section 2 we will first derive an upper
estimate for solutions of (1.18) in the domain (x, t) ∈ (M−1,M)×(0,1). Since weighted energy
estimates are not applicable we instead derive relevant Carleman estimates. We then proceed to
find a lower bound for the L2-norm of a solution and its first four derivatives. We conclude in
Section 4 by combining the results of the previous sections to prove Theorem 1.2. We also show
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thus proving Theorem 1.1.
Throughout the paper we will be using the following notation. Let ΩM = {(x, t) ∈
(M − 1,M)× (0,1)}. Also let
|||u|||X :=
∥∥eμxu∥∥
L12xt
+ ∥∥eμx∂xu∥∥L16x L16/3t + ∥∥eμx∂2xu∥∥L24x L24/7t
+ ∥∥eμx∂3xu∥∥L48x L48/19t + ∥∥eμx∂4xu∥∥L∞x L2t .
Define
Y = L12/11xt ∩L16/15x L16/13t ∩L24/23x L24/17t ∩L48/47x L48/29t ∩L1xL2t , (1.35)
and
|||u|||Y := ‖u‖L12/11xt + ‖u‖L16/15x L16/13t + ‖u‖L24/23x L24/17t + ‖u‖L48/47x L48/29t + ‖u‖L1xL2t .
Lastly, let
Rf = (∂t + ∂5x )f, Rμf = (∂t + eμx∂5x e−μx)f.
2. Upper bounds
Consider the differential equation (1.15). The solution is given by
u(x, t) = (eitξ5 uˆ0)∨ := U(t)u0.
We have the following decay estimate,∥∥Dθαu(t)∥∥
L
2/(1−θ)
x
 c|t |− θ(α+1)5 ‖u0‖L2/(1+θ)x
for 0 α  3/2 and 0 θ  1. For proof of this inequality see [4,14]. By a familiar argument
the following equivalent Strichartz estimates hold:
∥∥D θα2 U(t)u0∥∥Lqt Lpx  c‖u0‖L2 ,∥∥∥∥∥
∞∫
−∞
D
θα
2 U(t)g(· , t) dt
∥∥∥∥∥
L2x
 c‖g‖
L
q′
t L
p′
x
,
∥∥∥∥∥
∞∫
−∞
DθαU(t − t ′)g(· , t ′) dt ′
∥∥∥∥∥
L
q
t L
p
x
 c‖g‖
L
q′
t L
p′
x
(2.1)
for 0 α  3/2, 0 θ  1, p = 21−θ , q = 10θ(α+1) , and 1p + 1p′ = 1q + 1q ′ = 1.
Our first upper bound result is the following lemma.
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|||u|||X  cμ4
(∥∥J 2(eμxu(· ,0))∥∥
L2 +
∥∥J 2(eμxu(· ,1))∥∥
L2
)+ c∣∣∣∣∣∣eμxRu∣∣∣∣∣∣
Y
where J sg = ((1 + |ξ |2)s/2gˆ)∨.
Proof. Let w = eμxu ∈ C∞([0,1],S(R)). Then it suffices to show the following inequalities:
‖w‖L12xt  c
(∥∥w(· ,0)∥∥
L2 +
∥∥w(· ,1)∥∥
L2
)+ c‖Rμw‖L12/11xt , (2.2)∥∥eμx∂xe−μxw∥∥L16x L16/3t  cμ(∥∥J 1/2w(· ,0)∥∥L2 + ∥∥J 1/2w(· ,1)∥∥L2)
+ c‖Rμw‖L16/15x L16/13t , (2.3)∥∥eμx∂2x e−μxw∥∥L24x L24/7t  cμ2(∥∥Jw(· ,0)∥∥L2 + ∥∥Jw(· ,1)∥∥L2)
+ c‖Rμw‖L24/23x L24/17t , (2.4)∥∥eμx∂3x e−μxw∥∥L48x L48/19t  cμ3(∥∥J 3/2w(· ,0)∥∥L2 + ∥∥J 3/2w(· ,1)∥∥L2)
+ c‖Rμw‖L48/47x L48/29t , (2.5)∥∥eμx∂4x e−μxw∥∥L∞x L2t  cμ4(∥∥J 2w(· ,0)∥∥L2 + ∥∥J 2v(· ,1)∥∥L2)+ c‖Rμw‖L1xL2t . (2.6)
As previously noted,
Rμ = ∂t + (∂x −μ)5 = ∂t + ∂5x − 5μ∂4x + 10μ2∂3x − 10μ3∂2x + 5μ4∂x −μ5.
Thus the symbol of Rμ is
σ(Rμ) := iτ + (iξ)5 − 5μ(iξ)4 + 10μ2(iξ)3 − 10μ3(iξ)2 + 5μ4(iξ)−μ5
= i(τ + ξ5 − 10μ2ξ3 + 5μ4ξ)− (5μξ4 − 10μ3ξ2 +μ5).
The real part of σ(Rμ) vanishes when
ξ = ±μ
√
1 ± 2
√
5
5
,
which will be denoted as ξi , i = 1,2,3,4.
Proof of (2.2). It suffices to prove (2.2) for w ∈ C∞([0,1] : S(R)) with wˆ(ξ, t) = 0 near ξi
(i = 1,2,3,4) for all t ∈ [0,1]. Assume f ∈ C∞([0,1] : S(R)) such that f (x, t) = 0 for t near 0
and 1. Also assume that for all t ∈ R, fˆ (ξ, t) = 0 for ξ near ξi (i = 1,2,3,4). Define
Â0f (ξ, τ ) = fˆ (ξ, τ )5 2 3 4 4 3 2 5 .i(τ + ξ − 10μ ξ + 5μ ξ)− (5μξ − 10μ ξ +μ )
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(a) ‖A0f ‖L12xt  c‖f ‖L12/11xt ,
(b) ‖A0f ‖L12xt  c‖f ‖L1t L2x . (2.7)
Assume that the inequalities in (2.7) hold. Choose η ∈ C∞0 (R),  ∈ (0,1/4) with η(t) = 1
for t ∈ [2,1 − 2], and supp(η) ⊂ [,1 − ]. Define
w(x, t) = η(t)w(x, t), f(x, t) = Rμw(x, t). (2.8)
Then
Â0f = fˆ
σ (Rμ)
= σ(Rμ)wˆ
σ (Rμ)
= wˆ.
By our assumptions on f and w, A0f ∈ L2xt and w ∈ L2xt , which imply A0f = w . Thus
Rμ
(
w(x, t)
)= (∂t + eμx∂5x e−μx)w(x, t)
= (∂t + eμx∂5x e−μx)(η(t)w(x, t))
= η′(t)w(x, t)+ η(t)Rμw(x, t).
Therefore ∥∥w(x, t)∥∥L12xt = ∥∥A0(η′(t)w(x, t))+A0(η(t)Rμw(x, t))∥∥L12xt

∥∥A0(η′(t)w(x, t))∥∥L12xt + ∥∥A0(η(t)Rμw(x, t))∥∥L12xt
 c
∥∥η′(t)w(x, t)∥∥L1t L2x + c∥∥η(t)Rμw(x, t)∥∥L12/11xt .
Letting  ↓ 0 we obtain (2.2).
The proof of (2.7)(a) can be found in [17, Lemma 4.1]. To prove (2.7)(b), it suffices to show
for f (x, t) = f (x) · δt0(t) with fˆ (ξ) = 0 near ξi (i = 1,2,3,4), that for t0 ∈ (0,1)
‖A0f ‖L12xt  c‖f ‖L2x
with c independent of t0. We have
Â0f (ξ, τ ) = e
it0τ fˆ (ξ)
i{(τ + ξ5 − 10μ2ξ3 + 5μ4ξ)+ i(5μξ4 − 10μ3ξ2 +μ5)}
:= −i e
it0τ fˆ (ξ)
τ − a(ξ)+ ib(ξ) . (2.9)
Recalling the formula(
eit0τ
)∨
(t) = ceita
{
χ(−∞,0)(t − t0)e(t−t0)b, b > 0,
χ (t − t )e(t−t0)b, b < 0,τ − a + ib (0,∞) 0
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T̂0f (ξ) =
(
χ{b(ξ)>0}(ξ)eita(ξ)e(t−t0)b(ξ)χ(−∞,0)(t − t0)
)
fˆ (ξ)
+ (χ{b(ξ)<0}(ξ)eita(ξ)e(t−t0)b(ξ)χ(0,∞)(t − t0))fˆ (ξ), (2.10)
with a(ξ) and b(ξ) as defined in (2.9). So it suffices to prove
‖T0f ‖L12xt  c‖f ‖L2x
with c independent of μ and t0, which follows from (2.1). 
Notice also that it is clear from the multipliers in (2.10) that
‖T0f ‖L2x  c‖f ‖L2x ,
which implies
‖A0f ‖L∞t L2x  c‖f ‖L1t L2x . (2.11)
Proof of (2.6). We make the same assumptions on w(x, t), wˆ(ξ, τ ), f (x, t), and fˆ (ξ, t). Define
Â4f (ξ, τ ) = (iξ −μ)4Â0f (ξ, τ )
= (iξ −μ)
4fˆ (ξ, τ )
i(τ + ξ5 − 10μ2ξ3 + 5μ4ξ)− (5μξ4 − 10μ3ξ2 +μ5) .
We will show
(a) ‖A4f ‖L∞x L2t  c‖f ‖L1xL2t ,
(b) ‖A4f ‖L∞x L2t  cμ4
∥∥J 2f ∥∥
L1t L
2
x
. (2.12)
Assume that the inequalities in (2.12) hold. Then using the notation of (2.8)∥∥(∂x −μ)4w∥∥L∞x L2t  ∥∥(∂x −μ)4A0η′(t)w(x, t)∥∥L∞x L2t
+ ∥∥(∂x −μ)4A0η(t)Rμw(x, t)∥∥L∞x L2t
= ∥∥A4η′(t)w(x, t)∥∥L∞x L2t + ∥∥A4η(t)Rμw(x, t)∥∥L∞x L2t
 cμ4
∥∥J 2η′(t)w(x, t)∥∥L1t L2x + c∥∥η(t)Rμw(x, t)∥∥L1xL2t , (2.13)
and again taking the limit as  ↓ 0 we obtain (2.6).
To prove (2.12)(a) we will follow the argument given in [18]. First we show that it suffices to
consider μ = 1. Suppose (2.12)(a) holds. Then∥∥eμx∂4xf ∥∥ ∞ 2  c∥∥eμx(∂t + ∂5x )f ∥∥ 1 2 . (2.14)Lx Lt LxLt
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∥∥eμx∂4xfμ∥∥L∞x L2t =
∥∥∥∥(∫ (eμx∂4xfμ(x, t))2 dt)1/2∥∥∥∥
L∞x
=
∥∥∥∥(∫ (eyμ4∂4yf (y, s))2μ−5 ds)1/2∥∥∥∥
L∞x
= μ3/2∥∥ey∂4yf ∥∥L∞y L2s .
Similarly,
∥∥eμx(∂t + ∂5x )fμ∥∥L1xL2t =
∫ (∫ (
eμx
(
∂t + ∂5x
)
fμ(x, t)
)2
dt
)1/2
dx
=
∫ (∫ (
eyμ5
(
∂s + ∂5y
)
f (y, s)
)2
μ−5 ds
)1/2
μ−1 dy
= μ3/2∥∥ey{∂s + ∂5y}f ∥∥L1yL2s .
Thus we must show (2.14) with μ = 1, specifically∥∥ex∂4xf ∥∥L∞x L2t  c∥∥ex(∂t + ∂5x )f ∥∥L1xL2t ,
or equivalently
‖A4f ‖L∞x L2t  c‖f ‖L1xL2t
where
Â4f (ξ, τ ) = (iξ − 1)
4fˆ (ξ, τ )
i(τ + ξ5 − 10ξ3 + 5ξ)− (5ξ4 − 10ξ2 + 1) .
Consider the multiplier
m(ξ, τ ) = (iξ − 1)
4
i(τ + (ξ + i)5)
= −i
(
B1
ξ − b1 +
B2
ξ − b2 +
B3
ξ − b3 +
B4
ξ − b4 +
B5
ξ − b5
)
where
5∏
(ξ − bi) = τ + (ξ + i)5. (2.15)i=1
L.L. Dawson / J. Differential Equations 236 (2007) 199–236 215Then ⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
b1b2b3b4b5 = −(τ + i),
b1b2b3b4 + b1b2b3b5 + b1b2b4b5 + b1b3b4b5 + b2b3b4b5 = 5,
b1b2b3 + b1b2b4 + b1b2b5 + b1b3b4 + b1b3b5 + b1b4b5 + b2b3b4
+ b2b3b5 + b2b4b5 + b3b4b5 = 10i,
b1b2 + b1b3 + b1b4 + b1b5 + b2b3 + b2b4 + b2b5 + b3b4
+ b3b5 + b4b5 = −10,
b1 + b2 + b3 + b4 + b5 = −5i,
(2.16)
and
M
⎛⎜⎜⎜⎝
B1
B2
B3
B4
B5
⎞⎟⎟⎟⎠=
⎛⎜⎜⎜⎝
1
−4i
−6
4i
1
⎞⎟⎟⎟⎠
with
M =
⎛⎜⎜⎜⎜⎜⎜⎝
1 1 1 1 1
b2+b3+b4+b5 b1+b3+b4+b5 b1+b2+b4+b5 b1+b2+b3+b5 b1+b2+b3+b4
b2b3+b2b4+b2b5+b3b4+b3b5+b4b5 ∑
1i<j5
i,j 	=2
bibj
∑
1i<j5
i,j 	=3
bibj
∑
1i<j5
i,j 	=4
bibj
∑
1i<j4
bibj
b2b3b4+b2b3b5+b2b4b5+b3b4b5 ∑
1i<j<k5
i,j,k 	=2
bibj bk
∑
1i<j<k5
i,j,k 	=3
bibj bk
∑
1i<j<k5
i,j,k 	=4
bibj bk
∑
1i<j<k4
bibj bk
b2b3b4b5 b1b3b4b5 b1b2b4b5 b1b2b3b5 b1b2b3b4
⎞⎟⎟⎟⎟⎟⎟⎠ .
A direct computation gives us
det(M) =
∏
1i<j5
(bi − bj ). (2.17)
Remarks.
• If b1 < b2 < b3 < b4 < b5, then det(M) 	= 0.
• If bi = bj for i 	= j , then det(M) = 0.
• For τ ∈ R with |τ | 1/2, d(ξ, τ ) = τ + (ξ + i)5, as a function of ξ , does not have a double
zero.
Let bi = τ 1/5ci . Then (2.16) becomes⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
c1c2c3c4c5 = −(1 + i/τ ),
c1c2c3c4 + c1c2c3c5 + c1c2c4c5 + c1c3c4c5 + c2c3c4c5 = 5τ−4/5,
c1c2c3 + c1c2c4 + c1c2c5 + c1c3c4 + c1c3c5 + c1c4c5 + c2c3c4
+ c2c3c5 + c2c4c5 + c3c4c5 = 10iτ−3/5,
c1c2 + c1c3 + c1c4 + c1c5 + c2c3 + c2c4 + c2c5 + c3c4
+ c3c5 + c4c5 = −10τ−2/5,
c1 + c2 + c3 + c4 + c5 = −5iτ−1/5.
(2.18)
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Proof. Suppose |c1| >K with K  1. Then the first identity in (2.18) implies
|c2c3c4c5| 3
K
.
Applying the second identity in (2.18) we have
∣∣c1(c2c3c4 + c2c3c5 + c2c4c5 + c3c4c5)∣∣ 3
K
+ 5τ−4/5,
so
|c2c3c4 + c2c3c5 + c2c4c5 + c3c4c5| 3
K2
+ 5
Kτ 4/5
 3
K2
+ 10
K
.
The third identity in (2.18) gives us∣∣c1(c2c3 + c2c4 + c2c5 + c3c4 + c3c5 + c4c5)∣∣
= |c1c2c3 + c1c2c4 + c1c2c5 + c1c3c4 + c1c3c5 + c1c4c5|
= ∣∣c2c3c4 + c2c3c5 + c2c4c5 + c3c4c5 − 10iτ−3/5∣∣
 3
K2
+ 10
K
+ 20,
which implies
|c2c3 + c2c4 + c2c5 + c3c4 + c3c5 + c4c5| 3
K3
+ 10
K2
+ 20
K
.
Then the fourth identity in (2.18) gives us∣∣c1(c2 + c3 + c4 + c5)∣∣= |c1c2 + c1c3 + c1c4 + c1c5|
= ∣∣c2c3 + c2c4 + c2c5 + c3c4 + c3c5 + c4c5 + 10τ−2/5∣∣
 3
K3
+ 10
K2
+ 20
K
+ 20.
Therefore
|c2 + c3 + c4 + c5| 3
K4
+ 10
K3
+ 20
K2
+ 20
K
.
Finally, by the fifth identity in (2.18),
K < |c1| =
∣∣c2 + c3 + c4 + c5 + 5iτ−1/5∣∣< 3
K4
+ 10
K3
+ 20
K2
+ 20
K
+ 10,
which is a contradiction, thus completing the proof of the subclaim. 
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of (2.15) and evaluating at ξ = bi (i = 1,2,3,4,5), it follows that
(b1 − b2)(b1 − b3)(b1 − b4)(b1 − b5) = 5(b1 + i)4,
(b2 − b1)(b2 − b3)(b2 − b4)(b2 − b5) = 5(b2 + i)4,
(b3 − b1)(b3 − b2)(b3 − b4)(b3 − b5) = 5(b3 + i)4,
(b4 − b1)(b4 − b2)(b4 − b3)(b4 − b5) = 5(b4 + i)4,
(b5 − b1)(b5 − b2)(b5 − b3)(b5 − b4) = 5(b5 + i)4. (2.19)
Multiplying the identities in (2.19) we find∏
1i<j5
(bi − bj )2 = 55(b1 + i)4(b2 + i)4(b3 + i)4(b4 + i)4(b5 + i)4. (2.20)
By (2.15), (2.17), and (2.20) we have(
det(M)
)2 = 55(b1 + i)4(b2 + i)4(b3 + i)4(b4 + i)4(b5 + i)4 = 55τ 4.
Thus |τ 2 det(M˜)| = |det(M)| 55/2|τ |2, so for τ 	= 0, |det(M˜)| 50.
Now if |τ |  1/2, then the ci (i = 1,2,3,4,5) are bounded and det(M˜) is bounded below.
We have
M =
⎛⎜⎜⎜⎝
1 0 0 0 0
0 τ 1/5 0 0 0
0 0 τ 2/5 0 0
0 0 0 τ 3/5 0
0 0 0 0 τ 4/5
⎞⎟⎟⎟⎠ M˜
so
M−1 = M˜−1
⎛⎜⎜⎜⎝
1 0 0 0 0
0 τ−1/5 0 0 0
0 0 τ−2/5 0 0
0 0 0 τ−3/5 0
0 0 0 0 τ−4/5
⎞⎟⎟⎟⎠
and ⎛⎜⎜⎜⎝
B1
B2
B3
B4
B5
⎞⎟⎟⎟⎠= M−1
⎛⎜⎜⎜⎝
1
−4i
−6
4i
1
⎞⎟⎟⎟⎠ .
We can write
Bi = Bi(τ )1/5 =
Bi(τ )
1/5ξ − bi ξ − τ ci ξ − τ (Re ci(τ )+ i Im ci(τ ))
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For τ 1/5 Im ci(τ ) > 0 we have
1
ξ − iτ 1/5 Im ci(τ ) = c
(
χ(0,∞)(x)e−τ
1/5 Im ci (τ )x
)∧
and similarly for τ 1/5 Im ci(τ ) < 0. Thus for |τ | 1/2,
−i
(
B1
ξ − b1 +
B2
ξ − b2 +
B3
ξ − b3 +
B4
ξ − b4 +
B5
ξ − b5
)∨ξ
(x)
= (m(ξ, τ ))∨ξ (x) ∈ L∞(R × {|τ | 1/2}).
If |τ | 1/2, for |ξ | 1∣∣∣∣ (iξ − 1)4i(τ + (ξ + i)5) − 1iξ
∣∣∣∣= ∣∣∣∣ξ4 + 4ξ3i − 6ξ2 − 4ξ i − iτ + 1ξ(τ + (ξ + i)5)
∣∣∣∣ cξ2 .
Finally, if |τ | 1/2 and |ξ | 1, we have that P(ξ, τ ) = i(τ + (ξ + i)5) does not vanish, so
(iξ − 1)4
i(τ + (ξ + i)5) ∈ C
∞.
Combining the above cases one can deduce that
‖A4f ‖L∞x L2t =
∥∥(m(ξ, τ )fˆ (ξ))∨∥∥
L∞x L2t
 c‖f ‖L1xL2t ,
which completes the proof of (2.12)(a).
To show (2.12)(b), choose ψμ ∈ C∞0 (R) with ψμ(ξ) = 1 for |ξ |  2μ and supp(ψμ) ⊂{ξ : |ξ | 3μ}. Consider
Â4f (ξ, τ ) = ψμ(ξ)(iξ −μ)
4fˆ (ξ, τ )
iτ + (iξ −μ)5 +
(1 −ψμ(ξ))(iξ −μ)4fˆ (ξ, τ )
iτ + (iξ −μ)5
= Â4,1f (ξ, τ )+ Â4,2f (ξ, τ ).
By the Sobolev Lemma it follows that
‖A4,1f ‖L∞x L2t  c
∥∥J 2A4,1f ∥∥L2xL2t = c∥∥J 2A4,1f ∥∥L2t L2x  c∥∥J 2A4,1f ∥∥L∞t L2x . (2.21)
Define gˆ(ξ, τ ) = ψμ(ξ)(1 + |ξ |2)(iξ −μ)4fˆ (ξ, τ ). Then by (2.11) and (2.21) we have
‖A4,1f ‖L∞x L2t  c
∥∥J 2A4,1f ∥∥L∞t L2x = c‖A0g‖L∞t L2x
 c‖g‖L1L2  cμ4
∥∥J 2f ∥∥ 1 2 . (2.22)t x Lt Lx
L.L. Dawson / J. Differential Equations 236 (2007) 199–236 219Now we must show
‖A4,2f ‖L∞x L2t  cμ
4∥∥J 2f ∥∥
L1t L
2
x
. (2.23)
Again it suffices to show that the above inequality holds for f (x, t) = f (x) · δt0(t). Consider
T̂4,2(ξ, t) =
(
1 −ψμ(ξ)
)
(iξ −μ)4χ{b(ξ)>0}(ξ)eita(ξ)e(t−t0)b(ξ)χ(−∞,0)(t − t0)fˆ (ξ)
+ (1 −ψμ(ξ))(iξ −μ)4χ{b(ξ)<0}(ξ)eita(ξ)e(t−t0)b(ξ)χ(0,∞)(t − t0)fˆ (ξ)
:= T̂4,2a(ξ, t)+ T̂4,2b(ξ, t).
We want to show that
‖T4,2f ‖L∞x L2t  cμ
4∥∥J 2f ∥∥
L2x
.
Then
T4,2af (x, t) =
∫
eixξ
(
1 −ψμ(ξ)
)
(iξ −μ)4χ{b(ξ)>0}(ξ)eita(ξ)e(t−t0)b(ξ)χ(−∞,0)(t − t0)fˆ (ξ) dξ
with a(ξ) = −ξ5 + 10μ2ξ3 − 5μ4ξ . Performing the change of variables
ν = −ξ5 + 10μ2ξ3 − 5μ4ξ, dν = 5(−ξ4 + 6μ2ξ2 −μ4)dξ
we obtain
T4,2af (x, t)
=
∫
eitν
eixξ (1 −ψμ(ξ))(iξ −μ)4
5(−ξ4 + 6μ2ξ2 −μ4) χ{b(ξ)>0}(ξ)e
(t−t0)b(ξ)χ(−∞,0)(t − t0)fˆ (ξ) dν
with ξ = ξ(ν). Notice that∣∣χ{b(ξ)>0}(ξ)e(t−t0)b(ξ)χ(−∞,0)(t − t0)∣∣ c, ∀(ν, t) ∈ R2,
and ∫ ∣∣∂t(χ{b(ξ)>0}(ξ)e(t−t0)b(ξ)χ(−∞,0)(t − t0))∣∣dt  c, ∀ν ∈ R.
Therefore, applying Theorem 5 of [2, p. 26] we have∥∥T4,2af (x, t)∥∥L2t
=
∥∥∥∥∫ eitν eixξ (1 −ψμ(ξ))(iξ −μ)45(−ξ4 + 6μ2ξ2 −μ4) χ{b(ξ)>0}(ξ)e(t−t0)b(ξ)χ(−∞,0)(t − t0)fˆ (ξ) dν
∥∥∥∥
L2
 c
∥∥∥∥eixξ (1 −ψμ(ξ))(iξ −μ)4fˆ (ξ)5(−ξ4 + 6μ2ξ2 −μ4)
∥∥∥∥
2Lν
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(∫ |eixξ (1 −ψμ(ξ))(iξ −μ)4fˆ (ξ)|2
|5(−ξ4 + 6μ2ξ2 −μ4)||5(−ξ4 + 6μ2ξ2 −μ4)| dν
)1/2
 c
(∫ |1 −ψμ(ξ)|2|ξ4 +μ4|2|fˆ (ξ)|2
|5(−ξ4 + 6μ2ξ2 −μ4)| dξ
)1/2
 cμ4
∥∥J 2f ∥∥
L2x
.
A similar argument shows that∥∥T4,2bf (x, t)∥∥L2t  cμ4∥∥J 2f ∥∥L2x ,
which completes the proof of (2.12)(b). 
The proofs of (2.3)–(2.5) are completed by interpolation. Again making the usual assumptions
on w(x, t), wˆ(ξ, τ ), f (x, t), and fˆ (ξ, t). Define
Âkf (ξ, τ ) = (iξ −μ)kÂ0f (ξ, τ )
= (iξ −μ)
kfˆ (ξ, τ )
i(τ + ξ5 − 10μ2ξ3 + 5μ4ξ)− (5μξ4 − 10μ3ξ2 +μ5) .
We will show
(a) ‖A1f ‖L16x L16/3t  c‖f ‖L16/15x L16/13t ,
(b) ‖A1f ‖L16x L16/3t  cμ
∥∥J 1/2f ∥∥
L1t L
2
x
,
(c) ‖A2f ‖L24x L24/7t  c‖f ‖L24/23x L24/17t ,
(d) ‖A2f ‖L24x L24/7t  cμ
2‖Jf ‖L1t L2x ,
(e) ‖A3f ‖L48x L48/19t  c‖f ‖L48/47x L48/29t ,
(f) ‖A3f ‖L48x L48/19t  cμ
3∥∥J 3/2f ∥∥
L1t L
2
x
. (2.24)
Using analogous arguments to (2.13) the above estimates imply (2.3)–(2.5).
We will perform a Littlewood–Paley decomposition. Consider the sequence {ϕj : j =
0,1,2, . . .} with ϕj  0 and ϕj ∈ C∞0 (R). Moreover assume the ϕj satisfy supp(ϕj ) ⊂
(−2j ,−2j−1) ∪ (2j−1,2j ), j = 1,2, . . . , supp(ϕ0) ⊂ (−2,2), and ∑ϕj = 1. Let ϕ˜j be an ap-
propriate modified version of ϕj . By (2.7)(a) and (2.12)(a), we have that
‖A0f ‖L12xt  c‖f ‖L12/11xt
and
‖A4f ‖L∞x L2t  c‖f ‖L1xL2t ,
where A4 = (∂x −μ)4A0, A0 = 1 5 . Then∂t+(∂x−μ)
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= c2−2j∥∥A4(ϕ˜j fˆ )∨∥∥L∞x L2t
 c2−2j
∥∥(ϕ˜j fˆ )∨∥∥L1xL2t , j = 0,1,2, . . . .
Similarly, ∥∥(∂x −μ)2A0(ϕj fˆ )∨∥∥L12xt  c22j∥∥A0(ϕj fˆ )∨∥∥L12xt
 c22j
∥∥(ϕj fˆ )∨∥∥L12/11xt , j = 0,1,2, . . . .
By interpolation ∥∥(∂x −μ)2A0(ϕj fˆ )∨∥∥L24x L24/7t  c∥∥(ϕj fˆ )∨∥∥L24/23x L24/17t .
Thus by Littlewood–Paley theory
‖A2f ‖L24x L24/7t =
∥∥(∂x −μ)2A0f ∥∥L24x L24/7t

∥∥∥∥∥
( ∞∑
j=0
∣∣(∂x −μ)2A0(ϕj fˆ )∨∣∣2)1/2
∥∥∥∥∥
L24x L
24/7
t

( ∞∑
j=0
∥∥(∂x −μ)2A0(ϕj fˆ )∨∥∥2L24x L24/7t
)1/2
 c
( ∞∑
j=0
∥∥(ϕj fˆ )∨∥∥2L24/23x L24/17t
)1/2
 c‖f ‖
L
24/23
x L
24/17
t
,
which completes the proof of (2.24)(c). Now repeating the same argument above and interpolat-
ing between A0 and A2 yields (2.24)(a), and interpolating between A2 and A4 gives us (2.24)(e).
To obtain the proofs of (2.24)(b), (d), and (f), consider
Âkf (ξ, τ ) = ψμ(ξ)(iξ −μ)
kfˆ (ξ, τ )
iτ + (iξ −μ)5 +
(1 −ψμ(ξ))(iξ −μ)kfˆ (ξ, τ )
iτ + (iξ −μ)5
:= Âk,1f (ξ, τ )+ Âk,2f (ξ, τ ), k = 0,1,2,3,4.
From (2.22), we have
‖A4,1f ‖L∞x L2t  cμ
4∥∥J 2f ∥∥
L1t L
2
x
,
and (2.7)(b) implies that
‖A0,1f ‖L12  c‖f ‖L1L2 .xt t x
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‖A1,1f ‖L16x L16/3t  cμ
∥∥J 1/2f ∥∥
L1t L
2
x
,
‖A2,1f ‖L24x L24/7t  cμ
2‖Jf ‖L1t L2x ,
‖A3,1f ‖L48x L48/19t  cμ
3∥∥J 3/2f ∥∥
L1t L
2
x
.
Also by (2.23),
‖A4,2f ‖L∞x L2t  cμ
4∥∥J 2f ∥∥
L1t L
2
x
,
and (2.7)(b) implies that
‖A0,2f ‖L12xt  c‖f ‖L1t L2x .
Thus interpolating it follows that
‖A1,2f ‖L16x L16/3t  cμ
∥∥J 1/2f ∥∥
L1t L
2
x
,
‖A2,2f ‖L24x L24/7t  cμ
2‖Jf ‖L1t L2x ,
‖A3,2f ‖L48x L48/19t  cμ
3∥∥J 3/2f ∥∥
L1t L
2
x
,
which proves (2.24)(b), (d), and (f), and thus completes the proof of Lemma 2.1. 
We now extend the estimates of Lemma 2.1 to solutions of (1.25). Notice that requiring that
the coefficients pj (x, t) be in the spaces given in (1.19) ensures that multiplication by p0(x, t)
maps L12xt → Y , multiplication by p1(x, t) maps L16x L16/3t → Y , multiplication by p2(x, t) maps
L24x L
24/7
t → Y , multiplication by p3(x, t) maps L48x L48/19t → Y , and multiplication by p4(x, t)
maps L∞x L2t → Y .
Lemma 2.2. Assume that the coefficients p0,p1,p2,p3,p4 of (1.25) satisfy the conditions
of (1.19) and (1.20) with sufficiently small norms. If u ∈ C∞([0,1] : C∞0 (R)), then for any μ 1,
|||u|||X  cμ4
(∥∥J 2(eμxu(· ,0))∥∥
L2 +
∥∥J 2(eμxu(· ,1))∥∥
L2
)+ c∣∣∣∣∣∣eμxRau∣∣∣∣∣∣Y
where Ra = ∂t + ∂5x + p4(x, t)∂4x + p3(x, t)∂3x + p2(x, t)∂2x + p1(x, t)∂x + p0(x, t).
Proof. Applying Lemma 2.1 and our hypotheses we can deduce that
|||u|||X  cμ4
(∥∥J 2(eμxu(· ,0))∥∥
L2 +
∥∥J 2(eμxu(· ,1))∥∥
L2
)+ c∣∣∣∣∣∣eμxRu∣∣∣∣∣∣
Y
 cμ4
(∥∥J 2(eμxu(· ,0))∥∥
L2 +
∥∥J 2(eμxu(· ,1))∥∥
L2
)+ c∣∣∣∣∣∣eμxRau∣∣∣∣∣∣Y
+ ∣∣∣∣∣∣eμx(p4(x, t)∂4x + p3(x, t)∂3x + p2(x, t)∂2x + p1(x, t)∂x + p0(x, t))u∣∣∣∣∣∣Y
 cμ4
(∥∥J 2(eμxu(· ,0))∥∥
L2 +
∥∥J 2(eμxu(· ,1))∥∥
L2
)+ c∣∣∣∣∣∣eμxRau∣∣∣∣∣∣Y + 1 |||u|||X.2
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H 3(R)) ∩ L2([0,1] : H 5(R)), and consequently |||u|||X < ∞. Thus absorbing the last term in
the left-hand side, we obtain our desired result. 
Now we can prove the following upper bound theorem:
Theorem 2.1. Assume that the coefficients p0,p1,p2,p3 and p4 of (1.25) satisfy the conditions
of (1.19) and (1.20), and that |||eμxf |||Y < c for any μ 1. If u(x, t) is a solution of (1.25) with
u ∈ C([0,1] : H 4(R)) and
u(· ,0), u(· ,1) ∈ H 2(eλxα+)
for some α > 1 and λ > 0, then there exist constants c0 and M0 > 0 such that for M M0
‖u‖L2(ΩM) + ‖∂xu‖L2(ΩM) +
∥∥∂2xu∥∥L2(ΩM) + ∥∥∂3xu∥∥L2(ΩM) + ∥∥∂4xu∥∥L2(ΩM)  c0e−λMα/4α .
Proof. Let ρM ∈ C∞(R) with ρM(x) = 0 for x <M and ρM(x) = 1 for x > 2M − 12 , and define
uM(x, t) = ρM(x)u(x, t) and fM(x, t) = ρM(x)f (x, t).
Then uM satisfies the equation
∂tuM + ∂5xuM + p4(x, t)∂4xuM + p3(x, t)∂3xuM + p2(x, t)∂2xuM + p1(x, t)∂xuM + p0(x, t)uM
= fM(x, t)+ eM(x, t),
where
eM(x, t) = ρ(5)M u+ 5ρ(4)M ∂xu+ 10ρ(3)M ∂2xu+ 10ρ′′M∂3xu+ 5ρ′M∂4xu+ p4(x, t)
(
ρ
(4)
M u
+ 4ρ(3)M ∂xu+ 6ρ′′M∂2xu+ 4ρ′M∂3xu
)+ p3(x, t)(ρ(3)M u+ 3ρ′′M∂xu+ 3ρ′M∂2xu)
+ p2(x, t)
(
ρ′′Mu+ 2ρ′M∂xu
)+ p1(x, t)ρ′Mu.
Let
μ = 2λM
α
4M − 1 .
Define
Raρ˜M = ∂t + ∂5x + p4(x, t)ρ˜M(x)∂4x + p3(x, t)ρ˜M(x)∂3x + p2(x, t)ρ˜M(x)∂2x
+ p1(x, t)ρ˜M(x)∂x + p0(x, t)ρ˜M(x),
where ρ˜M(x)ρM(x) = ρM(x) and pj (x, t)ρ˜M(x) (j = 0,1,2,3,4) have small norms in the cor-
responding spaces given in (1.19) for M >M0. Applying Lemma 2.2 with Raρ˜M , we have for M
large
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(∥∥J 2(eμxuM(· ,0))∥∥L2 + ∥∥J 2(eμxuM(· ,1))∥∥L2)
+ c∣∣∣∣∣∣eμxRaρ˜MuM ∣∣∣∣∣∣Y
 cμ4
(∥∥J 2(eμxuM(· ,0))∥∥L2 + ∥∥J 2(eμxuM(· ,1))∥∥L2)
+ c∣∣∣∣∣∣eμxfM ∣∣∣∣∣∣Y + c∣∣∣∣∣∣eμxeM ∣∣∣∣∣∣Y . (2.25)
Notice that
μ4
∥∥J 2(eμxuM(· ,0))∥∥L2
 cμ6
(∥∥eμxuM(· ,0)∥∥L2 + ∥∥eμx∂xuM(· ,0)∥∥L2 + ∥∥eμx∂2xuM(· ,0)∥∥L2)
 cμ6
(∥∥eμxu(· ,0)∥∥
L2{x>M} +
∥∥eμx∂xu(· ,0)∥∥L2{x>M} + ∥∥eμx∂2xu(· ,0)∥∥L2{x>M})
= c
(
(2λ)6
M6α
(4M − 1)6
)(∥∥e2λMαx/(4M−1)u(· ,0)∥∥
L2{x>M}
+ ∥∥e2λMαx/(4M−1)∂xu(· ,0)∥∥L2{x>M} + ∥∥e2λMαx/(4M−1)∂2xu(· ,0)∥∥L2{x>M}).
For M sufficiently large, depending on λ and α, it follows that(
λMα
4M − 1
)6
e2λM
αx/(4M−1)  cλ,aeλx
α
, for x >M > 0.
Thus by our hypothesis,
μ4
∥∥J 2(eμxuM(· ,0))∥∥L2  cλ,α,
and hence we have shown that the first term on the right-hand side of (2.25) is bounded. Through
a similar argument we see that
μ4
∥∥J 2(eμxuM(· ,1))∥∥L2  cλ,α.
Since the supp(eM) ⊂ {x: M < x < 2M − 12 }, we find that∣∣∣∣∣∣eμxeM ∣∣∣∣∣∣Y  e( 2λMα4M−1 )( 4M−12 )(|||eM |||Y )
 ceλMα
∥∥(|u| + |∂xu| + ∣∣∂2xu∣∣+ ∣∣∂3xu∣∣+ ∣∣∂4xu∣∣)χ{x: M<x<2M− 12 }∥∥L∞t L2x
 ceλMα .
Thus we have∥∥eμxu∥∥
L12{x>4M−1}L12t
+ ∥∥eμx∂xu∥∥L16{x>4M−1}L16/3t + ∥∥eμx∂2xu∥∥L24{x>4M−1}L24/7t
+ ∥∥eμx∂3xu∥∥L48{x>4M−1}L48/19t + ∥∥eμx∂4xu∥∥L∞{x>4M−1}L2t

∥∥eμxuM∥∥ 12 + ∥∥eμx∂xuM∥∥ 16 16/3 + ∥∥eμx∂2xuM∥∥ 24 24/7Lxt Lx Lt Lx Lt
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 cλ,αeλM
α
.
If x > 4M − 1, then e2λMαx/(4M−1)e−λMα  eλMα . Therefore, using that μ = 2λMα4M−1 ,
eλM
α (‖u‖L12{x>4M−1}L12t + ‖∂xu‖L16{x>4M−1}L16/3t + ∥∥∂2xu∥∥L24{x>4M−1}L24/7t
+ ∥∥∂3xu∥∥L48{x>4M−1}L48/19t + ∥∥∂4xu∥∥L∞{x>4M−1}L2t )
 e−λMα
(∥∥eμxu∥∥
L12{x>4M−1}L12t
+ ∥∥eμx∂xu∥∥L16{x>4M−1}L16/3t + ∥∥eμx∂2xu∥∥L24{x>4M−1}L24/7t
+ ∥∥eμx∂3xu∥∥L48{x>4M−1}L48/19t + ∥∥eμx∂4xu∥∥L∞{x>4M−1}L2t )
 cλ,α.
Applying the Hölder inequality we can deduce that for M sufficiently large
‖u‖L2{4M−1<x<4M}×{0<t<1} + ‖∂xu‖L2{4M−1<x<4M}×{0<t<1} +
∥∥∂2xu∥∥L2{4M−1<x<4M}×{0<t<1}
+ ∥∥∂3xu∥∥L2{4M−1<x<4M}×{0<t<1} + ∥∥∂4xu∥∥L2{4M−1<x<4M}×{0<t<1}  cλ,αe−λMα ,
or equivalently
‖u‖L2(ΩM) + ‖∂xu‖L2(ΩM) +
∥∥∂2xu∥∥L2(ΩM) + ∥∥∂3xu∥∥L2(ΩM) + ∥∥∂4xu∥∥L2(ΩM)  cλ,αe−λ(M/4)α .
Thus completing our upper bound theorem. 
3. Lower bounds
In this section we develop the lower bound estimates for the L2-norm of a solution of (1.18)
and its derivatives in the aforementioned domain. In this section we utilize ideas coming from
Isakov [9].
Lemma 3.1. Let φ : [0,1] → R be a smooth function. Then there exist constants c > 0 and K1 =
K1(‖φ′‖L∞; ‖φ′′‖L∞) > 0 satisfying
α1/2
M
∥∥eα( xM +φ(t))2∂4xg∥∥L2xt + α3/2M2
∥∥∥∥eα( xM +φ(t))2( xM + φ(t)
)
∂3xg
∥∥∥∥
L2xt
+ α
5/2
M3
∥∥∥∥eα( xM +φ(t))2( xM + φ(t)
)2
∂2xg
∥∥∥∥
L2xt
+ α
7/2
M4
∥∥∥∥eα( xM +φ(t))2( xM + φ(t)
)3
∂xg
∥∥∥∥
L2xt
+ α
9/2
M5
∥∥∥∥eα( xM +φ(t))2( xM + φ(t)
)4
g
∥∥∥∥ 2  c∥∥eα( xM +φ(t))2(∂t + ∂5x )g∥∥L2xtLxt
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(x, t) ∈ R2:
∣∣∣∣ xM + φ(t)
∣∣∣∣ 1}.
Proof. Let f = eαψ(x,t)g for a smooth function ψ(x, t), and consider
eαψ(x,t)
(
∂t + ∂5x
)(
e−αψ(x,t)f (x, t)
)= Sf +Af,
where, assuming
∂3xψ(x, t) = 0 and ∂2x ∂tψ(x, t) = 0, (3.1)
S = −α∂tψ − 5α∂2x
(
∂xψ∂
2
x
)− 10α3∂x((∂xψ)3∂x)− 15α3∂xψ(∂2xψ)2 − α5(∂xψ)5,
A = ∂t + ∂5x + 10α2(∂xψ)2∂3x + 30α2∂xψ∂2xψ∂2x + 15α2
(
∂2xψ
)2
∂x + 5α4(∂xψ)4∂x
+ 10α4(∂xψ)3∂2xψ.
Then
S∗ = S and A∗ = −A.
Therefore ∥∥eαψ(x,t)(∂t + ∂5x )g∥∥2L2xt = ∥∥(A+ S)f ∥∥2L2xt
= 〈(A+ S)f, (A+ S)f 〉
= ‖Af ‖2
L2xt
+ ‖Sf ‖2
L2xt
+ 〈Af,Sf 〉 + 〈Sf,Af 〉

〈
(SA−AS)f,f 〉.
Again assuming (3.1), we find that
(SA−AS)f
= α∂2t ψf + 10α∂2xtψ∂4xf + 25α∂2xψ∂5xf + 60α3∂2xtψ
(
∂2xψ
)2
∂2xf
+ 120α3∂2xtψ∂xψ∂2xψ∂xf + 30α3∂2xtψ
(
∂2xψ
)2
f − 150α3(∂2xψ)3∂4xf
− 600α3∂xψ
(
∂2xψ
)2
∂5xf − 100α3(∂xψ)2∂2xψ∂6xf + 10α5∂2xtψ(∂xψ)4f
− 600α5∂xψ
(
∂2xψ
)4
∂xf + 1500α5(∂xψ)2
(
∂2xψ
)3
∂2xf
+ 1200α5(∂xψ)3
(
∂2xψ
)2
∂3xf − 255α5
(
∂2xψ
)5
f + 150α5(∂xψ)4∂2xψ∂4xf
− 600α7(∂xψ)5
(
∂2xψ
)2
∂xf − 150α7(∂xψ)4
(
∂2xψ
)3
f
− 100α7(∂xψ)6∂2xψ∂2xf + 26α9(∂xψ)8∂2xψf.
Define ψ(x, t) = ( x + φ(t))2. Integrating by parts we haveM
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(SA−AS)f,f 〉
= 2α
∫ ∫ (
φ′(t)f
)2
dx dt + 2α
∫ ∫ (
x
M
+ φ(t)
)
φ′′(t)f 2 dx dt
+ 20α
M
∫ ∫
φ′(t)
(
∂2xf
)2
dx dt + 50α
M2
∫ ∫ (
∂4xf
)2
dx dt
− 480α
3
M3
∫ ∫
φ′(t)
(
x
M
+ φ(t)
)2
(∂xf )
2 dx dt + 240α
3
M5
∫ ∫
φ′(t)f 2 dx dt
+ 3600α
3
M6
∫ ∫ (
∂2xf
)2
dx dt + 800α
3
M4
∫ ∫ (
x
M
+ φ(t)
)2(
∂3xf
)2
dx dt
+ 320α
5
M5
∫ ∫
φ′(t)
(
x
M
+ φ(t)
)4
f 2 dx dt − 8160α
5
M10
∫ ∫
f 2 dx dt
+ 9600α
5
M8
∫ ∫ (
x
M
+ φ(t)
)2
(∂xf )
2 dx dt + 4800α
5
M6
∫ ∫ (
x
M
+ φ(t)
)4(
∂2xf
)2
dx dt
+ 12 800α
7
M8
∫ ∫ (
x
M
+ φ(t)
)6
(∂xf )
2 dx dt − 19 200α
7
M10
∫ ∫ (
x
M
+ φ(t)
)4
f 2 dx dt
+ 12 800α
9
M10
∫ ∫ (
x
M
+ φ(t)
)8
f 2 dx dt
:= I1 + I2 + I3 + I4 − I5 + I6 + I7 + I8 + I9 − I10 + I11 + I12 + I13 − I14 + I15.
Notice that
I1 + I9 + I15 = 2
∫ ∫ (
α1/2φ′(t)f + 80α
9/2
M5
(
x
M
+ φ(t)
)4
f
)2
dx dt.
Since | x
M
+ φ(t)| 1 on the support of f , for
α4  ‖φ′‖L∞M5 (3.2)
it follows that
I1 + I9 + I15  12 482α
9
M10
∫ ∫ (
x
M
+ φ(t)
)8
f 2 dx dt.
Also since | x
M
+ φ(t)| 1 on the support of f , α > 1, and M > 1,
I10 
8160α9
M10
∫ ∫ (
x
M
+ φ(t)
)8
f 2 dx dt.
Again assuming (3.2) we also have
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5
M6
∫ ∫ (
x
M
+ φ(t)
)4(
∂2xf
)2
dx dt,
|I5| 480α
7
M8
∫ ∫ (
x
M
+ φ(t)
)6
(∂xf )
2 dx dt,
and
|I6| 240α
9
M10
∫ ∫ (
x
M
+ φ(t)
)8
f 2 dx dt.
Similarly for
α4  ‖φ′′‖1/2L∞M5,
|I2| 2α
9
M10
∫ ∫ (
x
M
+ φ(t)
)8
f 2 dx dt.
Therefore we can deduce that
I3 + I7 + I12  4780α
5
M6
∫ ∫ (
x
M
+ φ(t)
)4(
∂2xf
)2
dx dt
and
I11 + I13 − I5  2720α
7
M8
∫ ∫ (
x
M
+ φ(t)
)6
(∂xf )
2 dx dt.
Lastly assuming
α2  5
we have
I1 + I2 + I6 + I9 − I10 − I14 + I15  240α
9
M10
∫ ∫ (
x
M
+ φ(t)
)8
f 2 dx dt.
Gathering our assumptions, we have if
α4 
(‖φ′‖L∞ + ‖φ′′‖1/2L∞ + 25)M5,
then ∥∥eα( xM +φ(t))2(∂t + ∂5x )g∥∥2L2xt  〈(SA−AS)f,f 〉
 50α
M2
∫ ∫ (
∂4xf
)2
dx dt
+ 800α
3
4
∫ ∫ (
x + φ(t)
)2(
∂3xf
)2
dx dtM M
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5
M6
∫ ∫ (
x
M
+ φ(t)
)4(
∂2xf
)2
dx dt
+ 2720α
7
M8
∫ ∫ (
x
M
+ φ(t)
)6
(∂xf )
2 dx dt
+ 240α
9
M10
∫ ∫ (
x
M
+ φ(t)
)8
f 2 dx dt. (3.3)
Writing (3.3) in terms of g = e−α( xM +φ(t))2f , we have that there exists a constant c > 0 such that
∥∥eα( xM +φ(t))2(∂t + ∂5x )g∥∥L2xt  cα1/2M
(∫ ∫
e2α(
x
M
+φ(t))2(∂4xg)2 dx dt)1/2
+ cα
3/2
M2
(∫ ∫ (
x
M
+ φ(t)
)2
e2α(
x
M
+φ(t))2(∂3xg)2 dx dt)1/2
+ cα
5/2
M3
(∫ ∫ (
x
M
+ φ(t)
)4
e2α(
x
M
+φ(t))2(∂2xg)2 dx dt)1/2
+ cα
7/2
M4
(∫ ∫ (
x
M
+ φ(t)
)6
e2α(
x
M
+φ(t))2(∂xg)2 dx dt
)1/2
+ cα
9/2
M5
(∫ ∫ (
x
M
+ φ(t)
)8
e2α(
x
M
+φ(t))2g2 dx dt
)1/2
,
thus completing the proof of Lemma 3.1. 
We now extend our previous lemma to operators of the form
∂t + ∂5x + p3(x, t)∂3x + p2(x, t)∂2x + p1(x, t)∂x + p0(x, t)
with pj ∈ L∞(R2), j = 0,1,2,3.
Lemma 3.2. Let φ : [0,1] → R be a smooth function. Then there exist constants c > 0,
K1 = K1(‖φ′‖L∞;‖φ′′‖L∞) > 0, and M0 = M0(‖φ′‖L∞;‖φ′′‖L∞;‖p0‖L∞;‖p1‖L∞;‖p2‖L∞;
‖p3‖L∞) > 1 satisfying
α3/2
M2
∥∥∥∥eα( xM +φ(t))2( xM + φ(t)
)
∂3xg
∥∥∥∥
L2xt
+ α
5/2
M3
∥∥∥∥eα( xM +φ(t))2( xM + φ(t)
)2
∂2xg
∥∥∥∥
L2xt
+ α
7/2
M4
∥∥∥∥eα( xM +φ(t))2( xM + φ(t)
)3
∂xg
∥∥∥∥
L2xt
+ α
9/2
M5
∥∥∥∥eα( xM +φ(t))2( xM + φ(t)
)4
g
∥∥∥∥
L2xt
 c
∥∥eα( xM +φ(t))2(∂t + ∂5x + p3(x, t)∂3x + p2(x, t)∂2x + p1(x, t)∂x + p0(x, t))g∥∥ 2Lxt
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 , and g ∈ C∞0 (R2) supported in{
(x, t) ∈ R2:
∣∣∣∣ xM + φ(t)
∣∣∣∣ 1}.
Proof. Applying Lemma 3.1 we have that there exists a constant c > 0 such that
α3/2
M2
∥∥∥∥eα( xM +φ(t))2( xM + φ(t)
)
∂3xg
∥∥∥∥
L2xt
+ α
5/2
M3
∥∥∥∥eα( xM +φ(t))2( xM + φ(t)
)2
∂2xg
∥∥∥∥
L2xt
+ α
7/2
M4
∥∥∥∥eα( xM +φ(t))2( xM + φ(t)
)3
∂xg
∥∥∥∥
L2xt
+ α
9/2
M5
∥∥∥∥eα( xM +φ(t))2( xM + φ(t)
)4
g
∥∥∥∥
L2xt
 c
∥∥eα( xM +φ(t))2(∂t + ∂5x )g∥∥L2xt
 c
∥∥eα( xM +φ(t))2(∂t + ∂5x + p3(x, t)∂3x + p2(x, t)∂2x + p1(x, t)∂x + p0(x, t))g∥∥L2xt
+ c∥∥eα( xM +φ(t))2(p3(x, t)∂3x + p2(x, t)∂2x + p1(x, t)∂x + p0(x, t))g∥∥L2xt
 c
∥∥eα( xM +φ(t))2(∂t + ∂5x + p3(x, t)∂3x + p2(x, t)∂2x + p1(x, t)∂x + p0(x, t))g∥∥L2xt
+ c∥∥p3(x, t)∥∥L∞xt ∥∥eα( xM +φ(t))2∂3xg∥∥L2xt + c∥∥p2(x, t)∥∥L∞xt ∥∥eα( xM +φ(t))2∂2xg∥∥L2xt
+ c∥∥p1(x, t)∥∥L∞xt ∥∥eα( xM +φ(t))2∂xg∥∥L2xt + c∥∥p0(x, t)∥∥L∞xt ∥∥eα( xM +φ(t))2g∥∥L2xt . (3.4)
Under our hypothesis that α3 K1M4+ , it follows that α
3/2
M2
,
α5/2
M3
,
α7/2
M4
, and α9/2
M5
grow as frac-
tional powers of M . Therefore for M sufficiently large the last four terms of (3.4) can be absorbed
in the left-hand side yielding our desired result. 
Remark. Notice that if α4 K1M5, then Lemma 3.1 still applies and α
5/2
M3
,
α7/2
M4
, and α9/2
M5
will
grow as fractional powers of M . Hence, it is here where the form of the operator plays a role in
the decay necessary in the hypotheses. In particular, if we consider a differential equation of the
form
∂tu+ ∂5xu+ p2(x, t)∂2xu+ p1(x, t)∂xu+ p0(x, t)u = 0,
in which third and fourth derivatives do not appear, it will suffice to have u(· ,0), u(· ,1) ∈
H 2(eλx
5/4
+ dx).
Next we can prove our lower bound theorem.
Theorem 3.1. Suppose u ∈ C([0,1] : H 4(R)) is a solution of (1.18) with p0,p1,p2,p3,p4,
∂xp4, ∂2xp4, ∂
3
xp4, ∂
4
xp4 ∈ L∞(R2) and p4, ∂tp4 ∈ L∞t (R : L1x(R)). Assume that( 1∫ ∫ (
u2 + (∂xu)2 +
(
∂2xu
)2 + (∂3xu)2 + (∂4xu)2)(x, t) dx dt
)1/2
 B
0 R
L.L. Dawson / J. Differential Equations 236 (2007) 199–236 231and
1/2+1/8∫
1/2−1/8
1∫
0
u2(x, t) dx dt  1.
Then there exists constants M0, c0, c1 depending on
B,‖p0‖L∞,‖p1‖L∞,‖p2‖L∞ ,‖p3‖L∞ ,‖p4‖L∞ ,‖∂xp4‖L∞,∥∥∂2xp4∥∥L∞ ,∥∥∂3xp4∥∥L∞,∥∥∂4xp4∥∥L∞ ,‖∂tp4‖L∞t L1x (3.5)
such that M M0 implies
δu(M) =
( ∫ ∫
Ω(M)
(
u2 + (∂xu)2 +
(
∂2xu
)2 + (∂3xu)2 + (∂4xu)2)(x, t) dx dt)1/2
 c0e−c1M
4/3+
.
Proof. After using the integrating factor given in (1.33), w(x, t) = u(x, t)e 15
∫ x
0 p4(s,t) ds satisfies
an equation of the form (1.34), where by our hypothesis p˜j ∈ L∞(R2) (j = 0,1,2,3). We can
therefore apply Lemma 3.2 to obtain lower bound on
δw(M) =
( ∫ ∫
Ω(M)
(
w2 + (∂xw)2 +
(
∂2xw
)2 + (∂3xw)2 + (∂4xw)2)(x, t) dx dt)1/2.
Then using our hypotheses we can deduce an estimate on δu.
Choose ψM ∈ C∞(R) with ψM(x) = 1 for x < M − 1 and ψM(x) = 0 for x > M . Also let
ρ ∈ C∞(R) be such that ρ(x) = 0 for x < 1 and ρ(x) = 1 for x > 2. Lastly, let φ ∈ C∞0 (R),
φ :R → [0,3] with
φ(t) =
{
0, t ∈ [0,1/4] ∪ [3/4,1],
3, t ∈ [1/2 − 1/8,1/2 + 1/8].
Define
g(x, t) = ψM(x)ρ
(
x
M
+ φ(t)
)
w(x, t), for (x, t) ∈ R × [0,1].
Notice that g(x, t) = 0 for {(x, t) ∈ R × [0,1]: x > M} ∪ {(x, t) ∈ R × [0,1]: x < M, t ∈
[0,1/4] ∪ [3/4,1]}. Also note that if ( x
M
+ φ(t)) < 1 then g(x, t) = 0, so g satisfies the hy-
potheses of Lemma 3.2. Lastly notice that for (x, t) ∈ (0,M − 1) × [1/2 − 1/8,1/2 + 1/8],
g(x, t) = w(x, t) and | x
M
+ φ(t)| 2.
Now by our definition of g and applying (1.34),
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∂t + ∂5x + p˜3∂3x + p˜2∂2x + p˜1∂x + p˜0
)
g
= (∂t + ∂5x + p˜3∂3x + p˜2∂2x + p˜1∂x + p˜0)(ψM(x)ρ( xM + φ(t)
)
w(x, t)
)
= ρ
(
x
M
+ φ(t)
)(
ψ
(5)
M w + 5ψ(4)M ∂xw + 10ψ ′′′M∂2xw + 10ψ ′′M∂3xw + 5ψ ′M∂4xw
+ p˜3
(
ψ ′′′Mw + 3ψ ′′M∂xw + 3ψ ′M∂2xw
)+ p˜2(ψ ′′Mw + 2ψ ′M∂xw)+ p˜1ψ ′Mw)
+ψ ′M(x)
(
5
M4
ρ(4)(·)w + 20
M3
ρ′′′(·)∂xw + 30
M2
ρ′′(·)∂2xw +
20
M
ρ′(·)∂3xw
+ p˜3
(
3
M2
ρ′′(·)w + 6
M
ρ′(·)∂xw
)
+ p˜2
(
2
M
ρ′(·)w
))
+ψ ′′M(x)
(
10
M3
ρ′′′(·)w + 30
M2
ρ′′(·)∂xw + 30
M
ρ′(·)∂2xw + p˜3
(
1
M
ρ′(·)w
))
+ψ ′′′M(x)
(
10
M2
ρ′′(·)w + 20
M
ρ′(·)∂xw
)
+ 5
M
ψ
(4)
M ρ
′(·)w
+ψM(x)
(
1
M5
ρ(5)(·)w + 5
M4
ρ(4)(·)∂xw + 10
M3
ρ′′′(·)∂2xw +
10
M2
ρ′′(·)∂3xw
+ 5
M
ρ′(·)∂4xw + p˜3
(
1
M3
ρ′′′(·)w + 3
M2
ρ′′(·)∂xw + 3
M
ρ′(·)∂2xw
)
+ p˜2
(
1
M2
ρ′′(·)w + 2
M
ρ′(·)∂xw
)
+ p˜1
(
1
M
ρ′(·)w
)
+ ρ′(·)φ′(t)w
)
,
where the first term is supported in {(x, t) ∈ [M −1,M]×[0,1]}, which implies | x
M
+φ(t)| 4.
The remaining terms are supported in {(x, t) ∈ R×[0,1]: | x
M
+φ(t)| 2}. Then by Lemma 3.2
and our hypotheses
cα9/2
M5
e4α  cα
9/2
M5
∥∥eα( xM +φ(t))2g∥∥
L2xt
 cα
9/2
M5
∥∥∥∥eα( xM +φ(t))2( xM + φ(t)
)4
g
∥∥∥∥
L2xt

∥∥eα( xM +φ(t))2(∂t + ∂5x + p˜3(x, t)∂3x + p˜2(x, t)∂2x + p˜1(x, t)∂x + p˜0)g∥∥L2xt
 ce16αδw(M)+ ce4αB.
Hence
cα9/2
M5
 ce12αδw(M)+ cB.
Let α = K1M4/3+ with K1 as given in Lemma 3.2. Then
cK
9/2
M1+′  ce12K1M4/3+ δw(M)+ cB.1
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left-hand side, which yields
cK
9/2
1 M
1+′e−12K1M4/3+  δw(M).
By our hypotheses there exists a constant c > 1 such that
c−1δw(M) δu(M) cδw(M)
for all M M0 which produces our desired result. 
4. Proofs of theorems
We can now complete the proofs of our main theorems.
Proof of Theorem 1.2. Suppose u 	≡ 0. Then, after possible translation, dilation, and multipli-
cation by a constant, we can assume that u(x, t) satisfies the hypotheses of Theorem 3.1. Thus
δu(M) =
( ∫ ∫
Ω(M)
(
u2 + (∂xu)2 +
(
∂2xu
)2 + (∂3xu)2 + (∂4xu)2)(x, t) dx dt)1/2  c0e−c1M4/3+ ,
for M sufficiently large and constants c0 and c1 as given in (3.5). Applying Theorem 2.1 with
α = 4/3 +  and λ  44/3+c1 we have
δu(M) ce−λ(
M
4 )
4/3+
for all M sufficiently large. Taking the limit as M ↑ ∞ we get a contradiction. Hence u ≡ 0. 
Proof of Theorem 1.1. We need to show that Theorem 1.2 applies when v = u1 − u2 where
u1, u2 satisfy the fifth order KdV equation. From (1.23) we have
p4(x, t) = 0, p3(x, t) = 10u1, p2(x, t) = 20∂xu1,
p1(x, t) = 20∂2xu2 + 30u21, p0(x, t) = 10∂3xu2 + 30∂xu2(u1 + u2).
Thus it suffices to show that these coefficients satisfy the conditions of (1.19) and (1.20). By hy-
pothesis u1, u2 ∈ C([0,1] : H 6), hence it is easy to check that (1.20) holds. Therefore it remains
to show that
p0 ∈ L6/5xt ∩L48/41x L48/35t ∩L8/7x L8/5t ∩L48/43x L48/25t ∩L12/11x L12/5t ,
p1 ∈ L48/41x L48/35t ∩L8/7x L8/5t ∩L48/43x L48/25t ∩L12/11x L12/5t ∩L16/15x L16/5t ,
p2 ∈ L8/7x L8/5t ∩L48/43x L48/25t ∩L12/11x L12/5t ∩L16/15x L16/5t ∩L24/23x L24/5t ,
p3 ∈ L48/43x L48/25t ∩L12/11x L12/5t ∩L16/15x L16/5t ∩L24/23x L24/5t ∩L48/47x L48/5t .
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we will show that ∂3xu2 is in the desired spaces. Using the hypotheses u1, u2 ∈ C([0,1]: H 6 ∩
L2(|x|2 dx)) and ∂xu1, ∂xu2 ∈ C([0,1]: H 5 ∩L2(|x|2 dx)) by integration by parts we see that
∂3xu2 ∈ L∞
([0,1] : H 3) and |x|3/5∂3xu2, |x|2/5∂4xu2 ∈ L∞([0,1] : L2x)
and by the Sobolev Lemma
|x|2/5∂3xu2 ∈ L∞
([0,1] : L∞x ).
Therefore
∥∥∂3xu2∥∥L6/5xt =
(∫ ∫ ∣∣∂3xu2∣∣6/5 dt dx)5/6
=
(∫ ∫ 1
(1 + |x|)3/5
(
1 + |x|)3/5∣∣∂3xu2∣∣6/5 dx dt)5/6
 c
(∫ (∫ (
1 + |x|)∣∣∂3xu2∣∣2 dx)3/5 dt)5/6
 c sup
t∈[0,1]
(∥∥(1 + |x|)3/5∂3xu2∥∥L2x ),
which shows that ∂3xu2 ∈ L6/5xt . Now
∥∥∂3xu2∥∥L48/41x L48/35t =
(∫ (∫ ∣∣∂3xu2∣∣48/35 dt)35/41 dx)41/48
=
(∫ 1
(1 + |x|)12/41
(
1 + |x|)12/41(∫ ∣∣∂3xu2∣∣48/35 dt)35/41 dx)41/48
 c
(∫ ∫ (
1 + |x|)12/35∣∣∂3xu2∣∣48/35 dx dt)35/48
 c
(∫ ∫ 1
(1 + |x|)12/35
(
1 + |x|)24/35∣∣∂3xu2∣∣48/35 dx dt)35/48
 c
(∫ (∫ (
1 + |x|)∣∣∂3xu2∣∣2 dx)24/35 dt)35/48
 c
(∫ ∥∥(1 + |x|)3/5∂3xu2∥∥48/35L2x dt
)35/48
 c sup
t∈[0,1]
(∥∥(1 + |x|)3/5∂3xu2∥∥L2x ).
Thus ∂3xu2 ∈ L48/41x L48/35t . Similarly we can show that ∂3xu2 ∈ L8/7x L8/5t ∩L48/43x L48/25t . Then it
remains to prove that ∂3xu2 ∈ L12/11x L12/5t . We have
L.L. Dawson / J. Differential Equations 236 (2007) 199–236 235∥∥∂3xu2∥∥L12/11x L12/5t =
(∫ (∫ ∣∣∂3xu2∣∣12/5 dt)5/11 dx)11/12
=
(∫ 1
(1 + |x|)34/55
(
1 + |x|)34/55(∫ ∣∣∂3xu2∣∣12/5 dt)5/11 dx)11/12
 c
(∫ ∫ (
1 + |x|)34/25∣∣∂3xu2∣∣12/5 dx dt)5/12
 c
(∫ ∫ (
1 + |x|)6/5∣∣∂3xu2∣∣2 dx dt)5/12∥∥(1 + |x|)4/25∣∣∂3xu2∣∣2/5∥∥5/12L∞xt
 c sup
t∈[0,1]
∥∥(1 + |x|)3/5∂3xu2∥∥5/6L2x ∥∥(1 + |x|)2/5∂3xu2∥∥1/6L∞xt ,
thus completing the proof that ∂3xu2 is in the desired spaces. Showing p1,p2, and p3 satisfy (1.19)
is completed similarly. 
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