Abstract-This paper proposes an adaptive multiantenna transceiver for narrowband reception. Blind channel tracking algorithms are developed to track the eigen directions of the channel directly instead of the channel itself. Two algorithms are proposed to track the column space of the channel at the receiver, based on the received data. One of the algorithms is free of any division operation, which is more favorable in practice. For the row space of the channel, two approaches are proposed as well. The first approach requires periodic feedback of the demodulated signal from the receiver back to the transmitter where it can make use of its knowledge on the prior transmitted symbols to estimate the row space. In the second approach, the estimation is done at the receiver based on the detected symbols, and the estimated row space is sending back to the transmitter. Adaptive resource allocation is also incorporated into the design.
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I. INTRODUCTION
T HE demand for high-quality wireless communication services is increasing at an explosive rate. However, the inherent limited supply of bandwidth and the unpredictability of the propagation channel lead to the investigation of more spectrally efficient and reliable designs. The use of antenna arrays is expected to play an important role in fulfilling these requirements. In the past, antenna arrays were used to increase receive or transmit diversity against multipath fading [1] - [3] or spatially separate mobile devices [4] . Recently, it was shown that in a richly scattering channel, signals even from closely spaced transmit antennas can be separated using adaptive array combining techniques at the receiver. The number of transmit signals that can be separated grows with the number of receive antennas [5] , [6] . Consequently, the use of multiple antennas at both transmitter and receiver could increase the degrees of freedom (DOFs) in information transmission, with capacity scaling linearly with the number of transmit or receive antennas, whichever is smaller.
In many systems such as V-BLAST [7] , no knowledge of the current channel state is assumed at the transmitter. In a fast fading channel, this lack of channel information at the transmitter can be coped with by interleaving the data in such a way that the channel effect is averaged out. However, the use of interleaving becomes impossible in a slowly fading channel, such as in an indoor environment. In this case, data have to be transmitted at a conservative rate to keep the outage probability small. If, on the other hand, channel information is known at the transmitter, performance can be improved by adapting the transmission rate according to the quality of the channel. Through adaptation, a higher average throughput is attained. Furthermore, it is more robust and reliable as compared with schemes relying on channel statistics alone [7] . In this paper, we focus on the slow, flat fading scenario and propose an adaptive multiantenna transceiver system. The transceiver architecture is inspired by the result from information theory on the capacity of the multiantenna Gaussian channel [8] . Under flat fading, this capacity is achieved by decomposing the system into parallel subchannels through singular value decomposition (SVD), with the transmitter sending independent data streams across these subchannels. This idea of decomposition carries over naturally to our suggested transceiver architecture, and the problem of tracking the temporal variation of the propagation channel is reduced to tracking the singular values and eigenvectors at the receiver and the transmitter collaboratively.
We develop new efficient blind algorithms to perform such channel tracking. At the receiver, since the transmitted signal is transformed by the channel, the received signal contains information about the channel effect. Two algorithms are proposed to extract this partial channel information at the receiver without the knowledge of the transmitted signal. One is division-free with complexity of , while the other needs division in each iteration but of complexity , where is the number of receive antennas and is the number of trackable subchannels (which will be defined later.) The proposition toward a division-free algorithm is due to the fact that in practice, dividers are more unstable and suffer longer delay than multipliers [9] . The residual channel information is then estimated at the transmitter, based on the periodic feedback of the demodulated signal from the receiver and knowledge of its prior transmitted signals. A least-mean square (LMS) type of algorithm is proposed to fulfill this with complexity of where is the number of transmit antennas. However, continually communicating back the demodulated signal to the transmitter is inefficient. This could be remedied by switching the receiver to a decision-directed mode of operation. The ratio of feedback rate to data rate in both nondecision-directed and decision-directed approaches is compared through Monte-Carlo simulations.
Raleigh et al. [10] have suggested a similar architecture for approaching channel capacity of a multi-input multi-ouput (MIMO) system. In their transceiver architecture, the channel 0090-6778/03$17.00 © 2003 IEEE estimation and tracking are achieved by sending training sequences to the receiver, decomposing the tracked system transfer function into its singular components at the receiver in batch, and communicating back the necessary singular components to the transmitter. This approach is similar to the bulk of research in multiantenna channel estimation and tracking algorithms, which favors using training sequences. In contrast, our work emphasizes blind adaptive SVD tracking algorithms which can be implemented efficiently.
The rest of the paper is organized as follows. In Section II, we introduce the system model and review results from information theory. In Section III, we propose the transceiver architecture, while in Section IV, we present the signal subspace interpretation and the blind tracking algorithms. Then, we include the simulation results in Section V.
In this paper, the following notations will be used. We will use boldfaced capital letters to indicate matrices and boldfaced small letters for vectors. is the identity matrix. , , and denote complex conjugate transpose, taking the positive part and taking the expectation, respectively.
denotes the set of -dimensional complex numbers, whereas denotes the set of complex matrices.
II. SYSTEM MODEL AND CAPACITIES
Consider a system with transmit and receive antennas in a frequency nonselective, slowly fading channel. The sampled baseband-equivalent channel model is given by (1) where is the complex channel matrix with the th element being the random fading between the th receive and th transmit antennas.
is the additive noise source and is modeled as a zero-mean, circularly symmetric, complex Gaussian random vector with statistically independent elements, that is, . The th element of is the symbol transmitted at the th transmit antenna, and that of is the symbol received at the th received antenna. In the following exposition, we will constrain the total average transmit power to a constant .
Substituting the SVD of the matrix , (1) becomes (2) where is an unitary matrix, is an unitary matrix, and is a matrix with only nonzero main diagonal entries being the nonnegative square root of the eigenvalues of . Multiplying on both sides, (1) can be rewritten as (3) where , , and . Noticing that the distribution of is invariant under unitary transformation, the multiantenna channel is equivalent to independent parallel Gaussian subchannels. Each subchannel has gain being the singular value of the fading matrix .
For each realization of , the mutual information is given by (4) where is the autocorrelation matrix of . Since the mutual information is maximized when the transmitted signals are uncorrelated, so we will assume that the signals sent to the transmitting array are uncorrelated, and let denote the power allocated to the th transmit antenna. Then (4) can be rewritten as (5) where . When both transmitter and receiver know the fading matrix , the transmitter can adapt the rate of information transmission and power allocated across the subchannels according to the quality of the channel. The optimal power allocation strategy is the well-known waterfilling solution and is given by (6) where satisfies (7) A suboptimal solution could be allocating equal power across the subchannels, that is (8) where denotes the number of nonzero channel eigenmodes. At high signal-to-noise ratios (SNRs), that is, the DOF-limited regime, the mutual information is insensitive to the power allocation strategies used. It is the number of usable subchannels and the identification of them that matter. For simplicity, we will adopt equal power allocation scheme, and focus exclusively on the tracking and identification of the usable subchannels.
III. TRANSCEIVER ARCHITECTURE
Motivated by the improved performance through adaptive resource allocation in a multiantenna channel, we design an adaptive multiantenna transceiver with periodic feedback from the receiver to the transmitter. Since the performance enhancement of a multiantenna system depends heavily on the accuracy of the channel measurements, we would like to emphasize the acquisition of the current channel conditions in our design.
The SVD in (2) suggests that the transmitter should prefilter the modulated symbols by the right singular matrix to match the channel, and at the same time, the receiver should filter the received signals by the left singular matrix before demodulation and decoding. Through these filtering operations, the channel is naturally decomposed into uncorrelated subchannels. To see this, refer to the diagram in Fig. 1 . The channel acquisition problem is reduced to the estimation of at the transmitter, and the estimation of and at the receiver.
Under a noiseless condition, the received signals are in the space spanned by the columns of the left singular matrix . As long as there is a sizable number of received symbols within a fraction of the coherence time (period of time in which the temporal variation of the fading coefficients 's is insignificant), the receiver is able to estimate and from the received data alone. This reduces the frequency in sending pilot symbols, and is more spectrally efficient. In an indoor environment with pedestrian speed of 2 m/s and transmitting at 5.8 GHz, the maximum Doppler frequency is around 40 Hz, and the coherence time is approximately equal to 0.01 s [11] . Furthermore, the delay spread is usually on the order of 10-100 ns, and the coherence bandwidth [12] is roughly on the order of 2-20 MHz. In order to experience flat fading, the transmitted signals should have symbol rate per transmit antenna of no greater than the coherence bandwidth. Therefore, for a symbol rate of 1 MSymbol/s, the number of symbols in a period of coherence time is approximately , which is sufficient to get a good estimate on and .
With the presence of additive noise, the space spanned by the received signals can be decomposed into the signal subspace and the noise subspace. The signal subspace contains information about the channel effect on the transmitted symbol that could be tracked at the receiver. The noise subspace is the space orthogonal to the signal subspace and is not very useful in the tracking process, except in the estimation of the additive noise power.
The receiver first exploits the structure of the received signal and partitions the received signal space into the signal and noise subspaces. This partitioning reduces the dimension of the tracking space and saves computational resources. Afterwards, it will track the temporal variation of and corresponding to the signal space by the blind algorithms detailed in Section IV. Simultaneously, it will project the received signal on the estimated and demodulate the projected symbols. Based on the estimated , it will decide the rate of information transmission on each of the useful subchannels and inform the transmitter from time to time. In order to assist the transmitter to track the temporal variation of the right singular matrix , the receiver will send back some of the demodulated symbols to the transmitter periodically, as well.
The transmitter, based on knowledge of the prior transmitted symbols and the feedback information from the receiver, tracks the temporal variation of by an adaptive minimum meansquare error (MMSE) algorithm that will be elaborated in Section IV. Then it will allocate the transmitted data across the subchannels, according to the rate allocation strategy decided by the receiver. Afterwards, it will project the transmitted data on the estimated and send it to the radio frequency (RF) section.
In addition, we address the problem of initialization by sending training sequences at the very beginning and use the proposed tracking algorithms for channel estimation as well with no extra cost. Furthermore, we would reduce the frequency of feedback by switching the receiver to a decision-directed mode of operation, that is, the receiver will use the detected symbols and the received signals after projection to track . Then it will send the estimated back to the transmitter periodically. Fig. 2 shows the receiver and the transmitter architectures.
IV. SIGNAL SUBSPACES PARTITION AND BLIND TRACKING ALGORITHMS

A. Signal Subspaces Interpretation
Recall that the system model is (9) where the columns of and correspond to the direction of the useful eigen modes of the channel. The autocorrelation matrix of the received signal is given by (10) Given , (10) can be rewritten as (11) Hence, the space spanned by the columns of is termed as the signal subspace, and that by is the noise subspace. The question now is how to estimate , , and efficiently. Before going into the details of the tracking algorithms used, we first present our mathematical setup and several useful results.
At time (where is the sample period), the received signal vector is Collect the first snapshots of 's, 's, and 's, and form the data matrix as follows:
They are related by where is the data matrix and is the sample autocorrelation matrix, denoted by . Thus, the SVD of is (13) whereas the eigenvalue decomposition of is (14) By the theory on the perturbation of eigenvalues [1] and by the perturbation theory for invariant subspaces [14] , [15] where is the range space. Consequently, and can be estimated either by direct eigenvalue decomposition of the sample autocorrelation matrix, or by direct singular value decomposition of the data matrix. But notice that from sample to sample, the autocorrelation and data matrices vary only by a rank-one modification. Instead of applying batch decomposition in every shot, the computation can be considerably reduced by iteratively updating and . The sample autocorrelation matrix derived from (12) averages over all available samples. However, in practice, the fading matrix as well as and are slowly time varying. Thus, a moving average estimate from the most recent received signal vectors is a better alternative (15) If is stationary, the moving average estimate is the maximumlikelihood estimate of , and if we replace by , then it is the unbiased estimate. To reduce the memory requirement for the old received signals, weighted average estimate is another possibility, which yields (16) where is the forgetting factor and its choice depends on the degree of stationarity of the channel. Similarly, the data matrix shown in (12) may not be practical as well, since its dimension grows with the data length. Same as before, we can fix the number of samples taken into account by deleting a column and appending a new one in every update.
Unlike its counterparts, there is no intimate connection between and . As seen from (9) and (11), it is impossible to estimate based on the first-and second-order statistics of the received signals alone. As a result, in tracking the variation of , we rely on the knowledge of prior transmitted symbols at the transmitter and propose an LMS type of algorithm, detailed in the following.
B. Tracking Algorithms for and
In this paper, we develop two algorithms to track the temporal variation of and . The first one is free of division and requires operations every update, while the second one requires operations, where is the number of receive antennas and is the number of useful subchannels. Basically, we introduce an unconstrained optimization problem with the eigencomponents being the stable stationary points. Then we apply gradient-descent methods and deflation techniques (sequential estimation of the eigencomponents) to arrive at the desired solution. The following theorem shows the objective function that we are using in the algorithms.
Theorem 1: Let be a semipositive definite matrix. Define (17) All the stationary points of are eigenvectors of with magnitude being the square root of the corresponding eigenvalue of . Further, if the dominant eigen pair is of multiplicity one, then the Hessian of at the dominant eigenvector is negative definite, while that at the remaining eigenvectors are neither positive definite nor negative definite, that is, the dominant eigen pair is the global maximum point of . Proof: First, take the gradient on .
Putting to zero, gives Therefore, the stationary points of are eigenvectors of with magnitude being the square root of the corresponding eigenvalue of .
Next, we prove that the dominant eigenvector is the only stable stationary point. Most of the objective functions in the literature require either normalization or division. One such objective function is the Rayleigh-Ritz ratio [16, p. 176] . From the perspective of implementation, both normalization and division are costly and slow. On the other hand, the objective function introduced in (17) is free of any division and normalization.
To find the optimal solution to , it is straightforward to apply gradient descent techniques. The gradient of is given in (18) , which results in the update formula as (20) where is the step size. If is the optimal solution to , then the corresponding eigenvalue is given by . Now consider It follows that the second dominant eigen pair of is the global maximum of . As the cancellation process proceeds, all the eigen pairs corresponding to nonzero eigenvalues can be obtained. This sequential cancellation technique is called deflation.
Recasting to our problem, we are looking for the eigen pairs of the autocorrelation matrix , which is estimated by . Since is semipositive definite, we can simply replace matrix in the update formula shown in (20) by matrix . Table I  details the tracking algorithm for and . The update formula can be further simplified by approximating the sample autocorrelation matrix using the instantaneous received signals only, that is, setting the forgetting factor to one. This is the LMS algorithm in adaptive filtering. In tracking the dominant eigen pair at time , we apply the same algorithm as above on the received signal only. Then removing the projection of on the direction of the tracked dominant eigenvector, we apply the algorithm on the residue again and track the second dominant eigen pair. The cancellation and tracking processes proceed and all the signal eigen pairs can then be tracked sequentially. Table II details the simplified  tracking algorithm for and . In this algorithm, simplicity is achieved at the expense of introducing division operation in each iteration.
The choice of the step size in (20) directly impacts the convergence speed, stability, and accuracy of the algorithms. Since the objective function introduced is a fourth-order function in , analysis on the choice of step size is difficult. In particular, the use of deflation techniques complicates the analysis a lot. Instead, we will give loose bounds on the step size by approximating by a quadratic function around the optimal point. We believe that these bounds give useful guidelines in the tracking period, where the estimates are close to the optimal.
Applying a Taylor series expansion to , we get For around the optimal point , can be approximated by Therefore, the step size is loosely bounded by (21) (2) as (22) Now, the receiver can send the signal (23) back to the transmitter where it can make use of its knowledge on the prior transmitted symbols. Assuming error free in the feedback channel, we choose to minimize the MSE of to track the temporal variation of . The tracking algorithm is summarized in Table III , in which the application of LMS algorithm in the MMSE criterion is straightforward. Furthermore, the algorithm has complexity of . In practice, we can reduce the frequency of feedback by applying the tracking algorithm on the detected symbols at the receiver instead of on the prior transmitted symbols at the transmitter.
D. Unequal Power Allocation
Up to this point, the transceiver allocates equal power to the usable subchannels but varies the information rate across them. However, the tracking algorithms introduced can be adapted to unequal power allocation. Suppose the power allocated to the th subchannel is , for . Then the autocorrelation matrix of the received signal in (11) becomes (24) where . The algorithms presented in Tables I and II will track the variation of the signal space as before. For the singular values, in contrast, they will track instead of . As a result, one more step is required to get the channel gains from . But this computation can be carried out with ease.
V. SIMULATION RESULTS
Since a half-wavelength separation is sufficient for decorrelation among antenna elements in an indoor channel [17] , a carrier frequency of 5.8 GHz (the ISM band) requires only a minimum separation of 2.6 cm. Hence, for a mobile device operating in the ISM band, four antennas may be a reasonable choice. On the other hand, with the advent of more sophisticated complementary metal-oxide-semiconductor (CMOS) technology, it is possible to integrate 10-15 analog front ends on a single chip together with the digital back ends, though the antenna elements may be correlated. In the following simulations, we will use a four transmit, four receive antennas system under independent Rayleigh fading. The symbol rate is 1 Msymbols/s and the Doppler frequency is 10 Hz. The constellation scheme used is -ary phase-shift keying (M-PSK), ranging from binary phaseshift keying (BPSK) to 16-PSK. To increase the resolution in the bit allocation, repetition codes are employed with coding gains ranging from 1/3 to 1/11. The channel model used is the popular Clarke and Jakes' model [17] , [18] . First, we will report on the tracking performance of the division-free algorithm detailed in the Section IV. Then, we will show the probability of bit error versus the ratio of feedback rate to data rate in both nondecision-directed and decision-directed modes of operation. For the division-adhered algorithm, similar results were obtained so we will not repeat it. Fig. 3 shows the tracking of the eigenvalues (square of the singular values) and the relative error (in the sense of Frobenius norm) in the tracked fading matrix. As seen from the graphs, both approaches can track the variation of the eigenvalues closely. Moreover, the relative error in the tracked fading matrix has a smaller range of fluctuation in the decision-directed approach than in the nondecision-directed approach. Fig. 4 shows the angle between the tracked and actual dominant left and right singular vectors in the decision-directed approach. There are relatively large angles of discrepancies at around 1.5 s, but the relative error in the tracked matrix is not very significant. This is because at around 1.5 s, the two most dominant eigenvalues are very close to each other, and hence, the main interest is the tracking of the subspaces spanned by the corresponding singular vectors rather than any particular basis. Similar performance was found in the nondecision-directed approach.
In order to study the spectral efficiency and the extent of feedback information of the system, we performed Monte-Carlo simulations over 500 000 transmitted symbols. Following the definition in [11] , the coherence time is approximately 0.0423 s. Hence, the simulations ran over more than 10 cycles of coherence time. The feedback information was quantized to give fair comparisons. Fig. 5 shows the probability of bit error versus different ratio of feedback rate to data rate at 10 dB SNR. At a bit-error rate of , the spectral efficiency in the forward link is around 3.32 b/s/Hz for both approaches, compared with 3.34 b/s/Hz obtained with perfect channel knowledge. However, in contrast to the channel capacity of 11.51 b/s/Hz, the discrepancy is due to the use of simple modulation and coding schemes in the simulated system. With the use of more sophisticated schemes, it could approach the channel capacity. Moreover, from the graphs, we see that the feedback ratio for the decision-directed approach is an order of magnitude less than its counterpart.
VI. CONCLUSIONS
Division-free and division-adhered algorithms are proposed to track the matrix. Both of them have similar performance. However, the former is more practical to implement, while the latter requires fewer operations. Consequently, this would be a tradeoff between the complexity of hardware implementation and the complexity of the algorithms ( versus ). For the tracking of the matrix, the decision-directed approach is spectrally more efficient and shows a smaller range of fluctuation. Furthermore, extension of the algorithms to include unequal power allocation is proved to be feasible as well.
