In this paper, we propose a new dwindling multidimensional filter second-order line search method for solving large-scale unconstrained optimization problems. Usually, the multidimensional filter is constructed with a fixed envelope, which is a strict condition for the gradient vectors. A dwindling multidimensional filter technique, which is a modification and improvement of the original multidimensional filter, is presented. Under some reasonable assumptions, the new algorithm is globally convergent to a second-order critical point, when negative curvature direction is exploited. Preliminary numerical experiments on a set of CUTEr test problems indicate that the new algorithm is more competitive than the traditional second-order line search algorithms.
Introduction
We consider the large-scale unconstrained optimization problem min x∈R n f (x), (1.1) where f is a real valued function on R n . We assume that both the gradient g(x) = ∇ x f (x) and the Hessian matrix H(x) = ∇ 2 xx f (x) of f exist and are continuous. In this paper we use the following notations: · is the Euclidean norm, | · | is the absolute value, {x k } a sequence of points generated by an algorithm, f k = f (x k ), g k = g(x k ) and H k = H(x k ), and so on.
Filter method was first introduced for constrained nonlinear programming by Fletcher and Leyffer [8] , which is a method without penalty function and guarantees global convergence [7, 9, 11, 18, 27, 28, 32, 33] . For unconstrained optimization problems, there are mainly two sorts of filter methods. The first approach is the straightforward application of the filter technique, see [20, 25, 34] . Particularly, Wang and Zhu [34] transform the simple unconstrained optimization problem (1.1) to a nonlinear programming problem with equality constraint, min x∈R n f (x) s.t. g(x) = 0, and then the filter technique for general nonlinear programming has been applied. The second approach is the multidimensional filter technique, which is proposed for nonlinear equations and nonlinear least-squares in [12] , and for unconstrained optimization problems in [2, 15, 36] . The multidimensional filter has more freedom in accepting trial points, and has been studied in [17, 19, 23, 35] . For the purpose of avoiding saddle points, the filter is reset to empty set if the nonconvexity of the objective function is detected [15, 35] . A brief history and review of filter methods can be consult in [10, 29] . A multidimensional filter F is defined as a list of n-tuples of the form (g k,1 , . . . , g k,n ), where g k,i def = g i (x k ), such that if g k and g l belong to F, then |g k,j | < |g l,j |, for at least one j ∈ {1, . . . , n}.
Then, a trial point x + k is acceptable for the filter F if and only if ∀ g l ∈ F, ∃ j ∈ {1, . . . , n} :
where γ g ∈ (0, 1/ √ n) is a small positive number. We say that γ g g l is the fixed measurement of the envelope of F.
In this paper, we are going to construct a new algorithm which produces a second-order critical point x * , such that g(x * ) = 0, and H(x * ) is positive semidefinite.
For this purpose, some second-order line search algorithms have been proposed (see [26, 30] ). The key idea is to determine, at each iterate x k , a pair of descent directions (
where c 1 and c 2 are some positive numbers, d k is a negative curvature direction, such that
where λ min (H) is the smallest eigenvalue of the matrix H. The second-order line search algorithms proposed in [22, 24] are based on curvilinear line search of the following form
where α k > 0 is the step-length. In [6, 21, 31, 37, 38] , this approach was embedded in a nonmonotonic framework and used to solving small and large-scale optimization problems. The scaling of two directions s k and d k are taken into account in [13] . Instead of using two directions synchronously, it selects the more promising one of two directions.
In what follows, we consider an algorithm where a new dwindling multidimensional filter technique is embedded in a second-order line search framework, which shows that it is competitive and efficient in theoretical and numeric aspects. This paper is organized as follows. We describe our motivation and the new dwindling multidimensional filter in Section 2, and propose a new dwindling filter line search algorithm in Section 3. In Section 4 the convergence analysis of our algorithm to a second-order critical point is proved. The preliminary numerical experiments are discussed in Section 5. Some conclusions are finally presented in Section 6.
The dwindling multidimensional filter technique
In this section, we describe the modification and improvement of existing multidimensional filter in line search context.
Our motivation
We consider the inexact line search method. Suppose that at current iterate x k , algorithms usually seek a step-length α > 0 along the gradient-related direction s k which satisfies (1.3), i.e., we define
where µ ∈ (0, 1). Note that, from (1.3) and the Cauchy-Schwarz inequality, we have
Hence, two propositions are valid for (2.1):
(i) the objective function reduction must less than a preset quantity which is proportional to step-length α and O( g k 2 ), and
(ii) inequality (2.1) holds if α is small enough, see [26, 30] .
When α is zero, both sides of (2.1) are zero and hence equality holds. If α is slightly larger than zero, the first-order derivatives on α of the left and right hand side of (2.1) are g(x + k (α)) s k and µg k s k , respectively. We then have that the inequality
Hence, we conclude that accepting trial points by means of information contained in the gradient vectors is a good idea. Moreover, the projections of gradient in some directions are ultimately decreased when step-length α vanishes. Now, we consider the multidimensional filter mechanism in [15, 23] . A trial point x + k (α) is acceptable to the filter F if and only if
Following this, we are now considering a simple example. 
Without loss of generality, we suppose that |g k | is nonzero. We find that: In out point of view, comparing to the rule of inexact line search (2.1), multidimensional filter's rule is strict on the gradient vectors. Hence, we give a modification and improvement of multidimensional filter, which is named dwindling multidimensional filter, in the next subsection.
The dwindling multidimensional filter
Our idea is to introduce the inexact line search step-length into the multidimensional filter and let the envelope of the filter to become thinner and thinner as the step-length approaches zero. We illustrate our idea for two-variable problem as Figure 1 . 
where φ(α) is a dwindling function defined as follows.
Definition 2.2. φ(α) : [0, 1] → R is a dwindling function if it is a monotonically increasing and continuous function such that φ(α) = 0 if and only if
It is easy to see that if φ(α) = 1, the dwindling filter is reduced to the multidimensional filter. However, in this paper, we suppose that the dwindling function φ(α) satisfies
Under some assumptions, we can prove that the trial point x + k (α) could not be rejected by iterate x k when the dwindling filter is employed.
Lemma 2.3. Suppose that there exists an index j ∈ {1, . . . , n} such that
for all α sufficiently small, and that φ(α) satisfies (2.5) . Then, the trial point x + k (α) could not be rejected by x k if the step-length α is sufficiently small.
Proof. Since |g k,j | > 0, then g k = 0. Then, from the assumptions, we could obtain
where the last inequality holds because of (2.5) when the step-length α is sufficiently small. So, x + k (α) is not rejected by x k according to new rule (2.4).
Although we cannot ensure that the trial point x + k (α) is acceptable to the new dwindling filter F when α is sufficiently small, because that F may contain other points besides x k , this lemma shows that x + k (α) cannot be rejected by current iterate x k in some case.
If
is acceptable in the sense of (2.4), we add g(x + k (α)) to F and remove from it every g l with
The dwindling filter line search algorithm
We use the quadratic model m k of f (x) at iterate x k , where
If the nonconvexity of the quadratic model is detected, we reset the filter to empty set [15, 35] . At each iteration, since two search directions are obtained, we choose the more promising one by a switching condition used in [13] to perform line search. We describe the new dwindling filter second-order line search algorithm as follows.
Algorithm 3.1 (The Dwindling Filter Line Search Algorithm (DFLS)).
Step 0. Initialization.
Step 1. Test for convergence. Compute g k . If g k ≤ ε and nonconvex = False, stop.
Step 2. Compute search direction. Compute a pair of directions (s k , d k ) which satisfies (1.3) and (1.4) . Set nonconvex = True if m k is nonconvex, otherwise set nonconvex = False.
Step 3. Choice of the search direction. If the switching condition
holds, execute Step 4. Otherwise execute Step 5.
Step 4. Line search in gradient-related direction. Compute α k = β l and x Step 5. Line search in negative curvature direction. Choose η k > 0. Compute the step length α k = η k β l , where l is the smallest non-negative integer such that
Reset F = ∅, and go to Step 1.
Remark 1. At each iterate x k , we choose the parameter η k = α j , where j(< k) is the index of the last iteration at which the switching condition (3.1) fails.
Remark 2. Note that if the dimension n is large, a lot of memory may be used to store the filter. So in practical implementation, the components of the gradient vector may be grouped, and then the dwindling filter can be used in those groups. We suggest readers referring to [12, 16] for more details.
Convergence analysis
In this section, we study the convergence properties of our proposed algorithm. First, we give some general assumptions.
A1 f is twice continuously differentiable on R n , and
Without loss of generality, we suppose that F 0 = f (x 0 ) at the beginning of the algorithm. Then the assumptions A1 and A2 imply that all iterates generated by the algorithm are in the compact level set Ω, and all objective functions and gradients of the iterates are bounded. Under these assumptions and the mechanism of our algorithm, we know that if there are only finitely many iterates, then the last point is a second-order critical point. So, we now assume that our algorithm produces infinitely many iterates.
For the convenience of the analysis, we define some index sets:
Clearly, every two sets of the three do not intersect.
Considering the values of F k , we have a crucial property of the algorithm. 
Proof. We observe that the definition of F k in the algorithm ensures that
for all l and all k l + 1 ≤ j ≤ k l+1 . This directly implies that {F k } is monotonically decreasing and {F k l } is strictly monotonically decreasing. Suppose kl ∈ K L is the largest integer which is not exceed k.
Otherwise, k > kl. By (4.2) and the definition of F k in the algorithm, we have
Therefore, we have inequality (4.1).
In the following, we will establish the convergence theorems. First, we prove that if there are infinitely many negative curvature iterations, the iterates produced by the algorithm must converge to second-order critical points. 
satisfies (1.4). Then the points {x k } produced by the algorithm converge to second-order critical points.
Proof. Consider {x k l |k l ∈ K L }. By Lemma 4.1, we know that {F k } is monotonously decreasing and {F k l } is strictly monotonously decreasing. Then, by the proof of Theorem 3.1 of [13] , the iterates produced by the algorithm must converge to second-order critical points.
We now consider the case that there are only finitely many negative curvature iterations. In what follows, if there are finitely many dwindling filter iterations, then there must be infinitely many truncated Newton iterations. Similar to the proof of Theorem 3.1 of [13] , we have the following theorem.
Theorem 4.3. Suppose that assumptions
Assume that the direction s k satisfies (1.3) . Then the points {x k } produced by the algorithm converge to second-order critical points.
The remainder case is that there are infinitely many dwindling filter iterations. We have the following theorem. 
Note |K L | < +∞, then the filter F is no longer reset to empty set for k sufficiently large. Moreover, since our assumptions imply that { g k } is bounded above and away from zero, there must exist a subsequence
By the definition of k i , x ki+1 is acceptable for F at each iteration k i . Since F is not reset for i sufficiently large, then there exists an index j i ∈ {1, 2, . . . , n} such that
However, (4.4) implies that g ki−1+1 ≥ . Hence we deduce from (4.6) that 
Then by Taylor's theorem, we havē
for some θ ∈ (0, 1). Divided byᾱ ki and s ki , the inequality can be written as
Now, we extract a subsequence {x ki } whose indices {k i } lie in the set
By using (4.8), s k ≤ c 2 g k , the bounds of g k and H k , and taking the limitᾱ ki → 0 as i → ∞, we obtain that (1 − µ)g(x * ) s * ≥ 0, and hence that
where
Therefore, when k ∈ K 2 and tends to infinity, we have
which contradicts (4.9). The contradiction proves (4.3) holds.
Since we suppose that the whole sequence of iterates {x k } converges to the unique limit point x * .
Then g(x * ) = 0. According to |K F | = +∞, then nonconvex = False holds infinitely many times. By assumption A1 and the fact that f (x) is twice continuously differentiable, we obtain H(x * ) is positive semidefinite. Therefore, x * is a second-order critical point.
Numerical experiments
In order to evaluate the behavior of our new algorithm, we need a subroutine to solve the local quadratic subproblem and obtain a pair of directions (s k , d k ) which satisfy (1.3) and (1.4). In this paper, we employ the planar conjugate-gradient method [3] [4] [5] which has the following advantages.
• The planar conjugate-gradient method could simultaneously compute the pair of directions (s k , d k ), which satisfies (1.3) and (1.4).
• It is a Krylov subspace iterative method for computing an adequate negative curvature direction. It does not need to explicitly know the Hessian matrix, but only need to evaluate the product of the Hessian and any vector. So it is very suitable for large-scale optimization problems.
• Compared with the Lanczos method, the planar conjugate-gradient method does not need to store any matrix of Lanczos orthogonal basis.
• If the Hessian matrix is sufficiently positive definite, the planar conjugate-gradient method is equivalent to the normal conjugate-gradient method.
The local quadratic model is solved approximately and is terminated at the step s such that
where M is a machine precision. We also terminate the planar conjugate-gradient iterations if it reaches the upper bound n or 100 iterations after finding the negative curvature direction. All tests were performed in double precision on the Tsinghua Tongfang F5600 portable computer (1.5 GHz, 1 Gbyte of RAM) under Red Hat Fedora Core 3 operation system and the intel ifort compiler (version 9.0). All attempts to solve the test problems were limited to a maximum of 10000 iterations or 1000 seconds of CPU time.
For each problem, we use the default starting point and exact gradients. The product of exact Hessian and any vector is also used. Although, in our algorithm, the exact Hessian information is used, we don't employ them directly in matrix form in both computation and memory. Instead, the cheap vector-form for computing is used such that it is suitable for solving large-scale problems. We use the settings Finally, the algorithm stops if
√ n and nonconvex = False . For numerical comparison, two algorithms are tested. The first is the DFLS algorithm described in Section 3. The second is the ALS algorithm described in [13] . We report the numerical results obtained by running two algorithms on a set of unconstrained test problems from the CUTEr collection [1, 14] . There are 55 problems where the dwindling filter iterations have been detected. The names of these problems with the number of their variables are listed in Table 1 . If no dwindling filter iteration been detected, DFLS is the same as ALS. In 55 test problems, algorithm DFLS successfully solves 93% and it fails on problems FMINSRF2, FMIN-SURF, LMINSURF and NIMSURF for exceeding CPU time. While algorithm ALS successfully solves 84% and it fails on problems BROWNDEN, DJTL, PALMER1C, VIBRBEAM for exceeding maximal iteration numbers and fails on problems CURLY10, CURLY20, FREUROTH, GENROSE, SINQUAD for exceeding CPU time. Figure 2 shows the performance profiles of two algorithms for function and gradient evaluation, iterations, conjugate-gradient iterations and CPU time, respectively. Obviously, we can see that the algorithm DFLS is significantly efficient.
We present in Figure 3 a plot of the evolution of objective function values for two algorithms. This plot is typical, from which we see that the algorithm DFLS outperforms ALS. For algorithm DFLS, we note that there is large oscillation in objective values prior to convergence. From this figure, it is remarkable that the algorithm is convergent.
Since we cannot know the size of the filter in advance, the filter is adaptively managed by a serial structure using pointer language in FORTRAN 95 code, so the computer RAM could be distributed dynamically, and the memory could be saved as soon as possible. Figure 4 shows the dwindling filter iterations and the amount of filter elements needed to store. We can see that a majority of problems at most need to store 21 filter elements in our algorithm. But there need 494 and 138 filter elements in FLETCHCR and TOINTPSP respectively. It is easy to see that the memory needed to store filter entries does not exceed 4 MB for all test problems.
Conclusions
The dwindling multidimensional filter technique has been presented in a line search algorithm framework for solving large-scale unconstrained optimization problems. The envelope of dwindling multidimensional filter is dwindling when step-length of the inexact line search approaches zero. We have shown that, under mild assumptions, the sequence of iterates produced by the new algorithm converges to one second-order critical point. Preliminary numerical experiences indicate that the new algorithm is reliable and efficient for solving large-scale nonconvex and ill-conditioned problems.
