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V magistrskem delu si oglejte lastnosti lastnih vrednosti realnih simetri£nih matrik,
katerih ni£elno-neni£elni vzorec izvendiagonalnih elementov je podan z neusmerje-
nim grafom G. Posebej se posvetite najmanj²emu ²tevilu razli£nih lastnih vrednosti
q(G) matrik omenjene druºine. Za razli£ne druºine grafov G izra£unajte q(G), pred-
stavite lastnosti grafov, ki imajo q(G) enak 1, 2, n − 1 ali n, ter lastnosti lastnih
vrednosti spojev grafov ter kartezi£nih, tenzorskih in krepkih produktov grafov.
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ren Meagher, and Shahla Nasser. Minimum number of distinct eigenvalues of
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tevilo razli£nih lastnih vrednosti simetri£nih matrik
Povzetek
V magistrskem delu preu£ujemo lastne vrednosti realnih simetri£nih matrik. Zanima
nas najmanj²e moºno ²tevilo q(G) razli£nih lastnih vrednosti vseh matrik, katerih
ni£elno-neni£elni vzorec pripada vnaprej predpisanemu grafu G. Za razli£ne druºine
grafov G izra£unamo q(G). Pri tem si pogledamo tudi lastnosti spojev grafov ter
kartezi£nih, tenzorskih in krepkih produktov grafov. V posebnem nas zanimajo gra
G na n to£kah, za katere velja q(G) = 1, 2, n− 1 ali n.
Number of distinct eigenvalues of symmetric matrices
Abstract
The aim of this work is to present the properties of eigenvalues of real symmetric
matrices. We are interested in nding the minimum number of distinct eigenvalues
q(G) of all matrices whose zero-nonzero pattern belongs to a given graph G. For
some families of graphs G we calculate q(G). We mention the properties of the
join of two graphs and also Cartesian, tensor and strong products of graphs. In
particular, we are interested in graphs G on n points, for which q(G) = 1, 2, n − 1
or n.
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Linearna algebra je podro£je matematike, ki se ukvarja z linearnimi ena£bami, li-
nearnimi preslikavami, matrikami, vektorskimi prostori,... V delu se bomo posvetili
matrikam, v posebnem simetri£nim matrikam. Vsaki matriki lahko dolo£imo lastne
vrednosti ter lastne vektorje. Lastne vrednosti matrik so se ºe v preteklosti pojavile
pri ²tudiju kvadratnih form, trenutno pa je spekter njihove uporabe zelo ²irok. V
sodobnem svetu, v dobi ra£unalni²tva, so se za£ela oblikovati druºabna omreºja, kot
so Facebook, Twitter, Instagram ter ostale spletne strani, ki hranijo veliko koli£ino
podatkov. Analiza omreºij se ukvarja s preu£evanjem relacij med enotami. Osnovni
sestavini omreºja sta torej mnoºica to£k, ki predstavljajo izbrane enote in mnoºica
povezav, ki predstavljajo odnose med enotami. To£ke in povezave dolo£ajo graf.
Lastne vrednosti in vektorje matrik, ki pripadajo tak²nim grafom, uporabljamo v
ra£unalni²tvu za rangiranje, na primer PageRank je Googlov algoritem za rangiranje
spletnih strani po pomembnosti. Strani lahko glede na vrednosti PageRanka hie-
rarhi£no uredimo in tako omogo£imo bolj²e rezultate iskanja na spletu. Algoritem
lahko uporabimo tudi v drugih situacijah, npr. pri analizi ²portnih rezultatov. V
tem primeru to£ke grafa niso spletne strani, ampak igralci, povezave pa so odigrane
medsebojne tekme. Lastne vrednosti uporabljamo tudi pri ra£unanju stabilnosti
konstrukcij, na primer mostov in stavb, pri metodi glavnih komponent (PCA), ma-
tri£ni faktorizaciji,...
Kot smo ºe omenili, so se lastne vrednosti pojavile pri ²tudiju kvadratnih form.
e v srednji ²oli se spoznamo s krivuljami drugega reda, ki jim re£emo tudi stoºnice.
Neizrojene stoºnice so elipsa, kroºnica, hiperbola in parabola, izrojene pa to£ka,
premica, prazna mnoºica, par vzporednih premic in par sekajo£ih se premic. S
pomo£jo lastnih vrednosti lahko hitro dolo£imo, katere oblike je krivulja. Najprej
pa ponovimo denicijo krivulj drugega reda.
Krivulja drugega reda je mnoºica to£k (x1, x2) ∈ R2, ki zado²£a ena£bi
ax21 + 2bx1x2 + cx
2
2 + dx1 + ex2 + f = 0, (1.1)


















Torej lahko ena£bo (1.1) zapi²emo tudi kot
xTAx+Bx+ f = 0.
Kvadratna forma v R2, ki pripada tej krivulji, je funkcija Q : R2 → R oblike
Q(x1, x2) = ax
2













Linearni del ena£be pa zapi²emo kot







Poglejmo si sedaj v splo²nem. Naj bo Q(x) = xTAx kvadratna forma s spre-
menljivkami x = (x1, x2, . . . , xn)T , kjer je A simetri£na matrika. Torej lahko ma-
triko A zapi²emo kot A = PDP−1, kjer je P ortogonalna matrika, katere stolpci
sestavljajo bazo iz lastnih vektorjev in matrika D diagonalna matrika z lastnimi
vrednostmi λ1, λ2, . . . , λn matrike A na diagonali. Ker je matrika P ortogonalna,
velja P TP = PP T = I, torej P T = P−1. Potem kvadratno formo zapi²emo kot




2 + · · ·+ λny2n,
kjer je x = Py in y = (y1, y2, . . . , yn)T .
V primeru, ko je n = 2, je xTAx = λ1y21 + λ2y
2








′y2 + f = 0.
S tako preureditvijo smo se znebili me²anega £lena.
Matrika A je simetri£na. Njene lastne vrednosti nam povejo, kak²ne oblike je
krivulja drugega reda. Naj bosta λ1 in λ2 lastni vrednosti matrike A ∈ R2×2. Vemo:
• e sta λ1, λ2 > 0 ali λ1, λ2 < 0, je krivulja elipsa (v posebnem so to kroºnica,
to£ka ali prazna mnoºica).
• e je λ1 > 0 in λ2 < 0, je krivulja hiperbola (v posebnem je to par premic,
ki se sekata ali prazna mnoºica). Podobno, £e je λ2 > 0 in λ1 < 0, je krivulja
hiperbola (v posebnem je to par premic, ki se sekata ali prazna mnoºica).
• e je λ1 = 0 ali λ2 = 0, je v splo²nem krivulja parabola (lahko pa je sestavljena
iz dveh vzporednic, ene (dvojne) premice ali pa je prazna mnoºica).
Lastna vektorja v1, v2, ki pripadata lastnim vrednostim λ1, λ2, pa nam povesta smer
glavnih osi. Izberemo jih lahko tako, da je matrika P rotacijska matrika, ki zavrti








V primeru, da je P matrika zrcaljenja, vektor v2 zamenjamo z −v2 in s tem P po-
stane rotacijska matrika. Zamenjava x = Py ustreza zasuku (x1, x2) - koordinatnega
sistema v (y1, y2) - koordinatni sistem za kot ϕ.
Zamenjava u1 = y1 − a in u2 = y2 − b ustreza premiku za vektor (a, b) iz (y1, y2) -
koordinatnega sistema v (u1, u2) - koordinatni sistem.
Primer: Nari²imo krivujo, ki je podana z ena£bo
5x2 + 5y2 − 6xy = 8.











)T in v2 = (− 1√2 ,
1√
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in sta glavni osi krivulje x = y in x = −y. Ena£ba v novih spremenljivkah se glasi










Primer: Nari²imo krivujo, ki je podana z ena£bo 2x2−y2+4xy+2x−4y+1 = 0.







ima lastne vrednosti λ1 = 3 in λ2 = −2. Pripadajo£a lastna vektorja pa sta v1 =


























3 + 2dx1x2 + 2ex1x3 + 2gx2x3 + hx1 + jx2 + kx3 + f = 0,
kjer so a, b, c, d, e, f, g, h, j, k ∈ R in vsaj eden od a, b, c, d, e, g razli£en od ni£.
Naj bo
A =
 a d ed b g
e g c




Torej lahko ena£bo zapi²emo tudi xTAx + Bx + f = 0. Kvadratna forma v R3, ki
pripada tej krivulji, je funkcija Q : R3 → R oblike






3 + 2dx1x2 + 2ex1x3 + 2gx2x3.
Kvadratno formo lahko zapi²emo kot
Q(x1, x2, x3) =
(
x1 x2 x3








Linearni del ena£be pa zapi²emo kot






Tudi ploskve drugega reda lahko dolo£imo, £e poznamo lastne vrednosti matrike
A. Poglejmo si najprej denicijo, ki nam bo v pomo£.
Naj bo matrika A ∈ Rn×n simetri£na in naj bo i+(A) ²tevilo pozitivnih lastnih
vrednosti matrike A, i−(A) ²tevilo negativnih lastnih vrednosti matrike A in i0(A)
²tevilo ni£elnih lastnih vrednosti matrike A. Potem je i+(A) + i−(A) + i0(A) = n
in i(A) = [i+(A), i−(A), i0(A)] imenujemo inercija matrike A. Ploskev drugega reda
lahko klasiciramo s pomo£jo inercije.
Naj bodo λ1, λ2 in λ3 lastne vrednosti matrike A ∈ R3×3. Vemo:










kjer je d ∈ {−1, 1, 0}. Ploskev je elipsoid, to£ka ali prazna mnoºica.





































kjer je d ∈ {−1, 1, 0}. Ploskev predstavlja elipti£ni valj, premico ali prazno







kjer je p 6= 0, je to elipti£ni paraboloid.
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kjer je p 6= 0, ki predstavlja hiperboli£ni paraboloid.
• e je i(A) = [1, 0, 2], je ploskev
x′2 = 2py′ + 2qz′,
paraboli£ni valj, kjer je |p|+ |q| > 0, £e pa je i(A) = [0, 1, 2] dobimo
x′2 = c, c ∈ R,
ki predstavlja ploskev sestavljeno iz dveh vzporednih ravnin, ene (dvojne)
ravnine ali pa je prazna mnoºica.
V magistrskem delu bomo natan£neje pogledali, koliko razli£nih lastnih vrednosti
ima simetri£na matrika. Delo je strukturirano na naslednji na£in.
V drugem poglavju se spomnimo nekaj lastnosti simetri£nih matrik in njenih
lastnih vrednosti. Omenimo tudi Gershgorinov izrek, ki pravi, da vsaka lastna vre-
dnost neke kvadratne matrike leºi znotraj vsaj enega diska, ki ima sredi²£e na enem
od diagonalnih elementov matrike in polmer enak vsoti izvendiagonalnih elementov
pripadajo£e vrstice. V nadaljevanju se spomnimo tudi dolo£enih druºin grafov, ome-
nimo nekaj denicij teorije grafov, ki jih potrebujemo v nadaljevanju. V zadnjem
razdelku tega poglavja deniramo mnoºico vseh realnih simetri£nih n× n matrik
S(G) = {A;A = AT , aij 6= 0⇔ {i, j} ∈ E(G), za i 6= j},
ki pripadajo danemu grafu G, kjer z E(G) ozna£imo povezave grafa G. Ta nam de-
nira ni£elno-neni£elni vzorec simetri£nih matrik s pomo£jo grafa. Posebna primera
matrik v S(G), ki si ju bomo ogledali, sta matrika sosednosti, ki ima elemente enake
ni£ ali ena, ter Laplaceova matrika.
V tretjem poglavju predstavimo inverzni problem lastnih vrednosti grafa, ki ga
bomo kraj²e poimenovali kar IPLV, v katerem ºelimo konstruirati matriko iz S(G)
z danim spektrom. IPLV je teºek problem, re²en le za cikle, polne grafe in nekatere
druºine dreves, kot so na primer poti. Tu predstavimo tudi njegove podprobleme.
Prvi podproblem, ki ga obravnavamo, je najti najmanj²i rang matrike iz S(G) in ga
deniramo kot
mr (G) = min{rk (B) ;B ∈ S(G)}.
Dolo£imo minimalni rang grafa poti, cikla in polnega grafa. Drugi podproblem, ki ga
omenimo, je najti najve£jo moºno ve£kratnost lastne vrednosti M(G) neke matrike
iz S(G),
M(G) = max{multA (λ) ;λ ∈ R, A ∈ S(G)}.
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Ta problem se da prevesti na problem minimalnega ranga, saj je mr (G) +M(G) =
|V (G)|. Zadnji podproblem, ki se mu posvetimo najbolj, je najti najmanj²e moºno
²tevilo razli£nih lastnih vrednosti matrike iz mnoºice S(G)
q(G) = min{q(A);A ∈ S(G)}.
Tu pokaºemo, koliko razli£nih lastnih vrednosti imajo lahko gra poti, polni gra in
cikli.
etrto poglavje je namenjeno grafom, katerih vsaka matrika, ki pripada S(G),
ima veliko ²tevilo razli£nih lastnih vrednosti. Vidimo, da je najmanj²e ²tevilo raz-
li£nih lastnih vrednosti grafa na n to£kah enako n, le ko je ta graf pot na n to£kah.
V petem poglavju si pogledamo grafe, za katere velja q(G) = 2, kar pomeni,
da obstaja tak²na matrika A ∈ S(G), ki ima natanko dve razli£ni lastni vrednosti.
Tu pokaºemo, da imajo matrike polnega dvodelnega grafa Kl,k najmanj²e ²tevilo
razli£nih lastnih vrednosti enako dve, ko je l = k in tri, ko je l > k. Omenimo tudi
spoj grafov in pokaºemo, da je najmanj²e ²tevilo razli£nih lastnih vrednosti spoja
dveh enakih povezanih grafov, enako dve.
V zadnjem ²estem poglavju si pogledamo ²e produkte grafov, torej kartezi£ni,
tenzorski in krepki produkt. Spomnimo se tenzorskega produkta matrik in dolo£imo
njegove lastne vrednosti. Za produkte nekaterih grafov dolo£imo spodnje meje za





Lastne vrednosti simetri£nih matrik
in gra
V tem poglavju bomo denirali osnovne pojme in trditve, ki jih bomo potrebovali v
nadaljnjih poglavjih. Spomnili se bomo lastnosti simetri£nih matrik, omenili bomo
izrek o prepletanju lastnih vrednosti in dokazali, da vsaka lastna vrednost neke
matrike leºi znotraj vsaj enega Gershgorinovega diska. Ogledali si bomo nekatere
druºine grafov, ki jih bomo potrebovali v delu. Ve£ o simetri£nih matrikah si lahko
bralec ogleda v [10, 5].
2.1 Simetri£ne matrike in njene lastne vrednosti
Denicija 2.1.1. Matrika A ∈ Rn×n je simetri£na, ko je enaka svoji transponirani
matriki, to je A = AT .
Trditev 2.1.2. Veljajo naslednje trditve.
1. e je A simetri£na, potem je simetri£na tudi Ak za vsak k = 1, 2, 3, . . . .
2. e sta matriki A in B simetri£ni, potem je simetri£na tudi matrika αA+βB,
kjer sta α in β realni ²tevili.
3. Lastne vrednosti λ1, λ2, . . . , λn simetri£ne matrike A so vedno realne in jih
lahko uredimo po velikosti, da velja λ1 ≥ λ2 ≥ · · · ≥ λn.
4. Naj bo matrika A simetri£na. Lastni vektorji, ki pripadajo razli£nim lastnim
vrednostim, so pravokotni.
5. Matriko A ∈ Rn×n lahko zapi²emo kot A = PZP−1, kjer je P ortogonalna
matrika in Z zgornje-trikotna matrika.
6. Simetri£no matriko A ∈ Rn×n lahko zapi²emo kot A = PDP−1, kjer je P
ortogonalna matrika in D diagonalna matrika.
Dokaz. Dokaºimo vsako to£ko posebej.
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1. Ker je matrika A simetri£na, velja A = AT . Potem velja
Ak = A · A · · ·A︸ ︷︷ ︸
k
= AT · AT · · ·AT = (Ak)T .
2. Naj bosta A in B simetri£ni matriki. Potem je
(αA+ βB)T = (αA)T + (βB)T = αAT + βBT = αA+ βB.
3. Naj bo matrika A ∈ Rn×n simetri£na matrika in naj velja Av = λv, kjer
je v 6= 0. Matriko konjugiramo in transponiramo in dobimo (Av)∗ = (λv)∗,
torej je v∗A∗ = v∗λ∗. Ker je matrika A realna, dobimo v∗AT = v∗λ∗, ker pa je
simetri£na, je v∗A = v∗λ∗. Enakost z desne pomnoºimo z v, da dobimo v∗Av =
v∗λ∗v. Potem je v∗λv = v∗λ∗v, oziroma 〈v, λv〉 = 〈v, λ∗v〉. Upo²tevamo
linearnost v drugem faktorju λ〈v, v〉 = 〈v, λv〉 in dobimo λ〈v, v〉 = λ〈v, v〉.
Ker 〈v, v〉 6= 0, je λ = λ.
4. Naj bosta v in u lastna vektorja, ki pripadata razli£nima lastnima vrednostima
λ in µ. Potem je
λ(uv) = (λu)v = Au · v = u · Av = u(µv) = µ(uv)
Torej je λ(uv) = µ(uv). Ker je λ 6= µ, velja u · v = 0. Torej sta vektorja u in
v pravokotna.
5. Dokaºimo trditev (ki jo imenujemo tudi Schurov izrek) z indukcijo. Za n = 1
je trditev o£itna. Denimo, da izrek velja za n− 1 in ga dokaºimo za n. Naj bo
λ lastna vrednost matrike A in vektor v1 njen pripadajo£i lastni vektor. Ker








kjer je u ∈ R1×(n−1) in B ∈ R(n−1)×(n−1). Po indukcijski predpostavki obstaja
taka baza za Rn−1, v kateri B pripada zgornje-trikotna matrika. Potem je
B = QZQ−1,

























Ker je Z zgornje-trikotna, je tudi P−1AP zgornje-trikotna.
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6. esta to£ka je posledica pete to£ke. e je matrika A simetri£na, potem je
matrika Z = P−1AP simetri£na, kjer je P ortogonalna matrika. Torej je
matrika Z = D simetri£na zgornje-trikotna matrika, torej diagonalna.
Denicija 2.1.3. Matrika A ∈ Rn×n je pozitivno denitna, £e je simetri£na in velja
vTAv > 0, za vsak neni£elni v ∈ Rn.
Matrika A ∈ Rn×n je pozitivno semidenitna, £e je simetri£na in velja vTAv ≥ 0 za
vsak neni£elni v ∈ Rn.
Lema 2.1.4. Naj bo matrika A pozitivno denitna (semidenitna). Potem so njene
lastne vrednosti pozitivne (nenegativne).
Dokaz. Naj bo A pozitivno denitna matrika. Naj bo v ∈ Rn lastni vektor, ki
pripada lastni vrednosti λ. Velja 0 < vTAv = vTλv = λvTv = λ||v||2. Potem je λ
pozitivna, saj je vTv pozitivno realno ²tevilo.
Pri dokazu naslednjega izreka bomo potrebovali Cramerjevo pravilo za re²evanje
sistema linearnih ena£b, ki pravi: Naj bo Ax = B oziroma
a11 a12 . . . a1n
a21 a22 . . . a2n
...
... . . .
...














sistem n linearnih ena£b z n neznankami. e je determinanta koecientov sistema





, i = 1, 2, . . . , n,
kjer je v imenovalcu vedno determinanta koecientov, v ²tevcu pa determinanta
detAi, ki jo dobimo tako, da i-ti stolpec koecientov pri iskani neznanki x̂i nado-
mestimo s stolpcem desnih strani ena£b sistema B.
Izrek 2.1.5 (Izrek o prepletanju lastnih vrednosti). Naj bo A ∈ Rn×n simetri£na
matrika z lastnimi vrednostmi λ1 ≥ λ2 ≥ · · · ≥ λn in A1 ∈ R(n−1)×(n−1) njena glavna
podmatrika z lastnimi vrednostmi µ1 ≥ µ2 ≥ · · · ≥ µn−1. Potem velja
λ1 ≥ µ1 ≥ λ2 ≥ µ2 ≥ · · · ≥ µn−1 ≥ λn.
Dokaz. Izrek bomo dokazali le za strogo neenakost. Za enakost pa si lahko dokaz
pogledate v [14]. Naj bo A ∈ Rn×n simetri£na matrika z lastnimi vrednostmi λ1 >
λ2 > · · · > λn in normiranimi lastnimi vektorji v1, v2, . . . , vn. Brez ²kode za splo²nost
naj bo A1 ∈ R(n−1)×(n−1) glavna podmatrika matrike A, ki smo jo dobili tako, da smo
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matriki A izbrisali prvo vrstico in prvi stolpec, njene lastne vrednosti pa ozna£imo
µ1 > µ2 > · · · > µn−1. Naj bo
D(λ) = det (A− λI) =
∣∣∣∣∣∣∣∣∣
a11 − λI a12 . . . a1n
a21 a22 − λI . . . a2n
...
... . . .
...
an1 an2 . . . ann − λI
∣∣∣∣∣∣∣∣∣
D1(λ) = det (A1 − λI) =
∣∣∣∣∣∣∣∣∣
a22 − λI a23 . . . a2n
a32 a33 − λI . . . a3n
...
... . . .
...
an2 an3 . . . ann − λI
∣∣∣∣∣∣∣∣∣
in
e = [1, 0, 0, . . . , 0]T
x = [x1, x2, x3, . . . , xn]
T .








k=1 ckvk. Ker je matrika A simetri£na, jo lahko zapi²emo kot A =
PDP−1, kjer je D diagonalna matrika z lastnimi vrednostmi na diagonali in P
ortogonalna matrika, ki ima za stolpce lastne vektorje. Torej je
(A− λI) = P (D − λI)P−1.
Torej lahko sistem linearnih ena£b (A−λI)x = e zapi²emo kot P (D−λI)P−1x = e
oziroma









Ker je matrika P ortogonalna, je P−1 = P T , torej je










Ker so lastni vektorji normirani in po trditvi 2.1.2 vemo, da so lastni vektorji, ki
pripadajo razli£nim lastnim vrednostim simetri£ne matrike, pravokotni, je








To lahko zapi²emo kot
x =
(
v1 v2 · · · vn
)

(λ1 − λ)−1 0 · · · 0
0 (λ2 − λ)−1 · · · 0
...
... · · · ...

































V enakost sedaj vstavimo λ = µl. Leva stran enakosti je enaka 0, saj je D1(µl) = 0,







Vsi ²tevci so pozitivni, imenovalci pa pozitivni, £e je µl < λk, ter negativni, £e je
µl > λk. Zato vsak µl leºi na intervalu (λk, λk+1).
Pa recimo, da sta µi in µj oba z intervala (λk, λk+1). Brez ²kode za splo²nost


































kar je protislovje, saj morata biti obe vsoti enaki 0. Torej, £e so vse ck razli£ne od
0, je µk ∈ (λk, λk+1).
e pa niso vse ck razli£ne od 0, potem lahko namesto e izberemo tak²en vektor






kjer so dj vsi razli£ni od ni£ in to zaporedje ui konvergira k e. To lahko naredimo,
saj so vk baza. Torej, £e za vse ui velja, da so µk z odprtega intervala (λk, λk+1),
potem za limito e velja, da so µk z zaprtega intervala [λk, λk+1].
V tem razdelku smo ugotovili, da se matriko A da diagonalizirati natanko tedaj,
ko obstaja matrika P , da je A = PDP−1, kjer je D diagonalna matrika z lastnimi
vrednostimi na diagonali in P ortogonalna matrika, ki ima za stolpce lastne vektorje.
Matriko A ∈ Rn×n se da diagonalizirati natanko tedaj, ko je njen minimalni
polinom oblike
mA(λ) = (λ− λ1)(λ− λ2) · · · (λ− λk),
kjer so λ1, λ2, . . . , λk paroma razli£ne lastne vrednosti matrike A. Ugotovili smo, da
lahko vsako simetri£no matriko diagonaliziramo.
2.2 Lastne vrednosti matrik
Trditev 2.2.1. e so I, A,A2, . . . , Ak−1 linearno neodvisne in I, A,A2, . . . , Ak−1, Ak
linearno odvisne, lahko zapi²emo
Ak = αoI + α1A+ α2A
2 + · · ·+ αk−1Ak−1.
Dokaz. Naj bodo I, A,A2, . . . , Ak−1, Ak linearno odvisne, potem je
α0I + α1A+ α2A
2 + · · ·+ αk−1Ak−1 + αkAk = 0 (2.1)
za α0, α1, . . . , αk−1, αk, ki niso hkrati enaki ni£. e je αk 6= 0, enakost (2.1) lahko
delimo z αk in dobimo
Ak = −α0I − α1A− · · · − αk−1Ak−1.
e pa je αk = 0, dobimo α0 = α1 = · · · = αk−1 = αk = 0. To pa ne more veljati,
saj smo predpostavili, da so I, A,A2, . . . , Ak−1, Ak linearno odvisne.
Posledica 2.2.2. Naj bo matrika A simetri£na. e so matrike I, A,A2, . . . , Ak−1
linearno neodvisne in matrike I, A,A2, . . . , Ak linearno odvisne, potem za matriko A
velja, da ima k razli£nih lastnih vrednosti.
Dokaz. e je
pA(λ) = a0 + a1λ+ · · ·+ ak−1λk−1 + akλk
karakteristi£ni polinom za matriko A ∈ Rn×n, potem je
pA(A) = a0 + a1A+ · · ·+ ak−1Ak−1 + akAk = 0.
Ker so I, A,A2, . . . , Ak−1 linearno neodvisne in I, A,A2, . . . , Ak−1, Ak linearno odvi-
sne, je pA(λ) = a0 + a1λ + · · · + ak−1λk−1 + λk minimalni polinom, saj matriko A
lahko zapi²emo kot
Ak = −α0I − α1A− · · · − αk−1Ak−1.
Ker je matrika A simetri£na, jo lahko diagonaliziramo, torej je njen minimalni po-
linom oblike
mA(λ) = (λ− λ1)(λ− λ2) · · · (λ− λk),
torej ima matrika A k razli£nih lastnih vrednosti.
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Gershgorinov izrek
Naslednji izrek, ki ga bomo omenili, bomo potrebovali v poglavju 5.3, kjer si bomo
ogledali M-matrike, ki jih bomo potrebovali pri spoju grafov.
Denicija 2.2.3. Naj bo A = [aij] matrika velikosti n×n in naj bo Ri =
∑
i 6=j |aij|,
kjer je i ∈ {1, . . . , n}. Potem zaprt disk
D(aii, Ri) = {z ∈ C; |z − aii| ≤ Ri}
s sredi²£em v aii in radijem Ri imenujemo Gershgorinov disk.
Izrek 2.2.4. Vsaka lastna vrednost matrike A leºi znotraj vsaj enega Gershgorino-
vega diska D(aii, Ri).
Dokaz. Naj bo λ lastna vrednost matrike A in naj bo x = [x1x2 . . . xn]T lastni vektor





aijxj = λxi. (2.2)
Ker je x 6= 0, vemo da obstaja tak k, da bo
0 6= |xk| = max{|x1|, |x2|, . . . , |xn|}. (2.3)













Sedaj vzamemo absolutno vrednost obeh strani, uporabimo trikotni²ko neenakost
in (2.3) ter dobimo













= Rk · |xk|.
Ker |xk| > 0, je |λ− akk| ≤ Rk. Torej λ leºi v k-tem Gershgorinovem disku.
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2.3 Lastne vrednosti funkcij matrik
Trditev 2.3.1. Naj ima matrika A ∈ Rn×n lastne vrednosti λ1, λ2, . . . , λn. Potem
ima matrika β(A−αI) lastne vrednosti β(λ1−α), β(λ2−α), . . . , β(λn−α). Velja tudi
obrat, £e ima matrika β(A−αI) lastne vrednosti β(λ1−α), β(λ2−α), . . . , β(λn−α),
kjer je β 6= 0, potem ima matrika A lastne vrednosti λ1, λ2, . . . , λn.
Dokaz. Naj bo λi lastna vrednost matrike A, kjer je i = 1, . . . , n. Potem velja
det(A− λiI) = 0.
Predpostavimo, da je µi lastna vrednost matrike oblike β(A− αI). Potem je
0 = det(β(A− αI)− µiI) = det(βA− (βα + µi)I).
Ker je A matrika velikosti n× n, je









µi = β(λi − α).
S tem smo pokazali, da so lastne vrednosti matrike β(A− αI) res β(λi − α).
Pokaºimo ²e trditev v drugo smer. Naj bo β(λi − α) lastna vrednost matrike
B = β(A− αI). Torej lahko matriko A izrazimo kot A = 1
β
B + αI. Potem velja
det(B − (βλi − βα)I) = 0.
Predpostavimo, da je µi lastna vrednost matrike A. Potem je
det(A− µiI) = det(
1
β
B + αI − µiI) = 0.
Ker je A matrika velikosti n× n, je
1
βn
det(B + β(α− µi)I) = 0.
Torej je
βλi − βα = −β(α− µi),
oziroma
λi = µi.
Pokazali smo, da je λi res lastna vrednost matrike A.
Trditev 2.3.2. Naj ima matrika A lastne vrednosti λ1, λ2, . . . , λn. Potem ima ma-
trika A2 lastne vrednosti λ21, λ
2
2, . . . , λ
2




2, . . . , λ
2
n, potem ima matrika A lastne vrednosti ±λ1,±λ2, . . . ,±λn.
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Dokaz. Naj bo λi lastna vrednost za matriko A, kjer je i = 1, . . . , n. Potem velja
det(A− λiI) = 0.
Predpostavimo, da je µi lastna vrednost matrike A2. Potem je












Poglejmo si ²e dokaz v drugo smer. Naj bo λ2i lastna vrednost matrike A
2, kjer je
i = 1, . . . , n. Potem velja
det(A2 − λ2i I) = 0.
To lahko zapi²emo kot
det(A− λiI) · det(A+ λiI) = 0.
Predpostavimo, da je µi lastna vrednost matrike A. Potem je
det(A− µiI) = 0.
Dobimo, da je res µi = ±λi.
Primer 2.3.3. Naj bo matrika A oblike
A =
 3 2 42 0 2
4 2 3
 ,
ki ima lastne vrednosti λ1 = −1, λ2 = −1 in λ3 = 8. Potem ima matrika
3(A− 5I) =




λ1 = λ2 = 3(−1− 5) = −18 in λ3 = 3(8− 5) = 9
in matrika
A2 =




λ1 = λ2 = (−1)2 = 1 in λ3 = 82 = 64.
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Trditev 2.3.4. Naj bosta dani matriki A ∈ Rm×n in B ∈ Rn×m. Potem imata AB
in BA iste neni£elne lastne vrednosti.
Dokaz. Naj bo λ lastna vrednost matrike AB, ki ji pripada lastni vektor x. Potem
velja
ABx = λx.




Torej je λ lastna vrednost matrike BA s pripadajo£im lastnim vektorjem Bx, pri
pogoju, da je Bx 6= 0. e je Bx = 0, je ABx = 0, kar pomeni, da je λ = 0. Pokazali
smo, da imata AB in BA iste neni£elne lastne vrednosti.
















lastne vrednosti 2 in 1. Matrika
BA =
 1 1 21 1 1
0 0 1

pa lastne vrednosti 2, 1 in 0.
2.4 Gra
2.4.1 Denicije
Paru G = (V,E) pravimo graf, kjer je V = V (G)mnoºica to£k in E = E(G)mnoºica
povezav. Graf G je enostaven, £e ne vsebuje zank in ve£kratnih povezav.
Zaporedje to£k u = x0, x1, . . . , xk−1, xk = y, kjer je {xi, xi+1} povezava za vsak
i = 0, 1, . . . , k − 1, imenujemo sprehod dolºine k. Sprehod, na katerem so vse to£ke
razli£ne, imenujemo pot. tevilo povezav poti imenujemo dolºina poti. Dolºina
najkraj²e poti med dvema to£kama, je razdalja med njima.
Naj bo G graf na n to£kah. Graf H je induciran podgraf grafa G, £e vsebuje vse
povezave grafa G, ki imajo obe to£ki v H.
Naj bosta G in H grafa. Potem je spoj grafov G ∨ H dolo£en z V (G ∨ H) =
V (G) ∪ V (H) in E(G ∨H) = E(G) ∪ E(H) ∪ {{g, h}; g ∈ V (G), h ∈ V (H)}.
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Graf G je dvodelni, £e lahko njegovo mnoºico to£k V (G) razbijemo na dve tak²ni
disjunktni mnoºici to£k X in Y , da vsaka povezava povezuje to£ko iz X s to£ko iz
Y . Med dvodelne grafe sodijo polni dvodelni gra.
Naj bo G nek neusmerjen graf na vsaj treh to£kah. e se lahko po grafu spre-
hodimo tako, da za£nemo v neki to£ki, obi²£emo vse ostale to£ke natanko enkrat,
pravimo, da ima graf Hamiltonovo pot. e lahko to pot zaklju£imo, torej kon£amo
v tisti to£ki, kjer smo za£eli, pravimo, da ima graf G Hamiltonov cikel.
2.4.2 Nekatere druºine grafov
V tem razdelku si bomo ogledali nekaj druºin grafov, ki jih bomo potrebovali v
magistrskem delu.
Poti: Graf poti Pn je zaporedje povezav, ki povezujejo zaporedni to£ki, razen
zadnje in prve. Pot ima n to£k in n− 1 povezav, v katerem so vse to£ke razli£ne.
Slika 2.1: Poti P1, P2, P3 in P4
Cikli: Cikel Cn je pot, z za£etkom in koncem v isti to£ki. Ima n to£k in n
povezav.
Slika 2.2: Cikli C3, C4, C5 in C6
Polni gra: Polni graf Kn je graf, v katerem so med seboj povezane vse to£ke,
torej ima polni graf n to£k in n(n−1)
2
povezav.
Slika 2.3: Polni gra K1, K2, K3,K4 in K5
Polni dvodelni gra: Polni dvodelni graf je tak²en graf, da lahko njegovo
mnoºico to£k V (G) razbijemo na dve tak²ni disjunktni mnoºici to£k X in Y , da
vsaka povezava povezuje to£ko iz X s to£ko iz Y , pri katerem je vsaka to£ka iz
X povezana z vsako to£ko iz Y . Polni dvodelni graf Km,n ima m + n to£k in mn
povezav.
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Slika 2.4: Polni dvodelni gra K1,8, K2,3 in K3,3
Hiperkocke: Hiperkocka Qn ima 2n to£k in n · 2n−1 povezav.
Slika 2.5: Hiperkocke Q1, Q2 in Q3
2.5 Usmerjen graf
Graf G je usmerjen graf, £e je deniran s smerjo poti po povezavah, kar pomeni, da
pot po povezavi lahko poteka samo, kamor kaºejo pu²£ice. Uteºen graf je graf, v
katerem je vsaki povezavi prirejeno pozitivno ²tevilo, ki ga imenujemo uteº. Uteº
sprehoda v grafu pa je produkt uteºi vseh povezav sprehoda. Povezava {i, j} ima
uteº ai,j za vsak i, j = 1, 2, . . . , n, kjer ima graf n to£k. Uteºen graf je lahko usmerjen
ali neusmerjen.
Denicija 2.5.1. Naj bo A = [aij] matrika velikosti n×n. Potem z D(A) ozna£imo
usmerjen graf na n to£kah, ki pripada matriki A.
Opomba 2.5.2. e je matrika A = [aij] simetri£na, potem je graf D(A) neusmerjen
graf.
Trditev 2.5.3. Naj bo A = [aij] matrika reda n. Za vsako pozitivno ²tevilo k, je
element a(k)ij matrike A
k v i-ti vrstici in j-tem stolpcu, enak vsoti uteºi vseh sprehodov
v D(A) dolºine k od to£ke i do to£ke j, kjer je D(A) usmerjen, uteºen graf.
Dokaz. Dokaºimo izrek z indukcijo.
e k = 1, za vsaki to£ki i in j obstaja natanko en sprehod dolºine ena od to£ke i
do j in ima uteº aij.
Predpostavimo, da izrek velja za neko naravno ²tevilo k. Dokaºimo, da velja za
















Po indukcijski predpostavki za vsak r = 1, 2, . . . , n, je a(k)rj vsota vseh uteºi vseh
sprehodov dolºine k v D(A) od to£ke r do to£ke j.
Naj bo γ sprehod dolºine k + 1 od to£ke i do to£ke j. Sprehod γ vsebuje povezavo




rj uteº vseh sprehodov dolºine k+1 od to£ke i do to£ke j, katerih druga




rj vsota vseh uteºi vseh sprehodov dolºine k + 1 od
to£ke i do to£ke j.











 0 2 02 1 2
3 0 0
 .
V matriki A je
a12 = 2.
To pomeni, da lahko iz to£ke 1 pridemo v to£ko 2 po dveh razli£nih poteh s samo
eno povezavo. V matriki A2 je
a212 = 0 · 2 + 2 · 1 + 0 · 0 = 2
{1→ 1, 1→ 2}+ {1→ 2, 2→ 2}+ {1→ 3, 3→ 2}
saj na grafu iz to£ke 1 pridemo v to£ko 2 po dveh razli£nih poteh z dvema razli£nima
povezavama. To se lahko prepri£amo tako, £e izberemo moºnost {1→ 1, 1→ 2}, to
ne bo ²lo, saj iz 1→ 1 nimamo povezave, iz 1→ 2 pa imamo dve razli£ni povezavi,
torej 0 · 2. Poglejmo moºnost {1 → 2, 2 → 2}. Iz 1 → 2 imamo dve povezave,
iz 2 → 2 pa eno, torej 2 · 1. Poglejmo si ²e zadnjo moºnost {1 → 3, 3 → 2}. Iz
1 → 3 nimamo nobene povezave, iz 3 → 2 prav tako, torej 0 · 0. Podobno se lahko
prepri£amo, da je v matrikah A3 in A4
a312 = 10
a412 = 42,
Kjer, pri a312 gledamo ²tevilo razli£nih poti v grafu po treh povezavah, v a
4
12 pa
²tevilo razli£nih poti po ²tirih povezavah.
Res
A2 =
 4 2 48 5 2
0 6 0
 , A3 =
 16 10 416 21 10
12 6 12
 in A4 =




2.6 Enostavni gra in matrike
Tu si bomo pogledali matrike, ki pripadajo danemu grafu. Najprej si poglejmo ma-
triko sosednosti, ki ima elemente 0, kjer med to£kami v grafu ni povezave in elemente
1, kjer povezave obstajajo. Struktura matrike sosednosti je odvisna od ozna£evanja
to£k grafa. Matrika sosednosti se na primer uporablja v PageRanku, ki omogo£a £im
bolj²e vra£anje rezultatov svojega iskalnika. Ena izmed uporabe matrike sosednosti
je tudi analiziranje ²portnih tekem in tako napovedati morebitnega zmagovalca.
Denicija 2.6.1. Kvadratno matriko A(G) = [aij] imenujemo matrika sosednosti,
kjer je aij = 1, £e je {i, j} povezava grafa G in aij = 0, £e ni.









0 1 0 0 1
1 0 1 0 0
0 1 0 1 0
0 0 1 0 1
1 0 0 1 0
 .




λi = sl (A) .
Dokaz. Vemo sl (A) = sl (PDP−1). Ker za sled velja cikli£nost, je sl (PDP−1) =
sl (P−1PD). Vemo, da je P−1P = I, torej dobimo sl (D), kar pa je enako
∑n
i=1 λi.
Posledica 2.6.4. Naj bo A(G) matrika sosednosti grafa G. Potem je
∑n
i=1 λi = 0.
Dokaz. Za matriko sosednosti velja, da je sl (A) = 0. Po zgornji trditvi 2.6.3 je torej
vsota vseh lastnih vrednosti matrike A(G) enaka ni£.
Trditev 2.6.5. Naj bo A(G) matrika sosednosti za graf G z lastnimi vrednostmi
λ1 ≥ λ2 ≥ · · · ≥ λn. Potem je ²tevilo povezav grafa G enaka
λ21 + λ
2




Dokaz. Naj bo A(G) matrika sosednosti grafa G. Potem je A simetri£na matrika,
kjer je sl (A) = 0. tevilo povezav je enako ²tevilu obhodov dolºine 2, kjer je obhod




matrika A2 lastne vrednosti λ21, λ
2
2, . . . , λ
2
n, na²a trditev drºi.
Omenimo ²e Laplaceovo matriko, ki podobno kot matrika sosednosti podaja
informacijo o sosednosti vozli²£. Laplaceova matrika je razlika diagonalne matrike,
ki ima na diagonalnih elementih stopnje to£k, in matrike sosednosti. Zaradi njene
vloge v Kirchoovem zakonu, kjer ra£unamo ²tevilo vpetih dreves, jo imenujemo tudi
Kirchoova matrika. Omenimo, da je ²tevilo povezanih komponent v Laplaceovi
matriki enako ve£kratnosti lastne vrednosti 0.
Denicija 2.6.6. Naj bo G = (V,E) neusmerjen graf. Potem je matrika L = D−A
Laplaceova matrika, kjer je D = diag (d1, d2, . . . , dn) diagonalna matrika stopenj
vozli²£ in A matrika sosednosti.




je Laplaceova matrika enaka
L = D − A
=

2 0 0 0 0
0 3 0 0 0
0 0 2 0 0
0 0 0 2 0
0 0 0 0 3
−

0 1 0 0 1
1 0 1 0 1
0 1 0 1 0
0 0 1 0 1




2 −1 0 0 −1
−1 3 −1 0 −1
0 −1 2 −1 0
0 0 −1 2 −1
−1 −1 0 −1 3
 .
Matrika sosednosti in Laplaceova matrika sta le posebni matriki, ki sta vsebo-
vani v mnoºici matrik, katerih ni£elno-neni£elni vzorec izvendiagonalnih elementov
pripada dolo£enemu grafu.
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Denicija 2.6.8. Naj bo G = (V,E) enostaven graf s to£kami V = {1, . . . , n} in
povezavami {i, j} ∈ E. Mnoºico vseh realnih simetri£nih n × n matrik deniramo
kot
S(G) = {A;A = AT , aij 6= 0⇔ {i, j} ∈ E, za i 6= j},
kjer ni nobenega pogoja na diagonalne elemente.
Torej so v S(G) vse matrike, katerih ni£elno-neni£elni vzorec pripada vnaprej
predpisanemu grafu, pri £emer poznamo dejanske vrednosti neni£elnih elementov.





je vsaka simetri£na matrika iz S(G) oblike
A =

× ? 0 0 0 0
? × ? ? 0 0
0 ? × 0 ? 0
0 ? 0 × ? 0
0 0 ? ? × ?
0 0 0 0 ? ×
 ∈ S(G),
kjer so ? realna neni£elna ²tevila in × poljubna realna ²tevila, lahko tudi ni£.
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Poglavje 3
Inverzni problem lastnih vrednosti in
njegovi podproblemi
Naj bo od sedaj naprej G neusmerjen graf na n to£kah.
Inverzni problem lastnih vrednosti (ozna£ili ga bomo kar z IPLV) pomeni kon-
struirati matriko A ∈ Rn×n, ki pripada grafu G z n to£kami (tj. A ∈ S(G)), kjer




IPLV je teºek problem, re²en le za cikle, polne grafe in nekatere druºine dreves,
kot so naprimer poti. Ve£ o IPLV si lahko pogledate denimo v [7, 9, 12]. Lo£imo
ve£ podproblemov IPLV.
• Najti najmanj²i rang.
• Najti najve£ji mi. Torej najti najve£jo moºno ve£kratnost neke lastne vredno-
sti.
• Najti najmanj²i t. Torej najti najmanj²e ²tevilo razli£nih lastnih vrednosti.
3.1 Minimalni rang
Podproblem IPLV za enostaven graf, ki je pritegnil veliko pozornosti zadnja leta,
je dolo£iti najmanj²i rang med vsemi realnimi simetri£nimi matrikami, ki pripadajo
enostavnemu grafu G. Najti minimalni rang grafa G je ekvivaletno najti najve£jo
ve£kratnost lastne vrednosti matrike A ∈ S(G). Problem minimalnega ranga je
razre²en za nekatere druºine grafov. Ve£ v [6].
Denicija 3.1.1. Minimalni rang grafa G deniramo kot
mr (G) = min{rk (B) ;B ∈ S(G)}.
Trditev 3.1.2. Naj bo graf Pn pot z n to£kami. Potem je mr (Pn) = n− 1.
Opomba 3.1.3. Pn je edini graf, za katerega velja, da je minimalni rang enak n−1.
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Trditev je posledica Fiedlerjevega izreka za tridiagonalne matrike. Edini gra,
ki imajo vse lastne vrednosti razli£ne, so poti. Dokaz si lahko pogledate v literaturi
[8], ki pravi, da za vsako realno simetri£no matriko A ∈ Rn×n in tak²no diagonalno
matriko D, da je rk (A+D) ≥ n− 1 velja, da je A ∈ S(Pn).
Trditev 3.1.4. Naj bo graf H induciran podgraf grafa G. Potem velja mr (H) ≤
mr (G).
Dokaz. Naj bo A ∈ S(G) matrika velikosti n× n. Vemo mr (G) = min{rk (A) ;A ∈
S(G)}. Potem ima matrika A rang najve£ n. Naj bo B ∈ S(H). Za graf H vemo,
da je mr (H) = min{rk (B) ;B ∈ S(H)}. Ker pa vemo, da ima inducirani podgraf
H grafa G manj²e ali kve£jemu enako ²tevilo to£k kot graf G, velja A = B⊕C, kjer
je C neka n× n matrika. Torej je mr (H) ≤ mr (G).
Trditev 3.1.5. Naj bo graf Cn cikel z n to£kami. Potem je mr (Cn) = n− 2.
Dokaz. Ker graf Cn ni pot, potem jemr (Cn) < n−1. Vendar Cn vsebuje pot na n−1
to£kah. Vemo, £e je grafH induciran podgraf grafaG, potem veljamr (H) ≤ mr (G).
Torej je po trditvi 3.1.4
n− 2 = mr (Pn−1) ≤ mr (Cn) < n− 1.
Kar pomeni, da je mr (Cn) = n− 2.
Trditev 3.1.6. Naj bo graf Kn poln graf z n to£kami. Potem je mr (Kn) = 1.
Dokaz. Naj bo matrika A ∈ S(G) oblike
A =

1 1 · · · 1
1 1 · · · 1
...
... . . .
...
1 1 · · · 1
 .
Rang matrike A je ena. Torej smo na²li matriko A ∈ S(Kn) tako, da je rk (A) = 1
in zato mr (Kn) = 1.
Denicija 3.1.7. Pokritje s klikami grafa G je unija vseh polnih podgrafov grafa
G, s katerimi lahko pokrijemo vse povezave grafa, kjer je vsaka povezava vsebovana
v vsaj enem polnem podgrafu.
Nas bo zanimalo najmanj²e tako ²tevilo polnih podgrafov v pokritju s klikami, ki
ga ozna£imo s cc(G).
Primer 3.1.8. Oglejmo si graf.
Njegovo pokritje s klikami je G = K2 ∪K3 ∪K4 in zato cc(G) = 3.
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Trditev 3.1.9. Za vsak graf G velja mr (G) ≤ cc (G).
Dokaz. Naj bodo G1, G2, . . . , Gm polni podgra grafa G z n to£kami, ki tvorijo
pokritje s klikami grafa G. Torej je po trditvi 3.1.6 mr (Gi) = 1, kjer je i = 1, . . . ,m.
Naj bo A = A1+A2+· · ·+Am. Izberemo tak²ne matrike Ai ∈ S(Gi) velikosti n×n z
elementi 1 na to£kah grafa Gi in 0 na ostalih to£kah grafa G, da je rk (Ai) = mr (Gi)
za i = 1, . . . ,m. Torej je
mr (G) ≤ rk (A)
≤ rk (A1) + rk (A2) + · · ·+ rk (Am)
= mr (G1) + mr (G2) + · · ·+mr (Gm)
= cc (G) .
Kar pomeni, da smo na² izrek dokazali.





tevilo klik, s katerimi lahko pokrijemo povezave, je cc (G) = 3 in zato po trditvi
3.1.9 mr (G) ≤ 3. Vsaka matrika A, ki pripada temu grafu je oblike
A =

× ? ? 0 0 0
? × ? ? ? 0
? ? × 0 ? ?
0 ? 0 × ? 0
0 ? ? ? × ?
0 0 ? 0 ? ×
 .
Poglejmo si primer matrike, ki pripada danemu grafu.
A =

1 1 1 0 0 0
1 2 1 1 1 0
1 1 2 0 1 1
0 1 0 1 1 0
0 1 1 1 2 1
0 0 1 0 1 1
 ∈ S(G).
Zapi²imo matriko A kot vsoto matrik, katere imajo elemente samo 0 ali 1.
A = A1 + A2 + A3 =
=

1 1 1 0 0 0
1 1 1 0 0 0
1 1 1 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
+

0 0 0 0 0 0
0 1 0 1 1 0
0 0 0 0 0 0
0 1 0 1 1 0
0 1 0 1 1 0
0 0 0 0 0 0
+

0 0 0 0 0 0
0 0 0 0 0 0
0 0 1 0 1 1
0 0 0 0 0 0
0 0 1 0 1 1




rk (A1) = rk (A2) = rk (A3) = 1,
zato je rk (A) ≤ 3. Na²li smo tako matriko A ∈ S(G), katere rang je 3.
Primer 3.1.11. Naj bo graf G = C5 cikel s petimi to£kami. Po deniciji 3.1.7 je
cc (C5) = 5. Po trditvi 3.1.9 je lahko mr (C5) ≤ 5. Ker je na² graf cikel, po trditvi
3.1.5, velja mr (C5) = 3.
3.2 Najve£ja ve£kratnost lastne vrednosti grafa
Eden izmed problemov, ki smo ga omenili, je najti lastno vrednost grafa G z najve£jo
ve£kratnostjo. Najve£jo ve£kratnost lastne vrednosti deniramo kot
M(G) = max{multA (λ) ;λ ∈ R, A ∈ S(G)}.
Preu£evanje najve£je ve£kratnosti lastne vrednosti je ekvivaletno preu£evanju mini-
malnega ranga. Velja
mr (G) +M(G) = |V (G)|,
saj je multA (0) = dimkerA. Naj bo λ lastna vrednost matrike A. e je A ∈ S(G)
in λ ∈ R, potem je A− λI ∈ S(G), torej je najve£ja ve£kratnost lastne vrednosti λ
enaka najve£ji ve£kratnosti lastne vrednosti 0.
3.3 Najmanj²e ²tevilo razli£nih lastnih vrednosti
Naslednji podproblem inverznega problema lastnih vrednosti je najti najmanj²e ²te-
vilo razli£nih lastnih vrednosti. Ozna£imo s q(A) ²tevilo razli£nih lastnih vrednosti
matrike A in
q(G) = min{q(A);A ∈ S(G)}.
Ve£ si lahko pogledate v [1, 3, 13].
Trditev 3.3.1. Za graf G velja q(G) ≤ mr (G) + 1.
Dokaz. Naj bo matrika A ∈ S(G) z minimalnim rangom mr (G). Torej je najve£ja
ve£kratnost lastne vrednosti λ enaka M(G) = |V (G)| − mr (A). Brez ²kode za
splo²nost lahko re£emo, da je multA (0) = |V (G)| −mr (A). Torej je najve£ mr (G)
razli£nih neni£elnih lastnih vrednosti, iz katerega sledi, da je ²tevilo razli£nih lastnih
vrednosti matrike A manj²e ali enako mr (G) + 1.
Posledica 3.3.2. Za graf G velja q(G) ≤ cc (G) + 1.
Trditev 3.3.3. Za graf G velja q(G) = 1, £e in samo £e graf G nima povezav.
Dokaz. Naj bo q(G) = 1. Potem ima matrika A ∈ S(G) natanko eno lastno vre-
dnost. Torej je ta matrika podobna λI identiteti, pomnoºeni s skalarjem, torej je
P (λI)P−1 = λI. Sledi, da je graf G prazen graf.
e je graf G prazen graf, potem je o£itno q(G) = 1.
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Trditev 3.3.4. Naj bo Kn polni graf z n to£kami. Potem je q(Kn) = 2 za n ≥ 2.
Dokaz. Naj bo n× n matrika A ∈ S(Kn) oblike
A =

1 1 · · · 1
1 1 · · · 1
...
... . . .
...
1 1 · · · 1
 .
Vemo ºe, da je rang matrike A enak ena. Iz tega sledi, da ima lastna vrednost 0
ve£kratnost n−1. Ker je sled matrike A enaka n, ima A tudi lastno vrednost n. Kar
pomeni q(Kn) ≤ 2. Iz trditve 3.3.3 sledi, da je q(Kn) > 1. Torej je q(Kn) = 2.
Lema 3.3.5. Matrika sosednosti A grafa Cn ima natanko n−12 + 1 razli£nih lastnih
vrednosti.
Dokaz. Matrika sosednosti A(Cn) je cikli£na matrika, ki je dolo£ena z enim samim
vektorjem, namre£ s svojo prvo vrstico. Naj bo vektor vj oblike








kjer je wj = e
2πj
n
i = cos 2πj
n
+ i sin 2πj
n
. Konstante w0, w1, . . . , wn−1 so n-ti koreni
enote v C, ki zado²£ajo wnj = 1. Potem je
A · vj =

0 1 0 0 · · · 0 0 1
1 0 1 0 · · · 0 0 0




... · · · ... ... ...
0 0 0 0 · · · 0 1 0
0 0 0 0 · · · 1 0 1





































Torej je vj = (1, wj, w2j , w
3
j , . . . , w
n−1
j )
T lastni vektor, ki pripada lastni vrednosti
wj + w
n−1




























+ cos(2πj − 2πj
n



















Z malo ra£unanja se lahko prepri£amo, da sta lastni vrednosti pri j = 1 in j = n−1
enaki, saj je pri j = 1
w1 + w
n−1




pri j = n− 1 pa
wn−1 + w
n−1
n−1 = 2 cos
2π(n− 1)
n
= 2 cos(2π − 2π
n




Podobno pri j = 2 in j = n−2 in tako naprej. Ostane nam edino lastna vrednost pri
j = n, ki pa je enaka dve. Torej ima matrika sosednosti A(Cn) res n−12 +1 razli£nih
lastnih vrednosti.
Trditev 3.3.6. Naj bo Cn cikel z n to£kami. Potem je q(Cn) = dn2 e.
Dokaz. Lo£imo dva primera:
• Naj bo n = 2k + 1, kjer je k ≥ 1. Iz leme 3.3.5 vemo, da ima matrika
sosednosti grafa Cn natanko n−12 +1 razli£nih lastnih vrednosti. Po drugi strani
pa vemo, da je mr (Cn) = n − 2, torej ima vsaka lastna vrednost ve£kratnost
najve£ dve. e so vse lastne vrednosti ve£kratnosti ena, potem imamo n
razli£nih lastnih vrednosti. e pa so vse lastne vrednosti ve£kratnosti dve,
potem imamo n−1
2
+1 razli£nih lastnih vrednosti, saj imamo liho ²tevilo lastnih
vrednosti, torej je ena lastna vrednost vre£kratnosti ena. Iz tega sledi, da je




• Naj bo n = 2k, kjer je k ≥ 2. Vemo, da je mr (Cn) = n − 2, torej ima vsaka
lastna vrednost ve£kratnost najve£ dve. Podobno kot zgoraj, £e so vse lastne
vrednosti ve£kratnosti ena, potem imamo n razli£nih lastnih vrednosti. e
pa so vse lastne vrednosti ve£kratnosti dve, potem imamo n
2
razli£nih lastnih
vrednosti. Dobimo res q(Cn) = n2 .
Posledica 3.3.7. e ima graf Hamiltonov cikel, velja q(G) ≤ dn
2
e.
Naslednji izrek, ki ga bomo sedaj obravnavali, nam da spodnjo mejo najmanj²ega
²tevila razli£nih lastnih vrednosti, ki jo bomo preprosto dobili s pomo£jo dolºine poti
grafa med dvema to£kama.
Izrek 3.3.8. e sta to£ki u in v v povezanem grafu G na razdalji d in je pot dolºine
d od u do v ena sama, potem je q(G) ≥ d+ 1.
Dokaz. Naj bo A = [aij] ∈ S(G). Ker je matrika A simetri£na, jo lahko dia-
gonaliziramo. Torej je minimalni polinom mA(x) oblike mA(x) = (x − λ1)(x −
λ2) . . . (x − λk), kjer so λ1, λ2, . . . , λk razli£ne lastne vrednosti matrike A. Naj bo
u = v1, v2, . . . , vd, vd+1 = v edina pot dolºine d od u do v. Ker ne obstaja kraj²a, je
po trditvi 2.5.3
Auv = (A
2)uv = · · · = (Ad−1)uv = 0,
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in
(Ad)uv 6= 0 = I + α1Auv + α2(A2)uv + · · ·+ αd−1(Ad−1)uv
Zato so matrike I, A,A2, . . . , Ad po trditvi 2.2.1 linearno neodvisne. Kar pomeni, da
ne obstaja minimalni polinom stopnje manj²e ali enake d. Ker je d < st(mA(x)) = k,
sledi q(G) ≥ d+ 1.





sta to£ki 1 in 3 na razdalji dve. Pot dolºine dve pa ni ena sama, torej izreka ne
moremo uporabiti za to£ki 1 in 3. Medtem, ko sta to£ki 2 in 4 na razdalji ena in
pot dolºine ena je enoli£na, torej je q(G1) ≥ 1 + 1 = 2.
Primer 3.3.10. V grafu G = K1,n , kjer je n ≥ 3 so vse zunanje to£ke paroma
na razdalji d = 2. Izrek lahko uporabimo, saj so take poti enoli£ne. Torej lahko
ocenimo q(G) ≥ 3. e ve£ q(G) = 3, saj je rang matrike
A =

1 1 1 1 · · · 1 1
1 0 0 0 · · · 0 0




... . . .
...
...
1 0 0 0 · · · 0 0
1 0 0 0 · · · 0 0

,
ki pripada grafu K1,n, enak dve. Torej je mr (K1,n) = 2. Iz trditve 3.3.1 sledi, da je
g(G) ≤ 3. Vemo, da velja enakost M(G) + mr (G) = |V (G)|.
Torej imamo tri razli£ne lastne vrednosti: λ1 = a, ki je ve£kratnosti 1, λ2 = −a,
ki je ve£kratnosti 1 in λ3 = 0, ki je ve£kratnosti n− 1.





sta to£ki 1 in 5 na razdalji d = 4, vendar, sta taki poti dve, zato izreka ne moremo
uporabiti. To£ki 1 in 6 pa sta na razdalji d = 3 in pot dolºine tri je ena sama, torej
je q(G) ≥ 3 + 1 = 4.
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V naslednji trditvi, bomo pokazali, da za katerikoli razli£ni realni ²tevili, lahko
najdemo matriko, ki ustreza danemu grafu in sta ti dve ²tevili tudi lastni vrednosti
te matrike.
Trditev 3.3.12. e graf G ni prazen, potem za dve razli£ni realni ²tevili µ1, µ2,
obstaja tak²na matrika A ∈ S(G), da je q(A) = q(G) in µ1, µ2 ∈ σ(A).
Dokaz. Naj bo B ∈ S(G), da je q(B) = q(G) in λ1, λ2 ∈ σ(B), kjer je λ1 6= λ2. Naj
bo sedaj matrika A oblike








in ima lastne vrednosti µ1 in µ2. Po trditvi 2.3.1 vemo, da je µ1 = α(λi+γ) = αλi+β.
Iz tega sledi, da je λi = µi−βα . Torej je
µ1−β
α
lastna vrednost za B. Podobno dobimo,
£e je µ2 lastna vrednost matrike A, potem je λ2 lastna vrednost matrike B. Torej
je q(A) = q(B).
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Poglavje 4
Gra, ki imajo veliko ²tevilo
razli£nih lastnih vrednosti
To poglavje je namenjeno grafom, katerih vsaka matrika, ki pripada S(G), ima veliko
²tevilo razli£nih lastnih vrednosti. Ve£ o tak²nih grah si lahko pogledate v [1, 4].
Izrek 4.0.1. Za graf G je q(G) = |V (G)|, £e in samo £e je graf G pot.









1 1 0 0 0
1 1 1 0 0
0 1 1 1 0
0 0 1 1 1
0 0 0 1 1
 ,





Sedaj pa si poglejmo nekaj grafov, za katere vemo, da je q(G) = |V (G)| − 1.
Trditev 4.0.3. Naj bo G graf s to£kami v1, v2, . . . , vn in povezavami
E = {{v1, v2}, {v2, v3}, . . . , {vn−1, vn}, {vi, vi+2}},
kjer i zadostuje pogoju 1 ≤ i ≤ n− 2. Potem je q(G) = |V (G)| − 1.
Dokaz. Graf G je sestavljen iz grafa Pn ter dodatne povezave {vi, vi+2}. Ozna£imo
to£ki v1 z u in vn z v. Po izreku 3.3.8 je pot dolºine n − 2 ena sama, torej je
q(G) ≥ n− 2 + 1 = n− 1.
Po drugi strani pa iz posledice 3.3.2 vemo, da je q(G) ≤ cc(G)+1 = n−2+1 = n−1.
Torej je q(G) = n− 1.
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Primer 4.0.4. Podan je graf poti P4, ki smo mu dodali povezavo {2, 4}.
1 42
3
Temu grafu pripada matrika
A =

1 1 0 0
1 2 1 1
0 1 1 1
0 1 1 1
 ,








. Torej smo na²li matriko,
ki ima dvojno lastno vrednost.
Trditev 4.0.5. Naj bo graf G s to£kami v1, v2, . . . , vn in povezavami
E = {{v1, v2}, {v2, v3}, . . . , {vn−2, vn−1}, {vi, vn}},
kjer je i stalen in zadostuje pogoju 2 ≤ i ≤ n− 2. Potem je q(G) = |V (G)| − 1.
Dokaz. Graf G je sestavljen iz grafa Pn ter dodatne povezave {vi, vn}. Ozna£imo
to£ki v1 z u in vn−1 z v. Po izreku 3.3.8 je pot dolºine n − 2 ena sama, torej je
q(G) ≥ n− 2 + 1 = n− 1.
Po drugi strani, pa na² graf ni pot, torej ni q(G) = n. Sledi, da je q(G) = n− 1.
Primer 4.0.6. Podan je graf poti P3, ki smo mu dodali povezavo na drugi to£ki.
1 2 3
4
Temu grafu pripada matrika
A =

1 1 0 0
1 2 1 1
0 1 1 0
0 1 0 1
 ,








. Torej smo na²li matriko,
ki ima dvojno lastno vrednost.
Zgoraj smo pokazali, £e je graf pot ali pot z dodano povezavo med to£kama na
razdalji dve ali pa pot z listom, pritrjenim na eno od notranjih to£k, potem velja
q(G) ≥ n − 1. Omenimo, da so to edini gra, ki ustrezajo q(G) ≥ n − 1. Dokaz si
lahko pogledate v [3].
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Poglavje 5
Gra, ki imajo majhno ²tevilo
razli£nih lastnih vrednosti
Privzamemo, da je graf povezan. Iz trditve 3.3.3 vemo, da je q(G) = 1, £e je graf G
brez povezav. Torej je q(G) ≥ 2, kar pomeni, da obstaja tak²na matrika A ∈ S(G),
ki ima natanko dve razli£ni lastni vrednosti. Iz trditve 3.3.12 sledi, da lahko za
matriko A, za katero velja q(A) = q(G), privzamemo, da je λ1 = 1 in λ2 = −1.
Tak²na matrika je ortogonalna matrika.
V nadaljevanju si bomo pogledali ²e polne dvodelne grafe ter spoj grafov, pri
katerem se bomo spomnili inercije matrike in omeniliM -matriko. Ve£ v [1, 4, 11, 15].
5.1 Lastnosti grafov, katerih q(G) = 2
Najprej se spomnimo denicij, ki jih bomo potrebovali v nadaljevanju. Stopnja
to£ke je ²tevilo povezav, ki so vezane na to to£ko. To£ki stopnje ena v grafu G
re£emo list. Povezava e ∈ E(G) je prerezna povezava (oziroma most), £e ima graf
G − e ve£ komponent kot graf G. Naj bo N(v) mnoºica vseh to£k grafa G, ki so
sosedne to£ki v.
Lema 5.1.1. Naj bo G povezan graf z n ≥ 3 to£kami. e je q(G) = 2, potem G
nima listov.
Dokaz. Denimo, da v G obstaja list v1 in naj bo njegova edina sosedna to£ka v2.
Ker je graf G povezan in ima vsaj tri to£ke, obstaja to£ka v3, ki je sosedna to£ka
to£ke v2. Torej, obstaja najkraj²a pot dolºine dve, ki je tudi edina pot od to£ke v1
do to£ke v3. Uporabimo izrek 3.3.8, iz katerega sledi, da je q(G) ≥ 3.






je to£ka 1 list, potem po lemi 5.1.1 velja q(G) ≥ 3.
Lema 5.1.3. Naj bo G povezan graf z n ≥ 3 to£kami. e je q(G) = 2, potem G
nima mostov.
Dokaz. Dokaºimo lemo s protislovjem. Denimo, da obstaja most in naj bosta v1 in
v2 to£ki prerezne povezave. Graf G ima vsaj tri to£ke, torej obstaja to£ka v3 v G,
ki je sosedna to£ki v2. Uporabimo izrek 3.3.8, iz katerega sledi, da je najkraj²a pot,







ima most med to£ko 3 in 4. Ker je to£ka 5 sosednja to£ka to£ke 4, obstaja natanko
ena pot dolºine 2 med to£kama 3 in 4. Torej po izreku 3.3.8 velja q(G) ≥ 3.
Posledica 5.1.5. Naj bo graf G z n ≥ 3 to£kami in q(G) = 2. Potem je vsaka
povezava grafa G vsebovana v ciklu.
Primer 5.1.6. Za poln graf K4 na ²tirih to£kah na sliki 5.1 po trditvi 3.3.4 velja
q(K4) = 2. Vidimo, da K4 nima to£k stopnje ena, ampak so vse to£ke stopnje tri in
nima mostu. Torej so vse povezave vsebovane v ciklu.
Slika 5.1: Graf K4
V naslednjem izreku bomo morali vedeti, kaj je neodvisen niz to£k v grafu.
Neodvisen niz to£k grafa G je taka mnoºica S ⊆ G, za katero velja, da noben par
to£k iz mnoºice S ni soseden v grafu G.
Izrek 5.1.7. Naj bo graf G povezan graf na n to£kah. e je q(G) = 2, potem za




kjer je N(vi) mnoºica vseh to£k grafa G, ki so sosedne to£ki vi in N(vj) mnoºica
vseh to£k grafa G, ki so sosedne to£ki vj in velja N(vi) ∩N(vj) 6= ∅.
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Dokaz. Dokaºimo ta izrek s protislovjem. Naj bo graf G z lastnostjo q(G) = 2 in
naj obstaja neodvisen niz to£k S, ki si niso sosedne, za katerega velja, da je










Brez ²kode za splo²nost obstaja ortogonalna matrika A ∈ S(G), saj je q(G) = 2, iz
tega sledi, da je q(A) = 2. Lastni vrednosti matrike A sta 1 in −1. Torej je A2 = I
in AAT = I.
Naj bo B matrika, kjer je S ²tevilo zavzetih vrstic in n ²tevilo stolpcev. Opazimo,
da jeB matrika velikosti k×n in vsak stolpec matrikeB, ki ni indeksiran zX, vsebuje
najve£ en neni£elni element. Ker so stolpci matrike B ortogonalni, sklepamo, da so
tudi stolpci matrike C = [S,X] ortogonalni. Vendar C je k × |X| matrika, kjer je








potem je q(G) ≥ 3.
Posledica 5.1.9. Za graf Kl,k, kjer je l > k, naj bo neodvisen niz to£k {1, 2, . . . , l}.
Potem je
N(1) = N(2) = · · · = N(l) = {l + 1, . . . , l + k}.
Torej je
N(i) ∩N(j) = {l + 1, . . . , l + k}
za i, j = l + 1, . . . , l + k, kjer je i 6= j. Sledi⋃
i 6=j
(N(i) ∩N(j))
 = k < l.
Torej je q(Kl,k) ≥ 3.
K temu se bomo vrnili ²e kasneje, namre£ v izreku 5.2.5 bomo pokazali, da je
q(Kl,k) = 3, £e je l > k in q(Kl,k) = 2, £e je l = k.
Primer 5.1.10. Za graf K4,3 na sliki 5.2 velja q(K4,3) ≥ 3.
e obstaja tak²na matrika Q ∈ S(G), da je QTQ = QQT = I, je Q ortogonalna
in zato ima lastne vrednosti 1 in −1. Iz tega sledi, da je q(G) ≤ 2. Uporabimo









Slika 5.2: Graf K4,3




1; za n = 2,
3; za n = 3,
2; sicer.
Dokaz. Lo£imo ve£ primerov. e je
• n = 2: Graf nima povezav. Torej je q(G) = 1.
• n = 3: Graf je pot. Torej je q(G) = |V (G)| = 3.
• n = 4: Matrika
A =

1 1 1 0
1 2 1 1
1 1 2 −1
0 1 −1 3

pripada grafu K4, ki smo mu izbrisali povezavo med to£kama 1 in 4. Pre-





3 in obe ve£kratnosti dve. Torej smo na²li matriko, ki ima q(A) = 2.
Torej je q(G) = 2.
• n ≥ 5: Skonstruirajmo simetri£no ortogonalno matriko Q ∈ S(G). Brez ²kode










 in u2 =
1√












in uT1 ui = u
T
2 u2 = 1. Ker velja u
T





















1 1 . . . 1 0
1 1 . . . 1 0
...
... . . .
...
...
1 1 . . . 1 0






















n2 − 5n+ 7

0 0 . . . 0 0 0
0 1 . . . 1 −(n− 3) 1






0 1 . . . 1 −(n− 3) 1
0 −(n− 3) . . . −(n− 3) (n− 3)2 −(n− 3)




Q = I − 2(u1uT1 + u2uT2 ).
Preverimo ²e, da je Q res ortogonalna. Upo²tevali bomo, da je
uT1 u1 = 1, u
T
2 u2 = 1, u
T
2 u1 = 0, u
T
1 u2 = 0.
Ker je
QQT = (I − 2u1uT1 − 2u2uT2 )(I − 2u1uT1 − 2u2uT2 )
= I − 4u1uT1 − 4u2uT2 + 4u1uT1 + 4u2uT2
= I,
je Q ortogonalna. Matrika Q = I−2(u1uT1 +u2uT2 ) ∈ S(G) je simetri£na, saj so
matrike I, u1uT1 , u2u
T
2 simetri£ne. Razlika simetri£nih matrik, pa je simetri£na





1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1
− 12

1 1 1 1 0
1 1 1 1 0
1 1 1 1 0
1 1 1 1 0
0 0 0 0 0
− 27

0 0 0 0 0
0 1 1 −2 1
0 1 1 −2 1
0 −2 −2 4 −2






7 −7 −7 −7 0
−7 3 −11 1 −4
−7 −11 3 1 −4
−7 1 1 −9 8
0 −4 −4 8 10

pripada mnoºici S(G), kjer je graf prikazan na sliki 5.3. Edini lastni vrednosti
matrike Q sta λ1 = −1, ki ima ve£kratnost dve in λ2 = 1, ki ima ve£kratnost tri.
Torej res velja q(G) = 2.
Slika 5.3: Graf K5/e
Primer 5.1.13. Sedaj si bomo ogledali primer, ko splo²ni dokaz za n ≥ 5 ne deluje






1 −2 −2 0
−2 −1 0 −2
−2 0 −1 2
0 −2 2 1
 .
Matrika Q ∈ S(C4), saj smo ji odstranili povezavo med to£kama 1 in 4 ter povezavo
med to£kama 2 in 3. Torej polnemu grafu nismo odstranili ene povezave, temve£
dve. Prepri£amo se lahko, da sta edini lastni vrednosti matrike Q enaki
λ1 = 1 ter λ2 = −1
in obe ve£kratnosti dve. Torej za graf G velja q(G) = 2.
Primer 5.1.14. Poglejmo si sedaj grafe na ²tirih to£kah in jim dolo£imo najmanj²e
²tevilo razli£nih lastnih vrednosti.
q(G1) = 4 q(G2) = 3 q(G3) = 3 q(G4) = 2 q(G5) = 2 q(G6) = 2
Graf G1 je pot na ²tirih to£kah, torej iz 4.0.1 velja, da je q(G1) = 4. Graf G2
je polni dvodelni graf K3,1, potem iz 5.2.5 sledi, da je q(G2) = 3. Graf G3 ima
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cc (G3) = 2, torej po 3.3.2 velja, da je G3 ≤ 3. Po drugi strani pa iz leme 5.1.1
vidimo, £e q(G3) = 2, potem graf ne bi imel lista, to pa ne drºi, saj graf G3 ima
list, torej je q(G3) = 3. Graf G4 = C4, torej iz 3.3.6 sledi, da je q(G4) = 2. Graf
G5 je polni dvodelni graf brez ene povezave, torej iz 5.1.11 vemo, da je q(G5) = 2.
Zadnji graf G6, pa je polni graf na ²tirih to£kah, torej je po 3.3.4 najmanj²e ²tevilo
razli£nih lastnih vrednosti enako dve.
5.2 Polni dvodelni gra
Polni dvodelni graf G = Kl,k je tak²en graf, da lahko njegovo mnoºico to£k V (G)
razbijemo na dve tak²ni disjunktni mnoºici to£k X in Y , da vsaka povezava povezuje
to£ko iz X s to£ko iz Y , pri katerem je vsaka to£ka iz X povezana z vsako to£ko iz
Y .
Naj bo G dvodelni graf z disjunktno unijo to£k X in Y , kjer je |X| = l in |Y | = k
in l ≥ k. Naj bo B(G) mnoºica vseh realnih matrik B = [bij] velikosti l× k, kjer so
vrstice ozna£ene za X in stolpci z Y in je bij 6= 0, £e in samo £e {i, j} ∈ E(G). Naj














BTB ima lastne vrednosti λ1, . . . , λk, BBT pa lastne vrednosti λ1, . . . , λk, 0, . . . , 0,
saj imata po trditvi 2.3.4 matriki BTB in BBT iste neni£elne lastne vrednosti. Torej
je
σ(A2) = σ(BBT ) ∪ σ(BTB)
= {λ1, λ1, λ2, λ2, . . . , λk, λk, 0, . . . , 0}.





λ2, . . . ,±
√
λk, 0, . . . , 0}.
Primer 5.2.1. Grafu K3,2 na sliki 5.4 pripada matrika A.
A =

0 0 0 1 −1
0 0 0 1 2
0 0 0 −1 1
1 1 1 0 0
−1 2 1 0 0
 ,
kjer sta matriki B in BT oblike
B =
 1 −11 2
−1 1









Slika 5.4: Graf K3,2
Potem sta produkta matrik B in BT enaka
BBT =
 2 −1 −2−1 5 1
−2 1 2
 in BTB = ( 3 0
0 6
)
in imata lastne vrednosti σ(BBT ) = {3, 6, 0} in σ(BTB) = {3, 6}. Torej ima matrika
A2 =

2 −1 −2 0 0
−1 5 1 0 0
−2 1 2 0 0
0 0 0 3 0
0 0 0 0 6

lastne vrednosti {3, 3, 6, 6, 0} in matrika A lastne vrednosti {±3,±3,±6,±6, 0}.
Sedaj bomo dvodelnemu grafu dolo£ili spodnjo mejo ²tevila razli£nih lastnih
vrednosti s pomo£jo kvadratne matrike B.
Trditev 5.2.2. Naj bo graf G nek neprazen dvodelni graf. e je B ∈ B(G), potem
je q(G) ≤ 2q(BTB) + 1.







Ker imata BBT in BTB iste neni£elne lastne vrednosti, je torej ²tevilo razli£nih
neni£elnih lastnih vrednosti matrike A2 najve£ q(BTB). Torej ima matrika A res
najve£ 2q(BTB) + 1 razli£nih lastnih vrednosti.
Iz dokaza 5.2.2 opazimo naslednje.
Posledica 5.2.3. Naj bo G nek neprazen dvodelni graf. e je matrika B kvadratna
matrika, je q(G) ≤ 2q(BBT ).
Lema 5.2.4. Naj bo graf G neprazen dvodelni graf. e obstaja matrika B ∈ B(G)
z ortogonalnimi vrsticami in ortogonalnimi stolpci, potem je q(G) = 2.
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Dokaz. Naj obstaja matrika B ∈ B(G) z ortogonalnimi vrsticami in ortogonalnimi


















Torej ima A najve£ dve razli£ni lastni vrednosti. Po trditvi 3.3.3, je q(G) = 2.
Izrek 5.2.5. Za vsaka k in l, kjer je 1 ≤ k ≤ l, velja
q(Kl,k) =
{
2; £e l = k,
3; £e l > k.
Dokaz. e je l = k denirajmo
B =

1 0 · · · 0
0 1 · · · 0
...
... . . .
...
0 0 · · · 1
− 2k

1 1 · · · 1
1 1 · · · 1
...
... . . .
...













· · · − 2
k
...






· · · k−2
k
 .
Matrika B je ortogonalna, saj je
BBT = (I − 2
k











zato je q(Kk,k) = 2.
Naj bo sedaj l > k. Matrika sosednosti grafa Kl,k ima rang enak dve. Torej je
mr (Kl,k) = 2. Iz 3.3.1 sledi, da je q(G) ≤ 3. Po drugi strani pa iz posledice 5.1.9
vemo, da je q(G) ≥ 3 za l > k. Kar pomeni, da je q(Kl,k) = 3.
5.3 Spoj grafov
Spomnimo se denicije iz uvoda. e je matrika A ∈ Rn×n simetri£na in je i+(A)
²tevilo pozitivnih lastnih vrednosti matrike A, i−(A) ²tevilo negativnih lastnih vre-
dnosti matrike A in i0(A) ²tevilo ni£elnih lastnih vrednosti matrike A, potem je
i+(A) + i−(A) + i0(A) = n in i(A) = [i+(A), i−(A), i0(A)] imenujemo inercija ma-
trike A.
Denicija 5.3.1. Matrika A je pozitivno stabilna, £e je i(A) = [n, 0, 0], torej velja
i+(A) = n.
Lema 5.3.2. e je simetri£na matrika A ∈ Rn×n pozitivno stabilna, potem je pozi-
tivno stabilna tudi matrika AT .
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Dokaz. Za kvadratno matriko A in njeno transponiranko AT vemo, da imata enake
lastne vrednosti. Torej ima matrika AT pozitivne lastne vrednosti, kar pomeni, da
je pozitivno stabilna.
Lema 5.3.3. e je simetri£na matrika A ∈ Rn×n pozitivno stabilna, potem je pozi-
tivno stabilna tudi matrika aA+ bI, kjer so a ≥ 0, b ≥ 0 in a+ b > 0.
Dokaz. Naj ima matrika A lastne vrednosti {λ1, . . . , λn}, potem ima po trditvi 2.3.1
matrika aA + bI lastne vrednosti {aλ1 + b, . . . , aλn + b}, kjer so a, b, λi ≥ 0 za
i = 1, 2, . . . , n.
Denicija 5.3.4. Matriko A imenujemo M-matrika, £e so vsi elementi izven dia-
gonale negativni in £e je matrika A pozitivno stabilna.
Ve£ o M -matrikah si lahko pogledate v literaturi [2] in [10]. Poglejmo si eno
od zanimivih lastnosti. Naj bo R obrnljiva M -matrika oblike R = s(I − P ), kjer je
Pii > 0 in so vse lastne vrednosti po absolutni vrednosti manj²e ali enake ena. Potem
obstaja tak²na M -matrika S, da je S2 = R. V tem primeru lahko S konstruiramo
na naslednji na£in. e je Y ? limita zaporedja
Y0 = 0, Yi+1 =
1
2
(P + Y 2i ),

























tedaj je S =
√
s(I − Y ?). Za dokaz si lahko ogledate [2]. To bomo sedaj uporabili
v dokazu naslednjega izreka, kjer bomo upo²tevali, da je s = 1.
Izrek 5.3.5. Naj bo graf G povezan. Potem je q(G ∨G) = 2.











in Q ∈ S(G ∨ G). Matrika P naj bo tak²na, da je
√
P ∈ S(G) in
√
I − P ∈ S(G)
























in Q ima natanko dve lastni vrednosti, ki sta −1 in 1, saj je Q ortogonalna matrika.











Vsi elementi matrike P so nenegativni, diagonalni elementi celo pozitivni. Po izrekih
2.2.4 in 2.3.1 vemo, da vsaka lastna vrednost matrike 1
n
A(G) + I leºi znotraj vsaj
enega Gershgorinovega diska D(1, n−1
n
). Z malo ra£unanja vidimo, da je polmer
diska enak ena, £e gre n proti neskon£no. Torej vsaka lastna vrednost matrike
1
n
A(G) + I pripada intervalu (0, 2) in zato po trditvah 2.3.1 in 2.3.2 vsaka lastna
vrednost matrike P pripada intervalu (0, 2n−1
n2
).
Naj bo matrika R oblike R = I −P . Potem je R M -matrika, saj so vsi nediago-
nalni elementi negativni, njene lastne vrednosti pa pozitivne, saj leºijo v intervalu
((n−1
n





(P + Y 2i ).
Ker je R M -matrika reda n in je R = I − P . Potem je
R = (I − Y ∗)2 oziroma
√
R = I − Y ∗
in R + P = I. Zato po deniciji P in R velja















A(G) + I) I − Y ?









pri tem je Y ? = I −
√
R realna simetri£na matrika, ki jo lahko zapi²emo kot vrsto
v odvisnosti od P . Lastne vrednosti matrike
√
R leºijo na intervalu (n−1
n
, 1), zato
lastne vrednosti matrike Y ? pripadajo intervalu (0, 1
n
). Torej ima matrika I − Y ?
vse elemente neni£elne, njeni diagonalni elementi pa so pozitivni. Dokazali smo, da
je Q ∈ S(G ∨G) in zato q(G ∨G) = 2.
Omenimo ²e naslednjo posplo²itev, ki je bila dokazana leta 2016 v [15].
Izrek 5.3.6. Naj bosta grafa G in G′ povezana grafa na n to£kah. Potem je q(G ∨
G′) = 2.
Posledica 5.3.7. Naj bosta G in G′ tak²na povezana grafa, da je V (G) = n in
V (G′) = n− l, kjer je 1 ≤ l < n. Potem je q(G ∨G′) ≤ 2 + l.
Dokaz. Dodajmo grafu G′ to£ke v1, v2, . . . , vl in tak²ne povezave, da je nov graf
G′′, povezan. Torej je G ∨ G′ podgraf grafa G ∨ G′′. Iz izreka 5.3.6 vemo, da je
q(G∨G′′) = 2, saj imata grafa G in G′′ oba n to£k. Za graf G∨G′′ obstaja matrika
A ∈ S(G∨G′′) z dvema lastnima vrednostima ve£kratnosti n, saj ima graf 2n to£k,
torej 2n lastnih vrednosti. Ker imamo le dve razli£ni lastni vrednosti, sledi, da je
ve£kratnost vsake enaka n. Potem je
λ(A) = λ2(A) = · · · = λn(A) < λn+1(A) = λn+2(A) = · · · = λ2n(A).
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e iz matrike A izbri²emo vrstice in stolpce, ki pripadajo to£kam v1, v2, . . . , vn,
dobimo matriko B ∈ S(G ∨ G′). Po izreku o prepletanju lastnih vrednosti 2.1.5
dobimo
λ1(B) = λ2(B) = · · · = λn−l(B)
in
λn+1(B) = λn+2(B) = · · · = λ2n−l(B).
Torej med lastnima vrednostima λn−l(B) in λn+1(B) ostane ²e l lastnih vrednosti.




V tem poglavju si bomo ogledali kartezi£ni produkt, tenzorski produkt in krepki
produkt grafov. Spomnili se bomo tenzorskega produkta matrik in dolo£ili njegove
lastne vrednosti. Nekaterim grafom bomo dolo£ili najmanj²e ²tevilo razli£nih lastnih
vrednosti, med njimi bomo pokazali, da ima hiperkocka q(Qn) = 2. Ve£ o tem si
lahko pogledate v [1, 4, 16].
6.1 Kartezi£ni produkt
Kartezi£ni produkt grafov G in H je graf GH, ki ima mnoºico to£k V (G)× V (H)
in mnoºico povezav E(GH), ki pa je mnoºica vseh parov to£k {(u1, u2), (v1, v2)},
za katere je u1 = v1 in {u2, v2} ∈ E(H) ali u2 = v2 in {u1, v1} ∈ E(G).
Primer 6.1.1. Poglejmo si dva primera kartezi£nega produkta grafov.
(1, 1)
(2, 1)
(1, 2) (1, 3) (1, 4)
(2, 4)(2, 3)(2, 2)
Slika 6.1: Graf P4P2
(1, 1)
(3, 1)
(1, 2) (1, 3)
(3, 3)(3, 2)
(2, 1) (2, 2) (2, 3)
Slika 6.2: Graf P3K3
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V nadaljevanju bomo uporabili tenzorski produkt (oziroma Kroneckerjev pro-
dukt) matrik, zato si najprej poglejmo denicijo le-tega. Tenzorski produkt matrik
A = [aij] ∈ Rm×n in B = [bij] ∈ Rp×q ozna£imo z A⊗ B, pri £emer je
A⊗ B =

a11B a12B · · · a1nB
a21B a22B · · · a2nB
...
... . . .
...
am1B am2B · · · amnB
 ∈ Rmp×nq,
kjer je (A⊗ B)(ij) = aijB (i, j)-ti blok matrike A⊗ B.
e je graf G sestavljen iz n to£k in mu pripada matrika sosednosti A, ter graf
H, ki je sestavljen iz m to£k in mu pripada matrika sosednosti B, potem je matrika
sosednosti grafa GH enaka (Im ⊗ A) + (B ⊗ In), saj po deniciji kartezi£nega
produkta grafov v matriki Im ⊗ A leºijo vse povezave grafa G, v matriki B ⊗ Im
pa vse povezave grafa H. Ko matriki Im ⊗ A in B ⊗ Im se²tejemo, se²tejemo vse
povezave in dobimo ravno graf GH.
Matriko (Im ⊗ A) + (B ⊗ In) imenujemo Kroneckerjeva vsota matrik A in B.
Primer 6.1.2. Poglejmo si matriko sosednosti grafa P3P2.
(1, 1)
(2, 1)
(1, 2) (1, 3)
(2, 3)(2, 2)
Naj bo A matrika sosednosti grafa P3 in B matrika sosednosti grafa P2. Potem je












0 1 0 0 0 0
1 0 1 0 0 0
0 1 0 0 0 0
0 0 0 0 1 0
0 0 0 1 0 1
0 0 0 0 1 0
+

0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
1 0 0 0 0 0
0 1 0 0 0 0




0 1 0 1 0 0
1 0 1 0 1 0
0 1 0 0 0 1
1 0 0 0 1 0
0 1 0 1 0 1
0 0 1 0 1 0

matrika sosednosti grafa P3P2.
V dokazu, kjer bomo pokazali, kak²ne lastne vrednosti ima matrika sosednosti
kartezi£nega produkta grafov, bomo potrebovali naslednjo lemo.
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Lema 6.1.3. Naj bo A ∈ Rm×n, B ∈ Rp×q, C ∈ Rn×k in D ∈ Rq×r. Potem je
(A⊗ B)(C ⊗D) = AC ⊗ BD.
Dokaz. Matriki A⊗ B = [aihB] in C ⊗D = [chjD] sta tak²ni blo£ni matriki, da je
(i, j)-ti blok matrike (A⊗ B)(C ⊗D) enak









Dokazali smo, da je res (A⊗ B)(C ⊗D) = AC ⊗ BD.
Trditev 6.1.4. Lastne vrednosti matrike (Im ⊗ A) + (B ⊗ In) so λi + µj, i =
1, 2, . . . n, j = 1, 2, . . .m, kjer so λ1, λ2, . . . , λn lastne vrednosti matrike A ∈ Rn×n
in µ1, µ2, . . . , µm lastne vrednosti matrike B ∈ Rm×m.
Dokaz. Poglejmo si matriko (Im ⊗ A)(B ⊗ In), kjer sta matriki A in B simetri£ni.
Iz leme 6.1.3 sledi, da je
(Im ⊗ A)(B ⊗ In) = B ⊗ A = (B ⊗ In)(In ⊗ A).
Torej B ⊗ In in In ⊗ A komutirata. Naj bosta sedaj matriki U ∈ Rn×n, V ∈
Rm×m ortogonalni, da je UTAU = DA ter V TBV = DB. Preverimo, da je potem
ortogonalna tudi matrika W = V ⊗ U ∈ Rm×n. Po predpostavki vemo, da je
UUT = I ter V V T = I. Pora£unamo
WW T = (V ⊗U)(V ⊗U)T = (V ⊗U)(V T ⊗UT ) = V V T ⊗UUT = In⊗ Im = In+m,
iz £esar sledi, da je W res ortogonalna. Velja tudi
W T (Im ⊗ A)W = (V ⊗ U)T (Im ⊗ A)(V ⊗ U)
= (V T ImV )⊗ (UTAU)
= Im ⊗DA
in
W T (B ⊗ In)W = (V ⊗ U)T (B ⊗ In)(V ⊗ U)
= (V TBV )⊗ (UT InU)
= DB ⊗ In.
Matriki Im ⊗DA in DB ⊗ In sta diagonalni, oblike
Im ⊗DA =

DA 0 · · · 0
0 DA · · · 0
...
... . . .
...
0 0 · · · DA

ter
DB ⊗ In =

DB 0 · · · 0
0 DB · · · 0
...
... . . .
...




W T ((Im ⊗ A) + (B ⊗ In))W = (Im ⊗DA) + (DB ⊗ In)
diagonalna matrika z lastnimi vrednostmi Kroneckerjeve vsote.
Trditev 6.1.5. Naj bo G tak²en graf, da je q(G) = d+1, kjer je d dolºina najkraj²e,
enoli£ne poti med poljubnima to£kama na razdalji d. Potem je q(GG′) ≥ q(G).
Dokaz. Naj bosta to£ki v1, vd+1 ∈ V (G) na razdalji d in naj bo pot v1, v2, . . . , vd+1
najkraj²a, enoli£na pot dolºine d od v1 do vd+1 v grafu G. Potem je za to£ko
v′ ∈ V (G′) pot (v1, v′), (v2, v′), . . . , (vd+1, v′) dolºine d v grafu GG′. Vidimo, da je
razdalja med to£kama (v1, v′) in (vd+1, v′) v grafu GG′ enaka d. Ta pot je enoli£na
pot dolºine d, saj po deniciji kartezi£nega produkta grafov drugih povezav med
to£kami ni. Iz izreka 3.3.8 sledi q(GG′) ≥ d+ 1 = (q(G)− 1) + 1 = q(G).
Izrek 6.1.6. Naj bo G graf na n to£kah. Potem velja q(GK2) = 2q(G)− 2.
Dokaz. Naj bo A ∈ S(G), kjer je q(A) = q(G) = l. Predpostavimo, da je σ(A) =



















α2A2 + β2I 0
0 α2A2 + β2I
)
in so lastne vrednosti matrike B2 oblike α2λ2i +β
2 za i = 1, . . . , l, vsaka z ve£kratno-
stjo dve. e izberemo α2+β2 = 1, potem sta dve lastni vrednosti matrike B2 enaki
ena. Torej σ(B2) = {1, 1, 1, 1, µ5, . . . , µ2l}. Iz trditve 2.3.2 vemo, £e je λ2 lastna
vrednost matrike B2, potem je ±λ lastna vrednost matrike B. Torej ima matrika
σ(B) = {±1,±1,±1,±1, λ5, . . . , λ2l} najve£ 2l − 2 razli£nih lastnih vrednosti. To
pomeni, da je q(GK2) ≤ 2l − 2 = 2q(G)− 2.




















Za skalarja α = 3
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in β = 4
5






































































0 0 0 0 1 0
















Posledica 6.1.8. e je q(G) = 2, potem je q(GK2) = 2.
Posledica 6.1.9. e je n ≥ 1, potem je q(Qn) = 2.
Dokaz. Denirajmo Qn = Qn−1K2 in Q1 = K2. Torej je
q(Q2) = q(Q1K2) = q(K2K2) = 2.
Induktivno sklepamo, da je torej res q(Qn) = 2.
V nadaljevanju bomo uporabljali mnoºico razli£nih lastnih vrednosti matrike
A, ki jo ozna£imo z dev (A). e je na primer spekter matrike A enak σ(A) =
{1, 2, 3, 3, 6, 6}, potem je dev (A) = {1, 2, 3, 6}.
Izrek 6.1.10. Naj bosta G in H grafa ter A ∈ S(G) in B ∈ S(H), kjer je dev (A) =
{1, 2, . . . , q(G)} in dev (B) = {1, 2, . . . , q(H)}. Potem velja
q(GH) ≤ q(G) + q(H)− 1.
Dokaz. Naj bo G graf z n to£kami in H graf z m to£kami. Naj bosta matriki
A in B matriki sosednosti grafov G in H z lastnimi vrednostmi λ1, λ2, . . . , λn in
µ1, µ2, . . . , µm. Potem je matrika sosednosti grafa GH enaka (Im⊗A) + (B ⊗ In),
ki ima lastne vrednosti λi + µj za i = 1, 2, . . . , n in j = 1, 2, . . . ,m. Torej je
dev ((Im ⊗ A) + (B ⊗ In)) = {2, . . . , q(G)+q(H)}. Kar pomeni, da imamo kve£jemu
q(G)+ q(H)− 1 razli£nih lastnih vrednosti matrike (Im⊗A)+ (B⊗ In) ∈ S(GH).
Dokazali smo, da je q(GH) ≤ q(G) + q(H)− 1.
Naj bo sedaj Ĉs matrika, ki smo jo dobili iz matrike sosednosti grafa Cs tako,
da smo ji spremenili predznak na elementih a1,s in as,1.
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Trditev 6.1.11. Naj bo G tak²en graf, da obstaja matrika A ∈ S(G), da velja
q(A) = q(G) in −dev (A) = dev (A). Potem je q(C4G) ≤ q(G)+1. e 0 /∈ dev (A),




A I 0 −I
I −A I 0
0 I A I
−I 0 I −A
 = Ĉ4 ⊗ I +D ⊗ A,
kjer je D = diag(1,−1, 1,−1). Potem je matrika M2 oblike
M2 =

A2 + 2I 0 0 0
0 A2 + 2I 0 0
0 0 A2 + 2I 0
0 0 0 A2 + 2I
 .
Ker je −dev (A) = dev (A), je dev (A) = {λ1,−λ1, λ2,−λ2, . . . , λk,−λk}. Torej
je q(A) = 2k. Vidimo, da je σ(M2) = {λ2 + 2;λ ∈ dev (A)}. Ozna£imo T =
{λ2 + 2;λ ∈ dev (A)} = {λ21 + 2, λ22 + 2, . . . , λ2k + 2}. Torej po 2.3.2 velja dev (M) ⊆
{±
√
λ2 + 2;λ ∈ dev (A)}. Ozna£imo S = {±
√
λ2 + 2;λ ∈ dev (A)} in U =
{
√
λ2 + 2;λ ∈ dev (A)}.
e 0 /∈ dev (A), potem je |T | = k = q(A)
2
in |S| = q(A). e 0 ∈ dev (A), potem
je |U | = k + 1 = q(A)+1
2
in |S| = q(A) + 1. Torej smo na²o lemo res dokazali, saj je
q(A) = q(G).
Izrek 6.1.12. Naj bo k ≥ 1, s ≥ 2 in s 6≡ 2 mod 4. Potem je q(C4P2k) = 2k in
q(C4Cs) = d s2e.
Dokaz. Poglejmo si vsak primer posebej.
• Naj bo k ≥ 1. Naj bo A matrika sosednosti grafa P2k. Naj bo −σ(A) = σ(A)
in 0 /∈ σ(A). Iz trditve 6.1.11 je q(C4P2k) ≤ q(P2k) = 2k. Trditev 6.1.5 pa
nam da q(C4P2k) ≥ q(P2k) = 2k. Torej je res q(C4P2k) = 2k.
• Naj bo s ≥ 2 in s 6≡ 2 mod 4. Predpostavimo, da je −σ(Ĉs) = σ(Ĉs) in
0 /∈ σ(Ĉs), £e s 6≡ 2 mod 4. Iz trditve 6.1.11 je q(C4Cs) ≤ q(Cs) = d s2e. Po
drugi strani pa lahko uporabimo izrek 3.3.8, saj sta dve to£ki na razdalji s−1
2
,
pot med njima pa je enoli£na, torej je q(C4Cs) ≥ d s2e.
Tako smo dokazali zgornji izrek.
6.2 Tenzorski produkt
Tenzorski produkt grafov G in H je graf G×H, ki ima mnoºico to£k V (G)× V (H)
in mnoºico povezav E(G×H), ki je mnoºica vseh parov to£k {(u1, u2), (v1, v2)}, za
katere velja {u1, v1} ∈ E(G) in {u2, v2} ∈ E(H).
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Trditev 6.2.1. Tenzorski produkt A⊗B ima lastne vrednosti λiµj za i = 1, 2, . . . , n
in j = 1, 2, . . . ,m, kjer so λ1, λ2, . . . , λn lastne vrednosti matrike A in µ1, µ2, . . . , µm
lastne vrednosti matrike B.
Dokaz. Naj bo x ∈ Rn lastni vektor matrike A, ki pripada lastni vrednosti λ in
naj bo y ∈ Rn lastni vektor matrike B, ki pripada lastni vrednosti µ. Potem velja
Ax = λx in By = µy, pri £emer je x, y 6= 0. Pora£unajmo (A⊗B)(x⊗y). Uporabimo
lemo 6.1.3. Dobimo
(A⊗ B)(x⊗ y) = Ax⊗ By = λx⊗ µy = λµ(x⊗ y).
Torej je x⊗ y lastni vektor matrike A⊗ B, ki pripada lastni vrednosti λµ.
Trditev 6.2.2. Naj bo s ≥ 2. Ker je graf Ps × P2 sestavljen iz dveh poti Ps, velja
q(Ps × P2) = s.
















0 1 0 0 0 0
1 0 1 0 0 0
0 1 0 0 0 0
0 0 0 0 1 0
0 0 0 1 0 1
0 0 0 0 1 0
 .
Ker je q(P3) = 3, sledi q(P3 × P2) = 3.
Trditev 6.2.4. Naj bo A ∈ S(G), ki ima diagonalne elemente enake ni£. Naj bo






0 A 0 −A
A 0 A 0
0 A 0 A






A2 0 0 0
0 A2 0 0
0 0 A2 0
0 0 0 A2
 .
Lastne vrednosti matrike M2 so lastne vrednosti matrike A2. Torej je dev (M2) =
dev (A2). Iz tega sledi, da je dev (M) ⊆ dev (A) ∪ dev (−A). Kar pomeni, da je
dev (M) ⊆ dev (A) in zato q(M) ⊆ q(M). Ker pa je A ⊆M , velja tudi q(A) ⊆ q(M).
Torej je q(A) = q(M).
Opazimo, da je
M = B ⊗ A =

0 1 0 −1
1 0 1 0
0 1 0 1
−1 0 1 0
⊗ A.
Torej M = B ⊗ A ∈ S(C4 ×G). Kar pomeni, da je q(C4 ×G) ≤ q(G).
Posledica 6.2.5. Velja:
• q(C4 × Ps) = s,
• q(C4 × C4) = 2,
• q(C4 × C2k) ≤ k.
Dokaz. Poglejmo si vsako to£ko posebej.
• Naj bo A matrika sosednosti grafa Ps in naj velja −σ(A) = σ(A). Iz trditve
6.2.4 sledi q(C4 × Ps) ≤ q(Ps) = s. Po drugi strani iz izreka 3.3.8 vemo,
da v grafu obstaja enoli£na najkraj²a pot dolºine dve in zato q(C4 × Ps) ≥
(s− 1) + 1 = s. Torej je res q(C4 × Ps) = s.
• Iz trditve 6.2.4 in 3.3.6 vemo, da je q(C4 × C4) ≤ q(C4) = 2. Iz trditve 3.3.3
vemo tudi, da je q(G) = 1 natanko takrat, ko graf G nima povezav. Torej je
q(C4 × C4) = 2.
• Naj bo A matrika sosednosti grafa C2k in naj velja −σ(A) = σ(A). Iz trditve
6.2.4 sledi q(C4 × C2k) ≤ q(C2k) = d2k2 e = k.
6.3 Krepki produkt
Krepki produkt grafov G in H je graf GH z mnoºico to£k V (G)×V (H) in mnoºico
povezav E(GH), ki je mnoºica vseh parov to£k {(u1, u2), (v1, v2)}, za katere velja
u1 = v1 in {u2, v2} ∈ E(H) ali u2 = v2 in {u1, v1} ∈ E(G) ali {u1, v1} ∈ E(G) in
{u2, v2} ∈ E(H). Kar pomeni, da je E(GH) = E(G×H) ∪ E(GH).
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e je graf G sestavljen iz n to£k in mu pripada matrika sosednosti A, ter ima
graf H m to£k in mu pripada matrika sosednosti B, potem je matrika sosednosti
grafa G  H enaka ((A + In) ⊗ (B + Im)) − Imn, saj matrika A + In vsebuje vse
povezave grafa G, matrika B + Im pa vse povezave grafa H. Ko matriki A + In
in B + Im tenzorsko zmnoºimo in od²tejemo identiteto, dobimo vse povezave grafa
GH.
Primer 6.3.1. Poglejmo si matriko sosednosti grafa P3  P2.
(1, 1)
(2, 1)
(1, 2) (1, 3)
(2, 3)(2, 2)
Naj bo A matrika sosednosti grafa P3 in B matrika sosednosti grafa P2. Potem je
((A+ In)⊗ (B + Im))− Imn =
 1 1 01 1 1
0 1 1





 B + Im B + Im 0B + Im B + Im B + Im




1 1 1 1 0 0
1 1 1 1 0 0
1 1 1 1 1 1
1 1 1 1 1 1
0 0 1 1 1 1
0 0 1 1 1 1
−

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0




0 1 1 1 0 0
1 0 1 1 0 0
1 1 0 1 1 1
1 1 1 0 1 1
0 0 1 1 0 1
0 0 1 1 1 0

matrika sosednosti grafa P3  P2.
Trditev 6.3.2. Lastne vrednosti matrike ((A + In) ⊗ (B + Im)) − Imn so enake
(λi + 1)(µj + 1) − 1, i = 1, 2, . . . n, j = 1, 2, . . .m, kjer so λ1, λ2, . . . , λn lastne
vrednosti matrike A ∈ Rn×n in µ1, µ2, . . . , µm lastne vrednosti matrike B ∈ Rm×m.
Dokaz. Naj bodo λ1, λ2, . . . , λn lastne vrednosti matrike A in µ1, µ2, . . . , µm lastne
vrednosti matrike B. Potem ima po trditvi 2.3.1 matrika A + In lastne vrednosti
λ1 + 1, λ2 + 1, . . . , λn + 1 in podobno ima matrika B + Im lastne vrednosti µ1 +
1, µ2 + 1, . . . , µm + 1. Sedaj uporabimo trditev 6.2.1, iz £esar sledi, da ima matrika
55
(A+In)⊗(B+Im) lastne vrednosti (λi+1)(µj+1) za i = 1, 2, . . . ,m in j = 1, 2, . . . ,m.
Torej ima matrika ((A+In)⊗(B+Im))−Imn res lastne vrednosti (λi+1)(µj+1)−1,
kjer je i = 1, 2, . . . n in j = 1, 2, . . .m.
Trditev 6.3.3. Naj bo A ∈ S(G) matrika, ki ima vse diagonalne elemente neni£elne,
Naj velja q(A) = q(G) in dev (A) = −dev (A). Potem je
q(G P3) ≤
{
q(G) + 1; £e 0 /∈ dev (A),
q(G); £e 0 ∈ dev (A).








































e je A ∈ S(G) in B ∈ S(H) in imata obe matriki neni£elne diagonalne elemente,
potem je A ⊗ B ∈ S(G  B). Vemo tudi, da je dev (A⊗ B) = dev (A) dev (B) =
dev (A), saj je σ(A⊗ B) = σ(A)σ(B). Kar pomeni, da je q(G P3) ≤ q(A⊗ B) ≤
q(G), £e 0 ∈ dev (A).
Izrek 6.3.4. Velja q(P3  P3) = 3.
Dokaz. Iz grafa P3  P3
opazimo, da sta diagonalni to£ki na razdalji dve, ki pa je tudi enoli£na pot dolºine
dve. Torej lahko uporabimo izrek 3.3.8, iz £esar sledi, da je q(P3  P3) ≥ 3. Po
drugi strani pa iz trditve 6.3.3 vemo, da je q(P3  P3) ≤ q(P3) = 3. Torej je res
q(P3  P3) = 3.
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