In the present paper we obtain sufficient conditions for the existence of equivalent martingale measures for Lévy-driven moving averages and other non-Markovian jump processes. The conditions that we obtain are, under mild assumptions, also necessary. For instance, this is the case for moving averages driven by an α-stable Lévy process with α ∈ (1, 2].
Introduction and a main result
Absolutely continuous change of measure for stochastic processes is a classical problem in probability theory and there is a vast literature devoted to it. One motivation is the fundamental theorem of asset pricing, see Delbaen and Schachermayer [11] , which relates existence of an equivalent martingale measure to absence of arbitrage (or, more precisely, to the concept of no free lunch with vanishing risk) of a financial market. Several sharp and general conditions for absolutely continuous change of measure are given in [9, 18, 20, 23] , and in case of Markov processes and solutions to stochastic differential equations, strong and explicit conditions are available, see e.g. [7, 10, 12, 16, 21] and references therein.
The main aim of the present paper is to obtain explicit conditions for the existence of an equivalent martingale measure (EMM) for Lévy-driven moving averages, and these are only Markovian in very special cases. Moving averages are important in various fields, e.g. because they are natural to use when modelling long-range dependence (for other applications, see [22] ). Recalling that Hitsuda's representation theorem characterizes when a Gaussian process admits an EMM, see [14, Theorem 6.3'] , and Lévy-driven moving averages are infinitely divisible processes, our study can also be seen as a contribution to a similar representation theorem for this class.
We will now introduce our framework. Consider a probability space (Ω, F , P), on which a two-sided Lévy process L = (L t ) t∈R , with L 0 = 0, is defined. Let T > 0 be a fixed time horizon and let (F t ) t∈[0,T ] be the smallest filtration that satisfies the usual conditions, see [15, for a given function ϕ : R + → R, such that the integral in (1.1) is well-defined.
To avoid trivial cases, suppose further that the set of t ≥ 0 with ϕ(t) = 0 is not a Lebesgue null set. Our aim is to find explicit conditions that ensure the existence of a probability measure Q on (Ω, F ), equivalent to P, under which (X t ) t∈[0,T ] is a local martingale. Furthermore, we are interested in the structure of (X t ) t∈[0,T ] under Q.
A necessary condition for a process to admit an EMM is that it is a semimartingale, and this property is (under mild assumptions on the Lévy measure) characterized for L-driven moving averages in Basse-O'Connor and Rosinski [3] and Knight [19] . Other relevant references in this direction include [2, 6] . In the case where L is Gaussian, and relying on Knight [19, Theorem 6 .5], Cheridito [6, Theorem 4.5] gives a complete characterization of the L-driven moving averages that admit an EMM: Theorem 1.1 (P. Cheridito) . Suppose that L is a Brownian motion. Then the moving average (X t ) t∈[0,T ] defined in (1.1) admits an EMM if and only if ϕ(0) = 0 and ϕ is absolutely continuous with a density ϕ ′ satisfying ϕ ′ ∈ L 2 (R + ).
Despite that, in general, the existence of an EMM is a stronger condition than being a semimartingale, Theorem 1.1 shows (together with [19, Theorem 6.5] ) that for Gaussian moving averages of the form (1.1), the two concepts are equivalent when ϕ(0) = 0. If L has a non-trivial Lévy measure, explicit conditions for the existence of an EMM have, to the best of our knowledge, not been provided. It would be natural to try to obtain such conditions using the same techniques as in Theorem 1.1. However, these techniques are based on a local version of the Novikov condition, which will not be fulfilled as soon as the driving Lévy process is non-Gaussian. This is an implication of the fact that R e εx 2 ̟(dx) = ∞ for any ε > 0 and any non-Gaussian infinitely divisible distribution ̟, see [25, Theorem 26.1] . Consequently, to prove the existence of an EMM in a non-Gaussian setting, a completely different approach has to be used. An implication of our results is the non-Gaussian counterpart of Theorem 1.1 which is formulated in Theorem 1.2 below. In this formulation, c ≥ 0 denotes the Gaussian component of L and F is its Lévy measure. Theorem 1.2. Let (X t ) t∈[0,T ] be a Lévy-driven moving average given by (1.1). Suppose that L has sample paths of locally unbounded variation, either {|x|>1}
c ) is regularly varying at ∞ of index β ∈ [−2, −1), and the support of F is unbounded on both (−∞, 0) and (0, ∞).
Then (X t ) t∈[0,T ] admits an EMM if and only if ϕ(0) = 0 and ϕ is absolutely continuous with a density ϕ ′ satisfying
If instead of (1.2), we have that the support of F is contained in a compact set, but is not contained in (−∞, 0) nor (0, ∞), then the remaining assumptions are sufficient to ensure that
If L is a symmetric α-stable Lévy process with α ∈ (1, 2), x → F ((−x, x) c ) is regularly varying of index −α and condition (1.3) is equivalent to ϕ ′ ∈ L α (R + ) (see [3, Example 4.9] ). Thus, since condition (1.2) of Theorem 1.2 is trivially satisfied as well, we get directly the following natural extension of Theorem 1.1:
Suppose that L is a symmetric α-stable Lévy process with index α ∈ (1, 2]. Then the moving average (X t ) t∈[0,T ] defined in (1.1) admits an EMM if and only if ϕ(0) = 0 and ϕ is absolutely continuous with a density
A result similar to Corollary 1.3 can be formulated when L is a symmetric tempered stable Lévy process that is, when the Lévy measure takes the form F (dx) = η|x| −α−1 e −λ|x| for η, λ > 0 and α ∈ [1, 2). Indeed, since R x 2 F (dx) < ∞ and (1.2) is satisfied in this setup, there exists an EMM Q for (X t ) t∈[0,T ] if and only if ϕ(0) = 0 and
It may be stressed that the Gaussian case considered in Theorem 1.1 and the non-Gaussian case considered in Theorem 1.2 are of fundamental different structure. Indeed, when L is a Brownian motion, one can apply the martingale representation theorem to show that the EMM is unique, and by invariance of the quadratic variation under equivalent change of measure, (X t − X 0 ) t∈[0,T ] is a Brownian motion under the EMM (one may need a semimartingale decomposition of (X t ) t∈[0,T ] , see e.g. (4.21) ). If L is a general Lévy process, Theorem 2.1 and Remark 2.2 in Section 2 show that the EMM will not be unique, and (X t − X 0 ) t∈[0,T ] and (L t ) t∈[0,T ] will not be Lévy processes under any of our constructed EMMs.
Besides the moving average framework we will also, for a general filtration (F t ) t∈[0,T ] , study EMMs for semimartingales of the form [20] . Due to the nature of this criterion, it can be used for other purposes than verifying the existence of EMMs for (X t ) t∈[0,T ] and thus, the result is of independent interest. Both Theorem 2.1 and Theorem 2.5 are accompanied by remarks and examples that illustrate their applications. Subsequently, Section 3 recalls the most fundamental and important concepts in relation to change of measure and integrals with respect to random measures. These concepts will be used throughout Section 4 which is devoted to prove the statements of Section 2. During Section 4 one will also find additional remarks and examples of a more technical nature. 
Further main results
We denote by µ the jump measure of L and by ν(dt, dx) = F (dx)dt its compensator. It will be assumed that L has both positive and negative jumps such that we can choose a, b > 0 with
In Theorem 2.1 we will give conditions for the existence of an EMM Q for (X t ) t∈ [0,T ] given by (h2) The Lévy measure of L has unbounded support on both (−∞, 0) and (0, ∞).
If either (h1) or (h2) holds, there exists an EMM Q on (Ω, F ) for (X t ) t∈[0,T ] such that dQ = E ((α−1) * (µ−ν)) T dP for some predictable function α : Ω×[0, T ]×R → (0, ∞), and the differential characteristics of (X t ) t∈[0,T ] relative to h under Q are of the form
For any a, b > 0 that meet (2.1), depending on the hypothesis, Q can be chosen such that:
(h1) The function α is explicitly given by
where
hold pointwise, and α(t, x) = 1 whenever |x| ≤ a. 
where (X c t ) t∈[0,T ] is the continuous martingale part of (X t ) t∈[0,T ] under P and * denotes integration, see Section 3 for more on the notation. Furthermore, recall that b h ∈ R is the drift component of (L t ) t∈[0,T ] relative to h and µ is the jump measure associated to
3) and (2.6) we deduce under Q:
process and its distribution is unchanged.
(iii) The process
is a local martingale, since
, it follows that the only component in (2.6) affected by the change of measure (under any of the hypotheses) is
, which goes from a compound Poisson process under P to a general cádlág and piecewise constant process under Q. Specifically, it will be affected in such a way that it is compensated according to (2.7). By exploiting the structure of the compensator of µ under Q it follows that the jumps of (x − h(x)) * µ t , t ∈ [0, T ], still arrive according to a Poisson process (with the same intensity as under P) under (h2) while under (h1), they will arrive according to a counting process with a stochastic intensity. The (conditional) jump distribution is obtained from Lemma 4.5.
Note that although, strictly speaking, the function h(x) = x1 (a,b) (|x|) is not a genuine truncation function, we are allowed to use it as such, since {|x|>1} |x|F (dx) < ∞ by assumption, which means the integrals in (2.6) will be well-defined. 
The advantage of this hypothesis is that one is not restricted to the case where Y t is infinitely divisible, however the price to pay is to require that Y t D = Y 0 rather than the much weaker assumption of (Y t ) t∈[0,T ] being tight.
Remark 2.4. Suppose that we have (L t ) t≥0 and (Y t ) t≥0 defined on (Ω, F , (F t ) t≥0 , P) with F = t≥0 F t , and that Theorem 2.1 is applicable on the truncated space
Then one can sometimes extend it to a locally equivalent measure Q on (Ω, F ). A probability space having this property is often referred to as being full. An example is the space of all càdlàg functions taking values in a Polish space when equipped with its standard filtration. For more details, see [4] and [9] .
Despite of a common structure in (2.3) under (h1) and (h2), the choices of α that we suggest under the different hypotheses in Theorem 2.1 differ by their very nature. This is a consequence of different ways of constructing the EMM.
The proof of the existence of an EMM for (X t ) t∈[0,T ] consists of two steps. One step is to identify an appropriate possible probability density Z, that is, a positive random variable which, given that
The candidate will always take the form Z = E ((α − 1) * (µ−ν)) T for some positive predictable function α. The remaining step is to check that E[Z] = 1 or, equivalently, E ((α − 1) * (µ − ν)) is a martingale. Although there exist several sharp results on when local martingales are true martingales, there has been a need for a tractable condition which is suited for the specific setup in question, and this was the motivation for Theorem 2.5. Specifically, it will be used to show Theorem 2.1 under hypothesis (h1). As mentioned, the proof of Theorem 2.5 is based on a very general approach presented by Lépingle and Mémin [20] .
where the following hold:
(a) The process (P t ) t∈[0,T ] is predictable and satisfies that (i) for some fixed K > 0 and any t ∈ [0, T ], P t is infinitely divisible with Lévy measure supported in [−K, K], and
(ii) the collection of random variables
The following example shows how this result compares to other classical references for measure changes, when specializing to the case where µ is the jump measure of a Poisson process. Example 2.6. Suppose that L is a (homogeneous) Poisson process with intensity λ > 0 and consider a density Z = E ((α − 1) * (µ − ν)) T for some positive predictable process (α t ) t∈[0,T ] which paths are integrable on [0, T ] almost surely. Within the literature of (marked) point processes, with this setup as a special case, one explicit and standard criterion ensuring that E[Z] = 1 is the existence of constants K 1 , K 2 > 0 and γ > 1 such that
We observe that the inequality in (2.9) implies that (2.8) holds with g ≡ 1 and
in Theorem 2.5, thus this criterion is implied by our result. Clearly, this also indicates that we cover other, less restrictive, choices of (α t ) t∈[0,T ] . For instance, one could take γ = 1 and replace L by any Lévy process with a compactly supported Lévy measure in (2.9). Note that, although we might have α(t, x) − 1 < 0, Theorem 2.5 may still be applied according to Remark 4.2. For other improvements of (2.9), see also [26] .
Section 4 contains proofs of the statements above accompanied by a minor supporting result and a discussion of the techniques. However, we start by recalling some fundamental concepts which will be (and already has been) used repeatedly.
Preliminaries
The following consists of a short recap of fundamental concepts. For a more formal and extensive treatment, see [15] .
The stochastic exponential
T ] is characterized as the unique càdlàg and adapted process with
is a local martingale as well. Consequently whenever
(Here, and in the following, we have adopted the definition of a semimartingale from [15] , which in particular means that the process is cádlág.)
A random measure on [0, T ]×R is a family of measures µ such that for each ω ∈ Ω, µ(ω; dt, dx) is a measure on ([0, T ]×R, B([0, T ])⊗B(R)) satisfying µ(ω; {0}×R) = 0. For our purpose, µ will also satisfy that µ(ω; [0, T ] × {0}) = 0. Integration of a function W : Ω × [0, T ] × R → R with respect to µ over the set (0, t] × R is denoted W * µ t for t ∈ [0, T ]. In this paper, µ will always be the jump measure of some adapted càdlàg process. To any such µ, one can associate a unique (up to a null set) predictable random measure ν, which is called its compensator. We will always be in the case where ν(ω; dt, dx) = F t (ω; dx)dt with (F t (B)) t∈[0,T ] being a predictable process for every B ∈ B(R). One can define the stochastic integral with respect to the compensated random measure µ − ν for any predictable function
, is locally integrable. The associated integral process is denoted W * (µ − ν).
Let h : R → R be a bounded function with h(x) = x in a neighbourhood of 0. The characteristics of a semimartingale (M t ) t∈[0,T ] , relative to the truncation function h, are then denoted (C, ν, B h ), which is unique up to a null set. Here C is the quadratic variation of the continuous martingale part of (M t
In the case where
Suppose that we have another probability measure Q on (Ω, F ) such that dQ = E (W * (µ − ν)) T dP, where µ is the jump measure of an
h ) relative to a given truncation function h and ν is the compensator of µ. Then a version of Girsanov's theorem, see [1] or [17] , implies that under Q, (L t ) t∈[0,T ] is a semimartingale with differential characteristics (c, F t , b h t ), where
Proofs
In the following, let f : (−1, ∞) → R + be defined by
In order to show Theorem 2.5 we will state and prove a local version of [20, Theorem 1 (Section III)] below. 
for all k = 1, . . . , n. Then E (M) is a martingale.
Proof. The following technique of proving the result is similar to the one used in the proof of [23, Lemma 13] . For a given k ∈ {1, . . . , n} define the process
is a (purely discontinuous) local martingale and consequently, E M (k) is a local martingale. Due to the jump structure
Consequently, the compensator of (4.4) is (Ã t∧τ k −Ã t∧τ k−1 ) t∈[0,T ] , and due to the assumption in (4.2) it follows by [23, Theorem 8] 
By [18, p . 404] we know that for k ∈ {1, . . . , n − 1},
Using (4.3) and that (M
for all t ≥ τ k−1 and l < k,
As a consequence, we get inductively that
is a supermartingale, we have the result.
Proof of Theorem 2.5. We divide the proof into two steps; the first step is to show that assumptions (i)-(ii) on (P t ) t∈[0,T ] imply that for ε ∈ (0, 1/K), 5) and the second step will use this fact to prove that W * (µ − ν) t , t ∈ [0, T ], is well-defined and that E (W * (µ − ν)) is a martingale.
Step 1: The idea is to use a procedure similar to the one in [25, Lemma 26.5] and exploit the tightness property of (P t ) t∈[0,T ] to get a uniform result across t. In the following we write
for the Laplace exponent of P t with associated triplet (c t ,
. By the compact support of F t , it follows that Ψ t (u) ∈ R is well-defined for all u ∈ R and t ∈ [0, T ] (cf. [25, Theorem 25.17] ). For fixed t, it holds that Ψ t ∈ C ∞ ,
and Ψ ′′ t > 0, see [25, Lemma 26.4] . From (4.6) and the inequality |e ux − 1| ≤ e uK |x|, for x ∈ [−K, K] and u ≥ 0, we get the bound
Now suppose that sup t∈[0,T ] R x 2 F t (dx) = ∞. Then, by the tightness of (P t ) t∈[0,T ] , we may according to Prokhorov's theorem choose a sequence (t n ) n≥1 ⊆ [0, T ] and a random variable P such that
Since P is infinitely divisible, it has an associated characteristic triplet (c, ρ, b K]) ) are finite as well. From these observations and (4.7) we deduce the existence of a constant C > 0 such that
for u ≥ 0.
We may without loss of generality assume that
for all t ∈ [0, T ]. To see this, let N + and N − be standard Poisson random variables which are independent of each other and of (P t ) t∈[0,T ] , and consider the process (P t ) t∈[0,T ] given byP
This process still satisfies assumptions (i)-(ii) stated in Theorem 2.5, and the derivative of the associated Laplace exponents will necessarily satisfy (4.10) by the structure in (4.6), sinceP t has a Lévy measure with mass on both (−∞, 0) and (0, ∞). Moreover, the inequality
implies that it suffices to show (4.5) for (P t ) t∈[0,T ] . Thus, we will continue under the assumption that (4.10) holds. Next, by [25, Lemma 26 .4] we may find a constant ξ 0 > 0 such that for any t, the inverse of Ψ ′ t , denoted by θ t , exists on (ξ 0 , ∞) and
for any x > ξ 0 . Since lim ξ→∞ θ t (ξ) = ∞ and K − 1/ε ′ < 0 for ε ′ ∈ (ε, 1/K), it follows by (4.9) that lim ξ→∞ ξe −θt(ξ)/ε ′ = 0. In particular by (4.9) once again, we can choose a ξ 1 ≥ ξ 0 (independent of t) such that −θ t (ξ) ≤ −ε ′ log ξ for every ξ ≥ ξ 1 . Combining this fact with (4.11) gives that
for x > ξ 1 and t ∈ [0, T ], whereC is some constant independent of t. By estimating the probability P(P t ≤ −x) = P(−P t ≥ x) in a similar way it follows that ξ 1 andC can be chosen large enough to ensure that
using integration by parts, and this implies in turn that
by (4.12). Consequently, we have shown that (4.5) does indeed hold.
Step 2: Arguing that W * (µ − ν) t , t ∈ [0, T ], is well-defined amounts to showing that E[|W | * ν T ] < ∞. This is clearly the case since by (2.8),
and the right-hand side is finite by (4.5) .
By definition we have the equality
and the compensator of the process exists and is given asÃ = f (W ) * ν, since
which is finite by assumption (b) and (4.5). In the following we will argue that (4.2) in Lemma 4.1 is satisfied for τ k ≡ t k , k = 0, 1, . . . , n, for suitable numbers 0 = t 0 < t 1 < · · · < t n = T , which subsequently allows us to conclude that E (W * (µ − ν)) is a martingale. Fix 0 ≤ s < t ≤ T and note that (2.8) impliesÃ
since f is increasing on R + . We want to obtain a bound on h(y) := R f (yg(x))F (dx) for y ≥ 0. First note that f (x) ≤ x log(1 + x) for any x ≥ 0 so that we obtain the estimate
for y > 1. Consequently, due to assumption (b), we can apply Lebesgue's theorem on dominated convergence to deduce that lim sup y→∞ h(y) y log(1 + y) < γ 1 for some γ 1 ∈ (0, ∞). By monotonicity of h we may find γ 2 ∈ (0, ∞) so that we obtain the bound h(y) ≤ γ 1 y log(1 + y) + γ 2 for all y ≥ 0. Thus for all 0 ≤ s < t ≤ T , we have established the estimate
Now choose a partition 0 = t 0 < t 1 < · · · < t n = T such that t k − t k−1 ≤ ε/γ 1 , where ε is a small number such that (4.5) holds. By (4.13) and (4.14) it follows by an application of Jensen's inequality and Tonelli's theorem that
which is finite and thus, the proof is completed.
Remark 4.2. It appears from (4.13) above that if F (R) < ∞ or W (u, x) = 0 for x ∈ (−δ, δ) with δ > 0, one may allow that W takes values in (−1, ∞) by assuming that |W (t, x)| ≤ |P t |g(x) and replacing the inequality with
for a suitable M > 0. From this point, one can complete the proof in the same way as above and get that E (W * (µ − ν)) is a martingale.
Remark 4.3. Note that there are other sets of assumptions that can be used to show Theorem 2.5, but they will not be superior to those suggested. Furthermore, the assumptions that we suggest are natural in order to formulate Theorem 2.1 in a way which in turn is suited for proving Theorem 1.2 in the introduction. However, by adjusting the set of assumptions in Theorem 2.5, one may obtain similar adjusted versions of Theorem 2.1 (see the discussion in Remark 2.3). In the bullet points below we shortly point out which properties the assumptions should imply and suggest other choices as well.
• The importance of (i)-(ii) is that they ensure (4.5) holds. Thus, it follows that one may replace these by P t
• Instead of assuming that (P t ) t∈[0,T ] is a process satisfying (4.5) and g +g log(1+ g) ∈ L 1 (F ), one may do a similar proof under the assumptions that
and g γ ∈ L 1 (F ) for some ε > 0 and γ ∈ (1, 2] . In particular, one may allow for less integrability of F around zero for the cost of more integrability of
Example 4.4 below shows that one cannot relax assumption (i) in Theorem 2.5 and still apply (a localized version of) the approach by Lépingle and Mémin [20] .
Moreover, it appears that this approach cannot naturally be improved in the sense of obtaining a weaker condition than (4.5), in order to relax assumption (i).
Example 4.4. Consider the case where W (t, x) = |Y x| for some F 0 -measurable infinitely divisible random variable Y with an associated Lévy measure which has unbounded support. Moreover, suppose that E[Y 2 ] < ∞ and that F is given such that (b) holds with g(x) = |x|. Then W * (µ−ν) is well-defined and the compensator of f (W ) * µ exists and is given by f (W ) * ν (in the notation of (4.1)). Following the same arguments as in the proof of Theorem 2.5 we obtain that
for any t > 0 by [25, Theorem 26.1] . Thus, Lemma 4.1 cannot be applied if we remove assumption (i) in Theorem 2.5. Naturally, one can ask if we can find an alternative specification of f , that is, does it suffice that E[ef (W ) * νt ] < ∞ for some other measurable functionf : (−1, ∞) → R + ? The idea in the proof of [20, Theorem 1 (Section III)] is build on the assumption thatf is a function with (1−λ)f (x) ≥ 1+λx−(1+x) λ for all x > −1 and λ ∈ (0, 1). In particular, this requires that
for any x > −1 and thus, any other candidate function will be (uniformly) worse than f .
Before proving Theorem 2.1 we will need a small result, which is stated and proven in Lemma 4.5 below. The result may be well-known, however we have not been able to find any references. To a given adapted process (M t ) t∈[0,T ] such that for ω ∈ Ω, t → M t (ω) is a cádlág step function, we define its n-th jump time and size 15) respectively, for n ≥ 1. Here we set T 0 ≡ 0 and inf ∅ = T .
Lemma 4.5. Assume that the jump measure J of some càdlàg adapted process
is a predictable process for every B ∈ B(R) and
Then, in the notation of (4.15), it holds that 16) for any n ≥ 1 and B ∈ B(R), where
Proof. To show (4.16), fix n ≥ 1 and B ∈ B(R). Note that F Tn− is generated by sets of the form A ∩ {t < T n } for t ∈ [0, T ) and A ∈ F t . Consequently, it suffices to argue that
Define the functions φ, ψ :
and note that they are both predictable. Furthermore, we observe that the functions are defined such that
and
Using these properties together with the dual relations E[φ
we get that (4.17) holds, and this gives the result.
Using Lemma 4.5 it follows by a Monotone Class argument that on {T n < T },
for any function g : Ω × R → R + which is F Tn− ⊗ B(R)-measurable. With this fact and Theorem 2.5 in hand, we are ready to prove Theorem 2.1.
Proof of Theorem 2.1. We prove the result depending on the different hypotheses.
In both cases the proof goes by arguing that E ((α − 1) * (µ − ν)) is a martingale and that the probability measure Q defined by dQ = E ((α − 1)
Since the differential characteristics of (L t ) t∈[0,T ] under P coincide with its characteristic triplet (c, F, b h ), it follows directly from (3.2) that if Q is a probability measure, the differential characteristics of (X t ) t∈[0,T ] under Q are given as in (2.3). In the following we have fixed a, b > 0 such that (2.1) holds.
Case (h1): Consider the specific predictable function α given by (2.4). Then α(t, x) ≥ 1 and in particular, E ((α−1) * (µ−ν)) t > 0. Moreover, α(t, x)−1 ≤ |P t |g(x) with P t = Y t + ξ and g(x) = C1 (a,b) (|x|)|x| for some constant C > 0. Since ξ is just a constant, (P t ) t∈[0,T ] inherits the properties in (h1) of (Y t ) t∈[0,T ] , thus (a) in Theorem 2.5 is satisfied. Likewise,
showing that (b) is satisfied as well, and we conclude by Theorem 2.5 that E ((α − 1) * (µ − ν)) is a martingale. To argue that (X t ) t∈[0,T ] is a local martingale under the associated probability measure Q, note that it suffices to show that
by (2.3) and (2.7) in Remark 2.2, where b h ∈ R is the drift component in the characteristic triplet of L with respect to the (pseudo) truncation function h(x) = x1 (a,b) c (|x|). Thus, we compute
and the result is shown under hypothesis (h1). ∞) ) > 0 for ζ ∈ R by assumption, and this implies that we may find a strictly positive density
F (dx) = 1 and
To see this, assume that X is a random variable on (Ω, F , P) with
for B ∈ B(R). We have that ̟ ζ is a probability measure which is equivalent to P(X ∈ ·) = F a /F a (R) and has mean ζ. Thus, the density d̟ ζ /dP(X ∈ ·) is a function that satisfies (4.19) . Moreover, such a density is explicitly given by
and we see that the map (x, ζ) → f ζ (x) is B(R 2 )-measurable. By letting
for |x| > a and α(t, x) = 1 for |x| ≤ a, we obtain a predictable function α, which is strictly positive and satisfies (2.5). Thus, it suffices to argue that an α with these properties defines an EMM for
The properties (listed in (h2)) of α imply that (α − 1)
Consequently,
where (T n , Z n ) n≥1 is defined as in (4.15) for the compound Poisson process
, is the underlying Poisson process that counts the number of jumps. In particular for n ≥ 1, we have
almost surely by the inclusion F T n−1 ⊆ F Tn− , if we can show that
(Here we recall that T 0 ≡ 0.) However, this follows from the observations that α(T n , Z n ) = 1 (since Z n = 0) almost surely on the set {T n = T } and on {T n < T },
almost surely by (2.5) and (4.18), since (ω,
, is a positive P-martingale with respect to the filtration (F Tn ) n≥0 and its mean value function equals 1, so we may define a probability measure Q n on F Tn by dQ n /dP = E ((α − 1) * µ) Tn for n ≥ 1. By (3.2) it follows that the compensator of µ under Q n is [α(t, x)1 {t≤Tn} + 1 {t>Tn} ]F (dx)dt. From this we get that the counting process
under Q n using (2.5). This shows that jumps continue to arrive according to a Poisson process with intensity F a (R), see e.g. [15, Theorem 4.5 (Ch. II)], which in turn implies that
as n → ∞. As a consequence,
This shows that Q defined by dQ = E ((α − 1) * µ) T dP is a probability measure on (Ω, F ). . Suppose now that (1.2) is not satisfied, but the support of F is bounded and not contained in (−∞, 0) nor in (0, ∞), and the density ϕ ′ is bounded. Then we observe initially that by [24] , (Y t ) t∈[0,T ] is a stationary process, in particular it is tight, under P, and the law of Y 0 is infinitely divisible with Lévy measure given by Here Leb denotes the Lebesgue measure on (0, ∞) and F is the Lévy measure of (L t ) t∈R . In particular, if C > 0 is a constant that bounds ϕ ′ , we get the inequality 
