Variational approach to nonlinear gravity-driven instabilities in a MHD
  setting by Hwang, Hyung Ju
ar
X
iv
:m
at
h/
05
09
36
4v
1 
 [m
ath
.A
P]
  1
5 S
ep
 20
05
VARIATIONAL APPROACH TO NONLINEAR GRAVITY-DRIVEN
INSTABILITIES IN A MHD SETTING
HYUNG JU HWANG
Abstract. We establish a variational framework for nonlinear instabilities in a setting of the
ideal magnetohydrodynamic (MHD) equations. We apply a variational method to various kind
of smooth steady states which are shown to be nonlinearly unstable for both incompressible
and compressible ideal MHD equations. Destabilizing effect of compressibility is justified as
well as stabilizing effect of magnetic field lines arising in MHD dynamics, which distinguishes
from the Rayleigh-Taylor instability in the absence of magnetic field lines.
1. Introduction
Magnetohydrodynamic equations (MHD) serve as an important model for fluid and gas
dynamics and hydromagnetic instability is a fundamental phenomenon in nature, for instance,
oceans, atmosphere, and plasma. MHD instability possesses extensive applications in both
laboratory plasmas and astrophysics such as in nuclear fusions, compression of thin foils for X-
ray production, and stellar dynamics. Nevertheless, there have been not many analytical results
to date due to its structural complexity such as the presence of shock waves. Furthermore,
nothing has been known about nonlinear instabilities for MHD equations despite its importance
and variety of instabilities.
The main purpose of this article is to present a variational framework in the passage from
linear to nonlinear instability in a setting of the ideal MHD system and derive nonlinear in-
stability around different steady states for both incompressible and compressible ideal MHD
equations.
We consider the equations of ideal magnetohydrodynamics(MHD) for inviscid flows:
ρt +∇ · (ρV ) = 0,
ρ (Vt + V · ∇V ) = (∇× B)×B −∇P + ρ~g, (1.1)
Bt = ∇× (V × B) ,
∇ ·B = 0.
Here ρ is plasma density, V velocity, B magnetic field, P plasma pressure, and ~g is the
gravitational field. The x axis is taken along the gravitational field, which is assumed to be
uniform:
~g = (g, 0, 0) .
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The condition for steady state (ρ0, B0, P0) with V0 ≡ 0 is then
d
dx
(
P0 +
1
2
B20
)
= ρ0g. (1.2)
We assume for density profile that
min
x
ρ0 ≥ c > 0. (1.3)
Our domain is t ≥ 0 and
D = {0 ≤ x ≤ 2π, 0 ≤ y ≤ 2π} .
We assume periodic conditions at the boundary for V and B. Both incompressible and com-
pressible fluids are considered: In the incompressible case,
∇ · V = 0.
In the compressible case, γ is an adiabatic index which relates the pressure P to the density ρ
by
P (ρ) = Cργ , (1.4)
∇P
ρ
= Cγργ−2∇ρ =: q (ρ)∇ρ.
Or equivalently
pt + v · ∇p0 + γp0∇ · v = 0 (1.5)
We now consider perturbations (σ, v, B, p) around such a steady state (ρ0, B0, V0 ≡ 0, P0) of the
form:
v1 = v1 (t, x, y) , v2 = v2 (t, x, y) , v3 = v3 (t, x, y) ,
B1 = B1 (t, x, y) , B2 = B2 (t, x, y) , B3 = B3 (t, x, y) .
Equations for perturbed quantities take the form:
σt +∇ · [(ρ0 + σ) v] = 0,
(ρ0 + σ) (vt + v · ∇v) = (∇× B0)× B + (∇× B)× B0 (1.6)
+ (∇× B)× B −∇p+ σ~g,
Bt = ∇× (v × (B0 +B)) ,
∇ · B = 0.
We also obtain its linearized system:
σt +∇ · (ρ0v) = 0, (1.7)
ρ0vt = (∇×B0)× B + (∇× B)× B0 −∇p+ σ~g,
Bt = ∇× (v × B0) ,
∇ ·B = 0.
In the incompressible case, v also satisfies, in both linear and nonlinear system,
∇ · v = 0.
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It is crucial to make an equivalent second-order linearized system in one quantity v and use it
through our variational formulation: By taking t-derivative of v-equation in (1.7) and plugging
σ- and B-equation in (1.7) (also (1.5) in the compressible case) into the resulting equation, we
obtain the following second-order linear hyperbolic PDE for velocity v:
ρ0vtt = (Q · ∇)B0 + (B0 · ∇)Q−∇ (B0 ·Q + pt)− ~g∇ · (ρ0v) =: L (v) , (1.8)
where Q = ∇× (v × B0) and we have used (1.11).
For notational convenience,
Notation 1. For any u and v ∈ L2 (0, 2π) ,
< u, v >=
∫ 2pi
0
u · v dx, (u, v) =
∫ 2pi
0
ρ0u · v dx,
For any u and v ∈ L2 (D) ,
< u, v >=
∫∫
D
u · v dxdy, (u, v) =
∫∫
D
ρ0u · v dxdy.
Notation 2. ‖f‖ = (f, f)1/2 , ‖f‖s =
(∑
α ‖∂
αf‖2
)1/2
, where α is a multi-index with |α| ≤ s.
We make the following variational formulation and obtain a discrete set of eigenvalues for
the linear operator (1.8): for each wave number k ∈ N,
λ2k = sup
u=(u1,u2)
u1∈Hκ(0,2pi),
u2∈Hκ−1(0,2pi)
< L (u) , u >
(u, u)
, (1.9)
where ∂y is replaced with multiplying by k in L (u) and κ = 1 or 2. Notice that the RHS of
(1.9) is indeed a function of k.
In the incompressible case, u2 is replaced by −
1
k
u1x from divergence-free condition for the
normal modes and (1.9) reduces to a variational problem for u1 alone. On the other hand, the
compressible case may not be simplified to a formula for u1 alone.
Key step of this article is to show that this discrete set {λk}k∈N of eigenvalues characterizes
the continuum spectral radius of the whole linearized operator by taking the limit as k → ∞
to obtain the bounded least upper bound Λ > 0: Let
lim
k
λ2k = Λ
2 = sup
v∈Hκ−1(D)
∫∫
D
H (v, vx) dxdy
(v, v)
, (1.10)
where coefficients of H depend on ρ0, p0, B0. Then we obtain the following theorem:
Theorem 1. Let (σ, v) be a solution to (1.7) and let Λ2 > 0, then we have
‖σ (t) , v (t) , B (t)‖s ≤ Ce
Λt ‖σ (0) , v (0) , B (0)‖s+2 ,
where C = C (Λ, ρ0, s).
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Thanks to this theorem, we can locate a dominant eigenvalue and pass to nonlinear instability.
We establish the following dynamical instability for the fully nonlinear MHD system around
different steady states satisfying Λ2 > 0 as in Section 4:
Theorem 2. Steady states
(
ρ0,~0, B0
)
of (1.1) in (1.2) satisfying Λ2 > 0 are indeed nonlinearly
unstable: For any s large, there exists ε0 > 0, such that for any small δ > 0, there exists a
family of classical solutions (ρδ(t, x, y), V δ(t, x, y), Bδ (t, x, y)) to (1.1) such that∥∥ρδ(0, ·)− ρ0 (·)∥∥Hs(D) +
∥∥V δ(0, ·)∥∥
Hs(D)
+
∥∥Bδ (0, ·)−B0 (·)∥∥Hs(D) ≤ δ,
but for T δ = O(|ln δ|),
sup
0≤t≤T δ
{∥∥ρδ(t, ·)− ρ0 (·)∥∥L1(D) +
∥∥V δ(t, ·)∥∥
L1(D)
+
∥∥Bδ (t, ·)−B0 (·)∥∥L1(D)
}
≥ ε0.
Remark 1. This indicates the Kruskal-Schwarzschild instability for incompressible ideal MHD
fluids as γ →∞ formally.
Remark 2. The instability time T δ occurs before the possible blow-up time which is shown in
the proof and we measure instability in L1.
Rayleigh-Taylor instability is well known as gravity-driven instability in fluids when heavy
fluid is on top of light one. Linear instability for an incompressible fluid was first introduced
by Rayleigh in 1883 [18]. Study on linear instability for incompressible ideal MHD system
in the presence of magnetic field lines could be found in [16], [4] for instance, which includes
the classical Kruskal-Schwarzschild instability in the presence of a magnetic field orthogonal
to the gravitational force. In this case, instability criterion (4.4) and the growth rates (4.2),
(4.3) turn out to be the same as the ones in the Rayleigh-Taylor instability as in [10] without
effect of magnetic field lines on the instability. On the other hand, when we consider effect of
a magnetic field parallel to direction of the gravitational force, stabilizing effect of magnetic
field lines appears as in (4.13) and (4.14). In the presence of a vertical magnetic field, the
rigidity produced by the magnetic field lines hinders its own way to instability and makes the
growth rate slower. Condition for linear instability for a compressible fluid in the absence of
a magnetic field was first derived by Schwarzschild in [19], and since been discussed by many
other physicists for a certain class of steady states [4],[5],[7],[11]. The full consideration of
gravity, magnetic field lines and compressibility has been also largely discussed for its linear
instability by many physicists such as in [1],[2],[17], which exhibit very interesting phenomena
although it accelerates analytical difficulties.
Despite extensive research and interest in this subject from physical point of view, little has
been done from mathematical perspective for the MHD system. In addition, the passage from
linear to nonlinear instability in a conservative PDE system is quite difficult because of the
following two main obstacles: (1) presence of the continuum linear spectrum and (2) severely
unbounded high-order terms in PDE systems. No systematic framework has been built up for
this problem although there have been works towards this subject for specific physical systems,
for example [9],[3],[10]. Variational approach was first introduced by Guo and Hwang [10] in
the case of dynamical Rayleigh-Taylor instability for incompressible Euler fluids. However it
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is not obvious whether it can be extended to MHD instabilities for compressible as well as
incompressible fluids since MHD has more complicated structure in addition to the analytical
difficulties coming from compressibility.
Crucial point is whether and how to locate a dominant eigenvalue in the complex linear
spectrum of the MHD system. We use the MHD energy principle in order to estimate a sharp
spectral radius and make extensive use of the variational structure of the linearized MHD sys-
tem, resulting in more precise and optimal estimates. The radius (1.10) of continuum spectrum
is obtained as the least upper bound for a discrete set of eigenvalues (1.9) of normal growing
modes and this method is explicit and constructive. We consider three different magnetic fields
as steady states which give rise to different outcome in the growth rates (4.3), (4.9), (4.14) of
instabilities and different ranges of admissible density profiles for instabilities. We justify stabi-
lizing and destabilizing effects of magnetic filed lines and compressibility as expected physically.
Furthermore incompressible case can also be viewed as the limiting case of compressible case
as γ →∞. The article is organized as follows.
We formulate the variational problems (1.9) in Section 2 and show the existence of smooth
maximizers satisfying the corresponding Sturm-Liouville equations. We then derive a sharp
growth rate Λ > 0 for the whole linear system in Section 3 as in the Theorem 1. In Section
4, we give different examples of steady states which result in different growth rates, Sturm-
Liouville equations, and different admissibility for density profiles for instability. For instance,
if a steady magnetic field is parallel to the gravity, we have the fourth-order Sturm-Liouville
equation (4.12). The compressible case (4.8) is more complicated and its variational problem
should be treated with more delicacy.
In Section 5, we construct approximate solutions and give energy estimates for the full system.
Finally, we present nonlinear instability for the ideal MHD system around our three kind steady
states in Section 6.
We put some useful vector identities which are used throughout the paper. For any two
vectors ~a and ~b,
∇×
(
~a×~b
)
= ~a
(
∇ ·~b
)
+
(
~b · ∇
)
~a−~b (∇ · ~a)− (~a · ∇)~b, (1.11)
∇
(
~a ·~b
)
= (~a · ∇)~b+
(
~b · ∇
)
~a + ~a×
(
∇×~b
)
+~b× (∇× ~a) , (1.12)
2. General variational framework
We consider the following steady magnetic fields:
(Case B0 ⊥ ~g)
B0 = (0, 0, B0 (x)) ,
(Case B0 ‖ ~g)
B0 = (B0, 0, 0) .
In the case of B0 ‖ ~g, we assume v3 = B3 = 0. By integration by parts, using (1.7),(1.5),(1.2)
and completing the square with respect to ∇ · v, we obtain the following decomposition for
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< L (v) , v >: for any v = (v1, v2, v3) ,
< L (v) , v >=
∫∫
D
L (v) · v dxdy (2.1)
=
∫∫
D
[−F (v2x)−G (∇ · v, v1, v1x) +H (v1, v1x)] dxdy.
We state some important properties which are satisfied by the above functional:
(1) L is variational, i.e., for any u and v
< L (u) , v >=< u, L (v) > .
(2) < L (v) , v > is concave with respect to v1x, v2x, v2 respectively.
(3) < L (v) , v > → −∞ as v1x →∞ and < L (v) , v > → −∞ as v2x →∞ if F 6= 0.
(4) F > 0, G > 0, H (0) = 0 when H = H (v1) alone, and F,G,H are all quadratic.
Remark 3. G = 0 in the incompressible case.
Remark 4. For the case B0 ⊥ ~g, we have F = 0, H = H (v1) , and G = G (∇ · v, v1) with
b = 0 while we have F = F (v2x) , H = H (v1, v1x) , G = G (∇ · v, v1, v1x) in the case B0 ‖ ~g as
we can see in Section 4.
We will show that for any fixed wave number k ∈ N, the corresponding eigenvalue λk > 0
for the linearized MHD system takes the variational formulation closely related to the above
variational structure. A normal mode is of the form:
v1 (t, x, y) = v˜1 (x) cos (ky) exp (λkt) , (2.2)
v2 (t, x, y) = v˜2 (x) sin (ky) exp (λkt) ,
v3 (t, x, y) = v˜3 (x) cos (ky) exp (λkt) ,
where k is a wave number. Substituting (2.2) into (1.8) yields the following second-order ODE
for v˜:
λ2kρ0 (v˜1, v˜2, v˜3) = L (v˜1, v˜2, v˜3) . (2.3)
Note that L3 (v˜1, v˜2, v˜3) = 0 and thus v˜3 = 0. We now make the following variational formulations:
λ2k = sup
u=(u1,u2)
u1∈Hκ(0,2pi)
u2∈Hκ−1(0,2pi)
< L (u) , u >
(u, u)
, (2.4)
where κ = 1 or 2, ∂y is replaced with multiplying by k in L (u) and integrations here are with
respect to x over (0, 2π). Indeed,
Incompressible case: we use divergence-free condition to reduce to
λ2k = sup
u∈Hκ(0,2pi)
∫ 2pi
0
[
−F
(
−uxx
k
)
+H (u, ux)
]
dx∫ 2pi
0
[
u2 + u
2
x
k2
]
dx
,
where κ = 1 or 2.
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Compressible case:
λ2k = sup
u1∈Hκ(0,2pi)
u2∈Hκ−1(0,2pi)
∫ 2pi
0
[−F (u2x)−G (u1x + ku2, u1, u1x) +H (u1, u1x)] dx∫ 2pi
0
[u21 + u
2
2] dx
,
where κ = 1 or 2.
Let
Λ2 = sup
v∈Hκ−1(D)
∫∫
D
H (v, vx) dxdy
(v, v)
, (2.5)
where κ = 1 or 2. Then we show Λ2 is the least upper bound for
{
λ2k
}
k∈N
.
Lemma 1.
lim
k→∞
λ2k = Λ
2.
Proof. Since F (0) = 0, it is easy to see that our Lemma is true for incompressible case by
letting k →∞. We now treat compressible case.
Note that, with the choice of u2 = −
1
k
(au1 + bu1x), we have
λ2k = sup
u=(u1,u2)
u1∈Hκ(0,2pi)
u2∈Hκ−1(0,2pi)
< L (u) , u >
(u, u)
≥ sup
u1∈Hκ(0,2pi)
∫ 2pi
0
[
−F
(
− 1
k
(au1 + bu1x)x
)
+H (u1, u1x)
]
dx∫ 2pi
0
ρ0
[
u21 +
1
k2
(au1 + bu1x)
2] dx .
Thus, we have the following inequality
sup
u1∈Hκ(0,2pi)
∫ 2pi
0
[
−F
(
− 1
k
(au1 + bu1x)x
)
+H (u1, u1x)
]
dx∫ 2pi
0
ρ0
[
u21 +
1
k2
(au1 + bu1x)
2] dx ≤ λ
2
k ≤
sup
u1∈Hκ(0,2pi)
u2∈Hκ−1(0,2pi)
∫ 2pi
0
[−F (u2x)−G (u1x + ku2, u1, u1x)] dx∫ 2pi
0
ρ0 [u
2
1 + u
2
2] dx
+ sup
u1∈Hκ(0,2pi)
u2∈Hκ−1(0,2pi)
∫ 2pi
0
H (u1, u1x) dx∫ 2pi
0
ρ0 [u
2
1 + u
2
2] dx
≤ sup
u1∈Hκ−1(0,2pi)
∫ 2pi
0
H (u1, u1x) dx∫ 2pi
0
ρ0u
2
1dx
.
Thanks to
1
k
(au1 + bu1x)→ 0 as k →∞, F (0) = 0,
letting k →∞ yields
lim
k→∞
λ2k = sup
u1∈Hκ−1(0,2pi)
∫ 2pi
0
H (u1, u1x) dx∫ 2pi
0
ρ0u
2
1dx
,
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and
lim
k→∞
λ2k = sup
u1∈Hκ−1(D)
∫∫
D
H (u1, u1x) dxdy∫∫
D
ρ0u
2
1dxdy
,
since Hκ is dense in Hκ−1. Thus the proof is complete.
We now show the existence of maximizer for the variational problem (2.4). Assume that
(u, u) =
∫ 2pi
0
ρ0
[
u21 + u
2
2
]
dx = 1. (2.6)
For fixed k, let
λ2k = sup
u1∈Hκ(0,2pi)
u2∈Hκ−1(0,2pi)
< L (u) , u > . (2.7)
Lemma 2. For any fixed k, there exists a smooth maximizer for the variational problem (2.7)
with the constraint (2.6).
Proof. Let {un1 , u
n
2} be a maximizing sequence with the constraint (2.6). Then u
n
1 and u
n
2
converge weakly in L2 (0, 2π) to u01 and u
0
2 respectively and we have
< L (un) , un >→ λ2k. (2.8)
Case 1 B0 ⊥ ~g, where F = 0, H = H (u1):
Since < L (u) , u >→ −∞ as u1x → ∞ (Property 3 of the functional), u1x is bounded in
L2 (0, 2π) uniformly in n. Thus there exists a weak limit {u01, u
0
2} such that
un1x ⇀ u
0
1x weakly in L
2 (0, 2π) , un2x ⇀ u
0
2 weakly in L
2 (0, 2π)
un1 → u
0
1 strongly in L
2 (0, 2π) and u01 ∈ H
1 (0, 2π) .
Next we show that {u01, u
0
2} is a maximizer and satisfies the constraint (2.6). Since {u
0
1, u
0
2} is a
weak limit of {un1 , u
n
2}, (u
0, u0) =
∫ 2pi
0
ρ0
[
(u01)
2
+ (u02)
2
]
dx ≤ 1 by lower semi-continuity of L2:
∫ 2pi
0
ρ0
[
(un1 )
2 + (un2)
2] dx−
∫ 2pi
0
ρ0
[(
u01
)2
+
(
u02
)2]
dx
=
∫ 2pi
0
2ρ0
[
u01
(
un1 − u
0
1
)
+ u02
(
un2 − u
0
2
)]
dx
+
∫ 2pi
0
ρ0
[(
un1 − u
0
1
)2
+
(
un2 − u
0
2
)2]
≥
∫ 2pi
0
2ρ0
[
u01
(
un1 − u
0
1
)
+ u02
(
un2 − u
0
2
)]
dx→ 0 as n→ 0.
due to the fact that {u01, u
0
2} is a weak limit of {u
n
1 , u
n
2} in L
2 (0, 2π). We use concavity of
the functional < L (u) , u > with respect to u1x, u2x, u2 (Property 2 of the functional) and the
strong convergence of un1 to u
0
1 in L
2 (0, 2π) to deduce
< L
(
u0
)
, u0 > ≥ λ2k. (2.9)
MHD INSTABILITY 9
Let
J (u2x, u1x, u2, u1) =< L (u) , u > .
Then by concavity of this functional J , strong convergence of un1 to u
0
1 and weak convergence
of un1x, u
n
2 , u
n
1 to u
0
1x, u
0
2, u
0
1 respectively, we have
J (un2x, u
n
1x, u
n
2 , u
n
1)− J
(
u02x, u
0
1x, u
0
2, u
0
1
)
= J (un2x, u
n
1x, u
n
2 , u
n
1)− J
(
un2x, u
n
1x, u
n
2 , u
0
1
)
+ J
(
un2x, u
n
1x, u
n
2 , u
0
1
)
− J
(
u02x, u
0
1x, u
0
2, u
0
1
)
≤ J (un2x, u
n
1x, u
n
2 , u
n
1)− J
(
un2x, u
n
1x, u
n
2 , u
0
1
)
+∇J
(
u02x, u
0
1x, u
0
2, u
0
1
)
·
(
un2x − u
0
2x, u
n
1x − u
0
1x, u
n
2 − u
0
2, 0
)
→ 0 as n→∞.
Thus we obtain (2.9). Notice that we can not have u0 = {u01, u
0
2} = {0, 0} a.e. since, by strong
convergence of un1 to u
0
1 and by (2.8), we have∫ 2pi
0
H
(
u01
)
dx = lim
n→∞
∫ 2pi
0
H (un1 ) dx ≥ λ
2
k > 0,
where we have used the property 4 of the functional. Suppose now that (u0, u0) = α2 < 1.
Then let (u˜01, u˜
0
2) =
1
α
(u01, u
0
2) so that (u˜
0, u˜0) = 1. By the above argument (2.9), we have
< L
(
u˜0
)
, u˜0 > ≥
λ2k
α
> λ2k,
leading to a contradiction. Thus {u01, u
0
2} is a maximizer satisfying the constraint (2.6).
Case 2 B0 ‖ ~g, where F (u2x) = B
2
0u
2
2x:
In this case, by property 3 of the functional, un2x is also bounded in L
2 (0, 2π) uniformly in
n and thus both un1 and u
n
2 converge strongly in L
2 (0, 2π) to u01 and u
0
2 respectively. Then we
have (
u0, u0
)
=
∫ 2pi
0
ρ0
[(
u01
)2
+
(
u02
)2]
dx = 1.
In a similar manner, we obtain (2.9) and hence u0 is a maximizer.
We finally show such a maximizer satisfies the generalized Sturm-Liouville equation (2.3) for
both cases. For τ ∈ R and w = {w1, w2} ∈ H
κ (0, 2π)×Hκ−1 (0, 2π) , define u (τ ) = u0 + τw,
then by (4.8), we have
< L (u (τ)) , u (τ ) > ≤ λ2k (u (τ) , u (τ)) .
Set
I (τ) =< L (u (τ )) , u (τ) > −λ2k (u (τ) , u (τ )) ,
then we have I (τ) ≤ 0 for all τ ∈ R and I (0) = 0. This implies
I ′ (0) = < L (w) , u0 > + < L
(
u0
)
, w > −2λ2k
(
u0, w
)
= 2 < L
(
u0
)
− λ2kρ0u
0, w >= 0 for all w,
since L is variational (Property 1 of the functional). Thus u0 satisfies a normal mode, i.e.,
λ2kρ0u
0 = L
(
u0
)
.
Since ρ0, p0, and B0 are smooth, u
0 is also smooth. This completes the proof.
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3. Linear growth rate Λ
In this section, we show that Λ is the optimal growth rate for the linearized system and it
serves as the spectral radius of the linear operator. We state a global existence of solutions to
the linearized system, which can be obtained by a straightforward method.
Lemma 3. There exists a global in time solution (σ, v, B) ∈ C ([0, T ] ;Hs (D)) to the linearized
MHD system (1.7).
Let (σ, v) be a solution to (1.7) and let Λ2 > 0, then we have
Theorem 3.
‖σ (t) , v (t) , B (t)‖s ≤ Ce
Λt ‖σ (0) , v (0) , B (0)‖s+2 ,
where C = C (Λ, ρ0, s) and Λ > 0.
Proof. We show by induction on s¯, the number of x-derivatives. We first treat the case s¯ = 0:
Multiply (4.6) by vt and integrate over x and y, then we have
d
dt
(vt, vt) =
d
dt
< L (v) , v > (3.1)
since L is variational. Notice that using (2.5) yields∫∫
D
H (v1, v1x) dxdy ≤ Λ
2 (v1, v1) ≤ Λ
2 (v, v) .
By integrating (3.1) over time and by (2.1), we obtain
(vt, vt) +
∫∫
D
[F (v2x) +G (∇ · v, v1, v1x)] dxdy
≤
∫∫
D
H (v1, v1x) dxdy + ‖σ (0) , v (0) , B (0)‖
2
1 .
≤ Λ2 (v, v) + ‖σ (0) , v (0) , B (0)‖21 , (3.2)
and
d
dt
‖v‖ ≤ ‖vt‖ ≤ ‖σ (0) , v (0) , B (0)‖1 + Λ ‖v‖ .
Thus, we have
‖v‖ ≤ CeΛt.
where C = ‖σ (0) , v (0) , B (0)‖1 and from now on, we will just use universal constant C which
varies, only for notational convenience. Notice that these estimates exactly apply to the t- and
y-derivatives of any order of v and σ since the variational structure of (1.8) is not destroyed by
taking t- and y-derivatives.
Case 1. B0 ⊥ ~g where F = 0, G = (γp0 +B
2
0)
(
∇ · v + gρ0
γp0+B20
v1
)2
(G = 0 in the incompress-
ible case), H = H (v1) , (Q · ∇)B0 + (B0 · ∇)Q = 0:
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By (3.2) and (1.7), we also have
‖∇ · v‖ ≤ CeΛt, ‖σ‖ ≤ CeΛt, ‖B‖ ≤ CeΛt.
Next, we consider the case s¯ = 1. By taking curl v-equation of (1.7), we have, with ω = ∇× v,
ρ0 (ω)tt = −∇ρ0 × vtt − gσtykˆ, (3.3)
where kˆ is the unit vector in the z-direction. Since σty and vtt have no x-derivatives and
B1x = −B2y and so have the growth rate Λ as in the previous step, we have
‖ω‖ ≤ CeΛt,
where C = ‖σ (0) , v (0) , B (0)‖3. Thanks to the identity ∆ζ = −∇ × (∇× ζ) +∇ (∇ · ζ) for
any ζ = (ζ1, ζ2), we conclude that all the first derivatives of v have the same growth rate Λ.
Now for ∇σ, we use the vector identity (1.11) to get
Bt = ∇ (v × B0) = −B0xv1kˆ − kˆB0∇ · v. (3.4)
Plugging (3.4) and (1.5) into (1.8) yields
ρ0vtt = ∇ (B0B0xv1) +∇
([
γp0 +B
2
0
]
∇ · v
)
+ σt~g. (3.5)
By induction hypotheses and σ- and B-equations in (1.7), we deduce
‖∇ (∇ · v)‖ ≤ CeΛt, ‖∇σ‖ ≤ CeΛt, ‖∇B‖ ≤ CeΛt.
For higher derivatives when s¯ ≥ 2, we use induction hypotheses. Suppose all the derivatives of
order < s¯ have the growth rate Λ. Let α be multi index whose order of x-derivative is s¯ − 1.
Then, by taking ∂α of the curl of (4.6), curl(∂αv) satisfies
ρ0 (∂αω)tt = −∂a (∇× (ρ0v))tt + ρ0 (∂αω)tt − g∂ασtykˆ. (3.6)
The right hand side of (3.6) contains derivatives of v and σ whose x-order < s¯. Clearly the
x-order of ∂ασty is still s¯ − 1. The first and the second term of the RHS together are of the
form ∑
|β|≥1
β+γ=α
Cβ,γ∇× [(∂βρ0) (∂γvtt)] . (3.7)
Notice that only purely x-derivatives ∂βρ0 with |β| ≥ 1 in (3.7) remain nonzero since ρ0 (x)
depends only on x. Then (3.6) yields
‖∇ × ∂av‖ ≤ Ce
Λt.
For ∇ · ∂αv, we take ∂β of the first component of (3.5) with ∂β∂x = ∂α to get
∂β (ρ0v1tt) = ∂α (B0B0xv1) + ∂α
([
γp0 +B
2
0
]
∇ · v
)
+ ∂βσtg.
Using the induction hypotheses as for the case s¯ = 1, we deduce
‖v‖s¯ ≤ Ce
Λt, ‖σ‖s¯ ≤ Ce
Λt, ‖B‖s¯ ≤ Ce
Λt,
where C = ‖σ (0) , v (0) , B (0)‖s¯+2. In the incompressible case, we use (3.3) together with the
∇ · v = 0 to deduce the Lemma.
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Case 2. B0 ‖ ~g and incompressible case where F = B
2
0v
2
2x, G = 0, H = H (v1, v1x):
From (3.2) and div v = 0 and using the induction hypotheses, we obtain
‖v2x‖ ≤ Ce
Λt, ‖v1x‖ ≤ Ce
Λt.
In this case, by (1.11), we have Q = B0vx and B0 ·Q = B
2
0v1x. Then (1.8) yields
ρ0vtt = B
2
0vxx −∇ (B0 ·Q+ pt) + σt~g. (3.8)
Taking the curl of (3.8) yields
ρ0ωtt = B
2
0ωxx −∇ρ0 × vtt − gσtykˆ.
Using the induction hypotheses and div v = 0, we can deduce the Lemma. Therefore the proof
is complete.
4. Examples
In this section, we present examples of steady states which give rise to different results.
(1) Magnetic field is transverse to the gravity B0 ⊥ ~g for incompressible fluids:
B0 = (0, 0, B0 (x)) . (4.1)
Linear operator L reads
L (v) := −∇ (pt +B0 ·Q)− ~gρ0xv1,
Sturm-Liouville equation is
ρ0λ
2
kv˜1 =
λ2k
k2
(ρ0v˜1x)x − gρ0xv˜1,
Variational formulation for λ2k is
λ2k = sup
u∈H1(0,2pi)
∫ 2pi
0
L (u) · u dx∫ 2pi
0
ρ0
[
u2 + u
2
x
k2
]
dx
> 0, (4.2)
where
L (u) · u = H (u) = −gρ0xu
2
Spectral radius Λ > 0 is given by
Λ2 = sup
v∈L2(D)
∫∫
D
H (v) dxdy∫∫
D
ρ0v
2 dxdy
> 0. (4.3)
The sufficient condition for instability in the case (1) is given by
ρ0x (x0) < 0 for some x0 ∈ (0, 2π) , (4.4)
(2) Magnetic field is transverse to the gravity B0 ⊥ ~g for compressible fluids:
B0 = (0, 0, B0 (x)) . (4.5)
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Linear operator L, Sturm-Liouville equation, and λk are as follows:
L(v) = −∇ (B0 ·Q)−∇ (p0xv1 + γp0∇ · v)− ~g (ρ0xv1 + ρ0∇ · v) (4.6)
λ2kρ0 (v˜1, v˜2, v˜3) = L (v˜1, v˜2, v˜3) , (4.7)
where L = (L1, L2, L3)is a linear functional in v˜ = (v˜1, v˜2, v˜3) such that
L1 =
(
gρ0v˜1 +
(
γp0 +B
2
0
)
(v˜1x + kv˜2)
)
x
− g (ρ0xv˜1 + ρ0 (v˜1x + kv˜2)) ,
L2 = −k
(
gρ0v˜1 +
(
γp0 +B
2
0
)
(v˜1x + kv˜2)
)
,
L3 = 0,
and so v˜3 = 0.
λ2k = sup
u=(u1,u2)
u1∈H1(0,2pi),
u2∈L2(0,2pi)
∫ 2pi
0
L (u) · u dx∫ 2pi
0
ρ0 [u
2
1 + u
2
2] dx
> 0, (4.8)
where
L (u) · u = −G (u1, u1x, u2) +H (u1)
G (u1, u1x, u2) = −
(
γp0 +B
2
0
)(
u1x + ku2 +
gρ0
γp0 +B
2
0
u1
)2
,
H (u1) =
(
g2ρ20
γp0 +B20
− gρ0x
)
u21,
The spectral radius Λ is given by
Λ2 = sup
v∈L2(D)
∫∫
D
H (v) dxdy∫∫
D
ρ0v
2 dxdy
> 0. (4.9)
The sufficient condition for nonlinear instability is given by, for some x0 ∈ (0, 2π) ,
g2ρ20
γp0 +B20
(x0) > gρ0x (x0) . (4.10)
Notice that density inversion is not required for instability unlike the incompressible case. Thus,
even if light fluid is on top of heavy fluid and magnetic field lines stabilizes, such steady state
flows can’t sustain themselves against small initial disturbances under the effect of compress-
ibility. It means that the destabilizing effect of compressibility dominates over the stabilizing
one of magnetic field lines. Furthermore, letting γ →∞ yields exactly (4.4) and the instability
criterion for the incompressible case can be recovered from compressible ones as the limiting
case.
(3) Magnetic field is parallel to the gravity B0 ‖ ~g for incompressible fluids:
B0 = (B0, 0, 0) . (4.11)
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In this case we consider density profile ρ0 whose gradient has negative average over (0, 2π) ,
which is stronger than (4.4): ∫ 2pi
0
−gρ0x (x) dx > 0,
Linear operator L, Sturm-Liouville equation, and λk are given by:
L (v) := B20vxx −∇ (pt +B0 ·Q)− ~gρ0xv1,
ρ0λ
2
kv˜1 = B
2
0 v˜1xx +
λ2k
k2
(ρ0v˜1x)x −
B20
k2
v˜1xxxx − gρ0xv˜1, (4.12)
λ2k = sup
u∈H2(0,2pi)
∫ 2pi
0
L (u) · u dx∫ 2pi
0
ρ0
[
u2 + u
2
x
k2
]
dx
> 0, (4.13)
where
L (u) · u = −F
(
−
uxx
k
)
+H (u, ux) ,
F
(
−
uxx
k
)
= B20
u2xx
k2
, H (u, ux) = −gρ0xu
2 − B20u
2
x,
Λ has the following formula:
Λ2 = sup
v∈H1(D)
∫∫
D
H (v, vx) dxdy∫∫
D
ρ0v
2 dxdy
> 0. (4.14)
Lemma 4. Λ2 in (4.14) is positive.
Proof. We can take a family of test periodic functions in H1 which guarantees the positivity of
Λ. Let c = minx ρ0 (x) and
φn (x, y) = c−
x
n
for 0 ≤ x < 2π.
Since ∫∫
D
−gρ0x (φ
n)2 dxdy → c2
∫∫
D
−gρ0xdxdy > 0 as n→∞ ,
B20
∫∫
D
(φnx)
2 dxdy =
4π2B20
n2
→ 0 as n→∞,
we choose large n to get positivity of the numerator of Λ2.
(4) Magnetic field is parallel to the gravity B0 ‖ ~g for compressible fluids: In this case, we
obtain linear stability instead of instability and we have the following:
L(v) = B20vxx −∇ (B0 ·Q)−∇ (p0xv1 + γp0∇ · v)− ~g (ρ0xv1 + ρ0∇ · v) ,
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λ2k = sup
u=(u1,u2)
u1∈H1(0,2pi),
u2∈H1(0,2pi)
∫ 2pi
0
L (u) · u dx∫ 2pi
0
ρ0 [u
2
1 + u
2
2] dx
< 0,
where
L (u) · u = −F (u2x)−G (u1, u1x, u2) +H (u1, u1x) ,
F (u2x) = B
2
0u
2
2x,
G (u1, u1x, u2) =
(
γp0 +B
2
0
) [ γp0
γp0 +B20
u1x +
gρ0u1
γp0 +B20
+ ku2
]2
,
H (u1, u1x) =
1
γp0 + B
2
0
[
gρ0u1 − B
2
0u1x
]2
− gρ0xu
2
1 −B
2
0u
2
1x
= −
B20
(γp0 +B20) γp0
(gρ0u1 + γp0u1x)
2 < 0.
and
Λ2 = sup
v∈H1(D)
∫∫
D
H (v, vx) dxdy∫∫
D
ρ0v
2 dxdy
< 0. (4.15)
5. Energy estimate and approximate solution
In this section, we construct approximate solutions using a method originated by Grenier in
[8] and we do energy estimates for the fully nonlinear MHD system in both incompressible and
compressible cases.
We first construct approximate solutions. In our construction, δ > 0 is an arbitrary small
parameter, and θ is a small but fixed positive constant (independent of δ). We fix k0 with
λ = λk0 (dominant eigenvalue) so that
Λ < 2λ.
We define T δ by
θ = δ exp
(
λT δ
)
, (5.1)
or equivalently,
T δ =
1
λ
ln
θ
δ
. (5.2)
We may write the full system (1.6) in vector form for w = (σ (t, x, y) , v (t, x, y) , p (t, x, y) , B (t, x, y)):
w + A1 (w) ∂xw + A
2 (w) ∂yw + L (w) = F (w) .
An approximate solution wa (t, x, y) = (σa (t, x, y) , va (t, x, y) , pa (t, x, y) , Ba (t, x, y)) is of the
form
wa (t, x, y) =
N∑
j=1
δjrj (t, x, y) , (5.3)
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such that
wa + A1 (wa) ∂xw
a + A2 (wa) ∂yw
a + L (wa) = F (wa) +RaN . (5.4)
We show existence of such approximate solutions in the following lemma. The key point is that
we can choose a dominant eigenvalue λ with Λ < 2λ to make this construction work.
Lemma 5. For any fixed integer N > 0, there exists an approximate solution (5.3) satisfying
(5.4). Furthermore, for every integer s ≥ 0, there is small θ > 0 such that if 0 ≤ t ≤ T δ as in
(5.2), the j-th coefficient rj and the remainder R
a
N satisfy
‖rj‖Hs ≤ C (s,N) exp (jλt) , for 1 ≤ j ≤ N, (5.5)
‖RaN‖Hs ≤ C (s,N) δ
N+1 exp {(N + 1)λt} . (5.6)
Proof. The construction of rj will be made by induction on j. The idea is as follows. We split
the system into linear and nonlinear part:
∂tw
a + A1 (0) ∂xw
a + A2 (0) ∂yw
a + L (wa) (5.7)
=
[
A1 (wa)− A1 (0)
]
∂xw
a +
[
A2 (ua)− A2 (0)
]
∂yw
a − F (wa) =: h (δ)
with the Taylor expansion of wa in δ
wa =
N∑
j=1
δjrj .
Thus, our rj is the solution of the part of (5.7) which corresponds to the coefficient of δ
j in its
Taylor expansion.
For j = 1, take for r1 the smooth normal growing mode to the linearized system with our
chosen wave number k0 and the corresponding dominant eigenvalue λ = λk0 as in (2.2). Clearly
this growing mode fulfills (5.5).
Assuming that we have constructed rj (j < N) which satisfies (5.5), we construct rj+1. Let
uj =
j∑
k=1
δkrk (t, x, y) .
Define the nonlinear part of the system substituted by uj as
hj+1 (δ) =
[
A1 (uj)− A
1 (0)
]
∂xuj +
[
A2 (uj)−A
2 (0)
]
∂yuj − F (uj) .
Since this is the nonlinear part of the system and the terms in δj+1 come from the terms δk for
1 ≤ k ≤ j, it is enough to consider uj in order to collect the (j + 1)-th coefficient of nonlinear
part of the expansion. Then rj+1 is defined to be a solution of
∂trj+1 + A
1 (0) ∂xrj+1 + A
2 (0) ∂yrj+1 + L (rj+1)
=
−h
(j+1)
j+1 (0)
(j + 1)!
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with initial data rj+1 (0, x, y) = 0. Notice that
−h
(j+1)
j+1 (0)
(j + 1)!
=
∑
j1m1+j2m2+..+jp+1mp+1=j+1
BMJ,i r
m1
j1
rm2j2 · ·r
mp
jp ∂ir
mp+1
jp+1
,
where mk ≥ 0, 1 ≤ k ≤ j, and B
M
J,i depends on A
i and F . Induction hypothesis (5.5) for
rk, 1 ≤ k ≤ j applies to get, for all s,∥∥∥∥∥
h
(j+1)
j+1 (0)
(j + 1)!
∥∥∥∥∥
Hs
≤ C (s,N) exp [(j1m1 + j2m2 + ..+ jp+1mp+1)λt] = C (s,N) exp [(j + 1)λt] .
Thanks to our linear estimates for Λ in Lemma 4 and Duhamel principle, we have
‖rj+1 (t, ·)‖Hs ≤ C
∫ t
0
eΛ(t−τ)
∥∥∥∥∥
h
(j+1)
j+1 (0)
(j + 1)!
(τ )
∥∥∥∥∥
Hs+2
≤ C (s,N)
∫ t
0
eΛ(t−τ)e(j+1)λτdτ
≤ C (s,N) e(j+1)λt
since j + 1 ≥ 2 and Λ < 2λ.
We now define wa =
∑N
j=1 δ
jrj and it satisfies
∂tw
a + A1 (0) ∂xw
a + A2∂yw
a + L (wa) = −
N∑
j=1
δjh
(j)
j (0)
j!
.
Then RaN is defined to be the sum of all higher terms than N in nonlinear part of the δ-expansion
(5.7):
RaN = h (δ)−
N∑
j=1
δjh
(j)
j (0)
j!
,
which clearly satisfies (5.6) and our proof is complete.
We state local in time existence for the incompressible ideal MHD equations:
Lemma 6. (Local existence to the full system) For all s ≥ 3 and for any given initial data
(σ0, v0) ∈ H
s (D) such that ρ (0) ≡ ρ0 (x) + σ0 (x, y) ≥ m > 0, there is a T > 0 such that there
exists a unique solution (σ, v, p, B) ∈ C ([0, T ] : Hs (D)) to (1.6) with ρ (t) = ρ0 (x)+σ (t, x, y) >
0.
We first treat the incompressible case and we use some vector identities to get:
σt + v · ∇ (ρ0 + σ) = 0,
(ρ0 + σ) (vt + v · ∇v) = −∇
(
p+
1
2
B2 +B0 · B
)
+B · ∇B
+B0 · ∇B +B · ∇B0 + σ~g,
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Bt = B0 · ∇v − v · ∇B0 +B · ∇v − v · ∇B,
where kˆ is the unit vector in the z direction. Let w (t, x, y) = (σ (t, x, y) , v (t, x, y) , p (t, x, y) , B (t, x, y)) ∈
C ([0, T ] ;Hs (D)) be a local solution as constructed above.
Let wa (t, x, y) = (σa (t, x, y) , va (t, x, y) , pa (t, x, y) , Ba (t, x, y)) be an approximate solution.
We now estimate the difference
wd (t, x, y) = w (t, x, y)− wa (t, x, y) .
σdt +∇σ
d · v +∇ (σa + ρ0) · v
d = −RaN,1, (5.8)
(ρ0 + σ)
(
vdt + v
d · ∇v + va · ∇vd
)
+ σd (vat + v
a · ∇va)
= −∇
(
pd +
1
2
Bd (B +Ba) +B0 · B
d
)
+Bd · ∇B +Ba · ∇Bd (5.9)
+B0 · ∇B
d +Bd · ∇B0 + σ
d~g − RaN,2,
Bdt = B0 · ∇v
d − vd · ∇B0 +B
d · ∇v + Ba · ∇vd − vd · ∇B − va · ∇Bd − RaN,3. (5.10)
Lemma 7. For s ≥ 3 and assume ‖σ‖∞ ≤
1
2
‖ρ0‖∞, then there exists a continuous positive
function C depending only on s, ρ0 such that
d
dt
∥∥wd∥∥2
s
≤ C
(∥∥wd∥∥
s
, ‖wa‖s+1
) ∥∥wd∥∥2
s
+
∥∥RaN,1∥∥2s +
∥∥RaN,2∥∥2s +
∥∥RaN,3∥∥2s .
Proof. This energy estimate is straightforward and thus we give a brief sketch. We take ∂α
of the equations (5.8)-(5.10), multiply through ∂α-derivatives, and integrate over D. For sym-
metric terms such as ∇∂ασ
d · v in the first equation vanish upon integration due to the di-
vergence free condition for v, va, vd, B, Ba, Bd. We now estimate nonsymmetric terms. Terms
which need attention are
(
Bd · ∇
)
∂αB
d, (Ba · ∇) ∂αB
d, (B0 · ∇) ∂αB
d from v-equation (5.9) and(
Bd · ∇
)
∂αv
d, (Ba · ∇) ∂αv
d, (B0 · ∇) ∂αB
d from B-equation (5.10). Upon integration, the three
corresponding pairs exactly cancel out. To see this,
Bdi ∂i∂αB
d
j ∂αv
d
j = ∂iB
d
i ∂αB
d
j ∂αv
d
j − B
d
i ∂i∂αv
d
j ∂αB
d
j = −B
d
i ∂i∂αv
d
j ∂αB
d
j ,
Bai ∂i∂αB
d
j ∂αv
d
j = ∂iB
a
i ∂αB
d
j ∂αv
d
j −B
a
i ∂i∂αv
d
j ∂αB
d
j = −B
a
i ∂i∂αv
d
j ∂αB
d
j ,
B0i∂i∂αB
d
j ∂αv
d
j = ∂iB0i∂αB
d
j ∂αv
d
j − B0i∂i∂αv
d
j ∂αB
d
j = −B0i∂i∂αv
d
j ∂αB
d
j ,
thanks to divergence free condition for v and B. Therefore we obtain the Lemma.
We now extend the energy estimates to the compressible case using symmetrizer, which is
necessary in this compressible case. We write the full system (1.6) in components:
σ,t + viσ,i + (ρ0 + σ) vi,i + ρ0xv1 = 0,
(ρ0 + σ) {vj,t + vivj,i}+ (ρ0 + σ) qσ,j +BiBi,j − BiBj,i +B0B3,j
= [ρ0q (ρ0)− (ρ0 + σ) q] ρ0,j +BiB0,i − B0,jB3
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Bj,t − Bivj,i + vi,iBj + viBj,i + vi,iB0 = −viB0,i.
Here j = 1, 2, 3 and twice i means the sum over i = 1, 2, 3.
We rewrite the full system near the steady state
(
ρ0,~0, B
)
in vector notations for w =
(σ, v1, v2, v3, B1, B2, B3):
wt + A
1 (w) ∂xw + A
2 (w) ∂yw + L (w) = F (w) , (5.11)
Introducing and multiplying the symmetrizer with q (ρ) = γργ−2
D = diag (q (ρ0 + σ) , ρ0 + σ, ρ0 + σ, ρ0 + σ, 1, 1, 1) , (5.12)
leads to the following symmetric matrices
DA1 =


q (ρ0 + σ) v1 (ρ0 + σ) q (ρ0 + σ) 0 0 0 0 0
(ρ0 + σ) q (ρ0 + σ) (ρ0 + σ) v1 0 0 0 B2 B3 +B0
0 0 (ρ0 + σ) v1 0 0 −B1 0
0 0 0 (ρ0 + σ) v1 0 0 −B1
0 0 0 0 v1 0 0
0 B2 −B1 0 0 v1 0
0 B3 +B0 0 −B1 0 0 v1


,
DA2 =


q (ρ0 + σ) v2 0 (ρ0 + σ) q (ρ0 + σ) 0 0 0 0
0 (ρ0 + σ) v2 0 0 −B2 0 0
(ρ0 + σ) q (ρ0 + σ) 0 (ρ0 + σ) v2 0 B1 0 B3 +B0
0 0 0 (ρ0 + σ) v2 0 0 −B2
0 −B2 B1 0 v2 0 0
0 0 0 0 0 v2 0
0 0 B3 +B0 −B2 0 0 v2


,
DA3 =


q (ρ0 + σ) v3 0 0 (ρ0 + σ) q (ρ0 + σ) 0 0 0
0 (ρ0 + σ) v3 0 0 −B3 0 0
0 0 (ρ0 + σ) v3 0 0 −B3 0
(ρ0 + σ) q (ρ0 + σ) 0 0 (ρ0 + σ) v3 B1 B2 B0
0 −B3 0 B1 v3 0 0
0 0 −B3 B2 0 v3 0
0 0 0 B0 0 0 v3


,
DL (u) =


ρ0xq (ρ0) v1
q (ρ0) ρ0xσ + ρ0q
′ (ρ0) ρ0xσ +B0xB3
0
−B0xB1
0
0
B0xv1


,
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DF (u) =


ρ0xq (ρ0) v1 − ρ0xq (ρ0 + σ) v1
[(σ + ρ0) q (σ + ρ0)− ρ0q (ρ0)− q (ρ0) ρ0xσ − ρ0q
′ (ρ0) ρ0xσ] ρ0x
0
0
0
0
0


.
Now that DA1, DA2 and DA3 are symmetric, we have the following local in time solution to
the full system via standard energy estimates for symmtrizable hyperbolic system as in [3], [15]
in the absence of magnetic fields.
Lemma 8. For all s ≥ 3 and for any given initial data (σ0, v0) ∈ H
s (D) such that ρ (0) ≡
ρ0 (x) + σ0 (x, y) ≥ m > 0, there is a T > 0 such that there exists a unique solution u =
(σ, v, B) ∈ C ([0, T ] : Hs (D)) to (1.6) with ρ (t) = ρ0 (x) + σ (t, x, y) > 0.
Since construction of approximate solutions is similar to the incompressible case as in Lemma
5 for a hyperbolic system, we omit it. We now estimate the difference of an exact solution and
an approximate solution. Let w (t, x, y) = (σ (t, x, y) , v (t, x, y) , B (t, x, y)) ∈ C ([0, T ] : Hs (D))
be an exact solution and wa (t, x, y) = (σa (t, x, y) , va (t, x, y) , Ba (t, x, y)) be an approximate
solution as constructed in Lemma 5. Then their difference is
wd = w − wa = (σ − σa, v − va, B −Ba) ,
and it satisfies
wdt +
3∑
i=1
Ai
(
wa + wd
)
∂iw
d +
3∑
i=1
[
A1
(
wa + wd
)
−A1 (wa)
]
∂xw
a (5.13)
= −L
(
wd
)
+ F (w)− F (wa)− RaN .
This symmetrizable hyperbolic system for wd allows the following energy estimates. The proof
is straightforward by classical energy methods as in [3], [8].
Lemma 9. For any s ≥ 3, there exists a continuous function gs (·, ·) such that
∂
∂t
∣∣∣∣∣∣wd∣∣∣∣∣∣2
s
≤ gs
(∣∣∣∣∣∣wd∣∣∣∣∣∣
s
, |||wa|||s+1
) ∣∣∣∣∣∣wd∣∣∣∣∣∣2
s
+ |||RaN |||
2
s ,
where |||·|||s is defined by
|||v|||2s =
∑
|α|≤s
∂αvD (ρ0 + σ) ∂αv.
Here D is the symmetrizer as in (5.12) and notice that |||·|||s is related to the usual norm
||·||Hs by
η ‖v‖Hs ≤ |||v|||s ≤ Cs (‖σ‖Hs , ‖ρ0‖Hs) ‖v‖Hs ,
since ρ0 ≥ c > 0 and so D ≥ ηId for some η and s ≥ 3.
Notice that all three norms ‖·‖s, |||·|||s , and ‖·‖Hs are equivalent since ρ0 is smooth with a
positive minimum.
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6. Nonlinear instability
Proof of Theorem 2. Let wa (t, x, y) = (σa (t, x, y) , va (t, x, y) , pa (t, x, y) , Ba (t, x, y)) be an ap-
proximate solution with N to be determined later. For any δ > 0, there exists a local in time
solution wδ (t, x, y) =
(
σδ (t, x, y) , vδ (t, x, y) , pδ (t, x, y) , Bδ (t, x, y)
)
with initial data wa (0) to
the full system (1.6). By the Lemma 7 and Lemma 9, we have
d
dt
∥∥wd∥∥2
s
≤ C
(∥∥wd∥∥
s
, ‖wa‖s+1
) ∥∥wd∥∥2
s
+ Cδ2(N+1)e2(N+1)λt, (6.1)
with wd (0) = 0.
Let
T = sup
{
t | ‖wa‖s+1 ≤ ω/2,
∥∥wd∥∥
s
≤ ω/2
}
,
where ω is a small positive number which assures local existence. Then T depending on δ is
well defined since wd (0) = 0 and ‖wα (0)‖s+1 = O (δ). We claim that the instability time T
δ
occurs within the existence time T , that is, T δ ≤ T . Suppose not, i.e., T < T δ. Then for t ≤ T ,
by our construction of approximate solution, we have
‖wa‖s+1 ≤ C
N∑
j=1
δj ‖rj (t)‖Hs ≤
N∑
j=1
Cjδ
jejλt ≤
N∑
j=1
Cjθ
j < ω/2 ,
if θ is small. Now we appeal to the definition of T and (6.1) to get, for t ≤ T ,
d
dt
∥∥wd∥∥2
s
≤ C (ω/2, ω/2)
∥∥wd∥∥2
s
+ Cδ2(N+1)e2(N+1)λt.
We choose N > 0 satisfying
C (ω/2, ω/2) < 2 (N + 1) ,
so that
∥∥wd∥∥
s
has growth rate at most (N + 1)λ. Then using Gronwall inequality leads to
∥∥wd∥∥
s
≤ Cδ2(N+1)e2(N+1)λt = Cθ2(N+1) < ω/2,
if ω is small. Thus we can deduce T δ ≤ T . Now at the instability time T δ,
∥∥wa (T δ)∥∥
L1
≥ δ
∥∥r1 (T δ)∥∥L1 −
N∑
j=2
δj
∥∥rj (T δ)∥∥L1
≥ CδeλT
δ
−
N∑
j=2
Cjδ
jejλT
δ
= Cθ −
N∑
j=2
Cjθ
j ≥
C
2
θ.
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We then deduce at time T δ,∥∥wδ (T δ)∥∥
L1
≥
∥∥wδ (T δ)∥∥
L1
−
∥∥(wδ − wa) (T δ)∥∥
L1
≥
∥∥wa (T δ)∥∥
L1
−
∥∥(wδ − wa) (T δ)∥∥
Hs
≥
C
2
θ − CθN+1 ≥
C
4
θ = ε0 > 0.
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