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Abstract
We investigate the statistical properties of C = uvu−1v−1, when u and v are
independent random matrices, uniformly distributed with respect to the Haar
measure of the groups U(N) and O(N). An exact formula is derived for the
average value of products of the matrix elements of C, similar to Weingarten
functions. The density of eigenvalues of C is shown to become constant in the
large-N limit, and the first N−1 correction is found. In this limit the trace of
C has a Gaussian distribution for O(N) but, surprisingly, not for U(N).
1 Introduction
The unitary and orthogonal groups, U(N) and O(N), are central to physics and
mathematics in general. Because they have a unique normalized positive measure,
known as Haar measure, they can be seen as probability spaces and it is natural
to enquire about various probability distributions associated with them. The joint
distribution of eigenvalues, for example, was already known to Weyl [1]. Symmetric
polynomials in the eigenvalues have attracted a good deal of attention [2, 3, 4], as
well as characteristic polynomials [5, 6, 7], notably as models for the Riemann zeta
function and other L-functions. A broad and accessible account can be found in [8].
The subject was brought into physics by Dyson in a series of papers in 1962 [9],
although what he then called the ‘orthogonal ensemble’ is not the orthogonal group.
Another major source of interest was the introduction of the Itzykson-Zuber integral
in 1980 [10], which was later realized to be a particular case of the Harish-Chandra
integral [11]. Integrals of this kind continue to generate important investigations
[12, 13, 14, 15, 16].
The distribution of the modulus squared of any matrix element is easily obtained
from an invariance argument, but joint distributions of matrix elements are not yet
available (it is known that small subblocks have a Gaussian distribution in the large
N limit). Apparently the first to consider averages of products of matrix elements
was Weingarten [17], and they were later used in a variety of contexts [18, 19, 20].
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The fundamental quantities is this respect are nowadays called Weingarten functions
[21, 22, 23, 24, 25, 26, 27]. Their large dimension expansions have been related
to many different combinatorial problems related to factorizations of permutations
[28, 29, 30, 31].
Magee and Puder have recently carried out [32, 33, 34] an extensive study of
average values of traces of ‘words’ on Lie groups and the combinatorics of their large-
N expansions. An important role in that analysis is what they call the commutator
length of the words.
In this work we explore the statistical properties of the commutator, C = uvu−1v−1,
when u and v are independent random elements from one the classical compact Lie
groups. That is, we define matrix probability spaces consisting of commutators inside
those groups, denoted
CG(N) = {uvu−1v−1, u, v ∈ G(N)}. (1)
The probability measure on CG(N) is induced from the Haar measure of G(N).
As a first approach to this topic, we obtain results about average value of symmet-
ric functions of the eigenvalues of C, the distribution of the trace of C and the average
value of general polynomials in the matrix elements of C, for U(N) and O(N). For
simplicity, we avoid the treatment of symplectic groups, but that analysis proceeds
in analogy with O(N). Since the commutator is a particular word in the elements
of the group (of commutator length 1), our results have some intersection with those
from [32, 33, 34].
Since one of the questions we discuss in what follows is the distribution of the
trace, let us stress beforehand that the generating function
∫
G
∫
G
ezTr(uvu
−1v−1)dudv is
not, despite its appearance, related in a simple way to some Harish-Chandra-Itzykson-
Zuber integral. This is because in the HCIZ case,
∫
G
ezTr(uau
−1b)du, the matrices a
and b are required to belong to the Lie algebra of G. This is not the case in our study.
We state our results in Section 2. Proofs and discussion are presented for the
unitary group in Section 3 and for the orthogonal group in Section 4. Required facts
about permutation groups and the Brauer algebra, including all the notation and
terminology used to state the results, are collected in the Appendix. In our numerical
simulations we used the algorithm suggested by Mezzadri [35].
2 Results
We start by considering the average value of symmetric functions of the eigenvalues
of C. In particular, let
pµ(C) =
`(µ)∏
i=1
Tr(Cµi) (2)
be the power sum symmetric functions. Then we have
Proposition 1 Let µ ` n and let χλ(µ) and bN,λ(µ) be irreducible characters of the
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Figure 1: Distribution of real and imaginary parts of Tr(C) for N = 10. Solid line is
gaussian approximation.
permutation group and Brauer algebra, respectively. Then
〈pµ(C)〉CU(N) = n!
∑
λ`n
`(λ)≤N
χλ(µ)
χλ(1)[N ]λ
(3)
and
〈pµ(C)〉CO(N) =
bn/2c∑
h=0
(n− 2h)!
∑
λ`n−2h
`(λ)≤N
bN,λ(µ)
χλ(1){N}λ , (4)
where [N ]λ and {N}λ are explicit polynomials given in (20) and (66), respectively.
One of the simplest families of symmetric function is p1n(C) = (Tr(C))
n, whose
average values can be seen as moments of the probability density of Tr(C). For
elements of the groups the trace is asymptotically a Gaussian random variable, and
we might expect the same to be true for the commutator. Asymptotic analysis of
〈p1n(C)〉 leads us to
Proposition 2 For CO(N) with large N , the probability density of the variable x =
Tr(C) is given by 1√
2pi
e−(x−
1
N
)2/2(1 +O(N−2)).
We observe numerically that, for CU(N), the probability density of the variables
x = Re(Tr(C)) and y = Im(Tr(C)) are, for large N , very well approximated by
1√
pi
e−(x−
1
N
)2 and 1√
pi
e−y
2
. The quality of this approximation can be seen in Figure 1,
where we have used N = 10. However, most unexpectedly, this approximation can
not be asymptotically accurate, because we have
Proposition 3 For CU(N) with large N , moments of Tr(C) are given by
〈(Tr(C))n〉CU(N) = n!p(n,N)
Nn
+O(N−n−1), (5)
where p(n,N) is the number of partitions of the number n with at most N parts.
3
0 1 2 3 4 5 6
0
0.1
0.2
0.3
0.4
N=3
N=5
N=7
0 1 2 3 4 5 6
0
0.1
0.2
0.3
N=4
N=5
N=6
N=7
Figure 2: Eigenphase density for the commutator in CU(N) (left) and in CO(N)
(right). Average value is (2pi)−1 ≈ 0.16. First 1/N corrections are given in Proposition
4.
The above result should be compared to the corresponding Gaussian moments,∫ ∫
dxdy
pi
e−(x−
1
N
)2−y2(x+ iy)n =
1
Nn
. (6)
For N > n, the ratio between the true moments and the Gaussian ones is n! times
the number of partitions of n. This quantity is different from 1 for n > 1 and in fact
increases very rapidly with n. The limiting distribution of Tr(C) is therefore an open
problem in the unitary case.
The eigenvalue density of random unitary or orthogonal matrices is constant on
the unit circle for any value of N , ρU(N) = ρO(N) =
1
2pi
. What about the eigenvalue
density of their commutators? They are certainly not constant for finite N : in Figure
2 we show a few numerically obtained eigenphase distributions of CU(N) and CO(N).
We show
Proposition 4 For large N , the density of eigenphases of C is given by
ρCU(N)(θ) =
1
2pi
− (−1)
N
Npi
cos(Nθ) +O(N−2) (7)
in the unitary case and
ρCO(N)(θ) =
1
2pi
− 1 + (−1)
N
4piN
+
(−1)N
2Npi
sin((N − 1)θ)
sin(θ)
+O(N−2) (8)
in the orthogonal case.
(When N is odd, every matrix in CO(N) has one eigenvalue equal to 1; the above
density is for the remaining ones).
Let us also remark that the eigenvalues of commutators repel each other, as one
would expect. We observed numerically (not shown) that the eigenphase spacing
distribution conforms well to the Wigner surmise.
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We now turn to the average value of polynomials in the matrix elements of C. For
the unitary group, polynomial integrals may be expressed as linear combinations of
terms like [21] 〈
n∏
t=1
uitjtu
∗
qtpt
〉
U(N)
=
∑
σ,τ∈Sn
δτ (~q,~i)δσ(~p,~j)Wg
U
N(σ
−1τ), (9)
where δσ(~i,~j) =
∏n
k=1 δik,jσ(k) and Wg
U
N are the called the Weingarten functions.
For the commutator in the unitary group, we have
Proposition 5 Let ~i and ~j be two lists of n numbers between 1 and N . Then〈
n∏
k=1
Cik,jk
〉
CU(N)
=
∑
pi∈Sn
δpi(~i,~j)F
U
N (pi), (10)
where
FUN (pi) = n!
∑
λ`n
χλ(pi)
χλ(1)[N ]2λ
. (11)
For the orthogonal group, polynomials integrals can be written in terms of [22, 23]〈
2n∏
t=1
uitjt
〉
O(N)
=
∑
σ,τ∈Mn
∆τ (~i)∆σ(~j)Wg
O
N(σ
−1τ), (12)
where the sum is over matchings, the function ∆τ (~i) equals 1 if the string~i satisfies the
matching τ , and vanishes otherwise (see (123)), and WgON(σ) are the corresponding
Weingarten fuctions.
For the commutator in the orthogonal group, we managed to obtain an explicit
formula only when the lists~i and ~j have no repeated indices. In that case, they must
be related by a single permutation and we get
Proposition 6 Let pi ∈ Sn. Then,〈
n∏
k=1
Cik,ipi(k)
〉
CO(N)
= FON (pi) = n!
∑
λ`n
χλ(pi)
χλ(1)3
fλ(N)
2, (13)
where
fλ(N) =
∑
µ`n
|Cµ|χλ(µ)WgON(µ). (14)
Actually, a conjecture of Oliveira and one of the present authors [36] implies, if true,
a much simpler formula, analogous to (11):
FON (pi) = n!
∑
λ`n
χλ(pi)
χλ(1){N}2λ
. (15)
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Propositions 5 and 6 imply that, both for CO(N) and CU(N) the average commu-
tator is 1
N2
times the identity matrix, as already known [32, 33, 34]. Other examples
of averages involving matrix elements are given in the text.
Let us mention that the quantity χλ(pi)
χλ(1)
, which appears prominently above, are
called normalized characters and their asymptotics is considered as an important
problem [37].
3 Unitary Group
To avoid cumbersome notation, in this section 〈·〉 denotes an average over the space
of commutators in the unitary group, CU(N).
3.1 Proof of Proposition 1
Let u be the matrix representing u in the irreducible representation labelled by some
integer partition λ. The character of this representation is the Schur function
Tr(u) = sλ(u) =
det(z
N+λj−j
i )
det(zN−ji )
, (16)
a symmetric polynomial of the N eigenvalues zi of u in the defining representation
(sλ(u) = 0 unless `(λ) ≤ N). Therefore,∫
U(N)
sλ(uau
†b)du =
∑
ijkl
ajkbli
∫
U(N)
uiju
∗
lkdu =
sλ(a)sλ(b)
sλ(1N)
, (17)
where we have used orthogonality of matrix elements
∫
U(N)
uiju
∗
lkdu = δilδjk/sλ(1N),
with 1N being the identity matrix in dimension N . Moreover, we have the character
orthogonality, ∫
U(N)
sλ(u)sµ(u
†)du = δλµ. (18)
The above equations give the average value of the Schur function of the commu-
tator as
〈sλ(C)〉 = 1
sλ(1N)
. (19)
On the other hand. the Weyl dimension formula gives sλ(1N) =
dλ
n!
[N ]λ, with [38]
[N ]λ =
`(λ)∏
i=1
λi∏
j=1
(N + j − i), (20)
where dλ is the dimension of the irreducible representation of the permutation group
labelled by λ. Relation (19) allows the calculation of the average of any symmetric
6
polynomial in the eigenvalues, because the Schur functions are a basis for that space.
Power sum symmetric functions are written in terms of them as
pµ(C) =
∑
λ`n
χλ(µ)sλ(C), (21)
where χλ(µ) are irreducible characters of the permutaion group. Using (19) we get
our result.
3.2 Proof of Proposition 3
As a particular case of the previous theory, we have
〈(Tr(C))n〉 =
∑
λ`n
`(λ)≤N
dλ
sλ(1N)
= n!
∑
λ`n
`(λ)≤N
1
[N ]λ
, (22)
so that, for example,
〈Tr(C)〉 = 1
N
, (23)
〈(Tr(C))2〉 = 4
N2 − 1 , (24)
〈(Tr(C))3〉 = 18N
(N2 − 1)(N2 − 4) . (25)
Clearly [N ]λ ∼ Nn for large N . Hence we have the asymptotics
〈(Tr(C))n〉 = n!p(n,N)
Nn
+O(N−n−1), (26)
where p(n,N) is the number of partitions of n with no more than N parts. In the
regime N > n, we can replace p(n,N) by the total number of partitions of n.
Therefore, moments of the trace of the rescaled matrix NC are very different from
what we would expect from a Gaussian distribution.
Since Tr(C) is a complex number, it is also of interest to compute moments of
its square modulus. However, that calculation is far more difficult. Using results for
matrix elements in Proposition 5, we are able to find, for example, that〈|Tr(C)|2〉 = N2
N2 − 1 . (27)
Notice that the Gaussian approximation,∫ ∫
dxdy
pi
e−y
2−(x− 1
N
)2 |x+ iy|2 = 1 + 1
N2
, (28)
agrees with the exact result only up to terms of order N−4.
We can also compute the average value of |Tr(C)|4, but it is too cumbersome to
write here. The asymptotic series starts as〈|Tr(C)|4〉 = 2 + 4
N2
+
2
N4
+O(N−6). (29)
Again, it agrees with the Gaussian approximation only up to terms of order N−4.
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3.3 Proof of Proposition 4
Let the eigenvalues of C be denoted eiθk with 1 ≤ k ≤ N . Since the eigenphase
density is even, it can be written as cosine Fourier series,
ρCU(N)(θ) =
1
2pi
+
∑
n≥1
cN,n cos(nθ). (30)
The coefficients
cN,n =
1
pi
∫ 2pi
0
cos(nθ)ρCU(N)(θ)dθ (31)
are related to pn(C) since
〈pn(C)〉 = 〈Tr(Cn)〉 =
〈
N∑
k=1
einθk
〉
= NpicN,n. (32)
Using (21) we have
〈Tr(Cn)〉 = n!
∑
λ`n
`(λ)≤N
χλ(n)
dλ[N ]λ
. (33)
This gives, in particular,
〈Tr(C2)〉 = − 4
N(N2 − 1) (34)
and
〈Tr(C3)〉 = 9(N
2 + 4)
N(N2 − 1)(N2 − 4) . (35)
For large N and fixed n, the asymptotics is
〈Tr(Cn)〉 = n!
Nn
∑
λ`n
χλ(n)
dλ
+O(N−n−1). (36)
The sum over λ actually vanishes for even n, because the summand is odd under
partition conjugation, so that 〈Tr(C2n)〉 = O(N−2n−1).
If n is large, of order N , the asymptotic behaviour of χλ(µ)/dλ is in general a
difficult problem (see [37] and references therein). Fortunately, we only need the
special case µ = (n). The character χλ(n) is different from zero if and only if λ is a
hook partition, λ = (n− k, 1k), in which case χλ(n) = (−1)k and dλ =
(
n−1
k
)
. Taking
this into account and writing n = N +m, we get
〈Tr(CN+m)〉 = n
N−1∑
k=0
(−1)kk! (N +m− k − 1)!(N − k − 1)!
(2N +m− k − 1)! . (37)
This sum is dominated by its last term, so that
〈Tr(CN+m)〉 = (−1)N−1 m!
Nm
+O(N−m−1). (38)
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The term n = N is thus the overall dominating contribution to the eigenphase
density, which becomes
ρCU(N)(θ) =
1
2pi
− (−1)
N
Npi
cos(Nθ) +O
(
1
N2
)
. (39)
Let us mention that for N > n it is possible to write down the full large-N
expansion of this trace:
〈Tr(Cn)〉 = n
∞∑
d=0
(−1)dS(d+ n− 1, n− 1)
∞∑
m=0
(
d+ n+m− 1
m
)
An,m
Nn+d+m
, (40)
where S(a, b) are the Stirling numbers of the second kind and
An,m =
n−1∑
k=0
(−1)kk!(n− k − 1)!km. (41)
The leading order is given by
〈Tr(Cn)〉 ∼

(2n)n!
n+ 1
1
Nn
, n odd,
− n
3n!
n+ 2
1
Nn+1
, n even.
(42)
3.4 Proof of Proposition 5
When dealing with invariant quantities, we could employ character theory. If we are
interested in averages involving specific matrix elements of C, we must resort to some
more algebra in terms of Weingarten functions.
Using that machinery, we can show that
〈|Cii|2〉 = N
2 +N − 1
(N2 − 1)(N + 1) (43)
and that, whenever i 6= j,
〈|Cij|2〉 = N(N
2 − 2)
(N2 − 1)2 , (44)
〈CikC∗jk〉 =
−1
N(N2 − 1)2 , (45)
〈CiiC∗jj〉 =
1
(N2 − 1)2 , (46)
all other quadratic averages vanishing.
For a random matrix u ∈ U(N), it is known [40] that the probability distribution
of the modulus squared of any element, z = |uij|2, is given by (N − 1)(1 − z)N−2.
Numerically, we find that this distribution is a very good approximation for elements
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of C, even for moderate N . The average value it predicts,
∫ 1
0
ρ(z)zdz = 1
N
, agrees
with the correct expressions up to terms of order N−4 for diagonal elements and up
to terms of order N−5 for non-diagonal elements.
The general correlation for matrix elements of the commutator is given by〈
n∏
t=1
Cit,jt
〉
=
∑
pi∈Sn
δpi(~i,~j)F
U
N (pi), (47)
where
FUN (pi) = n!
∑
λ`n
χλ(pi)
dλ[N ]2λ
. (48)
The simplest case is just
〈Cij〉 = δij
N2
, (49)
which means that the average commutator in U(N) is 1
N2
times the identity matrix.
Slightly more complicated examples include
〈C2ij〉 =
4
N2(N + 1)2
δij, (50)
and, with i 6= j,
〈CijCji〉 = − 8
N(N2 − 1)2 , (51)
〈CiiCjj〉 = 4(N
2 + 1)
N2(N2 − 1)2 . (52)
In order to prove Eq.(47), we start by writing C~i,~j =
∏n
t=1Cit,jt in terms of the
matrix elements of u and v,
C~i,~j =
∑
~k~l~m
∏
t
uitktvktltu
∗
mtltv
∗
jtmt , (53)
whose average value is given by
〈C~i,~j〉 =
∑
~k~l~m
∑
σταβ∈Sn
WgUN(σ
−1τ)WgUN(α
−1β)δσ(~i, ~m)δτ (~k,~l)δα(~k,~j)δβ(~l, ~m). (54)
Exchanging the order of the sums we can use δ-identites like∑
~m
δσ(~i, ~m)δβ(~l, ~m) = δσβ−1(~i,~l) (55)
to get
〈C~i,~j〉 =
∑
σταβ∈Sn
WgUN(σ
−1τ)WgUN(α
−1β)δσβ−1τ−1α(~i,~j). (56)
Changing variable from α to pi = σβ−1τ−1α we have
〈C~i,~j〉 =
∑
στpiβ∈Sn
WgUN(σ
−1τ)WgUN(pi
−1σβ−1τ−1β)δpi(~i,~j). (57)
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Writing the Weingarten functions in terms of characters and using (121) we arrive at
〈C~i,~j〉 =
1
n!
∑
λ`n
dλ
[N ]2λ
∑
τpiβ∈Sn
χλ(τβ
−1τ−1βpi−1). (58)
It is interesting to notice the appearance of a permutation group commutator in this
formula, τβ−1τ−1β.
We now replace the sum over β with a sum over ξ = β−1τ−1β. While β runs over
the whole permutation group Sn, ξ is restricted to the conjugacy class of τ . There
are |Cω| elements in this class, where ω ` n is the cycle type of τ , and each of them
appears n!|Cω | times, so∑
τβ∈Sn
χλ(τβ
−1τ−1βpi−1) =
∑
τ∈Sn
n!
|Cω|
∑
ξ∈Cω
χλ(τξpi
−1). (59)
The last character depends only on the conjugacy class of τξpi−1, call that Cµ. We
therefore seek to factor pi as pi = ρτξ with τ, ξ ∈ Cω and ρ ∈ Cµ. The number of
solutions to this factorization problem is well known to be [39]
1
n!
|Cω|2|Cµ|
∑
η`n
χη(ω)
2χη(µ)χη(pi)
d2η
. (60)
Hence, we have∑
τβ∈Sn
χλ(τβ
−1τ−1βpi−1) =
∑
µ,ω`n
|Cω||Cµ|
∑
η`n
χη(ω)
2χη(µ)χη(pi)χλ(µ)
d2η
. (61)
Using (120) we get∑
τβ∈Sn
χλ(τβ
−1τ−1βpi−1) = n!
∑
ω`n
|Cω|χλ(ω)
2χλ(pi)
d2λ
= n!2
χλ(pi)
d2λ
. (62)
Putting this back in (58), we arrive at the result.
4 Orthogonal Group
To avoid cumbersome notation, in this section 〈·〉 denotes an average over the space
of commutators in the orthogonal group, CO(N).
4.1 Proof of Proposition 1
Matrices from O(N) are real, so their eigenvalues are either real or come in complex
conjugate pairs. For almost all u ∈ O(N) the eigenvalues are complex, and one of
them is equal to 1 if N is odd. For both O(2N) and O(2N+1), we denote the random
eigenvalues by zi and z¯i, with 1 ≤ i ≤ N .
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Let Tr(u) = oλ(u) denote the character of the orthogonal matrix u ∈ O(N) in the
irreducibe representation labelled by the partition λ. For O(2N), this is given by [8]
oλ(u) =
det(z
N+λj−j
i + z¯
N+λj−j
i )
det(zN−ji + z¯
N−j
i )
. (63)
For O(2N + 1),
oλ(u) =
det(z
N+λj−j+1/2
i − z¯N+λj−j+1/2i )
det(z
N−j+1/2
i − z¯N−j+1/2i )
, (64)
In analogy with the unitary group, we have a simple expression for the average of
the character computed for the commutator C = uvuTvT :
〈oλ(C)〉 = 1
oλ(1N)
. (65)
The Weyl dimension formula gives oλ(1N) =
dλ
n!
{N}λ with [41]
{N}λ =
`(λ)∏
i=1
min(i,λi)∏
j=1
(N + λi + λj − i− j)×
r∏
i=1
λi∏
j=i+1
(N − λ˜i − λ˜j + i+ j − 2), (66)
where λ˜ is the partition conjugated to λ and r is the size of its Durfee square, i.e. the
largest i for which λi − i ≥ 0.
Power sum symmetric functions can be written in terms of oλ. However, there
are two important differences with respect to the unitary group. First, the expansion
may involve polynomials of smaller degree:
pµ(C) =
bn/2c∑
h=0
∑
λ`n−2h
bN,λ(µ)oλ(C) (67)
(here µ ` n). Second, the coefficients in the expansion depend on N if N is not large
enough. For example,
p3 =

o3 − 2o2,1 + o1, if N = 2,
o3 − o2,1 + 2o1,1,1, if N = 3,
o3 − o2,1 + o1,1,1, if N > 3.
(68)
However, the coefficients saturate for N large enough:
bN,λ(µ) = bλ(µ), N > n. (69)
Equation (67) leads to
〈pµ(C)〉 =
bn/2c∑
h=0
∑
λ`n−2h
bN,λ(µ)
(n− 2h)!
dλ{N}λ . (70)
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These expansions can be carried out for the simplest cases. We find, for example,
the following results:
〈Tr(C)〉 = 1
N
, (71)〈
(Tr(C))2
〉
=
N3 +N2 + 2N + 4
(N − 1)N(N + 2) , (72)〈
(Tr(C))3
〉
=
3N4 + 9N3 − 6N2 + 18N + 48
(N − 1)N(N2 − 4)(N + 4) . (73)
The quantities bN,λ(µ) are closely related to the theory of the Brauer algebra
[42, 43], and have been called ‘Brauer characters’. Their theory was developed in
more detail by Ram [44, 45], where some families of explicit values were obtained.
For large N they can be expressed in terms of Littlewood-Richardson coefficients.
If µ ` n and λ ` n− 2h, then
bλ(µ) =
∑
ν`n
χν(µ)
∑
β`h
cνλ,2β, (74)
where 2β is the partition whose parts are twice those of β. In particular, if h = 0 and
λ ` n, then cνλ,0 = δν,λ, so the top Brauer characters equal the permutation group
characters:
bλ(µ) = χλ(µ) (|λ| = |µ|). (75)
4.2 Proof of Proposition 2
In this section, we consider N to be large.
As shown by Ram, the analogues of dimensions are:
bλ(1
n) =
n!
(n− 2h)!2hh!dλ. (76)
Using this in (70) leads to the explicit formula
〈(Tr(C))n〉 = n!
bn/2c∑
h=0
1
2hh!
∑
λ`n−2h
1
{N}λ . (77)
Since {N}λ ∼ N |λ| for large N , the dominating contribution comes from the largest
value of h. Therefore,〈
(Tr(C))2n
〉
=
(2n)!
2nn!
+O(N−1) = (2n− 1)!! +O(N−1) (78)
and 〈
(Tr(C))2n−1
〉
=
(2n− 1)!!
N
+O(N−2). (79)
To leading order, the distribution of the trace has vanishing odd moments and the
2nth moment given by (2n−1)!!. Therefore, it is the Gaussian distribution 1√
2pi
e−x
2/2.
We can incorporate 1/N corrections by considering the odd moments. This leads to
the approximation
1√
2pi
e−x
2/2(1− x/N) = 1√
2pi
e−(x−
1
N
)2/2(1 +O(N−2)). (80)
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4.3 Proof of Proposition 4
Let the eigenvalues of C ∈ CO(2M) be denoted eiθk and e−iθk with 1 ≤ k ≤M . The
same holds for C ∈ CO(2M + 1), but in that case, an extra unit eigenvalue always
exists. The non-zero eigenphases are described by a probability density, which as in
the unitary case can be Fourier decomposed:
ρCO(N)(θ) =
1
2pi
+
∑
n≥1
cN,n cos(nθ). (81)
The coefficients satisfy
〈Tr(Cn)〉 =
〈
M∑
k=1
cos(nθk)
〉
= Npic2M,n (82)
for even N and
〈Tr(Cn)〉 =
〈
1 +
M∑
k=1
cos(nθk)
〉
= 1 +Npic2M+1,n (83)
for odd N .
The first large N correction to the constant density of states follow from the
following asymptotic result.
Proposition 7 Let 〈Tr(Cn)〉 = T (N, n) +O(N−1). If N > n, then
T (N, n) =
{
1, if n is even,
0, otherwise.
(84)
If N ≤ n, then
T (N, n) =
{
0, if N is even,
1, otherwise.
(85)
Proposition 4 is a direct consequence of Proposition 7, since
ρCO(N)(θ) =
1
2pi
+
1
piN
M−1∑
n=1
cos(2nθ) (86)
=
1
2pi
− 1
2piN
+
sin((N − 1)θ)
2piN sin(θ)
(87)
for N = 2M and
ρCO(N)(θ) =
1
2pi
− 1
piN
M−1∑
n=0
cos((2n+ 1)θ) (88)
=
1
2pi
− sin((N − 1)θ)
2piN sin(θ)
(89)
for N = 2M + 1.
In the following subsection we prove Proposition 7.
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4.3.1 Case N > n
It is clear from (70) that we have the asymptotics〈
Tr(C2n−1)
〉
=
b(1)(2n− 1)
N
+O(N−2) (90)
for odd powers and
〈p2n(C)〉 =
〈
Tr(C2n)
〉
= b0(2n) +O(N
−1) (91)
for even powers. The quantity b0(µ) is actually one of the families of Brauer characters
that have been computed by Ram and b0(2n) = 1.
The above is enough as far as Proposition 7 goes, but we can in fact prove a
stronger result: 〈
Tr(C2n)
〉
= 1 +O(N−2n−1), (92)
and 〈
Tr(C2n−1)
〉
= O(N−2n+1). (93)
This follows from
Proposition 8 For large N , bλ(n) = 0 for all λ ` n− 2h with h > 0.
In order to prove this, note that when µ = (n) we have
bλ(n) =
∑
ν`n
χν(n)
∑
β`h
cνλ,2β. (94)
The character χν(n) is different from zero if and only if ν is a hook partition (as
discussed in Section 3.3), in which case χν(n) = (−1)v1 , where v1 is the number of
1’s in ν. On the other hand, it is known that, if ν is a hook, the quantity cνλ,2β is
different from zero only if both λ and 2β are also hooks. But 2β can only be a hook
if β = (h). Therefore,
bλ(n) =
∑
ν`n
hook
(−1)v1cνλ,(2h). (95)
By the Pieri rule, cνλ,(2h) = 1 if and only if the Young diagram of ν can be obtained
from the Young diagram of λ by adding 2h boxes to it, no two in the same column.
Since ν is a hook, there only two possibilities: 1) all boxes are added to the first line;
2) one box is added as a new line. These possibilities cancel when computing (95).
The h = 0 possibility might lead to a contribution of order O(N−2n) to 〈Tr(C2n)〉,
but the coefficient of this term, coming from ν = λ, vanishes just like it did in the
unitary case.
For example,〈
Tr(C2)
〉
=
N3 +N2 − 2N − 4
N(N − 1)(N + 2) = 1−
4
N3
+O(N−4), (96)
〈
Tr(C3)
〉
=
9N2 + 27N + 36
N(N − 2)(N − 1)(N + 2)(N + 4) =
9
N3
+O(N−4). (97)
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4.3.2 Case N ≤ n
In this case the Brauer characters are not available and we must proceed differently.
We are still considering N to be large, albeit not greater than n. For N even, the
O(N0) contribution to 〈pn(C)〉 comes from its projection onto the trivial character
o0(C). The corresponding coefficient can be found by direct integration and is given by∫
O(N)
pn(u)ρN(u)du, where ρN is the joint probability distribution of the eigenvalues
of u.
For O(N) with N = 2M , the joint distribution is given by [8]
ρN(u) ∝
∏
1≤j<k≤M
(cos(θj)− cos(θk))2. (98)
As a function of say θ1, the term of highest frequency contained in this density is
cos((N − 2)θ1). When we integrate against cos(nθ1), the result indeed vanishes when
N ≤ n.
For O(N) with odd N = 2M + 1, one eigenvalue is unit and the joint distribution
of the remaining ones is given by [8]
ρN(u) ∝
∏
1≤j≤M
(1− cos(θj))
∏
j<k≤M
(cos(θj)− cos(θk))2. (99)
Now the highest frequency as a function of θ1 is cos((N − 1)θ1). When we integrate
against cos(nθ1), the result again vanishes when N ≤ n, leading to 〈Tr(Cn)〉 = 1 in
this case.
4.4 Proof of Proposition 6
Using Weingarten fuctions, it is straightforward to show
〈Cij〉 = δij
N2
, (100)
so the average commutator for O(N) is also 1
N2
times the identity matrix.
The general average 〈C~i,~j〉 is rather hard to treat. We could find an explicit form
only in the particular case when the strings~i and ~j do not contain repeated elements
and are thus related by a single permutation. In that case we have
〈C~i,pi(~i)〉 = n!
∑
λ`n
χλ(pi)
d3λ
fλ(N)
2, (101)
where
fλ(N) =
∑
µ`n
|Cµ|χλ(µ)WgON(µ). (102)
A conjecture put forth by Oliveira and one the present authors [36] implies that
fλ(N) =
dλ
{N}λ (conjecture). (103)
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A similar relation,
∑
µ`n |Cµ|χλ(µ)WgUN(µ) = dλ[N ]λ can indeed be proved for the uni-
tary group. However, the calculation for the orthogonal group seems to be difficult.
Assuming the conjecture is true, we have
〈C~i,pi(~i)〉 = FON (pi) = n!
∑
λ`n
χλ(pi)
dλ{N}2λ
. (104)
This gives, for example,
〈C11C22〉 = 4(N
2 + 2N + 2)
(N − 1)2N2(N + 2)2 , (105)
and
〈C12C21〉 = − 8(N + 1)
(N − 1)2N2(N + 2)2 . (106)
The distribution of the matrix elements of orthogonal matrices z = uij is known
[40] to be proportional to (1−z2)(N−3)/2. Numerically we find that this is a very good
approximation for elements of the commutator, however we are unable to compute
moments higher than the first because of the restriction that the indices must not be
repeated.
We now prove Eq.(101).
We start by writing
C~i,~j =
∑
~k,~l,~m
u~i~kv~k~lu~m~lv~j ~m, (107)
and using 〈
u~i~ku~m~l
〉
=
∑
σ,τ∈Mn
∆σ(~i  ~m)∆τ−1(~l  ~k)WgON(σ−1τ) (108)
and 〈
v~k~lv~j ~m
〉
=
∑
α,β∈Mn
∆β−1(~m ~l)∆α(~k ~j)WgON(α−1β), (109)
where the arguments of the ∆ functions are interleaving operations,
~i  ~m = (i1,m1, i2,m2, ..., in,mn). (110)
The quantity
∑
~m ∆σ(
~i  ~m)∆β(~m  ~l) is closely related to the Brauer product of
the matchings σ and β (see Appendix). It is given by∑
~m
∆σ(~i  ~m)∆β(~m ~l) = N loops(σ,β)∆σ◦β(~i ~l), (111)
where σ ◦ β is the Brauer product and loops(σ, β) is the number of loops produced
when the diagrams of σ and β are joined. The multiple sum over lists ~k,~l, ~m will
therefore lead something proportional to ∆pi(~i~j) with pi = σ
−1 ◦ β ◦ τ−1 ◦ α.
We found this problem to be tractable only under the assumption that ~i and ~j
do not contain repeated elements. This means that the diagram of the matching pi
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only has vertical lines and can be represented by a permutation in Sn. This in turn
implies that the diagrams of σ, β, τ, α all consist exclusively of vertical lines and can
all be represented by permutations in Sn, in which case the number of loops is zero
for all the joinings.
From now on we understand that pi, σ, β, τ, α ∈ Sn and ∆pi(~i  ~j) = δpi(~i,~j).
Notice that we can replace the Brauer product by the usual permutation product,
e.g. σ ◦ β−1 = σβ−1.
Solving pi = σβ−1τ−1α for σ we have
〈C~i,pi(~i)〉 =
∑
τ,α,β∈Sn
WgON(β
−1τ−1αpi−1τ)WgON(α
−1β) (112)
=
∑
τ,α,β∈Sn
WgON(βτβ
−1τ−1αpi)WgON(α
−1). (113)
A permutation group commutator has appeared again. The argument is now similar
to the unitary case. When β runs over the whole gorup Sn, βτβ
−1 = t visits each
element in the conjugacy class Cω exactly n!|Cω | times. The number of factorizations
tτ−1αpi ∈ Cb is known [39], so we get
〈C~i,pi(~i)〉 =
∑
ω,a,b`n
|Cω||Ca||Cb|
∑
λ`n
1
d3λ
χλ(ω)
2χλ(pi)χλ(a)χλ(b)Wg
O
N(b)Wg
O
N(a), (114)
where a is the cycle-type of α. The sum over ω is easy and we end up with
〈C~i,pi(~i)〉 = n!
∑
λ`n
χλ(pi)
d3λ
fλ(N)
2, (115)
where
fλ(N) =
∑
a`n
|Ca|χλ(a)WgON(a). (116)
The authors of [36] have conjectured that∑
µ`n
d2µ
Zµ(1N)
Gµ,λ =
(2n)!
2nn!
dλ
{N}λ (conjecture), (117)
where
Gµ,λ =
∑
a`n
|Ca|ωµ(a)χλ(a). (118)
Using the explicit form of the Weingarten function, this conjecture leads to
fλ(N) =
dλ
{N}λ . (119)
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1 3 5 7 9 11 13 15 17
2 4 6 8 10 12 14 16 18
1 3 5 7 9 11 13 15 17
2 4 6 8 10 12 14 16 18
Figure 3: Left: Diagrammatic representation of the matching σ given in the text.
Right: Diagrammatic representation of the permutational matching τ given in the
text.
Appendix
Let Sn be the group of all permutations acting on the set [n] := {1, ..., n} and let
Cλ denote the conjugacy class of all permutations with cycle type λ. Irreducible
representations of Sn are also labelled by such partitions, and χλ(µ) is the character
of the cycle type µ in the irrep λ, with χλ(1) being the dimension of the irrep.
Characters satisfy two orthogonality relations,∑
µ`n
χµ(λ)χµ(ω) =
n!
|Cλ|δλ,ω,
1
n!
∑
λ`n
|Cλ|χµ(λ)χω(λ) = δµ,ω. (120)
The latter may be generalized as a sum over permutations as
1
n!
∑
pi∈Sn
χµ(pi)χλ(piσ) =
χλ(σ)
χλ(1)
δµ,λ. (121)
A matching on the set [2n] is a collection of n disjoint subsets with two elements
each (‘blocks’), such as
t := {{1, 2}, {3, 4}, ..., {2n− 1, 2n}}. (122)
The above matching is the ‘trivial’ one. The set of all matchings on [2n] is Mn,
and pi ∈ S2n acts on Mn by simply replacing i by pi(i). The hyperoctahedral group
Hn ⊂ S2n is Hn = {h ∈ S2n, h(t) = t}. The elements of the coset S2n/Hn are
in bijection with matchings: to m we associate σ that satisfies σ(t) = m and also
σ(2i− 1) < σ(2i) and σ(1) < σ(3) < · · · σ(2n− 1) (see [26]).
Given σ ∈ S2n/Hn and ~i = (i1, . . . , i2n), define the function
∆σ(i) =
n∏
k=1
δiσ(2k−1),iσ(2k) , (123)
which is equal to 1 if and only if the elements of the sequence i are pairwise equal
according to the matching associated with σ. For example, (1, 1, 2, 2, ..., n, n) satisfies
the trivial matching.
Matchings may be represented by diagrams such as the one in Figure 3. The
dashed lines indicate how the points are connected according to the trivial matching,
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Figure 4: The Brauer product α ◦ β is shown on the right for the matchings α and β
on the left. Loops are ignored.
while the solid lines indicate how they are connected according to the matching σ =
{{1, 4}, {2, 9}, {3, 7}, {5, 6}, {8, 10}, {11, 17}, {12, 16}, {13, 15}, {14, 18}}. The coset type
of a matching is the list of half the sizes of connected components in the diagram. It
is (4, 4, 1) for this σ. The Weingarten function WgON(σ) depends only on the coset
type of σ.
Notice that if in a certain matching odd numbers are matched only to even num-
bers, so every block is of the form {2i− 1, 2j}, then this matching can be associated
with the permutation taking i to j and the corresponding diagram has only vertical
lines. Let us say that these matchings are permutational. For example, the matching
τ = {{1, 4}, {2, 5}, {3, 16}, {6, 17}, {7, 8}, {9, 12}, {10, 11}, {13, 14}, {15, 18}} is per-
mutational; the permutation associated with it is (1 2 8 9 3)(4)(5 6)(7). The coset
type and cycle type are clearly equal for permutational matchings; both are given by
(5, 2, 1, 1) for this τ .
A product may be defined for matchings by simply joining the diagrams, as in
Figure 4. In order to multiply α by β from the right, the top points of β are identified
with the bottom points of α. In this process some loops are created involving such
points, two in this example. These loops are ignored in the product, α ◦ β, which is
also a matching. We denote by loop(α, β) the number of loops created. (With this
product ◦, matchings form a monoid; the Brauer algebra, on the other hand, involves
a different product, α × β = N loops(α,β)α ◦ β, which keeps track of the loops. We do
not use this structure.)
Clearly, if α and β are both permutational matchings, than the matching α ◦
β is also permutational, and the corresponding permutation is given by the usual
permutation product αβ.
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