Public reporting burden for this collection of information is estimated to average 1 hour per response, including the time for reviewing instructions, searching existing data sources, gathering and maintaining the data needed, and completing and reviewing this collection of information. Send comments regarding this burden estimate or any other aspect of this collection of information, including suggestions for reducing this burden to Department of Defense, Washington Headquarters Services, Directorate for Information , providing a closed-form solution and a comprehensive evaluation of the performance of the estimator's mean square error; (c) presents an analysis on the ambiguity arising in the high resolution localization due to sidelobe characteristics of the MIMO system using the Ziv-Zakai Bound (ZZB) [3] ; (d) leverages the concept of compressed sensing to show that by properly choosing a sufficient number of random sensors [4], [5] it is possible to perform highly accurate target localization with far fewer sensors than other localization methods. Furthermore, the number of sensors can be traded-off with computational complexity,demonstrating that high resolution can be obtained with a relatively low number of randomly placed sensors.
Introduction
Detection, estimation, and tracking of targets are basic radar functions. Limited data support and low signalto-noise ratios (SNR) are among the many challenges frequently faced by localization systems. Another challenge is the presence of nearby targets, in terms of location or Doppler, since closely spaced targets are more difficult to discriminate. In multiple input multiple output (MIMO) radar, targets are probed with multiple, simultaneous waveforms. Relying on the orthogonality of the transmitted waveform, returns from the targets are jointly processed by multiple receive antennas. Depending on the mode of operation and system architecture, MIMO radars have been shown to boost target detection, enhance spatial resolution, and improve interference suppression. MIMO radars achieve these advantages by capitalizing on a larger number of degrees of freedom than "conventional" radar.
A MIMO radar system is defined in general as a radar system employing multiple transmit antennas, and having the ability to jointly process signals reflected by targets and received at multiple antennas. A MIMO radar system may be configured with its antennas collocated [6] or distributed over an area [7, 8] . We refer to radio elements of a MIMO radar as nodes. Nodes may be equipped with a transmitter, a receiver or a transceiver. In distributed MIMO radar, the system's antennas are spaced by many wavelengths and may observe a target from different aspects simultaneously. Signals returned from targets can be processed either coherently or non-coherently. Non-coherent processing requires nodes to be time synchronized, while phase synchronization is necessary to enable coherent processing. The coherent/non-coherent nomenclature in this report relates to processing that involves multiple nodes. It is understood that even in the non-coherent regime, all nodes are capable of providing a local phase reference, such as needed for Doppler processing. In this report, coherence is then the synchronization of phase references of multiple nodes.
Non-coherent localization refers to a process that relies on time delays for localization. A distributed MIMO radar architecture offers several important advantages. In a non-coherent regime, multistatic observations of a target's radar cross section (RCS) may support a diversity gain that averages out RCS scintillations [9] . Also, a distributed topology, implies a larger footprint of the system, leading to improved target localization by multilateration [1] . Finally, observing the target from different directions improves Doppler processing for slow targets and may overcome the problem of blind target velocities [10, 11, 12] . Accuracy and resolution of MIMO radar non-coherent localization are limited by the bandwidth of the transmitted signals. The works funded by this grant propose approaches exploiting the spatial sparsity of targets to attain higher resolution localization than that of classical cross-correlation or superesolution-based approaches.
Coherent localization refers to a process in which distributed nodes can exploit phase information forming a very large effective aperture and leading to very high spatial resolution. In some cases, the high spatial resolution means that a target is constituted of multiple resolution cells. In such cases, coherent MIMO radar can obtain detailed target information through microwave tomography techniques. For example, a classical approach to obtain a microwave image is to cover the area of interest with a grid, and apply a beamformer to focus the array on each of the grid points. The image is formed by registering the strength of the returns as a function of grid point. Localization or imaging by beamforming of large, thinned arrays has high spatial resolution, but also gives rise to high spurious sidelobes [13] . We have propose novel approaches for controlling the sidelobes including exploiting the spatial sparsity of targets and optimizing the transmitted waveforms. This approach is intimately related with the emerging field of compressive sensing which has generated tremendous interest in the community. In compressive sensing, one seeks to recover a -sparse vector x of length ,  ¿  from a small number  ¿  of linear observations of the form y = Ax, where the matrix A is commonly referred to as dictionary. In localization, the idea is to recast the inverse problem (i.e., determining the source location from sensors observations) in an optimization framework, where the (known) columns of A are the steering vectors (array response) for a grid of possible source locations, such that the unknown vector x incorporates information on the location and strength of the sources. While the system y = Ax is highly underdetermined, finding conditions that guarantee correct recovery when the unknown vector x is sparse, has been a main topic of research and one of the underpinnings of compressive sensing theory. In addition to new algorithms, several methods proposed in the past has been reinterpreted, providing links to other fields. Works funded by this grant [4, 5] enforce links between random arrays and compressive sensing algorithms. In this section, we introduce the target and signal models for a distributed MIMO radar with  transmitting nodes,  receiving nodes, and an extended target consisting of  isotropic scatterers with complex amplitudes     = 1  . Modeling a complex target as a collection of isotropic scatterers is a classical approach going back to seminal works in radar [14, 15, 16] . Assume that the scatterers are located in a plane that also contains the transmit and receive nodes. The scatterers' locations are denoted by two-dimensional vectors u  ,  = 1  . Let the transmitting nodes emit waveforms with complex envelopes   (),  = 1   that modulate a carrier    Let   (u  ) be the time delay from transmission to a scatterer located at u  and   (u  ) the time delay from the scatterer to receive node . The signal reflected from the scatterer and received at node  is expressed
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where
is the distance along the path transmitter -location u  -receiver  and u 0 is a convenient point representing the whole target, for example the RCS center of gravity. To simplify notation, in this proposal, we will assume that for the applications of interest, the distances   (u  ) are constant for all   and are incorporated in  (u  )  In summary, the target gains   (u 0 ) represent the combined effect of an extended target found in the propagation path between transmitter  and receiver  and with an RCS center of gravity at u 0 .
The immediate question arises what are the properties of the target gleaned from the coefficients   (u 0 ). One way to approach this question is to find the relation between the   (u 0 )'s and the familiar notion of RCS. The RCS is proportional to the power scattered by the target in a certain direction [16] . The familiar monostatic RCS is obtained when a single node is used to both transmit and receive. The monostatic RCS is then (up to a constant factor)  (u 0 ) = | 11 (u 0 )| 2 . In Fig. 1 , is shown an example of a composite target of  = 6 isotropic, equal scatterers. RCS lobes are evident, as they are in the RCS of actual complex targets (e.g., the aircraft RCS plot shown in [16, p. 40] ). The terms |  (u 0 )| 2 for  6 =  represent the multistatic RCS of the target, where the illumination and the observed returns from the target are not from the same direction.
Coherent MIMO radar When the radar system nodes have access to a global phase reference, the system acts as a very large array. Spatial coherency across the system nodes is maintained only for a target with isotropic RCS. In case of an extended target, coherency is obtained for areas of the target sufficiently small to have isotropic properties. The signal model (1) for a single isotropic target at u 0 becomes
We refer to a MIMO radar system that exploits the relative phase information between nodes as operating in a coherent regime.
Non-coherent MIMO radar When a global phase reference is not available, but a time reference is, we refer to the MIMO radar system in (1) as operating in a non-coherent regime.
Cramér-Rao lower bound analysis
The research carried out in the context of the grant explored the localization accuracy gain of MIMO radar and tracking performance. A Cramér-Rao lower bound (CRLB) based study of target localization accuracy performance has demonstrated significant advantage of the widely distributed MIMO radar configuration for both coherent and non-coherent processing. The distinction between non-coherent and coherent applications relies on the need for merely time synchronization between the transmitting and receiving radars vs. the need for phase synchronization. The MIMO radar architecture with coherent processing exploits knowledge of the phase differences measured at the receive antennas to produce a high accuracy target location estimate. In traditional radar systems, bandwidth plays an important role in providing resolution range, i.e. it is inversely proportional to the signal efficient bandwidth.
The research supported by this grant provides an in depth analytical analysis of the localization accuracy gain attainable with the MIMO radar systems. This year of the project, the supported research was particularly extended as to the study of MIMO radar coherent processing gain for the multiple target case, performance sensitivity to phase synchronization errors and tracking capabilities of MIMO radar systems with non-coherent processing.
The CRLB of the target localization estimation error is developed for the general case of MIMO radar with multiple waveforms with non-coherent and coherent observations. The analytical expressions of the CRLB are derived for the case of orthogonal waveforms [1] . It is shown that the CRLB expressions, for both the non-coherent and coherent cases, can be factored into two terms: a term incorporating the effect of bandwidth, carrier frequency and SNR, and another term accounting for the effect of sensor placement, defined as spatial advantage. The CRLB of the standard deviation of the localization estimate with noncoherent observations is shown to be inversely proportional to the signals averaged effective bandwidth. Dramatically higher accuracy can be obtained from processing coherent observations. In this case, the CRLB is inversely proportional to the carrier frequency. This gain is due to the exploitation of phase information, and is referred to as coherency advantage.
Formulating a convex optimization problem, it is shown that symmetric deployment of transmitting and receiving sensors around a target is optimal with respect to minimizing the trace of the CRLB. The closedform solution of the optimization problem also reveals that optimally placed  transmitters and  receivers reduce the CRLB on the variance of the estimate by a factor 2 (in [1] ). A closed-form solution is developed for the best linear unbiased estimator (BLUE) of target localization for coherent and non-coherent MIMO radars [2] . It provides a closed-form solution and a comprehensive evaluation of the performance of the estimator's MSE. This estimator provides insight into the relation between sensor locations, target location, and localization accuracy through the use of the GDOP metric. This metric is shown to represent the spatial advantage of the system. Contour maps of the GDOP, provide a clear understanding of the mutual relation between a given deployment of sensors and the achievable accuracy at various target locations. An evaluation of target localization performances for MIMO radar with coherent processing and singleinput multiple-output (SIMO) radar systems, based on the BLUE, is provided in [20] . The best achievable accuracy for both configurations is derived. MIMO radar systems with coherent processing are shown to benefit from higher spatial advantage, compared with SIMO systems. The advantage of the MIMO radar scheme over SIMO is evident when considering the achievable accuracy for a radar system with M transmitters and  receivers, rather than 1 transmitter and  receivers. It is shown that MIMO radar, with a total of  +  sensors, has twice the performance (in terms of localization MSE) of a system with ( + 1) sensors [20] .
The localization performance study is extended to the case of multiple targets, with coherent processing [21] . The CRLB for the multiple targets localization problem is derived and analyzed. The localization is shown to benefit from coherency advantage. The trade-off between target localization accuracy and the number of targets that can be localized is shown to be incorporated in the spatial advantage term. An increase in the number of targets to be localized exposes the system to increased mutual interferences. This trade-off depends on the geometric footprint of both the sensors and the targets, and the relative positions of the two. Numerical analysis of some special cases offers an insight to the mutual relation between a given deployment of radars and targets and the spatial advantage it presents. In Figure 2 the spatial advantage value is drawn for the case of  = 3 transmit antennas employed with  = 3, 4, and 5 receive antennas. Both transmit and receive antennas are located with angular spacing of 2 and 2 with respect the axis origin. Targets are located in a linear array with the first target located at (0 0) and the rest located at (  =   − 1 + 10   = 0). At  = 1, the resulting spatial advantage in Figure 2 follow the results for a single target where the values of 29, 212, and 215 are obtained. It is observed that an increase in the number of targets results in a decrease in the spatial advantage and therefore, in the accuracy. This decrease may be moderated by increasing the number of transmit and receive radars, . In the case of  =  = 3 three targets enjoy spatial advantage while with  = 3 and  = 5 six targets still benefit from spatial advantage. For the latter case, up to four targets are located with high accuracy. To identify favorable radars locations with respect to the targets layout, four special cases, demonstrated in Figure 3 , are analyzed. The averaged value of the spatial advantage versus the number of targets is drawn in Figure 4 . It is observed in the figure that a symmetrical placement, as shown in Case 1, is not an optimal one. Rearranging the radars, in the more favorable setting (as in Case 4) demonstrates a performance gain, in terms of the number of targets and the spatial advantage, achieved without any change in the number of antennas. This is a result of the larger transmit/receive aperture sets contributing to larger delays. Placing the radars in a broadside horizontal spread (as in Case 3) provides better spatial advantage and moderate performance loss rate when compared with Case 2, where a vertical radar setting is used. Increasing the number of radars, as can be noticed from comparing Case 3 and Case 4, allows for localization of more targets with higher spatial advantage and restrained performance loss rate. Improvement in target parameter estimation capabilities is among the advantage of MIMO radar systems [1] , in particular, target localization with coherent MIMO radar systems. This performance gain comes with the challenge of attaining phase synchronization in a distributed system. Errors introduced to the system parameters by phase synchronization mismatch, will result in parameter estimation mean-square error (MSE) degradation and bias. The hybrid CRB (HCRB) is used to test the sensitivity of the target localization MSE to phase errors. The HCRB takes into account deterministic unknown parameters, such as the target location, as well as random parameters, phase calibration errors, in this case. This bound is derived for coherent MIMO radars, with phase synchronization errors. The effect of the number of radars, their geometric layout, and the phase mismatch MSE is incorporated in the HCRB terms. Synchronization errors are modeled as being random and Gaussian. The closed-form expression for the hybrid CRB is derived for the case of orthogonal waveforms. The bound on the target localization MSE is expressed as the sum of two terms -the first represents the CRB with no phase mismatch, and the second captures the mismatch effect. The latter is shown to depend on the phase error variance, the number of mismatched transmitting and receiving sensors and the system's geometry. For a given phase synchronization error variance, this expression offers the means to analyze the achievable localization accuracy. Alternatively, for a predetermined localization MSE target value, the derived expression may be used to determine the necessary phase synchronization level in the distributed system. The HCRB is evaluated using numerical analysis in Figure 5 , with different phase error variances. As phase synchronization over distributed platform is a complex operation and phase errors are unavoidable, the HCRB offers valuable information at the system design level. For a given phase error MSE, the HCRB may be used to derive the attainable target localization accuracy. Otherwise, for a given system performance goal on localization accuracy, the HCRB provides with an upper bound on the necessary phase error MSE values.
Ziv-Zakai Lower Bound analysis
Localization has been intensively studied and broadly applied in many fields including radar, sonar, seismic analysis, and sensor networks. Due to the many applications, each characterized by its own set of requirements, the localization problem remains an active subject of research. The main figure of merit for the localization problem is accuracy. In previous work on localization of targets in MIMO radar systems, we have shown the potential for significant gains when localization processing exploits the phase information among pairs of radars. Localization systems that exploit the phase information are referred to as coherent, in contrast to noncoherent systems, which exploit envelope measurements. Evaluation of the CRLB reported on in 2009 has shown that at high SNR, the accuracy of coherent MIMO radar systems is of the order of the carrier wavelength of the transmitted waveforms. MIMO radar systems with widely distributed elements have high accuracy capabilities of localizing targets, but are also subject to high peak sidelobes in the coherent localization metric. At sufficiently high SNRs, these sidelobes have little impact on performance. Below a threshold SNR however, performance degrades rather quickly. One of the goals of this year's work, was to improve the understanding of the effect of sidelobes on MIMO radar performance and develop ways to predict the performance of localization techniques as a function of SNR and of system parameters. The performance of target localization can be studied through a lower bound on the mean square error (MSE) of the localization estimates. For high SNR, the estimated parameter is affected by noise errors that are too small to cast the estimate outside the main lobe of the localization metric. In this region, the mean square error (MSE) of the estimate is inverse proportional to the Fisher information, and thus performance can be predicted by calculating the CRLB. At low SNR however, due to the effect of sidelobes, performance is affected by large errors, and the CRLB cannot predict performance anymore. In this region, performance can be lower bounded by the Ziv-Zakai Bound (ZZB).
A full theoretical analysis is given in [3] . Here, we present some numerical examples. For these examples, the target was positioned in the center of the coordinate system. The transmitting and receiving radars were distributed randomly in a sector with center at the origin of the axes (0 0) and with a central angle of radians. The ZZB was computed numerically by averaging over 30 random setups (different radar configurations). The setup is shown in Figure 6 . The duration of the observation  was taken such that  = 625 samples, where B is the bandwidth in Hz.In Fig. 7 , the ZZB obtained by numerical integration is plotted versus the average SNR, for a 2 × 4 MIMO configuration (2 transmit and 4 receive antennas), and transmitted signals with bandwidth  = 200 kHz and carrier   = 1 GHz. The CRLB of the target location is also plotted for reference. The a priori interval for the coordinates of the source is set to a square with a side equal to 1 km. From the figure it can be observed that the ZZB versus SNR can be divided into three regions. For low SNR, the ZZB reaches a plateau equal to the standard deviation of the a priori pdf of the source location. In this region performance is dominated by noise, hence the localization error is limited only by the a priori information. For high SNR, the ZZB merges with the CRLB, indicating that the noise errors are too small to cast the estimate outside the mainlobe of the localization metric. This region is the ambiguity free region. Between the two SNR extremes, is the ambiguity region, in which the location estimator is affected by ambiguities created by sidelobes of the localization metric.
In Fig. 8 , the ZZB of the error in estimating the abscissa of the source is presented for different carrier frequencies. The results presented in the figure were obtained for a 2 × 4 MIMO system and  = 200 kHz signal bandwidth. The a priori interval for the abscissa of the narrowband source was set to [−500 m, 500 m] around the real abscissa. One can observe that if the SNR is high enough, localization accuracy improves with the carrier frequency. In the ambiguity region, the performance degrades with increasing carrier frequency. This result is explained by the increase in sidelobes with the carrier frequency. The effect of sidelobes in the localization metric can be reduced by increasing the number of sensors. This is illustrated in Figure 9 . The effect of bandwidth on localization is shown in Figure 9 . An increase in bandwidth leads to a reduction in the sidelobes, leading to smaller errors in the ambiguity region. This is due to the fact that the transmitted pulse autocorrelation function serves as the envelope of the localization metric. This envelope, which becomes narrower with the increase in bandwidth, forces the sidelobes to decay faster.
Target Tracking with MIMO Radar
In this work [18] , we studied moving target tracking performance in MIMO radar systems with distributed antennas and non-coherent processing. Due to the use of multiple, widely distributed antennas, MIMO radar architectures support both centralized and decentralized tracking techniques. Each receiving radar may contribute to central processing by providing either raw data or partially/fully processed data. Estimation performance of centralized and decentralized tracking is analyzed through the Bayesian Cramér-Rao bound (BCRB). The BCRB offers insight into the effect of the radars geometric layout, the target location, and propagation path losses on tracking accuracies. It was shown that, with different propagation path loss, the manner in which decentralized estimations are combined in the fusion center effects the overall estimation performance. Two tracking algorithms were proposed, corresponding to respectively, a centralized and decentralized modes of operation. It is demonstrated that communication requirements and processing load may be reduced at a relatively low performance cost. Based on mission needs, the system may use either approach: centralized for high accuracy or decentralized for resource-aware tracking. 
Effect of Synchronization Errors
Localization advantages of coherent MIMO radar systems rely on full phase synchronization among all participating radars. Phase synchronization errors are practically inevitable, reflecting on the system localization performance. In work reported in [19] , quantitative tools were developed to assess the effect of synchronization errors. The lower bound on the mean-square error (MSE) is set by the Hybrid Cramér-Rao bound (HCRB) for the joint estimation of the target location and the phase synchronization offsets at the radars. The latter are modeled as random unknown. The HCRB of the unknown target location was shown to be equal to the CRB derived by discarding the random phase synchronization errors through marginalization, i.e., treating them as nuisance parameters. Therefore, the HCRB closed-form expression provides an asymptotically tight bound on target location estimation MSE at high signal-to-noise ratio (SNR). The bound is shown to follow the CRB in the absence of phase errors up to a threshold point, determined by the synchronization error variance, the SNR, and the number of mismatched transmitting and receiving sensors. Beyond this point, the HCRB asymptotically reaches a lower limit, proportional to the synchronization errors variance and independent of the SNR. The value of the threshold point and lower limit are determined for symmetrical radar deployments.
Sparse framework for Localization
Another research area carried out in the context of the grant explored the application of MIMO radar to the estimation of direction-of-arrival (DOA) using a sparse, random array architecture in which a low number of transmit/receive elements are placed at random over a large aperture.
It is well known in array signal processing [22] that resolution improves with the array aperture. A non-ambiguous uniform linear array (ULA) must have its elements spaced at intervals no larger than 2.
For a MIMO radar, unambiguous direction finding of targets is possible for 2-spaced receive elements and 2-spaced transmit elements (a virtual filled array), where  is the number of receive elements. In compressive sensing parlance, the 2-spaced array and the MIMO virtual filled array perform spatial sampling at Nyquist rate. In this work, we are interested in a random array setup in which the spatial sampling is at sub-Nyquist rates. Recovering targets from undersampled array data, links random arrays to the compressive sensing paradigm (see [4] and references therein).Recently, the signal processing community has seen a paradigmatic shift towards optimization in a sparse framework. One aspect of this new approach is the notion of compressed sensing, which enables to capture compressible signals at sampling rates below Nyquist. Consider a discrete signal x of length . We say that it is -sparse if at most  ¿  of its coefficients are nonzero (perhaps under some appropriate change of basis). With this point of view, the true information content of x lives in at most  dimensions rather than . An example of such a signal pertinent to our work is where x is constituted of a grid of possible target locations, but only a few targets are present, i.e., only a few of x's components are non-zero. In terms of signal observations, it makes sense that one should have to measure the signal only  '  times instead of . This is accomplished by expressing  non-adaptive, linear observations in the form of y = Ax, where A is a redundant dictionary of size  × , with  ¿  The matrix A comprises of information about the channels between the components of signal x and the observations y The optimization problem in a sparse framework is to recover x given the observations y, the matrix A, and the assumption that x is sparse.
Whereas compressive sensing literature originated in the Single Measurement Vector (SMV) scenario, i.e., y = Ax, array signal processing is set mainly in the Multiple Measurements Vector (MMV) framework, i.e., Y = AX. The compressive sensing approach aims to solve the non-convex combinatorial  0 -norm problem (i.e., min kXk 0 subject to kY − AXk 2  ≤ ), which can be related to the well known Deterministic Maximum Likelihood (DML) estimator [23] . Both estimators require a multi-dimensional search, infeasible in practical scenarios. The main insight of compressive sensing has been to derive conditions guaranteeing a correct global solution via polynomial complexity (e.g., by solving a convex relaxation of the original problem). These conditions link properties of X (specifically, the number of active rows/targets  and their linear dependency) with properties of the matrix A (the smallest number of linearly dependent columns or spark (A)). For a matrix A with  rows, it trivially holds that spark (A) ≤  + 1. Assuming this bound is achieved with equality, a necessary and sufficient lower bound on  for identifiability of the localization problem is   2 − rank (Y) [24] . It is well known in array processing that socalled "super-resolution" techniques, e.g., subspace methods such as MUSIC and ESPRIT are able to attain this bound with equality in a noiseless setting, when the received signal has a full-rank covariance matrix (rank (Y) = ). This is a consequence of the fact that subspace methods are "large sample" realizations of the maximum likelihood estimator for    and uncorrelated signals [23] .
In the work supported by the grant [4, 5] we uncover relations between compressed sensing DOA estimation and the number of sensors that are necessary for the estimation errors to be local, i.e., such that a local bound like Cramér-Rao applies. In details we made the following specific contributions: (1) develop a tree-based algorithm, dubbed Multi-Branch Matching Pursuit (MBMP), for the multiple pulse (MMV) setting, typical to radar; establish a lower bound on the number of elements of a random array MIMO radar system for a single measurement vector (SMV) of sub-Nyquist spatial samples when employ the MBMP algorithm.
The main result in [5] is a lower bound on the number of MIMO radar elements required to guarantee successful target estimation with probability greater than 1 − :
where  is the number of targets,  is the number of sidelobes, approximately two times the "virtual array" aperture, and  1 is proportional to the algorithm complexity. This highlights that it is possible to trade-off sensors for computational complexity. For the sake of completeness, here we provide some results from the works supported by the grant. As a measure of estimation accuracy, for each realization, we collect the largest modulo of the targets' estimation error, i.e.,°°°θ − θ°°°∞ , max ¯ −  ¯. We then plot the complementary cumulative distribution function (CCDF), defined as  () , Pr ( ≥ ) = 1 −  (), where  is the cumulative distribution function. The function  is the probability of having an error greater then the abscissa, such that a good technique shifts the CCDF towards the bottom-left of the figure. This choice highlights both the resolution and the probability of ambiguities (sidelobes' detections). We analyze first the behavior of the proposed MBMP algorithm in a noiseless SMV setting. Fig. 11 plots the CCDFs of the recovery error for a variety of tree spans of the MBMP algorithm (i.e., different branch vectors d), and compares it with the performance of certain compressive sensing techniques, as well as with the Truncated BB algorithm proposed in [4] truncated at 100 iterations. The system settings are  =  = 5 elements, noiseless  2 = 0, and  = 3
It can be seen how the probability of errors greater then 06 • (i.e., the random array resolution) diminishes as the tree's span is increased. Moreover, the proposed MBMP algorithm outperforms the Truncated BB with less then half of the latter complexity (i.e., from the discussion of computational complexity, for d = [4 3 2], we have  = 40). This favorable outcome stems from the rules used to build the algorithm's tree.
Next, we focus on a scenario with high noise and multiple pulses (MMV). The system settings are  =  = 5,  = 200,  2 = 1, and  = 4 targets at Fig. 12 plots the CCDFs of the recovery error for various versions of the MBMP algorithm (i.e., for different branch vector d), and compares it with the performance of compressive sensing techniques and with the MUSIC estimator. The main difference from the noiseless SMV scenario is that M-FOCUSS is now performing much worse than MBMP. It is well known that for a large sample (high  ) the estimated covariance matrix becomes accurate. Subspace methods exploits that through the separation of signal and noise subspaces. This gain is not exploited by the M-FOCUSS algorithm, resulting in poorer performance. Nonetheless, MUSIC (a subspace method) does not perform that well either. Now, this can be explained by the noniterative decision strategy of the algorithm: the  targets are estimated simultaneously as the  highest peaks of the MUSIC spectrum. In contrast, MBMP refines its estimates iteratively based on a successive- decision strategy (following the tree's levels). As a result, this strategy enables to reduce the errors without compromising the computational complexity.
In the next experiment, we investigate the resolution capabilities with respect to SNR and sample support. We are asking how high must SNR be to deliver "super-resolution" (i.e., resolve targets less then one beamwidth apart)? We compare a MIMO random array architecture and a "virtual ULA" configuration. The system settings are  =  = 3 sensors and  = 3 targets at θ = [−5
The random array has a virtual aperture of 14 (resulting in a beamwidth of ≈ 4 • ), while the "virtual ULA" has an aperture of 4 (beamwidth of ≈ 14 • ). The number of sensors and the array aperture have been selected such that the random array beamwidth is less then the minimum target separation ∆ = 5 • , while the "virtual ULA" beamwidth is greater then ∆. Once again, this is to investigate how an ambiguous but large aperture MIMO random array compares with an ambiguity-free "virtual ULA" where resolution is constrained to the array aperture. In a noiseless scenario, we expect super-resolution methods to recover all the targets with probability 1, irrespective of "virtual ULA" aperture. Fig. 13 plots the probability of having a recovery error greater then 1 • varying the noise level and for different number of pulses ( = 5, 10 and 50). The MBMP algorithm (d = [5 3 2 1] ) is employed in the MIMO random array and in the "virtual ULA" setting. In the latter, the ESPRIT algorithm is shown for comparison. The superiority of the random array, which has higher array resolution, is evident. Moreover, the proposed algorithm is found to be more robust then ESPRIT to limited data support.
Conclusions
In this report, we overview the concepts of MIMO radar and reviewed some recent work focusing on applications with distributed MIMO Radar for imaging and high resolution target localization. Generally speaking, MIMO radars transmit multiple waveforms, receive signals at multiple antennas, and process them jointly. Processing may be carried out non-coherently or coherently (as detailed above). The main topics discussed in the paper can be summarized as follows:
• An analytical expressions for the estimation errors of coherent and noncoherent MIMO radar using the CRLB was developed. Results shown that when the processing is coherent and the phase is processed, there is a reduction in the CRLB values (standard deviation of the estimates) by a factor of over the case when the observations are noncoherent. We referred to this gain as coherency gain.
• The Ziv-Zakai bound for vector parameters was used to derive a lower bound on the MSE of estimating the location of a target with a MIMO radar system. The bound is a convenient tool for analyzing the localization performance for different parameters such as carrier frequency, signal bandwidth, and number of sensors.
• The source localization problem in MIMO radar is recast in a sparse representation framework. We develop a global search algorithm for the sparse recovery problem, and derive an explicit lower bound on the number of random array elements needed to achieve a prescribed probability of correct DOA estimation. The lower bound provides specific insight into links between random arrays and compressive sensing algorithms, and demonstrates that a high resolution can be obtained with a relatively low number of randomly placed sensors.
Distributed MIMO Radar is a very promising concept for high performance radars. While localization by coherent MIMO radar provides significantly better performance than noncoherent processing, it faces the challenge of multisite systems phase synchronizing, and needs to deal with the ambiguities stemming from the large separation between sensors. Moreover, among the engineering challenges there are centralized coordination of sensor transmissions, synchronized communication with a processing center, and highly precise phase synchronization among sensors (of the order of nanoseconds for resolutions in meters). Research challenges include a better understanding of bistatic and multistatic RCS phenomena, tracking targets with MIMO radar, MIMO radar on airborne platforms, and others.
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