Abstract. The goal of these notes is to present the C
Introduction
In 1980 Cuntz and Krieger [11] associated a C * -algebra O A to a shift of finite type with transition matrix A. Various authors -including Bates, Fowler, Kumjian, Laca, Pask and Raeburn-extended the original construction to more general subshifts associated with directed graphs, giving origin to the graph C * -algebra C * (E) of a directed graph E (see e.g. [21, 27] ). Using a different approach, Exel and Laca [17] generalize Cuntz-Krieger algebras, by associating a C * -algebra to an infinite matrix which 0 and 1 entries. Later, Tomforde [33] introduced the class of ultragraph algebras in order to unify Exel-Laca algebras and graph C * -algebras. Also, motivated by Cuntz-Krieger construction, Matsumoto [30] introduced a C * -algebra associated with a general two-sided subshift over a finite alphabet. Later, the first named author [8] extended Matsumoto's construction, by constructing the C * -algebra O Λ associated with a general one-sided subshift Λ over a finite alphabet.
One of the the underlying ideas of associating a C * -algebra to a dynamical system comes from the Franks classification of irreducible shifts of finite type up to flow equivalence [20] . This classification use the Bowen-Franks group of the shift space, that turns out to be the K 0 group of the associated Cuntz-Krieger algebra [11] . Therefore, the idea was to study the connection between classification of shift spaces and classification of C * -algebras. Following this point of view, the recent results of Matsumoto and Matui [31] characterize continuous orbit equivalence of shifts of finite type by using K-theoretical invariants of the associated C * -algebra. It is natural to try to extend the scope of this strategy to classify shift space over a countable alphabet. By adapting the left-Krieger cover construction given in [28] , any shift space over a countable alphabet may be presented by a left-resolving labelled graph. Thus, in the same spirit of the previous constructions, labelled graph algebras, introduced by Bates and Pask in [1] , provided a method for associating a C * -algebra to a shift space over A subset B ′ ⊆ B is called a Boolean subalgebra if B ′ is closed by the union, intersection and the relative complement operations.
Given a Boolean algebra B, we can define the following partial order: given A, B ∈ B
A ⊆ B if and only if A ∩ B = A .
Then (B, ⊆) is a partially ordered set.
Definition 2.
3. An element B ∈ B is called a least upper-bound for {A λ } λ∈Λ with A λ ∈ B if it is the least element of B satisfying A λ ⊆ B for every λ ∈ Λ. We will write the unique least upper-bound as λ∈Λ A λ .
Observe that least upper-bound do not necessarily exist, but if |Λ| < ∞ then the least upper-bound of {A λ } λ∈Λ is λ∈Λ A λ .
Definition 2.4. Let B be a Boolean algebra. We say that a subset I of B is an ideal if given A, B ∈ B, then:
(1) if A, B ∈ I then A ∪ B ∈ I, (2) if A ∈ I then A ∩ B ∈ I.
Observe that in particular an ideal I of a Boolean algebra B is a Boolean subalgebra. Given A ∈ B we define I A := {B ∈ B : B ⊆ A}, that is the ideal generated by A. F0: ∅ / ∈ ξ, F1: given B ∈ B and A ∈ ξ with A ⊆ B then B ∈ ξ, F2: given A, B ∈ ξ then A ∩ B ∈ ξ. If moreover ξ satisfies:
F3: given A ∈ ξ and B, B ′ ∈ B with A = B ∪ B ′ then either B ∈ ξ or B ′ ∈ ξ, then it is called an ultrafilter of B.
Given two filters ξ 1 and ξ 2 of B, we say that ξ 1 ⊆ ξ 2 if every A 1 ∈ ξ 1 is also in ξ 2 . This defines a partial order on the set of filters of B. Then, an easy application of the Zorn's Lemma shows that an ultrafilter as a maximal filter.
We will denote by B the set of ultrafilters of B. Given any A ∈ B, we define the cylinder set of A as Z(A) := {ξ ∈ B : A ∈ ξ}. It is an easy exercise to show that the family {Z(A) : A ∈ B} defines a topology of B, in which the sets Z(A) are clopen and compact (see for example [22, Chapter 34] ). We will call B equiped with this topology the Stone's spectrum of B.
Example 2.7. Let X = N and let B := {F ⊆ N : F finite } ∪ {N \ F : F finite }. Clearly, B is a Boolean algebra. We will now describe the Stone spectrum for B of B.
For i ∈ N, let ξ i = {A ∈ B : i ∈ A} , and let ξ ∞ := {A ∈ B : ∃N ∈ N such that k ∈ A ∀k ≥ N} . It is easy to check that ξ ∞ and each ξ i are ultrafilters of B.
We claim that B = {ξ i : i ∈ N ∪ {ξ ∞ }}. To see this, let ξ be an ultrafilter of B such that A∈ξ A = ∅. We will show that ξ = ξ ∞ . Given k ∈ N, let us denote by [k, ∞) the set N \ {1, . . . , k − 1} ∈ B. Observe that, since A∈ξ A = ∅, given any k ∈ N there exists n k ∈ N and A 1 , . . . , A n k ∈ ξ such that A 1 ∩ · · · ∩ A n k ⊆ [k, ∞). Therefore, by F1, [k, ∞) ∈ ξ for every k ∈ N. Now, given any A ∈ ξ ∞ , there exists k ∈ N such that [k, ∞) ⊆ A, whence A ∈ ξ by F1. On the other side, given any A ∈ ξ, we claim that |A| = ∞. Otherwise, if |A| = n < ∞, then there exist A 1 , . . . , A n ∈ ξ such that A ∩ A 1 ∩ · · · ∩ A n = ∅, contradicting condition F2. Thus, |A| = ∞. Therefore, since A ∈ B, we have that A = N \ F for some finite set F of N. Then, there exists k ∈ N such that [k, ∞) ⊆ A. So, since [k, ∞) ∈ ξ ∞ , condition F1 says that A ∈ ξ ∞ too. Thus ξ = ξ ∞ .
Therefore, we have that B = {ξ i : i ∈ N ∪ {∞}}. Finally observe that, with the induced topology, we have that B is the one point compactification of N.
Let B be a Boolean algebra, and let I be an ideal of B. Then, the map ι : I −→ B defined by ι(ξ) = {A ∈ B : B ⊆ A for some B ∈ ξ} is injective. So, given A ∈ B, we have that Z(A) = ι( I A ). Therefore, we will identify I A with Z(A), so I A ⊆ B for every A ∈ B.
Moreover, there exists a bijection between the ultrafilters of B/I and the ultrafilters of B that do not contain any element of I. Therefore, the natural map π : B → B/I is surjective, and it induces an injective map π : B/I −→ B given by [ Proof. Let ϕ : B 2 −→ B 2 be the map given by ϕ(ξ) = {A ∈ B 1 : ϕ(A) ∈ ξ}. It is routine to check that {A ∈ B 1 : ϕ(A) ∈ ξ} is an ultrafilter of B 1 . Thus, ϕ is a well-defined map. If A ∈ B 2 , then we claim that ϕ −1 (Z(A)) = {ξ ∈ B 2 : ϕ(A) ∈ ξ}. Indeed, the inclusion ⊆ is clear. For the inclusion ⊇, let ξ ∈ B 2 with ϕ(A) ∈ ξ, and let us define the set F = {B ∈ B 1 : ϕ(B) ∈ ξ}. By hypothesis, we have that A ∈ F , so F0 is satisfied. F1 and F2 follows because of conditions F1 and F2 of ξ, and the fact that ϕ preserves intersections. Thus, F is a filter. Then by an easy application of the Zorn's Lemma we can find a maximal filter ζ containing F . Thus, ζ ∈ B 1 such that ϕ(B) ∈ ξ for every B ∈ ζ, so ϕ(ζ) = ξ with ζ ∈ Z(A), as desired.
Then ϕ −1 (Z(A)) = {ξ ∈ B 2 : ϕ(A) ∈ ξ} = Z(ϕ(A)) that is an open subset. Thus, ϕ is a continuous map.
Given a Boolean algebra B and given A ∈ B we let χ A : B → C denote the function defined on B by χ A (B) = 1 if A ∩ B = ∅ 0 otherwise .
We will regard χ A as an element of the C * -algebra of bounded operators on ℓ 2 (B).
Definition 2.10. Let B be a Boolean algebra. Then we define the Boolean C * -algebra of B as the sub-C * -algebra of the B(ℓ 2 (B)) generated by {χ A : A ∈ B}. We denote it as C * (B).
is a commutative C * -algebra, and given A, B ∈ B we have that First, recall that the spectrum of C * (B), denoted by C * (B), is the set of characters of C * (B). Observe that an additive map η : C * (B) −→ C is a * -homomorphism if and only if given A, B ∈ B (C1) η(χ A )η(χ B ) = η(χ A∩B ) (C2) η(χ A∪B ) = η(χ A ) + η(χ B ) − η(χ A∩B ) . If η is a character of C * (B), then we define
Recall that, since χ A is a projection for every A ∈ B and η is a * -homomorphism, η(χ A ) is either 0 or 1. Then the following lemma is straightforward.
Lemma 2.11. If η is a character of C * (B), then ξ η is an ultrafilter of B.
Given an ultrafilter ξ of B, we define the unique additive map η ξ :
Lemma 2.12. η ξ is a character of C * (B).
Proof. We must check that η ξ satisfies C1 and C2. For C1, let A, B ∈ B, and recall that χ A · χ B = χ A∩B . First, suppose that η ξ (χ A∩B ) = 0. Therefore, A ∩ B / ∈ ξ and hence, by F2, either A or B are not in ξ. Thus, η ξ (A)η ξ (A) = 0 = η ξ (χ A∩B ), as desired. Now, suppose that η ξ (χ A∩B ) = 1, so A ∩ B ∈ ξ. Therefore, by F1, it follows that A, B ∈ ξ too, and hence η ξ (A)η ξ (A) = 1 = η ξ (χ A∩B ), as desired. Thus, C1 is verified.
For C2, let A, B ∈ B. First, suppose that η ξ (χ A∪B ) = 0. So, A ∪ B / ∈ ξ, and since A, B, A ∩ B ⊆ A ∪ B, it follows from F1 that A, B, A ∩ B / ∈ ξ. Therefore,
Finally, suppose that A ∪ B ∈ ξ. Hence, by F3, either A or B belongs to ξ. First suppose that A, B ∈ ξ. Then, by F2 so does A ∩ B. Therefore,
as desired. Now, suppose that A ∈ ξ but B / ∈ ξ. By F2, we have that A ∩ B / ∈ ξ, so
as desired.
The following result follows directly from the definitions.
Proposition 2.13. Let ξ be an ultrafilter of B and let η a character of A. Then ξ η ξ = ξ and η ξη = η. Therefore, there is a bijection between the ultrafilters of B and the characters of A.
By Proposition 2.13 there is a bijection between B and the set of characters of C * (B).
Recall that by the Gelfand-Naimark Theorem C * (B) ∼ = C 0 ( C * (B)), where C * (B) has the Jacobson topology. Recall that, given a subset of Y of C * (B), we define the closure of Y as {η ∈ C * (B) : Ker η ⊇ ρ∈Y Ker ρ}.
Proposition 2.14 (Stone's Representation Theorem). Let B be a Boolean algebra and let B be the Stone's spectrum of B. Then C * (B) and B are homeomorphic topological spaces. Therefore, C * (B) ∼ = C 0 ( B).
Proof. First recall that, using Proposition 2.13, we identify a character η of C * (B) with its associated ultrafilter ξ η . Observe that, given ξ ∈ B, we have Ker η ξ = {χ B : B / ∈ ξ}. Then, given a set Y ⊆ B, we define
Using the definitions, it is straightforward to check that
Let {A λ } λ∈Λ be a family of elements of B and let us consider V := λ∈Λ Z(A λ ). We will prove that Y := B \ V is closed in the Jacobson topology, whence every closed subset of B is also closed with respect to the Jacobson topology. Hence,
Then, the closure of Y with respect the Jacobson topology is the set
Let ξ / ∈ Y but in the closure of Y with respect to the Jacobson topology. Then,
contradicts that A λ ′ ∈ ξ. Therefore, Y is closed with respect to the Jacobson topology, as desired. So, every closed subset of B is also closed with the Jacobson topology. Now, let Y be a closed subset of B with respect the Jacobson topology, and let ξ be an ultrafilter that does not belong to Y . Therefore, we have that Ker η ξ I Y . This is equivalent to say that there exists B ξ ∈ ξ such that Z(B ξ ) ∩ Y = ∅. Thus, for every ξ ∈ B \ Y we can
is an open set because it is a union of open subsets. Therefore, Y is a closed subset of B.
Corollary 2.15. Let B be a Boolean algebra and let B be the Stone's spectrum of B. Then, given any A ∈ B, we have that I A is a compact subspace of B.
Actions on Boolean spaces and crossed products
By the previous results, it is possible to define a partial action on the Boolean C * -algebra by describing a partial action on the Boolean algebra. This gives a more intuitive way to understand the actions at the level of the C * -algebra, and to extract information of this action by understanding the dynamics of the elements of the Boolean algebra. In this section, we will introduce dynamical systems on a Boolean algebra, and define what is a Cuntz-Krieger representation of this dynamical system on a C * -algebra. Essentially, this is a generalization of a Cuntz-Krieger representation of directed graphs, considering the set of vertices the Boolean algebra, and the set of edges the partially defined actions on the vertices. Definition 3.1. Let B be a Boolean algebra, we say that a map θ : B −→ B is an action on B if θ is a Boolean algebras homomorphism with θ(∅) = ∅. We say that the action has compact range if {θ(A)} A∈B has least upper-bound, that we will denote R θ . Moreover, we say that the action has closed domain if there exists D θ ∈ B such that θ(D θ ) = R θ .
Remark 3.2. Observe that given an action θ with compact range and closed domain, there is not necessarily a unique D θ with θ(D α ) = R θ , but we will assume that in the definition there is a fixed one.
Given a set L, and given any n ∈ N, we define L n = {(α 1 , . . . , α n ) : α i ∈ L)}, and
We can also endow an order on L * as follows: given α ∈ L n and β ∈ L m , α ≤ β if and only if n ≤ m and α = β [1,n] .
In case that α ≤ β, we define β \ α := β [n+1,m] if n < m and ∅ otherwise.
Definition 3.3.
A Boolean dynamical system on a Boolean algebra B is a triple (B, L, θ) such that L is a set, and {θ α } α∈L is a set of actions on B.
the action θ α : B −→ B defined as θ α = θ αn • · · · • θ α 1 has compact range and closed domain.
Notation 3.4. Given any α ∈ L * , we will write D α := D θα and R α := R θα . Also, when α = ∅, we will define θ ∅ = Id, and we will formally assume that R ∅ = D ∅ := A∈B A, in order to guarantee that A ⊆ R ∅ for every A ∈ B.
Definition 3.5. Let (B, L, θ) be a Boolean dynamical system. Given B ∈ B we define
We say that A ∈ B is a regular set if given any ∅ = B ∈ B with B ⊆ A we have that 0 < λ B < ∞, otherwise is called a singular set. We denote by B reg the set of all regular sets where we will include ∅. Definition 3.6. A Boolean dynamical system (B, L, θ) is locally finite if given ξ ∈ B there exists A ∈ ξ such that for every B ∈ ξ the set {α ∈ L : θ α (A ∩ B) = ∅} is finite.
Observe that if |L| < ∞ then (B, L, θ) is locally finite.
Definition 3.7. A Cuntz-Krieger representation of the Boolean dynamical system (B, L, θ) in a C * -algebra A consists of a family of projections {P A : A ∈ B} and partial isometries {S α : α ∈ L} in A, with the following properties:
(1) If A, B ∈ B, then P A · P B = P A∩B and P A∪B = P A + P B − P A∩B , where
Given A ∈ B reg we have that
A representation is called faithful if P A = 0 for every A ∈ B.
Given a representation {P A , S α } of a Boolean dynamical system (B, L, θ) in a C * -algebra A, we define C * (P A , S α ) to be the sub-C * -algebra of A generated by {P A , S α : A ∈ B, α ∈ L}. A universal representation {p A , s α } of a Boolean dynamical system (B, L, θ) is a representation satisfying the following universal property: given a representation {P A , S α } of (B, L, θ) in a C * -algebra A, there exists a non-degenerate * -homomorphism π S,P : C * (p A , s α ) −→ A such that π S,P (p A ) = P A and π S,P (s α ) = S α for A ∈ B and α ∈ L. We will set C * (B, L, θ) := C * (p A , s α ). The existence of the universal representation can be found in [2] , but we will show it in a different way in Section 5: given a Boolean dynamical system (B, L, θ), we will construct a topological graph E [25] , and we will prove that there exists a one to one correspondence between Cuntz-Krieger representations of (B, L, θ) and Cuntz-Krieger representations of E. Hence, the universal C * -algebra C * (B, L, θ) is isomorphic to the universal C * -algebra O(E) associated to the topological graph E.
is the associated C * -algebra, we will call C * (B, L, θ) the Cuntz-Krieger Boolean algebra of the Boolean dynamical system (B, L, θ).
By the universality of C * (B, L, θ), there exists a strongly continuous action β : T Aut (C * (B, L, θ)) such that β z (p A ) = p A and β z (s α ) = zs α for every A ∈ B, α ∈ L and z ∈ T. The action β is called the gauge action Therefore, we can use the representation of C * (B, L, θ) as a topological graph C * -algebra to obtain a gauge uniqueness theorem [25, Theorem 4.5] .
Theorem 3.9 (Gauge Uniqueness Theorem). Let (B, L, θ) be a Boolean dynamical system and let {P A , S α } be a representation of (B, L, θ) in A. Suppose that P A = 0 whenever A = ∅, and that there is a strongly continuous action γ of T on C * (P A , S α ) ⊆ A, such that for all z ∈ T we have that γ z • π S,P = π S,P • β z . Then, π S,T is injective.
0-dimensional topological graphs
Our goal in this section is to use a topological graph E = (E 0 , E 1 , d, r) with E 0 and E 1 being second countable, locally compact 0-dimensional spaces (i.e., Hausdorff, totally disconnected and having a basis consisting of clopen sets) to construct a Boolean dynamical system. First, we should recall the definition of topological graph given in [25] . 
With these operations,
Definition 4.2.
A Toeplitz E-pair on a C * -algebra A is a pair of maps T = (T 0 , T 1 ), where
. We will denote by C * (T 0 , T 1 ) the sub-C * -algebra of A generated by the Toeplitz E-pair (T 0, T 1 ).
Given a topological graph E, we define the following 3 open subsets of E 0 :
is compact}, and
We denote by O(E) the C * -algebra is generated by the universal Cuntz-Krieger E-pair t = (t 0 , t 1 ). compactly supports E if it satisfies the conditions:
Remark 4.5. If E is a topological graph with E 0 and E 1 being second countable and locally compact 0-dimensional spaces, then it always exists {V α } α∈L that compactly supports E.
Then, we can trivially define a Boolean dynamical system. Lemma 4.6. Let E be a 0-dimensional topological graph that has a family of subsets {V α } α∈L of E 1 that compactly supports E. Then if B is the Boolean algebra of the compact and clopen subsets of E 0 , and given α ∈ L we define the θ α (A) :
Proof. It is straightforward to check that θ α is an action on B with compact range
Remark 4.7. Observe that if E is 0-dimensional topological graph, then we can construct a Boolean dynamical system. However, it is not unique, because it could exist several {V α } α∈L ⊆ E 1 satisfying the above conditions. We will see that, despite of the choice of the above pairs of sets, the C * -algebras of the associated Boolean dynamical systems are isomorphic. 
(3) This is clear using (1) and (3) Proposition 4.9. Let E be a 0-dimensional topological graph and let {V α } α∈L be a family of subsets of E 1 satisfying conditions of the Definition 4.4. Then if (B, L, θ) is the associated Boolean dynamical system defined in Lemma 4.6, given any Cuntz-Krieger E-representation (T 0 , T 1 ) on A, the family of elements of A defined by
for every A ∈ B and α ∈ L, is a representation of (B, L, θ) on A, i.e., (1) If A, B ∈ B then P A P B = P A∩B and P A∪B = P A + P B − P A∩B , where
Proof. For (1), observe that {P A } A∈B is a family of commuting projections. Then, P A∩B = P A P B and P A∪B = P A + P B − P A∩B for every A, B ∈ B follows from the fact that T 0 is a homomorphism. For (2), given A ∈ B and α ∈ L, we have that
For (3), we look at the equality
By the definition,
for any v ∈ E 0 . Since V α ∩ V β = ∅ whenever α = β, we get that this expression will sum 0 if α = β. Now, since d |Vα is a homeomorphism it follows that
For (4), we will use the Cuntz-Krieger relation
which holds whenever f ∈ C 0 (E 0 rg ). Since A ∈ B reg , by the Lemma 4.8 we have that A ⊆ E 0 rg . So, it is enough to show that
Evaluating at ξ ∈ C d (E 1 ) and e ∈ E 1 , we have that
Whenever e, e ′ ∈ V α for some α ∈ L, since d(e) = d(e ′ ) if and only if e = e ′ , this reduces to
In addition, θ α (A) = ∅ when α / ∈ ∆ A . Thus, we can omit the case clause. What remains is χ θα(A) (d(e))ξ(e) when e ∈ V α for any α ∈ L. On the other hand,
, so we are done.
Let (B, L, θ) be a Boolean dynamical system. We define E 0 to be the Stone's spectrum B of B, and E 1 to be the disjoint union
of Stone's spectrums of the principal ideals of B generated by the range R α of the actions θ α . Since B and each I Rα have a basis of clopen sets, they are 0-dimensional spaces, and since they are totally disconnected spaces they are locally compact Hausdorff spaces too. These properties are transfered to arbitrary unions of such spaces, so E 0 and E 1 are also locally compact Hausdorff 0-dimensional spaces. Also observe that, given any α ∈ L, then I Rα is a clopen and compact subset of B.
Notation 5.1. To distinguish the edge and the vertex space of the topological graph E, we will denote E 0 = {v ξ : ξ ∈ B} and
where
Given α ∈ L and A, B ∈ B with B ⊆ R α , we define the clopen and compact subsets
Proposition 5.2. Let (B, L, θ) be a Boolean dynamical system, and let E 0 = B and
for every α ∈ L and ξ ∈ I Rα , then 
It is straightforward to check that the Boolean dynamical system associated to E defined in Lemma 4.6 is (B, L, θ) again. Now, using Proposition 4.9 with the universal faithful representation (t 0 , t 1 ) of O(E), we conclude the proof.
Our next step is to prove that the faithful representation constructed in Corollary 5.3 is the universal one. To do that, we first have to look closer at the topological graph E associated to a Boolean dynamical system.
The following lemma will be useful in the sequel.
Lemma 5.4. Let (B, L, θ) be a Boolean dynamical system, and let α ∈ L and ξ ∈ I Dα . Then, given any ξ ′ ∈ I Rα such that θ α (A) ∈ ξ ′ for every A ∈ ξ, we have that ξ = {B ∈ I Dα :
Proof. The first inclusion is clear because ξ ′ contains θ α (A) for every A ∈ ξ. Now, let B ∈ B such that θ α (B) ∈ ξ ′ . Then, given any A ∈ ξ we have that θ α (A) ∈ ξ ′ . So, we have that
Lemma 5.5. Let (B, L, θ) be a Boolean dynamical system, and let E be the topological graph defined in Proposition 5.2. Then, given e ∈ E 1 α , the following statements are equivalent:
Example 5.6. Let X = N ∪ {w}, and let B be the minimal Boolean space generated by the subsets {F ⊆ N : F finite } ∪ {N \ F : F finite } ∪ {w}. We have that B is the compact space {v C i : i = 1, 2, . . . , ∞} ∪ {v ξw }, where ξ w = {A ∈ B : w ∈ A}. Let L = {α}, and define
that is an action on the Boolean space B. Therefore, (B, L, θ) is a Boolean dynamical system, and let E be its associated topological graph. Thus,
A picture of this topological graph will be as follows:
Example 5.7. Let B be the minimal Boolean algebra generated by
Let θ a , θ b and θ c be actions on B given by the following graph
We have that B = {ξ n : n ∈ Z} ∪ {ξ ∞ } where ξ n = {A ∈ B : n ∈ A} and ξ ∞ = {Z \ F : F ⊆ Z finite}. Let us consider its associated topological graph E, where
is a compact space because E 
Proof. Our strategy will be to prove that any representation
Then the universality of (t 0 , t 1 ) will induce the map η :
Then, Proposition 2.14 proves the claim. Therefore, we define
T 0 is an * -homomorphism by [9, Lemma B.1], and T 1 is a well-defined linear map since it decreases the norm. Given α, β ∈ L , A ∈ I Rα and B ∈ I R β ,
ξ and e ′ = e β ξ ′ for some α, β ∈ L, ξ ∈ I Rα and ξ ′ ∈ I R β . By hypothesis
as desired. Now let α ∈ L, A ∈ B and B ∈ I Rα . Then,
Thus, given e ∈ E 1 , and Lemma 5.5, we have that
Observe that, by Lemma 5.5 and the fact that N Av i ∩ N Av j = ∅ for i = j, we have that r(e) ∈ K if and only if there exists a unique 1
as desired. Finally, since {P A , S α } is a representation of (B, L, θ), we have that
We can use the characterization of C * (B, L, θ) as a topological graph to deduce the following results:
Our intention now is to state a gauge invariant theorem for C * (B, L, θ). By the universality of O(E), there exists a gauge action
where β is the gauge action of C * (B, L, θ) defined in Section 3. Therefore, using the above isomorphism Ψ, we will not make distinction between C * (B, L, θ) and O(E), and between their respective gauge actions β and β ′ .
Theorem 5.10. Let (B, L, θ) be a Boolean dynamical system, and let {P A , S α } be a CuntzKrieger representation of (B, L, θ) in A. Suppose that P A = 0 whenever A = ∅, and that there is a strongly continuous action γ of T on C * (P A , S α ) ⊆ A, such that for all z ∈ T we have that γ z • π S,P = π S,P • β z . Then, π S,P is injective.
Proof. The result follows by Theorem 5.8, the above comment and [25, Theorem 4.5].
Finally we will compute the K-Theory of Cuntz-Krieger Boolean algebras. To do that, we will use the above characterization as topological graph C * -algebra, and then we will use the results of Katsura [25, Section 6 ] to give a 6-term exact sequence that allows to compute the K-Theory of the Cuntz-Krieger Boolean algebra. The peculiarity of the space, that is 0-dimensional, implies that this computation reduces to computing the kernel and cokernel of a map between the K-groups of certain subspaces of the vertex spaces.
First recall that, given a topological graph E, there is a 6-term exact sequence
where ι :
is the natural map, and π r :
Let (B, L, θ) be a Boolean dynamical system, and let E be the associated topological graph. Recall that E 0 = B, that E 0 rg = B reg , and that by the Stone's Representation Theorem we have that
Observe that, since E 0 is a 0-dimensional space, we have that
where C(B, Z) is the Z-linear span of the functions defined on B by
Now, given A ∈ B reg , we have that the characteristic function χ N A ∈ C 0 (E 0 rg ), and hence 6. An * -inverse semigroup In this section we will associate to C * (B, L, θ) an * -inverse semigroup, which will help us to construct the groupoid used to represent the above algebra as a groupoid C * -algebra. In order to attain our goal we will first associate to C * (B, L, θ) a suitable * -inverse semigroup.
Definition 6.1.
Proposition 6.2. T is an * -inverse semigroup.
Proof. First notice that, given α, β ∈ L * and A ∈ B,
for every α, β ∈ L * A ∈ B with A ⊆ R α ∩ R β = ∅. Thus, T is an * -semigroup with 0.
Next, notice that for any s = s α p A s * β ∈ T , we have that s = ss * s:
and it is straightforward to check that these projections pairwise commute. Thus, T is an * -inverse semigroup by [29, Theorem 1.1.3].
Definition 6.4. We will define E(T ) to be the set of idempotents of T .
In order to go forward, we want to keep control of the natural ordering of E(T ). (
In order to prove the next property of T , we need a technical result. . Since C * (I A , α, θ α ) has a faithful representation and any representation of (I A , α, θ α ) induces a representation of (B, L, θ), we get a contradiction. Definition 6.7. A * -inverse semigroup T is E * -unitary if for every s ∈ T , e ∈ E(T ), if e ≤ s then s ∈ E(T ).
Proposition 6.8. T is a E * -unitary inverse semigroup.
Proof. We need to check the 6 possible cases:
if and only if αδ = γ = βδ, whence α = β and then
if and only if αγ = γ, i.e., α = ∅, whence
Thus,
. By Lemma 6.6 , the only possibility is that α = β, whence
α , this case is analog to case (5). Proposition 6.8 will play an important role in the sequel. We also need to determine the orthogonality of idempotents. Proof. It is a simple computation, according Proposition 6.2.
Tight representations of T.
This intermediate step will help us to connect C * (B, L, θ) with a universal C * -algebra for a suitable family of representations of T . Concretely, the goal of this section is to prove that the map
is the universal tight representation of T . Here, given a C * -algebra A, A ∼ will denote the (minimal) unitization of A, with the convention that A ∼ = A in case A already has a unit.
First we recall some definitions from [13] .
z ≤ x for all x ∈ X and z⊥y for all y ∈ Y } .
(2) Given any F ⊆ E, we say that Z ⊆ F is a cover for F if for every 0 = x ∈ F there exists z ∈ Z such that zx = 0. Z is cover for y ∈ E if it is a cover for F = {x ∈ E : x ≤ y}. (3) A representation ϕ of E is tight if for every X, Y ⊆ E finite subsets, and for every finite cover
where " " refers to the operation of taking supremum of a commuting set of projections.
Remark 7.2. In terms of the algebra, identity ( †) above becomes
and so, when looking for the tightness of a map, we shall assume that we are working with unital algebras, by using the unitization of an algebra when necessary.
Next result will help us to determine when a representation ϕ is tight. . If ϕ is a representation of E which satisfies :
(2) E admits no finite cover, then ϕ is tight if and only if for every x ∈ E and for every finite cover Z ⊆ E for x, z∈Z ϕ(z) ≥ ϕ(x) .
In order to apply Proposition 7.3 to our case, first observe that C * (B, L, θ) is unital if and only if B is a unital Boolean algebra, with suprema 1, and in this case p 1 will be a finite cover for T . If C * (B, L, θ) is not unital, then we have that {p A } A∈B is an approximate unit of projections. In particular, given a finite set Y of elements of E, there exists A such that p B ep B = e for every e ∈ Y and B ∈ B with A ⊆ B. Now, let X ⊆ E be a finite cover. Then, X is of the form
.
Let us define
is not unital, and hence B has not suprema, there exists ∅ = D ∈ B with C ∩ D = ∅. Therefore
Then, Corollary 7.4. Proposition 7.3 apply to E(T ) for every (B, L, θ).
Next step is to identify finite covers for Σ x = {y ∈ E(T ) : y ≤ x}, x ∈ E(T ). But first a (probably well known) result.
Lemma 7.5. Let T be any * -inverse semigroup, and let E(T ) its semilattice of idempotents. Let x ∈ E and s ∈ S such that x ≤ s * s. Then {e 1 . . . , e n } is a finite cover for Σ x if and only if {se 1 s * , . . . , se n s * } is a finite cover for Σ sxs * . Now, we need to fix a concept.
Definition 7.6. Given ∅ = A ∈ B, we define an expansion of A to be a finite set {α 1 , . . . , α n } ⊆ L * such that θ α i (A) = ∅ for every 1 ≤ i ≤ n. Moreover, we say that an expansion of A is complete if α i α j and α j α i whenever i = j, and for every β ∈ L * with θ β (A) = ∅ there exists i such that either α i ≤ β or β ≤ α i . Equivalently, {α 1 , . . . , α n } is a complete expansion for
Definition 7.7. Given ∅ = A ∈ B, and n ∈ N, we define
Definition 7.8. Given a cover Z of Σ, we say thatẐ is a refinement of Z ifẐ is a cover of Σ, and for every element x ∈Ẑ there exists y ∈ Z with x ≤ y.
7.9. Now we will analyse how look like the finite covers of Σ x for x = p A and x = s α p A s * α . By Lemma 7.5 it will be enough to look at x = p A . Then a finite cover for Σ x has the form
Observe that we can joint all the idempotents {p
∈ B reg , it means that there exists C ⊆ A \ B with either λ C = 0 or λ C = ∞. If λ C = 0 then we have that
contradicting the fact that Z is a cover of p A . If λ C = ∞, there exists β ∈ L such that β γ i for 1 ≤ i ≤ m. Thus, if we consider the element
and moreover, since p A · s β p θ β (C) s * β = p A · p C s β s * β = 0, this contradicts that Z is a cover for Σ x . Therefore, A \ B must be in B reg for Z to be a cover.
Notice that p B covers all the elements of Σ x that are dominated by p A∩B . Thus, without loss of generality, we can assume that
, since Z ⊆ Σ x with θ γ i (A) = ∅ for every 1 ≤ i ≤ n, where x = p A with A ∈ B reg , and that γ i = γ j whenever i = j.
Next, we see that {γ i } n i=1 must contain a complete expansion for A. Otherwise, there exists β ∈ L * with θ β (A) = ∅ with α i β and β α i for every 1 ≤ i ≤ n, and then
= 0 for every 1 ≤ i ≤ n, contradicting that Z is a cover for p A . We relabel the complete expansion as γ 1 , . . . , γ l for some 1 ≤ l ≤ n. We can also take it minimal, so for every k ≥ l there exists 1 ≤ i ≤ l with γ i ≤ γ k .
Another important observation is that
is the element that leads to contradiction with Z being a cover of p A . Now suppose that there exists E i ⊆ D i with λ E i = ∞. Then, there exists β ∈ ∆ E i such that γ i β γ i for every γ j with l + 1 ≤ j ≤ n. Thus, the element s γ i β p θ β (E i ) s * γ i β is the element that leads to contradiction with Z being a cover of p A .
We also have that, given γ i with 1 ≤ i ≤ l such that γ i γ j for every j ≥ l + 1, it must be
is the element that leads to contradiction with Z being a cover of p A . Now, we define A i := θ γ i (A) \ C i for those i ≤ l such that A i = ∅. So, there exist γ i 1 , . . . , γ i k(i) with γ i γ i j for 1 ≤ j ≤ k(i), and we define E i,j := C i j for 1 ≤ j ≤ k(i). We can relabel the A i s as A 1 , . . . , A m , and if we define β i,j := γ i j \ γ i for 1 ≤ j ≤ k(i), then the sets
} are finite covers of p A i for 1 ≤ i ≤ m. Now, must proceed as above with this new covers as many time as we need, and since they are finite covers, each step will have less elements than the previous. So, in a finite number of steps, there will be a refinement of the cover that will contain a complete expansion {γ i } of A with C i = θ γ i (A).
Summarizing
Lemma 7.10. If Z ⊆ Σ x is a finite cover for x ∈ E(T ), there exists a refinement ofẐ of Z such that:
(1)Ẑ ⊆ Σ x is a finite cover,
The elements inẐ are pairwise orthogonal,
z∈Z ρ(z) = ẑ∈Ẑ ρ(ẑ) for every representation ρ of E(T ).
We are ready to prove the main result of this section. Notice that, because of Remark 7.2, we need to require to the universal algebra for tight representations of T being unital. Hence, we have the following Theorem 7.11. The representation ι : T −→ C * (B, L, θ) ∼ is the universal tight representation of T .
Proof. First notice that, because of Corollary 7.4 and Lemma 7.10, the representation ι : T → C * (B, L, θ) ∼ is tight. Now, let A be any unital C * -algebra, and suppose that ρ : T → A is a tight representation. Considerŝ a := ρ(s a ) for every a ∈ L, andp A := ρ(p A ) for every A ∈ B. Then, {ŝ a : a ∈ L} ∪ {p A : A ∈ B} ⊂ A, and clearly:
(1) {p A : A ∈ B} is a set of projections in A.
(2) {ŝ a : a ∈ L} is a set of partial isometries in A.
Since ρ is a * -homomorphism of semigroups, we clearly have that:
(1)p ApB =p A∩B for every A, B ∈ B.
(2)p Aŝa =ŝ apθa(A) for every a ∈ L and A ∈ B. (3)ŝ * aŝ b = δ a,bpRa for every a, b ∈ L. In order to prove the two remaining identities, we will use the fact that ρ is tight: 
so we are done.
Thus, by the Universal Property of C * (B, L, θ), there exists a unique * -homomorphism
Since ψ • ι = ρ, the universality of ι is proved.
The tight groupoid of T
In this section we will benefit of the previous work to construct a groupoid G such that C * (B, L, θ) ∼ = C * (G). Now, we proceed to recall the construction of G tight (T ). Let us recall the construction in a generic form (see e.g. [18] ):
• If T is an inverse semigroup, then E = E(T ) = {idempotents of T } is a semilattice with ordering e ≤ f if and only if ef = e, and e ∧ f = ef . It extends to an order in S, s ≤ t if and only if s = ts * s = ss * t. We denote by e⊥f if and only if ef = 0, and e ⋓ f if and only if ef = 0.
• A character on E is a nonzero map φ : E → {0, 1} with φ(0) = 0, and φ(ef ) = φ(e)φ(f )
for every e, f ∈ E. We denote the set of characters by E 0 . This is a topological space when equipped with the product topology inherited from {0, 1} E . Since the zero map does not belong to E 0 , it is a locally compact space and totally disconnected Hausdorff space.
• A filter in E is a nonempty subset η ⊆ E such that:
(
• Given a filter η,
is a character. Conversely, if φ ∈ E 0 , then η φ = {e ∈ E|φ(e) = 1} is a filter. These correspondences are mutually inverses.
• A filter η is a ultrafilter if it is not properly contained in another filter. We denote E ∞ ⊆ E 0 the space of ultrafilters.
• Tight filters are defined in analogy with tight representations. The set of tight filters (tight spectrum) is a closed subspace E tight of E 0 , containing E ∞ as a dense subspace.
• We can define a standard action of T on E 0 as follows:
(1) For each e ∈ E, D β e = {φ ∈ E 0 : φ(e) = 1}, (2) given s ∈ T ,
When working with filters, D β e = {η ∈ E 0 |e ∈ η} while β s (η) = {f ∈ E : f ≥ ses * for every e ∈ η}.
• β restricts to an action of T on ultrafilters and on tight filters. Moreover, if we restrict our attention to the case of the inverse semigroup T being countable (which corresponds to the requirement that both B and L are countable), then we can prove the following facts
Proof. Since T is countable, the result holds by Definition 3.7, Corollary 7.12 and [15, Theorem 2.4], because C * (G tight (T )) is the closed * -subalgebra of C * (G tight (T )) ∼ generated by {1 s : s ∈ T }, and this algebra is isomorphic to C * (B, L, θ) because of Corollary 6.3. Proof.
, and thus C * red (G tight (T )) is nuclear. Hence, the result holds by [6, Theorem 5.6.18] . Suppose that B and L are countable. Then, since G tight (T ) is the tight groupoid of an countable * -inverse semigroup, G tight (T ) is anétale, second countable, topological groupoid [13] . Notice that Lemma 8.5 proves Corollary 5.9(3) using groupoids instead of topological graphs.
Simplicity of
In this section we will characterise when C * (B, L, θ) is simple, using information from G tight (T ). To this end, we use a result of [5] . (1) G is minimal and essentially principal,
If B and L are countable then, since G tight (T ) is the tight groupoid of an countable * -inverse semigroup, G tight (T ) is anétale, second countable, topological groupoid [13] . We know that G tight (T ) is Hausdorff and amenable. Hence, we need only to take care of G tight (T ) being essentially principal and minimal. As G tight (T ) is the tight groupoid of an inverse semigroup, we can benefit of the results of [18] for this task.
9.1. Essentially principal groupoids. In this subsection we take care of the essential principal property. For this and related properties we refer to [18, Section 4] . In particular, we skip the definitions.
Recall the following facts. . Let s ∈ T , e ∈ E(T ) such that e ≤ ss * . Then, we say that:
(1) e is fixed under s if se = e.
(2) e is weakly fixed under s, if sf s * ⋓ f for every f ∈ E(T ) \ {0} and f ≤ e. (1) β : T E tight is topologically free. (2) for every s ∈ T and every e ∈ E(T ) weakly fixed under s, there exists F ⊆ Σ e finite cover consisting of fixed elements.
Definition 9.5. Let (B, L, θ) be a Boolean dynamical system.
(1) We say that the pair (α, A) with α = α 1 · · · α n ∈ L n , n ≥ 1, and ∅ = A ∈ B with A ⊆ R α , is a cycle if given k ∈ N ∪ {0} we have that θ α k (A) = ∅ and for every
(2) A cycle (α, A) has no exits if given any k ∈ N ∪ {0} we have that θ α k α 1 ···αt (A) ∈ B reg with ∆ θ α k α 1 ···α t (A) = {α t+1 } for t < n and θ α k+1 (A) ∈ B reg with ∆ θ α k+1 (A) = {α 1 }. Proposition 9.6. Let (B, L, θ) be a Boolean dynamical system, and let E be the associated topological graph defined in Proposition 5.2. Let (α, A) be a cycle, then N A is an open subset of E 0 such that every point x ∈ N A is a base for a loop. Moreover, if (α, A) is a cycle without exits then every point x ∈ N A is a base for a loop without entrances.
Proof. Let (α, A) be a cycle, then given k ∈ N ∪ {0} and ∅ = B ⊆ θ α k (A) we have that B ∩ θ α (B) = ∅. Without lost of generality we can suppose that α ∈ L 1 . We claim that θ α (A) = A. Indeed, first suppose that
that contradicts the hypothesis. Thus, θ α (A) = A. In particular observe that θ α (B) = B for every B ⊆ A, so (θ α ) |I A = Id.
Then using the definition of E in Proposition 5.2 it follows that every point in N A is a basis for a loop. Moreover, if (α, A) is a cycle without exits then the loops with base point in N A have no entrances.
Then we can visualise condition (L B ) in terms of the groupoid.
Theorem 9.7. The following are equivalent:
( Proof. (2) ⇔ (3) by Theorem 9.2. For (1) ⇔ (2) First, let s ∈ T . If it satisfies condition (2) in Theorem 9.4, then for any idempotent g ∈ F we have that sg = g, equivalently g ≤ s. So, when s = h ∈ E(T ), condition (2) in Theorem 9.4 always holds (just take F = {e}). But since T is a E * -unitary by Proposition 6.8, no element in T \ E(T ) can satisfy condition (2) in Theorem 9.4, as g ≤ s imply that s ∈ E(T ). Hence, condition (2) in Theorem 9.4 is equivalent to the statement: ∀s ∈ T \E(T ) and ∀0 = e ∈ E(T ) with e ≤ s * s , there exists 0 = f ≤ e such that sf s * ·f = 0 .
We will separate 3 cases:
(1) Case s = s α p A with A ⊆ R α : Then, let e ≤ s * s = p A . Thus, without loss of generality, we can assume e = p A and f ≤ p A . By Lemma 6.5, f = s β p B s * β with ∅ = B ⊆ θ β (A) ⊆ R αβ . Without loss of generality, we can assume that |α| < |β|. Then
implies β = αβ. Assuming |α| < |β|, we have thatβ = αβ ′ and by recurrence
Since |β| < ∞, β must be α k for some k ∈ N, and thus 0 = sf s
is equivalent to β = α k and B ∩ θ α (B) = ∅. But this is equivalent to say that (α, A) is a cycle without exits. This prove the equivalence for this case. If B and L are countable, this picture allows to prove an analog of the Cuntz-Krieger Uniqueness Theorem for labelled graph C * -algebras [2, Theorem 5.5] in our context. In order to prove such a theorem, we need to recall some facts:
Remark 9.8. Suppose that B and L are countable. Then:
(1) By [18, Proposition 2.5], the set {D e : e ∈ E(T )} is a basis of E tight (T ) by clopen compact sets. : e ∈ E} ∼ = E tight , the set {Θ(e, D e ) : e ∈ E(T )} is a basis of the topology of G tight (T ) (0) . Now, we are ready to prove our theorem. be its associated C * -algebra. Then, for any * -homomorphism π : C * (B, L, θ) → B, the following are equivalent:
(1) π(s α P A s * α ) = 0 for every ∅ = A ∈ B with A ⊆ R α . (2) π is injective.
Proof. By Lemma 8.2, Lemma 8.4 and Theorem 9.7, be can apply [16, Theorem 4.4 ] to C * (G tight (T )). Thus, in order to conclude our result, it is enough to prove that
is injective if and only if π(s α P A s * α ) = 0 for every ∅ = A ∈ B with A ⊆ R α . By Remark 9.8(2), if
Conversely, suppose that π(s α P A s * α ) = 0 for every ∅ = A ∈ B with A ⊆ R α . If there exists 0 = f ∈ C 0 (G tight (T ) (0) ) such that π(f ) = 0, then by Remark 9.8(4) there exists e ∈ E(T ) such that Θ(e, D e ) ⊆ supp(f ), whence π(e) = 0, contradicting the assumption. So we are done. Now we are going to prove that condition (L B ) is also a necessary condition to apply the Cuntz-Krieger uniqueness theorem.
Proposition 9.10. Let (B, L, θ) be a Boolean dynamical system that does not satisfy condition (L B ). Then there exists a faithful representation {P
Proof. Let E be the associated topological graph defined in Proposition 5.2. Since (B, L, θ) does not satisfy condition (L B ), there exists a cycle without exits (α, A). Then by Proposition 9.6 we have that E is not a topologically free graph (see [26, Definition 6.6] ). Then identifying C * (B, L, θ) with the topological graph C * -algebra O(E) (Theorem 5.8) and using [26, Theorem 6.14], it follows the result. 9.2. Minimal groupoids. In this subsection we deal with the question of minimality of the groupoid. As in the previous subsection, we refer [18, Section 5] for definitions and results. We will use the following (
is an outer cover for e.
By analogy with the case of graph C * -algebras, we propose the following definition:
Definition 9.12. We say that (B, L, θ) is cofinal if for every ∅ = A ∈ B and for every ζ ∈ E tight there exist α, β ∈ L * such that s α p θ β (A) s * α ∈ ζ.
Recall that given e ∈ E, we define the cylinder set of e in E tight as Z(e) := {ζ ∈ E tight : e ∈ ζ} .
For every e ∈ E, Z(e) is a compact open subset of E tight .
Then, we have Proposition 9.13. The following statements are equivalent:
Proof. First, we will prove that cofinality implies condition (3) in Theorem 9.11. For this end, suppose that e = s α p A s * α and f = s β p B s * β . Since A ⊆ R α we have
As every cover of p Dα is a cover of s α p A s * α , we can assume without loss of generality that e = p A for some A ∈ B. Since p B = s * β f s β , we can assume without loss of generality that f = p B for some B ∈ B.
Given ξ ∈ Z(p A ), cofinality implies that there exist α ξ , β ξ ∈ L * such that
Hence,
Since Z(p A ) is compact, there exist α ξ 1 , . . . , α ξ n , β ξ 1 , . . . , β ξ n such that
).
By [18, Proposition 3.7] , this is equivalent to say that {s
Thus, the result holds for
). Now, we will prove that condition (3) in Theorem 9.11 implies cofinality. For this end, take any ∅ = A ∈ B and any ξ ∈ E tight . By the argument at the start of this proof, there exists ∅ = B ∈ B such that p B ∈ ξ. By condition (3) in Theorem 9.11, there exists
is an outer cover for p B . Without loss of generality, we can assume that
for every 1 ≤ i ≤ n. By multiplying by p B , we conclude that
is a finite cover for p B . Since ξ is tight and p B ∈ ξ, then there exists 1 ≤ j ≤ n such that
by [18, (2.10)]. As ξ is a filter and
Our next goal is to give a characterization of the cofinality of (B, L, θ) in terms of the elements in B and the actions θ. First we need the following definitions. Definition 9.14. We say that an ideal I of B is hereditary if given A ∈ I and α ∈ L then θ α (A) ∈ I. We also say that I is saturated if given A ∈ B reg with θ α (A) ∈ I for every α ∈ ∆ A then A ∈ I.
Given a collection I of elements of B we define the hereditary expansion of I as
Clearly, H(I) is the minimal hereditary ideal of B containing I. Also, we define the saturation of I, denoted by S(I), to be the minimal ideal of B generated by the set
defined by recurrence on n ∈ Z + as follows:
Observe that if I is hereditary, then S(I) is also hereditary. Therefore, given a collection I of elements of B, S(H(I)) is the minimal hereditary and saturated ideal of B containing I.
We set
Theorem 9.15. Let (B, L, θ) a Boolean dynamical system. Then the following statements are equivalent:
(1) The only hereditary and saturated ideals of B are ∅ and B, (2) Given A, B ∈ B, there exists C ∈ B reg ∪ {∅} such that (a) B \ C ∈ H(A), and
Proof. First observe that (3) ⇔ (4) ⇔ (5) follows from Theorem 9.11 and Proposition 9.13.
(1) ⇒ (2). Suppose that the only hereditary and saturated are ∅ and B. Then, given A = ∅ we have that S(H(A)) = B. By definition,
Since S(H(A)) = B, by definition of saturation we have that B = {C ∪D : C ∈ H(A) and D ∈ B reg }. Thus, given any B ∈ B, there exists D ∈ H(A) such that C := B \ D ∈ B reg , and there exists n ∈ N such that C ∈ S [n] (H(A)). Therefore, for every α ∈ L ∞ , we have that
(2) ⇒ (3). Without loss of generality, we can assume that f = p A and e = p B for some ∅ = A, B ∈ B. By hypothesis, there exists C ∈ B reg ∪ {∅} such that B \ C ∈ H(A). So, there
, we can reduce the proof to the case that e = p C . Now, if θ γ (C) ∈ H(A) for every γ ∈ ∆ C and C ∈ B reg , we have that C ∈ S [1] (H(A)), whence we can find a finite cover for p C . Otherwise, there exists γ 1 ∈ ∆ C such that θ γ 1 (C) / ∈ H(A). Now, we repeat the argument to find a finite cover for p θγ 1 (C) . By recurrence, we either construct a finite path γ = γ 1 · · · γ m such that θ γ (C) ∈ H(A), or we construct an infinite path α ∈ L ∞ such that α [1,k] (C) / ∈ H(A) for every k ∈ N. In the first case we obtain a finite cover for p C . In the second case we get an infinite path, contradicting the hypothesis. So we are done.
(3) ⇒ (1). Let ∅ = A ∈ B. We want to prove that S(H(A)) = B. If we take ∅ = B ∈ B then, by hypothesis, there exist s 1 , . . . , s n such that {s i f s *
is an outer cover for p B . So,
We set N 1 := max {|α i | : i = 1, . . . , n}. Since only regular sets can have finite covers, it must exists C ∈ B reg such that
So we have that
, and C ∈ B reg . Thus, we can assume that B ∈ B reg and α i = ∅ with
. Now, we label ∆ B = {γ 1 , . . . , γ m }, and relabel {α i } so that there exist 0 = j 0 < j 1 < j 2 < · · · < j m = n with γ k ≤ α i for every j i−1 < k ≤ j i and γ k α i otherwise. Then, we have that
or equivalently
Observe that we have |α k \ γ i | < |α k |. Thus, we can assume that
with N 2 := max {|α i | : i = 1, . . . , n} = N 1 − 1 < N 1 . By hypothesis, we can also assume that θ γ (A) ∈ B reg for every γ ∈ ∆ B . Therefore, after repeating this process N 1 times, we prove that p θγ (B) ∈ B reg for every γ ∈ ∆ 
Gauge invariant ideals
Now, using the characterization of the Cuntz-Krieger Boolean C * -algebras as topological graph C * -algebras explained in Section 5, we will use the work of Katsura [26] to determine the gauge invariant ideals of the Cuntz-Krieger Boolean C * -algebras. We will restrict for simplicity, to the class of locally finite Boolean dynamical systems (see definition 3.6).
Given a Boolean dynamical system (B, L, θ), we will denote by E (B,L,θ) the associated topological graph defined in Proposition 5.2. If there is no confusion, we will just write E.
0 implies r(e) ∈ X 0 for each e ∈ E 1 , and to be negatively invariant if for every v ∈ X 0 ∩ E 0 rg there exists e ∈ E 1 with r(e) = v and d(e) ∈ X 0 . A subset X 0 of E 0 is called invariant if X 0 is both positively and negatively invariant.
Observe that a subset X 0 of E 0 is positively invariant if and only if E 0 \ X 0 is hereditary, and it is negatively invariant if and only if E 0 \ X 0 is saturated. Proof. Suppose that H is a hereditary ideal of B. Let v ξ ∈ Y , so there exists A ∈ H such that v ξ ∈ N A , and suppose that there exists α ∈ L such that v ξ ∈ r(E
As A ∈ H, by hypothesis θ α (A) ∈ H, and therefore
Conversely, suppose that Y := A∈H N A is a hereditary subset of E 0 , and suppose that there exists A ∈ H such that θ α (A) / ∈ H. We claim that there exists an ultrafilter ξ of B such that A ∈ ξ and θ α (B) / ∈ H for every B ∈ ξ. Indeed, let us consider the set Γ of all the filters ξ of B such that A ∈ ξ and θ α (B) / ∈ H for every B ∈ ξ. Γ is a partially ordered set with the inclusion.
First observe that Γ = ∅, because the minimal filter containing A belongs to Γ. Now, let {ξ n } n∈N be an ascending sequence of filters of Γ. ξ = n∈N ξ n is clearly a filter from Γ with ξ n ⊆ ξ for every n ∈ N. Then, by Zorn's Lemma, there exist maximal elements in Γ. If ξ is a maximal element of Γ, we claim that ξ is an ultrafilter of B. Indeed, we only have to check condition F3. Let B ∈ ξ, and let C, C ′ ∈ B \ {∅} such that B = C ∪ C ′ and
But by the above arguments, we have that θ α (B ∩ D ∩ G) ∈ H because H is an ideal, a contradiction. Therefore, we can assume that θ α (C ∩ D) / ∈ H for every D ∈ ξ. Now, we construct the filter ξ ′ = {B ∈ B : C ∩ D ⊆ B for some D ∈ ξ}. We clearly have that ξ ′ ∈ Γ with ξ ξ ′ , contradicting with the maximality of ξ. Thus, ξ is an ultrafilter of B, as desired. Now, we claim that there exists an ultrafilter ξ ′ of B such that θ α (B) ∈ ξ ′ for every B ∈ ξ and C / ∈ H for every C ∈ ξ ′ , where ξ is the ultrafilter constructed above. Let Γ ′ be the set of all filters of B satisfying the above requirements. We have that Γ ′ = ∅ since the filter D = {C :∈ B : θ α (B) ⊆ C for some B ∈ ξ} belongs to Γ ′ . Also, Γ ′ is a partially ordered set with the inclusion, and clearly every ascending sequence of filters of Γ ′ has an upperbound. By the Zorn's Lemma, Γ ′ has maximal elements. Let ξ ′ be a maximal element. We claim that ξ ′ is an ultrafilter of B. Indeed, we only have to check condition F3.
By the same argument we have that
but since H is an ideal, we have that C ∩ G ∩ G ′ ∈ H, a contradiction. Therefore, suppose that ∅ = D ∩ G / ∈ H for every G ∈ ξ ′ . Then, we can define the filter ξ ′′ = {C ∈ B : D ∩ G ⊆ C for some G ∈ ξ ′ }. We have that ξ ′′ ∈ Γ ′ and ξ ′ ξ ′′ , contradicting the maximality of ξ ′ . Thus, ξ ′ is an ultrafilter, as desired. Proof. First, suppose that H is a saturated subset of B, and let ξ ∈ B such that v ξ ∈ E 0 rg . Recall that
We claim that, for every α ∈ L such that θ α (A) = ∅ for every A ∈ ξ, there exists A ∈ ξ such that θ α (A) ∈ H. Indeed, suppose that there exists α ∈ L such that θ α (A) / ∈ H for every A ∈ ξ. Let Γ the set of all filters F of B such that θ α (A) ∈ F and θ α (A) / ∈ H for every A ∈ ξ. Then, F = {B ∈ B : θ α (A) ⊆ B for some A ∈ ξ} is a filter in Γ, whence Γ = ∅. We have that Γ is a partially ordered set with the inclusion, and it is clear that Γ contains an upper-bound for every ascending chain. Therefore, by the Zorn's Lemma, Γ has maximal elements. Given any maximal element ξ ′ ∈ Γ, we have that ξ ′ is an ultrafilter. Therefore, we have that ξ ′ / ∈ I B for every B ∈ H, and hence v ξ ′ / ∈ Y . Moreover, by Lemma 5.4 we have that r(e α ξ ′ ) = v ξ . But this contradicts the hypothesis that d(r −1 (v ξ )) ⊆ Y . Thus, there exists A ∈ ξ such that θ α (A) ∈ H. Then, given any α ∈ L such that θ α (A) = ∅ for every A ∈ ξ, there exists A α ∈ ξ such that θ α (A α ) ∈ H. Now, since v ξ ∈ E 0 rg , there exists A ∈ ξ such that λ A < ∞, and given any B ∈ B with
A α ∈ ξ, we can suppose that θ α (A) ∈ H for every α ∈ ∆ A . Then, since H is saturated, we have that A ∈ H, and hence v ξ ∈ N A ⊆ Y . Thus, Y is a saturated subset of E 0 . Conversely, suppose that Y is a saturated subset of E 0 , and let H be an ideal of B. Let A ∈ H and regular such that {θ α (A) : α ∈ L} ⊆ H. We claim that for every ultrafilter ξ ∈ I A there exists B ξ ∈ H with ξ ∈ I B ξ . Indeed, since A is regular, we have that v ξ ∈ E 0 rg . Moreover, since {θ α (A) : α ∈ L} ⊆ H, we have that d(r −1 (v ξ )) ⊆ Y . Therefore, since Y is saturated, it follows that v ξ ∈ Y , so B ξ ∈ ξ for some B ξ ∈ H, as desired.
Let ξ ∈ I A . By the above claim, there exists B ξ ∈ H with ξ ∈ I B ξ , and then A∩B ξ ∈ ξ ∩H and N A ∩ N B ξ = N A∩B ξ . Therefore, N A = ξ∈ I A N A∩B ξ . But since I A is compact by Corollary 2.15, we have that N A = N A∩B ξ 1 ∪ · · · ∪ N A∩B ξn for some n ∈ N. Hence, it is easy to check
(A ∩ B ξ i ). As A ∩ B ξ i ∈ H for every i = 1, . . . , n, and H is an ideal, it follows that A ∈ H, as desired. Let X 0 be an invariant space of E 0 . If we define
is also a topological graph.
Proposition 10.8. Let (B, L, θ) be a Boolean dynamical system, and let E = E (B,L,θ) be the associated topological graph. Given a hereditary and saturated ideal H of B, define
Proof. Since E 0 = B and . With these identifications, it is clear that the maps d and r are the corresponding ones.
rg . Lemma 10.9. Let (B, L, θ) be a locally finite Boolean dynamical system, then the associated topological graph E is row-finite.
and E 0 rg = {v ξ ∈ E 0 |∃A ∈ ξ , ∀B ⊆ A we have that 0 < λ B < ∞} .
The inclusion E 0 rg ⊆ r(E 1 ) is always valid, and the converse is obvious by locally finiteness of the Boolean dynamical system. Given a Boolean dynamical system (B, L, θ) and a hereditary and saturated set H of B, we define I H as the ideal of C * (B, L, θ) generated by the projections {p A : A ∈ H}. Conversely, given an ideal (1) I is a gauge-invariant ideal, 
Examples
Our motivation to define the Boolean Cuntz-Krieger algebras was to study the labelled graph C * -algebras from a more general point of view. Therefore, our first example will be how, given a Labelled graph, to construct a Boolean dynamical system. Besides of that, as we showed that the Boolean Cuntz-Krieger algebras are 0-dimensional topological graphs, the C * -algebras that we can construct as Boolean Cuntz-Krieger algebras includes homeomorphism C * -algebras over 0-dimensional compact spaces, and graph C * -algebras, among others [25] . Finally, we present the C * -algebras associated to one-sided subshifts as Cuntz-Krieger Boolean algebras, and apply our result about simplicity.
Example 11.1. (Weakly left-resolving labelled graphs) First, we refer the reader to [1, 2, 3] for the basic definitions and terminology about labelled graphs C * -algebras. Let (E, L, B) be a labelled graph, where E is a directed graph, L : E 1 → A is a labelling map over an alphabet Since B is an accommodating set we have that r(α) ∈ B for every α ∈ L, that we will call R α = r(α). Moreover, we will assume that there exists D α ∈ B such that r(D α , α) = r(α) for every α ∈ L.
Then the triple (B, L(E 1 ), θ), where θ α := r(−, α) for every α ∈ L, is a Boolean dynamical system, and
. Now we are going assume that the graph E has no sinks or sources, and that the labelled graph (E, L) is receiver set-finite, set-finite and weakly left-resolving (see [2] ). Let B be the Boolean algebra generated by {R α : α ∈ L * }, and given l ∈ N we define Ω l := {x F ∈ B : F ⊆ L ≤l } where
that is well-defined because [2, Lemma 2.3]. We set Ω := ∞ l=1 Ω l . Given any F ⊆ L ≤l we have that x F ∈ B, and that for every A ∈ B there exist k ∈ N and x 1 , . . . , x n ∈ Ω k such that A = n i=1 x i (c.f. [2, Proposition 2.4]). Thus, the Boolean algebra generated by Ω is B. Observe that given F ⊆ L ≤l x F = {v ∈ E 0 : v ∈ r(α) for every α ∈ F, but v / ∈ r(β) if β / ∈ F }.
Two vertices v, w ∈ x F are called l-past equivalent. The set of l-past equivalent vertices to v is denoted by [v] l . Thus, for every x ∈ Ω l there exists v ∈ E 0 such that [v] l = x. We will determine the cycles of the above defined Boolean dynamical system (B, L(E 1 ), θ). Let (α, A) be a cycle, where α = α 1 · · · α n ∈ L n and ∅ = A ⊆ R α = r(α). Then ∅ = r(A, α k ) ⊆ r(α k ) for every k ∈ N 0 , and given ∅ = B ⊆ r(A, α k ) we have that B ∩ r(B, α) = ∅. Given l ∈ {0, . . . , n − 1} we define A l := r(A, α 1 · · · α l ), where A 0 := A and α 0 := α. Then since (α, A) is a cycle without exits we have that (A l , α l+1 · · · α n α 1 · · · α l ) is also cycle and ∆ A l = {α l+1 } for every 0 ≤ l ≤ n − 1. Then, as it is shown in the proof of Proposition 9.6, given any B ⊆ A l we have that r(B, α l+1 · · · α n α 1 · · · α l ) = B for every 0 ≤ l ≤ n − 1. Therefore, that given 0 ≤ l ≤ n − 1 and v ∈ A l then v ∈ r((α l+1 · · · α n α 1 · · · α l ) k ) for every k ∈ N. In particular, given any v ∈ A l and k ∈ N with [v] k ⊆ A l we have that r([v] k , α l+1 · · · α n α 1 · · · α l ) = [v] k , and r([v] k , β) = ∅ whenever β = α l+1 .
Then (A, α) with A ∈ B and α ∈ L n is a cycle without exits if given l ∈ {0, . . . , n − 1} and v ∈ A l there exists e ∈ E n with r(e) = v such that v ∼ k s(e) for every k ∈ N. Moreover this path e ∈ E n must satisfy L(e) = α l+1 · · · α n α 1 · · · α l . Observe that if (E, L, B) is left-resolving the above e is unique. Therefore, since C * (B, L, θ) is unital and has non-finitely generated K-theory.
Example 11.3. Let X be a Cantor set, and let Y, Z ⊆ X be compact clopen subsets, and let ϕ : Y → Z be a homeomorphism. Letφ : C(Z) → C(Y ) the induced isomorphism. We define B as the Boolean algebra of the compact and clopens of X, and L = {α} with the single action θ α : B → B defined as θ α (A) := ϕ −1 (A) for every A ∈ B. Whence θ α has compact range, with R α = Y , and compact domain because θ α (Z) = Y . Then C * (B, L, θ) is generated by projections {p A } A∈B and a partial isometry s α such that p A s α = s α p ϕ −1 (A) , s * α s α = p Y and s α s * α = p Z . since Z ∈ B reg . Then C * (B, L, θ) is isomorphic to the partial automorphism crossed product C * (C(X),φ) (see [12] ). Moreover, observe that if ϕ is minimal, i.e. all the orbits are dense, then (B, L, θ) satisfies condition (L B ) and minimality. The converse is also obvious.
Example 11.4. (Algebras associated with one-sided subshifts) In this section we are going to study the C * -algebra associated with a general one-sided subshift [8, 10] . Given a one-sided subshift (X, σ) with a finite alphabet Σ, we define the subsets C(α) = {x ∈ X : αx ∈ X} for α ∈ Σ * , where C(∅) = X. Let B X be the minimal Boolean subalgebra of 2 X generated by the subsets {C(α) : α ∈ Σ * }. Given l ∈ N and x, y ∈ X, we say that x and y are l-past equivalent, written x ∼ l y, if given z ∈ Σ ≤l we have that zx ∈ X if and only if zy ∈ X .
We denote by [x] l the set of all the point of X that are l-past equivalent to x. Observe that and that B X is generated by {[x] l : x ∈ X , l ∈ N}. Now given α ∈ Σ we define θ α as the action that extends θ α (C(a)) = C(aα) for a ∈ Σ * to B X . Observe that R α = θ α (C(∅)) = C(α), so θ α is an action with compact range and domain. Then C * (B X , Σ, θ) is the universal algebra generated by {p A } A∈B X and {s α } α∈Σ satisfying:
(1) The map C(α) → p C(α) for α ∈ L * , extends to a map of Boolean algebras, (2) s * α s α = p C(α) for every α ∈ Σ, (3) p A s α = s α p θα(A) for A ∈ B X , (4) given A ∈ (B X ) reg then
First observe that given α, β ∈ Σ using (3) we have that s From the observation that every nonempty element C(α) ∈ B X is regular, it follows that every ∅ = A ∈ B X is also regular. Thus, condition (4) is equivalent to 1 = α s α s * α .
Therefore, we have that C * (B X , Σ, θ) is isomorphic to the C * -algebra O X associated to a one-sided subshift.
Our task will be first to determine the cycles of the Boolean system (B X , Σ, θ). Let (α, A) be a cycle, where α = α 1 · · · α n ∈ Σ n and ∅ = A ⊆ R α = C(α). Then ∅ = θ α k (A) ⊆ C(α k ) for every k ∈ N 0 . This means that the cycle α ∞ ∈ X since X is closed. Moreover, by the proof of Proposition 9.6 we have that (θ α ) |A = Id, whence for every x ∈ A we have that α k x ∈ X. Now suppose that (α, A) is a cycle without exits, this implies that if αx ∈ A then x = α ∞ . In particular A = {α ∞ }. Conversely, if {α ∞ } ∈ B X we have that (α, {α ∞ }) is a cycle without exits.
Observe that {α ∞ } ∈ B X is equivalent to say that there exists l ∈ N such that [α ∞ ] l = {α ∞ }. Then α ∞ is said to be isolated in past equivalence [7] . Given x ∈ X we define the map ξ x : E(T ) → {0, 1} such that ξ x (S α p A S * α ) = 1 if x = αx ′ for some x ′ ∈ A, and 0 otherwise. It is clear that ξ x is an ultrafilter and that {ξ x : x ∈ X} is dense in E ∞ . Then it is only necessary to check cofinality of (B X , Σ, θ) for the characters of the form ξ x for x ∈ X. Let us suppose that (B X , Σ, θ) is cofinal, then giving x, y ∈ X and l ∈ N there exist α, β ∈ L * such that s α p θ β ([y] l ) s * α ∈ ξ x , that is equivalent to there exists z ∈ X such that z ∼ l y and that σ m (x) = σ n (z) for some m, n ∈ N. Then we say that X is cofinal in past equivalence [7] .
Therefore, we have that C * (B X , Σ, θ) is simple if and only if there is no cyclic point isolated in past equivalence and X is cofinal in past equivalence [7] .
