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One-dimensional topological superconductors are known to host Majorana zero modes at domain
walls terminating the topological phase. Their nonabelian nature allows for processing quantum
information by braiding operations which are insensitive to local perturbations, making Majorana
zero modes a promising platform for topological quantum computation. Motivated by the ultimate
goal of executing quantum information processing on a finite timescale, we study domain walls
moving at a constant velocity. We exploit an effective Lorentz invariance of the Hamiltonian to
obtain an exact solution of the associated quasiparticle spectrum and wave functions for arbitrary
velocities. Essential features of the solution have a natural interpretation in terms of the familiar
relativistic effects of Lorentz contraction and time dilation. We find that the Majorana zero modes
remain stable as long as the domain wall moves at subluminal velocities with respect to the effec-
tive speed of light of the system. However, the Majorana bound state dissolves into a continuous
quasiparticle spectrum once the domain wall propagates at luminal or even superluminal velocities.
This relativistic catastrophe implies that there is an upper limit for possible braiding frequencies
even in a perfectly clean system with an arbitrarily large topological gap. We also exploit our exact
solution to consider domain walls moving past static impurities present in the system.
PACS numbers: 03.67.Lx, 71.10.pm, 03.65.Pm, 74.78.Fk
I. INTRODUCTION
Originally, Majorana fermions describe fermionic exci-
tations in relativistic quantum field theories which are
their own antiparticles [1]. More recently, Majorana
bound states or zero-energy Majorana fermions (often
also loosely referred to as Majorana fermions) have be-
come a popular and rapidly developing research field in
quantum condensed matter physics [2, 3]. An important
impetus for this field is provided by topological quan-
tum information processing which, in its simplest incar-
nations, might be based on Majorana bound states [4, 5].
While, mutatis mutandis, Majorana bound states retain
the field-theory concept of a fermion which is its own an-
tiparticle, their original relativistic nature typically plays
no role. In fact, Majorana bound states are predomi-
nantly considered as static and localized excitations and
their motion, if considered at all, is usually treated as
adiabatic. (For notable exceptions, see Refs. 6–9.)
Indeed, adiabatic motion of Majorana bound states is
underlying their nonabelian braiding statistics [5, 10–14]
which is a cornerstone for their use in topological quan-
tum computation [5]. While information storage would
rely on nonlocal qubits exploiting the 2N -fold ground
state degeneracy in the presence of 2N Majorana bound
states, it is envisioned that information processing pro-
ceeds via adiabatic braiding operations of the Majorana
bound states. Unlike the more familiar abelian cases
(bosons, fermions, or anyons) in which the wavefunction
is multiplied by a phase factor upon particle interchange,
braiding of Majorana fermions causes a unitary rotation
of the initial wavefunction in the space of degenerate
ground states.
An essential building block of braiding operations con-
sists of moving a Majorana bound state through the sys-
tem at a constant velocity v. While adiabatic motion
corresponds to the limit of small v, it may be desirable to
perform quantum information processing on finite time
scales and thus at finite values of the velocity v. This
motivates us in this paper to consider the motion of Ma-
jorana bound states at arbitrary velocities. The center-
piece of our work is an exact solution of this problem for
a particular model which exploits an emergent Lorentz
invariance of the underlying equations and thus reintro-
duces aspects of relativity into the dynamics of Majorana
bound states (albeit again in a somewhat different man-
ner than in the original relativistic-field-theory context).
Several key features of our results can indeed be inter-
preted in terms of familiar effects of special relativity
such as Lorentz contraction and time dilation.
Majorana bound states were initially discovered in the
condensed matter context as excitations of correlated
electron phases, most notably in certain fractional quan-
tum Hall states [15]. Much of the recent excitement in the
field stems from a series of proposals that predict Majo-
rana bound states in hybrid systems made of more con-
ventional materials [16–21]. Significant theoretical and
experimental efforts have been expended on effectively
one-dimensional systems with strong spin-orbit interac-
tions proximity coupled to conventional superconductors.
This can be realized following a seminal proposal of Fu
and Kane [16, 22] which is based on topological insula-
tor edge states or following an alternative route which
utilizes semiconductor quantum wires [19, 20]. Indeed,
several experiments on quantum wires may have already
provided evidence for Majorana bound states [23–26].
While braiding operations are ill-defined in strictly one-
dimensional systems, the nonabelian statistics of Majo-
rana bound states does survive in networks of quantum
wires [27].
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2Figure 1: Schematic illustration of a moving Majorana bound
state γ0 due to translation of a topological domain wall.
In this paper, we consider Majorana bound states
moving along such a one-dimensional system. In one-
dimensional systems, Majorana bound states (as well as
a discrete set of further Andreev bound states) are local-
ized at domain walls between superconducting phases of
different topology. These domain walls can be induced
in the system by varying parameters – such as magnetic
field, proximity-induced pairing strength, supercurrent,
or chemical potential (as controlled by a keyboard of gate
electrodes) – along the wire [19, 20, 27–29]. By appropri-
ately changing these parameters in time, one can make
the domain wall move along the wire at arbitrary veloci-
ties v (see Fig. 1). We find that the nature of the solution
is very different for subluminal (v < u) and superlumi-
nal (v > u) velocities of the domain wall. Here, u de-
notes the edge-mode velocity of the topological-insulator
edge which takes the role of an effective speed of light.
In particular, the Majorana bound state exists only for
subluminal velocities and dissolves into a continuum of
states for luminal or superluminal velocities. While our
exact solution is for a particular model of a domain wall,
we argue that essential features apply much more gener-
ally. Specifically, important aspects carry over not only
to more general models of the domain wall but also from
topological-insulator edges to quantum-wire-based sys-
tems since for parameters in the vicinity of the topolog-
ical phase transition, the low-energy theory takes on a
universal form.
The paper is organized as follows. In Sec. II, we review
the model and the phase diagram of a topological super-
conductor based on a topological-insulator edge proxim-
ity coupled to an s-wave superconductor and discuss the
spectrum and the wavefunctions of Andreev bound states
(including the Majorana bound state) for a smooth do-
main wall. In Sec. III, we establish the effective Lorentz
invariance of the Hamiltonian and exploit this invariance
to find an exact solution for the problem of a moving do-
main wall. For subluminal velocities, this solution relies
on Lorentz boosting the system to a renormalized static
problem, while for superluminal velocities, the solution
proceeds via a reference frame in which the problem be-
comes translationally invariant. We also show that the
exact solution has an interesting counterpart in graphene
in crossed electric and magnetic fields. Sec. IV is devoted
to a discussion of various physical consequences of our ex-
act solution. We discuss the solution for both, subluminal
and superluminal velocities as well as the relativistic col-
lapse of the spectrum when reaching the effective speed
of light. We also consider the effect of static impuri-
ties which, in the comoving frame, act as time-dependent
perturbations to the Andreev bound states. In Sec. V,
we discuss various generalizations of our results, includ-
ing the generalization from topological-insulator edges to
systems based on semiconductor quantum wires. Sec. VI
collects our conclusions.
II. MODEL
A. Topological-insulator edge
We begin by reviewing the Hamiltonian of a
topological-insulator edge proximity coupled to a super-
conductor and subject to an applied magnetic field [22].
Our starting point is a pairing Hamiltonian in second-
quantized form,
Hˆ =
1
2
ˆ
dxΨˆ†(x)HΨˆ(x) (1)
in terms of the Nambu spinors Ψˆ†(x) =
{ψˆ†↑(x), ψˆ†↓(x), ψˆ↓(x),−ψˆ↑(x)}. Here, we indicate
operators acting on the many-body Hilbert space with
a hat. The resulting Bogoliubov-de Gennes (BdG)
Hamiltonian H(x) takes the form
H = upσzτz − µ(x)τz +B(x)σx + ∆(x)τx , (2)
where σi(τi) are Pauli matrices acting on spin (particle-
hole) space, while u denotes the edge-mode velocity and
µ,∆, andB are the chemical potential, the superconduct-
ing pairing strength, and the magnetic field, respectively.
Throughout this paper we set ~ = 1.
A competition between ∆ and B leads to two topolog-
ically distinct phases, depending on whether the gap is
dominated by B or ∆. For spatially constant µ, B and ∆,
the two topological phases can be described by the sign
of the gap function ∆top =
√
∆2 + µ2 − |B| such that
∆top < 0 (∆top > 0) for the B- (∆-)dominated phase.
A transition between these phases necessarily requires a
closing of the gap ∆top. In inhomogeneous systems, it is
possible to realize regions of distinct topology. The clos-
ing of the gap at the domain wall between these regions
leads to localized Majorana bound states.
B. Solution for a static domain wall
Choosing µ = 0 allows for a straightforward decoupling
of the four-component Bogoliubov-de Gennes equation
[20] (see Sec. VB for a more general discussion). By ob-
serving that H commutes with σxτx, the BdG equation
can be separated into two two-component subspaces de-
scribed by the Hamiltonians
H∓ = upσz + [B(x)∓∆(x)]σx , (3)
where the (∓) spaces are spanned by the σxτx eigenstates
{(∓1, 0, 0, 1), (0,∓1, 1, 0)}, respectively. (We denote the
3Pauli matrices in the resulting subspaces also by σi.) For
definiteness, we assume that B,∆ > 0 in the vicinity of
the domain wall which we take to be located at x = 0. By
comparing with Eq. (3), we see that with these choices,
only the (−) subspace has a vanishing gap, while the (+)
subspace remains essentially unaffected by the domain
wall, retaining a finite gap of B(x) + ∆(x) ∼ 2B(0) in its
vicinity. Then, the relevant gap function which vanishes
at x = 0 takes the form ∆top(x) = ∆(x)−B(x). We can
therefore focus on the low-energy Hamiltonian
H− = upσz −∆top(x)σx , (4)
which has the form of a two-component Dirac Hamilto-
nian whose mass term changes sign at x = 0. It is well
known [30] that this sign change guarantees the presence
of a localized zero-energy Majorana bound state. Unless
the domain wall is abrupt, it will in general bind further
Andreev bound states in addition to the Majorana state.
To capture their behavior, we consider a model in which
the topological gap function ∆top(x) changes linearly in
space, ∆top(x) = bx.
Since the spectrum of H− is symmetric about zero en-
ergy, it can be obtained by squaring the Hamiltonian [20],
H2− = u2p2 + b2x2 + ubσy . (5)
Eq. (5) then takes the form of a harmonic oscillator
Hamiltonian. The constant shift of ubσy can cancel the
zero-point energy and one thus finds the energy spectrum
of H− as
En = sign(n)
√
|n|ω , (6)
with a single zero-energy (Majorana) eigenstate n = 0.
Here, n is a (possibly negative) integer, ω =
√
2ub, and
we assumed u, b > 0. The finite-energy eigenstates are
given by
φn(x) =
1
2
(i+ σx)
(
sign(n)g|n|−1(x)
g|n|(x)
)
, (7)
where the gn(x) denote harmonic oscillator eigenfunc-
tions with oscillator length ξ =
√
u/b. The Majorana
wavefunction is localized at the domain wall, has a Gaus-
sian form, and can be read off from Eq. (7) by setting
n = 0, g−1 = 0, and including an additional factor of
√
2
for correct normalization. The result takes the form
φ0(x) =
1√
2ξ
√
pi
exp
(−x2/2ξ2)( 1
i
)
. (8)
The solutions of the BdG equation define Bogoliubov
quasiparticles through γˆn =
´
dxφ∗n(x)Ψˆ(x). Express-
ing the two-component subspace in the original four-
component Nambu space leads to {1, 0}Ψˆ† = −(ψˆ†↑+ ψˆ↑)
and {0, 1}Ψˆ† = −(ψˆ†↓−ψˆ↓). With this construction, it in-
deed follows that the zero-mode solution Eq. (8) defines a
Majorana operator with γˆ0 = γˆ
†
0. Note that for the linear
dependence ∆(x)−B(x) = bx, the original Hamiltonian
(2) exhibits another Majorana solution γ¯0 at x = 2∆/b.
There, the (±) subspaces switch roles relative to x = 0
such that the (+) subspace describes γ¯0, while the (−)
subspace remains gapped.
III. EXACT SOLUTION FOR A MOVING
DOMAIN WALL
A. Lorentz invariance
We now consider a domain wall moving along the
topological-insulator edge at a constant velocity v. This
can be described by the Hamiltonian (4) with a time-
dependent gap function
∆top(x, t) = ∆top(x− vt). (9)
To solve this time-dependent problem, we search for a
transformation into an appropriate moving frame. The
linear dispersion of the BdG Hamiltonian (4) suggests
that this can be achieved by a Lorentz transformation.
To explicitly establish the behavior of the time-
dependent BdG equation
i∂tψ
(v)(x, t) = H−(x− vt)ψ(v)(x, t) (10)
under Lorentz transformations, it is useful to multiply by
σx. This brings Eq. (10) into a “covariant” form which
treats space and time coordinates on an equal footing,
[i∂tσx + iu∂x(−iσy) + ∆top(x− vt)]ψ(v)(x, t) = 0 .
(11)
Here, the matrices α0 = σx and α1 = −iσy indeed fulfill
the Dirac algebra
{
αi, αj
}
= 2gij with the metric tensor
gij = diag(1,−1). Eq. (11) therefore takes the form of a
two-component Dirac equation with an effective speed of
light u and a space-time dependent mass term −∆top(x−
vt).
We first set the mass constant and review the known in-
variance [31] of the Dirac equation under a Lorentz boost
x′ = γΛ(x− βΛut) (12)
ut′ = γΛ(ut− βΛx) , (13)
with the usual relativistic notations βΛ = vΛ/u and
γΛ = 1/
√
1− β2Λ for a boost velocity |vΛ| < u. In the
four-vector notation xµ = {ut, x} and ∂µ = {∂ut, ∂x},
the Lorentz boost in Eqs. (12) and (13) implies that the
derivatives transform as ∂µ = Λνµ∂
′
ν , where Λνµ = ∂µx′ν .
To make the Dirac equation (11) invariant under the
Lorentz boost Λ, we must also transform the spinor as
ψ′ = Sψ. Multiplying Eq. (11) by S leads to[
iSαµS−1Λνµ∂
′
ν + ∆top
]
ψ′ = 0 , (14)
where we used that the mass term is proportional to the
unit matrix. The boosted Dirac equation (14) is identical
4to the original one for SαµS−1Λνµ = αν . This condition
determines the transformation S of the Dirac spinor. One
can motivate its form by the following analogy. For a
Dirac particle at rest, the Pauli spinor transforms with
SR = exp (σxσyθ/2) under rotations in the x − y plane.
A Lorentz boost, on the other hand, can be viewed as
a hyperbolic rotation in Minkowski spacetime (i.e., the
x− t plane) by an angle θΛ = artanh (βΛ). It is therefore
natural to assume that S = exp
(
α1α0θΛ/2
)
which can
indeed be checked explicitly. In the following, we will be
primarily interested in
S−1 = eσzθΛ/2 =
√
γΛdiag(
√
1 + βΛ,
√
1− βΛ), (15)
where we assumed βΛ > 0 for the second equality.
A crucial difference between Eq. (11) and the entirely
Lorentz-invariant Dirac equation is the space-time de-
pendence of the mass term. Even though the mass is no
longer constant, it is still proportional to the unit matrix
such that the above arguments remain untouched. The
Dirac equation in the boosted frame can then be obtained
by applying the Lorentz boost Λ to the argument x− vt
of the mass term, yielding the boosted Hamiltonian
H′− = up′σz −∆top [x′γΛ (1− ββΛ)− ut′γΛ (β − βΛ)]σx
(16)
with β = v/u. We can now significantly simplify the
problem by appropriate choices of βΛ. We note in pass-
ing that Tsvelik employed Lorentz invariance in a related
manner to discuss Majorana fermions interacting with
fast bosonic fields [7].
B. Subluminal motion (β < 1)
When the domain wall moves at a subluminal velocity
v < u, we can choose a boosted frame which is moving
at the same velocity, vΛ = v. In this comoving frame,
the boosted Hamiltonian (16) becomes time independent
and takes the form of Eq. (4) with a renormalized slope
b′ = b/γ of the topological gap. The renormalization of
b′ can be understood as a consequence of the familiar
length contraction of special relativity. In the comoving
frame, the domain wall is at rest and one measures its
proper length. Consequently, the size of the domain wall
in the lab frame is contracted by a factor of 1/γ. Since,
however, the form of ∆top is defined by the lab-frame
Hamiltonian, the size of the domain wall increases in the
comoving frame, thus reducing its slope b′ by a factor of
1/γ.
With the knowledge of b′, the solutions of the BdG
equation in the comoving frame can be read off from
Eqs. (6) and (7). The wavefunctions take the form
ψ(v)
′
n (x
′, t′) = γ−1/4φn(x′/
√
γ) exp
(
−iE(v)′n t′
)
, (17)
with the corresponding energy spectrum
E(v)
′
n = En/
√
γ . (18)
The factors of 1/√γ in these equations follow from the
b′-dependence of the oscillator length ξ and the frequency
ω.
To complete the solution of the original time-
dependent Hamiltonian (11), we still need to transform
from the comoving frame back into the lab frame. This
is achieved through the inverse Lorentz boost
ψ(v)n (x, t) = S
−1ψ(v)
′
n (x
′, t′) . (19)
We thus obtain the lab-frame solution
ψ(v)n (x, t) = φ
(v)
n (x− vt) exp
(
−iE(v)n t
)
, (20)
for the wavefunctions, where we defined
φ(v)n (x) = γ
1/4
(√
1 + β 0
0
√
1− β
)
φn (
√
γx) eiqnx (21)
in terms of qn = E
(v)
n βγ2/u. The renormalized spectrum
in the lab frame is given by
E(v)n = sign(n)γ
−3/2√|n|ω . (22)
This provides an exact solution for the problem of a do-
main wall moving at an arbitrary subluminal velocity
v < u.
The renormalization of the energy spectrum in Eq. (22)
can also be understood by analogy with special relativity.
We already argued that the length contraction leads to
a factor of γ−1/2 in the energy spectrum of the comov-
ing frame [see Eq. (18)]. The additional factor of γ−1
originates from the time dilation (i.e., suppression of fre-
quencies) when transforming from the comoving frame
back into the lab frame.
The wavefunctions (20) can now be employed to define
(time-independent) Bogoliubov operators (cp. App. A)
γˆ(v)n =
ˆ
dx[ψ(v)n (x, t)]
∗Ψˆ(x, t) (23)
in the lab frame. Note that γˆ(v)−n = [γˆ
(v)
n ]†. This re-
lation follows by explicit calculation and reflects that
ψ
(v)
−n(x, t) = CTψ
(v)
n (x, t), where CT denotes the prod-
uct of charge conjugation C and time reversal T (see
App. A). Specifically, this implies that even for the mov-
ing domain wall, the n = 0 solution defines a Majorana
operator γˆ(v)0 with γˆ
(v)
0 = [γˆ
(v)
0 ]
†.
It is interesting to express the original many-body
Hamiltonian Hˆ (projected to the (−) subspace) in terms
of the operators γˆ(v)n . Expanding the Nambu field opera-
tors Ψˆ(x, t) in the γˆ(v)n [see Eq. (A5) in App. A] and using
the time-dependent Bogoliubov-de Gennes equation, we
have
Hˆ−(t) =
1
2
∑
n,n′
〈ψ(v)n |i∂t|ψ(v)n′ 〉[γˆ(v)n ]†γˆ(v)n′ . (24)
Here and in the following, we use the explicit time de-
pendence Hˆ−(t) to denote many-body operators in the
5Heisenberg picture. In view of the structure of the ex-
plicit wavefunctions ψ(v)±n(x, t) in Eq. (20), this can be
written as
Hˆ−(t) =
∑
n>0
E(v)n [γˆ
(v)
n ]
†γˆ(v)n + vPˆ (t), (25)
which involves the total momentum operator
Pˆ (t) =
ˆ
dx
∑
σ=↑,↓
Ψˆ†σ(x, t)pΨˆσ(x, t), (26)
with p = −i∂x.
C. Superluminal motion (β > 1)
We will now investigate the case of a domain wall mov-
ing at a superluminal velocity v > u. Although we can
no longer boost to a comoving reference frame, super-
luminal motion is a perfectly physical scenario in the
present context. From Eq. (16), it is clear that we can-
not find a transformation to a time-independent ∆top
with βΛ < 1. In the language of special relativity, the
space-time dependence of ∆top switched from space-like
to time-like. This, however, allows for a different simpli-
fication by choosing βΛ = 1/β. In this reference frame,
the Hamiltonian is spatially independent and the topo-
logical gap becomes purely time dependent, taking the
form ∆top(−ut′/γ¯) with γ¯ = 1/
√
β2 − 1. The problem
becomes translationally invariant and thus, momentum is
a good quantum number. We therefore make the plane-
wave ansatz
ψ
′
k(x
′, t′) = φ¯
′
k(t
′) exp (ikx′) . (27)
We emphasize that in contrast to the case of subluminal
motion, these solutions are no longer localized. In fact,
this also leads to extended states ψk(x, t) in the lab frame
which are labeled by the continuous set of momentum
quantum numbers k and thus constitute a continuous
spectrum.
For a linear ∆top and fixed momentum k, the time-
dependent part φ¯
′
k(t
′) of the wavefunction in the boosted
frame is described by the Hamiltonian
H′−(t′) = ukσz + σxbut′/γ¯, (28)
which equals that of a (rotated) Landau-Zener prob-
lem. The solutions φ¯
′
k(t
′) are known to be composed of
complex-argument parabolic cylinder functions [32]. To
develop intuition for these solutions and to understand
the connection to the subluminal case, it is helpful to
multiply Eq. (28) by σz. Up to an exchange of time and
space variables, the resulting time-dependent BdG equa-
tion
[i∂t′σz − iσybut′/γ¯] φ¯′k(t′) = ukφ¯k(t′) (29)
Figure 2: Effective potential entering the squared Hamil-
tonian for the wavefunctions φ
′
(x′) of the subluminal case
(β < 1) and φ¯
′
(t′) of the superluminal case (β > 1). The
transition from a confining to a deconfining potential leads to
extended rather than bound states for superluminal motion.
has the same form as for the static problem Eq. (4). The
crucial difference is that the mass term is now imaginary.
As a consequence, squaring the Hamiltonian results in a
deconfining harmonic potential (see Fig. 2) and one ob-
tains temporally extended states as expected for unitary
time evolution.
Specifically, we find that
φ¯
′
k(t
′) =
∑
±
[
α±D∓i(ukω¯ )
2
(
ie∓ipi/4ω¯t′
)
(30)
+α∓
uk
ω¯
e∓ipi/4D−1±i(ukω¯ )
2
(
ie±ipi/4ω¯t′
)]
e±
where the Dν(z) denote parabolic cylinder functions and
ω¯ = ω/
√
γ¯. Moreover, e± = {1,±1} are the eigenvectors
of σx and α± are free constants to accommodate bound-
ary conditions. The parabolic cylinder functions can be
expressed as Dν (z) = 2−ν/2Hν (z) exp
(−z2/4) in terms
of Hermite functions Hν(z) and show oscillatory behav-
ior ∼ exp[∓i(ωt′)2/4γ¯] as a result of the deconfining har-
monic potential (Fig. 2).
The solution ψk(x, t) in the lab frame is again obtained
by an inverse Lorentz transformation,
ψk(x, t) = S¯
−1φ¯
′
k [γ¯ (vt− x)] exp [ikγ¯ (βx′ − ut)] , (31)
where S¯−1 =
√
γ¯diag
(√
β + 1,
√
β − 1). Of particu-
lar interest is the k = 0 case, which follows by setting
H0(z) = 1 or by directly integrating Eq. (29). The cor-
responding solution reads
ψ0 (x, t) =
∑
±
α± exp
(
∓iγ¯ (x− vt)2 /2ξ2
)
S¯−1e± .
(32)
This solution is closely related to the subluminal Majo-
rana state which has the form ∝ exp
(
−γ (x− vt)2 /2ξ2
)
[cp. Eqs. (20) and (8)]. By lifting the restriction β < 1,
we can analytically continue the subluminal solution
to the superluminal case via γ → −iγ¯ and S−1 →
diag(1, i)S¯−1. Note that this relation between the sub-
and superluminal case is reminiscent of the physics of
6Cherenkov radiation (see, e.g., Ref. [33]) that is emitted
by electrons moving faster than the speed of light c˜ of
a dielectric medium. There, finite-frequency electromag-
netic fields originating from a moving electron change
their character from evanescent to propagating waves
because the relativistic factor
√
1− (v/c˜)2, in the same
sense as here, turns imaginary when v > c˜.
Applying the above analytic continuation, the sublu-
minal Majorana solution continues exactly to one of the
k = 0 superluminal solutions in Eq. (32), namely the
(−)-term. However, in contrast to the subluminal case,
Eq. (32) contains a second independent solution. The
latter would emerge from an analytic continuation of the
unphysical solution ∝ exp
(
+γ (x− vt)2 /2ξ2
)
. In addi-
tion to the continuous nature of the spectrum and the
absence of bound states, this is another manifestation of
the fact that the topological character is lost in the super-
luminal case. In fact, this is also confirmed by looking at
the Bogoliubov operators associated with the (±)-terms
of Eq. (32),
γˆ†0± =
ˆ
dx
[
−
√
β + 1
(
γˆ†↑(x) + γˆ↑(x)
)
(33)
∓
√
β − 1
(
γˆ†↑(x)− γˆ↑(x)
)]
e∓iγ¯(x−vt)
2/2ξ2 .
These are no longer Majorana operators but instead fulfill
γˆ†0+ = γˆ0−, suggesting a connection to ordinary Bogoli-
ubov quasiparticles with opposite energies. This can be
made explicit for systems where the linear dependence
of ∆top saturates at some energy scale ∆∞. In this case,
these solutions do indeed become plane waves asymptoti-
cally far from the domain wall with a finite energy ±∆∞.
D. Mapping to graphene
Eqs. (6) and (7) for the spectrum and wavefunctions
of the static domain wall bear a strong resemblance to
Landau levels in graphene [34]. This is not accidental
as it is indeed possible to map the static domain-wall
Hamiltonian H−(x) to that of graphene in a magnetic
field. In the vicinity of the K point, the latter takes the
form
HG = vF (pixσx + piyσy) , (34)
where pii = pi + eAi denotes the kinetic momentum
in terms of the vector potential A. The mapping to
this Hamiltonian exploits the fact that up to rescaling,
the components of the kinetic momentum operator are
canonically conjugate variables, [pix, piy] = −i/l2B .
We start to demonstrate this mapping explicitly by
rewriting the domain-wall Hamiltonian of Eq. (4) with a
static ∆top(x) = bx as
H− = u
[−(x/ξ2)σx + pσz] . (35)
Figure 3: Classical trajectories of electrons in graphene sub-
ject to crossed magnetic and electric fields. (a) Electric field
E = 0. Electrons perform a circular motion with radius
lB = 1/
√
eB. With the mapping developed in the main text,
this corresponds to localized bound states of a static domain
wall with the Majorana wire pointing in y-direction. (b) Small
electric fields |E| < vFB. A drift is superimposed on the
closed orbits which are relativistically distorted into ellipses.
This maps to the renormalized bound states of the domain
wall moving at subluminal velocities. (c) Large electric fields
|E| > vFB. Drift leads to open orbits (hyperbolas in momen-
tum space). This corresponds to the delocalized solutions of
a superluminal domain wall.
Performing a spin rotation about the x-axis to rotate σz
into σy and renaming x → y then brings Eq. (35) into
the same form as the graphene Hamiltonian of Eq. (34),
H˜− = u
[(
0− y/ξ2)σx + (py + 0)σy] . (36)
The static domain-wall problem therefore maps into the
px = 0 solutions of graphene subject to the vector poten-
tial eA = {−y/ξ2, 0, 0} and Fermi velocity vF = u. This
Landau-gauge vector potential describes a constant mag-
netic field eBG = 1/l2B pointing in z-direction such that
the oscillator length ξ =
√
u/b of the localized domain-
wall states maps into the magnetic length lB for the
graphene Hamiltonian. To obtain the wavefunctions of
the original static domain-wall problem from the corre-
sponding solution for graphene [34], one has to undo the
spin rotation. This is the origin of the factor (1−iσx)/
√
2
in Eq. (7).
Interestingly, also the moving domain-wall problem has
an analog in graphene. Repeating the same steps as
above, the time-dependent domain-wall Hamiltonian can
be mapped to graphene subject to a time-dependent vec-
tor potential eA = − (y − vt) /ξ2eˆx. The time depen-
dence of A implies that in addition to the magnetic field,
there is an in-plane electric field E = −∂tA = −vBGeˆx
7pointing in the x-direction. The magnitude of the electric
field reflects by the velocity v of the domain-wall motion.
The moving domain wall therefore maps to graphene in
crossed electric and magnetic fields. The latter problem
has been solved in Ref. [35] and the results map exactly
to our solutions in Eqs. (20) and (22). It is interest-
ing to observe that also the transition from the discrete
subluminal to the continuous superluminal spectrum has
an analog in graphene. There, the subluminal case corre-
sponds to a magnetic-field-dominated regime with a Lan-
dau level spectrum. On the other hand, the superluminal
case corresponds to dominating electric fields and metal-
lic transport. In geometric terms, the momentum-space
trajectories are closed and ellipsoidal for vF |B| > |E|
and turn into open hyperbolas once |E| > vF |B| [36] (see
Fig. 3).
IV. PHYSICAL CONSEQUENCES
A. Renormalization effects
In Sec. III B, we found that the most immediate effect
of subluminal domain-wall motion is a renormalization
of the bound states, changing both the spectrum and the
spatial extent of the quasiparticle wavefunctions. For a
fixed quantum number n, the extent of the lab-frame
wavefunctions reduces by a relativistic factor of 1/√γ
relative to the static domain wall, cf. Eq. (21). It is in-
teresting to note that this contrasts with the wavefunc-
tions in the comoving frame which actually become more
extended by a factor of √γ, cf. Eq. (17). This dichotomy
is explained by the fact that this increase is overcom-
pensated by the Lorentz contraction by a factor γ when
transforming back into the lab frame.
As a visualization of these renormalization effects,
Fig. 4 shows the form of the Majorana wavefunction at
different velocities, in the comoving and lab frame, re-
spectively. Fig. 4 also emphasizes the effect of the spinor
rotation S−1 when transforming back from the comov-
ing to the lab frame. With the first (second) component
of the low energy subspace corresponding to the opera-
tors ψˆ†↑(↓) and ψˆ↑(↓), this rotation shifts the weight be-
tween spin-up and spin-down particles contributing to
the Majorana mode. Since S−1 depends linearly on β
[cf. Eq (15)], this shift is the leading consequence of the
finite domain wall movement for small velocities.
To estimate the extent of the wavefunction in the lab
frame, we note that a state with quantum number n con-
sists of harmonic oscillator wavefunctions with quantum
numbers |n| and |n|−1. For a static domain wall, the size
of the state is thus of order x0 =
√
2|n|+ 1ξ, where ξ de-
notes the oscillator length. From Eq. (21), we then find
for the moving domain wall that the extent of the wave-
functions is given by xv = x0/
√
γ. Interestingly, this im-
plies that the spatial extent of the Majorana bound state
is given by ξ/√γ which tends towards perfect localiza-
tion as the domain-wall velocity approaches the effective
Figure 4: Majorana wavefunctions in lab and comoving refer-
ence frames, for different velocities as shown in the figure.
The solid blue and red graphs show the first and second
components of the Majorana wavefunction in the low-energy
subspace. The solid orange line plots the absolute value of
|∆top| ∝ |x| and thus shows the relativistic renormalization
of length scales in the comoving frame. The Majorana wave-
function and the topological gap for a static domain wall are
shown for comparison (dashed lines).
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Figure 5: Velocity dependence of the bound-state spectrum
of a moving domain wall. The spectrum
√
nω of a static
domain wall is renormalized by a factor γ−3/2 for domain
walls moving at velocity v = βu, cf. Eq. (22). The discrete
domain-wall spectrum collapses into a continuous spectrum
upon reaching the effective speed of light u, where β → 1.
speed of light, β → 1.
While the shrinking of the Majorana wavefunction
might be viewed as beneficial for the protection of a topo-
logical qubit, a finite domain-wall velocity also entails
disadvantages which arise from the renormalization of
the spectrum. To start with, the level spacings shrink
with increasing domain-wall velocity, effectively squeez-
ing the bound-state spectrum (see Fig. 5) and making
the system more susceptible to perturbations. In addi-
tion, we should not only compare the spatial extent of
wavefunctions with the same quantum numbers, but also
the extent of states with the same energies. In fact, when
considering states at a fixed energy E, the squeezing of
8the spectrum implies that we should compare a state with
quantum number n for the static domain wall to a state
with quantum number γ3n of the moving domain wall.
When doing so, the spatial extent of the states is larger
for the moving domain wall by a factor γ.
B. Tunneling spectroscopy of the moving bound
states
To further clarify the physical significance of the renor-
malized spectrum, we note that the E(v)n can, in prin-
ciple, be probed by tunneling spectroscopy. Unlike for
previous proposals for probing Majorana bound states in
tunneling experiments [37–40], we consider a tunneling
contact that extends over a long distance L along the
topological-insulator edge. This can, for instance, be re-
alized by tunneling from a parallel wire. The motivation
for this choice is that the bound states of the moving do-
main wall can be resolved in energy only when they are
probed over a sufficiently long time interval.
Specifically, we consider a tunneling source described
by the Hamiltonian
HS =
∑
σ=↑,↓
ˆ
dxϕˆ†σ(x)
(
p2
2m
− ε0
)
ϕˆσ(x) , (37)
where ε0 accounts for the offset of the band bottom of
the source wire relative to the chemical potential µ of
the topological insulator edge which we choose to be µ =
0 for simplicity. Tunneling between the source and the
domain-wall bound states is described by the tunneling
Hamiltonian
HˆT (t) = η0
∑
σ=↑,↓
ˆ
dxψˆ†σ(x, t)ϕˆσ(x, t) + H.c. , (38)
with η0 measuring the tunneling strength. As we are
interested in the low-lying bound states, we project HT
onto the low energy (−) subspace by using
[ψˆ†σ(x, t)]− = −
∑
n
[ψ(v)nσ (x, t)]
∗γ†n , (39)
which follows directly from the definition of the (∓) sub-
spaces. Here, ψ(v)n↑(↓) denotes the first (second) compo-
nent of the solutions of the time-dependent BdG equa-
tion ψ(v)n of Eq. (20). [We also use analogous notation
for φ(v)n .] Combining Eq. (39) with the expansion of the
source field operator in momentum eigenstates,
ϕˆσ(x, t) =
1√
L
∑
k
exp(ikx− iεkt)cˆk (40)
(in terms of εk = k2/2m−ε0), the tunneling Hamiltonian
takes the form
HˆT (t) =
∑
kn
ησnk[γˆ
(v)
n ]
†cˆkσe−i(ξk+eV−vk−E
(v)
n )t + H.c..
(41)
Here, we used that E(v)n is measured relative to the chem-
ical potential µ and defined ξk = εk − µS as well as
eV = µS − µ in terms of the chemical potential µS of
the source. Moreover,
ησnk = −η0
ˆ
dx[φ(v)nσ (x)]
∗ 1√
L
eikx (42)
are time-independent tunneling matrix elements.
The tunneling Hamiltonian in Eq. (41) is effectively
that of a more conventional static tunneling problem.
If we assume that the initial state at t = 0 obeys
〈[γ(v)n ]†γ(v)n′ 〉 ∝ δnn′ , the tunneling current can be ob-
tained by a standard calculation. As a result, the en-
ergy spectrum E(v)n manifests itself as (zero-temperature)
peaks in the differential tunneling conductance,
∂〈I〉
∂V
=
2e2L
vF
∑
n,±
∣∣ησn,±kF ∣∣2 δ(eV ∓ vkF − E(v)n ), (43)
where we introduced the source Fermi momentum kF =√
2m(eV + ε0). Essential features of this result can
be understood by physical considerations. First, the
strength of the tunneling peaks directly reflects the fact
that for the model under consideration, tunneling is mo-
mentum conserving. Thus, only the Fourier components
±kF of the bound state wavefunctions determine the
strengths of the tunneling peaks. Second, the energy
shifts ±vkF can be thought of as Doppler shifts associ-
ated with the relative motion of domain wall and source
wire.
C. Stability of Majorana bound states
Subluminal motion at a constant velocity can be
mapped to a static process and hence does not create ex-
citations or destroy the stability of the Majorana bound
state. In particular, consider a system that at t = 0 starts
in a Fock state (e.g., the ground state) |Φ〉 with respect to
the quasiparticles γˆ(v)n as determined by a quasiparticle
distribution fn defined through [γˆ
(v)
n ]†γˆ
(v)
n |Φ〉 = fn|Φ〉.
This quasiparticle distribution will then stay unchanged
at any later time t with respect to the quasiparticles
γˆ
(v)
n,t =
´
dxφ
(v)
n (x−vt)Ψˆ(x), which are the quasiparticles
γˆ
(v)
n = γˆ
(v)
n,0 translated along the system by a distance vt.
The absence of a motion-induced change of the quasipar-
ticle distribution can be checked explicitly by observing
that
[γˆ
(v)
n,t ]
†γˆ(v)n,t |Φ(t)〉 = UU†[γˆ(v)n,t ]†γˆ(v)n,tU |Φ〉 = fn|Φ(t)〉 ,
(44)
where we used U†γˆ(v)n,tU = γn exp(−iE(v)n t) which follows
directly from Eq. (23).
Even in the absence of acceleration of the domain
wall, the Majorana bound states (and hence the asso-
ciated topological qubits) become unstable when the do-
main wall moves at superluminal velocities. As shown
9Figure 6: In the comoving reference frame, static impuri-
ties effectively become time-dependent perturbations for the
moving-domain-wall bound states.
in Sec. III C, this situation is necessarily described by a
time-dependent Hamiltonian and lacks the notion of a
localized Majorana mode. This provides a “speed limit”
for Majorana bound states and thus imposes an upper
bound fmax on the braiding frequency fb. If the braid-
ing operation requires the domain walls to move along a
pathlength lb, the maximal braiding frequency is
fmax =
u
lb
=
ω√
2
(
ξ
lb
)
. (45)
The length of the braiding path must at least exceed the
typical size of the Majorana bound states, lb  ξ, to
ensure spatially separated Majorana bound states. The
highest possible fmax is therefore reached in the limit
lb ∼ ξ and of the order of ω, which controls the en-
ergy of the first excited bound state level. This coin-
cides with a naive estimate that the braiding frequency
should be smaller than the minigap. We emphasize, how-
ever, that conventionally, this emerges from an argument
about acceleration-induced excitations which is distinctly
different from the origin of Eq. (45). Moreover, the length
of the braiding paths may in general differ in magnitude
from the spatial extent of the Majorana bound states
due to other design requirements or the need to braid
Majorana bound states which are not nearest neighbors.
Then, the condition in Eq. (45) is the more stringent one.
D. Impurities
So far, we considered a moving domain wall in a clean
system. Experimental systems will also contain localized
impurities which do not move along with the domain wall.
Viewed in the comoving frame of reference, these impu-
rities act as time-dependent perturbations, as illustrated
schematically in Fig. 6. Thus, these impurities may cause
transitions between domain-wall bound states which de-
stroy Majorana-based topological qubits over time. We
now apply our exact solution of the moving domain wall
for the case of subluminal motion to discuss the transi-
tion probabilities for such impurity-induced excitations.
Specifically, we consider a general short-range impu-
rity due to local variations of the chemical potential, the
magnetic field, or the proximity-induced superconducting
pairing. Within the low-energy subspace, all these impu-
rity types locally modify the magnitude of the topological
gap and thus take the same form
δH(x) =
(
−∆
B
δ∆(x)− µ
B
δµ(x) + δB(x)
)
σx. (46)
(Strictly speaking, the term involving δµ anticipates our
discussion of the finite-µ case in Sec. V below.) We as-
sume that the spatial extent of the impurity is small com-
pared to the size of the domain-wall bound states. Then,
we can approximate the impurity Hamiltonian as
δH(x) = νδ(x)σx. (47)
where ν measures the impurity strength. Note that this
Hamiltonian is written in the lab frame and that its ma-
trix structure would be modified when transformed into
the comoving reference frame.
We now consider a sufficiently weak impurity for
which we can compute the transition amplitude Tfi =
〈f |U (∞,−∞) |i〉 in Born approximation. Here, U de-
notes the single-particle (BdG) time-evolution operator.
The transition amplitude can be expanded in the Born
series
Tfi =
∞∑
n=1
T
(n)
fi , (48)
where T (n)fi describes the n-th order in the Born approx-
imation. Here, we focus on the first-order term
T
(1)
fi = −i
ˆ
dtVfi(t) (49)
in terms of the transition matrix elements
Vfi(t) =
ˆ
dx[ψ
(v)
f (x, t)]
∗δH(x)ψ(v)i (x, t). (50)
Note that the transition amplitudes T (1)fi are Lorentz in-
variant due to the Lorentz invariance of the volume ele-
ment dtdx of spacetime. Thus, the transition amplitudes
are independent of the reference frame and we could
equally well consider the transition amplitudes in the co-
moving reference frame where T (1)fi describes transitions
between stationary eigenstates.
Evaluating the transition matrix element in the lab
frame yields
Vfi(t) =
ν
√
γ
2
[
sfg|f |−1(−√γvt)g|i|(−√γvt) (51)
+sig|f |(−√γvt)g|i|−1(−√γvt)
]
ei
√
γωfit,
where we used the exact wavefunctions (20) and defined
ωfi = Ef − Ei as well as sn = sign(n). We set s0 = 0
10
to capture the absence of a g−1 term in the Majorana
solution. (We leave a factor of
√
2 implicit which would
be needed for correct normalization in the n = 0 case.)
Reflecting the finite interaction time between domain
wall and impurity, the transition matrix element Vfi(t)
is appreciable only during a finite time interval and de-
cays as a Gaussian exp(−γv2t2/ξ2) for large times, i.e.,
when the domain wall is far from the impurity. The time
integral in Eq. (49) can be performed analytically and is
controlled by Franck-Condon-like matrix elements
Mnn′(q) =
ˆ
dxgn(x)gn′(x)e
−i√2qx/ξ (52)
= e−
1
2 q
2
√
m!
M !
(−iq)M−mLM−mm
(
q2
)
, (53)
where M = max(n, n′), m = min(n, n′), and LM−mm de-
notes the associated Laguerre polynomials. Since the
harmonic-oscillator functions are eigenfunction of the
Fourier transform, Mnn′(q) is essentially an overlap of
harmonic oscillator functions which are spatially shifted
relative to each other by
√
2qξ. In terms of these over-
laps, the first-order Born approximation is given by
T
(1)
fi = −
iν
2v
[
sfM|f |−1,|i|
(
ωfi
βω
)
+ siM|f |,|i|−1
(
ωfi
βω
)]
.
(54)
The transition amplitudes |T (1)fi | are plotted for vari-
ous domain-wall velocities in Figs. 7 and 8. The prin-
cipal characteristics are a strong suppression of tran-
sitions between positive and negative energy states as
well as a suppression for large energy differences be-
tween the initial and final states. These observations
can be understood based on the correspondence between
the Mfi(q) and the overlaps of harmonic-oscillator func-
tions shifted by
√
2qξ. This shift creates an overall dis-
tance between the wavefunction centers given by ∆xfi =√
2
(
sf
√|f | − si√|i|) ξ/β. On the other hand, the sum
of the characteristic spatial extents of the wavefunc-
tions is rfi =
√
2
(√|f |+ 1/2 +√|i|+ 1/2) ξ. Thus,
we expect a Gaussian suppression of the overlaps Mfi(q)
once |∆xfi| > rfi. Since β < 1, this condition is al-
ways fulfilled for sfsi = −1, i.e., for transitions be-
tween positive and negative energy states. This explains
the suppression of these transitions as seen in Fig. 7.
For sfsi = 1, the condition ∆xfi = rfi corresponds to
f ≈ i(1±β)2/(1∓β)2 which defines the limiting straight
lines in Fig. 7 (shown as dashed lines in the figure).
We are particularly interested in the stability of the
Majorana bound state, as described by the transition am-
plitudes with either i or f equal to zero. Note that these
amplitudes also describe the dominant excitations from
the stationary state in which all negative energy states
are occupied and all positive energy states are empty.
This state most closely resembles the ground state of the
time-independent system and transitions within the sets
of positive or negative energy states are forbidden by the
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Figure 7: Color-scale plots of the impurity-induced transi-
tion amplitudes |T (1)fi | in Born approximation [cf. Eq. (54)]
as function of initial state i and final state f , for velocities
β = 0.05, 0.4, and 0.9. The dashed lines indicate an estimate
for the onset of the Gaussian suppression and are given by
f = (1± β)2/(1∓ β)2i (see main text).
Pauli principle. The strong suppression of transitions
from negative to positive energy states then makes exci-
tations from or into the zero-energy Majorana mode the
dominant process of excitation.
In view of the symmetry of Eq. (54) under the inter-
change i ↔ f , we can focus on i = 0 and a positive f .
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Figure 8: Color-scale plots of the transition amplitudes |T (1)fi |
for β = 0.4 and 0.9 as function of the initial and final energies
E
(v)
i and E
(v)
f (instead of the quantum numbers i and f as in
Fig. 7). This emphasizes the
√
n dependence of the energies
E
(v)
n as well as the squeezing of the energy spectrum for β →
1. For β = 0.9, the squeezing implies that there are γ3 ≈ 12
times as many states in a fixed energy range compared to the
static case.
As the difference ∆xf0 − rf0 increases with increasing
f , the transition amplitudes fall off exponentially with
final-state quantum number f . The leading amplitude is
thus given by
T
(1)
10 = −i
ν√
2v
exp
[
−1
2
(
1
β
)2]
, (55)
which shows a strong Gaussian suppression for small ve-
locities, β  1. In fact, in this limit, this suppression is
a generic feature of all transition amplitudes since they
involve an exponential of the form
T
(1)
fi ∼
ν
v
exp
[
−
(√
|f | −
√
|i|
)2
/2β2
]
. (56)
We conclude that for slow domain-wall velocities, im-
purities are very inefficient in creating excitations and
disturbing Majorana-based topological qubits.
Interestingly, the first-order Born approximation in
Eq. (56) remains well behaved in the adiabatic limit
β → 0, where one would expect the Born approximation
to break down. By a saddle point approximation valid
for β  1, one can show that this property persists to
higher orders of the Born approximation. Indeed, these
higher order amplitudes are of the order of
T
(n)
fi ∼
(ν
v
)n 1
n!
exp
[
−
(√
|f | −
√
|i|
)2
/2nβ2
]
.
V. GENERALIZATIONS
So far we focused on the Hamiltonian (2) for a
topological-insulator edge with a domain wall described
by a linearly varying gap function ∆top and zero chemical
potential. As we show above, this system is particularly
attractive since it allows for an exact analytical solution.
At the same time, it is important to understand to which
degree this solution also describes the physics of moving
domain walls more generally. We will show in the subse-
quent sections that indeed, essential features of our exact
solution carry over to much more general situations.
A. General domain-wall structures
While a domain wall with a linearly varying gap allows
for an exact solution, it is more realistic to consider do-
main walls for which the gap varies linearly in the vicinity
of the domain wall, but eventually saturates to a constant
value ∆∞ far from the domain wall. In fact, both Figs.
1 and 6 sketch domain walls with such a structure.
There are characteristic consequences of the satura-
tion of the topological gap at some distance away from
the domain wall, even in the static case. The satura-
tion of the topological gap implies that the domain wall
binds only a finite number of discrete states and that
the spectrum becomes continuous at energies larger than
the maximum topological gap ∆∞. Moreover, the bound-
state wavefunctions exhibit an exponential decay at large
distances from the domain wall and the Gaussian decay
of the linear-domain-wall model is limited to intermedi-
ate distances. At the same time, unless the domain wall
is abrupt on the scale of the oscillator length (as defined
by the slope of the topological gap at the domain-wall
position), the low-energy spectrum of the static domain
wall remains accurately described by the linear-domain-
wall model.
The Lorentz transformation of Eq. (16) can be ap-
plied to any domain wall which moves at a uniform ve-
locity and is thus described by a topological gap of the
form ∆top(x − vt). The mappings to a static problem
for β < 1 and to a spatially homogeneous and time-
dependent Hamiltonian for β > 1 are possible for any
domain-wall structure ∆top(x − vt). This implies that
the transition from a low-energy discrete spectrum with
a Majorana zero mode for subluminal domain-wall mo-
tion to a continuous spectrum for superluminal motion is
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a generic feature, independent of the domain-wall struc-
ture. Thus, the maximal braiding frequency fmax = u/lb
in Eq. (45) carries over to this more general case. More-
over, due to the contraction of the bound-state wave-
functions of a moving domain wall, the number of bound
states increases with the velocity of the domain wall and
diverges when the domain-wall velocity approaches the
effective speed of light u.
The asymptotically exponential decay of the bound-
state wavefunctions far from the saturating domain
wall also has interesting consequences for the impurity-
induced transition rates. Consider a domain wall with
a linearly varying topological gap near its center – with
slope b and corresponding frequency ω =
√
2ub – and a
saturated gap of ∆∞ at large distances. Then, the Gaus-
sian time dependence Vfi(t) ∼ exp
(
− [√γvt/ξ]2) of the
transition matrix element becomes modified into a sim-
ple exponential exp
(−∆∞√γvt/u) for sufficiently large
times √γvt > ∆∞/b. In the first-order Born approxima-
tion, the transition amplitude is essentially the Fourier
transform of Vfi(t) and thus, we find [42]
∣∣∣T (1)10 ∣∣∣ ≤ ν√
2v
e−
1
2 (
ωfi
βω )
2
+ β
√
2
pi
ν
ωfiξ
∆∞
ωfi
e−2(
∆∞
ω )
2
,
(57)
when the linear gap saturates abruptly at ∆∞. In this
case, the exponential suppression in 1/β crosses over to
an algebraic one, albeit with a prefactor which is expo-
nentially small in the number of subgap states (∆∞/ω)2.
This crossover occurs at a new characteristic velocity
β∞ = ωfi/∆∞. Interestingly, this implies that an in-
creasing number of subgap states has a beneficial effect
on the protection of braiding operations against disorder.
Note, however, that the behavior for β < β∞ is nonuni-
versal as it depends on how ∆top(x) saturates. When one
replaces the abrupt cutoff by a Fermi function profile of
the topological gap, an exponential suppression in 1/β
even persists for β < β∞ (see Fig. 9).
B. Nonzero chemical potential
So far, our considerations focused on the particularly
simple case of zero chemical potential, µ = 0. For
this choice, the Hamiltonian (2) decouples exactly into
two subspaces [see Eq. (3)]. In the vicinity of the do-
main wall, the low-energy physics is determined entirely
by one of these subspaces while the other one remains
gapped. This decoupling is no longer exact when µ is
nonzero. However, for a saturating domain wall with
∆∞  2B, we can still project the problem in a con-
trolled manner to a low-energy subspace by expand-
ing the Hamiltonian about the critical point where the
topological gap vanishes. To do so, we start by diag-
onalizing the original Hamiltonian (2) for p = 0 and
∆top =
√
∆2 + µ2−B = 0. Since this puts the system on
the phase boundary, we find a low-energy subspace with
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Figure 9: |T (1)10 | vs 1/β for different functional forms of
∆top(x) with ∆∞ = 2.5ω. For β > β∞, the matrix element
T
(1)
fi decays as a Gaussian in 1/β. This Gaussian asymptotics
is depicted by the dashed black line. For β < β∞, the ma-
trix element becomes nonuniversal. As examples, we consider
the gap functions shown in the inset. The solid blue line in
the main panel corresponds to domain walls with an abrupt
switch from linear to constant behavior, cf. Eq. (57). The red
curve shows numerical results for a Fermi-function-like form
of ∆top(x).
zero eigenvalue which is spanned by the two eigenvec-
tors {(−c+,−c−,−c−, c+), (−c−,−c+, c+,−c−)}, as well
as a high-energy subspace with eigenvalue 2B which is
spanned by {(c+,−c−, c−, c+), (−c−, c+, c+, c−)}. Here,
the eigenvectors are written in terms of c± = [1 ±
∆(0)/B(0)]1/2. We can now write µ(x) = µ + δµ(x),
∆(x) = ∆ + δ∆(x), and B(x) = B + δB(x), where µ, ∆,
and B denote the values at the position x = 0 of the do-
main wall, i.e., where the topological gap vanishes. For
a saturating domain wall, it is then sufficient to project
the Hamiltonian to the low-energy subspace which yields
H− = u˜σz − δ∆topσx. (58)
This low-energy Hamiltonian is of the same form as for
µ = 0 but with renormalized parameters which implies
that our considerations carry over essentially unchanged
to nonzero chemical potentials. Specifically, the topolog-
ical gap takes the form
δ∆top =
∂∆top
∂µ
δµ+
∂∆top
∂∆
δ∆ +
∂∆top
∂B
δB (59)
and there is a downward renormalization of the mode
velocity
u˜ = u∆/B = u
√
1− (µ/B)2. (60)
This implies that the effective speed of light of the system
is reduced, and with it the critical velocity at which the
domain-wall spectrum collapses into a continuum.
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C. Quantum wires with spin-orbit coupling
Spin-orbit coupling can also induce topological super-
conductivity in semiconductor quantum wires proximity-
coupled to s-wave superconductors [19, 20]. The corre-
sponding BdG Hamiltonian takes the form
H = [p2/2m+ upσz − µ(x)]τz +B(x)σx + ∆(x)τx. (61)
Our results essentially carry over to this system as well
and the reasoning follows the arguments of Sec. VB for
nonzero chemical potential in the topological-insulator
model. Indeed, the gap closing at the topological phase
transition line of Eq. (61) always occurs at p = 0. For
this reason, we can expand Eq. (61) around the criti-
cal point by the same sequence of steps as in Sec. VB.
We first identify the low-energy subspace from consid-
ering p = 0 and ∆top =
√
∆2 + µ2 − B = 0. Thus, the
low- and high-energy subspaces are again spanned by the
same basis vectors. If the domain wall saturates at a suffi-
ciently small ∆∞, we can drop the terms originating from
the quadratic dispersion relative to the linear spin-orbit
terms. This yields the same low-energy model as in Eq.
(58). Quantitatively, a straight-forward estimate yields
the condition ∆∞  εSO∆2/µB, where εSO = mu2 mea-
sures the strength of the spin-orbit coupling in the wire.
Note that this condition is always fulfilled for zero chem-
ical potential.
Finally, we note that nonlinearities in the spectrum
can lead to high energy and large momentum states with
energies εk < uk. For quantum wires in the limit εSO 
B, this condition applies to the states near kF ≈ 2mu
where there is a gap of order ∆. These states introduce a
new velocity scale vh = εk/k and are always irrelevant for
the low-energy physics for velocities v < vh. For v > vh,
similar to the Landau criterion [41], the moving domain
wall can in principle mix these large momentum states
with the low energy states at k ≈ 0 that contribute to
the bound states. For smooth domain walls, this mixing
will however be exponentially suppressed.
VI. CONCLUSIONS
Every realization of topological quantum computation
on a finite time scale has to deal with the dynamic evo-
lution of the corresponding nonabelian quasiparticles.
Here, we discussed a crucial ingredient of this dynam-
ics, a moving Majorana-carrying domain wall. Under-
standing the effects of motion on the Majorana bound
state as well as on other components of the spectrum is
an essential prerequisite for determining the rate and the
space needed to perform Majorana manipulations with
high fidelity.
Alongside these practical motivations of our work,
we uncover a set of intriguing connections between the
physics of a Majorana bound state moving at a con-
stant velocity, and various seemingly unrelated phenom-
ena. First and foremost, we recapture the ‘relativis-
tic’ nature of the Majorana state. We show that once
the Schrödinger equation is transformed to the canonical
Dirac form, a boost of Majorana states is carried out by
means of a standard representation of the Lorentz group,
with the mode velocity playing the role of the speed of
light. The characteristics of the Majorana bound state
exhibit both Lorentz contraction and time dilation, lead-
ing to renormalizations of its size and its energy sep-
aration from finite-energy states. The ability to apply
Lorentz transformations enables us to obtain an exact
analytical solution for Majorana-carrying domain walls
moving at arbitrary velocities. Second, we find a direct
mapping between the problems of a moving domain wall
and graphene in crossed electric and magnetic fields. This
mapping may help to gain intuition for both systems.
Our exact solution implies practical bounds on the
speed with which Majorana states can be manipulated.
Most importantly, Majorana states should not be accel-
erated to more than the effective speed of light u˜ of the
underlying Dirac Hamiltonian. A domain wall moving
faster than u˜ leads to an instability similar to superlu-
minal particles in a dielectric that emit Cherenkov ra-
diation. As a result, the discrete domain-wall bound
states become continuous and delocalize over the entire
system, which leads to a loss of the notion of Majorana
bound states. Interestingly, the ensuing upper limit on
the braiding frequency is in general more stringent than a
naive estimate based on the magnitude of the (mini)gap
(cf. Sec. IV C). To push the instability of the spectrum
to as large a velocity as possible, one should work close
to µ = 0. There, u˜ is given by the bare mode veloc-
ity, while a finite chemical potential leads to a downward
renormalization of u˜ by a factor of
√
1− (µ/B)2.
As an application of our exact solution, we study the ef-
fect of static short-range impurities which will in general
lead to excitations of moving domain-wall bound states
and further restrict the applicable velocities. While large
velocities v ∼ u˜ are clearly detrimental, the Majorana
states remain stable for moderate values of β = v/u˜.
For an ideal linear domain wall, for which the gap in-
creases indefinitely away from its center, excitations of
the Majorana bound state are in fact strongly suppressed
as a power of e−1/β
2
(as shown in Sec. IVD). For do-
main walls of a finite size xD, this strong suppression
still holds down to velocities β ∼ ξ/xD (in terms of the
size of the Majorana bound state ξ). For smaller veloc-
ities β < ξ/xD, the suppression becomes nonuniversal,
depending on specifics of the domain-wall shape.
As a consequence of the universal low-energy physics
underlying the formation of Majorana bound states, the
applicability of our theory is rather broad. Specifically,
essential aspects of the analysis carry over to various
forms of smooth domain walls and (with some restric-
tions, see Sec. VC) to semiconductor wires as well. (The
effective “speed of light” is then given by the spin-orbit
velocity of the quantum wire).
The detailed understanding of boosted Majorana
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states in general one-dimensional systems is central for
the quest to optimize Majorana manipulations. Our ex-
act analytic solution for constant velocities provides an
important stepping stone for the study of more complex
braiding protocols. This opens the search for the best
strategies to translate Majorana states while preserving
the encoded quantum information.
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Appendix A: Time-dependent Bogoliubov-de
Gennes equation
In this appendix, we briefly review the time-dependent
Bogoliubov-de Gennes equations as needed in this paper.
Our starting point is the pairing Hamiltonian
Hˆ =
1
2
ˆ
dxΨˆ†(x)HΨˆ(x) (A1)
in terms of the Nambu spinors Ψˆ†(x) =
{ψˆ†↑(x), ψˆ†↓(x), ψˆ↓(x),−ψˆ↑(x)}. We allow for an ex-
plicit time dependence of the Bogoliubov-de Gennes
Hamiltonian
H =
[
h− µ ∆
∆∗ −(hT − µ)
]
. (A2)
Here, h denotes the normal-state Hamiltonian with its
time reverse hT = ThT−1. The time-reversal operator
takes the form T = iσyK, where K effects complex con-
jugation. The Bogoliubov-de Gennes Hamiltonian an-
ticommutes with CT , where C = −iτy denotes charge
conjugation,
{CT,H} = 0. (A3)
This reflects the fact that the Nambu spinor Ψˆ satisfies
the identity Ψ† = (iτy)(−iσy)Ψ due to the doubling of
degrees of freedom. In the time-independent case, this
implies that for every eigenstate ψn(x) of H with energy
E, there is an eigenstate ψ−n(x) = CTψn(x) with energy
−E.
The Heisenberg equations of motion −i∂tΨˆ = [Hˆ, Ψˆ]
for the Nambu field operator Ψˆ(x, t) take the form
i∂tΨˆ = HΨˆ. (A4)
The Ψˆ(x, t) can be expanded in a set of time-independent
fermionic operators γn,
Ψˆ(x, t) =
∑
n
ψn(x, t)γˆn =
∑
n>0
[ψn(x, t)γˆn+ψ−n(x, t)γˆ†n],
(A5)
where the wavefunctions ψn(x, t) satisfy the time-
dependent Bogoliubov-de Gennes equations
i∂tψn(xt) = Hψn(x, t). (A6)
As in the time-independent case, we have divided the
complete set of wavefunctions ψn(x, t) into two groups
(labeled by positive and negative n, respectively) which
are related by ψ−n(x, t) = CTψn(x, t) and noted that
this also implies the relation
γˆ−n = γˆ†n (A7)
for the corresponding field operators
γˆn =
ˆ
dxψ∗n(x, t)Ψˆ(x, t). (A8)
The latter satisfy the anticommutation relations
{γˆn, γˆn′} = {γˆ†n, γˆ†n′} = 0 and {γˆn, γˆ†n′} = δn,n′ with
n, n′ > 0.
Throughout most of this paper, we project the original
problem described by a 4×4 Hamiltonian to a low-energy
subspace described by the 2× 2 Hamiltonian H− in Eq.
(4). One readily shows by explicit projection that in the
corresponding subspace, the operator CT takes the form
CT = σzK. (A9)
With this adjustment, the discussion above also applies
to this case.
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