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Abstract. The classical method for constructing the least fkedpoint of a rxursivc defir,itim is to 
generate a sequence of function! who!)e initial element is ;he totally undefined function 2r?d *A+$$ 
converges to the desired least fiuedpoint. This method, due to Kleene, cannot be genera;; _‘c! ;o 
allow the cordtrtiction of other fixedpoints. In this paper we present an alternate definition of 
ccnvergence and a new fixedpoirzt acce.ss method of generaeing sequences of functions for a given 
recursive definition. The initial function of the sequence can be an arbitrary functiotl, and the 
requence will always converge to a fixedpoint rhat is “close” to the initial function. This define\ a 
nonotonic mapping from the sc’t of partial functions onto the set of all t‘!wdpoir,ts of the given 
recursive definition. 
A recursive definition of the form F(x) = ~[F](x) (where F is a function \lariable 
and 7 is a functionaI) can be considered as an implicit functional e 
general, such a functional equa.:ion may have many possible solutions (fixe&ok!& 
all of G7hicl-n sa:isfy the relations dictated by the recursive definition. Of alf these 
fixedpGnts. only one, the lemt fixedpoint, has been studied thoroughly (see e.g., (3, 
7, 9, 19, J-l]); however, recursive definitions have other interesting &__\tions (e.g., 
the op:cin~cZfjxedp~int discussed in [6]). By consideri the properties of the entire 
set of fxedpaints, a unified theory for t!je various 
devebed. 
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Tf,e purpose of this paper is to generalize Kleene’s ThF;orem so that arbitrary 
fix&points of a recursive definition can be accessed. This is done by altering 
Kleene’s access method in three ways: by allowing an arbitrary initial function, by 
generating the corresponding sequence of functioils in a different manner, and by 
introducing a modified notion of convergence. 
Part i contains all the preliminary definitions and results. Our, slightly nonstan- 
dard, model-of recursive definitions is presented in Section 1. In Sectio 
some properties of functionals in this model, and in Section 3 
elementary closure properties of three important sets of functions: jixedpoh~ts, 
prefixedpoints, and postfixedpoints. 
Our generalization of Kleene’s Theorem is discuss?sd in Z’;lrt II. In Section 4, we 
consider the behavior of Kleene’s “direct” access method for initial functions 0th Y 
than 0. In particular, we show that this generalized sequence of functions may fail 
to converge, but whenever it converges the limit is a fixedpoint which is “close” to 
the initial f :lnction. 
More general types of access methods are defined in Section 5. In essence, each 
such method defines a sequence of transformations whick should be applied to the 
initial function. These transformations are defined in terms of the three basic 
operations: functional application, glb, and tub. Among the access methods, we pay 
special attention to the “descending” access method, The sequences of functions 
generated by tliis method alway:; converge, but their limit need not be a fixedpoint. 
Finally, in Section 6, we show that under the composition of the “descending” 
and “‘direct” access methods, cony initial function converges to a “close” fixedpoint. 
We therl prove that nc sin&e access method can enjoy this property, and thus the 
composltion of methods is essential. 
1.1. The basic domains 
se or" this subsection is to introduce the basic terminology about 
ered sets used throughout his paper. 
inary relation 5 over a none 
ransitive and antisymmetric 
Uy ortiered set (goset). 
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(c) minimal if x E A and t ycx. 7 
(d) maximtd if x cz A and xr=y; 
(e) lower boccnd if for all 
(f) upper botind if for all y E A, y c x ; 
(S) greatest lower bound (glb) if x is a lower bound of , and for any other lower _ 
boun<$ y of A, yc:x; 
(h) least uppet bound (Zub) if PC is an upper bound of A , and for any other upper 
bound y of A, x 5 y. 
A semilattice is a poset (S, C) in which any two elements in S have a 
semilattice is a poset (S, L) in which a y nonernpty subset of S has a 
Such structures are usually called “lower semilattice” and ‘complete lower 
semilattice”. The notions of “upper semilattice” d “complete uppe 
are similarly defined with the glb rep!a,..::d by % in the definition. 
omit the .word “lower” since in this paper we work exclusively with lower semilat- 
tices an< no confusion is caused. 
efimitio . A subset A of S in a semilattice (S, G) is said to be consistent if it has 
an 1~;. An element x E 3’ is said to be consistent with an element y E S if the set 
{x, y j is consistent. 
Semilattices may contain both consistent and inconsistent sets. The binary rela- 
tion of being “consistent with” is clearly rzflexive and symmetric, but not neces- 
sarily &an Live. Note that if the semilattice is complete, the existence of some 
upper bousd implies the existence sf a lub. Any subsei of a consistent set is also 
consistent in this case, but pairwise consistency of elements does not imply t 
conststency of I.he set as a whole. 
A sequence x0, xl, x2,. . . of elements in a posct S is an ascending 
(descending) chain if xi C xi-l-1 (xi+ l ) for all i. The se uence is a dmin if it is 
u ascending or a descending ain. 
A flat semilattice is a se 
undefined value (if used without proper initiaiization:j; an operation (such as a 
division of two numbers) may either yield a definite result or terminate as “illegal”; 
a procedure call may either return a proper. yFsu.lt Or 10~2 forever. In all these cases, 
one possible extreme is a totally defined em& t Chile absolutely nothing is known 
about the other (besides its very ‘Lundefinedness’q). 
All the basic dumains considered in this paper are flat somilattices, denoted by D. 
Two dotiains of special importance are the Boolean domain I3 =({w, true, false), t) 
and the domain of natural numbers N = ({w, 0, 1,2, . . .}y t). 
.a 
1.2. Higher type objects 
In this section we inductively define the objects of all finite types over the basic 
domains Di. The two basic notions used, that of a convergent sequence and that gf 
continuity, are defined in a nonstandard way. The classical definition of these 
notions is heavily oriented towards the needs of the least fixedpoint approach; we 
need more balanced definitions in order to construct a genera’1 fixedpoint theory of 
recursive definitions. In particular, we no longer concentrate on ascending chains 
and their iub, but consider also descending chains and their glb, as well as more 
generai forms of convergence. 
Definition 13. ,4 mapping 4 : A + I3 between posets is monotonic if AL CJ~ (y ) in 
B whenever x E y in A. 
Definition 1.8. The set of (finite) types is defined inductively as follows: 
(i) Any basic domain Dj is a type; the objects of this type are the elements of 
Die 
(ii) If ~1, . . . , ok are types, s3 is cl x * ’ ’ x c$; the objects of this type are the 
vectors (Q, . . . , xk) where each xi is an object of type Oi. 
(iii) If CT~~ 0-2 are types, so is [al + 4; the objects of this type are the monotonic 
mappings from objects of type u1 to objects of type c2. 
There is a natural way to extend the E relation to the jet of objects of any finite 
type, using the following inductive definition: 
9, (i) If x’ 3 (x1, . . . 9 xk) and y’= (VI,, . . . , yk) are objects of type (~1 X
n x’ C p iff for all 1 S i 6 k, Xi C yi as objects Of type Ui. 
d y are objects of type [al + 4, then x L y iff for any fixed object z of 
&y(z) as objects of type ~2. 
Et if easy to see that the set o,F objects of any finite type is a complete semilattice 
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The ilotions of a convergent sequence and ‘%-ntr :!re usuallv identified with those 
of an ascending chain and lub, respectively. (3.~ .;efnnition of Xhese notions is more 
inclusive: 
. A sequence of objects {xi) of some finite type ck is said to comoesge 
to the object xc0 of type e, written as x= = lim{xi}, if: 
(i) J is some basic domain Di, and all the eiernents in {xi} are equal to xc0 from 
some index jo onwards. 
(ii) CT is 01 X l 0 l x crk and for any 1 s i 6 k, XL = lim(xf} (where xi is the ith 
component of xi). 
(iii) G is [cJ-~ -, a*] and for any fixed objtct z cf type cr:, ~,(z)=lim{xi(z)} (these 
are objects of type ~2, for which the notion of convergence is already defined). 
Parts (ii) and (iii) in this definition are standard, and once we defi,le our notion of 
convergence in the basic domains, it is carried over to all finite types. Ht is easy to 
see that any ascending or descending chain of any type is a convergent sequence 
(with lub or glb, respectively, as limits). The following example shows that the 
converse is not true: 
Example LlL Let if-;:) be a sequence of objects of type IV * N], &fined by: 
I 
i if x2i 7 
fi(X-j= 0 ifx<i, 
0 if X=W. 
No t.uo elements in the sequence {fi} are related by C-, but the sequence converges 
to the object zero of type [N --, N], where 
zero (x) = 
if x SW, 
0 otherwise. 
This fc4ows immediately from the fact that for any xgument x of type the 
sequence f!*(X)} of elements of type IV is convergent, i.;:., its elements are 0 fnr a%% 
suffickd.y high i. 
Usin ; the notion of a convergent sequence, we can de ne our r1oCX-I Gf 
continuity: 
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SitiCe the notion of a convergent sequence is more inAusive than that of a chain, 
our notioin. of continuous objects (i.e., of limit-preserving mappings) is potentially 
more restrictive than the stancAard notion of chain-continuity. The following 
example shows that in fact an object can preserve tht: lub and glb of ascending and 
descendirig chains, and still be noncotitinusus in our system: 
Let f be an object of type [IV + IV]. We say that f is closed if ilre 
sequence {xi} defined by 
x0 = 0 and :ciitll =f(xi) (i.e., xi =fi)(O)j, 
consists of a finite number of distinct elements, none of which is w. It is clear that a_ 
necessary and sufficient condition for a function f to be closed is the existence of 
numbers 0 s i <i such that f”(O) - f"'(O)+ o, in which case the sequence {xi!/ is 
periodic from some point onwards. 
Let the +;n .,.,,,,ct 6) of type [[IV + N] + B] be defined as follows: 
true h’f f is closed, 
cc) otherwise. 
The object 0 preserves the lub and glb of ascending and descending chains, since 
for any closed function J’I the finite number of values f(Xi) are either constructed or 
destroyed at some finite point in any ch 8’3 {,f;), and thus O[lim{fi}] = @is;C j for II 
some k. 
However, 0 is not corHtinuous inour model. Consider, for example, the following 
sequence of objects {fi}r 
__ x+l 
f0 ( if X6, x zzzz x if x 2 i. 
The sequence converges to the object 
It is easy to see that @[fm] is o, while for any i, O[fJ is true. Thus 
+ lim{@ [fi]} and @ is not continuous. 
now on, ?ve shall be interested mainly in the lower three types of objects: 
objects of type [ 
(objects of type 
deai with systemlls of recursive definiGons, 
ent f~~~t~onals (for w e fixe % 
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1.3. Term function& and recursive definitions 
Among all the functicnals 7, we shall be interested mainly in t~~rwn fuplrtionals, 
which are syntactically expressed as compositions of constants, monotonic base 
functions gi, a function variable F, and individual variables xi. Associated wit 
symbol (including the variables) is a type, and the composition of these types must 
be legal. 
A term of the form 
if g(xl, xi) then x2 else g(xz, x3) 
can be legal only if the types of x1, x2, and x3 are the oolean semilattice 
type of g is [B x B + B]. This can be shown by the f lowing argument: 
Since g(xl, xl) appears in the if part, the range of this term I ce the 
two subterms x2 and g(x2, x3) must have identical range the type of x2 is neces- 
sarily B. Therefore the type of g is of the form [B X? + 1. In order to make t 
term g(xl, x1) legal, x1 must be of type B, implying that “?” is also B. We can thus 
conclude (from the term g(x2, x3)) that x3 is also of type I?. 
A term functional is denoted by ++. where x = (xl, . . . , xk) are all the 
indiv;dual variables occurring in it, in some order. It can be interpreted as a 
functional in the following way: Given a function f and an argument vector 
lb = (dl, . . . , dk) (of the appropriate type), the value of T[ f3( ) is the object 
obtained by evaluating the variable-free term in which F is interpreted as f and x, is 
interpreted as di. The function Y[ f] to which f is mapped under 7” is the function 
abstract& AX ~[fl(x). The fact that T maps monotonic functions to monotonic 
functions is immediate from the fact that all the base functions in r are monotonic, 
and the set of monotonic functions is closed under composition. 
efi1~~~~~ I..“I . A recursive definition is an equation of the for 
f (x) = @‘I(X), 
where Y is a term functional. 
In order IO 
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result for a model of functionals which is quite similar to ours appears in [2]. In this 
section we prove the stronger result of continuity in our model, and discuss the 
behavior of tef_m function& under the glb and lub operations over arbitrary s&s of 
c .?-%$;_~a- I 7574-S * illf:L&rwrtt.* t,~GlrkI~m than Cvei; chains). 
2.L The contikujty 0f term functionals 
Under the classical definition of continuity, any mapping which preserves the lub 
of ascending chains is necessarily monotonic. THowever, a mapping 0 can preserve 
the limits of convergent sequences without preserving a lub of chains, or withcut 
being monotonic at all. This happens, for example, when 0 maps an ascending 
chain {xi} into a descending chain {@(xi)} provided that 
@(lim{xJ) = @(lub{Xi}) E glb{@(Xi)} z lim{@(xi)). 
The property of continuity is thus totally independent from the property of mono- 
tonicity in our model. 
We now prove the basic result: 
Theorem 2.1. Let T be a term functional and {fi} a convergent sequence. 
is a convergent sequence and 
lim{r[fi])= T[lim{fi}]. 
Proof. The proof is by induction on thrz ~ricture of 7, using the fact t?=iat term 
functionals contain finitely many basic constructs. Note that the monotoaicity of 
these constructs is not used at all. 
If r is a variable Xi or constant c, the proof is trivial. 
If 7 is of the form gcrl, . . . , TV), we may apply the induction hypothesis that all 
the subterms 7i are continuous. Let x be fixed. Then for any 1 s k s FZ, there is an 
b index jk such that 
r&](x)= rk[lim{f;:}](X) for all j a jk. 
Let jo be max(jl, . . . , in). The-n for all j =+: 
= 7[lim{f;:}](x). 
Finally, if 7 is of the form F[71, . . . , To), we define j. in px:!cfly ?;he same way a~ 
before. We denote the vector (Qim{fi}](x), . . . , ~,Jlin$_@-11x)) by y, and thus by 
the definition of 7, 
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Since {fi} is a convergent sequence, there is some j(‘, such that 
fi(y ) = (lim{fi})(y ) for all j 3 j(,. 
Let $ be max(jo, j;). Then we have, for all j a&‘: 
aYw=hhM1~~x), l l ’ 7 7,Ml(~N 
+j(~#im-tfiI](.~), . . . , c$i~~fiI](x)) 
~fi(y)~(lim{fi})(y)~ 7[13m{fi}](X). III 
Some of the consequences of Theorem 2.1 arz: 
Co~ollargr 2.2. Let T be a term functional. Then : 
(i) If (fi) is an ascending chain, ihen {~[_fi]} is an trscending chain and 
lub{#r[fi]} = T[lub{f,}]. 
(ii) If (fi> is a descending chain, &en {~[fjl) is a descending chain and 
glb{<r[f# = T[glb(fi}]. 
Prwf. (i) Any ascending chain { ft} is a convergent sequence. and lub{A} = Yim{ file. 
Smce term functionals are monotonic, (71 fi]} is alsa an .wending chain and 
lub{r[fi]} = lim{a[fi]}. By Theorem 2.1, 
lub{T[fi]} E lim{T[fi]} E T[lim{ fi}] z T[lub{fi}]. 
(ii) The p-~of is similar. 0 
2.2. Behavl’or under the glb and lub operations 
2.3, For any monotonic functional T: 
{ fa: is a nonempty set of functions, then 
r[glb{f~}lEglb{~[f,l}. 
(ii) 17 { fol} is a consistent set of functions, then so is { r[fcJ, md 
lub{~[f,]}~711ubIf*)]. 
f. >.i) Since T is monotonic and gib{f,}zfa for all a’, Y-[$J!~‘: )]:I T 
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According to Corollary 2.2(ii), the inequaiity r[glb{f,)] Eglb{r[fd,]l becomes 
an equality if T is a term functional and {fa} is a descending chain. This result 
can be strengthened by showing that for a wide subclass of term functionals in 
our model, the words “a descending chain” can be replaced by “a consistent 
set?‘. Mappings which preserve the glb of consistent sets of arguments am-e defined 
and studied in [1] in connection with the bottom-up computations of least 
fixedpoints. 
The dual property of preserving the lub of arbitrary consistent sets of functions 
holds only for a very restricted subclass of term funetionals (mainly those in which 
the term r[F](x) can be simplified, for any given x0, to a term with a single 
occurrence of F). The problem in more realistic cases is demonstrated 
following example: 
lte . Let r be the following functional over the natural numbers: 
T[F](x): F(x -I- 1) l F(x + 2) 
(vv_hereO* WGW l 0 = w). Define the functions 
f0 { 
0 
1x = 
if x is even, 0 if x is odd, 
&B otherwise, 
f0 i 2x = 
0 otherwise. 
Then f: and f2 are consistent, but 
es of oints a 
A recursive definition F(x)= r[jJ( x can be considered aas NI implicit funCtiona ) 
equation in F. With each such recursive definition, we associate three important 
sets of functions: fixe(dpoints, prefixedpoints, and postfixedpoints. 
. (i) A partial knction i is a fix&@,, oi a functr4nal a-, 3~ of a 
F(X)= r[F](r), if f = r[ f]. The set of all lkx!points of T is 
ctio0 j is a ~~~~~~~~~i~~ of 8 functional 7, or of a recursive 
), if f c T[ flu The set of all prefixed 
al a, or of a recu 
The set of ah postfi 
rsive 
[NxN+N]: 
F(x, y ) = if x = 0 the3 y else (x - i 9 b b). 
The following three (quite di~ere~t~ functions arc3 al! ~P.C ts (,f t8_,ns H.eJJp;ive 
definition, as can be shown by direct substitution: 
(i) _fr(x, y)= if x = 0 then y else w ; 
(ii) f&, y j = if x 3 0 then y else o ; 
(iii) f3(x, y ) = max(x, y ). 
The recursive definition has infinitely 
such fixedpoints is 
ore 
(iv) fa(x, y)=if x =0 then y else a(x) 
where a(k) is any function over the natural nuinbers satisfying 
n(x)+0 and a(a(x))=a(x) for all x XI. 
Examples of functions satisfying these con itions are the i 
nonzero constant function, or the function which assigns to any 11 3 2 its greatest 
prime factor (with a (1) = 1). 
The _ i~~~lv undefined function 0 is clearly a refixedpoint of any recursive 
definition; in or cas e it is an example of a prefixe is not a fixedpoint. 
An infinite class of posttiz dpoints which are no ts of this recursive 
defin .tion is 
for all i 2 i . 
By definition, it is clear that a partial function f is a fixe rjint of a ~~~~ti~~~a~ I if 
and only if it is both a prefixeclpoint and a postfixed oint of 7 (that is, F b-1 = 
In this s2 Aion we sum arize the closure pmperties of t 
and PWX(r) under the operations lub, glb and lim. Yhese 
‘~folklor~:” of known but seldom state acts a 
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iub(f,) exists, .fa c lub( fa), and r is monotonic, we have 
fcx c rffal G 4uMfall. 
Thus r[lub{ fa}] is an upper bound of { fa}9 and therefore 
lub{fAE7[lub{f,l)l~ 
In other words, lub{ fa} is also a prefixedpoint. 
(iii) Similar. IJ. 
It is not hard to show by appropriate counterexamples that PRE(7=) need not be 
closed under glb, POST(r) need not be closed under lub, and FXP(7) need not be 
closed under either operation. 
Let us turn now to consider yet another operation-the lim of convergent 
sequences. 
: Lemma 3.4, ,F;br any term fuwtional T, FXP(T)~ PRE(7) and POST(T) are all closed 
under -the lim operation. 
Pro&, (i) Let {fi} be a convergent sequence of fixedpoints of 7. By Theorem 2.1 we 
have; 
T[lim{f;:}] =lim(r[f;:]} = lim{f;:}, 
and thus lim{fi:} is also a fixedpoint of 7. 
(ii) Let {f;:} be a convergent sequence of prefixedpoints of 7. Then for any i, 
fi c ~[fi]. By the definition of the lim operation we have 
lim{f;:}G lim{T[ f;:]}. 
By Theorem 2.l,lim{T[fi]} exists and lim{T[f;:]} =T[lim{,fi}]. Thus 
or equivalently lim{ fi} is a prefixedpoint of 7. 
(iii) Similar to (ii). Cl 
An important special case is: 
.5. For any term functional r9 FXP(r), PRE(7) and Fc)ST(r) are all 
closed under the lrrb and glb of ascending and descending chains. 
3.2. Maximal and minimal fixedpoin ts 
We turn now to study thost: fixedpoints located at the extreme ends of FXP(+ 
the maximal and the minimal fixedpoints of r. 
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As usual, a maximalfix~~dpoin~ 3 7 is defined to be a fixedpoine which is qot ICSS 
defined than any other fixedpoir&t of 7. The set of all maximal fixedpoints is denoaed 
by MAX(r). 
A basic property of MAX(r) is: 
Theorem 3.6. For a monotonic functional r, 
if f E PRE(7) then f c g, for some g E MAX(T). 
Proof. This is quite a straightfcrward application of Zorn’s Lemma which states 
that if (S, <) is a nonempty partially ordered set in which any totally ordered subset 
has an upper bound, then S contains a maximal element (see e.g. [4]). ’ 
For our purposes, we take the set 
S = {h E PRE(T) 1 f c h} 
with rhe standard partial ordering C. This set is net empty since f E 3’. If Sl is a 
totally ordered subset of S, it is in particular consistent, and thus l,b S1 exists. I3y 
Lemma 3.3(ii) lub S1 is a prefixedpoint of T, and it clearly satisfies fc lub S1. Thus 
Iub S1 E ISI, and therefore the subset, S1 has an upper bound in 5. 
We ,?-;ay now apply Zorn’s !,emma, which guarantees the existence of a maximai 
element g E S. By definition, f E g and g c ~[g]. To show that g is a fixedpoint of 7. 
we t ate that by Lemma 3.3(i), T[g] is also a prefixedpoint of 7 in S, and thus the 
assumption that g” rig] contradicts ;he maximality of g in S. 0 
Since for any functional r, PRE(T) is nonempty (0 E lp EC;_)). we have: 
Cor~bry 3.7. For any monotonic functional 7, MAX(+) is roof empty. i 
This corollary guarantees the existence of at least one maximal fixedpoint, but it 
need r-ot b;= unique. As a matter of fact, monotonic functionals may have any 
number 05 ,naximal fixedpoints in our semilattice model. 
Let 11s consider now tF,e minimal fixedpoints of a monotonic functional 7. The 
main result (the Least Fixedpoint Theorem) states that 2. monotonic ftigctiokl T has 
a least (and thus a unique minimal) fixedpoint, which wtf denote b: lfxp(7). TIM is 2 
classic4 theorem, and it has two well-known types of proofs: 
(i) (, 1 nonconstructive proof, due to Tarski [ II!]): In LI ich 7 is defined 
over a complete lattice (rather lhan a co:+:o;;~; 32rnilaHi 32) of elt”mem~3. m-w cm 
i‘g ‘~?lO\w. to hc 2 
T (w4-Gch are all 
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(ii) (A constructive proof, due to Hitchcock and Park [S], Cadiou [2]): This is a 
rather complicated proof, which constructs a ?ransfinite ascendiing chain of ap- 
proximations ~(~‘[fl]. This chain is sholwn (by tramsfinite induction) to converge to 
the least fixedpoint of T. 
The Grst approach cannot be directly applied when a model of complete semilat- 
tices is considered. If the function glb POST(r) exists, it is the least fixedpoint of T 
in this case as well. However, this function need not exist if POST(:r) is empty, since 
the glb operation is denned only over the nonempty subsets of the complete 
semilattice. We thus have to show that POST(r) is not empty as a first stage in a 
Tarski-like proof. Fortunately, the existence theorem of maximal fixedpoints 
(Theorem 3.6) implies that FXP(r) (and thus also POST(T)) is not empty. We thus 
get the following indirect proof, in which maximal fixedpoints are used in order to 
show the existence of a least fixedpoint. 
. (The Least Fixedpoint Theorem) If 7 is a monotonic functional (ouer a 
complete semilattice) then FM?(T) contains a least element. 
Proof. By Corollary 3.7, POST(T) is not empty, and thus f = glb POST(r) exists. By 
Lemma 3.3(iii), it is a postfixedpoint of 7, and thus T [ fl r: f. The function T[ fl is also 
a postfixedpoint of 7, and thus f = glb P0ST(+ r[fl as well. Consequently f = r[fl 
and therefore f E FXP(r). It is the least fixedpoint of 7 !iince f = gab POST(r) E 
@b FXP(?). 0 
Theorem 3.8 can be used in order to find the relaticrnships between prefixed- 
points, postfixedpoints and fixedpoints in general. The :e;ative form of Theorem 
3.8 is: 
9. For a monotonic functional (over a complete kremilattice): 
HS a prefixedpokt of r, then there exists a least fixedpoint in the set of 
fu?Ictk@%s &!$ = (g 1 f c g}. 
a post@ ?dpoint of s, then there exists a q?eatest fixedpoint in the set of 
“(g 1 g&f). 
contains at least one 
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model of recursive definitions and studled its ask In Part I we defined our 
properties. Using these results, we now analyze the methods hy which fixe 
of recurrive definitions can be “accessed” from other partial functions. IF essence, 
each “access method” uses a given initial function ,‘0 as a starting point, an 
constructs a sequence of functions which converges to a fixed 
the fixedpoint obtained to be “closest” to the initial function. 
is only partial, one can directly compare in this sense only fixedpoints related by r=, 
The most nat:mp_al definition of this notion is therefore: 
on. ,4 fixedpoint g of 7 is said to be close to a partial function f. if <Em every 
fixedpoint h of T: 
(i) if h cfO then h cz g, and 
(ii) if &G h then g c h. 
In other words, the fixedpoint g is close to f;o if it is above any fixedpoint below fo, 
and below:+ any fixedpoint above foe k priori, it is not clear that such a close 
fixedpoint must exist for any partial function f,,--this will be one of the results 
provec! in this part. 
Ail rhe functionals considered in this part are term franctionals. 
. The direct access metho 
Kleene’s T*ersion of the Least Fixedpoint Theorem fo continuous functionals 
shows that by repeated application of the functional T %o t e iniM function JT, one 
can construct a sequenlze {~(‘)[a ]} whose limit is the least fixedpoint of T. his 
method {which we call the *direct access method) can be applied to an arbitrary 
initial fuqctior, j;,, but in general the sequence obtained neecl not converge to a 
limit. The fo!i Jwing example demonstrates such a case: 
Consider the recursive definitio 
(F(X)CX 
7[*he c,~~l~ec~io~ o 
co 
an 
It is clear that aPly constant function is a fixedpoint of the recursive defiinition and 
there are no other fixedpoints; the least fixedpoint is 0, and any constant total 
function is a maximal fixedpoint. 
Consider now the two initial functions: 
f0 ( 1x = 0 if x=0, o otherwise, 
0 ifOGxG10, 
1 otherwise. 
The sequence {#)[ f 13) does not converge, since the value 0 is rotated i 71 the cycle 
x=0,1,..., IO under the repeated application of T, On the other hand, the 
sequence {-#i)[ fz]} converges to the fixedpoint zwo of r, since all the nom era v 
of fi are eventually replaced by 0. Note that this sequence is neither an :\scending 
chain nor a descending chain (in fact, no two distinct elements are even co\IsisteAQ. 
but it converges according to the generalized notion of lim. 
+ The function fO converges to g (under a functional 7) if {T”‘] fo]} is a 
convergent sequence and g is its limit. 
We now state and prove the basic result: 
.3. If fo converges to g under T, then g is a ,sixedpoint which is close to fo_ 
oaf. To shop that g is a fixedpoint of T, we use the (generalized) continuity of T: 
T[g] = +m{P[ fo]}] = Iim{+(i)[ fo]]} = lim{P+“[ fo]} f= g. 
To show that g is clsse to fO, cionsider an arbitrary fixedpoint h of T: 
(i) If h tfo then by tk monotc3nicity of T, ?‘[h] c Tri’[ fo] fcr all i, and thus since 
h is a fixedpolnt 
(ii) If fog h then similarly: 
g = lim{ ?‘i foi) r. lim(T”‘[ h ]} = h. 0 
at-i f. or a least ele 
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convergence is guaranteed is w xedpoint or a postfixedpoint of 
T. In these cases the generated sequence is s a linr. 
We now proceed to charact the sequence must 
converge. 
. If fl c foe fi whue f 1 and.fi both cor,ue~ge to the fixedpoint g of T, then fO 
also converges to g. 
f, By the monotonicity of T, 7(‘)[ fl] Es”‘[f&T(‘)[ fi] for any d. The definition 
of convergence implies that for each x there is a natural nu 
~“‘[fi](x)~cT”‘[f~](Y)~g(#) for all jZjO, 
L nd therefore 
P[ fo](x) = g(x) for a3 j 3 jo. 
In other words, the sequence {T”‘[&]) converges to g. q 
One immediate corollary of this “sandwich” property is: 
.5. If fo c lfxp(a), then iim{T”‘[ fJ} = Ifxp(T). 
ThI, least fixedpoint of r thus has the interesting pro erty that any Initial L.mction 
fo c lfxp(* P converges to it under the repeated application of T (but not necessarily ) 
in the form of an ascending chak). Consequently, 
points of T, one must start With initial functions 
defined. 
A slightly different type of result is: 
irn order to access ot 
which are already sufficiently 
em .6. If fl c f;r and g = lim(r”I[ fl]} is a total fixedpoint of T, then f2 also 
convergm to g 
B\ rhe monotonicity of T, #j’[ fl] r di’[ f2] for aH i. ince the sequence 
> converges to g, for any x there is a jO such that: 
P[ f&x) = g( ) for all j 2jjo, 
or, in ether words: 
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Note that the requirement hat g is total is essential; it may well happen that a 
function fi converges to a nontotal maximal fixedpoint g, while a function f2, which 
is more defined than f:i &WS Trot: COIXW~~ at all, 
Taking fi = J2, we obtain an important special case of Lemma 4.6: 
.7. if ifxp(r) is cI total function, then any initial function fo converges to 
Ifxp(7). 
If a recursive definition has only one fixedpoint, then it is clear that the lim of any 
convergent sequence {7(i”[ fa]} is lfxp(T). However, if the unique fixedpoint lfxp(r) is 
not total, there may be initial functions fo for which the sequence {?)[ fO]} does r_~t 
converge at all. 
In the previous section we have considered one of the simplest ways by which we 
can access the fixed points of T--the repeated alpyiication of T to an initial function 
fo. This method may fail to converge when applied to ce .*tain initial functions JrO. In 
this section we investigate some more general access methods, which are later used 
in order to access fixedpoints o T from arbitrary initial functions. 
5.1. Access methods 
In order to formally introduce the general notion of an access method, we first 
define: 
The set of formulae is defined inductively as follows: 
(i) The symbol F is a formula (F is said to be a function variable). 
(ii) ff 8 is a formula, then T[$] is a formula (7 is sa to be a functional variable ). 
(iii) If 31, 82 are formulae, then glb{&, 82) and 1 gl, &) are formulae, 
Given a formula 8 and a functional 7s we denote by 3” the formula in which the 
le 7 is interpreted as r. gr can be considered as a functional (over 
of functions 2s 7) in the followin way: Given any fur*,ction h 
0.11 obtained by eval la 8 in which a is i 
rpreted as f. Unlike considered so far, 3’ may fcld 
functions f, in 6 nconsi 
is not 
la: 
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znd the functional 
over the naturai numbe 
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inconsistent, and thus their Iub is nest de 
function: 
f0 { 
= 0 
x- 
ifx=O(mod3) 
0 otherwise 
and the function ;F’ 
Given a functional T and initial funcFion f, we 
modification off. A sequence of f 
a sequence of successively m 
properly chosen, this sequence 
thus define: 
2. An access method ?I is a seque ce of formulae (2,). For a given 
funct 3nal T, a partial function f is said to cowerge to g w&r 9 if all t 
exist, and lim{~~[ fl)= g. Jf some of the functions z:[j’] do not exist, the 
d is said to fail for T and f. 
h the casbo tirat the formulae & become success 14’ more complicated, it is 
convenient to use a slightly modified notation for for lat. We use a sequence of 
function vas iables &, F1, . . . , 
and f. Each function variable 
variables & F , . . . , Fi+ in ad is representation is 
equival :nt to the original one, sine ulae in the new 
represc nt2 Can to formulae in 
Some of the simplest access met 
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Note that methods C-E represent all the nontrivial ways by \n/hich Fi can be 
defined in terms of E-1 and F, using one occurrence of I and one occurrence of glb. 
Four other simple access methods (denoted by B’-E”) can be obtained from 
methods IS-E by replacing each gib by lub. 
Method A is the direct access method discussed in St=l:tion 4, since the expanded 
form of any F: is #‘[F]. Method B is closely related to this method, since each Fi is 
simply the glb of a finite number of powers: 
Ft_ =glb(F, T[F], T’*‘[F], . . . , T’~)[.F’~). 
For any functional Q and initial function f, the seyur=tnce of functions {h) 
generated by method B is a descending chain,, since the glb in the formula for Fi_ 1 
contains one more term than the glb in the formula for I$, The convergence cf any 
initial function f is thus guaranteed, but unlike: t
the limit function need not be a fixedpoint 
following example: 
:he case o;f the direct access metho 
of T. This is demonstrated in the 
. Let 7 be the following functional over the natural numbers: 
r[F](x): if x = 0 then F(x)+ 1 else 0 l F(x - 1). 
! at f be the initial function: 
0 ifx=O,l 
“‘)= 1.0 otherwise . 
For any i 2 0; 
I 
i ifx=O 
P[fl(x) = ,O if 1SxSi-t1 
i 
t w otherwise, 
and thus the glb of aIll these functions is: 
This function is not a fixedpoint of 7 
prefixedpoint or a postfixedpomt of 7). 
(as a matter of fact, it is not even a 
ods .listed above, we shall be interested 
LWC~ :Ymethod, and i method C’, cal 
s section me study the behavior of the first method. 
idea behind the method is to “ 
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the common part fi of the functions h-1 and r[ 
result. in a function whose values are preserve 
fixedpoint of r. 
If the initial function f is a prefixedpoint or a postfixedpclint of J-, t 
sequence {fi) generated by method C h ;is an especially simple form: 
3. Let ( fi) be the sequence generated by the descending access method C for 
Tand f. Then : 
(i) [f _f E PRE(?-) thPn for all i, J’;: i= f. 
(ii) If f E POST(T) then for all i, 1; = +rti’[ f). 
asof. (i) The proof is by induction on i. For i = 0, fO = f by definition. 
for some i, fi = f. Then: 
f i+l E glb{fi, r[/Ei]} s glb( f, T[ f]} -5 f, 
since f c_ T[f]. 
(ii) This part is again proved bv induction. For i = 0, f. = f bv definition. If for d 
some i, fi s ~“‘[fj, then fi is also a postfixedpoint of T by Ecrnma 3.3(i), kind t 
fit1 =glb(fi, 7[fi])‘7[f;]‘7r7’i~[f]]~7’i+“[f]. III 
Part (i) of Lemma 5.5 shows that an in141ai function f may converge under 
method C to a limit function which is not a fixedpoInt of 7. However, we have: 
‘i”hecsrem 5.6. For any functional’ a and initial function f, the sequence if,) generate& 
by the descending access method C conwrges to a prefixedpoint of r. This limit 
function is the greatest among the prefixedpokts of T that are below f. 
Roof. The fact that the descending chain (fi> converges to some limit function g. 
which i:< below f, is clear. We now show that g is a prefixe point of a, i-e* g =lsl* 
By definition 
g = lim{fi} = lim{glb{&+ ~[fi+]}). 
Since both {&.l} and {7[f;:--J} are converger. sequences 
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If i = 0, then fo=j and thus F, tfo by assumption. 1f P;: satisfies h Cf;: for some i, 
then: 
and thus h is below both f;: and ~[jf], implying that 
The existence of a greatest prefixedpoint below an arbitrary partial function f can 
bti: independently proved by taking; the lub C- 1 1 corrsistent set of ah the prefixed- 
yoitrts of T below A and using the fact that .:-AS llub is itself a prefixc jpoint of T. 
Theorem 5.5 shows that the descending access method always leads to this grettest 
prefixedpoint. Note that the set prefixe@oints ,k#elow 1 need not have a greatest 
efement (in fact, it may even be empty if fclfxp(r)). 
We can now show that the descending access method1 isthe least access method in 
the following sense: 
5.4. For any functional 7, if an initial function f c~rtverges to g1 under the 
descending access method C and to g2 under some other access method ‘2-l, theaz 
ga tg2. 
f. We first prove that for any f lrmula 3 for which FF’[fl exists, gl~ %‘[A. The 
proof is by induction on the structr_u-e of the formula i?. 
(i) If 3 is F, then clcarZy giQ= g’[fl. 
(ii) If 8 is of the form r[&], then by the induction hypothesis gl@;[ f]. Fxe 
by Theorem 5.6, gl is a prefuredpoint of T, we have: 
l(iii) of 8 is of the form @b{&, &) then gl c B T[ fl and gl c %2’[_.. by the induction 
hypothesis, and thus 
(ivj Jf $‘J ds oi the form Iub(&, R?’ then 
me that g’[ f 1 is 
rice of f~rrn~~ae {$~.. The functions ;%i[ f] exist since we assume 
ence converges to gz. Since jjl G %r[fl for all i, and t 
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Using Thieorems 5.6 and 5.7, we can now indirectly show t 
and D are equivalent. One can ow that any initia! funct:.~ f sonverges 
under method D to some prefixe of 7. Xf we denote by g2 thir prefixe 
to which f converges z,Jer the descending access method c‘, thcnr ,q2~g1 by 
Theorem 5.6 and gl Gg2 by Theorem 5.7. Consequently, any initial fu 
converges to the same function tlrider access methods C and I?. 
-5.3. The ascending access mehod 
In this section we consider the ascending access method C’, which is dual to the 
descending ax~:ss method C. The following results (which are stated without 
proofs) are analogous to those obtained in Section 5.2; the main difference is t 
access methods in which the lub operation occurs may fail if the lub of inconGstent 
functions is taken. 
Let ( fi) be a sequence of functions generated by thp ascending access 
method C’ for r and f Then : 
(i) If f E PWEj7) ihen for all i, f;: = P[ f] 
(ii) If f E POST(r) then for all i, fi = f. 
eorew 3.9. FCV any fLcnctiona1 r ano initial function f, if the fur;cfions f, gerzerated 
by the ascending access method C’ exist, then the sequeizc~~ (51 conoer;c:es to n 
postj+dpoint of T. This limit function is (the least cmonp the postfixedpoitzts o.f Y- that 
are above f. 
5.10. For any functional T, if an initial functiw f cor:!verges to 1’ I under rhe 
ascending ac~zss method C’ and to g2 undu some otk aCces.s metfi gd ?I, thm 
g2q$ 
The Mowing T +emma gives a sufhcient condition on r and f’ w 
the exit ence of $‘[f] for an arbitrary formula 2. 
guarantees 
51 I. For a given T and f, if there is ti postfixedpoir2r g of 7 r;4ic!? ~rrti.~$r.s 
f cg,thePz for anv formula it, the functiorz sr[ f] exists. 
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(iii) If 3 is of the form glb{&, Y&}, where 8 ;[ fl C g and $z[ fl ,c g, then clearly: 
8’[fl =glb@T[fl, $E[fl]Q$b(g, g+ g. 
(iv) SimilarZy, if ~~ isof the form lub{g 1, &}, where i$! i[ f] E g and g$[p1 E g, then 
these two functions are con&tent, and thus their lub exists and satisfies: 
5;. . For a given 7 and f, if there is a postjixedpoint g of r which satisfies 
f tg, then no access method % can fail for T and f 
Note that this corollary does not imply that such an f converges to a limit under 
$8. 
The sufkient ctirdition in this corollary is clearly ilo: necessary in general. 
Consickr, for example, the following access method: 
I$ = $ub{fi-l,7[&2])] for i > 2. 
For any functional T and initial function f, all the pairs of functions fr:+, 7[fiB2] to 
which the Oub is applied are consistent, and thus this a.ccess method can nel/er fail. 
Vie now show that for the special case of the ascending access method, the 
condition in Lem~ma 5.i 1 exactly characterizes the case fn which ~.he method does 
not fail. 
3, A necessary and sufficient condition ,for a function f 4’0 converge under 
the axending acc\ess method C’ is the existence of a postfixedpornt g of r such that 
fcrrg. 
Proof. ft the postfixedpoint g exists, then by the corollary of Lemma 5.11 the 
sequence (fi) is defined. Since, it is an ascending chain, it is a convergent sequerice 
nverges under method C’. 
er hand, if E coavtrgcs under C’ then, by Theorem 5.9, the limit g of 
uence {fi} is a >estfixedpoint of I-. Furthermore, f c g, since {f;:! is 
whose first ekment is f. We have thus shown the existence of a 
‘P which satisies f C g. a 
orshary :“j. 12, the cent ling access ethod C’ is t the 
cs not fail for la given T and f, tizen ccess 
In this section we finally devise a mctirod which alwa! ‘!i succI3Xk ;3r,d IuXk kb. hich 
any initial function converges to 8 fixedpoi nt. As e show in Sccti0n 6.2, r/o single 
access method can achieve this goal; we thus net a sornew hat mare complicated1 
method, based on compositions of access rnethotls. This notion. is for 
as follows: 
.I. For a function 7, tin initial function f is saicB to ~:oplv(eqe io h under c/k4 
composition %T 2 0 ‘%I of two access methods $21 1 and ?I*, if f converges to so 
function g under ‘?I1 and g converges to kz under ‘)!I*. 
This definition can be naturally extended tc an 
(ZrnO~**4&4~~. 
ii. 1 s Properties of the fixedpoint method 
The fixedpoint method is the composition A 0 C” of the two access 
methods C and A. 
The main result concerning the fixedpoint method is: 
~hes~eiii~ 4.3. For w functional T, an, 17 ini’tdul function f converges ilrrtdPr i/1(7 fi.redpoir;rt 
method A 0 C to a fixed-point of r which is close to ,C Furthermore, :his fixedpPoirzt is the 
least among all the fixedpoints of T which can he reackd from f rrru!t* s c!?;y romposi- 
tion of access methods. 
rcosf. ,4ny initial function f converges undc:r A 0 C to a tixt pG3t $1 l.,f T, skc I’ 
converges under C to a prefixed-point ;; of r (by Theorem 5.6), :an~d f: converges 
under A to a fixedpoint h of T (by Theorem 4.3). 
We POW &low that h is close to the ini:ial function f. Let I k an arbitrary 
fixedpoint (I 7. Then: 
(i) If kc-f, the prefixedpoint d is below f, and by Theorem 56 the ~rtdised~~~int g 
to which f converges under C satisfies 1~ g. Consequently, 
1 = li.rTI(P[ I]) c Iii 
and thus IE~. 
clearly g G d, since g z f, 
134 2. Manna, A. Shamir 
Suppose that f converges to a fixedpoint I of 7’ under the composition 
%?ln I’ %,*-I O l l l 0 ‘$!I1 of access methods. Let US denote by gi I(i = 1, . . . , r~) the 
successive limit functions to which f converges under the partial compositions 
aio.,. . 0 $!I1 (in particular, gn = 1). The function f converges to the prefixedpoint g 
under 6. We now show that g E gi for all i = 1, . . . , yt. 
Since f converges to g and gl under the respective methods C and ?I1, we have 
(by Theorem 5.7) that g&gl. The function g1 converges to g2 under %z, and to 
some prefixedpoint gi under C (this convergence is assured since any initial 
function converges under C). By Theorem 5.6, g$ is the greatest among the 
prefixedpoints of r which are below gl. However, g is one such prefixedpoint and 
thus g&. On the other hand, giEg2 by Theorem 5.7; we thus conclude that 
&qc2* 
Continuing this type of reasoning for i = 3, . . . , n, we can show that gcgi for all 
i. In particular, g,, is the Gxedl;oint 1 of r, and thus g ~1. 
We still have to show the relation h E 1 between the fixedpoints h and 2 obtaine 
under the compositions A 0 C and %Q 0 0 l l 0 8 1, respectively. ‘We already know that 
g ~2, and that the prefixedpoint g converges to h under the direct access method A. 
l3y Theorem 4.3, the fixedpoint h is close to g, and in particular h rk for any 
fixedpoint k of 7 satisfying go k. Since I is one such fixedpoint, we obtain the 
desired result h E 1. K! 
An initial function f which converges under the ascending access method C’, 
es to a postfixedpoint g of T (by Theorem 5,9). The function g iti assured to 
to a fixedpoint h of T U&Y the direct access method A, and thus any f 
converges under A 2 C’ to a fixe&Joint of r7 provided only that method C’ does not 
fail for f. By Lemma 5.1 i, this condition is equivalent to the existence of a 
postfixedpoint of r above fi The dual to Theorem 6.3 is therefore: 
For any functional 7 and initial function such f that there exists a 
of r about? j’, the function f converges under A 0 C’ to a fixedgoint of T 
f. F’wthermore, this fixedpoint is the greatest among all the ;ixedpoints 
of T which can be reached from f under any composition of access metholis. 
roof of Theorem 6.4 is analogous to the proof of Theorem 6.3 ; t.he additional 
he existence of a posifixedpoint i:; used only in orc’,er to establish 
the existence of the appropriate limits. 
positions of access ads w 
2 C’ are characterized in the following lemma: 
are e ivalzht to O C and 
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(ii) For any T and f, f converges to the same fmctim W&T A 0 C’ atul C 6 C’. 
provided that C’ does not fail. 
roof. (i) The function g to which f converges under c‘ is Cl prefixedpoint of r. 
LemmP 5.8(i), methods A and C’ behave in the same way for prefixedpoints, and 
thus the compositions A 0 C and C’ 0 C are equivalent. 
(ii) Similar, by Lemma S.F(ii). Cl 
An arbitrary initial function f can be considered as a “distorkd fixedpoint” to 
which two types of correcrtions must be applied; 
(i) Defined parts, which are either chaqgeci or repk.2 hy o WI 
plication of r, must be deleted from the function since they 0 rml represent 
possible fixedpoint values. 
(ii) Undefined parts, which are replaced by defined \j,alues under the applicaaion 
of “r, must be completed with the appropriate fixedpoint values. 
The descending access method performs only the first type of co!:rection, 
while the ascending access method performs only the second type of correctiora. 
None of them can transform an arbitrary k~lik~ iunction f to a fixedpoint of 7, 
but wkn both of them a;-e applied to f, a fixedpoint of T is obtained. The order 
in which the two correcl ‘ng stages are performed (i.e., C’ 0 C or C Q C’) may 
affect the fixedpoint obt;Gned, since the two access methods C and C’ do no’t 
commute in general. F%r!hermore, the composiaion C 0 C’ in which the deletim 
stage comes after the completion stage may fail, while the fixedpoint I-IX thod C” 3 C 
cannot. 
Let us demte by St the set of fixedpoints of 7’ which can be re;lched fro 
f by compositions of access methods, The follow-qg irranrcdiate cr~rollarit’s 
summarize the structure of ST in the case wk:~e method (“ does nc; faif for I 
and f. 
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If F&J met&d C fails for c and h then the set Sf’ need not have a greatest 
element, and the' functions in Sf need not be consistent with 5 However. if f is 
either a prefixedpoint or a postfixedpoint of T, then C’ cannot fail for T and fi 
Theorem 6.3 guarantees that for any initial function f, there is at least one 
tit&point h of T which+s- close to fi For a fixed functional r, we can consider the 
f’kedpoint method A 0 C a a functional %@,; which maps any function f to some 
fixedpoint of T that is close to fi The functional !&& maps the set PF of partial 
functions (over the appropriate domain) onto the set F=(T), since any fixedpoint Cl 
of q is mapped to itself under m,.. Our aim in the rest of this subsection is to study 
thg monotonicity and continuity properties of !!I!%- 
T’&e\otrem 6.7. For any fumtional r, & : PF + FXP(T) is monotonic. 
Proof. By induction on the structure of formulae it is easy to show that for a fixed 
functional 7, any access method is a monotonic mapping from initial functicns to 
limit functions (whenever they exist). Consequently, the composition A 0 C (for 
which liznits always exist) is also monotonic. U 
Note that the existence of such a monotonic mapping from PF onto FIXI+) isI not 
surprising (due to the many structural similarities between the two sets); howe:ver, 
the theory of access methods enables us to define the mapping in a simple and 
constructive way. 
The functional BZ? whose monotonicity was shown above, is not continuous. This 
fact does not stem from the special way in which 2%$ is defined. The following 
theorem shows that for certain functionals 7, any such mapping is inherently 
noncontinuous. 
TImrem 6.8, mere are functionals r, for which any mapping 8: t?F + FJCP(T)~ 
which assigns to each partid function f a fixedpoint of T that is clostz to f, mlclst be 
norrcontinuous. 
Proof. Let 2’ be the following functional over the integers: 
T[F]{x): if F(Y, - l)=O then F&)+0 l F(x + l)+O l x 
else F(x--I)+00 F(x+I)+O*x. 
The special prope;<y of this functional is that for a certain sequence: {,$} of initial 
finrlctiqns, each fi has exactly one fixedpoint-&--which is close 10 it. By the 
assumption on 0, 0 [ j-J = In for all i, and thus Km{@ [h ]} = 0. We shall use this r’act 
in order to show that @ does not preserve the lirn of convergent sequences. 
The two subterms 0 l x in the functional guarantee that any fixedpoint of 7 Is 
defined for x =w. For other values of n, T[F](x) is defined in terms of both 
F(x - 1) and F’(x 
defined integers. 
fixedpoints of 7: 
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t l), and thus any fixedpoint of a is tither 0 or tota! over the 
Among the total functions!, only two types of functions are 
0 
(i) The constant functions: 
g(;+ c for some defined integer c; 
(ii) The spX:;- constant functions: 
for some defined integers c and j. 
Consider novv the.ascending chain of functions {ji}, where 
0 if x G i, 
&I otherwise. 
Each fi is a posttixedpoi.nt of 7, which descends tJ the fixedpoint fl of 7 under the 
direct access method A. We now show that 0 is the unique fixedpoint ,>f T which is 
close to f;:. 
Let h be a fixedpoint of 7 which is close to fi. By definition, h must be below any 
fixedpoim of 7 which is above fi. Two such fixedpoints above f;: are: 
g1(n)= 0, 
a 
&(x)-(; ;; ‘f;; 
,\r . 
The only 3xedpoint of 7 which is below both gl and g2 is 0, since no other nontotal 
function can be a fixedpoint of r. On the other hand, one cap easily show that 0 
itself is a fixedpoint which is close to fi. We have thus silo-wn that 0 is the unique 
fixedpoint ol’ T which is close to f;:. Using the assumption on 0, we can now deduce: 
0 [ fJ = 0 for all i. 
Let us consider ‘low the function zero = lim{fi}. Since zero is a fixedpoint of r, it is 
the unicue fixedpoint of T which is close to iknlf, and thus: 
6 [lim{&}] = 0 [zero] = zero. 
We have thus shown that 0 does not preserve the limit of converge:it zqut’nces (or 
even the lub of ascending chains). Cl 
6.2. 7%~: insuficiency of a single access method 
Theorem 6.13 showed that the composition A 0 C of access cthods k!i the 
interestng property that any initial function converges to a fixedpoint under it. A 
natural question is whether there exists some single access method w 
propertly, i.e., whether the fixe oints of T can be reac 
functiofis by means of a single 1 
.A _plausiblle- candidate :for such an ‘access method is: 
. _ -_ 
&p&F 
F :,i+l = r[F2i] for all i 2 0. 
f?T i+2 s gM,fii+l, ~[F2i+llI 
In this method, the fainctions with odd indices are defined as in method A, and 
the functions with even indices are defined as in method C. Unfortunately, one can 
easily show that certain initial functions f do not converge under this “alternating 
access method”. 
In this section we formally prove that any such attempt to construct a single 
access method, in which any f converges to a fixedpoint, must fail. It suffices to 
consider for this purpose the simple functional T@](X): F(x =+- I) over the natural 
numbers. What we actually show is that for any “candidate” access method ?I, one 
can constlruct an appropriate initial function f such that f does not converge to a 
fixedpoint of ~0 under %. 
‘Iwo useful properties of the selected functional T~[F](x): F(x + 1) are - 
(i) For any two functions fI, ,f2: 
7olsnW!i, j5.)1= glb{7offil, 70Ef21h 
(ii) For any two consistent functions ft , f2: 
7obMf1, fill = lubbolfil, 7o[f& 
Let 8 be an arbitrary formula. The interpreted formula gTo is a composition of 70, 
glb and iub, and 7. mmmutes with both the glb and lub operations. We can thus 
gush each occurrence of 70 in B;O all the way inwards, and obtain a modified 
formula in which various powers of 7. are combined by a structure of glb and lub 
operations. ? 
Example 6.9. Consider the formula 8: 
For the special case of the functional TV, %“o can be transformed in the following 
way: 
4ub(F, dglb(F, 7, iFI~]H -+ 
7o[fiub(F, glbbo[F], d2’[F]}}] + 
~ofF1,7o[&bo[*'l, d2’[F]l]) -) 
lub(ro[ F], glb{7A2’[F], Y~~)[F]}}. 
1x1 this modified formula, there care three powers of 7. (70y 7h2’, 7h”)); these powers 
are mmckxi by a structure consisting of one glb and one lub operation. 
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For a formula 3’0, we define the depth of %‘o~ &Vfl), to be the greatest power of 
70 occurring in the modified formula. Since &k’[fl(x> =f(x t- k), the value of 
$jTo[~~(x) is totally determined by the values of f(x) for x G x’ < x + li(2?). We &all 
late1 +Ise the fact that any changes in the values of f(x’) for other arguments ot X’ 
cannot affect the value of gTo[fl(x). 
We can now prove the theorem: 
Theorem 6.10. Let 70 be the following functional over the natural numbers: 
T~[F](x): F(x + 1). 
Then there is no single access axethod % under &Gch any initial function f converges 
to a fixedpoiut of ro. 
Proof. We first give an informal overview of the proof. Suppose that the theorem is 
not true and access method % ={;Fi} has the desired property, We derive a 
contradiction by constructing an initial function f in such a way t:hat for some 
ascending sequence io -=c il -=c l 0 l of indices, 
K3fI(O)= {; 
if k is even, 
if k is odd 
. 
Thlt: sequence of functions {zp[fl} thus cannot converge? since it changes value 
infinitelv many times at .X = 0. 
The unction f is defined as the lim of some convergent sequence of functions 
{gj}. This sequb_lic satisfies, for each k: 
For any fixed function gk, the other functions gkt for k’ > k, are constructed k sr!ch a 
way th.at g&j and g&) are identica; for all (i G x G d(zT;I>. Consequently, the limit 
f of {,gj} also satisfies: 
f(x)= &) for all Osx 6 d(K$ 
Since the va!r e of gz[gkj(O) depends only on the value of gk for the first d(A :;)) 
arguments, we obtain: 
This equality establishes the oscillating nature of the sequence of values (;C- ~‘[f!(O)), 
which is the desired result. 
We new formally define the convergent sequence of funcions {g;} and 
ascending sequence of indices {ii}_ 
As firs i elements in these sequences, we take go = L? an 
selection by noting that &OIL? ](O) = 4~1, since 0 is a fixedps 
formula 3, gTo[fi ] = 0. 
the 
this 
We hem-procpd to,-define gj and iI. 34s discussed above, we want g&j to be 
ident&al to pgo(x): for any0 G x G 4@jz). We thus define: 
By assumption, any initial fun&ion conve.tges under % to a fixedpoint of rO, and 
thus gf converges under % to some fixedpoint h of T. Since gl converges to the same 
%&wint zero under the two extreme compositions C’ 0 C and C 0 C’, the function Jz 
must be zero. By definition of convergence, there is some index il such that 
and we have thus found the second function gl and second index il. 
We now bniefly outline the next stage in the construction of {gi) and {ii} (Le., gz 
and jz), Let rn2 be defined as: 
The function 4~2 isdefined as: 
gz(xb= 
g&j if Osx?h m2, 
0 otherwise. 
This function converges to In under both compositions C’ 0 C and C 0 C’, and thus $2 
converges to 0 under % as well. This convergence implies the existence of an index 
iz>il such that 
The other functions gk in the sequence are constructed by taking an appropriate 
initi,al segment. of gk_l and changing the value of the constant ail from 0 to o or 
from o $3 0 (according to the oddness of k). The boundary of the initial segment, mk, 
is defined in such a way that mk g* k, iand thus the sequence {gi} of functions is 
assured to converge at an:1J argumeirrt n (since g&j is constant for all k 2 x). The 
function fs lir&} is thus defined, and by its definition, it satisfies: 
7. 
T&s paper covers only the lattice-theoretical aspects of access methods. Other 
problems whiclh might be of interest include the computability of access methods, 
the relations between access mrsahods and substitution/simplification techniques for 
evaluating tie&points, and characterizations of those cases in which a single access 
eghod is sufMent in order to access fixedpoints. 
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