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В роботі представлено загальний метод кластериза-
ції об’єктів, що використовує нечіткі бінарні відношен-
ня для визначення міри близькості векторів ознак об’єктів 
за «кутовою» та «довжинною» напівметриками. Даний 
метод реалізований у вигляді трьох алгоритмів. Програмна 
реалізація даного методу показала його ефективність при 
розв’язанні різних прикладних задач та простоту в засто-
суванні
Ключові слова: кластерний аналіз, кластер, нечіт-
кі бінарні відношення, розбиття об’єктів, кластеризація 
об’єктів
В работе представлено общий метод кластеризации объ-
ектов, использующий нечеткие бинарные отношения для 
определения меры близости векторов признаков объектов 
по «угловой» полуметрике и полуметрике длины. Данный 
метод реализован в виде трех алгоритмов. Программная 
реализация данного метода показала его эффективность 
при решении различных прикладных задач и простоту в при-
менении
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1. Вступ
 В останні десятиліття спостерігається ріст інтере-
су до нового напрямку в обробці інформації – інтелек-
туальному аналізу даних (Data Mining).
В запропонованій роботі розглядається частко-
ва задача інтелектуального аналізу даних – задача 
кластерного аналізу, відома як задача автоматичного 
групування об’єктів, класифікації без учителя або 
таксономії.
Кластерний аналіз (англ. Data clustering) – задача 
розбиття заданої вибірки об’єктів на підмножини (кла-
стери), так, щоб кожен кластер складався з схожих об’єк-
тів, а об’єкти різних кластерів істотно відрізнялися.
21
Математика и кибернетика - прикладные аспекты
Кластерний аналіз, на відміну від більшості ма-
тематико-статистичних методів, не накладає ніяких 
обмежень на вид об’єктів розбиття і дозволяє розгля-
дати множини початкових даних практично довільної 
природи та дозволяє проводити розбиття об’єктів не 
лише по одному параметру, а й по цілому набору ознак. 
Крім того, кластерний аналіз дозволяє розглядати до-
статньо великий об’єм інформації і різко скорочувати, 
стискати великі масиви інформації довільної природи, 
робити їх компактними і предметними. Тому даний 
вид аналізу є актуальним і широко застосовується в 
інформаційних системах, медицині, психології, хімії, 
біології, державному управлінні, філології, маркетин-
гу, соціології та інших дисциплінах.
Однак широта застосування породжує проблеми 
узгодженості та однозначності математичного апарату 
кластерного аналізу [1].
Зокрема, взявши до уваги, що дані кластеризації 
можуть мати різний фізичний зміст, а також те, що 
критерії схожості об’єктів не є універсальними і мо-
жуть визначатись для різних прикладних задач по 
різному, то актуальним є побудова альтернативних (до 
вже відомих) мір схожості, які задовольняють виника-
ючі потреби до групування об’єктів нових прикладних 
задач. Розв’язанню вищеозначеної проблеми і присвя-
чена дана робота.
2. Аналіз літературних даних та постановка проблеми
Розглянемо загальну задачу кластерного аналізу в 
наступній постановці.
Нехай дано деякі об’єкти O Om1, , , які характери-
зуються n  кількісними ознаками
Позначимо c c ci i n
i
1 2, , ,( )  – вектор ознак, що харак-
теризує об’єкт із номером i . Таким чином, кожному 
об’єкту O i mi, ,= 1  ставиться у відповідність вектор 




1 2, , ,( ) , i m= 1, .
Потрібно розбити дані об’єкти O i mi, ,= 1  на групи 
«схожості» по всіх n  ознаках. Для цього, з математич-
ної точки зору, потрібно розв’язати задачу кластериза-




1 2, , ,( ) , i m= 1, .
Розв’язання задач кластеризації принципове неод-
нозначне [1], і цьому є декілька причин: не існує одно-
значно якнайкращого критерію якості кластеризації; 
число кластерів, як правило, невідоме заздалегідь і 
встановлюється відповідно до деякого суб’єктивного 
критерію; результат кластеризації істотно залежить 
від обраної метрики. 
Існує багато методів кластеризації, але загально-
прийнятої їх класифікації не існує. Найпопулярні-
шими з них є метод k -середніх [2], самоорганізуюча 
карта Кохонена [3], ієрархічна кластеризація [4] або 
таксономія [5] та інші. З більш детальним аналізом 
методів кластеризації можна ознайомитись в [6 – 8].
Методика кластерного аналізу базується на по-
няттях подібності об’єктів або їх ознак. За допомогою 
підбору найбільш «подібних» об’єктів виконується 
розподіл сукупності на кластери (групи). Мірою под-
ібності, як правило, виступає відстань між об’єктами, 
на основі якої і побудовані різні види метрик та напів-
метрик [7 – 9].
Існує цілий клас задач [10 – 12], із фізичного змі-
сту яких слідує, що потрібно провести кластеризацію 
об’єктів O i mi, ,= 1 , взявши за міру схожості векторів 
c i mi, ,= 1  «кутову» та «довжинну» близькість між 
ними.
Таким чином, ставиться задача визначення «ку-
тової» напівметрики та напівметрики довжини між 
векторами ознак c i mi, ,= 1  та розробки методу кла-
стеризації, що їх використовує.
3. Мета та задачі дослідження
Метою роботи є підвищення ефективності розв’я-
зання задач кластерного аналізу шляхом розробки за-
гального методу та алгоритмів кластеризації об’єктів 
основаних на «кутовій» та «довжинній» метриках та 
бінарних відношеннях.
Для досягнення мети в роботі необхідно розв’яза-
ти наступні задачі: розробити загальний метод кла-
стеризації об’єктів оснований на нечітких бінарних 
відношеннях; визначити напівметрики, що характе-
ризуватимуть міри близькості векторів ознак обєктів 
за «кутовою» та «довжиною» схожістю; побудува-
ти алгоритми кластеризації основані на групуванні 
об’єктів за введеними кутовою та довжинною напів-
метриками.
4. Розробка методу та алгоритмів кластеризації 
об’єктів основаних на нечітких бінарних відношеннях
Для розв’язання поставленої задачі пропонується 
використати математичний апарат нечітких множин 
та нечітких бінарних відношень.
Нехай задано деяке нечітке бінарне відношення R , 
що характеризує міру подібності двох об’єктів Oi  та Oj  
за значенням функції належності φR i jc c,( )  близькості 
їх векторів ознак. Причому, чим подібніші об’єкти, тим 
φ
R
 буде ближче до 1.
Автором пропонується загальний метод кластери-
зації об’єктів заснований на нечітких бінарних відно-
шеннях описаний у вигляді наступних кроків.
Крок 1. Визначаємо число µ* ,∈[ ]0 1 , що визначає по-
ріг схожості об’єктів. Очевидно чим ближче значення 
µ*  до одиниці, тим більше буде кількість кінцевих 
кластерів розбиття.
Крок j. Серед векторів ci , які ще не віднесені до 
жодного кластеру вибираємо деякий домінантний c* . 
Якщо для деякого ci  виконується φ µ
R
ic c
* *,( ) ≥ , то 
тоді даний вектор ci  відноситься до кластеру K
j .
Завершення процесу виконання ітерацій алго-




* *,( ) ≥  завжди виконуються хоча б для одного 
із векторів – домінантного, тобто при i i= *  (кожен 
вектор «близький» сам із собою). Тому не буде утворю-
ватись «пустих» кластерів на кожному кроці.
Задамо два нечіткі бінарні відношення Rd  і Rk , за 
допомогою яких визначатимемо міри схожості векто-
рів за «кутовою» та «довжиною» напівметриками.
Введемо бінарне відношення Rd  із функцією на-
лежності φ
R id
c i m: , ,={ } → ( ]1 0 12 :
22







, ,( ) = − −∆ ∆  (1)
де ∆ = max
i i
c , i m= 1, , j m= 1, .
Дане нечітке бінарне відношення характеризує різ-
ницю між довжинами векторів ci  і cj . Причому, чим 
менша різниця між довжинами, тим φ
Rd
 буде ближче 
до 1. І навпаки, чим ця різниця більша тим φ
Rd
 буде 
ближче до нуля. Таким чином, величина φ
Rd
 буде виз-
начати близькість векторів c i mi, ,= 1  за довжиною.
Бінарне відношення Rk  із функцією належності 
φ
R ik
















1 1  (2)
Воно характеризує кут відхилення між векторами 
ci  і cj . Очевидно, чим менший кут відхилення між ci  
і ci , тим значення φRk  буде ближчим до 1, і навпаки, 
чим більшим є цей кут тим φ
Rk
 буде ближче до нуля. 
Величина φ
Rk
 буде визначати близькість векторів 
c i mi, ,= 1  за кутом.
Із вищеозначеного методу та введених напівметрик 




Задаємо деяке число µk  близьке до одиниці. За-
дане число буде характеризувати поріг близькості 
векторів c i mi, ,= 1  за кутом між ними. 
Крок 1.
Позначимо F c i mi
1 1= ={ }, , а I i i m1 1= ={ }, . Се-
ред векторів c Fi ∈




. За домінантний вектор можна, наприклад, 
взяти «найбільш ізольований», тобто для якого 
виконується φ φ









, причому φ φi j R i jk c c= ( ), , 
i m j m= =1 1, , , .
1. Із векторів c Fi ∈





* ,( ) ≥  ство-
римо кластер K1 .
2. Позначимо F F K2 1 1= \ , а I i c Fi
2 2= ∈{ } .
Крок t.
1. Серед векторів c Fi
t∈  вибираємо домінантний c
it
*  
так само як і на кроці 1.
2. Із векторів c Fi
t∈ , для яких φ µ
R i
j kk t
c c* ,( ) ≥ , ство-
римо кластер Kt .
3. Позначимо F F Kt t t+ =1 \ , а I i c Ft i
t+ += ∈{ }1 1 .
Процес завершуємо на деякому кроці T , якщо 
φ µ
R i j kk
c c,( ) ≥  для будь-яких i j IT, ∈ +1. Причому K FT T+ +=1 1.
Даний алгоритм проводить кластеризацію векто-
рів c i mi, ,= 1  конусами (рис. 1).
Рис. 1. Приклад можливої кластеризації векторів
c ii , ,= 1 15  алгоритмом 1
Алгоритм 2.
Крок 0.
1. Задаємо деякі числа µk , µd  близькі до одини-
ці. Дані величини будуть характеризувати пороги 
близькості векторів c i mi, ,= 1  за кутом та довжиною 
відповідно.
2 .  П о з н а ч и м о  Φk i j= { }φ ,  д е  φ φi j R i jk c c= ( ), , 
i m j m= =1 1, , , .
Крок 1.
1. Позначимо F c i mi
1 1= ={ }, , а I i i m1 1= ={ }, . Се-
ред векторів c Fi ∈
1  знайдемо домінантний c
i1
*  для 
якого виконується умова φ φ










2. Відносно домінантного вектора c
i1
*  будуємо 
множину-конус Ψ
i i i R i i k
c c F i c ck
1 1
1
* *,= ∈ ( ) ≥{ }φ µ .
3. Створимо кластер K1 , фільтруючи елементи із 
множини Ψ
i1
* : K c c i c ci i i R i i dd
1
1 1
= ∈ ( ) ≥{ }Ψ * *,φ µ .
4. Позначимо F F K2 1 1= \ , а I i c Fi
2 2= ∈{ } .
Крок t.
1. Серед векторів c Fi
t∈  виберемо домінантний c
i1
* , 
для якого виконується φ φ














R i i kt
k
t
A c F i c c* *,= ∈ ( ) ≥{ }φ µ .
3. Фільтруємо елементи Ψ
it
* : 
K c c i c ct i i i R i i dt d t= ∈ ( ) ≥{ }Ψ * *,φ µ .
4. Позначимо F F Kt t t+ =1 \ , а I i c Ft i
t+ += ∈{ }1 1 .
Процес завершуємо на деякому кроці T , якщо 
φ µ
R i j kk
c c,( ) ≥  і φ µ
R i j dd
c c,( ) ≥  для будь-яких i j IT, ∈ +1 . 
Причому K FT T+ +=1 1 .
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Даний алгоритм проводить дворівневу кластериза-
цію векторів c i mi, ,= 1 : на першому рівні конусами, а 
на другому сферами в середині кожного конусу.
Алгоритм 3.
Крок 0.
Задаємо деяке число µd  близьке до одиниці. За-
дане число буде характеризувати поріг близькості 
векторів c i mi, ,= 1  за їх довжиною.
Крок 1.
3. Позначимо F c i mi
1 1= ={ }, , а I i i m1 1= ={ }, . Серед 
векторів c Fi ∈




Домінантним вектором може бути:
а) вектор, який задасть особа, що приймає рішення 
(ОПР) на основі відповідного домінантного об’єкту;








в) вектор, для якого відповідно φ φ










чому φ φi j R i jd c c= ( ), , i m j m= =1 1, , , .
4. Із векторів c Fi ∈





* ,( ) ≥ , ство-
римо кластер K1 .
5. Позначимо F F K2 1 1= \ , а I i c Fi
2 2= ∈{ } .
Крок t.
4. Серед векторів c Fi
t∈  вибираємо домінантний c
it
* , 
так само як і на кроці 1.
5. Із векторів c Fi
t∈ , для яких φ µ
R i
j dd t
c c* ,( ) ≥  ство-
римо кластер Kt .
6. Позначимо F F Kt t t+ =1 \ , а I i c Ft i
t+ += ∈{ }1 1 .
Процес завершуємо на деякому кроці T , якщо 
φ µ
R i j dd
c c,( ) ≥  для будь-яких i j IT, ∈ +1. Причому K FT T+ +=1 1.
Даний алгоритм проводить кластеризацію векто-
рів c i mi, ,= 1  сферами (рис. 2).
Рис. 2. Приклад можливої кластеризації векторів c ii , ,= 1 14 
алгоритмом 3
5. Обчислювальний експеримент
Основні ідеї, представлені в даній роботі, були 
використані для створення системи підтримки при-
йняття рішень для лікаря-дієтолога «Дієтолог» [12]. 
Даний програмний пакет реалізований в середовищі 
Delphi 5 і використовуються для складання індиві-
дуалізованих дієт задач збалансованого харчування 
та дієтотерапії. Використана математична модель за-
дачі збалансованого харчування представлена в [10] 
і описана на основі векторної задачі лінійного про-
грамування із критеріальним простором великої роз-
мірності. При розв’язанні даної задачі критеріальний 
простір задачі розбивається на кластери за допомогою 
алгоритму 1 при значенні порога µk = 0 8,  та викори-
станий загальний підхід описаний в [11]. 
6. Висновки
Таким чином, в даній роботі розроблено загальний 
метод кластеризації об’єктів, заснований на нечітких 
бінарних відношеннях, який є альтернативним до вже 
існуючих в застосованій методології його побудови. 
Даний метод дає можливість кластеризувати об’єкти, 
якщо міра їх схожості може бути виражена у вигляді 
нечіткого бінарного відношення. Також, автором впер-
ше у вигляді нечітких бінарних відношень визначено 
напівметрики, що характеризують міри близькості 
векторів ознак об’єктів за «кутовою» та «довжинною» 
схожістю. На основі запропонованого методу побудо-
вано алгоритми кластеризації, що групують об’єкти 
за введеними «кутовою» та «довжинною» напівметри-
ками.
Представлені математичні засоби дозволяють 
розв’язувати деякі специфічні класи задач кластери-
зації, що, зокрема, виникають в процесі кластеризації 
критеріального простору векторних задач лінійного 
програмування із великою критеріальною розмірні-
стю.
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1. Введение
Прогнозирование является одним из решающих 
элементов эффективной организации управления 
предприятиями вследствие того, что результат при-
нимаемых решений в большой степени определяется 
качеством прогнозирования их последствий. Поэтому 
решения, принимаемые сегодня, должны опираться на 
достоверные оценки возможного развития изучаемых 
явлений, изменения технико-экономических показа-
телей и событий в будущем.
Применение прогнозирования в информационных 
технологиях (ИТ) позволит воздействовать на уско-
ренный процесс анализа, обработки, распростране-
ния и использования обширной� базы информации, а 
также своевременно принимать управленческие ре-
