Quasi maximum likelihood estimation and inference in multivariate volatility models remains a challenging computational task if, for example, the dimension is high. One of the reasons is that typically numerical procedures are used to compute the score and the Hessian, and often they are numerically unstable. We provide analytical formulae for the score and the Hessian and show in a simulation study that they clearly outperform numerical methods. As an example, we use the popular BEKK-GARCH model, for which we derive first and second order derivatives.
Introduction
Over recent years, multivariate volatility models have become increasingly popular in research and practice. One of the reasons is certainly the improving computing power of modern computers, but also recent research on models that are possible to estimate even in high dimensions. A popular example of multivariate volatility models is the GARCH model class, see Bauwens et al. (2003) for a review. However, estimation and inference remain a difficult problem, in particular in high dimensions. One of the difficulties stems from the fact that most software packages available rely on numerical derivatives to compute the score and the Hessian of the likelihood function. This is often found to be numerically unstable, as noted by Lucchetti (2002) , who provides analytical results for the scores of a particular GARCH model. It is known that numerical derivatives become even more unstable when they are used to compute the Hessian.
Maximum likelihood estimation relies on an assumption about the innovation distribution. Empirically one has often found that standardized residuals of estimated volatility models were still fat-tailed, so the assumption of Gaussian innovations is not innocuous and loses efficiency. Fiorentini et al. (2003) provide a general framework for maximum likelihood estimation using the Student-t distribution. The drawback of this approach is that, if the assumption is wrong, then in general the ML estimates are not even consistent.
On the other hand, using a Gaussian likelihood, also known as quasi maximum likelihood (QML), retains consistency under misspecification. In practice, without prior information on the innovation distribution it may therefore be preferable to use QML.
The purpose of this paper is to provide an analytic framework to implement QML inference in multivariate volatility models. QML estimates are known to be consistent and asymptotically normal, under regularity conditions, in models with conditional heteroskedasticity, see Bollerslev and Wooldridge (1992) . Comte and Lieberman (2003) provide a theoretical framework for multivariate GARCH models in a general specification.
1
We provide analytic formulae for the score and the Hessian of a general multivariate volatility model. These depend in general on the first and second derivatives of the volatility matrix H t with respect to its parameters, for which we provide results using the popular BEKK model class.
We present two methods to estimate the expectation of the Hessian; one method involves computation of second derivatives of the volatility matrix, the other does not. We compare their empirical performance in a simulation experiment, where we also include numerical derivatives as a third method.
The striking result is that numerical derivatives are clearly outperformed by any of the analytic methods. The analytic method using second derivatives of H t is outperformed by the one that does not in small and medium samples, but seems to be advantageous in large samples.
The following sections are organized as follows. Section 2 describes a general framework for QML estimation of multivariate volatility models, leaving H t unspecified. Section 3 provides results for a popular example for H t , the so- 
The conditional covariance matrix H t (θ) can be explained by some multivariate GARCH model or any other multivariate volatility model as long as H t (θ) is measurable with respect to F t−1 , is continuous in θ and is twice continuously differentiable. We will give a popular example of H t (θ) in the next section.
Suppose that there is an underlying data generating process characterized by the unknown parameter vector θ 0 which one wants to estimate using a given sample of T observations. The quasi maximum likelihood (QML) approach estimates θ 0 by maximizing the Gaussian log likelihood function
Under conditions listed by Comte and Lieberman (2003) , the QML estimates θ are consistent and asymptotically normally distributed, even in the case of non-normally distributed innovations. The asymptotic distribution is given by
and where the expectation is taken with respect to the true process. The matrix I is the expectation of the outer product of the score vector evaluated at the true parameter vector θ 0 and is often called the information matrix, whereas J is the negative expectation of the Hessian evaluated at θ 0 . If the error process ε t is conditionally Gaussian, then I = J and the asymptotic covariance matrix reduces to I −1 , the Cramer-Rao lower bound.
For inference on the estimates θ one therefore needs to calculate the score vector and the Hessian. These are given by (see the proof of Lemma 1 of Comte and Lieberman, 2003) 
where we use the notatioṅ
and where all H t ,Ḣ t,i andḦ t,i,j are evaluated at θ.
Note that by the consistency of the QML estimate θ, the matrices I and J can be consistently estimated by
and
From the expression for the second derivatives of the likelihood in (2), the latter involves the second derivatives of H t with respect to θ. However, by definition of H t , H t (θ 0 ) = E t−1 (ε t ε t ), so that the first two terms of (2) just cancel under the conditional expectation operator, and
where H t ,Ḣ t,i andḢ t,j are evaluated at θ 0 . By the law of iterated expectations
] so that a computationally simpler estimate for J is given by replacing the unknown true parameter vector θ 0 in M t (θ 0 ) by the QML estimator, i.e.
The estimator J avoids the computation of second derivatives of H t and is therefore easier to implement than J . Both estimators are asymptotically equivalent, so they are expected to perform equally well in large samples. In small and medium samples, on the other hand, it is not clear a priori if the computational feasibility of J goes without cost when compared with J . Note that in finite samples J has a higher variance than J due to the additional noise terms in (2). Both estimators being unbiased, J should therefore be preferred in estimating the asymptotic distribution. However, there may be situations where J is preferable in approximating the finite sample distribution. We will investigate the empirical performance of both estimators in our simulation study.
Of course, the derivatives of H t depend on the particular volatility model used, and we will give an example in the next section. One of the objectives of our paper is to motivate the use of analytic first and second derivatives of H t instead of numerical ones, which can be quite unstable. We will demonstrate this also in our simulation study.
QML inference in the BEKK-GARCH model
In this section we discuss a popular example of a model for H t , the conditional covariance matrix, the so-called BEKK model of Engle and Kroner (1995) . It has the attractive feature that H t is positive definite by construction. Many other multivariate GARCH variants are special cases of the BEKK specification, for example the factor model of Engle, Ng and Rothschild (1990) , the orthogonal GARCH model of Alexander (2001) and the GO-GARCH model of van der Weide (2002). For details on these models we refer to Bauwens et al. (2003) .
In its general form, the BEKK(p, q, K) model can be written as
where C is a lower triangular matrix and A ki and B ki are N × N parameter matrices. For illustrative purposes, we will only consider the case p = q = K = 1, which is also by far the most popular model order. Thus, the model simplifies to
For this model, the parameter vector is given by θ = (vech(C) , vec(A) , vec(B) ) .
In the bivariate case, this amounts to 11 parameters.
In the following we calculate the derivativesḢ t,i andḦ t,i,j that were required in the previous section. Rather than deriving with respect to specific components of θ, it is more convenient to calculate the derivative of the vectorized H t with respect to the vector θ. Of course, the former expression can easily be obtained by transforming the latter expression appropriately.
For the first and second derivatives of H t with respect to θ we use the following notation:
If X is a lower triangular matrix, we write
If Y is lower triangular, but not X,
and if both X and Y are lower triangular,
The dimensions are given in parentheses, where N * = N (N + 1)/2.
Let us begin by considering the first derivatives of H t . All results follow by applying standard rules for matrix calculus, see e.g. Lütkepohl (1996) .
Deriving with respect to the parameters in A, B and C we get
where (7) and (8) 
) commutation matrix, see e.g. Lütkepohl (1996) .
We then obtain
For example, the result for H ABt can be derived from Lütkepohl (1996, 10.5.2 (1)e). Furthermore,
Again, these expressions can easily be transformed into the matricesḦ t,i,j .
Note that there are explicit formulae to compute the matrices D N and K N N so that even in high dimensions the above expressions remain computationally feasible. In any case, using these analytic expressions should be preferred to using numerical derivatives. This will become obvious in the next section, where we present a simulation experiment.
Monte Carlo Analysis
To illustrate the empirical properties of competing devices to evaluate the asymptotic covariance matrix of QML-estimators we simulate bivariate GARCH- and it appears that this distortion will not vanish in even larger samples. The empirical size of the same test implemented with analytical derivatives is for processes of length T = 8000 6.65% which is fairly close to the nominal level.
The latter result has important implications for practical work. Implementing QML-based tests numerically might involve the risk of overstating the significance of cross sectional volatility dynamics.
Evaluating the Hessian matrix without using the second order derivatives of the covariances providing J turns out to outperform the more involved estimator J in terms of the empirical significance level. In smaller samples (T = 1000, 2000) the size distortions under both, the normal and the conditionally leptokurtic process, are drastically reduced. In case of conditionally leptokurtic innovations and T = 1000 the empirical sizes involved with covari- 
Conclusions and outlook
A clear conclusion of this paper and the simulation study can be drawn: Numerical derivatives should be avoided when computing the score and the Hessian in multivariate volatility models. Concerning the alternative analytical ways to estimate the expected Hessian, it seems that in small and medium samples the method that avoids calculation of second derivatives of H t is preferred, whereas the method involving calculation of second derivatives is slightly preferable in large samples.
A more elaborate method to obtain valid tests in small and medium samples is based on the bootstrap, see e.g. Hafner and Herwartz (2000) and Hafner and Herwartz (2002) . As this is computationally challenging already in univariate AR and in VAR type models, we refrained from applying this in a multivariate volatility framework, but leave it to future research.
