Abstract-As channel conditions improve we can augment data throughput by using error-correcting codes with higher coding rates. However at these rates convolutional codes suffer from performance loss due to puncturing and can be difficult to implement. On the other hand the trellis based decoding of block codes is computationally intensive. For this reason we introduce an innovative method of simplifying the decoding of block codes by way of selective trellis pruning. This algorithm can produce quasi-optimal results with only a fraction of the operations required by conventional methods. We also introduce a way of obtaining a pruned trellis directly from a simplified generator matrix. By using this method one can avoid the construction and pruning of full trellises, which for some codes can be extremely large, thus simplifying decoding even further.
I. INTRODUCTION
Error-correcting codes are of paramount importance for reliable communications. The choice of a certain type of code depends greatly on the application and operating conditions in question. Convolutional codes are well adapted for many situations however when a high coding rate is desired (e.g. 11:16) either their implementation becomes overly complex or their performance suffers due to the use of puncturing. Block codes are well suited for these higher rates. However, decoding them can be computationally intensive due to their extremely large and irregular trellis representation.
Given that the complexity of the Viterbi algorithm depends on the number of edges in a trellis and that the representation of a code in trellis form is not unique, it is only logical to select the representation with the fewest number of edges. An algorithm for generating this minimal trellis is presented in [1] . However, for most block codes this representation is still too large. The solution proposed in [2] reduces the size even further by using a low weight subtrellis. This trellis represents the subset of possible code words which differ in less than y positions (y < n) from the received sequence. If less than y bits are received in error then the transmitted codeword will be in the low weight subtrellis and should be properly decoded.
In this paper we propose a different approach to reducing the size of the trellis: Selective trellis pruning. This is accomplished by assuming the value of certain bits in the received sequence to be known. However in order to make this assumption they must be above a given certainty threshold. They are then simplified from most likely to least likely. As a result, certain edges and states are no longer needed and thus can be pruned from the trellis. The pruned trellis is then used for decoding. As with the low-weight subtrellis method, selective trellis pruning is a sub optimal method. It can be used to trade performance for complexity via threshold selection. Using this method it is possible in some cases to achieve near optimal performance with less than 1% of the operations. The optimal simplification threshold will also be discussed as well as the effects of over-pruning.
II. PRELIMINARIES

A. Linear Block Codes and Notation
Linear block codes are used in channel coding to improve channel reliability. They add redundancy to the data in order to detect and correct errors caused by noise and fading during transmission. This section will give the reader a very basic understanding of how they are used to correct errors as well as the notation that will be used throughout this paper. Given a k-bit message u = (u 1 , u 2 , ..., u k ) we introduce n − k bits of redundancy to obtain an n bit codeword c = (c 1 , c 2 , ..., c n ). This is accomplished by using a k-by-n generator matrix G as follows :
Given a noisy observation of c, error correction is achieved by selecting the n-tuple, out of the 2 k valid n-tuples, which is closest to the received codeword. Please note that all vectors, matrices and their respective operations are carried out in GF (2).
B. Trellises and Notation
This section will define the notation used to describe trellises as well as introduce several related concepts.
Mathematically a trellis T is a layered directed graph. It is defined by three different sets. A set of states denoted V , a set of edges denoted E and a set of labels denoted λ. We use V x to denote all states at a given depth and E x,x+1:x =n to denote all edges linking depth x to x + 1. In the case of block codes depth 0 and depth n have only one state. They are the initial (σ I ) and final (σ F ) states respectively. Each edge in E also has an associated label λ e in λ. A path P is a set of uninterrupted edges which links two states in a trellis. Furthermore, there must exist at least two paths to each state in V x : x ∈ [1 : n − 1]. One from a state in V 0 and one from a state in V n . When this is the case we say the state is accessible.
C. Trellis Representation of Block Codes
As mentioned earlier block codes can be represented by a trellis. In this special case both V 0 and V n have only one state known as the initial (σ I ) and final (σ F ) states respectively. We say that a trellis represents a block code C if and only if the set of path from σ I to σ F is identical to the codewords of C. In other words only when the labels of each and every path from σ I to σ F correspond to a codeword in C and that all codewords in C have a corresponding path in T can we say that T represents C.
III. LIKELIHOOD BASED SELECTIVE TRELLIS PRUNING
In this section we present the selective trellis pruning algorithm developed. More specifically, we will present the general idea behind this innovative approach and the algorithm itself. This algorithm includes the selection process of the states and edges that can be pruned from the trellis as well as two different ways of obtaining the pruned trellis.
This algorithm is based on the simple idea that most "certain" bits in the received message are least likely to be in error and thus by assuming them to be known one can simplify decoding without affecting performance significantly. Bits above the simplification threshold, which we will define momentarily, are simplified from most certain to least certain. In this way if two simplifications lead to contradicting message bits the most certain of the two simplifications will prevail. The choice of the simplification threshold is an important part of the algorithm. Selecting a threshold which is too low will lead to unwanted performance degradation while selecting one that is too high will diminish the computational savings. The threshold selection depends on the code used, the signal to noise level as well as the desired bit error rate. This will be discussed in detail in the results section. For now let us focus on the algorithm with arbitrary simplification threshold θ.
The certainty of each bit is calculate using the likelihood ratio. For antipodal BPSK signaling with received value r at time t we first calculate :
(2)
Then then the probability that the bit sent at time t is a 1 is :
and the probability that the bit sent at time t is a 0 is :
If either ρ(1) or ρ(0) is a above the simplification threshold θ then the bit at time t can be assumed known as either a 1 or a 0 respectively. This declaration allows us to simplify the trellis since at time t all edges with a label opposite to that of the known bit are no longer needed. Furthermore any state v which as a results of this removal no longer has at least one path from σ I to v or from v to σ F can also be removed. The removal of these states can then lead to removal others and so on and so forth until the trellis is pruned. This trellis pruning can be implemented in one of two ways. The first way, which is the most straightforward and easiest to understand, consists of using the generator matrix G of code C to generate the complete minimal trellis using the procedure described in [1] and then removing all the unneeded states and edges from it by using a simple recursive function.
Although this method works it has certain shortcomings. First of all some un-simplified trellises could be impractical to generate. In other cases the pruning and then decoding can be almost as complex as decoding directly using the original trellis. Finally generating a large trellis only to reduce it seems unnecessary.
The method we propose avoids theses problems by directly generating the pruned trellis from a modified version of the generator matrix. In other words we simplify the generator matrix and then use the minimal trellis algorithm to obtain the pruned trellis.
Before going into the details of our pruning method let us first summarize the likelihood based selective trellis pruning algorithm presented in this section.
Pseudo Code
1)
Compute ρ(0)andρ(1) for all n bits 2) Select x as the unsimplified bit with the greatest ρ 3) While (ρ x () > θ and the set of codewords is not empty S = {} ) repeat 4 & 5 4) Prune the trellis 5) Select x as the unsimplified bit with the next greatest ρ 6) Decode using the pruned trellis
IV. TRELLIS PRUNING VIA GENERATOR MATRIX SIMPLIFICATION
This section focuses on the method developed in order to simplify the generator matrix directly given constrains on the code bits. It is important to note that the set of codewords with one given bit constrained to "1" does not constitue a linear code and thus cannot be represented by a generator matrix. The solution to this problem is to use the the generator matrix to represent a linear version of the code in which all codewords have been translated by a vector e. The constrained codewords can then be constructed using the translation vector e and the modified generator matrix. Here is how it is done:
.. g T n be the generator matrix of a kxn code, where g T i is 1xk. Let i 1 , ..., i γ be the set of locations where we want to constrain the bits : {i 1 , ..., i γ } ⊆ {1, ..., n}.
Let α 1 , ..., α γ be the corresponding constrained values, i.e., we are looking for a parametrization of codewords :
c = uG and c ij = α j , j = 1, ..., γ} (6) This is possible with a series of generator matrices G (j) and vectors e (j) , j = 0, ..., γ; The procedure to determine G (j) and e (j) is the following:
, where k j−1 is the number of rows of G (j−1) .
2) It is then clear that ∀ u
kj } generates all possible information words such that they result in the i j -th bit of the codeword being 0. 3) Pick e (j) ∈ {0, 1} kj−1 such that
has its i j -th bit equal to (α (j) ) ij := α j . Here e (0) = 0 This is easy to do :
(r) G (r−1) ) ij : e (j) = 0 will do.
• if α j = (
where (g (j−1)T i ) ij = 1. 4) Then, all codewords of G with bits i 1 , ..., i γ equal to α 1 , ..., α γ can be written as :
) ij = 0 then the process cannot set c ij = α j since no appropriate translation vector can be found. Equation (7) is the desired parametrization of the constrained codewords with respect to the translation vector and the modified generator matrix. Obtaining the pruned trellis now only requires applying the minimal trellis generating algorithm to modified generator matrix and then translating the resulting trellis by e = This section focuses on the performance of the selective trellis pruning algorithm presented. In particular the effects of the simplification threshold on BER performance and computational complexity will be analyzed. We will show that using this algorithm near optimal performance can be achieved with a only a fraction of the operations required by full decoding. Furthermore, we will comment on the effects of over simplifying the trellis and try to establish which characteristics of a codes influence its performance. We will focus on two codes in particular which follow the general trends observed over the many codes tested. They are two BCH codes with rates of 16-31 and 21-31 respectively.
The selective trellis algorithm was implemented as described in the previous section simplifying bits in the received sequence from most likely to least likely given that they were above the simplification threshold. Matrix simplification was used in order to prune the trellis and all codes employed antipodal BPSK signaling over an AWGN channel. Decoding was done on the pruned trellis using the soft decision Viterbi algorithm.
Observing the BER graphs several things are important to note. First of all the overall behavior of the algorithm depends greatly on the code used. In other words, the better a code performs without selective trellis pruning the better it will perform with selective trellis pruning.
Next, in figures 1 and 3 we see that the BER curves all lie between two bounds. The lower bound is the BER curve for the fully decoded trellis. This represents the best performance which can be achieved using this code and soft decision Viterbi decoding. The upper bound is what we will refer to as the oversimplif ied bound. This bound represents the performance that is achieved when the threshold is set too low and a number of simplifications are made which hinder decoding. Over simplification understandably results in a performance degradation. However, even when oversimplified the A general trend that can be observed over the different BER curves is that they start on the lower bound and break off to join the upper bound as the signal to noise ratio increases. This break off point depends on the simplification threshold. Beyond this break off point the performance of the pruning algorithm strays form that of full decoding and hence we say that the trellis is over simplified. Furthermore, by observing that the amount of operations monotonically decreases ( figures 2 and 4) with respect to the SNR for a given simplification threshold we conclude that the break off point is the optimal point of operation if one wishes to maintain near-optimal performance with the least amount of operations. Given any specific code and signal to noise ratio it is now possible to select an optimal simplification threshold for our trellis pruning algorithm. When operating at this point we see from figure 2 that in order to maintain near-optimal performance for the 16-31 BCH code we only need to perform 4% of operations required by full decoding. In the case of the 21-31 BCH code (figure 4) our algorithm requires only about 10% of said multiplications. It is also interesting to note that these levels are independent of the simplification threshold selected. Furthermore if one is ready to accept a performance loss of several dBs it is possible to decode on the oversimplified bound while performing less then 1% of operations required by the standard Viterbi algorithm.
Another observation that can be made is that the distance between the lower and upper bound is greater in figure 1  then in figure 3 . This means that the first code suffers a greater loss in performance when oversimplified. This distance is determined by the amount of redundancy in the code. To understand this we examine the effects of simplifications on different codes. Simplification made to a code with no redundancy affect only one trellis depth at a time while simplifications made to those with redundancy can affect many depths at once. For this reason code with less redundancy tend to perform better when erroneous simplification are made and therefore perform better when oversimplified. The distance between the lower and upper bound in our BER curves is thus linked to the amount of redundancy in the code. Thus the code with less redundancy suffers less when oversimplified.
VI. CONCLUSION
In this paper we describe the selective trellis pruning algorithm developed. We also introduced an innovative way of obtaining the pruned trellis directly from a simplified generator matrix and an associated set translations vectors. Performance of the pruning algorithm was then analyzed and the effects of overpruning were discussed. Finally the choice of an optimal simplification threshold, which allows near-optimal performance while performing only a small fraction of the operations required by full decoding, was presented.
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