Abstract. We study predicate selection functions (also known as splitting rules) for structural decision trees and propose two improvements to existing schemes. The first is in classification learning, where we reconsider the use of accuracy as a predicate selection function and show that, on practical grounds, it is a better alternative to other commonly used functions. The second is in regression learning, where we consider the standard mean squared error measure and give a predicate pruning result for it.
Introduction
In this paper, we study predicate selection functions (also known as splitting rules in the literature) for structural decision trees and suggest two ways to improve existing schemes.
The first is in classification-tree learning, where we reconsider the use of accuracy as a predicate selection function and show that, on practical grounds, it is a better alternative to other commonly used functions in the context of structural trees, its primary advantage being the admission of a simple predicate pruning mechanism. With a small modification, we also show that two recognized problems associated with its use can be resolved easily. All these are discussed in Section 3.
The second, presented in Section 4, is in regression-tree learning. In that section, we consider the standard mean-squared error measure and give an efficiently computable predicate pruning result for it.
To avoid confusion, it's worth stressing that the two pruning mechanisms alluded to above happen not in the space of trees, but in the space of predicates we search to split a decision node. This form of pruning, called predicate pruning in this paper, is largely a search efficiency issue; in contrast, tree pruning deals with the more difficult problem of handling overfitting. This point should become clearer in Section 2.
We next give a high-level specification of a family of structural-tree induction systems. Every learner that fits the description can potentially benefit from the proposals of this paper.
We consider the family of decision-tree learners for structured data that uses (variants of) the top-down induction algorithm for learning. A high-level schema of such systems is shown in Figure 1 . A learning algorithm of this kind takes three inputs:
1. a (finite) set of training examples z ⊆ X × Y; 2. some background knowledge B; and 3. a collection S of predicates over X , and produces as output a structural decision tree T with node functions in S.
The terminal nodes of T are labelled with elements from Y. For classification, Y is a small finite set; for regression, Y is (usually a bounded interval of) R.
The input space X can be any arbitrary set. We assume S has the following structure:
1. S is a directed acyclic graph where each vertex is a predicate over X and there is an edge from a predicate p to a predicate q iff q can be obtained (in some way depending on the setting) from p. 2. Suppose p and q are both predicates in S. If q is a descendant of p, then ∀x ∈ X , q(x) =⇒ p(x).
We permit the predicate search space to change from node to node in the decision tree.
The top-down induction algorithm makes binary splits at each node in the tree. If E is the set of examples at the current node, then a predicate p ∈ S induces a partition P = (E 1 , E 2 ) of E, where E 1 ⊆ E is the set of examples that satisfy p and E 2 ⊆ E is the set of examples that do not satisfy p. The quality of the partition P is determined by a real-valued predicate selection function f (P). Given S and a set E of examples, we seek a predicate p * ∈ S such that f (P * ), where P * is the partition of E induced by p * , is optimized.
The search space S can be huge, in which case some form of pruning is needed to explore the space efficiently. It is the form of the predicate selection function, together with the two properties of S stated earlier, that we will exploit in the design of our predicate pruning mechanisms.
Three learning systems that fit the description given here are Tilde [3] , [2] , S-CART [9] , [10] and Alkemy [4] , [11] .
The underlying language for Tilde and S-CART is a subset of first-order logic. For both systems, X are Prolog programs, B is a Prolog program, and S = {f c | c ∈ C} where C is a set of program clauses. Given x ∈ X , f c (x) evaluates to true iff the query ← c succeeds in the program x ∧ B. In trees induced by both Tilde and S-CART, variables are shared across decision nodes down true branches. For that reason, the predicate search space can be different from node to node.
For both systems, if we only consider the addition of a single literal at each node t in the process of growing a tree, the predicate search space S t at t would be a one-level-deep tree that will not actually benefit from the proposals of this paper. In fact, existing predicate selection functions work rather well in this setting. However, if conjunctions of literals are considered, as can be done using the lookahead mechanism in Tilde and schemata declarations in S-CART (see, for details, [10, §6.4] and [2, §6.3]), then the pruning results presented here can exploit the richer structure of S t to alleviate the usual computational problems associated with the use of such rich search spaces, thus solving an important, thorny problem for both learners.
The underlying language of Alkemy is a typed higher-order logic. In this case, X are basic terms of a certain type, B takes the form of transformations (and their definitions), and S consists of standard predicates over X defined using a predicate rewrite system. The predicate search space is the same for every node in the tree. See, for more details, [11] .
We move on now to the discussion of a new accuracy-based predicate selection function for classification trees.
An Accuracy Heuristic for Classification-Tree Learning
The use of accuracy as a heuristic was called into question early on in classificationtree research. Two standard criticisms, stated in [6, §4.1], are as follows.
Criticism 1. The use of accuracy can result in premature termination of tree growth. This is because tree nodes that are relatively pure, with examples coming from one predominant class, often cannot be split with a strict increase in accuracy.
Criticism 2. The accuracy heuristic does not take future growth into account in choosing the current best split. We use the example in [6, §4.1] to illustrate this point. Consider a set E = (400, 400) of 800 examples. (Here and in the following, (n 1 , . . . , n c ) denotes a set of examples with n i examples in the ith class.) Which of the following two is the better partition of E? P 1 = ((300, 100), (100, 300)); or P 2 = ((200, 400), (200, 0)). P 2 is intuitively the more appealing partition of the two, with potential to result in a smaller overall tree. But accuracy can't differentiate between them.
Criticisms 1 and 2 notwithstanding, in the context of structural decision trees, as pointed out in [4] , the use of accuracy offers one important advantage that warrants reconsideration: its use admits a particularly simple predicate pruning mechanism. For completeness, we now review this result from [4] .
Suppose there are c classes in all. Let E be a (non-empty) set of examples, N the number of examples in E, n i the number of examples in E in the ith class, and p i = n i /N , for i = 1, . . . , c.
Definition 3. The majority class of E is defined to be the class to which the greatest number of examples in E belong. (Ties are broken arbitrarily.) Definition 4. The accuracy, A E , of a set E of examples is defined by
where M is the index of the majority class of E.
The accuracy is the fraction of examples which are correctly classified on the basis that the majority class gives the classification.
Definition 5. Let P = (E 1 , E 2 ) be a partition of a set E of examples. We define the accuracy, A P , of the partition P by
In the predicate search space, if p is a descendant of p, then p implies p and the partition (E 1 , E 2 ) of E induced by p has the property that E 1 ⊆ E 1 , where (E 1 , E 2 ) is the partition of E induced by p. These considerations lead to the following definition.
Definition 6. Let E be a set of examples and (E 1 , E 2 ) a partition of E. We say a partition (
We now introduce the important measure of classification refinement bound.
Definition 7. Let P = (E 1 , E 2 ) be a partition of a set E of N examples, where n i is the number of examples in E in the ith class and n j,i is the number of examples in E j in the ith class, for j = 1, 2 and i = 1, . . . , c. We define the classification refinement bound, B P , of the partition P by
The intuitive idea behind the definition of B P is that the refinement of P having the greatest accuracy can be obtained by moving all examples in one class from E 1 across to E 2 . Here is an example to illustrate the concept of classification refinement bound.
Example 8. Let E = (6, 9, 3, 2) and suppose P = ((2, 1, 0, 2), (4, 8, 3, 0) ). Then A P = 10/20 and B P = 11/20. If Q = ((0, 9, 0, 0), (6, 0, 3, 2)), then A Q = B Q = 15/20.
The next result shows that B P is an upper bound for the accuracy of any refinement of a partition P of a set of examples.
Proposition 9 ([11])
. Let E be a set of examples and P a partition of E. If P is a refinement of P, then A P ≤ B P . In particular, A P ≤ B P .
Proposition 9 can be used to prune the search space when searching for a predicate to split a node. During this search, we record the best partition P found so far and its associated accuracy A P . When investigating a new partition Q, the quantity B Q is calculated. According to the proposition, if B Q < A P , then the partition Q and all its refinements can be safely pruned. Here is an example to illustrate how this works.
Example 10. Let the set of examples be (6, 9, 3, 2) . Suppose the best partition found so far is P = ((6, 3, 0, 2), (0, 6, 3, 0)), which has accuracy 12/20. Suppose that later on in the search the partition Q = ((2, 4, 0, 1), (4, 5, 3, 1)) is being investigated. Note that B Q = 11/20. Since B Q < A P , Proposition 9 shows that Q and its refinements can be pruned.
On the other hand, consider the partition R = ((6, 5, 3, 2), (0, 4, 0, 0)), for which B R = 15/20. Thus R has refinements, which could be found by the system, whose accuracies exceed that of P. Thus R should not be pruned.
The pruning mechanism just described has been shown to work well in many different applications. Table 1 gives an indication of its effectiveness. In it, we list six problems taken from [11, §6.2] and [5] . For each problem, we give (1) the size of the predicate search space |S| as defined in [11] and [5] ; and (2) the number of predicates actually tested in a complete search of the predicate space aided by pruning. The percentage of the predicate space actually searched is also given. As shown, significant reduction in search can be achieved. It is worth pointing out that the effectiveness of the pruning mechanism is not a function of the size of the search space but a function of the structure of the search space and the way the training examples are actually labelled. In general, predicate search spaces that are formed by combining basic conditions in different ways, for example using conjunctions, stand to gain the most from the pruning mechanism. The predicate spaces defined for the last three datasets in Table 1 are of this kind.
It is not clear to the authors whether more commonly used functions like entropy admit similar (efficiently computable) pruning mechanisms. After several failed attempts to find such a result, it seems unlikely to us that there is one. Assuming there is no such result, then in the context of structural decision trees we can expect accuracy to be a better predicate selection function compared to other commonly used functions. To back up this claim, we examine two cases under the assumption that there is enough structure in the predicate space for predicate pruning to take effect. The first of these corresponds to the case when an exhaustive search of the predicate space is computationally feasible, and the second when it is not.
In the first case, with the aid of pruning, computing the most accurate predicate can be expected to be cheaper than computing the one with, say, the lowest entropy. Assuming accuracy and entropy both yield reasonably accurate decision trees and that their relative performances are not too far apart -we will come back to look at this shortly -then adopting accuracy as the predicate selection function is a good strategy, especially if time efficiency is an issue.
In the second case, we must resort to incomplete searches. Given the same amount of time, we can expect the predicate chosen using, say, entropy in the absence of a pruning mechanism to be, in all likelihood, worse than the predicate chosen using accuracy in the presence of pruning simply because a smaller percentage of the predicate space is actually searched.
To advocate the use of accuracy as a viable predicate selection function, we need to address the two criticisms stated in the beginning of this section. Both criticisms are valid arguments. Criticism 1 has a theoretical basis, as shown in [8] . Criticism 2, being an intuitive argument, is weaker but persuasive nonetheless. Interestingly, both problems can be addressed with an easy solution: one can adopt accuracy as the main predicate selection function and use a concave function like entropy to break ties between equally-accurate predicates. We will call this the Acc * function. This scheme addresses Criticism 1 because in the case where no predicate in the search space can achieve a strict increase in accuracy, splits can still be made in accordance with the tie-breaker function, which we know behaves well.
Criticism 2 can also be resolved this way. In the example given, Acc * will pick P 2 over P 1 , as desired.
One final question remains: Is a concave function like entropy, as a predicate selection function, always going to outperform Acc * ? We investigate this empirically. Two tree-growing algorithms are compared, the first uses Acc * , and the second, entropy. Twelve datasets were used for this purpose. They consists of the first five datasets in Table 1 and seven other datasets chosen randomly from the UCI repository. (Musk-1 in Table 1 was excluded because an exhaustive search through the predicate space as required by the entropy-based algorithm is simply not feasible. It can, however, be handled using Acc * .) The Alkemy learning system was used to perform the experiment. The results are shown in Tables 2  and 3. Table 2 gives the accuracies of the induced classifiers in the absence of tree post-pruning. The effects of post-pruning are shown in Table 3 . In both tables, a is shown if the entropy-based algorithm is significantly more accurate; a × is shown if the Acc * -based algorithm is better. Tree post-pruning is done using the cost-complexity pruning method of CART [6] . The accuracies reported are estimated using 10-fold cross validations. It seems safe to conclude that the performance of Acc * is comparable to most other predicate selection functions for the following reasons. The experiment above certainly suggests that Acc * is comparable to entropy. We know from experience that entropy and the Gini index have similar behaviour. To top it off, it is shown in [12] and [7] that the Gini index is as good as any other known predicate selection function for the purpose of tree induction. In fact, the general agreement from [12] and [7] is that the exact predicate selection function used doesn't really matter all that much as long as the tree is allowed to grow sufficiently large, in which case tree post-pruning holds the key to the final performance. In that sense, the main problem with (plain) accuracy is that it results in premature termination of tree growth. With Acc * , this is no longer an issue.
In a separate experiment, we also pitted Acc * against (plain) accuracy on the twelve datasets. The experiment shows that Acc * performs at least as well as, and usually better than, accuracy in all except one dataset (Audiology) after tree post-pruning. Table 2 also records the time (measured in seconds) taken by the two algorithms on the first five datasets on a 1.2 GHz iBook. The results clearly show that non-trivial savings in learning time can be achieved. (The usual tests considered by C4.5 [14] are used for the UCI datasets. Such predicate spaces have no structure that can be exploited by the pruning mechanism, and naturally no reduction in computation time can be obtained -both algorithms need to evaluate every predicate in the search space.) When there is enough structure in the classification problem for predicate pruning to take effect, the only situation where the Acc * -based algorithm would take longer time than the entropy-based algorithm is when a significantly larger tree is grown using the Acc * -based algorithm. This scenario can probably occur, but it would be very rare.
In summary, we have proposed and shown the viability of a new accuracybased predicate selection function for top-down induction of classification trees. In the context of structural decision trees, the pruning advantages it offers makes it, on practical grounds, the predicate selection function of choice. The pruning theorem was previously given in [4] ; the contribution here is in the design of Acc * , which overcomes some of the weaknesses of accuracy. We end with a caveat. The working assumption throughout this section is that an efficiently computable pruning mechanism for some standard predicate selection function cannot be found. If one can be obtained, then the issues investigated here need to be revisited.
A Pruning Result for Regression-Tree Learning
We now present a predicate pruning result for structural regression-tree learning. We begin by stating the quadratic loss function commonly used in regression-tree learning. This is followed by the presentation of an efficient predicate pruning algorithm for this predicate selection function. The section ends with a discussion of some implementation issues.
Definition 11. Given a set E of examples, we define the mean squared error E E of E by
The unique minimizing c here is the empirical mean of the regression values in E, and that is what we use to label the leaf nodes in a regression tree.
Definition 12. Let E be a set of examples and P = (E 1 , E 2 ) a partition of E. We define the mean squared error, Q P , of P by
Given a predicate search space S and a set E of examples, the goal is thus to find a predicate in S that minimizes Q. As pointed in [1, §16.1], this formulation is well-founded since one can show that
which implies that choosing a function f to minimize Q is equivalent to finding the best approximation of the conditional expectation of y given x. See, for more details, [6, §8.3].
Proposition 13. Let E 1 and E 2 be sets of examples. If
Proof. Straightforward.
To search through the space of predicates efficiently by means of predicate pruning, we need a way to predict the smallest error that can be obtained from the descendants of a predicate. This motivates the next definition. Definition 14. Let E be a set of examples and P = (E 1 , E 2 ) a partition of E. We define the regression refinement bound of P by
where P is a refinement of P. A refinement P * of P that satisfies Q P * = C P is called a minimizing refinement of P.
Proposition 15. Let E be a set of examples and P a partition of E. If P is a refinement of P, then Q P ≥ C P . In particular, Q P ≥ C P .
Proof. By the definition of C P .
The refinement bound C P has the obvious definition, but can it be computed efficiently? Clearly, an exhaustive search through all possible refinements of P is impractical; a more efficient algorithm is needed. We next study this minimization problem.
A lower bound for C P can be easily obtained.
Proposition 16. Let E be a set of examples and P = (E 1 , E 2 ) a partition of E. Then E E2 ≤ C P . In particular, when
be a minimizing refinement of P. By Proposition 13, we have E E2 ≤ E E * 2 since E 2 ⊆ E * 2 . From that, we have
Clearly, when E 1 = ∅, E * 1 = ∅ and E * 2 = E 2 . It turns out that to compute C P for a partition P = (E 1 , E 2 ), we can restrict our attention to just those refinements that can be obtained by cutting a sorted version of E 1 into two halves, and assigning one or the other to the new E 2 . Figure 2 gives an algorithm for computing C P . In the algorithm, E[i, j] denotes the subset of E formed from taking the i-th to j-th element(s). If i > j, we define E[i, j] to be ∅. The sort function in line 4 in Figure 2 is with respect to the following total order on the examples. Examples are first ordered increasingly by their regression values. Examples with the same regression values are then ordered according to a lexicographic order on the individuals. We denote by max (E) and min (E) the largest and smallest examples in E as ordered by .
We now show the value returned by the algorithm RegRefinementBound on input P is C P . First, a technical lemma.
Proposition 17. Let E be a set of examples and
is a minimizing refinement of P, where E 11 ∪ E 12 = E 1 . Then P min must satisfy the following property:
Proof. If either E 11 or E 12 is empty, then the property holds trivially. Now consider the case when both E 11 and E 12 are non-empty. Suppose the property does not hold. Then there exist (x 1 , y 1 ) in E 11 and (x 2 , y 2 ) in E 12 such that y 1 > y 2 , and (x 3 , y 3 ) in E 12 and (x 4 , y 4 ) in E 11 such that y 3 > y 4 . We have 
We now show that we can always pick (x , e ) from E 11 and (x , e ) from E 12 and interchange them to produce another refinement of P with a lower error, thus contradicting the minimality of P min . Letȳ 1 andȳ 2 denote, respectively, the empirical means of the regression values in E 11 and E 12 ∪ E 2 . There are two cases to consider, and we state the elements we choose in each case.
1. Ifȳ 1 ȳ 2 , pick (x , e ) to be max (E 11 ), and (x , e ) to be min (E 12 ). We have e > e from (1).
2. Ifȳ 1 >ȳ 2 , pick (x , e ) to be min (E 11 ), and (x , e ) to be max (E 12 ). We have e > e from (2) .
) is a refinement of P. We have
We can make the third step because
in both cases. The fourth step follows because e = e . (Recall Definition 11 and the remark following it.)
Proposition 18. Given a partition P, RegRefinementBound correctly finds C P .
Proof. Let P be (E 1 , E 2 ). There are two cases. If E 1 = ∅, the algorithm returns E E2 , which is equal to C P by Proposition 16. If E 1 is non-empty, then one of the minimizing refinements must satisfy the property stated in Proposition 17. The algorithm conducts an exhaustive search of all such partitions and must therefore find C P .
The RegRefinementBound algorithm, when implemented naïvely, has time complexity O(|E| 2 ), since there are O(|E|) iterations, and the computation of Q P1 and Q P2 in each iteration takes O(|E|) time. This can be significantly improved. We now give an implementation of RegRefinementBound that runs in time linear in the size of E.
Proposition 19. Given a set E of examples and a partition P = (E 1 , E 2 ) of E, assuming E 1 is sorted according to , C P can be computed in time O(|E|).
Proof. Letȳ,ȳ 1 ,ȳ 2 denote the empirical means of the regression values in E, E 1 and E 2 . We can rewrite the error function as follows.
From that, we can reformulate the optimization problem as
where
) is a refinement of P. Thus we are left with a maximization problem that can be computed in time linear in the size of E. All that is required are a few preprocessing steps to compute the sum of all the regression values in E 2 and the prefix sums (
Here, E[j] denotes the regression value of the j-th element in E. The details are given in Figure 3 . In the algorithm, the function div (x, y) is defined to be x/y if y = 0, and 0 otherwise. Note that the formula for Q P1 and Q P2 has the same general form as the last step in (3).
function RegRefinementBound2 (P) returns CP ;
input: P = (E1, E2), a partition, E1 sorted;
sum2 := P for each i from 1 to |E1| do Can we avoid conducting an exhaustive search of the solution set? Given the form of the minimizing refinement, one might conjecture that given a partition P = (E 1 , E 2 ), ifȳ 1 <ȳ 2 , whereȳ 1 andȳ 2 denote, respectively, the empirical means of the regression values in E 1 and E 2 , then the minimizing refinement must be in the set
where E 1 here is assumed sorted. Similarly whenȳ 1 >ȳ 2 . This is not true, as shown in the next example. The actual minimizing refinement is ({(x 3 , 0.98)}, {(x 1 , 0.3), (x 2 , 0.5), (x 4 , 0.41), (x 5 , 0.53), (x 6 , 0.77), (x 7 , 0.9)}) with error 0.254.
Another conjecture is that the errors obtained by increasing the index i in both S1 and S2 (defined similarly to S1, see below) traces a quadratic curve with a single (local) minimum. This also turns out to be false, as shown in the next example. To get an indication of the effectiveness of the pruning mechanism, we conducted a small experiment using the same six datasets given in Table 1 . Each of these was converted into a regression problem by appropriate relabellings of the individuals, with individuals coming from the same class relabelled with random numbers chosen from the same subinterval of the real line. A complete search through the predicate space was then performed for each. The results are shown in Table 4 . It is clear from the table that significant reduction in computation time can be achieved in practice. 
Related Work and Conclusion
The idea of predicate pruning is, of course, not new in ILP. For example, both Progol and Aleph have such mechanisms for some standard rule-evaluation functions; see [13, §7.4.7] and [15, §3.2.3] . This paper extend such techniques to top-down induction of structural trees, in both the classification and regression settings. The pruning theorem for classification has been established in [4] before; the contribution here is in the design of Acc * . The pruning theorem for regression is new and it is the main contribution of this paper.
