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SENSOR PLACEMENT FOR THE PARTIALLY OBSERVED
STOCHASTIC ADVECTION-DIFFUSION EQUATION
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Abstract. In this paper, we consider the problem of jointly performing online parameter es-
timation and optimal sensor placement for a partially observed infinite dimensional linear diffu-
sion process. We present a novel solution to this problem in the form of a continuous-time, two-
timescale stochastic gradient descent algorithm, which recursively seeks to maximise the asymptotic
log-likelihood with respect to the unknown model parameters, and to minimise the expected mean
squared error of the hidden state estimate with respect to the sensor locations. We also provide
extensive numerical results illustrating the performance of the proposed approach in the case that
the hidden signal is governed by the two-dimensional stochastic advection-diffusion equation.
Key words. stochastic advection-diffusion equation, stochastic filtering, Kalman-Bucy filter,
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stochastic gradient descent
1. Introduction. The study of partially observed stochastic dynamical systems
is old, but remains relevant to numerous applications in fields as diverse as acoustics
and signal processing, image analysis and computer vision, automatic control and
robotics, economics and finance, computational biology and bioinformatics, environ-
mental monitoring, and meteorology (e.g., [11, 34, 47, 49]). In this paper, we consider
a partially observed stochastic process governed by a particular dissipative stochas-
tic partial differential equation (SPDE), namely, the stochastic advection-diffusion
equation. This model, or some variant thereof, is frequently used in environmental
monitoring applications to model phenomena such as precipitation [27, 77, 96], air
pollution [16, 76], groundwater flow [66, 108], and sediment transport [80].
We restrict our attention to the case in which the hidden state of interest is a
space-time varying scalar field, u(x, t), on some bounded two-dimensional domain
Π ⊆ R2. This state is modelled using the stochastic advection-diffusion equation,
which we can write formally as
(1.0.1)
∂u(x, t)
∂t
= −µ(x)T∇u(x, t) +∇ · Σ(x)∇u(x, t)− ζ(x)u(x, t) + b(x)ε(x, t)
where x = (x1, x2)
T ∈ Π, ∇ = (∂/∂x1, ∂/∂x2)T is the gradient operator, ∇· is
the divergence operator, f(x, t) is a deterministic forcing, and ε(x, t) is a Gaussian
noise process which is temporally white and spatially coloured. This might appear
as a restrictive choice for the dynamics, but much of the subsequent methodology is
generic, and could thus theoretically be applied to other models (see [95] for a rigorous
treatment). Moreover, this model results in a tractable but non-separable space-time
covariance operator [96], and thus its spatiotemporal dynamics are interpretable for
practitioners.
The central problem underlying this partially observed stochastic dynamical sys-
tem is that of optimal state estimation, or filtering. This consists in determining the
conditional probability distribution of the latent signal process (i.e., the filter), given
the history of observations, the model parameters, and the locations of the measure-
ment sensors (e.g., [17, 39, 50]). In general, however, the parameters of this model are
unknown, and must be inferred from the data. Indeed, inferring the model parameters
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is often the primary problem of interest (e.g., [66, 81]). In addition, the locations of
the measurement sensors are typically not fixed, and it may be possible to improve
upon the optimal state estimate by determining an ‘optimal sensor placement’. This
is particularly relevant to applications in engineering and the applied sciences. In
such applications, the process of interest, even if defined continuously over space and
in time, can only be measured at a finite number of spatial locations. Moreover, the
spatial density of observations is generally very low, due either to prohibitive expense
(i.e., the sensors are expensive, or expensive to place), or geographical inaccessibility
(i.e., the sensors cannot be placed in particular locations). Furthermore, measure-
ments at certain points in the spatial domain may yield more information about the
system than measurements at other points, due to correlations in the signal. Thus,
to a greater or lesser extent, the accuracy of the state estimate is dependent on the
number and location of the measurement sensors.
1.1. Literature Review.
1.1.1. Parameter Estimation. Despite its clear practical importance, the pro-
blem of parameter estimation in continuous-time, partially observed linear diffusion
processes has been considered by relatively few authors. Instead, most of the literature
on this subject has been written for discrete-time, partially observed processes (e.g.,
[34, 60]) or, to a lesser extent, continuous-time, fully observed processes (e.g., [22, 24,
67, 72]). Among the different methods that have been considered for this problem,
those based on the maximum likelihood principle are perhaps the most ubiquitous
(e.g., [64, 68, 100]), although several others have also been considered (e.g., [32, 45]).
In the offline setting, maximum likelihood (ML) methods seek the value of θ that
maximises the log-likelihood of the observations, or incomplete data log-likelihood,
after some fixed time-period T . In particular, the maximum likelihood estimator
(MLE) is defined as θˆT = arg maxθ∈Θ LT (θ,o). The asymptotic properties of this
estimator, including asymptotic consistency, asymptotic efficiency, and asymptotic
normality, have been the subject of several papers for both finite-dimensional (e.g.,
[6, 7, 8, 12, 105, 106]) and infinite-dimensional (e.g., [3, 9, 10, 13, 64, 88]) systems.
In this paper, we will be primarily concerned with online parameter estimation
methods, which recursively estimate the unknown model parameters based on the
continuous stream of observations (e.g., [100]). In comparison to classical methods,
which process the observed data in a batch fashion, online methods perform inference
in real time, can track changes in parameters over time, are more computationally
efficient, and have significantly smaller storage requirements.
In the online setting, so-called recursive maximum likelihood (RML) methods
recursively seek the value of θ which maximises the asymptotic log-likelihood (e.g.,
[51, 52, 100]), defined as L˜(θ,o) = limt→∞ 1tLt(θ,o). The asymptotic properties of
such methods for partially observed, discrete-time systems have been studied exten-
sively (e.g., [37, 48, 63, 70, 71, 89, 93, 101, 102]). In comparison, the partially observed,
continuous-time case has received relatively little attention.1 This method was first
proposed by Gerencser et al. [51], who derived a RML estimator for the parameters of
a finite dimensional, partially observed, linear diffusion process using the Itoˆ-Venzel
formula (e.g., [109]), and provided an almost sure convergence result for this esti-
mator without proof. This analysis was later extended in [52], in which the authors
established the almost sure convergence of a modified version of the estimator in [51],
1We do not attempt to review the fully observed, continuous-time case here, but refer instead to
[72, 97] and references therein.
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which included an additional resetting mechanism. The use of a continuous-time RML
method for online parameter estimation was more recently revisited by Surace and
Pfister [100], who derived a RML estimator for the parameters of a finite dimensional,
partially observed, non-linear diffusion process, and established the almost sure con-
vergence of this estimator under appropriate conditions on the process consisting of
the latent state, the filter, and the filter derivative. This extended the results in [97]
to the partially observed setting. We remark that [78, 83] have also considered the
use of a continuous-time recursive maximum likelihood method for non-linear par-
tially observed diffusion processes. In these papers, however, in addition to the model
parameters, the hidden state is estimated via maximum likelihood, rather than via
the usual filtering paradigm.
1.1.2. Optimal Sensor Placement. The problem of optimal sensor placement
for state estimation in infinite dimensional, partially observed, continuous-time, linear
stochastic dynamical systems, has been studied by a large number of authors, and in a
wide variety of contexts. Arguably the first mathematically rigorous treatment of this
problem was provided by Bensoussan [18, 19], who formulated it as an application of
optimal control on the infinite dimensional Ricatti equation governing the covariance
operator of the optimal filter. This extended the results in [5], in which similar
conditions were obtained in the finite dimensional case. For a review of other early
results on the sensor placement problem, we refer to [65].
Under this framework, sensor locations are treated as control variables, and the
optimal sensor locations are defined as the minima of a suitable objective function,
typically defined as the trace of the covariance operator at some finite time (e.g.,
[18, 19, 33, 35, 40, 84, 111]), or the integral of the trace of the covariance operator
over some finite time interval (e.g. [31, 35, 55, 62]). Alternatively, one can define cost
functions with respect to parameter estimation considerations (e.g., [86, 107]). In any
case, one then has oˆT = arg mino∈O JT (θ,o).
Recently, and in the spirit of Bensoussan’s original approach, Burns et al. [28, 30,
31, 29, 56, 91] have provided a rigorous general framework for determining optimal
location and trajectories of sensor networks for linear stochastic distributed parameter
systems. In particular, in [31], the optimisation problem is precisely formulated as the
minimisation of a functional involving the trace of a solution to the integral Ricatti
equation, with constraints given by the allowed trajectories of the sensor network.
The existence of Bochner integrable solutions to this equation, and thus the existence
of optimal sensor locations, is established in [28, 30]. Finally, in [31], a Galerkin
type numerical scheme for the finite dimensional approximation of these solutions is
proposed, for which convergence is proved in Lp norm.
Several authors have also considered optimal sensor placement with respect to
asymptotic versions of these objective functions (e.g., [1, 4, 90, 104, 112, 113]). In
this case, the optimal sensor placements are obtained, possibly recursively, as the min-
ima of the asymptotic objective function J˜ (θ,o) = 1t limt→∞ Jt(θ,o). Most recently,
Zhang and Morris [113] considered minimisation of the trace of the mild solution of
the infinite dimensional algebraic Ricatti equation as a sensor placement criterion.
In particular, they proved that the trace of the solution to this equation minimises
the steady-state error variance, and thus represents an appropriate design objective.
They also established the existence of solutions (i.e., optimal sensor locations) to the
corresponding optimal sensor placement problem, as well as the convergence of appro-
priate finite-dimensional approximations to these solutions, using results previously
obtained for optimal actuator locations in [82].
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1.2. Contributions. In this paper, we address, for the first time, the problems
of parameter estimation and optimal sensor placement (for state estimation) together.
This represents a significant departure from the existing literature, in which these
two problems have, until now, been studied separately. There is strong motivation
for this combined approach. Indeed, in the vast majority of practical applications,
both of these problems are relevant. It would thus be highly convenient to solve
them simultaneously, and, if possible, in an online fashion. Moreover, they are often
interdependent, in the sense that the optimal sensor placement can vary significantly
according to the current parameter estimate (see Section 2.4). Thus, tackling them
together can result in significant performance improvements (see Figure 1).
We formulate this as an unconstrained bilevel optimisation problem, in which the
objective is to obtain θˆ ∈ Θ, oˆ ∈ Πny such that
θˆ = arg max
θ∈Θ
L˜(θ, arg min
o∈Πny
J˜ (θ,o)) , oˆ = arg min
o∈Πny
J˜ (θˆ,o).(1.2.1)
where, as previously, L˜(·) denotes the asymptotic log-likelihood of the observations,
and J˜ (·) denotes an asymptotic sensor placement objective function. It should be
noted that the choice of L˜(·) rather than J˜ (·) as the upper-level objective function here
is arbitrary. In particular, our methodology remains valid if we consider the bilevel
optimisation problem in which the upper-level and lower-level objective functions are
reversed. The upper-level objective function can thus be chosen on a case-by-case
basis, based on which criterion (parameter estimation or optimal sensor placement)
one wishes to prioritise.
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Fig. 1. A comparison of the true, hidden state u(x, t) (Fig. 1a) and the optimal state estimates
uˆθ,o(x, t) in three possible scenarios: using joint parameter estimation and optimal sensor placement
(Fig. 1b), using parameter estimation but no optimal sensor placement (Fig. 1c), and using optimal
sensor placement but no parameter estimation (Fig. 1d). In this example, the hidden state is only
accurately reconstructed in the first scenario, namely, when the model parameters are successfully
estimated and the sensors are optimally placed.
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To solve this problem, we propose a novel continuous-time, two-timescale sto-
chastic gradient descent algorithm, formulated precisely for the partially observed,
infinite-dimensional linear diffusion process governed by the stochastic advection-
diffusion equation. This algorithm can be seen as a formal extension of the authors’
previous work in [95] to the setting in which the latent state is infinite-dimensional.
We establish, using the theoretical results in [95], almost sure convergence of the
online parameter estimates and recursive optimal sensor placements generated by a
suitable finite dimensional approximation of this algorithm to the stationary points of
the asymptotic log-likelihood and the asymptotic filter covariance, respectively.2 We
then provide several detailed numerical case studies illustrating the performance of
this method in different scenarios of practical interest. Our numerical results indicate
that the algorithm is highly effective, and applicable to cases involving static and non-
static model parameters, multiple noise and bias parameters, different specifications
of the sensor placement objective function, and different specifications of the upper
and lower-level objective functions.
1.3. Paper Organisation. The remainder of this paper is organised as follows.
In Section 2, we present the two-timescale stochastic gradient descent algorithm for
the joint parameter estimation and optimal sensor placement problem. In Section 3,
we precisely formulate the stochastic advection-diffusion equation as a stochastic dif-
ferential equation on an appropriate separable Hilbert space. In Section 4, we provide
several numerical examples illustrating the application of the proposed methodology.
Finally, in Section 5, we provide some concluding remarks.
2. Joint Online Parameter Estimation and Optimal Sensor Placement.
2.1. Preliminaries. Let (Ω,F ,P) be a complete probability space together with
a filtration {Ft}t≥0 which satisfies the usual conditions. Let G, H be separable Hilbert
spaces. We will write L1(G,H) to denote the space of bounded linear operators from
G to H, and L1(H) in the case G = H. We consider the following family of partially
observed infinite dimensional linear diffusion processes:
du(t) = A(θ)u(t)dt+ Bdvθ(t) , u(0) = u0,(2.1.1)
dy(t) = C(θ,o)u(t)dt+ dwo(t) , y(0) = 0,(2.1.2)
where θ ∈ Θ ⊂ Rnθ is an nθ-dimensional parameter, o = {oi}nyi=1 ∈ Πny ⊂ R2ny is a
set of ny sensor locations, with oi ∈ Π ⊆ R2 for i = 1, . . . , ny, u = {u(t)}t≥0 denotes
a latent H-valued signal process, y = {y(t)}t≥0 denotes a Rny -valued observation
process, and vθ = {vθ(t)}t≥0, wo = {wo(t)}t≥0 are independent Wiener processes,
with incremental covariances Q(θ) ∈ L1(H), R(o) ∈ L1(Rny ), which correspond to
the signal noise and the measurement noise, respectively.
We assume that, for all θ ∈ Θ, A(θ) : H → H is the infinitesimal generator
of a C0-semigroup S(θ, t) on H. We also assume that, for all θ ∈ Θ, o ∈ Ωny ,
B : H → H and C(θ,o) : H → Rny are bounded linear operators: B ∈ L1(H)
and C(θ,o) ∈ L1(H,Rny ). Finally, we assume that the initial state u0 is a H-valued
Gaussian random variable with mean uˆ0(θ) ∈ H and covariance Σ0(θ) ∈ L1(H), which
is independent of vθ and wo for all θ ∈ Θ, o ∈ Ωny .
2We remark that, under reasonable additional assumptions, it is straightforward to extend this
analysis to show that the online parameter estimates are local maxima of the asymptotic log-
likelihood, and the recursive optimal sensor placements are local minima of the asymptotic filter
covariance [95].
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2.2. The Infinite-Dimensional Kalman-Bucy Filter. We begin with a brief
review of the infinite dimensional linear filtering problem. That is, the problem of
determining the conditional law of the latent signal process, given the history of
observations FYt = σ{y(s) : 0 ≤ s ≤ t}. In the linear Gaussian case, it is well known
that that conditional distribution of the latent signal process is Gaussian, and thus
determined uniquely by its mean and covariance. These quantities can be obtained
explicitly via the infinite-dimensional Kalman-Bucy filter (e.g., [18, 39, 41]).
In particular, suppose we write uˆ(θ,o) = {uˆ(θ,o, t)}t≥0 to denote the conditional
mean of the signal given FYt , and Σ(θ,o) = {Σ(θ,o, t)}t≥0 its conditional covariance.
Then Σ(θ,o, t) is a weak solution of the operator Ricatti equation [20, 41]
Σ˙(θ,o, t) = A(θ)Σ(θ,o, t) + Σ(θ,o, t)A∗(θ)(2.2.1)
+ BQ(θ)B∗ − Σ(θ,o, t)C∗(θ,o)R−1(o)C(θ,o)Σ(θ,o, t),
Σ(θ,o, 0) = Σ0(θ,o),(2.2.2)
and uˆ(θ,o, t) is a mild solution of the stochastic evolution equation [41]
duˆ(θ,o, t) = A(θ)uˆ(θ,o, t)dt(2.2.3)
+ Σ(θ,o, t)C∗(θ,o)R−1(o)(dy(t)− C(θ,o)uˆ(θ,o, t)dt),
uˆ(θ,o, 0) = uˆ0(θ,o).(2.2.4)
We will also write uˆθ(θ,o) = {uˆθ(θ,o, t)}t≥0 and uˆo(θ,o) = {uˆo(θ,o, t)}t≥0 to
denote the ‘filter derivatives’ of the conditional mean, and Σθ(θ,o) = {Σθ(θ,o)}t≥0
and Σo(θ,o) = {Σo(θ,o)}t≥0, to denote the ‘filter derivatives’ of the conditional
covariance. By this we mean, for example, that uˆθ(θ,o) = {uˆθ(θ,o, t)}t≥0 is the
process defined, for all t ≥ 0, according to uˆθ(θ,o, t) = ∇θuˆ(θ,o, t). By definition,
these quantities are the solutions, interpreted in the appropriate sense, of the equations
obtained upon formal differentiation of equations (2.2.1) - (2.2.4).
In this paper, we are primarily interested in the asymptotic behaviour of these
solutions. It will thus be useful to recall the following well-known result, originally
due to Curtain [41]. Suppose (A(θ),BQ 12 (θ)) is exponentially stabilisable, and that
(A(θ), C(θ,o)) is exponentially detectable (see, e.g., [113] for definitions of ‘exponen-
tially stabilisable’ and ‘exponentially detectable’). Then, as t → ∞, the solution of
the differential Ricatti equation Σ(θ,o, t) converges strongly to Σ∞(θ,o), the unique
(weak) non-negative solution of the algebraic Ricatti equation (e.g., [41, 113])
0 = A(θ)Σ∞(θ,o) + Σ∞(θ,o)A∗(θ)(2.2.5)
+ BQ(θ)B∗ − Σ∞(θ,o)C∗(θ,o)R−1(o)C(θ,o)Σ∞(θ,o).
2.3. Online Parameter Estimation. We now consider the problem of online
parameter estimation. We will suppose that the model generates the observation
process {y(t)}t≥0 according to a true, but unknown, static parameter θˆ. The objec-
tive is then to obtain an estimator {θ(t)}t≥0 of θˆ which is both FYt -measurable and
recursively computable. That is, an estimator which can be computed online using
the continuous stream of observations, without revisiting the past.
For this task, we will consider a maximum likelihood approach. We thus re-
quire an expression for the log-likelihood of the observations, or incomplete data
log-likelihood, for a partially observed infinite-dimensional linear diffusion process.
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Under appropriate conditions, this can be obtained as (e.g., [2, 10, 12, 14, 75])
Lt(θ,o) = log dPy(θ)
dPw
=
∫ t
0
〈R−1(o)C(θ,o)uˆ(θ,o, s),dy(s)〉Rny(2.3.1)
− 1
2
∫ t
0
||R− 12 (o)C(θ,o)uˆ(θ,o, s)||2Rny ds,
where 〈·, ·〉Rny denotes the standard inner product on Rny , and ||ϕ||2Rny = 〈ϕ,ϕ〉. In
the online setting, a standard approach is to recursively seek the value of θ which
maximises the asymptotic log-likelihood, viz,
(2.3.2) L˜(θ,o) = lim
t→∞
1
t
Lt(θ,o).
This optimisation problem can be tackled using a continuous-time stochastic gradient
ascent algorithm, whereby the parameters follow a noisy ascent direction given by the
integrand of the gradient of the log-likelihood, evaluated with the current parameter
estimate (e.g., [52, 100] in the finite-dimensional case). In particular, initialised at
θ0 ∈ Θ, the parameter estimates {θ(t)}t≥0 are generated according to the stochastic
differential equation
(2.3.3)
dθ(t) =
{
γ(t)
[C(θ,o)uˆθ(θ,o, t)]TR−1(o)[dy(t)− C(θ,o)uˆ(θ,o, t)dt]∣∣
θ=θ(t)
, θ(t) ∈ Θ,
0 , θ(t) 6∈ Θ,
where {γ(t)}t≥0 is a non-negative, non-increasing, real function, known as the learning
rate. This algorithm is commonly referred to as recursive maximum likelihood (RML).
2.4. Optimal Sensor Placement. We now turn our attention to the problem
of optimal sensor placement. The objective is to obtain an estimator of the set of ny
sensor locations oˆ = {oˆi}nyi=1 which are optimal with respect to some pre-determined
criteria, possibly subject to constraints. Once more, we require our estimator to be
FYt -measurable and recursively computable. A standard approach to this problem is
to define a suitable objective function, say J (θ, ·) : Ωny → R, and then to define the
optimal estimator as oˆ = arg mino∈Ωny J (θ,o).
In this paper, we are interested in determining the sensor placement which min-
imises the uncertainty in our optimal state estimate. In this case, an appropriate
choice of objective function is (e.g., [31, 35, 55, 62]),
(2.4.1) Jt(θ,o) =
∫ t
0
Tr [M(s)Σ(θ,o, s)] ds
where Σ(θ,o) is the weak solution of the operator Ricatti equation (2.2.1), and for
each s ∈ [0, t], M(s) : H → H is a user-chosen, possibly time-dependent, bounded
linear operator, which allows one to weight significant parts of the state estimate. In
the online setting, and in the spirit of the previous section, we can recursively seek
the value of o which minimises the asymptotic objective function, namely
(2.4.2) J˜ (θ,o) = lim
t→∞
1
t
Jt(θ,o) := Tr [M∞Σ∞(θ,o)] ,
where the second equality holds under the assumptions that Σ(t, θ,o) converges
strongly to Σ∞(θ,o) (see Section 2.2), andM(t) converges strongly to some bounded
linear operator M∞.
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Similarly to online parameter estimation, this optimisation problem can be tack-
led recursively using continuous-time stochastic gradient descent, whereby the sensor
locations follow a noisy descent direction given by the integrand of the gradient of
the objective function, evaluated with the current estimates of the sensor placements.
In particular, initialised at o0 ∈ Ωny , the sensor locations {o(t)}t≥0 are generated
according to the ordinary differential equation
(2.4.3) do(t) =
{
−γ(t)Tro[M(t)Σ(θ,o, t)]Tdt∣∣
o=o(t)
, o(t) ∈ Ωny
0 , o(t) 6∈ Ωny
where, once again, {γ(t)}t≥0 is a non-negative, non-increasing real function, and we
have written Tro [M(t)Σ(θ,o, t)] = ∇oTr [M(t)Σ(θ,o, t)] to denote the ‘filter deriva-
tive’ of the weighted trace of the conditional covariance operator with respect to the
sensor placements.
We should remark that, if the true model parameters θˆ are known, then Σ∞(θˆ,o)
can be computed prior to receiving any observations by solving the algebraic Ricatti
equation. It is thus possible to compute the asymptotic objective function J˜ (θˆ,o), and
to obtain the optimal sensor placement oˆ = arg mino∈Ωny J˜ (θˆ,o), prior to receiving
any observations. In this scenario, it may be preferable to use a (non-stochastic)
gradient descent algorithm on the asymptotic objective function directly in order to
obtain the optimal sensor placement (e.g., [1, 4]).
If, on the other hand, the true model parameters θˆ are unknown, then it is no
longer possible to compute Σ∞(θˆ,o) prior to receiving any observations, since clearly
the true value of this operator depends on knowledge of θˆ. It is thus also no longer
possible to compute the ‘true’ asymptotic objective function, or to obtain the ‘true’
optimal sensor placement, prior to receiving any observations. This is particularly
important in situations where the optimal sensor placement depends significantly on
the model parameters (see Figure 2).
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Fig. 2. The ‘optimisation landscape’. Plots of the asymptotic sensor placement objective func-
tion, J˜ (θ,o), and the corresponding optimal sensor placement, oˆ = arg mino∈Ω J˜ (θ,o), for two
possible specifications of the model parameters θ.
2.5. Joint Online Parameter Estimation and Optimal Sensor Place-
ment. We finally now turn our attention to the problem of joint online parameter
estimation and optimal sensor placement. In the spirit of the previous two sections,
we will formulate this as a bilevel optimisation problem, in which the objective is to
obtain θ ∈ Θ, o ∈ Ωny which simultaneously maximise the asymptotic log-likelihood
L˜(θ,o), and minimise the asymptotic objective function J˜ (θ,o).
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There are two possible approaches to this task. The first is to alternate between
online parameter estimation and optimal sensor placement, periodically updating the
locations of the measurement sensors on the basis of the current parameter estimates.
The second is to jointly perform online parameter estimation and optimal sensor
placement, simultaneously and recursively updating the parameter estimates and the
locations of the measurement sensors. We strongly advocate the second approach,
which is not only more numerically convenient, but can be implemented in a truly
online fashion. Moreover, in the case of mobile sensors, this approach can provide
real-time motion guidance.
On this basis, we propose the use of a continuous-time, two-timescale stochastic
gradient descent algorithm (e.g., [23, 25]), which combines the schemes in (2.3.3)
and (2.4.3). In particular, suppose some initialisation at θ0 ∈ Θ, o0 ∈ Ωny . Then,
simultaneously, the parameter estimates {θ(t)}t≥0 and the sensor locations {o(t)}t≥0
are generated according to
dθ(t)=
−γθ(t)
[C(θ,o)uˆθ(θ,o, t)]TR−1(o)[C(θ,o)uˆ(θ,o, t)dt− dy(t)]∣∣θ=θ(t)
o=o(t)
0
, θ(t) ∈ Θ,
, θ(t) 6∈ Θ,
(2.5.1a)
do(t)=
−γo(t)Tr
o
[M(t)Σ(θ,o, t)]Tdt∣∣θ=θ(t)
o=o(t)
0
, o(t) ∈ Ωny ,
, o(t) 6∈ Ωny .
(2.5.1b)
where {γθ(t)}t≥0 and {γo(t)}t≥0 are non-negative, non-increasing real functions such
that limt→∞ γθ(t)/γo(t) = 0 or limt→∞ γo(t)/γθ(t) = 0. The choice between these two
conditions on the learning rates essentially determines which of the algorithm iterates
moves on a slower timescale. The first choice implies that the parameter estimates
move on a slower timescale than the sensor placements, and is generally preferred if
parameter estimation is the primary objective. The second implies that the sensor
placements move on a slower timescale than the parameter estimates, and is generally
preferred if optimal sensor placement is the primary objective.
In practice, we cannot implement this algorithm directly, as it depends on the
infinite-dimensional solutions of the Kalman-Bucy filtering equations. We are thus re-
quired to use a Galerkin discretisation, and project onto a finite-dimensional Hilbert
space (e.g., [53, 92]). Under certain, verifiable conditions, the approximate, finite-
dimensional solutions of the Kalman-Bucy filtering equations (2.2.1) - (2.2.4), and
the algebraic Ricatti equation (2.2.5), converge to the true, infinite-dimensional so-
lutions as the order of the projection is increased (e.g., [15, 31, 44, 53, 111, 113]).
It is thus reasonable to expect that, under similar conditions, the finite-dimensional
approximations of the asymptotic log-likelihood and the asymptotic objective func-
tion, namely, L˜n(θ,o) and J˜n(θ,o), will converge to their true, infinite-dimensional
counterparts; as will the corresponding approximations of the maximum likelihood
estimate and the optimal sensor placement, namely,
(2.5.2) θˆn := arg max
θ∈Θ
L˜n(θ,o) and oˆn := arg min
o∈Ωny
J˜n(θ,o).
In fact, rigorous convergence results of this type have already been obtained in the
case of the sensor placement objective function, and the optimal sensor placement. In
particular, under precisely those conditions required for convergence of the approx-
imate, finite-dimensional filter, the finite-dimensional approximation of the sensor
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placement objective function, and the corresponding approximation of the optimal
sensor placement, do indeed converge to their true values (e.g., [31, 111, 113]). Per-
haps somewhat surprisingly, obtaining similar results for the log-likelihood and the
maximum likelihood estimate has not yet received attention in the literature (see [36]
for some relevant results in the fully observed case). It appears, however, that similar
arguments can be applied in this setting.
In this context, we have strong justification for implementing a finite-dimensional
version of Algorithm (2.5.1a) - (2.5.1b), in which the filter and filter derivatives are
replaced by their finite-dimensional approximations. The resulting algorithm is a par-
ticular case of the joint online parameter estimation and optimal sensor placement
algorithm analysed in [95, Proposition 3.1]. Thus, under suitable conditions on the
process consisting of the latent state, the optimal filter, and the filter derivatives,
the parameter estimates and the optimal sensor placements generated by this algo-
rithm are guaranteed to converge to the stationary points of the (finite-dimensional
approximation) of the asymptotic log-likelihood and the asymptotic sensor placement
objective function, respectively. That is,
(2.5.3) lim
t→∞∇θL˜n(θ(t),o(t)) = limt→∞∇oJ˜n(θ(t),o(t)) = 0.
We state these conditions in full in Appendix A, and provide sufficient conditions in
the linear Gaussian case.
3. The Partially Observed Stochastic Advection-Diffusion Equation. In
this section, we provide some background on the partially observed two-dimensional
stochastic advection-diffusion equation. In particular, we show how this equation can
be defined as a functional stochastic advection diffusion equation on an appropriate
separable Hilbert space (see also, e.g., [15, 31, 111]). We restrict our attention to
the case of periodic boundary conditions, following the treatment in [96]. We should
emphasise, however, that the subsequent methodology does not rely on this choice.
3.1. The Signal Equation. Let the region of interest be the unit torus Π :=
[0, 1]2, with x = (x1, x2)
T ∈ Π a point on this space. The quantity of interest is a
space-time varying scalar field u : Π × [0,∞) → R. We thus write u(x, t) to denote
the value of the field at spatial location x ∈ Π and time t ∈ [0,∞). We assume that
this field satisfies periodic boundary conditions.
Let H = Lper.2 (Π) denote the function space of interest, namely, the space of
periodic square-integrable functions on Π = [0, 1]2. It will be particularly convenient
to work with the Fourier characterisation of H, that is, the closure of
(3.1.1) H =
{
ϕ : ϕ(x) =
∑
k∈Z2\{0}
αkφk(x) : α−k = αk,
∑
k∈Z2\{0}
α2k(t) <∞
}
,
where φk(x) = exp(ik
Tx),k ∈ Z2/{0} denotes the set of orthonormal Fourier basis
functions for H.
It is now straightforward to write the deterministic advection-diffusion equation
as an abstract evolution equation on H, viz
(3.1.2) du(t) = A(θ)u(t)dt , u(0) ∈ H,
where A(θ) : D(A(θ))→ H denotes the two-dimensional advection diffusion operator,
namely,
(3.1.3) A(θ)ϕ = −
2∑
i=1
µi(x)
∂ϕ
∂xi
+
2∑
i,j=1
∂
∂xi
(
Σi,j(x)
∂ϕ
∂xj
)
− ζ(x)ϕ , ϕ ∈ D(A(θ)),
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where µi(x), Σi,j(x), ζ(x): Π→ R, i, j = 1, 2, are real-valued, continuously differen-
tiable functions, and D(A(θ)) = {ϕ ∈ H : ∂ϕ∂xi ,
∂2ϕ
∂xi∂xj
∈ L2(Π) , i, j = 1, 2}.
The terms appearing in the definition of the advection-diffusion operator can
be given the following physical interpretation. The first term describes transport
effects, also termed convection or advection, with µ(x) = (µ1(x), µ2(x))
T ∈ R2 the
drift or velocity field. The second term describes a possibly anisotropic diffusion, with
Σ(x) = [Σi,j(x)]i,j=1,2 ∈ R2×2 the diffusivity or diffusion matrix. Following [96], we
will parametrise this matrix according to
(3.1.4)
Σ(x)−1 =
1
ρ21(x)
(
cosα sinα(x)
−γ(x) sinα(x) γ(x) cosα(x)
)T(
cosα(x) sinα(x)
−γ(x) sinα(x) γ(x) cosα(x)
)
where ρ1(x) > 0 is the range, and determines the amount of diffusion; γ(x) > 0 is the
anisotropic amplitude, and determines the amount of anisotropy; and α(x) ∈ [0, pi2 ] is
the anisotropic direction, and determines the direction of the anisotropy. In the case
that γ(x) ≡ 1, this matrix is symmetric, and the diffusion is isotropic. Meanwhile, in
the case that Σ(x) ≡ 12×2, this term simplifies to the standard Laplacian. The final
term describes damping, with ζ(x) > 0 the damping rate, or damping coefficient.
For the chosen parametrisation of Σ(x), the operator −A(θ) is (strongly) elliptic
of order 2 (e.g., [43, 87, 94]). Moreover, A(θ) generates an exponentially stable C0-
semigroup S(θ, t) = eA(θ)t over L2(Π) [31, 94]. We should remark that, for ease of
exposition, we have assumed here that A(θ) is time-invariant. It is straightforward,
however, to extend all of the results in this paper to the case of a time-dependent
operatorA(θ, t). In this case, we would require in addition some standard assumptions
on the regularity of the map t→ A(θ, t) (e.g., [74, 87, 103]).
We can now introduce additive noise into the dynamics of this equation in a
standard fashion. We begin by defining the the upper half-plane of wavenumbers
Z2↑ =
{
k = (kx, ky)
T ∈ Z2 \ {0} : kx + ky > 0
}
(3.1.5)
∪{k = (kx, ky)T ∈ Z2 \ {0} : kx + ky = 0, kx > 0} .
We then let zRek = {zRek (t)}t≥0 and zImk = {zImk (t)}t≥0 denote two independent stan-
dard Brownian motions, and define
(3.1.6) zk(t) = z
Re
k (t) + iz
Im
k (t), k ∈ Z2↑.
Finally, we consider a covariance operator Q(θ) such that Q(θ)φk = η2k(θ)φk for all
k ∈ Z2 \ {0}, where {η2k(θ)}k∈Z2\{0} is some bounded sequence of non-negative real
numbers which satisfying η−k(θ) = ηk(θ). Then, in the spirit of [41, 42], we can define
a Q-Wiener process vθ = {vθ(t)}t≥0 according to
(3.1.7) vθ(t) :=
∑
k∈Z2\{0}
ηk(θ)φkzk(t)
under the condition that z−k(t) = −z¯k for all k ∈ Z2↑. We thus work with a diagonal
covariance operator with respect to the basis of interest, although other choices could
easily be considered. We will additionally require that η2k(θ) = O(|k|−2(1+ε)) for some
ε > 0. This ensures that
∑
k η
2
k(θ) <∞, so that the operator Q(θ) is indeed of trace
class. Following [73, 96], we will assume that the Q(θ)-Weiner process vθ = {vθ(t)}t≥0
is defined according to
(3.1.8) ηk(θ) =
σ
2pi
(
kTk +
1
ρ20
)−1
,
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where σ > 0 represents a marginal variance parameter, and ρ0 > 0 is a spatial range
parameter. It is straightforward to verify that, in this case, η2k(θ) = O(|k|−2(1+ε)) for
some ε > 0. This choice defines a noise process with the so-called Whittle covariance
function in space, which it has been argued ‘may be regarded as the elementary
correlation in two dimensions, similar to the exponential in one dimension’ [110].
This is a particular case of the Mate´rn covariance function, which is arguably the
most popular and widely used covariance function in spatial statistics [38, 54, 99].
We can now precisely define the stochastic advection-diffusion equation as a func-
tional stochastic differential equation on H, namely,
(3.1.9) du(t) = A(θ)u(t)dt+ Bdvθ(t), u(0) = u0
where A(θ) : D(A(θ)) → H is the stochastic advection-diffusion operator defined
by (3.1.3), B ∈ L2(H) is a spatial weighting operator, defined by Bϕ = b(x)ϕ for
some b ∈ H, and the initial state u0 is a H-valued Gaussian random variable with
mean uˆ0(θ) ∈ H and covariance Σ0(θ) ∈ L1(H), which is independent of vθ for all
θ ∈ Θ. Once more, we are interested in mild solutions of this equation, which are to
be understood path-wise on the complete probability space (Ω,F , (Ft)t≥0,Pθ,o).
3.2. The Observation Equation. We assume that the signal process cannot
be measured directly, but that it generates a continuous sequence of noisy observations
y = {y(t)}t≥0, taking values in Rny , according to
(3.2.1) dy(t) = C(θ,o)u(t)dt+ dwo(t) , y(0) = 0,
where C(θ,o) : H → Rny is a bounded linear operator, and wo = {wo(t)}t≥0 is a Rny
valued Wiener process with incremental covariance R(o) ∈ Rny×ny . This corresponds
to the measurement noise. We will assume that wo is independent of both vθ and u0,
for all θ ∈ Θ, o ∈ Πny . While the use of a linear observation equation is somewhat
restrictive, it does encompass most typical observation schemes used in practice.
We will restrict our attention to the scenario in which we obtain noisy, possibly
biased observations of the field at a set of ny possibly-time varying sensor locations
o = {oi}nyi=1 ∈ Πny , with oi ∈ Π for i = 1, . . . , ny. In this case, the observation
operator is defined, for ϕ ∈ H, according to
C(θ,o)ϕ =
 C1(θ,o)ϕ...
Cny (θ,o)ϕ
 , Ci(θ,o)ϕ = ∫ΠKoi(x)ϕ(x)dx∫
Π
Koi(x)ds
+ βi,(3.2.2)
where Koi ∈ L2(Π), i = 1, . . . ,m are suitably chosen weighting functions, which de-
crease as |x−oi| increases, and βi ∈ R are bias terms. In this paper, we will consider
the case where each of the sensors provides an average of the latent signal process
within a fixed region around its current location (e.g., [31, 79]), which corresponds to
the choice
(3.2.3) Koi(x) = 1 {x ∈ Π : |x− oi| ≤ r} , r > 0.
For simplicity, we will also assume that the sensors are independent, in which case
the covariance matrix R(o) reduces to a diagonal matrix; and that the sensors can
be categorised into p1 distinct ‘noise classes’, and into p2 distinct ’bias’ classes, where
1 ≤ p1, p2 ≤ ny. By this, we mean that all observations generated by sensors belonging
to a particular class have the same variance (or the same bias). We should emphasise,
however, that the subsequent results do not depend on this assumption.
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4. Numerical Results. In this section, we provide several numerical examples
illustrating the performance of the joint online parameter estimation and optimal
sensor placement algorithm for the model described in Section 3. The code is written
in R, and is available upon request.
4.1. Numerical Considerations. Using the Fourier characterisation (3.1.1), it
is possible to write the solution of the signal equation as
(4.1.1) u(t) =
∑
k∈Z2\{0}
αk(t)φk , αk(t) = 〈u(t), φk〉 =
∫
Π
u(t)φk(x)dx.
It is thus equivalent to consider the parameterisation of u(t) via the set of coeffi-
cients {αk(t)}k∈Z2/{0}. Taking the inner product of both sides of the signal equation
with φk,
3 it follows that the αk’s obey the following infinite dimensional stochastic
differential equation
(4.1.2) dαk(t) =
∑
j∈Z2\{0}
λj,k(θ)αj(t)dt+
∑
j∈Z2\{0}
ξj,kηj(θ)dzj(t) , k ∈ Z2↑.
with λj,k(θ) = 〈A(θ)φj , φk〉 and ξj,k = 〈Bφj , φk〉. We will sometimes refer to this
as the ‘spectral’ signal equation. This parametrisation of the signal process is highly
convenient, as it allows us to perform inference on a vector whose coordinates evolve
according to a SDE, even if this vector happens to have infinite length. In our numer-
ical simulations, we will restrict attention to the case in which the advection-diffusion
operator A(θ) is spatially invariant, in which case we obtain a particularly simple
form for the λj,k(θ), namely,
λj,k(θ) = −
(
ijTµ+ jTΣj + ζ
)
δj,k,(4.1.3)
where δj,k denotes the standard Kronecker delta function. We will also assume, unless
otherwise stated, that the spatial weighting operator B is the identity operator, in
which case we also have ξj,k = δj,k. Under these assumptions, the spectral signal
equation (4.1.2) diagonalises completely; that is, the αk’s evolve independently of one
another.
For numerical purposes, we are required to project the solution of the signal equa-
tion onto a finite dimensional Hilbert space. We will consider the finite dimensional
subspace Hn ⊂ H spanned by the truncated set of basis functions {φk}k∈Ln , where
(4.1.4) Ln = {k ∈ Z2↑ : min(k1, k2) ≤ L}, n = |L|, L ∈ N.
Let Πn : H → Hn denote the orthogonal projection onto this space, defined in the
usual fashion. The Galerkin projection of u(t) is then given by
(4.1.5) un(t) = Πnu(t) =
∑
k∈Ln
αk(t)φk , αk(t) = 〈u(t), φk〉 =
∫
Π
u(t)φk(x)dx,
where the αk’s now obey the following finite dimensional SDE,
(4.1.6) dαk(t) =
∑
j∈Ln
λj,k(θ)αj(t)dt+
∑
j∈Ln
ξj,kηj(θ)dzj(t) , k ∈ Ln.
3We remark that, since u = {u(t)}t≥0 is a real field, we have α−k(t) = −α¯k(t) for k ∈ Z2↑. It is
thus sufficient to consider k ∈ Z2↑.
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This high dimensional SDE will provide an approximation for the original, infinite
dimensional SPDE. We remark that, as n→∞, the finite dimensional approximation
un(t) does indeed converge in law to the true solution u(t). The proof of this is
straightforward (see, e.g., [96]).
It is convenient to write this equation, as well as the corresponding observation
equation, in vector form. Suppose we assign some ordering to the wave-numbers in
Ln = {ki}ni=1. We can then write
dαn(t) = An(θ)αn(t)dt+Bndvn,θ(t) , αn(0) = αn,0,(4.1.7)
dyn(t) = Cn(θ,o)αn(t)dt+ dwo(t) , yn(0) = 0,(4.1.8)
where αn(t) = (αk1(t), . . . , αkn(t))
T ∈ Rn is the vector of Fourier coefficients, An(θ) ∈
Rn×n, Bn ∈ Rn×n, Cn(θ,o) ∈ Rny×n are matrices with elements
(4.1.9) [An(θ)]i,j = λki,kj (θ) , [Bn]i,j = ξki,kj , [Cn(θ,o)]i,j = Ci(θ,o)φkj ,
and v = {vn,θ(t)}t≥0 is the Rn-valued Wiener process with incremental covariance
matrix Qn(θ) ∈ Rn×n, where [Qn(θ)]i,i = diag
[
η2k1(θ), . . . , η
2
kn
(θ)
]
.
We will apply the finite-dimensional Kalman-Bucy filter and tangent filter, and
implement the finite-dimensional approximation of the joint online parameter estima-
tion and optimal sensor placement algorithm, using this finite-dimensional, ‘spectral’
representation of the original, infinite-dimensional system. Throughout our numerical
simulations, we will use a Fourier truncation with n = 21 basis functions, with ad-
ditional simulations (omitted) indicating that further increasing the number of basis
functions does not have a significant effect on the results. Regarding the time discreti-
sation, we use an exponential Euler scheme for the finite-dimensional approximation
of the partially observed diffusion process (4.1.7) - (4.1.8), and then implement the
discrete-time analogue of the stochastic gradient descent algorithm (2.5.1a) - (2.5.1b).
4.2. Numerical Experiments.
4.2.1. Simulation I. We first investigate the convergence of the parameter es-
timates and the optimal sensor placements under conditions which guarantee conver-
gence to the stationary points of the asymptotic log-likelihood and the asymptotic
sensor placement objective function, respectively (see Appendix A). We assume that
the true model parameters and the initial parameter estimates are given respectively
by
θˆ = (ρ0 = 0.50, σ
2 = 0.20, ζ = 0.50, ρ1 = 0.10, γ = 2.00,(4.2.1)
α = pi4 , µx = 0.30, µy = −0.30, τ2 = 0.01),
θ0 = (ρ0 = 0.25, σ
2 = 0.80, ζ = 0.10, ρ1 = 0.20, γ = 1.20,(4.2.2)
α = pi3 , µx = 0.10, µy = −0.15, τ2 = 0.10).
We also assume that we have ny = 8 sensors in Π = [0, 1]
2. We suppose that the sen-
sors are independent, have zero bias, and generate noisy measurements with variance
τ2. Thus, in the observation equation, we have β = (0, . . . , 0)T and R = diag(τ2).
In this simulation, we suppose that our objective is to obtain the optimal sensor
placement with respect to the state estimate at a discrete set of spatial locations. This
is achieved by a suitable choice of the weighting matrix Mn ∈ Rn×n. In particular,
we assume that the target sensor locations and the initial sensor locations are given,
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respectively, by
oˆ =
1
12
{(
0.00
7.00
)
,
(
6.00
8.00
)
,
(
4.00
4.00
)
,
(
9.00
6.00
)
,
(
1.00
1.00
)
,
(
7.00
10.0
)
,
(
10.0
11.0
)
,
(
3.00
10.0
)}
,
o0 =
1
12
{(
10.1
7.80
)
,
(
4.10
6.01
)
,
(
5.20
3.75
)
,
(
7.20
4.02
)
,
(
3.20
3.10
)
,
(
6.10
2.10
)
,
(
1.01
2.80
)
,
(
3.00
1.00
)}
.
It remains to specify the learning rates {γiθ(t)}i=1,...,9t≥0 and {γjo(t)}j=1,...,8t≥0 , where
the indices i, j now make explicit the fact that the step sizes are permitted to vary
between parameters, and between sensors. In this simulation, we assume that our
primary objective is to estimate the true model parameters, and our secondary ob-
jective is to optimally place the measurement sensors. We thus set γiθ(t) = γ
i
θ,0t
−εiθ
and γjo(t) = γ
j
θ,0t
−εjo , where γiθ,0, γ
j
o,0 > 0 and 0.5 < ε
j
o < ε
i
θ ≤ 1 for all i = 1, . . . , 9
and j = 1, . . . , 8, with the specific values of γiθ,0, ε
i
θ, γ
j
o,0, and ε
j
o tuned individually.
This choice of learning rate satisfies all of the conditions of [95, Proposition 3.1]. In
particular, it guarantees that
(4.2.3) lim
t→∞
γiθ(t)
γjo(t)
= 0 ∀i = 1, . . . , 9 , j = 1, . . . , 8.
This implies that the parameter estimates {θ(t)}t≥0 move on a slower timescale than
the sensor placements {o(t)}t≥0. Thus, the sensor placements see the parameter es-
timates as quasi-static, while the parameter estimates see the sensor placements as
almost equilibrated. In practice, this means that o(t) will asymptotically track the
sensor placements which are optimal with respect to the current parameter estimates.
This feature of our algorithm is particularly advantageous in situations where the op-
timal sensor placement depends significantly on one or more of the model parameters
(see Section 4.2.2).
The performance of the two-timescale stochastic gradient descent algorithm is
visualised in Figures 3, in which we plot the sequence of online parameter estimates
and optimal sensor placements, Figure 4, in which we plot a single component of the
hidden state used to generate the observations, and the optimal state estimate, and
in Figure 5, in which we plot the time evolution of the mean squared error (MSE)
for the corresponding filter. As expected, all of the parameter estimates converge to
within a small neighbourhood of their true values (Figure 3a), and all of the sensors
converge to one of the target locations (Figure 3b). As a result, the performance of the
filter is improved to near-optimal after approximately T = 2× 104 iterations (Figure
5). This number is largely determined by the initial magnitudes of the learning rates
{γiθ(t)}i=1,...,9t≥0 and {γjo(t)}j=1,...,8t≥0 . In particular, increasing one or more of these values
will often decrease the time taken for the algorithm iterates to converge.
It is also possible to apply our algorithm when the primary objective is to obtain
the optimal sensor placement, and the secondary objective is to estimate the true
model parameters. That is, the order of the two optimisation problems is reversed.
In particular, this is achieved by choosing learning rates which no longer satisfy (4.2.3),
but instead satisfy
(4.2.4) lim
t→∞
γio(t)
γjθ(t)
= 0 ∀i = 1, . . . , 9 , j = 1, . . . , 8.
This implies, of course, that the sensor placements {o(t)}t≥0 now move on a slower
timescale than the parameter estimates {θ(t)}t≥0. The performance of the two-
16 L. SHARROCK AND N. KANTAS
0e+00 4e+04 8e+04
0.
1
0.
3
0.
5
0.
7
ρˆ
0
0e+00 4e+04 8e+04
0.
1
0.
3
0.
5
0.
7
σˆ
2
0e+00 4e+04 8e+04
0.
2
0.
4
0.
6
ζˆ
0e+00 4e+04 8e+04
0.
0
5
0.
1
5
0.
2
5
ρˆ
1
0e+00 4e+04 8e+04
1.
0
1.
5
2.
0
2.
5
3.
0
γˆ
0e+00 4e+04 8e+04
0.
4
0.
8
1.
2
1.
6
αˆ
0e+00 4e+04 8e+04
0.
1
0.
2
0.
3
0.
4
µˆ
x
0e+00 4e+04 8e+04
-0
.4
-0
.3
-0
.2
-0
.1
µˆ
y
0e+00 4e+04 8e+04
0.
00
0.
05
0.
1
0
0.
1
5
τˆ
2
(a) Sequence of online parameter estimates.
0e+00 6e+04
0
2
4
6
8
10
12
Sensor 1
oˆ
oˆx
oˆx
0e+00 6e+04
0
2
4
6
8
1
0
12
Sensor 2
oˆ
oˆx
oˆx
0e+00 6e+04
0
2
4
6
8
1
0
1
2
Sensor 3
oˆ
oˆx
oˆx
0e+00 6e+04
0
2
4
6
8
1
0
1
2
Sensor 4
oˆ
oˆx
oˆx
0e+00 6e+04
0
2
4
6
8
10
12
Sensor 5
oˆ
oˆx
oˆx
0e+00 6e+04
0
2
4
6
8
10
12
Sensor 6
oˆ
oˆx
oˆx
0e+00 6e+04
0
2
4
6
8
1
0
1
2
Sensor 7
oˆ
oˆx
oˆx
0e+00 6e+04
0
2
4
6
8
1
0
1
2
Sensor 8
oˆ
oˆx
oˆx
(b) Sequence of optimal sensor placements.
Fig. 3. Simulation Ia. The sequence of online parameter estimates & optimal sensor placements
(black); and the true parameters & optimal sensor placements (red, dashed). In this simulation, the
parameter estimates move on the slower timescale, and the sensor placements move on the faster
timescale.
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Fig. 4. Simulation Ia. A single component of the hidden state αn(t) (black) and the optimal
state estimate αˆn(t) (red).
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Fig. 6. Simulation Ib. The sequence of online parameter estimates & optimal sensor placements
(black); and the true parameters & optimal sensor placements (red, dashed). In this simulation, the
parameter estimates move on the faster timescale, and the sensor placements move on the slower
timescale.
timescale stochastic gradient descent algorithm in this scenario, with all other as-
sumptions unchanged from the first simulation, is illustrated in Figure 6. Once more,
we observe that all of the parameter estimates converge to within a small neigh-
bourhood of their true values, and all of the sensors converge to one of the target
locations. Unsurprisingly, given the alternative specification of the learning rates,
the convergence of the parameter estimates is somewhat faster than before, while the
convergence of the optimal sensor placements is somewhat slower.
It is worth re-emphasising, at this stage, that the convergence of our algorithm
does not depend on whether the learning rates satisfy (4.2.3) or (4.2.4). That is to
say, a priori, the algorithm has no preference over which of the parameter estimates
or the optimal sensor placements moves on the faster time scale, and which moves on
the slower time scale. This is a clear advantage of the two-timescale approach.
4.2.2. Simulation II. In our second numerical experiment, we investigate the
performance of our algorithm in a scenario where the optimal sensor placement de-
pends on the value of one of the model parameters. In this simulation, we will assume
that the values of θ2:9 = (σ
2, ζ, ρ1, γ, α, µx, µy, τ
2) are known, and fixed equal to their
true values, while the value of θ1 = ρ0 is unknown. The true value and the initial
value of the unknown parameter are given by ρˆ = 0.3 and ρ0 = 0.01, respectively.
We also now assume that we have ny = 5 sensors in Π = [0, 1]
2, all of which
are independent, have zero bias, and the same variance. The locations of the first 4
sensors are fixed, while the location of the final sensor is to be optimised. In contrast
to the previous simulation, we now suppose that our objective is to obtain the optimal
sensor placement with respect to the state estimate over the entire spatial domain (i.e.,
not only at a set of target locations). This is achieved by setting the spatial weighting
matrix Mn ∈ Rn×n equal to In, the n × n identity matrix, in the sensor placement
objective function. The locations of the fixed sensors, and the initial location of the
sensor whose location is to be optimised, are shown in Figure 8b.
It remains to specify the learning rates {γρ0(t)}t≥0 and {γo5(t)}t≥0. In this case,
we set γρ0(t) = 0.1t
−0.55 and γo5(t) = 0.1t
−0.51, implying that the sensor placements
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move on a faster timescale than the parameter estimates. Thus, as outlined previously,
o(t) should asymptotically track o∗(ρ0(t)), the sensor placement which is optimal with
respect to the current parameter estimate. This is clearly advantageous in the current
scenario, in which the optimal sensor placement is known to depend on the unknown
model parameter. This is clearly visualised in Figure 7, which contains plots of the
asymptotic sensor placement objective function, and the corresponding optimal sensor
placement, for several different values of the unknown model parameter. For this
configuration of fixed sensors, we observe that the optimal location of the additional
sensor is to the south-east (or north-west) of centre for small ρ0 (Figure 7a), and
converges to the centre as ρ0 increases (Figures 7b - 7d).
The performance of the two-timescale stochastic gradient descent algorithm is
illustrated in Figure 8, in which we have plotted the sequence of online parameter
estimates {ρ0(t)}t≥0 and optimal sensor placements {o5(t)}t≥0. Unsurprisingly, the
online parameter estimate, on the slow-timescale, is seen to converge to the true value
of ρ0 = 0.3 over the course of the entire learning period. Meanwhile, the optimal
sensor placement, on the fast-timescale, begins by moving rapidly from its initial
position to a location to the south-east of centre. It then moves slowly towards the
centre of the domain as the online parameter estimate of ρ0 increases towards its true
value. Thus, the optimal sensor placement does indeed track the local optima of the
sensor placement objective function, while the online parameter estimate converges
to its true value.
l
(a) ρ0 = 0.03
l
(b) ρ0 = 0.10
l
(c) ρ0 = 0.15
l
(d) ρ0 = 0.20
Fig. 7. Simulation II. Heat maps of the sensor placement objective function, and the optimal
sensor placement, for different values of ρ0.
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Fig. 8. Simulation II. Sequence of online parameter estimates & optimal sensor placements.
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4.2.3. Simulation III. In our third numerical experiment, we investigate the
performance of our algorithm under the assumption that the true model parameters
θˆ = θˆ(t) are no longer static, and contain change-points at certain points in time.
The true model parameters are shown in Figure 9. Meanwhile, the initial parameter
estimates are now given by
θ0 = (ρ0 = 0.25, σ
2 = 0.50, ζ = 0.30, ρ1 = 0.20, γ = 1.50,(4.2.5)
α = pi3 , µx = 0.10, µy = −0.15, τ2 = 0.10).
We also now assume that we have ny = 20 sensors in Π = [0, 1]
2, each with zero
bias and equal variance. The first 16 sensors are evenly distributed over the spatial
domain, with their locations fixed. Meanwhile, the locations of the final 4 sensors are
to be optimised. As in the first numerical simulation, we suppose that our objective is
to obtain the optimal sensor placement with respect to the state estimate at a discrete
set of spatial locations. In this case, the target sensor locations and the initial sensor
locations (of the 4 sensors to be optimised) are given, respectively, by
oˆ =
1
6
{(
1.00
1.00
)
,
(
2.00
5.00
)
,
(
5.00
3.00
)
,
(
4.00
1.00
)}
,(4.2.6)
o0 =
1
6
{(
3.40
3.40
)
,
(
3.40
4.10
)
,
(
4.10
3.40
)
,
(
4.10
4.10
)}
.(4.2.7)
It remains, once more, to specify {γiθ(t)}i=1,...,9t≥0 , {γjo(t)}j=17,...,20t≥0 . In this sim-
ulation, we set the learning rates for the parameter estimates as constant, that is,
γiθ(t) = γ
i
0, i = 1, . . . , 9, with the specific values of γ
i
0 tuned individually for each
parameter. This is a standard choice when the model parameters are known to be
dynamic (e.g., [98]). Meanwhile, the learning rates for the sensor placements are of
the same from as those in the first simulation, with γjo(t) = γ
j
θ,0t
−εjo for some γjo,0 > 0,
0.5 < εjo ≤ 1. The choice of constant learning rates for the parameter estimates vio-
lates one of conditions required for convergence of the parameter estimates and the
optimal sensor placements, namely, that
∫∞
0
γ2θ (t)dt < ∞ (see Appendix A). There
is thus no longer any guarantee that the parameter estimates generated by our algo-
rithm will converge to the stationary points of the asymptotic log-likelihood. They
are, however, expected to oscillate around these points. The advantage of the con-
stant learning rates is that they can adapt more quickly to changes in the true model
parameters θˆ = θˆ(t).
In practice, the two-timescale stochastic gradient algorithm still performs remark-
ably well in this scenario. This is illustrated in Figure 9. In particular, the online
parameter estimates generated by the algorithm are able to track the changes in the
dynamic model parameters in real time (Figure 9a). Meanwhile, the measurement
sensors still converge to their target locations (Figure 9b). It is worth noting that,
while this simulation considers the case in which the model parameters change dis-
continuously in time, the algorithm is also able to track continuous changes in the
model parameters (results omitted).
4.2.4. Simulation IV. In our fourth numerical experiment, we investigate the
ability of our algorithm to estimate multiple unknown bias and variance parameters.
We thus relax our previous assumption that the sensors all have zero bias, and all
have the same variance. This is of significant practical interest: in real-data applica-
tions, it is often necessary to calibrate the bias and variance of many several different
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Fig. 9. Simulation III. The sequence of online parameter estimates & optimal sensor placements.
measurement sensors simultaneously, and in real time. In particular, we now assume
that the sensors belong to p1 = 3 variance classes, and to p2 = 2 bias classes. The
true values, and initial estimates, of these new parameters, are given respectively by
τ¯ 2 = (τ21 = 0.01, τ
2
2 = 0.03, τ
2
3 = 0.10) , β¯ = (β1 = 0.00, β2 = 2.00)(4.2.8)
τ 20 = (τ
2
1 = 0.10, τ
2
2 = 0.30, τ
2
3 = 0.20) , β0 = (β˜1 = 0.90, β˜2 = 1.10),(4.2.9)
The remaining model parameters are assumed to be known, with values unchanged
from the first numerical simulation.
Meanwhile, we now assume that we have ny = 6 sensors in Π = [0, 1]
2. Our
objective is as in the first numerical experiment - namely, we seek to minimise the
uncertainty in the state estimate at a discrete set of spatial locations - although we
now only specify three ‘target’ locations. For brevity, the target sensor locations and
the initial sensor locations are omitted. Finally, the step-sizes are of the same form
as those in the Simulation Ib.
The performance of the two-timescale stochastic-gradient descent algorithm is
presented in Figure 10, in which we have plotted the sequence of online parameter
estimates for the sensor biases and sensor variances. As previously, the parameter
estimates are all seen to converge towards a small neighbourhood of their true values.
Thus, the algorithm correctly identifies the different biases and variances correspond-
ing to the different classes of measurement sensor. Meanwhile, the locations of the
measurement sensors still converge to their target locations. The convergence plot is
very similar to that obtained in the first numerical experiment, and is here omitted.
4.2.5. Simulation V. In our final numerical experiment, we investigate the
performance of the two-timescale stochastic gradient descent algorithm in the pres-
ence of a spatially weighted disturbance in the signal noise. We will assume, in this
simulation, that θ1:6 = (ρ0, σ
2, ζ, ρ1, γ, α) are known, while θ7:9 = (µx, µy, τ
2) are to
be estimated. The true values and initial estimates of these parameters are given
respectively by
θˆ = (µx = 0.10, µy = −0.10, τ2 = 0.01),(4.2.10)
θ0 = (µx = 0.39, µy = −0.41, τ2 = 0.50).(4.2.11)
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Fig. 10. Simulation IV. The sequence of online parameter estimates (black); and the true
parameters (red, dashed).
We now assume that we have ny = 10 sensors Π = [0, 1]
2, each with zero bias and
equal variance. The locations of nine of these sensors are fixed, while the location of
the final sensor is to be optimised. The locations of the fixed sensors, and the initial
location of the sensor whose location is to be optimised, are shown in Figure 11b. As
in the second numerical experiment, we will suppose that the objective is to obtain
the optimal state estimate over the entire spatial domain (i.e., not only at a set of
target locations). We also now suppose that there is a localised disturbance in the
signal noise around the point ( 512 ,
5
12 ). Thus, in the signal equation, we now specify
the spatial weighting function
(4.2.12) b(x) = b(x, y) = sech
[(
(x− 512 )2
0.22
+
(y − 512 )2
0.22
) 1
2
]
.
Finally, we use learning rates of the same form as those in Simulation Ia. The per-
formance of the two-timescale stochastic gradient descent algorithm is illustrated in
Figures 11 and 12, in which we have plotted trial averaged sequences of the optimal
sensor placements, and the online parameter estimates, respectively. As previously,
the online parameter estimates all converge to a neighbourhood around their true val-
ues. Meanwhile, the optimal sensor placement is seen to converge to a location close
to, but not directly at, the centre of the local disturbance. The slight offset to the
south-west of the centre of this disturbance is explained by the presence of the fixed
sensor at ( 612 ,
6
12 ), which is just to the north-east of the centre of the disturbance.
These numerical results corroborate those also obtained in, e.g., [31, 113].
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Fig. 11. Simulation V. The sequence of optimal sensor placements for four initial conditions.
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Fig. 12. Simulation V. The sequence of online parameter estimates & optimal sensor place-
ments (various colours, solid); and the true parameters & the centre of the signal noise disturbance
(black, dashed). The plots are averaged over N = 400 trials which used different initial conditions
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5. Conclusions. In this article, we have considered the problem of joint online
parameter estimation and optimal sensor placement in a partially observed, infinite-
dimensional linear diffusion process. We have presented a solution to this problem
in the form of a two-timescale stochastic gradient descent algorithm, and shown in
detail how this algorithm can be successfully applied to a partially observed stochastic
advection-diffusion equation, which depends in a highly non-linear fashion on a set of
nine or more unknown model parameters. Our numerical results have illustrated the
effectiveness of the proposed approach in a number of scenarios of practical interest.
Moreover, they have highlighted the advantages of tackling the problems of online
parameter estimation and optimal sensor placement together.
There are several important extensions to the work presented in this paper. From
a theoretical perspective, the main open problem is to obtain rigorous convergence
results for the parameter estimates and optimal sensor placements generated by the
finite-dimensional approximation of Algorithm (2.5.1a) - (2.5.1b) to the stationary
points of the true, infinite-dimensional asymptotic log-likelihood and asymptotic sen-
sor placement objective function. This essentially represents an extension of [95,
Proposition 3.1] to include an infinite-dimensional latent signal process, and the ef-
fect of using a finite-dimensional approximation. There are, in fact, several existing
results along these lines for the optimal sensor placement (e.g., [31, 113]). The main
obstacle, therefore, is to obtain corresponding results for the maximum likelihood
estimate.
From a computational perspective, a natural extension of our numerical results
is to consider the case in which the advection-diffusion operator is no longer spatially
invariant, with the drift, diffusion, and damping parameters allowed to vary in space
(see, e.g., [77]). It is also of interest to consider alternative, more complex spatial
domains and boundary conditions, which are typical of environmental monitoring
applications in urban settings. We are also interested in considering other sensor
configurations, perhaps allowing explicitly for the possibility of mobile sensors whose
motion is governed by some controlled ODEs, or for differing levels of communication
between sensors (e.g., [31, 46]). The primary focus of our future work, however, is
to extend the results in this paper to partially observed diffusion processes governed
by non-linear dissipative SPDEs, such as the stochastic Navier-Stokes or Kuramoto-
Sivashinski equations [26, 59]. In such models, of course, it will no longer be possible
to compute the filter or tangent filter analytically, and it will be necessary to replace
these quantities by suitable approximations (e.g., [21, 60]).
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Appendix A. Convergence of the Joint Online Parameter Estimation
and Optimal Sensor Placement Algorithm. In this Appendix, we provide a
statement of [95, Proposition 3.1], adapted appropriately to the linear Gaussian case.
This result guarantees the almost sure convergence of the online parameter estimates
and optimal sensor placements generated by the finite-dimensional approximation
of Algorithm (2.5.1a) - (2.5.1b) to the stationary points of the finite-dimensional
approximations of the asymptotic log-likelihood and the asymptotic sensor placement
objective function, respectively. We also state and verify several sufficient conditions
in the linear Gaussian case.
A.1. Additional Notation. In this Appendix, we will require the following
notation. We will write || · || to denote both the standard Euclidean norm and the
standard matrix norm; and || · ||HS to denote the Hilbert-Schmidt norm.
We will say that a function H : Θ×Πny×Rd → R satisfies the polynomial growth
property (PGP) if there exist q,K > 0 such that, for all θ ∈ Θ, o ∈ Πny ,
(A.1.1) |H(θ,o, x)| ≤ K(1 + ||x||q).
We will then write Hd to denote the space of functions H : Θ × Πny × Rd →
R such that H(·,o, x) ∈ C2(Θ), H(θ, ·, x) ∈ C2(Πny ), H(θ,o, ·) ∈ C(Rd), and
∇iθH(·, ·, x), ∇ioH(·, ·, x), i = 1, 2, are Ho¨lder continuous with exponent δ. We will
also write Hdc to denote the subspace consisting of H ∈ Hd that are centred, i.e.,∫
Rd H(θ,o, x)µθ,o(dx) = 0. Finally, we will write H¯
d to denote the subspace consist-
ing of H ∈ Hd such that H and all of its first and second derivatives with respect to
θ and o satisfy the PGP.
In addition, for each n ∈ N, we will write Hn to denote a finite-dimensional
subspace of H, with inner product inherited from H, and Πn : H → Hn for the
standard orthogonal projection from H to Hn. We then define un = Πn(u) ∈ Hn,
An(θ) = ΠnA(θ)Π∗n ∈ L(Hn,Hn), and Cn(θ,o) = C(θ,o)|Hn ∈ L(Hn,Rny ), Bn =
ΠnBΠ∗n ∈ L(Hn,Hn), vn,θ = Πn(vθ) ∈ Hn, and Qn(θ) = ΠnQ(θ)Π∗n.
In this notation, the finite-dimensional projections of the signal equation and
observation equation are given by
dun(t) = An(θ)un(t)dt+Bndvn,θ(t) , u(0) = u0,(A.1.2)
dyn(t) = Cn(θ,o)un(t)dt+ dwo(t) , y(0) = 0,(A.1.3)
and the finite-dimensional projections of the Kalman-Bucy filtering equations are
given by (e.g., [53])
Σ˙n(θ,o, t) = An(θ)Σn(θ,o, t) + Σn(θ,o, t)A
∗
n(θ)(A.1.4)
+BnQn(θ)B
∗
n − Σn(θ,o, t)C∗n(θ,o)R−1(o)Cn(θ,o)Σn(θ,o, t),
duˆn(θ,o, t) = An(θ)uˆn(θ,o, t)dt(A.1.5)
+ Σn(θ,o, t)C
∗
n(θ,o)R−1(o)
(
dy(t)− Cn(θ,o)uˆn(θ,o, t)dt
)
,
Finally, we will denote the finite-dimensional projections of the asymptotic log
likelihood function and the asymptotic sensor placement objective function by L˜n(θ,o)
and J˜n(θ,o), respectively.
24 L. SHARROCK AND N. KANTAS
A.2. Convergence Result. We can now provide a statement of the relevant
convergence result from [95]. In particular, this corresponds to [95, Proposition 3.1].
Proposition A.1. Assume that Conditions A.1, A.2a - A.2e, A.3, and A.4 hold
(see Section A.3). Then, with probability one,
lim
t→∞∇θL˜n(θ(t),o(t)) = limt→∞∇oJ˜n(θ(t),o(t)) = 0,(A.2.1)
or
lim
t→∞(θ(t),o(t)) ∈ {(θ,o) : θ ∈ ∂Θ ∪ o ∈ ∂Π
ny}.(A.2.2)
A.3. Conditions. We now state the conditions required for Proposition A.1,
adapted appropriately to the linear Gaussian setting. For reference, these correspond
to Assumptions 2.2.1, 2.2.2a, 2.2.2b, 2.2.2c, 2.2.2d.i”, 2.2.2d.ii”, 2.2.2e, and 2.1.5 -
2.1.6 in [95]. We remark that this set of Assumptions is sufficient for [95, Proposition
3.1] by [95, Propositions E.1, E.2].
Assumption A.1. The step sizes {γθ(t)}t≥0, {γo(t)}t≥0, satisfy
lim
t→∞ γθ(t) = limt→∞ γo(t) = limt→∞
γθ(t)
γo(t)
= 0,
∫ ∞
0
γθ(t)dt =
∫ ∞
0
γo(t)dt =∞,(A.3.1a) ∫ ∞
0
γ2θ (t)dt,
∫ ∞
0
γ2o(t)dt <∞,
∫ ∞
0
|γ˙θ(t)|dt,
∫ ∞
0
|γ˙o(t)|dt <∞.(A.3.1b)
In addition, there exist rθ, ro > 0, such that
(A.3.2) lim
t→∞ γ
2
θ (t)t
1
2+2rθ = lim
t→∞ γ
2
o(t)t
1
2+2ro = 0.
Assumption A.2a. The process {Xn(θ,o, t)}t≥0, which consists of the concatena-
tion of the finite-dimensional approximations of the latent signal process {un(t)}t≥0,
the filter {uˆn(θ,o, t)}t≥0, {Σn(θ,o, t))}t≥0, and the filter derivatives with respect to
θ, o, and takes values in Rdn , is ergodic for all fixed θ ∈ Θ and o ∈ Πny , with unique
invariant probability measure µn,θ,o.
Assumption A.2b. For all q > 0, θ ∈ Θ, o ∈ Πny , there exists constants
Kq,K
θ
q ,K
o
q > 0, such that ∫
Rd
(1 + ||x||q)µn,θ,o(dx) ≤ Kq,(A.3.3a) ∫
Rd
(1 + ||x||q)|ν(θ)n,θ,o,i(dx)| ≤ Kθq ,(A.3.3b) ∫
Rd
(1 + ||x||q)|ν(o)n,θ,o,i(dx)| ≤ Koq ,(A.3.3c)
where |ν(θ)n,θ,o,i(dx)|, |ν(o)n,θ,o,i(dx)| denote the total variations of the finite signed mea-
sures ν
(θ)
n,θ,o,i = ∂θiµn,θ,o, i = 1, . . . , d1, and ν
(o)
n,θ,o,i = ∂oiµn,θ,o, i = 1, . . . , d2.
Assumption A.2c. The diffusion coefficient in the stochastic differential equation
for the process {Xn(θ,o, t)}t≥0 has the PGP (component-wise).
Assumption A.2di. For all H ∈ Hdc , the Poisson equation AXnv(θ,o, x)
= H(θ,o, x), where AXn denotes the infinitesimal generator of Xn, has a unique so-
lution v(θ,o, x) that lies in Hd, with vn(θ,o, ·) ∈ C2(Rd). Moreover, if H ∈ H¯d, then
vn ∈ H¯d, and its mixed first partial derivatives with respect to (θ, x) and (o, x) have
the PGP.
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Assumption A.2dii. The functions ϕn, ψn, φn, ηn, ζn, ξn, which map Θ× Πny ×
Rdn to Rny , R, Rny×nθ , Rnθ , R, and Rnyno , respectively, and are defined by
ϕn(θ,o,Xn) = Cn(θ,o)uˆn(θ,o)(A.3.4)
ζn(θ,o,Xn) = [Cn(θ,o)uˆn(θ,o)]T [Cn(o)un − 12Cn(o)uˆn(θ,o)](A.3.5)
ηn(θ,o,Xn) = Cn(θ,o)uˆθn(θ,o)(A.3.6)
ψn(θ,o,Xn) = [Cn(θ,o)uˆθn(θ,o)]T [Cn(o)un − Cn(o)uˆn(θ,o)](A.3.7)
ιn(θ,o,Xn) = Tr [MnΣn(θ,o)](A.3.8)
φn(θ,o,Xn) = [Tro [MnΣn(θ,o)]]T(A.3.9)
have the PGP (component-wise).
Assumption A.2e. For all q > 0, for all t ≥ 0, E[||Xn(θ(t),o(t), t)||q] < ∞.
Furthermore, there exists K > 0 such that for all t sufficiently large,
E
[
sup
s≤t
||Xn(θ,o, s)||q
]
≤ K√t , ∀θ ∈ Θ , ∀o ∈ Πny ,(A.3.10a)
E
[
sup
s≤t
||Xn(θ(s),o(s), s)||q
]
≤ K√t.(A.3.10b)
Assumption A.3. For all θ ∈ Rnθ , the ordinary differential equation
(A.3.11) o˙(t) = −∇oJ˜n(θ,o(t))
has a discrete, countable set of equilibria {o∗i }i≥1 = {λi(θ)}i≥1, where λi : Θ→ Πny ,
i ≥ 1, are Lipschitz-continuous maps.
Assumption A.4. For all i ≥ 1, the ordinary differential equation
(A.3.12) θ˙(t) = −∇θL˜n(θ(t), λi(θ(t))
has a discrete, countable set of equilibria {θ∗ij}j≥1.
We remark that, in general, Assumptions A.3 - A.4 are very challenging to verify.
Thus, for the remainder of this Appendix, we will focus our attention on Assumptions
A.2a - A.2e.
A.4. Sufficient Conditions. In this section, we provide sufficient conditions
for Assumptions A.2a - A.2e in the linear Gaussian case. We also verify that these
conditions are, indeed, sufficient.
Assumption A.2i. For all θ ∈ Θ,o ∈ Πny , (An(θ), BnQ
1
2
n (θ)) is stabilisable, and
(An(θ), Cn(θ,o)) is detectable.
This assumption is a standard sufficient condition for stability of the Kalman-
Bucy filter (e.g., [41, 69]).
Assumption A.2ii. For all θ ∈ Θ, the matrix An(θ) is stable.
This assumption holds for the spatially invariant advection-diffusion operator
implemented in Section 4. In this case, the matrix An(θ) is diagonal, and its diagonal
entries (i.e., its eigenvalues) have strictly negative real parts [see equation (4.1.3)].
Assumption A.2iii. For all θ ∈ Θ, o ∈ Πny , (Φn(θ,o),Ψn(θ,o)) is controllable,
where Φn(θ,o) and Ψn(θ,o) are the drift and diffusion coefficients in the SDE for
{Xn(θ,o, t)}t≥0.
This assumption ensures that the covariance matrix of the process {Xn(θ,o, t)}t≥0
is non-degenerate.
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On the basis of Assumptions A.2i - A.2iii, we can now prove the following auxiliary
results.
Lemma A.2. Suppose that Assumption A.2i holds. Then the diffusion process
{Xn(θ,o, t)}t≥0, which consists of the concatenation of the latent signal process u(t),
the filter uˆn(θ,o, t), and the filter derivatives, uˆn,θ(θ,o, t), uˆn,o(θ,o, t), is a multivari-
ate Ornstein-Uhlenbeck (OU) process.
Proof. Under Assumption A.2i, we have Σn(θ,o, t) → Σn,∞(θ,o) as t → ∞,
where Σn,∞(θ,o) denotes the solution of the algebraic Ricatti equation (e.g., [69])
0 = An(θ)Σn,∞(θ,o) + Σn,∞(θ,o)A∗n(θ)(A.4.1)
+BnQn(θ)B
∗
n − Σn,∞(θ,o)C∗n(θ,o)R−1(o)Cn(θ,o)Σn,∞(θ,o).
By initialising the Kalman-Bucy filter with Σn,∞(θ,o), its representation can be made
n-dimensional. In particular, it can now be represented solely in terms of the process
uˆn(θ,o, t), which evolves according to
duˆn(θ,o, t) = An(θ)uˆn(θ,o, t)dt(A.4.2)
+ Σn,∞(θ,o)C∗n(θ,o)R
−1(o)
(
dy(t)− Cn(θ,o)uˆn(θ,o, t)dt
)
.
Using the finite-dimensional observation equation (A.1.3), we can rewrite this equation
in the form
duˆn(θ,o, t) = An(θ)uˆn(θ,o, t)dt(A.4.3)
+ Σn,∞(θ,o)C∗n(θ,o)R
−1(o)Cn(θ,o)u(t)dt
− Σn,∞(θ,o)C∗n(θ,o)R−1(o)Cn(θ,o)uˆn(θ,o, t)dt
+ Σn,∞(θ,o)C∗n(θ,o)R
−1(o)dwo(t)
Let {Xn(θ,o, t)}t≥0 denote the process consisting of the concatenation of the latent
state un(t), the n-dimensional representation of the filter, uˆn(θ,o, t), and the vectori-
sation of the filter derivatives, uˆn,θ(θ,o, t), uˆn,o(θ,o, t). This process takes values in
Rd, where d = n + n + nnθ + nny. Then it follows from equation (A.1.2), equation
(A.4.3), and the derivatives of equation (A.4.3), that {Xn(θ,o, t)}t≥0 evolves accord-
ing to
(A.4.4) dXn(θ,o, t) = Φn(θ,o)Xn(θ,o, t)dt+ Ψn(θ,o)dbn(t)
where Φn(θ,o) ∈ Rd×d, Ψn(θ,o, t) ∈ Rd×(n+ny), and bn(t) = (vn,θ(t), wo(t))T is the
Rn+ny -valued process consisting of the concatenation of the finite-dimensional approx-
imation of the signal noise and the measurement noise. This process has incremental
covariance matrix Tn(θ,o) ∈ R(n+ny)×(n+ny), a block diagonal matrix with entries
[Tn(θ,o)]1:n,1:n = Qn(θ) and [Tn(θ,o)](n+1):(n+ny),(n+1):(n+ny) = R(o). For brevity,
we have omitted the explicit forms of the matrices Φn(θ,o) and Ψn(θ,o).
Lemma A.3. Suppose that Assumptions A.2i and A.2ii hold. Then the matrix
Φn(θ,o) is stable.
Proof. The matrix Φn(θ,o) is block lower-triangular, and so its eigenvalues are
given by the eigenvalues of its block diagonal matrices. These block diagonal matrices
can be obtained as
[Φn(θ,o)]1:n,1:n = An(θ0),(A.4.5)
[Φn(θ,o)]in+(1:n),in+(1:n) = An(θ)− Σn,∞(θ,o)C∗n(θ,o)R−1(o)Cn(θ,o),(A.4.6)
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where i = 1, . . . , nθ + no + 1. By Assumption A.2ii, the eigenvalues of An(θ0)
have strictly negative real parts. Meanwhile, by Assumption A.2i, the eigenvalues
of An(θ) − Σn,∞(θ,o)C∗n(θ,o)R−1(o)Cn(θ,o) have strictly negative real parts (e.g.,
[69]). Thus, the eigenvalues of Φn(θ,o) have strictly negative real parts. That is, the
matrix Φn(θ,o) is stable.
It remains to prove that Assumptions A.2i - A.2iii are indeed sufficient for As-
sumptions A.2a - A.2e.
Proposition A.4. Assumptions A.2i - A.2ii imply Assumption A.2a.
Proof. By Lemma A.2, {Xn(θ,o, t)}t≥0 is a multivariate OU process which evolves
according to equation (A.4.4). By Lemma A.3, the matrix Φn(θ,o) is stable. It
follows, using standard results, that {Xn(θ,o, t)}t≥0 is ergodic (e.g., [61, Theorem
6.7]).
Proposition A.5. Assumptions A.2i - A.2ii imply Assumption A.2b.
Proof. By Proposition A.4, the process {Xn(θ,o, t)}t≥0 is ergodic. The unique
invariant probability measure of this process, µn,θ,o, is Gaussian with zero mean and
covariance matrix Kn,∞(θ,o), given by the solution of (e.g., [61, Theorem 6.7])
0 = Φn(θ,o)Kn,∞(θ,o) +Kn,∞(θ,o)Φ∗n(θ,o) + Ψn(θ,o)Tn(θ,o)Ψ
∗
n(θ,o).(A.4.7)
It follows, using the fact that the moments of a multivariate normal distribution are
bounded, that for all q > 0, there exists a constant Kq > 0 such that
(A.4.8)
∫
Rd
(1 + ||x||q)µn,θ,o(dx) ≤ Kq.
It also follows, assuming that the matrices Φn(θ,o), Ψn(θ,o), Tn(θ,o) have bounded
partial derivatives with respect to θ,o, that for all q > 0, there exist constants
Kθq ,K
o
q > 0, such that ∫
Rd
(1 + ||x||q)|ν(θ)n,θ,o,i(dx)| ≤ Kθq ,(A.4.9) ∫
Rd
(1 + ||x||q)|ν(o)n,θ,o,i(dx)| ≤ Koq .(A.4.10)
Proposition A.6. Assumption A.2c holds.
Proof. The matrix Φn(θ,o) is independent of Xn(θ,o). Thus, trivially, it satisfies
the PGP (component-wise).
Proposition A.7. Assumptions A.2i - A.2iii imply Assumption A.2di.
Proof. By Lemma A.3, the matrix Φn(θ,o) satisfies Condition (Ab) in [85]. By
Lemmas A.2 and A.3, the process {Xn(θ,o, t)}t≥0 satisfies Condition (AT ) in [85]. By
Assumption A.2iii, the transition density of {Xn(θ,o, t)}t≥0 satisfies Condition (Dsl)
in [85]. The result follows from [85, Theorem 1].
Proposition A.8. Assumption A.2dii holds.
Proof. In this proof, we will make repeated use of the following standard results
(e.g., [58, Chapter 1]):
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(R1) Let x ∈ Rd, and let x(i) denote the ith component of x. Then |x(i)| ≤ ||x||.
(R2) Let x1 ∈ Rd1 , x2 ∈ Rd2 , and x = (x1, x2)T ∈ Rd1+d2 . Then ||x1|| ≤ ||x||.
(R3) Let x1, x2 ∈ Rd. Then |xT1 x2| ≤ ||x1|| ||x2||.
(R4) Let A ∈ Rd1×d2 , let A(i,j) denote the (i, j)th entry of A, and let A(·,j) denote
the jth column of A. Then |A(i,j)| ≤ ||A(·,j)||.
(R5) Let A ∈ Rd1×d2 and x ∈ Rd2 . Then ||Ax|| ≤ ||A|| ||x||.
(R6) Let A ∈ Rd1×d2 . Then there exists 0 < K <∞ such that ||A|| ≤ K.
(R7) Let A ∈ Rd1×d2 and B ∈ Rd2×d3 . Then |Tr(AB)| ≤ ||A||HS ||B||HS.
Using these results, we can verify directly that the functions ϕn, ψn, φn, ηn, ζn, ξn have
the PGP (component-wise). In particular, allowing the value of the constant K > 0
to vary from line to line, we have
|ϕ(i)n (θ,o,X )| ≤ ||ϕn(θ,o,X )|| (R1)(A.4.11)
= ||Cn(θ,o)uˆn(θ,o)||
≤ ||Cn(θ,o)|| ||uˆn(θ,o)|| (R5)
≤ K||uˆn(θ,o)|| (R6)
≤ K||X (θ,o)||, (R2)
|ζn(θ,o,X )| =
∣∣[Cn(θ,o)uˆn(θ,o)]T [Cn(o)un − 12Cn(o)uˆn(θ,o)]∣∣(A.4.12)
≤ ||Cn(θ,o)uˆn(θ,o)|| ||Cn(θ,o)un − 12Cn(θ,o)uˆn(θ,o)||(R3)
≤ ||Cn(θ,o)||2 ||uˆn(θ,o)|| ||un − 12 uˆn(θ,o)|| (R5)
≤ K||uˆn(θ,o)|| ||un − 12 uˆn(θ,o)|| (R6)
≤ K||X (θ,o)||2, (R2)
|η(i,j)n (θ,o,X )| ≤ ||η(·,j)n (θ,o,X )|| (R4)
(A.4.13)
= ||Cn(θ,o)uˆθjn (θ,o)||
≤ ||Cn(θ,o)|| ||uˆθjn (θ,o)|| (R5)
≤ K||uˆθjn (θ,o)|| (R6)
≤ K||X (θ,o)||, (R2)
|ψ(i)n (θ,o,X )| =
∣∣[Cn(θ,o)uˆθin (θ,o)]T [Cn(θ,o)un − Cn(θ,o)uˆn(θ,o)]∣∣(A.4.14)
≤ ||Cn(θ,o)uˆθin (θ,o)|| ||Cn(θ,o)un − Cn(θ,o)uˆn(θ,o)|| (R3)
≤ ||Cn(θ,o)||2||uˆθin (θ,o)|| ||un − uˆn(θ,o)|| (R5)
≤ K||uˆθin (θ,o)||||un − uˆn(θ,o)|| (R6)
≤ K||X (θ,o)||2, (R2)
|ιn(θ,o,X )| = |Tr [MnΣn(θ,o)]|(A.4.15)
≤ ||Mn||HS ||Σn(θ,o)||HS (R7)
≤ K||Σn(θ,o)||HS (R6)
= K||vec (Σn(θ,o))||
≤ K||X (θ,o)||, (R2)
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|φ(i)n (θ,o,X )| = |Troi [MnΣn(θ,o)]|(A.4.16)
= |Tr [MnΣoin (θ,o)]|
≤ ||Mn||HS ||Σoin (θ,o)||HS (R7)
≤ K||Σoin (θ,o)||HS (R6)
= K||vec (Σn(θ,o))||
≤ K||X (θ,o)||. (R2)
Proposition A.9. Assumptions A.2i - A.2ii imply Assumption A.2e.
Proof. By Lemma A.2, {Xn(θ(t),o(t), t)}t≥0 is a multivariate OU process which
evolves according to equation (A.4.4). The mean and covariance of this process can
be obtained straightforwardly as
mn(θ(t),o(t), t) = e
Φn(θ(t),o(t))tXn(θ(0),o(0), 0)(A.4.17)
Pn(θ(t),o(t), t) =
∫ t
0
eΦn(θ(t),o(t))(t−s)Tn(θ(t),o(t))eΦ
T
n (θ(t),o(t))(t−s)ds.(A.4.18)
By Lemma A.3, the matrix Φn(θ,o) is stable for all θ ∈ Θ, o ∈ Πny . It follows that
Φn(θ(t),o(t)) is stable for all t ≥ 0. Thus, there exist positive constants α, β > 0 such
that ||eΦn(θ(t),o(t))t|| ≤ αe−βt (e.g., [57, Chapter 3]). This implies, in particular, that
there exist positive constants K1,K2 > 0 such that
||mn(θ(t),o(t), t)|| ≤ ||Xn(θ(0),o(0), 0)||αe−βt ≤ K1e−βt,(A.4.19)
||Pn(θ(t),o(t), t)|| ≤ sup
s∈[0,t]
||Tn(θ(s),o(s))||
∫ t
0
α2e−2β(t−s)ds ≤ K2.(A.4.20)
where, in the first line, || · || denotes the standard Euclidean norm, and in the second
line, || · || denotes the induced matrix norm. The matrix Pn is positive-definite, and
thus its norm ||Pn|| is equal to its largest eigenvalue, say λn (e.g., [58, Chapter 1]). It
follows, writing P
1
2
n to denote the principal square root of Pn, that ||P
1
2
n || is equal to
λ
1
2
n . We thus have
||P 12n (θ(t),o(t), t)|| = λ 12 (θ(t),o(t), t) ≤ max{1, λ(θ(t),o(t), t)}(A.4.21)
= max{1, ||Pn(θ(t),o(t), t)||}
≤ max{1,K2}.
It follows, defining K = max{1,Kq1 ,Kq2} > 0, that for all q > 0,
||mn(θ(t),o(t), t)||q ≤ Ke−βqt,(A.4.22)
||P 12n (θ(t),o(t), t)||q ≤ K.(A.4.23)
Now, using elementary properties of the multivariate normal distribution, it is possible
to write Xn(θ(t),o(t), t) = mn(θ(t),o(t), t) + P
1
2
n (θ(t),o(t), t)zn, where zn ∼ N (0, 1n).
We thus have, also making use of the inequalities ||x + y||q ≤ ||x||q + ||y||q, and
||Ax|| ≤ ||A||||x||, that
E [||Xn(θ(t),o(t), t)||q] ≤ ||mn(θ(t),o(t), t)||q + ||P
1
2
n (θ(t),o(t), t)||qE [||zn||q](A.4.24)
≤ ||mn(θ(t),o(t), t)||q + ||P
1
2
n (θ(t),o(t), t)||q
≤ K [1 + e−βqt] .
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It follows, in particular, that for all q > 0, and for all t ≥ 0, E[||Xn(θ(t),o(t), t)||q] <
∞, and there exists K > 0 such that for all t sufficiently large,
E
[
sup
s≤t
||Xn(θ,o, s)||q
]
≤ K√t , ∀θ ∈ Θ , ∀o ∈ Πny ,(A.4.25a)
E
[
sup
s≤t
||Xn(θ(s),o(s), s)||q
]
≤ K√t.(A.4.25b)
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