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ABSTRACT
Acoustic event detection for content analysis in most cases relies
on a lot of labeled data. However, manually annotating data is a
time-consuming task, which thus makes few annotated resources
available so far. Unlike audio event detection, automatic audio tag-
ging, a multi-label acoustic event classification task, only relies on
weakly labeled data. This is highly desirable to some practical ap-
plications using audio analysis. In this paper we propose to use a
fully deep neural network (DNN) framework to handle the multi-
label classification task in a regression way. Considering that only
chunk-level rather than frame-level labels are available, the whole
or almost whole frames of the chunk were fed into the DNN to per-
form a multi-label regression for the expected tags. The fully DNN,
which is regarded as an encoding function, can well map the audio
features sequence to a multi-tag vector. A deep pyramid structure
was also designed to extract more robust high-level features related
to the target tags. Further improved methods were adopted, such
as the Dropout and background noise aware training, to enhance its
generalization capability for new audio recordings in mismatched
environments. Compared with the conventional Gaussian Mixture
Model (GMM) and support vector machine (SVM) methods, the
proposed fully DNN-based method could well utilize the long-term
temporal information with the whole chunk as the input. The re-
sults show that our approach obtained a 15% relative improvement
compared with the official GMM-based method of DCASE 2016
challenge.
Index Terms— Audio tagging, deep neural networks, multi-
label regression, dropout, DCASE 2016
1. INTRODUCTION
Due to the use of smart mobile devices in recent years, huge
amounts of multimedia data are generated and uploaded to the in-
ternet everyday. These data, such as music, field sounds, broadcast
news, and television shows, contain sounds from a wide variety of
sources. The need for analyzing these sounds has been now in-
creased as it is useful, e.g., for automatic tagging in audio indexing,
automatic sound analysis for audio segmentation or audio context
classification. Although supervised approaches have proved to be
effective in many applications, their effectiveness relies heavily on
the quantity and quality of the training data. Moreover, manually
labeling a large amount of data is very time-consuming. To handle
this problem, two types of methods have been developed. One is to
convert low-level acoustic features into “bag of audio words” using
unsupervised learning methods [1, 2, 3, 4, 5]. The second type of
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paper.
methods is based on only weakly labeled data [6], e.g. audio tag-
ging. It is clear that tagging audio chunks needs much less time
compared to precisely locating event boundaries within recordings.
This will certainly improve tractability of obtaining manual annota-
tions for large databases. In this paper, we will focus on the audio
tagging task.
To overcome the lack of annotated training data, Multiple In-
stance Learning (MIL) is proposed in [7] as a variation of super-
vised learning for problems with incomplete knowledge about la-
bels of training examples. It aims to classify sets of instances
instead of recognizing single instances. Following this work,
Andrews et al. [8] proposed a new formulation of MIL as a
maximum margin problem, which had led to some further work
[9, 10, 11, 12, 13] in audio and video processing using weakly la-
beled data. Mandel and Ellis in [9] used clip-level tags to derive tags
at the track, album, and artist granularities by formulating a num-
ber of music information related multiple-instance learning tasks
and evaluated two MIL based algorithms on them. In [14], Phan
et al. used event-driven MIL to learn the key evidences for event
detection. Recently, [6] also presented a SVM based MIL system
for audio tagging and event detection. GMM, as a common model,
was used as the official baseline method in DCASE 2016 for audio
tagging. More details can be found in [15].
Although the methods mentioned above have led to some use-
ful results in detection and analysis of audio data, most of them ig-
nored possible relationships of any contextual information and only
focused on training the model for each single event class indepen-
dently. To better use the data with weak labels, our work will utilize
the whole or almost whole frames of the observed chunk as the in-
put of a fully deep neural network to make a mapping from an audio
feature sequence to a multi-tag vector.
Recently, deep learning technologies have obtained great suc-
cesses in speech, image and video fields [16, 17, 18, 19] since Hin-
ton and Salakhutdinov showed the insights using a greedy layer-
wise unsupervised learning procedure to train a deep model in 2006
[20]. The deep learning methods were also investigated for related
tasks, like acoustic scene classification [21] and acoustic event de-
tection [22]. And better performance could be obtained in these
tasks. For music tagging task, [23, 24] have also demonstrated the
superiority of deep learning methods. However, to the best of our
knowledge, the deep learning based methods have not been used
for environmental audio tagging which is a newly proposed task in
DCASE 2016 challenge based on the CHiME-home dataset [25].
For the audio tagging task, only the chunk-level instead of frame-
level labels were available. Furthermore, multiple instances could
happen simultaneously, for example, the child speech could exist
with TV sound for several seconds. Hence, a good way is to feed
the DNN with the whole frames of the chunk to predict the multiple
tags in the output.
In this paper, we propose a fully DNN-based method, which can
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well utilize the long-term temporary information, to map the whole
sequence of audio features into a multi-tag vector. The fully neural
network structure was also successfully used in image segmenta-
tion [26]. To get a better prediction of the tags, a deep pyramid
structure is designed with gradually shrinked size of layers. This
deep pyramid structure can reduce the non-correlated interferences
in the whole audio features while focusing on extracting the robust
high-level features related to the target tags. Dropout [27] and back-
ground noise aware training [28] are adopted to further improve the
tagging performance in the DNN-based framework.
The rest of the paper is organized as follows. In section 2, we
will introduce the related work using GMM and SVM based MIL
in detail, and depict our DNN based framework in section 3. The
data description and experimental setup will be given in section 4.
We will show the related results and discussions in section 5, and
finally draw a conclusion in section 6.
2. RELATED WORK
Two baseline methods compared in our work are briefly summa-
rized below.
2.1. Audio Tagging using Gaussian Mixture Models
Gaussian Mixture Models (GMMs) are a commonly used generative
classifier. A GMM is parametrized in Θ = {ωm, µm,Σm},m =
{1, · · · ,M}, where M is the number of mixtures and wm is the
weight of the m-th mixture component.
To implement multi-label classification with simple event tags,
a binary classifier is built associating with each audio event class in
the training step. For a specific event class, all audio frames in an
audio chunk labeled with this event are categorized into a positive
class, whereas the remaining features are categorized into a neg-
ative class. On the classification stage, given an audio chunk Ci,
the likelihoods of each audio frame xij , (j ∈ {1 · · ·LCi}) are cal-
culated for the two class models, respectively. Given audio event
class k and chunk Ci, the classification score SCik is obtained as
log-likelihood ratio:
SCik =
∑
j
log(f(xij ,Θpos))−
∑
j
log(f(xij ,Θneg)) (1)
2.2. Audio Tagging using Multiple Instance SVM
Multiple instance learning is described in terms of bags B. The
jth instance in the ith bag, Bi, is defined as xij where j ∈ I =
{1 · · · li}, and li is the number of instances in Bi. Bi’s label is
Yi ∈ {−1, 1}. If Yi = −1, then xij = −1 for all j. If Yi = 1,
then at least one instance xij ∈ Bi is a positive example of the
underlying concept [8].
As MI-SVM is the bag-level MIL support vector machine to
maximize the bag margin, we define the functional margin of a bag
with respect to a hyper-plane as:
γi = Yi max
j∈I
(〈w, xij〉+ b) (2)
Using the above notion, MI-SVM can be defined as:
min
w,b,ξ
1
2
‖w2‖+A
∑
i
ξi (3)
subject to: ∀i : γi ≥ 1− ξi, ξi ≥ 0
……
……
……
The whole or almost whole audio features of the chunk
7
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Figure 1: Fully DNN-based audio tagging framework using the
deep pyramid structure.
where w is weight vector, b is bias, ξ is margin violation, andA
is a regularization parameter.
Classification with MI-SVM proceeds in two steps. In the first
step, xi is initialized as the centroid for every positive bag Bi as
follows
xi =
∑
j∈I
xij/li (4)
The second step is an iterative procedure in order to optimize the
parameters.
Firstly, w and b are computed for the data set with positive sam-
ples {xI : Yi = 1}.
Secondly, we compute
fij = 〈w, xij〉+ b, xij ∈ Bi
Thirdly, we change xi by
xi = xj
j = arg maxj∈I fij , ∀I, YI = 1
The iteration in this step will stop when there is no change of
xi, The optimized parameters will be used for test.
3. PROPOSED FULLY DNN-BASED AUDIO TAGGING
DNN is a non-linear multi-layer model for extracting robust features
related to a specific classification [18] or regression [17] task. The
objective of the audio tagging task is to perform multi-label classifi-
cation on audio chunks (i.e. assign zero or more labels to each audio
chunk of a length e.g. four seconds in our experiments). This chunk
only has utterance-level labels without frame-level labels. Multi-
ple events happen at many particular frames. Hence, the common
frame-level cross entropy based loss function can not be adopted.
We propose a method to encode the whole or almost whole chunk.
3.1. Fully DNN-based multi-label regression using sequence to
sequence mapping
Fig. 1 shows the proposed fully DNN-based audio tagging frame-
work using the deep pyramid structure. With the proposed frame-
work, the whole or almost whole audio features of the chunk are
encoded into a vector with values {0, 1} in a regression way. Sig-
moid was used as the activation function of the output layer to learn
the presence probability of certain events. Minimum mean squared
error (MMSE) was adopted as the objective function. A stochastic
gradient descent algorithm is performed in mini-batches with mul-
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tiple epochs to improve learning convergence as follows,
Er =
1
N
N∑
n=1
‖Xˆn(Yn+τn−τ ,W, b)− Xn‖22 (5)
where Er is the mean squared error, Xˆn(Yn+τn−τ ,W, b) and Xn de-
note the estimated and reference tag vector at sample index n, re-
spectively, with N representing the mini-batch size, Yn+τn−τ being
the input audio feature vector where the window size of context is
2∗τ+1. It should be noted that the input window size should cover
the whole or almost whole of the chunk considering that the refer-
ence tags are in chunk-level rather than frame-level labels. How-
ever, slightly relaxing the window size without covering all of the
chunk frames could increase the total training samples for DNN. It
can improve the performance in our experiments. (W, b) denoting
the weight and bias parameters to be learned. The updated estimate
of W` and b` in the `-th layer, with a learning rate λ, can be com-
puted iteratively as follows:
(W`, b`) ← (W`, b`)− λ ∂Er
∂(W`, b`)
, 1 ≤ ` ≤ L+ 1 (6)
where L denotes the total number of hidden layers and L + 1 rep-
resents the output layer.
During the learning process where the DNN can be regarded
as an encoding function, the audio tags are automatically predicted.
Hence the multi-label regression rather than classification can be
conducted. Two additional methods are given below to improve the
DNN-based audio tagging performance.
3.2. Dropout for the over-fitting problem
Deep learning architectures have a natural tendency towards over-
fitting especially when there is little training data. This audio tag-
ging task only has about four hours training data with imbalanced
training data distribution for each type of tag. Dropout is a simple
but effective way to alleviate this problem [27]. In each training
iteration, the feature value of every input unit and the activation of
every hidden unit are randomly removed with a predefined proba-
bility (e.g., ρ). These random perturbations effectively prevent the
DNN from learning spurious dependencies. At the decoding stage,
the DNN discounts all of the weights involved in the dropout train-
ing by (1− ρ), regarded as a model averaging process [29].
A mismatch problem may also exist in this task, and testing au-
dio segments could be totally different from existed training audio
segments due to the presence of lots of background noise. Thus
Dropout should be adopted to improve its robustness to generalize
to variation in testing segments.
3.3. Background noise aware training
Different types of background noise in different recording envi-
ronments could lead to the mismatch problem between the testing
chunks and the training chunks. To alleviate this, we propose a sim-
ple background noise aware training (or background noise adap-
tation method). To enable this noise awareness, the DNN is fed
with the primary audio features augmented with an estimate of the
background noise. In this way, the DNN can use additional on-line
background noise information to better predict the expected tags.
The background noise is estimated as follows:
Vn = [Yn−τ , ...,Yn−1,Yn,Yn+1, ...,Yn+τ , Zˆn] (7)
Zˆn =
1
T
T∑
t=1
Yt (8)
where the background noise Zˆn is fixed over the utterance and esti-
mated using the first T frames. Although this noise estimator is sim-
ple, a similar idea was shown to be effective in DNN-based speech
enhancement [17, 28].
4. EXPERIMENTAL SETUP AND RESULTS
4.1. DCASE2016 data set for audio tagging
The data that we used for evaluation is the dataset of Task4 of
DCASE 2016 [15]. The audio recordings are made in a domes-
tic environment. The audio data are provided as 4-second chunks
at two sampling rates (48kHz and 16kHz) with the 48kHz data
in stereo and with the 16kHz data in mono. The 16kHz record-
ings were obtained by downsampling the right-hand channel of the
48kHz recordings. Each audio file corresponds to a single chunk
[15].
For each chunk, multi-label annotations were first obtained
from each of the 3 annotators. The annotations are based on a set of
7 label classes. A detailed description of the annotation procedure
is provided in [25]. To reduce uncertainty of the test data, the eval-
uation is based on those chunks where 2 or more annotators agreed
about label presence across label classes. Moreover, with the aim
of approximating typical recording capabilities of commodity hard-
ware, only the monophonic audio data sampled at 16kHz are used
for test.
4.2. Experimental Setup
In our experiments, following the original configuration of Task4 of
DCASE 2016 [15], we use the same five folds as the evaluation set
from the given development dataset, and use the remain of the audio
recordings for training.
We pre-process each audio chunk by segmenting them using a
(80ms) sliding window with a 40ms hop size, and converting each
segment into 24-D MFCCs. For each 4-second chunk, 99 frames of
MFCCs are obtained. A 91-frame expansion as the input instead of
the total frames were found better because this relaxed input scheme
can increase the total training samples. Hence the input size of DNN
was 2208 with 91-frame MFCCs and also the appended noise vec-
tor. One hidden layer with 1000 units and the second hidden layer
with 500 units were used to construct a pyramid structure. Seven
sigmoid outputs were adopted to predict the seven tags. The learn-
ing rate was 0.005. Momentum was set to be 0.9. The dropout rates
for input layer and hidden layer were 0.1 and 0.2, respectively. The
mini-batch size was 3. T in Equation 8 was 6. It should be noted
that the remaining 2432 chunks without ‘strongly agreement’ labels
in the development dataset were also added into the DNN training
considering that DNN has a better fault-tolerant capability. Mean-
while, these 2432 chunks without ‘strongly agreement’ labels were
also added into the training data for GMM and SVM training.
For a comparison, we also ran two baselines using GMMs
and the MI-SVM mentioned in Section 2. For the GMM based
method, the number of mixture components is 8. Since the GMM
based baseline focuses on computing frame-level likelihoods and
MI-SVM prefers to instance-level scores, the sliding window and
hop size set for the two baselines are different. The GMM based
baseline uses a 20ms sliding window with 10ms hop size, while
the sliding window and hop size for MI-SVM are set to be 400ms
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Figure 2: Equal error rates obtained using the proposed fully DNN
based approach and the two baselines, namely GMM and MI-SVM
across five evaluations folds of the development set.
and 200ms, respectively. To handle audio tagging with MI-SVM,
each audio recording will be viewed as a bag and its shorter seg-
ments obtained by a sliding window can be treated as an instance.
To accelerate computation, we use linear function kernel in our ex-
periments.
To evaluate the effectiveness of our approach, as compared
with the two baselines, we use equal error rate (EER) as a metric.
EER is defined as the point of the graph of false negative rate
(FNR) versus false positive rate (FPR) [30]
FNR =
#false negative
#positive
FPR =
#false positive
#negative
EERs are computed individually for each evaluation, and we then
average the obtained EERs across the five evaluations to get the final
performance.
5. RESULTS AND DISCUSSIONS
Figure 2 shows the results obtained using our approach and two
baselines. Fully DNN-based approach outperforms the two base-
lines across the five-fold evaluations. This may be because of the
following two main reasons: First, our proposed approach can well
utilize the long-term temporary information instead of treating those
information independently. Second, it can map the whole audio fea-
tures sequence into a multi-tag vector by working as an encoding
function. However, GMM and SVM based methods build the mod-
els only on single instances. The contextual information and the
potential relationship among different tags were not well utilized.
The GMM based method yields a close performance to the pro-
posed method only in the third evaluation. We find that two of
the audio event classes, namely adult male’s speech (label ‘m’) and
other identifiable sounds (label ‘o’), are well identified in this fold
evaluation. This case is probably because the acoustic character-
istics and their variations of the two event classes in the evalua-
tion data can match with the trained models. The use of MI-SVM
does not yield competitive performances in comparison with our
proposed approach and the GMM-based baseline. This is because
MI-SVM, actually working as a discriminative learning, is more
sensitive to the quantity and quality of the used training data. Fur-
Table 1: Average EER among the proposed fully DNN method,
GMM and MI-SVM methods, for each event across five-fold eval-
uations of the development set.
Various tag Proposed DNN GMM MI-SVM
b 0.0868 0.0755 0.1672
c 0.1686 0.2107 0.6466
f 0.2409 0.3037 0.7626
m 0.1943 0.2847 0.7046
o 0.2867 0.2903 0.7303
p 0.2197 0.2613 0.6724
v 0.0530 0.0484 0.1481
Average 0.1785 0.21 0.5474
thermore, MI-SVM does not use the long contextual information.
For a further comparison, Table 1 shows the detailed perfor-
mances obtained using our approach and the two baselines on each
audio tag. We can easily find that the use of the fully-DNN based
approach yields great improvements over the two baselines across
all of the seven audio tags. Compared with the GMM method, the
proposed fully DNN method could get similar performance on tag
‘b’ and ‘v’, but it can significantly outperform the competing coun-
terparts on some difficult tags. On average, the proposed DNN
method could get a relative 15% improvement by contrasting with
the GMM baseline.
System Proposed method DCASE2016 Baseline
EER 19.0% 20.9%
Table 2: EER (%) for the final evaluation set.
Table 2 presents the final EER for the evaluation set. The final
DNN model was trained with the whole segments of the develop-
ment set. Note that the proposed method achieve only 19.5% EER
if the DNN was trained on Fold1 only (as on the DCASE2016 Task4
website).
6. CONCLUSIONS
In this paper we have presented to use a fully-DNN based approach
to handle audio tagging with weak labels, in the sense that only
the chunk-level instead of the frame-level labels are available. This
fully DNN is regarded as an encoding function to map the audio fea-
tures sequence to a multi-tag vector in a regression way. To extract
robust high-level features, a deep pyramid structure was designed to
reduce most of the non-correlated interfering features while keep-
ing the highly related features. The dropout and background noise
aware training methods were adopted to further improve its gener-
alization capacity for new recordings in unseen environments. We
tested our approach on the dataset of the Task4 of the DCASE
2016 challenge, and obtained significant improvements over two
baselines, namely GMM and MI-SVM. Compared with the offi-
cial GMM-based baseline system given in the DCASE 2016 chal-
lenge, the proposed DNN system could reduce the EER from 0.21
to 0.1785 on average. For the future work, we will use fully con-
volutional neural network (CNN) to extract more robust high-level
features for the audio tagging task.
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