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Abstract 
This paper develops a composite participation index (PI) to identify patterns of transport disadvantage 
in space and time. It is operationalised using 157 weekly activity-travel diaries data collected from 
three case study areas in rural Northern Ireland. A review of activity space and travel behaviour 
research found that six dimensional indicators of activity spaces were typically used including the 
number of unique locations visited, distance travelled, area of activity spaces, frequency of activity 
participation, types of activity participated in, and duration of participation in order to identify transport 
disadvantage. A combined measure using six individual indices were developed based on the six 
dimensional indicators of activity spaces, by taking into account the relativity of the measures for 
weekdays, weekends, and for a week. Factor analyses were conducted to derive weights of these 
indices to form the PI measure. Multivariate analysis using general linear models of the different 
indicators/indices identified new patterns of transport disadvantage. The research found that: indicator 
based measures and index based measures are complement each other; interactions between 
different factors generated new patterns of transport disadvantage; and that these patterns vary in 
space and time. The analysis also indicates that the transport needs of different disadvantaged 
groups are varied. 
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1. Introduction 
Transport disadvantage is as a function of a lack of access to both transport (mobility) and 
opportunities (accessibility) (Hurni, 2006; Stanley and Stanley, 2004). Using qualitative data such as 
focus groups, and interviews; a number of studies have shown that transport disadvantaged groups 
possess the risk of being excluded from society (Hine and Mitchell, 2001, 2003; McCray and Brais, 
2007; Social Exclusion Unit, 2003). Recently, using a quantitative technique (structural equation 
modelling), Currie and Delbosc (In Press) have shown that transport disadvantage and social 
exclusion are proportionately related. The reduction of transport related social exclusion is a key 
element of transport policies in many developed countries and in particular in the UK (Department of 
the Environment Transport and the Region, 2000; Kenyon et al., 2002; McDonagh, 2006; Preston and 
Rajé, 2007; Scottish Office, 1999; Stanley and Lucas, 2008; Stanley and Vella-Brodrick, 2009). A 
common aspect of both types of measures (qualitative and quantitative) is that the identification of 
transport related social exclusion is a two step process. In the first step, efforts have been made to 
identify transport disadvantaged areas, groups, or individuals. The second step identifies the nature of 
exclusion or non-participation in activities of the identified disadvantaged groups. Therefore, an 
identification of transport disadvantage is a prerequisite in order to address their needs through policy 
interventions and in order to make the policies more sustainable (Becker and Gerike, 2008).  
However, there is no established framework in the literature based on which transport disadvantage 
can be identified (Currie and Delbosc, In Press; Delbosc and Currie, In Press; Priya and Uteng, 2009), 
and as a result, researchers have used ad-hoc techniques in doing so. This paper argues that any 
measure to identify transport disadvantage in assessing social exclusion should be grounded in both 
the social exclusion and transport literature. As a result, this research identifies key attributes of social 
exclusion and relates these attributes to the measures of transport disadvantage to assess their 
effectiveness. The paper found that activity-based measures, based on the concept of activity spaces, 
are more suitable to accommodate the identified attributes although the different indicators used in 
these approaches possess unique qualities associated with transport disadvantage. As a result, this 
research then combines these different indicators through the development of a composite 
Participation Index (PI) measure to identify transport disadvantage. This study operationalises the PI 
measure using activity-travel diary data collected from rural Northern Ireland and identifies patterns of 
transport disadvantage and validates these results against the results found using the different 
indicators based measures.  
1.1  Identifying attributes of social exclusion and relating these to the measures of transport 
disadvantage 
Social exclusion is seen to be a process; a process which is generally considered to be related to 
societal systems and/or agencies (e.g. labour market, transport, legal system) (Atkinson, 1998; 
Atkinson, 2000; Burchardt et al., 2002b; Commins, 1993; Hodge et al., 2002; Pringle and Walsh, 
1999; Shortall, 2008). The processes are dynamic in nature and interact with each other (Atkinson, 
1998; Berghman, 1995; Brennan et al., 2000; Church et al., 2000). As a result, individuals face 
deprivation in multiple dimensions including poverty at a particular point in time (intermediate 
outcome) (Cattell, 2001; Higgs and White, 2000; Townsend, 1987). The different dimensions of 
deprivation (e.g. income, employment, living environment) again act as processes which individually 
or together (interaction) prevent individuals from participating in activities (e.g. job, social) (Burchardt 
et al., 1999; Burchardt et al., 2002a; Cass et al., 2005; Kenyon et al., 2002). Therefore, unlike civic 
engagement and social capital which measure  participation in social activities, a lack of participation 
in any types of activities is considered as the ultimate outcome of social exclusion (Cattell, 2001; 
Currie and Stanley, 2008; Gray et al., 2006; Shortall, 2008). In addition, unlike poverty, social 
exclusion is generally agreed to be a relative concept – relative to the places where individuals live 
(Atkinson, 1998; Burchardt et al., 2002a). Amongst the different dimensions of social exclusion, a lack 
of transport and/or a lack of opportunities have been identified as central because these processes 
enable individuals to participate in activities (Hine and Mitchell, 2003). Measures of transport 
disadvantage aiming to assess social exclusion should therefore incorporate these attributes.  
When relating the above attributes to measures of transport disadvantage, it is therefore important to 
identify transport disadvantage using a disaggregated approach (Hine and Grieco, 2003; Preston and 
Rajé, 2007). The Department for Transport (2006) has highlighted that disaggregation is required at 
socio-economic, spatial, and temporal levels to be able to identify the differential impacts of transport 
policies. Socio-economic disaggregation helps to identify the impacts of socio-economic differences 
(e.g. income, employment, disability) on accessing goods and services. Spatial disaggregation helps 
in the evaluation of whether a transport system is accessible to all members of a society spatially or 
whether it provides access to all types of opportunities. Burchardt et al. (2002a) have noted that an 
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evaluation of the nature of participation is important because a lack of participation in any type of 
activity is sufficient for social exclusion to exist. Temporal disaggregation allows an assessment of the 
dynamics in terms of temporal availability of mobility options (e.g. public transport service) and/or 
opportunities. Disaggregation is also required to take into account the relativity of the measures (Jain 
and Guiver, 2001; Stanley and Vella-Brodrick, 2009). In transport terms, this relativity means that the 
levels of accessibility and mobility of others living in the same area need to be considered to identify 
transport disadvantage, particularly when the analysis is concerned with differential levels of area 
accessibility and area mobility. For instance, a shorter travel distance of an individual living in a highly 
accessible area does not necessarily mean that the individual is mobility impaired when compared to 
an individual living in an inaccessible area. Social exclusion is not just due to the main effects of 
different causal factors such as income and employment but rather the interactions between these 
different factors, as a result, transport disadvantage measures should be based on the interactions 
between different explanatory factors in addition to modelling their main effects. For instance, Gray et 
al. (2001) found that despite owning cars, high-income individuals made more trips and travelled 
longer distances using the car than their low-income counterparts in rural Scotland. Delbosc and 
Currie (In Press) have indicated that an identification of transport disadvantage without involving 
interactions between different factors is overly prescriptive and simplistic. 
1.2  Measures of transport disadvantage 
A variety of transport disadvantage measures have been operationalised in different contexts, these 
can be grouped into either processed based measures or outcome based measures. Process based 
measures evaluate the performance of transport and/or land use systems that potentially facilitate 
participation in activities in order to identify transport disadvantaged areas and include multiple 
deprivation based measures, area accessibility measures, and area mobility measures. On the other 
hand, the outcome measures, based on the concept of activity spaces, assess the outcome of these 
systems by examining actual (realised) activity-travel patterns of individuals. As a result, the outcome 
measures are also referred to as activity based measures in the literature (Department for Transport, 
2006). Deprivation based measures derive an index of service deprivation based on distance to 
essential opportunities (e.g. hospitals) from an area (see, Department for Communities and Local 
Government, 2008; NISRA, 2005; Scottish Executive, 2006; Welsh Assembly Government, 2008). 
Area accessibility based measures, on the other hand, count the number and types of opportunities 
available within a certain travel distance from an area (see, Department for Transport, 2006). 
Therefore, both deprivation based measures and area accessibility measures are helpful in identifying 
whether different types of opportunities are available to participate in. However, existence of an 
opportunity does not necessarily mean that transport (both private and public) is available to reach 
this opportunity. Area mobility measures, on the other hand, identify areas with reduced mobility 
options by examining indicators such as distance from the centroids of traffic analysis zones to public 
transport services e.g. bus stop, train station. A number of studies have assessed the availability of 
transport options both spatially and temporally in different contexts (see, Cebollada, 2009; Currie et 
al., 2009; Dodson et al., 2007; Wu and Hine, 2003).  
Therefore, although a combined measure of area accessibility and area mobility complement each 
other, a major weakness of these process oriented measures is the unit of aggregation. It is not 
necessarily the case that all individuals in those areas can or should be defined as disadvantaged 
(Church et al., 2000; Department for Transport, 2001, 2006; Farrington, 2007; Weber and Kwan, 
2003). Battellino et al. (2005) have shown that access to public transport services can be 
differentiated between groups (socio-economic disaggregation) within an area. In a similar way, 
Farrington (2007, p.320) has stated that “a place is not just ‘more’ or ‘less’ accessible, but accessible 
relative to people in all their different circumstances: people experience more, or less, access to 
places.” Stanley and Stanley (2004) have added that even a person with a high level of mobility (such 
as an able-bodied car driver) may have poor access to shops and services because of the residential 
location in which they live. However, due to an aggregated nature of analysis, these measures are not 
suitable to take into account the interactions between different explanatory factors as well as the 
relativity of the measures (NISRA, 2005). In addition, although the process oriented measures are 
useful in evaluating the performance of transport and/or land use systems (Lyons, 2003), they provide 
very little information about the effectiveness of policy options in terms of improving participation in 
activities – the outcome (Stanley and Vella-Brodrick, 2009). 
The outcome measures have, however, overcome the above weaknesses through the application of 
the activity space concept. Activity spaces include the geographical locations (e.g., buildings, roads) 
in which an individual undertakes day to day activities (e.g., work, shopping, socialise) (Golledge and 
Stimson, 1997), and researchers have attempted to measure the different attributes of activity spaces 
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as an indicator of participation in activities in order to identify transport disadvantage. This is due to 
the fact that the size or spatial coverage of individuals’ participation in activities (activity spaces) 
varies depending on their personal circumstances (e.g. disability), exposure to travel opportunities 
(e.g. owning a car, introduction of new public transport services), and exposure to opportunities (e.g. 
opening of a new shopping centre) (Casas, 2007; Cass et al., 2005; Gray et al., 2006; Schönfelder, 
2001). Miller (2006) has indicated that transport disadvantage can best be understood from the 
perspective of individual dynamic life trajectories which operate within a particular socio-spatial 
context. This means that transport disadvantaged groups are excluded from certain parts of the 
environment (Geurs and van Wee, 2004). As a result, personal use of space (activity spaces) over 
time has been used as an important indicator to measure transport disadvantage and consequently 
social exclusion (Schönfelder and Axhausen, 2003). 
A gradual incorporation of the different attributes of the transport disadvantage measure was evident 
in the outcome based measures. Schönfelder (2001) has used total distance travelled as an indicator 
of activity spaces and found that the amount of travel is influenced by the occupational characteristics 
of travellers (socio-economic disaggregation) and also which varies over time (dynamics). The work of 
Schönfelder and Axhausen (2003) was conducted in three German cities with different levels of 
opportunities. This study used a general linear model (GLM) and investigated variations associated 
with the size of activity spaces for different social groups separately for each area. This is one way of 
maintaining the spatial relativity concept in the measure. However, the weakness of this approach is 
that due to conducting a separate analysis for each area this study lacks the ability to model the 
contextual influences. Research has indicated that the residential area contexts influence travel 
behaviour which cannot be captured by traditional explanatory variables (e.g. age, income) and often 
referred to as latent influence (Walker, 2006). A number of studies; such as Casas (2007), Buliung 
and Kanaroglou (2006); have overcome this weakness by incorporating a dummy living form variable 
(e.g. urban, sub-urban, rural) into the measure (Páez, 2006). These studies, however, lack the ability 
to model the relativity concept. Interestingly none of these studies have taken into account the 
interactions between different explanatory variables in order to identify disadvantaged groups. As a 
result, the modelling techniques used in these studies (e.g. regression analysis) derived a coefficient 
that described the main effects of each explanatory variables (e.g. income, living area) on the size of 
activity spaces without making reference to other explanatory variables in the model (interaction 
effect). This means that, for instance, the model assumes that car-ownership is invariant to other 
variables, which implies that, other things being equal, all car-owning individuals have similar level of 
participation in activities regardless of where they live or their income level (Morency et al., In Press). 
Farber and Páez (2009) have overcome this weakness and have used frequency of trips and average 
daily activity duration as a measure of magnitude of participation in activities and investigated the 
differences between different groups by taking into account the interactions between auto reliance 
variable and other explanatory variables. 
1.3 Composite measure of participation: a way forward? 
The above review suggests that the outcome based measures are more suitable to address the 
identified attributes of transport disadvantage measures. However, despite intensive application in the 
travel behaviour research and also having a good potential, the application of activity based measures 
to identify transport disadvantage is fairly limited (Department for Transport, 2006; Priya and Uteng, 
2009). The review also shows that although the different attributes have been incorporated in different 
studies, none of the studies considered all the attributes in a single measure. As a result, therefore, 
the identified transport disadvantaged groups have only been partially identified. In addition, a review 
of the literature shows that multi-dimensional indicators have been used to measure participation in 
activities. These dimensions are: area of activity spaces (e.g., standard deviational ellipse – SDE, 
standard distance circle – SDC, minimum convex polygon – MCP, area generated using the furthest 
distance activity from home – FDA, polygonal generalised travel area) (Buliung and Kanaroglou, 
2006; Casas, 2007; Casas et al., 2009; Newsome et al., 1998; Rogalsky, 2010; Schönfelder and 
Axhausen, 2003); count (e.g., number of trips, number of unique activity locations visited) (Rollinson, 
1991; Schönfelder and Axhausen, 2003; Wyllie and Smith, 1996); distance (e.g., geographical 
distance travelled, travel time, total daily household kilometres travelled, mean travel distance for 
different types of activities) (Buliung and Kanaroglou, 2006; Kawase, 1999; Wyllie and Smith, 1996); 
types of activity participated in (Casas et al., 2009; Kamruzzaman et al., In Press), frequency of 
participation (Farber and Páez, 2009; Wyllie and Smith, 1996); and duration of participation (e.g., 
activity duration) (Farber and Páez, 2009; Newsome et al., 1998). Researchers have investigated 
these indicators separately to identify transport disadvantage although each represents a different 
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qualitative aspect of travel and activity participation. The following scenarios indicate the importance 
of each dimension to the measurement of transport disadvantage.  
• Scenario 1: An individual lives in a city centre. S/he has visited many activities located close 
by. The area based indicator will show a smaller size of activity space. As a result, the 
measure will misrepresent the ability to travel and participate in all of their required activities. 
On the other hand, a smaller sized (area) activity space may be the result of only a small 
number of activities which have been participated in. A count based measure will, therefore, 
complement the area based measure.  
• Scenario 2: A person has visited several widely dispersed shopping locations by bus in a city. 
In this scenario, both the count and the area based measure will indicate a larger size of 
activity space though the person has participated in only one type of activity. These 
measures, however, do not indicate whether the individual is able (or if public transport is 
available) to participate in all of his required activities.  
• Scenario 3: Two persons live in the same area. They have both visited the same places in a 
week. However, one person has visited all of these facilities twice and spent more time in 
these activities. Although the sizes of their activity spaces are identical in terms of area, 
count, and type based measures, even though one of them possesses a greater ability to 
travel and participate in activities. 
• Scenario 4: A person cannot be considered transport disadvantaged if s/he is able to travel 
long distances daily and if different types opportunities are located within the boundary of their 
activity spaces in spite of their participation in a lower number of activities.  
Therefore, a single indicator cannot clearly capture evidence as to whether a person is at risk of being 
excluded due to their immobility/inaccessibility or not. As a result, a unique approach to the 
measurement of activity space size which combines the various dimensions of the different indicators 
is necessary.  
2. Data and methods 
Activity-travel data were collected for individuals from three case study areas, located in rural 
Northern Ireland. These rural areas were chosen for two reasons. Firstly, the nature of transport 
disadvantage in rural areas is different from that of urban areas (Higgs and White, 1997a). For 
instance, a lack of car ownership may not be a significant indicator of transport disadvantage in an 
urban area but may be a significant barrier to participate in activities in rural areas (Banister, 2008; 
Farrington et al., 1998). On the other hand, the decline in public transport services in rural areas often 
makes it difficult to participate in activities for the non-car owning (Gray et al., 2006; Shucksmith and 
Philip, 2000). Although most rural dwellers have access to a car, studies have found that a small 
proportion of people are reliant on public transport (Banister, 2008; Higgs and White, 2000; 
McDonagh, 2006; Moseley, 1979; Nutley, 1985, 1996; Shucksmith and Chapman, 1998). For 
instance, the rural-urban classified data of the 2001 census in Northern Ireland show that 32% 
household in urban areas have no car/van whereas this is 14.5% in rural areas (NISRA, 2001). In 
addition, 43% of the households in rural Northern Ireland own two or more cars in comparison with 
23% in urban areas. However, studies have shown that this higher level of car-ownership in rural 
areas is not for luxury but due to a structural dependence on the car  (Gray, 2004; McDonagh, 2006). 
For instance, 78% individuals who live in urban areas in Northern Ireland have a bus stop within 6 
minutes walking distance from their home in comparison with 49% in rural areas. Only 5% individuals 
living in rural Northern Ireland have a train station within 26 minutes walking distance from their home 
whereas this is 35% in urban areas1. Secondly, most of the research that has been conducted in a 
rural context has used spatially aggregated accessibility measures (see, Higgs and White, 2000; 
1997b; Moseley, 1979; Nutley, 1981).  
The study of disaggregated activity-travel behaviour in a rural context is a relatively recent 
development although very few of these studies have investigated issues associated with identifying 
transport disadvantage using the concept of activity spaces. Using travel diaries, interviews, and 
questionnaires data, Gray et al. (2001) found that high-income individuals made more trips over 
longer distances using the car than low-income individuals (car-owning) in rural Scotland. Nutley 
(2003) has used the 1996 census data and examined travel behaviour to identify transport 
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  Data were obtained through a personal communication with the Central Survey Unit (CSU) of the Northern Ireland Statistics 
and Research Agency (NISRA). 
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disadvantage in rural Australia with particular emphasis placed on the non-car population. In this 
work, Nutley (2003) did not find any consistent relationship between the explanatory variables (e.g. 
low incomes, unemployment, indigenous people, elderly people) and transport disadvantage. As a 
result, this study called for a case study approach instead of using the census data to identify 
transport disadvantage locally. In a subsequent work, Nutley (2005) collected data from two case 
study areas for a longitudinal monitoring of travel behaviour in rural Northern Ireland over the period 
of 1979-2001 and found changes in activity-travel patterns over the years. In contrast, recent studies 
that have been conducted in an urban context have used disaggregated measures of participation in 
activities to identify transport disadvantage (see, Casas, 2007; Casas et al., 2009; Farber and Páez, 
2009; Kamruzzaman et al., In Press; Schönfelder and Axhausen, 2003). 
2.1 Data 
The case study areas were selected using criteria derived from the literature (Table 1). The criteria 
are related to the relative accessibility to opportunities (close to urban area, self-contained village in 
terms of availability of service facilities e.g. shops, general practitioner - GP) and relative mobility 
options (close to motorway, close to train station) available in the case study areas which are known 
to influence activity participation in rural areas (Cloke et al., 1994; Gray, 2000; Gray et al., 2001; 
Higgs and White, 2000; Nutley, 1985). Using Table 1 four criteria maps were prepared to select the 
three case study areas (Figure 1). Conditional operations were conducted in a GIS environment to 
meet all the criteria for a specific case as shown in Table 1; and Moira, Saintfield, and Doagh were 
identified as case study area 1, case study area 2, and case study area 3 respectively (Figure 2). 
Data were collected from these case study areas in two phases. In the first phase, a questionnaire 
survey was conducted for three reasons. Firstly, to get an overall idea about how people travel and 
participate in different activities from a larger set of responses. Secondly, to collect socio-economic 
data from respondents to use as explanatory variables in this research (e.g., levels of income) when 
combined with the later diary phase of the research. Thirdly, to seek consent for participation in an 
activity-travel diary survey in the second phase. 458 questionnaires were collected from these areas 
from respondents aged between 18 years and 74 years. Sampling population were determined by 
excluding children and very elderly in each area and the required sample sizes were calculated using 
the literature for the questionnaire survey (Cochran, 1963; Ortúzar and Willumsen, 1990). The travel 
diary phase used those individuals who had taken part in the earlier questionnaire phase and who 
had consented to taking part in the diary. A total of 157 activity-travel diaries for 7 days were collected 
from the three case studies using the diary method (see, Parkes and Thrift, 1980 for different 
methods). The socio-spatial characteristics of the respondents who participated in the activity-travel 
survey are shown in Table 2 and are used as explanatory variables in this research. 
Table 1: Criteria used for the selection of case study areas 
Case study areas Criteria: related to area mobility options 
 
Criteria: related to area accessibility options 
 
 Close to motorway Close to train station A self-contained village Close to urban area 
Case study area 1 √ √ √ × 
Case study area 2 × × √ × 
Case study area 3 × × × √ 
 Instructions were provided on the coding format and how the diary should be completed in the 
activity-travel diary form. A coding list of 29 trip purposes and 8 modes were provided to the 
respondents to choose from. Each trip was defined as any purposeful stop during the journey that had 
been entered in the activity-travel diary form. They were also instructed not to fill in the form for a 
particular diary day if they did not leave home on that day. Examination of previous research studies 
that have been conducted using travel diary data do not provide any clear evidence on the sample 
sizes required for this type of travel diary. Considering the number of diaries and diary days that have 
been reported in other research, the 157 diaries with 7 diary days were found to be representative of 
previous studies (see, Buliung et al., 2008). 
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Fig. 1. Criteria maps used for the selection of cases study areas a) rural output areas (OAs) located close to the motorway, b) 
rural OAs located close to train stations, c) rural OAs located close to urban areas, and d) self-contained rural OAs in terms of 
service facilities 
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Fig. 2. Locations of the case study areas in wider geographic context and in terms of the differential levels of area accessibility 
and area mobility options 
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Table 2: Socio-economic status of the respondents who participated in the activity-travel diary survey 
Explanatory variables Description Code Number of participants % 
Area profile Moira (Good area accessibility, located close to 
train station but away from urban areas) 
1 45 28.7 
 Saintfield (Good area accessibility, located 
away from both train station and urban areas) 
2 62 39.5 
 Doagh (Poor area accessibility, located away 
from train station, but located close to urban 
areas) 
3 50 31.8 
Gender Male 1 71 45.2 
 Female 2 86 54.8 
Age Young (below 60 years) 1 95 60.5 
 Older (60 years and over) 2 62 39.5 
Occupation Working (Employed, business) 1 91 58.0 
 Non-working (Unemployed, retired, household 
management, student) 
2 66 42.0 
Car-ownership Non-car owning 1 24 15.3 
 Car-owning 2 133 84.7 
Home-ownership Owner 1 119 75.8 
 Rented 2 38 24.2 
Income Low income (Less than £375/week) 1 88 56.1 
 High income (More than £375/week) 2 69 43.9 
   N=157  
2.2 Methods 
2.2.1 Deriving indicators of activity spaces 
The completed 157 activity-travel diaries contained 3057 individual trips and each trip contained 
information regarding trip origin, trip destination, trip start time, trip end time, trip purpose, travel 
mode, and roads/route travelled. These attributes were geo-referenced using ArcGIS software.  The 
29 sub-categories of trip purposes were grouped into 8 main categories: work, social, shopping, 
recreational, health, food, returning home, and other (e.g. to drop off). Using these attributes, the six 
dimensional indicators associated with the activity space measures (e.g. area, distance, count, type, 
frequency, and duration of activity participation) were derived separately for weekdays, weekends, 
and weekly in order to investigate temporal variations in the levels of participation in activities 
between different groups. Four different measures associated with the area based indicators were 
operationalised: standard deviational ellipse (SDE), standard distance circle (SDC), minimum convex 
polygon (MCP), and area generated using the furthest distance activity from home (FDA) (Figure 3). 
The directional distribution tool and the standard distance tool in ArcGIS were used to derive the SDE 
and SDC measures. Using the methodology proposed by Casas (2007) and Casas et al. (2009), the 
FDA based measure was operationalised in ArcGIS environment. On the other hand, the animal 
movements tool within the Hawth’s toolsets was used to generate individuals MCP feature class 
(Beyer, 2004). A correlation analysis was conducted using these indicators which shows a significant 
association between the different measures (Figure 4a – 4f). As a result, only the FDA based 
measure is reported in this research because this measure takes into account the underlying road 
network used to generate the boundary of activity spaces. However, instead of using the area of the 
generated geometric shape of the FDA measure, the sum area of opportunities (non-residential 
buildings) located within the boundary of the generated FDA was calculated for each individual and 
used as an area indicator of activity spaces (see, Figure 3d). Miller (1991) has highlighted that a large 
part of the geometric area is useless for travel and activity participation because travel occurs along 
streets and activities occur at specific locations. Therefore, this measure can also be referred to as 
individual accessibility (Casas, 2007; Casas et al., 2009). 
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Fig. 3. Measures used to generate the boundary of activity spaces a) standard deviational ellipse (SDE), b) minimum convex 
polygon (MCP), c) standard distance circle (SDC), and d) area generated using the furthest distance activity (FDA) from home  
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Fig. 4. Correlations between different area based measures (a-f), and between different distance based measures (g-h) of 
activity spaces 
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Three different distance based indicators were derived including the total distance travelled, total 
travel time, and total unique network distance travelled in this research. These indicators are also 
frequently referred to as personal mobility in the literature (Kamruzzaman et al., In Press). A similar 
correlation analysis was conducted using these three indicators which also shows a significant 
association between the measures (Figure 4g and 4h). As a result, only the unique network distance 
travelled measure is reported in this paper. This is due to the fact that this measure shows the actual 
geographical exposure of an individual whereas the total distance travelled and total travel time are 
measures of travel over the same network. Using the destination associated with each trip, the 
number of unique locations visited was derived for each individual. The total number of trips made by 
each individual was divided by the number of unique locations visited to derive the frequency of visit 
in each unique activity location for the respective individuals. The trip purpose attribute was used to 
measure the types of activity participated in. However, work trips were excluded from this analysis in 
order to maintain the relativity of the measure. This is due to the fact that non-working individuals do 
not necessarily participate in work activities. The return home trip was also excluded from this 
analysis as this purpose was reported by all individuals. Therefore, the score for this measure ranges 
from 0 (no participation at all) to 6 (all types of activity participated in). Activity duration was calculated 
by subtracting trip end time of a trip from the trip start time of the subsequent trip of the chained trips. 
A ‘chained trip’ is referred to as at least two consecutive trips within a day. However, time spent at 
home and overnight stays at activity locations for other purposes (e.g. social) were not considered as 
an activity duration. As a result, a total of 1683 individual trips were considered for this analysis.  
2.2.2 Deriving a composite participation index (PI) measure 
Six individual indices were developed from the previously derived six indicators of activity spaces by 
normalising the data for each area. The indices were developed in this way for two reasons. Firstly, 
the spatial relativity concept of transport disadvantage measure was addressed. Previously, Portnov 
et al. (2008) have used this normalisation technique in order to examine the time dependence of 
location effects in Switzerland. Secondly, these indices are ratios of the different dimensions of travel 
and activity participation, and therefore have no unit of measurement. As a result, it was possible to 
aggregate these indices using a linear method (European Commission, 2008). The individual indices 
are: participation count index (PCI), participation type index (PTI), participation frequency index (PFI), 
participation duration index (PDI), participation length index (PLI), and participation area index (PAI). 
Equations 1-6 were used to calculate the scores of these indices respectively. 
locations unique  visited of number the of  average area The
area an in  living  individual anby   visited locations unique of Number
  (PCI)index  count ionParticipat =   Eq.1 
in edparticipatactivity   of  types the of  average area The
area an in  living  individual anby  in edparticipatactivity   of Types
  (PTI)index   type ionParticipat =   Eq.2 
activities in ionparticipat of frequency  the of  average area The
area an in  living  individual an of  activities in ionparticipat ofFrequency 
  (PFI)index  frequency  ionParticipat =  Eq.3 
durationactivity   of  average area The
area an in  living  individual an of durationActivity  
  (PDI)index  duration ionParticipat =    Eq.4 
travelled  distance network unique the of  average area The
area an in  living  individual anby   travelled  distance network Unique
  (PLI)index  length ionParticipat =   Eq.5 
iesopportunit  accessible the of  average area The
area an in  living  individual an of iesopportunit  accessible of (area) Size
  (PAI)index  area ionParticipat =  Eq.6 
The individual indices were aggregated into: firstly, two summary indices of the participation measure; 
and secondly, the overall participation index (PI). Although different aggregation methods exist in the 
literature, this paper used a statistical approach based on factor analysis (principal component 
analysis – PCA) for the following reasons (European Commission, 2008; Nicoletti et al., 2000): firstly, 
this method is data based and ensures that the resulting index accounts for a large part of the 
variance of the individual indices; secondly, factor analysis assigns the largest weights to the indices 
that have the largest variation across individuals; thirdly, as individual indices have no unit of 
measurement (ratio) and are highly inter-correlated, a factor analysis was used to reveal the 
underlying structure of the data. Nine correlation coefficients out of 15 were found to be greater than 
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0.3; and, fourthly, the ratio of cases to number of variables (6 indices) in this research are 26.17 to 1 
for weekly and weekdays measures, and 25.5 to 1 for weekends measure, which also satisfies the 
requirement of the PCA (which should be at least 5 to 1). The difference between weekdays and 
weekends is due to the fact that although all individuals participated in activities in weekdays, 4 
individuals were found to stay at home both on Saturday and Sunday in the survey. This means that 
these individuals did not leave home on weekends at all. Initial results from the PCA analysis revealed 
that the PCI had complex structure on weekdays and weekly measures whereas the PDI had complex 
structure on weekends measure (Table 3). A complex structure occurs when one variable has high 
loadings or correlations on more than one component. As a result, these indices were respectively 
excluded from analysis which shows that none of remaining indices had a complex structure on 
extracted components. In iteration 1 of the factor analysis, the Kaiser-Meyer-Olkin Measure of 
Sampling Adequacy (MSA) test showed that all of the individual indices included in the analysis was 
greater than 0.5. In addition, the overall MSAs for all the individual indices included in the analysis 
were 0.620, 0.685, and 0.501 for weekly, weekdays, and weekends measures respectively which 
exceeds the minimum requirement of 0.50 for the overall MSA at the 0.01 significance level of the 
probability measured using Bartlett's Test of Sphericity. 
Table 3: Rotated component matrix (Varimax Rotation with Kaiser Normalization) showing the complex structures in the 
datasets 
Indices Weekly component 
 
Weekdays component 
 
Weekends component 
 
 1 2 1 2 1 2 
PCI 0.723 -0.498 0.654 0.597 0.800 0.240 
PTI 0.383 -0.606 0.408 0.745 0.901 0.037 
PFI -0.345 0.717 -0.358 -0.741 0.640 -0.054 
PDI 0.299 0.801 0.068 -0.848 0.513 0.556 
PLI 0.894 -0.114 0.928 0.196 0.123 0.923 
PAI 0.842 0.003 0.867 0.106 -0.077 0.925 
 
Two factors were selected using the latent root criteria for the number of factors (eigenvalues larger 
than 1), and also because of their statistical contribution to the explanation of the total variance of the 
data (individually by more than 10% and cumulatively by more than 60%) for each of the temporal 
measures (Table 4) (European Commission, 2008). The two extracted factors were then rotated using 
the varimax rotation method (Table 5). Analysis of the factor loadings shows that the first factor has 
salient loadings on PTI, PDI, and PFI indices for the weekdays and weekly measures; and on PCI, 
PTI and PFI indices for the weekends measure. On the other hand, the second factor is associated 
with the PLI and PAI indices for all three temporal measures. These factors can be interpreted as the 
magnitude of participation and geographical exposure respectively. For these factors, scores were 
calculated using the normalized squared factor loading as weight of the individual indices. These 
intermediate scores were used as inputs to the construction of the PI measure by weighting each 
factor according its relative contribution to the explanation of the overall variance (Table 5). 
Table 4: Extraction of principle components from the derived individual indices 
Comp-
onent 
Weekly indices 
 
Weekdays indices 
 
Weekends indices 
 
 Initial solution 
 
Varimax rotation 
 
Initial solution 
 
Varimax rotation 
 
Initial solution 
 
Varimax rotation 
 
 Eigen-
values 
Variance 
explained 
Eigen-
values 
Variance 
explained 
Eigen-
values 
Variance 
explained 
Eigen-
values 
Variance 
explained 
Eigen-
values 
Variance 
explained 
Eigen-
values 
Variance 
explained 
1 2.166 43.318 1.948 38.969 2.745 54.904 1.928 38.569 2.183 43.670 1.948 38.969 
2 1.323 26.451 1.824 36.481 1.108 22.156 1.925 38.491 1.589 31.780 1.824 36.481 
3 0.716 14.323   0.499 9.987   0.820 16.398   
4 0.499 9.989   0.439 8.783   0.228 4.555   
5 0.296 5.920   0.209 4.171   0.180 3.597   
Total    69.768    77.060    75.450 
 13
Table 5: Factor loadings of the individual indices on principal components 
 Weekly indices 
 
Weekdays indices 
 
Weekends indices 
 
 Rotated factor 
loadings 
 
Weight of indices 
in factors a 
 
Rotated factor 
loadings 
 
Weight of indices 
in factors a 
 
Rotated factor 
loadings 
 
Weight of indices in 
factors a 
 
Comp-
onent 
1 2 1 2 1 2 1 2 1 2 1 2 
Interpr-
etation 
Magni-
tude 
Geoex-
posure 
Magni-
tude 
Geoex-
posure 
Magni-
tude 
Geoex-
posure 
Magni-
tude 
Geoex-
posure 
Magni-
tude 
Geoex-
posure 
Magni-
tude 
Geoex-
posure 
PCI - - - - - - - - 0.809 0.227 0.336 0.028 
PTI -0.591 0.329 0.219 0.057 -0.726 0.363 0.273 0.069 0.931 0.051 0.445 0.002 
PFI 0.741 -0.337 0.345 0.060 0.756 -0.357 0.296 0.066 0.634 -0.074 0.206 0.003 
PDI 0.818 0.293 0.420 0.045 0.874 0.047 0.397 0.001 - - - - 
PLI -0.146 0.891 0.013 0.419 -0.206 0.919 0.022 0.438 0.156 0.935 0.012 0.479 
PAI -0.065 0.891 0.003 0.419 -0.152 0.905 0.012 0.426 -0.042 0.944 0.001 0.488 
Total b 2.361 2.741   3.260 4.468   2.572 2.231   
Factor weights (normalised to unity)         
 0.463 0.537   0.422 0.578   0.535 0.465   
 
a Squared factor loadings normalised to unity 
b Absolute sum of factor loadings on different indices 
2.2.3 Data analysis 
The derived 6 indicators of activity spaces, 6 individual indices, 2 intermediate indices, and the 
composite PI were continuous data type and used as dependent variables in this research. On the 
other hand, the different explanatory variables used in this research are categorical in nature. 
Although it was possible to conduct regression analysis by transforming the categorical variables into 
dummy variables in order to identify variations in the levels of participation in activities, the regression 
analysis does not take into account the interactions between the explanatory variables unless explicit 
crossproduct interactions terms are added (Garson, 2009). As identified in Section 1, one of the 
weaknesses of the previous research studies aiming to identify transport disadvantage is that most of 
these studies have only considered the main effects of the explanatory factor. Unlike regression 
analysis, a general linear model (GLM) was found appropriate to this type of analysis because it 
uncovers both the main as well as the interaction effects for all of the possible combinations of 
categorical explanatory variables (Bojanic, In Press). In addition, the GLM was tested with and without 
the interaction effects of the explanatory variable and the results show that the GLM procedure 
explained a larger variation in the data when the interaction effects were taken into account. The GLM 
without interaction effects is analogous to the linear multiple regression analysis. However, a separate 
linear multiple regression analysis was conducted before conducting the GLM in order to check the 
multicollinearity amongst the explanatory variable. The results of this regression analysis showed that 
the models met the accepted standard that the part and partial correlations did not drop sharply from 
zero-order, the tolerance values were not close to zero, and that none of the explanatory variables 
had a variance inflation factor (VIF) greater than 2 (Xing et al., 2010).  
The GLM was constructed to analyse the statistical significance of the seven explanatory variables 
and their interactions on the different measures of transport disadvantage in SPSS. All the 
explanatory variables were entered into the model with full factorial interaction in order to assess the 
relative importance of various combinations of the explanatory variables. The effect size of the 
different explanatory variables and their interactions were determined using the Partial Eta Squared 
and is the most common method to measure the effect size (Garson, 2009). The simple contrast 
method was applied in the GLM which is due to making a comparison of each category (level) of an 
explanatory variable to the first category (reference) of that explanatory variable. Since the responses 
were found to be unbalanced meaning that the number of frequencies in different cells were not 
equal, as a result, the Type III Sum of Square method was used in the models. 
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3. Results 
3.1  Area accessibility and mobility options in the selected case study areas 
In the questionnaire survey undertaken in the three case study areas, respondents were asked to 
indicate which facilities are currently lacking in their communities and which as a result means that 
they have to travel further to access these facilities. Table 6 shows that 75% and 73% of responses 
indicated that there were no facility related problem in case study area 1 (Moira) and case study area 
2 (Saintfield) respectively whereas this is only around 15% in case study area 3 (Doagh). The second 
highest number of responses that was found in Moira is related to ‘other facility problem’ which 
includes the desire to have higher order facilities located closer by (e.g. larger sized shopping centre) 
whereas this was found to ‘grocery shops’ in Saintfield (Table 6). Respondents from Saintfield 
indicated that although there are few grocery shops in this area, prices of goods in these shops are 
relatively higher due to a lack of competition. The basic facilities that the majority of respondents felt 
were lacking in Doagh include pharmacy, bank, GP, and grocery shops. These findings justify the 
original selection of the case study areas in terms of area accessibility options in this research. 
Respondents were also asked to indicate what transport related problems could be found in their 
communities. Analyses of responses show no specific patterns in terms of transport related problems 
in specific case study areas. Traffic congestion, lack of cycling facilities, lack of parking facilities, 
inadequate maintenance of road networks were found to be common problems in all areas.  
Table 6: Perceptions of the respondents regarding facility related problems in their respective areas 
Facility related problems Case study areas 
 Moira (1) 
 
Saintfield (2) 
 
Doagh (3) 
 
 Count Column N % Count Column N % Count Column N % 
Post office 0 0.0 3 2.0 6 4.0 
GP 1 0.7 0 0.0 68 45.0 
Schools 5 3.3 4 2.6 6 4.0 
Garages 5 3.3 3 2.0 6 4.0 
Grocery shops 5 3.3 16 10.5 34 22.5 
Pharmacy 0 0.0 0 0.0 94 62.3 
Pubs 3 2.0 5 3.3 6 4.0 
Bank 7 4.6 10 6.6 74 49.0 
Child care facilities 4 2.6 2 1.3 15 9.9 
Internet accessibility 7 4.6 12 7.9 15 9.9 
Other facility problem 12 7.8 12 7.9 14 9.3 
No facilities are lacking 115 75.2 111 73.0 22 14.6 
 
Despite the fact that the motorway is not located near to either Saintfield or Doagh (Figure 2), no 
differences were found to exist in terms of rural public (bus) transport services amongst the different 
case study areas. All the three case study areas were found to be located along inter-urban Ulsterbus 
routes (Moira: Lisburn-Lurgan route, Saintfield: Belfast-Downpatrick route, and Doagh: Belfast-
Ballyclare route) with similar level of service frequency. Therefore, the area mobility differences 
amongst the case study areas remain only in terms of access to train services. However, train was 
found to play a minor role in facilitating travel in Moira. Only 1.4% of trips were made by train by the 
respondents from Moira. This means that the contextual differences amongst the cases study areas 
remain only in terms of proximity to services. Therefore, individuals from Moira and Saintfield were 
able to access basic service facilities locally whereas Doagh lacks these facilities locally. On the hand, 
individuals from Doagh were able to access not only the basic service facilities but also a higher order 
of these facilities within a short network distance from this area; whereas individuals from Moira and 
Saintfield needed traversing more than 10 Km from their respective areas in order to access higher 
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order goods and services (e.g. hospitals). Therefore, these contextual differences were investigated 
while the different indicators of activity spaces were used as dependent variables.   
3.2 Indentifying transport disadvantage using the different indicators of activity spaces 
This section identifies transport disadvantage by assessing the performance of different groups in the 
different derived indicators of activity spaces including the number of unique locations visited, types of 
activity participated in, frequency of participation in activities, activity duration, unique network 
distance travelled, and size (area) of accessible opportunities (size of activity spaces). Table 7 shows 
the average scores associated with these different indicators of activity spaces in a week for different 
groups. On average each individual visited 7.28 unique activity locations in order to undertake 3.58 
different types of activities (e.g. shop, social) in a week. Each of these unique activity locations were 
visited 2.87 times (frequency) in the survey week. These individuals travelled on average 65 km over 
unique road networks to reach these destinations and spent 1934 minutes on out-of-home activities in 
these seven days. The average size of opportunities that were located within individuals activity 
spaces is about 7.68 square kilometres. Table 8 shows GLM test results indicating the differences 
that different socio-economic and spatial groups experienced in these indicators. Table 8 also shows 
the explanatory powers of the different models which were found to be acceptable given the 
disaggregated nature of investigation in this research (Xing et al., 2010). The Partial Eta Squares of 
all the corrected models were found to be greater than 0.50 meaning that more than 50% variance in 
data were explained by the significant models at the 0.05 levels. 
Table 7: Descriptive statistics (average) of different measures of participation in activities 
Explanatory 
variables 
Categories Unique 
locations 
visited 
Type of 
activities 
participated in 
Frequency of 
participation 
Activity 
duration 
(min) 
Unique network 
distance travelled 
(Km) 
Area of 
activity spaces 
(Km2) 
Area profile Moira 6.87 3.60 3.05 2116.58 60.3736 8.2084 
 Saintfield 7.23 3.79 2.98 1828.81 50.9482 4.6734 
 Doagh 7.72 3.30 2.61 1806.44 85.8109 10.9404 
Gender Male 7.35 3.44 2.73 1951.42 71.2379 7.7394 
 Female 7.22 3.70 2.96 1865.15 59.3983 7.6354 
Car-ownership Non-car owning 6.29 3.75 2.57 1126.92 33.9151 4.4346 
 Car-owning 7.46 3.55 2.91 2044.42 70.3172 8.2686 
Income Low-income 6.87 3.47 2.90 1682.91 58.1392 7.2490 
 High-income 7.80 3.72 2.81 2186.35 73.1869 8.2353 
Age Young 7.02 3.58 3.14 2244.49 58.6556 6.5621 
 Older 7.68 3.58 2.43 1382.69 74.0946 9.3992 
Occupation Working 6.82 3.30 3.18 2621.03 62.6981 7.1655 
 Non-working 7.91 3.97 2.41 915.76 67.5852 8.3953 
Home-ownership Owner 7.48 3.57 2.80 1966.16 67.9032 7.9561 
 Rented 6.66 3.61 3.04 1710.03 54.8858 6.8257 
Average  7.28 3.58 2.87 1904.17 64.7525 7.6825 
3.2.1 Number of unique locations visited 
Despite no significant model emerging in the GLM test using the number of unique locations visited as 
a dependent variable in the model, car ownership and the interactions between income, age, and 
occupation variables were found to have a significant effect in this model (Table 8). Table 7 shows 
that car-owning individuals visited a significantly higher number of unique activity locations (7.46) than 
their non-car owning counterpart (6.29). On the other hand, investigation shows that working 
individuals who were young in age and also who had a lower level of income visited a significantly 
fewer opportunities (5.94) than any other combinations of these variables (income * age * 
occupation). This is probably due to the fact that these individuals had low-paid jobs and as a result 
spent most of their time for working. Non-working individuals with a higher level of income and older in 
age were found to visit the maximum number of unique activity locations (9.23) in a week. This means 
that the identified transport disadvantaged groups are those who had no car; and working individuals 
with a lower level of income and young in age. 
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Table 8: Weekly impacts of the explanatory factors and their interactions on the indicators of activity spaces 
Source Dependent variables: weekly indicators of activity spaces 
 Unique locations 
visited 
 
 
Types of activity 
participated in 
 
 
Frequency of 
participation in 
activities 
 
Activity duration 
(min) 
 
 
Unique network 
distance travelled 
(Km) 
 
Area of activity 
spaces (Km2) 
 
 
 F Partial 
Eta2 
F Partial 
Eta2 
F Partial 
Eta2 
F Partial 
Eta2 
F Partial 
Eta2 
F Partial 
Eta2 
Corrected 
model 
1.19 0.47 2.43a 0.64 2.05a 0.60 7.62a 0.85 2.00a 0.60 2.51a 0.648 
Intercept 471.4a 0.84 777.1a 0.89 594.9a 0.87 547.9a 0.86 133.8a 0.60 128.2a 0.588 
Area profile 0.31 0.01 0.59 0.01 3.34a 0.07 1.23 0.03 2.19 0.05 7.83a 0.148 
Gender 0.65 0.01 1.81 0.02 0.56 0.01 0.11 0.00 0.00 0.00 0.72 0.008 
Car 6.91a 0.07 0.14 0.00 1.22 0.01 0.75 0.01 10.74a 0.11 8.10a 0.083 
Income 0.24 0.01 0.05 0.00 0.55 0.01 0.03 0.00 3.89a 0.04 4.57a 0.048 
Age 3.55 0.04 1.03 0.01 1.56 0.02 0.57 0.01 0.15 0.00 0.23 0.003 
Occupation 3.31 0.04 3.51 0.04 1.36 0.02 75.86a 0.46 1.70 0.02 0.36 0.004 
Home 0.69 0.01 1.04 0.01 0.95 0.01 0.98 0.01 0.31 0.00 0.02 0.000 
Interactions b             
Area * Age         3.26a 0.07 5.78a 0.114 
Area*Gen*Inc           4.58a 0.048 
Area * Occ       3.420a 0.07     
Gen * Age   9.65a 0.10         
Inc * Age     5.28a 0.06       
Inc * Age * Occ 7.31a 0.08 13.25a 0.13         
Age * Occ   10.67a 0.11         
 
a Coefficients are significant at the 0.05 level. 
b Only significant interactions between different explanatory variables are reported (Area – Area profile, Gen – Gender, Car – 
Car ownership, Inc – Income, Occ – Occupation, and Home – Home ownership) 
3.2.2 Types of activity participated in 
A significant model emerged from the GLM test using the types of activity participated in as a 
dependent variable in the model. None of the explanatory variables was found to have a significant 
main effect in the model. However, the interactions between the different explanatory variables were 
found to have a significant impact in this model and in particular the interactions between gender and 
age; between income, age, and occupation; and between age and occupation variables. Analysis 
shows that amongst the older individuals, females participated in a significantly wider range of 
activities (3.81) than their male counterparts (3.40) (gender * age). Although table 7 shows no 
difference in the type of activity participated in between younger and older individuals, further 
investigation shows that young working adults participated in a wide range of activities (3.38) than 
older working adults (2.94) (age * occupation). This is particularly true when income level interacts 
with these explanatory factors. Analysis found that older working individuals with a higher-level of 
income participated in only 2.67 types of activities (income * age * occupation). This is probably due 
to the fact that these older individuals had a high profile job which requires more time to maintain it, 
and as a result, they had little or no time to visit different types of places. Currie and Delbosc (In 
Press) have defined this group as ‘time poverty’ group. On the other hand, non-working young 
participated in a significantly different type of activities (4.29) than non-working older individuals (3.82) 
irrespective of income. In summary, the transport disadvantaged groups are comprised of those older 
individuals who were either male or had a higher level of income with working occupation status or 
had a non-working occupational status using this indicator. 
3.2.3 Frequency of participation in activities 
Table 8 shows that the area profile variable has a significant impact in the frequency of participation 
model. The post-hoc analysis in the GLM model reveals that the frequency of visit of individuals from 
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Moira and Saintfield is significantly higher than individuals from Doagh. No significant difference was 
found to exist in terms of frequency of participation between individuals living in Moira and individuals 
living in Saintfield. This behaviour can be explained by the fact that the basic goods and services are 
located locally in Moira and Saintfield which allows individuals to participate in their required activities 
more frequently than those individuals living in Doagh. Although no differences were found to exist 
between young and older individuals, and between high-income and low-income individuals; the 
interactions between these two explanatory variables (age and income) created a significant 
difference between low-income young (3.32) and low-income older individuals (2.45). Therefore, the 
above findings suggest that individuals who live in Doagh (lack of area accessibility), and older 
individuals with a lower level of income are unable to participate in activities frequently. 
3.2.4 Activity duration 
Occupation was found to be a significant explanatory factor in the activity duration model (Table 8). 
Working individuals were found to spend more times in undertaking different activities than their non-
working counterparts. This difference was expected given that working individuals spent most of their 
time for undertaking work activity. However, amongst them those who live in Saintfield (2735 min) and 
Moira (2658 min) were found to spend significantly more time in out of home activities than those 
working individuals who live in Doagh (2441). These differences can be explained by the fact that a 
number of working individuals from Saintfield and Moira were found to have business locally, and as a 
result, they had not any fixed working hours and were able to spend more time in their business 
locations. On the other hand, due to a lack of local business centre in Doagh, most of the working 
individuals were employed in other places and as a result, they had a fixed working hour. On the other 
hand, non-working individuals from Saintfield spent significantly less time (653 min) for undertaking 
different activities than those non-working individuals who live in Moira (1224 min) and Doagh (998 
min). Therefore, using this measure the disadvantaged groups are comprised of those individuals who 
had non-working occupational status and particularly living in Saintfield; and individuals with working 
occupational status and live in Doagh. 
3.2.5 Unique network distance travelled 
Car-ownership explanatory variable was found to have a significant impact in the unique network 
distance travelled model, the effects of which do not depend on interactions with other explanatory 
factors (Table 8). Table 7 shows that the average unique network distance travelled by a car-owning 
individual (70 km) is significantly higher than that of a non-car individual (34 km). Like car ownership, 
income was also found to be a significant explanatory factor in this model (Table 8). High-income 
individuals travelled significantly longer distances (73 km) than their low-income counterparts (58 km). 
Although the area profile of the respondents and their ages were found to have an insignificant the 
main effects in the model, the interaction between these two explanatory variables was found to have 
a significant impact in the model. Table 7 shows that older individuals travelled longer distances than 
their young counterpart. However, this is only true in case of Moira (74 km vs. 48 km) and Doagh (97 
km vs. 75 km). Exactly the opposite pattern was found to exist in case of Saintfield where older 
individuals travelled a significantly shorter distances over unique networks (41 km) than their young 
counterparts (54 km). This means that the transport disadvantaged groups are those who had no car; 
had a lower level of income; tended to be young individuals living in Moira and Doagh; and older 
individuals living in Saintfield. 
3.2.6 Area of activity spaces 
Table 8 shows that the main effects of the area profile, car-ownership, and income explanatory 
variables are significant in shaping the area of activity spaces model. Table 7 shows that the area of 
opportunities is significantly higher for individuals living in Doagh (11 km2) when compare to 
individuals living in Moira (8 km2). On the other hand, the area of opportunities of individuals living in 
Saintfield was found to be significantly lower (4.7 km2) than individuals living in Moira (8 km2). As a 
result, the area of opportunities of individuals living in Doagh was found to be significantly higher than 
that of from both Moira and Saintfield. This can be explained by the fact that Doagh is located close to 
urban areas (e.g. Ballyclare) where the area of opportunities is generally higher and these 
opportunities are located within the activity spaces of individuals living in Doagh. However, this does 
not necessarily mean that every individual in Doagh had a similar size of opportunities. Since an 
interaction between area profile and age was found to have a significant impact in this model, further 
investigation shows that young individuals in Doagh had a smaller area of opportunities (9.43 km2) 
than older individuals living in Doagh (12.57 km2) as well as in Moira (9.90 km2). In contrast, older 
individuals living in Saintfield was found to have a smaller area of opportunities (4.29 km2) than their 
young counterpart in Saintfield (4.82 km2). On the other hand, Table 7 shows that non-car owning, 
 18
and low-income individuals had a significantly smaller area of opportunities than their respective 
counterparts.  
Although gender has no significant main effect in the model, an interaction of this variable with area 
profile and income variables has a significant impact in the model. Further investigation shows that 
although generally low-income individuals had a smaller area of opportunities irrespective of area and 
gender, an opposite pattern was found to exist in Saintfield. Low-income males in this area had a 
larger area of opportunities than their high-income (male) counterparts. Analysis found that most of 
the high-income individuals living in Saintfield had business locally. As a result, these individuals 
rarely travelled outside of their local area. On the other hand, most of the low-income individuals living 
in this area had jobs located elsewhere. Therefore, they had to travel beyond their local area and 
consequently their sizes of activity spaces are larger than their high-income counterparts. Therefore, 
these findings are similar to the findings found from the unique network distance travelled model. As a 
result, using this measure, the identified transport disadvantage groups include non-car owning 
individuals; low-income individuals; older individuals living in Saintfield; young individuals living in 
Doagh; and high-income males living in Saintfield. 
3.3 Identifying transport disadvantage using the individual indices  
Table 9 shows the results found from the GLM tests using the scores of individual indices as 
dependent variables. Investigation shows that the corresponding models from the indicator based 
measures in Table 8 and the index based measures in Table 9 are quite closely matched in terms of 
overall significance, explanatory powers, and significance of different explanatory factors and their 
interactions. Notable differences between these two formats of measures include the insignificant 
contribution of the area profile variable in the PFI and PAI models using the index based measures. 
This explanatory variable was identified to have a significant effect in the corresponding frequency 
and area based models. However, these differences were anticipated given that the indices were 
prepared by normalising the data in each area in order to take into account the relativity of the 
measures. This means that all areas were transformed into an equal status in order to investigate 
whether the differences that were observed between the different socio-economic groups are still 
valid.  
Table 9: Impacts of the explanatory variables and their interactions on the individual indices in a week 
Source Dependent variables: weekly indices 
 PCI 
 
PTI 
 
PFI 
 
PDI 
 
PLI 
 
PAI 
 
 F Partial 
Eta2 
F Partial 
Eta2 
F Partial 
Eta2 
F Partial 
Eta2 
F Partial 
Eta2 
F Partial 
Eta2 
Corrected model 1.23 0.47 2.10a 0.61 1.990a 0.59 7.98a 0.85 1.69a 0.56 1.78a 0.57 
Intercept 496.1a 0.85 734.1a 0.89 603.89a 0.87 564.3a 0.86 150.61a 0.63 58.63a 0.39 
Area profile 1.17 0.03 0.07 0.00 0.921 0.02 0.06 0.00 0.145 0.00 0.12 0.00 
Gender 0.75 0.01 1.65 0.02 0.749 0.01 0.08 0.00 0.017 0.00 0.04 0.00 
Car 7.40a 0.08 0.15 0.00 1.697 0.02 0.94 0.01 12.44a 0.12 5.90a 0.06 
Income 0.28 0.00 0.11 0.00 0.565 0.01 0.08 0.00 2.326 0.03 3.41 0.04 
Age 3.71 0.04 0.86 0.01 1.415 0.02 0.52 0.01 0.321 0.00 0.71 0.01 
Occupation 3.47 0.04 3.11 0.03 1.469 0.02 81.2a 0.47 1.550 0.02 0.36 0.00 
Home 0.68 0.01 1.22 0.01 0.921 0.01 1.19 0.01 0.248 0.00 3.43 0.04 
Interactions b             
Area * Occ       4.28a 0.09     
Area * Gen * Inc           5.34a 0.06 
Gen * Age   8.98a 0.09         
Inc * Age     5.324a 0.06       
Age * Occ   9.07a 0.09         
Inc * Age * Occ 7.79a 0.08 11.13a 0.11         
 
a Coefficients are significant at the 0.05 level. 
b Only significant interactions between different explanatory variables are reported (Area – Area profile, Gen – Gender, Car – 
Car ownership, Inc – Income, Occ – Occupation, and Home – Home ownership) 
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Cross examination between Table 8 and 9 also shows that the income variable that was found 
significant in the unique network distance travelled model and in the area of activity spaces model is 
now found to have an insignificant effect in the corresponding PLI and PAI models. This means that 
income is not a globally significant explanatory variable. In a similar way, the interaction between area 
profile and age explanatory variables was identified as a significant contributor in the distance and 
area based indicator, this was found to have an insignificant effect in the corresponding PLI and PAI 
models. All other significant explanatory factors that were identified using the indicator based models 
remained the same in the index based models. Overall, the two different formats of measures 
(indicator based measures and index based measure) were found to be tightly matched although 
each format of measure has its unique qualities. This means that the socio-economic differences that 
were identified using the indicator based measures are valid for all areas except income. 
3.4  Transport disadvantaged in time: intermediate and composite PI 
Since the identified transport disadvantage groups from the indicator based measures and the 
corresponding index based measures are closely matched, as a result, the development of a 
composite index measure can be justified on the grounds that the identified groups are different in 
each of the different measures used. For instance, the performance of older individuals with a higher 
level of income was identified as poor in the types of activity participated in measures (or PTI 
measure) whereas the performance of this group was identified as good in the activity duration 
measure (or PDI measure). Since the importance of all the six aspects of participation in activities is 
highlighted in the introduction of this research, now the question is whether the partial contribution of 
different measures opens up new patterns of transport disadvantaged groups. This issue was 
investigated separately for weekdays, weekends, and for the whole week in order to examine whether 
the patterns differ between weekdays and weekends; and whether the poor performance in one point 
in time (e.g. weekdays) was compensated for by the good performance in another point in time (e.g. 
weekends) for the weekly measures. 
Table 10 and Table 11 show the temporal variations in the magnitude of participation, geographical 
exposure, and composite PI scores for weekdays, weekends, and weekly measures separately for 
different groups. The magnitude of participation measure shows a significant difference between 
different groups. All three temporal models (weekly, weekdays, and weekends) using the magnitude 
of participation were found to be significant. The interaction between age and occupation was found 
to be a common significant explanatory factor in these three models. Although the magnitude of 
participation in activities is significantly lower for non-working individuals when compared to their 
working counterparts, this difference is more pronounced for the young non-working individual (e.g. 
unemployed) when compared to young working individuals rather than between older non-working 
and older working individuals. Since this interaction is significant in all time periods, this means that 
young non-working individuals lack the magnitude of participation in activities in all times.  
The contributions of interactions between gender and age, and income and occupation were found to 
be statistically significant only on weekdays but not on weekends for the magnitude of participation. 
As a result, these were found to be insignificant in the weekly magnitude of participation measure. 
This means that a poorer magnitude of participation in activities on weekdays was compensated for 
by a good magnitude of participation in activities on weekends for these groups (e.g. older male, low-
income non-working). On the other hand, although occupation, and the interaction between income 
and age are not significant on weekends but significant only on weekdays, the overall contributions of 
these factors were found to be significant in the weekly magnitude of participation measure. In a 
similar way, despite the interaction between area and occupation is not significant on weekdays but 
significant only on weekends, the overall contribution of this interaction was found to be significant in 
the weekly magnitude of participation measure. This suggests that the differences in the magnitude of 
participation between different groups associated with these interacting variables (occupation, income 
and age, area and occupation) are so significant in certain time period (either weekdays or weekends) 
that they were not compensated for by good magnitude of participation in another time period. 
Analysis reveals that the magnitude of participation is significantly lower for older individuals with a 
lower level of income (weekdays and weekly), and non-working individuals living in Saintfield 
(weekends and weekly). 
Like the magnitude of participation models, the patterns of disadvantaged in the geographical 
exposure dimension also vary over the time periods (weekdays, weekends, and weekly). All temporal 
models were found to be significant at the 0.05 levels. Table 10 and Table 11 show that the generated 
patterns on weekdays are different from that at weekends. This means that those individuals who are 
disadvantaged on weekdays are not disadvantaged on weekends or vice versa in terms of 
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geographical exposure. Home-ownership; the interactions between area profile and age; and the 
interactions between income and age were found to have significant effects in the weekdays model 
although these were found to be insignificant in the weekends model. In contrast, car ownership; the 
interactions between area profile, gender, and income; and the interactions between area profile, 
gender, and home-ownership were found to be significant explanatory factors in the weekends model 
but not in the weekdays model. Despite these differences between weekdays explanatory factors and 
weekends explanatory factors in the respective models, the explanatory factors in the weekends 
model were found to be sustained in the weekly model (Table 11). This suggests that a poorer level of 
geographical exposure for certain groups on weekdays was compensated for by a good level of 
geographical exposure on weekends. However, the groups that had a poorer level of geographical 
exposure on weekends were not compensated for by the presence of a relatively better geographical 
exposure on weekdays and these groups include the non-car owning individuals; females with a lower 
level of income and particularly living in Saintfield; females from Moira and living in rented housing 
sector. 
Table 10: Temporal variations in the levels of participation between weekdays and weekends 
Source Dependent variables: intermediate and composite indices of participation 
 Weekdays 
 
Weekends 
 
 
Magnitude of 
participation 
 
Geographical 
exposure 
 
PI 
 
 
Magnitude of 
participation 
 
Geographical 
exposure 
 
PI 
 
 
 F Partial 
Eta2 
F Partial 
Eta2 
F Partial 
Eta2 
F Partial 
Eta2 
F Partial 
Eta2 
F Partial 
Eta2 
Corrected model 5.64a 0.80 2.00a 0.59 1.86a 0.57 1.66a 0.56 1.24 0.49 1.49a 0.53 
Intercept 1793.6a 0.95 148.9a 0.62 414.3a 0.82 752.1a 0.90 40.15a 0.32 196.2 a 0.70 
Area profile 0.71 0.02 0.81 0.02 0.94 0.02 0.61 0.01 0.01 0.00 0.08 0.00 
Gender 1.54 0.02 3.68 0.04 4.28a 0.05 0.23 0.00 0.00 0.00 0.01 0.00 
Car 3.19 0.03 3.40 0.04 4.46a 0.05 3.63 0.04 8.54a 0.09 10.99a 0.11 
Income 0.07 0.00 0.00 0.00 0.00 0.00 0.21 0.00 1.03 0.01 0.67 0.01 
Age 0.01 0.00 0.57 0.01 0.54 0.01 0.07 0.00 0.00 0.00 0.02 0.00 
Occupation 31.92a 0.26 0.10 0.00 0.77 0.01 0.00 0.00 1.99 0.02 1.81 0.02 
Home 0.03 0.00 4.83a 0.05 4.16a 0.04 0.08 0.00 0.78 0.01 0.56 0.01 
Interactions b             
Area * Age   5.61a 0.11 4.83a 0.10       
Area * Occ       4.01a 0.09     
Area * Gen * Inc         5.01a 0.06 3.93a 0.04 
Area * Gen * Home         5.30a 0.06 5.33a 0.06 
Gen * Inc           4.20a 0.05 
Gen * Age 4.56a 0.05           
Inc * Age 10.74a 0.11 4.20a 0.04         
Inc * Occ 9.89a 0.10           
Age * Occ 9.65a 0.10     4.11a 0.05     
 
a Coefficients are significant at the 0.05 level. 
b Only significant interactions between different explanatory variables are reported (Area – Area profile, Gen – Gender, Car – 
Car ownership, Inc – Income, Occ – Occupation, and Home – Home ownership) 
 21
Table 11: Differences in the levels of participation in a week 
Source Dependent variables: intermediate and composite indices of participation (weekly) 
 Magnitude of participation 
 
Geographical exposure 
 
PI 
 
 F Partial Eta2 F Partial Eta2 F Partial Eta2 
Corrected model 6.43a 0.83 1.89a 0.58 2.528a 0.65 
Intercept 1988.60a 0.96 166.56a 0.65 609.11a 0.87 
Area profile 0.29 0.01 0.05 0.00 0.123 0.00 
Gender 0.73 0.01 0.07 0.00 0.236 0.00 
Car-ownership 3.68 0.04 10.68a 0.11 13.847a 0.13 
Income 0.25 0.00 3.48 0.04 2.877 0.03 
Age 0.01 0.00 0.08 0.00 0.062 0.00 
Occupation 47.03a 0.34 1.38 0.02 8.999a 0.09 
Home-ownership 0.97 0.01 1.95 0.02 1.220 0.01 
Interactions b       
Area * Occupation 3.87a 0.08     
Income * Age 5.56a 0.06     
Age * Occupation 8.00a 0.08     
Area * Gender * Income   4.59a 0.05 4.034a 0.04 
Area * Gender * Home   5.62a 0.06 6.331a 0.07 
Area * Age     3.316a 0.07 
 
a Coefficients are significant at the 0.05 level. 
b Only significant interactions between different explanatory variables are reported 
When the intermediate indices (magnitude of participation and geographical exposure) were 
combined within a given time period (e.g. weekdays), new patterns of transport disadvantage were 
found to emerge. For instance, despite car ownership and gender being identified as insignificant 
variables in explaining both the magnitude of participation and the geographical exposure models on 
weekdays; these were found to be significant contributors when the partial contributions of these two 
aspects were joined to forming a composite PI model for weekdays (Table 10). However, no new 
patterns emerged in the composite PI model for weekends. If the weekly composite PI model is 
considered as the ultimate outcome of combining all the differential impacts of different explanatory 
factors, the identified transport disadvantaged groups are those who had no car in their households 
(geographical exposure effect on weekends); had non-working occupational status (magnitude of 
participation effect on weekdays); being older in age and living in Saintfield (combined effect); low 
income females living in Saintfield (geographical exposure effect on weekends); and females from 
Moira and living in rented housing sector (geographical exposure effect on weekend) (Table 11).   
4. Discussion and conclusion 
The utilisation of indicator based measures and the development of index based measures to identify 
transport disadvantage are both effective in aiding the identification of the transport disadvantaged 
(see, Department for Regional Development, 2001; Department of Agriculture and Rural 
Development, 2003). Although the results of the indicator based measures and the index based 
measures were found to be consistent, the unique qualities associated with these measures were 
also identified. Indicator based measures were found to be effective when making comparisons 
between different areas. Index based measures are helpful when investigating variations in inter-
personal travel and activity participation across different areas, as these measures normalise the 
sensitivity of the data related to the context in which an individual lives. Index based measures are 
also helpful in forming a composite measure by combining all the qualities associated with an 
individual’s travel behaviour that help to identify transport disadvantage. As a result, the indicator 
based measures and the individual indices measures were found to complement one another. 
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Clear impact of area accessibility options was evident in this research using the indicator based 
measures. An area with a higher level of area accessibility means that individuals living in these areas 
are able to visit their activity places more frequently as well as being able to spend more time in their 
activities than those who live in an inaccessible area. On the other hand, individuals had more 
opportunities to participate in different activities who live in those rural areas that are located relatively 
close to urban areas than those that are located away from urban areas. However, despite living in 
the same areas, differential levels of individual accessibility and personal mobility were found to exist. 
For instance, older individuals living in Moira and Doagh had a significantly higher level of mobility 
and accessibility than their young counterparts. High-income individuals living in Saintfield had a 
lower level of accessibility than their low-income counterparts. Therefore, these findings support the 
arguments of other researchers for a socio-economic disaggregated measures in identifying transport 
disadvantage (Farrington, 2007; Hine and Grieco, 2003; Preston and Rajé, 2007; Stanley and 
Stanley, 2004). These findings also justify that the activity-based measures are more suitable to 
identify transport disadvantage on the ground that processed based measures (e.g. area accessibility, 
area mobility, deprivation) are less suitable for identifying the impacts of the accessibility planning 
approach in improving participation in activities (Department for Transport, 2006; Priya and Uteng, 
2009; Stanley and Vella-Brodrick, 2009). 
In addition, this research clearly shows that the identification of transport disadvantage using only the 
main effects of different explanatory factors is inadequate (Delbosc and Currie, In Press). This is due 
to the fact that although none of the explanatory variables had a significant main effect in different 
models (e.g. types of activity participated in), their interactions were found to have significant effects in 
that models. On the other hand, none of the identified transport disadvantaged groups were found to 
be the main effects of different explanatory factors except car-ownership rather the identified groups 
are combination of different explanatory factors (e.g. income-age, occupation-age, income-area). 
These findings are therefore consistent with research findings in other contexts (see, Currie et al., 
2009; Farrington et al., 1998).  
The findings in this research suggest that groups cannot be identified as transport disadvantaged just 
based on one indicator and should consider different aspects of their travel and activity participation. 
Although many groups were identified as transport disadvantaged in terms of different 
indicators/indices based measures, the ultimate disadvantaged groups based on the weekly PI 
measures is relatively fewer (no-car; non-working occupational status; being older in age and living in 
Saintfield; low income females living in Saintfield; and females from Moira and living in rented housing 
sector). This means that all other identified groups with a poorer level of participation in activities 
based on different indices/indicators were compensated for by a good level of participation in activities 
in other indicators/indices.  
This research found that transport disadvantage varies over time. This is due to the fact that not all 
the identified disadvantaged groups based on the weekly PI measure are disadvantaged at all times. 
The findings in this research clearly show that amongst them, certain groups are disadvantaged only 
on weekdays (e.g. unemployed) whereas other groups are disadvantaged on weekends (non-car 
owning). Therefore, the results of this research are clear reflection of the process oriented studies 
which have shown that the availability of transport as well as opportunities varies over time (see, Wu 
and Hine, 2003). This means that the outcomes are consistent with the performance of the processes 
(transport systems). Therefore, the transport needs of the identified disadvantaged groups are also 
different. Some of them need to participate in activities on weekends whereas other needs to 
participate in activities on weekdays. In addition, the nature of disadvantage of the different groups 
identified is also different. For instance, non-car owning groups lack participation in activities in wider 
geographic areas on weekends and therefore their needs are more on mobility aspect. On the other 
hand, for instance, the needs of the unemployed groups might be to find opportunities locally or in 
distant places where they can find job. These findings therefore suggest developing group specific 
policy responses in order to meet the differential needs of different groups both in space and in time.  
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