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A recommendation system tracks past actions of a group of users to make
recommendations to individual members of the group. The growth of com-
puter-mediated marketing and commerce has led to increased interest in such
systems. We introduce a simple analytical framework for recommendation
systems, including a basis for defining the utility of such a system. We per-
form probabilistic analyses of algorithms within this framework. These
analyses yield insights into how much utility can be derived from knowledge
of past user actions.  2001 Academic Press
1. INTRODUCTION
Collaborative filtering is a process by which information on the preferences and
actions of a group of users is tracked by a system (sometimes known as a recom-
mendation system) [11, 13, 1922, 24, 25]. Based on the patterns it observes, the
system tries to make useful recommendations to individual users. For instance, a
book recommendation system might recommend Jules Verne to someone interested
in Isaac Asimov based on the fact that a number of users have expressed
simultaneous interest in both authors. See [22, 24] and references therein for a
comprehensive listing of collaborative filtering projects as well as commercial
systems.
Most research on recommendation systems has focused on three areas: (i) how
to design algorithms that, given the past preferences of users, will make useful
recommendations; (ii) how to gather the information on user preferences as con-
veniently and unobtrusively as possiblethis issue runs the gamut from user inter-
face research to marketing science; (iii) privacy issues: how to combine the informa-
tion gathered from a group of users to the advantage of an individual user, without
divulging information about other users.
Our focus is on the first of these areasthe design and analysis of algorithms for
collaborative filtering. Although the two latter areas are just as important as the
first, their treatment is relatively orthogonal to the problem we consider. To our
knowledge, there has been no prior theoretical work on this important emerging
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application of computing, widely seen as the core of computer-mediated and
web-based marketing [4, 10, 14].
There is considerable published work experimentally evaluating the satisfaction
of users with recommendation systems, based on user studies. Some papers (e.g.,
[21]) report cross-validation in which the recommendations of various algorithms
are measured by user studies. Hill et al. [13] report a statistical analysis of correla-
tions between recommendations made by a system and users’ previously expressed
preferences on a validation set (that is not used for ‘‘training’’ the system). In all
prior work we know of, however, filtering algorithms are designed first, followed by
ex post facto validation to measure user satisfaction. In contrast, our intent is to use
a quantitative notion of utility to drive the design of the algorithm, thus enabling
us to give provable guarantees on the usefulness of the recommendations it
generates. Our approach is predicated on the principle that the success of a recom-
mendation system will be measured by the utility it generates. Our main contribu-
tions here are:
1. An analytical framework for evaluating algorithms for collaborative filter-
ing, including a basis for defining utility (Section 2). Our focus is not on so-called
active collaborative filtering, where users must explicitly and actively annotate or
rate the items (booksmovies) they encounter; rather, we focus on systems that
tacitly observe prior activity to make recommendations.
2. Probabilistic analyses of simple algorithms for collaborative filtering, using
these to derive insights on how much prior history is useful and how to exploit it.
2. THE MODEL
Our model for recommendation systems consists of three components. The first
component is a framework for recommendation systems. The second is a notion of
utility which defines the objective that the recommendation system is trying to
optimize. The final component is a simple probabilistic model of user behavior. We
have tried to keep each of these components modularany of them can be replaced
by more sophisticated notions. We feel that our model is simple enough to be
tractable and yet it offers interesting insights.
We will now describe each component and the particular choices we make in
each case.
A framework for recommendation systems. We have a set of m users E=[e1 , ..., em].
For each user e we have a sample of se items that e has purchased,1 drawn from a
universe of n items. In this paper, we address only the uniform case in which \e, se=s.
In the following discussion, we will denote the set of items purchased by user e by e as
well. Thus, for all e, |e|=s.
The items can be viewed as nodes of a (hyper)graph and the samples corresponding
to users can be viewed as (hyper)edges in this graph.
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1 Here ‘‘purchase’’ is a metaphor for transaction; it could also represent rentals, browser clicks, etc.
The n items may be thought of as books, movies, web-pages, etc; a recommendation
algorithm takes as input the sets of s items for each of the users, and outputs for each
user some of the remaining n&s items as a recommendation. In our case, we restrict
our attention to algorithms that make exactly one recommendation per user.
To facilitate the notion of what a user prefers, we assume that the n items are
partitioned into disjoint clusters C1 , ..., Ck . Let C: [n]  [k] be a function from an
item to its corresponding cluster. These clusters may be thought of, for instance, as
topics of books (science fiction, travel, etc.). This clustering may or may not be
known to the recommendation algorithm; more on this is presented below.
Utility of recommendations. We assume the existence of a utility function
U: [m]_[n]  [0, 1] giving the utility U(e, i) of recommending an item i to user e.
In this paper, we look at utility functions that are uniform on clusters. Thus, if
C(i)=C( j) then U(e, i)=U(e, j) for every e, i, j. Note an implicit simplification
here: all items in a cluster have the same utility for a given user (see also
Section 2.2). The objective of a recommendation algorithm is to output a recom-
mendation for each user so that the utility of the recommendations, summed over
all users, is maximized.
After our simplification, the utility depends only on the cluster that is recom-
mended. Thus, we can think of an algorithm as choosing a cluster rather than
choosing a particular item.
Probabilistic user model. For the remainder of this paper, we adopt the following
probabilistic model of user behavior.
Each user e # E is characterized by a k-dimensional vector p(e)=( p1(e), ...,
pk(e)) , which represents a probability distribution over the clusters. Naturally,
pi (e)0 and  i pi (e)=1. The interpretation is that the user’s sample of s prior
purchases is generated by repeating the following procedure s times independently:
user e first chooses cluster Ci with probability pi (e) and then chooses an item
uniformly from Ci . Thus, the sample could contain repetitions. Note that even
though the items are partitioned into clusters, there need be no identifiable clusters
in the samplesusers may in fact have no pronounced preferences for clusters. This
point is crucial: we do not assume ‘‘planted’’ clusters in the data and seek to find
them. Rather, we seek to maximize user utility given whatever patterns exist in the
sample data.
Our final simplification relates the user model and the utility function. One could
argue that this is indeed the case when the point of view is the one corresponding
to the vendor. We assume that U(e, i) is proportional (and w.l.o.g. in our analyses,
equal) to pi (e) for each user e and item i. Thus, the objective of the recommenda-
tion system is to generate a recommendation from Ci for each user e so that the sum
e pi (e) is maximized.
Notation. We denote by B(k, s, m, p) a recommendation problem with m users,
s prior samples per user, k clusters of items, and the set of per-user probabilistic
preferences p. When it is obvious from the context, we abbreviate B(k, s, m, p) by
B( p) or even B.
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We denote by 6(A, U, B( p)) the expected total utility of algorithm A with utility
function U and probabilistic preferences p. The expectation is over samples from p,
and any random choices made by A. Since both U and B( p) depend on p, we may
use 6(A, p) as shorthand notation.
Benchmarks. We may compare the expected utility achieved by alg with that
achieved by two benchmarks: (i) a weak benchmark who knows C, the partitioning
of items into clusters, and (ii) a strong benchmark, who knows this partitioning, as
well as the precise probability vector p(e) for each user e.
We denote by opt the utility of the strong benchmark, which is e p^(e), where
p^(e) =def | p(e)| =maxki=1 [ pi (e)]. Clearly opt is an upper bound on the utility of
any algorithm.
Let optW denote the utility of the weak benchmark. Unlike the strong
benchmark, the utility of the weak benchmark depends in a complicated way on the
particular choice of B (see examples in Section 3). Indeed different choices of B
demand differing methods of using knowledge of C.
Limiting cases. It is instructive to consider two limiting cases. If m   all
edges in the graph occur with large multiplicities, so any meaningful clusters should
become apparent. Thus we would have all the information available to the weak
benchmark. Additionally, if s   the algorithm’s estimate of the distribution of a
particular user becomes almost correct with high probability, we have all the infor-
mation available to the strong benchmark. We make these statements precise
below.
2.1. Related Research Areas
Our model and approach builds on a number of research areas; we now briefly
explain these connections and the ways in which our work differs.
Marketing science is rich in models of consumer behavior and preferences [1, 3,
4, 15]; however, many of these models do not yet appear to be mathematically
tractable in frameworks such as ours. Our user model is tractable but very sim-
plistic in comparison; but we hope in the future to make the model more realistic.
In computer science, we describe several overlapping categories of related work.
The first category consists of data analysis tools such as clustering, data mining
[2], latent semantic indexing (LSI) [18], and learning [23]. In each of these cases,
the goal is to infer or learn a structure characterizing a given data set. Clustering
partitions the data set into groups that are ‘‘similar’’ by some measure; data mining
looks for interesting patterns in the data; LSI analyzes spectral properties of the
term-document matrix to cluster closely related documents; and learning builds a
hypothesis which will perform well when cross-validated against data generated by
the true ‘‘concept.’’
Our work differs from each of these in a fundamental way. Our goal is not to
identify structures or patterns in the data set, but to exploit these patterns when
they exist without necessarily inferring them formally. We are not interested so
much in clustering users into subpopulations, as in maximizing utility across the
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population. For instance, if the user population has relatively weak preferences
(say, most users like most clusters roughly equally) then an algorithm can do quite
well without first clustering the users. Thus, clustering is valuable only to the extent
that it helps in improving the utility. Moreover, it can be argued that in situations
where this is the case, the clusters are relatively simple to find. In this sense our
problem is somewhat simpler than clustering and graph-partitioning problems.
Indeed, our algorithms are considerably simpler than typical clustering algorithms.
A second category of related work includes probabilistic methods such as the
work of Boppana [6] and a recent probabilistic analysis of LSI [18]. Our work
departs from these in two respects: (i) we seek simple algorithms (no eigenvector
computations); (ii) we do not make any assumption of overwhelming preference;
indeed, we do not require the users to be drawn from one of a small number of
‘‘types,’’ as implicitly needed in [18]. (On the other hand, our algorithm does not
achieve the strong document clustering results that [18] establishes for LSI.)
Our work is also related to computational learning theory [23], but it has a dif-
ferent emphasis. We are not interested in the sample complexity needed to attain a
bounded difference between the underlying distributions and our hypotheses of user
preferences. We instead wish to devise algorithms whose utility is competitive
against the benchmarks. This problem is in some ways simpler than that of learning
the distributions.
The final category includes segmentation [16] problems. This class is perhaps the
most closely related because there is an explicit notion of value or utility. The
segmentation model described in [16], however, is very general and does not seem
to be analyzable in our context. Tractable special cases of the segmentation
problem include facility location [9], LSI, and clustering. In each of these cases, the
data is embedded in an explicit metric or ‘‘similarity’’ space, which plays a central
role in the proposed solutions. The absence of this space is a basic difference
between these problems and ours.
The model of Boppana [6] may be viewed as a variant of ours; however, his
objective is to find a carefully planted partition of a graph into two clusters; his
techniques used are quite different and considerably more sophisticated than the
simple algorithms we study.
2.2. Critique and Extensions of the Model
Our view of each user having a fixed preference for each cluster, and the utility
being proportional to this preference, is certainly very simplistic. We, however,
believe that this is a good first step from which important lessons can be learned,
and this should pave the way for further study. Some obvious refinements include:
(i) In reality, not all clusters are alike. For instance, the cluster ‘‘science fiction’’ is
very different from the cluster ‘‘Java:’’ whereas one might purchase a large number
of science fiction books, it is unlikely that one would purchase a large number of
books on Java. (ii) We have assumed that all the items in a cluster are equally
attractive to a buyer; in reality, some items are more popular than others. It is easy
to augment our model with a nonuniform distribution within each cluster, but the
analysis appears harder. (iii) We seek algorithms that maximize the total utility.
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Variationssuch as maximizing the minimum utility of any usercould model a
situation in which we wish to keep all the users happy. (iv) We assume that all
users are equally important. In reality, we may give greater weight to frequent
purchasers. (v) In our model, user preferences (indicated by prior purchases) are
Boolean; more generally, we may model more finely graded preferences. In par-
ticular, one could extend the model to active collaborative filtering where some of
the expressed preferences could be negative (meaning, the user did not like a par-
ticular item). (vi) It would also be interesting to consider time-dependent user
preferences, leading to sequential collaborative patterns in which the system tries to
infer what each user needs next.
Despite these many possible extensions, we feel that our model is a good start:
it is simple enough to be tractable and yet it offers interesting insights. At the same
time, it is challenging enough that many interesting cases remain open.
The reader may have noticed that our model does not assume prior patterns of
preferences (e.g., ‘‘scientists tend to like science fiction’’). How could we hope for
collaborative filtering in the absence of such explicit subpopulations? In fact, our
algorithm does make recommendations for each user based on the preferences of
similar users, as evident in the sample data. Thus, if the sample data indicates strong
subpopulations we will in fact exploit them; if no patterns are apparent, even the
best algorithm, given the information available to the strong benchmark, will not
be able to find much to exploit.
2.3. Main Results
Our model for designing and measuring algorithms for collaborative filtering is
one of our main contributions. In addition, we have several results that we establish
in this model.
In Section 3 we compare the performance of the weak benchmark to that of the
strong benchmark. This is useful for two reasons: (i) the weak benchmark
represents the limit of what an algorithm can achieve with collaborative filtering
alone, when it manages to learn the clustering of items (as evinced in the sample)
‘‘as well as possible;’’ any further improvement must be achieved through a larger
sample size (and thus a better understanding of individual users’ preferences); and
(ii) there are situations when the algorithm may have access to at least some
clustering information. We show that when s=2, optW opt2(- k+1). We
extend this result to the general case of s samples, giving a trade-off between the
information values of the number of samples and identities of clusters. We also give
tight bounds for the special case of two clusters.
In Section 4 we consider recommendation algorithms that, unlike the weak
benchmark, do not enjoy knowledge of the clusters. We first give a simple algo-
rithm that is 0.704-competitive with respect to opt on two clusters. We then
consider the asymptotic behavior as m  . We give an intuitive extension
of our original algorithm and show that even on an instance with three clusters,
it fails to match the performance of the weak benchmark. We then give an algo-
rithm that performs as well as the weak benchmark, despite not knowing the
clusters.
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3. USING COLLABORATIVE INFORMATION
If collaborative filtering yielded perfect information about the clustering, then to
what extent could such information be exploited? In our model, the hidden infor-
mation has two components. The first, captured by C, is ‘‘collaborative’’ informa-
tion: i.e., information about similarities between elements in the universe. The
second, represented by p(e), is meant to model individual behavior. The objective
of this section is to address the following question: how much utility can one garner
from the collaborative portion of the hidden information, and what are the
penalties imposed by the vagaries of individual preferences?
We study two complementary aspects of this issue: (i) the performance of
collaborative filtering algorithms as a function of the number of clusters k; and (ii) for
a fixed k, the utility gains available from collaborative filtering algorithms as a function
of the information about users described by s (the number of samples from each one).
Intuitively, as s stays fixed and k grows, the utility of collaborative information should
decrease, since we have less information about the user preferences. On the other hand,
as s grows and k stays fixed, the utility of collaborative information should increase. We
prove two results (Theorems 1 and 6) to formalize these intuitions.
Throughout this section, we only consider algorithms that know the underlying
clustering of the items; thus, these algorithms have the same information as a weak
benchmark. Section 3.1 addresses the performance of collaborative filtering as a
function of k, the number of clusters. Section 3.2 then examines the improvements
possible as s, the number of samples per user, increases.
The above analyses depend on characterizing the worst case distribution of user
preferences (i.e., the set of p(e)’s) for given s and k. While such facts are useful in
evaluating the benefits of collaborative information, the actual user distributions are
not truly adversarial. Therefore in Section 3.3 we provide an analysis that gives
tighter performance bounds as a function of simple, and measurable, parameters of
the user preference distributions. We are able to complete this analysis only for the
simplest case when both k and s are 2.
3.1. The Case s=2: The Effect of k Clusters
Consider the case when s=2. This is the smallest meaningful value of s: if s were
1, no correlation information between items would be available and thus,
collaborative filtering would be meaningless. For s=2, the sample corresponding to
each user e is an edge in a graph whose nodes are the items. Without risk of confu-
sion, we will use e as well to denote the edge corresponding to user e.
We first consider the case k=2. In this case, the nodes are partitioned into
clusters C1 and C2 . An algorithm for this case must take a sequence of edges, and
decide for each edge (user) whether to recommend an item from C1 or from C2 . Fix
some problem B( p), and assume w.l.o.g. that e # E p1(e)e # E p2(e). More
generally, say Ci is heavier than Cj if e pi (e)>e pj (e).
It is straightforward to see that any optimal algorithm must vote for an item in
C1 whenever it sees a C1 -edge. For cross-edges and C2 -edges, the situation is more
complicated, as illustrated by the following examples:
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Example 1. If all users have distribution (34, 14) the correct behavior on
cross-edges is to vote for C1 . However, consider the situation in which there are
equal numbers of two types of users: one with distribution (0.99, 0.01) and the
other with distribution (0.02, 0.98). C1 is the heavier cluster, but approximately 23
of the cross-edges are generated by the second type of user, so the correct behavior
on cross-edges is to vote for C2 .
Example 2. Similarly, if we again consider the instance in which all users have
distribution (34, 14) , the correct decision on C2 -edges is to vote for C1 . However,
if the user distribution contains an equal number of (34, 14) users and (13, 23)
users then while C1 remains the heavier cluster, the correct behavior on C2 -edges is
to vote for C2 .
We now describe an algorithm called vrc (Vote Randomly on Cross-edges):
Given an edge, vote for Ci if it is a Ci -edge and vote uniformly at
random if it is a cross-edge.
vrc will not perform optimally on all the instances above. We will show that for
problems that induce the worst-case ratio to opt, vrc is optimal for such problems.
Furthermore, vrc performs worse on these problems than on any other problem,
and therefore it has optimal worst-case ratio over all problems.
We extend the definition of vrc to general k as follows. Then for an edge, vrc
votes for a cluster chosen uniformly at random from the two endpoints of the edge.
Let \(alg, p)=6(alg, p)6(opt, p). We show that vrc achieves the best
possible worst-case performance ratio when compared to opt:
Theorem 1. If s=2 and m  , for any algorithm alg, infp \(alg, p)
infp \(vrc, p)=2(- k+1).
Proof. First, recall that 6(opt, p)=e # E p^(e). Second, the utility of vrc is a
sum over users. The utility on user e depends on the edge corresponding to e in the
sample, and on the distribution p(e). A cross-edge from Ci to Cj occurs with prob-
ability 2pi (e) p j (e) and generates utility ( pi (e)+ pj (e))2 (since vrc votes between
the two candidate clusters uniformly at random on cross-edges). A Ci -edge occurs
with probability p2i (e) and generates utility pi (e). Thus, the utility of vrc can be
written
6(vrc, p)= :
e # E \ :1i< jk 2pi (e) pj (e)
pi (e)+ pj (e)
2
+ :
k
i=1
p3 i(e)+
= :
e # E \ :
k
i=1
p2i (e)+ .
Since the utility of opt only depends on p^(e), we can assume without loss of
generality that for any worst-case p, each p(e) minimizes i p2i (e) subject to p^(e)
remaining unchanged. For concreteness, let l(e) be the ‘‘favorite’’ cluster of user e,
so pl(e)(e)= p^(e). Since p^2(e) is fixed, we seek to minimize i{l(e) p2i (e) subject to
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i{l(e) p i (e)=1& p^(e). This symmetric and concave function is minimized when
pi (e)= pj (e) for each i{ j{l(e).
Thus, in the worst-case preference distribution, each user is characterized by two
quantities, namely l(e) and p^(e). We also know that p^(e)1k and that
pi (e)=(1& p^(e))(k&1) for each i{l(e). To understand the nature of these dis-
tributions better, we require three lemmas.
Consider any problem B(k, 2, m, p). Define the symmetric closure B*(k, 2, k!m, p*)
of B(k, 2, m, p) as follows: for each user e in the original problem, replace e with k!
users, with distributions _( p(e)), for each permutation _ # Sk , and let p* be the resulting
distribution function.
Lemma 2. For any p, vrc is optimal for p*.
Proof. Let alg(i, j) be the cluster voted for by alg when presented with an
edge between Ci and Cj . The total utility of alg on such edges in p* is therefore
e # E _ # Sk p_&1(i)(e) p_&1( j)(e) p_&1(alg(i, j))(e). Modulo common multiplicative
factors, if alg(i, j)  [i, j] then this latter sum is simply i{ j{l pi (e) p j (e) pl(e)
and if alg=vrc, then this sum is instead i{ j pi (e) pj (e)( pi (e)+ pj (e))2=
(k&2) i{ j p2i (e) p j (e). By straightforward differential calculus, this sum is always
at least as large as i{ j{l pi (e) pj (e) pl(e). K
Lemma 3 (Permutation Lemma). Let alg be any optimal algorithm that knows
the clusters for a problem B(k, 2, , p). Then, for any algorithm alg$, 6(alg, p)
6(alg$, p*).
Proof. Notice that mean utility over all users for opt is unchanged from B to B*.
By assumption 6(alg, p)6(vrc, p). By Lemma 2, 6(vrc, p*)6(alg$, p*). So
we must show only that 6(vrc, p)6(vrc, p*). Breaking vrc’s expected utility into
within-cluster edges and cross-edges, we can write 6(vrc, p)=ki=1 p
3
i (e)+
i{ j pi (e) pj (e)( pi (e)+ p j (e))2. Clearly the mean utility of vrc on B and B* is
identical for within-cluster edges. For cross-edges, the expected utility can be rewritten
as i{ j p2i (e) pj (e). This is clearly identical to the utility on cross-edges in B*. K
Thus we have infp \(alg, p)infp \(vrc, p). Now, let +( y) denote the fraction
(density) of users e who have p^(e)= y. We have shown that:
Lemma 4. \(vrc, p) depends only on +( p^(e)), where p^(e) # [1k, 1].
We now complete the proof of the theorem. Note that \(vrc, p) can be written
as
\(vrc, p)=
11k +(x) vrc(x) dx
11k +(x) x dx
,
where
vrc(x)=x3+x(1&x) \x+1&xk&1++
(1&x)3
k&1
.
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By componendo-dividendo, the ratio is minimized by concentrating all the density
at a particular value of x, namely the one where vrc(x)x is minimized in the inter-
val x # [1k, 1]. Standard differential calculus shows that vrc(x)x is minimized at
x=1- k and that consequently, \(vrc, p)2(- k+1).
To complete the proof that infp \(vrc, p)=2(- k+1), we exhibit a distribution
p on which \(vrc, p)=2(- k+1). Let q # [1k, 1], and consider a user
p(e)=(q, (1&q)(k&1), ..., (1&q)(k&1)
k&1
).
Let B( p) be the problem on k equal-size clusters that is the symmetric closure of
e. vrc is optimal for this distribution by Lemma 2. The utility of vrc per user on
this distribution is
6(vrc, p)=q2 } q+2q(1&q) }
q+
1&q
k&1
2
+(1&q)2 }
1&q
k&1
=
kq2&2q+1
k&1
.
Clearly, the utility of opt per user is q. We can therefore choose q to maximize
(kq2&2q+1)(q(k&1)), which yields q=1- k and gives ratio 2(- k+1). K
3.2. How Many Samples Do We Need?
We now consider values of s>2 and study the behavior of the worst-case perfor-
mance ratio as s varies for a fixed k. We continue to view m as going to .
Intuitively, as s increases, we get a better and better representation of each user’s
distribution over the k clusters. This intuition is made explicit in the following
lemma, which is an immediate consequence of the Chernoff tail bound.
Lemma 5. Consider any distribution D on the domain [1, ..., k]. Let X9 =(X1 } } } Xs)
be s independent samples drawn according to D. Let fi (X9 )=|[ j : Xj=i]|s. Then,
Pr[_i | | fi (X9 )&D(i)|=]2&=
2s4+lg k
Proof.
\i, Pr[ | fi (X9 )&D(i)|=]2&=
2s4
by Chernoff bounds. Now, applying a union bound,
Pr[_i | | fi (X9 )&D(i)|=]k } Pr[ | fi (X9 )&D(i)|=],
which resolves to the desired inequality. K
Consider the algorithm max:
Given a sample (X1 , ..., Xs) , vote for the cluster that contains the
largest number of elements from the sample.
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If more than one cluster is tied for the maximum number of samples, max chooses
one at random. Notice that when s=2 this specializes to vrc.
We prove the following theorem:
Theorem 6. For a given k and %<1, if sO(k2 lg (k%)%2), then for any user
preference p,
6(max, p)(1&%) } 6(opt, p).
Proof. Consider any user e. Let p^(e) be the largest value in [ pi (e)]. We say that
i is a %-good cluster for e if p^(e)& pi (e)%(2k). Since p^(e) is at least 1k, we know
that if max chooses a % good cluster, then the profit of max is at least 1&(%2) that
of opt.
Now notice that if max does not choose a % good cluster, there is an i, either the
one chosen by opt or the one chosen by max, such that | fi (e)& pi (e)|%(4k). By
Lemma 5 above, the probability of this event is at most 2&(%
2s)(64k2)+lg k. Setting
s256k2 lg (k%)%2, this probability is smaller than %2.
Thus the total loss from not picking %-good clusters is at most a %2 fraction of
opt. This completes the proof. K
3.3. A Tighter Analysis of the Case s=2, k=2
This section gives tighter performance bounds for particular classes of preference
distributions. Let s=k=2, and let m1 and m2 be the first two moments, taken over
users, of the probability that a user buys from C1 ; thus, mx =
def e # E px1(e). We
assume m1 and m2 are fixed, and we determine the worst-case distribution and the
corresponding competitive ratio. The performance of vrc can be rewritten as
6(vrc, p)= :
e # E
(2p21(e)&2p1(e)+1)=2(m2&m1)+1. (1)
In other words, the performance of vrc is completely characterized by the first two
moments of the preference distribution. We must also extend the permutation
lemma to fixed-moment distributions to obtain the following lemma.
Lemma 7. For a fixed m1 and m2 , the user preference distribution p that mini-
mizes \(vrc, p) contains only two distinct values of p1(e) other than zero and one.
Proof. For contradiction, assume a user preference distribution p that minimizes
\(vrc, p) yet contains three distinct values of p1(e), 0<v1<v2<v3<1. Let :i be
the fraction of users with p1(e)=vi . Viewed as point masses on the real axis, one
can define an operation of translation, which is a perturbation of both :i and vi .
The mean of two point masses is given by :i vi+:jvj and their second moment by
:i v2i +:jv
2
j . Consider the two types of translations: (i) two sets of point masses
translated toward each other such that their mean remains unchanged. This opera-
tion decreases the second moment and so long as the translation operation does not
cross 12 boundary, opt stays the same. (ii) two sets of point masses on either side
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of 12 translated away from each other such that their mean remains unchanged.
This operation increases both the second moment and opt.
Let v1 , v2 be such that both are either above or below 12, and let v3 be the third
valueif all three fall on the same side of 12, let v3 be either extremal value. Con-
currently, translate v1 , v2 according to (i) and [v1 , v2], v3 according to (ii). Since
these two steps have opposing effects on the second moment, we can adjust the rate
of translations so that the second moment stays unchanged. This operation of
simultaneous translations can be continued until either v1 and v2 coincide (in which
case the support is reduced) or v3 becomes 01 (in which case the nonintegral sup-
port is reduced). In either case, the performance of vrc remains unchanged,
whereas opt increases, as implied by the properties of translations used. K
We now prove a result about distributions with support 2; subsequently we will
fix the case of users at 0 or 1.
Let x1 and x2 be the candidate values of p1(e), and let y1 and y2=1& y1 be the
fraction of users with p1(e)=x1 and p1(e)=x2 , respectively. We can now show the
following lemma.
Lemma 8. For x1 # [0, 12],
max
p
[6(vrc, p)]=max
x1, x2
[ y1(1&x1)+ y2x2]=(1+- 1&4(m1&m2)2).
Proof. Incorporating the constraints using Lagrange multipliers, we obtain the
condition that x1+x2=1. Substituting back, we can obtain
x1=
1&- 1&4(m1&m2)
2
,
and
x2=
1+- 1&4(m1&m2)
2
,
from which the lemma follows. K
Let d=m2&m1 . The above lemma gives a bound for support 2 distributions of
fixed d. Suppose that for fixed m1 and m2 the worst-case distribution given by
Lemma 7 contains some users with p1(e) # [0, 1]. The contribution of all such users
to d is zero, and the ratio of vrc to opt is only made worse if these users are
removed. Therefore, we may assume that the worst-case distribution for a fixed d
has support 2. The ratio of the performance of vrc and opt can then be obtained
as
Lemma 9. If d=m2&m1 , then for all distributions p with moments m1 and m2 ,
6(vrc, p)
6(opt, p)

2(2d+1)
1+- 1+4d
.
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It can be seen that the right-side quantity is at least 2(- 2&1), for d=(1&- 2)2.
The above expression lets us write down the exact ratio for various moments of the
preferences; as expected the ratio approaches one for both large and small values
of d. Surprisingly, the bound is a function of one variable, rather than a function
of both m1 and m2 .
4. ALGORITHMS
In the previous section, we showed that perfect collaborative filtering allows an
algorithm to be competitive with respect to a benchmark who knows each user’s
distribution. Here we study the complementary question: we give simple algorithms
to perform collaborative filtering when the clusters are not known. We continue to
focus on the basic case in which s=2. The results in this section require that the
clusters have roughly equal sizes.
First, we show that for two clusters a relatively simple algorithm which we call
neighbor compares favorably to opt, which knows both the clusters and the dis-
tribution of each user. We also give results comparing neighbor to vrc, who
knows just the clusters. To summarize, we show that for any distribution p,
6(neighbor, p)>0.828 } 6(vrc, p). From Section 3, 6(vrc, p)>0.828 } 6(opt, p).
We also show that 6(neighbor, p)>0.704 } 6(opt, p). (Note that 0.704>(0.828)2,
thereby showing that neighbor and vrc achieve their worst cases on different
distributions.)
Next, we consider performance as m  . We begin by showing that the natural
generalization of neighbor may perform worse than the weak benchmark when
there are as few as 3 clusters. Both neighbor and its generalization decide which
element to vote for based solely on information about edges incident to the edge
being considered. We do not know of any algorithm whose performance matches
the weak benchmark based only on such local information.
Instead, we present a simple algorithm, cluster, which first uses a global
analysis of the graph to determine some approximation of the clusters, and then
uses this clustering to determine what to recommend to each user. We show that
the ratio of cluster is within (1&o(1)) of the weak benchmark as m  .
4.1. The neighbor algorithm
The neighbor algorithm is the following:
Let G be the graph corresponding to the problem instance. For a user
ei ’s sample [bi, 1 , bi, 2], recommend an item bi, 3 such that either
[bi, 1 , bi, 3] # G or [bi, 2 , bi, 3] # G.
Despite its simplicity, the performance of this algorithm is not very far from opt.
We prove the following theorem:
Theorem 10. For any set of preferences p, 6(neighbor, p)0.704 } 6(opt, p).
54 KUMAR ET AL.
Proof. The proof consists of two steps. First, we prove the theorem for a par-
ticular probabilistic distribution q( } ) and then show (Lemma 12) that the perfor-
mance of neighbor is the least for this q( } ).
Consider the following set of probabilistic preferences q( } ): for a given
p1 # [0.5, 1], and p2=1& p1 , there are exactly two classes of users, occurring with
equal probability, denoted by their distributions ( p1 , p2) and ( p2 , p1) . The
following lemma is immediate:
Lemma 11. Given e # C, the probability that a random edge adjacent to e is inside
C is p21+ p
2
2 and the probability it is a cross-edge is 2p1 p2 .
Using this, we can compute the expected utility for neighbor for this q( } ).
W.l.o.g. we consider a ( p1 , p2) user. This user may generate three types of edge:
(i) a C1 -edge e with probability p21 . For this case the neighbor of e is in C1 with
probability p21+ p
2
2 which yields a utility of p1 , and is in C2 with the remaining
probability, yielding utility p2 ; (ii) a cross-edge with probability 2p1p2 , for which
the utility is ( p1+ p2)2=12; and (iii) a C2 -edge e with probability p22 . Here the
neighbor of e is in C2 with probability p21+ p
2
2 yielding a utility of p2 , and with the
remaining probability is in C1 yielding utility p1 . Summing these, we obtain
6(neighbor, q)=:
e
p51(e)+ p
5
2(e)+ p1(e) p2(e)+3p
2
1 (e) p
2
2(e).
Using 6(opt, q)=e p1(e), we can show 6(neighbor, q)0.704 } 6(opt, q). K
We now show that the q( } ) considered above is the worst case for neighbor.
More precisely, we can show
Lemma 12. For any set of preferences p, 6(neighbor, p)6(neighbor, q).
Proof. Consider the performance of neighbor on a preference p( } ). Let d i be
the probability that a random edge is a Ci -edge, and d_=1&d1&d2 be the prob-
ability of a cross edge. Let d denote the edge density. Let :=2d1 (2d1+d_) be the
probability that a neighbor of a C1 -edge is in C1 , and likewise ;=2d2 (2d2+d_)
be the probability that a neighbor of a C2 -edge is in C2 . When we can write
6(neighbor, p) as
6(neighbor, p)=:
e
2p1(e)(1& p1(e))+(2p1(e)&1)(:p1(e)2&;(1& p1(e))2).
Consider also the performance of neighbor on the symmetric closure of p( } ), which
is q( } ). Let :*, ;* be the analogs of :, ; with respect to q( } ). Note that :*=;*
by the symmetry of q( } ). Using this, we can write
6(neighbor, q)=:
e
:*(2p1(e)&1)+2p1(e)(1& p1(e)).
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We now show that 6(neighbor, p)6(neighbor, q). Combining the two previous
equations, this leads to
:
e
(2p1(e)&1) :*<:
e
:p1(e)2&;(1& p1(e))2.
Converting this expression to central moments, taking + to be the mean (over e)
of p1(e), and _2 to be the variance of the same random variable, we get
(2+&1) :*(_2++2)(:&;)+(2+&1) ;.
Following the derivation of : and ; above, we can similarly derive the value of :*
using an in-cluster density of (d1+d2)2. Converting the resulting expression to cen-
tral moments allows us to derive the following useful equality: :*=+:+(1&+) ;.
Using this substitution, and assuming :{; (the lemma follows otherwise), the
above inequality becomes:
+(+&1)_2,
which is always true since +1. K
Combining the performance of neighbor and vrc, we get the following corollary,
which asserts that even without the knowledge of clusters, neighbor performs very
well when compared to vrc.
Corollary 13. For all preferences p, 6(neighbor, p)0.828 } 6(vrc, p).
4.2. The voting algorithm
The following voting algorithm is an intuitive generalization of the neighbor
algorithm:
Let G be the graph corresponding to the problem instance. For a user
ei ’s sample [bi, 1 , bi, 2], recommend an item bi, 3 such that bi, 3 is a
neighbor of bi, 1 and bi, 2 in G with the maximum multiplicity.
Example 3. Let s=2, k=3, and define three classes of user. Class 1 of user has
p(e)=(0.5, 0.5, 0); class 2 has p(e)=(0.5, 0, 0.5), and class 3 has p(e)=(0, 0.5, 0.5).
The n users are broken into the three classes as follows: a 0.45 fraction belong to class 1,
a 0.45 fraction belong to class 2, and a 0.1 fraction belong to class 3. We let m  .
Note that a constant fraction of all edges will have one endpoint in C2 and the other
in C3 . Let (u, v), u # C2 , v # C3 , be such an edge. Clearly, only users from class 3 could
have generated (u, v), so the correct response is either C2 or C3 .
Consider the action of voting on (u, v). Fix x # C1 and y # C2 , and we shall com-
pute the number of edges from [u, v] to x, and from [u, v] to y. We compute the
first quantity by observing that only class 1 users create (u, x) edges, and they
create (0.45) 9m(4n2) such edges in expectation. Likewise, there are the same
number of (v, x) edges from class 2 users, for a total of 0.81m(4n2). On the other
hand, there are (0.45) 9m(4n2) edges from u to y generated by class 1 users, and
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(0.1) 9m(4n2) edges from each of [u, v] to y generated by class 3 users, for a total
of 0.65m(4n2). As m grows, the central limit theorem allows us to conclude that the
latter value will be smaller with probability approaching 1.
Thus, voting will vote for C1 , incorrectly, on all such edges. Since these edges
occur a constant fraction of the time, we observe the following:
Observation 14. For s=2, k3, _=>0 such that limm   6(voting)<
(1&=) optW .
4.3. A Clustering Algorithm
We begin by showing that a simple algorithm, cluster, achieves a ratio
approaching that of the weak benchmark as m  . As the name suggests, the
algorithm first finds a clustering of the items based on the samples it is given; it
then applies the vrc algorithm to the resulting clustering. To complete the proof,
we show that cluster finds a clustering of the items that is adequate for the pur-
poses of achieving a ratio close to that of the weak benchmark, without necessarily
finding the underlying clustering that generated the data.
As in Section 3.1, we view the items as the nodes of a graph, each edge of which
is a sample of items purchased by a user. Given m such samples, we have a multi-
graph in which an edge (i, j) occurs with some multiplicity mij , corresponding to
the number of users who purchased i and j. Let mmax be maxi, j m i, j . During a run
of algorithm cluster, we will work with a temporary graph G defined on subsets
of the users, with simple edges (i.e., no multiplicities). To avoid confusion in the
description that follows, we will refer to the edges of G as G-edges; when we simply
say ‘‘edges,’’ we will be referring to the original multigraph of samples. Let ==0.01,
and m be sufficiently large that m=2>n2.
Algorithm cluster:
Step 1: Generate estimated clusters.
while there is a node not assigned to some cluster:
Let d1 be an integer chosen uniformly from [m12+=, 2m12+=].
Create a graph G whose nodes are the unclustered items.
Add G-edge (i, j) to G whenever mij>=mmax&d1 .
Find a maximal clique in G; output this clique as a cluster.
end while.
Let Cnew be the resulting clustering.
Step 2: Process clusters.
Run algorithm vrc (Section 3.1) given the clustering Cnew.
We can now state the main theorem regarding this algorithm. Let Um be the set
of all user preferences on m users. Let \(alg, m)=infp # Um \(alg, p). Then,
Theorem 15. For s=2 and any k,
lim
m  
\(cluster, m)
\(optW , m)
=1
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Proof. We begin with some simple properties of Cnew. First, we justify an
assumption that all edge multiplicities are close to their expectations.
Lemma 16. With probability at least 1&1m, every edge has multiplicity within
2 - m log m of its expectation.
Proof. The expected multiplicity of any edge is e Pr[user e generates the
edge], which is a sum of Bernoulli random variables. Clearly, the probability is no
more than 1, so the variance is no greater than m. Thus, the probability of deviating
by 2 - m log m is no more than e&2 log m=1m2. There are only n2 edges, so the
union bound completes the proof. K
We now show that no cluster of Cnew contains only a single node of some
original cluster.
Lemma 17. Pr[_I # Cnew, J # C orig, |I & J |=1]2 log mm=2.
Proof. We analyze the random choice of d1 during Step 1 of cluster. By
Lemma 16, the multiplicities of all edges are close to their expectations with prob-
ability 1&1m. In order for one node of I to be included in the clique, and another
node not to be included, it must be the case that mmax&d1 falls between the multi-
plicities of some two edges that have the same endpoint-clusters. However, by the
procedure for choosing d1 , the probability of this event occurring for any two fixed
edges is no more than 2 - m log mm12+==2 log mm=. Since there are only
n2<m=2 possible edges, with probability at least 1&2 log mm=2 by the union
bound d1 will not fall between the multiplicities of any two edges with the same
endpoint-clusters. This in fact proves the stronger statement that no original cluster
is split by the clustering procedure. K
Next, assume that cluster C newx contains i, i $ # C
orig
I and j, j $ # C
orig
J .
Lemma 18. e ( p2I(e)+ p
2
J (e))3m
12+=+e 2pI (e) pJ (e) with probability at
least 1&1m.
Proof. The expected multiplicity of edge (i, i $), is m e 2( pI (e)(nk))2. Likewise,
the expected multiplicity of ( j, j $) is m e 2( pJ (e)(nk))2. Clearly, either (i, i $) or
( j, j $) will have expected multiplicity at least mk2n2 e p2I(e)+ p
2
J (e). However, the
expected multiplicity of a cross-edge (i, j) is
m :
e
2( pI (e)(nk))( pJ (e)(nk))=mk2n2 :
e
2pI (e) pJ (e).
By Lemma 16, the bad event that some edge multiplicity does not fall within
2 - m log m has been discounted except for an event of probability no more than
1&1m, so the expectations of these two random variables must lie within
2 - m log m+d1<3m12+= of one another. K
As above, let i, i $, j, j $ # C newx , C
orig(i)=Corig(i $)=I, and C orig( j)=Corig( j $)=J.
Lemma 19. e | pI (e)& pJ (e)|<m34+=2 with probability at least 1&1m.
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Proof. Lemma 18 states that e ( p2I(e)+ p
2
J(e))3m
12+=+e 2pI (e) pJ (e).
Observe that if pI (e)==e+ pJ (e) then the difference between p2I(e)+ p
2
J (e) and
2pI (e)pJ (e) is exactly =2e . Thus, Lemma 18 asserts that e =
2
e3m
12+=. Maximizing
e =e subject to this constraint gives =e=- 3 m&14+=2, so e | pI (e)& pJ (e)|
m - 3 m&14+=2=- 3 m34+=2. K
Let vrcorig and vrcnew be the benefit of algorithm vrc given clustering functions
Corig and Cnew respectively. For nodes i and j let Eij=[e | e=(i, j)], that is, Eij is
the set of users whose sample is edge (i, j). Clearly, vrcorig is simply i, j
|Eij |( pC orig(i)(e)+ pCorig( j)(e))2. Let us analyze vrcnew. On any edge of E ij , vrcnew
will recommend an element of Cnew(i) or Cnew( j) uniformly at random. By Lemma 17,
Cnew(i) will contain other nodes of Corig(i) in addition to node i itself, so the condi-
tions of Lemma 19 hold. Let B(Cnew(i), e) be the benefit attained by vrcnew on
recommending an element of Cnew(i) to user e: B(Cnew(i), e)=j # C new(i) pCorig( j)(e).
Therefore on edges of Eij , vrcnew attains benefit e # Eij (B(C
new(i), e)+B(C new
( j)))2. Applying Lemma 19, we have that e # Eij B(C
new(i), e)&- 3 m34+=2+
e # Eij pC orig(i)(e). Therefore,
vrcnew= :
e # Eij
(B(Cnew(i), e)+B(Cnew( j), e))2
&- 3 m34+=2+ :
e # Eij
( pC orig(i)(e)+ pCorig( j)(e))2
=vrcorig&- 3 m34+=2.
The above analysis encounters error conditions with probability at most
3 log mm=2, so that
vrcnew(1&3 log mm=2)(vrcorig&- 3 m34+=2).
Finally, note that the algorithm that recommends uniformly at random will
attain revenue mk on m users, which gives a lower bound on the performance of
vrcnew since this algorithm can do no worse than a random recommendation.
Thus, the revenue of vrcnew is O(m), and so limm   vrcorigvrcnew=1. K
5. CONCLUSIONS
In this paper, we introduce a framework for studying algorithmic issues arising
in recommendation systems. We have isolated two modeling issues, namely, a
model for user utility and a model for user preferences as central issues within this
framework.
We study basic cases arising from a simple probabilistic model for utility and
user preferences. We show that these cases provide the following interesting
insights: (i) Recommendation systems start being valuable with relatively little data
on each user. The value of this data is related to the diversity of the interests of the
user population. (ii) Simple algorithms are almost as effective as the best possible
in terms of utility.
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Several issues remain open, most notably in extending our analyses to the more
general models suggested in Section 2.2.
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