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Résumé long
Le sujet de thèse s’intéresse à la modélisation des statistiques d’erreur d’ébauche, qui sont des élémentsessentiels de tout schéma d’assimilation.
L’objectif de la thèse est d’utiliser un ensemble d’assimilations variationnelles perturbées afin de
calculer des variances d’erreur d’ébauche dépendantes de l’écoulement, c’est-à-dire, présentant des
variations spatiales et temporelles en lien avec la situation synoptique, afin d’alimenter les cartes de
variance d’erreur pour l’assimilation déterministe du modèle global Arpège de Météo-France.
Une difficulté majeure de cette approche, liée à la taille réduite de l’ensemble disponible, concerne
le niveau de bruit d’échantillonnage relativement élevé qui affecte l’estimation de ces statistiques.
Des méthodes de filtrage doivent donc être développées, afin de réduire ce bruit et d’améliorer la
précision des estimations.
D’autre part, l’hypothèse de modèle parfait actuellement utilisée pour l’évolution des pertur-
bations dans l’ensemble n’est pas adaptée, puisque les erreurs de modèle (liées par exemple aux
approximations dans la représentation des processus physiques et dynamiques) contribuent de
façon non négligeable aux erreurs d’ébauche. Afin de simuler des erreurs plus réalistes, il est donc
nécessaire d’introduire dans l’assimilation d’ensemble Arpège une représentation des contributions
des erreurs de modèle.
Dans ce contexte, les objectifs de la thèse étaient de quatre ordres :
1. Comprendre et documenter les propriétés du bruit d’échantillonnage et de son filtrage.
2. Mettre en œuvre, d’un point de vue théorique puis pratique, une procédure automatique de
filtrage spatial objectif des cartes de variance brutes.
3. Etendre la spécification des variances d’erreur "du jour" filtrées à toutes les variables du
système d’assimilation d’Arpège et évaluer leur impact.
4. Développer une inflation multiplicative des perturbations d’ébauche au sein de l’ensemble pour
représenter la contribution des erreurs de modèle.
Les résultats obtenus pour chacun des points énoncés précédemment sont résumés dans ce chapitre.
1 Notations
Dans ce chapitre, on considère une assimilation d’ensemble constituée de N observations
perturbées y˜k et de N ébauches perturbées x˜bk. Pour un membre k de l’ensemble, la pertur-
bation (d’analyse ou d’ébauche) est définie par l’écart de l’état perturbé x˜k à la moyenne de
l’ensemble x˜, avec x˜ = 1N ∑
N
l=1 x˜l . Le cyclage de ces perturbations suit le cycle classique de
l’assimilation de données : les perturbations de prévision à 6h d’échéance correspondent
ainsi aux perturbations d’ébauche de l’étape suivante d’analyse.
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Dans ce contexte, l’estimation ensembliste "brute" de la matrice B est donnée par
B˜ =
1
N − 1
N
∑
k=1
(x˜bk − x˜b)(x˜bk − x˜b)T,
où x˜b =
1
N
N
∑
l=1
x˜bl .
2 Moyennage spatial des variances d’erreur d’ébauche ensem-
blistes
Pour aider au développement d’un filtrage objectif des variances, l’étude des propriétés
spatiales du bruit d’échantillonnage observé fut un premier axe de travail. L’utilisation
d’un filtrage simple, de type moyenne spatiale glissante, a également été examinée pour
comprendre les propriétés de base du filtrage à appliquer. Cette partie du travail est dé-
taillée dans la publication Raynaud et al. (2008) (chapitre 3).
Ces premières études ont été menées dans un contexte simulé, de manière à s’affranchir
des deux principaux inconvénients d’une assimilation d’ensemble : son coût numérique et
la non-connaissance des variances "vraies". Pour ces deux raisons, il a été choisi de simu-
ler des réalisations aléatoires de l’erreur d’ébauche à partir de statistiques d’erreur spéci-
fiées, par une méthode de "randomisation" (Fisher and Courtier 1995). La problématique
du filtrage des variances d’erreur est alors formellement la même que pour l’assimilation
d’ensemble car la méthode est toujours fondée sur des simulations de Monte-Carlo. Il est
à considérer que les résultats obtenus sont donc complètement transposables au cas du
filtrage des variances d’erreur d’ébauche issues d’une assimilation d’ensemble.
Pour ces expériences, un contexte académique 1D (cercle équatorial) est tout d’abord
considéré, puis une extension à un cadre plus réaliste 2D, utilisant la matrice B du modèle
Arpège, est étudiée.
Le cadre 1D considéré utilise une matrice B relativement simple, avec des variances
faiblement variables spatialement et des corrélations gaussiennes et isotropes (mais non
nécessairement homogènes). Les résultats obtenus montrent que les variances estimées à
partir d’un ensemble de 50 membres (Figure 1) représentent bien le signal recherché (de
grande échelle ici), mais sont fortement affectées par un bruit d’échantillonnage, de plus
petite échelle que le signal utile (comme indiqué par les oscillations rapides). Des investiga-
tions complémentaires révèlent un lien étroit entre les structures spatiales (i.e. les fonctions
de corrélation) du bruit d’échantillonnage et de l’erreur d’ébauche, suggérant notamment
que la longueur de corrélation du bruit est plus petite que la longueur de corrélation de
l’erreur d’ébauche. Cela a pour conséquence, dans le cas d’une erreur d’ébauche faiblement
corrélée spatialement, que le bruit tend à être décorrélé.
Le filtrage des variances a ensuite été examiné dans ce cadre 1D en considérant, en
chaque point de grille, un moyennage spatial local sur les points de grille environnants
(moyenne glissante uniforme). L’idée est en particulier de compléter la moyenne statistique
par une moyenne spatiale, de manière à augmenter la taille de l’échantillon disponible
(hypothèse d’ergodicité spatiale). La précision des variances filtrées en fonction de la taille
du moyennage (i.e. du nombre de points de grille sur lesquels le moyennage est effectué)
montre qu’il existe une taille optimale de moyennage spatial, qui rend la précision maxi-
male. Un moyennage plus léger (i.e. de plus petite taille que la taille optimale) ne permet
pas d’éliminer tout le bruit, tandis qu’un moyennage plus fort (i.e. de plus grande taille
que la taille optimale) supprime des variations géographiques pertinentes. Cette taille op-
timale de moyennage diminue lorsque la taille de l’ensemble augmente, dans la mesure
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Fig. 1 – Variances spécifiées (tiretés) et estimées à partir d’un ensemble de 50 membres (solide) dans un
contexte idéalisé 1D.
où le bruit d’échantillonnage diminue (proportionnellement à N−1\2, N étant la taille de
l’ensemble) et peut donc être éliminé avec un filtrage plus léger. Ces expériences suggèrent
ainsi que, dans ce contexte idéalisé 1D, la combinaison d’un ensemble de six membres et
d’un moyennage spatial optimisé permet d’atteindre une précision sur les variances de
l’ordre de 95%, équivalente à celle qui serait obtenue avec un ensemble brut de plus de
deux cents membres.
La robustesse et la pertinence du moyennage spatial ont ensuite été examinées en fonc-
tion de la longueur de corrélation de l’erreur d’ébauche. Il est observé que lorsque la lon-
gueur de corrélation augmente, la taille optimale de moyennage augmente et le niveau de
précision obtenu diminue. Ce résultat peut être expliqué par le fait que, lorsque la lon-
gueur de corrélation augmente, les réalisations de l’erreur d’ébauche deviennent moins
indépendantes sur le domaine de moyennage. La taille effective de l’échantillon disponible
est ainsi inférieure à la taille maximale possible (i.e. N× NL, où NL est le nombre de points
de grille dans le domaine de moyennage). Il est donc nécessaire de moyenner les variances
sur un domaine plus grand pour obtenir une augmentation significative de la taille de
l’échantillon. Le filtrage optimal se révèle également sensible aux variations géographiques
du champ de variance. Plus les variations géographiques augmentent, moins le moyennage
spatial est efficace.
Cette série d’études permet ainsi de conclure sur deux conditions nécessaires pour une
bonne performance du moyennage spatial. D’une part, les variances doivent être relative-
ment homogènes localement. Cela assure que le moyennage spatial local reste représentatif
du point de grille considéré. D’autre part, les longueurs de corrélation de l’erreur d’ébauche
doivent être assez courtes. Cela assure que le bruit d’échantillonnage est de petite échelle
et peut être efficacement éliminé avec un moyennage spatial optimisé.
Ces études ont ensuite été étendues à un cadre plus réaliste 2D, en considérant les
statistiques d’erreur du modèle Arpège (Figure 2). En utilisant comme filtrage spatial une
moyenne glissante locale (i.e. sur un disque centré sur le point de grille étudié) optimisée
manuellement, les principaux résultats des simulations idéalisées 1D ont été vérifiés. Tandis
que les variances brutes sont contaminées par un bruit d’échantillonnage de petite échelle
(Figure 2(b)), le signal utile de grande échelle est extrait grâce à un moyennage spatial lo-
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cal optimisé (Figure 2(c)). Les sensibilités à la longueur de portée et à l’hétérogénéité du
champ de variance se traduisent notamment en sensibilités au paramètre et au niveau ver-
tical considérés. Ainsi, l’augmentation connue des portées en altitude s’accompagne d’une
augmentation du diamètre optimal de filtrage.
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Fig. 2 – Cartes de variance d’erreur d’ébauche du tourbillon près de la surface. (a) Variances de référence
(spécifiées dans la matrice B d’Arpège). Variances simulées : (b) brutes, à partir de 6 membres, (c) moyennées
de manière optimale (D=1500 km), à partir de 6 membres et (d) brutes, à partir de 220 membres. Unité :
10−9s−2.
L’impact du filtrage sur la qualité des estimations peut d’autre part être quantifié. Dans
ce contexte simulé 2D, la précision des cartes filtrées de variance est proche de 90% avec un
ensemble de six membres. Un filtrage spatial optimisé apparaît ainsi comme une solution
robuste pour éliminer le bruit d’échantillonnage et atteindre des précisions du même ordre
que celles obtenues avec des ensembles plus grands.
Néanmoins, le moyennage spatial local en point de grille considéré jusque-là est dif-
ficilement envisageable dans un contexte opérationnel. D’une part il est coûteux à mettre
en œuvre, et d’autre part la question de son optimisation reste ouverte. Une optimisation
manuelle peut constituer une quantité de travail non négligeable (puisqu’elle varie avec le
paramètre et le niveau notamment). Une autre limitation de ce moyennage vient du fait
que tous les points de grille intervenant dans la moyenne ont le même poids dans le calcul,
quelle que soit leur distance au point de référence. Ces restrictions suggèrent de dévelop-
per une procédure capable de calculer automatiquement et objectivement un filtre adapté.
Cette perspective est abordée avec l’introduction et l’étude d’un filtrage spectral objectif
ρ, obtenu à partir d’une régression linéaire entre les coefficients spectraux du signal brut et
du signal non bruité. Ce filtre correspond aux coefficients de la régression, calculés à partir
des ratios spectraux signal/bruit :
ρ =
1
1+ bruitsignal
.
La forme de ce filtre conduit à appliquer aux variances spectrales un filtre passe-bas, per-
mettant ainsi d’extraire le signal utile de grande échelle et de filtrer le bruit de petite échelle.
L’application de ce filtre passe-bas dans l’espace spectral peut également être vue comme
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un moyennage spatial local pondéré des variances dans l’espace point de grille. Les poids
de cette moyenne sont déterminés de manière objective à partir des contributions relatives
du signal et du bruit. Les résultats obtenus dans un cadre idéalisé 1D permettent d’envisa-
ger l’expérimentation puis l’utilisation de ce filtre dans des applications plus réalistes.
3 Filtrage objectif des variances d’erreur d’ébauche ensemblistes
La seconde partie du travail de thèse a été dédiée au développement théorique puis à la
mise en œuvre pratique d’une procédure objective et automatique de filtrage spatial des
cartes de variance, adaptée au contexte opérationnel. La publication Raynaud et al. (2009)
(chapitre 4) présente les différentes étapes et les résultats associés.
Des développements analytiques ont tout d’abord permis d’accéder à l’expression théo-
rique des covariances spatiales du bruit d’échantillonnage observé sur les variances :
E[GeGe
T
] =
2
N − 1 B˜
? ◦ B˜?, (1)
où E est l’opérateur d’espérance mathématique, Ge est le bruit d’échantillonnage sur les
variances, B˜? est une estimation non bruitée de la matrice B recherchée, N est la taille de
l’ensemble et ◦ désigne le produit de Hadamard (i.e. un produit élément par élément).
Cette relation montre que les propriétés spatiales du bruit sont directement liées à celles
de l’erreur d’ébauche, ce qui explique formellement le lien étroit entre ces structures mis
en évidence de manière empirique dans les études simulées. En particulier, cette expres-
sion implique que la fonction de corrélation du bruit est égale au carré de la fonction de
corrélation de l’erreur d’ébauche :
corGe(i, j) = cor2(i, j),
où i et j sont deux points de grille. Cela conduit à la relation suivante entre les longueurs
de portée du bruit et de l’erreur d’ébauche :
LGe(i) =
Leb(i)√
2
.
Ces deux dernières relations indiquent que le bruit d’échantillonnage est de plus petite
échelle que l’erreur d’ébauche, et apportent ainsi une justification théorique aux observa-
tions de l’étude précédente.
Reprenant ensuite la formulation statistique du filtrage objectif proposé précédemment,
il est montré que cette relation analytique sur les covariances du bruit peut être utilisée pour
déterminer une estimation du ratio signal/bruit nécessaire au calcul du filtre. Plus précisé-
ment, le spectre d’énergie du bruit est calculé par transformée de Legendre d’une fonction
de covariance d’erreur d’ébauche homogène et climatologique (équation (1)), tandis que le
spectre d’énergie du signal est calculé à partir des variances brutes des erreurs "du jour".
Un filtrage spectral global est ainsi obtenu de manière automatique et objective à partir des
contributions relatives du bruit et du signal.
Le calcul et l’application de ce filtre ont tout d’abord été examinés dans un cadre simulé
1D. La procédure de filtrage a ensuite été appliquée aux champs de variance d’erreur dé-
duits de l’assimilation d’ensemble Arpège. Les troncatures objectives de filtrage dépendent
du paramètre et du niveau vertical considérés. En particulier, la troncature diminue avec
l’altitude pour les variances de tourbillon, de divergence du vent et de température (Figure
3), mise à part une légère augmentation au voisinage de la tropopause. Cela signifie que
le filtrage des variances est plus fort dans les niveaux élevés que près de la surface. Les
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champs de variance sont ainsi relativement de petite échelle en basse atmosphère, tandis
qu’ils deviennent de plus en plus de grande échelle en haute atmosphère. Il est aussi in-
téressant de noter que cette caractéristique du filtre objectif est cohérente avec les résultats
empiriques précédents qui montraient, dans le cadre d’un moyennage spatial en point de
grille, que le diamètre optimal de filtrage augmentait avec l’altitude : ceci est équivalent
à la diminution de la troncature dans l’espace spectral. L’évolution du filtrage en altitude
peut être expliquée par une analyse spectrale des variances ensemblistes brutes et du bruit
associé (Figure 4), qui montre que les ratios signal/bruit sont plus forts près de la surface.
D’autre part, cette analyse met en évidence une séparation d’échelle entre le signal, qui
prédomine dans les grandes et moyennes échelles, et le bruit, qui affecte essentiellement
les petites échelles. Cette séparation d’échelle entre le bruit et le signal permet notamment
de justifier le recours à cette technique de filtrage spatial optimisé : cela assure un filtrage
efficace du bruit tout en préservant le signal utile. L’application de ce filtre aux variances
brutes permet d’obtenir des cartes filtrées précises (Figure 5), dont la variance de l’erreur
résiduelle est de l’ordre de 10%.
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Fig. 3 – Profils verticaux de troncature objective calculés pour le filtrage des variances d’erreur d’ébauche de
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Tandis que la variance globale apparaît relativement stable au cours du temps, les va-
riances locales estimées à partir de l’assimilation d’ensemble Arpège se révèlent très sen-
sibles à l’écoulement (Figure 5), avec une évolution temporelle cohérente avec l’évolution
des systèmes dynamiques et physiques notamment (dépressions, cyclones, convection ...).
Les valeurs les plus fortes sont observées dans les dépressions et les thalwegs, où les pré-
visions sont les plus incertaines. Cela confirme les résultats des principales recherches ef-
fectuées sur ce sujet jusqu’à présent (Bouttier 1993, Thépaut et al. 1996, Andersson et al.
2000).
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modèle Arpège. Les résultats indiquent que le filtrage est bénéfique pour la qualité des
prévisions. D’une part, il permet d’améliorer l’accord entre les observations et l’ébauche
(Figure 6). D’autre part, les prévisions obtenues sont plus précises (Figure 7).
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Fig. 6 – Erreur quadratique moyenne des différences observations-ébauche (trait fin) et observations-analyse
(trait épais) pour deux expériences utilisant des variances d’erreur du tourbillon brutes (solide) et filtrées
objectivement (tiretés). Cas des observations de vent (a) par les SATOB dans l’hémisphère Nord et (b) par les
dropsondes. Unité : m.s−1.
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Fig. 7 – Erreur quadratique moyenne des prévisions à 6h de géopotentiel à 850hPa sur l’Europe et l’Atlantique
Nord, pour deux expériences utilisant des variances d’erreur de tourbillon brutes (solide) et filtrées (tiretés).
Unité : m. L’analyse du CEPMMT est choisie comme analyse vérificatrice.
Cette procédure de filtrage spatial objectif a été mise en œuvre dans le code du mo-
dèle Arpège. Elle est utilisée de manière opérationnelle dans l’assimilation d’ensemble
Arpège depuis avril 2010.
4 Estimation des variances d’erreur avec l’assimilation d’en-
semble du CEPMMT
Le CEPMMT dispose d’une assimilation variationnelle 4D-Var d’ensemble pour le modèle
IFS1 (Isaksen et al. 2007). Cet ensemble est construit de manière similaire à l’ensemble
Arpège, en perturbant explicitement les observations assimilées ainsi que le champ de
température de surface de la mer, tandis que les ébauches sont perturbées implicitement
1Integrated Forecasting System
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à travers le cyclage des perturbations d’observations. Les tendances physiques sont éga-
lement perturbées de manière à tenir compte de l’incertitude sur la représentation des
phénomènes physiques (Palmer et al. 2009). La version opérationnelle de ce système est
composée actuellement de dix membres et peut être utilisée pour fournir à l’assimila-
tion opérationnelle 4D-Var des variances d’erreur d’ébauche "du jour" à chaque réseau
d’assimilation (00h et 12h UTC), en remplacement des variances quasi-statiques actuelles
(Fisher and Courtier 1995, Fisher 2003). Dans cette optique, le filtrage objectif des variances
proposé par Raynaud et al. (2009) a été mis en œuvre pour réduire l’impact du bruit dans
les champs de variance estimés.
Un séjour d’un mois au CEPMMT m’a permis d’utiliser cet ensemble d’assimilations pour :
– examiner la robustesse et la précision des variances d’erreur estimées à partir d’en-
sembles de différentes tailles,
– mettre en évidence l’impact de l’utilisation des variances ensemblistes "du jour" dans
le cycle d’assimilation opérationnel du CEPMMT,
– discuter les forces et les faiblesses du filtrage spatial objectif développé par Raynaud
et al. (2009),
– évaluer qualitativement le gain potentiel apporté par une augmentation de la taille
de l’ensemble.
Ces différents points sont détaillés dans la publication Bonavita et al. (2010a) (chapitre 5).
La première partie de l’étude s’est intéressée à la robustesse des variances d’erreur
d’ébauche estimées à partir de l’assimilation d’ensemble IFS pour différentes tailles d’en-
semble, entre 10 et 50 membres. Les variances d’erreur locales représentées à partir de 10
membres se révèlent précises et robustes, en témoigne une corrélation de l’ordre de 90%
entre les cartes brutes de variance déduites de 10 membres et de 50 membres, en moyenne
sur tous les niveaux verticaux. Ces résultats ont été confirmés par une analyse spectrale des
variances estimées, qui montre que le signal recherché, qui prédomine dans les grandes et
moyennes échelles, est aussi bien saisi par l’ensemble de 10 membres que par l’ensemble de
50 membres, tandis que le bruit d’échantillonnage, de plus petite échelle que le signal utile,
affecte plus largement les variances déduites de 10 membres. Par ailleurs, la procédure
de filtrage objectif des cartes de variance proposée par Raynaud et al. (2009), appliquée à
l’ensemble IFS, se révèle pertinente. En particulier, grâce à la séparation d’échelle entre le
bruit et le signal à extraire, le bruit est éliminé en grande partie tandis qu’une large part
du signal utile de grande échelle est préservée.
Deux études de cas ont ensuite été considérées, sur la tempête Klaus du 24 janvier 2009
sur la France et sur le cyclone Ike en septembre 2008. Dans le cas de Klaus, l’ensemble
de 10 membres apparaît suffisant pour représenter des structures de variance robustes et
précises (en position et en intensité) associées à ce phénomène de tempête (Figure 8). Le
filtrage spatial objectif appliqué aux variances calculées à partir de 10 membres tend à lis-
ser leurs variations géographiques tout en conservant une zone de variances élevées sur
les régions concernées par la tempête. L’utilisation de ces variances "du jour" (issues de 10
membres et filtrées) dans l’assimilation opérationnelle 4D-Var conduit à une amélioration
visible des prévisions, en particulier aux échéances 96h et 48h. La dépression prévue est
plus creuse qu’avec le run opérationnel utilisant des variances quasi-statiques, qui prévoit
une pression centrale trop élevée par rapport à l’analyse. Les prévisions de vent sont éga-
lement améliorées. Sur le cas de Ike, l’ensemble de 10 membres permet également d’iden-
tifier et de suivre les erreurs d’ébauche à différents stades de développement du cyclone,
de manière similaire à l’ensemble de 50 membres (Figure 9). Le filtrage appliqué aux va-
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riances des 10 membres permet d’extraire du champ brut les structures d’erreur associées
au cyclone, néanmoins on observe une légère perte de signal utile qui se traduit par une
réduction de l’amplitude des erreurs. Cela n’est pas si surprenant, dans la mesure où le
filtrage spatial objectif de Raynaud et al. (2009) permet d’extraire la partie statistiquement
robuste du signal de variance. Le niveau élevé de bruit associé aux ensembles de petite
taille d’une part, et sa prédominance dans les petites échelles d’autre part, conduisent alors
au filtrage des structures les plus fines. Pour ces systèmes de petite échelle, le recours à un
ensemble plus grand pourrait être bénéfique.
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Fig. 8 – Ecarts types d’erreur d’ébauche du tourbillon près de la surface, valides le 24 janvier 2009 à 09H
UTC, calculés à partir d’un ensemble de (a) 10 membres, (b) 50 membres et (c) 10 membres après filtrage.
Unité : 10−5s−1. La pression de surface est superposée (contour : 10hPa).
Dans une dernière partie, l’implémentation pratique du filtrage objectif des variances a
été étudiée plus en détail. En particulier, l’ajustement en temps réel (i.e. à chaque réseau
d’assimilation) de la troncature du filtre, afin de tenir compte de l’évolution temporelle
des structures spatiales des variances calculées, est discuté. Il est montré que les variations
temporelles du champ de variance peuvent conduire dans certains cas à un comportement
erratique du filtre, qui induit une large variabilité de la troncature n’ayant pas d’explication
physique plausible (e.g. troncatures de filtrage pour les variances de température, Figure
10). Une estimation plus robuste de la troncature du filtre peut être donnée par la tronca-
ture médiane calculée sur un échantillon de un mois. Cette idée est notamment confortée
par les meilleurs scores de prévision obtenus avec ce nouveau filtrage, en particulier dans
l’hémisphère Sud.
Les résultats de cette étude confirment ainsi de façon générale la validité des conclu-
sions de travaux antérieurs sur le sujet par Kucukkaraca and Fisher (2006) et Raynaud et al.
(2008; 2009).
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Fig. 9 – Ecarts types d’erreur d’ébauche du tourbillon à 500hPa, valides le 12 septembre 2008 à 09H UTC,
calculés à partir d’un ensemble de 10 membres (à gauche) et de 50 membres (à droite). Les panels du haut re-
présentent les estimations brutes, tandis que les panels du bas représentent les estimations filtrées. La pression
de surface est superposée (contour : 5hPa). Le cyclone Ike est indiqué par la flèche rouge.
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Fig. 10 – Profils verticaux de troncature objective pour le filtrage des variances d’erreur d’ébauche du tour-
billon et de température. Les résultats sont calculés sur un échantillon de 64 troncatures : troncature médiane
(en noir) et premier et troisième quartiles (barres en rouge). L’axe des ordonnées représente le niveau modèle,
le niveau 90 étant près de la surface.
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5 Une spécification étendue des variances d’erreur "du jour"
dans Arpège
La mise en œuvre théorique et pratique d’une procédure de filtrage spatial objectif des
variances d’erreur d’ébauche issues d’une assimilation d’ensemble a permis de mieux
tirer parti de l’information contenue dans ces statistiques. Grâce à ces travaux, des cartes
précises de variance sont désormais disponibles pour chaque réseau d’assimilation, et sont
optimisées pour chaque variable et chaque niveau vertical.
Une évolution naturelle de l’assimilation opérationnelle Arpège correspond ainsi à une
extension de la spécification des variances "du jour" à toutes les variables du système d’as-
similation, et non plus seulement au tourbillon comme c’est le cas dans la configuration
opérationnelle (jusqu’en avril 2010). Cela inclut les variances des parties non balancées de
divergence du vent, de température et de pression de surface d’une part, et les variances
d’humidité spécifique d’autre part. L’objectif de la troisième partie des travaux de thèse fut
d’examiner l’impact de ces nouvelles variances "étendues" dans le système Arpège. Cela
fait l’objet de la publication Raynaud et al. (2010b) (chapitre 6).
La comparaison des nouvelles variances d’erreur aux variances opérationnelles montre
que les variances locales de chaque variable présentent des variations spatiales similaires,
tandis que leur intensité est renforcée dans les zones dynamiques (dépressions extra-
tropicales et cyclones tropicaux en particulier) avec la nouvelle spécification (Figure 11).
Ce renforcement local de l’amplitude des erreurs, dans les régions où les prévisions sont
particulièrement incertaines, pourrait notamment permettre de donner plus de poids aux
observations dans l’analyse.
Les nouvelles variances ont ensuite été testées dans une expérience d’assimilation-
prévision sur une période d’un mois. L’impact global de la nouvelle spécification (compa-
rée aux variances opérationnelles) est neutre à positif (Figure 12). L’évolution temporelle
des scores fait apparaître une réduction de certains pics d’erreur, en particulier pour les
prévisions de géopotentiel et de vent aux longues échéances sur l’Europe (Figure 13). Ces
résultats suggèrent que les nouvelles variances ont donc plutôt tendance à réduire locale-
ment (en temps et en espace) les erreurs de prévision, dans les régions dynamiquement
actives notamment.
Cette idée est confortée par l’étude d’un cas de tempête de forte intensité sur la France
en février 2009, pour laquelle les nouvelles variances, en particulier de pression de surface,
permettent de réduire de manière significative les erreurs de position et d’intensité de la
prévision à 48h de pression de surface (Figure 14).
L’ensemble des résultats obtenus dans cette étude soutient ainsi l’idée que les cartes
de variance "du jour", issues d’une assimilation d’ensemble, contiennent une information
riche et robuste pour toutes les variables, permettant d’améliorer les prévisions locales
d’évènements intenses et, dans une moindre mesure, les scores moyens.
Le code Arpège a été modifié afin de rendre cette nouvelle spécification des variances
d’erreur effective. Elle est désormais opérationnelle depuis avril 2010.
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Fig. 11 – Ecarts types d’erreur d’ébauche de pression de surface. (a) Carte opérationnelle et (b) carte "du
jour" correspondant à la situation du 15 février 2007 à 03H UTC. Unité : hPa. La pression réduite au niveau
de la mer est superposée, contour : 10hPa.
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Fig. 12 – Profil vertical de l’erreur quadratique moyenne des prévisions de géopotentiel (m) à 96h sur l’Europe,
pour le run de référence utilisant les variances d’erreur opérationnelles (solide) et pour l’expérience utilisant
les variances du jour "étendues" à toutes les variables (tiretés). Les erreurs sont calculées par rapport aux
analyses du CEPMMT.
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Fig. 13 – Evolution temporelle, sur la période 19 février - 23 mars 2008, de l’erreur quadratique moyenne des
prévisions à 96h (a) de géopotentiel (m) et (b) de vent (m.s−1) à 250hPa sur l’Europe, pour le run de référence
utilisant les variances d’erreur opérationnelles (solide) et pour l’expérience utilisant les variances du jour
"étendues" à toutes les variables (tiretés). Les erreurs sont calculées par rapport aux analyses du CEPMMT.
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Fig. 14 – Prévisions à 48h d’échéance de pression de surface pour le 10 février 2009 à 00H UTC : en bleu,
prévision issue du run opérationnel utilisant des écarts types quasi-statiques et en rouge, prévision issue d’une
expérience utilisant des écarts types "du jour" pour toutes les variables. L’analyse de référence est superposée
en noir. Contour : 5hPa. L’isoligne 985hPa est en gras pour les trois champs.
6 Représentation de l’erreur de modèle dans l’ensemble Arpège
Les variances d’erreur d’ébauche résultent de deux types d’erreur : la croissance des er-
reurs d’analyse et l’erreur de modèle. L’erreur de modèle peut avoir des origines diverses,
liées par exemple aux approximations dans la représentation des processus physiques et
dynamiques.
Afin de simuler précisément les erreurs du système d’assimilation, le système ensem-
bliste associé doit représenter les contributions de l’erreur de modèle, sinon les variances
d’erreur d’ébauche qui en résultent sont sous-estimées. Une des solutions proposées, appe-
lée "inflation multiplicative", consiste à amplifier les perturbations d’ébauche de quelques
pourcents en les multipliant par un coefficient d’inflation α (supérieur à 1) :
x˜bk → x˜b + α(x˜bk − x˜b).
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Les covariances d’erreur estimées sont ainsi multipliées par le même coefficient (au carré),
et cela permet d’obtenir une dispersion plus réaliste.
La dernière partie des travaux de thèse a été consacrée à la mise en œuvre et à l’expé-
rimentation d’une inflation multiplicative dans l’assimilation d’ensemble Arpège. Le choix
d’une inflation multiplicative comme première stratégie pour prendre en compte l’erreur
de modèle dans l’ensemble a été motivé par sa simplicité d’une part (la connaissance
des corrélations d’erreur de modèle n’est pas requise), et par sa capacité à représenter la
contribution de toutes les sources d’erreur d’origines inconnues d’autre part. Les détails
d’implémentation et les résultats d’expérimentation de la technique d’inflation multipli-
cative dans l’assimilation d’ensemble Arpège sont présentés dans la publication Raynaud
et al. (2010a) (chapitre 7).
Un aspect essentiel de cette technique concerne le choix du coefficient d’inflation,
dans la mesure où il détermine l’amplitude des erreurs de modèle. Dans cette étude, un
coefficient d’inflation global (i.e. homogène horizontalement et indépendent du niveau
vertical et du paramètre considérés) est calculé à chaque réseau d’assimilation, à partir de
diagnostics a posteriori relatifs à la valeur de la fonction coût au minimum (Talagrand 1999,
Desroziers and Ivanov 2001). Ces diagnostics définissent un critère d’optimalité du système
d’assimilation ; ils sont mis en œuvre pour évaluer la sous-estimation des variances et pour
en déduire une estimation de l’amplitude des erreurs de modèle.
La technique d’inflation multiplicative a été appliquée à l’assimilation d’ensemble
Arpège et évaluée sur une période d’un mois. Dans le cas où les membres de l’ensemble
sont évolués sous l’hypothèse de modèle parfait, on observe une sous-estimation des écarts
types d’erreur d’ébauche par un facteur proche de 2. L’amplification des perturbations
d’ébauche par un coefficient d’environ 10% permet d’obtenir des écarts types plus réa-
listes, et cohérents avec les valeurs estimées à partir des diagnostics a posteriori proposés
par Desroziers et al. (2005) (Figure 15).
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Fig. 15 – Profils verticaux des écarts types d’erreur d’ébauche calculés à partir d’un ensemble d’assimilations
perturbées (avec et sans inflation) et estimés à partir des covariances des innovations (Desroziers et al. 2005),
pour les observations de vent et de température par les AIREP (mesures avions).
D’autre part, l’inflation des perturbations d’ébauche tend à amplifier les contributions
relatives des échelles synoptiques à l’erreur d’ébauche. Le lien entre les cartes de variance
et la situation météorologique est ainsi renforcé. Cela est particulièrement visible dans
les régions dynamiques, au voisinage des dépressions et des fronts par exemple, où les
variances de pression de surface et de tourbillon sont accentuées (e.g. rail des dépressions
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de l’hémisphère Sud, Figure 16).
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Fig. 16 – Ecarts types d’erreur d’ébauche de pression de surface normalisés, valides pour la date particulière
du 2 février 2010 à 21 UTC, calculés à partir (a) d’un ensemble évolué sous l’hypothèse de modèle parfait et
(b) d’un ensemble incluant une inflation multiplicative des perturbations d’ébauche. Unité : hPa. La pression
réduite au niveau de la mer est superposée, contour : 10hPa.
L’évolution temporelle des erreurs d’analyse et d’ébauche est également modifiée. En
l’absence de représentation de l’erreur de modèle, l’erreur d’analyse croît légèrement avec
la dynamique du modèle. La croissance au bout de 6h d’intégration est beaucoup plus
forte lorsque les effets de l’erreur de modèle sont simulés avec une inflation multiplicative,
ce qui suggère que l’erreur d’analyse croît principalement à cause de l’erreur de modèle.
D’autre part, l’effet de l’étape d’analyse est plus marqué, en terme de réduction de la dis-
persion liée à l’apport d’information observée (e.g. pression de surface, l’assimilation des
observations réduit l’amplitude des erreurs d’environ 30%, contre 10% sous l’hypothèse
de modèle parfait). Cela tend à renforcer dans les cartes de variance le contraste entre les
zones riches en observations et celles peu observées.
Dans une dernière partie, l’impact des statistiques d’erreur "inflatées" sur les scores de
prévision du modèle Arpège a été examiné. Il est observé que l’utilisation des nouvelles
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variances - locales et globales - a un impact neutre à positif sur la qualité des prévisions.
Cette première tentative pour représenter les contributions de l’erreur de modèle dans
l’assimilation d’ensemble Arpège donne ainsi des résultats prometteurs, permettant d’en-
visager l’implémentation opérationnelle d’une inflation multiplicative dans ce système.
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Introduction
"Si, comme le pense chaque homme raisonnant scientifiquement, les phénomènes atmosphériques
se développent à partir de ceux qui les précèdent suivant des lois précises, on peut en déduire que
les conditions nécessaires et suffisantes pour une solution rationnelle de la prévision en météorologie
sont les suivantes :
– on doit connaître avec une précision suffisante l’état de l’atmosphère à un instant donné ;
– on doit connaître avec une précision suffisante les lois selon lesquelles un état de l’atmosphère
se développe à partir de l’état précédent."
Bjerknes (1904), traduction en français par Gondouin (1995).
"Connaître avec une précision suffisante l’état de l’atmosphère à un instant donné" est un point
crucial car l’atmosphère est fortement sensible aux conditions initiales (Lorenz 1963a;b). La
qualité de la prévision est ainsi très dépendante de cet état initial, qu’il faut s’efforcer de
représenter de la manière la plus précise possible. Pour cela, deux sources d’information
sont généralement utilisées : les observations de différents paramètres météorologiques et
une première estimation de l’état de l’atmosphère, l’ébauche, fournie par une prévision ré-
cente d’un modèle numérique. Il s’agit alors de combiner au mieux ces deux connaissances
afin d’en déduire une représentation optimale de l’état de l’atmosphère à l’instant initial :
c’est l’objectif de l’assimilation de données.
Les sources d’information disponibles sont toutefois imprécises. Les observations sont
en effet entachées d’erreurs de mesure et de représentativité, et les prévisions des modèles
numériques sont également imparfaites, en raison d’erreurs sur les conditions initiales
et d’erreurs de modélisation. Cela conduit à définir des matrices de variance/covariance
d’erreur d’observation R et d’ébauche B. Quel que soit l’algorithme d’assimilation choisi,
ces deux matrices sont des éléments clés de la réussite de ce processus et nécessitent donc
d’être spécifiées de manière très précise. L’estimation des covariances d’erreur d’ébauche
est, cependant, un problème particulièrement délicat puisque l’état vrai de l’atmosphère
n’est pas connu. En l’absence d’échantillons de l’état vrai, l’erreur d’ébauche (écart entre
l’ébauche et l’état vrai) n’est donc pas accessible. Face à ces difficultés, plusieurs méthodes
d’estimation et de modélisation des covariances d’erreur ont été développées jusque lors.
Les études menées au cours de la thèse s’inscrivent dans la poursuite des efforts de
recherche engagés par la communauté de l’assimilation pour estimer et modéliser les va-
riances et covariances d’erreur d’ébauche contenues dans la matrice B. Elles se situent ainsi
au cœur des problématiques du programme international THORPEX2 et du projet national
ANR PREVASSEMBLE. Il s’agit plus précisément d’étudier et de tester une méthode nova-
trice, qui s’appuie sur l’utilisation d’un ensemble d’ébauches perturbées afin d’estimer des
variances d’erreur relatives à la situation météorologique du jour. En ce sens, ces travaux
constituent également un effort original pour introduire davantage d’information sur la
2The Observing System Research and Predictability Experiment,
http://www.wmo.int/pages/prog/arep/wwrp/new/thorpex_new.html
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dépendance à l’écoulement de ces statistiques.
L’approche ensembliste étudiée au cours de la thèse est étroitement liée aux travaux de
Evensen (1994) sur le filtre de Kalman d’ensemble. Il s’agit de faire évoluer des analyses
et des ébauches perturbées, de manière à simuler l’évolution spatio-temporelle des erreurs
en jeu. Cette propriété conduit à dénommer cette technique sous le terme d’"assimilation
d’ensemble" (par analogie avec la prévision d’ensemble, qui consiste à estimer les incerti-
tudes de prévision à l’aide d’un ensemble de prévisions perturbées). L’application de cette
technique à un formalisme variationnel conduit au développement d’une "assimilation
variationnelle d’ensemble". Cette dernière approche fait l’objet d’investigations non seule-
ment en météorologie (Belo Pereira and Berre 2006), mais également en océanographie
(Daget and Weaver 2009) et en chimie atmosphérique (Pannekoucke and Massart 2008).
Le potentiel des méthodes d’ensemble a d’abord été exploité avec succès pour l’esti-
mation de la partie stationnaire (sur un plan temporel et spatial) des covariances (Buehner
2005, Belo Pereira and Berre 2006). À présent, les efforts de recherche portent sur l’extrac-
tion d’informations locales de dépendance à la situation météorologique du jour. L’idée est
notamment de donner plus de poids aux observations dans les régions où l’ébauche est
particulièrement incertaine, en raison de processus dynamiques et/ou physiques de forte
intensité comme les cas de tempêtes, les situations fortement convectives ou les cyclones
tropicaux (Kucukkaraca and Fisher 2006).
Si les méthodes d’ensemble fournissent potentiellement l’estimation la plus réaliste des
erreurs, leur coût numérique reste néanmoins très élevé. Cela a pour conséquence la mise
en œuvre d’ensembles de petite taille (de l’ordre de 10 à O(102) membres). La taille réduite
de l’échantillon disponible constitue une difficulté majeure, en raison du niveau élevé de
bruit d’échantillonnage associé et de son impact négatif pour l’estimation des statistiques
d’erreur d’ébauche. Afin d’extraire la partie utile de ce signal bruité, il est donc nécessaire
de mettre en place des outils de filtrage appropriés, permettant d’éliminer le bruit tout en
conservant des variations géographiques pertinentes. Des études préliminaires ont montré
(Berre et al. 2007), pour le cas particulier de l’estimation des variances d’erreur, que la
combinaison d’un petit ensemble (moins de 10 membres) et d’un filtrage spatial optimisé
est capable de fournir une information relativement riche et robuste sur leur dépendance
à l’écoulement.
Depuis juillet 2008, Météo-France s’est doté d’une assimilation variationnelle d’en-
semble en temps réel pour le modèle global Arpège. Elle est utilisée pour déterminer des
variances d’erreur d’ébauche "du jour", spécifiées ensuite dans l’assimilation déterministe
opérationnelle. Dans ce contexte, le travail de thèse porte sur l’optimisation des statistiques
d’erreur d’ébauche issues de l’ensemble. La première partie de la thèse a pour objectif de
mettre en œuvre, d’un point de vue théorique puis technique, un filtrage spatial objectif
du bruit d’échantillonnage, puis de vérifier et de quantifier l’impact de ce filtrage sur la
qualité des variances estimées. Le second aspect abordé concerne l’impact de ces nou-
velles variances d’erreur ensemblistes sur la qualité du système Arpège, autant au sens
statistique (scores de prévision moyennés temporellement et spatialement) que dans des
situations localement intenses (tempêtes extra-tropicales en particulier). La dernière phase
de la thèse est consacrée à la représentation de l’erreur du modèle au sein de l’assimilation
d’ensemble, qui s’appuie actuellement sur l’hypothèse de modèle parfait, afin d’estimer
des variances d’erreur les plus réalistes possibles.
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Les deux premiers chapitres de ce manuscrit exposent l’état de l’art en assimilation de
données météorologiques. Ils décrivent d’une part les différents algorithmes d’assimilation
utilisés par la communauté internationale (chapitre 1), et d’autre part les méthodes les
plus courantes d’estimation et de modélisation de la matrice B (chapitre 2). Cette partie
introductive est aussi l’occasion de dégager et d’expliquer les principales problématiques
abordées durant la thèse ainsi que leur insertion et leur valorisation au sein de la commu-
nauté.
Les chapitres 3 et 4 présentent les études qui ont été successivement menées afin de
mettre sur pied un filtrage spatial objectif des variances ensemblistes. Dans le chapitre 3,
un cadre expérimental simulé est mis en œuvre dans le but d’examiner et de comprendre
les propriétés spatiales du bruit d’échantillonnage qui affecte les variances. Il permet en
particulier de mettre en évidence un lien étroit entre la structure spatiale du bruit et la
structure spatiale de l’erreur d’ébauche associée. Ce cadre suggère d’autre part qu’un
moyennage spatial local des variances devrait être efficace pour éliminer le bruit.
Le chapitre 4 s’attache à expliquer, par des développements analytiques, les résultats
empiriques du chapitre 3. Cela permet de proposer un filtrage objectif du bruit, dont
l’implémentation est relativement simple et le calcul peu coûteux. Son application aux
variances déduites de l’assimilation d’ensemble Arpège démontre son aptitude à éliminer
la majeure partie du bruit, tout en préservant la structure spatiale du signal initial.
Afin de renforcer les résultats des chapitres 3 et 4, le chapitre 5 présente une étude
complémentaire sur l’effet de la taille de l’ensemble et du filtrage objectif des variances,
dans le cadre de l’assimilation variationnelle d’ensemble développée au Centre Européen
de Prévision Météorologique à Moyen Terme (CEPMMT).
Suite aux travaux détaillés dans les chapitres 3 et 4, des cartes de variance filtrées plus
précises et plus facilement exploitables que les cartes brutes sont désormais disponibles à
chaque réseau d’analyse. L’impact d’une généralisation de ces statistiques ensemblistes à
toutes les variables du système d’assimilation du modèle Arpège est examiné dans le cha-
pitre 6. L’impact de cette nouvelle spécification (comparée aux variances opérationnelles)
est globalement neutre à positif et révèle une tendance à réduire localement (en temps
et en espace) les erreurs de prévision, dans les régions dynamiquement actives notamment.
Enfin, le chapitre 7 s’intéresse à la représentation de l’erreur de modèle au sein de
l’assimilation d’ensemble Arpège. La technique choisie est une "inflation multiplicative" des
perturbations d’ébauche, permettant d’augmenter la dispersion de l’ensemble. Les résultats
indiquent que les variances d’erreur estimées à partir de ce nouvel ensemble sont plus
réalistes d’une part, et ont un impact neutre à positif sur la qualité des prévisions d’autre
part.

1Les fondamentaux de l’assimilationde données
L’assimilation de données a pour objectif de produire la meilleure représentation possible de l’étatde l’atmosphère à un instant donné, également appelée analyse. Elle est obtenue en corrigeant une
ébauche à partir des observations disponibles. Dans le contexte de la prévision numérique, cette es-
timation sert généralement d’état initial pour le modèle de prévision. Les prévisions météorologiques
étant très sensibles aux conditions initiales (Lorenz 1963a;b), une attention particulière est donc
portée au processus d’assimilation de données dans les différents centres de prévision.
Ce chapitre expose les éléments clés de l’état de l’art en assimilation de données météorologiques.
Les principaux algorithmes de résolution de ce problème d’estimation sont présentés et expliqués
dans le cas général, puis le cas particulier de l’assimilation du modèle Arpège est détaillé. Le rôle
essentiel des statistiques d’erreur d’ébauche, représentées par la matrice de variance-covariance notée
B, est également mis en évidence.
1 Définition de l’analyse
La connaissance de l’état vrai de l’atmosphère à un instant donné est impossible. Pour
cette raison, il s’agit de l’estimer : le résultat de l’estimation est appelé analyse.
L’analyse est déterminée à partir des différentes sources d’information disponibles.
Parmi elles, les observations (in situ et satellitaires) fournissent des mesures en divers
points du globe et de l’atmosphère terrestre, mais sont caractérisées par une répartition
spatio-temporelle hétérogène. Par exemple, l’hémisphère Sud et les océans sont peu ob-
servés en comparaison de l’hémisphère Nord et des zones continentales. Il en résulte
que la dimension de l’espace des observations est de l’ordre de O(106), tandis que la
dimension de l’espace du modèle est de l’ordre de O(107). C’est pourquoi une seconde
source d’information est utilisée, appelée ébauche ou background, le plus souvent fournie
par une prévision du modèle à courte échéance (six heures par exemple) : c’est la meilleure
estimation de l’état vrai du système en l’absence de toute autre information.
Dans la suite, n désigne la dimension de l’espace du modèle et p la dimension de
l’espace des observations. Les notations suivantes sont utilisées :
– xt l’état vrai du système, de dimension n,
– xb le vecteur d’ébauche, de dimension n,
– xa le vecteur d’analyse, de dimension n,
– yo le vecteur d’observations, de dimension p,
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– H l’opérateur d’observation (généralement non linéaire), qui permet de transformer
les quantités décrites par le modèle numérique en quantités observées. Cela peut
correspondre aux interpolations horizontale et verticale des points de la grille du
modèle vers les points d’observation, mais aussi à un modèle de transfert radiatif
dans le cas d’observations de radiances satellitaires par exemple.
– Mt→t+δt le modèle atmosphérique non linéaire faisant évoluer un état x de l’instant
t à l’instant t + δt.
L’analyse est alors obtenue par une méthode de prédiction/correction :
{
xb(t) = Mt−6h→t(xa(t− 6h)),
xa(t) = xb(t) + δxa(t),
où δxa est appelé incrément d’analyse.
L’étape de prédiction produit l’ébauche, obtenue par intégration non linéaire de la précé-
dente analyse.
L’étape de correction produit l’incrément d’analyse, dont le rôle est d’ajuster l’ébauche à
partir des observations disponibles.
L’assimilation de données désigne ainsi l’ensemble des techniques permettant de combi-
ner de manière optimale les observations et l’ébauche afin d’obtenir l’incrément d’analyse
le plus juste possible.
L’assimilation de données fait son apparition en météorologie vers le milieu du XXème
siècle avec le développement de techniques d’analyse assez simples (filtre de Cressman, in-
terpolation optimale - (Gandin 1963)). Dès la fin des années 1980, de nouveaux algorithmes
d’assimilation sont mis en œuvre. Plus perfectionnés, ils permettent notamment de prendre
en compte des observations plus complexes (radiances satellitaires en particulier) et plus
densément réparties.
2 L’équation de l’incrément d’analyse
2.1 Définition et propriétés des erreurs en jeu
Les observations et l’ébauche utilisées pour déterminer l’analyse sont entachées d’erreurs,
qui les éloignent de l’état vrai du système. Les observations sont ainsi affectées par des er-
reurs de mesure (dues aux imperfections des instruments) et de représentativité (associées
à l’opérateur H par exemple), regroupées sous le terme d’erreur d’observation eo :
yo = H(xt) + eo.
L’erreur d’ébauche eb provient à la fois d’erreurs de modélisation et d’erreurs dans les
conditions initiales (i.e. dans l’analyse dont elle est issue). Elle est définie comme :
xb = xt + eb.
Finalement, l’erreur d’analyse est telle que
xa = xt + ea.
Notant E l’opérateur d’espérance mathématique et T la transposée,
– B = E[ebeb
T
] est la matrice de covariance d’erreur d’ébauche (de taille n× n),
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– R = E[eoeo
T
] est la matrice de covariance d’erreur d’observation (de taille p× p),
– A = E[eaea
T
] est la matrice de covariance d’erreur d’analyse (de taille n× n).
De plus, les hypothèses utilisées en pratique sont les suivantes :
– les erreurs ne sont pas biaiseés : E[eb] = 0, E[eo] = 0,
– les erreurs d’observation et d’ébauche sont décorrélées : E[ebeo
T
] = 0.
2.2 Equation d’analyse aux moindres carrés
Dans ce qui suit, par souci de simplification, l’opérateur d’observation H est supposé li-
néaire. Il est noté H par convention.
L’analyse xa est produite comme une combinaison linéaire des observations et de
l’ébauche, qui peut s’écrire sous la forme
xa = xb +K(yo −Hxb), (1.1)
où K est la matrice de gain et d = yo − Hxb est le vecteur d’innovation. L’incrément
d’analyse correspond alors à δxa = Kd.
La théorie de l’estimation linéaire enseigne que cette estimation est optimale (c’est-à-
dire que la variance de ea est minimale) lorsque :
K = BHT(HBHT + R)−1. (1.2)
La matrice de covariance d’erreur d’analyse s’écrit alors :
A = (B−1 +HTR−1H)−1 = (In×n −KH)B,
où In×n est la matrice identité de dimension n× n.
Cette estimation de xa correspond à l’estimation par moindres carrés, également connue
sous le nom de BLUE1.
2.3 Evolution temporelle de l’erreur d’analyse et erreur de modélisation
Afin de compléter les équations du BLUE, il reste à dériver une équation d’évolution pour
la matrice de covariance d’erreur d’ébauche B (Daley 1991).
Dans la suite, M désigne le modèle de prévision linéarisé autour de la trajectoire issue
de l’analyse et MT son adjoint. Par souci de simplicité au niveau des démonstrations
ci-dessous, on supposera M = M.
Dans l’hypothèse de modèle parfait, l’ébauche et l’état vrai du système à l’instant t sont
donnés par les équations d’évolution suivantes :
{
xb(t) = Mt−6h→t(xa(t− 6h)),
xt(t) = Mt−6h→t(xt(t− 6h)),
dont on déduit
xb(t)− xt(t) = Mt−6h→t(xa(t− 6h))−Mt−6h→t(xt(t− 6h)),
soit
e
b(t) = Mt−6h→tea(t− 6h).
1Best Linear Unbiased Estimator
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Ainsi,
B(t) = Mt−6h→tA(t− 6h)MTt−6h→t.
Cette relation montre que la matrice B résulte de la croissance temporelle de la matrice de
covariance d’erreur d’analyse A.
Dans le cas plus réaliste d’un modèle imparfait, l’ébauche et l’état vrai du système à
l’instant t sont désormais obtenus par les équations d’évolution suivantes :
{
xb(t) = Mt−6h→t(xa(t− 6h)),
xt(t) = Mt−6h→t(xt(t− 6h)) + eq(t),
où eq(t) désigne l’erreur relative au modèle non linéaire lors de son intégration entre les
instants t − 6h et t. Cette erreur peut avoir des origines diverses, liées par exemple aux
approximations dans la représentation des processus physiques et dynamiques.
Il vient,
e
b(t) = Mt−6h→tea(t− 6h)− eq(t), (1.3)
soit, en faisant l’hypothèse de décorrélation des erreurs d’analyse et de modèle,
B(t) = Mt−6h→tA(t− 6h)MTt−6h→t +Q(t), (1.4)
où Q(t) = E[eq(t)eq(t)
T
] représente la matrice de covariance de l’erreur du modèle à
l’instant t. Dans ce cas, les erreurs d’ébauche sont donc issues de la combinaison de la
croissance temporelle de l’erreur d’analyse et de l’erreur de modélisation.
En pratique, l’estimation de l’erreur de modèle est complexe et la question de sa modé-
lisation reste ouverte.
3 Résolution des équations du BLUE
Deux approches permettent d’obtenir numériquement l’incrément d’analyse : l’approche
séquentielle et l’approche variationnelle.
3.1 L’approche séquentielle
Dans l’approche séquentielle, l’incrément d’analyse est obtenu par résolution explicite des
équations du BLUE. Les observations sont traitées dans l’ordre où elles sont disponibles,
d’où l’appellation séquentielle. Par conséquent, l’estimation de l’état du système ne dépend
pas des observations futures mais uniquement des observations passées et présentes. Les
méthodes séquentielles reposent essentiellement sur l’Interpolation Optimale et le filtre de
Kalman.
Dans la suite de cette section, les matrices d’erreur d’analyse et d’ébauche, jusqu’ici notées
A et B, sont désormais désignées par Pa et P f . L’ébauche xb est une prévision notée x f .
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Les filtres de Kalman
Filtre de Kalman - KF (Kalman 1960)
Le filtre de Kalman résoud le cycle suivant, valable pour une évolution linéaire :


xa(t) = x f (t) +K(t)(yo(t)−H(t)x f (t)),
K(t) = P f (t)HT(t)(H(t)P f (t)HT(t) + R(t))−1,
Pa(t) = (In×n −K(t)H(t))P f (t),
x f (t + 6h) = Mt→t+6h xa(t),
P f (t + 6h) = Mt→t+6hPa(t)MTt→t+6h +Q(t + 6h).
Filtre de Kalman étendu - EKF (Gelb 1974)
Le filtre de Kalman étendu est une généralisation du filtre de Kalman aux modèles et aux
opérateurs d’observation non linéaires :


xa(t) = x f (t) +K(t)(yo(t)−H(t)x f (t)),
K(t) = P f (t)HT(t)(H(t)P f (t)HT(t) + R(t))−1,
Pa(t) = (In×n −K(t)H(t))P f (t),
x f (t + 6h) = Mt→t+6h(xa(t)),
P f (t + 6h) = Mt→t+6hPa(t)MTt→t+6h +Q(t + 6h).
Ces deux méthodes nécessitent le stockage en mémoire et l’inversion de la ma-
trice HP fHT + R. Avec les réseaux d’observation actuels, cette matrice est de taille
O(106) × O(106). En pratique, l’inversion directe d’une telle matrice n’est pas possible.
Une solution consiste à traiter les observations par paquets indépendants, ainsi les matrices
HP fHT + R associées sont plus petites et plus simples à inverser.
Le principal avantage des méthodes KF et EKF est de fournir à chaque itération une
estimation des matrices de covariance d’erreurs d’ébauche et d’analyse. Néanmoins, le
calcul et le stockage des matrices P f et Pa entraînent des coûts supplémentaires. Pour cette
raison, les algorithmes du filtre de Kalman ne peuvent être appliqués qu’à des systèmes
de petite taille. Il est nécessaire de réduire la dimension du filtre pour l’appliquer à des
problèmes de météorologie.
Filtre de Kalman d’ensemble - EnKF (Evensen (1994) et développements ultérieurs)
Le filtre de Kalman d’ensemble est une alternative stochastique au filtre de Kalman étendu.
La matrice de covariance d’erreur d’ébauche n’est plus propagée directement, mais un en-
semble d’états est propagé par le modèle non linéaire et permet de l’estimer. Concrètement,
un ensemble d’analyses à l’instant t est évolué en un ensemble d’ébauches à l’instant t+ 6h.
La matrice P f (t + 6h) peut alors être déduite de la dispersion de cet ensemble. Chacune
des ébauches disponibles à l’instant t + 6h est ensuite utilisée pour calculer une analyse à
l’instant t + 6h et ainsi de suite.
Notant k le numéro d’un membre de l’ensemble, l’EnKF résoud le cycle suivant :

xak(t) = x
f
k (t) +K(t)(y
o
k(t)−H(t)x fk (t)),
K(t) = P f (t)HT(t)(H(t)P f (t)HT(t) + R(t))−1,
x
f
k (t + 6h) = Mt→t+6h(xak(t)),
P f (t + 6h) = E[(x f − E[x f ])(x f − E[x f ])T](t + 6h),
où x fk désigne l’ébauche perturbée du membre k et y
o
k désigne le vecteur d’observations
perturbées du membre k.
L’implémentation de ce filtre est relativement aisée, en particulier car les modèles linéaire-
tangent et adjoint n’ont plus besoin d’être développés (les modèles tangent et adjoint de
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l’opérateur d’observation ont toutefois encore besoin d’être développés). Cette méthode
permet aussi une économie conséquente en termes de calcul et de stockage par rapport au
filtre de Kalman étendu. D’autre part, cet algorithme peut être facilement parallélisé et est
donc plutôt bien adapté aux calculateurs actuels : les membres de l’ensemble peuvent être
traités simultanément sur des processeurs différents.
Interpolation Optimale - OI (Daley 1991)
L’interpolation optimale correspond au cas particulier (sous-optimal) du filtre de Kalman
étendu sans évolution de la matrice P f . Dans ce cas, la matrice P f est remplacée par une
approximation, B (issue de l’estimation ou de la modélisation, voir chapitre 2 sections 2 et
3), pour calculer une matrice de gain sous-optimale :


xa(t) = x f (t) +K(t)(yo(t)−H(t)x f (t)),
K(t) = BHT(t)(H(t)BHT(t) + R(t))−1,
x f (t + 6h) = Mt→t+6h(xa(t)).
L’OI a été pendant de nombreuses années le schéma d’assimilation privilégié des centres de
prévision météorologique. Son implémentation s’est souvent accompagnée de l’hypothèse
supplémentaire qu’en chaque point de grille, un nombre réduit d’observations est pris en
compte pour effectuer l’analyse (Lorenc 1981).
Cette méthode est plus rapide et moins coûteuse que les filtres de Kalman, mais repose sur
la connaissance (non triviale) de la matrice de covariance d’erreur d’ébauche.
3.2 L’approche variationnelle
Le BLUE peut également être obtenu par une approche variationnelle (Lorenc 1986) : xa est
le vecteur qui minimise la fonction coût J définie par
J (x) = J o(x) + J b(x) = 1
2
(yo −Hx)TR−1(yo −Hx) + 1
2
(xb − x)TB−1(xb − x). (1.5)
J o est le terme de rappel aux observations et J b est le terme de rappel à l’ébauche. Ils
mesurent les distances aux observations et à l’ébauche, pondérées par les matrices R et
B respectivement. Cette méthode nécessite donc également une bonne connaissance des
statistiques d’erreur afin d’affecter le bon poids à chacun des termes de la fonctionnelle.
Par opposition aux méthodes séquentielles qui n’utilisent les observations qu’au fur et
à mesure qu’elles sont disponibles sans jamais utiliser une observation future dans une
analyse, l’approche variationnelle traite le problème globalement et permet de prendre en
compte des observations passées, présentes et futures distribuées sur une fenêtre d’assimi-
lation.
Dans le cas d’un opérateur d’observation linéaire, la fonction coût J est strictement
convexe et son minimum est donc atteint lorsque son gradient s’annule. En pratique, le
minimum de J est calculé de manière itérative en initialisant la minimisation avec xb
généralement. La minimisation s’arrête soit après un nombre choisi d’itérations soit après
avoir atteint un critère d’arrêt (par exemple ‖∇J (x)‖ ≤ α où ∇J est le gradient de J et
α un seuil à définir). La formulation variationnelle présente l’avantage d’éviter le calcul de
la matrice de gain K (et donc l’inversion de la matrice HBHT + R).
Les principaux algorithmes variationnels utilisés sont le 3D-Var et le 4D-Var. Plus de
détails sur les méthodes variationnelles sont donnés au paragraphe 5.2.
4. Filtrage et propagation de l’information observée 29
La plupart des grands centres de prévision opérationnels utilisent aujourd’hui une as-
similation variationnelle (parmi lesquels Météo-France et le CEPMMT2). Néanmoins, ces
dernières années ont vu l’émergence de plusieurs formes de filtres de Kalman d’ensemble
comme alternatives potentielles aux systèmes variationnels (Kalnay et al. 2007, Buehner
et al. 2010a;b, Miyoshi et al. 2010).
4 Filtrage et propagation de l’information observée
Les équations du BLUE montrent que le processus d’assimilation de données utilise les
informations sur le système en prenant en compte leurs erreurs, représentées par les cova-
riances d’erreur d’ébauche B et d’observation R. Les paragraphes suivants exposent plus
en détail le rôle de ces deux matrices dans l’obtention de l’état analysé.
4.1 Définition et structure de la matrice B
La matrice B, de dimension n× n, représente les variances-covariances du vecteur d’erreur
d’ébauche eb. Elle est le résultat d’une erreur de prévisibilité (liée à l’évolution temporelle
des erreurs dans les conditions initiales) et d’une erreur liée au modèle de prévision (équa-
tion (1.4)).
La structure de la matrice B est représentée sur la figure 1.1 pour un système dont les
variables du modèle sont notées v1, v2, v3 et v4. En représentation point de grille, chacune
de ces variables est représentée par un vecteur de taille Ng×Nv où Ng représente le nombre
de points de grille et Nv le nombre de niveaux verticaux.
L’élément Bij = E[eiej], situé à l’intersection de la ligne i et de la colonne j, représente
la covariance entre les erreurs sur les composantes i et j de l’ébauche. Ces composantes i
et j du vecteur d’ébauche correspondent à une variable particulière du modèle en une po-
sition particulière (caractérisée par les coordonnées {latitude, longitude, niveau vertical}
dans une représentation en point de grille sur la sphère ou {nombre d’onde total, nombre
d’onde méridien, niveau vertical} dans une représentation spectrale).
Les blocs diagonaux représentent ainsi les matrices d’autocovariance pour chacune des
variables : elles décrivent, en représentation point de grille, les variances-covariances spa-
tiales (i.e. horizontales et verticales). En particulier, les éléments diagonaux correspondent
aux variances spatiales d’erreur d’ébauche, qui caractérisent donc l’amplitude attendue de
l’erreur.
Les blocs non diagonaux représentent les covariances croisées (ou covariances multiva-
riées) entre les différentes variables. Le bloc bleu, par exemple, correspond aux covariances
croisées entre la variable v1 et la variable v3.
Lien avec la matrice de corrélation
La matrice de corrélation d’erreur d’ébauche C se déduit facilement de la matrice B après
normalisation de cette dernière par les écarts types : Cij =
Bij√
Bii
√
Bjj
.
Notant Σ la matrice diagonale contenant les écarts types d’erreur d’ébauche, la matrice de
corrélation est donnée par C = Σ−1BΣ−T.
Le rôle de la matrice B dans le processus d’assimilation est décrit dans les paragraphes
suivants, tandis que ses caractéristiques, son estimation et sa modélisation sont présentées
en détail dans le chapitre 2.
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Fig. 1.1 – Structure de la matrice B pour un système de quatre variables notées v1, v2, v3 et v4. Chacune
de ces variables est un champ tri-dimentionnel (de taille Ng × Nv) dont les autocovariances spatiales sont
représentées par les blocs diagonaux. Les blocs non-diagonaux sont les covariances croisées entre les différentes
variables et entre deux positions géographiques.
4.2 Assimilation d’une seule observation
Le rôle de la matrice B peut être explicité en considérant l’assimilation d’une seule obser-
vation yo en un point i de la grille du modèle où l’ébauche est xb. L’opérateur d’observation
associé correspond alors à la projection de la grille du modèle sur le point de grille observé :
il s’agit d’une matrice ligne de dimension n contenant des zéros partout sauf au point ob-
servé où le coefficient est égal à 1. σ2b désigne la variance d’erreur d’ébauche, supposée
homogène spatialement, et σ2o désigne la variance d’erreur d’observation au point observé.
Par ailleurs, on note ρ = Ci• la fonction de corrélation d’erreur d’ébauche au point observé.
D’après l’équation (1.2),
K = ρσ2b (σ
2
b + σ
2
o )
−1
= ρ
1+ σ
2
o
σ2b
.
Au point observé, ρ(i, i) = 1 et il vient
xa(i) = xb +
1
1+ σ
2
o
σ2b
(yo − xb).
L’innovation est donc filtrée par le facteur
α =
1
1+ σ
2
o
σ2b
. (1.6)
Il en résulte que :
– si l’observation est bien meilleure que l’ébauche (σo  σb) : δxa ≈ yo − xb et xa ≈ yo,
– si l’ébauche est bien meilleure que l’observation (σb  σo) : δxa ≈ 0 et xa ≈ xb,
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– si l’ébauche et l’observation sont de qualité équivalente (σb ≈ σo) : δxa ≈ 12 (yo − xb)
et xa ≈ 12(xb + yo).
Cette expérience met en évidence un aspect important de la matrice B : elle permet de
pondérer l’information apportée par l’ébauche par celle contenue dans les observations,
conformément à leurs incertitudes respectives (i.e les variances d’erreur σ2b et σ
2
o respecti-
vement).
En un point j 6= i,
xa(j) = xb(j) +
ρ(i, j)
1+ σ
2
o
σ2b
(yo − xb).
Dans ce cas, si les points de grille sont complètement décorrélés (i.e. ρ(i, j) = 0 ∀ i 6= j),
xa(j) = xb(j), autrement dit il n’y a pas de correction apportée à l’ébauche par les observa-
tions.
Généralement, la corrélation entre voisins est non nulle. Plus précisément, l’échelle de dé-
corrélation spatiale de l’erreur d’ébauche est donnée par la longueur de portée. Cette lon-
gueur permet de décrire la forme de la fonction de corrélation. Plus la longueur de portée
en un point est courte, plus la décroissance de la corrélation en fonction de la distance est
rapide, et plus l’influence de ce point sur ses voisins est faible (figure 1.2).
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Fig. 1.2 – Représentation d’une fonction de corrélation au point i. Deux points adjacents sont séparés d’une
distance égale à une unité. (a) Longueur de portée égale à 1 unité et (b) longueur de portée égale à 3 unités.
Dans le cas plus réaliste d’une portée non nulle, l’innovation est donc filtrée par le coeffi-
cient 1
1+ σ
2
o
σ2b
, et propagée du point observé i au point de grille considéré j par la corrélation
ρ(i, j) (qui correspond à la corrélation entre les erreurs d’ébauche au point observé et au
point de grille considéré).
4.3 Rôle de la matrice K dans le cas général
En suivant les développements de Hollingsworth (1987), l’équation BLUE peut également
s’écrire sous la forme
δxa = BHT(HBHT)−1(HBHT)((HBHT) + R)−1d.
L’opérateur (HBHT)((HBHT) + R)−1 appliqué au vecteur d’innovation d correspond
au filtrage de l’innovation dans l’espace des observations. L’incrément d’analyse est ainsi
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obtenu dans l’espace des observations. Dans le cas d’une seule observation assimilée, cela
correspond au filtrage par le coefficient α (voir paragraphe précédent, équation (1.6)).
L’innovation est ensuite propagée de l’espace des observations à l’espace du modèle
par l’opérateur BHT(HBHT)−1, de manière à produire l’incrément d’analyse dans l’espace
du modèle. Cela correspond au rôle de la corrélation ρ dans le cas d’une seule observation.
On peut remarquer que la matrice BHT représente les covariances entre l’erreur d’ébauche
dans l’espace du modèle et l’erreur d’ébauche dans l’espace des observations. Elle corres-
pond à un processus de propagation spatiale (horizontale et verticale) de l’information
observée. Dans le cas où la matrice BHT fait intervenir des covariances non nulles entre
les différentes variables du modèle, elle permet également la propagation multivariée de
l’information observée, ce qui est une généralisation de la propagation spatiale décrite
précédemment. Par exemple, une observation de pression de surface en un point donné
produit un incrément de vent sur les points de grille voisins, en accord avec l’équilibre
géostrophique qui relie ces deux variables.
Les matrices de covariance d’erreur d’ébauche et d’observation apparaissent ainsi comme
des éléments clés de tout schéma d’assimilation. Une spécification précise de ces statis-
tiques est donc primordiale pour la réussite du processus d’assimilation.
5 Le système opérationnel à Météo-France
5.1 Le modèle Arpège
Le modèle français Arpège3 (Courtier et al. 1991) est un modèle global, spectral et à maille
variable (Courtier and Geleyn 1988), ce qui permet d’obtenir une résolution plus fine sur
la France (environ 10km) au détriment de la résolution aux antipodes. L’atmosphère est
échantillonnée sur plusieurs niveaux verticaux, de la surface à 0,1hPa. Les paramètres
principaux du modèle sont le tourbillon relatif ζ, la divergence du vent η, la température
T, l’humidité spécifique q et la pression de surface Ps. Ces cinq paramètres sont analysés
en chacun des points de la grille du modèle et sur chaque niveau vertical pour ζ, η, T et q.
Des variables relatives à la microphysique (eau nuageuse liquide, eau nuageuse solide, hy-
drométéores précipitants liquide (pluie) et solide (neige)) et à l’énergie cinétique turbulente
sont également traitées en tant que variables pronostiques, mais elles ne sont pas analysées
à l’heure actuelle.
Le cycle opérationnel journalier se compose de quatre assimilations et prévisions, à 00H
UTC, 06H UTC, 12H UTC et 18H UTC. Chaque analyse initialise une prévision à quatre
jours d’échéance, et la prévision à 6h sert d’ébauche pour le cycle d’assimilation suivant.
Une représentation schématique du cycle opérationnel est proposée sur la figure 1.3. Pour
chaque cycle d’assimilation, les observations sont collectées sur une période centrée sur
l’analyse. Par exemple, l’analyse de 00H UTC prend en considération les observations réa-
lisées entre 21H UTC et 03H UTC. Cette fenêtre temporelle est appelée fenêtre d’assimilation.
5.2 L’assimilation variationnelle 4D-Var
La schéma d’assimilation utilisé dans le modèle Arpège est variationnel (voir paragraphe
3.2), de type 4D-Var multi-incrémental (Courtier et al. 1994).
Le schéma 4D-Var est une extension temporelle du 3D-Var. La fonction coût diffère de
celle présentée dans l’équation (1.5) par le terme de rappel aux observations J o, qui tient
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Fig. 1.3 – Représentation schématique des cycles d’analyse/prévision opérationnels dans le modèle Arpège.
désormais compte du fait que les observations ne sont pas toutes valides au même instant
mais réparties dans la fenêtre d’assimilation :
J o(x) = 1
2
m
∑
i=0
(yoi −Hixi)TR−1i (yoi −Hixi),
où m est le nombre d’instants ti pour lesquels il y a des observations, Hi les opérateurs
d’observation correspondants et Ri leur matrice de covariance. xi est l’état du système
obtenu après intégration du modèle entre les instants t0 et ti :
xi = M0→ix0.
Ainsi, le terme J o inclut une intégration temporelle de l’état du système x0 à l’instant
initial t0 jusqu’aux états xi à différents instants d’observation ti.
Le principe d’un schéma 4D-Var (figure 1.4) est de contrôler l’état analysé xa à l’instant
initial t0 de telle manière que cet état ne soit pas trop éloigné de l’ébauche xb disponible à
t0 et que la trajectoire issue de xa soit également proche des observations yoi effectuées aux
instants ti à l’intérieur de la fenêtre d’assimilation.
Dans la formulation incrémentale de l’assimilation variationnelle, l’objectif est de mini-
miser la fonction coût, non plus par rapport à la variable d’état x, mais par rapport à un
incrément δx tel que x = xb + δx. L’hypothèse principale de la formulation incrémentale
est d’utiliser les versions linéarisées du modèle numérique et de l’opérateur d’observation
pour propager l’incrément, mais de conserver le modèle non linéaire pour la propagation
de l’ébauche xb. La solution de la minimisation est l’incrément d’analyse δxa à t0 tel que le
vecteur d’analyse xa soit
xa = xb + δxa.
En supposant que l’ébauche xb est une bonne approximation a priori de l’état optimal du
système au sens des moindres carrés, l’incrément δx devrait être petit. Les opérateurs non
linéaires d’observation H et du modèle M sont linéarisés au voisinage de l’ébauche de
sorte que pour tout état x du modèle, à chaque instant ti de la fenêtre temporelle d’assimi-
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Fig. 1.4 – Assimilation 4D-Var au cours de la fenêtre d’assimilation [21H,03H] UTC. La trajectoire issue de
l’analyse est ajustée au mieux à toutes les observations disponibles tout au long de la période d’assimilation.
lation,
x(ti) = M0→ix0
= M0→i(xb + δx0)
≈ M0→ixb +M0→iδx0.
La fonction coût peut alors être reformulée de manière incrémentale :
{ J b(δx) = 12δxTB−1δx,
J o(δx) = 12 ∑mi=0(Hiδxi − di)TR−1i (Hiδxi − di),
où {
di = y
o
i −HiM0→i(xb),
δxi = M0→iδx0.
La fonction coût J = J b + J o du 4D-Var incrémental est quadratique et la minimisa-
tion possède une solution unique (atteinte lorsque le gradient de J s’annule), obtenue
avec un algorithme de gradient conjugué. Cette approche incrémentale nécessite toujours
la dérivation du modèle linéaire-tangent M0→i et de son adjoint MT0→i. En pratique, la
réduction de coût est introduite en calculant l’incrément à basse résolution. L’approche
multi-incrémentale propose de calculer les incréments en plusieurs étapes, en affinant pro-
gressivement la résolution. À Météo-France, ce calcul se compose de deux minimisations
autour de deux états successifs aux résolutions T107 et T323 respectivement ("T" désigne
la troncature triangulaire spectrale utilisée pour le développement sur la base des harmo-
niques sphériques).
6 Conclusions
Dans ce chapitre, les points essentiels de l’assimilation de données dans le contexte de la
prévision météorologique ont été présentés.
Les différents "objets" qui entrent en jeu dans l’algorithme d’assimilation, comme le
modèle, l’opérateur d’observation et les matrices de covariance ont été introduits. Il a aussi
été évoqué différents algorithmes permettant d’obtenir numériquement l’état analysé, qui
s’approche au mieux de l’état vrai du système à un instant donné. En particulier, la confi-
guration opérationnelle de l’assimilation du modèle Arpège de Météo-France a été décrite.
Il a également été vu que, quelle que soit la stratégie choisie pour calculer l’analyse, les
statistiques d’erreur d’ébauche et d’observation, au travers des matrices B et R respective-
ment, sont des éléments essentiels dans la réussite du processus d’assimilation. Ces deux
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matrices contribuent en effet à filtrer l’information observée, et la matrice B assure la pro-
pagation spatiale (et potentiellement multivariée) de la correction issue de l’innovation.
La représentation précise des covariances d’erreur d’ébauche constitue ainsi un défi
scientifique important. Le chapitre suivant est consacré à l’étude des propriétés de la ma-
trice B, et de certaines méthodes pour son estimation et sa modélisation.

2
Caractéristiques, mesure et
modélisation de la matrice B
Comme il a été vu dans le chapitre précédent, l’ébauche utilisée dans le processus d’assimilation dedonnées est affectée par un certain nombre d’erreurs, dont il est nécessaire de tenir compte. Cela se
fait au travers des variances-covariances d’erreur d’ébauche, représentées dans la matrice B. Cette
matrice est un élément clé de tout schéma d’assimilation, et une connaissance précise de ces statis-
tiques est donc requise pour la réussite de l’assimilation des données.
Au cours des dernières années, de nombreux travaux ont porté sur l’étude des propriétés de la
matrice B, et sur la conception et la mise en œuvre de méthodes pour son estimation et sa modélisa-
tion. Dans ce chapitre, on se propose d’établir une brève synthèse des résultats essentiels concernant
ces statistiques.
L’estimation ensembliste de cette matrice, qui fait l’objet des travaux menés durant la thèse, est
également décrite. Cela permet d’aborder la problématique et les objectifs de la thèse et de les re-situer
par rapport aux recherches actuelles.
1 Caractéristiques de la matrice B
1.1 Structure spatiale des covariances
Plusieurs études (Thépaut et al. 1996, Ingleby 2001) ont montré que les covariances hori-
zontales sont hétérogènes sur la sphère. Autrement dit, les fonctions de covariance varient en
chaque point de grille. D’un point de vue climatologique, les longueurs de portée ont no-
tamment des valeurs élevées sur les océans, et plus particulièrement dans les régions tropi-
cales, tandis que des valeurs plus faibles, associées au rail des dépressions, concernent l’At-
lantique Nord en particulier (figure 2.1(a)). À ces caractéristiques climatologiques s’ajoute
une variabilité journalière influencée par la dynamique de l’écoulement (Bouttier 1993;
1994) : le passage d’une dépression, par exemple, contribue à diminuer la portée locale.
D’autre part, les covariances horizontales sont anisotropes (Belo Pereira and Berre 2006) :
l’intensité de la covariance locale dépend de la direction. Une situation où l’anisotropie est
particulièrement visible est celle d’un front. Au niveau du front, la covariance locale est
étirée le long du front alors qu’elle est contractée dans la direction transversale au front
(Desroziers 1997). Ces covariances horizontales sont aussi hétérogènes sur la verticale. Plu-
sieurs auteurs (e.g. Hollingsworth and Lönnberg (1986)) ont reporté l’augmentation des
longueurs de portée horizontale en altitude.
À l’instar des covariances horizontales, les covariances verticales (i.e. entre niveaux ver-
ticaux) ont une structure complexe liée à la situation synoptique (Heiss 2010), avec notam-
ment des valeurs plus fortes en conditions perturbées qu’en conditions anticycloniques.
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Les écarts types d’erreur présentent également des variations géographiques, liées à la
situation météorologique et à la densité du réseau d’observation. La figure 2.1(b) présente
la carte des écarts types climatologiques d’erreur d’ébauche du tourbillon près de la surface
pour le modèle Arpège. Des valeurs faibles sont observées sur les Tropiques et les zones
riches en observations (Amérique du Nord, Europe, Asie), tandis que des valeurs plus
fortes concernent l’hémisphère Sud (pauvre en observations) et les rails des dépressions
(Atlantique Nord, Pacifique Nord).
1.2 Non séparabilité verticale
Les covariances contenues dans la matrice B sont tridimensionnelles. Une propriété im-
portante est la non séparabilité entre les directions horizontale et verticale. Cela signifie
que la corrélation verticale entre niveaux verticaux dépend de l’échelle horizontale et de la
position géographique.
À titre d’exemple, la figure 2.2, tirée de l’étude par Ingleby (2001), présente les corréla-
tions verticales d’erreur de température à 500hPa avec les autres niveaux, en fonction du
nombre d’onde et de la latitude. Il apparaît clairement que les corrélations verticales de
température dépendent à la fois de l’échelle horizontale et de la position géographique. En
particulier, la longueur de portée verticale est relativement courte dans les Tropiques, puis
augmente en direction des pôles avec un pic vers 30-45◦ de latitude dans les deux hémi-
sphères. La portée verticale est également en relation avec le nombre d’onde : elle diminue
lorsque le nombre d’onde augmente, ce qui signifie que le lien statistique entre les petites
échelles est très faible sur la verticale.
1.3 Aspects multivariés
La circulation atmosphérique de grande échelle est pilotée par des équilibres, qui induisent
des relations entre les différents paramètres météorologiques. Par exemple, l’équilibre géo-
strophique relie, aux moyennes latitudes, le gradient du champ de pression avec le vent
horizontal, appelé vent géostrophique :
vg =
1
ρ f
k×∇PS,
où f est le paramètre de Coriolis ( f = 2Ω sin φ où Ω est la vitesse angulaire de la Terre et
φ la latitude), ρ la masse volumique de l’air et k le vecteur normal à la surface du globe au
point considéré.
Ces équilibres étant représentés par les modèles de prévision numérique, il en résulte
que les erreurs d’ébauche des différentes variables sont reliées entre elles. Ces relations dy-
namiques entre variables ont pour conséquence l’existence de covariances croisées entre les
erreurs d’ébauche des différents paramètres : on parle de matrice B multivariée. Ainsi, la
matrice B propage l’information observée spatialement (par l’intermédiaire des autocova-
riances), mais également de façon multivariée par l’intermédiaire des covariances croisées.
Cela permet d’apporter de l’information sur toutes les variables liées à la variable observée.
Dans le cas d’une observation de pression de surface par exemple, la matrice B va propa-
ger l’incrément de pression de surface en incrément de tourbillon du vent (en accord avec
l’équilibre géostrophique), mais également en incrément de température (en accord avec
l’équilibre hydrostatique). L’amplitude de ces modifications dépend de l’intensité locale de
la corrélation entre les deux variables.
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Fig. 2.1 – (a) Carte des longueurs de portée climatologiques pour la pression de surface (unité : km). D’après
Pannekoucke (2007). (b) Carte des écarts types climatologiques du tourbillon près de la surface utilisée dans
le modèle Arpège (unité : 5× 10−5s−1). (c) Carte des écarts types "du jour" du tourbillon près de la surface,
valide le 24 janvier 2009 à 03H UTC (unité : 5× 10−5s−1).
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Fig. 2.2 – Corrélation verticale d’erreur d’ébauche de température à 500hPa (niveau 11) avec les autres
niveaux, en fonction de (a) le nombre d’onde total et (b) la latitude. D’après Ingleby (2001).
1.4 Dépendance à l’écoulement
Comme il a déjà été évoqué au paragraphe 1.1, les statistiques d’erreur d’ébauche sont
largement influencées par la situation météorologique en cours. Cela se remarque par-
tiellement sur la carte des écarts types climatologiques de la figure 2.1(b), où les zones
dynamiquement actives (e.g. rails des dépressions) sont caractérisées par des écarts types
élevés. En réalité, la carte des écarts types pour une date particulière est assez différente de
cette carte climatologique, car elle est modifiée par les phénomènes météorologiques signi-
ficatifs du jour (dépressions, cyclones, convection profonde en particulier). La figure 2.1(c)
présente la carte d’écart type d’erreur du tourbillon près de la surface, valide le 24 janvier
2009 à 00H UTC. La comparaison avec la carte climatologique indique que les moyennes
sur le globe et sur certains grands domaines (océan Pacifique et continents par exemple)
sont conservées. En revanche, des modifications locales des écarts types sont visibles, no-
tamment sur les côtes Atlantiques françaises où leurs valeurs sont fortement augmentées
par rapport à la climatologie. Ce renforcement de l’amplitude des erreurs est associé à la
tempête sévère Klaus qui a frappé le pays ce jour-là.
Accéder à cette information "du jour" est primordial pour une utilisation optimale des
observations, et fait actuellement partie des axes de recherche prioritaires en assimilation
de données.
2 Estimation de la matrice B
Elément clé pour la réussite de l’assimilation de données, la matrice B doit être déter-
minée avec précision. En théorie, la "vraie" matrice de covariance P f peut être obtenue
par résolution des équations du filtre de Kalman (chapitre 1 - paragraphe 3.1), mais ce
calcul est trop coûteux étant donnée la dimension du problème. En pratique, la matrice
P f est remplacée par une approximation, notée B, issue d’une estimation et/ou d’une
modélisation. Néanmoins, un certain nombre de difficultés pratiques se posent dès lors
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que l’on cherche à accéder à la matrice B d’un système.
Le premier problème résulte de la définition même de l’erreur d’ébauche, comme
écart de l’ébauche à l’état vrai. Ce dernier n’étant pas connu, l’erreur d’ébauche n’est pas
directement accessible. Il est donc nécessaire de trouver une approximation de cet état vrai,
ou bien une estimation de l’erreur d’ébauche indépendante de cet état vrai.
Le second problème est lié à la taille de la matrice B. Dans les modèles actuels de pré-
vision numérique, celle-ci est de l’ordre de O(1014), ce qui exclut toute estimation directe
de B. Cela peut être partiellement réglé à l’aide de méthodes de modélisation (section 3),
qui visent à décrire précisément la matrice B en estimant seulement un nombre réduit de
ses éléments.
Le troisième problème est lié à la nature statistique de B. Pour obtenir une estimation
robuste, il est indispensable de disposer d’un échantillon d’erreurs d’ébauche suffisam-
ment large. Si le vecteur d’ébauche est de taille n, alors il faut au moins n estimations
indépendantes de l’erreur d’ébauche pour obtenir une matrice B de plein rang. Cela
n’est évidemment pas le cas en pratique, où l’on dispose d’un échantillon restreint d’er-
reurs d’ébauche. La matrice B estimée est alors de rang réduit, ce qui peut avoir des
conséquences néfastes. En particulier, l’incrément d’analyse se trouve confiné dans le
sous-espace décrit par B. De nouveau, le recours à un modèle de covariance permet de
surmonter cette difficulté.
Deux méthodes d’estimation de B, parmi les plus utilisées, sont présentées dans la suite :
la méthode des innovations (e.g. Hollingsworth and Lönnberg (1986)) et la méthode dite
"du NMC"1 (Parrish and Derber 1992).
2.1 La méthode des innovations
Le vecteur d’innovation d représente la différence entre les observations et l’ébauche :
d = yo −H(xb).
De cette définition, il peut être écrit :
d = yo −H(xt) +H(xt)−H(xb) ' eo −Heb.
En utilisant la linéarité de l’espérance mathématique et l’hypothèse de décorrélation des
erreurs d’observation et d’ébauche, la matrice de covariance des innovations est alors
E[ddT] = E[eo(eo)T] +HE[eb(eb)T]HT.
Par conséquent, il est facile de vérifier que la relation
E[ddT] = R+HBHT
devrait être vérifiée, si les covariances d’erreur d’observation R et les covariances d’erreur
d’ébauche dans l’espace des observations HBHT sont correctement spécifiées dans l’ana-
lyse.
Cette relation permet en particulier d’étudier les erreurs d’ébauche pour les variables
du modèle qui sont directement observées. L’espérance mathématique des innovations peut
être approximée par un moyennage sur un intervalle de temps (en supposant vraie l’hypo-
thèse d’ergodicité) et/ou sur un intervalle de distances de séparation r (en supposant les
1National Meteorological Center, maintenant the National Center for Environmental Prediction
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statistiques homogènes sur la région de moyennage). En considérant que les erreurs d’ob-
servation n’ont pas de corrélation spatiale, les covariances des innovations calculées pour
des séparations non nulles sont des covariances d’erreur d’ébauche. En supposant que ces
dernières sont de dérivée continue dans l’espace, leur prolongement par continuité pour
une distance nulle fournit une estimation de la variance d’erreur d’ébauche (e.g. Holling-
sworth and Lönnberg (1986), Lönnberg and Hollingsworth (1986)).
Cette méthode d’estimation de la matrice B donne des résultats plutôt raisonnables,
mais elle souffre de certaines limitations. D’une part, les statistiques d’erreur d’ébauche
sont obtenues dans l’espace des observations, et non dans l’espace du modèle (dans lequel
s’exprime B). D’autre part, le succès de la méthode repose sur la présence d’un nombre
suffisant d’observations in situ des variables du modèle. Elle est donc bien adaptée aux ré-
gions observées par radiosondages par exemple. Par ailleurs, les résultats sont des valeurs
moyennes, qui ne permettent de construire que des matrices statiques.
2.2 La méthode du NMC
Cette approche consiste à calculer les covariances empiriques des différences entre couples
de prévisions à courte échéance valables au même instant, mais partant d’analyses décalées
dans le temps. Très souvent les prévisions à 48h et 24h sont utilisées :
{
x48 = M0→48xa(t = 0),
x24 = M24→48xa(t = 24).
L’écart de 24h entre ces deux prévisions permet de supprimer les effets liés au cycle diurne.
La différence x48 − x24 est une approximation de l’erreur d’ébauche et la matrice B est
obtenue par
B =
1
2
E[(x48 − x24)(x48 − x24)T].
Cette méthode est utilisée par de nombreux centres de prévision, toutefois sa justification
théorique est délicate. Plusieurs études (Rabier et al. 1998, Belo Pereira and Berre 2006)
indiquent que les variations géographiques des variances d’erreur calculées par cette mé-
thode ne sont pas tout à fait réalistes. En particulier, parmi les principales limites de la
méthode, on peut retenir les suivantes :
– L’ébauche est habituellement une prévision à 6h, or la méthode du NMC utilise des
prévisions d’échéances plus longues (24h et 48h). Pour réduire ce problème, d’autres
combinaisons peuvent être utilisées, comme les différences de prévisions à 36h et 12h
(Météo-France), ou 30h et 6h (Met Office) par exemple.
– Dans les régions peu observées ou avec des observations de mauvaise qualité, on peut
s’attendre à ce qu’il n’y ait que peu de différence entre les deux prévisions utilisées
(dans la mesure où l’analyse n’apporte aucune correction à l’ébauche), ce qui conduit
alors à une sous-estimation des variances.
– Pour obtenir une estimation robuste des covariances il est nécessaire de disposer
d’un échantillon de différences de prévisions suffisamment large. Pour cette raison,
les covariances sont calculées sur une période assez longue (de un mois à une saison),
ce qui conduit à estimer la partie climatologique de ces covariances.
En raison de leurs limitations, ces méthodes d’estimation tendent à être remplacées par des
approches alternatives, qui s’appuient notamment sur l’utilisation d’un ensemble d’assimi-
lations perturbées (section 4).
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3 Modélisation de la matrice B
L’objectif de la modélisation des covariances d’erreur d’ébauche (Fisher 2003) est de
construire une approximation de la matrice B, respectant au plus près ses caractéristiques
physiques tout en étant numériquement réalisable. Lorsque l’on dispose d’un tel modèle
paramétrique, alors l’estimation d’un petit nombre de paramètres permet d’obtenir une
estimation assez précise des covariances. Cela nécessite néanmoins d’adopter certaines hy-
pothèses simplificatrices sur la structure spatiale des corrélations, comme l’homogénéité et
l’isotropie par exemple. Rappelons que l’hypothèse d’homogénéité assure que les fonctions
de corrélation sont identiques en tout point de grille, tandis que l’hypothèse d’isotropie as-
sure que la corrélation entre deux points ne dépend pas de leur orientation mutuelle (i.e.
de la direction) mais uniquement de leur distance de séparation. Bien que ces deux hy-
pothèses soient très discutables en théorie, elles sont encore souvent (mais pas toujours)
utilisées dans la pratique.
3.1 Introduction à la modélisation
L’hypothèse diagonale
Une matrice de covariance réelle est symétrique définie positive, ainsi il existe une base ortho-
gonale dans laquelle cette matrice est représentée sous forme diagonale. Dans le cas de la
sphère, cette base n’est pas connue et il s’agit alors de rechercher celle dans laquelle la ma-
trice B se rapproche le plus d’une matrice diagonale. Toutefois, il est courant de considérer
que B est diagonale dans une base usuelle (point de grille, spectrale ou ondelettes par
exemple) : c’est l’hypothèse diagonale. Cette hypothèse permet une économie substantielle
en réduisant l’estimation de B à l’estimation de ses seuls coefficients diagonaux (i.e. n
coefficients au lieu de n2).
L’hypothèse diagonale dans l’espace point de grille implique que les corrélations spa-
tiales sont nulles : il n’y a donc pas de propagation de l’information entre points de grille
voisins. Par contre, les variances locales sont représentées très précisément.
L’hypothèse diagonale est le plus souvent formulée dans l’espace spectral (base des
harmoniques sphériques). Dans ce cas, il est possible de montrer que les covariances
horizontales sont homogènes dans l’espace point de grille (Courtier et al. 1998) : les cova-
riances sont non nulles mais elles ne varient pas sur la sphère. D’autre part, la carte de
variance homogène ne représente pas les variations géographiques, mais caractérise la va-
riance moyenne. Cette hypothèse diagonale dans l’espace spectral est donc pratique pour
représenter une propagation spatiale non nulle de l’information, toutefois elle ne permet
pas de représenter les variations locales des corrélations horizontales et des variances.
La modélisation des corrélations dans Arpège est fondée sur cette hypothèse diagonale
spectrale, tandis que les variances locales sont représentées en point de grille.
L’hypothèse diagonale dans l’espace des ondelettes est potentiellement la plus adap-
tée des trois puisque, contrairement aux précédentes, elle permet de représenter les
variations géographiques des corrélations horizontales. Cette modélisation a fait l’objet
d’études approfondies par Fisher (2003), Deckmyn and Berre (2005) et Pannekoucke (2007).
Corrélation analytique
Un autre choix de modélisation peut consister à spécifier un modèle analytique de corréla-
tion spatiale. Cela permet d’obtenir une matrice pleine à moindres frais. Par exemple, les
applications académiques utilisent très souvent pour les corrélations horizontales le modèle
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gaussien homogène et isotrope :
C(x, r) = exp(− r
2
2L2p
),
où x est un point de grille et r la distance de séparation. Dans ce cas, l’estimation des
corrélations se réduit à l’estimation d’un seul coefficient qui correspond à la longueur de
portée Lp. La simplicité de ce type de fonctions analytiques est toutefois peu appropriée à
la représentation précise des corrélations locales dans les modèles de prévision actuels.
Différentes modélisations de B ont été proposées et sont résumées dans les travaux de
Bannister (2008). On présente dans la suite la modélisation utilisée dans le modèle Arpège.
3.2 Modélisation de B dans Arpège
La modélisation des covariances d’erreur dans Arpège s’appuie sur la formulation multi-
variée de Derber and Bouttier (1999). Elle se présente sous la forme classique d’une cascade
d’opérateurs, répondant aux trois types de covariance en jeu pour les erreurs sur les va-
riables du modèle :
– les covariances croisées entre les différentes variables du modèle,
– les autocovariances horizontales pour chaque variable,
– les autocovariances verticales pour chaque variable.
Changement de variables
Pour simplifier le problème, la modélisation de ces covariances s’appuie sur une redéfi-
nition des variables en jeu. Désormais, divergence du vent, température et pression de
surface sont partitionnées en composantes "balancées" et "non balancées". Tourbillon relatif
ζ, divergence du vent non balancée ηu, température et pression de surface non balancées
(T, PS)u et humidité spécifique q forment les variables de contrôle, supposées décorré-
lées entre elles et reliées aux variables du modèle par des relations physiques appelées
balances (telles les balances géostrophique et hydrostatique). La construction de variables
décorrélées est facilitée par le recours à des régressions linéaires, dont les résidus (qui
correspondent aux variables non balancées) sont décorrélés des prédictands (par construc-
tion). Ainsi, les covariances croisées entre les variables de contrôle sont supposées nulles,
autrement dit, la matrice Bu associée aux variables de contrôle est diagonale par bloc, uni-
quement composée des matrices d’autocovariance spatiale (horizontale et verticale) propres
à chaque variable (figure 2.3). De cette manière, l’estimation de Bu est réduite à l’estimation
d’une fraction d’éléments.
Dans cette formulation, la matrice B n’est pas définie explicitement, mais obtenue par
l’intermédiaire des matrices Bu et Kb, qui contient les opérateurs de balance reliant les
variables de contrôle aux variables du modèle :
B = KbB
uKTb .
Tandis que les covariances d’erreur pour les parties non balancées des variables sont indé-
pendantes, les relations de balance contenues dans la matrice Kb permettent d’obtenir de
fortes covariances croisées entre les variables du modèle. Il est aussi intéressant de noter le
rôle central du tourbillon dans cette modélisation : à la fois variable du modèle et variable
de contrôle, ses statistiques déterminent en grande partie les statistiques balancées des
autres variables via les couplages multivariés.
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Fig. 2.3 – Illustration du changement de variables pour la modélisation de B dans Arpège. Représentation
des matrices de covariance d’erreur d’ébauche associées aux variables du modèle (à gauche) et aux variables
de contrôle (à droite). Les blocs gris correspondent aux éléments non nuls.
Modélisation des matrices d’autocovariance
Les matrices d’autocovariance spatiale dans Bu sont modélisées sous une forme hybride
point de grille/spectral : elle combine l’espace point de grille pour la représentation des
variances locales, et l’espace spectral pour la représentation des corrélations spatiales.
Cette formulation hybride est construite sous la forme Bu = ΣCΣT, où Σ est la carte d’écart
type point de grille, et C est la matrice de corrélation modélisée par l’hypothèse diagonale
spectrale. Ainsi, C = S−1DS−T, où D est une matrice diagonale par bloc dans l’espace
spectral (avec un bloc pour chaque coefficient spectral et chaque variable) et S est la matrice
de passage de l’espace point de grille à l’espace spectral. La matrice D est telle que les
coefficients spectraux sont décorrélés entre eux mais, pour chaque coefficient spectral la
matrice d’autocovariance verticale est pleine. De plus, en spécifiant différentes matrices de
corrélation verticale pour chaque coefficient spectral, cela assure la non séparabilité des
corrélations horizontales et verticales.
La matrice B ainsi modélisée est homogène, isotrope et non séparable : les variations géo-
graphiques et directionnelles de la longueur de portée ne sont donc pas représentées, et
les corrélations horizontales et verticales sont liées de telle manière que les petites échelles
horizontales ont des corrélations verticales plus courtes que les échelles plus grandes
(comme représenté sur la figure 2.2(a)). Cette formulation hybride apparaît comme une
manière simple de modéliser de façon précise la carte de variance et d’avoir une portée
non nulle, mais elle ne permet pas de représenter les variations locales des fonctions de
corrélation.
L’hypothèse diagonale dans une base plus favorable, par exemple une base ondelettes, per-
mettrait de relâcher l’hypothèse d’homogénité et de modéliser ainsi les variations locales
des corrélations. Son application au modèle Arpège a été étudiée par Pannekoucke et al.
(2007).
Calibration des covariances
La dernière étape de la modélisation des covariances d’erreur consiste à déterminer la
forme des covariances avec la modélisation choisie. Il s’agit en fait d’une étape de cali-
bration. Dans le cas de la modélisation Arpège, cela correspond à la détermination des
variances point de grille et des matrices d’autocovariance spectrale pour chaque variable
de contrôle (i.e. du spectre de la corrélation horizontale pour chaque niveau vertical et des
corrélations verticales pour chaque coefficient spectral). Ces coefficients sont déterminés
de manière statistique en utilisant par exemple la méthode du NMC, ou plus récemment
une méthode d’assimilation d’ensemble (voir section 4). Cette calibration est réalisée ponc-
tuellement à partir d’un échantillon d’erreurs d’ébauche correspondant à une période de
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quelques semaines.
Dépendance à l’écoulement
Ce modèle de covariance inclut un premier degré de dépendance à l’écoulement en raison
des versions linéarisées des opérateurs de balance non linéaires et oméga qui dépendent
de l’ébauche (Fisher 2003). Toutefois, ce seul aspect n’est pas suffisant. En particulier, les
variances et les corrélations des variables de contrôle, qui sont déterminées à partir d’une
climatologie, sont plus largement fonction du réseau d’observation que de la situation
météorologique en cours.
4 Vers une représentation de la dépendance à l’écoulement de
la matrice B
Connaissant l’importance du rôle de la matrice B dans l’assimilation des données, sa dépen-
dance à l’écoulement est une caractéristique essentielle à saisir. Cependant, les méthodes
d’estimation et de modélisation développées jusqu’à présent peinent encore à représenter
cet aspect.
En effet, il a été vu dans la section 2 qu’une estimation robuste de B requiert un échan-
tillon suffisamment large d’erreurs d’ébauche. Pour cela, les techniques d’estimation les
plus courantes (méthode du NMC en particulier) utilisent des erreurs échantillonnées sur
un intervalle de temps assez long. Ainsi, la robustesse de l’estimation est obtenue au dé-
triment de l’information "du jour". D’autre part, on ne dispose pas encore de modèles pa-
ramétriques suffisamment aboutis pour représenter de manière précise un processus aussi
complexe que la dépendance à l’écoulement des statistiques d’erreur. C’est pourquoi la
plupart des systèmes variationnels opérationnels utilisent des statistiques d’erreur quasi-
statiques.
Dans la suite, une nouvelle approche est présentée, qui permet de s’affranchir des prin-
cipales limites des méthodes d’estimation et de modélisation présentées précédemment, et
d’obtenir ainsi des statistiques dépendantes de l’écoulement.
4.1 Méthodes d’ensemble
Les variables traitées en prévision numérique sont des variables aléatoires. Dans ce
contexte, une seule intégration du modèle de prévision conduit à un état possible du sys-
tème, dont on ne connaît pas l’incertitude. La connaissance de la distribution de probabilité
(pdf) dans l’espace du modèle (Cohn 1993) donne accès à une information beaucoup plus
complète, puisqu’elle permet d’obtenir l’état du modèle le plus probable (moyenne de la
pdf) d’une part, et son incertitude (variance de la pdf) d’autre part. Cependant, la réso-
lution numérique directe des équations d’évolution de la distribution de probabilité est
impossible en pratique pour des sytèmes de grande taille. Une alternative moins coûteuse
pour résoudre ces équations et estimer les statistiques d’erreur est de suivre une méthode
de type Monte Carlo (Leith 1974), qui propose d’utiliser un ensemble de réalisations de
l’état du système pour représenter la pdf. En intégrant cet ensemble dans le temps, il est
alors facile de calculer des approximations des moments de la pdf à différents instants,
et notamment du moment d’ordre 2 qui correspond aux variances-covariances d’erreur de
prévision.
Les méthodes d’ensemble pour l’assimilation ont été introduites dans les travaux de
Evensen (1994) dans le cadre du filtre de Kalman d’ensemble (chapitre 1, paragraphe 3.1).
Néanmoins, leur utilisation peut s’étendre au contexte variationnel, avec la mise en œuvre
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d’un ensemble d’assimilations perturbées (Houtekamer et al. 1996, Fisher 2003, Belo Pereira
and Berre 2006). Cette méthode a fait l’objet de plusieurs études récentes (Kucukkaraca and
Fisher 2006), dont les résultats prometteurs ont motivé le développement d’un ensemble à
Météo-France.
4.2 Principe d’un ensemble d’assimilations perturbées
Le principe d’un ensemble d’assimilations perturbées est schématisé sur la figure 2.4. À
un instant t, on dispose d’un ensemble d’analyses dont la distribution des membres re-
flète l’amplitude de l’erreur d’analyse. L’intégration de l’ensemble d’analyses sur 6h avec
le modèle non linéaire conduit à un ensemble d’ébauches, dont la dispersion caractérise
l’amplitude de l’erreur d’ébauche. La combinaison de cet ensemble d’ébauches et d’un en-
semble d’observations perturbées produit un nouvel ensemble d’analyses valides à t + 6h
et ainsi de suite.
OBSERVATIONS    y , Ro
ANALYSE x , Aa
EBAUCHE bx , B
t+12ht+6ht
Fig. 2.4 – Schéma d’évolution d’un ensemble d’assimilations perturbées. D’après Ehrendorfer (2006). Les
ellipses représentent la dispersion des erreurs caractérisées par les matrices B, A et R. À l’instant t + 6h,
La dispersion de l’erreur d’analyse est réduite par rapport à la dispersion de l’erreur d’ébauche (réduction de
l’incertitude liée à l’assimilation des observations). L’intégration non linéaire du modèle de t + 6h à t + 12h
contribue à amplifier l’erreur d’analyse : l’erreur d’ébauche à t + 12h est dilatée suivant des axes privilégiés.
Formalisme d’un ensemble d’assimilations
Dans un ensemble d’assimilations perturbées, des perturbations d’observation e˜ok sont ajou-
tées explicitement aux observations non perturbées yo. Ceci conduit à un ensemble de N
observations perturbées y˜k = yo + e˜ok, où les perturbations e˜
o
k correspondent à N réalisa-
tions indépendantes cohérentes avec la matrice de covariance d’erreur d’observation R :
E[e˜oke˜
oT
l ] = δklR,
où δkl représente le symbole de Kronecker.
En raison du cyclage des perturbations d’observation, des perturbations d’ébauche e˜bk sont
ajoutées implicitement à l’ébauche non perturbée xb (qui correspond au cycle d’assimila-
tion non perturbé utilisant les observations non perturbées). Ceci conduit à un ensemble
de N ébauches perturbées x˜bk = x
b + e˜bk, et il peut être montré que les perturbations e˜
b
k
correspondent à N réalisations indépendantes de la vraie matrice de covariance B? (sous
certaines hypothèses comme celle de modèle parfait) :
E[e˜bk e˜
bT
l ] = δklB
?.
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Une variante peut aussi consister à ajouter initialement à l’ébauche non perturbée des
perturbations explicites d’erreur d’ébauche.
Dans ce contexte, l’estimation de la matrice B est donnée par
B˜ =
1
N − 1
N
∑
k=1
(x˜bk − x˜b)(x˜bk − x˜b)T,
où x˜b =
1
N
N
∑
l=1
x˜bl .
Dans cette définition de la matrice B, la moyenne de l’ensemble x˜b se substitue à l’état vrai
du système pour mesurer les erreurs d’ébauche.
Cette méthode ensembliste présente plusieurs avantages par rapport aux méthodes
présentées antérieurement. En particulier, elle conduit à des résultats plus réalistes que la
méthode du NMC (Belo Pereira and Berre 2006) : d’une part les statistiques sont calculées
à partir de prévisions qui correspondent bien à l’échéance des ébauches, et d’autre part
les effets de la densité du réseau d’observation sont mieux représentés. Par ailleurs, les
covariances ainsi calculées ne sont plus soumises aux hypothèses simplificatrices d’homo-
généité et d’isotropie, ni même de stationnarité puisqu’une mise à jour peut facilement
être effectuée à chaque cycle d’assimilation.
Néanmoins, une erreur aléatoire d’estimation de B résulte de la taille finie de l’en-
semble disponible, au travers du bruit d’échantillonnage associé. Dans le cas gaussien, il
est possible de montrer que cette erreur décroît en 1/
√
N (Mallat 2000). Autrement dit,
plus l’ensemble utilisé est grand, plus l’estimation de B est précise.
Evolution des erreurs en jeu
À partir de l’équation de l’analyse (1.1), il peut être facilement montré que l’erreur d’ana-
lyse obéit à la même équation :
e
a = eb +K(eo −Heb).
Dans le cadre d’un ensemble d’assimilations perturbées, les équations pour les analyses
perturbées et l’analyse non perturbée sont les suivantes
{
x˜ak = x˜
b
k +K(y˜k −Hx˜bk),
xa = xb +K(yo −Hxb).
En soustrayant membre à membre, il vient
e˜
a
k = e˜
b
k +K(e˜
o
k −He˜bk).
Les perturbations d’analyse évoluent donc de manière similaire à l’erreur d’analyse.
Il peut également être montré que les perturbations d’ébauche suivent l’équation d’évolu-
tion suivante :
e˜
b
k = Me˜
a
k.
En le comparant à l’équation (1.3), ce résultat montre que l’ensemble peut être utilisé pour
simuler la composante de l’erreur d’ébauche liée à la croissance des erreurs d’analyse.
L’erreur du modèle pourrait aussi être simulée, par exemple en augmentant l’amplitude
des perturbations d’ébauche (technique d’inflation multiplicative, chapitre 7), ou bien en
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faisant évoluer les membres avec différentes versions du modèle de prévision (Houtekamer
et al. 1996) ou encore en ajoutant explicitement des réalisations aléatoires de l’erreur du
modèle aux ébauches perturbées (Houtekamer et al. 2009).
Par construction, cette approche ensembliste semble donc efficace pour simuler les erreurs
du système d’assimilation.
4.3 Mise en œuvre d’une assimilation d’ensemble pour Arpège
Depuis juillet 2008, un ensemble de six assimilations perturbées pour le modèle Arpège
tourne en temps réel à Météo-France pour les quatre cycles journaliers. Il s’agit actuelle-
ment de six assimilations 4D-Var indépendantes, effectuées sous l’hypothèse de modèle
parfait avec une seule minimisation à la résolution T107. D’autre part, cet ensemble uti-
lise une version non étirée et de plus faible résolution horizontale (T399) que la version
opérationnelle d’Arpège (T798). Le choix de la taille de l’ensemble est crucial et reste, jus-
qu’à présent, largement dicté par les ressources de calcul disponibles. Par ailleurs, un tel
système est plutôt facile à mettre en œuvre dans la mesure où il s’appuie sur le système
variationnel existant. En effet, chaque membre est très proche d’une expérience d’assimila-
tion variationnelle classique (bien qu’étant moins coûteux, suivant la résolution horizontale
et le nombre de boucles externes choisis par exemple).
Contrairement à l’algorithme du filtre de Kalman d’ensemble, qui utilise l’ensemble
d’ébauches directement pour calculer une estimation des covariances d’erreur, l’assimi-
lation variationnelle d’ensemble mise en œuvre est utilisée indirectement pour calibrer
certains paramètres du modèle de covariance décrit au paragraphe 3.2. Actuellement, les
variances d’erreur d’ébauche pour chaque variable et chaque niveau vertical sont ainsi dé-
terminées à partir de l’ensemble à chaque cycle d’assimilation, de manière à alimenter les
cartes de variance de la chaîne d’assimilation/prévision opérationnelle. Cela permet d’in-
troduire dans la modélisation de B un degré supplémentaire de dépendance à l’écoulement
par l’intermédiaire des cartes de variance. La figure 2.5 présente de manière schématique
la façon dont sont spécifiées les variances d’erreur d’ébauche dans Arpège (jusqu’en avril
2010). L’assimilation d’ensemble produit des cartes de variance "du jour" pour toutes les
variables de contrôle mais, au niveau de l’assimilation opérationnelle d’Arpège, ces cartes
"du jour" sont utilisées seulement pour le tourbillon. Autrement dit, les variances du tour-
billon dépendent de l’écoulement, tandis que les variances de divergence non balancée,
de température et de pression de surface non balancées sont homogènes spatialement et
statiques, et les variances d’humidité spécifique sont calculées à partir d’une relation em-
pirique dépendante de l’écoulement (Rabier et al. 1998). D’un point de vue scientifique, ce
choix peut se justifier par le fait que dans la modélisation de la matrice B d’Arpège, le tour-
billon joue un rôle prépondérant et ses statistiques déterminent ainsi une grande partie des
statistiques balancées de divergence, de température et de pression de surface au moyen
des opérateurs de balance. Un premier degré de dépendance à l’écoulement des variances
d’erreur est ainsi obtenu pour toutes les variables, par l’intermédiaire des variances du
tourbillon.
Les corrélations spatiales des erreurs "du jour" peuvent d’autre part être déduites de
cet ensemble, des travaux sur ce sujet sont publiés dans Pannekoucke (2007), Pannekoucke
et al. (2007; 2008). Pour l’heure, le calcul de ces corrélations "du jour" n’est pas encore
implémenté dans le modèle Arpège et des corrélations climatologiques, issues d’une assi-
milation d’ensemble sur une période d’un mois, continuent d’être spécifiées.
Le développement et l’utilisation opérationnelle d’un ensemble d’assimilations pertur-
bées ont été en partie motivés par les résultats de Kucukkaraca and Fisher (2006). Dans
leur étude sur la capacité des variances "du jour" à améliorer les analyses de la seconde
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Fig. 2.5 – Spécification des variances d’erreur d’ébauche dans l’assimilation opérationnelle du modèle Arpège.
L’interaction avec les variances issues de l’assimilation d’ensemble se fait au niveau des variances du tourbillon
uniquement. Schéma valable jusqu’en avril 2010.
tempête qui a touché la France en décembre 1999, les auteurs suggèrent que la combinaison
de variances "du jour" et de corrélations basiques (climatologiques par exemple) constitue
un premier pas intéressant dans l’implémentation de statistiques dépendantes de l’écoule-
ment dans un système d’assimilation variationnelle. D’autre part, Kucukkaraca and Fisher
(2006) et Isaksen et al. (2007) ont aussi montré qu’une information intéressante et robuste
peut être tirée d’un petit échantillon de moins de dix éléments.
4.4 Stratégies similaires dans d’autres centres
D’autres grands centres de prévision se sont intéressés aux avantages que pourrait repré-
senter un couplage entre une assimilation déterministe et une assimilation d’ensemble.
Le CEPMMT a notamment développé une assimilation variationnelle d’ensemble simi-
laire à celle de Météo-France, composée de 10 membres, qui est devenue opérationnelle
en juin 2010 et qui est en particulier destinée à fournir des variances d’erreur "du jour" à
l’assimilation opérationnelle 4D-Var (chapitre 5).
On peut également citer le Centre Météorologique Canadien (CMC) qui a implémenté
un 4D-Var pour l’initialisation de la prévision déterministe et un filtre de Kalman d’en-
semble (96 membres) pour les besoins de la prévision d’ensemble. Dans une étude expé-
rimentale menée dans un contexte très proche de l’opérationnel, Buehner et al. (2010a;b)
proposent une nouvelle configuration de l’assimilation 4D-Var, qui utilise une matrice B
calculée directement à partir des membres de l’EnKF (en remplacement de la matrice opé-
rationnelle, statique et homogène spatialement, issue d’une modélisation calibrée avec la
méthode du NMC). Les résultats indiquent un impact significatif, notamment dans les Tro-
piques et l’hémisphère Sud. Des approches similaires ont été examinées par Liu et al. (2008;
2009), Tian et al. (2008).
D’autres études (Hamill and Snyder 2000, Lorenc 2003, Etherton and Bishop 2004, Wang
et al. 2008) suggèrent qu’une approche hybride, combinant des covariances ensemblistes
et des covariances quasi-statiques pour estimer des statistiques d’erreur complexes dépen-
dantes de l’écoulement, peut aussi conduire à des améliorations sensibles des analyses.
Cette solution permet en effet de tirer parti de l’information de dépendance à l’écoule-
ment contenue dans les statistiques ensemblistes, tout en garantissant une bonne robus-
tesse des statistiques hybrides grâce aux covariances statiques (qui aident à réduire les
erreurs d’échantillonnage).
5. Problématique du bruit d’échantillonnage 51
5 Problématique du bruit d’échantillonnage
Le coût numérique d’un ensemble d’assimilations réside à la fois dans les N analyses et
dans les N intégrations du modèle non linéaire nécessaires pour faire évoluer l’ensemble
d’analyses en ensemble d’ébauches. Pour que cette approche puisse rester réalisable, la
taille de l’ensemble utilisé est généralement réduite à O(101/102) membres. Cette restric-
tion sur la taille de l’échantillon statistique disponible constitue une difficulté majeure, en
raison du niveau élevé de bruit d’échantillonnage associé. Comme exemple, la figure 2.6
présente une carte de variance d’erreur du tourbillon à 500hPa obtenue directement à partir
de l’ensemble de six assimilations Arpège. Même si des structures de grande échelle sont
visibles sur cette carte brute (contraste terre/mer, rail des dépressions dans l’hémisphère
Sud notamment), un bruit d’échantillonnage affecte de manière significative les variances
estimées. Utiliser directement ces cartes brutes dans un système d’assimilation pourrait
s’avérer néfaste.
Afin de réduire ce bruit et ainsi d’améliorer la précision des estimations, une première
solution peut consister à associer à cette moyenne statistique une moyenne temporelle (Belo
Pereira and Berre 2006). Cependant, le résultat de cette double moyenne est, comme pour
les méthodes décrites dans la section 2, une estimation de la partie climatologique de la
matrice B.
Une autre manière d’éliminer le bruit tout en préservant l’information de dépendance
à l’écoulement consiste à mettre en œuvre des outils de filtrage adaptés, qui s’appuient
par exemple sur un moyennage spatial local des covariances (Berre and Desroziers 2010).
Plusieurs techniques de filtrage ont été proposées, essentiellement pour la partie corréla-
tion d’erreur (e.g. filtrage de Schur dans Houtekamer et al. (1998, 2001, 2005), Hamill and
Whitaker (2001), Buehner and Charron (2007), Gaspari and Cohn (1999), une approche en
ondelettes dans Pannekoucke et al. (2007)). En ce qui concerne le filtrage des variances,
la littérature est d’une manière générale plutôt discrète sur ce sujet. Afin de filtrer les
variances issues de l’assimilation d’ensemble Arpège, un filtrage spectral de troncature
empirique est utilisé jusqu’à présent, supprimant tous les nombres d’onde au-delà de 42.
Ce filtrage semble plutôt bien adapté pour le tourbillon en moyenne troposphère, mais né-
cessite d’être plus finement réglé pour les autres niveaux verticaux et les autres variables.
En particulier, un filtrage moins sévère dans les niveaux bas devrait permettre de représen-
ter plus finement les structures d’erreur associées aux systèmes dynamiques intenses (e.g.
tempêtes, cyclones tropicaux) et aux développements convectifs.
6 Insertion de la thèse dans la "communauté ensembliste"
6.1 Déroulement des travaux
Axes de travail
Ce travail de thèse s’inscrit dans un objectif d’optimisation des statistiques d’erreur
d’ébauche calculées à partir d’une assimilation d’ensemble. Pour cela, la première partie
du travail a pour but de documenter les propriétés de filtrage spatial objectif des variances
d’erreur d’ébauche ensemblistes, et d’exploiter leurs applications pour l’estimation, la vali-
dation et le réglage des variances "du jour" déduites de l’assimilation d’ensemble Arpège.
En particulier, on s’attachera à examiner la précision et la robustesse de l’information qui
peut être obtenue à partir d’un ensemble de petite taille, après un filtrage objectif des
variances estimées. Ces études sont présentées dans les chapitres 3, 4 et 5.
Dans un second temps, l’impact des variances ensemblistes "du jour" sur la qualité des
analyses et des prévisions constitue un point majeur de l’étude. Si un impact positif a déjà
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Fig. 2.6 – Carte d’écart type d’erreur d’ébauche du tourbillon à 500hPa. Estimation brute à partir des six
membres de l’assimilation d’ensemble Arpège, valide le 15 septembre 2007 à 03H UTC. Unité : 5× 10−5s−1.
été mis en évidence pour le cas particulier des variances du tourbillon (Berre et al. 2007),
le but est désormais d’examiner l’impact sur les prévisions Arpège d’une spécification des
variances "du jour" étendue à toutes les variables de contrôle du modèle. Les résultats de
ces expériences d’impact font l’objet du chapitre 6.
Finalement, la dernière étape des recherches menées consiste à représenter la contri-
bution des erreurs de modèle dans l’assimilation d’ensemble, de manière à estimer des
variances d’erreur plus réalistes que ne le permet l’hypothèse de modèle parfait actuel-
lement utilisée. La technique choisie, appelée "inflation multiplicative", est présentée et
testée dans le chapitre 7.
Méthodologie
D’un point de vue pratique, le passage opérationnel de l’assimilation d’ensemble pour le
modèle Arpège en juillet 2008 a directement bénéficié à ces travaux de recherche.
D’une part, cela a participé à simplifier la création des expériences. Grâce à l’interface
web de création d’expériences OLIVE (Outil de Lancement Intéractif et de Visualisation
d’Expériences), les différentes tâches exécutées dans une assimilation d’ensemble sont re-
présentées sous la forme d’objets, facilement modifiables et manipulables (figure 2.7). Au
sein de chaque tâche, les fichiers d’entrée et de sortie, ainsi que les paramètres lus par le
programme au cours de son exécution (spécifiés en "namelists") sont également des objets
faciles à identifier et à modifier. Cela a eu pour conséquences :
– de comprendre plus facilement le déroulement opérationnel d’une assimilation d’en-
semble,
– de faciliter la modification d’une expérience (date, résolution horizontale, taille de
l’ensemble par exemple) et des tâches (nouveaux fichiers entrée/sortie, test de diffé-
rentes valeurs pour les paramètres en namelists etc.),
– d’ajouter facilement de nouvelles tâches sous la forme d’objets supplémentaires.
D’autre part, les archives de l’ensemble depuis juillet 2008 permettent de constituer une
bibliothèque de situations, offrant ainsi la possibilité d’étudier la dynamique et l’impact
des variances "du jour" sur différents cas (aussi bien sur des périodes longues que sur des
situations ponctuelles d’évènement intense par exemple).
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Fig. 2.7 – Structure de l’expérience correspondant à l’assimilation d’ensemble opérationnelle pour une date
particulière. Les tâches principales d’analyse, de prévision (fc), de calcul des statistiques (sigmabassim et
sigmabproduction) sont représentées sous la forme d’objets, pouvant facilement être déplacés, supprimés et
ajoutés. La configuration de l’expérience et le contenu de chaque tâche sont également directement accessibles
et modifiables. Cela permet notamment de tester de nouvelles configurations de l’ensemble (taille, résolution,
ajout du filtrage des statistiques etc).
6.2 Valorisation des travaux
Les travaux menés s’inscrivent dans un domaine qui intéresse la communauté recherche.
Depuis une décennie, de plus en plus de centres de recherche et de prévision se tournent
vers ces approches ensemblistes, et sont confrontés au problème de la taille de l’ensemble
et du bruit d’échantillonnage qui en découle. Une des forces des développements effectués
durant la thèse réside dans le fait qu’ils peuvent s’appliquer aussi bien aux contextes du
filtre de Kalman d’ensemble que de l’assimilation variationnelle d’ensemble.
D’autre part, différentes communautés pourraient directement être intéressées par ces
recherches pour résoudre des problèmes similaires, pour l’assimilation de données en océa-
nographie (Daget andWeaver 2009) et en chimie atmosphérique (Pannekoucke and Massart
2008) par exemple.
Les retombées opérationnelles de ces travaux sont également réelles. Les développe-
ments effectués peuvent notamment être assez facilement intégrés dans l’assimilation d’en-
semble Arpège, avec des répercussions immédiates sur les variances d’erreur d’ébauche uti-
lisées dans l’assimilation 4D-Var d’Arpège, et par conséquent, sur la qualité des analyses
et des prévisions opérationnelles. D’autre part, le CEPMMT, qui a développé un ensemble
semblable à celui d’Arpège, pourrait également directement bénéficier de ces implémenta-
tions (grâce au développement partagé des codes Arpège/IFS en particulier).
Les développements et les expériences qui ont été conduits au cours de la thèse
concernent principalement le modèle global Arpège. Toutefois, la problématique et les
techniques sont transversales aux différents types de modèles et d’échelles en jeu. Leur
application à méso-échelle avec le modèle Aladin (à 7.5km de résolution) et aux échelles
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convectives avec l’assimilation Arome (à 2.5km de résolution) peut donc être envisagée
assez facilement.
7 Conclusions
Dans ce chapitre, plusieurs aspects de la matrice B ont été résumés, parmi lesquels ses
propriétés physiques et des méthodes pour son estimation et sa modélisation.
La matrice B intervient dans le processus d’assimilation afin d’assurer la propagation
univariée et multivariée de l’information extraite des observations, de manière cohérente
avec les grands équilibres (géostrophique et hydrostatique). L’importance de ces statis-
tiques est donc réelle, néanmoins il reste difficle d’accéder à B en pratique, en raison de
difficultés pour l’estimer et de ses dimensions prohibitives.
Toutes les méthodes d’estimation et de modélisation proposées jusqu’à présent ont leur
lot de difficultés et de limitations. En particulier, elles produisent des matrices statiques ou
faiblement liées à la situation météorologique en cours.
Ces dernières années ont vu émerger un nombre croissant de travaux sur la dépendance
à l’écoulement de la matrice B, qui s’avère essentielle pour le succès de l’assimilation des
données mais qui reste complexe à modéliser dans un schéma variationnel. La plupart des
procédures développées afin de représenter ces erreurs "du jour" reposent sur l’utilisation
d’ensembles d’ébauches perturbées. À Météo-France, il a été choisi de mettre en œuvre,
en parallèle de la chaîne opérationnelle, un ensemble d’assimilations variationnelles per-
turbées pour le modèle Arpège, à partir duquel les variances d’erreur d’ébauche "du jour"
sont facilement calculées, pour être ensuite spécifiées dans l’assimilation opérationnelle.
Ces méthodes d’ensemble fournissent potentiellement l’estimation la plus réaliste des
erreurs. Elles commencent à être développées par quelques centres opérationnels, mais
restent coûteuses. Pour réduire ce coût, l’utilisation d’un ensemble de taille finie est la so-
lution la plus souvent choisie, bien qu’elle induise un bruit d’échantillonnage néfaste pour
la précision de la matrice B estimée. La problématique du filtrage objectif des variances
ensemblistes est ainsi une piste essentielle de recherche et constitue le cœur du travail de
thèse. Elle est exposée en détail dans les deux chapitres suivants.
3Moyennage spatial des variancesd’erreur d’ébauche ensemblistes
D’après la version originale d’un article publié au Quarterly Journal of the Royal Me-
teorological Society, intitulé "Spatial averaging of ensemble-based background error va-
riances".
1 Contexte de l’étude et résumé
Les variances d’erreur d’ébauche calculées à partir d’un ensemble d’assimilations pertur-
bées sont affectées par une erreur aléatoire, aussi appelée erreur d’échantillonnage, liée à
la taille finie de l’ensemble. Afin d’utiliser ces variances ensemblistes dans un schéma d’as-
similation, il est nécessaire d’éliminer ce bruit. Cela passe par la mise en œuvre d’outils de
filtrage adaptés, c’est-à-dire qui éliminent le bruit tout en préservant l’information utile.
Pour aider au développement d’un filtrage objectif des variances, l’étude des proprié-
tés spatiales du bruit d’échantillonnage observé est un premier axe de travail. L’utilisation
d’un filtrage simple, de type moyenne spatiale glissante, peut également être examinée
pour comprendre les propriétés de base du filtrage à appliquer.
Ce papier s’inscrit dans cet objectif de comprendre les propriétés du bruit et de son
filtrage spatial. Pour cela, un contexte académique 1D est tout d’abord considéré, puis une
extension à un contexte plus réaliste 2D, utilisant la matrice B du modèle Arpège, est étu-
diée.
Les résultats obtenus dans un cadre simulé révèlent un lien étroit entre les structures
spatiales du bruit d’échantillonnage et de l’erreur d’ébauche associée. L’étude des corréla-
tions spatiales du bruit montre notamment que sa longueur de corrélation est plus petite
que la longueur de corrélation de l’erreur d’ébauche. Cela a pour conséquence, dans le cas
d’une erreur d’ébauche faiblement corrélée spatialement, que le bruit tend à être décorrélé.
Le filtrage des variances est ensuite examiné dans ce cadre 1D en considérant, en chaque
point de grille, un moyennage spatial local sur les points de grille environnants. L’idée est
en particulier de compléter la moyenne statistique par une moyenne spatiale, de manière à
augmenter la taille de l’échantillon. Il est tout d’abord vérifié que la précision des variances
brutes estimées augmente avec la taille de l’ensemble utilisé. D’autre part, la précision des
variances filtrées en fonction de la taille du moyennage (i.e. du nombre de points de grille
sur lesquels le moyennage est effectué) montre qu’il existe une taille optimale de moyen-
nage spatial, qui rend la précision maximale. Cette taille optimale de moyennage diminue
lorsque la taille de l’ensemble augmente, dans la mesure où le bruit d’échantillonnage
diminue et peut donc être éliminé avec un filtrage plus léger. Il est ainsi montré que la
combinaison d’un ensemble de six membres et d’un moyennage spatial optimisé permet
d’atteindre une précision sur les variances de l’ordre de 95%, équivalente à celle qui serait
55
56 Chapitre 3. Moyennage spatial des variances d’erreur d’ébauche ensemblistes
obtenue avec un ensemble brut de plus de deux cents membres.
La robustesse et la pertinence du moyennage spatial sont ensuite examinées en fonction
de la longueur de corrélation de l’erreur d’ébauche. Il est observé que lorsque la longueur
de corrélation augmente, la taille optimale de moyennage augmente et le niveau de préci-
sion obtenu diminue. Le filtrage optimal se révèle également sensible aux variations géo-
graphiques du champ de variance. Plus les variations géographiques augmentent, moins
le moyennage spatial est efficace.
Cette série d’études permet ainsi de conclure sur deux conditions nécessaires pour
une bonne performance du moyennage. D’une part, les variances doivent être relativement
homogènes localement. Cela assure que le moyennage spatial local reste représentatif du
point de grille considéré. D’autre part, les longueurs de corrélation de l’erreur d’ébauche
doivent être assez courtes. Cela assure que le bruit d’échantillonnage est de petite échelle
et peut être efficacement éliminé avec un moyennage spatial optimisé.
Dans une seconde partie, l’extension à un cadre plus réaliste 2D avec les statistiques
d’erreur du modèle Arpège est considérée. En utilisant comme filtrage spatial une moyenne
glissante locale optimisée manuellement, il est possible de vérifier les résultats des simula-
tions idéalisées 1D. Les sensibilités à la longueur de portée et à l’hétérogénéité du champ
de variance se traduisent notamment en sensibilités au paramètre et au niveau vertical
considérés. Ainsi, l’augmentation connue des portées en altitude s’accompagne d’une aug-
mentation du diamètre optimal de filtrage.
L’impact du filtrage sur la qualité des estimations peut d’autre part être quantifié. Dans
ce contexte simulé 2D, la précision des cartes filtrées de variance est proche de 90% avec un
ensemble de six membres. Un filtrage spatial optimisé apparaît ainsi comme une solution
robuste pour éliminer le bruit d’échantillonnage et atteindre des précisions du même ordre
que celles obtenues avec des ensembles plus grands.
Néanmoins, le moyennage spatial local en point de grille considéré jusque-là n’est pas
à envisager dans un contexte opérationnel. D’une part il est coûteux à mettre en œuvre,
et d’autre part la question de son optimisation reste ouverte. Une optimisation manuelle
peut constituer une quantité de travail importante (puisqu’elle varie avec le paramètre et le
niveau notamment). En vue d’une implémentation opérationnelle du filtrage, il est préfé-
rable de s’orienter vers des filtres spectraux, plus simples et plus rapides à appliquer, et de
développer une procédure capable de calculer automatiquement et objectivement un filtre
adapté.
Cette perspective est évoquée dans une dernière partie, avec l’introduction et l’étude
d’un filtrage spectral objectif calculé à partir des contributions relatives du signal et du
bruit. Les résultats obtenus dans un cadre idéalisé permettent d’envisager l’utilisation de
ce filtre dans des applications plus réalistes.
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1. Introduction
The quality of a meteorological prediction is greatly
dependent on the representation of the initial state of
the atmosphere. This state is usually determined both on
the basis of observations and of a background, which
generally is a short-term forecast. Data assimilation aims
at combining these two sources of information in an
optimal way, in order to provide the best estimate of
the flow at the initial time.
The background and the observations are characterised
by their corresponding error covariance matrices, respec-
tively B and R. Practically, these matrices determine the
respective weights of the background and of the obser-
vations in the analysed state. The specification of the B
matrix is thus a key component of any data assimila-
tion scheme and still remains a great challenge. Indeed,
problems result both from the high dimensionality of
B (O(1014) elements) and from the lack of knowledge
concerning the statistical properties of background errors
(Buehner, 2005). To partially overcome these difficulties,
the hypotheses of homogeneity and isotropy are often
assumed for modelling the background-error correlations.
However, these assumptions are not always relevant.
* Correspondence to: Laure Raynaud, Me´te´o-France CNRM/GMAP,
42 Av. G. Coriolis, 31057 Toulouse Cedex, France.
E-mail: laure.raynaud@meteo.fr
The observational method (Hollingsworth and Lo¨nn-
berg, 1986) and the so-called NMC method (National
Meteorological Center, now the National Centers for
Environmental Prediction; Parrish and Derber, 1992)
have been widely used to estimate B. More recently, an
alternative technique has been proposed, which is based
on the use of an ensemble of perturbed assimilations. This
ensemble is obtained through the (explicit or implicit)
pertubation of the observations and of the background
(Houtekamer et al., 1996; Fisher, 2003; Belo Pereira and
Berre, 2006). Such an approach is partly similar to the
Ensemble Kalman Filter (Evensen, 1994) and allows the
computation of flow-dependent covariances, for which
the hypotheses of homogeneity and isotropy are no longer
necessary.
However, a crucial aspect of this Monte-Carlo method
is related to the choice of the ensemble size. Indeed,
the larger the ensemble size, the smaller the resulting
sampling noise, but the larger the computational cost. In
that context, to get an ensemble of reasonable size at an
affordable cost, it is common to degrade the resolution
of the ensemble members. Another approach will be
considered here (either alternative or supplementary),
which consists of applying filtering techniques in order
to reduce the effects of sampling noise.
Several studies have already dealt with the filtering of
ensemble-based background-error correlations (see works
on the Schur filter in Houtekamer and Mitchell, 1998,
and Buehner and Charron, 2007, and on the filtering
Copyright  2008 Royal Meteorological Society
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properties of wavelets in Pannekoucke et al., 2007). The
same issue exists with the variances but is not yet well-
documented. This is why we will focus on this second
problem in this paper.
For that purpose, we will first explore the spatial struc-
ture of sampling noise observed on ensemble-based vari-
ances. We will then study the relevance and the efficiency
of a spatial averaging to remove this noise. Moreover, the
recent encouraging results from Kucukkaraca and Fisher
(2006) and Berre et al. (2007) concerning the ability of
small ensembles to compute accurate variances of the day
have stimulated us to consider fairly small-size ensembles
(around six members) in particular.
The structure of the paper is as follows. In Section 2,
the spatial structure of sampling noise is examined
experimentally in a 1D framework. Section 3 presents
results from applying local spatial averaging in a simple
analytical framework. Then in Section 4, the extension
to a more realistic 2D framework, using the current B
matrix of the Arpe`ge (Action de Recherche Petite Echelle
Grande Echelle) model of Me´te´o-France, is studied. In
Section 5, the tools introduced by Berre et al. (2007) to
optimally filter out the amount of sampling noise are
examined in a toy problem. Finally, conclusions and
perspectives are given in Section 6.
2. Spatial structure of sampling noise
Background-error variances estimated from a finite size
ensemble are inevitably affected by sampling noise. In
this section, the spatial structure of this sampling noise
is investigated experimentally in a simulated framework.
2.1. Experimental set-up
An idealized 1D framework is here considered. In this
analytical setting, the geographical domain is the equato-
rial circle discretized in 201 grid points.
A simple B matrix is prescribed: variances v, slowly
varying in space, are shown in Figure 1, and correlations
are assumed homogeneous and isotropic, defined by the
Gaussian function
Ct (x, r) = exp
(
−
r2
2L2p
)
, (1)
where x is a point on the circle, r a separation value and
the correlation length-scale Lp is arbitrarily set to 200 km
(unless otherwise specified).
In order to examine the spatial properties of the
sampling noise resulting from the use of a finite size
ensemble, Ne random error realizations εi are generated
from B using the randomization technique (Fisher and
Courtier, 1995). This is achieved by multiplying B1/2
with an ensemble of Ne random vectors ηi drawn from
a Gaussian distribution (i.e. ηi ∼ N(0, 1)): εi = B1/2ηi ,
20 40 60 80 100 120 140 160 180 200
10
15
20
25
gridpoint
va
ria
nc
e
Figure 1. Background-error variances prescribed in B. This figure is
available in colour online at www.interscience.wiley.com/qj
i = 1, . . . , Ne. This ensemble of background errors then
enables background-error variances to be diagnosed:
v˜ =
1
Ne
Ne∑
i=1
ε
2
i . (2)
2.2. Sampling noise field and its energy spectrum
In the whole paper, the sampling noise means the error
in the ensemble-estimated variances and is defined by
Ge = v˜ − v. (3)
Figure 2(a) shows the true variances along with the
variances estimated from a 50-member ensemble. A
striking feature is that the large-scale signal of interest
is clearly visible, while the sampling noise corresponds
to small-scale oscillations around the large-scale signal.
The calculation of the sampling noise energy spectrum
helps to examine and confirm its spatial structure. The
spatial structure of a field is here defined as describing the
contributions of the different spatial scales; for instance,
the spatial structure of a given field is said to be large-
scale when the energy in the small wave numbers (i.e.
in the large scales) is much larger than the energy in the
large wave numbers (i.e. in the small scales). The energy
spectrum of the sampling noise is plotted in Figure 2(b).
As expected from the structure observed in Figure 2(a),
the sampling noise appears to be close to a ‘white noise’
(i.e. with a relatively uniform amount of energy at the
different scales). This is to be compared with the signal,
which has no energy beyond wave number 1 in the
considered case.
This simple experiment thus indicates that the sampling
noise has not necessarily the same spatial structure as the
signal of interest. Such a difference in terms of spatial
structure is interesting to consider, since it suggests that
spatial filtering techniques could help to increase the
accuracy of the variance estimation.
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In the next paragraph, it is illustrated experimentally
that the spatial structure of sampling noise is in fact
closely connected with the spatial structure of background
error. This will be shown by varying the background-
error correlation length-scale. Note that the correlation
function of a given field is indeed related to the energy
spectrum of the field, through an inverse spectral trans-
form, as stated by the Wiener–Khinchin theorem.
2.3. Link with the background-error correlation
As shown by Equations (2) and (3), the sampling noise
field is a direct (though partly complex) function of
background-error fields. This then suggests some poten-
tial relations in terms of spatial structure, which are
supported experimentally by Figures 2(c) and (d). These
panels correspond to the case where the background-
error length-scale Lp is increased to 1000 km. Figure 2(c)
indicates that the sampling noise field is larger scale
than with Lp = 200 km, which is accordingly associ-
ated with a lesser amount of energy in the large wave
numbers (Figure 2(d)). This thus shows that, when the
background-error field becomes larger scale, the sampling
noise field also becomes larger scale.
This connection can be also examined by comparing
the corresponding correlation functions. Figure 3 repre-
sents the spatial correlation of background error and the
spatial correlation of the sampling noise in the estimated
variances (which has been calculated from the experimen-
tal sampling noise values), for two different background-
error correlation length-scales. It appears that the cor-
relation function of sampling noise is relatively similar
and somewhat sharper than the one of background error.
Moreover, when the background-error correlation length-
scale increases from 200 km to 400 km, the correlation
function of sampling noise widens in a similar way. This
link suggests that the sampling noise field is thus likely
to be relatively small-scale when the background-error
length-scale is for instance around 200 km.
The implied efficiency of a simple spatial averaging of
ensemble-based variances will be illustrated in the next
section, together with associated sensitivities (to length-
scale values for example).
3. Spatial averaging in an idealized 1D framework
In this section, the spatial filtering of ensemble-based
variances is examined in the simulated framework of
Section 2.
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Figure 2. (a) True variances (dashed) and ensemble-based estimate of variances (solid) directly computed from a 50-member ensemble with
Lp = 200 km. (b) Energy spectrum of the sampling noise associated with the ensemble-based estimate. (c) and (d) are as (a) and (b), but with
Lp = 1000 km.
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Figure 3. (a) Background-error correlation function (solid) and the correlation function of the sampling noise in the variance estimate (dashed),
for Lp = 200 km. (b) The same as (a) but for Lp = 400 km. This figure is available in colour online at www.interscience.wiley.com/qj
3.1. Increase of sample size
For filtering purposes, a spatial moving average of length
L is used in the remainder of this section. This means that
at each grid point j , the filtered variance is given by
v˜(j) =
1
nL + 1
nL/2∑
l=−nL/2
v˜(j + l)
=
1
(nL + 1)Ne
nL/2∑
l=−nL/2
Ne∑
i=1
i(j + l)
2,
where nL is the number of grid points besides j in
its neighbourhood [−L/2, L/2]. The double sum in
this equation illustrates that background-error variances
are estimated from an average over a total number of
realizations Nt = Ne × Ng, where Ng = nL + 1 is the
spatial sample size (i.e. the number of grid points in the
domain of average). Thus, there is a potential increase
of the sample size by up to Nt = Ne × (nL + 1). Note
that this increase of sample size is even larger in a 2D
framework (compared to a 1D framework), because the
2D spatial sample size Ng is typically the product of two
1D sample sizes Nx and Ny i.e. Ng = NxNy .
Another attractive feature is that this kind of spatial
averaging can be performed easily in spectral space,
through a nearly cost-free multiplication by a low-pass
filter. However, one can already anticipate that the
robustness and the efficiency of spatial averaging will
depend on the validity of some conditions. This will be
widely discussed in the following subsections.
It may be finally mentioned that such a use of the spa-
tial averaging can be compared to the ergodic hypothesis
(commonly assumed in the domain of turbulence), which
allows (under some conditions) to replace an ensemble
average by a spatial or temporal average.
3.2. Optimal averaging length
Figure 4 shows the true variances along with the vari-
ances estimated from a 50-member ensemble. Each panel
displays the estimates obtained after averaging over dif-
ferent lengths. It can be observed that the sampling noise
is significantly reduced when a spatial average is applied
(Figure 4(b) and (c)). In particular, in Figure 4(c) the
averaging length of 10 000 km allows a great part of the
sampling noise to be removed, leading then to nearly opti-
mal estimates. Figure 4(d) deliberately shows an exces-
sive averaging (over the entire circle) to illustrate the
existence of a compromise between the desire to filter
the sampling noise (of rather small-scale) and the desire
to keep some relevant geographical features.
This compromise is also well-illustrated in Figure 5(b),
which shows the relative error in the estimated variances
(defined as the ratio |˜v − v|/v) as a function of the
averaging length, in the case of a 6-member ensemble. It
is interesting to notice that this relative error can be seen
as a noise/signal ratio, which is a standard diagnostic of
the quality of the estimated variances. Clearly, spatial
average reduces the relative error up to an averaging
length of 10 000 km. For larger lengths, the relative error
again increases since the averaging is excessive. This
length of 10 000 km, which minimizes the relative error,
is thus optimal and allows us to reach a level of precision
larger than 95%.
Finally, it should be mentioned that the optimal aver-
aging length decreases when the ensemble size increases
(not shown). This is coherent with the fact that, when
the ensemble size increases, the sampling noise dimin-
ishes and thus the benefit from applying a spatial average
decreases.
3.3. Comparison with an increase of ensemble size
In the former paragraph it has been shown that an
optimized spatial average enables the sampling noise
to be significantly reduced. Further research has been
carried out, in particular to examine how the levels of
precision obtained with the optimal averaging compare
with the ones reached by using bigger ensembles.
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Figure 4. True variances (dashed) and ensemble-based estimate of the variances (solid): (a) directly computed from a 50-member ensemble, and
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Figure 5. Relative error (averaged over the entire circle) in the estimated variances, as a function of (a) the ensemble size (from 6 to 220
members), without spatial averaging, (b) the averaging length, in the case of a 6-member estimate. This figure is available in colour online at
www.interscience.wiley.com/qj
For that purpose, Figure 5(a) shows the relative error
in the raw estimated variances as a function of the ensem-
ble size (from 6 to 220 members). As a common feature
in Monte-Carlo simulations, the error decreases propor-
tionally to N−1/2e . The comparison of the two panels in
Figure 5 also indicates that, for a small ensemble of
six members, increasing the ensemble size up to 220
members or applying an optimal spatial average leads
to similar levels of precision, i.e. larger than 90%.
It may also be noticed that the spatially averaged
6-member estimate tends to be even more accurate than
the raw 220-member estimate. This increased accuracy
reflects the fact that the total sample size Nt of the
averaged 6-member estimate is larger than the ensemble
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size of the raw 220-member estimate. In fact, on the
geographical domain chosen (equatorial circle), grid
points are separated by a distance of about 200 km,
which is equal to the correlation length-scale. We can
thus consider that grid points are almost uncorrelated.
In that case, averaging over 10 000 km is the same as
averaging over 51 grid points, resulting in Nt = 6 × 51 =
306 (which is larger than Ne = 220).
Finally, data assimilation experiments have been per-
formed on the circle. The observation error is generated
from a diagonal R matrix voI, with an observation-error
variance vo equal to the spatially averaged value of the
true background-error variance v (so that the observa-
tions are assumed to have a similar quality as the back-
ground on average). Observations are taken at each grid
point. The background error is generated from a B matrix
whose off-diagonal terms (i.e. the covariances) are those
of the specified B (see paragraph 2.1) and whose diagonal
terms (i.e. the variances) are ensemble-based estimates
of the variances (raw and filtered). The goal is to eval-
uate the impact of different variance estimations on the
resulting analyses. As the true variances are known, the
true analysis can be computed and compared to those
obtained with ensemble-based variances. In particular,
variances derived from a 6-member ensemble and aver-
aged over different lengths have been used. It has been
observed (not shown) that filtered variances increase the
quality of the analysed state until an optimal averaging
length, which, as expected, appears to be the same as the
optimal averaging length for background-error variances
obtained from Figure 5(b) (i.e. 10 000 km). Moreover, it
has been found that the analysis computed with an opti-
mally filtered 6-member variance estimate is very close
to optimality and is as least as accurate as the analy-
sis derived from a raw 220-member variance estimate.
These data assimilation experiments thus helped to ver-
ify that the precision of the variances used in B has a
real impact on the quality of the resulting analyses, and
that an analysis calculated from an optimized 6-member
variance estimate is as accurate as an analysis calculated
from a raw 220-member variance estimate.
3.4. Dependencies on background-error length-scale
and on heterogeneities
Additional investigations have been performed in order to
understand how the robustness and the efficiency of spa-
tial averaging are affected, both by the background-error
length-scale value and by the degree of heterogeneity of
the variance and length-scale fields.
The influence of the correlation length-scale has been
explored by carrying out the same experiments as before
but now with Lp = 200, 400 and 800 km. The results are
shown in Figure 6 for a 6-member ensemble. It appears
that, when the length-scale increases, the optimal averag-
ing length increases and the level of precision reached is
smaller. This decreased efficiency of local spatial aver-
aging with increasing length-scales can be interpreted as
follows. When the correlation length-scale increases, the
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Figure 6. Relative error (averaged over the entire circle) in the
estimated variances, as a function of the averaging length in the
case of a 6-member estimate. Results are shown for Lp = 200 km
(solid), Lp = 400 km (dashed) and Lp = 800 km (dotted). This figure
is available in colour online at www.interscience.wiley.com/qj
neighbouring error realizations become less independent
in the domain of average. The resulting effective number
of independent error realizations thus becomes smaller
than Nt = Ne × (nL + 1), and the spatial average is less
efficient.
The impact of the variance field heterogeneity was then
examined by using three different variance shapes: the
variances of Figure 1 with frequency 1, 2 and 4 (see
Figure 7(a)). The results for a 6-member ensemble are
displayed in Figure 7(b). They show that, as the hetero-
geneity increases, both the optimal averaging length and
the precision obtained decrease. So, the larger the geo-
graphical variations of the variance field, the less efficient
the spatial averaging.
It can also be noticed that a factor 2 has been
chosen both for the variations of length-scale (200, 400
and 800 km) and for the variance field heterogeneity
(frequency 1, 2 and 4). This makes it possible to compare
the degrees of sensitivity of the spatial averaging to these
two parameters. Figures 6 and 7 point out that the two
sensitivities are relatively moderate and similar, although
it is somewhat larger for the variance heterogeneity.
It can be inferred from this last series of experiments
that the ability of spatial averaging to enhance the
performance of a small ensemble depends on the validity
of two basic conditions. First, the variances should
be nearly homogeneous locally, or at least more or
less slowly varying. This will ensure that the local
spatial average remains representative of the grid point
of interest. Secondly, the background-error correlation
length-scales must be relatively short. This will ensure
that the sampling noise is of rather small scale, so that
it can be efficiently removed with an optimized spatial
averaging. These two conditions can be summarized as
follows: the local spatial average is particularly relevant
when the typical scales (of geographical variations) of
the variance field are larger than the background-error
correlation length-scales.
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Until now, the same averaging length has been applied
at each grid point on the circle. Considering the previous
results, this choice was quite reasonable since the length-
scale field was homogeneous. However, in the context
of a numerical weather prediction system, correlation
length-scales are rather heterogeneous, for example with
smaller values in the data-rich Northern Hemisphere than
in the data-poor Southern Hemisphere (e.g. Figure 11 of
Pannekoucke et al., 2007). As shown before, the opti-
mal averaging length depends on the length-scale, so
that one can wonder if the averaging should rather be
location-dependent. In order to examine this eventuality,
we performed supplementary experiments with an hetero-
geneous length-scale field, displayed in Figure 8(a), that
varies between 100 km and 800 km. Following Buehner
and Charron (2007), the correlation between two grid-
points x1 and x2 on the circle is then defined by
Ct (x1, x2) = exp
[
−
(x1 − x2)
2
0.5{Lp(x1)+ Lp(x2)}2
]
. (4)
Figure 8(b) shows, like Figure 6, the relative error in
the estimated variances as a function of the averaging
length, in the case of a 6-member ensemble. The optimal
averaging length is still 10 000 km but now leads to a
minimum relative error of 7.4%. It can be noticed that a
location-independent spatial average remains rather sat-
isfying, when comparing the 7.4% error with the 40%
error in the raw variance field. To explore the rele-
vance of a location-dependent filtering, we optimized
the averaging at each grid point, which resulted in a
circle-averaged relative error around 3.1%, to be com-
pared to the 7.4% obtained with a fixed averaging length.
Moreover, as could be expected, the optimized averaging
lengths at each grid point clearly reflect the background-
error length-scale shape (i.e. values of averaging length
increase with length-scales, not shown). A location-
dependent filtering thus seems to be favourable to take
the spatial variations of length-scale into account.
4. Application to a more realistic 2D framework
4.1. Experimental set-up
The previous experiments conducted in an idealized 1D
framework gave attractive results concerning the capacity
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Figure 7. (a) The three variance fields examined: frequency 1 (solid), frequency 2 (dashed) and frequency 4 (dotted). (b) Relative error (averaged
over the entire circle) in the estimated variances, as a function of the averaging length in the case of a 6-member estimate. Results are shown for the
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Figure 8. (a) True correlation length-scales and (b) relative error (averaged over the entire circle) in the estimated variances, as a function of the
averaging length in the case of a 6-member estimate. This figure is available in colour online at www.interscience.wiley.com/qj
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of spatial averaging to provide accurate background-
error variances from small ensembles. The following
step consists of examining their relevance in a more
realistic 2D framework. For that purpose, an ensemble
of 220 random realizations of background error has been
generated by randomizing (as described in Section 2.1)
the B matrix currently in use in the Arpe`ge model and
described in detail in Derber and Bouttier (1999).
Two main differences from the 1D idealized framework
arise. First, because of the 2D geometry, the local spatial
average is performed over a disc of diameter L centred
on the grid point of interest. Then, as discussed in Fisher
and Courtier (1995), the formulation of the B matrix
to randomize is such that the specified variances are
exactly known for vorticity only (the other parameters
of Arpe`ge being temperature, specific humidity, surface
pressure and divergence). This is why the discussion will
essentially deal with this parameter.
In the remainder of this section, we will focus on vor-
ticity at two vertical levels: 41 (near the surface) and
23 (around 500 hPa). Moreover, in order to simulate the
effects of sampling noise and of its spatial filtering in
the 6-member ensemble currently under development at
Me´te´o-France, results are mainly given for the 6-member
randomized estimates. It should finally be noticed that the
spatial averaging has been performed in grid-point space,
but it can easily and efficiently be achieved in spectral
space.
4.2. Spatial structure of noise and its filtering
Figure 9(a) shows the reference map of variances of vor-
ticity background error near the surface (i.e. the map
of specified variances). Some geographical features are
clearly noticeable on this map. In particular, low values
are found in the Tropics and in data-rich areas (North
America, Europe, Asia), whereas much higher values are
observed in the Southern Hemisphere (data-poor area)
and in the storm-track regions (Northern Atlantic and
Northern Pacific).
Raw variances computed from both 6- and 220-member
ensembles are displayed in Figures 9(b) and (d), respec-
tively. One striking result is that an ensemble of only
6 members is able to capture the large-scale features
quite well. Moreover, the sampling noise which dramati-
cally affects the variances appears to be of smaller scale
than the signal. The variances directly computed from
the 220-member ensemble look very similar to the ref-
erence ones, but significant small-scale sampling noise
remains.
The impact of local spatial averaging is illustrated in
Figure 9(c). This map has been obtained by manually
optimizing the averaging diameter in the case of the
6-member estimate. As expected, the averaging removes
almost all the small-scale sampling noise, while it pre-
serves the large-scale signal of interest. The resulting map
is very close to the reference one, even more than the raw
220-member map.
4.3. Spatial averaging: parameter and vertical level
dependencies
This framework using the operational Arpe`ge covari-
ance model enables the impacts of spatial averaging
on different model parameters to be compared. It may
be noticed that, for variables other than vorticity, since
the specified variances are not exactly known, the ref-
erence map is chosen to be the one obtained from
the 220-member ensemble (which is similar to the
approach in Hamill and Snyder (2000) with a 400-
member ensemble) after applying a light spatial average
(L = 500 km).
First, the comparison of Figures 10(a) and (b) indicates
that nearly the same levels of precision (around 90%)
are obtained in the case of surface vorticity (and tem-
perature too, not shown), either by using a 220-member
ensemble or by optimally averaging a 6-member estimate.
Then, from the results for surface vorticity and tempera-
ture in Figure 10(b), it appears that the optimal averaging
diameter is around 1500 km for vorticity (Figure 9(c) has
been obtained with this diameter), whereas for tempera-
ture the optimal diameter is larger, around 3000 km. This
discrepancy points out that the optimal spatial averaging
is parameter-dependent, in accordance with differences in
correlation length-scale values. Since vorticity is of much
smaller scale than temperature, it explains why averaging
can be performed efficiently over a smaller domain (to
reach a given accuracy).
The influence of the vertical level is illustrated in
Figure 10(c) for vorticity. It appears that the minimum
relative errors reached are similar, but the averaging
diameter is larger near 500 hPa (2000 km) than near the
surface (1500 km). This can be interpreted as a conse-
quence of the usual increase of correlation length-scales
with altitude (e.g. Hollingsworth and Lo¨nnberg, 1986).
Indeed, according to the results of Section 3, the larger
the length-scales, the larger the optimal averaging diam-
eter. The variations of length-scale with altitude thus
make the optimal spatial averaging dependent on vertical
level.
All the results obtained in this realistic framework
are in agreement with those from the toy problem of
Section 3. In particular, they support the idea that a
small ensemble is able to capture the main relevant
geographical variations of background-error variances.
Moreover, the sampling noise induced by the finite
ensemble size appears to be of smaller scale than the
signal to extract, and thus can be removed in great
part by applying an optimal spatial filtering. Finally,
the influence of the correlation length-scales on spatial
averaging, brought to light in the 1D framework, is
here illustrated in terms of parameter and vertical level
dependencies.
The relevance of spatial averaging of ensemble-based
variance fields has been illustrated experimentally, but
the question remains on how to optimize this spatial
averaging. The manual optimization performed so far
(consisting of the determination of an optimal averaging
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Figure 9. Surface vorticity background-error variances: (a) reference map, and randomized estimates from (b) raw 6-member ensemble,
(c) spatially averaged 6-member ensemble, and (d) raw 220-member ensemble. Units: 10−9s−2. This figure is available in colour online at
www.interscience.wiley.com/qj
diameter for each parameter at each vertical level)
requires the knowledge of the true variances (or a good
estimation). This is convenient in an analytical study but
not in an operational context, where very little is known
about the true variances. As a consequence, one may
wonder if it is possible to design a routine procedure
able to objectively diagnose and optimally filter out the
amount of sampling noise. This is the object of the next
section.
5. A statistical spectral filtering of sampling noise
In this section, the filtering of estimated variance fields is
considered from another point of view: the signal/noise
ratio of ensemble-based variances, which has been a
diagnostic of the quality of estimated variances, is now
used to design an objective filtering tool. Such a filter has
recently been introduced by Berre et al. (2007) and the
reader is referred to this paper for further details on the
theoretical aspects.
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Figure 10. Relative error (globally averaged) in (a) the raw ensem-
ble-estimated variances of vorticity near the surface, as a function of
the ensemble size (from 6 to 220 members), (b) the estimated variances
of vorticity (solid) and temperature (dashed), as a function of the aver-
aging diameter for a 6-member estimate, and (c) the estimated variances
of vorticity, near the surface (solid) and around 500 hPa (dashed), as
a function of the averaging diameter for a 6-member estimate. This
figure is available in colour online at www.interscience.wiley.com/qj
5.1. Linear estimation with signal/noise ratios
In brief, the main idea is to consider two indepen-
dent ensembles of the same size, from which two
background-error variance fields are computed (one per
ensemble), and to develop a spectral filter based on the
spectral correlation of those two fields. Basically, their
common features can be seen as corresponding to the
signal, while their differences correspond to the effects
of sampling noise.
Using similar notation to Berre et al. (2007), we
define the spectral field Sj associated to the gridpoint
variance field v˜j of the j th ensemble (j = 1 or 2),
through the spherical spectral transform S: Sj = S(˜vj ).
Sj may be decomposed as the sum of two contributions:
Sj = S + Sej , where S = S(v) is the noise-free signal
and Sej = S(Gej ) is the sampling error. (Note that if the
number of members was infinite, one would have Sej = 0
and Sj = S.) It can be shown (Berre et al., 2007) that
the spectral correlation ρ between the two variance fields
can be expressed as a simple function of the signal/noise
ratio:
ρ =
1
1 + V(S
e)
V(S)
,
where V(Se) = V(Se1) = V(Se2) is the spectral variance
of sampling noise, and V(S) is the spectral variance of
the noise-free signal. Moreover, by applying the usual
linear estimation theory, the noise-free signal S can be
estimated as
S ∼ ρSj , ∀j ∈ {1, 2}.
This means that the spectral correlation ρ is not only a
useful diagnostic function of the signal/noise ratio, but it
also enables the design of an objective and optimal filter
of the raw ensemble-based variance fields.
First encouraging results from applying this filter to
the ensemble of assimilations available at Me´te´o-France
(described in Belo Pereira and Berre, 2006) are given in
Berre et al. (2007). In the current study, we propose to
apply this statistical filtering in the analytical framework
of Section 2.
5.2. Experimental set-up
The geographical domain is exactly the same as in
Section 2 and the B matrix is also constructed in the same
way, but with standard deviations a little more spatially
varying, with two non-zero wave numbers (n = 1 and 2).
The two required 6-member ensembles of background-
error realizations are still generated by randomizing B.
Statistical values (correlations and variances) are esti-
mated over a data set that covers a period of NT = 50
days. During those 50 days, simple dynamics are simu-
lated so as to mimic the daily variations of background-
error standard deviations in the atmosphere. This is
achieved by randomly changing each day the values of
each non-zero wave number of the true standard deviation
field.
5.3. Filtering results
A smooth version of the spectral correlation function has
been computed by applying a simple spectral low-pass
filter to the raw standard deviation fields. The results
are displayed in Figure 11(a). As expected, the filtering
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Figure 11. (a) Raw standard deviations (dashed) and statistically filtered standard deviations (solid). (b) True standard deviations (solid), manually
filtered standard deviations (dashed) and statistically filtered standard deviations (dash-dotted). Results are given for standard deviations computed
from the first ensemble on day 25 of the period of study. This figure is available in colour online at www.interscience.wiley.com/qj
significantly reduces the small-scale sampling noise while
keeping the relevant large-scale features.
Figure 11(b) allows the comparison between the true
standard deviation field, the resulting field from applying
the correlation function (statistically filtered field) and the
one obtained after a ‘manual’ filtering (a moving spatial
averaging manually optimized, as in Sections 3 and 4).
The statistically filtered field is rather close to the true
field and globally outperforms the manually filtered one.
This statistical filter thus seems to be a promising tool to
remove the sampling noise in the ensemble-based stan-
dard deviation fields, and may be considered as a routine
procedure when running an ensemble of assimilations to
calculate fields of background-error variance.
6. Conclusions and perspectives
An ensemble of forecasts can be used to estimate
either climatological or flow-dependent background-error
variances. However, the finite size of the ensemble
induces a sampling noise, which degrades the accuracy
of the variance estimation. In this paper, we first explored
the spatial structure of sampling noise and, next, the
ability of a simple spatial filtering (such as a moving
average) to remove this noise and thus to ensure an
accurate representation of the variances.
Experimental studies revealed that the spatial structure
of sampling noise is relatively small-scale, and is largely
connected to the spatial structure of background error (i.e.
to its correlation function). More precisely, it was found
that the noise is even smaller scale than the background
error, which suggests that, for realistic values of length-
scale, spatial averaging should be an efficient technique to
remove the sampling noise. This is consistent with Berre
et al. (2007), which indicates that the spatial structure of
sampling noise is relatively small-scale compared to the
spatial structure of the exact variance field.
Then, investigations conducted in a simple 1D analyti-
cal framework clearly illustrated what can be expected
from spatial averaging. It appeared that a very small
ensemble (six members) contains interesting and robust
information that can be highlighted simply by apply-
ing an optimized spatial averaging. The resulting filtered
variances are thus at least as accurate as those derived
from a much bigger ensemble. This simulated frame-
work also helped to underline two impacting factors: the
background-error length-scale and the heterogeneity of
variance and length-scale fields.
The effects of spatial averaging were next examined in
a more realistic 2D framework, by considering the oper-
ational version of the Arpe`ge background-error covari-
ance matrix. In that context, an optimized averaging of a
6-member estimate provided a variance map even more
accurate than the raw map derived from a 220-member
ensemble. The optimal averaging also appeared to be
dependent on parameters and vertical levels, reflecting
the typical length-scales of each model variable.
From this first set of experiments, it can be suggested
that, for estimating background-error variances, combin-
ing a small ensemble of fairly high-resolution members
with relatively cost-free spatial filtering techniques may
be an interesting alternative to the use of a larger ensem-
ble of low-resolution members. However, there remains
the problem of how to optimize the spatial filtering. In
this paper, this has been done manually since the truth
was known, but in an operational context where little is
known about the true variances, this should be performed
automatically and objectively.
On this last item, a methodology recently introduced
in the literature has been explored in a toy problem. This
technique aims at objectively diagnosing and optimally
filtering sampling noise in estimated variance fields,
on the basis of signal/noise spectral ratios. Considering
the results obtained, such an approach seems to be a
promising way to optimize ensemble-based variances.
Some other important properties of the optimal filtering
need to be examined in more detail in future work.
For example, one may wonder if the filtering is flow-
dependent (through the daily variations of length-scales),
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and, if it is the case, how to parametrize this flow-
dependence. It can also be mentioned that a location-
dependent filtering should be favourable but raises the
problem of its setting up. A wavelet approach could be
interesting to consider, for instance.
Interesting connections between the spatial structures
of sampling noise and background error have been
underlined in this study from an empirical point of view.
A natural and important perspective would be to uncover
these relationships analytically. This may, for instance,
help to design a robust filtering strategy, and then to
partly answer the aforementioned questions.
A validation step of the filtered ensemble-based vari-
ances should also be planned. For example, this could be
achieved by comparing them with independent estimates,
derived from innovation data (Desroziers et al., 2005).
Finally, some impact studies of the use of those variances
on forecasts will be essential. For this last point, a first
possible step is to use flow-dependent variances while
keeping stationary correlations, as in Kucukkaraca and
Fisher (2006) and Berre et al. (2007). A second step may
then consist of a combined use of filtered flow-dependent
correlations (using wavelets for example) and variances.
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4Filtrage objectif des variancesd’erreur d’ébauche ensemblistes
D’après la version originale d’un article publié au Quarterly Journal of the Royal Me-
teorological Society, intitulé "Objective filtering of ensemble-based background error va-
riances".
1 Contexte de l’étude et résumé
La problématique du filtrage des variances ensemblistes est de nouveau abordée dans ce
papier, avec le développement théorique puis la mise en œuvre pratique d’une procédure
de filtrage objective et automatique, adaptée au contexte opérationnel.
Dans une première partie, des développements analytiques permettent d’accéder à
l’expression théorique des covariances spatiales du bruit d’échantillonnage observé sur
les variances. Cette relation permet notamment d’expliquer d’un point de vue formel le
lien étroit entre les structures spatiales du bruit et de l’erreur d’ébauche, qui a été mis en
évidence de manière empirique par Raynaud et al. (2008) (chapitre 3).
Reprenant ensuite la formulation statistique du filtrage objectif proposé par Raynaud
et al. (2008), il est montré comment cette relation analytique sur les covariances du bruit
peut être utilisée pour déterminer une estimation du ratio signal/bruit nécessaire au calcul
du filtre. Des choix de calcul et d’optimisation en milieu opérationnel sont également
évoqués. Le filtrage ainsi obtenu est un filtrage spectral global, dont la troncature est
déterminée de manière objective et automatique.
Le calcul et l’application d’un tel filtre sont tout d’abord examinés dans un cadre simulé
1D. Les résultats prometteurs permettent d’envisager son utilisation dans un cadre plus
proche de l’opérationnel.
La procédure de filtrage est ensuite appliquée aux champs de variance déduits de
l’assimilation d’ensemble Arpège. Il est observé que les troncatures objectives de filtrage
dépendent du paramètre et du niveau vertical considérés. En particulier, la troncature
diminue avec l’altitude, ce qui signifie que le filtrage des variances est plus fort dans les
niveaux élevés que près de la surface. Les champs de variance sont ainsi relativement de
petite échelle en basse atmosphère, tandis qu’ils deviennent de plus en plus de grande
échelle en haute atmosphère. Il est aussi intéressant de noter que cette caractéristique
du filtre objectif est cohérente avec les résultats empiriques de Raynaud et al. (2008), qui
montraient, dans le cadre d’un filtrage spatial en point de grille, que le diamètre optimal de
filtrage augmentait avec l’altitude : ceci est équivalent à la diminution de la troncature dans
l’espace spectral. L’évolution du filtrage en altitude peut être expliquée par une analyse
spectrale des variances brutes et du bruit associé, qui montre une prédominance du signal
dans les très grandes échelles en moyenne troposphère et dans les grandes et moyennes
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échelles près de la surface, tandis que le bruit est essentiellement présent dans les petites
échelles à tous les niveaux. Cette séparation d’échelle entre le bruit et le signal permet
notamment de justifier le recours à cette technique de filtrage spatial optimisé : cela assure
un filtrage efficace du bruit tout en préservant le signal utile. L’application de ce filtre aux
variances brutes permet d’obtenir des cartes filtrées précises, fortement influencées par la
situation synoptique. La variance de l’erreur résiduelle est de l’ordre de 10%.
La connaissance des cartes filtrées de variance pour chaque réseau d’assimilation offre
ensuite la possibilité d’examiner les variations spatio-temporelles de ces statistiques. Tan-
dis que la variance globale est relativement stable au cours du temps, les variances locales
apparaissent comme étant des éléments très sensibles à l’écoulement, avec une évolution
temporelle cohérente avec l’évolution des systèmes dynamiques notamment (dépressions,
cyclones, convection ...). Les valeurs les plus fortes sont observées dans les dépressions et
les thalwegs, où les prévisions sont les plus incertaines. Cette étude permet de confirmer
les résultats des principales recherches effectuées sur ce sujet jusqu’à présent.
Une autre caractéristique intéressante du filtrage objectif développé est sa capacité à
s’adapter à la taille de l’ensemble considéré. Il est montré par exemple qu’une diminution
de la taille de l’ensemble de six à trois membres s’accompagne d’une augmentation du
bruit dans les petites échelles, tandis que le signal de grande échelle est préservé. Le
filtrage calculé est ajusté en conséquence : la troncature objective est réduite, de manière à
éliminer ce bruit additionnel. Les cartes de variance filtrées déduites de cet ensemble de
trois membres sont similaires à celles issues de l’ensemble de six membres.
Dans une dernière partie, l’impact du filtrage sur la qualité des assimilations et des
prévisions du modèle Arpège est examiné. En comparant une expérience utilisant des
variances brutes et une seconde expérience utilisant des variances filtrées de manière
objective, la contribution du filtrage est bien mise en évidence. D’une part, le filtrage
permet d’améliorer l’accord entre les observations et l’ébauche. D’autre part, les prévisions
obtenues sont plus précises.
La procédure de filtrage décrite dans ce papier a été mise en œuvre dans le code
du modèle Arpège. Elle est utilisée de manière opérationnelle dans l’assimilation d’en-
semble Arpège depuis avril 2010.
2 Version originale de la publication
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Objective filtering of ensemble-based background-error
variances
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ABSTRACT: Flow-dependent background-error variances can be estimated by means of an ensemble of assimilations.
However, the finite size of the ensemble implies a sampling noise, which is detrimental for the variance estimation.
This article presents a filtering procedure for ensemble-estimated variance fields, which relies on an estimate of spectral
signal/noise ratios.
It is first demonstrated that the sampling noise covariance can be expressed analytically as a simple function of the
background-error covariance. The resulting formula shows in particular that the spatial structure of the sampling noise is
closely related to the spatial structure of background error (i.e. to its correlation function). It is then explained how this
relation can be used to calculate an objective filter.
Investigations are first conducted in a highly idealized 1D framework, to show that the proposed filter is able to remove
most of the sampling noise, while extracting the signal of interest. Application to an ensemble of Me´te´o-France Arpe`ge
forecasts is then considered. This objective filter reveals a vertical-level dependence, with a larger signal/noise ratio near
the surface, and a scale separation between signal and noise which is more pronounced in altitude. The results also indicate
that, after applying such an optimized filter, variance estimates obtained from a six-member ensemble have a residual
estimation error variance around 10%.
Some insights are then given into the spatio-temporal dynamics of the variance field. It is observed that the globally
averaged background-error variance is fairly stable in time, while spatial patterns of the variance field are closely linked
to the meteorological situation, with high values found in the vicinity of troughs.
Finally, impact studies in the Arpe`ge system show that the filtering of vorticity variances has a positive impact on the
quality of the NWP system. Copyright c© 2009 Royal Meteorological Society
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1. Introduction
In numerical weather prediction (NWP), data assimilation
schemes aim at determining the best initial state of the
atmosphere, often called the analysis. For that purpose,
they rely on two sources of information: the observa-
tions and a background, which usually is a short-term
forecast. The calculation of the analysed state involves
an optimal combination of these two sets of data, which
requires a good knowledge of the covariance matrices of
their respective errors. However, the estimation of those
statistics currently remains one of the major challenges
of modern data assimilation.
In the last decades, significant efforts have been
devoted to the specification of the background-error
covariance matrix (the B matrix), but often under the
strong hypotheses of homogeneity and isotropy, and even
stationarity. Such a framework is convenient but not
suitable, since covariances are in particular dependent on
the meteorological situation (Bouttier, 1993, 1994), and
thus are likely to vary both in space and time.
∗Correspondence to: Laure Raynaud, Me´te´o-France CNRM/GMAP, 42
Av. G. Coriolis, 31057 Toulouse Cedex, France.
E-mail: laure.raynaud@meteo.fr
Partly related to the work of Evensen (1994) on the
Ensemble Kalman Filter (EnKF), the use of an ensemble
of assimilations (Houtekamer et al., 1996; Fisher, 2003;
Belo Pereira and Berre, 2006) to estimate background-
error covariances has been widely tested in recent years.
This attractive method offers the possibility to calculate
and then make use of covariances ‘of the day’ in a data
assimilation system, and also to understand the spatio-
temporal dynamics of these statistics. Therefore, this is
a particularly relevant framework for background-error
covariance modelling.
One important limit of this ensemble approach comes
from its high numerical cost, which imposes the use
of rather small ensembles (namely between O(10) and
O(102)). This implies in particular the treatment of the
sampling noise induced by the finite ensemble size, as
this noise is detrimental to the covariance estimation.
When planning to use an ensemble-based B matrix
in a data assimilation scheme, some post-processing
tools must then be designed in order to remove the
sampling noise. Regarding correlations, the key issue
of spurious non-zero values at long distances has been
widely studied (Houtekamer and Mitchell, 1998; Buehner
and Charron, 2007; Pannekoucke et al., 2007; Bishop
Copyright c© 2009 Royal Meteorological Society
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and Hodyss, 2007). Regarding variances, a first empirical
study by Raynaud et al. (2008) showed that an optimized
local spatial average should help to calculate accurate
estimates. However, the tuning of this optimal averaging
is not so obvious, all the more so because it is likely to
vary with both vertical level and background-error length-
scale. Thus, it can represent a large amount of work in
an operational setting, and this is why an objective and
automatic procedure needs to be found.
In a study on the ability of variances ‘of the day’
to improve the analyses of the second French storm of
December 1999, Kucukkaraca and Fisher (2006) sug-
gested that the combined use of flow-dependent variances
and basic correlations (for example climatological) can be
a useful first step in the implementation of flow-dependent
statistics in NWP data assimilation systems.
In that context, the current paper deals with the filtering
of ensemble-estimated variances only, and ensues from
the practical paper of Raynaud et al. (2008). In particular,
it is shown both theoretically and experimentally how to
calculate the energy spectrum of the sampling noise in
ensemble-based variance fields, and how this can be used
in the calculation of an objective, nearly cost-free filter.
In the first two sections, calculations are derived
to obtain the theoretical expression of the covariance
matrix of the sampling noise in the estimated variances,
and it is explained how this formula can serve to
implement an objective filter. A 1D analytical framework
is then considered in section 4 to evaluate the filter
previously introduced. Section 5 presents results from
the application of the filter in a real NWP context :
an ensemble of assimilations developed at Me´te´o-France
for the operational Arpe`ge (Action de Recherche Petite
Echelle Grande Echelle) model. In particular, the spatio-
temporal evolution of the variance field is examined,
and the usefulness of the proposed filtering procedure
is assessed through impact studies. Finally, conclusions
and perspectives follow in section 6.
2. Analytical expression of the spatial covariance
of sampling noise in ensemble-estimated variances
2.1. Principle of an ensemble of assimilations
In an ensemble of perturbed assimilations (e.g.
Houtekamer et al., 1996), observation perturbations ok
are explicitly added to unperturbed observations y. This
produces a set of N perturbed observations y˜k = y + ok ,
where the perturbations ok correspond to N uncorrelated
realizations consistent with the observation error covari-
ance matrix R:
E[oko
T
l ] = δklR, (1)
where E stands for the expectation operator, the exponent
T stands for the transpose operator and δkl stands for the
Kronecker symbol.
Similarly, due in particular to the assimilation cycling
of the observation perturbations, background perturba-
tions bk are implicitly added to the unperturbed back-
ground xb (which corresponds to the unperturbed assim-
ilation cycle, which uses unperturbed observations).
Model perturbations can be added also, in order to rep-
resent model error contributions. This produces a set of
N perturbed backgrounds x˜bk = xb + bk, where bk corre-
spond to the N background perturbations. The ensemble
estimate of the background-error covariance is then clas-
sically calculated as
B˜ = 1
N − 1
N∑
k=1
(˜xbk − x˜b)(˜xbk − x˜b)T,
where x˜b = 1
N
N∑
l=1
x˜bl .
Moreover, it is easy to show that x˜bk − x˜b = bk − b, so
that one can write
B˜ = 1
N − 1
N∑
k=1
(bk − b)(bk − b)T.
For the local variance at gridpoint i, this gives
B˜ii =
1
N − 1
N∑
k=1
B˜ii,k , (2)
where B˜ii,k = (bk,i − bi )2 is the estimated variance at
gridpoint i, corresponding to member k.
2.2. Systematic and random errors in the
covariance estimation
The ensemble-estimated covariance matrix B˜ is only an
approximation of the true background-error covariance
B. Moreover, the associated error, defined by B˜− B,
can be decomposed classically as the sum of two kinds
of errors:
B˜− B = {B˜− E[B˜]}+ {E[B˜] − B} ,
where the second term on the right-hand side, E[B˜]− B,
is the systematic error component (also called bias), while
the first term, B˜− E[B˜], is the random error component
(whose expectation is equal to zero).
Systematic errors in the covariance estimation arise
for instance from approximations in the observation-error
covariance used to generate the observation perturbations.
They correspond also to approximations in covariance
inflation techniques, which can be used to represent
model error contributions (Houtekamer and Mitchell,
2001), and to compensate for possible inbreeding effects
(Sacher and Bartello, 2008). Another source of systematic
error in the covariance estimation results from possible
approximations in the model horizontal resolution (in the
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case where the resolution of the ensemble is lower than
in the control run) and in the assimilation scheme (e.g.
Berre et al., 2007), where 4D-Var is approximated by
3D-FGAT (First guess at appropriate time), and Wang
et al. (2008), where a hybrid gain matrix is approximated
with an Ensemble Transform Kalman Filter (ETKF) in
the ensemble update).
In this paper, we will focus on the second type of error,
which corresponds to random errors in the covariance
estimation, and more specifically in the estimation of
local variances. As illustrated in Raynaud et al. (2008) for
instance, these random errors arise from the finite size of
the ensemble, through the associated sampling noise. The
subject of the paper is to express the spatial covariance
of this sampling noise, and to show how this can be used
in order to filter this noise in an objective way.
In the rest of the paper, the expectation of the ensemble
covariance, namely E[B˜], will be noted as B˜, and called
the noise-free estimated B-matrix. In the specific case
where the ensemble estimate is unbiased, this matrix B˜
is equal to the true covariance B. In the more general
case where the ensemble estimate is biased, B˜ is different
from B, and the random error component corresponds to
B˜− B˜.
The sampling noise Ge(i) in the local estimated
variance B˜ii at gridpoint i is thus defined as
Ge(i) = B˜ii − B˜ii
and the corresponding vector is noted Ge. Its covariance
matrix is then E[GeGeT].
Experimental studies from Raynaud et al. (2008)
revealed that the spatial structure of this sampling noise
is relatively small scale (compared to the variance field),
and is largely connected to the spatial structure of back-
ground error (i.e. to its correlation function).
In the next subsection, a theoretical justification of
these observations is given by deriving the analytical
formula of the sampling noise covariance.
2.3. Analytical formula of the sampling noise
covariance
The calculation derived below is similar to that in Mallat
et al. (1998), who considered the diagonal elements of
E[GeGeT] (while off-diagonal elements are also consid-
ered below).
Using the linearity of the expectation operator and the
fact that
E[B˜ii] = E[E[B˜ii]] = E[B˜ii] = B˜ii ,
the general term of the sampling noise covariance matrix
can be decomposed as follows:
E[(B˜ii − B˜ii)(B˜jj − B˜jj )] = E[B˜iiB˜jj ]− B˜iiB˜jj . (3)
According to Equation (2),
E[B˜iiB˜jj ] =
1
(N − 1)2
N∑
k,l=1
E[(bk,i − bi )2(bl,j − bj )2] ,
(4)
which can also be written in the following form (see
Appendix A):
E[B˜iiB˜jj ] = B˜iiB˜jj +
2
N − 1 (B˜

ij )
2 .
Finally, the use of this last result in Equation (3) gives
E[(B˜ii − B˜ii)(B˜jj − B˜jj )] =
2
N − 1 (B˜

ij )
2, (5)
which corresponds to, in matrix form,
E[GeGeT] = 2
N − 1 B˜
 ◦ B˜, (6)
where ◦ stands for the Hadamard product (i.e. an element-
wise product).
2.4. Sampling noise variance, correlation
and length-scale
It can be inferred from Equation (5) or (6) that:
• the variance of the relative error in the variance
estimation (with respect to the noise-free variances)
is related to the ensemble size N through the
relation
E
( B˜ii − B˜ii
B˜ii
)2= E[(B˜ii − B˜ii)2]
(B˜ii)
2
= 2
N − 1 .
(7)
• the local correlation function cGe of the sampling
noise (on variances) is the square of the local
correlation function c of the background error (see
Appendix B for the derivation), i.e.
cGe(i, j) = cGe(i, i + r) = c2(i, i + r), (8)
where r = j − i is the separation value between
gridpoints i and j ; this implies a close connection
between the spatial structures of the sampling noise
and of the background error.
The spatial correlation length-scale of the sampling
noise can also be calculated. In the sequel, LGe and
Lb denote the length-scales of the sampling noise
and of the background error, respectively. Applying the
Daley length-scale (Daley, 1991) and Equation (8) to the
correlation functions c and cGe , one obtains:
L2
b(i) = −
c
d2c/dr2
∣∣∣∣
i,r=0
,
L2Ge(i) = −
cGe
d2cGe/dr2
∣∣∣∣
i,r=0
= − c
2
d2c2/dr2
∣∣∣∣
i,r=0
.
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The development of d2c2/dr2|i,r=0, using the fact that
c(i, i) = c|i,r=0 = 1 and assuming that dc/dr|i,r=0 = 0 (it
is supposed that c is spatially differentiable), leads to
d2c2
dr2
∣∣∣∣
i,r=0
= d
dr
[(
2c
dc
dr
)
i,r=0
]
= 2
(
dc
dr
)2
i,r=0
+ 2
(
c
d2c
dr2
)
i,r=0
= 2d
2c
dr2
∣∣∣∣
i,r=0
= − 2
L2
b
(i)
,
thus L2Ge(i) =
(
−d
2c2
dr2
)−1 ∣∣∣∣
i,r=0
=
L2
b
(i)
2
,
and so LGe(i) =
Lb(i)√
2
. (9)
Equations (6) and (9) thus explain the close link,
observed experimentally by Raynaud et al. (2008),
between background-error correlations and spatial cor-
relations of the noise in the estimated variances.
3. An objective filtering procedure of sampling
noise in ensemble-estimated variances
3.1. A spectral filtering of sampling noise
Given the gridpoint fields of the noise-free variance v˜
and the ensemble-based variance v˜, one can define the
spectral fields S˜ and S˜, related to the gridpoint fields
through the spherical spectral transform S: S˜ = S(˜v)
and S˜ = S(˜v).
Berre et al. (2007) designed an objective spectral
filtering technique in order to remove the sampling noise
in the ensemble-estimated variance field S˜. In brief, the
spectral variance field S˜ calculated from an ensemble of
background errors can be decomposed as the sum of two
contributions:
S˜ = S˜ + Se, (10)
where S˜ is the noise-free signal and Se = S(Ge) is
the spectral sampling noise. (Note that if the number
of members was infinite, one would have Se = 0 and
S˜ = S˜.) A simple filter ρ can then be obtained formally
by deriving the regression coefficients between the noise-
free signal S˜ and the raw signal S˜ as a predictor:
S˜ ∼ ρ˜S, with ρ = cov(˜S
, S˜)
V(˜S)
,
where V(˜S) is the spectral variance of the ensemble-based
variance field.
It can then be shown after some calculations (Berre
et al., 2007) that the regression coefficient can also be
written as
cov(˜S, S˜)
V(˜S)
= 1
1 + V(Se)
V(˜S)
, (11)
where V(Se) is the spectral variance of the sampling noise
and V(˜S) is the spectral variance of the noise-free signal.
The regression coefficient is thus a simple function of the
noise/signal ratio.
It must finally be mentioned that it is generally
convenient to calculate an isotropic filter, that is to say
to use
ρ = 1
1 + P(Se)
P(˜S)
instead of
1
1 + V(Se)
V(˜S)
,
where P( . ) is the power spectrum, provided by accumu-
lating the individual spectral variances as a function of
the total wave number n:
P(n) =
n∑
m=−n
V(n,m).
The regression equation can thus be written as
S˜ ∼ ˜S ,
where  is the two-dimensional spectral vector such as
(n,m) = ρ(n).
3.2. Residual estimation error
After applying this filter, there is a residual estimation
error defined by Sr = ρ˜S − S˜. It can be shown that its
variance is given by (see Appendix C)
V(Sr) = ρV(Se) . (12)
This equation shows that the sampling noise variance
is reduced through the filtering, by an amount which is
simply equal to 1 − ρ. Therefore, the largest reductions
of error occur where the values of ρ are the smallest, that
is to say, according to Equation (11), where the noise has
the largest relative amplitude.
Spectral variances can then be accumulated over all
wave numbers to calculate the total variance Vtot:
Vtot =
∑
n,m
V(n,m) =
∑
n
P(n) .
Note that, for instance, the total residual error variance
corresponds to the global spatial average of the estimation
error variance (e.g. Equation (6) of Boer (1983) in another
related context). Ratios between total variances such
as Vtot(Se)/Vtot(˜S) and Vtot(Sr)/Vtot(˜S) will thus be
calculated to quantify the average impact of the filter,
in terms of noise reduction.
In accordance with the discussion in section 2.2, it
should be mentioned that this residual error estimation
refers only to errors with respect to B˜. In other words,
it does not include systematic error contributions corre-
sponding to B − B˜. In this sense, this residual error
estimation variance can be regarded as a lower-bound
error variance estimate.
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3.3. Calculation of the filter
As indicated by Equation (11), the use of the regression
coefficient as a filter involves the estimation of the spec-
tral variances of sampling noise in particular. Berre et al.
(2007) showed that they can be efficiently estimated by
calculating and comparing statistics of two independent
ensembles which have the same size.
In this paper, we consider another approach to calculate
the regression coefficient, in which only one ensemble is
needed. The crucial point is the estimation of the noise
power spectrum P(Se). In the light of the theoretical
results previously given, one can make use of the
analytical Equation (6) to determine P(Se).
It can be inferred from Equation (6) that the online
estimation of the noise power spectrum requires the
estimation of the expectation of the ensemble covariance
matrix, namely B˜ = E[B˜]. In principle, one way to
estimate E[B˜] would be to calculate it as an average over
a large number Np of independent ensembles:
E[B˜] ≈ 1
Np
Np∑
p=1
B˜(p) ,
where B˜(p) is the estimate of B from the pth ensemble.
This is quite feasible in a simple idealized context, but
more difficult in a real NWP application, where running
a large number Np of independent ensembles may be too
costly.
To overcome this difficulty, an ergodic approach is
used. It is based on a time average estimated from the
(single) ensemble which is run:
E[B˜] ≈ 1
Nt
Nt∑
t=1
B˜(t) ,
where B˜(t) is the estimate of B from the (single) ensemble
at time t , and Nt is the number of dates used in the time
average.
A time average over a one-month period has been
used in this paper, in accordance with what is used
in the estimation of the climatological component of
the background-error covariances (e.g. Belo Pereira and
Berre, 2006). Moreover, it should be noted that the
calculation of these time-averaged covariances is based
also on a homogeneity assumption. This means that
spatial covariances are implicitly estimated from a global
horizontal average, in addition to the time average:
E[B˜j.] ≈
1
NtNi
Nt ,Ni∑
t=1,i=1
B˜i.(t) ,
where B˜i. is the local spatial covariance function at
gridpoint i, and Ni is the number of gridpoints over the
globe (in the horizontal). These averages in time and in
space are approximations of the exact expectation E[B˜].
This will be discussed further in section 3.4.
It may be also mentioned that calculating such a
time average is expected to be relatively adequate,
once the current homogeneous approach is considered.
This corresponds to the idea that, once the underlying
covariances have been spatially averaged over the whole
globe, they are expected to be relatively constant in
time. This expectation tends to be supported by the
time evolution of the spatial average of background-error
variances, which is almost constant in time, as illustrated
in Figure 6 of Fisher (2004) for instance (and also later
in this paper in Figure 6). In other words, homogeneity
may be regarded as the main assumption here, while
stationarity is rather one of its consequences (which
offers then a possibility to increase the sample size,
through the associated time average). As mentioned later
in section 3.4, this may be relaxed in the future by using
heterogeneous approaches in gridpoint or wavelet spaces.
From Equation (6) and from the Wiener–Khinchin
theorem, the noise energy spectrum is then simply equal
to the spectral transform of this squared stationary and
homogeneous covariance function in gridpoint space
(which is a 1D function as it is homogeneous and
isotropic), multiplied by the factor 2/(N − 1).
The noise-free signal energy spectrum is finally
obtained by subtraction:
P(˜S) = P(˜S)− P(Se) , (13)
which follows from the above decomposition of S˜ in
Equation (10) (Berre et al., 2007). For the diagnostic
studies in sections 4 and 5, the possibility to calculate
the raw signal power online will be applied. As will be
discussed in these sections, a smoothed version of the
resulting filter will then be calculated also, and a static
version will be used in impact studies.
3.4. Discussion of the homogeneous filter
approximation
One underlying approximation in the formulation of the
filter is the estimation of noise and signal covariances
from global horizontal averages. This is an approxima-
tion, in the sense that horizontal variations will not be
represented by the filter.
On the one hand, limitations of this approximation are
attenuated by the fact that the filter uses the ratio between
the noise and signal variances, and the fact that the noise-
to-signal ratio (in gridpoint space) is homogeneous. As
shown by Equation (7), this local ratio is in fact uniformly
equal to 2/(N − 1), whatever horizontal variations of
local gridpoint values such as (B˜ii)2 and E[(B˜ii − B˜ii)2]
are. For instance, if the local amplitude of the signal,
given by (B˜ii)2, is larger (smaller) than its global average,
the local variance of noise, namely E[(B˜ii − B˜ii)2], will
also be larger (smaller) in the same proportion, and the
associated local noise-to-signal ratio will remain the same
as its globally averaged value. Therefore, the validity of
the homogeneous formulation of the filter is not limited
by horizontal variations in the gridpoint variances of
signal and noise.
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On the other hand, limitations are still expected to
arise from horizontal variations (i.e. heterogeneities) in
the local correlation functions. This corresponds to the
fact that, in contrast to the case of local variances,
there is not a direct and uniform proportionality between
the respective correlation functions of noise and signal.
Indeed, as shown by Equation (8), the local correlation
of noise is partly proportional to the local correlation
of the background-error field, but not directly to the
local correlation of the background-error variance field
(which is the signal of interest here). As a consequence,
the homogeneous filter may be more representative of
midlatitudes than of tropical features for instance, as
contributions to B tend to be larger in midlatitudes
than in the Tropics (as will be illustrated in Figure 4
for instance). Therefore, while the current homogeneous
filter is believed to be relatively accurate on average
over the globe, it may be improved in the future by
considering the calculation and use of local heterogeneous
filters. This may be achieved by using local variance
averages in gridpoint or wavelet spaces, in a similar way
to background-error covariance modelling (Fisher, 2003;
Deckmyn and Berre, 2005).
In the following section, the filter is evaluated in a toy
problem on a circle.
4. Application to a 1D analytical framework
4.1. Experimental set-up
Following Raynaud et al. (2008), an idealized framework
is first considered to evaluate the filter introduced in
the previous section. In this analytical setting, the
geographical domain is the equatorial circle discretized
in 201 gridpoints.
A simple B matrix is prescribed: variances v are
slowly varying in space, and correlations are assumed
homogeneous and isotropic, defined by the Gaussian
function
c(i, i + r) = exp
(
− r
2
2L2
b
)
, (14)
where i is a point on the circle, r a separation value
and the correlation length-scale Lb is arbitrarily set to
200 km.
An ensemble of N = 6 random background-error real-
izations bk is generated from the specified B using a ran-
domization technique (Fisher and Courtier, 1995). This
is achieved by multiplying B1/2 with an ensemble of N
random vectors ηk drawn from a Gaussian distribution,
ηk ∼ N(0, 1): bk = B1/2ηk, k = 1, . . . , N . This ensem-
ble of background errors then enables background-error
variances to be diagnosed at each gridpoint i:
v˜i =
1
N − 1
N∑
k=1
(bk,i − bi )2,
where bi =
1
N
N∑
k=1

b
k,i .
The random generator ‘randn’ from Matlab has been used
in practice, to produce random vectors ηk .
4.2. Validation of the sampling noise covariance
formula
Before examining the efficiency of the filter, it is worth
noticing that the current idealized framework is conve-
nient to verify that the previously introduced formula of
the sampling noise covariance, Equation (6), is correct.
For that purpose, a B matrix is specified with the
Gaussian correlations (14) and the variances used by
Raynaud et al. (2008; their Figure 1). Given this particular
B matrix, 1000 independent ensembles of six background
errors bk have been generated as explained above. Each 6-
member ensemble provides a 6-member estimate of the
specified variances, along with the associated sampling
noise. An empirical sampling noise covariance has then
been estimated over this 1000-ensemble sample, and it is
compared to the theoretical expectation.
Figure 1(a) shows the estimated and the theoretical
sampling noise variances, while Figure 1(b) represents
a close-up of the noise covariance function at gridpoint
10. It can be seen that there is a very good agreement
between the experimental and the analytical values, for
both variances and covariances. As a consequence, the
use of this formula to calculate the proposed filter seems
to be an appropriate choice.
4.3. Filtering results
Experiments described in section 4.1 are performed over
a dataset that covers a period of 300 days. A B matrix is
specified for each of these 300 days, which uses the time-
independent correlations (14), while the variance profile
is randomly modified every day.
In order to simulate the application to a NWP system,
the noise energy spectrum is calculated from a time-
averaged B matrix with homogeneous variances. The
raw signal energy spectrum is computed daily from the
diagnosed variances ‘of the day’.
Figure 2(a) shows the energy spectra of the raw
estimated variances (P(˜S)) and the noise (P(Se)) for a
chosen date in the period. It is observed that the raw
variance energy dominates the noise energy in the first
three wave numbers, whereas the raw variance energy
oscillates around the noise energy in smaller scales.
Knowing that the estimation of the raw variance energy
is also affected by some sampling noise (because it is
calculated over a single realization), it can be considered
that above wave number three, the variance energy is
equal to the noise energy, so that there is no more useful
signal in these scales. Therefore, the resulting filter shown
in Figure 2(b) has been smoothed in a simple way: filter
values of Fourier wave numbers larger than or equal to
four have been set equal to zero.
The result from applying the filter of Figure 2(b) to the
raw estimates is shown in Figure 2(c), which presents
the true variance field, along with the raw estimated
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Figure 1. (a) Analytical (solid) and experimental (dashed) variances of the sampling noise. (b) is as (a) but for the noise covariance function
at gridpoint 10. The experimental values have been calculated over a sample of 1000 independent ensembles. This figure is available in colour
online at www.interscience.wiley.com/journal/qj
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Figure 2. (a) Energy spectra of the raw variances P(˜S) (solid) and the noise P(Se) (dashed). (b) The resulting filter (after removal of Fourier
wave numbers n ≥ 4). (c) True variances (solid, green), raw variances (dashed, blue) and filtered variances (dash-dotted, red). This figure is
available in colour online at www.interscience.wiley.com/journal/qj
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variances and the filtered variances. As expected, the filter
removes most of the sampling noise, while it preserves
the large-scale signal of interest. The average relative
error variance in the estimated variances decreases from
47% to 6% after the filtering procedure.
This highly idealized case (very smooth variances have
been considered) shows encouraging results on the ability
of the proposed filter to remove the sampling noise in
ensemble-estimated variance fields. In the next section,
its relevance is explored in a real NWP application.
5. Application to a real NWP ensemble
5.1. Experimental set-up
An ensemble of assimilations is available at Me´te´o-
France for the operational Arpe`ge model. As described
in detail in Berre et al. (2007), six independent 3D-
FGAT assimilation experiments are performed in a perfect
model framework by adding random explicit perturba-
tions to observations, while the background is implicitly
perturbed (through the perturbation and the cycling of
past analyses/forecasts).
In order to test the filter, this ensemble has been
run over a one-month period from 5 September to
5 October 2007. The six assimilation experiments have
been conducted at each analysis time and the six-hour
T 359 forecast fields x˜bk, k = 1, . . . , 6, have then been
truncated at T 107. Ensemble-based variances have been
calculated in gridpoint space for each date t on a grid that
corresponds to T 224 in order to avoid aliasing effects:
v˜(t, i) = 1
N − 1
N∑
k=1
{˜xbk(t, i)− x˜b(t, i)}2,
where x˜b(t, i) = 1
N
N∑
l=1
x˜bl (t, i) , and N = 6.
The gridpoint field is then transformed to spectral space
and only spectral coefficients S˜(t, n,m) up to NT = 107
are kept. For further details on the technical aspects of the
filtering procedure implementation, the reader is referred
to Appendix D.
The filtering of the raw estimates is currently per-
formed with an empirical spectral low-pass filter, defined
by
fNtrunc(n) =
[
cos
{
0.5pi min(n,Ntrunc)
Ntrunc
}]2
, (15)
with the truncation Ntrunc set to 42 for all vertical levels.
During the one-month simulation, a new objective filter is
evaluated and compared to this current operational filter.
In the following paragraphs, the properties of the objec-
tive filtering are examined, in particular its robustness and
its dependencies (on the vertical level, on the parameter
and on the ensemble size for example, as it was sug-
gested by Raynaud et al., 2008). The resulting filtered
variance maps are then compared to those obtained with
the current operational filter. This set of experiments also
enables the spatio-temporal dynamics of variance maps
(which have yet to be extensively explored) to be exam-
ined. Finally, the usefulness of this objective filtering is
assessed through impact studies. Subsections 5.2 to 5.5
concentrate on the vorticity variance field, while some
insights into other parameters are given in subsection 5.6.
5.2. Filtering results
In the following investigations, the objective filter is
calculated at each analysis step, from a single realization
of the raw variance field energy spectrum, and from an
offline estimate of the noise energy spectrum, obtained
by using a climatological homogeneous and isotropic
covariance function as explained in subsection 3.3.
Figure 3 displays the energy spectra of the raw vari-
ances (P(˜S)), of the associated sampling noise (P(Se)),
and of the noise-free variances (P(˜S)), together with the
resulting filters, for the particular case of 0000 UTC on
15 September.
Near 500 hPa (Figure 3(e)), the signal has a relatively
large amplitude in the large scales, whereas there is no
more noise-free signal beyond wave number 30. In con-
trast, the amount of sampling noise is larger in the small
scales than in the large scales. This leads to a relatively
strong scale separation between the large-scale signal
and the small-scale noise. As expected (Figure 3(c), thin
solid curve), filter values are thus relatively large for
small wave numbers, and they decrease towards zero for
large wave numbers.
Near the surface, Figure 3(b) shows that the variance
field keeps a nearly constant energy over the first 25 wave
numbers or so, and becomes purely noisy only in the
last 30 wave numbers. As a result, the filter shown in
Figure 3(d) is not very selective, with values greater than
or equal to 0.9 up to wave number 25.
The differences in the calculated filters between the
surface and 500 hPa are essentially related to the fact
that the variances near the surface have a greater amount
of energy in the medium scales than at 500 hPa. This
vertical variation of the filter is in accordance with the
experimental observation of Raynaud et al. (2008), who
found, in the context of a manually optimized spatial
averaging in gridpoint space, that the optimal averaging
diameter is smaller near the surface than at altitude.
On the other hand, examination of Figures 3(c) and (d)
suggests that the estimation of the filter is itself subject
to sampling errors. This corresponds to somewhat large
oscillations of filter values from one wave number to
the other, which are particularly pronounced for wave
numbers 3 and 10 in Figure 3(c). In contrast, oscillations
of the raw filter are relatively smaller in the small-scale
part of the spectrum.
Another prominent feature is that raw filter values
are very close to 1 for wave number 0 (approximately
0.998 near 500 hPa, and 0.997 near the surface). This
is directly related to the fact that this spectral compo-
nent corresponds to the global spatial average of the
background-error variance. Thus, this component is well
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Figure 3. Energy spectra (s−4) at 0000 UTC on 15 September 2007 of the raw variances P(˜S) (solid, blue) and of the associated sampling
noise P(Se) (dashed, green) for vorticity (a) near 500 hPa and (b) near the surface. The resulting raw filter (thin solid, blue), the smoothed filter
obtained after adjusting the truncation of the operational filter (thick solid, green) and the current operational filter with truncation 42 (dashed,
red) are displayed at (c) a level near 500 hPa and (d) near the surface. Also shown are the noise-free variance energy P(˜S) (solid, blue), the
noise energy P(Se) (dashed, green) and the residual error energy P(Sr) (dash-dotted, red) (all s−4) at (e) a level near 500 hPa and (f) near the
surface. This figure is available in colour online at www.interscience.wiley.com/journal/qj
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Figure 4. Middle troposphere vorticity standard deviation field (5× 10−5s−1) at 0000 UTC on 15 September: (a) raw, (b) operationally filtered
and (c) objectively filtered. This figure is available in colour online at www.interscience.wiley.com/journal/qj
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sampled spatially; accordingly the relative level of noise
is very small, and the filter value is close to 1.
Note that this feature is represented in the current
operational filter, since fNtrunc(0) = 1. Moreover, the
truncation parameter Ntrunc in Equation (15) can be
adjusted, in order to have a closer fit to the raw filter
than with the default value Ntrunc = 42. One way to adjust
Ntrunc is to choose its value such as the filter length-scale
Lf matches the length-scale of the raw filter Lρ (see
Appendix D for the associated formulae).
The results of this approach correspond to the
smoothed objective filters, which are represented by the
thick solid lines in Figures 3(c) and (d). It allows the ver-
tical dependence of the filter to be represented (whereas
the current operational filter is constant vertically). It also
enables us to get rid of some large oscillations in the raw
filter, such as those mentioned for wave numbers between
3 and 10 in Figure 3(c).
Figure 4 presents raw and filtered maps of vorticity
standard deviation at a level near 500 hPa for 0000 UTC
on 15 September. The two filtered vorticity standard
deviation fields (Figures 4(b) and (c) for operational and
smoothed objective filters, respectively) appear relatively
large-scale and similar, and comparison with the raw
field (Figure 4(a)) suggests a relatively strong objective
filtering. The same maps near the surface are shown in
Figure 5(a) to (c). In that case, the raw and objectively
filtered maps are relatively small scale and closer to each
other than at 500 hPa, which reveals a lighter filtering,
whereas the operationally filtered standard deviations are
larger scale. All these results are in agreement with the
filter properties noticed in Figures 3(c)–(d).
Note that the global spatial average of the background-
error variance is left unchanged by the filter. Examination
of the time evolution of this average value (Figure 6)
indicates that, as expected, it is relatively stationary
during the whole month. Moreover, examination of the
filter curves for different dates (not shown) indicates that
the objective filter is also relatively stationary in time.
Therefore, a static version of this objective filter will be
used in impact studies in section 5.5.
An estimation of the relative error in the raw and fil-
tered ensemble variances can also be given (section 3.2).
Before the filtering, the average relative error variance
in the raw estimates is given by the ratio of the total
noise energy to the total noise-free variance energy, i.e.
Vtot(Se)/Vtot(˜S). It is equal to 32% near the surface and
51% at 500 hPa at 0000 UTC on 15 September. After
the filtering, an estimate of the relative error variance is
given by Vtot(Sr)/Vtot(˜S). In that case, 15% of the error
is observed near the surface against 7% at 500 hPa.
Estimations of the relative error have also been cal-
culated over all vertical levels. The vertically averaged
relative-error variance before filtering is then equal to
45%, with minimum and maximum values of 14% and
76% respectively. After the filtering procedure, relative-
error values are between 3% and 21%, with a vertical
average of 9%. These residual-error variances around
10% are thus relatively small. They indicate that the
optimized spatial filter enables accurate variances to be
estimated from a six-member ensemble. Moreover, the
filter is even more powerful near 500 hPa (in terms of
error reduction), due to the stronger scale separation there,
between the large-scale signal and the small-scale noise
(Figure 3(e)).
Finally, it can be noticed in Figures 3(e) and (f) that,
as expected, the reduction of error variance is largest at
small scales, i.e. where the sampling noise has the largest
relative amplitude.
5.3. Dynamics of the standard deviation field
The spatio-temporal evolution of the vorticity standard
deviation field and its link with the meteorological flow
can then be examined through Figures 7(a)–(c) and
8(a)–(c), from 0600 UTC on 15 September to 1800 UTC
on 16 September.
An overview of Figures 8(a)–(c) outlines some general
features of the vorticity standard deviation field near the
surface. In particular, low values are found in the Tropics
and in data-rich areas (North America, Europe, Asia),
whereas much higher values are observed in data-poor
areas (such as over sea) and in the storm-track regions
(Northern/Southern Atlantic, Northern/Southern Pacific).
Another interesting point is the frequent occurrence of
relatively large errors along the intertropical convergence
zone (ITCZ), which is in accordance with the results of
ˇZagar et al. (2005) for the error in the zonal wind field.
A more detailed examination of these maps then
reveals that the largest values of vorticity standard
deviations tend to occur in the vicinity of troughs
(for example in the storm-track region of the Southern
Hemisphere). This is particularly visible in Figure 9(a),
which presents a close-up of the depression situated in
the Southern Atlantic at 0000 UTC on 15 September.
A similar connection with the weather situation is
observed near 500 hPa (Figures 7(a)–(c)), with higher
values in the rapid zonal flow in the Southern Hemi-
sphere, and in the vicinity of troughs.
When looking at the evolution of the zoomed stan-
dard deviation field over six-hour intervals (cf. Fig-
ures 9(a)–(h)), it appears that changes over six hours
are quite significant, and closely related to the tempo-
ral dynamics of the underlying flow. Indeed, from 0000
UTC on 15 September to 1800 UTC on 16 September,
the depression initially elongated along a north/south axis
rotates to finally be stretched along a west/east axis. This
rotation of the flow is accompanied by a similar rotation
of the area of high values of vorticity standard deviation.
To summarize, this case-study shows that there are vis-
ible connections between the dynamics of the estimated
standard deviation field and the dynamics of the weather
situation. The results tend to be consistent with previ-
ous studies in the literature, which indicate that error
variances tend to be larger in the vicinity of lows and
troughs (Bouttier, 1993; The´paut et al., 1996; Andersson
and Fisher, 1999). On the other hand, it is likely that these
variance estimates remain imperfect to some extent, due
to the current neglect of model error for instance. There-
fore, using independent error variance estimates, such
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Figure 5. As Figure 4, but for a near-surface level. This figure is available in colour online at www.interscience.wiley.com/journal/qj
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Figure 6. Temporal evolution of the global spatial average of the background-error variance over the one-month period: vorticity (a) near the
surface (10−11s−2) and (b) near 500 hPa (10−10s−2). This figure is available in colour online at www.interscience.wiley.com/journal/qj
as those provided by covariances of analysis residuals
(Desroziers et al., 2005), is believed to be essential in
the future, in order to evaluate further the realism of the
variance dynamics. In this context, preliminary compara-
tive studies presented in Berre et al. (2007; Figure 6) are
encouraging, and they will be pursued in the future.
5.4. Sensitivity to ensemble size
It has been shown so far that the proposed filter is able to
adapt in a relevant way to the vertical level. According to
Equation (6), it is also designed to adapt to the ensemble
size (through the multiplicative factor 2/(N − 1)). It is
illustrated in the next paragraph how the filter reacts to a
decrease of ensemble size.
To examine the response of the filter to a change of
ensemble size, calculations have been performed to com-
pare cases of 3- and 6-member ensembles. Results are dis-
played in Figure 10 for vorticity near the surface at 0000
UTC on 15 September. It can be seen in Figure 10(a)
that the energy spectra of the variances estimated from
3- and 6-member ensembles are relatively similar, which
indicates that a 3-member ensemble is able to catch about
the same structures as a 6-member ensemble. However,
an excess of variance energy compared to the 6-member
estimate is visible, especially from wave number 20 or so.
It can even be noticed that this excess of variance, i.e.
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Figure 7. Objectively filtered standard deviations of vorticity (shading, 5 × 10−5s−1) at 500 hPa (a) at 0600 UTC on 15 September, (b) at 0000
UTC on 16 September and (c) at 1800 UTC on 16 September. The geopotential analysis is overlaid, with contour interval 100 m. This figure is
available in colour online at www.interscience.wiley.com/journal/qj
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Figure 8. As Figure 7, but near the surface. Mean sea level pressure analysis is overlaid, with contour interval 10 hPa. This figure is available
in colour online at www.interscience.wiley.com/journal/qj
Copyright c© 2009 Royal Meteorological Society Q. J. R. Meteorol. Soc. 135: 1177–1199 (2009)
DOI: 10.1002/qj
86 Chapitre 4. Filtrage objectif des variances d’erreur d’ébauche ensemblistes
1192 L. RAYNAUD ET AL.
980
1000
1000
1000
10
00
1000
1000
1000
60°S
50°S
20°W 0°
0
0.05
0.1
0.15
0.2
0.25
0.3
0.4
0.5
1
1.7
98
0
98
0
1000
1000
1000
1000
10
00
1000
1000
60°S
50°S
20°W 0°
0
0.05
0.1
0.15
0.2
0.25
0.3
0.4
0.5
1
1.7
98
0
98
0
1000
1000
1000
1000
100
0
1000
1000
60°S
50°S
20°W 0°
0
0.05
0.1
0.15
0.2
0.25
0.3
0.4
0.5
1
1.7
98
0
980
980
1000
1000
1000
1000
10
00
1000
60°S
50°S
20°W 0°
0
0.05
0.1
0.15
0.2
0.25
0.3
0.4
0.5
1
1.7
(a)
(b)
(c)
(d)
Figure 9. Filtered standard deviations of vorticity (shading, 5 × 10−5s−1) near the surface in the Southern Atlantic from 0000 UTC on 15
September to 1800 UTC on 16 September with a six-hour time step. The mean sea level pressure analysis is overlaid, with contour interval
10 hPa. This figure is available in colour online at www.interscience.wiley.com/journal/qj
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Figure 9. (Continued)
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Figure 10. Case of vorticity variances near the surface at 0000 UTC on 15 September. (a) Power spectra (s−4) of the raw variances P(˜S) with
N = 6 (thick solid) and N = 3 (thick dashed), of sampling noise P(Se) with N = 6 (thin solid) and N = 3 (thin dashed) and of residual error
P(Sr) with N = 6 (light thin solid, green) and N = 3 (light thin dashed, green). (b) The resulting raw filters, for N = 6 (solid) and N = 3
(dashed). This figure is available in colour online at www.interscience.wiley.com/journal/qj
P(˜S)N=3 − P(˜S)N=6, matches approximately the excess
of noise energy, i.e. P(Se)N=3 − P(Se)N=6. This is con-
sistent with the facts that P(˜S) = P(˜S)+ P(Se) accord-
ing to Equation (13), and P(Se)N=3 > P(Se)N=6. As a
consequence, the resulting filter of the 3-member estimate
(Figure 10(b)) is more selective. The residual energy is
also displayed in Figure 10(a). It can be seen that the
noise reduction is the largest in the small scales for both
ensemble sizes.
It has been verified that the filtered standard deviation
maps estimated with a 3- and a 6-member ensemble
are strongly similar (not shown). This is another way
to illustrate the ability of the objective spatial filtering
to extract accurate and robust information from small
ensembles.
5.5. Impact on the quality of the NWP system
In order to evaluate the impact of the filter on the
quality of the NWP forecats, an impact study has been
carried out over a 35-day period (15 February 2008 to
20 March 2008). This has been done with the ensemble
variational assimilation developed for the Arpe`ge model,
which is described in Berre et al. (2007), and which
has been operational at Me´te´o-France since July 2008.
In this system, vorticity variances are calculated in a
flow-dependent way from a 3D-FGAT ensemble (while
background-error variances remain constant in space and
in time for the unbalanced parts of temperature, surface
pressure and divergence, although an extension is planned
in the future to these variables).
Two 4D-Var experiments, using raw and objectively
filtered vorticity variances respectively, have been com-
pared. In accordance with the filter stationarity evoked in
section 5.2, a static version of the smoothed filter (calcu-
lated on 15 September 2007) has been used in this impact
study.
The results indicate neutral to positive impacts in
general, with positive impacts which tend to be more
pronounced for wind in particular. This corresponds for
instance to an improved background fit to SATOB wind
observations in northern midlatitudes, as illustrated in
Figure 11(a). This is even more pronounced for wind
dropsondes (Figure 11(b)), which are located in the
Northern Pacific storm track area.
Positive impacts are also found when calculating e.g.
RMS of 6-hour forecast errors against the ECMWF
analysis, as illustrated in Figure 12(a) for wind in the
Tropics at 250 hPa, and in Figure 12(b) for geopotential
at 850 hPa over Europe and the Northern Atlantic.
These results support the validity and usefulness of
this filtering technique. Therefore, it is considered in the
future to extend this approach to other variables than
vorticity, as evoked in section 5.6.
Moreover, a comparison (not shown) has been done
with a corresponding 4D-Var experiment, which uses vor-
ticity variances that are smoothed with the current opera-
tional vertically constant filter. Similar improvements are
observed compared to raw variances, and scores are close
to those which correspond to the vertically varying filter.
(The latter filter contributes to a relatively small addi-
tional improvement of scores, compared to the vertically
constant filter.) This is related to the fact that the two
filters are almost the same e.g. in the mid-troposphere
(Figure 3(c)), although they differ to a larger extent at
the low levels. This indicates that, on the one hand, the
improvement arises basically from spatial filtering and,
on the other hand, it is not much sensitive to vertical
variations of the filter (at least in the current version
of the system). In other words, this suggests that spa-
tial filtering, with an objective calibration of the filter in
mid-troposphere, is sufficient to some extent in the current
system to obtain the observed improvement.
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The ECMWF analysis is used as the verifying reference.
5.6. Standard deviations of unbalanced temperature
and specific humidity
As a preliminary diagnostic study, filtered standard devi-
ations of unbalanced temperature (Derber and Bouttier,
1999) and specific humidity at the lowest model level are
displayed in Figure 13 for the case of 0000 UTC on 15
September. Contrary to the case of vorticity, the standard
deviation field of specific humidity shows its highest val-
ues over land, whereas the lowest values are found in
high latitudes (in accordance with the small amount of
specific humidity there).
By comparing Figures 5(c) and 13, it can be noticed
that some dynamical structures have a common signature
in specific humidity, unbalanced temperature and vor-
ticity standard deviations. For instance, the case of the
minimum of pressure over the North-western Africa is
characterized by large values of standard deviation for
these three parameters.
Finally, an interesting property of the specific humidity
variance field in the boundary layer can be mentioned.
It can be seen in Figure 14 that the filter becomes less
and less selective toward low levels. This corresponds
to a larger signal-to-noise ratio, which is associated with
the fact that the variance field becomes smaller scale.
Such behaviour has not been observed for temperature
and vorticity, whose filters are nearly constant in this
range of vertical levels.
6. Conclusions and perspectives
This paper focused on the design and the evaluation
of an objective filtering tool, to remove the detrimental
sampling noise that affects background-error variances
calculated with an ensemble of assimilations.
The theoretical part of the study first showed that the
spatial structure of the sampling error in the estimated
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Figure 13. Filtered standard deviations near the surface at 0000 UTC on 15 September for (a) unbalanced temperature (K), and (b) specific
humidity (0.5 × 10−2 kg kg−1). The mean sea level pressure analysis is overlaid, with contour interval 10 hPa. This figure is available in colour
online at www.interscience.wiley.com/journal/qj
variances is closely related to the spatial structure of
the background error. Secondly, it has been explained
how this formal relation can be used to estimate the
signal/noise ratios required to calculate the filter.
A first evaluation of the filter has been conducted
in an idealized analytical framework on a circle. This
experiment gave encouraging results on the ability of the
filter to ensure an accurate representation of the variances.
For the purpose of testing the filter in a real NWP
context, the calculation has then been implemented
in an ensemble of six independent Arpe`ge 3D-FGAT
assimilations. The proposed procedure appears to be able
to calculate a robust filter, which adapts to the vertical
level and to the parameter considered. In particular,
the filtering appears to be light in the low troposphere,
whereas it becomes more and more selective at upper
levels. This reflects a scale separation between signal and
noise, which is more pronounced at altitude. The results
also indicate that the average relative error variance of
the 6-member estimated variance maps is reduced from
about 40% (in the raw maps) down to approximately
10% (in the filtered maps).
Connections with the weather situation have also been
examined. It has been observed that the vorticity variance
field is closely linked to the flow, reaching its highest
values in the vicinity of troughs, in accordance with
previous results in the literature.
Sensitivity to ensemble size has been studied by
comparing variances estimated from 3- and 6-member
ensembles. In response to the increase of noise in the 3-
member estimate, the filter becomes a bit more selective.
This leads to a variance map nearly as accurate as the
one derived from a 6-member ensemble. This result thus
confirms that robust variances can be calculated from
a relatively small ensemble, when using an optimized
spatial filter.
Finally, impact studies have been performed to assess
the usefulness of this filter in NWP systems. As a first
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Figure 14. Smoothed objective filters for specific humidity vari-
ance fields, calculated at 0000 UTC on 15 September for differ-
ent vertical levels in the boundary layer: surface (thick solid, dark
blue), 35 m (dark dashed, dark green), 90 m (dotted, red), 180 m
(dash-dotted, light blue), 300 m (thin solid, purple) and 450 m (light
dashed, light green). This figure is available in colour online at
www.interscience.wiley.com/journal/qj
step, filtered flow-dependent variances for vorticity have
been calculated from the ensemble variational assimila-
tion available at Me´te´o-France. It has been observed that
the impact of objectively filtering the variances is posi-
tive, especially on wind forecasts.
The filter studied in this paper is easy to implement and
combines some interesting properties: it is nearly cost-
free, and vertical level- and parameter-dependent. It thus
seems to be a promising routine procedure when running
an ensemble of assimilations. However, one degree of
improvement would be to add a spatial dependence, for
example by applying the filtering to a set of wavelet
coefficients.
Due to the current neglect of model error, it is likely
that such ensemble-estimated filtered variances will be
underestimated and thus will require inflation. For that
purpose, different methods, for instance based on covari-
ances of innovations or analysis residuals (Desroziers
et al., 2005; Miyoshi, 2005), will then have to be tested in
order to determine the best inflation suited to our system.
Further impact studies need to be performed, in partic-
ular to test the validity of the filtering procedure on other
variables than vorticity. In a second step, it is planned
to include also flow-dependent error correlations, on the
basis of the work by Pannekoucke et al. (2007), which
showed that a diagonal wavelet approach includes an
implicit local spatial averaging of the local ensemble-
based correlations.
Appendices
A. Derivation of the analytical formula of the
sampling noise covariance
According to Equation (3), the crucial point in the deriva-
tion of the sampling noise covariance is the calculation
of the term E[B˜iiB˜jj ].
If A1, A2, A3, A4 are Gaussian random variables,
Wick’s theorem states that
E[A1A2A3A4] =E[A1A2]E[A3A4] + E[A1A3]E[A2A4]
+ E[A1A4]E[A2A3].
In the particular case where A1 = A2 and A3 = A4, this
expression becomes
E[A21A23] = E[A21]E[A23]+ 2(E[A1A3])2.
The application of this result to relation (4) then gives
E[B˜iiB˜jj ] =
1
(N − 1)2
N∑
k,l=1
E[(bk,i − bi )2]E[(bl,j − bj )2]
+ 2
(N − 1)2
N∑
k,l=1
(E[(bk,i − bi )(bl,j − bj )])2.
(A.1)
It is easy to check that the first term on the right-hand
side of Equation (A.1) is equal to B˜ii B˜jj since
1
(N − 1)2
N∑
k,l=1
E[(bk,i − bi )2]E[(bl,j − bj )2]
= 1
N − 1
N∑
k=1
E[(bk,i − bi )2]
1
N − 1
N∑
l=1
E[(bl,i − bj )2]
= E[B˜ii]E[B˜jj ]
= B˜ii B˜jj .
(A.2)
Then, the second term on the right-hand side can be
evaluated by developing E[(bk,i − bi )(bl,j − bj )]:
E[(bk,i − bi )(bl,j − bj )]
= E
[(

b
k,i −
1
N
N∑
k′=1

b
k′,i
)(

b
l,j −
1
N
N∑
l′=1

b
l′,j
)]
= E[bk,ibl,j ]−
1
N
N∑
k′=1
E[bk′,ibl,j ]
− 1
N
N∑
l′=1
E[bl′,jbk,i] +
1
N2
N∑
k′,l′=1
E[bk′,ibl′,j ].
Since E[bk,ibk,j ] = B˜ij , and bk,i and bl,j are independent
realizations (unless k = l), we obtain:
E[(bk,i − bi )(bl,j − bj )] = δklB˜ij −
1
N
B˜ij .
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Using this last result in the second term on the right-hand
side of Equation (A.1), we obtain:
2
(N − 1)2
N∑
k,l=1
{
E[(bk,i − bi )(bl,j − bj )]
}2
= 2
(N − 1)2
N∑
k,l=1
{
δklB˜

ij −
1
N
B˜ij
}2
= 2
(N − 1)2
N∑
k,l=1
{
δkl(B˜

ij )
2− 2
N
δkl(B˜

ij )
2+ 1
N2
(B˜ij )
2
}
= 2
(N − 1)2
{
N(B˜ij )
2 − 2(B˜ij )2 + (B˜ij )2
}
= 2
N − 1
(
B˜ij
)2
.
(A.3)
Finally, the use of relations (A.2) and (A.3) in Equa-
tion (A.1) gives
E[B˜ii B˜jj ] = B˜ii B˜jj +
2
N − 1 (B˜

ij )
2.
B. Link between respective correlation functions
of sampling noise and of background error
According to the analytical formula (5), one can write:
cov(Gei ,G
e
j ) =
2
N − 1 (B˜

ij )
2,
σ (Gei ) =
√
2
N − 1 B˜

ii ,
σ (Gej ) =
√
2
N − 1 B˜

jj ,
where cov and σ stand for the covariance and the standard
deviation operators, respectively.
The local sampling noise correlation between grid-
points i and j is then easily derived:
cGe(i, j) =
cov(Gei ,G
e
j )
σ (Gei )σ (G
e
j )
=
(B˜ij )
2
B˜iiB˜

jj
=
 B˜ij√
B˜ii
√
B˜jj

2
= c2(i, j).
C. Variance of the residual estimation error
The residual error is defined by Sr = ρ˜S− S˜. Using the
decomposition S˜ = S˜ + Se, it follows that:
Sr = ρ(˜S + Se)− S˜
= (ρ− 1)˜S + ρSe.
Making use of the expression for ρ (Equation (11)), we
obtain
V(Sr) = (ρ− 1)2V(˜S)+ ρ2V(Se)
= V(S
e)2V(˜S)+ V(˜S)2V(Se)
{V(˜S)+ V(Se)}2
= V(S
e)V(˜S)
V(˜S)+ V(Se)
= ρV(Se).
D. Technical implementation of the filtering procedure
Three main steps are necessary to implement the filtering
procedure:
• the calculation of the noise energy
• the calculation of the raw variance energy
• the calculation of the filter.
Each step is summarized below, and the most important
equations are recalled.
D.1. Calculation of the sampling noise energy
As explained in section 3.3, the sampling noise energy
can be estimated offline from a static, homogeneous
and isotropic covariance function C in gridpoint space.
This choice allows one to simplify Equation (6) and to
calculate:
P(Se) = 2
N − 1L(C
2
), (D.1)
where L is the Legendre transform in the 2D spherical
case (section 5), and L is the Fourier transform in the 1D
circular case (section 4).
D.2. Calculation of the raw variance energy
(a) Read the perturbed members x˜bk .(b) Calculate the ensemble mean
x˜b = 1
N
N∑
k=1
x˜bk.
(c) Form the perturbations x˜bk − x˜b.(d) Calculate the ensemble variance in gridpoint space:
v˜i =
1
N − 1
N∑
k=1
(˜xbk,i − x˜bi )2.
(e) Apply a spectral transform S: S˜ = S(˜v).
(f) Calculate the variance energy:
P(˜S)(n) =
n∑
m=−n
|˜S(n,m)|2,
where | . | denotes the modulus.
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The Me´te´o-France Arpe`ge operational model is spec-
tral, so a number of direct and inverse spectral trans-
forms is necessary in steps (a)–(d) to calculate gridpoint
variances. To avoid aliasing effects, calculations are per-
formed on a grid that corresponds to T 224 and only
spectral coefficients up to NT = 107 are kept in the vari-
ance energy P(˜S).
D.3. Calculation of the objective filter
(a) Calculate the noise-free variance energy:
P(˜S) = P(˜S)− P(Se), with P(˜S) and P(Se) obtained
from the two former steps.
(b) Calculate the raw filter:
ρ = 1
1 + P(Se)P(˜S)
.
(c) Calculate the length-scale Lρ of the raw filter (e.g.
Rabier et al., 1998):
Lρ =
√√√√2a2 ∑NTn=1 ρ(n)∑NT
n=1 n(n+ 1)ρ(n)
,
where a is the Earth radius.
From a table which relates values of Ntrunc and of
Lf =
√√√√2a2 ∑NTn=1 fNtrunc(n)∑NT
n=1 n(n+ 1)fNtrunc(n)
,
calculate the truncation parameter Ntrunc such that the
length-scale Lf of the associated smooth filter fNtrunc
matches the length-scale Lρ of the raw filter.
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3 Compléments sur la publication
Il a été montré dans la publication précédente que le filtrage spatial objectif des cartes de
variance permet de représenter des structures d’erreur d’échelle plus fine que le filtrage
empirique (de troncature 42) utilisé jusqu’à présent. Cela permet notamment une repré-
sentation plus précise des erreurs dans les zones dynamiques (au niveau des dépressions,
thalwegs et cyclones tropicaux par exemple). Dans la suite, les modifications du champ de
variance liées au filtrage objectif sont examinées sur le cas de la tempête particulièrement
sévère qui a touché la France les 27-28 février 2010.
La tempête Xynthia
Après avoir frappé le Portugal et l’Espagne, la violente tempête Xynthia a traversé la France
dans la nuit et la journée du 28 février, selon un axe orienté sud-ouest/nord-est, de la
Charente-Maritime aux Ardennes.
Les valeurs maximales de vent relevées en plaine (figure 4.1), de 160km/h sur le littoral
et 120km/h dans l’intérieur des terres, avec localement 130km/h, sont sensiblement infé-
rieures à celles enregistrées lors des événements de 1999 et 2009 (près de 200 km/h sur le
littoral à 150 à 160 km/h dans l’intérieur des terres).
Fig. 4.1 – Vent maximal observé au cours de l’épisode de tempête des 27-28 février 2010.
Structure des erreurs d’ébauche
Les variances d’erreur d’ébauche "du jour" jouent potentiellement un rôle majeur dans ces
situations de tempête sévère, en permettant d’affecter plus de poids aux observations dis-
ponibles dans les zones où l’ébauche est particulièrement incertaine. Cela peut conduire à
des analyses plus précises, mais également à une amélioration des prévisions. Compte tenu
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du caractère local des tempêtes, une représentation précise des variances d’erreur locales
est nécessaire pour utiliser les observations de façon optimale.
La figure 4.2 présente les écarts types d’erreur du tourbillon près de la surface valides le 27
février à 21h UTC et le 28 février à 03h et 09h UTC, sur l’Europe et le proche Atlantique. Les
variances filtrées de manière empirique (panels de gauche) sont comparées aux variances
filtrées objectivement (panels de droite).
A 21h UTC, une zone de fortes valeurs d’écart type est associée à la tempête sur le proche-
Atantique. Elle est représentée de manière assez similaire par les deux filtrages. Le filtrage
objectif tend cependant à renforcer les fortes valeurs et le gradient. A 03h UTC, alors que
la tempête frappe les côtes vendéennes, des différences sensibles entre les champs d’écart
type filtrés apparaissent. Le filtrage empirique représente une large zone de fortes valeurs,
tandis que le filtrage objectif tend à isoler une zone de plus fortes valeurs au niveau de la
tempête, avec les valeurs maximales situées sur le littoral vendéen et la Charente maritime
(là où les vents observés sont les plus forts). A 09h UTC, alors que la tempête poursuit
sa trajectoire en direction du nord-est du pays, les écarts types filtrés objectivement repré-
sentent plus précisément l’incertitude de prévision. Ce filtrage plus léger (de troncature
110) que le filtrage empirique permet en particulier de dissocier deux zones distinctes de
fortes valeurs sur la France, l’une associée à la tempête, l’autre associée à un cut-off sur le
littoral languedocien.
Conclusion
Cet exemple montre que pour des systèmes synoptiques tels qu’une cyclogénèse extra-
tropicale, le filtrage objectif mis en œuvre permet d’extraire des cartes brutes d’écart type
une information plus locale que le filtrage empirique qui tend à moyenner l’information
sur des régions trop vastes. Ce moyennage plus localisé permet ainsi de renforcer la dé-
pendance à l’écoulement des statistiques et leurs valeurs maximales dans les zones dyna-
miques.
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Fig. 4.2 – Ecarts types "du jour" filtrés pour le tourbillon près de la surface, valides le (a)-(b) 27 février 2010 à
21H UTC, (c)-(d) 28 février à 03H UTC et (e)-(f) 28 février à 09H UTC. Un filtrage empirique de troncature
T42 est appliqué sur les panels de gauche, tandis qu’un filtrage objectif est appliqué sur les panels de droite.
Unité : 5× 10−5s−1. La pression réduite au niveau de la mer est superposée, contour : 10hPa.
5
Estimation des variances d’erreur
avec l’ensemble du CEPMMT
Il est souvent mentionné dans la littérature qu’une estimation robuste des statistiques d’erreurd’ébauche par une approche ensembliste nécessite un ensemble de grande taille.
Les travaux presentés dans les chapitres précédents ont cependant montré, pour le cas particu-
lier de l’estimation des variances d’erreur, qu’un ensemble de petite (voire très petite) taille, associé
à un filtrage spatial local, est suffisant pour représenter de manière précise et robuste des variations
spatio-temporelles qui dépendent de l’écoulement.
Dans ce chapitre, une étude complémentaire est présentée afin d’examiner la validité de ces ré-
sultats dans le contexte de l’assimilation d’ensemble développée au CEPMMT.
1 Introduction
Il a été montré par Raynaud et al. (2008) (chapitre 3) qu’un petit ensemble de moins de
dix membres, couplé à un filtrage spatial optimisé, permet de représenter des champs de
variance d’erreur d’ébauche aussi robustes et précis qu’un ensemble plus grand. Néan-
moins, la principale limite de cette étude est liée au fait que la carte de variance simulée
(climatologique) est relativement grande échelle comparée aux cartes de variance "du jour"
des modèles de prévision actuels, qui sont influencées par des phénomènes de plus petite
échelle (cyclones tropicaux, développements convectifs, tempêtes ...).
Le système opérationnel qui sert de cadre aux travaux de Raynaud et al. (2009) (cha-
pitre 4) tend à renforcer les conclusions de la première étude. En effet, les cartes de variance
d’erreur "du jour" estimées à partir d’un ensemble de seulement six membres, et filtrées de
manière objective, se révèlent cohérentes avec les phénomènes dynamiques et physiques
de grandes et petites échelles.
Afin de conclure sur la pertinence d’un petit ensemble et d’un filtrage spatial optimisé
dans un cadre opérationnel, ce chapitre présente des résultats complémentaires obtenus en
collaboration avec le CEPMMT. Cette étude utilise l’assimilation d’ensemble développée au
CEPMMT pour :
– examiner la robustesse et la précision des variances d’erreur estimées à partir d’en-
sembles de différentes tailles,
– mettre en évidence l’impact de l’utilisation des variances ensemblistes "du jour" dans
le cycle d’assimilation opérationnel du CEPMMT,
– discuter les forces et les faiblesses du filtrage spatial objectif développé par Raynaud
et al. (2009),
– évaluer qualitativement le gain potentiel apporté par une augmentation de la taille
de l’ensemble.
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Les travaux décrits dans cette partie ont été en partie effectués lors d’une visite scienti-
fique d’un mois au CEPMMT, en collaboration avec Massimo Bonavita et Lars Isaksen.
2 Contexte de l’étude
Le CEPMMT dispose d’une assimilation variationnelle 4D-Var d’ensemble pour le modèle
IFS1 (Isaksen et al. 2007; 2010). Cet ensemble est construit de manière similaire à l’en-
semble Arpège, en perturbant explicitement les observations assimilées ainsi que le champ
de température de surface de la mer, tandis que les ébauches sont perturbées implicitement
à travers le cyclage des perturbations d’observations. D’autre part, les tendances physiques
sont également perturbées de manière à tenir compte de l’incertitude sur la représentation
des phénomènes physiques (Palmer et al. 2009).
La première version opérationnelle de ce système est composée actuellement de dix
membres et peut être utilisée pour fournir à l’assimilation déterministe 4D-Var des va-
riances d’erreur d’ébauche "du jour" à chaque réseau d’assimilation (00h et 12h UTC),
en remplacement des variances quasi-statiques actuelles (Fisher and Courtier 1995, Fisher
2003). Dans cette optique, le filtrage objectif des variances proposé par Raynaud et al. (2009)
a été mis en œuvre pour réduire l’impact du bruit dans les champs de variance estimés.
Pour cette étude, un ensemble de 50 membres a été produit sur une période d’été (août-
septembre 2008) et d’hiver (janvier-février 2009) pour comparaison avec l’ensemble de 10
membres notamment.
3 Etude des variances d’erreur : effet de la taille de l’ensemble
et du filtrage spatial
D’après la version originale d’un article publié au Quarterly Journal of the Royal Meteo-
rological Society, cosigné avec Massimo Bonavita et Lars Isaksen, et intitulé "Estimating
background-error variances with the ECMWF Ensemble of Data Assimilations system : some effects
of ensemble size and day-to-day variability".
3.1 Résumé
Dans une première partie, la robustesse des variances d’erreur d’ébauche estimées à partir
de l’assimilation d’ensemble IFS est examinée pour différentes tailles d’ensemble, entre
10 et 50 membres. Les variances d’erreur locales représentées à partir de 10 membres se
révèlent précises et robustes, en témoigne une corrélation de l’ordre de 90% entre les cartes
brutes de variance déduites de 10 membres et de 50 membres, en moyenne sur tous les
niveaux verticaux. Ces résultats sont confirmés par une analyse spectrale des variances
estimées, qui montre que le signal recherché, qui prédomine dans les grandes et moyennes
échelles, est aussi bien saisi par l’ensemble de 10 membres que par l’ensemble de 50
membres, tandis que le bruit d’échantillonnage, de plus petite échelle que le signal utile,
affecte plus largement les variances déduites de 10 membres. Par ailleurs, la procédure
de filtrage objectif des cartes de variance proposée par Raynaud et al. (2009), appliquée à
l’ensemble IFS, se révèle pertinente. En particulier, grâce à la séparation d’échelle entre le
bruit et le signal à extraire, le bruit est éliminé en grande partie tandis qu’une large part
du signal utile de grande échelle est préservée.
Deux études de cas sont ensuite presentées, sur la tempête Klaus du 24 janvier 2009
1Integrated Forecasting System
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sur la France et sur le cyclone Ike en septembre 2008. Dans le cas de Klaus, l’ensemble
de 10 membres apparaît suffisant pour représenter des structures de variance robustes
et précises (en position et en intensité) associées à ce phénomène de tempête. Le filtrage
spatial objectif appliqué aux variances calculées à partir de 10 membres tend à lisser leurs
variations géographiques tout en conservant une zone de variances élevées sur les régions
concernées par la tempête. L’utilisation de ces variances "du jour" (issues de 10 membres
et filtrées) dans l’assimilation opérationnelle 4D-Var conduit à une amélioration visible
des prévisions, en particulier aux échéances 96h et 48h. La dépression prévue est plus
creuse qu’avec le run opérationnel utilisant des variances quasi-statiques, qui prévoit une
pression centrale trop élevée par rapport à l’analyse. Les prévisions de vent sont également
améliorées. Sur le cas de Ike, l’ensemble de 10 membres permet également d’identifier
et de suivre les erreurs d’ébauche à différents stades de développement du cyclone, de
manière similaire à l’ensemble de 50 membres. Le filtrage appliqué aux variances des 10
membres permet d’extraire du champ brut les structures d’erreur associées au cyclone,
néanmoins on observe une légère perte de signal utile qui se traduit par une réduction de
l’amplitude des erreurs. Cela n’est pas si surprenant, dans la mesure où le filtrage spatial
objectif de Raynaud et al. (2009) permet d’extraire la partie statistiquement robuste du
signal de variance. Le niveau élevé de bruit associé aux ensembles de petite taille d’une
part, et sa prédominance dans les petites échelles d’autre part, conduisent alors au filtrage
des structures les plus fines. Pour ces systèmes de petite échelle, le recours à un ensemble
plus grand pourrait être bénéfique.
Dans une dernière partie, l’implémentation pratique du filtrage objectif des variances
est étudiée plus en détail. En particulier, l’ajustement en temps réel (i.e. à chaque réseau
d’assimilation) de la troncature du filtre, afin de tenir compte de l’évolution temporelle
des structures spatiales des variances calculées, est discuté. Il est montré que les variations
temporelles du champ de variance peuvent conduire dans certains cas à un comportement
erratique du filtre, qui induit une large variabilité de la troncature n’ayant pas d’explication
physique plausible. Une estimation plus robuste de la troncature du filtre peut être donnée
par la troncature médiane calculée sur un échantillon de un mois. Cette idée est notam-
ment confortée par les meilleurs scores de prévision obtenus avec ce nouveau filtrage, en
particulier dans l’hémisphère Sud.
Les résultats de cette étude confirment ainsi de façon générale la validité des conclu-
sions de travaux antérieurs sur le sujet par Kucukkaraca and Fisher (2006) et Raynaud et al.
(2008; 2009).
L’implémentation opérationnelle des variances d’erreur d’ébauche "du jour" (et du fil-
trage) dans le 4D-Var déterministe est planifiée pour 2011.
3.2 Version originale de la publication
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Ensemble of data assimilations (EDA) methods have been shown to be able to
provide flow-dependent estimates of analysis and background error statistics. For
this reason, they potentially present a way to overcome one of the main limitations
of current variational data assimilation systems. However, the limited number of
ensemble members which can be realistically run in an operational context and
the stochastic nature of the EDA approach lead to high levels of sampling noise
in the relevant ensemble statistics. To answer this problem, an ‘objective filtering’
technique of the sample ensemble variances proposed by Raynaud et al. in 2009
has been implemented at ECMWF. In this article we present a comparison of the
ability of ensemble data assimilation systems of different sizes (10 to 50members) to
represent flow-dependent background-error variances. In particular, the ensemble-
based variances are examined in the cases of the severe storm Klaus (24 January
2009) over France and the Atlantic tropical hurricane Ike (1–14 September 2008).
Our results show that, while a relatively small ensemble (10 members) can be
sufficient to resolve the larger-scale error structures connected to an extratropical
cyclogenesis, a larger ensemble is beneficial to resolve more localised anomalies like
those connected with a hurricane. In this sense, the objective filtering technique
provides a useful indication of the spatial scales the ensemble is able to resolve in a
statistically robust way.
The day-to-day variability of the ensemble statistics and how this affects the
objective spatial filtering procedure are also examined. Our conclusion is that a
time-independent implementation of the filter based on a climatology of truncation
wave numbers results in more robust ensemble statistics estimates, and ultimately
in improved forecast skill scores. Copyright c© 2011 Royal Meteorological Society
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1. Introduction
It is well known that an accurate specification of the
statistics of background errors is a fundamental prerequisite
of a successful data assimilation scheme. Methods based
on an ensemble of perturbed data assimilations (EDA)
have been successfully employed in the specification of
background-error statistics at the European Centre for
Medium-rangeWeather Forecasts (ECMWF) (Fisher, 2003)
andMe´te´o-France (Belo Pereira and Berre, 2006). However,
these applications have relied on a static, climatological
representation of the background-error matrix, thus
taking no account of the flow-dependency of covariance
errors.
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An attractive characteristic of EDA methods is their
ability to provide day-to-day background-error statistics
that represent the current meteorological situation, thus
possibly overcoming one of the main limitations of
covariance models currently in use in variational data
assimilation systems. Early attempts to use flow-dependent
error information from a 6 or 10 member EDA system have
been reported in Kucukkaraca and Fisher (2006), Fisher
(2007), Isaksen et al. (2007) and, more recently, in Raynaud
et al. (2009, 2011).
A critical aspect of any EDA system is the choice of
the ensemble size. For operational applications ensemble
size and spatial resolution are typically determined by
a compromise between the desired accuracy of the
background-error estimates and the meteorological features
that need to be represented. Affordable computational costs
and operational time constraints also play an important role.
So it is important to assess the possible gains that a larger
ensemble would permit in the accuracy of the background-
error estimates. This is particularly relevant for the EDA
systemswhich are basedon theuse of perturbedobservations
and boundary conditions. Being purely stochastic methods,
one can expect the accuracy of error estimates sampled from
the ensemble to increase proportionally to the square root
of the ensemble size. This slow rate of convergence and
the limited (O(10–100)) ensemble sizes which are viable in
current numerical weather prediction (NWP) operational
contexts require the use of ad hoc filtering techniques
(Raynaud et al., 2008, 2009; Berre and Desroziers, 2010)
on the raw ensemble estimates. Common to any filtering
technique, however, is the problem that a fraction of the
signal of interest is lost in the filtering process. It is then
of interest to quantify this loss of information and to what
extent a larger ensemble would ameliorate the problem.
In the practical implementation of the objective filtering
technique proposed by Raynaud et al. (2009), the filtering
step tries to maximize the signal-to-noise ratio of the
sample ensemble variances. This can be done adaptively,
or using values computed from a statistical sample. We
review the pros and cons of the two approaches and
perform assimilation experiments to determine the best
configuration for the ECMWF EDA system.
The article is organized as follows. Section 2 describes
the EDA system at ECMWF. A diagnostic study of total
and local error variances is then presented in section 3,
where the concept of the ‘effective’ ensemble resolution
is introduced. In section 4, ensemble-based variances for
a severe extratropical storm case and an intense tropical
hurricane are examined. The day-to-day variability of the
sample ensemble variances and its impact on the variance
filtering algorithm are investigated in section 5. Conclusions
are given in section 6.
2. Experimental set-up
ECMWF runs an ensemble variational data assimilation
system (Isaksen et al., 2010) based on the explicit
perturbation of the assimilated observations, the sea-
surface temperature field and the model physics tendencies.
The background states are implicitly perturbed because
they are evolved from the perturbed analysis fields
running a short-range (t+ 12 h) forecast with the model
error parametrization term (‘Stochastically Perturbed
Parametrization Tendencies’ method, SPPT: Palmer et al.,
2009) active. Differences between the background fields
of ensemble members provide surrogates for samples
of background error (Fisher, 2003). All assimilated
observations are randomly perturbed by sampling a
Gaussian distribution with zero mean and standard
deviation equal to the expected observation error. Error
correlations are taken into account for atmospheric motion
vectors (Bormann et al., 2003). Sea-surface temperature
fields are also perturbed with correlated errors using the
methodology currently applied in the ECMWF seasonal
ensemble forecasting system (Vialard et al., 2005). The
analysis step is performed through the ECMWF four-
dimensional variational assimilation system (4D-Var)with a
TL399L91outer loop (i.e. spectral triangular truncationT399
with linear grid and 91 hybrid vertical levels of the ECMWF
model) and two successive inner loops at TL95 and TL159
triangular spectral truncations. The assimilation window
is 12 hours. The ten-member ECMWF pre-operational
EDA system will provide estimates of analysis uncertainty
and initial time perturbations for the Ensemble Prediction
System (Buizza et al., 2008). The ECMWF EDA can also be
used toprovideflow-dependent background-error variances
to the operational deterministic 4D-Var, in replacement
of the current quasi-static background-error estimates
derived from the ‘randomization’ technique (Fisher and
Courtier, 1995; Fisher, 2003). The ‘randomization’ errors
are essentially computed from random samples of the static
B matrix used at the start of the 4D-Var analysis with a
small flow-dependent component which results from the
application of the nonlinear balance equation and the
omega equation linearized around the background state.
The ensemble variance estimates are used as proxies of the
background errors both in the minimization step and in the
observation quality control check.
For this study, two 50-member EDA were run for 45 days
with the same configuration as the pre-operational 10-
member EDA, over both a boreal winter (January–February
2009) and summer (August–September 2008) period.
3. Sensitivity of sample standard deviations to ensemble
size
In this section, a diagnostic study of ensemble-estimated
standard deviations is presented, based on the results from
the 50-member EDA experiment over the boreal winter
period (January–February 2009).
3.1. Geographical variations
Raw standard deviation maps derived from 10 and 50
members are displayed in Figure 1(a)–(b) for vorticity at
model level 64 (close to 500 hPa) on 24 January 2009 at
0900 UTC. The 10-member ensemble is a subset of the
larger 50-member ensemble. It can be noticed that the
spatial structures (from large to relatively small scales)
represented by the 10 and 50-member ensembles are
similar, while the associated noise level due to sampling
effects (Raynaud et al., 2008, 2009) is markedly reduced
with 50 members. The average Pearson product moment
correlation between the two fields is equal to 91%, which
points to a good robustness of the 10-member standard
deviations. This result basically holds for all model levels
and over the entire study period, as is shown in Figure 2,
which presents the time-mean correlation between raw
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Figure 1. Standard deviations of vorticity at model level 64 (∼500 hPa),
corresponding to 24 January 2009 at 0900 UTC. Unit: 5× 10−5 s−1.
(a),(b) Raw estimates from the 10-member and 50-member ensembles,
respectively; (c),(d) filtered estimates from the 10-member and 50-member
ensemble. The mean-sea-level surface pressure analysis is overlaid, contour
interval: 10 hPa.
standard deviations estimated from the 10 and 50-member
ensembles. The correlation takes values between 90 and
95% in general, except from model levels 34 (70 hPa) to
15 (5 hPa) for which the correlation is between 80 and
90%. This decrease in correlation in the stratosphere is
basically due to smaller correlation values in the Southern
Hemisphere (66.6% average value) than globally (close to
80%). This does not reflect any fundamental issue with the
underlying EDA system, but it is a consequence of the high
level of activity of the northern hemispheric stratosphere
due to the disruption of the polar vortex circulation and
stratospheric warming episode taking place during the test
period (e.g. Figure 3). The corresponding subdued activity
Figure 2. Pearson correlation (averaged over the study period) between
the background-error standard deviations of vorticity background fields
derived from the 10 and 50-member ensembles, as a function of model
level.
in the southern hemispheric stratosphere reduces the signal
energy spectrum and makes the sampling noise relatively
more important.
It is also interesting to note that a residual, non-
negligible sampling noise also affects the 50-member
estimates (Figure 1(b)). The filtered 50-member estimate
of the ensemble spread (Figure 1(d)) appears smoother than
the raw 50-member estimate, indicating the occurrence
of non-negligible sampling noise in the raw 50-member
estimate. This suggests that the implementation of a spatial
filter remains a necessary step for most practical ensemble
sizes (O(10–100)).
These ideas are confirmed by a spectral analysis of
the signal. Figure 4 shows the energy spectra of the raw
vorticity standard deviations at model level 64 (close to
500 hPa) derived from 10 members (continuous line) and
50members (dashed line), on 24 January 2009 at 0900 UTC.
The comparison of the two power spectra reveals that, where
the useful signal tends to predominate (large and medium
scales, approximately up to total wave number 40), the
two fields have nearly the same energy. For smaller scales,
the standard deviations estimated from the 10-member
ensemble have larger energy, linked to a stronger level of
sampling noise at these scales (Figure 5, left panel).
Figure 1(c) presents the 10-member standard deviations
after the application of the objective spatial filtering
proposed by Raynaud et al. (2009). The sampling noise is
removed to a large extent while a large portion of the broad-
scale signal of interest is preserved. The corresponding
energy spectra of the filtered standard deviations (Figure 4,
dotted line) show that the amplitude of small scales is largely
reduced, according to the high level of noise there. The
amplitude of large and medium scales is also reduced (to a
lesser extent); this is consistent with the fact that the whole
spectrum is affected by a more or less strong sampling noise.
One can finally notice that the large-scale structures of the
filtered 10-member standard deviations are very close to the
filtered 50-member standard deviations (Figure 1(d)).
3.2. Effective ensemble resolution
As is apparent from Figure 5 (left panel), the objective
filtering procedure allows the definition of a truncation
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Figure 3. Analysed temperature field at model level 20 (∼13 hPa), on 24 January 2009 at 1200 UTC. Unit: ◦C.
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Figure 4. Power spectra of ensemble-based vorticity standard deviations
at model level 64 (∼500 hPa) on 24 January 2009 at 0900 UTC from raw
10-member ensemble (continuous line), raw 50-member ensemble (dashed
line) and filtered 10-member ensemble (dotted line). Unit: s−2.
wave number (Raynaud et al., 2009, App. D.3) beyond
which the sampled error estimates are not deemed to be
statistically significant. This implies that, at least in terms of
forecast error estimation, the effective spatial resolution of
the ensemble is typically lower than the nominal resolution
at which the ensemble forecasts are actually run (spectral
triangular truncation T399 in the present case).
Figure 5 (right panel) shows the sample ensemble variance
power spectra for temperature at model level 49 (∼200 hPa,
continuous lines) for a particular date and the corresponding
climatological sampling noise spectra (dashed lines; see
Raynaud et al., 2009, App. D.1, for details) from a 10-
member ensemble (red), a 20-member ensemble (blue) and
a 50-member ensemble (black). As expected, the portion of
the spectrum corresponding to the large-scale features (up
to wave number 40 approximately) is virtually identical for
all ensemble sizes. For smaller spatial scales, however, the
sampling noise contribution to the total variance spectra is
much smaller for the larger ensembles. The climatological
noise spectra estimate is also correspondingly smaller, thus
allowing the filter to retain finer-scale structures from the
original signal. In this context, the effective spatial resolution
of the statistically significant error estimates that we can
compute from the ensemble goes from around T70 for the
10-member ensemble to∼T90 for the 20-member ensemble
to>T159 for the 50-member ensemble.
It is noteworthy that even for the 20-member ensemble
the effective spatial resolution of the ensemble sample error
estimates is far coarser than thenominal ensemble resolution
(i.e. ∼T90 vs. T399). One needs to use a 50-member
ensemble to be able to extract a relatively noise-free signal
over the whole spectral range shown in the figure (T159).
This implies that, in the EDA framework, the most effective
way to increase the ensemble resolution is by increasing
its size. This conclusion is based on the assumption that
sampling error is the dominant form of error in the
ensemble estimates of first-guess errors. Whenever other
error types (i.e. model error) become prevalent, running a
larger ensemble will not provide the expected benefits.
The hypothetical advantage of a larger ensemble being
able to represent finer spatial details of background-error
fields should translate into more accurate analysis and
forecasts. Preliminary results with a 20-member assimilation
experiment show that increasing the sample size from 10
to 20 members has a generally positive impact on forecast
scores in the Northern Hemisphere and, more markedly,
in the Southern Hemisphere (Figure 6), while the impact is
neutral in the Tropics (not shown).
4. Case-studies
In this section we examine two different severe weather
events. The first is a severe winter storm in the northern
extratropics (the Klaus storm in January 2009), the second
a tropical hurricane (Hurricane Ike in September 2008)
which affected the Caribbean Islands and the southern USA.
These two case-studies will allow us to (a) examine the
error variances estimated with EDA systems of different size
and their link with the prevailingmeteorological conditions;
(b) highlight the impact of using cycled EDA variances in
the ECMWF deterministic analysis cycle; (c) evaluate the
strengths and weaknesses of the objective filtering technique
which is currently used to reduce the impact of sampling
noise on the EDA variances; and (d) qualitatively assess the
possible benefit of using a larger EDA system.
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Figure 5. Power spectra of ensemble short-range (t+9 h) forecast variance (green) and of the sampling noise (red) associated with the estimation of
vorticity variances at model level 64 (∼500 hPa) with a 10-member ensemble (left panel). Unit: s−4. Power spectra of ensemble first-guess variance valid
on 21 January 2009, 0900 UTC (continuous lines) and of the sampling noise (dashed lines) associated with the estimation of temperature variances at
model level 49 (∼200 hPa) for a 10-member ensemble (red), a 20-member ensemble (blue) and a 50-member ensemble (black) (right panel). Unit: ◦C4.
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Figure 6. Forecast skill scores difference (anomaly correlation, geopotential) of forecasts from deterministic 4D-Var analyses with background-error
variances estimated from a 20-member EDA versus using variance estimates from a 10-member EDA. Scores are averaged over the period 7 August–16
September 2008. Positive differences contoured in continuous line, negative in dashed line (contour interval is 0.5).
4.1. The Klaus storm (24 January 2009)
After having caused serious damage in Spain, the severe
storm Klaus hit large parts of central and southern France.
In the early morning on 24 January, the storm reached
the Atlantic coast of France and moved eastwards towards
the southeast coast throughout the day. Its intensity was
comparable to storm Lothar in December 1999. Wind gusts
were recorded of intensity stronger than 36 m s−1 inland
(e.g. 45 m s−1 in Bordeaux), while they reached 47 m s−1
along the Atlantic coast and exceeded 53 m s−1 in the
Mediterranean Sea.
Flow-dependent background-error standard deviations
can potentially have a significant impact in the analysis and
forecast of severe storm events (Kucukkaraca and Fisher,
2006) through an improved representation of the uncer-
tainty in the background state in dynamically active areas.
Figure 7 presents ensemble-based standard deviations
of vorticity near the surface, valid on 24 January 2009
at 0900 UTC over Europe and the near Atlantic. Panels
(A)–(E) correspond to the raw estimates obtained with 10,
20, 30, 40 and 50 members respectively. The similarity of
the different maps and the connection with the underlying
dynamical situation are apparent. Theuncertainty associated
with the low over the Atlantic Ocean is well captured, and
all the estimates show a pattern of high standard deviation
values in the southern and central parts of France, with
local maxima located along the Mediterranean coast. This
suggests that an ensemble of only 10 members is thus
sufficient to provide fairly accurate (in termsof bothposition
and intensity) estimates of background error associated with
this extratropical storm event. The objective spatial filtering
applied to the 10-member estimates (panel (F)) removes
the small-scale sampling noise of the error estimates and
keeps the large-scale structure of the error field. However it
does not retain the localised maxima over the regions most
affected by the storm.
A more quantitative assessment of the impact of using
flow-dependent background-error estimates in the data
assimilation process can be obtained from an examination
of the forecast skill of an analysis/forecast experiment
using EDA variances. For that purpose, an impact
experiment has been performed over a one-month period
in January–February 2009 with the ECMWF operational
assimilation and forecast systems (IFS). This experiment
was run using 4D-Var at resolution T799, and filtered
background-error variances estimated from a 10-member
ensemble run at T399 resolution were used both in the first-
guess check of observations and in the background-error
term of the cost function.
Figure 8 presents the root-mean-square (RMS) error of
t48 h forecasts of surface pressure over Europe for the period
20–24 January 2009. Scores are calculated for the control
experiment, which uses the operational ‘randomized’ errors,
and for the experiment using flow-dependent variances.One
can first notice that the EDA variance experiment is more
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Figure 7. Standard deviations of vorticity near the surface, corresponding to 24 January 2009 at 0900 UTC. Unit: 5× 10−5 s−1. Raw estimates calculated
with: (a) 10 members (b) 20 members (c) 30 members (d) 40 members and (e) 50 members. (f) Filtered estimates from the 10-member ensemble. The
mean-sea-level surface pressure analysis is overlaid, contour interval: 6 hPa.
skilful than the control experiment over the whole period,
with a reduction of RMS error up to around 0.3 hPa. The
largest improvement is obtained for the 48 h forecast starting
from 22 January at 0000 UTC and valid on 24 January at
0000 UTC.
The temporal evolution of the storm forecasts is presented
in Figure 9 for both the control run and the EDA variance
experiment (ENS10), along with the analysis valid on 24
January at 0000 UTC. The forecasts are issued from analyses
valid on 20, 21, 22 and 23 January at 0000 UTC. It can be
noticed that the two experiments produce quite similar 96 h
forecasts that already provide a relevant warning signal of
the storm. The location of the storm, as well as the position
and intensity of strong 10 m winds, are coherent with the
verifying analysis. The EDA variance experiment somewhat
outperforms the control run in forecasting a deeper cyclone
and a more accurate area of strong winds. However, both
forecasts predict a considerably higher central pressure than
the analysed one. The central pressure reaches 983.5 hPa in
the control run and 980.8 hPa in the ensemble variance run,
while the analysed value is 967.6 hPa. The 72 h forecasts
tend to confirm the development of the storm. The intensity
of associated winds is more accurately forecasted compared
to the verifying analysis, but the central pressure is still
higher (982.8 hPa for the control run and 982.3 hPa for the
experimental run). The two 48 h forecasts do not suggest
such a clear scenario since both experiments seems to lose
track of the developing cyclone. There is still an indication
of a surface pressure minimum along the Spanish coasts,
but the central pressure has increased and the winds are
weaker. The EDA variance run is still better at this lead time,
with a better positioning of the 992 hPa isobar, a stronger
pressure gradient and a deeper central pressure (988.4 hPa
compared to 992 hPa in the control run). Twenty-four hours
before the stormreaches Spain, the two experiments produce
very similar forecasts. The low-pressure system is accurately
located and the intensity of the winds is quite well captured.
The central pressures, although still too high (975 hPa in the
control and 975.5 hPa in the experiment), are shallower than
in the previous forecasts. Table I summarizes the results of
the control and the EDA variance experiments in terms of
storm central pressure and maximum wind intensity.
4.2. Hurricane Ike (1–14 September 2008)
Hurricane Ike was the most intense hurricane of the 2008
Atlantic hurricane season and one of the costliest to make
landfall in the continental USA, with maximum sustained
winds of 64 m s−1 and an estimated central pressure of
935 hPa. Starting as a tropical disturbance off the coast of
West Africa, Ike intensified to become a tropical depression
on 1 September 2008 and further strengthened to hurricane
status on 3 September. When it made landfall in Cuba,
Ike had reached category 4 status, while it was down to a
category 2 hurricane on landfall in Galveston, Texas.
In Figure 10 three snapshots of the first-guess EDA
standard deviations for vorticity at model level 64
(∼500 hPa) are shown. They capture three different stages
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Figure 8. Skill scores of t+48 h forecasts of mean-sea-level pressure over Europe for the period between 20 and 24 January 2009, for the control run and
for the experiment which used background-error variances derived from the 10-member EDA.
Table I. Central pressures of the storm Klaus, forecasted by the control run and the 10-member EDA variance experiment,
for 96 h to 24 h time ranges.
Time Range Experiment Ctrl ENS10
96 h forecast 983.5 hPa – 24.6 m s−1 980.8 hPa – 24.6 m s−1
72 h forecast 982.8 hPa – 25.6 m s−1 982.3 hPa – 25.4 m s−1
48 h forecast 992.0 hPa – 16.7 m s−1 988.4 hPa – 17.0 m s−1
24 h forecast 975.0 hPa – 24.9 m s−1 975.5 hPa – 24.9 m s−1
of the hurricane development: hurricane formation in the
mid-Atlantic (4 September 2008, 0900 UTC), landfall in
Cuba (7 September, 0900 UTC) and landfall in Texas (12
September, 0900 UTC). It is apparent that even the 10-
member ensemble (left column) is able to identify and track
the main error features of the hurricane. The most striking
difference with the 50-member ensemble (right column) is
the considerably higher level of sampling noise present in the
10-member ensemble. As a consequence, the spatial filtering
algorithm needs to suppress smaller-scale features much
more aggressively in the 10-member variances in order
to retain the statistically robust signal. This can be seen
in Figure 11, where the objectively filtered EDA standard
deviations are shown for the same verification times. It is
apparent that the filtered 10-member EDA (left column) is
able to resolve only the larger-scale features of the hurricane
error structures, while the errors’ magnitude is severely
reduced. On the other hand, the filtered 50-member EDA
(right column) allows a muchmore precise characterization
of the relevant error structures.
A general conclusion that may be drawn from the
discussion of the two case-studies is that the objective
filtering technique of Raynaud et al. (2009) allows for the
statistically significant part of the EDA variance signal to
be extracted from the raw ensemble first-guess forecasts.
However, the higher level of sampling noise of a small
ensemble leads the filter to be much more scale-selective,
thus retaining only the larger-scale features of the raw
EDA variances. This approximation is still acceptable when
modelling relatively large-scale synoptic features linked to
extratropical cyclogenesis, but it is clearly inadequate if we
aim to represent smaller-scale meteorological events such
as tropical hurricanes. In this sense, the objective filtering
technique should not be seen as a substitute for employing
as large an ensemble size as operational constraints allow.
5. Daily variability of the ensemble-based variances
filtering
The objective filtering technique of Raynaud et al. (2009),
which has been implemented in the ECMWF EDA system,
is performed with the application to the raw spectral EDA
variance fields of the spectral low-pass filter defined by:
ρ(n) = cos2{0.5× pi ×min(n,Ntrunc)/Ntrunc}, (1)
where n is the total spectral wave number and Ntrunc is the
truncation wave number of the filter. The application of this
low-pass filter in spectral space can be seen as a weighted
spatial averaging technique in grid point space, which
enables the large-scale signal of interest to be extracted while
filtering out the small-scale sampling noise. The essence
of the algorithm is in the computation of Ntrunc, which is
generally a function of model variable and vertical model
level. This objective truncation wave number is determined
according to the estimated signal-to-noise ratios of the
ensemble first-guess raw variance fields. The sampling noise
energy spectrum is based on the Legendre transform of
a time- and space-averaged estimate of the ensemble raw
covariances (i.e. formula (6) in Raynaud et al. (2009)), while
the signal power spectrum is computed on the sampled EDA
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Figure 9. (a) Operational ECMWF analysis of MSLP (contour interval: 4 hPa) and 10-metre wind speed (m s−1) valid on 24 January at 0000 UTC;
central pressure of the low is 967.6 hPa and maximum wind speed is 29.5 m s−1. (b)–(i) Forecasts of MSLP and 10-metre wind speed valid on 24 January
at 0000 UTC: control run (left panels) and 10-member EDA variance run (right panels). (b) Ctrl 96 h forecast: 983.5 hPa, 24.6 m s−1; (c) ENS10 96 h
forecast: 980.8 hPa, 24.6 m s−1; (d) Ctrl 72 h forecast: 98.8 hPa, 25.6 m s−1; (e) ENS10 72 h forecast: 982.3 hPa, 25.4 m s−1; (f) Ctrl 48 h forecast: 992 hPa,
16.7 m s−1; (g) ENS10 48 h forecast: 988.4 hPa, 17 m s−1; (h) Ctrl 24 h forecast: 975 hPa, 24.9 m s−1; (i) ENS10 24 h forecast: 975.5 hPa, 24.9 m s−1.
raw variances. This time-adaptive filtering can thus adjust
the truncation in real time to take into account the spatio-
temporal evolution of the sampled variances. However, the
daily variations of the sampled variances power spectrum
can lead in some particular cases to an erratic behaviour
of the filter. An example of this is shown in Figure 12,
which presents the energy spectra of temperature variances
near the surface for two consecutive ensemble runs, 20
January at 0900 UTC (continuous line) and 2100 UTC
(dashed line), along with the climatological noise spectrum
(dash-dotted line). While the two variance spectra look
rather similar, the algorithm for computing the truncation
wave number (based on the idea of fitting the analytical
filter defined by Eq. (1) to the calculated filter, which is
Copyright c© 2011 Royal Meteorological Society Q. J. R. Meteorol. Soc. 137: 423–434 (2011)
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Figure 10. Standard deviations of vorticity at model level 64 (close to 500 hPa) valid on 4 September 2008, 0900 UTC (first row); 7 September 2008, 0900
UTC (second row); 12 September 2008, 0900 UTC (third row). Unit: 5× 10−5 s−1. Raw estimates calculated with: 10-member ensemble (first column);
50-member ensemble (second column). The mean-sea-level surface pressure analysis is overlaid, contour interval: 5 hPa. Position of Hurricane Ike is
highlighted by red arrow pointer.
derived from spectral signal-to-noise ratios (Raynaud et al.,
2009)) ends up producing two very different truncation
numbers, respectively 160 and 71. This is a clear indication
that a simple, adaptive computation of the truncation wave
number can lead to unstable estimates for parameters and
model levels where day-to-day variability is non-negligible
(this is another kind of sampling noise, this timewith respect
to the estimation of the signal power spectrum).
To clarify this issue, the objective filtering technique has
been applied to a one-month long sample of EDA first-guess
error variances valid at 0900 and 2100 UTC. In this way, we
obtain a 60-member statistical sample of truncation total
wave numbers for each model variable and vertical level.
Figure 13 (left panel) shows the vertical profile of the sample
median truncation values for vorticity, along with the first
and third quartiles. First, similarly to Raynaud et al. (2011),
one can notice that the truncation tends to decrease with
altitude, apart froma small increase in the lower stratosphere
(model level 39 approximately corresponds to 100 hPa).
The sample variability of the truncation appears to be rather
limited, especially up to model level 23 (20 hPa). The case of
temperature (Figure 13, right panel) is somewhat different:
the truncation is subject to strong daily variations in the
boundary layer and between model levels 56 (300 hPa) and
34 (70 hPa) with an interquartile range that often exceeds
100. Moreover, this large variability does not seem to have
a plausible physical explanation, but rather to be an artefact
of the way we estimate the truncation wave number.
We are thus faced with the problem of finding a more
robust estimator of the truncation wave numbers. Recom-
puting the sample truncation wave numbers over a summer
(August–September 2008) case did not show noticeable sea-
sonal variations to the estimates in Figure 13. This indicates
that themonthly-averaged values provide sufficiently robust
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Figure 11. Standard deviations of vorticity at model level 64 (close to 500 hPa) valid on 4 September 2008, 0900 UTC (first row); 7 September 2008,
0900 UTC (second row); 12 September 2008, 0900 UTC (third row). Unit: 5× 10−5 s−1. Filtered estimates calculated with: 10-member ensemble (first
column); 50-member ensemble (second column). The mean-sea-level surface pressure analysis is overlaid, contour: 5 hPa. Position of Hurricane Ike is
highlighted by a red arrow pointer.
1 10 100
0.0001
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Figure 12. Energy spectra of temperature variances near the surface calculated with a 10-member ensemble. The verification date is 20 January 2009 at
0900 UTC (full) and 2100 UTC (dashed). The associated sampling noise spectrum is the dash-dotted line. Unit: K−2.
Copyright c© 2011 Royal Meteorological Society Q. J. R. Meteorol. Soc. 137: 423–434 (2011)
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Figure 13. Vertical profiles of objective truncation wave numbers (median values and interquartile range) for the filtering of raw ensemble-based
variances of vorticity (left panel) and temperature (right panel).
estimators of underlying sample statistics. This idea has been
verified by performing two analysis/forecast experiments
using 10-member EDA variances, over a January–February
2009 period. Experiment ENS10/FT uses daily varying fil-
ters for each model variable and vertical level, whereas the
experiment ENS10/FM uses time-stationary filters, which
are calculated using the median values of the monthly trun-
cation wave numbers’ distribution. A control run using the
currently operational randomization technique to compute
the initial background-error variances was also performed.
Both experiments using EDAvariances show some improve-
ment over the control in theNorthernHemisphere, but there
is an advantage (more pronounced for the Southern Hemi-
sphere) in using a constant filter instead of a time-dependent
filter. For example, forecast scores over the Southern Hemi-
sphere for 500 hPa geopotential height (Figure 14) show an
improvement with the constant filter, especially in the latter
part of the forecast range.
6. Conclusions
The main goal of this study was to evaluate the robustness
of the background-error estimates that are diagnosed from
the forecast variances of an ensemble of perturbed data
assimilations. Two aspects have been evaluated: (a) the
sensitivity of the error estimates to the ensemble size, and
(b) the sensitivity of the filtering procedure to the variances’
daily variability.
As regards the first aspect, the results presented here
broadly confirm and extend the validity of conclusions
from previous work on the subject by Kucukkaraca and
Fisher (2006), Isaksen et al. (2007) and Raynaud et al. (2008,
2009). Namely, it was shown that a realistic estimate of
background-error variances can be obtained with a limited
number of ensemble members (10 in the present case) and
its use in the ECMWF deterministic assimilation cycle can
lead to more-skilful forecasts. In particular, the uncertainty
in the background state associated with an extratropical
severe storm event was seen to be well captured by an
ensemble of only 10 members.
However, our investigation has also shown that there
are some caveats attached to the use of small ensembles.
The filtering technique employed to extract the statistically
significant signal from the ensemble variances drastically
reduces the effective spatial resolution of the ensemble with
respect to the nominal one (for vorticity at model level 64,
effective truncation wave number is around T80, versus
the T399 nominal resolution). Furthermore, this aggressive
filtering inevitably affects the spectrum of the signal we
would like to retain. These much coarser filtered ensemble
variances may still have enough detail to be able to resolve
the large-scale uncertainties in the extratropical flow. On the
other hand, when we are faced with more-localised anoma-
lies such as those associated with a tropical disturbance, it
can be argued that a filtered 10-member ensemble is only
partially able to resolve the error features of interest and
the advantage of a larger ensemble is more noticeable. On
the other hand, the discussion in section 2 on the effective
spatial resolution of the ensemble points to further possible
gains with larger ensemble sizes, in terms of local error char-
acterization. Assimilation experiments with a 20-member
EDA seem to confirm the benefit on forecast skill scores of
using a larger ensemble to characterize background errors.
The spectral filtering technique adopted in this work is
based on the assumption of sample variances being slowly
varying fields over background-error correlation length-
scales (Raynaud et al., 2008). This is true in a globally
averaged sense, but there could be regions where this might
not be verified (a tropical cyclone could be an example).
Moreover, a global, relatively large-scale, filtering might not
be well suited to small-scale error structures. A possible
approach to deal with error structures of different scales,
and in particular to extract localised patterns of useful signal
may then be to develop a spatial filter that depends on the
geographical position. This could be achieved with a filter
in grid point or wavelet space for instance.
If the benefit of using a larger ensemble is apparent in
the estimation of background-error variances, a fortiori this
must be the case for themuch larger-dimensional problemof
finding robust estimates of background-error correlations.
Our expectations are that in this second case the role of the
filtering procedure will become even more crucial. In this
context a promising path of research would envisage the use
of the wavelet formulation of the background-error matrix
(Fisher, 2003).
The second part of the study has addressed the filter’s
ability to deal with the day-to-day variations in the EDA
variances. It was shown that the basic filter configuration
could not do a good job at handling relatively small changes
in theEDAvariances’ power spectra, resulting in significantly
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Mean curves
500hPa Geopotential
Anomaly correlation forecast
S.hem Lat -90.0 to -20.0 Lon -180.0 to 180.0
Date: 20090107 00UTC to 20090216 00
UTCMean calculation method: standard
Population: 41,41,41,41,41,41,41,41,41,41,41,41,41,41,41,41,41,41,41,41 (averaged)
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Figure 14. Forecast scores (anomaly correlation) for 500 hPa geopotential height over the Southern Hemisphere for the winter period between 7 January
and 16 February 2009 for the experiments which used ensemble-based background-error variances from a 10-member ensemble with (ENS10/FT, full)
day-to-day variations of the filter, and (ENS10/FM, dotted) a median truncation. The control run, which uses the error variances calculated with the
current operational method, is the dashed line.
different truncation wave numbers in consecutive analysis
cycles. A possible solution was identified in the use of the
median truncation values from theirmonthly climatological
distribution. This was implemented in the ECMWF EDA
system and it was shown to have a largely positive impact
on forecast skill scores.
Acknowledgements
Part of this work has been conducted during a month’s stay
of Laure Raynaud at ECMWF. Laure Raynaud acknowledges
Me´te´o-France andECMWF for their financial support, Jean-
Noe¨l The´paut and Lars Isaksen for their help in organizing
the stay andMassimoBonavita for his helpwith the ECMWF
EDA system and for useful discussions.
References
Belo Pereira M, Berre L. 2006. The use of an ensemble approach to
study the background error covariances in a global NWPmodel.Mon.
Weather Rev. 134: 2466–2489.
Berre L, Desroziers G. 2010. Filtering of background error variances and
correlations by local spatial averaging: A review. Mon. Weather Rev.
138: 3693–3720.
Bormann N, Saarinen S, Kelly G, The´paut J-N. 2003. The spatial
structure of observation errors in atmospheric motion vectors from
geostationary satellite data.Mon. Weather Rev. 131: 706–718.
Buizza R, Leutbecher M, Isaksen L. 2008. Potential use of an ensemble
of analyses in the ECMWF Ensemble Prediction System. Q. J. R.
Meteorol. Soc. 134: 2051–2066.
Fisher M. 2003. ‘Background error covariance modelling.’ Pp 45–63 in
Proceedings of the ECMWF Seminar on Recent developments in data
assimilation for atmosphere and ocean. ECMWF.
Available from: http://www.ecmwf.int/publications/.
Fisher M. 2007. ‘The sensitivity of analysis errors to the specification
of background error covariances.’ Pp 27–36 in Proceedings of the
ECMWF Workshop on Flow-dependent aspects of data assimilation.
ECMWF. Available from: http://www.ecmwf.int/publications/.
Fisher M, Courtier P. 1995. ‘Estimating the covariance matrices of
analysis and forecast error in variational data assimilation.’ ECMWF
Technical Memorandum 220. Available from: http://www.ecmwf.int/
publications/.
Isaksen L, Fisher M, Berner J. 2007. ‘Use of analysis ensembles in
estimating flow-dependent background error variance.’ Pp 65–86 in
Proceedings of the ECMWF Workshop on Flow-dependent aspects of
data assimilation. ECMWF. Available from: http://www.ecmwf.int/
publications/.
Isaksen L, Haseler J, Buizza R, Leutbecher M. 2010. ‘The new Ensemble of
Data Assimilations.’ ECMWFNewsletter No. 123, pp 17–21. Available
from: http://www.ecmwf.int/publications/.
Kucukkaraca E, Fisher M. 2006. ‘Use of analysis ensembles in
estimating flow-dependent background error variances.’ ECMWF
Technical Memorandum 492. Available from: http://www.ecmwf.int/
publications/.
Palmer TN, Buizza R, Doblas-Reyes F, Jung T, Leutbecher M, Shutts GJ,
Steinheimer M, Weisheimer A. 2009. ‘Stochastic parametrization and
model uncertainty.’ ECMWF Technical Memorandum 598. Available
from: http://www.ecmwf.int/publications/.
Raynaud L, Berre L, Desroziers G. 2008. Spatial averaging of ensemble-
based background-error variances. Q. J. R. Meteorol. Soc. 134:
1003–1014.
Raynaud L, Berre L, Desroziers G. 2009. Objective filtering of ensemble-
based background-error variances. Q. J. R. Meteorol. Soc. 135:
1177–1199.
Raynaud L, Berre L, Desroziers G. 2011. An extended specification
of flow-dependent background-error variances in the Me´te´o-France
global 4D-Var system. Q. J. R. Meteorol. Soc. (submitted).
Vialard J, Vitart F, Balmaseda MA, Stockdale TN, Anderson DLT. 2005.
An ensemble generation method for seasonal forecasting with an
ocean–atmosphere coupledmodel.Mon.Weather Rev. 133: 441–453.
Copyright c© 2011 Royal Meteorological Society Q. J. R. Meteorol. Soc. 137: 423–434 (2011)

6Une spécification étendue desvariances d’erreur du jour dans
Arpège
D’après la version originale d’un article soumis au Quarterly Journal of the Royal Meteo-
rological Society, intitulé "An extended specification of flow-dependent background error
variances in the Météo-France global 4D-Var system".
1 Contexte de l’étude et résumé
La mise en œuvre théorique et pratique d’une procédure de filtrage objectif des variances
d’erreur d’ébauche issues d’une assimilation d’ensemble a été détaillée dans les trois
chapitres précédents. Grâce à ces travaux, des cartes précises de variance sont désormais
disponibles pour chaque réseau d’assimilation, et sont optimisées pour chaque variable et
chaque niveau vertical.
Une évolution naturelle de l’assimilation opérationnelle d’Arpège correspond ainsi à
une extension de la spécification des variances "du jour" à toutes les variables de contrôle,
et non plus seulement au tourbillon comme c’est le cas dans la configuration opérationnelle
(jusqu’en avril 2010). Cela inclut les variances des parties non balancées de divergence du
vent, de température et de pression de surface d’une part, et les variances d’humidité
spécifique d’autre part. L’objectif de la présente étude est d’examiner l’impact de ces
nouvelles variances "étendues" dans le système Arpège.
Dans une première partie, la formulation de la matrice B dans l’assimilation 4D-Var
d’Arpège est rappelée, afin d’expliquer analytiquement la contribution des modifications
apportées. Dans cette formulation, les variances sont spécifiées pour les variables de
contrôle : tourbillon, divergence non balancée, température et pression de surface non
balancées et humidité spécifique, tandis que les variances des variables totales sont ob-
tenues par l’intermédiaire d’opérateurs de balance reliant les variables de contrôle aux
variables du modèle. Les variances du tourbillon jouent un rôle fondamental dans cette
modélisation puisque, grâce aux couplages multivariés, elles déterminent aussi une grande
partie des variances des composantes balancées des autres variables. Dans la configuration
opérationnelle jusqu’en avril 2010, les cartes de variance de chaque variable incluaient
donc un premier degré de dépendance à l’écoulement grâce aux variances "du jour" du
tourbillon notamment. Toutefois, les variances des composantes non balancées des va-
riables restaient homogènes spatialement et statiques. La spécification de variances "du
jour" pour ces parties non balancées fait l’objet des modifications étudiées dans ce papier.
D’autre part, les variances d’humidité, calculées jusqu’à présent à partir d’une relation
empirique dépendante de l’écoulement, sont également remplacées par des variances "du
113
114 Chapitre 6. Une spécification étendue des variances d’erreur du jour dans Arpège
jour" ensemblistes.
Une étude diagnostique s’attache tout d’abord à comparer les nouvelles variances d’er-
reur aux variances opérationnelles. Cette comparaison montre que les variances locales de
chaque variable présentent des variations spatiales similaires, tandis que leur intensité est
renforcée dans les zones dynamiques (dépressions extra-tropicales et cyclones tropicaux en
particulier) avec la nouvelle spécification. Cela pourrait notamment permettre de donner
plus de poids aux observations dans ces régions.
Les nouvelles variances ont ensuite été testées dans une expérience d’assimilation-
prévision sur une période d’un mois. L’impact global de la nouvelle spécification (compa-
rée aux variances opérationnelles) est neutre à positif. L’évolution temporelle des scores
fait apparaître une réduction de certains pics d’erreur, en particulier pour les prévisions de
géopotentiel et de vent aux longues échéances sur l’Europe. Ces résultats suggèrent que les
nouvelles variances ont donc plutôt tendance à réduire localement (en temps et en espace)
les erreurs de prévision, dans les régions dynamiquement actives notamment.
Cette idée est confortée par l’étude d’un cas de tempête de forte intensité sur la France
en février 2009, pour laquelle les nouvelles variances, en particulier de pression de surface,
permettent de réduire de manière significative les erreurs de position et d’intensité de la
prévision à 48h de pression de surface.
L’ensemble des résultats obtenus dans cette étude soutient ainsi l’idée que les cartes
de variance "du jour", issues d’une assimilation d’ensemble, contiennent une information
riche et robuste pour toutes les variables, permettant d’améliorer les prévisions locales
d’évènements intenses et, dans une moindre mesure, les scores moyens.
Le code Arpège a été modifié afin de rendre cette nouvelle spécification des variances
d’erreur effective. Elle est désormais opérationnelle depuis avril 2010.
2 Version originale de la publication
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A variational ensemble assimilation has been developed at Me´te´o-France to provide
errors ‘of the day’ to the operational 4D-Var assimilation of the Arpe`gemodel. In the
reference Arpe`ge system (operational until April 2010), ensemble-based variances
are used for vorticity and for the associated balanced parts of mass and divergence,
while variancesof theunbalancedparts remain static andhorizontallyhomogeneous,
and humidity variances are calculated with an empirical flow-dependent formula.
This article presents some diagnostic and impact studies to examine the effects
of extending the specification of flow-dependent ensemble-based variances to all
variables in theminimization. The extended flow-dependent variances derived from
the ensemble are first compared with the reference system values. It is observed
that the flow-dependence of local variances of all variables tends to be strengthened
with the extended specification. This is particularly noticeable for surface pressure
variances in the vicinity of mid-latitude storms and tropical cyclones. The impact
of using variances ‘of the day’ for all analysis variables is examined through
analysis/forecast experiments over a 1-month period. The global impact of this
extended specification is neutral to positive. Results suggest that the new variances
are likely to produce localized (in space and time) positive impacts, most likely
connected with dynamically active systems. This is supported by a case study of an
intense storm that hit the northern part of France on February 2009. It is observed
that the extended flow-dependent information improves the 48 h surface pressure
forecast, by correcting both position and intensity errors. Copyright c© 2011 Royal
Meteorological Society
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1. Introduction
Since initial conditions play an important role in the
quality of subsequent forecasts, data assimilation schemes
aim at making the best possible use of the information
provided by the observations and a background state. This
requires in particular a precise specification of observation
and background error covariances (namely the R and
B matrices).
During the last decade, a number of studies have focused
on the issue of estimating flow-dependent background-error
variances and correlations, either in the context of ensemble
Kalman filtering (EnKF) (see Evensen, 2003, for a review
on the EnKF) or variational data assimilation (Kucukkaraca
and Fisher, 2006; Berre et al., 2007; Pannekoucke et al.,
2007; Raynaud et al., 2009). This is still a topic of active and
ongoing research.
Copyright c© 2011 Royal Meteorological Society
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Several operational centres including Me´te´o-France,
ECMWF (European Centre for Medium-range Weather
Forecasts), UKMO (UK Met Office), JMA (Japan Meteoro-
logicalAgency) andCMC(CanadianMeteorologicalCenter)
implemented complex and successful 4D-Var assimilation
schemes in their global model, with significant efforts
devoted to the modelling of the B matrix (Fisher, 2003).
On the other hand, research studies on EnKF show
promising results. In particular, the presumed advantage
of EnKF is its ability to provide direct flow-dependent esti-
mates of background-error covariances through ensemble
covariances, so that the observations and the background
are appropriately weighted during the assimilation.
At Me´te´o-France, instead of developing an EnKF in
addition to the existing 4D-Var scheme, ideas from EnKF
and4D-Varhave been combined, as suggested byGustafsson
(2007). In this perspective, it has been decided to include
flow-dependent background-error variances in the 4D-Var
B matrix of the operational Arpe`ge global model. This is
achievedby implementing a real-time ensemble of perturbed
variational assimilations (Berre et al., 2007, 2009), which
has been implemented and used operationally at Me´te´o-
France since July 2008. A direct estimate of flow-dependent
statistics is calculated from this ensemble. These ensemble-
based variances are then used in the operational 4D-Var
assimilation to provide flow-dependent information. Such
an approach is also being tested in the context of theECMWF
4D-Var system (Kucukkaraca andFisher, 2006; Isaksen et al.,
2007).
Different attempts to include flow-dependent errors in
variational data assimilation have been proposed in the past
few years. Studies have been conducted on hybrid schemes
(Hamill and Snyder, 2000; Lorenc, 2003; Wang et al., 2008)
which combine the static 3D-Var B matrix with the flow-
dependent EnKF B matrix. Other ideas are also described
in works by Purser et al. (2003), Lindskog et al. (2006) and
Miyoshi and Kadowaki (2008), for instance. More recently,
Buehner et al. (2010a, 2010b) presented promising results
from using in a near-operational variational system the
background-error covariances that are estimated from the
ensemble of background states produced by an EnKF.
In its first operational version, which is used as the
reference version in the rest of the paper, Me´te´o-France
ensemble assimilation provided flow-dependent estimates
only for the specification of vorticity variances. This implies
that variances of vorticity and of associated balanced
components of divergence and mass were flow dependent,
while variances of unbalanced components were kept
homogeneous and climatological, and variances of humidity
were calculated with an empirical flow-dependent formula.
The aimof this paperwas to examine the impact of extending
the use of flow-dependent variances to all variables in the
minimization of the 4D-Var cost function.
The paper is organized as follows. Section 2 describes
the background-error covariance model in the Arpe`ge
system and the way an ensemble data assimilation can
be used to provide flow-dependent information on error
variances. A diagnostic study of background-error variances
is then presented in section 3, to compare statistics
from the reference configuration with the new fully flow-
dependent estimates. The impact of specifying extended
flow-dependent variances is investigated in section 4,
considering forecast scores calculated from a month of
analysis-forecast experiments. The particular case of the
forecast of an intense storm over France is also examined,
to evaluate the impact of flow-dependent variances in an
example of intense weather event. Finally, conclusions and
perspectives are given in section 5.
2. Experimental set-up
2.1. The Arpe`ge model
The French operational model Arpe`ge (Courtier et al.,
1991), developed in collaboration between Me´te´o-France
and the European Centre for Medium-Range Weather
Forecasts (ECMWF), is a global spectral forecast model
that uses a stretched horizontal resolution emphasizing
the European area, with a finer resolution over France
(Courtier and Geleyn, 1988). The atmosphere is described
on 60 vertical levels from the surface to 0.1 hPa. Model
variables are vorticity ζ , divergence η, temperature T,
logarithm of surface pressure PS and specific humidity q.
The assimilation scheme is based on a multi-incremental
4D-Var (Courtier et al., 1994; Veerse´ and The´paut, 1998),
with two successive minimizations at spectral resolutions
T107 and T224 respectively. There are four daily analyses at
the main synoptic hours (00, 06, 12 and 18 UTC).
2.2. Formulation of the background-error covariances
The multivariate description of the background-error
covariance matrix in the Arpe`ge model is based on
the formulation by Derber and Bouttier (1999). In this
formulation, control variable transforms (CVT) are used
to represent univariate and multivariate components of the
B matrix. Precisely, model variables are partitioned into
balanced and unbalanced components (denoted hereafter
by the subscripts b and u respectively) by using regressions,
and the problem is reformulated in terms of new variables
(the control variables): vorticity, unbalanced divergence ηu,
unbalanced temperature and logarithm of surface pressure
(T, PS)u, and specific humidity. Background errors for
these control variables are quasi-independent due to the
use of regressions and they are related to the model
variables through balance relationships (which represent
the mass/wind coupling for example).
Univariate covariance matrices are thus defined for each
of the control variables, while multivariate coupling is
obtained by applying a balance operator. The background
error covariance matrix Bu of the control variables is then
assumed to be block-diagonal with no correlation between
the parameters:
Bu =


C(ζ ) 0 0 0
0 C(ηu) 0 0
0 0 C(T, PS)u 0
0 0 0 C(q)

 ,
where C(·) represents the background-error autocovariance
matrix for each variable.
The method of CVT in Arpe`ge is represented in Figure 1.
With this change of variable, the problem is now easier to
handle since the calculation of the multivariate covariance
matrix is reduced to the calculation of the univariate blocks
only.
Each autocovariance matrix in Bu is designed with a
hybrid grid point/spectral approach. It combines the grid
Copyright c© 2011 Royal Meteorological Society Q. J. R. Meteorol. Soc. (2011)
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Figure 1. Illustration of the method of control variable transforms.
Background-error covariance matrices are represented in terms of model
variables (left) and control variables (right). Grey blocks correspond to
non-zero elements.
point space for the representation of local variances, and the
spectral space for the representation of spatial correlations.
This hybrid formulation is given by Bu = 
T , where 
is the diagonal matrix of grid point standard deviations and
 is the correlation matrix.
Standard deviations in the matrix  are specified for
each control variable. For vorticity, variances are space
and time varying, and provided by a real-time ensemble
variational assimilation, as will be detailed in section 2.3.
For the unbalanced parts of divergence, temperature and
surface pressure, variances are static in time and horizontally
homogeneous. They are provided by an off-line ensemble
of perturbed variational assimilations (Fisher, 2003; Belo
Pereira andBerre, 2006). For specific humidity, variances are
space and time varying, and obtained through an empirical
flow-dependent formula, as will be detailed in section 2.5.
Moreover, a multiplicative inflation factor equal to 1.8
is applied to standard deviations in , on the basis of
a posteriori diagnostics (Desroziers and Ivanov, 2001), in
order to represent model error contributions.
The correlation matrix  is modelled with a spectral
diagonal hypothesis,  = S−1D(S−1)T , where D is a block-
diagonal matrix in spectral space (with a block for each
spectral coefficient and each variable), and S represents the
spectral-to-grid transformation. The D matrix is defined
such that spectral coefficients are not correlated, but a
full vertical autocorrelation matrix is specified for each
spectral coefficient. The resulting correlations are non-
separable, homogeneous and isotropic in grid point space.
The shape of horizontal correlations is determined by
the correlation spectra. A climatological estimate of the
correlations is obtained from an ensemble of perturbed
variational assimilations (Fisher, 2003; Belo Pereira and
Berre, 2006), and is specified in Bu.
Finally, the B matrix in terms of model variables is not
explicitly defined, but obtained as
B = KbBuK
T
b ,
where Kb is the balance operator (detailed in section 2.4),
which transforms control variables to model variables. The
additional elements included in B over those in Bu are the
balanced parts of the covariances.
Thismethod formodelling background-error covariances
includes a first degree of flow dependence. This arises in
particular from the use (within Kb) of linearized versions of
nonlinear and omega balance equations (Fisher, 2003) that
depend on the background state.
2.3. Calculation of flow-dependent variances
To introduce further flow dependence in the modelled
background-error statistics, the ensemble variational assim-
ilation that has been implemented atMe´te´o-France and used
operationally since July 2008 is considered. The first opera-
tional version of this ensemble (as described in detail in Berre
et al., 2007) is based on a lower and unstretched horizontal
resolution version (T359C1.0L60) of the Arpe`ge operational
version (T538C2.4L60), where C is the stretching factor, and
uses 3D-Fgat (first guess at appropriate time) to approximate
4D-Var. In this configuration, it consists of six independent
3D-Fgat assimilation experiments performed in real time in
a perfect model framework, with explicit perturbations of
observations and implicit perturbations of backgrounds.
Denoting the perturbed backgrounds by x˜bk and the
number of members in the ensemble by N , the ensemble
estimate of the background-error covariance is then
classically calculated as
B˜ =
1
N − 1
N∑
k=1
(x˜bk − x˜
b)(x˜bk − x˜
b)T ,
where x˜b =
1
N
N∑
l=1
x˜bl .
Numerous authors have reported and worked on the
problems raised by this ensemble formulation, such as the
sampling noise that affects finite-size ensemble estimates.
Regarding correlations, the key issue of spurious non-
zero values at long distances has been widely studied
(Houtekamer and Mitchell, 1998; Buehner and Charron,
2007; Pannekoucke et al., 2007; Bishop and Hodyss, 2007;
Kepert, 2009). Regarding the sampling noise observed on
the estimated variances, the literature is often elusive on
this subject. Raynaud et al. (2008, 2009) and Berre and
Desroziers (2010) have examined this issue so far, from
both experimental and theoretical points of view. The first
study gives empirical insights on the spatial properties of
the sampling noise and of its appropriate filtering, while the
second study, based on these empirical results, proposes an
objective and automatic filtering procedure to remove this
sampling noise.
In the current study, flow-dependent ensemble-based
variances are calculated for all control variables. Estimated
variances are then filtered before being used in the
assimilation process (i.e. in the matrix). This is done with
the filtering approach proposed by Raynaud et al. (2009).
Basically, the filtering of the raw estimates is performed with
a spectral low-pass filter, defined by
ρ(n) = [cos{0.5pi
min(n,Ntrunc)
Ntrunc
}]2, (1)
with an objective choice of the truncation Ntrunc for each
control variable and each vertical level. This objective
truncation is determined according to spectral noise-
to-signal ratios of the estimated raw variance fields.
Figure 2 presents vertical profiles of objective truncation for
vorticity, unbalanced divergence, unbalanced temperature
and specific humidity. These profiles display a quite similar
behaviour for vorticity, divergence and temperature, with
a decrease of the truncation with altitude, apart from a
small increase near the tropopause height. This means that
the filtering tends to be less scale selective at low levels
than at higher levels. It can also be noticed that the filtering
truncations for these variables have comparable values above
700 hPa, while they differ markedly at lower levels. The
behaviour is a bit more complex for specific humidity, with
successive decreases and increases of the truncation.
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Figure 2. Vertical profiles of objective truncation Ntrunc, as defined in Eq.
(1), for the filtering of ensemble background-error variances of vorticity
(solid), unbalanced divergence (dashed), unbalanced temperature (dotted)
and specific humidity (dashed dotted). The left ordinate axis represents
the model level, with level 60 being near the surface. The corresponding
pressure levels are indicated on the right ordinate axis. This figure is
available in colour online at wileyonlinelibrary.com/journal/qj
2.4. Balance relationships
As mentioned in section 2.1, background-error autocovari-
ances in the Arpe`ge model are first calculated for the control
variables, and transformed back to the space of model
variables with balance relationships. The balance opera-
tor Kb is defined so that the covariances for divergence,
temperature and surface pressure are related to their unbal-
anced components and to vorticity through the following
equations:
C(η) = C(ηb)+ C(ηu)
= MC(ζ )MT + C(ηu),
C[(T, PS)] = C[(T, PS)b]+ C[(T, PS)u]
= NC(ζ )NT + PC(ηu)P
T + C[(T, PS)u].
TheM,N andPoperatorsdefine thebalance relationships.
They are calculated from a combination of multiple linear
regressions plus nonlinear and omega balance equations
(Derber and Bouttier, 1999; Fisher, 2003).
In the reference system(Table I), flow-dependent vorticity
variances in C(ζ ) are calculated from the ensemble,
while the variances for the unbalanced parts, C(ηu) and
C[(T, PS)u], are obtained from climatology. However, the
above equations show that vorticity plays an important
role since the covariances of balanced parts of divergence,
temperature and surface pressure are linear functions of
the covariances of vorticity. The introduction of flow
dependence in vorticity variances thus enables the variances
of associated balanced parts to be flow dependent too.
Moreover, the flow dependence of balanced variances is
strengthened by the fact that some of the balance operators
are also flow dependent (see end of section 2.2).
On the other hand, a full flow-dependent description
of background-error variances can be obtained with a
flow-dependent specification of the variances for both the
balanced and the unbalanced parts. The addition of flow-
dependent unbalanced variances is part of the experiments
presented in the next sections.
2.5. Calculation of specific humidity variances
In the reference assimilation scheme, variances of specific
humidity are not derived from a climatology as is the case for
the unbalanced variables. In the case of humidity, variances
are calculated with a simple empirical formula as a function
of the background temperature and relative humidity
(Rabier et al., 1998). Moreover, to avoid a systematic
drift of stratospheric humidity, increments are forced to
be negligibly small above the tropopause. This is achieved by
setting a very low value of 10−8 for humidity background-
error standard deviations everywhere the pressure is lower
than 70 hPa. The humidity in the stratosphere in this system
is thenmainly driven by themodel, andweakly controlled by
observations. The replacement of these empirical variances
by ensemble variances is also examined in this study.
2.6. Design of experiments
The main investigation of this study is to extend the use of
ensemble-based background-error variances to all variables
in the minimization (instead of vorticity only), and to
test their impact on the Arpe`ge assimilation/prediction
system. For that purpose, variances are calculated at each
analysis time from the variational six-member ensemble
for all control variables and all vertical levels, and they are
specified in the operational 4D-Var as a replacement for the
previous operational variances. This means that variances
in C(ζ ),C(ηu),C[(T, PS)u] and C(q) are all provided by the
ensemble calculation.
It may be mentioned that this study deals with flow-
dependent variances only. Flow-dependent correlations
could also be calculated from the ensemble, but this is
beyond the scope of this paper and correlation spectra in
this study are kept climatological.
Experiments have been performed over a 1-month period
in February–March 2008with a T538 spectral resolution and
a C2.4 stretching factor. This implies a maximum spectral
resolution of T1290 over Europe (which corresponds to
about 15 km in physical space). A wide range of observation
data types are used: surface observations, aircraft data,
satellite-derivedwinds, sea surface observations (e.g. drifting
buoys, ship reports), in situ sounding data, wind profiler
radar data, geostationary satellite winds (atmospheric
motion vectors), Global Positioning System (GPS) ground-
based data and radiances from polar-orbiting satellites
(e.g. AMSU-A/B, AIRS, SSMI, IASI). Various checks are
performed to select a ‘clean’ set of observations. This
selection involves quality checks, removal of duplicated
observations and thinning of their resolution, in particular.
The quality control is based on observation–background
departures, with a rejection of the observation if the
difference is larger than a given threshold. In this study,
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Figure 3. Background-error standard deviations of vorticity near the surface. (a) Reference map and (b) experimental map corresponding to 15 February
2008 at 03 UTC. Unit: 5.10−5 s−1. The mean sea-level surface pressure analysis is overlaid; contour: 10 hPa. This figure is available in colour online at
wileyonlinelibrary.com/journal/qj
ensemble-based background errors ‘of the day’ are specified
in the minimization step only, while background-error
variances for observation quality control are obtained from
quasi-static covariances using a randomization technique
(Fisher and Courtier, 1995; Andersson and Fisher, 1999).
A summary of the experiments performed is given in
Table I.
3. Diagnostic study of background-error variances of
full variables
Reference and experimental (i.e. with extended flow
dependence) background-error standard deviations are
compared for the following full variables: vorticity, surface
pressure, temperature and specific humidity. Full variables
are considered instead of control variables since they are
Table I. Description of the two systems considered. Each
system uses a specific set of background-error standard
deviations. The reference systemcorresponds to the previous
operational configuration (until April 2010), while the
experimental system, which uses a full set of flow-dependent
standard deviations, corresponds to the current operational
configuration.
System Flow-dependent Climatological or
ensemble SD empirical SD
Reference ζ ηu, (T, PS)u, q
Experimental ζ , ηu, (T, PS)u, q
more directly linked to observed variables. The standard
deviations were computed in spectral space at truncation
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Figure 4. Background-error standard deviations of pressure near the surface. (a) Reference map and (b) experimental map corresponding to 15 February
2008 at 03 UTC. Unit: hPa. The mean sea-level surface pressure analysis is overlaid; contour: 10 hPa. This figure is available in colour online at
wileyonlinelibrary.com/journal/qj
T107.Moreover, bothmaps are filtered according to Eq. (1),
with truncation Ntrunc = 42 for reference maps and Ntrunc
objectively determined for extended flow-dependent maps
(Figure 2). This comparison can be useful to anticipate the
expected impacts of the extended errors ‘of the day’.
3.1. Global standard deviations
It has been first verified that global values of ensemble-based
standard deviation for all variables are in good agreement
with the reference system values at all levels (not shown).
This indicates that the ensemble is able to properly capture
the variability of the background state.
In the case of humidity, global ensemble variances are
close to empirical estimates up to around 70 hPa, while they
are much larger above, by approximately a factor between
8 and 15 (not shown). This is related to the artificially
very low constant value of 10−8 attributed to humidity
variances in the reference system(asdiscussed in section2.5).
Consequently, the impact of the new humidity variances at
high levels will not be linked to flow dependence, but rather
to a large systematic increase of amplitude. In order to be
coherent with themain purpose of the paper, which is about
the impact of flow-dependent background-error variances,
and also because more investigations are necessary to clarify
the validity of such an increase at high levels, results and
discussions are limited to the part of the atmosphere below
70 hPa in the remainder of the paper.
3.2. Local standard deviations
In this section, the geographical distribution of background-
error variances is examined, for both the reference and the
experimental systems, for the particular case of 03 UTC on
15 February 2008.
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Figure 5. Background-error standard deviations of temperature near 700 hPa. (a) Reference map and (b) experimental map corresponding to 15
February 2008 at 03 UTC. Unit: K. The mean sea-level surface pressure analysis is overlaid; contour: 10 hPa. This figure is available in colour online at
wileyonlinelibrary.com/journal/qj
Figure 3 shows standard deviation maps of vorticity
near the surface. As mentioned before, these two maps
are obtained from the same six-member ensemble and only
differ in the truncation of the applied filter (which is equal
to T42 in the reference map and T110 in the experimental
map). As expected, these variance fields are closely linked
to the underlying flow, with high values located in the lows
and troughs. The larger filtering truncation used in panel
(b) tends to enhance small-scale features. The connection
with the weather situation tends to be strengthened, with
high standard deviation values that follow the shape and
the bend of troughs more closely (e.g. Northern Pacific and
Atlantic).
Figure 4 displays standard deviation maps of surface
pressure. It can be noticed that the reference map already
represents some flow-dependent features, especially in the
Southern Hemisphere and in the storm-track regions (e.g.
Northern Pacific). This first degree of flow dependence
results from the use of both nonlinear balance operators
and vorticity variances ‘of the day’ (section 2.4). These
geographical variations are confirmed and reinforced in the
experimentalmap. In particular, standard deviations tend to
be increased in the lows and in the Tropics. Tropical cyclone
Nicholas, along the northwest coast of Australia, has also a
stronger signature in background error. These differences
between reference and experimental maps partly result
from the new flow-dependent specification of unbalanced
variances (section 2.4). A more detailed understanding of
the role of these unbalanced variances will be given in
section 3.3.
Standard deviations of temperature at 700 hPa are shown
in Figure 5. Positions of highs (storm-track regions) and
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Figure 6. Background-error standard deviations of specific humidity at 850 hPa. (a) Reference map and (b) experimental map corresponding to
15 February 2008 at 03 UTC. Unit: 0.5× 10−2 kg/kg. The mean sea-level surface pressure analysis is overlaid; contour: 10 hPa. This figure is available in
colour online at wileyonlinelibrary.com/journal/qj
lows (land and Tropics) of standard deviation appear to
be relatively similar in reference and experimental maps.
However, local maxima are increased with an extended
specification of flow-dependent variances.
Figure 6 presents maps of specific humidity standard
deviation near 850 hPa. On the one hand, it turns out that
reference and experimental maps are relatively similar in
terms of geographical variations (correlation value of 0.9).
In particular, they display a common latitudinal structure,
with the lowest values in polar regions and the highest values
in the Tropics, which is consistent with the temperature
dependence of specific humidity. On the other hand, local
variance maxima tend to be strengthened in the ensemble
map, in particular in the Tropics.
All these comparisons thus show that using ensemble-
based variances ‘of the day’ for the unbalanced vari-
ables and for specific humidity tends to strengthen
the connection between variances and the local weather
situation, in particular in the vicinity of intense
weather events such as mid-latitude storms and tropical
cyclones.
3.3. Diagnostic evaluation of the contribution of flow-
dependent variances of unbalanced variables
The respective contributions of the variances of the vorticity-
balanced and residual parts to the full variances are
investigated in the case of surface pressure. For that purpose
total variances represented in Figure 4(b) are decomposed
into vorticity-balanced surface pressure variances (term
NC(ζ )NT) and into the term PC(ηu)P
T + C[(T, PS)u]
(section 2.4), which represents the contribution from
the new flow-dependent specification of variances of
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Figure 7. Extended flow-dependent background-error standard deviations of surface pressure corresponding to 15 February 2008 at 03 UTC
(Figure 4(b)), decomposed into (a) vorticity-balanced surface pressure variances (NC(ζ )NT ) and (b) ηu-balanced plus unbalanced surface pressure
variances (PC(ηu)P
T + C[(T, PS)u]). Unit: hPa. The mean sea-level surface pressure analysis is overlaid; contour: 10 hPa. This figure is available in colour
online at wileyonlinelibrary.com/journal/qj
unbalanced components (ηu and (T, PS)u). Figure 7 shows
that vorticity-balanced variances already represent a large
amount of the total variances, especially in dynamical
areas (e.g. Southern Hemisphere and Northern Pacific),
where they control up to 80% of the total variances.
The contribution of the new flow-dependent unbalanced
variances also appears to be linked to the underlying flow
and thus tends to reinforce the flow dependence of total
variances, through noticeable impacts especially in lows
and in the tropical area. Calculations show that these
variances explain almost 40% of the total variances on
average,with larger relative contributionsnear extra-tropical
lows and in tropical convective areas. This emphasizes the
importance of a proper representation of the unbalanced
statistics.
4. Impact of an extended specification of flow-dependent
errors
In this section, it is examined how analyses and forecasts are
influenced by the extended specification of flow-dependent
background-error variances in the experimental system.
4.1. Innovation statistics and forecast scores
The global impact of the specification of flow-dependent
variances of unbalanced variables and humidity, measured
with space and time-averaged innovation statistics and
forecast scores (RMSerror), appears to beneutral to positive.
This is illustrated in Figure 8 with temperature innovation
RMS against dropsondes over the globe, and in Figure 9 with
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Figure 8. InnovationRMS for the experimental system (dashed line) and for
the reference system (solid line). Black lines represent observation–back-
ground statistics and red lines represent observation–analysis statistics.
Results are given for temperature from dropsondes over the globe. This
figure is available in colour online at wileyonlinelibrary.com/journal/qj
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Figure 9. Vertical profile of RMS error of 96 h forecasts of geopotential
height (m) over a European Atlantic domain for the reference run (solid
line) and for the experimental run (dashed line). Forecasts are verified
against ECMWF analysis.
RMS error of 4-day geopotential height forecasts against
ECMWF analyses over a European Atlantic domain (30–70◦
N; 10◦ W to 35◦ E).
To evaluate the temporal robustness of the positive impact
highlighted in Figure 9, the temporal evolution of the RMS
forecast error is presented in Figure 10 for the case of 96 h
geopotential height and wind forecasts at 250 hPa over
Europe. One can point out noticeable reductions of RMS
error over the whole period, with a tendency to reduce error
peaks.
This suggests that the impact of the new variance
specification may be relatively localized both in space and
time. This was to be expected in view of variance fields
modifications (section 3.2), which mostly concern localized
dynamically active systems. Consequently, there is not a
systematic improvement in forecast scores, but rather a
tendency to reduce local errors, possibly connected to intense
weather systems. To further investigate this aspect, the case
of an intense storm event is examined in more detail in the
next section.
4.2. A case study of cyclogenesis
As can be seen on the variance maps presented in section 3,
ensemble variances tend to be increased in low-predictability
regions, which suggests that observations there should be
better used through a larger weight in the analysis. While
impact studies in the Arpe`ge model showed that extended
flow-dependent variances have a neutral to positive global
impact on forecasts (section 4.1), larger improvements may
be expected in intense weather events(Isaksen et al., 2007).
On Tuesday 10 February 2009, an intense storm hit
the northern part of France. This storm developed during
the night of 9/10 February over the Atlantic Ocean and
moved along the English Channel coasts. The strongest
winds have been localized south of the storm, with violent
gusts that first hit the coast, before reaching the eastern
part of the country in the early morning. The highest wind
gusts have been observed along the coasts, with values up to
40 m s−1.
Figure 11 shows the analysis of surface pressure valid on
10 February 2009 at 00UTC, alongwith 48 h forecasts issued
from analyses valid on 8 February 2009 at 00 UTC. Forecasts
from the reference run and from the experimental run are
compared. The experimental run has been initialized on 4
February 2009 at 18 UTC in order to cycle flow-dependent
variances a few days before the development of the storm.
While the storm ismoved to the southwest in the reference
forecast compared to the analysis, the experimental forecast
tends to reposition the storm toward the correct position.
The central pressure of the storm is also predicted better,
as shown by the spatial extension of the 985 hPa isoline.
In connection with this, the central pressure of the storm
is decreased from 981.7 hPa (in the reference forecast) to
980.5 hPa (in the experimental forecast), which is closer
to the analysis (976.6 hPa). Flow-dependent background-
error variances thus contribute to correct both position and
intensity errors in this example of intense weather event.
To examine the impact of surface pressure variances on
this storm forecast, another experiment has been run (not
shown), in a configuration similar to the experimental one,
except that variances for PSu are static and homogeneous.
This can be compared to the previous experimental
configuration to obtain the impact of extended flow-
dependent surface pressure variances. It is observed that
this other experimental forecast locates the centre of the
storm north of the reference forecast, but it remains too
westerly compared to the analysed storm. The addition and
the cyclingofflow-dependent surfacepressure variances thus
enable this remaining position error to be partly corrected.
The results obtained from the impact studies thus support
the idea that there is some relevant and robust information to
be used routinely in the extended flow-dependent variance
maps. In particular, the case study of cyclogenesis suggests
that flow-dependent variances should be beneficial to the
prediction of intense local weather events. Further case
studies will be considered in future studies to assess the
statistical significance of these conclusions.
5. Conclusions and perspectives
Representation of flow-dependent aspects in variational data
assimilation is currently the subject of a number of research
studies. Among the different approaches proposed, the
ensemble variational assimilation implemented at Me´te´o-
France offers a suitable framework to estimate background-
error covariances ‘of the day’.
In the present paper, this ensemblemethod has been used
to provide flow-dependent background-error variances to
the operational Arpe`ge 4D-Var. While ensemble estimates
were previously specified for vorticity only (reference
configuration), the impact of extending their use to
all variables in the minimization has been examined
(experimental configuration).
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Figure 10. Temporal evolution of RMS error of 96 h forecasts of (a) geopotential height (m) and (b) wind (m s−1) at 250 hPa over a European Atlantic
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Figure 11. 48h Arpe`ge forecasts of surface pressure valid on 10 February 2009 at 00 UTC: issued from the reference run (in blue) and from the
experimental run (in red). The reference analysis is overlaid (in black). Contour: 5 hPa. The 985 hPa isoline is plotted in bold for the three fields.
Diagnostic studies first showed that local variancemaxima
for all variables tend to be strengthened in the experimental
configuration. This is particularly noticeable in the vicinity
of lows and troughs on variance maps of surface pressure.
This suggests that observations could potentially be better
used in dynamically active regions.
The impact of an extended specification of flow-
dependent variances in the operational Arpe`ge assimilation
has then been explored through a series of impact studies.
It turned out that the extended use of ensemble variances
has a neutral to positive global impact on the forecast
scores, which is related to both humidity and unbalanced
components variances. This impact is more pronounced for
medium-range geopotential height and wind forecasts over
Europe.
Examination of a severe winter storm over the northern
half of France showed that an improvement in the 48 h
forecast of surface pressure –in terms of both position and
intensity of the low –can be obtained from the use of flow-
dependent variances for all control variables, with a large
contribution from surface pressure variances. This supports
the idea that localized improvements in dynamically active
regions, rather than a general positive impact, are to be
expected with the new variance specification.
Since a real-time variational ensemble is already running
operationally at Me´te´o-France, the use of ensemble
variances for all control variables in the operational Arpe`ge
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assimilation is straightforward and cost free. Given the
results of this study, the extended use of errors ‘of the day’
has been made operational in April 2010 for the unbalanced
variables. A further extension to humidity has been made
operational in November 2010. It may also be mentioned
that another operational change in April 2010 involved the
use of a 4D-Var ensemble (instead of 3D-Fgat).
Moreover, this ensemble approach assumes that the
forecast model is perfect (apart from the inflation of
B). It is likely that this current neglect of model error
causes underestimation of the background perturbation
amplitudes. Therefore, it is also planned towork on inflation
techniques within the ensemble simulation, by using a
posteriori diagnostics (Desroziers et al., 2005, 2009; Miyoshi,
2005).
The specification of ensemble variances in limited-area
models is another important topic that should be further
examined. There have already been successful attempts
to estimate the static part of regional error covariances
(Desroziers et al., 2007; Brousseau et al., 2011), and
an extension to represent space- and time-dependent
covariances is also investigated (Monteiro and Berre, 2010).
For example, Montroty (2008) showed the first promising
results with the ALADIN-Re´union model for the prediction
of tropical cyclones (in the context of a 3D-Var assimilation).
Finally, the new variance specification tested in this study
is to be considered as a first step in the implementation
of flow-dependent covariances in the Arpe`ge model.
The following step is to include also flow-dependent
correlations, based on the developments by Fisher (2003)
and Pannekoucke et al. (2007) on a wavelet representation
for instance.
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7Représentation de l’erreur demodèle dans l’ensemble Arpège
D’après la version originale d’un article soumis au Quarterly Journal of the Royal Me-
teorological Society, intitulé "Accounting for model error in the Météo-France ensemble
data assimilation system".
1 Contexte de l’étude et résumé
Les variances d’erreur d’ébauche résultent de deux types d’erreur : la croissance des er-
reurs d’analyse et l’erreur de modèle. L’erreur de modèle peut avoir des origines diverses,
liées notamment aux approximations dans la représentation des processus physiques et
dynamiques.
Afin de simuler précisément les erreurs du système d’assimilation, il est nécessaire de
représenter les contributions de l’erreur de modèle dans le système ensembliste associé,
sinon les variances d’erreur d’ébauche qui en résultent sont sous-estimées. Une des so-
lutions proposées est la technique d’"inflation multiplicative", qui consiste à augmenter
l’amplitude des perturbations d’ébauche en les multipliant par un coefficient d’inflation
supérieur à 1. Les covariances d’erreur estimées sont ainsi multipliées par le même coeffi-
cient (au carré), ce qui permet d’éviter leur sous-estimation.
La présente publication s’intéresse à la mise en œuvre et à l’expérimentation d’une
inflation multiplicative dans l’assimilation d’ensemble Arpège. Le choix d’une inflation
multiplicative est motivé par sa simplicité d’une part (la connaissance des corrélations
d’erreur de modèle n’est pas requise), et par sa capacité à représenter la contribution de
toutes les sources d’erreur d’origines inconnues d’autre part.
La première partie du papier décrit la procédure d’inflation et notamment le calcul
du facteur d’inflation, qui est un aspect essentiel de cette technique. Dans cette étude, le
coefficient d’inflation est déterminé à chaque réseau d’assimilation, à partir de diagnostics
a posteriori relatifs à la valeur de la fonction coût au minimum (Talagrand 1999, Desroziers
and Ivanov 2001). Ces diagnostics sont mis en œuvre pour évaluer la sous-estimation des
variances, et pour en déduire une estimation de l’amplitude des erreurs de modèle.
Dans le cas où les membres de l’ensemble sont évolués sous l’hypothèse de modèle
parfait, on observe une sous-estimation des écarts types d’erreur d’ébauche par un facteur
proche de 2. L’amplification des perturbations d’ébauche par un coefficient d’environ 10%
permet d’obtenir des écarts types plus réalistes, et cohérents avec les valeurs estimées à
partir des diagnostics a posteriori proposés par Desroziers et al. (2005).
D’autre part, l’inflation des perturbations d’ébauche tend à amplifier les contributions
relatives des échelles synoptiques à l’erreur d’ébauche. Le lien entre les cartes de variance
et la situation météorologique est ainsi renforcé. Cela est particulièrement visible dans
les régions dynamiques, au voisinage des dépressions et des fronts par exemple, où les
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variances de pression de surface et de tourbillon sont accentuées.
L’évolution temporelle des erreurs d’analyse et d’ébauche est également modifiée. En
l’absence de représentation de l’erreur de modèle, l’erreur d’analyse croît légèrement avec
la dynamique du modèle. La croissance au bout de 6h d’intégration est beaucoup plus
forte lorsque les effets de l’erreur de modèle sont simulés avec une inflation multiplicative,
ce qui suggère que l’erreur d’analyse croît principalement à cause de l’erreur de modèle.
D’autre part, l’effet de l’étape d’analyse est plus marqué, en terme de réduction de la
dispersion liée à l’apport d’information observée. Cela tend à renforcer dans les cartes de
variance le contraste entre les zones riches en observations et celles peu observées.
Dans une dernière partie, l’impact des statistiques d’erreur "inflatées" sur les scores
de prévision du modèle Arpège est examiné. Il est observé que l’utilisation des nouvelles
variances - locales et globales - a un impact neutre à positif sur la qualité des prévisions.
Cette première tentative pour représenter les contributions de l’erreur de modèle dans
l’assimilation d’ensemble Arpège donne ainsi des résultats prometteurs, permettant d’en-
visager l’implémentation opérationnelle d’une inflation multiplicative dans ce système.
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1 Introduction
In Numerical Weather Prediction (NWP), the model initial
conditions, also known as the analysis state, are produced
as a combination of observations and a background state,
usually provided by a short-term forecast from a previous
model run. These two sources of information are appro-
priately weighted during the assimilation process, accor-
ding to their respective error covariances represented in
the so-called R and B matrices respectively.
Background errors are the result of two different er-
rors : a predictability error, which corresponds to the
growth of analysis error during the model integration, and
a model error (Daley, 1992). The model error term is due
to imperfections in the numerical model, arising for ins-
tance from approximations in the dynamics and in the
physical parametrizations.
Monte-Carlo methods, based either on the Kal-
man filter algorithm (the ensemble Kalman filter,
Evensen (2003)) or on variational data assimilation
(Belo Pereira and Berre, 2006; Berre et al., 2007), are on-
going alternative or complementary approaches to deter-
ministic systems, and they can provide estimates of flow-
dependent background-error covariances.
∗Correspondence to: Laure Raynaud, Me´te´o-France CNRM/GMAP,
42 Av. G. Coriolis, 31057 Toulouse Cedex, France. E-mail :
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However, ensemble data assimilation systems are
sometimes implemented in a perfect-model framework.
Consequently, they provide an estimation of the predic-
tability error term while the model-error component is
omitted. As neglecting model error usually results in un-
derestimated background-error variances, the representa-
tion of model error has become an important aspect in the
development of ensemble methods.
First investigations to account for model errors in
ensemble systems lead to various strategies. Possible op-
tions include in particular multi-model/multi-physics ap-
proaches (Houtekamer et al., 1996), stochastic physics
(Buizza et al., 1999), additive and multiplicative infla-
tions (Constantinescu et al., 2007) or the stochastic kinetic
energy backscatter scheme (Shutts, 2005). These different
model error representations have recently been evaluated
and compared by Houtekamer et al. (2009).
At Me´te´o-France, an ensemble variational assimila-
tion has been developed for the global operational model
Arpe`ge (Berre et al., 2007) and has been successfully used
in real time since July 2008 to provide flow-dependent
background-error variances to the operational 4D-Var as-
similation (Raynaud et al., 2010). The ensemble is run in
a perfect-model framework and estimated standard de-
viations are inflated ‘offline’ (i.e. after the ensemble has
been completed), on the basis of a posteriori diagnostics
(Desroziers and Ivanov, 2001), to represent model error
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contributions. Multiplicative inflation is a simple and wi-
dely used technique to deal with all error sources of unk-
nown origins.
The current ensemble system is, however, not entirely
consistent since the offline multiplicative inflation applied
to the standard deviations is not accounted for in the back-
ground perturbation update. An improved configuration of
the ensemble has then been developed, in which the mul-
tiplicative inflation is now performed within the ensemble
by enlarging the amplitude of the background perturba-
tion. This ensures that the ensemble spread is consistent
with the diagnosed standard deviations. The aim of this
paper is to describe the inflation procedure and to exa-
mine the effect of simulating model error in the ensemble
system, in terms of both description of background errors
and their impact on forecast scores.
The paper is organized as follows. Section 2 presents
the variational ensemble data assimilation system develo-
ped at our center. The adaptive tuning procedure of the
multiplicative inflation factor and the updated ensemble
configuration are detailed in section 3. Section 4 pro-
vides diagnostic results from a first experimentation of the
‘inflated’ ensemble. Forecast scores of analysis-forecast
experiments over a three-week period, using background-
error variances from the online-inflated ensemble, are exa-
mined in section 5. Finally, conclusions and perspectives
are given in section 6.
2 Description of the ensemble system
2.1 Arpe`ge 4D-Var
The operational model Arpe`ge of Me´te´o-France
(Courtier et al., 1991) is a global spectral forecast
model that uses a stretched horizontal resolution emphasi-
zing the European area with a finer resolution over France
(Courtier and Geleyn, 1988). The assimilation scheme is
based on a multi-incremental strong-constraint 4D-Var
(Veerse´ and The´paut, 1998) with two minimizations
performed at truncations T107 and T224.
The modelisation of the background-error cova-
riance matrix follows the multivariate formulation of
Derber and Bouttier (1999). In this formulation, a set of
independent analysis variables is considered (made up of
vorticity, unbalanced divergence, unbalanced temperature
and surface pressure, and specific humidity), and the as-
sociated background-error covariance matrix is assumed
to be block-diagonal, with no correlation between the
parameters. Auto-correlation matrices are modelled with
a diagonal assumption in spectral space (Courtier et al.,
1998), that leads to homogeneous correlation functions
in gridpoint space. Climatological correlation spectra
are computed offline with an ensemble approach over a
one-month period (Belo Pereira and Berre, 2006). On the
other hand, space and time-varying variances are derived
from a real-time ensemble variational assimilation (as
detailed in section 2.2) for vorticity and unbalanced
variables (Raynaud et al., 2010), while humidity va-
riances are calculated with a simple empirical formula
as a function of background temperature and relative
humidity (Rabier et al., 1998). Multivariate coupling in
the space of model variables is then achieved by applying
balance relationships (accounting for geostrophy and
hydrostatism in particular). Such modelled background-
error statistics are then partly flow-dependent, due to the
specification of error variances “of the day” and to the
use of linearised versions of nonlinear and omega balance
equations (Fisher, 2003) that depend on the background
state.
2.2 Arpe`ge ensemble data assimilation
An ensemble data assimilation system has been built upon
the existing 4D-Var system (Berre et al., 2007), based on
explicit perturbations of observations (consistent with ob-
servation errors) while the background states are impli-
citly perturbed (due to the assimilation cycling of pertur-
bed observations). The current ensemble is formed of six
independent 4D-Var assimilations with one outer loop at
truncation T107, and is run in real time at a lower and
unstretched horizontal resolution compared to the deter-
ministic system (T399L70 vs T798L70).
This ensemble has been used routinely since July
2008 to provide space- and time-varying estimates of
background-error variances to the operational 4D-Var
assimilation, in replacement of quasi-static variances.
The extraction of useful flow-dependent information
about the correlations is currently under investigation
following works by Fisher and Anderson (2001) and
Pannekoucke et al. (2007, 2008) on a wavelet diagonal ap-
proach. Moreover, the ensemble has been coupled to the
Arpe`ge ensemble prediction system since December 2009
to provide initial state perturbations.
Estimates of background-error variances are derived
from the ensemble at each assimilation cycle for each ana-
lysis variable, through the classical calculation
B˜ =
1
N − 1
N∑
k=1
(x˜bk − x˜b)(x˜bk − x˜b)T ,
where x˜b = 1
N
N∑
l=1
x˜bl ,
where x˜bk denotes the perturbed background of member k
and N is the ensemble size. An objective spatial filtering
is then applied to the variances before they are specified
in the operational 4D-Var assimilation (Raynaud et al.,
2008, 2009; Berre and Desroziers, 2010). The use of these
flow-dependent variances in the modelled B matrix is a
first step to introduce information on the “errors of the
day” and appears to be beneficial to the forecast quality
(Berre et al., 2007; Raynaud et al., 2010).
2.3 Model-error contributions
The ensemble assimilation is currently run in a perfect-
model framework. To account for model-error contribu-
tions, the estimated background-error variances are tu-
ned according to a posteriori diagnostics based on an
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evaluation of the 4D-Var cost function at the minimum
(Talagrand, 1999; Desroziers and Ivanov, 2001). This cor-
responds to a multiplicative inflation factor applied ‘of-
fline’ (i.e. after the ensemble has been completed) to the
ensemble variances. This variance inflation procedure is
detailed in the next section.
3 Perturbation inflation procedure
3.1 Analysis consistency check
The analysis estimate in a variational scheme is obtained
as the solution of the minimization of a cost function J :
J(x) = Jb(x) + Jo(x)
=
1
2
[(xb − x)T B−1(xb − x)
+(yo −Hx)T R−1(yo −Hx)],
where Jb and Jo are the background and the observation
terms respectively, xb is the background state, yo is
the observation vector, B and R are the background
and observation error covariance matrices, and H is the
possibly non linear observation operator that maps the
model state to observation locations. It has been shown
by Talagrand (1999) and Desroziers and Ivanov (2001)
that simple consistency criteria of the analysis scheme
(thereafter denoted DI01) are obtained by evaluating the
cost function at the minimum. If the background and
observation error statistics are correctly specified, then the
statistical expectation of each term of the cost function is
given by :
E[Jb(xa)] = Tr(HK), (1)
E[Jo(xa)] = p− Tr(HK), (2)
E[J(xa)] = p, (3)
where H is the linearized observation operator, K is the
gain matrix, p is the observation space dimension, and Tr
denotes the trace operator. Consequently, a deviation of
E[J(xa)] from p indicates a misspecification in either the
background or the observation error statistics.
3.2 Covariance tuning method
From the above a posteriori optimality diagnostic,
Desroziers and Ivanov (2001) and Chapnik et al. (2004)
proposed a method to tune the background and observa-
tion error covariances so that the DI01 consistency criteria
are fulfilled. Basically, it is considered that the ‘true’ cova-
riance matrices can be derived from the specified matrices
with a simple multiplicative operation :
Bt = sbB, (4)
Rt = soR, (5)
where Bt and Rt denote the ‘true’ matrices and sb and so
are the associated tuning parameters. One can then rewrite
the cost function terms with the tuned statistics under the
following form :
J(x) =
1
sb
Jb(x) +
1
so
Jo(x).
The tuning procedure determines the weighting coeffi-
cients sb and so such that 1
sb
Jb(xa) and 1
so
Jo(xa) become
close to their expected statistical estimations E[Jb(xa)]
and E[Jo(xa)] (equations (1) and (2)). This is achieved
through the following calculations :
sb =
Jb(xa)
E[Jb(xa)]
=
Jb(xa)
Tr(HK)
, (6)
so =
Jo(xa)
E[Jo(xa)]
=
Jo(xa)
p− Tr(HK) . (7)
These relations indicate that a global tuning parameter can
be estimated for each of the B and R matrices.
The practical difficulty in implementing this tuning
procedure comes from the calculation of Tr(HK). Due
to its large dimensions in current atmospheric models,
this matrix is not explicitly defined. Following an idea
from Girard (1987), Desroziers and Ivanov (2001) deve-
loped a randomized estimate of the trace. More recently,
Desroziers et al. (2009) showed that the ensemble fra-
mework is well-suited to perform this calculation since
Tr(HK) can be easily derived from the background and
analysis perturbations.
3.3 Tuning of background-error variances in Arpe`ge
The tuning procedure previously described has been ap-
plied to the background-error statistics specified in the
Arpe`ge model. More precisely, a global tuning coefficient,
independent of the model parameter and vertical level,
has been calculated for the operational global covariances.
The tuned standard deviations, thereafter denoted σb,ref ,
are taken as a reference in the remainder of the paper.
Since a posteriori diagnostics measure a total va-
riance, that is to say which includes the model-error va-
riance, one can expect the tuned standard deviations σb,ref
to be larger than the ensemble standard deviations. A ra-
tio between these two variances can then be calculated to
estimate the model-error contribution.
Following this idea, flow-dependent variances com-
puted within the real-time ensemble assimilation are nor-
malized by the reference estimates before being used in
the minimization step :
σˆ
2
b(x, y, z, v, t) = σ˜
2
b(x, y, z, v, t)×
σ
2
b,ref (z, v)
xy
σ˜
2
b(z, v, t)
xy , (8)
where t stands for the date, v stands for the model va-
riable (i.e. vorticity, divergence, temperature and surface
pressure) and . xy denotes an horizontal average. This
normalization step corresponds to an offline variance in-
flation (i.e. after the ensemble has been completed) that
ensures that the globally-averaged value of σˆ2b is equal to
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the globally-averaged value of σ2b,ref : σˆ2b
xy
= σ2b,ref
xy
.
The current ensemble system is, however, not fully
consistent since this inflation information is not integrated
in the ensemble perturbations, which implies that analysis
perturbations are calculated from background perturba-
tions which are too small (Figure 1). The purpose of this
paper is to present and evaluate a new configuration of
the ensemble system, in which an online inflation of back-
ground perturbations is introduced.
3.4 Online multiplicative inflation
In the new ensemble configuration presented in this paper
(Figure 2), each perturbed background is inflated accor-
ding to :
x˜bk → x˜b + α(x˜bk − x˜b), (9)
with an inflation factor α > 1. This results in an increase
of ensemble-based covariances by α2 while the ensemble
mean is unchanged. This approach is known as the multi-
plicative inflation procedure (Anderson, 2001).
An important aspect in the multiplicative covariance
inflation is the choice of the inflation factors. In our sys-
tem, the inflation factor is determined online so that in-
flated ensemble-derived standard deviations are consistent
with the reference standard deviations (which include
model-error contributions). Similarly to the offline infla-
tion (equation (8)),
α(z, v, t) =
√√√√σ2b,ref (z, v)
xy
σ˜
2
b(z, v, t)
xy . (10)
This relation thus permits to easily calculate time-varying,
horizontally homogeneous inflation coefficients. It may be
mentioned that using time-independent reference standard
deviations in the calculation of the inflation factor can
be justified by the fact that its global spatial average is
known to be relatively static (Fisher (2004), Figure 6 and
Raynaud et al. (2009), Figure 6).
While previous studies successfully applied other
a posteriori diagnostics to adaptively tune the inflation
coefficients, based for instance on innovation statistics
(Miyoshi, 2005) and on observation-background/analysis-
background statistics (Desroziers et al., 2005; Li et al.,
2009), this is the first time, to the authors’ knowledge,
that the DI01 criteria are used to estimate a perturbation
inflation factor in ensemble data assimilation systems.
It is worth noticing that this multiplicative inflation
is equivalent to consider that the model error over the 6h
model integration is proportional to the growth of analysis
error. In the case of an imperfect model (supposed here to
be linear for the sake of simplicity), the background error
is given by (Daley, 1992)

+6
b = Mo→6a + 
0→6
m , (11)
where Mo→6 is the model operator over a 6h period, a is
the analysis error, Mo→6a then represents the so-called
predictability error, and 0→6m is the model error accumu-
lated over the 6h integration (in the current operational
ensemble, it is assumed that 0→6m = 0). The online mul-
tiplicative inflation consists in inflating the estimated pre-
dictability error by α :

+6
b = αMo→6a
= Mo→6a + (α − 1)Mo→6a. (12)
Comparing equations (11) and (12), it can be deduced
that model perturbations 0→6m are implicitly constructed
as follows :

0→6
m = βMo→6a, β = α− 1.
3.5 Experimental setup
To test the proposed approach, a variational ensemble with
an online adaptive multiplicative inflation, as described in
the previous paragraph, has been run over the period bet-
ween 17 January 00 UTC and 09 February 18 UTC 2010.
A global uniform inflation factor (i.e. independent of the
variable and the vertical level) is computed and applied
at each assimilation cycle to the background perturba-
tions of vorticity, divergence, temperature and logarithm
of surface pressure in order to represent the contribution
of model errors. No inflation is applied to the background
perturbations of specific humidity. The operational en-
semble, which is run in a perfect-model framework, is
taken as a reference for comparison purposes. In paral-
lel, analysis-forecast experiments using flow-dependent
background-error covariances derived from the ‘inflated’
ensemble have been run over the same period to examine
the impact of these new statistics.
4 Diagnostic studies
In this section, a diagnostic study of analysis and
background-error statistics, computed from the baseline
perfect-model ensemble and from the ‘inflated’ ensemble,
are compared in order to examine the impact of the adap-
tive multiplicative inflation technique on both global and
local estimates.
4.1 Inflation factors and global standard deviations
Figure 3 shows the time series of inflation factors calcu-
lated for 96 analysis time steps (from 17 January 00 UTC
to 09 February 18 UTC 2010). After a short spin-up, the
inflation factor becomes fairly stable with a value around
10%. These values are in accordance with previous
studies in EnKF contexts (e.g. Houtekamer et al. (2009)).
Vertical profiles of horizontally-averaged
background-error standard deviations derived from
ensembles with (dashed line) and without (solid line)
model error simulation are displayed in Figure 4 for
vorticity, divergence, temperature and specific humidity.
As expected, standard deviations estimated from the
‘inflated’ ensemble are larger than those from the baseline
ensemble at all vertical levels, while their variations
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FIG. 1. Schematic illustration of the current operational ensemble assimilation, where DA stands for data assimilation and α(t + δt) is
the inflation factor valid at time step t + δt. The inflation is applied to estimated variances, but not to perturbations.
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⇓
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FIG. 2. Schematic illustration of the ‘inflated’ ensemble assimilation, where DA stands for data assimilation and α(t + δt) is the inflation
factor valid at time step t + δt. Compared to the operational ensemble (Figure 1) a multiplicative inflation step has been added within the
ensemble to build background perturbations with realistic amplitudes.
with height are similar. Global standard deviations are
increased by approximately a factor of 2 for vorticity,
divergence and temperature. This indicates that the
simulation of model error has a non-negligeable impact
on the amplitude of background errors in our system.
It is worth noticing that, while humidity background
perturbations are not directly inflated, standard deviations
are nevertheless increased by 25% in average, due to the
inflation applied to the other variables.
To check the realism of the global increase of
background-error standard deviations when the effects of
model error are represented, they have been compared
to independent estimates, derived from covariances
of analysis residuals, as proposed by Desroziers et al.
(2005) :
E[dabd
oT
b ] = HBH
T ,
where dob = yo −Hxb is the innovation vector and dab =
H(xa − xb) is the analysis increment in observation
space. The left-hand side term has been evaluated for dif-
ferent observation types and averaged over a 7-day per-
iod. Figure 5 shows that neglecting model error leads to
an underdispersive ensemble, while simulating model er-
ror with a global multiplicative inflation enables the en-
semble spread to better fit the diagnosed errors. More
precisely, this comparison indicates that the fit is fairly
good in the mid and high troposphere (namely between
700 and 200 hPa) for the different data types shown, while
the inflated standard deviations tend to be under-estimated
in the lower troposphere and over-estimated in the lower
stratosphere.
4.2 Horizontal variance spectra
In order to examine the contribution of the different ho-
rizontal scales to background errors and to what extent
they are affected by the model error simulation, horizontal
variance spectra of background errors are displayed in Fi-
gure 6 and 7. Results are given for the logarithm of surface
pressure and for vorticity and temperature near 500 hPa,
for the perfect-model and imperfect-model ensembles.
It may be mentioned that Figure 4 is related
to Figures 6 and 7 through the relation σ˜2b(l)
xy
=∑Nmax
n=1 Vl(n), where n is the total wavenumber, l is a
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FIG. 3. Time series of global adaptive inflation factor for the period between 17 January 00 UTC and 09 February 18 UTC 2010.
given model level, Vl(n) is the corresponding spectral va-
riance and Nmax is the truncation wavenumber.
In the perfect-model framework, one can first notice
that synoptic scales have the largest contribution to tem-
perature and surface pressure background errors (Figures
6(b) and 7(a)), while vorticity errors are dominated by the
contribution from mesoscales (Figure 6(a)).
The simulation of model error contributes to increase
the amplitude of the whole spectrum accordingly. Howe-
ver, panels 6(c)-(d) indicate that the enhancement of sy-
noptic scales is more pronounced relatively to planetary
scales and small scales (wavenumbers greater than 100).
The relative contribution decrease of planetary scales in
the normalized spectra can be explained by the fact that
the planetary scales are quite well-resolved by the model
dynamics on the one hand, and because they are efficiently
corrected by the assimilation of new observations on the
other hand. This is confirmed by the variance spectrum
of analysis error of surface pressure for instance (Figure
7(b)), which indicates a stronger ratio of error reduction in
the planetary scales than in the smaller scales. The largest
scale part of the background error is reduced by around
50% when model error is accounted for in the ensemble,
while this reduction drops to 35% when model error is ne-
glected. Regarding the smallest scales of the spectrum in
panels 6(c)-(d), the limited increase is linked to saturation
and dissipation by horizontal diffusion. Finally, synoptic
scales of the spectrum are the most emphasized by the
model error simulation since they correspond to dynami-
cally active systems (such as baroclinic developments),
which are more prone to rapid intensifications when infla-
ted background perturbations are cycled in the non-linear
model.
4.3 Evolution of analysis and background errors
Figure 8 shows the temporal evolution of analysis and
background errors for the logarithm of surface pressure
and for vorticity, temperature and specific humidity at a
level close to 500 hPa, for the period between 21 January
00 UTC to 09 February 18 UTC 2010 (the 4-day spin-up
period from 17 to 21 January has been removed). These
error standard deviations have been derived from the base-
line perfect-model ensemble (thin line) and from the new
ensemble configuration with an online multiplicative in-
flation (thick line).
The statistics appear to be fairly stable in time for all
variables, and exhibit a pattern with an error growth with
the dynamics of the model during the 6h prediction step
and a subsequent decrease due to the assimilation of ob-
servations. For vorticity, temperature and surface pressure,
the ensemble spread almost doubles when model error is
simulated and the analysis error growth is larger. This thus
shows that, when model error is neglected there is a slight
analysis error growth with the model dynamics, while er-
ror amplitudes grow mostly because of the model-error
component (Houtekamer et al., 2005). On the other hand,
the error reduction by assimilation is also more pronoun-
ced, which indicates a stronger analysis effect, particu-
larly noticeable for large-scale variables such as tempe-
rature (around 15% error reduction) and surface pressure
(around 30% error reduction). In the case of humidity, for
which no inflation is applied to the background pertur-
bations, the amplitude of error growth and reduction are
almost the same for the two ensemble configurations. Ho-
wever, due to the inflation applied to the other variables,
the ensemble spread is increased by around 25%.
In order to examine the analysis effect in more de-
tail, the variance spectra of analysis and background errors
for temperature near 500 hPa are displayed in Figure 9.
Without model error representation, the analysis error ap-
pears to be generally equal or slightly smaller than the
background error. At largest scales (approx. up to wa-
venumber 10), however, the analysis error is larger than
the background-error. This result is somewhat surprising
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FIG. 4. Vertical profiles of background-error standard deviations derived from a perfect-model ensemble (solid line) and from an ensemble
with an online perturbation inflation (dashed line). The results are for (a) vorticity - s−1, (b) divergence - s−1, (c) temperature - K and (d)
specific humidity - kg/kg. The left ordinate axis represents the model level, with level 70 being near the surface.
since one would expect the analysis to reduce the uncer-
tainty in the background state thanks to the information
extracted from the observations. When model error is ac-
counted for in the ensemble, the error reduction is much
stronger and the analysis error is smaller than the back-
ground error at all scales, in accordance with the expected
effect of the analysis step. Moreover, the analysis reduces
the contribution of synoptic scales more strongly. This
can be explained by the following two reasons : the sy-
noptic scales contribution to background error is largely
emphasized by the model error simulation on the one hand
(Figure 6(d)), and the observations are expected to reduce
more efficiently the amplitude of the large-scale part of
background error on the other hand (Daley (1991), page
128).
Local analysis error reductions are illustrated in Fi-
gure 10, which presents maps of the time-averaged ratio
of vorticity analysis error with respect to background er-
ror for the two ensemble configurations, at a level close to
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FIG. 5. Vertical profiles of ensemble-based and innovation-based background-error standard deviations in observation space, for aircraft
reports (AIREP) and radiosoundings (TEMP and PILOT).
500 hPa. In both cases, the analysis error reduction is lar-
ger over the continental areas of the Northern hemisphere,
where the observation network is dense. The largest er-
ror reductions are found over the USA and Western and
Northern Europe, because of a good spatial and tempo-
ral coverage of radiosound observations there. Conver-
sely, the smallest error reductions occur over the tropical
oceans (data-poor area). Background error is reduced by
10% in average when model error is accounted for in the
ensemble, compared to 5% when model error is neglected.
It may also be mentioned that when model error is neglec-
ted, the magnitude of analysis error can locally be larger
than the magnitude of background error (e.g. the Tropics),
which is no more the case when model error is simulated.
4.4 Local standard deviations
Because of the cycling of inflated background perturba-
tions within the ensemble on the one hand, and because
of non linearities in the model dynamics on the other
hand, the overall impact of the (uniform) online multi-
plicative inflation procedure can be expected to be more
complex than a simple homogeneous inflation of variance
maps. To examine this aspect, variance maps derived from
the ‘inflated’ ensemble and from the operational perfect-
model ensemble (including the offline variance inflation)
are compared for the particular date of 2 February 2010 at
21 UTC.
Figure 11 shows that geographical variations of ba-
seline and new surface pressure standard deviations look
broadly similar. Common features, including smaller va-
lues over land and larger values over sea, especially in cy-
clogenesis areas, can be identified. However, when an on-
line perturbation inflation is applied, the contrast between
the Tropics and the extra-tropics tends to be reinforced.
Standard deviation values are reduced in average in the
Tropics both over land (e.g. South America) and over sea
(e.g. Indian ocean, Pacific ocean), while they are increa-
sed in the extra-tropical regions. In particular, local va-
riance maxima are locally emphasized in dynamical sys-
tems such as lows and troughs (e.g. Southern hemisphere
storm tracks). These local strengthenings are consistent
with the enhancement of synoptic scales in the variance
spectra (Figure 7(a)). Other features, like the increase of
variances in the Siberian anticyclone (relatively data-poor
area), reflect the observation network heterogeneity. Simi-
lar results are obtained for vorticity (not shown).
Temperature error standard deviations near 850 hPa
are displayed in Figure 12. General features such as the
positioning of highs and lows are comparable in the two
ensembles. However, it can be seen that the representation
of model error leads to a reinforcement of data density
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FIG. 6. Top panels : horizontal variance spectra of background error for vorticity (s−2) and temperature (K2) at 500 hPa. Bottom panels :
corresponding normalized horizontal variance spectra. The results are for a perfect-model ensemble (solid line) and for an ensemble with
an online perturbation inflation (dashed line). Background errors are calculated at truncation T399.
1 10 1000
1e−09
2e−09
3e−09
4e−09
5e−09
6e−09
7e−09
Wave number
Sp
ec
tru
m
Surface pressure
varsp_eb (infl)
varsp_eb (no infl)
1 10 1000
1e−09
2e−09
3e−09
4e−09
5e−09
6e−09
7e−09
Wave number
Sp
ec
tru
m
Surface pressure
varsp_eb (infl)
varsp_ea (infl)
FIG. 7. (a) Horizontal variance spectra of background error of the logarithm of surface pressure for a perfect-model ensemble (solid line)
and for an ensemble with an online perturbation inflation (dashed line). (b) Horizontal variance spectra of background error (dashed line)
and analysis error (solid line) of the logarithm of surface pressure for an ensemble with an online perturbation inflation. Background and
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contrasts between e.g. Europe and Russia. This is related
to the stronger analysis effect highlighted in Figures 8(b)
and 9(b). Conversely, there is a general increase of error
amplitude over the Southern Hemisphere, which can be
attributed to the low data density and to the dynamical ac-
tivity.
The global multiplicative inflation applied to back-
ground perturbations thus has a noticeable impact on en-
semble variance fields of all variables (apart from the
particular case of specific humidity). The connexion with
the underlying flow tends to be strengthened, especially
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FIG. 8. Time series of analysis and background-error standard deviations every 6h for the period between on 21 January 00 UTC and 09
February 18 UTC 2010. Statistics are derived from a perfect-model ensemble (thin line) and from an ensemble with an online perturbation
inflation (thick line). The results are for (a) vorticity 500 hPa - s−1, (b) temperature 500 hPa - K, (c) surface pressure - hPa and (d) specific
humidity 500 hPa - kg/kg.
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FIG. 9. Horizontal variance spectra of analysis error (dashed) and background error (solid) for temperature at a level close to 500 hPa,
for (a) a perfect-model ensemble and (b) an ensemble with an online adaptive perturbation inflation. Background and analysis errors are
calculated at truncation T399.
for surface pressure and vorticity, as shown by the in-
crease of error variances in the vicinity of intense weather
events such as mid-latitudes storms. On the other hand,
the contrast between data-rich and data-poor areas is en-
hanced for temperature variances, in relation with locally
stronger impacts of the data assimilation.
The local variance modifications are likely to have
an impact on the quality of analyses and subsequent fore-
casts. This is investigated in the next section.
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FIG. 10. Ratio of analysis-error standard deviation with respect to background-error standard deviation, averaged over the period between
21 January 00 UTC and 09 February 18 UTC 2010, for (a) a perfect-model ensemble and (b) an ensemble with an online perturbation
inflation. The results are for vorticity at a level close to 500 hPa.
5 Impact experiments
In order to investigate the impact of the new ensemble
background-error statistics on forecast skill, some ana-
lysis/forecast experiments have been run. The impact of
both the ensemble global covariances and the ensemble
local standard deviations has been studied. The list of ex-
periments and their features are summarized in Table I.
Exp Global cov local stdev
REF ENS PM ENS PM
VAR−local ENS PM ENS INFL
ALL ENS INFL ENS INFL
TAB. I. Summary of the experiments performed. Differences bet-
ween experiments come from the global and local background-error
statistics used. ENS PM refers to an ensemble run in a perfect mo-
del framework and ENS INFL refers to an ensemble with an online
perturbation inflation.
The experiments were performed with the same
configuration as an operational run, over the period bet-
ween 21 January 00 UTC to 10 February 00 UTC 2010
(the first 4 days of the ensemble run are discarded as
they correspond to the spin-up period). A wide range
of conventional and satellite data is assimilated : sur-
face observations, aircraft data, satellite-derived winds,
sea surface observations (e.g. driftbuoys, ship reports), in
situ sounding data, wind profiler radar data, geostatio-
nary satellite winds (atmospheric motion vectors), Glo-
bal Positioning System (GPS) ground-based data and ra-
diances from polar-orbiting satellites (e.g AMSU-A/B,
AIRS, SSMI, IASI).
5.1 Impact of the local standard deviations
The impact of the new local variances specification can be
obtained by comparing forecast skills from the baseline
experiment REF using the perfect-model ensemble local
standard deviations (with an offline variance inflation) and
the experiment VAR−local using the new ensemble local
standard deviations (with an online perturbation infla-
tion). Both experiments use the same global covariances
calculed from the baseline perfect-model ensemble. The
impact of the new variances reveals to be neutral to
slightly positive on average. Improvements can be found
over North America in particular, when the forecast range
increases (Figure 13) : the temporal evolution of rms
forecast error for 72h forecasts of geopotential at 500 hPa
in panel (b) points to a good robustness of the averaged
positive impact observed in panel (a).
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FIG. 11. Standard deviations of surface pressure corresponding to 02 February 2010 at 21 UTC, calculated from (a) a perfect-model
ensemble (including an offline variance inflation) and (b) an ensemble with an online perturbation inflation. Unit : hPa. The mean sea level
surface pressure analysis is overlaid, contour : 10 hPa.
5.2 Impact of the global covariances
Global covariances estimated from a three-week long en-
semble run are used in the 4D-Var assimilation to provide
vertical profiles of standard deviation, homogeneous ho-
rizontal correlation functions and non-separable vertical
correlations.
The specific impact of the new global covariances is
then obtained by comparing experiments VAR−local and
ALL. Results indicate that this impact is globally neutral
to slightly positive. Figure 14 highlights some improve-
ments for wind forecasts over Europe in particular, with a
tendency to reduce RMS error peaks (panel (b)).
6 Conclusions and perspectives
The aim of this paper was to propose and test a tech-
nique to account for model error within the Me´te´o-France
variational ensemble assimilation. The choice of a mul-
tiplicative inflation procedure has been motivated by its
simplicity and its ability to handle all sources of error
of unknown origins. In this study, an ‘online-inflated’ en-
semble has been introduced and evaluated. This ensemble
includes a multiplicative inflation of background perturba-
tions after 6h of model integration, and the inflation factor
is adaptively tuned according to a posteriori diagnostics
relative to the value of the cost function at its minimum
(Talagrand, 1999; Desroziers and Ivanov, 2001).
A first experimentation of this approach showed that
the appropriate inflation coefficient is around 10% in our
current system. The amplification of background perturba-
tions by this factor leads to a global increase of ensemble
background-error standard deviations by approximately a
factor of 2 for all model variables, apart from humidity
which is not directly inflated in the present experiments.
This increase has been validated by comparison with in-
dependent estimates of background errors derived from
the Desroziers et al. (2005) diagnostics. The impact of the
model error simulation on background error is particularly
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FIG. 12. Standard deviations of temperature near 850 hPa corresponding to 02 February 2010 at 21 UTC, calculated from (a) a perfect-
model ensemble (including an offline variance inflation) and (b) an ensemble with an online perturbation inflation. Unit : K. The mean sea
level surface pressure analysis is overlaid, contour : 10 hPa.
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FIG. 13. (a) Difference (as a function of pressure level and forecast range) between the root-mean-square errors of geopotential forecasts
over North America, for the experiment VAR−local, which uses local standard deviations from the ‘inflated’ ensemble, and for the baseline
experiment REF, which uses local standard deviations from the current operational perfect-model ensemble. Positive values (in blue)
indicate a positive impact of the online-inflated ensemble standard deviations, whereas negative values (in red) indicate a negative impact.
Forecasts are verified against radiosound observations. The isoline spacing is 1 m. (b) Temporal evolution of RMS error of 72h forecasts
of 500 hPa geopotential (m) over North America, for the baseline run REF (dashed line) and for the experimental run VAR−local (solid
line). Forecasts are verified against radiosound observations.
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FIG. 14. (a) Difference (as a function of pressure level and forecast range) between the root-mean-square errors of wind forecasts over
Europe, for the experiment VAR−local, which uses global covariances from the current operational perfect-model ensemble, and for the
experiment ALL, which uses global covariances from the ‘inflated’ ensemble. Positive values (in blue) indicate a positive impact of the
online-inflated ensemble global covariances, whereas negative values (in red) indicate a negative impact. Forecasts are verified against
radiosound observations. The isoline spacing is 0.2 m/s. (b) Temporal evolution of RMS error of 72h forecasts of 500 hPa wind (m) over
Europe, for the experiment VAR−local (dashed line) and for the experiment ALL (solid line). Forecasts are verified against radiosound
observations.
noticeable at synoptic scales, which correspond in parti-
cular to low-predictability systems such as mid-latitude
storms and tropical cyclones. Consequently, the represen-
tation of model error tends to strengthen the connexion of
local errors with the synoptic conditions, as indicated by
larger values of surface pressure and vorticity variances in
dynamically active regions for instance.
The evolution of analysis and background errors in
a data assimilation cycle is also markedly modified. It is
first observed that analysis error grows mostly because of
the model-error term. The analysis effect is also more pro-
nounced, especially for large-scale fields such as tempera-
ture and surface pressure. This contributes to reinforce the
contrast between data-rich and data-poor areas in variance
maps of temperature in particular.
Ensemble-estimated variances are used routinely in
the 4D-Var assimilation of the global Arpe`ge model to
introduce flow-dependent information in the background-
error modelisation. Replacing the current perfect-model
statistics (including an offline variance inflation) by the
new statistics from the online-inflated ensemble has a neu-
tral to positive impact on forecast scores.
It may be mentioned that such estimates of model-
error variances, here applied in the context of a variational
ensemble assimilation, can also be useful for other assi-
milation algorithms involving a model-error term such as
weak-constraint 4D-Var and EnKF for instance.
Moreover, while a global inflation factor has been
used in this study, a regionalized application of diagnos-
tics and of inflation will be interesting to consider in the
future.
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Conclusion et perspectives
Ce travail de thèse s’inscrit dans la continuité des efforts menés depuis plusieurs annéespar la communauté de l’assimilation de données pour estimer et modéliser des statis-
tiques d’erreur d’ébauche cohérentes avec la situation météorologique en cours.
L’option choisie à Météo-France pour inclure cette information de dépendance à l’écou-
lement dans la matrice B du modèle Arpège s’appuie sur la mise en œuvre d’un ensemble
d’assimilations variationnelles perturbées. Cette assimilation d’ensemble est opérationnelle
depuis juillet 2008. Les recherches conduites au cours de la thèse ont ainsi porté sur des
développements visant à améliorer la précision des statistiques d’erreur issues de cette
assimilation d’ensemble. La mise en œuvre d’un filtrage spatial objectif du bruit d’échan-
tillonnage associé à l’estimation des variances d’erreur a constitué le point de départ des
recherches.
Les premiers travaux ont concerné l’étude des propriétés spatiales de ce bruit d’échan-
tillonnage, tout d’abord dans un contexte simulé 1D puis dans un cadre plus réaliste 2D
(Raynaud et al. 2008). Cela a permis de dégager plusieurs propriétés intéressantes. En par-
ticulier, il a été vu dans le chapitre 3 qu’il existe une relation très étroite entre les structures
spatiales de l’erreur d’ébauche et du bruit d’échantillonnage associé. À cette occasion, il
a également été montré qu’un moyennage spatial local des variances est une alternative
efficace à l’utilisation de grands ensembles pour obtenir une amélioration significative de
la précision des estimations.
Le développement d’une procédure automatique de filtrage spatial objectif des va-
riances a été détaillé dans le chapitre 4 (Raynaud et al. 2009). En particulier, le lien
empirique entre les structures spatiales de l’erreur d’ébauche et du bruit a été traduit sous
forme analytique en dérivant la relation existant entre la matrice de covariance spatiale
du bruit et la matrice B. Cette relation s’est révélée assez simple et a pu être utilisée afin
d’accéder au ratio bruit/signal de l’estimation. Ce ratio est l’élement clé, qui a ensuite
permis de calculer à peu de frais un filtre objectif des variances ensemblistes. Ce filtre
présente plusieurs caractéristiques intéressantes : il s’adapte à la taille de l’ensemble (le
filtrage diminue lorsque la taille de l’ensemble augmente), ainsi qu’au niveau vertical et au
paramètre considérés. Par exemple, il a été observé que la troncature objective du filtre tend
à décroître avec l’altitude, ce qui signifie que le filtrage est assez léger aux niveaux proches
de la surface, tandis qu’il devient de plus en plus fort en altitude. Ce filtre présente égale-
ment la propriété de préserver les grandes échelles, dans la mesure où celles-ci sont plutôt
bien échantillonnées spatialement (même avec un ensemble de six membres). L’application
de ce filtre aux cartes brutes de variance d’erreur déduites de l’assimilation d’ensemble
Arpège permet d’éliminer le bruit et d’extraire l’information utile fournie par l’ensemble.
Ce filtrage permet ainsi de tirer pleinement parti des variations spatio-temporelles des
variances estimées. Au final, l’utilisation de variances filtrées (plutôt que brutes) a un
impact visible sur la qualité des assimilations et des prévisions : d’une part l’accord entre
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les observations et l’ébauche est amélioré, et d’autre part les prévisions obtenues sont plus
précises.
Dans le chapitre 5 (Bonavita et al. 2010a), l’assimilation variationnelle d’ensemble déve-
loppée au CEPMMT pour le modèle IFS a été utilisée pour comparer les variances d’erreur
estimées à partir d’ensembles de 10 à 50 membres, et pour examiner l’impact du filtrage
spatial objectif proposé par Raynaud et al. (2009). Les études, menées à la fois sur des pé-
riodes de validation de l’ordre d’un mois et sur des situations à fort impact (tempête Klaus
et cyclone Ike), tendent à renforcer les résultats des travaux effectués jusque-là, et justifient
en outre le choix de Météo-France de mettre en œuvre une assimilation d’ensemble de
seulement six membres et de développer en parallèle une procédure objective de filtrage
spatial des cartes de variance.
Suite aux développements sur le filtrage, une nouvelle spécification des variances d’er-
reur dans l’assimilation opérationnelle d’Arpège a été proposée et évaluée dans le chapitre
6 (Raynaud et al. 2010b). Dans cette nouvelle configuration, l’utilisation des variances "du
jour" issues de l’assimilation d’ensemble a été étendue à toutes les variables de contrôle (et
non plus seulement au tourbillon). Ces nouvelles variances d’erreur ont un impact globale-
ment neutre à positif, tandis que leur contribution est plus particulièrement marquée dans
les situations localement intenses. L’exemple de la tempête du 9 février 2009 sur la France
montre que l’utilisation de variances "du jour" pour toutes les variables permet d’obtenir
une amélioration sensible des prévisions à 48h de position et d’intensité de la tempête.
Dans une dernière partie, la représentation de l’erreur de modèle dans l’ensemble a
été examinée avec la mise en place d’une procédure d’inflation multiplicative, résumée
dans le chapitre 7 (Raynaud et al. 2010a). L’originalité de l’implémentation proposée réside
dans le calcul du coefficient d’inflation appliqué aux perturbations d’ébauche, qui s’appuie
sur des diagnostics d’optimalité relatifs à la valeur de la fonction coût au minimum. Les
variances d’erreur d’ébauche estimées à partir de ce nouvel ensemble se révèlent plus
réalistes que celles déduites d’un ensemble évolué sous l’hypothèse de modèle parfait, et
sont cohérentes avec les estimations indépendantes données par des diagnostics a posteriori.
D’autre part, les nouvelles statistiques d’erreur - variances locales et covariances globales -
ont un impact neutre à positif sur la qualité des prévisions du modèle Arpège.
Les différents travaux réalisés au cours de la thèse ont ainsi permis d’optimiser le
calcul des variances d’erreur d’ébauche au sein d’une assimilation d’ensemble. Les dé-
veloppements théoriques et techniques associés ont été valorisés au travers de leur mise
en œuvre dans le logiciel Arpège. La procédure de filtrage objectif des cartes de variance
est désormais utilisée dans l’assimilation d’ensemble depuis avril 2010, et le code Arpège
a été modifié afin de permettre à la nouvelle spécification des variances d’être effective
depuis avril 2010 également. La procédure d’inflation est en cours d’implémentation opé-
rationnelle. Il est à noter que le CEPMMT a également choisi de mettre en œuvre le filtrage
spatial objectif de Raynaud et al. (2009) pour réduire le bruit dans les champs de variance
calculés à partir de l’assimilation variationnelle d’ensemble IFS.
Le filtrage développé dans la présente thèse est global, autrement dit, le même filtre est
appliqué en chaque point de la grille du modèle. Cependant, tous les points de grille ne
sont pas concernés par des phénomènes d’échelles similaires. Dans la majorité des cartes
examinées, grâce à la détermination objective de la troncature, le filtrage conserve toutes
les structures d’intérêt (des grandes aux petites échelles), mais il peut arriver, pour des
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structures d’échelle très proche de la troncature specifiée, que le filtrage entraîne une perte
du signal utile. L’utilisation d’un ensemble de plus grande taille permettrait, grâce à un
filtrage associé plus léger, de réduire ces éventuels problèmes. Une autre solution serait de
développer un filtrage local des variances, dans une base point de grille ou d’ondelettes
par exemple.
L’autre piste importante de recherche concerne l’estimation et la modélisation de
l’erreur de modèle dans une assimilation d’ensemble. Une première contribution a été
proposée au cours de la thèse, via le développement d’une inflation multiplicative des
perturbations d’ébauche. Il s’agit d’une solution simple et rapide à mettre en œuvre, et
qui donne des résultats plutôt satisfaisants. Des développements pour régionaliser les
diagnostics a posteriori et l’inflation (de façon à diagnostiquer et à représenter les variations
géographiques en jeu) peuvent être envisagés à court terme afin d’adapter l’inflation à
l’hétérogénéité du réseau d’observation notamment (Bonavita et al. 2010b). L’inflation
multiplicative actuelle a par ailleurs d’autres limites, en particulier elle suppose impli-
citement que les variances-covariances de l’erreur de modèle ont la même structure que
celles de l’erreur d’ébauche. À plus long terme, une estimation et une représentation des
corrélations spatiales des erreurs de modèle pourront être envisagées.
Ce travail de thèse a eu pour cadre général la représentation d’une matrice de cova-
riance d’erreur d’ébauche dépendante de l’écoulement pour le 4D-Var Arpège, à partir
d’un ensemble d’assimilations perturbées. Il s’agit d’un sujet de recherche important, qui
concerne aussi bien les communautés de l’assimilation variationnelle que du filtre de
Kalman d’ensemble. Les recherches effectuées, consacrées aux variances d’erreur, ont porté
sur une partie de l’"iceberg" seulement. Les résultats obtenus montrent que la modifica-
tion seule des variances permet d’ores et déjà une amélioration sensible des prévisions.
Néanmoins, la mise en œuvre d’une matrice B "du jour" nécessite également le calcul de
corrélations d’erreur associées à la situation météorologique en cours. Des développements
pour le calcul et le filtrage des corrélations locales à partir de l’assimilation d’ensemble
Arpège sont en cours d’investigation d’après les travaux de Pannekoucke (2007) sur une
modélisation diagonale ondelettes.
Finalement, une perspective directement ouverte par ces travaux concerne la mise en
œuvre de covariances d’erreur "du jour" ensemblistes pour les modèles à aire limitée Ala-
din et Arome. D’une part, les développements réalisés ici pour le modèle Arpège (filtrage
objectif et inflation multiplicative notamment) peuvent être facilement transposés aux cas
des modèles régionaux pour optimiser le calcul des statistiques. D’autre part, la spéci-
fication de variances/covariances d’erreur liées à la situation du jour peut s’avérer très
importante à méso-échelle, en particulier pour la prévision des épisodes dynamiques et
convectifs (Montmerle and Berre 2009).
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Abstract A precise specification of background-error variances and covariances is es-
sential to the success of the data assimilation process. Recent works suggest to estimate
these statistics within an ensemble of perturbed assimilations. This approach, derived from
Monte Carlo methods, offers the possibility to estimate flow-dependent statistics, and to
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far. A major difficulty of this approach, induced by the finite ensemble size, is the relatively
high level of sampling noise that affects the estimated statistics. Some filtering tools must
then be developed, in order to reduce the noise and to improve the estimates accuracy.
First investigations aim to design, from both theoretical and technical points of view,
an objective spatial filtering of the ensemble-based error variances, which relies on a cal-
culation of the noise/signal ratio of the estimation. The application of this filtering to the
Arpège model ensemble variational assimilation shows its ability to extract from the noisy
estimates a rich and robust information, closely linked to occurring dynamic and physical
processes.
The impact of extending the use of ensemble variances "of the day" to all variables in
the assimilation system of the Arpège model is then examined. It turns out to be globally
neutral to positive in terms of space and time-averaged forecast scores. On the other hand,
significant improvements are obtained for the prediction of severe weather events.
Finally, the representation of model error within the ensemble assimilation is conside-
red. A posteriori diagnostics are used to objectively estimate an inflation coefficient, which
is then applied to background perturbations in order to simulate the effects of model error.
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Résumé Une spécification précise des variances-covariances d’erreur d’ébauche est essen-
tielle pour la réussite du processus d’assimilation des données. Des travaux récents pro-
posent d’estimer ces statistiques à partir d’un ensemble d’assimilations perturbées. Cette
approche, héritée des méthodes de Monte Carlo, offre la possibilité de calculer des statis-
tiques relatives à la situation météorologique du jour, et de s’affranchir des hypothèses et
contraintes des méthodes d’estimation et de modélisation utilisées jusqu’à présent. Une dif-
ficulté majeure de cette approche, liée à la taille réduite de l’ensemble disponible, concerne
le niveau de bruit d’échantillonnage relativement élevé qui affecte l’estimation des statis-
tiques. Des méthodes de filtrage doivent donc être développées, afin de réduire ce bruit et
d’améliorer la précision des estimations.
Une première partie du travail est consacrée à la mise en œuvre théorique puis pra-
tique d’un filtrage spatial objectif des variances d’erreur ensemblistes, qui s’appuie sur le
calcul du ratio bruit/signal de l’estimation. L’application de ce filtrage dans le cadre de
l’assimilation variationnelle d’ensemble du modèle Arpège montre qu’il permet d’extraire
des estimations bruitées une information riche et robuste, fortement liée aux processus dy-
namiques et physiques en cours.
L’impact d’une extension des variances ensemblistes "du jour" à toutes les variables du
système d’assimilation du modèle Arpège est ensuite examiné. Celui-ci s’avère globalement
neutre à positif en termes de scores moyens de prévision. Des améliorations significatives
sont par ailleurs obtenues pour la prévision d’évènements intenses.
Une dernière étape s’intéresse à la représentation de l’erreur de modèle au sein de l’as-
similation d’ensemble. Des diagnostics a posteriori sont utilisés pour estimer objectivement
un coefficient d’inflation à appliquer aux perturbations d’ébauche de manière à simuler les
effets de l’erreur de modélisation.
Mots-clés assimilation de données, assimilation d’ensemble, matrice de variance-
covariance, erreur d’ébauche, bruit d’échantillonnage, dépendance à l’écoulement, diag-
nostics a posteriori, erreur de modèle, inflation multiplicative
