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S A M E N V A T T I N G 
Dit proefschrift handelt over de gewenste en gevonden 
eigenschappen van filter netwerken welke toegepast worden 
in nucleaire stralingsspectrometers, waarbij een halfgeleider 
detector als opnemer dienst doet. 
Allereerst worden belangrijke factoren voor de keuze van 
filtereigenschappen besproken. Daarna wordt de nadruk 
gelegd op de Röntgen spectrometrie, waarin een gerealiseerd 
filter toegepast is. 
Als belangrijkste filtereigenschappen welke onderzocht en 
onderling vergeleken worden voor een theoretisch, een 
gebruikelijk tijdsonafhankelijk analoog, een kortgeleden 
ontwikkeld tijdsafhankelijk analoog en een tijdsafhankelijk 
transversaal digitaal filter, gelden de signaal-ruis vermogen 
verhouding en het aantal signalen per tijdseenheid dat niet 
beïnvloed door andere signalen kan worden gemeten. 
De meeste berekeningen van de signaal-ruis verhouding 
geschieden met behulp van de filter response functie in het 
tijddomein om een direct inzicht te verkrijgen zowel voor 
wat betreft de te verwachten signaal-ruisverhouding als 
voor de tijd nodig voor het ongestoord meten van één signaal. 
De bijdrage van een l/f ruisbron wordt steeds apart berekend; 
het blijkt dat deze de bijdrage van de overige ruisbronnen 
overtreft. 
Het bijzondere transversale digitale filter is uniek in de 
nucleaire elektronica en de werking ervan wordt uitvoerig 
toegelicht. 
De gemeten signaal-ruis verhouding als functie van de 
stralingsintensiteit voor de Fe lijn in het Röntgen 
spectrum steken evenals de theoretische eigenschappen 
bij toepassen van het digitale filter gunstig af bij de 
gedeeltelijk uit de literatuur ontleende eigenschappen 
van de overige filtersystemen. 
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S U M M A R Y 
This thesis deals with the desired and observed properties 
of filter networks that are applied in nuclear radiation 
spectrometers, in which a semiconductor detector is present 
as a pick-up device. 
First, important factors affecting the filter properties 
are discussed. Then emphasis is laid on X-ray spectrometry 
application, where a realized filter network is used, the 
most important qualities to be considered those for a 
theoretically derived, a conventional time-invariant 
analog, a recently developed time-variant analog and a 
time-variant transversal digital filter, the signal-to-
noise ratio and the number of signals per time unit that 
can be measured without being disturbed by other signals. 
Most signal-to-noise ratio calculations are done in the 
time domain using the filter response function for obtaining 
direct insight into both the expected signal-to-noise ratio 
and into the time needed for the undisturbed measurement 
of one signal. The contribution of the noise source with 
1/f power density function is always calculated separately; 
its dominating effect over the other noise sources is 
remarkable. 
The special type of transversal digital filter is unique 
in the nuclear electronics field; its operation is 
extensively described. Theoretically derived properties 
of this filter are compared with those of the remaining 
filter types hitherto known. 
The measured signal-to-noise ratio using the digital filter 
55 for the Fe X-ray line at 5.9 keV as a function of the 
radiation intensity contrasts favourably with practically 
measured properties from all other types of filtering 
methods mentioned in literature. 
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I N T R O D U C T I O N 
The problem of filtering signals obtained from 
semiconductor radiation detectors has not yet been 
satisfactory resolved although the problem has been 
studied in the nuclear electronics field for at 
least 25 years. 
One reason may be that filtering this kind of 
non-repetitive signals does not involve aspects of 
signal-to-noise ratio alone (H. den Hartog and 
F.A. Muller: vef. 1), but also aspects of interfering 
signals due to the random nature of these signals. 
Another reason may be that practical realisation of 
theoretically optimum results is very difficult to 
achieve since the use of delay lines with a large 
bandwidth is inevitable. 
Time-variant filters have recently been developed 
(K. Kandiah: ref. 2) without the limitations imposed 
by delay lines. This development resulted in considerable 
improvement of practical filter properties. 
In this thesis an introduction is presented to a special 
type of digital filtering techniques. First we shall 
review the principle of operation of a nuclear radiation 
spectrometer and indicate the limiting of its quality 
factors. After estimating theoretical and practical 
limitations we shall show how conventional filters, 
switched time constant filters and the digital filter 
respond to optimum theoretical conditions. 
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The properties of the filter presented here will 
be calculated and its practical behaviour discussed. 
By means of the digital filter theoretically derived 
values can be approximated to within a few percents. 
The filter is practically used in an X-ray radiation 
spectrometer. The fields of applications are to be 
found in nuclear physics, medicine and biochemical 
analysis, metallurgy, enviromental analysis, 
archaeology and art (authentication and classification 
of archaeological artifacts). 
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C H A P T E R 1 
G E N E R A L R E M A R K S O N T H E 
O P E R A T I O N O F N U C L E A R 
R A D I A T I O N S P E C T R O M E T E R S 
1.1. Introduction. 
In this chapter the principle of operation of a nuclear 
radiation spectrometer will be reviewed. We shall note 
the general limitations in its performance. Problems 
relating to the filter network in the spectrometer will 
have our special attention. Next to the semiconductor 
radiation detector and preamplifier, the filter network 
is the most critical part in the signal processing chain 
and where high radiation intensities are used it limits 
the overall performance of the spectrometer. 
1.2. Principle of operation of a semiconductor nuclear 
radiation spectrometer. 
Under the influence of radiation quants, ionisation 
charges are generated in the semiconductor radiation 
detector. 
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Every radiation quant generates a number of ionization 
charges, the average of which is proportional to its 
energy. The variance of the number of generated ionization 
charges depends on the amount of energy lost in the detector 
relative to the total energy of a radiation quant (a part 
of the radiation energy may pass through the detector), and 
on the properties of the semiconductor material and the 
ionization mechanism (this depends on the type of radiation) 
(vef. Ъуі and 5). The ionization charge caused by the 
interaction of a radiation quant and the detector matter 
is collected rapidly by the electric field applied to the 
detector and appears as a current impulse at the detector 
terminals (fig. 1). The current impulse is integrated in 
a charge-sensitive operational amplifier, called 
preamplifier. The amplitude of the step-like output signal, 
which is the electronic quantity proportional to the 
ionization charge in the detector has to be measured. 
Charge compensation can be obtained continuously by a high 
impedance resistor in parallel with the integration 
capacitor; the time constant is about 50 ys. 
Another possibility which is schematically drawn as a switch 
in fig. 1 compensates ionization charge in short time 
intervals (1 ps) if a comparator circuit indicates that 
the preamplifier is running out of its linear operation 
range. 
There is also noise added to the output signal of the 
preamplifier by the noise sources of the electronic 
circuitry of the first stages of amplification. 
For instance, the field effect transistor, generally the 
first active element, generates shot noise in its channel 
and causes noise with constant power spectral density A 
over a relatively large bandwidth; the leakage current of 
the detector and the gate leakage current of the field 
effect transistor generate current noise in parallel with 
the highly capacitive input so that output noise is added 
2 
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Figure 1: Principle of operation of a semiaonductor 
nuclear radiation spectrometer. 
A radiation quant ionizes an amount of charge proportional 
to the energy of the radiation quant hitting the detector. 
The charge is integrated in the charge-sensitive 
preamplifier. The amplitude of the step-like output signal 
of the preamplifier is to be estimated and digitized Ъу a 
filter/analog-to-digital converter section. A signal 
detection unit generates a trigger signal for starting an 
estimation operation or rejecting one due to interference 
of signals. The digital result of estimation3 proportional 
to the energy of one radiation quant (sorting action) is 
stored in the spectrometer memory by increasing the word 
content by one unit at the address corresponding to the 
digital result. After estimation of many radiation quants 
the energy distribution of these quants is in the 
spectrometer memory. Compensation of ionization charge from 
the detector can take place continuously by means of a high 
impedance resistor in parallel with the integration 
capacitor or during a short interval every time the 
preamplifier runs out of dynamic range. 
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and f is the frequency (ref. 4 chapter 3 and re/. 6¡7¿8) 
Another noise source of the field effect transistor has 
power spectral density function D/f (réf. S chapter 6, 
ref. 9 and 10), where D is a constant. 
The response of the filter is the best estimate according 
the least square error criterion of the amplitude of the 
voltage step at its input terminal. The response of a 
conventional filter should be sensed at its maximum value. 
This signal is digitized by a pulse height analog-to-
digital converter. 
At first sight the problem is simple; both the shape of the 
signal and the noise power spectral density function are 
known; hence using the matched filter theory for instance, 
a filter transfer function can be calculated for obtaining 
the absolute best estimate of every signal separately 
(ref. 11 and 12). 
The filter transfer function which gives the ultimate 
estimate of an input signal cannot be realised practically 
since the response time approaches infinite values. Without 
a significant decrease of the signal-to-noise ratio the 
duration of the response can be limited to finite values. 
However, the response time cannot be chosen as infinitely short 
and there may be occasions on which the average repetition 
of the radiation quants hitting the detector approaches 
the response time of the filter. 
A further reduction of the response time significantly 
degrades the quality of estimation; moreover, if a second 
signal occurs with significant probability within the 
response time of a previous signal, interference of signals 
occurs and erroneous measurements are made. 
The time of arrival of quants at the radiation detector is 
a random variable with a Poisson distribution function. The 
effect of interference of signals is experienced as an 
extra noise component in the estimation of signals. 
A gating circuit in conventional systems is situated in the 
pulse height analog-to-digital converter; it prevents 
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interfering signals from being measured. The known 
procedure is to ascertain the presence of a signal within 
a time interval much shorter than the response time of the 
filter (this aspect will be discussed in chapter 6) and to 
reject signals for recording into the spectrometer memory. 
Another possibility is to adapt the response function to 
the time intervals between the previous signal, the signal 
being estimated and the next arriving signal. Every signal 
is estimated with the minimum noise power corresponding to 
these time intervals. Since the probability of short time 
intervals increases with rising radiation intensity, the 
average signal-to-noise ratio decreases with the increasing 
radiation intensity. 
Analog adaptive filters have not been realised practically 
since it is difficult,if not impossible to maintain a 
constant gain factor for all possible filter functions. 
The digital filter gain is very well controlled since, as 
will be explained in chapter 5, it is determined by the 
number of samples used for estimation. Unfortunately 
unwanted charge effects reduce the advantage of adaptive 
filtering. 
The spectrometer memory is the last part of the signal 
processing chain. The digital result of estimation is 
directly related to the address number of a digital memory. 
The moment that a conversion is ready, a memory control 
circuit is activated and increases the word content 
appertaining to that address by one. A recording of the 
energy distribution of the nuclear radiation is started by 
resetting all words of the memory at zero, after which the 
radiation quants are sorted by the filter/analog-to-digital 
converter and stored in the spectrometer memory. 
Energy transitions in the radioactive material have very 
discrete values. They appear in the spectrum as Gaussian-
shaped peaks due to the noise added by the energy-to-charge 
(detector noise) and the input stage of the preamplifier 
(electronic noise). 
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The recording may be stopped after a certain relative 
accuracy in the spectral distribution function is reached. 
The relative accuracy in the spectrum of the intensity of 
a certain energy peak is proportional to the square-root 
of the number of registrations (counts) during the recording 
time in that peak. A number of 10 000 recorded signals in 
the peak in the spectrum represents 100 χ improvement in 
the relative accuracy. 
The reason why a high repetition frequency of signals, 
which is identical with a high radiation intensity, is used, 
is that sufficient registrations in a peak take place within 
the shortest recording time possible. The recording time 
will be chosen in relation to the cost of analysing the 
sample material from where the radiation is emitted. 
Also, one may analyse elements in materials having half 
lives of radioactivity comparable to the recording time; 
to prevent errors in the measurement of the relative 
intensity of these elements the recording time should be 
kept to a minimum. 
If at high intensities most signals 
are interfering signals and are rejected for this 
reason, the advantage of using a high radiation intensity 
is lost. Up to a certain intensity at the detector the 
number of undistorted signals increases with increasing 
radiation intensity; at higher intensities of radiation the 
absolute number of undistorted signals decreases. It may be 
noted at this point that limitation of the number of 
undisturbed signals does not occur in the detector or 
preamplifier but is an effect entirely of the filter. 
A last property of semiconductor radiation detectors to be 
mentioned here is the finite value of the charge collection 
time. High volume radiation detectors (50 cc) are used if 
gamma energies around 1 to 2 MeV have to be absorbed for a 
significant part in the detector (vef. 4t chapter 3.4). 
In many cases the charge collection time is not negligibly 
small relative to the time constants of the filter network, 
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which results in a response containing unwanted charge 
collection time information in addition to amplitude 
information. This charge collection time is variable; it 
depends on the position at which radiation quants hit the 
detector and so on the distance that electrons and ions 
have to cover before reaching anode and cathode of the 
detector. The variable charge collection time is experienced 
also as an extra noise component during the estimation of 
signals. In order to avoid this effect, the filter response 
should have a flat maximum, at least during the maximum 
charge collection time that may occur in the detector. 
1.3. Outline of preferred filter properties. 
In the previous part of this chapter the principle of 
operation of a nuclear radiation spectrometer was 
explained and design problems were indicated. 
The spectrometer should record: 
- with the highest estimation accuracy, 
- at the highest speed possible and 
- independently of variable charge collection times. 
At this stage we consider the various contradictory 
specifications which are important in practical circumstances. 
The noise that appears in the spectrum by transforming a 
single energy line into a Gaussian-shaped peak is expressed 
in electron volts (eV) by measuring the width of the peak at 
half its maximum value. Practically,this measurement of 
noise is very easily performed by means of the spectral 
distribution function. The relation between the standard 
deviation σ and the full width at half maximum (FWHM) of a 
Gaussian function is: 
2.35 σ = FWHM (1.1) 
The average ionization energy w is for common detector 
materials such as silicon: w = 3.5 eV and germanium: 
w = 2.8 eV. 
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The root-mean-square value of the noise at the output of 
the filter is expressed in the number of electron charges q 
arriving all at a certain time at the preamplifier input 
terminal so that the amplitude of the response to this event 
equals the root-mean-square value of the noise, hence the 
noise expressed in electron volts corresponds to the total 
charge of σ/w electrons, this 
quantity is called "equivalent noise charge" (ENC). 
It is common practice to express all noise levels relative 
to the signal level in units ENC. The noise introduced by 
the input circuitry of the preamplifier is, at the present 
state-of-the-art, as low as 200 eV FWHM, corresponding to 
24 ENC . or 30 ENC . 
si ge 
The noise introduced by the ionization mechanism will now 
be considered. This noise effect cannot be reduced by any 
filtering method since it is exactly the same in nature as 
the signal. A radiation quant may loose its energy 
completely or partly in the detector. The mean number of 
ionization charges N generated in the detector by the 
radiation energy E that is lost in the detector is: 
q 
_ E 
N » -ä (1.2) 
w 
The variance of the number N of generated electron-ion 
pairs (N - N) depends on the amount of energy lost in the 
detector relative to the total energy of a radiation quant. 
If only a very small portion of the energy is lost, the 
variance is 3-5- __ 
(N-NP = N (1.3) 
and if all energy is lost 
(N-Ñ)2 = F Ñ (1.4) 
where F is a constant, called the Fano factor (ref. 13), 
that depends on the properties of the absorbing material 
and the ionization mechanism depending on the type of 
radiation. In fact, the Fano factor expresses the degree to 
which the ionizations producing N electron-ion pairs are 
correlated. A practical value for F = 0.1. 
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The only improvement in the statistical spread in the 
number of generated charges that can be obtained by decreasi 
the average ionization energy w of the detector material, 
hence by selection of a material with lower ionization 
energy. A discussion of the properties of interaction of 
radiation and matter can be found in refs. 3, 4 and 5. 
Restricting ourselves to silicon as a detector material, the 
noise expressed in FWHM is 
_ PE 
FWHM = 2.35 w /(FN) = 2.35 w /(—3) = 2.35 /(wFE ) (1.5) 
w q 
With w = 3.5 eV and F = 0.1 follows FWHM = 1.4 /E . 
q 
Fzgure 2 represents the relation between detector noise and 
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Figure 2: Detector noise as a function of radiation energy. 
The following conclusion can be drawn after dividing the 
nuclear radiation energy range roughly into two parts. For 
radiation energies up to 100 keV, the 200 eV electronic 
noise contribution is not negligibly small relative to the 
detector noise contribution; here filtering for suppression 
of electronic noise makes sense. For radiation energies 
higher than 100 keV the electronic noise component is small 
relative to the detector noise contribution; optimum 
filtering electronic noise will not lead to a significantly 
better result. 
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The thickness of the detector is related with the maximum 
energy that should be stopped in the detector. For thin 
detectors (X-ray detectors up to 60 keV) the possible 
charge collection time will be small compared with 
practically used filter time constants and therefore 
hardly influence the response. In X-ray spectrometry, the 
main filtering problems of the three already mentioned, are 
the optimum signal estimation and the minimum response time. 
These qualities are strongly contradictory. On the other 
hand γ-ray spectrometry requires flat-topped filter 
responses and a minimum response time. Both qualities are 
somewhat contradictory. 
1.4. Praatioat realisation aspects. 
Where filter properties are very critical one wishes to 
realise optimum filter networks with which time constants 
can be selected. The time-invariable optimum filter networks, 
that are calculated in chapter 3, can be realised generally 
by using delay lines. However, delay lines have limited 
bandwidths; the rise time of a good quality delay line is 
0.1 of the total delay time. Second, delay lines generate 
spurious signals and third, delay line losses are rather 
temperature-sensitive. Selection of delay 
times by using taps on the delay line is extremely difficult 
in practice. 
Commercially available filter networks use CR-differentiators 
and RC-integrators as pulse shaping elements. The cost of 
relative simplicity is the loss of 10 to 15 % relative 
signal-to-noise ratio, but, and what is worse, the response 
time of these filters is at least 5 times longer than is 
necessary for an optimum solution. In general one may say 
that any response of time-invariant filters using simple 
resistors and capacitors as components, contains exponentially 
decaying functions in the response that make the high 
radiation intensity performance relatively bad. 
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In addition one needs a pulse height analog-to-digital 
converter with good differential linearity. Commercially 
available analog-to-digital converters perform a conversion 
within 20 to 40 \isec with 12 binary digits (1:4096) 
accuracy. This conversion time adds extra estimation time 
per radiation quant only if the response time of the filter 
is shorter than the conversion time of the analog-to-digital 
converter. 
Time variant filter networks have hardly been developed yet 
in the nuclear electronics field. The only circuit that has 
achieved significant results was designed by Kandiah: re/. 2. 
The most significant advantage of this circuit is that the 
the estimation time per radiation quant is only a little 
longer than the theoretical minimum value. Again the analog 
result of estimation is digitized by an analog-to-digital 
converter with 24 psec conversion time adding extra 
estimation time per signal if the response time of the filter 
is shorter. 
In this thesis digital filtering techniques are introduced. 
Here the analog-to-digital conversion action takes place 
before the filtering action. See fig. 3. 
The sampler of the transversal digital filtering system 
consists of 4 gated integrators operating cyclically one at 
a time during every clock period. A sample is thus in our case a 
true average of the analog input signal during one clock period . 
Every sample is converted into a proportional digital value 
by means of a high speed analog-to-digital converter and 
the results of conversion are supplied to a shift memory. 
The digital filter operates on the data leaving the shift 
memory when a signal is detected; the amplitude of the 
stepfunction is computed by digital multiplication with 
sequential subtraction or addition. 
A prerequisite for the succesful use of this technique is 
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Figure 3: Bloakdiagvam of the transversal digital 
filtering system. 
converter. The analog-to-digital converter that was 
designed for this purpose has 400 nanoseconds full 
conversion time to achieve 12 bits (1:4096) accuracy. For 
small changes in the input signal level the conversion time 
is only 200 nanoseconds. This is about the maximum speed 
obtainable with presently known techniques. Observing the 
fact that no significant changes occur in the analog signal 
level to the samplers as long as no radiation quant hits the 
detector, we can state that this analog-to-digital converter 
follows the analog signal level every 200 nanoseconds with 
its ultimate accuracy except in the case that a radiation 
quant hits the detector. The sample of the clock period 
during which the radiation quant hits the detector and the 
following sample are not approximated correctly. The digital 
processing has been organised in such a way that these two 
samples are not used for signal estimation. Some decrease 
in the signal-to-noise ratio has to be tolerated. Fortunately, 
in practical circumstances it is insignificant. 
The conversion speed of the analog-to-digital converter (200 ns) 
determines the clock frequency (5 MHz) of the digital filter. 
Digital processing of signals, if a few restrictions are made, 
is relatively easy, since digital logic functions 
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with sufficient speed are commercially available. 
Until now, the digital filtering method is unknown in the 
nuclear electronics field; however, since theoretical 
optimum specifications are approached within some percents 
the outlook is very promising. 
2.5. Development of theory and praetical results. 
We shall devote most of our attention to the problem of the 
optimum signal-to-noise ratio and minimum response time of 
the filter. 
In chapter 2 the theoretical relation between signal-to-
noise ratio, flat top time of the filter response and the 
duration of the filter response will be derived. The duration 
of the filter response directly determines the analysing 
frequency as a function of the input signal frequency. 
In chapter 3 the properties of a classical filter network 
will be discussed. 
In chapter 4 attention is given to the switched time constant 
filter network of Kandiah. 
In chapter 5 the principal properties of the digital filter 
network are calculated and compared with the properties of 
the classical and switched time constant filter network. 
Chapter 6 deals with items of diverse type, such as: 
the influence of the deviation from the ideal step-like 
signal shape due to leakage currents, quantization noise by 
the analog-to-digital converter and the properties of the 
signal detection circuit. 
The performance of a practically realized digital filter, 
used in an X-ray spectrometer with opto-electronic charge 
compensation in the preamplifier, is shown in chapter 7. 
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C H A P T E R 2 
C A L C U L A T I O N O F 
T H E O R E T I C A L O P T I M U M 
F I L T E R P R O P E R T I E S 
2.1. Introduction. 
We start this chapter by discussing the equivalent 
schematic diagram of detector and preamplifier. First we 
centre our attention on the various noise sources and 
derive a simplified equivalent diagram that will be used 
for further calculation. Next, an optimum filter for the 
estimation of a single signal is calculated, taking into 
account two of the three significant noise sources; one with 
2 
white power spectrum and one with 1/f (f=frequency) power 
density function. The optimum result can be found, for 
instance, by means of the matched filter theory; instead we 
express the noise power at the output of the filter in the 
squared step and impulse response functions and search for 
the minimum noise power condition. 
The noise increase from a third very significant noise 
source with 1/f power spectral density function, as can be 
noted from its calculation, is only slightly dependent on 
the time constants of the filter that was calculated by 
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taking into account the white and 1/f noise sources only. 
These calculations are generally omitted in literature. 
In the last sections of this chapter we consider the actual 
situation of randomly occurring signals. We observe the 
average rate of undisturbed signals as a function of the 
average rate of input signals if we assume a constant 
response function and reject all interfering signals. 
We calculate also the average equivalent noise charge as a 
function of the average rate of input signals, assuming 
ideal adaptive filter properties. 
2.2. Signal and noise. 
The equivalent schematic diagram of the noise sources of the 
semiconductor radiation detector and preamplifier is shown 
in fig. 4. 
Figure 4: Noise sources at the input circuitry. 
The following current or voltage noise powers are generated: 
by the leakage current I, of the semiconductor 
radiation detector 
i .* = 2 q I, Af 
nl ^ d 
by the parallel resistance R, of the detector 
Af ν . = 4 к Τ R, 




by the series resistance R of the detector 
n2 = 4 к Τ R Af a s 
- by the input resistance R. of the preamplifier 
n3 = 4 к Τ R. Af a i 
(2.3) 
(2.4) 
by the equivalent voltage noise generator at the input 
of the field effect transistor (vef. 9 and 10); 
there are two components, one due to thermal shot noise 
in the channel and a second with a noise power density 
that approximates a 1/f function (see also vef. 14), 










by the gate current Ι
ψ
 of the field effect transistor, 
there are also two components; one due to the shot 





= 2 q {(ij + |l2|}Af (2.6) 
I. = electron current arriving at the gate plus 
hole current leaving the gate 
arriving at the gate plus 
electron current leaving the gate; 
I_ = hole current 
the second noise component is induced through the gate-
to-source capacity С of the field effect transistor 
gs 
by its channel noise source (see: (2.5)): 
•n4 = 4 к Τ 
ÍLiiS
 {1 + 1} 0>3 
9„ f 
'm 
2 2 2 4 π fz С Af gs 
(2.7) 
FREOUEKCYtLO« SCALE) 
Figure 5: Noise power spectrum of the channel of the field 
effect transistor. 
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The following simplifications are possible: 
- the series resistance R of the detector is small, 
s 
R ~ 10 Ω. 
s 
- the parallel resistance R, of the detector and the input 
α 
resistance R. of the preamplifier can be united; however 
they are much greater than 1/{2πί(С,+С.)} in the frequency 
ange of an estimation filter. P a tically Rd//R.> 10 13 Ω. 
-  det ctor leak g  current I, and the equival nt noise 
gate current I f of the field effect transistor are 
parallel to each other and can be replaced by a current 
noise source with equivalent noise current I 
n4 ={2 q |ld| + 2 q |lf|} Af = 2 q I g 
g 
Af (2.8) 
It follows for the total current noise power at the input 
thaj 
η 




The simplified equivalent circuit diagram is shown in fig. 6 
The signal source has been added in this figure. 
IqkS(t.tk) 
Figure 6: Equivalent circuit diagram of detector and 
preamplifier after first stage of simplification, 
Our next step is to consider the ratio of noise power and 
signal power. The elementary charge q of one electron will 
be used as a reference input signal. The standard deviation 
of the noise power expressed relative to this input signal 
corresponds to the equivalent noise charge (ENC) unit 
defined in chapter 1. 
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The output signal voltage ν of the preamplifier is 
(the input signal is q6(t) = /i dt and A •+ -«) 
v
<=
 = 3- u(t) 
s C f 
where U(t) is the Heaviside step function 
U(t) = 0 t<0 
= 1 t>0 
(2.10) 
The output noise power ν . due to the noise current 





= { 1 ,2 . 2 2ïïfC ' 1n (2.11) 
and the output noise oower ν due to the voltage noise 
— 2 n v 
source ν in series with the input is 
η 
ην 
C,+C.+C, « —=• 





С ^  η 
(2.12) 
We conclude that the ratio of parallel current noise 
2 
power ν . and the signal power at the output of the 
preamplifier is independent of a capacitance C,, C. or C_. 
The ratio of series voltage noise oover ν and signal 
2 2 n v 2 
power ν is proportional to С = (C,+C.+Cf) . 
Using this result we draw the simplest equivalent circuit 
diagram (fig. 7) for the calculation of the noise-to-
signal ratio to be expressed in equivalent noise charges. 
ZqkS(t.tk) 
ie к 
Figure 7: Equivalent circuit diagram of detector and 
preamplifier used for noise calculations. 
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2 
The power density function of the current noise source i 
is expressed by (2. 7) and the power density function of the 
2 
voltage noise source ν is expressed by (2.8). 
We calculate the following powers at the output of this 
equivalent preamplifier circuit in a 1 Ω resistor. 




 = (-§-) (2.13) 
2 
- current noise power i in parallel with the input 
capacity С generates 
vni2=C2ÎÎC>2 2 4 V f + <Иа¥^1+ ¿ІО.ЗІ^и 
m
 (2.14) 
- the voltage noise power in series with the 
2 








We rearrange the order of terms of the total noise power 
2 2 2 
ν . = ν . + ν as follows 
nt ni ην 
— Af 2_^3_ 
V n t =









 ι c 
Q 
Af 4kT ^^ 5 . {1+o.3(^2S)
2} (2.16) 
a




With R = ^ т^- {l+0.3(^-)2> Г2.іе; is reduced to 




 2ql 1 
-СІ = — А -г + 4кТ R + 4кТ R f, i (2.17) 
Af 4ir С f a a а а 1 f v 
We put К = 4kT R , L = 2ql /С 2 and M = 4kT R f (2.18) 
3.3. y α α Χ 
Equation (2.17) changes to v
n t
2
 / Af = К f0 + Ь/4тг2 f 2 + M f 1 (2.19) 
During the first part of the calculations the contribution 
of M f in (2.19) will be neglected. This contribution wil 
change only slightly with the time constants of the filter. 
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So an optimum solution which takes the other noise sources 
2 -2 
К + 1/(4π )L f into consideration is also the nearby 
optimum solution including the M f source. 
It is easier to calculate the important contribution of 
the M f source afterwards. 
Equivalence (2.20) is found to be a more useful expression 
for the noise energy than (2.19). 
(2.20) 
4π"Κ f 
The quantity /(K/L) has the dimension of time and is called 
the noise corner time constant of the noise power spectrum. 
It is convenient to express the duration of the response 










 L ql g 
Estimated parameters for an X-ray detector/preamplifier 
circuit are 
5 * Ю - 3 A/V 
3 ' Ю - 1 2 F 
5 * Ю - 1 2 F 
g (transconductance FET) 
m 
С (gate-to-source capacity of the FET) gs 
С (total input capacity) 
Τ (absolute temperature, 
cooling to liquid nitrogen) : 120 К 
f (corner frequency of the power 
+4 
spectrum of the channel of the FET): 3 " 10 Hz 
I (sum of detector leakage current and 
g
 -13 
equivalent noise gate current FET): 10 A 
The accuracy of the estimated parameters is low; 
g , С , С and I : 20 %, Τ and f, : 10 %. 
m gs g ' a 1 
All calculations will be executed with much higher accuracy 
in order to avoid truncation errors, so that the least 
significant digits do not always have significance. 




= 188 Ω 
= 30.7 ysec 
К = 0.125 
L = 0.128 
M = 0.374 





Other useful quantities are 
L/(4ïï2) = 0.325 ' IO"10 q/C = 0.320 * 10~7 
/KL = 0.400 * 10~13 C/q(KL)^ = 6.25 
and ionization energy for silicon (3.5 eV) times ratio 
of standard deviation and full width at half maximum for a 
Gaussian function (2.35) = 8.225. 
2.3. The response function of the optimum filter. 
The input signal to the filter is a voltage step with 
amplitude proportional to the ionization charge 
vit) = -*- U(t) U(t) = 0 t<0 
s с 
= 1 t>0 
The noise superimposed on the input signal is described by 
its power density function P(f) 
L P(f) = К + 
(2πί)2 
The noise power at the output of the filter will be 
calculated by a representation of the noise in the time 
domain. It will enable us to find the optimum response 
function by a simple differential equation which makes 
noise power calculations of time variant filters very 
easy and at the same moment giving qualitative information 
2 
on relative contribution of white and 1/f noise sources 
to the total noise power at the output of the filter if 
the response function of the filter is known. 
White noise can be represented by a random number of unit 
impulse signals. The average density of the impulse signals 
in the time domain corresponds to the half density of the 
noise power in the frequency domain. For instance, 
ν 2 = 4kT R Af corresponds to an average of 2kT R impulse 
nv a a
 r
 — s — a a
 c 




corresponds to an average of ql impulse current signals 
in a unit time interval. These noise current impulses are 
integrated at input capacity C, thus random noise voltage 
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steps occur at the output of the preamplifier with 
amplitude l/C. If the response function of the filter to 
a unit voltage step is F(t), then the response function to 
an impulse function is F'(t). 
The noise power at the output of the filter due to all 
noise voltage steps is 
.2,-Ì qi, 
00 
vno2 - *ig / 4 E 1 dt • -І / F 2 ( t ) d t = I / F 2 ( t ) d t 
0 C C 0 0 (2.22) 
and the noise power at the output of the filter due to 
all noise impulse functions is 
ν
 2
 = 2kT R / F,2(t)dt = ? ƒ F,2(t)dt (2.23) 
no a a ' 2 J 
0 0 
We consider all response functions F(t) to a unit step 
function with overall width Τ and a positive peak of unit 
height at a certain observation time Τ , 0<T <TTT. ^ о о w 
Now we assume that one of these response functions is 
the optimum one and we denote this response function by 
F(t); any other response function in the neighbourhood of 
the optimum one can be described by F(t) + Ф(0, where Ф(0 
is the deviation from the optimum filter response. 
Since the response function is known for t = 0, t = Τ 
о 
and t = Τ , Φ(0 = 0 at these moments. 
w 
The modified response function should always result in 
an increased total noise power. The noise power is related 
to the squared step response function F(t) and the squared 
impulse response function F'it), so the noise power will 
increase with the second order of Ф^) and Ф ' ^ ) . 
The current and voltage noise power contain as a factor 
Τ Τ 
W - w 9 
ƒ F*(t)dt and ƒ F' (t)dt (2.24) 
0 0 




 9 W Ρ 
ƒ {F(t)+<Ht)} dt and ƒ {F' (Ο+Φ' (t) } dt (2.25) 
О О 
The increase is 
Τ Τ 
w w -




2 ƒ F'ít^'ítjdt + ƒ <f'2(t)dt (2.27) 
О О 
If we assume that F(t) gives least noise power we 
search for the condition that such an assumption is true; 
hence the increase of the noise power is always positive. 
The second part of the current and voltage noise power 
increase is always positive. 
The first part of the current noise and voltage noise 
power increase should be zero. If Ф(0 reverses polarity, 
(and so can Ф'(1:)) then the contribution of these terms 
to the noise power should be always greater than or 
equal to zero. 
F(t) may change its form at the time of observation Τ . 
For this reason we split the voltage noise increase by 
the second integral as follows: 
T T Τ 
w o w 
ƒ F ' í t H ' Í O d t = ƒ F ' í t ^ ' Í O d t + ƒ F ' t t ^ ' d ^ d t = 
О 0 Τ ( 2 . 2 8 ) 
о 
(by partial integration) 
T T T T 
о о W W 
F'íOítt)! - f Т"(Ь)Ф(Ь)аЬ + F' (Ь)Ф(Ь)\ - f F"{t)<è(t)dt 
0 0 T T (2.29) 
о о 




- ƒ F"(tH(t)dt (2.30) 
0 
The total noise power increase due to the first terms of 
(2.26) and (2.27) is 
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Τ Τ 
q l w w 2{-^2} ƒ F ( t H ( t ) d t - 2{2kT R } / F - d r H i O d t = (2 .31) 
_¿ a a 
^ О О 
Τ 
w 
ƒ {LF(t) - KF"(t)}<m) dt (2.32) 
0 
The integral should be zero for all Φ(0, hence 
LF(t) - KF"(t) = 0 for all t: 0<t<T (2.33) 
2 w 
or ω F(t) - F" (t) = 0 
nc 
The general solution to this differential equation is 
F(t) = V exp(cü t) + W ехр(-ш t) (2.34) 
nc nc 
For 0<t<T the constants V, and W, are found by the 
о 1 1 * 






 ; =—г and W, = -V, (2.35) 1 ехр(ш Τ ) - ехр(-ш Τ ) 1 1 
nc ο nc о 
For Τ <t<T the constants V„ and W„ are chosen to satisfy 
о w 2 2 * 
F(T ) = 1 and F(T ) = 0. 
о w 




 ne w 
2 βχρίω (Τ -Τ )} - e x p í - ω (Τ -Τ )} 
nc w o
 Γ
 nc w о 
ехр( ω Τ ) 
W2 = i ï ïFT^ (T -T )} - e x p í - ω (T -T )} { 2 · 3 6 ) 
* nc w о
 r
 ne w о 
2 
The primitive function of F (t) is 
T 





The primitive function of F1 (t) is 
F'2(t)dt = -±— {V2exp(2Unct) - W
2




 T ^ 




out = \ / F2(t)dt + f ƒ F'2(t)dt = 
0 0 
T T 
= f ƒ u
n c




out = 1¥-№і2***12шпсЬ) - W1
2
exp(-2l,nct)} 1° * 
ne
 т 
{V.^exp(2W^^t) - W- ехр(-2ш t)}) | (2.39) 2 ne 2 ne ^ ' 
Τ 
о 
With (2.35) and CS.36) it follows for the noise power Ρ 
at the output of the filter 
. l+exp(-2to Τ ) 1+βχρ{-2ω (Τ -Τ ) } 
Ρ . = /(KL) i ( S£_o_ + í ne w o
 ) 
1- 6χρ(-2ω η Λ) l-exp{-2Unc(Tw-To)} 
(2.40) 
For the derivation of this result a unit amplitude 
step function at the input of the filter was assumed. 
For the calculation of the equivalent noise charge we 
refer to one electron charge q integrated by input 
capacity С as an input signal,so that 
E N C
 - W E T - §/Pout ( 2 · 4 1 ' 
If we do not put any restriction to Τ and Τ , except 
that Τ >T , the least equivalent noise charge (= best 
signal-to-noise ratio) is obtained if Τ -»• » and Τ -Τ -*• «, 
3
 о w о ' 
thus if the time of observation Τ is infinite and the 
о 
duration of the response function Τ is infinitely larger 
than the time of observation. 
The value of this result is that any calculated result 
of the equivalent noise charge of a practical filter 
network can be expressed relative to this optimum result. 
The response function of the theoretical optimum filter is 
F(t) = expío) It-T 1} with Τ -• » (2.42) 
ПС ' о о 
The equivalent noise charge (ENC ) of this theoretical 
optimum result is 
ENC . = - /P _ = - (KL)* = 2* С*5 q"* (kT R I ) * 
opt q out q ^ a a g (2.43) 
With the parameters listed in section 2.2, for the 
optimum equivalent noise charge, taking into consideration 
2 
the white noise source and 1/f noise source only, we find 
ENC = 6.25, which corresponds to 51.4 eV FWHM. 
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For practical realization Τ at least should be finite 
о 
though Τ may be infinite. For instance F(t) can be an 
exponentially decaying function which mathematically never 
reaches zero. 
The response function F(t) with Τ finite and Τ is c
 о w 
ехр(ш t) - exp(-ü) t) 
F(t) = — —— 0<t<T and 
εχρ(ω Τ )- exp(-(i) Τ ) 0 
^ ne о ^ ne о 
F(t) = expí-ω (t-T )} t>T (2.44) 
ПС о о 
The equivalent noise charge of this filter relative to 
the optimum equivalent charge is 















The next step is that we put a limitation to the value of Τ . 
First we try to find the best position of Τ in the interval 
(0,T ), by differentiating (2.40) to the parameter Τ ; the 
minimum is found by putting the first derivative equal to 0. 
exp(2ü> Τ ) + e x p ( - 2 u ) Τ ) - exp{2u> (Τ -Τ ) } + 
ПС О ПС О ПС w о - ехр{-2ш (Т -Т )} = О 
ПС w о 
which occurs for Τ = Τ /2. 
ο w' 
In this case the relative equivalent noise charge is 
ENC (T ,T =2T ) 1+ехр(-ш Τ ) l+exp(-2u) Τ ) 
o w о _ ^ ne w
 с
 пс о ,~ .¿ь 
= = (2.46) 
ENC^  1-ехр(-ш Τ ) 1-ехр(-2ю Τ ) 
opt с ne w ^ пс о 
The response function F(t) is for 0<t<T it is the same as 
о 
the response function in (2.44); and 
βχρίω (2T -t)} - expí-ω (2T-t)} 
F(t) = 22 2 22 2 f










 ( ^ 4 7 ) 
Before discussing the results obtained so far, let us 
consider a filter that has a response function G(t), whose 
rise and decay function equal the rise and decay function 
F(t) of an known filter response function, but has a flat 
top in between. The properties of this filter are 
important where the variable charge collection time in the 
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semiconductor radiation detector introduces a significant 
additional noise component and for the theoretical 
performance of the digital filtering system to be 
described later. 
We assume that the equivalent noise charge of the filter 
without flat top F(t) is known and we calculate the 
equivalent noise charge of the filter G(t) relative to 
the equivalent noise charge of filter F(t). 
G(t) = F(t) G'(t) = F'(t) 0<t<T 
G(t) = 1 G1 (t) = 0 Τ <t<T +T. 
о o l 
G ( t ) = F í t - T j G' ( t ) = F ' í t - T ) f o r Τ +T < t < T +Τ, 1 1 о 1 w 1 
The signal power does not change on the introduction 
of the flat top time Τ nor does the noise contribution 
due to the voltage noise generator in series with the 
input terminal change, since 
Τ Τ +τ 
w ~ w 1 , 
ƒ F'^ít) dt = ƒ G,¿(t) dt 
О О 
However, the noise contribution due to the current noise 
generator in parallel with the input capacity С is 
increased 
T
w Τ Τ +T, Τ +Τ
Ί 
~ ο ? w l ~ o l -ƒ G¿(t)dt = ƒ G Z ( t ) d t + ƒ G z ( t ) d t + ƒ G z ( t ) d t 
0
 0 Τ +T- Τ ( 2 . 4 8 ) 
O l о 
Τ + Т , 
о 1
 2 
The i n c r e a s e i s ƒ G ( t ) d t = Τ 
Τ 
о 
The total noise power at the output of the filter with 
response function G(t) relative to the total noise power 
at the output of the filter with response function F(t) is 
Τ + T , Τ +T, 
w 1
 9 w i p 
L ƒ G ^ í O d t + К ƒ G' ( t ) d t ρ G o u t _ 0 __0 
„ T T 
Ρ W - W -
F o u t
 L ƒ F 2 ( t ) d t + К ƒ F , 2 ( t ) d t 
0 0 
( 2 . 4 9 ) 
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LT 
= 1 + —=; ^ 
L ƒ FZ(t)dt + К ƒ F' (t)dt 
With L = /(KL) /(L/K) = /(KL) / Τ it follows that 
nc 
11-
^ - ^ = 1 + 2 Τ — Τ { 2 · 5 0 ) 
P F o u t 2{%}{^ / W F 2 ( t ) d t + f / W F ' 2 ( t ) d t } 
q ^_0 f_0 
Τ 







where ENC- is the equivalent noise charge at the output of 
the filter with response function F(t) without the flat top 
portion relative to the absolute optimum equivalent noise 





. h . Τ i t 
С = ( G o u t) = {i +1-3^ I }* 
E N CF PF out 2 Tnc ENC 2 
F 
(2.51) 
2.4. Discussion of optimum filter properties. 
In the previous section some important properties of 
an optimum filter were derived. When speaking about optimum 
filters we mean that an optimum is obtained with respect to 
equivalent noise charge and duration of the response of the 
estimation filter. The response time of the estimation 
filter determines the time required in the estimation or 
processing of one signal; for this reason we shall introduce 
the quantity processing time Τ that is directly related 
with the response time. The filter transfer function is 
assumed to be constant during the recording time of a 
spectrum. This condition will be not apply in section 2.10 
where adaptive filters are considered. 
- 31 -
Thus optimum filtering is a function of equivalent noise 
charge, processing time and, in some cases, suppression of 
variable charge collection times,too. Our attention will 
be concentrated on X-ray spectrometry, where in general the 
variable charge collection time can be neglected. 
In the case of digital filtering (chapter 5) the signal 
arrives unsynchronised with the clock frequency of the 
digital filter. In order to prevent distortion in the 
estimation we cannot use the sample representing the 
average signal level during the clock period in which the 
signal arrives; practically for proper operation of the 
analog-to-digital converter we reject also the following 
sample. It means for the response function of the digital 
filter a flat maximum during two clock periods (400 ns). 
By prescribing the time of observation Τ or both the 
о 
time of observation and the width of the response function 
Τ , the response function F(t) for least equivalent noise 
charge was calculated. Finally, in the previous section, 
the increase in the equivalent noise charge, where a flat 
portion in the top of the response of a present filter is 
inserted was calculated in terms of the equivalent noise 
charge at the output of the filter without flat top. 
τ — ι — ι — ι — г 
Figure 8; Relative equivalent noise charges as a function 
of the time of observation Τ of two response 
о
 c 
functions (from 2.3J: one with Τ -»• » and one with w 
Τ = 2T . 
w о 
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The relative equivalent noise charge as a function of Τ 
is drawn in figure 8 for the - Τ finite, Τ infinite -J
 * о w 
filter (from (2.45)) and for the - Τ and Τ =2T both 
о w o 
finite - filter (from (2.46). The time scale for Τ 
о 
along the X-axis is expressed in time units Τ 3 r
 nc 
For instance, it appears from fig. 8 that the absolute 
optimum value is approximated to 1 % if : (and Τ -*• о») or w Τ = 2.0 Τ 
О nc 
Τ = 2.2 Τ (and Τ =2Τ ) 
ο nc w o 
The response functions F(t) (T -»• °° and Τ =2T ) and the c
 w w o 
time derivative functions F'(t) are shown in figure 9. 
Figure 9: Optimum step response functions F(t) and 
impulse response functions F'(t) 
for Τ •*• »
 an
d τ = 2T . 
w w o 
The duration of the response function F(t) is a discrete 
defined value where Τ =2T . Since the response function 
w o 
F(t) of (2.44) has an exponentially decaying component we 
consider the duration of the step response to be limited 
to the moment that the signal at the output of the filter 
has decayed to a somewhat arbritarily chosen insignificant 
level (0.1 or 1 % of the maximum signal value). 
The processing time of the filter is defined here as the 
sum of two time intervals (fig. 10). The one interval is 
the time between the signal to be estimated and the 
previous signal, so that the height of the response of the 
filter to the signal to be estimated is disturbed to the 
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PROCESSI« ТІЖ (of тж UCOND SISNÍL) 
H 
CURRENT IMPULSES 
Figure 10: Definition of the processing time. 
extent of 0.1 % of its maximum value by the response of 
the previous signal; both signals are equal in amplitude. 
The second interval is the time between the signal to be 
estimated and the following signal, so that the peak of the 
present signal is not disturbed. 
The processing time Τ of an optimum filter with 




is according to our definition 
Tpr = To + Tnc 3/log(e) = T
o
 + 6.9 T
n c
 (2.52) 
(e = 2.71828...) 
The processing time Τ of a filter with limited response 
time is considered to be equal to the prescribed response 
time Τ = Τ + (Τ -Τ ) = 2T . pr ο w о о 
The performance of different filters is compared for 
instance by selecting various parameters in such a way 
that the filters operating on the same input signal from 
the preamplifier exhibit equal equivalent noise charges 
at the output of the filter. Then the prime factor to be 
considered is the processing time of the filter. 
We compare our theoretical optimum filters with unlimited 




 w о 
By means of figure 8 we find: 
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1 . 0 1 
2 . 0 
8 .9 
2 . 2 
4 . 4 
1 .1 
0 . 8 5 
7 . 7 5 
1.2 









if we choose ENC , = 1.001 
rel 
select for Τ (Τ -> <») Τ = 3.1 
o w о processing time Τ =10.0 
г ? р
Г 
select for Τ (Τ =2Τ ) Τ = 3.4 
ο W ο ο 
processing time Τ = 6.8 
г ? р
Г 
We see that the processing time Τ of the filter with 
pr 
Τ =2T can be considerably shorter than the processing w o -1 f э 
time Τ of the filter with Τ •*• œ. The difference of pr w 
both processing times increases from a negligible 
value if the absolute optimum equivalent noise charge 
has to be approximated very closely (say ENC . = 1.01) 
to an important value if the equivalent noise charge is 
chosen further away from its optimum value. 
Practically, the deviation of the equivalent noise charge 
from an optimum value greater than a few percent is 
considered to be significant; for that reason it is 
reasonable to say that the processing time of the 
- Τ finite, Τ infinite - filter is at least 2 times 
о w 
the processing time of the - Τ finite, Τ finite - filter, 
c
 ^ о w 
which results in important differences of the analysis 
rate in the analyzer memory. 
The effect of the insertion of a flat top period in the 
response function on the relative equivalent noise charge 
for an optimum - Τ finite, Τ = 2T - filter is shown in 
* о w o 
figure 11. The function f(T ,T ) resulting in a certain 
relative equivalent noise charge (ENC is the parameter) is 
plotted. For instance at Τ = 2.2 Τ and Τ, increasing с
 о ne 1 r 
from 0 to 0.2 Τ , the relative equivalent noise charge 
increases from 1.01 to 1.06. 
In many practical circumstances, such as in X-ray 
spectrometry,the noise corner time constant is much 
greater than the flat top period necessary for the proper 
operation of a digital filtering system, hence the increase 
of the equivalent noise charge is very small, Τ = 400 ns 
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Figure 11: Noise contours of a filter with response 
function with rise time and decay time 
equal to the optimum filter with Τ = 2T 
w о 
and flat top time T1. 
estimate of the processing time of a filter 
with flat top portion T. is Τ +T, plus T,+T,, in all 
1 o l ^ I d 
Τ = Τ + 2T, + Τ,. Practically T1<<T so that Τ, pr o l d -1 1 о 1 
hardly influences the processing time. 
2.5. Principle of calculating the equivalent noise 
charge increase due to the noise source with 
1/f power density function. 
Until now the noise voltage generator in series with and 
the noise current generator parallel to the input of the 
preamplifier were taken into consideration for the 
calculation of the equivalent noise charge at the output 
of the filter. As was explained in section (2.2) the 
series voltage generator in addition to the white noise 
power density also contains a noise component with 1/f 
power density function. Actually, from measurements (ref.5: 
chapter 6) it is found that this excess noise component 
has a l/(f ) power density function, where exponent α is 
0.9 < α < 1.1 in the frequency range of interest for 
J.и 
O.t 
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practical filter networks. 
The calculation of the contribution to the equivalent 
noise charge at the output of the filter will be 
performed in the time domain or in the frequency domain. 
Calculation in the time domain requires the l/fa noise to 
be converted in the following way. 
A random sequence of impulses with one sided power 
spectral density 1 or two sided power spectral density ^ 
is passed through a filter with frequency response p(f) 
S O t h a t
 1 к ÍO-1W2 a/2 1 (2.53) 
P(f) = {-^—-) h - 2 ( a 1 ) / 2 π α / 2 l-pr 
2(jf)a (jü))a/¿ 




where Γ{a/2) is the gamma function ƒ χ exp(-x)dx. 
0 
The impulse response of the noise power conversion filter 
p(t) to a unit impulse function is 
(a-l)/2 a/2 . 
p(t) = — Ьа/г 1 (2.54) 
Г(о/2) 
In the following we restrict ourselves to a = 1 
and it follows . 
P(t) = - ^ (2.55) 
The overall response function of the power conversion 
filter and the estimation filter is determined by the 
convolution r(t) of the impulse response function p(t) 
of the power conversion filter and the impulse response 
function F'it) of the estimation filter, that is 
r(t) = p(t) * F'(t) (2.56) 
Then we calculate the noise power at the output of the 
filter by о0 
ƒ r2(t)dt (2.57) 
0 
Numerical integration routines will be necessary for the 
calculation of the noise power. 
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If we cannot express r(t) analytically, which is the 
case if the transfer function of the estimation filter 
contains exponential functions of t, we checked the 1/f noise 
power calculation in the time domain by a calculation in the 
frequency domain. A numerical determination of both (2.56) 
and (2.57) is generally leading to a less accurate result. 
For a calculation of the 1/f noise power at the output 
of the filter we have to calculate the modulus of 
the Fourier transform iH'ff)! of the impulse response 
function F'(t). 
+ » 
H'if)) = ƒ F'it) exp(-j2irft) dt (2.58) 
— CO 
The 1/f noise power contribution at the filter output is 
00 
, 2 
M ƒ -γ- ІН' (f) |df (2.59) 
0 
2.6. Calculation of the minimum equivalent noise charge 
including 1/f noise. 
The minimum equivalent noise charge including 1/f noise 
follows directly from Schwarz's inequality used in the 
matched filter theory. 
The signal power is according Parseval's theorem 
+ 00 4-00 
4 /|Hl2(f)| df = SL ƒ —¿f (2.60) 
С _ „ C¿ _ „ (2πί)2 
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(Note: factor k in the denominator represents the conversion 




If KL >(πΜ)2 : (2.61) is 3_. - 1 „ - , arceos (-π) 
C¿ π (КЬ-тЛГ)* к Ч ' 
2 (2.62) 
(Note: for M=0 follows the known result ^y i L ) 
2 С кЧ' 
If KL = (πΜ)2: (2.61) is SL ¿ - i _ (2.63) 
С
2
 π K*L* 
-г^  τ,
τ











ί If KL < (πΜ) : (2.61) is ^г я—= г LN{ г^—г —} 
С^ π (ïï^M^-KD^ к Ч ' 
(2.64) 
The equivalent noise charge is the square-root of the 
inversed optimum signal power - to - noise power ratio; 
with parameters listed on page 22 and (2.64) it follows 
ENC = 9.87, corresponding to 81.4 eV FWHM 
Without 1/f noise the optimum equivalent noise charge is 
ENC = 6.25, corresponding to 51.4 eV FWHM 
The two optimum results are obtained with different filters, 
however if we assume the 1/f noise to vary little with 
different response functions, the approximate 1/f noise 
contribution is 
ENC = (9.872-6.252)^= 7.64, corresponding to 63 eV FWHM. 
2.7. Contribution of the 1/f noise if theoretical filters 
derived in section 2.3 are used. 
We calculate in the frequency domain the 1/f noise contribution 
2 for the filter that is optimum for the white and 1/f 
noise sources. First we do not put a limitation on Τ and 
c
 о 
Τ -Τ (Τ -»• », Τ -Τ -»• »J . Except for the time shift Τ , 
w о о w о о 
the step response function is F(t) = βχρ(-ω |t|). 
The Fourier transform Η'(ω) of the impulse response function 
. 2j(üü) 
1S
 Η·(ω) = 5-Sf (2.65) 
ω +ω 
ne 
With (2.59) follows 
». 2 2 » - S -
4 ω ω do) ω 
/ (2+ n C2,2 - ч / ΤΤΊΓτφ *£- = 2 (2 ·"> 
0 ( ω +и) п с ) ω { ( — ) +1} ne 
ne 
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The 1/f noise contribution is in equivalent noise charges 
ENC = ^ - 2^ = 8.55, corresponding to 70.3 eV (2.67) 
SI 
2 2 k The total equivalent noise charge is (6.25 +8.55 )^ = 10.59 
corresponding to 87.1 eV. 
We continue the calculation of the 1/f noise contribution of 
the optimum filters derived in section 2.2 in the time 
domain. We assume the general case of an optimum filter 
with a flat maximum during Τ in its response function. 
The decay part of the function (2.44) or (2.47) is Τ 
shifted in time. 
The filter with Τ -»• «> is examined first. 
w 





пс ехр(шПСТ )-ехр(-ыПСТ ) 0 < t < T o 
^ ПС О ПС о 
F'(t) = 0 T <t<T +Т, 
o o i 
F'Ct) = - (J expí-ü) (t-T -T.) } t>T +T. (2.68) 
ne ne о 1 o l 
In the following integrals we shall substitute ν={ω (t-τ)}^ 
ne 
The parameters Τ and T. will be normalised and the 
normalised parameters replaced by the original characters 
ω t -*• t' and t 1 -»• t 
nc 
ω Τ -*• Τ ' and Τ '-»• Τ 
nc о о о о 
ω Т.-»- Т, ' and Т. '-»• Т. 
ne 1 1 1 1 
For 0<t<T the convolution integral is 
t 0 
r(t) = ƒ (t-T)"3* F' (τ) dx = 
0
 2ω h /Ь 
=
 ехр(ТП):-ехр(-Т ) / Îexp (t-y2)+exp (y2-t) }dy 
0 0
 0 (2.69) 
For Τ <t<T +T-
o
 т
 о 1 
о _, 
r(t) = ƒ (t-T)^ F'(τ) dx = 
0
 2ω Ч / 
- ехр(Л-ехр(-Т ) ƒ íexp(t-y2)+exp(y2-t) }dy 
0 0
 /(t-To) (2.70) 
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О _, _L 
r(t) = ƒ (t-τ) ' F'(τ) dx + ƒ (t-τ) ' F'(τ) dx = 
2ω ^ Λ Τ θ + Τ ΐ 
















The impulse response function of the filter with Τ =2T 
is different from (2.68) in the interval t>T +T . 
expiai (t-2T -T. ) }+exp{-ü) (І^гті-Т. ) } pi /t\ _ _ ω ne о 1 ПС о 1 
" n e exp(u> τ ) - βχρ(-ω Τ) 
n c 0 n c
 if Τ +T1<t<2T +Τη 
O l O l 
and i f t>2T +T. F ' í t ) = 0 (Τ =2T ) (2.72) 
o l w o 
After normalising it follows for r(t) (T =2T filter) 
w o 
f o r Τ +T <t<2T +T, 
ο Ι,ρ о 1
 t 
r ( t ) = ƒ ( t - τ ) " * F ' ( τ ) dr + ƒ ( t - τ ) " ^ F1(τ) dx = 
2 ω
η ο 2 2 
• exp(T ) - e x p ( - T ) ( / { e x p ( t - y )+exp(y - t ) } d y + 
0 0
 / ( t - T 0 ) 
/ ( t - T - T . ) 
O l 7 2 
ƒ { e x p ( t - 2 T -T -y ) + e x p ( y +T1+2T - t ) } d y ) 
0 ( 2 . 7 3 ) 
For t>2T +T. (T =2T ) the lower boundary ("0") of the 
о 1 w о J 
second part of (2.73) is replaced by /(t-2T -T ). 
ν 
Functions r(t)/ω ^ for Τ •*• <*> and Τ =2T are shown in 
nc w w o figure 12 for Τ /Τ = 2 and Τ,/Τ =0.5, for 0<t/T <8. σ
 о' nc 1' nc ' nc 
It is interesting to see that the noise energy due to early 
noise events decreases very slowly to zero. 
The range of integration and the number of integration steps 
were selected in such a way that the final accuracy of the 
total noise power ƒ r (t)dt was about 1 %. 
Results of calculation are summarised in table 1. 
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Figure 12: Shape of r(t) = t * F'(t) where F'(t) is the 
response function of ideal filters with Τ ·*• « 
w 
or Τ =2T . 
w о 
Table 1: 1/f noise contribution as a function of parameters 
Τ /Τ and ΊJT of the two types of ideal filters. 













































































































































































































































2.8. Final remarks on the погве oalaulations. 
2 
The supposition that noise sources have white, 1/f and 1/f 
power density functions cannot be entirely true, since the 
total noise energy at the input of the filter / N(f) df 
{N(f) is the total noise power density function} should be 
finite. The filter that we have derived contains a limitation 
both at the low frequency side and at the high frequency side. 
Therefore the noise power at the output of the filter is 
finite although the noise power at its input is assumed 
infinite. 
Above that in the practical situation the 
preamplifier contains an RC integrating time constant 
(τ about 50 ns) which limits the noise power at the input 
of the filter at high frequencies. At the lower frequency 
side a decay time constant (τ about 0.1 s) limits the 
noise power at the input of the filter. 
The origin of the 1/f noise power density function is 
subject of many discussions in literature (refs. 9,10 and 14). 
In practice, the approximated power spectrum of the 
equivalent noise voltage generator is almost flat for 
frequencies lower than 100 Hz (fig. 13). Ref. 14 
describes some interesting experiments, which confirm that 
the 1/f spectrum is the result of the superposition of some 
2 2 1/(1+ω τ ) spectra. 
η 
We have to check the effects of bandwidth limitation in 
the preamplifier on the equivalent noise charge and the 
processing time. Practically the equivalent noise charge 
is hardly affected; however, the bandwidth limitation at 
the low frequency side can be very harmful. The pole in 
the overall frequency transfer function corresponds to an 
exponentially decaying component in the response function. 
If the amplitude of this component is not sufficiently 
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Figure 13: Aatual power density function of the noise 
voltage generator in series with the input 
terminal of the preamplifier. The superposition 
of 3 noise time constants τ is shown to 
η 
approximate the 1/f density. 
The 1/f noise contribution at the output of any filter 
described in this thesis depends on the shape of the 
filter response function only; a time scale factor does 
not influence the result. The relative current noise power 
increases proportional and the relative voltage noise 
power decreases in inverse proportion to the time scale 
factor. Therefore optimum tuning is mainly depending on 
the ratio of current and voltage noise power. 
2.9. Calculation of the analysing frequency as a function 
of the input repetition frequency of signals. 
In this section we calculate the average number of the input 
signals that can be estimated without systematic error. 
The processing time determines the probability of 
interference or "pile-up". 
The time interval between two successive signals is a 
random variable with the property that the probability of 
no signal occurring in an infinitely small interval 
t, t+At with At ->• 0, is independent of t and equals P(0,&t) 
Ρ(0,ΔΟ = 1 - nAt (2.74) 
where η is the average repetition frequency. 
The probability of no signal occurring during a finite 
interval Τ is P(0,T) 
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P(0, Τ) = exp(- ηΤ) (2.75) 
The probability of N signals within interval Τ is 
N 
P(N, T) = -kjjp- exp(- nT) (2.76) 
This is the well known Poisson distribution function with 
=-2 
mean value N = nT and variance (N-N) = nT (2.77) 
The response function F(t) of the estimation filter is 




the decay time T,. In order to measure the height of the 
response correctly we have to ensure that during the time 
that this response has its maximum value the previous 
signal has decayed to an insignificant value; the next 
signal to come should not arrive before the maximum value 
of the present signal has passed. For the estimation of 
one signal a period of time equal to Τ +2T +T- (see 
section 2.4) during which no other signal occurs,is 
required. At high intensities the probability of finding 
such an interval becomes very small and therefore the 
analysis frequency of signals does not tend to a certain 
limiting value with steadily increasing input rate, but, 
on the contrary, the analysis rate reaches a maximum value 
and decreases indefinitely with increasing input rate. 
The probability that no signal occurs during time interval 
+2T.+T, is found i 




from (2.75), so 
ο ί α
= exp{-n(T0+2T1+Td)} (2.78) 
input signal frequency 
Figure 14 shows the analysis frequency as a function of the 
input frequency of signals for some absolute values of the 
processing time Τ 
The maximum analysis frequency occurs if η = „ .-m .
τ 
o l d 
For the -infinite- response time filter (2.79) 
(T 4- ») we select Τ /Τ = 2, T./T =0.01 and Τ,/Τ = 6.9; 
w ο' ne ' 1 ne d' о 
for the -finite- response time filter (T =2T ) the selection 
c
 w o 
is Τ /Τ = Τ,/Τ =2.2 and T./T =0.01. 
о ne d ne 1 ne 












Figure 14: Analysis frequency as a function of the average 
signal input frequency for some absolute values 
of the processing time Τ = Τ +22',+2',. J r a
 pr о 1 a 
The processing time of the τ -»• » filter is 8.92 Τ . 
^ w nc 
with Τ = 30.7 us, follows 274 ys. The processing time 
of the Τ =2T filter is 4.42 Τ , makes 136 ys. 
w o nc 
Although exhibiting the same equivalent noise charge 
the Τ =2T filter can analyse more signals in the same 
w o
 J 
time, so its performance can be considered as best. 
2.10. Adaptive signal filtering. 
The rejection of interfering signals is reduced by adapting 
the response time of the filter to the time interval 
between the previous and the present signal and between 
the present signal and the next arriving one. 
The time interval to the previous signal is known during 
the measurement of the present signal; the knowledge of 
the time of arrival of the next signal requires an extra 
delay time in the signal path. Digitally this is not a 
problem. Practically, we have to wait maximally 3 Τ 
ПС 
for the next arriving signal; a further increased response 
time hardly decreases the equivalent noise charge during 
the present measurement, see fig. 8. Relation (2.40) 
represents the relative equivalent noise charge if the time 
interval to the previous signal is Τ -Τ = T d and the time 
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interval to the next signal is Τ . It appears (from (2.40)) 
that the equivalent noise charge increases unlimitedly if 
Τ or Τ approaches zero. In order to keep the average 
equivalent noise charge finite, there is a minimum D for 
Τ 'and T, ; if there happens to be less time between two 
signals both signals are rejected. The analysis rate as a 
function of the input signal rate η is given by η exp(-2nD). 
The question now is, knowing the statistics of the time 
intervals, which average equivalent noise charge is found 
as a function of the input signal frequency n. Our aim is 
to show that we reach a better signal-to-noise ratio if the 
time between signals is fully used.for estimation than 
if the response time is fixed at value D. 
The probability of one signal during At and no signal 
during Τ is η exp(- nT ) At, the same except no signal 
during T, is η exp(- nT,) At. 
The relative number of analysed signals is exp(- 2nD). 
Thus, the average noise power is 
,
 α>
 ", 1+θχρ(-2ω Τ ) l+exp(-2ü) Τ,) 
exp(-2nD) д l-exp(-2u) Τ ) l-exp(-2u> Tj) 
x n
2
 exp{-n(T +T,)} dT dT, (2.80) 
o d o d 
Normalize to Τ : nT = η' and D/T = D' 
ne ne ' ne 
во 
?
out = β χΡ< n , D , ) / l-tTC-lx) exp(-n'x) dx (2.81) 
D' 
This result is calculated numerically as a function of n' 
= nT with D' = D/T as a parameter; see figure 15. 
nc nc
 c 
The comparison between the adaptive and non-adaptive filter 
is as follows. Given is the input signal frequency n, 
say n' = nT = 1 , and we want to analyse n/e (e = 2.71828..) 
nc 
signals per second; then Τ follows from (2.74) and the 
pr 
best filter for this purpose is the Τ =2T filter in the 
c c
 w o 
non-adaptive case; in our example Τ = Τ and so Τ =0.5 
r
 ^ pr ПС о 
Τ . From fig. 8 we obtain ENC
 Ί
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Figure IS: Average equivalent noise charge of the adaptive 
filter аз a function of the normalized input 
rate η ' = nT with the normalized minimum time 
nc 
interval D' = D/T as a parameter. 
nc 




curve at ENC , = 1.15. So the ENC
 л
 of the adaptive 
rel re± 
filter is under these circumstances 30 % better than 
that of the non-adaptive filter. 
If the equivalent noise charge of the adaptive filter 
is selected equal to the non-adaptive filter: ENC
r e l = 1.5, 
the minimum time interval D required is only 0.1; 
The analysis rate of the adaptive filter is now e * /e = 
2.5 χ the analysis rate of the non-adaptive filter. 
Concluding: adaptive filtering is attractive in any case; 
it enables automatic matching of the equivalent noise 
charge and analysis frequency. 
Practically, realization of an adaptive filter with 
well-defined gain constant is possible only in a digital 
manner. So far, some undesirable detector properties 
have prevented the application of this idea. 
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C H A P T E R 3 
T H E P R O P E R T I E S O F 
C O N V E N T I O N A L T I M E -
I N V A R I A N T S I G N A L 
E S T I M A T I O N F I L T E R S 
3.1. Introduction. 
Conventional time invariant filter networks are reviewed 
in this chapter. Their properties are familiar from, literature 
except for the 1/f noise power contribution which is 
generally neglected in calculation. Conventional time 
invariant filters can be distinguished as filters using 
delay lines and those using resistor - capacitor networks. 
Filters equipped with delay lines are unpopular in 
commercially available spectrometers as, for optimum 
filtering of different semiconductor radiation detector -
preamplifier circuits the delay time should be adjusted 
for optimum filtering and variable delay times are 
difficult to attain. Another practical disadvantage of 
delay lines is the temperature coefficient of the delay 
line losses and its low frequency response · 
However, assuming an ideal delay line, one may 
obtain good quality filter networks, as will be described 
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in section 3.2. It will be found later that an example 
taken from the class of filters containing delay lines 
bears close resemblance to the simplest digital filter 
to be described in chapter 5. 
The class of filters using resistor - capacitor networks 
is the one most commonly used in conventional spectrometer 
systems. The properties of filters containing amplification, 
C-R differentiation and a number of times R-C integration 
will be briefly repeated in section 3.3. 
The results will be used in the last chapter for comparison 
with the properties of other types of filter. 
It should be noted that conventional, time invariant and 
time variant analog filters to be described in chapter 4 
always need analog-to-digital conversion of the maximum 
value of the response. The total time for processing one 
signal is increased if the conversion time Τ of the analog-to-
digital converter is longer than the decay time T, of the 
response with Τ -Τ, (fig. 16). The conversion time of the c d 
analog-to-digital converter depends on the type of 
conversion principle. Two commonly used principles for 
conversion are: one, the sawtooth type exhibiting a variable 
conversion time proportional to the amplitude of the signal 
to be converted and second, the successive-approximation 
type exhibiting a constant conversion time. 
Practical values for Τ are: 10 nanoseconds per quantization 
unit for the sawtooth analog-to-digital converter and 1 ys 
per bit resolution for the successive-approximation type. 
If the conversion takes place within the decay time T, of 
the signal, no additional processing time is present, since 
any signal arriving is rejected due to pile-up. If, however, 
the conversion time of the analog-to-digital converter is 
more than the decay time of the signal, the situation may 
occur that the converter is not ready when the response of 
a second signal reaches its maximum value and therefore the 
converter cannot measure this signal. This effect results in 
decreased analysis frequencies. Although we do not include 
the conversion time of the analog-to-digital converter in 
our considerations, we should remember that for very short 
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Figure 16: Contribution of the analog-to-digital converter 
conversion time to the overall processing time 
of one signal. 
processing times a significant decrease in the analysis 
frequency is due to the conversion time on the part of 
the analog-to-digital converter. 
2.2. Properties of a double delay line filter. 
As an example of the class of filters using delay lines 
we describe the properties of what is known as a "double 
delay line clipping" filter. The properties of this 
filter are entirely equivalent to the simplest form of 
the digital filter to be described in chapter 5. 
The input signal to the filter from the preamplifier 
output drives a shorted delay line through its 
characteristic impedance (figure 17). 
IHn 
Figure 17: Equivalent diagram of the double delay 
line clipping filter with the signal shapes 
at the various parts in the circuit. 
P[4K StCOItl SIúlAL 
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The signal at the input of the shorted first delay line 
(delay time is Τ + Τ ) drives a second shorted delay 
line (delay time is Τ ) through a voltage follower 
and series characteristic impedance. The input signal of 
the shorted, second delay line drives an operational 
integrator. The signal waveforms in the various parts of 
the filter are shown in the equivalent diagram (fig. 17). 
It should be noted that the average value of the input 
signal to the operational integrator equals zero, so that 
after the processing time no residual voltage is present at 
the output of the filter. Properties of "single delay line 
clipping" filters are described in ref. 17. 
The step response function F(t) and impulse response 
function F'tt) are (the amplitude of the step response 




o o i 













The noise power at the output of the double delay line 
clipping filter relative to the noise power at the output 
of the reference optimum filter with Τ -*• œ and Τ -Τ -> <» 
c
 о w о 
is without the 1/f noise power contribution as in (Z.2) 
below. 
2T +T 2T +T 
\ {ψ- ƒ F2(t)dt + T
n c
 ƒ F'2(t)dt} (3.2) 
n C
 0 0 
If we put 
2T +T, 2T +T, 
O l , o l , 




the noise power is ^ ( Α ψ- + В —^- ) (3.4) 
ne о 
Minimum noise power at the input of the filter is obtained 
i f
 A ^ = В ^ £ , so
 T o = Tnc/(|) (3.5, 
ПС о 
- 52 -
and the minimum relative noise power is /(AB) 
The minimum relative equivalent noise charge is (AB) 
(3.6) 






 = ƒ F (t)dt = 4 Τ
Λ
+ Τ









 2 ? F'^(t)dt = i-
o 






/3 minimum noise power is obtained; the 
minimum equivalent noise charge is (4/3)' = 1.075. 
The equivalent noise charge with Τ ^ 0 can be found 
using (2. SI). Noise contours as a function of Τ and Τ 
о 1 
are drawn in fvguve is. 
Figure 18: Noise contours for the double delay line 
clipping filter with the rise time (T ) 
о 
and top time (T-) as parameters. 
The 1/f noise power contribution is found in the time 
domain by the calculation of the squared convolution 
of noise power conversion filter and impulse response 
F'U) according (2.56) and (2. 57). 
It follows for the convolution 
r(t) = l-it}* 0<t<T 
о о 
Τ <t<T +τ. 





2 к ie 
jp-ít -(t-To)í-(t-T0-T1)í} To+T1<t<2T +T1 
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r(t) = |- {t%-(t-T )%-(t-T -T1)35+(t-2T -T.)^} t>2T +T. T_ O O l O l O l 
(3.9 
The integral ƒ r (t)dt is calculated numerically, 
results are in table 2. 
Table 2: 1/f noise contribution at the output of 
the double delay line clipping filter. 





























The counting rate performance is examined by selecting 
parameters Τ and T. in such a way that the relative 
equivalent noise charge becomes approximately ENC = 1.2 
(from fig. 18): Τ /Τ = 0.9, Τ,/Τ = 0.05 and Τ = 30.7 ys. J
 ^ о ne ' 1 ne ne 
The analysis frequency as a function of the input signal 
frequency will be shown in figure 22. We omit the contribution 
to the processing time by the pulse height analog-to-digital 
converter. 
It will be noted that this filter theoretically 
exhibits rather good qualities. The relative equivalent 
noise charge is only 7 % higher than the theoretical 
optimum and the processing time is a limited value 
resulting in an excellent counting rate behaviour. 
However, the theoretical properties are not approximated 
very easily in practice. 
3.3. Properties of filters using resistor - capacitor 
networks. 
Filters using resistor - capacitor networks consist of 
one CR differentiator and one or more (m) RC integrators 
in cascade, separated by buffer amplifiers: figure 19. 
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Figure 19: Equivalent circuit diagram of a conventional 
filter^ consisting of one CR differentiator 
and m (m^l) EC integrators in cascade. 
The impulse response function of the filter is, selecting 
equal time constants for differentiator and all integrators 
F'it) = -jjjyp ίπι(γ) - (-) } exp(- -) (3.10) 
The response function to a unit step function is F(t). 
F(t) = - ¿ τ (h™ exp(- ¿) (3.11) 
m. τ τ 
Note: the maximum value of F(t) will be normalised to one 
later by the introduction of a gain factor G. 
00 
The current noise power is proportional to /F (t)dt = 
» 0 
(with ƒ χ exp(-x)dx = η!, obtained by partial integration) 
„ о 
-2 t , τ
 d2t = 12Щ _ τ _ ( з Л 2 ) 
(m:)¿ 2' 
,1
 x2 1 
О * 2 
,2t42m 
m:· ,2m ^  e x p ( ' T 1 Ì d^F " ,_\\2
 02m+l 
The voltage noise power is proportional to ¡F' (t)dt = 
00
 О 
2m ,2t, 2m-1 , 1 -2t. 2m·,
 v — (( ^ ^  2 r in /2t. 2m—2 
" ¿^ίτ' ^22т-2
к
 τ' ' pm=* .
 r 
, 2tv τ ,2t 
χ exp(- — ) J d — = 
(2m) ! 1 1 1_ 
(m!) 2
 22m+l 2m-1 τ 
(3.13) 
The optimum value of the total noise power occurs if 
(3.14) (using Г3.5Л _ , 1 ^ τ i
nc^2m-l; 
and the relative optimum value (using (д. 6)) is 
=
 (2m): 1
 f_l Λ 
O U t
 " (m!) 2 2 2 m + 1 2m-1 
(3.15) 
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The maximum value of the unit step function response (3.11) 
occurs for t/T = m and is F(m"t) = m exp(-in) / (m! ) 
To normalise the amplitude of the unit step function response 
to one, we introduce a gain factor G into the filter. 
G = m! m exp(m) (3.16) 









т *• 2 l2m-l ; J q ENG = 
out 
(q/C) (3.17) (2m) 
The optimum time constants τ = τ(m) and the equivalent 
noise charges as a function of the number of integrators η 
are given in table 3, taking into consideration the white 
voltage noise source and the current noise source only. 
The equivalent noise charge was calculated both relative 
to the optimum equivalent noise charge ENC . of the optimum 
filter (2.43) and in absolute values. The same is done 
with the noise expressed in eV . FWHM. 
Table 3: Resolution of the CR differentiating, RC integrating 
filter having all equal time constants τ = x(m)t 
as a function of the number of integrating sections ; 

















































The 1/f noise power contribution is calculated in the 
frequency domain. 
OO 00 л 2 






1 ω 2т ( 3 · 1 8 ) 
The contribution of the 1/f noise source to the equivalent 
noise charge at the output of the filter is 
(3.19) E N C i/f = 4 ( Mk ) 3 ï = i ( M ) Î 5 ^ e x p ( i n ) ( k ) 3 ä 
The equivalent noise charge as a function of m is given 
in table 4. 
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Table 4: 1/f noise contribution of the CR differentiating 



























If the filter time constant τ is not selected equal to 
its optimum value, which is denoted from now on by 
τ = Τ (2m-l) , for instance to obtain a shorter duration 
о ne 
of the response, the equivalent noise charge at the output 
of the filter relative to the equivalent noise charge at 
optimum tuning τ (excluding the 1/f noise contribution) 
is ENC , ^ i 
ENC 12 4 τ ' ! 
τ=τ о 
(3.20) 
This relation is shown in figure 20. 
The 1/f noise contribution does not change if the shape of the 
response remains unaltered. 
Figure 20: The equivalent noise charge relative to the 
equivalent noise charge at optimum tuning 
as a function of the ratio of actual filter 
time constants τ and optimum tuning time 
constant τ . 
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The next step is to take a closer look at the response 
functions for an estimation of the counting rate performance. 
It is found in table 5 that the filter time constant τ 
relative to the noise corner time constant Τ decreases 
nc 
with increasing number of integrators m. A conclusion 
that the response time decreases significantly with 
increasing number of integrators (m) is only true to a 
very small extent. The first indication that the real 
duration of the signal does not decrease significantly 
is the top time as a function of the number of integrators; 
the top occurs at t = тт. 
The unit step response functions with all amplitudes 
normalised to one, ,
 ч
 ^ 




are shown in figure 21 for m=l up to m=5. 
The duration of the step response, calculated from t = 0 
up to the moment that the response has decayed to 10 %, 
1 % and 0.1 % of the maximum value is given in table 5. 
One set of numbers is expressed in units of the actual 
filter time constants τ, the other set of numbers assumes 
the optimum tuning condition τ= τ and the duration of 
the step response function is expressed in units Τ 
Figure 21 : Waveforms of step response functions of 
conventional filters consisting of one CR 
differentiating network and m RC integrating 
networks for m = 1,2,3,4 and 5. 
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Table 5: Duration of the response function of the 
CE differentiatingt m χ HC integrating filter 
as a function of m, expressed in τ and Τ 
·
 J


























duration in Τ 


















The conclusion is that the duration of the response 
decreases with increasing number of integrators and that 
the same happens with the minimum equivalent noise charge. 
The most significant decrease occurs from m=l to m=2. 
A higher number of integrators means greater circuit 
complexity, hence higher cost and reduced reliability. 
These disadvantages do not balance the increase in filter 
quality. As an example, showing its counting rate 
performance we select the relative equivalent noise charge 
equal to its optimum value for m=2 is 1.22; the optimum 
tuning occurs at τ = 0.58 Τ ; Τ = 30.7 ys. The analysis 4
 о ne ne
 J 
rate as a function of the input signal frequency is shown in 
figure 22. 
Figure 22: Analysis frequency as a function of the input 
frequency of signals for double delay line filter 
and the conventional CR differentiating and 2* 
RC integrating filter; ENC
 1 is about 1.2. 
- 59 -
Closing remarks on conventional filters using resistor -
capacitor networks are: 
- This class of filters cannot deal adequately with variable 
charge collection times in the detector. One may expect from 
the shape of the step response functions that the filter with 
least complexity shows least variation of the maximum 
value of the response (vef. 17). 
- The decay time constant τ, of the preamplifier, which is 
practically 50 ys, distorts the ideal charge integration 
property of the preamplifier: I/JÜJT becomes l/(l+ju)T ) . 
A compensating zero can be generated in the CR differentiator 
of the filter by bypassing the capacitor with a resistor 
so that the transfer function of the differentiator changes 
from JCOT/(1+JU)T) to (l+jü)T,) / (I+JÍÜT1) . The transfer function 
from input to output of the differentiator of the filter is 
again 1/ ( jiú) (l+jtüT1) . This arrangement in the nuclear 
electronics field is known as "pole-zero-cancellation". 
Incorrect adjustment results in an exp(-t/T,) component in 
the response function of the filter, which decays relatively 
slowly since τ, is generally much larger than the filter time 
constants, with the consequence of pile-up even at low 
intensities. 
- Last, but not least, there is the problem of unipolar 
signals, the amplitudes of which have to be measured with 
respect to earth level if the amplifying sections of the 
processing chain are AC coupled. The baseline of the response 
functions tends to be below earth level if the DC component 
of the total signal content reaches significant values. In 
this way every signal is recorded smaller than it actually is. 
Since the times of arrival are a random process, the baseline 
is a random process too. Unless precautions are taken the 
baseline variations are experienced as an extra noise 
component in the radiation spectrum and a shifting towards 
the low energy side. To reduce these effects one needs 
special diode clipping networks described in vefs. 19 and 20. 
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C H A P T E R Ц 
T H E P R O P E R T I E S 
O F A T I M E - V A R I A N T 
A N A L O G F I L T E R 
4.1. Introduction. 
The response functions of time variant analog filter used 
for the estimation of signals from semiconductor radiation 
detectors are switched synchronously with the time of 
arrival of the step-like input signals. 
The basic idea stemmed from Kandiah (ref 2, 5: page 495 and 
544
л
 refs. 21 to 27), whose was to restore the signal charge 
from the detector by illuminating a light dependent diode 
in parallel with the input of the preamplifier at suitable 
moments by means of a light emitting diode (fig. 23). 
The convential method of charge restoration was applied with 
a high impedance resistor in parallel with the integration 
capacitor of the preamplifier. At high intensities the charge 
restoration must be faster in order to prevent overload of 
the preamplifier, so it was necessary to select a leak 
resistor of a lower impedance; one has to accept enhancement 
of the noise level. Apart from this aspect, the leak 
resistor is a "difficult" component: a practical value for 
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its impedance is 10 to 10 Ω; the resistor is available 
only as a carbon type and is inpredictable in its noise 
behaviour; it is in size rather large: 3 to 5 cm in length 
and 0.3 to 0.5 cm in diameter; the distributed parasitic 
capacitance causes the effective impedance to be far away 
from a real resistance, with the result that the transfer 
function is of a much higher order than its first order 
approximation. Any pole-zero-cancellation" proves to be 
fairly imperfect. 
Figure 23: Charge compensation at the input of the 
preamplifier by light sensitive diodes. 
Furthermore, replacing the leak resistor removed its noise 
contribution but added the noise induced by the dark 
current of the photo diode and the noise increase due to 
the increased input capacity that follows from (2.43). 
Practically, the noise reduction superseded the enhancement 
of the noise. 
For low energy X-ray systems the action of the photo-diode 
was replaced by illuminating the gate-to-source junction of 
the field effect transistor at the input stage. During 
illumination the gate current is increased by several 
orders of magnitude and thus compensates the signal charge. 
In this way the increase in the noise level by the 
capacitance op the photo-diodes was cancelled. 
The switched charge compensation principle had the following 
consequences for the filter. Compensation of signal charge 
immediately after processing of that signal causes a 
conventional time-invariant filter to generate a response of 
opposite polarity; the overall processing time of one signal 
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is doubled under these conditions. Compensation for a 
large number of signal charges at one time causes a signal 
response again of opposite polarity and amplitude 
corresponding to the sum of all the amplitudes of the 
signals, whose charge is to be compensated; generally 
this signal drives the sections of amplification in 
heavy overload (fig. 24). 
• PROCESSING TIME 
RESPOKSE OF TIC FILTER '\'l Ί ^ " ^ " RESPONSE OF TW FILTB 
Figure 24: Charge compensation; response of a time-
invariant filter network on a pulsed restore 
action. 
In order to take advantage of the reduced noise level of 
the switched charge restoration the aim is to make the 
filter insensitive to the charge compensation response 
effect. This problem can be reduced by the construction of 
special gating circuits between the preamplifier and the 
filter, but a more direct approach is to switch the time 
constants of the filter. 
The starting point was the simplest CR differentiating -
single RC integrating filter. First the RC integrator was 
replaced by a gated operational integrator, which means 
that the integrating time constant τ was switched from 
τ = 0 to τ = о» during the time interval Τ after the arrival 
of a signal. During charge restoration the integrating time 
constant was held equal to zero. 
In the second phase of development the CR differentiator 
was switched too; during interval Τ it was switched from a 
steady state value τ = T. to τ = <». 
A third step was to include an integration time constant T-
of the preamplifier in the filtering process as, being an 
essential part of the filter, it was deliberately increased. 
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The last mentioned time constant is switched in the most 
sophisticated form of the time-variant analog filter. 
An essential in all these time-variant filters is that 
there is more or less exact time information on the arrival time 
of a signal for "firing" the processing sequence of the 
filter. A few aspects of signal detection will be considered 
in chapter 6. For the present we shall assume that an 
accurate signal detection circuit is available. 
In this chapter the properties of the most developed filter 
will be discussed using the results of calculations in 
refs. 24 and 27 in a normalised form. 
We add a calculation of the 1/f noise contribution. 
We shall consider the relation between equivalent noise 
charge and processing time for comparison purposes. Omitted 
are effects of variable charge collection times although 
these effects can be adequately handled by changing the 
operation procedure of the filter. 
4.2. The principle of operation of the sophisticated type 
of time-variant analog filters. 
The time-variant analog filter to be described here consists 
of a switched RC integrator (T»), a switched CR differentiate 
and switched operational integrator: figure 25. 
Figure 25: Equivalent circuit diagram of the sophisticated 
time-variant filter3 consisting of switched RC 
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CONSTANTS Τ АІШ I , 
COdSTANT T j 
PROTECTION PERIOD 
(THE DOTTED LINES 
INDICATE THE PROCESSING 
OF A SIGNAL ARRIVING 
DURING Τ
χ0) 
Figure 26: Timing diagram of the time constants of the 
switched RC integrator> switched differentiator 
and switched integrator time-variant analog 
filter. 
Other types belonging to this class of filters are 
described by refs. 23 and 24. 
The order of switching the time constants is as follows 
(fig. 26). 
At the moment that the signal arrives: 
- the time constant of the switched RC integrator 
remains T„ 
- the differentiating time constant is switched from 
τ = 0 to τ = «о 
- the integration by the gated operational integrator 
is started during interval T. 
At the end of integration interval T: 
- the differentiating time constant is switched back to 0 
- the gated integration is stopped and the output signal 
of the gated integrator can be used for analog-to-
digital conversion. After that the integration capacitor 
of the gated integrator is discharged 
- the RC integrator time constant is switched during Τ 
to a smaller value T /m (m>l). In this way the residual 
voltage of the RC integrator is removed, so that the 
filter is fast ready for a next coming signal. 
The switching of the RC integrating time constant increases 
the noise level temporarily as we shall see later. 
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A protection time Τ is started after the RC integrating 
time constant is switched back to Τ in order to prevent 
a following estimation during the increased noise level. 
Any signal arriving during Τ will be rejected and its 
residual voltage in the RC integrator removed by repeated 
switching of T 2. Another protection interval Τ is 
initiated after the RC integrating time constant has 
returned to its steady state value. Repeated rejection 
may occur if another signal occurs during the newly 
started protection time. An estimation action can be 




As will be shown, the switching of the RC integrating 
time constant reduces the processing time of one signal 
more than the protection time increases the processing 
time again, while the increase of the average noise 
level can be kept sufficiently low. 
4.3. Calculation of the equivalent noise charge 
excluding the 1/f noise contribution. 
We assume that the signal arrives at time t = 0 ; 
the time of observation is t = T. 
The output voltage of the filter at t = Τ due to a unit 
voltage step occurring at t = t (t <T) as a function of t 
А Λ A. 
is called the step weight function. 
In the same manner the output signal of the filter at t = Τ 
due to a unit impulse occurring at t = t is called the 
impulse weight function. 
In fact, the weight functions are identical to the 
corresponding response functions with inversed time scale. 
Therefore weight functions F(t,0) and F'itfO) can be used 
in the same way as response functions F(t) and F'(t) before, 
except F'itfO) = - -rr F(t,0), which does not make a difference 
in the noise power calculation. 
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The unnormalized step weight function, with y = T/ T2 i s 
- for T>t>0: (from Deighton refs. 24 and 26) 
F(t,0) = Τ {HZ! - |
 +
 exEÍZJÜ exp(|-)} 
- for 0>t>-T : 









 {Н-^ехр(-ц) θ χ ρ { ΐ 2 ζ ϋ Τ χ } exp(^)} (4.3) 
(Note: Τ /m is the RC integration time constant 
during T.) 
The unnormalized impulse weight function is 
- for T>t>0: 
F'ftfO) —exp(-y)exp(|-) <• 1 (4.4) 
12 
- for 0>t>-T : 
F'itrO) =-{y-l+exp(-y)} exp(^-) (4.5) 
i2 
- for -T >t: 
χ 
F'ít^) =-m{y-l+exp(-y)} exp{ (""1)Tv}expffi) (4.6) 
± 2 χ i 2 




 * T{y-lïexp(-y)) ( 4 · 7 ) 
The step and impulse weight functions are shown in figure 27 
Figure 27: Step weight function and impulse weight function 
of the time-variant analog filter. Weight 
functions for Τ„ unswitched are also indicated. 
ó 
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We expect from this figure that switching RC integrating 
time constant Τ to T./m Τ before the arrival of the 
signal to be estimated decreases the current noise power 
but increases the voltage noise power considerably, so 
that there is a net increase of noise. 
The current noise power is proportional to 
Τ 
ƒ F2(t,0) dt = T3( ì - i- + ^  - (i- + i-) exp(-y) + 
3 2
^ V μ V 
L_(i . D { -1-ьехр(-у)}
2
 e x p ^ 2 % 
2μ m У 2 
The voltage noise power is proportional to 
Τ 
ƒ F'2(t,0) dt = T( f - ì + üii βχρ(-μ) + 
2 Τ 
i-{y-l+exp(-y)} (m-1) ехр(-2=^) 2μ (4.9) 
The first parts of (4.8) and (4.9) represent the noise 
powers for Τ -»• о» or if T- is not switched at all; the 
second parts represent the change due to the switching 
time constant T 2 to T2/m at the end of the previous 
estimation cycle. 
The minimum equivalent noise charge as a function of μ=Τ/Τ2 
is shown in figure 28 (from (3.6)), with Τ
χ
-* ». 
Figure 28 ; Minimum equivalent noise charge of the 
time variant filter with the protection time 
Τ -*• » as a function of у = T/T . 
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For μ = 2, the optimum integration time Τ is (from (3.5)) 
Τ = 2.11 Τ . The equivalent noise charge if Τ ^  2.11 Τ 
ne ne 
is found using relation (3.20) after applying the 
normalizing gain constant. 
Now we examine the noise increase as a function of Τ for 
χ 
the approximate optimum situation: μ = 2 and Τ = 2.11 Τ T inc eased quivalent noise charge is expressed relative 
to the equivalent noise charge obtained if Τ -*• <». Results 
with m = Τ-ΖΤ* as a parameter are shown in figure 29. 
Figure 29: Relative increased noise due to switching 
EC integrating time constant Τ to Τ '=T„ 
as a function of the time interval Τ 
with m as a parameter. 
χ 
From this figure the following can be concluded: 
the noise drops rapidly with Τ increasing and 
the noise increases by the ratio m = T./T-'. 




relation between the noise increase and Τ can be used to 
χ 
calculate the average value of the noise increase. 
If the noise level during estimation of signals with small 
time interval Τ is not to be increased unlimited, a lower 
χ 




Any signal arriving within this interval has to be rejected. 
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It is calculated that the expression of the average noise 
power is equal to expressions (4.8) and (4.9) if in these 
Τ 
expressions
 е х р 1 _ 2 ^ ) i s r e p l a c e d b y (Deighton, ref. 27) 
nT Τ Τ 
j^-f- exp(-2^) = ^  exp(-2^) (4.10) 
where η is the average frequency of the input signals. 
The relative equivalent noise charge as a function of the 
average input signal frequency η is shown in figure 30 
for m = 10, 'T = Τ and Τ = 2.11 Τ ; also with Τ = 0.5 T. 
xo ne xo 
—τ г 
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10* И* 2 5 ю' 
Figure 30: Relative equivalent noise charge as a function 
of the input frequency of signals of the time-
variant filter: m = 10. Τ = Τ. Τ = 2.11 Τ 
xo ne 
and another situation with Τ = 0.5 T. 
xo 
In order to preserve the excellent relative equivalent 
noise charge the protection 
than the integration time T. 
time Τ should be greater 
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4.4. Analysis frequency as a function of the input signal 
frequency when using the time-variant analog filter. 
The processing time Τ of one signal determines in 
general the analysis frequency at a certain input signal 
frequency. For the switched RC integrator, switched CR 
differentiator, gated operational integrator filter 
the situation is slightly different since the processing 
time for rejecting a signal (T,+T ) is shorter than the 
α xo 
processing time for a complete estimation (T +T +T). 
Deighton (ref. 273 page 9) calculates 
analysis frequency 
input signal frequency 
ехр{п(Т+Т,+Т ) }4-exp(nT)-l 
(4.11) 
This ratio with T 0 unswitched is {T (1%) = 4.6T-+T} 
2 pr 2 
analysis frequency 
input signal frequency exp{2n(4.6T2+T)} 
(4.12) 
We insert practical values in (4. 11) and (4.12): 
T=2.1T , T„=1.05 Τ , Τ = 2.1 T . Τ, = 0.7 Τ, 
ne 2 ne xo ne d 
m = 10 and T = 30.7 ys; the analysis frequency as a 
function of the input frequency of signals is shown in 
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Figure 31 ; Analysis frequency as a function of the input 
frequency of signals of the switched RC 
integrator, switched CR differentiator and 
gated integrator filter. Also the case with 
the RC integrator unswitched is shown. 
Opimum tuning is selected; Τ - 30.7 ps. 
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4.b. Calculation of the 1/f noise contribution. 
We consider a noise event occurring at t (t<T) and we 
calculate the noise voltage at t=T as a function of t 
(= r(t) ). We substitute y = {(T-t)/T )} 
χ = {m(T-t)/T2)} (4.13) 
and normalise t/T- -*• t1 and t' -»• t 
Τ /T_ -> Τ 'and τ ' -»• Τ 
x 2 χ χ χ 
Note μ = Τ/Τ . 
For T>t>0 
Τ 
r(t) = ƒ (T-t)"* F'(τ,Ο) di 
t /(y-t) 
= 2T2^ {- ƒ exp(t-p+Y2)dy + (1-t)^} (4.14) 
For 0>t>-T 0 
Τ 0 
r(t) = ƒ (τ-t)"^ Γ'ίτ,Ο) dx + ƒ (τ-t)"^ Γ'ίτ,Ο) dr = 
ο
 / ( μ
- ^ t 
= 2T2ÍS (- ƒ exp(t- +y2)dy + (l-t)3*- (-t)^ + 
/(-t) /(-t) 
-{y-l+exp(-y)} ƒ exp(t+y2)dy (4.15) 
For t<-T 0 
Τ 0 
r(t) = ƒ (x-t)"^1 (T,0)dT + ƒ (T-t) -^' (Tf0)dT + 
0 m -Τ 
~x
 x 
+ ƒ (T-tî^F· (T,0)dT 
/(y-t) 0 
= 2T235(-/ exp(t- +y2)dy + (1-t)35 - (-t)^  + 
/(-t) /(-t) 
-{y-l+exp(-y)} ƒ exp(t+y )dy + 
/(-t-T 
/{-m(t+T )} 
- m^ {y-l+exp(-y)} ƒ exp{m(t+Tx)-Tx+x } dx ) (4.16) 
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The results of some calculations are indicated in table 6. 
We assume the optimum situation with y = 2. 
Parameter values Τ /Τ = yT /Τ are 5 and 10. 
For Τ /Τ = m = 1, the switching action of T 0 is irrelevant 
and it is calculated that ƒ r (t) dt = 2.26, hence 
ENC , = 9.1 and FWHM = 75 eV. 
rel 
Table 6: 1/f noise contributi on to the noise level at the 
output of the all time constants switched 
time-variant analog filter. 
Τ 
0 . 1 
0 . 2 
0 . 5 
1 .0 
2 . 0 
μ = 2 
m = Τ,,/Τ,· = 5 
Jr ( t ) d t 
2 . 9 
2 . 8 
2 . 5 
2 . 3 
2 . 3 
ENC 
1 0 . 2 
1 0 . 1 
9 . 6 
9 . 2 







m = Τ , / Τ , ' = 10 
jVujdt 
3 . 2 
3 . 1 
2 . 7 
2 . 4 
2 . 3 
ENC 
1 0 . 9 
1 0 . 7 
9 . 9 
9 . 3 







The table shows that the increase of the 1/f noise 
contribution is significant for short protection times 
Τ /Τ < 1.0. 
χ 
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C H A P T E R 5 
P R I N C I P L E O F O P E R A T I O N 
A N D P R O P E R T I E S O F T H E 
T R A N S V E R S A L D I G I T A L 
F I L T E R 
S.l. Introduction. 
The principle of operation of the transversal digital 
filter is entirely different from the analog filters. 
In a spectrometer with analog filter first filtering 
occurs followed by analog-to-digital conversion; in 
the spectrometer with digital filter first analog-to-
digital conversion is performed and thereafter filtering. 
The specifications for the analog-to-digital converter 
in the two systems are very different. 
The conversion in the digital filter has to be very fast 
(200 ns) and rather accurate (1:4096) , the pulse height 
converter of the analog system needs a good differential 
linearity (1 % of the least significant bit) and medium 
conversion speed (5 \xs) . 
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The digital filter consists of 
a sampling system, that generates the true average signal 
level during one clock period 
an analog-to-digital converter, converting every sample 
into a proportional digital value while using the 
digitized previous sample as a preset value 
a digital processor that computes the estimated amplitude 
from several digitized samples 
The digital filter receives a start processing signal 
from a signal detection circuit that will be discussed 
in chapter 6. 
The sampling system consists of four gated integrators 
operating cyclically one at a time during every clock period 
(fig. 3). The operating cycle of any of the four integrators 
is as follows. 
clock period i : the gated integrator integrates the 
input signal during this clock period 
clock period i+1: the result of integration is settling 
and is used for presetting the analog-
to-digital converter for the fine 
conversion during the next clock period 
clock period i+2: the result of integration is used for 
fine approximation of the sample 
clock period i+3: the gated integrator capacitor is 
discharged and is prepared for a new cycle. 
Two analog multiplexers connect the appropriate gated 
integrator outputs with the preset or the fine adjust input 
of the analog-to-digital converter (fig. 32). 
The block diagram of the analog-to-digital converter is shown 
in figure 33. For an extended explication see ref. 29 . 
The series-parallel conversion takes place 3 times in 32 
levels (5 bits ADC). 
During clock period j the preset input is converted with 5 
bits accuracy and the result is stored in a register of the 
first 5 bits ADC. 
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PREBET WLTIPLDtïH OUTPUT j — J 
' 
ADJUST MJLTIPLDBK 
—I 1 I 
CLOCK PERIOD. 200 NS 
Figure 22: Timing diagram of the integrating sampling system. 
HI'lE BITS SECTION 
Figure 33: Block diagram of the 12 bits3 400 ns 
analog-to-digital converter. 
During clock period j+1 the preset input signal (which has 
changed) minus the analog value, proportional to the digital 
value of the previous 5 bits conversion (obtained by means 
of a digital-to-analog converter) is amplified 16*. The 
second 32 level parallel converter, connected with the 16х 
9 
amplifier Increases the accuracy to 1:2 . 
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One bit is used for redundancy. This means that the 
-5 input signal can deviate 2 of the maximum signal level 
from the previous signal in order to ensure proper 
operation. The least significant 5 bits are stored in a 
register of the second 32 level parallel converter and 
the 5 most significant bits are stored in register 0/4. 
The redundant bits are added afterwards in a high speed 
adder using full carry-look-ahead. 
During clock period j+2 the sample is switched over 
from the preset input to the adjust input. The analog 
signal of the sample minus the analog value proportional 
to the previous nine bit analog-to-digital conversion 
is amplified 128*. The third 32 level parallel encoder 
converts the output signal of the 128x amplifier with 
5 bits accuracy. The two most significant bits of the 
third 5 bits ADC and the two least significant bits of 
the 9 bits conversion are redundant. After adding the 
redundant bits,the final result with 12 bits accuracy 
is obtained. 
The inverting amplifier and offset currents serve the 
purpose of matching dynamic ranges of the input signal 
(-0.7 to -5.7 volt) and the 32 level parallel encoders 
(+0.7 to + 5.7 volt) and to adapt the logic true or 
false of the digital-to-analog converter switches; the 
block diagram represents the actual situation. 
Concluding, the analog-to-digital converter uses the 
previous sample as a preset value. The proper operation 
of the conversion is ensured if the difference between 
the previous and the present sample is less than 2 
(3 %) of full scale. 
The digital output of the analog-to-digital converter is 
delayed 1024 clock periods by 12 dynamic MOST shift 
registers in parallel. 
- l i ­
lt is important to realize that the only thing which 
happened until now is that the signal level at the output 
of the preamplifier is observed in small time intervals 
equal to the clock frequency, we took the average value 
of the signal level during every clock period, digitized 
every sample apart and delayed digitally. The averaging 
sampling system, analog-to-digital converter and shift 
memory perform the equivalent action of some kind of 
delay line. 
Instead of constructing taps on the delay line and adding 
weighted signal voltages on the taps for estimating the 
amplitude of the stepfunction at the input, we monitor 
during every clock period the digitized samples leaving 
the delay memory and we start calculating when the samples, 
that are to be used for the estimation of the signal step, 
are coming out. 
A calculating register or accumulator is preset at zero. 
The delay time of the digital start processing shift 
register is selected in such a way,that the processing 
is started when the base line estimation samples start 
(hence ІС^-Т,/^ 35) leaving the shift memory. The samples 
corresponding to the base line interval Τ are subtracted 
sequentially from the content of the accumulator; the 
samples corresponding to the signal level estimation 
interval after the voltage step at the input occurs, are 
added to the content of the accumulator. 
At the end of the signal level estimation interval the 
content of the accumulator is transferred to the output 
register. This is the digital result of the estimation 
of one signal, that is to be stored in the usual way in 
the analyser memory. 
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Figure 34: Timing diagram of the digital processing 
part of the transversal digital filter. 
In order to deal with signals which have overlapping 
signal level and base line estimation intervals 
(the signals can be measured independently) the amount 
of digital cicuitry is increased. During one clock period 
both a subtract cycle and an add operation may occur 
in two accumulators (see figures 34 and 35); the two 
accumulators are used alternately. The accumulator 
that must be updated is connected with the subtractor/ 
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Figure 35: Blockdiagram of the digital processing part of 
the transversal digital filter. 
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Some practical considerations are the following. 
- The signal is unsynchronised with the clock 
frequency of the filter; it means that at least one 
sample,corresponding to the clock period during which 
the signal voltage step occurred, cannot be used for 
estimation. 
- The correct operating procedure of the analog-to-
digital converter is disturbed when a signal voltage 
step arrives, since the difference between a base line 
sample and a signal level sample is generally greater 
than 3 % of full scale. The noise superimposed on the 
base line and signal level is in practice too small to 
disturb the correct analog-to-digital conversion. 
Also, the next sample cannot be approximated correctly 
since its preset value is incorrect. The proper operation 
is restored two periods later than the clock period 
during which the signal voltage step occurred. 
- The step function of the input signal to the filter 
is in reality a {l-exp(-t/T2)} function where T2 is the 
RC time constant of the preamplifier. The amplitude of 
the sample decreases significantly if the step is detected 
just before the end of the previous clock period, 
resulting in an error during estimation. Since the sample 
will not be used in order to ensure proper operation of 
the analog-to-digital converter, also the RC time 
constant of the preamplifier will in practice not 
influence the estimation of signals. 
- In practice the four gated integrators cannot be constructed 
in such a way that the result of integration is exactly the 
same for every integrator if the input signal is a DC voltage, 
at least it cannot be made true for every DC voltage in the 
dynamic range of the gated integrators. Therefore multiples 
of four samples are used both in the base line estimation 
interval and the signal level estimation interval after the 
signal arrives. Every gated integrator is used equally 
during both intervals, so that individual differences 
(offset and gain variations) are eliminated from the final 
result. 
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The redundancy of the analog-to-digital converter 
is able to accept the differences of the integrators. 
- The step weight function of the digital filtering 
system is determined by the integration during every 
clock period and the weight factors; the total effect 
is a step weight function which is characterised by 
straight line segments. The clock period during which 
the signal step occurs and the following one are not 
used for estimation. In this case there appears in the 
step weight function a flat maximum during two clock 
periods (400 ns). We know from (2.51) that T./T 
ι nc 
determines the noise increase. In order to keep the 
increase small for any practical value of Τ (5 - 50 \is) 
Τ and so the clock period itself should be minimally 
hence the conversion speed of the analog-to-digital 
converter is specified as high as possible. 
- The accuracy of the analog-to-digital converter (1:4096) 
is related to the quantization distortion. It is 
examined in chapter 6. 
- The duration of the estimation periods is selected in 
accordance with the noise properties of the radiation detector 
and preamplifier. The number of samples used in an 
estimation interval represents after multiplication 
with the clock repetition time (200 ns) the duration 
of an estimation interval on the absolute time scale. 
If the estimation interval is doubled then the number 
of samples used in the estimation is doubled. The 
result of a complete estimation cycle is doubled too. 
Division by two is digitally very easy, so that the energy 
scale of a spectrum is very well defined after changing 
the duration of the estimation intervals, and even can 
be kept constant. 
5.2. Calculation of the optimum transversal digital filter. 
The filter weight function F(t,T) is characterized by 
straight line segments. In the present calculation the 
base line estimation interval and the signal level estimation 
interval after the voltage step are not separated by 
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an interval Τ ; the signal is supposed to arrive 
exactly at t=T, the time scale starting at the beginning 
of the base line estimation interval (fig- г 6 ) . 
— | - Н — I — I I I I 4 
1 
T-0 T-T T-2T 
Figure 36: Hypothetical processing cycle of the transversal 
digital filter: base line estimation period and 
signal level estimation period after the voltage 
step are interconnected; the signal arrives at t=T. 
The practical situation is restored if a flat portion in 
the weight function is assumed; the increase in the 
equivalent noise charge is found using (2. SI). 
We shall approach the response of the optimum filter 
from the standpoint expressed in chapter 2 {section 2.3, 
fig. 9} with Τ =2T . It is obvious (from fig. 9) in 
w о 
which way the slope of these line segments have to be 
chosen approximately. 
The impulse weight function F'Ct,!) is the second factor 
which determines the noise power at the output of the filter. 
Our task is to select the weight factors in such a way that 
minimum noise power at the time of observation is obtained, 
and to find out the deviation from a first approximation. 
There are in practice a number of observations in the 
estimation intervals which have to be given equal weight 
numbers: the observations are grouped in multiples of four 
for compensating any effect of inequality of the four 
integrating samplers. The groups of observations with 
different weight factors have all equal time duration. 
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In our calculation we assume N such, groups within both 
base line estimation interval and also N such groups in 
the signal estimation interval after the voltage step, 
they are applied in the opposite order. 
For instance, the lowest weight factor is applied to the 
first group of observations in the base line estimation 
interval and to the last group of observations in the 
signal level interval. 
We assume the sum of all weight factors to be unity, so that 
N 
Σ w i = 1 (5.1) 
i=l 
With the total duration of the estimation intervals 
equal to Τ, it follows for the signal amplitude, that 
N 
| Σ w. = F(T,T) = | (5.2) 
i=l 
As in previous situations the normalizing gain constant 
is applied in the final result. 
The unit step weight function F(t,T) is 
for 0<t<| : F(t,T) = w 1t 
for 2j<t<2§: F(t,T) = w2(t- §) + w j 
and in general for (k-l)j|<t<kj| with l^k^N (5.3) 
k-i 
F(t,T) = wk{t-(k-l)|} + | Σ і 
i=l 
During the signal level estimation interval T<t<2T 
one finds 








l-k Пк-1>§-0 + Ñ
 1 = 1 "i <5·4> 
The unit impulse weight function is F'(t,T): 
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for (k-l)|<;t<k| with l<k<N: F'itjT) = w k (5.5) 
for (k-l)|<t<k| with N+l^k^NrF1 (t,T) = -w2N+l-k 
(5.6) 
The current noise power is proportional to N., with N. 
2T Τ 
N i = ƒ F2(t,T) dt = 2/ F2(t,T) dt = 
0 0 
N




= 2 Σ / (w { t - ( k - l ) ¿ > +1 Σ w ) d t = 
^
1
 ( k - i ) ¡ N N і=1 1 
Τ N N k-1 2 
= 2 Σ / (w f + i Σ w ) 
k = l K N i=l χ 
d t I _ 
- ι N 3 k-1 k-1 2 
= 2 ( £ ) J Σ ( І w k + w { Σ w.} + { Σ w.} ) ( 5 . 7 ) 
k = l i = l i = l 
W i t h (5.1) 
k - 1 k - 1 N k - 1 N 
Σ w. = w, + Σ w. = 1- Σ w. + Σ w. = 1 - Σ w. 
. 1 1 • i l - o i - τ 1 · ι ΐ 
1=1 1=2 i = 2 i = 2 i = k 
( 5 . 8 ) 
a n d . 2 . Ν n 
L· = ¿ { 1 - Σ w . } ( 5 . 9 ) 
1 J
 i = 2 1 
Expression (5.7) for N. turns into 
3 Ν 2 Ν 3 Ν Ν 2 
Ν. = 2Ш (4(1- Σ w, } + Σ {^ w, +W. (1-Σ w, ) + (1-Σ w ) } 
1 Ν J
 i=2 1 k=2 J Κ Κ i=k Л' і=к 1 
(5.10) 




 = ƒ F,2(t,T) dt = 2 ƒ F,2(t,T) dt = 
0 0 
Τ 
N k Ñ 2 N ^ 2 N 2 
= 2 Σ ƒ w. dt = 2 Σ Γ w .dt' = 2(¿) Σ w 
1f=l Τ K lc=l k=l 
*
 1
 (k-l)| 0 1 (5.11) 




Ν 2 Ν 2 
ν и i=2 1 k=2 Κ 
Τ
 2 
The signal power (from (S02)) is S = (^ ) 
The ratio of the noise power and signal power relative 
to the ratio of noise power and signal power of the 
absolute optimum filter with Τ •*• œ and Τ -Τ -*•<*> c
 о w о 
charge ENG , : 
rel 
——- Ν + Τ Ν 
2 Τ i ПС и „, Ν. NT Ν ENG rel 2 NT L 2 7 V
J
 Τ Τ 
2 (i) П С ^^N' ¿N 
(5.13) 
Totally there are N-l independent parameters which 
together determine the N parameter w . 
The expression for the equivalent noise charge is 
minimized by putting the first derivative to every weight 
factor w. equal to zero, hence 
d 2 
-=— ENG , =0 for every w.: 2<j<N dw. rel J j =J = 
: 
This results in (N-l) linear equations. 
Observing the differential quotient of the current noise 
contribution only, one finds 
, Ν N j-l N 
= - -fU- Σ w.) + 4w. + 1 - 2w. - Z w . - Σ W.+ d W j , Τ, 3 3 1=2 1 3 3 3
 i = 2 i i = j + 1 ^ 
Z t N ; j N 
-2(j-l) + 2 Σ { Σ w.} (5.14) 
k=2 i=k 1 
Doing the same for the voltage noise contribution only , we get 
Ν N 
V
 = -2(1- Σ w.) + 2w. (5.15) . dw. „T . „ i 
3 2Ñ 1 = 2 
We write the matrix for the inhomogeneous set of linear 
equations as |A| w = b 
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Matrix w is: 
and the column matrix b is 
A = Га 22 
l 3 2 " 3 3 
L a N l 
( W 2 ' W 3 ' • • W N ) 
fb2A 
l 2 3 a 2 4 





If we multiply the differential quotient by 
NT 
nc 
the contribution of the current noise power to the 

















The contribution of the current noise power to the 
elements of column matrix b is: 
Δ . = К 
ι 
2 бі-7 (5.18) 
The contribution of the voltage noise power to the 
differential quotient for the elements of matrix A is 
Да.. = Да.. = 2 and Да.. = 4 
11 
(5.19) 
The contribution to the elements of column matrix b 
is constant for every element ДЬ. = 2 (5.20) 
The solution of the set equations depends on the number 
of weight factors N used in one estimation 
interval and the ratio of one estimation interval and the 




The matrix equation is given below. 
4 2 5 2 5 2 5 2 
|Κ +4 | K Z + 2 |K^+2 ... | K Z + 2 
|κ2+2 !§Κ2+4 ^K 2+2 ^ K 2 + 2 
|κ2+2 •4к2+2 •~Κ2+4 і2к2+2 
|κ2+2 ^ Κ 2+2 ІІК2+2 -£ÏÏZ12K2 + 2 
L | K 2 + 2 Ц
к
















The solution is found by the conventional methods of 
matrix inversion. 
The solution for N=2 is 
w, = 1 - w, 
5 2 |к^+2 
W2 = "O jK +4 
(5.22) 
The solution for N=4 is 
W2 = 
w 3 = 
W4 = 
2 2 2 
5(| )3-l8(| )2+12(| )+8 
2 2 




2 2 2 
-19 (| ) 3 +6(| )2+ 60(|')+ 8 
2 2 2 
5б(| )3+21б(| )2+192(| )+32 
2 2 2 
71 (у-) 3+222 (|-?+132 (γ-) +8 
2 2 2 
56 (|-) 3+2l6 (y-) 2+192 (|-) +32 
and w = 1 - w - w. - w (5.23) 
For N=2 the optimum weight factors as a function of 
Т/Т
 c
 are shown in figure 37. 
The minimum equivalent noise charge that is reached with 
optimum weight factors as a function of T/T is shown 
г
 ne 
in figure 38. 
For N=4 the optimum factors are in figure 39 and the 
minimum equivalent noise charge is in figure 4 0 as a 
function of T/T „. 
nc 
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Figures 37 and 38' Optimum weight factors and minimum 
equivalent noise charge, assuming optimum 
selection of weight factors (w and w9) 
1 ó 
as a function of T/T 
nc 
5.0 1 0 5 0 
-| 1 1 1 1 Ill 
2.0 3,0 1.0 5 0 
Figures 39 and 40: Optimum weight factors and minimum 
equivalent noise charge, assuming 4 optimally 
selected weight factors (w
η
¡w03w and w ) , 
1 ¿ ó 4 
as a function of T/T 
J J
 nc 
Comparing figure 8 on the one side and figures 3 8 and 40 
on the other, we see the excellent approximation of the 
equivalent noise charge of the transversal digital filter 
to the equivalent noise charge of the optimum filter with 
limited response time Τ = 2T . The approximation is 
w о 
better with a greater number of weight factors. 
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For T/T > 3 there is no significant advantage since the 
nc 
approximation to the absolute optimum value is less than 
2 %. It might be interesting to compare the unit step 
response function F(t) (from (2.44) and (2.47)) and 
unit impulse response function F'(t) (from (2.68) and (2.72), 
T^O) with the step and impulse weight functions 
F(t,T) and F'(t,T) of the digital filter. This has been 
done in figure 41 with T/T = 4. 
The simplest transversal digital filter with a single 
weight factor w = 1 , or what is in fact the same, 
all weight factors equal to one, corresponds entirely 
to the double delay line clipping filter dealt with 
in section 3.2. 
Figure 41: Unit step and impulse weight functions of the 
transversal digital filter with 2 or 4 optimally 
selected weight factors shown together with 
optimum Τ =2T response functions : T/T = 4. 
^ w о ^ ^ ' nc 
5.3. Effects of simplification of the digital processor 
circuitry by the selection of weight factors equal 
to powers of 2. 
Multiplication of an observation by any real number (=weight 
factor) involves quite an amount of digital circuitry. 
Due to that circuit complexity there may arise a speed 
limitation; every multiplication should be executed in one and, 
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for reasons to be explained later, better still, in half 
a clock period. Multiplications of observations by integer 
powers of two (2°, 2 1, 2 2 and so on) can be carried out 
very easily since the multiplication corresponds to shifting 
the binary digits of the digitized observation 0,1, 
positions higher. The combinations which might be attractive, 
can be deducted from figure 29 , assuming the number of 
weight factors to be four. 





















The condition that the sum of all weight factors is unity 







and the relative equivalent noise charge is found using 
(3.6) J5.ll) and (5.13); its function of ^/^
nc
 is shown 
in figure 4 2 for every combination a, b, c, d and e. 
As a referenc 
is shown too, 
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Figure 42: Relative equivalent noise charge as a function 
of T/T for the transversal digital filters 
J
 nc 
using any set of weight factors 1111, 1112, 1124 




Although weight factors are imperfect, for every T/T 
a set of weight factors can be selected providing the 
lowest equivalent noise charge. This equivalent noise 
charge also approaches the absolute optimum value within 
a few percent. The digital circuitry necessary for 
multiplication has been reduced to one multiplexer per · 
binary digit! As could be expected from figure 40 no 
improvement for T/T > 3 is possible with N £ 4. 
Set (e) of weight factors is not attractive for any 
practical situation. In the practical circuit, sets 
a, b, с and d can be selected. 
The procedure for selecting the set of weight factors 
is straight-forward: once the noise corner time constant 
is known and, the analysis rate which should be reached 
at a certain input signal rate has been decided upon, 
the ratio T/T is determined. The best selection can be 
nc 
read from figure 42. The only problem is to match the 
analysis rate and the equivalent noise charge that is allowed, 
5.4. Contribution of the 1/f noise source to the equivalent 
noise charge at the output of the transversal digital 
filter. 
As usual the contribution of the 1/f noise sources to the 
equivalent noise charge at the output of the transversal 
digital filter is considered after first taking into 
consideration the current noise source in parallel with 
the input of the preamplifier and the white voltage noise 
source in series with the input of the preamplifier. 
For the 1/f noise calculation we use the time domain 
approach. We consider a noise event at time t (t < 2T+T ) 
and calculate the noise voltage at the output of the digital 
filter at time 2T+T as a function of t which is r(t). 
2T+T , 
r(t) ƒ 1 (τ-t)"* F'(τ,Τ) dx (5.25) 
t
 2T+T 





 J^ '" f •'• w2N+l-k N ^ w,, 2N ^ТГ
1
*! W, 
r(t)= £ ƒ * dt - Σ ƒ ^ Т dt = 
k=1(k-i)¡ ( й х ^ ^ Χ ^^(k-D^T^V^ Χ 
-
 2
 ! wk( íki - t } ^ - <<k-i)g - t } ^ + 
"2 £ > + 1 - k ( { 4 + T r t } 3 5 - Uk-Dl^- t} 3 5 (5.27) k=N+l 
For (i-l)|<t<i| , with l<i<N 
"^N w. N Ñ w, 
r ( t ) = ƒ i - _ d t + Σ ƒ ¡ L _ d t + 
t ( t x - t )* k = i + 1 ( k - i ) Ï < V t ) % 
Τ 
„ „ k^+T, 
2 N N 1 W
' > M X 1 ν 
-
 Σ




 ( к - і ) | + т 1 ( V ^ X 
= 2 W 1 { i | - t } ? 5 + 2 Σ w k ( { k | -ti1* - { ( k - l ) g - t }^) + 
-
2
 ^ l i ^ N + i - k ^ ^ i ^ ^ - Uk-i)|
+
T1-t}^ 




 -Vl^+l-^^r^4-^*-1^!-^4 ^ 5· 2 9) 
k=N+l 
For (i-l)S+T1<t<i^+Tl , with N+KK2N : 
.Τ Τ 
1Ñ+T1 w-,,.^ . . 2N kÑ+Tl w-,,^ , . 
r(t)- - ƒ 2 Ы + 1 1 dt - Σ / -2N±llk 
t (tx-t)^ ^^(k-D^T^V^^ 
2N 
Σ 
k = i + l * -
2 w 2 N + l - i
{ i l + T r t > , l - 2 1 i J ^ 2 Ы + 1 - к ( { к ? К - ^ - { ( k - l ) ^ 
( 5 . 3 0 ) 
Integral (5.26) has been calculated numerically; 
results for the weight factor sets listed in the previous 
section a, b, с and d and some ratios T../T are given 
in table 7. The contribution of the 1/f noise power is 
dependent on the shape of the response function F(t,T) 
only; the time scale factor is unimportant. 
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Table 7: 1/f noise contribution at the output of the 
transversal digital filter with Τ
η
/Τ and 
weight sets as parameters. 
Weights 
1 1 1 1 
(a) 
1 1 1 2 
(b) 
1 1 2 4 
(c) 






































































































5.5. Analysis frequency as a function of the input signal 
frequency of the transversal digital filter. 
The sequential subtraction and addition is done from the 
delayed beginning of the base line estimation period until 
the delayed end of the signal level estimation period after 
the input signal step function. A complete estimation cycle 
therefore lasts 2T+T . In principle one should be able to 
measure signals between which there are intervals greater 
than Τ + Τ , but the signal level estimation period of the 
first signal and the base line estimation period of the 
second signal overlap, see figure 43. One can obtain the full 
advantage of this situation by a small extension of the 
digital circuitry of the processor, so that two estimations 
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Figure 43: Processing of two signals with overlapping 
signal level and base line estimation periods. 
can be performed during the same clock period. In the 
first half a subtraction can be done; the result is 
stored in a first calculating register or accumulator. 
In the second half of the clock period an addition can be 
executed, the latter result being stored in a second 
accumulator. In practice, with simplified multiplication, 
a double arithmetic procedure can be readily within the 
200 ns clock period (24 bits subtraction or addition). 
The output of the accumulator to be updated is fed back 
to the input of the subtractor/additor through an extra 
multiplexer. Except for some control circuitry the extension 
is an extra accumulator and a two-input digital multiplexer 
for every binary digit of the accumulator; total about 
15 dual-in-line packages. In this way the effective 
processing time is reduced to Τ = 2 (Τ + Τ ). 
It follows (from (2.75) 
analysis frequency 
= exp{-2n(T+T1)} (5.31) 
input frequency of signals 
where η is the input signal frequency. 
For T/T = 2, T,/T =0.05 and weights 1124, the 
' nc 1 nc 
analysis frequency as a function of the input signal 
frequency, is shown in figure 44. For comparison, figure 31 
representing the pulse rate performance of Kandiah's 
time-variant analog filter network is redrawn in figure 44 · 
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Figure 44: Analysis frequenay as a function of the input 
signal frequenay for the transversal digital 
filter at optimum tuning (T/T =2.2. T^/T =0.05 
no 1 no 
and weights 1124) and Kandiah's switched time 
constants filter (see also figure 31). 
5.6. The effects of bandwidth limitation at the low 
frequency side (=imperfect integration). 
If the charge sensitive preamplifier has a decay time 
constant Τ,, two effects can deteriorate the quality of the 
signal estimation filter, which are the increase of the 
equivalent noise charge and the increase of the processing 
time. The last-named problem has to be handled with more 
care, but in practice the effect can be sufficiently minimized. 
We calculate the effects mentioned for the simplest digital 
filter with all weight factors equal to one. 
The overall unit step weight function G(t,T) is 
t<0: 
Tdexp(u>dt) (βχρ{-ωά(Τ+Τ1) }-l) (l-exp (-ЮдТ) ) (ü)d=l/Td) 
0<t<T: 
Td(exp{- u)d(T-t) }-1+ехр{-ш (T+T -t) }{ΐ-βχρ(-ω T) }) 
T<t<T+T : 
Tdexp{-ü)d (T+T^t)} {l-exp (-ω
α
Τ) } 
T+T <t<2T+T : 
Td(l-exp{-Wd(2T+T1-t)}) (5.32) 
The unit impulse weight function is found by differentiation. 
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G (Τ,Τ) (5.33) 
For T. = 0 and Τ/Τ = /З the increase in equivalent 1 nc ^ 
noise charge is as shown in figure 45. 
Figure 45: Increase in the equivalent noise charge due 
to imperfect integration as a function of T, 
for the simplest digital filter with Τ =0 and 
T/T = /3, 
nc 
The problem of pile-up that arises with Τ,-»· 0 is much more 
serious. Suppose a signal arrives at time t=0 with amplitude 
A and a second signal arrives at time t=t with amplitude B. 
We observe the disturbing voltage of A during the estimation 
of B. The input signal v. to the filter is, assuming the 
v. = A exp(-U.t)
 1
 *<+<+ s i m P l e s t 
i d 
0<t<t 
χ digital filter, 
t>t (5.34) = A exp(-tüdt) + В exp{-ü)d(t-tx) } 
The estimate of В is given by 
t t +T 
χ χ 
- ƒ vi(t)dt + ƒ vi(t)dt = 
t -T t 
X X 
=AT,exp(-ω,t ){2-exp(-ω Τ)-exp(ω Τ)}+BT .{1-ехр(-ω,Т)} 
d χ 
(5.35) 
In the worst case situation when t is minimum, t = Τ 
and for the ratio of disturbance and estimation of В it 
follows that 
- - {1 - exp(-cüdT) } (5.36) 
- 96 -
For Τ, >> Τ (5.36) reduces to § £ (5.37) 
d В T d 
The ratio of the greatest signal (A) and smallest signal (B) 
is specified by the energy range of the radiation detector, 
in practice it is A/B=100. The decay time constant Τ must 
be greater than 10000 Τ if the disturbance of signal В is 
below 1 % of its amplitude. This is a very strict 
specification point. It can be satisfied if pulsed charge 
restoration in the preamplifier is applied. The conventional 
preamplifier has 50 ys decay time constant; (5.37) is 
not satisfied in this case. Therefore the transversal digital 
filter in its present form is not suitable to cooperate 
with conventional preamplifiers. 
5.7. The effects of bandwidth limitation in the preamplifier 
at the high frequency side on the performance of the 
digital filter. 
We represent the bandwidth limitation by an RC integrating 
time constant T- in the preamplifier section. As an 
example we take the simplest digital filter and we examine 
the effect on the equivalent noise charge first. 
The overall unit step weight function G(t,T) is 
<»2-ι/τ2) 
t<0: 
G(t,T) = T2exp(U2t)(1-ехр{-ш2(Т+Т1)})(ΐ-βχρ(-ω2Τ)) 
0<t<T: 
G(t,T) = T^t-T^xpíü^ít-Tn^+expí-ü)^) {l-exp(-u)2T) }) 
T<t<T+T : 
G(t,T) = T-T e x p i a i t ) {1-ехр(-ш 2Т) } ехр{-ш 2 (T+T ) } 
Т+Т <t<2T+T : 
G(t,T) = 2T+T1-T2-t+T2exp(ü>2t) θ χ ρ { - ω 2 ( г т + Т ^ } (5.38) 
We show the r e s u l t of c a l c u l a t i o n for T_/T = 0.1 in 
2 nc 
figure 46. Compare figure 46 with figure 18 representing 
the situation when T_ = 0. Some slight differences are 
present near the optimum equivalent noise charge condition 
T/T = /3 and T./T < 0.1. 
' nc 1' nc 
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Figure 46: Noise contours for the simplest transversal 
digital filter and rise time constant Τ„ of 
the preamplifier equal to 0.1 Τ 
ne 
A second effect arises due to the input signal to the filter 
deviating from the ideal step function and the time of 
arrival that is not synchronised with the clock frequency 
of the digital filter. The problem is shown in exaggerated 
form in figure 47. The interval time Τ between the base line 
estimation interval and the signal level estimation period 
is at least two clock periods. We assume that the signal 
starts to rise during the first clock period of interval Τ . 





Figure 47: difference in the result of estimation (shaded 
area under the 1-exp(-t/T ) function if the time 
of arrival varies within the first clock period 
of interval Τ 
It makes a difference in the result of estimation if the 
signal starts to rise at the beginning G(T,T) or if it 
starts at the end G(T+0.5T ,T) of the first clock period 
of interval Τ . 
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If all signals had the same amplitude, a variation 
in the time of arrival within the first clock period 
of T. is experienced as an extra "noise" component in 





_Т ) } {1-exp (-ω,Τ) } 
^_i ¿-λ ¿ (5.39) 
T-T2exp(-0.5ω2Τ1) {l-exp(-ω2Τ)} 
We substitute worst case practical values 
T« is between 20 and 50 ns; assume Τ = 50 ns 
Τ is 2 * 200 ns; Τ = 400 ns 
Τ is between 3.2 ys and 102.4 ys; Τ = 3.2 ys 
With these values (5.39) is 1.8 %. 
The relative variation decreases very fast with increasing 
T ^ Τ = 600 ns: (5.39) = 0.2 % and 
Τ = 800 ns: (5.39) = 0.03 %. 
5.8. Comparison of the performance of the transversal 
digital filter network with conventional and 
time-variant analog filters. 
Throughout this thesis we assumed certain parameters for 
the semiconductor radiation detector and the preamplifier 
section of the spectrometer (see section 2.2). 
All filters considered are connected with the output of 
the same preamplifier. The basis for comparison is the 
assumption of a certain relative equivalent noise charge 
and the comparison of the analysis frequency as a function 
of the input signal frequency. Our digital filter 
approaches ideal properties (compare figures 8/40 and 
the processing times 2T and 2(T+T ). 
A first comparison is made at a very low equivalent noise 
charge, so that ENG , = 1.02. Only Kandiah's time-variant 
analog filter and our digital filter are able to reach 
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this low value. The difference between the performance 
is significant at very high counting rates only; there 
the analysis frequency of the time-variant analog 
filter is half the analysis frequency of the digital 
filter. 
A second comparison is made at ENC , = 1.2-
The digital filter parameters are T/T =0.8 and T,/T = 0.05; 
nc 1 nc 
the selected parameters for the time-variant analog filter are 
T/T =0.7, T
n
/T = 1, T^ = 0.7 T„ and Τ =T. 
nc 2 ne d 2 xo 
The double delay line clipping filter has the same 
properties as the digital filter. The 1* CR differentiating 
2* RC integrating filter just approximates the value at 
optimum tuning (1.22)f τ/Τ = 0.58. 
The analysis frequency as a function of the input signal 
frequency is shown for the three different filters in 
figure 4S.The conclusion is that there is a great difference 
between the performance of the time invariant lx 
differentiating - 2x integrating filter and the other filter 
networks. Any time-invariant filter network with 
exponentially decaying response function has a bad high 






Figure 48: Analysis frequency as a function of the input 
signal frequency for the transversal digital 
filter, time-variant analog filter and Iх 
differentiating - 2* integrating filter at 
ENC = 1.2. 
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For any of the examples shown, the digital filter has a 
superior performance, approximating to the ideal situation. 
The difference from other filters without exponentially 
decaying response function is slight if the specification 
for the relative equivalent noise charge is not very strict. 
In the application of the digital filter there is no 
contribution of the conversion time of the analog-to-
digital converter to the overall processing time. This 
aspect is very important if the processing time of the 
filter is selected very small, see section 3.1. 
The minimum top time of the step weight function of the 
transversal digital filter is two clock periods, hence 
Τ = 400 ns. We have calculated in chapter 2 that the 
relative noise increase depends on Τ,/Τ . The noise 
17
 1 nc 
corner time constant Τ is determined by the radiation 
nc
 J 
detector and preamplifier input circuit. 
Practical values for Τ are 
nc 
in X-ray spectrometer systems 30 - 50 ys 
(the noise power increase due to T1 is 0.5 %) 
in γ-ray spectrometer systems 5 - 10 ]is 
(the noise power increase due to Τ is 5 %, 
however, the noise contributed by the ionization 
mechanism in the semiconductor radiation detector 
dominates (see section 1.3), so that the observed 
FWHM of a peak in the spectrum will hardly be 
affected. 
A last remark on 1/f noise; generally speaking, the filters 
with "cusp" type response or weight functions have 
slightly better performance,as can be deduced from 
tables 1,2,4,6 and 7, indicating numerical values. 
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C H A P T E R 6 
V A R I O U S A S P E C T S O F 
S I G N A L D E T E C T I O N 
A N D E S T I M A T I O N 
6.1. Introduction. 
Apart from an optimum estimation of sianals the presence 
of the step-like input signal should be detected when 
starting an estimation procedure. The problem is to 
distinguish between small signals and noise within a time 
interval short compared with the processing time of the 
estimation filter. This problem is discussed in section 6.2. 
The quantization effect, corresponding to rounding-off 
errors in numerical analysis, is shown in figure 49. 
We monitor the signal plus noise value many times and 
convert every observation into a digital value. The 
question is if the average value of the digitized 
observations corresponds to the analog average value, which 
is the true signal level within a quantization step of 
the analog-to-digital converter. The quantization effect is 
found to be different in principle in the transversal 
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Figure 49: Quantization effect of the analog-to-digital 
conversion. Observe the probability of a sample 
in quantization units other than quantization 
unit zero. 
In conventional and time-variant analog filter networks 
quantization occurs by the pulse height analog-to-digital 
converter once during every signal estimation. 
In the transversal digital filter however many quantization 
effects occur that together determine one estimation. We 
briefly indicate some aspects of quantization in section 6.3. 
The influence of leakage currents at the preamplifier 
input are considered in section 6.4. 
6.2. Remarks on signal detection. 
The signal detection circuit has two tasks: first, to detect 
interference (pile-up) of signals leading to a wrong 
estimation and second, to start the processing action. 
The response time of the signal detection filter is selected 
short in order to reduce the probability of pile-up in 
the signal detection filter (detection filter 100 - 200 ns 
and the estimation filter 5-10 \is) . The best filter for 
this purpose has a triangular response function (figure 42: 
T/T << 0.5). There is only one signal detected and the 
nc •* 
pile-up situation is not recognized if two signals arrive 
within the response time of the signal detection filter. 
ACTUAL 
^ 
fROUBILITY ^ " " ^ ^ - ^ ^ ^ 




Additional peaks in the radiation spectrum appear 
at the sum energies if the probability of undetected 
pile-up is high. At low signal rates pile-up occurs 
with very low probability so that a separate signal 
detection circuit is not necessary; the pulse height 
analog-to-digital converter contains a "lower level 
triggering" operating on the response of the estimation 
filter, and starts the conversion action the moment 
the response peak has passed. At high rates this 
arrangements fails. 
A false alarm initiates a processing cycle; if this 
occurs too often, a pile-up can be detected along with 
a real input signal so that both are rejected. A high 
false alarm rate reduces the analysis frequency of 
input signals. 
At low radiation energies entrance windows of the detector 
prevent radiation quants reach the sensitive region. 
If both radiation source and the detector are close 
to each other in vacuum, the detection of soft Carbon 
X-rays (273 eV)(vef. 28 ) will be possible in the future. 
The noise level at the output of the signal detection 
filter can be estimated from measured resolutions 
(see chapter 7) and theoretical properties of filters 
(figure 42). It is difficult to distinguish between noise 
and Carbon X-rays with 250 - 300 eV electronic noise 
contribution. 
In practice, we developed as a signal detection circuit, 
a single delay line clipping circuit followed by a RC 
integrating time constant and a comparator circuit; 
the clipping time constant is approximately 100 ns; the 
RC time constant is 20 ns. The comparison level was adjusted 
in such a way that during recording of the spectrum the 
noise at energy zero was being counted at a significant 
speed along with the main intensity peak of the spectrum. 
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6.3. Aspects of quantization. 
In spectrometers using analog filtering techniques 
quantization occurs one single time per estimation by the 
pulse height analog-to-digital converter. 
We express the standard deviation of the Gaussian noise 
superimposed on the true signal in quantization units 
of the analog-to-digital converter. 
The true signal is supposed to be somewhere in a quantization 
unit, called quantization unit number zero, at a distance d 
from the middle; the width of the quantization unit is 
normalized to one: -%<а<+%. 
Having done many estimations of the true signal plus noise 
we pose the question whether the average value of the 
digitized results M, represents the average analog value, 
which is the distance from the middle d of the true signal 
level in quantization unit zero. 
Μ, = Σ i ƒ — exp{ 2L·.} dx (6.1) 
^
0 0
 i+d-* σ / ( 2 π ) 2 σ 
The deviation from the true value will be zero for 
d=-^, d=0 and d=+\ for symmetry reasons; we may expect a 
maximum deviation near d=-^ and d=+^, equal to each other 
but opposite in sign. The deviation from the true value 
at d=i as a function of the standard deviation σ of the 
noise expressed in quantization units is shown in figure 50. 
For σ > 0.42 the maximum error is 1 % of one quantization 
unit. An experimenter measures the FWHM before calculating 
and drawing a Gaussian curve through a few points. Furthermore 
he interconnects the points in the spectrum by straight line 
segments. For a good approximation of this and the Gaussian 
curve at least 5 quantization units should be recording the 
peak above the half of its full width. 
The situation of quantization effects in the transversal 
digital filter is entirely different; here, the quantization 
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Figure 50: Quantization effect: deviation of the average 
digital value from the true signal level d=k 
within quantization unit zero, as a function of 
the standard deviation of the noise a. 
The problem would not be difficult if the samples were 
independent, giving the standard deviation of the whole 
estimation / 1/i2 t*16 square root of the number of samples N. 
Instead, the true signal level is disturbed by a white 
(voltage) noise component, which gives through the integration 
correlation between different samples, and an 1/f noise 
component that generates also correlation 
2 
and an 1/f (current) noise component generating a strong 
correlation coefficient. 
The correct analysis procedure is to assume the true signal 
level at a distance d from the middle of quantization unit 
zero and to calculate all conditional probabilities for 
all digital sequences lower, higher or equal to quantization 
number zero during one estimation. If there is a total of N 
samples and the quantization units one higher, the same 
and one lower are the only ones that have significant 
probability (3 possibilities for every sample) there are 31 
combinations. In our practical circuit the minimum value 
for N is 16. All "histograms" can be calculated but the 
procedure is very computer-time-consuming. 
Instead, we calculate the quantization effect during one 
sample of one partition interval and the "spreading out" 
during a whole estimation interval of the true signal level 
generated by the correlation generating noise. 
>N 
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The noise during one partition interval is mainly generated 
by the voltage noise source and the noise responsible for a 
spread out of the true signal level is due to current and 
voltage noise. Here we neglect the 1/f noise; the real 
situation may be somewhat better than can be concluded from 
the following consideration. 
We have to find an indication for the condition that 
quantization effects are insignificant and this condition 
can be the following: 
a. the quantization effect during one partition interval 
is insignificant if the standard deviation of the noise 
is above a certain value, for instance σ>0.5 (fig. 50). 
b. the spread-out during a full estimation period makes 
the true signal level shift at least one quantization 
unit with high probability, so that quantization effects 
are averaged. 
c. a combination of partly (a) and partly (b). 
We first calculate the standard deviation of the noise 
during К partition intervals , provided the resolution 
is known for the simplest digital filter and then the 
standard deviation of the spread out due to the current and 
voltage noise as a function of the number of samples K. 
The voltage noise power Ρ (К) during К partition 
intervals Τ (NT =T) is expressed in quantization units by 
! 9 (NT ) 3 
l £Г£ E + 2NT τ 
фт т к г^з τ ρ ne 
ρ (κ) = 2-Ejas χ nçL 1 χ 
V q
 . , (NT Г (NT Г 
2 l 3 T
nc Ρ
 n c ;
 2 2 





where the first part represents the voltage noise power 
during К partition intervals Τ relative to the total noise 
power during the two estimation intervals and the second 
part represents the relative squared equivalent noise charge 
of the filter; the third part converts the relative noise 
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power into an absolute noise power (see (2.43) for the 
explanation)and the fourth part relates the calibration of 
the energy scale in quantization units: at radiation energy 
S N samples are taken in each of Q quantization units. 
At optimum tuning NT =T /3, hence 
^ ' ρ ne 
the first part reduces to ^K//N. 
the second and third parts are determined by a practical 
measurement of the equivalent noise charge. At 7.2 keV 
approximately 2000 electron charges (S ) are ionized 
while the noise power FWHM may very well be 16 5.5 eV, 
corresponding to 165.5/(2.35x3.6) = 20 electrons. 
Under these conditions the standard deviation of the 
voltage noise during one partition interval expressed 
in quantization units is 
/(P
vq(l) = ^ j 1 Q /N (6.3) 
During К partition intervals the voltage noise power is 
expressed in quantization units 
/P
vq(K) = 5^01 Q /(NK) (6.4) 
The current noise power during К partition intervals P. (K) 
is expressed in quantization units (1<K<N) _ 
1 1 1 τ ι о (NT ) 
І т М < * 3 iff "Г? 2- + 2 N T p T n c ) 
p. (к) = — a s f χ 2c_^ χ 
X q
 (NT ) J (NT Г kii ? + 2NT Τ ) 
2 ^З Τ ρ ne' 
Ρ 
ρ ПС 
ПС * 2 
q 
The second, third and fourth part of (6.5) have the same 
meaning as the corresponding parts of (6.2); the first part 
represents the ratio of current noise power during К 
partition intervals and the total noise power during two 
estimation periods. 
At optimum tuning (6.4) is reduced to 
/Piq(K) = ^ψ Q K/(K/N) (6.6) 
The total "spread out" generating noise is (6.4) plus (6.6) 
/P
vq(K) + /P (K) = Y ± Q /к{ ті + /M (6.7) 
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The question to be answered is how many quantization units 
the full scale energy has to correspond to so that the 
quantization effects are negligible? 
For N=16:
 / ( 1 ) = 0 _ 0 2 Q 
vq 
/P (N) + /P. (N) = 0.16 Q (6.8) 
vq iq 
We select Q > 100 being at the conservative side 
(see figure 50). This result means that every full 
energy scale excursion should correspond to 100 
quantization units at a minimum. Using 12 bit analog-to-
12 digital conversion (2 = 4096) it means that about 40 
signals can be in one dynamic range and that charge 
compensation at the preamplifier should occur once to 
40 full scale signals. 
The situation becomes more critical when using weight 
factors 2,4 and 8; any sequence with low probability 
can generate a stronger deviation from the true value 
if at that moment a high weight factor is applied. 
Practically the situation for our X-ray spectrometer 
system has been designed so that approximately 20 
6 keV signals fit within one dynamic range. No change 
in resolution was observed if the numbers of signals 
in one dynamic range was reduced to 10 even at 
high weight factor settings. If the number of signals 
was increased to 40 in one dynamic range a slightly 
increased resolution was observed when using high 
weight factors. 
For a γ-ray spectrometer the relative noise level is 
considerably lower, so that the number of quantization 
levels for every full energy scale signal has to be 
increased. A practical value may be only 5 full scale 
signals in one dynamic range. 
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6.4. Influence of leakage currents in the input circuitry 
of the preamplifier on the result of estimation. 
A last remark on the influence of a leakage current in 
the semiconductor radiation detector or elsewhere in the 
input circuitry of the preamplifier. The step-like input 
signal is superimposed on a slope: figure 51. 
ESTIMATION ESTIMTION 
Figure 51: Effect of a slope on the signal step function 
on the result of estimation. 
A constant positive slope raises every estimation by a 
constant amount; during the base line estimation period 
the estimation is low (area 1) but the base line 
estimation interval is taken negatively; 
during the signal level estimation period after the 
voltage step the result is high (area 2); also the top 
time τ gives an extra contribution (area 3) during the 
signal level estimation period. The total error 
corresponds to the sum of areas 1,2 and 3. 
The relative error is independent of the duration Τ of 
the estimation period (if Τ << Τ) since both the signal 
and the error are proportional to T. As long as the slope 
is constant a constant error occurs; if the slope is time 
dependent "peak stabilisation" can be carried out. 
Note that there is a noise contribution of the constant 
current corresponding to the signal slope. 
All kinds of filtering networks suffer in a similar way 
from this effect. 
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C H A P T E R 7 
P R A C T I C A L P E R F O R M A N C E 
O F T H E T R A N S V E R S A L 
D I G I T A L F I L T E R I N 
C O N J U N C T I O N W I T H X - R A Y 
D E T E C T O R A N D P R E A M P L I F I E R 
7.1. Introduction. 
The p e r f o r m a n c e of t h e d i g i t a l f i l t e r was t e s t e d i n 
2 
c o n j u n c t i o n w i t h an 25 mm ( S i - L i ) X-ray d e t e c t o r w i t h 
p r e a m p l i f i e r and c r y o s t a t s u p p l i e d by P h i l i p s Elcoma 
N u c l e a r D e v i c e s D i v i s i o n . 
The r a d i o a c t i v e s o u r c e used f o r t e s t i n g t h e s y s t e m was 
a 20 m i l l i c u r i e Fe s o u r c e e m i t t i n g 5.894 keV К 
α 
and 6.489 keV K0 energy lines. The maximum intensity of 
P 
the radiation was, if the source was place close to the 
detector, approximately 900000 events per second. 
The transversal digital filter has some features which 
are not present in analog filtering systems. We mention 
the following one. The electronic noise contribution 
of the noise sources mentioned in section 2.2. is 
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measured by randomly ordering the processor to start an 
estimation action; the result of estimation is the electronic 
noise superimposed on radiation energy zero. The upper half 
of the Gaussian noise peak is recorded at the beginning 
of the energy scale in the spectrum; the lower half 
corresponding to negative energies is rejected by the 
control circuitry of the processor. The beginning of the 
radiation energy scale really starts with energy zero. 
This contrasts from analog filtering systems where always 
an offset is present, caused by the limited dynamic range 
of the pulse height analog-to-digital converter. 
The integrating sampling system and the analog-to-digital 
converter operate at constant speed (5 MHz). Under the 
conditions mentioned in section 5.1. the cycle of operation 
does not change with variable radiation intensity. 
We measured a significant deviation from theoretically 
calculated values at low radiation intensities (1 kHz) 
if the estimation time interval was selected long. 
Fe spectra were recorded with radiation intensity 
where conventional time-invariant systems fail to operate. 
We found a spectrum shift to the high energy side in the 
spectrum at 50 kHz and higher. 
The switched time constant time-variant filter carries 
out peak stabilisation so that any spectrum shift was 
eliminated in advance. 
There is in our point of view correlation between these 
experimental observations. Hitherto , we considered the 
detector as an ideal radiation energy to charge converter, 
the charge being collected during a small (10 ns) 
time interval since the distance between anode and kathode 
is small. Our theory is that some part of the radiation 
quants is absorbed in those parts of the detector where 
the electric field is very low. For instance, the sides 
are one such part of the detector (vef. 26 and 29). 
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The signal detection circuit responds to signal level 
changes which occur within 100 to 200 ns and does not 
detect these slow events. The probability of a slow 
signal interfering with a normal signal depends on the 
average radiation intensity and on the processing time 
of one signal. 
We shall show and discuss in more detail 
55 
- the resolution FWHM of the Fe spectrum at low 
counting rates for various selections of integration 
time and weight factors; 
- the high counting rate effects for selected parameters 
of interest 
- the effect of the sampling process and analog-to-digital 
conversion, called "system noise"; 
- the relation between analysis frequency and input signal 
frequency as a function of the absolute values of the 
integration time Τ and interval time Τ . 
7.2. Noise measurements as a function of parameter settings 
at low radiation intensity. 
Figure 5 2 shows the typical X-ray spectrum of Fe at 
low counting rates. 
an tv 
USD 1100 
Figure 52: Fe spectrum at low counting rates recorded 
using the nuclear pulse processor. 
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The resolution as a function of the integration time 
and set of weight factors enables us to estimate the 
intensity of voltage, current and 1/f noise source and 
the contribution of the ionization mechanism in the 
semiconductor radiation detector. 
The noise φ , expressed in eV FWHM, superimposed on 
energy line zero can be measured by starting estimation 
actions if no signal is present. The half FWHM is 
multiplied by two to obtain the FWHM. These measurements 
determine the intensity of voltage, current and 1/f 
noise source. 
The noise φ , expressed in eV FWHM, superimposed on 
the К 5.894 keV line represents the electronic noise 
α
 r 
contribution φ and the noise due to the ionization 
e 










φ and φ are measured and φ. is calculated. Tt e d 
From φ, we calculate the Fanofactor of the detector. d 
The interval time Τ has a secondary on the results 
as can be expected from theoretical considerations. 
Table 8: Measured values for the electronic noise φ 
0 eV and total noise at 5.894 keV Сφ ) . 
Calculated is the detector noise φ ,. 
φ . φ and φ, are expressed in eV FWHM. 



































































































The measured resolutions are standard for commercially 
available radiation detectors/preamplifiers. In laboratories 
better results were obtained (ref.30). 
We expect the detector noise contribution to be independent 
of the filter parameter settings; however if the resolution 
is less than 250 eV the 6.489 keV K0 peak contaminates the 
Ρ 
resolution of the 5.894 keV К peak significantly and (7.1) 
is not valid. 
The average life time of charge in the semiconductor detector 
material (silicon lithium drifted) is in the order of one 
millisecond, hence it is possible that the results for the 
longer estimation interval times Τ are affected by the 
slow events, the analysis rate was about 1 kHz. 
In literature on X-ray detectors (Goulding, ref. 30) 
attention is paid to the peak-to-background ratio. It is 
found that by guard-ring structures in the detector the 
radiation sensitive region can be better defined and 
the observed result is the peak-to-background ratio 
being improved. Here, we are dealing with the same effect: 
some part of the ionized charge due to the interaction of 
a quant is lost due to recombination or is collected slowly; 
the remaining charge is collected in the normal way, but 
since a part of the signal amplitude is lost, it is 
recorded as having lower energy. In other words,some 
registrations take place in the background of the peak 
at its low radiation energy side. 
The detector noise contribution is the first item of 
interest. We estimate the Fano factor from those results 
where the total resolution is below 250 eV and the 
estimation interval Τ is less than 25.6 ys. We see from 
table 8 that the detector noise under these constraints 
is around 170 eV. The 170 eV detector noise at 6 keV 
corresponds to Fanofactor F= 0.25 (from fig. 3). 
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ne 
The following step includes estimation of the voltage 
noise, current noise and 1/f noise contribution. 
In agreement with theory, noise corner time constant Τ 
and absolute optimum equivalent noise charge are used 
instead of voltage noise intensity and current noise 
intensity. We recalculate the theoretical results 
assuming the parameters R , I and f to be variable 
a g ι 
and handle these parameters in such a way that an 
"optimum fit" with measured electronic resolutions φ 
is attained. The problem is now how to consider the 
results for the longest estimation time intervals T. 
If we take the 102.4 ys results to be less significant, 
a good fit (shown in figure 53) is obtained with 
noise corner time constant 
absolute optimum resolution FWHM 
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51.2 5.2 ІЛ 12.· 25.6 51.2 
Figure S3: Matching theoretical and measured resolutions : 
Τ =15 ys. absolute optimum resolution = 70 eV 
no 
and 1/f noise contribution = 80 eV. 
- 116 -
These parameters correspond to 
- equivalent noise resistor R of the field 
effect transistor in the preamplifier 
- the total noise leakage current I at 
g 
the input of the preamplifier 
- and the corner time constant in the 
noise power density function of the 
field effect transistor 
R = 173 Ω 
a 
I = 0.39 pA 
g 
f = 35 kHz 
Next, if we require a "good" fitting to the results of 
the 3.2, 6.4, 12.8 and 25.6 ys estimation interval times 
Τ only it follows (see figure 54) that 
noise corner time constant : 30 ys 
absolute optimum resolution FWHM : 55 eV 
1/f noise contribution FWHM : 85 eV 
N o W ÎR = 214 Ω, I = 0.12 pA and f. = 32 kHz. 
a g l 
This result corresponds reasonably well to the 
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Figure 54: Matching theoretical and practical values: 





7.Ζ. The properties at high radiation intensities. 
Figure 55 shows an Fe spectrum with selection of the 
following parameter values: 
Τ = 3.2 ys, Τ = 0.8 ys and weights 1 1 1 1 . 








6.398KEV 11.788KEV , 
.J— ^V* I 
3000 4000 
55 Figure 55: Spectrum of Fe recorded at Z00 kilo counts per 
second with T=Z.2\isi T-^O.fiys and weights 1111. 
The small, high energy peak is caused by undetected pile-up: 
if the time between two signals is less than 200 ns, the 
signal detection circuit assumes there is only one signal 
and no rejection occurs. 
The low energy peak was introduced by "random" starting of 
an estimation operation without any signal being detected. 
This peak corresponds to radiation intensity zero. If we 
take into consideration the estimation procedure we would 
expect the right half of this peak only at the beginning 
of the energy scale. This is only true in practice at low 
counting rates. 
The spectrum shift to the high energy side indicates a 
"leakage current" in the detector. It will be found that 
this "leakage current" is not a DC current since the relative 
zero energy shift increases with the estimation interval Τ 
and decreases if weight factors not equal to 1111 are used, 
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the radiation intensity and the other parameters 
remaining unaltered. We show the principal part of 
55 the Fe spectrum m fzgure 56 for 
radiation intensity 150 kilo counts per second 
Τ = 3.2 ys, Τ = 0.8 \is, weights 1111 or 1124 
or: Τ = 6.4 ys, Τ = 0.8 ys, weights 1111. 
woo 
2000 
COUNTS Τ - 3.2 (ВЕС 
ttlSHTS Ш 1 
Τ - 3.2 pSEC 
HEIGHTS Ш Ч 
700 Ю0 
55 
Τ - 6.1 pSEC 
WEIGHTS 1 Ш 
Τ Γ 





Figure 56: Fe speatrum at 150 kilo counts per second 
showing the main peaks only with the following 
parameter sets: 
Τ = 3.2 ySj Τ - 0.8 ySj weights 1111 
Τ = 3.2 у8
л
 Τ = 0.8 ysj weights 1124 
Τ - 6.4 ]iSj Τ = 0.8 Уз, weights 1111 
In conventional systems it is difficult to maintain 
the base line level after the filter at zero; above 
20 kHz one may doubt on the quality of base line 
restorers. The first suspect is then the filter. 
Our experiment at higher radiation intensities than 
conventional systems allow, shows that the radiation 
detector causes most likely the spectrum shift. 
At 200 kilo counts per second the typical spectrum shift 
is 10 to 20 % of the Fe 5 5 peak energy; at 15 kHz the 
observed shift was only 1 % of the 6 keV lines. 
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The tailing effect at the high energy side is caused 
by the interaction of undetected slow signals and normal 
signals. This was also Kandiah's conclusion (ref. 26); 
however he does not find the spectrum shift since he 
carries out peak stabilization. 
The resolution as a function of the radiation intensity 
55 
measured at the 5.894 keV К peak of Fe is shown in 
α 
figure 5 7 for weight factor set 1111 and Τ = 0.8 ys 
with the estimation interval time Τ as a parameter. 
11 ι ι 1 1 1 1 
5 10 25 50 100 250 500 
Figure 57: Resolution of the X-ray spectrometer as a 
function of the radiation intensity with the 
estimation interval time Τ as a parameter
л 
Τ - 0.8 ys and weight factor set 1111 
For the time-variant analog filter some measured 
resolutions at low and high radiation intensities are 
(ref. 26) 
Input rates (kHz) 1.6 8.4 40 8.4 340 340 
Resolution (eV) 170 175 206 306 370 338 
Analysis rate (kHz) 1.1 2.8 5.2 7.4 40.8 1 
At 340 kHz input rate the resolution measured by means of 
the digital filter is 325 eV. Our best resolution at low 
counting rates is 200 eV, hence the transversal filter 
has the best performance at very high radiation intensity. 
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7.4. System noise of the transversal digital filter. 
The system noise of the transversal digital filter was 
determined by feeding a block signal of sufficient 
duration superimposed on a slowly varying base line 
level to the input terminal of the averaging sampling 
system. The leading edge of the signal is detected in 
the normal way by the signal recognition circuit so that 
estimation of the constant amplitude takes place for 
every signal. The duration of the block signal is 
adjusted longer than the estimation interval time T. 
The signal generator used for this purpose was the 
Berkeley Nucleonics Corporation Sliding and Precision 
Pulse generator model GL 3. The base line level was 
varied by superimposing (with an operational summation 
circuit) a triangular waveform with long repetition 
time (100 milliseconds) in order to imitate the actual 
situation. The triangle generator used was the 
Philips Function Generator type PM 5168. 
During the first test the amplitude of the block pulse 
generator was adjusted to the signal caused by a 6 keV 
quant interacting with the detector. The system noise 
FWHM expressed relative to the signal was 0.9 % or 
around 55 eV. This value was fairly independent of the 
principal system parameters such as the estimation 
interval time Τ and the weight factor sets. Expressed 
in the absolute value of one full dynamic range variation 
of the analog-to-digital converter the system noise FWHM 
is 0.04 %. 
The most significant contribution was generated by the 
non-lineairity of the adjust section of the analog-to-
digital converter, the temperature varied over the 
package containing the twelve bits analog-to-digital 
converter. The effect of system noise (55 eV) on the total 
resolution observed (around 220 eV) is in any case small. 
2 2 к 
The true resolution is (220 -55 ) * = 214 eV. 
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During the second test the"variable" DC level was applied 
to the input of the sampling system and randomly estimation 
actions were started (no block pulse). The result is the 
noise caused by the sampling process. A noise peak is 
generated at the beginning of the energy scale (the 
right-hand half only is found). The noise thus observed 
depended on the main system parameters. As expected, the 
relative noise level decreased with increasing estimation 
interval time Τ and increased if higher weight factors 
were used.The results are summarised in table 9 for 
Τ = 3.2, 6.4 and 25.6 ys; the number of samples during 
one Τ is respectively 16, 32 and 128. The numbers are 
expressed relative to the signal corresponding to the 
6keV line in % and in eV FWHM. 
Table 9: Sampling noise of the transversal digital filter 




3 . 2 ( 16) 
6 . 4 ( 32) 
2 5 . 6 (128) 
1 1 1 1 
% 
0 . 4 8 
0 . 4 6 





1 1 1 2 
% 
0 . 5 4 
0 . 5 2 





1 1 2 4 
% 
0 . 6 4 
0 . 6 2 





1 2 4 8 
% 
0 . 6 6 
0 . 6 2 





We may conclude that the system noise observed in 
practice is not related to sampling noise only; it is 
mainly determined by non-linearity effects of the 
analog-to-digital converter. Improvements on this point 
will reduce the system noise, although the effect on 
the total noise level of the X-ray spectrometer will 
hardly be noticed. The relative importance can be 
reduced by analog amplification prior to sampling, 
the number of full energy signals in one dynamic range 
being consequently reduced. It may be important in 
γ-ray spectroscopy. 
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7.5. The analysis frequency as a function of the input 
signal frequency. 
The analysis frequency as a function of the input signal 
frequency proved to be fairly correct. For the sake of 
completeness we have calculated and partly experimentally 
checked for various estimation periods Τ and interval 
times T ^ see figure 57. The 1.6 ys estimation time is 
not available on the prototype; there is no reason which 
prevents the use of this time in a further development. 
— i 1 1 г 
Г • 1 1 IS INDICATED IN JSEC 
INPUT SISMAL FREUUEHCÏ ί ψ 
ι I L 
И» 10« 
Figure 57: Analysis frequency as a function of the input 
signal frequency for various selections of Τ 
and T1 most of them being available with 
the practical circuit. 
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7.6. Conclusions. 
Transversal digital filters of the type described in this 
dissertation have been shown to operate succesfully in 
nuclear radiation spectrum analyzers. 
At low radiation intensities the resolution is normal for 
commercially available systems, however, at very high 
radiation intensities the resolution is better than that 
of any other known X-ray spectrometer. 
The maximum analysis frequency as a function of the radiation 
intensity is at least three times that of spectrum analyzers 
equipped with conventional pulse shaping networks. 
At higher counting rates the difference in analysis 
frequency is even more pronounced. 
The most significant difference in performance between the 
transversal digital filter and the time-variant analog 
filter is the more constant resolution of the digital 
filter as a function of the radiation intensity. 
The qualities of the semiconductor detector play an 
important role in the properties of the spectrometer at 
high counting rates. The detector seems to be responsible 
for the decreasing resolution with increasing radiation 
intensity. The trapping effects prevent the 
application of digital filtering. 
The cost of the transversal digital filter is 
approximately 1^  χ that of a conventional filter network 
with pulse height analog-to-digital converter. The 
price performance ratio is better than those systems 
with conventional shaping. 
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L I S T OF S Y M B O L S 
A, В constants 
α exponent of the excess noise (section 2.5) 
С С +C.+C = total capacitance at the input 
terminal of the preamplifier 
С capacity of the detector d 
C f feedback capacity of the preamplifier 
С gate-to-source capacity of the field effect 
transistor 
C. input capacity of the preamplifier 
D constant or 
minimum time distance between two signals (2.10) 
df = Δί frequency interval 
dt = At time interval 
d position of a DC level within a quantization unit 
δ(t) unit impulse function 
E radiation energy absorbed by the detector 
ENC noise level expressed in electrons having the 
same power at the output of the filter 
2 
ENC optimum ENC for the white and 1/f noise only 
ENC , ENC of a filter relative to ENC . 
rel opt 
ENC_ ENC of the filter with response function F(t) 
Γ 
ENC_ ENC of the filter with response function G(t) 
Ca 
e base natural logarithm e=2.71828... 
F Fanofactor (chapter 1) 
F(t) step response function of a time-invariant filter 
F'(t) impulse response function of a time-invariant filter 
Fitft') step weight function of a time-variant filter 
F'i^t') impulse weight function of a time-variant filter 
FWHM full width at half maximum of a peak in the spectrum 
f frequency 
f corner frequency of the power spectrum of the 
channel noise of the field effect transistor 
«»(t) deviation of a filter step response function from 
that of the optimum filter 
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φ, detector noise contribution 
Φ electronic noise contribution 
e 
φ total noise contribution in a peak 
G normalising gain constant 
G(t) modified step response filter function from F(t) 
G'it) modified impulse response filter function 
Gitjt') modified step weight filter function from F(t,t') 
G'itft') modified impulse weight filter function 
g transconductance of the field effect transistor 
m 
H(f) Fourier transform of the step response function F(t) 
H'(f) Fourier transform of the impulse response F'Ct) 
I, leakage current of the radiation detector 
I equivalent noise gate current of the FET 
I equivalent noise current of detector leakage 
and equivalent FET gate current 
2 2 2 2 
i , , i „ , i _ , i . mean square values of noise currents 
nl n2 ' n3 ' n4 Ί 
2 i mean square value of the total noise current 
at the input of the preamplifier 
j /-1 (chapter 2) 
К constant of the voltage noise source (chapter 2) 
or T/T (chapter 5) 
nc 
or number of partition intervals Τ (chapter 6) 
-23 Ρ 
к Boltzmann's constant 1.34 10 joule/kelvin 
L constant of the current noise contribution 
M constant of the 1/f noise source 
M, mean value of digital observations (chapter 6) 
m ratio of steady state value of RC integrating 
time constant Τ and Τ ' during removing residual 
charge in the analog time-variant filter 
y T/T of the time-variant analog filter 
N number of ionization charges generated in the 
detector (chapter 1) or 
number of weight factors used (chapter 5) or 
number of partition intervals Τ in one estimation 
* Ρ 
interval Τ of the digital filter 
η average signal input frequency 
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N. factor in the expression of the current noise power 
at the output of the filter 
N factor in the expression of the voltage noise power 
at the output of the filter 
Ρ noise power at the output of filter F(t) 
F 
P„ noise power at the output of filter G(t) 
Ρ noise power at the output of the optimum filter 
Ρ (1) voltage noise power during one partition interval Τ 
Ρ (К) current noise power during К partition intervals Τ 
p(t) response function of the 1/f noise power conversion 
filter 
Q number of quantization units of the analog-to-digital 
converter corresponding to a certain radiation energy 
-19 q electron charge 1.602 10 coulomb 
R equivalent noise resistance of the field effect 
transistor 
R, parallel resistance of the radiation detector 
R. input resistance of the preamplifier 
R series resistance of the detector 
s 
r(t) convolution function of noise power conversion filter 
p(t) and impulse response function F(t) of the filter 
S energy corresponding with Q quantization units 
Τ duration of the estimation intervals of the digital 
filter or 
the integration time of the time-variant analog filter 
Τ rise time of the optimum filter 
о 
Τ top time of the step response of a filter 
T- RC integrating time constant of the preamplifier 
Τ absolute temperature in kelvin 
Τ conversion time of the analog-to-digital converter 
с 
Τ, decay time of the stepresponse function (chapter 2) or 
decay time constant of the preamplifier (section 5.6) 
2 
Τ noise corner time constant of the white and 1/f noise 
nc 
power density only 
Τ duration of one partition interval in the estimation 
Ρ 
intervals Τ of the digital filter 
Τ processing time of one signal 
Τ duration of the step response of a filter 
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Τ Time between present signal and switching time 
constant T 2 in the time-variant analog filter 
Τ Minimum value of Τ without rejecting signals 
xo χ
 J 
t.t'.t time variables 
' ' χ 
τ,τ' time constant or time variable 
U(t) Heaviside step function U(t) = 0 t<0, =1 if t>0 
ν,νί,ν.,νί ,V ,W constants for the determination of the 
optimum filter response function 
2 2 2 2 
ν , ν , ν 2 / v 4 mean square value of the voltage 
(thermal) noise sources 
2 
ν . mean square value of the equivalent voltage noise 
generator at the output of the preamplifier caused 
by the current noise sources in parallel with the input 
2 
ν mean square value of the equivalent noise generator 
at the output of the preamplifier caused by the voltage 
noise sources in series with the input 
2 
ν . mean square value of the total equivalent noise 
nt 
η 
generator at the output of the preamplifier 
2 
ν mean square value of the voltage noise sources in 
series with the input of the preamplifier 
ν signal voltage at the output of the preamplifier 
S 
due to the arrival of an electron at the input 
2 
ν noise power contributions of voltage and current 
noise separately at the output of the filter 
w ionisation energy of the semiconductor radiation 
detector material 
w. weight factors of the transversal digital filter 
ш radial frequency = 2ττί 
ω l/T 
ПС ПС 
"d ^ d 
ω, l/T. 
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S L O T W O O R D 
Het tot werkelijkheid brengen van het digitale filter-
systeem zou niet gelukt zijn zonder de medewerking van 
meerdere personen. Nadat het in principe eenvoudige idee 
tot stand gekomen was bestond bij ons de wens om theorie 
en praktijk met elkaar in overeenstemming te brengen. 
Allereerst moest echter van industriële zijde belangstel-
ling gewekt worden voor de potentiële eigenschappen. 
Ik stel het in hoge mate op prijs, dat de Directie van 
Philips' Natuurkundig Laboratorium mij vooraf het vertrouwen 
(en dus de tijd) heeft gegeven om de industrie te bewijzen 
dat dit systeem ook praktisch werkt. 
Aan deze ontwikkeling is een werkzaamheid aan pulshoogte 
analoog-digitaal omzetters voorafgegaan. Ir. Hofker, mijn 
groepsleider heeft mij vooral gedurende de eerste jaren van 
werkzaamheid begeleid, waarna hij mij in staat heeft gesteld 
met een grote vrijheid mijn ideeën uit te werken. 
De "nuclear pulse processor" sou niet tot stand zijn gekomen 
zonder de ontwerp- en experimenteerkwaliteiten van de Heer 
J. Tijhof; de nauwkeurigheid waarmee hij heeft gewerkt 
hebben geleid tot het feit dat dit filtersysteem een hoge 
graad van betrouwbaarheid bezit. 
De Heer W.A. van Vrijaldenhoven heeft eveneens de nodige 
assistentie verleend door het aanpassen van computerprogram-
ma's en het controleren van diverse berekeningen. 
De Röntgen halfgeleider detector met cryostaat en voorverster-
ker werd door Elcoma ter beschikking gesteld. De Heren 
Oosting, Uylings en Lanters hebben zeer gewaardeerde uitvoeri-
ge hulp geboden. 
Op de Heren Daalmeyer en Bron van de IKO werkplaats hebben wij 
nooit tevergeefs een beroep gedaan om snel een print te ver-
vaardigen of een mechanische constructie aan te brengen. 
De Heer Smith Hardy van het Centrale Vertaal bureau heeft zich 
ingespannen om de Engelse tekst te verbeteren. 
Tenslotte, vele collega's hebben op directe of indirecte wijze 
steun verleend, waardoor zij eveneens een bijdrage hebben 
geleverd voor het tot stand komen van dit proefschrift. 
S T E L L I N G E N 
BIJ HET PROEFSCHRIFT VAN 
H. KOEMAN 
I 
Het is onjuist de ruisbron met l/f vermogensspectruin 
bij ruisberekeningen aan halfgeleiderdetector spectro­
meters te verwaarlozen. 
(G.Bertolini, A.Coche: Semiconductor detectara, раде 233) 
II 
Het gedrag van de halfgeleider stralingsdetector is in 
hòge mate verantwoordelijk voor de achteruitgang van het 
oplossende vermogen van een spectrometer bij hoge 
stralingsintensiteiten. 
(Dit proef'achrift, hoofdstuk 7) 
III 
De bepaling van de stralingsintensiteit op de detector 
door middel van de z.g. dode tijd van de spectrum-
analysator dient te worden vervangen door een eenvoudige 
frequentieteller, die gestuurd wordt door een niveau-
of flankdiacrininator. 
(J.Barma, Automatic dead-time correction for multichannel 
pulse-height analyzers at variable counting rates, 
Suelear Instruments and Methods S3 (1967) 192. 
IV 
De veel verbreide opvatting dat energie dispersieve 
poeder diffractie met de apparatuur van Giessen en Gordon 
tot snellere resultaten leidt dan de conventionele 
poeder diffractie spectrometer ia niet waar. 
(Giessen en Gordon, Science 159 (1968). 
ν 
Doortochteffecten bij het inschieten van ionen in 
halfgeleidermaterialen beperken in ernstige mate de 
reproduceerbaarheid van de verontreinigings-
concentratieverdeling. 
(R.S.Nelaon: The observation of atomic ооіііаіопа in 
arystalline solids) 
VI 
De interpretatie van de magnetische eigenschappen van 
nikkel-aluminium door Brodsky en Brittain is aan 
ernstige twijfels onderhevig. 
(Brodsky en Brittain, J. Applied Physios 40, 3615 (1969) 
Vil 
Het interactief uitvoeren van berekeningen en grafisch 
weergeven van resultaten met computeropstellingen, die 
een relatief geringe investering vereisen is vaak aan­
trekkelijker dan het gebruik van grote of time-sharing 
computer systemen. 
(Symposium on Computer Graphics, Delft 26-28 October 1970) 
VIII 
De opslag van persoonlijke gegevens door middel van 
computers dient zo spoedig mogelijk door de wet te 
worden geregeld. 
(Ralph Nader: Computers and the consumer, 
Computers and Automation, October 1970) 
IX 
Historiach gezien is het onjuist dat Gedeputeerde 
Staten van Koordholland op voordracht van Dijkgraaf en 
Heemraden onlangs het gebied in hoofdzaak omvattende de 
waterschappen Drechterland en De Vier Noorder Koggen, 
Westfriesland hebben genoemd. 
(Kooiman, Zeeweringen en watersahappen van Noordholland, 
Ыя. SOS e.V., Samson, Alfen a/d Rijn, 1$36) 
X 
De beïnvloeding van verkeersregelingen op drukke 
kruispunten ten gunste van middelen van openbaar 
vervoer zal de doorstroming van het overige verkeer 
op ernstige wijze belemmeren en de ritduur van bus 
of tram nauwelijks bekorten. 


