Abstract-
I. INTRODUCTION
Designing a problem independent heuristics or algorithms is difficult. In this direction, researchers adopt methodologies with a general framework such as meta-heuristics that can be applicable to solve problems in different domains. For example, strategies [1] [2] [3] based on Genetic Algorithm (GA), simulated Annealing (SA), Particle Swarm Optimization (PSO), etc., have been successfully used as possible solutions for optimization problems in various engineering domains. However, meta-heuristics require extensive knowledge of problem domains in order to provide optimal solutions. To be specific, optimality can only be achieved by making substantial efforts to fine tune the control parameters (or search operators) of these methodologies. Adaptive meta-heuristics, for example [4, 5] , can partially address this overhead by automating the tuning process. Hyper-heuristics emerged as efficient search paradigms that can not only avoid the parameter tuning but can also generalize the process of solving different optimization problems.
Hyper-heuristics started a new era of general, automatic and parameter free heuristic search processes. In the optimization literature, hyper-heuristics are accepted to be more effective and efficient designs for the solution of computationally hard problems in numerous domains, for example [6] [7] [8] [9] [10] , etc. Hyper-heuristics described as "knowledge poor" heuristic methods in [11] are capable to select a lowlevel heuristic from a set of deployed low-level heuristics dynamically during the search. The selection decision of a heuristic is based on domain independent measures, such as the recent performance of low-level heuristics. This makes hyperheuristics an elegant alternative to the meta-heuristics which are mostly problem specific and need tuning of their related parameters [12] .
In this paper, we examine the application of a choice function based hyper-heuristic as a possible solution for pairwise test generation. In pairwise testing, the aim is to search minimum number of test cases that cover all possible pairwise value combinations between any two parameters of the system under test. In some class of systems, pairwise testing has proven its effectiveness for detecting interaction faults in systems with large configurations, parameters and values.
In the context of the current proposed work, the Pairwise Choice Function based Hyper-Heuristic (PCFHH) is derived from the well-known hyper-heuristic approach [13] based on the choice function. Choice function is the selection mechanism that exploits ranking to select an effective lowlevel heuristic at any stage of the search process. Choice function based hyper-heuristic collects information about each individual heuristic (recent performance), pairs of heuristics (performance of two heuristics selected in sequence) and inactive heuristics for certain time. This learning enables the hyper-heuristic to select the most effective low-level heuristic from the pool of low-level heuristics dynamically during search. PCFHH employs four low-level heuristics for the problem of generating pairwise test cases. These low-level heuristic search operators are; Genetic Algorithm (GA) [14] crossover search operator, Teaching Learning based Optimization (TLBO) algorithm's [15] peer learning search operator, Flower Algorithm's global pollination (FPA) [16] search operator, and Jaya algorithm's [17] search operator.
The rest of the paper is laid out as follows. Section II presents mathematical representation of pairwise test suites. Section III discusses existing pairwise test generation strategies and tools. Section IV presents the general framework of choice function based hyper-heuristics. Section V presents the detailed description of the proposed methodology (i.e., PCFHH) for pairwise test generation. Section VI presents the PCFHH evaluation results and discussion. Finally, section VII concludes the paper with possible future directions. [19] .
II. MATHEMATICAL REPRESENTATION OF PAIRWISE TEST SUITES

III. EXISTING PAIRWISE TESTING STRATEGIES AND TOOLS
Pairwise testing strategies can be broadly categorized into four groups (exact, algebraic, greed and meta-heuristic based) on the basis of methodologies these strategies adopt. Strategies in the exact group, for instance [20] created 2-way test cases using SAT, are limited only to generate test data for systems with small number of parameters and values. Algebraic based pairwise testing strategies employ mathematical functions or other algebraic constructions. For example, [21] used starter vectors with rotations and translations features for all-pairs testing. Some of the algebraic based strategies are [22] among others. These strategies can generate test cases in polynomial time. However, the inability to handle wide range of problems is the limitation of the strategies in this group.
Contrary to algebraic strategies, greedy based strategies initially generate all pair interactions and then generate test cases (in parts or whole) that cover more interactions. Strategies in this group can either belong to the one-test-at-atime (OTAT) family or the one-parameter-at-a-time (OPAT) family. On the one hand, an OTAT strategy generates one complete test case and checks how many combinations it covers per iteration. On the other hand, an OPAT strategy generates a partial test case which is extended till completion with one parameter at time, and checks the number of pair interactions coverage. The list of pairwise strategies in the greedy group include, Automatic Efficient Test Generator (AETG) [23] , its variant mAETG [1] , In Parameter Order (IPO) [24] , Jenny [25] , TVG [26] , G2Way [19] , PICT [27] , IRPS, etc. Although useful in terms of consuming less CPU time to generate pairwise test data, the results of these strategies are not always optimal.
Finally, meta-heuristic based strategies have proven effectiveness for pairwise test cases generation as they successfully presented best known results till date. Moreover, the applicability to every combinatorial test generation problem is another positive aspect of the strategies in this group. These features hide the factor of run-time cost which is usually very high for these strategies. Genetic Algorithm (GA) [2] , Ant Colony Algorithm (ACA) [2] , Pairwise Particle Swarm Test Generation (PPSTG) [28] , Pairwise Harmony Search Strategy (PHSS) [29] , Cuckoo Search (CS) [30] , etc., belong to the meta-heuristic based pairwise test generation group. GA mimics a natural selection process and uses crossover and mutation to select, from a randomly created set of chromosomes, the best chromosome (test case here) under predefined criteria in each cycle. ACA follows ant behavior for searching food and selects paths with more pheromone as best test cases. PPSTG adopted Particle Swarm Optimization (PSO) as its basis search methodology that combines local search and global search to explore optimal pairwise test cases iteratively till the complete coverage of interaction pairs. PHSS is based on Harmony Search (HS) algorithm that imitates the behavior of musicians for composing good music (i.e., test cases) from their improvisations which enable them to create best tunes by either using their memory or by random sampling. CS mimics the reproduction method of cuckoo birds using which they lay eggs (test cases here) in randomly selected nests (set of solutions) of other birds. Generation and quality evaluation of nests, and maintaining elite solutions (test cases) for next generation are the two main steps of the CS. Other advanced strategies [31] [32] [33] based on meta-heuristics support higher interaction strengths.
This work extends the pairwise test generation literature with the introduction of a hyper-heuristic based strategy called Pairwise Choice Function based Hyper-heuristic (PCFHH). With its accumulated historical information about the deployed low-level meta-heuristics in the choice function, PCFHH selects and applies the most appropriate low-level heuristic and hence can generate optimal pairwise test suites. Here, four recently proposed meta-heuristics namely GA crossover search operator, FPA global pollination search operator, TLBO peer learning search operator and Jaya algorithm search operator, are used as low-level heuristics
IV. THE CHOICE FUNCTION BASED SELECTION AND ACCEPTANCE
HYPER-HEURISTIC
The choice function is a selection hyper-heuristic which belongs to the single-point based search hyper-heuristics [34] . Such hyper-heuristics have two key elements; a method for heuristic selection and criteria for move acceptance. This decomposition of the hyper-heuristic search procedure is proposed by Özcan et al [12] . The framework for these hyper- [12] heuristics is depicted in Fig 1. Hyper-heuristics based on this framework have a single solution to which they select and apply low-level heuristics repeatedly. At each decision point of the search, the move acceptance is evaluated till termination criteria is met.
The choice function based hyper-heuristics successfully addressed many real-world optimization problems. These include scheduling [13, [7] [8] 35 ], exam timetabling [36] , vehicle routing problem [34] , among many others.
V. THE PARAMETER FREE PAIRWISE CHOICE FUNCTION
BASED HYPER-HEURISTIC (PCFHH) Cowling et al. [13] presented the idea of choice function based hyper-heuristic. The choice function ranks dynamically the low-level heuristics. The ranking is computed by using the historical information about the recent performance of lowlevel heuristics. At any decision point of the search, the selection of the low-level heuristic is dictated by the current value of the corresponding choice function. Following [13] , the choice function based hyper-heuristic implemented in this study also computes three measurements (B, C and H) and represents them as a single weighted sum by using (1)
The first measurement (B) corresponds to the recent performance of each low-level heuristic. Equation (2) evaluates this measurement.
where Fd is the difference between last and current fitness functions of the selected low-level heuristic. Ττ is the time taken by the heuristic to provide a solution.
The second measurement (C) tracks the recent joint performance of consecutive pairs of low-level heuristics. Equation (3) evaluates it as follows.
where Pl is the performance of last heuristic (Pl = Fd l /T l τ).
The third measurement (H) records the amount time elapsed since a heuristic was last called. H is calculated as:
Here, H accumulates the elapsed time in executing current hyper-heuristic as non-active period for other low-level heuristics. The parameters and are given values from [0,1].
The first two measurements (B and C) support intensification whereas the third one (H) brings diversification to the search by providing opportunities to heuristics which have not been recently active. This helps to keep balance between diversification and intensification which is essential for effectively exploring the search space. Moreover, each measurement has a corresponding weight (i.e., and , adopted from [34] ) that expresses its relative importance in the choice function. A mechanism to increase one parameter and decrease the other or vice versa is incorporated in the method. With this mechanism, the hyper-heuristic decides whether to intensify or diversify the search. For example, the value of is increased whereas the value of is decreased when a low-level heuristic suggested by the choice function produced a solution better than the current one. The mechanism awards the heuristic more if its solution is of high quality. Conversely, is decreased and is increased when there is no improvement. This decrease (penalty) in the value is also dependent on how worse the produced solution is. The idea behind this mechanism is to make intensification dominant in the evaluation of the weighted sum. Similarly, the value of is increased (for diversification) if no improvement is observed for a certain number of iterations. This number is defined based on the number of low-level heuristics. Additionally, the value of is decreased sufficiently so that low-level heuristics with improving performance can be selected.
The search for good quality solutions is subjected to the three measures; B, C and H. The accumulated value (E) of these three measures or the neighborhood for which E is maximum guides the search to find better solutions. In essence, the choice of effective low-level heuristic by the implemented choice function based hyper-heuristic may be stipulated based on either the heuristic recent successful application or based on the joint effectiveness of this heuristic with another heuristic or based on extending the search to a new region in the search space as local optimum is reached [37] . Fig. 2 summarizes the steps of the hyper-heuristic approach for the pairwise test generation.
Initially, the approach enumerates all pairwise interactions of parameter values based on the inputs: p and v. Next, out of the four low-level heuristics, one is selected randomly to generate a solution. The parameters ( and ) are then both set to 0.5 initially only along with computation of the three measures: B, C and H. At this point, B = F d / Tt is computed for the randomly selected heuristic whereas both C and H are 0.0. In the following step, the value of choice function E is computed using (1). The approach next selects a low-level heuristic based on E. Following this, the pairwise test case produced by the heuristic is evaluated for addition to the final test suite. Next, B, C and H are computed using (2) , (3) and (4) respectively. The value of is high (i.e. 0.99) and is low (i.e. 0.01) if the solution improves otherwise is decreased (i.e. by 0.01) and is increased (i.e. by =1-). The approach finally checks the termination criteria (coverage of all pairwise interactions) to either terminate the process or repeat the The four low-level heuristics used here consist of local and global search operators of four different meta-heuristics. The two local search operators (crossover and peer learning) are derived from GA and TLBO whereas the two global search operators (Jaya and FPA global pollination) are derived from Java algorithm and FPA respectively.
A. Low-level Heuristics
As discussed previously, PCFHH uses a pool of four lowlevel heuristics which are described below.
The GA crossover search operator is adopted from the Genetic Algorithm [14] . The operator performs the crossover over operation over a randomized length denoted by between a randomly selected solution i.e. pairwise test case and the current solution. In TLBO [15] , the learner search operator heuristic is responsible for local search. Here, a randomly selected solution is compared with the current solution. The operator moves either new solution towards the current or vice versa based on which one is better in quality. The FPA global pollination search operator of FPA [16] exploits the Lévy Flight motion to update all the solutions in the population. The Lévy Flight motion is a random walk with a series of jumps taken based on a probability function. The Jaya algorithm's [17] search operator considers, unlike the above discussed operators that consider only best solution, both best and poor solutions in searching optimal results. The population is 
VI. THE EXPERIMENTS AND DISCUSSION
The main goal of experiments is to benchmark the proposed PCFHH against existing meta-heuristic strategies in terms of efficiency (i.e., generated test size). The problem instances, divided into three groups, used here are reported in the literature for pairwise testing. These can possibly represent a wide range of real-world applications. The first group contained 9 problem instances with different number of parameters and values. Similarly, the second group consisted of total 13 problem instances where the number of values for each one is same (i.e., v=2) but the number of parameters are different (i.e., 3 p 15). Conversely, the 8 problem instances in the third group have same number of parameters (i.e., p=10) but each one has different number of values (i.e., 3 v 10). The last two groups are useful to determine the effectiveness of PCFHH when either parameters or values are varied.
Moreover, we selected two problem instances (CA (N; )) to conduct boxplot analysis in order to depict the patterns of PCFHH results over the total number of runs.
The benchmarking meta-heuristic based strategies included PPSTG [28] , PHSS [29] , mAETG [1] , GA, ACA [2] , SA [39] and CS [30] . Results for these strategies are derived from these references. AETG [23] , IPO [24] , IPOG from ACTS tool [39] , Jenny [25] , G2Way [19] , TVG [26] and PICT [27] are used from the greedy group. Tools and strategies that were available to us are deployed in our experimental setup for comparison.
The experimental setup used for the conduction of experiments consisted of a Windows 10 based desktop PC with 2.0 GHz Intel Corei5 CPU and 8 GB DDR3 RAM. The Java language is used to code and implement PCFHH. Tables I through III show the obtained results. Entries with indicate best results whereas entries with NA (not available) show the lack of results from the literature. As some degree of randomness is common in meta-heuristic based strategies, the obtained results are non-deterministic. Therefore, 30 independent runs are performed to achieve appropriate statistical confidence. The best results obtained from these runs are reported here. Mean results for PCFHH are also reported to further mitigate the effect of randomness.
From Table I , it is evident that PCFHH has produced competitive test suites against most of the strategies and tools. Out of the 9 problem instances, PCFHH generated 2 overall best test suites whereas shared 3 bests with others. All the mean test sizes demonstrate the consistency of PCFHH in terms of efficiency i.e. smallest sizes of pairwise test suites. PairCS also generated 4 best test suites where 1 is most optimal For the 4 problem instances, mAETG, AETG, GA, ACA, and SA produced slightly better pairwise test suites than PCFHH. Nevertheless, these strategies apply additional methods for optimality. For instance, mAETG combines algebraic constructions with SA whereas GA and ACA pass generated test suites from an additional test minimization algorithm. Here, we do not use any additional method to further minimize the generated test cases. Moreover, PHSS, PairCS and PPSTG were subjected to parameter tuning to obtain optimal results.
In case of Table II , PCFHH outperformed all listed strategies and tools by providing best pairwise test results for 10 out of 13 problem instances. The mean results also indicate that 30 times the proposed approach has almost produced the same test suite sizes with least number of pairwise test cases. PHSS produced 9 best results followed by PPSTG with 8 best results. PICT with 6 best results came after the mentioned strategies. Similarly, PICT produced 1 overall best test suite for one problem instance. Only 1 time, IPOG and Jenny generated best pairwise test suites.
Referring to Table III , PCFHH outperformed all strategies and tools as it generated optimal test data for all problem instances. Moreover, the mean results of PCFHH are also better than the best results of all the competing strategies. In the case of Table III , only PHSS was relatively close to the results of PCFHH.
Concerning the boxplot analysis in Fig. 3 (a) , the interquartile range of PCFHH shows that most of the results are between 156 and 157 which is still best than many results produced by the competitors. Similarly in Fig. 3(b) , the median of PCFHH is 96 that shows its consistently in producing best results. Moreover, PCFHH has produced values within small ranges in both cases i.e. mostly near to the mean.
VII. CONCLUSION
This paper proposes a parameter free hyper-heuristic strategy called Pairwise Choice Function based Hyper-heuristic (PCFHH) that uses the idea of choice function for the problem of pairwise test data generation. Hyper-heuristics are emerging methodologies for the solution of optimization problems owing to eliminating the overhead of parameter tuning and to offering one-size-fit-all solutions. As it is evident from the experimental results and statistical analysis, PCFHH can be a useful addition to the toolkits of testers for effective pairwise testing. Our next stop after achieving these encouraging results is the application of PCFHH to the constrained combinatorial interaction problem by using a widely-implemented SAT solver called MiniSAT [40] . 
