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Abstract
We develop some numerical schemes for d-dimensional stochastic differential equations derived
from Milstein approximations of diffusions which are obtained by lifting the solutions of the stochastic
differential equations to higher dimensional spaces using geometrical tools, in the line of the work
[A.B. Cruzeiro, P. Malliavin, A. Thalmaier, Geometrization of Monte-Carlo numerical analysis of an elliptic
operator: Strong approximation, C. R. Acad. Sci. Paris, Ser. I 338 (2004) 481–486].
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1. Introduction
In order to obtain numerical approximation schemes for the solutions of stochastic differential
equations, stochastic Taylor expansions are currently used. The Euler scheme of mesh  can only
guarantee a (strong) order of accuracy O(
√
) due to the value of the variance of the Brownian
increments E(W (t + ) − W (t))2 = . Higher order schemes have been developed, notably by
Milstein (cf. [7]) but, for systems with dimension greater then one, these schemes involve, in
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general, not only the increments of the Brownian paths, but also stochastic (area) integrals of the
form
∫ t
· (W1(s)−W1(·)) dW2(s), which present difficulties in the numerical simulation.
Consider an elliptic operator on Rd of the form
L = 1
2
d∑
α,β,γ=1
Aαγ A
β
γ ∂α∂β +
d∑
α=1
Aα0∂α (1)
where A0 and A1, . . . , Ad are bounded smooth vector fields on Rd . Throughout this paper, we
shall always assume the ellipticity and smoothness of the coefficients. Ellipticity is fundamental
to associate with L, a Riemannian metric (cf. Section 2) — without this assumption, the
geometrical arguments would have to be generalized.
Many stochastic differential equations solving the associated Stroock–Varadhan martingale
problem (cf. [8]) can be associated to L. Each one corresponds to a different parametrization
of the Wiener space, i.e. to a choice of the Brownian motion W . The associated stochastic
differential equations can be written
dξW (t) = A0(ξW (t)) dt +
d∑
γ=1
Aγ (ξW (t)) dWγ (t), ξW (0) = ξ0, (2)
and solving the martingale problem means that for every regular (C2) function f ,
f (ξW (t))− f (ξ0)−
∫ t
0
L f (ξW (s)) ds (3)
is a martingale.
In [2], it was shown that there exists an optimal parametrization of the Wiener space for which
the one-step Milstein scheme of order one can be written without the use of iterated stochastic
integrals of second order. This allows us to implement the schemes while avoiding area integrals.
In this paper, we describe the strong convergence scheme of order one of [2], introducing the
geometrical objects underlying its construction; and we define, using the same kinds of ideas, a
new scheme that approximates solutions of SDE’s of type (2) weakly, and with order two. This
scheme belongs to the family of weak second order schemes described by Talay in [9] (cf. also
references within). Expansion formulae for the error are not treated here. Finally, we present in
detail examples and discuss some numerical results.
2. Geometrical quantities associated to L
Throughout the paper, we will use the Einstein summation convention over repeated indices
with any letter α, β, γ, η ∈ {1, . . . , d}, the letter δ will stand for Kronecker’s symbol.
We shall assume that the operator L is elliptic; that is, for every ξ ∈ Rd the vectors
A1(ξ), . . . , Ad(ξ) form a basis of Rd .
To such an operator, we can associate a Riemannian metric ds2 = gα,β(ξ) dξα dξβ , where gi, j
is the inverse matrix of gi, j = AiαA jα . It defines a natural inner product on the corresponding
tangent space, namely 〈V1, V2〉ξ = gα,βV α1 V β2 . In particular V (ξ) = 〈V, Aα〉ξ Aα(ξ).
Having endowed the space Rd with a Riemannian structure, we can consider a connection,
which is a rule that associates to each tangent vector V a linear mapping (e.g. [3])
∇V : T (Rd)→ T (Rd)
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acting on the tangent space and satisfies the properties of a (covariant) differentiation with respect
to V . Namely, ∇V1V2 is bilinear in V1 and V2,
∇ f V = f∇V and ∇V1( f V2) = f∇V1V2 + (∂V1 f )V2.
It is therefore sufficient to define it on a basis, and we write
∇Ai A j = Γ ki, j Ak .
The Γ ki, j are called the Christoffel symbols of the connection when they have the particular form
Γ ki, j =
1
2
(cki, j − cij,k + c jk,i )
where cki, j are the structural functions defined by
cki, j (ξ) =
〈[Ai , A j ], Ak 〉ξ , [Ai , A j ](ξ) = cαi, j (ξ)Aα(ξ),
[Ai , A j ] = ∂Ai A j − ∂A j Ai is the usual Lie bracket between vector fields.
Among other properties of these Christoffel symbols, the following are easily derived from
the definition:
Γ ki, j = −Γ ji,k, (4)
Γ αi, j Aα − Γ αj,i Aα = [Ai , A j ]. (5)
LetM = Rd × Ed where Ed is the vector space of d × d matrices. Following [2] onM we define
vector fields A˜k (for k = 1, . . . , d) by
A˜k(ξ, e) =
(
eαk Aα(ξ),Nk(ξ, e)
)
, [Nk]nm(ξ, e) = −eαk eβmΓ nα,β(ξ) (6)
and A˜0 by
A˜0(ξ, e) =
(
A0(ξ),−12eN
>
α Nα
)
where ξ ∈ Rd , e ∈ Ed , and the indices m and n in [Nk]nm denote, respectively, the line and
column of the matrix.
Vector fields in M have, therefore, two components and we refer sometimes to the first one
as the horizontal component (AH ), the second as the vertical one. The idea is to lift the vector
fields Ak to a higher-dimensional (linear) space (cf. [3]).
The following Lemmata 2.1 and 2.2, proved in [2], allows us to construct Milstein schemes
for the diffusion mW = (ξ˜W , eW ), where
dmW = A˜α(mW ) dWα + A˜0 dt, mW (0) = (ξ0, I d)
which do not involve the computation of area integrals due to the vanishing of the corresponding
coefficients (Lemma 2.1). Indeed, as we recall in Section 4, the coefficients multiplying area
integral terms in the Milstein scheme of order one are precisely the Lie brackets of the vectors
in the diffusion term of the stochastic differential equation. On the other hand, Lemma 2.2,
together with Levy’s theorem, implies that the process ξ˜W is a solution of the martingale problem
associated to L, corresponding to a new parametrization of the Brownian motion defined by
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dWˆk(t) = [eW ]αk dWα; namely we have
dξ˜W (t) = Aα(ξ˜W (t)) dWˆα(t)+ A0(ξ˜W (t)) dt.
For sake of completeness, and also because we shall need the expression of the Lie derivatives
of the vector fields A˜k later on, we include the proof of the first lemma.
We will use the notation ∂( αα′ ) for the derivative with respect to [e]nm = δα
′
m δ
α
n (the basic vector
of Ed ). In the following, δ∗∗ denotes the Kronecker symbol, i.e. δβα = 1 if α = β, and δβα = 0 if
α 6= β.
Lemma 2.1. We have
(∂ A˜k
A˜ j )
H = eαk eβj [∂Aα Aβ − Γ γα,β Aγ ].
In particular, the vector fields A˜k satisfy the relation [ A˜k, A˜ j ]H = 0.
Proof. The horizontal component of (∂ A˜k A˜ j ) is given by
(∂ A˜k
A˜ j )
i = A˜αk ∂α A˜ij + [Nk]αβ∂( α
β
)eγj Aγ
= (eγk Aαγ )(eβj ∂αAiβ)− (eβk eβ
′
α′Γ
α
β,β ′)(δ
γ
α δ
j
α′ A
i
γ )
= (eβk Aαβ)(eβ
′
j ∂αA
i
β ′)− eαk eβj Γ γα,β Aiγ .
This implies
[ A˜k, A˜ j ]H = eαk eβj [Aα, Aβ ] − eαk eβj (Γ γα,β − Γ γβ,α)Aγ ,
which is equal to zero by (5). 
Lemma 2.2. For every t ≥ 0, the component eW of the process mW is an orthogonal matrix.
Proof. It follows from the Itoˆ calculus, computing the differential of e>e, which vanishes
(cf. [2]—Proposition 4.2, for the details). 
We remark that a particular consequence of this lemma is that the matrices eW have norms equal
to one.
3. The strong approximation scheme
The strong Milstein scheme of order one (cf. [4,7]) is based on the stochastic Itoˆ expansion of
the vector fields Ak along the trajectory of the diffusion, namely
Ak(ξW (t)) = Ak(ξW (t))+ (∂Aα Ak)(ξW (t))(Wα(t)−Wα(t))+ O().
Let t > t , where  denotes a fixed time step size , with
1t := t − t = k and 1Wα(t) := Wα(t)−Wα(t).
We have
ξW  (t)− ξW  (t) = A0(ξW  (t)) 1t + Aα(ξW  (t)) 1Wα(t)
+ 1
2
(∂Aα Aβ)(ξW  (t))
∫ t
t
1Wα(s) dWβ(t)
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which also takes the form
ξW  (t)− ξW  (t) = A0(ξW  (t)) 1t + Aα(ξW  (t)) 1Wα(t)
+ 1
2
(∂Aα Aβ)(ξW  (t)) (1Wα(t)1Wβ(t)−1tδβα )+ R
where
2R =
∑
α<β
[Aα, Aβ ](ξW  (t))
∫ t
t
(
1Wα(s) dWβ(s)−1Wβ(s) dWα(s)
)
. (7)
This scheme satisfies
E[ sup
t∈[0,T ]
‖ξW (t)− ξW  (t)‖2] ≤ c2
with c > 0 constant, for a given time T .
The strong approximation scheme Z was defined in [2] by
ZW  (t)− ZW  (t) = A0(ZW  (t)) 1t + Aα(ZW  (t)) 1Wα(t)
+ 1
2
(∂Aα Aβ)(ZW  (t)) (1Wα(t)1Wβ(t)−1tδβα )
+ 1
2
Aγ (ZW  (t))
〈[Aβ , Aγ ], Aα 〉ZW (t) (1Wα(t)1Wβ(t)−1tδβα ).
The idea is to write down the strong Milstein scheme for the process mW (t) and, after a
reparametrization of the underlying Wiener space (a change of Brownian motion by rotation),
to derive the corresponding scheme for its first (horizontal) component. Let us consider the
following distance between measures on the path space of Rd , known as the Monge transport
distance:
d2(ρ1, ρ2) = inf
ψ
∫
sup
t∈[0,T ]
‖ψ(p)(t)‖2 dρ1(p),
where ψ are the maps on the path space that transport the law ρ1 into ρ2, i.e. ψ(ρ1) = ρ2. Then
we have (cf. [2], Theorem 2.1):
Theorem 3.1. Assume the ellipticity and bounded derivatives of the vector fields Ak . Let ρL
be the law, defined on the path space over Rd , of the solution of the martingale problem for the
operator L. Let ρS be the law of the approximation process ZW  , with initial value ZW  (0) = ξ0.
Then
lim sup
→0
1

dM(ρL, ρS) = c <∞.
4. A weak approximation scheme
Following [7] (also [4] and [10]), we consider a higher order development in the stochastic
Taylor expansion. Since by Itoˆ’s formula,
Ak(ξW (t))− Ak(ξW (t)) =
∫ t
t
(∂Aα Ak)(ξW (s)) dWα(s)+
∫ t
t
LAk(ξW (s)) ds
C.J.S. Alves, A.B. Cruzeiro / Stochastic Processes and their Applications 118 (2008) 346–367 351
the following approximation scheme can be deduced
ξ˜W  (t)− ξ˜W  (t) = A0(ξ˜W  (t))1t + Aα(ξ˜W  (t))1Wα(t)
+ 1
2
(∂Aα Aβ)(ξ˜W  (t))(1Wα(t)1Wβ(t)−1tδβα )+ R
+LA0(ξ˜W  (t))
∫ t
t
1s ds + (∂Aα A0)(ξ˜W  (t))
∫ t
t
1Wα(s) ds
+ (L A˜α)(ξ˜W  (t))
∫ t
t
1s dWα(s), (8)
with R defined in (7). The scheme satisfies the order two weak approximation property (e.g. [7,
4]). Namely, for every smooth function ϕ, and for any t ,
lim sup
→0
1
2
∣∣∣Eϕ(ξW (t))− Eϕ(ξ˜W  (t))∣∣∣ <∞.
We now define our weak approximation scheme Z¯1 by
Z¯W  (t)− Z¯W  (t) = A0(Z¯W  (t))1t + Aα(Z¯W  (t))1Wα(t)
+ 1
2
(∂Aα Aβ)(Z¯W  (t))(1Wα(t)1Wβ(t)−1tδβα )
+ 1
2
Aγ (Z¯W  (t))
〈[Aβ , Aγ ], Aα 〉Z˜W (t) (1Wα(t)1Wβ(t)−1tδβα )
+LA0(Z¯W  (t))
∫ t
t
1s ds + (∂Aα A0)(Z¯W  (t))
∫ t
t
1Wα(s) ds
+Ψα(Z˜W (t))
∫ t
t
1s dWα(s) (9)
where
Ψk = 12 A
α
β A
γ
β (∂
2
αγ Ak)− Γ αβ,k(∂Aβ Aα)+ ∂A0 Ak −
1
2
Γ kγ,βΓ
α
γ,β Aα. (10)
The scheme Z¯1 was constructed, using the ideas described in the previous section, from the
first order Itoˆ–Taylor expansion of the vector fields defining the generator along the trajectory
of the corresponding process mW = (ξ˜W , eW ). Here, we consider a corresponding second
order development obtained through the Itoˆ–Taylor expansion of A˜k along the trajectories of
the process. For the first component, it is as follows:
ξ˜W  (t)− ξ˜W  (t) = A˜H0 (ξ˜W  (t))1t + [eW  (t)]βα Aβ(ξ˜W  (t))1Wα(t)
+ 1
2
[eW  (t)]βα[eW  (t)]β
′
α′
(
∂Aβ Aβ ′ − Γ γβ,β ′ Aγ
)
× (ξ˜W  (t))(1Wα(t)1Wα′(t)−1tδα′α )+ L˜AH0 (ξ˜W  (t))
∫ t
t
1s ds
+ (∂ A˜α AH0 )(ξ˜W  (t), eW  (t))
∫ t
t
1Wα(s) ds
+ (L˜ A˜Hα )(ξ˜W  (t), eW  (t))
∫ t
t
1s dWα(s). (11)
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Let us consider each of the terms in more detail. We can replace L˜ A˜0 byLA0, since the horizontal
components of these operators coincide. We have, from the definition of A˜k in (6),
(∂ A˜k
A0)
i = A˜αk ∂αAi0 = eαk ∂Aα Ai0.
On the other hand, we get
(L˜ A˜k)i = 12 A˜
α
γ A˜
β
γ ∂
2
αβ A˜
i
k +
1
2
A˜
( αα′ )
γ A˜
(
β
β′
)
γ ∂
2
( αα′ ),
(
β
β′
) A˜ik
+ A˜βγ A˜(
α
α′ )
γ ∂β∂( αα′ ) A˜
i
k + Aα0∂α A˜ik + A˜(
α
α′ )
0 ∂( αα′ ) A˜
i
k
= (i)+ (ii)+ (iii)+ (iv)+ (v).
We compute these terms:
(i) = 1
2
(eα
′
γ A
α
α′)(e
β ′
γ A
β
β ′)(e
γ ′
k ∂
2
αβ A
i
γ ′) =
1
2
eγ
′
k A
α
γ A
β
γ (∂
2
αβ A
i
γ ′), (ii) = 0
(iii) = −(eβ ′α Aββ ′)(eγα eγ
′
k Γ
α′
γ,γ ′)(∂β A
i
α′) = −eγk Γ αβ,γ (∂Aβ Aiα), (iv) = eαk ∂A0 Aiα
(v) = −1
2
[e(N>γ Nγ )](
α
k )Aiα = −
1
2
eβk e
η
α′e
η′
β ′Γ
β
η,η′e
γ
α′e
γ ′
β ′Γ
α
γ,γ ′ A
i
α = −
1
2
eβk Γ
β
γ,ηΓ
α
γ,ηA
i
α.
Therefore, (11) is equivalent to:
ξ˜W  (t)− ξ˜W  (t) = A0(ξ˜W  (t))1t + [eW  (t)]βα Aβ(ξ˜W  (t))1Wα(t)
+ 1
2
{
[eW  (t)]γα [eW  (t)]γ
′
β
(
∂Aγ Aγ ′ − Γ α′γ,γ ′ Aα′
)
(ξ˜W  (t))
}
× (1Wα(t)1Wβ(t)−1t δβα )+ LA0(ξ˜W  (t))
∫ t
t
1s ds
+ [eW  (t)]βα(∂Aβ A0)(ξ˜W  (t))
∫ t
t
1Wα(s) ds
+ [eW  (t)]βαΨβ(ξ˜W (t))
∫ t
t
1s dWα(s) (12)
where Ψβ has been defined in (10).
We first state the following result concerning the rate of convergence of the process eW  :
Lemma 4.1. There exists a constant C such that, for any functional G which is smooth in the
sense of the Malliavin calculus (cf. Theorem 4.1 in [6]), and for every t,
E(G[eW (t)− eW  (t)]) ≤ Ct with Ct ≤ C, for t ∈ [0, T ].
Proof. This result can be shown as in [6] (Theorem 3.1). The process eW satisfies an SDE and
eW  are approximations of higher order.
For θ = (ξ˜W − ξ˜W  , eW − eW  ) we can write, as in (3) of [6]:
dθ(t) =
{
A˜α
(
(ξ˜W (t), eW (t))+ θ(t)
)
− A˜α
(
(ξ˜W (t), eW (t))
)}
dWα(t)
+
{
A˜0
(
(ξ˜W (t), eW (t))+ θ(t)
)
− A˜0
(
(ξ˜W (t), eW (t))
)}
dt + dχ(t)
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with θ(t0) = 0 and
dχ(t) =
{
A˜α ((ξW  (t), eW  (t)))− A˜α ((ξW  (t), eW  (t)))
}
dWα(t)
+
{
A˜0 ((ξW  (t), eW  (t)))− A˜0 ((ξW  (t), eW  (t)))
}
dt. 
Theorem 4.1. The scheme Z¯1 has a weak property of approximation of order 2, in the sense that
for every function ϕ with a second derivatives in L2loc(R
d), and for every t, we have
lim sup
→0
1
2
∣∣Eϕ(ξW (t))− Eϕ(Z¯W  (t))∣∣ <∞.
Proof. We define a process ξ ]W by
ξ
]
W (t)− ξ ]W (t) = A0(ξ ]W (t))1t + [eW (t)]βα Aβ(ξ ]W (t))1Wα(t)
+ 1
2
{
[eW (t)]γα [eW (t)]γ
′
β
(
∂Aγ Aγ ′ − Γ α
′
γ,γ ′ Aα′
)
(ξ
]
W (t))
}
× (1Wα(t)1Wβ(t)−1tδβα )+ LA0(ξ ]W (t))
∫ t
t
1s ds
+ [eW (t)]βα(∂Aβ A0)(ξ ]W (t))
∫ t
t
1Wα(s) ds
+ [eW (t)]βαΨβ(ξ ]W (t))
∫ t
t
1s dWα(s).
By Lemma 2.2, 1Wˆk(t) = [eW (t)]kα1Wα(t) are the increments of a Brownian motion Wˆl .
Therefore, we can write ξ ]W in terms of this new Brownian motion, from which it follows that ξ
]
W
has the same law as the process Z¯W  defining the scheme Z¯1.
We know that the weak Milstein scheme satisfies
|Eϕ(ξ˜W  (t))− ϕ(ξW (t))| ≤ C2,
for some constant C . Therefore, in order to prove the theorem, we need to show that
|Eϕ(ξ ]W (t))− ϕ(ξ˜W  (t))| ≤ C2.
We first note the following equality in the expression for ξ ]W (and analogously for the
corresponding term in ξ˜W  ):
1
2
{
[eW ]γα [eW ]γ
′
β
(
∂Aγ Aγ ′ − Γ α
′
γ,γ ′ Aα′
)
(ξ
]
W (t))
}
(1Wα(t)1Wβ(t)−1tδβα )
=
{
[eW ]γα [eW ]γ
′
β
(
∂Aγ Aγ ′ − Γ α
′
γ,γ ′ Aα′
)
(ξ
]
W (t))
} ∫ t
t
1Wα(s) dWβ(s)
which is a consequence of the equality
1Wα(t)1Wβ(t) =
∫ t
t
1Wα(s) dWβ(s)+
∫ t
t
1Wβ(s) dWα(s)+1tδβα .
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We apply Itoˆ’s formula for functions with two derivatives in L2loc(R
d). We refer to [5], although
there Itoˆ’s formula is stated for processes defined in a bounded region; still, since A0, Aα are
smooth and bounded, the argument in [5] is easily localized and therefore adapted to this case.
Then,
Eϕ(ξ ]W (t))− Eϕ(ξ ]W (t))
= E
∫ t
t
∂γ ϕ(ξ
]
W (s)){Aγ0 (ξ ]W (s))+ LAγ0 (ξ ]W (s))(s − t)+ [eW (s)]γα1Wk(s)} ds
+ 1
2
E
∫ t
t
∂2αβϕ(ξ
]
W (s))Θ
α
γ (ξ
]
W )(s)Θ
β
γ (ξ
]
W )(s) ds, (13)
where we have denoted
Θkj (ξ)(s) = [eW (s)]γj Akγ (ξ(s))+ [eW (s)]γj [eW (s)]βαΦkγ,β(ξ(s))1Wα(s)
+ [eW (s)]γjΨ kγ (ξ(s)1s) (14)
with Φi, j = ∂Ai A j − Γ αi, j Aα and Ψγ defined in (10). Note that a formula similar to (13) also
holds for the process ξ˜W  .
We now introduce the processes eλ = λeW + (1 − λ)eW  , for λ ∈ [0, 1] (a convex
combination). Thus,
ξλW (t)− ξλW (t) = A0(ξλW (t))1t + [eλW (t)]βα Aβ(ξλW (t))1Wα(t)
+ 1
2
[eλW (t)]βα[eλW (t)]β
′
α′Φα′,β ′(ξ
λ
W (t))(1Wα(t)1Wβ(t)−1tδβα )
+LA0(ξλW (t))
∫ t
t
1s ds + [eλW (t)]βα(∂Aβ A0)(ξλW (t))
∫ t
t
1Wα(s) ds
+ [eλW (t)]βαΨβ(ξλW (t))
∫ t
t
1s dWα(s)
and we get ξ1W = ξ ]W , ξ0W = ξ˜W  . From direct computations, we derive the following result. 
Lemma 4.2. Denoting uλW = ∂ξ
λ
∂λ
, the following formula holds:
uλW (t) = Jt←t0
∫ t
0
J−1s←t0{[eW (t)− eW  (t)]βα Aβ(ξλW (t)) dWα(t)
+ [eW (t)− eW  (t)]α′α [eλW (t)]β
′
β Φα′,β ′(ξ
λ
W (t))
× (1Wα dWβ(s)+1Wβ dWα(s)− δβα ds)
+ [eW (t)− eW  (t)]βα(∂Aβ A0)(ξλW (t))1Wα(s) ds
+ [eW (t)− eW  (t)]βαΨβ(ξλW (t))1s dWα(s)}
where J satisfies the matrix equation
dJt←t0 =
{
A′0(ξλW (t)) dt + [eλW (t)]βα A′β(ξλW (t)) dWα(t)
+ 1
2
[eλW (t)]α
′
α [eλW (t)]β
′
β Φα′,β ′(ξ
λ
W (t))(1Wα dWβ(t)+1Wβ dWα(t)− δβα dt)
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+ (LA0)′(ξλW (t))1t dt + [eλW (t)]βα(∂Aβ A0)′(ξλW (t))1Wα(t) dt
+ [eλW (t)]βα(Ψβ)′(ξλW (t))1t dWα(t)
}
Jt←t0
with initial condition Jt0←t0 = I d, and where the symbol ′ denotes differentiation of the
corresponding matrices. 
Therefore we have,
Eϕ(ξ ]W (t))− Eϕ(ξ˜W  (t))− (Eϕ(ξ ]W (t))− Eϕ(ξ˜W  (t))) ' E(H1 (t)− H0 (t)) (15)
where
Hλ (t) = ∂αϕ(ξλW (t))
{
Aα0 (ξ
λ
W (t))+ LAα0 (ξλW (t))(t − t)+ [eλW (t)]γβ (∂Aγ Aα0 )1Wβ(t)
}
+ 1
2
∂2αβϕ(ξ
λ
W (t))Θ
α
γ (ξ
λ
W )(t)Θ
β
γ (ξ
λ
W )(t),
with Θ defined in (14).
The differences corresponding to terms containing 1t or (1Wm)2 are of order . Terms
involving the increments of the Brownian motion, like
∂2i jϕ(ξ
]
W (t))[eW (t)]lk Ail (ξ ]W (t))[eW (t)]nk [eW (t)]l
′
mΦ
j
n,l ′(ξ
]
W (t))1Wm(t)
have zero expectation, since the factor multiplying this increment is adapted to the past filtration.
We are left with differences of two types, the first being
E
(
(∂αϕA
α
0 )(ξ
]
W (t))− (∂αϕAα0 )(ξ˜W  (t))
)
= E
∫ 1
0
(∂iϕA
i
0)
′(ξλW (t))uλW (t) dλ
which is of order , due to Lemma 4.1 and to the expression of uλW given in Lemma 4.2. Finally,
we obtain the difference term
∂2i jϕ(ξ
]
W (t))[eW (t)]αk Aiα(ξ ]W (t))[eW (t)]βk A jβ(ξ ]W (t))
− ∂2i jϕ(ξ˜W  (t))[eW  (t)]αk Aiα(ξ˜W  (t))[eW  (t)]βk A jβ(ξ˜W  (t))
= ∂2i jϕ(ξ ]W (t))
(
[eW (t)]lk − [eW  (t)]lk
)
Ail (ξ
]
W (t))[eW (t)]l
′
k A
j
l ′(ξ
]
W (t))
+ ∂2i jϕ(ξ ]W (t))[eW  (t)]αk Aiα(ξ˜W  (t))
(
[eW (t)]βk − [eW  (t)]βk
)
A jβ(ξ
]
W (t))
+ [eW  (t)]αk [eW  (t)]βk
{
(∂2i jϕA
i
αA
j
β)(ξ
]
W (t))− (∂2i jϕAiαA jβ)(ξ˜W  (t))
}
.
It follows from Lemma 4.1 that the expectation of the first two terms in this last expression is of
order . Concerning the last term, the same conclusion can be deduced from Lemma 4.1, together
with Lemma 4.2, after writing
Υ(ξ ]W (t))−Υ(ξ˜W  (t)) =
∫ 1
0
(Υ)′(ξλW (t))uλW (t) dλ
where Υ = (∂2i jφAiαA jα).
We conclude that E(H1 (t)− H0 (t)) ' C which, together with (15), proves the theorem.
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The replacement of the term 12 (∂Aα Aβ − Γ γα,β Aγ )(1Wα(t)1Wβ(t)−1tδβα ) by
1
2
(
∂Aα Aβ + Aγ
〈[Aβ , Aγ ], Aα 〉) {(1Wα(t)−1Wβ(t))−1tδβα}
is derived as in the strong scheme of Section 3. It is due to the algebraic relation
[Aα, Aβ ] − 2Γ γα,β Aγ =
(〈[Aβ , Aγ ], Aα 〉+ 〈[Aα, Aγ ], Aβ 〉) Aγ . 
Remark 1. The presented scheme satisfies conditions (C1–C3) stated in [10] for second order
schemes. This is hard to check on its explicit expression, but it can be justified from the fact that
this scheme is the horizontal projection of the weak second order scheme defined in (8) when
applied to the lifted diffusion mW . As a consequence, it is of second order with respect to smooth
test functions. We remark also that, nevertheless, elliptic conditions cannot be removed since we
must use (non-degenerate) Riemannian geometrical objects to develop this scheme.
Remark 2. With the use of the Malliavin calculus, as in [1], it could be possible to assume the
test functions ϕ only to be measurable and bounded, and also to show that the error on Eϕ(ξ W (t))
could be expanded with respect to  for such functions. In our context, to develop Bally and Talay
techniques as in the work [1] would require heavier computations that are not presented here.
5. Computation of the weak scheme
We write Z¯ t = Z¯W  (t), Z¯ t = Z¯W  (t) and 1t = t − t,1Wα(s) = Wα(s)−Wα(t).
Recall the weak scheme defined in (9).
Z¯ t − Z¯ t = A0(Z¯ t )1t + Aα(Z¯ t )1Wα(t)
+ 1
2
(∂Aα Aβ)(Z¯ t )
{
1Wα(t)1Wβ(t)−1t δβα
}
+ 1
2
Aγ (Z¯ t )
〈[Aβ , Aγ ], Aα 〉Z¯W (t) {1Wα(t)1Wβ(t)−1t δβα}
+LA0(Z¯ t )
(1t)2
2
+ (∂Aα A0)(Z¯ t )
∫ t
t
1Wα(s) ds
+Ψα(Z¯ t )
∫ t
t
1s dWα(s). (16)
Note that using integration by parts,∫ t
t
1Wk(s) ds = t1Wk(t)−
∫ t
t
s dWk(s)
and then
(∂Aα A0)(Z¯ t )
∫ t
t
1Wα(s) ds + (∂A0 Aα)(Z¯ t )
∫ t
t
1s dWα(s)
= (∂Aα A0)(Z¯ t )1Wα1t + [A0, Aα](Z¯ t )
∫ t
t
1s dWα(s).
Thus, defining a fixed time step  = 1t , and considering the approximations Z˜m to Z¯W  (m) in
discrete times tm = m, we obtain a simplification of the weak scheme defined by the one-step
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iteration (the subscript m denotes the calculation in Z˜m):
Z˜m+1 = Z˜m + (A0)m + (LA0)m 
2
2
+ (Aα)m1Wα
+ 1
2
(
(∂Aα Aβ)m + (Aγ )m
〈[Aβ , Aγ ], Aα 〉m) {1Wα1Wβ − δβα}
+ (∂Aα A0)m1Wα  + Ψ˜α(Z˜m)
∫ (m+1)
m
(s − m) dWα(s) (17)
Here, 1Wα = Wα(tm+1)−Wα(tm), and the functions Ψ˜k are defined by
Ψ˜k = [A0, Ak] + 12
∑
α,β,γ
Aαβ A
γ
β ∂
2
αγ Ak −
∑
α,β
Γ αβ,k ∂Aβ Aα −
1
2
∑
α,β,γ
Γ kγ,βΓ
α
γ,β Aα
using the Christoffel symbols (also calculated at the points Z˜m)
2Γ γα,β =
〈[Aα, Aβ ], Aγ 〉m − 〈[Aβ , Aγ ], Aα 〉m + 〈[Aγ , Aα], Aβ 〉m .
Also, recall that
(LA0)m = 12 A
α
γ (Z˜m)A
β
γ (Z˜m)∂α∂β A0(Z˜m)+ Aα0 (Z˜m)∂αA0(Z˜m).
Remark 1. When the process is completely determininistic, i.e. only A0 is not null, the scheme
(17) gives
Z˜m+1 = Z˜m + (A0)m + 
2
2
(LA0)m
and since LA0 = Aα0∂αA0, this is exactly the second order Taylor scheme for deterministic
ODE’s.
Remark 2. In the 1D, case the scheme simplifies to
Z˜m+1 = Z˜m + (A0)m  + (A1)m1W +
(
1
2
(A1)
2∂2A0 + A0∂A0
)
m
2
2
+ 1
2
(A1∂A1)m{(1W )2 − } + (A1∂A0)m1W
+
(
A0∂A1 − A1∂A0 + 12 (A1)
2 ∂2A1
)
m
∫ (m+1)
m
(s − m) dW (s).
5.1. Numerical calculation of the integral term
In formula (17), the calculation of the terms
Ik(m + ) =
∫ (m+1)
m
(s − m) dWk(s)
cannot be performed exactly. We consider two possibilities:
• (i) discretization of the integral;
• (ii) simulation of the integral as a Gaussian random variable.
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5.1.1. Discretization of the integral
Take
Ik(m + ) = Qk(m + ), defining Qk(t) =
∫ t
m
(s − m) dWk(s),
Then Qk verifies the ordinary SDE:
dQk(t) = (t − m) dWk(t), with Qk(m) = 0.
The application of the Euler/Milstein first order scheme gives, for a time step ε2 < ,
1ε2Qk(t) = (t − m)1ε2Wk(t)
with1ε2v(t) = v(t+ε2)−v(t). To perform the computation of Qk , we must consider the values
of Wk in a smaller time-step ε2 = q , where q is an integer defines the level of approximation
using the quadrature rule given by the Euler scheme. Therefore,
Ik(m + ) ≈ Q˜mk = ε2
q−1∑
n=0
n 1ε2Wk(m + nε2). (18)
This approximation should be seen as precomputation of the Brownian data with a smaller
step size, that is made outside the scheme Z¯ and could be used for other SDE’s with different
coefficients.
5.1.2. Simulation of the integral as a Gaussian random variable
Since Ik(m + ) is a Gaussian random variable with mean and variance which are,
respectively,
E(Ik(m + )) = 0,
E(Ik(m + ))2 =
∫ m+
m
(s − m)2 dWk(s) = 13
3,
we can simulate the joint Gaussian distributed (1W·, I·) random variables.
This option is clearly better in numerical terms since it avoids the precalculation needed in the
discretization (18), and produces similar numerical results. Moreover, to stay within the order of
approximation, we should consider q ∼ 1

and this would become too expensive in numerical
terms.
5.1.3. Weak scheme with integral approximation
Using I˜mα as the approximation of the integral, defined in the previous section, we get
Z˜m+1 = Z˜m + (A0)m  + (LA0)m 
2
2
+ (Aα)m 1Wα
+ 1
2
(
(∂Aα Aβ)m + (Aγ )m
〈[Aβ , Aγ ], Aα 〉m) {1Wα1Wβ − δβα}+ Ψ˜Mα (Z˜m) I˜mα
(19)
with
Ψ˜Mk = ∂A0 Ak +
1
2
∑
α,β,γ
Aαβ A
γ
β ∂
2
αγ Ak −
∑
α,β
Γ αβ,k ∂Aβ Aα −
1
2
∑
α,β,γ
Γ kγ,βΓ
α
γ,β Aα
because (∂Aα A0)m1Wα + [A0, Aα]1Wα = (∂A0 Aα)m1Wα.
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Remark. It is possible to use in (19) the approximation by integral discretization I˜k = Q˜mk as
defined in the Section 5.1.1, or the approximation I˜k , from the simulation of the integral by a
Gaussian random variable as defined in the Section 5.1.2. They provide similar results, but the
latter is better, since it clearly saves computational time.
5.2. Linear case — general setting
Consider the vector fields in Rd ,
A ji (z) = [Aiz] j
where the boldface Ai are d × d matrices, such that Aiz are linear, independent vectors at every
point z (at least in the iteration points).
Consider the single step weak scheme applied to the SDE:
dz(t) = A0z dt + Aαz dWα(t)
with z(0) = z0. Some of the calculations are simplified in the linear setting:
(i) since the Jacobian matrix of A jz is A j we get ∂Ak A j (z) = A jAkz and
[Ak, A j ] = (A jAk − AkA j )z = [Ak,A j ]z
where [Ak,A j ] now stands for the matrix A jAk − AkA j .
(ii) the Riemannian matrix G(z) is defined at the point z by Gi j (z) = (Aαz)i (Aαz) j and
therefore the inner product resumes to〈[Ak, A j ], Ai 〉z = z>A>i G(z)−1[Ak,A j ]z
and the Christoffel symbols are
2Γ ki, j (z) =
〈[Ai , A j ], Ak 〉z − 〈[A j , Ak], Ai 〉z + 〈[Ak, Ai ], A j 〉z
= z>
(
A>k G(z)−1[Ai ,A j ] + A>i G(z)−1[Ak,A j ] + A>j G(z)−1[Ak,Ai ]
)
z.
Note that Γ ki, j (z) = −Γ ji,k(z), thus Γ ki,k(z) = 0.
(iii) Thus, since ∂2i j Ak = 0,
Ψ˜k(z) = (AkA0 − A0Ak)z− Γ αβ,k(z)AαAβz−
1
2
Γ kγ,β(z)Γ
α
γ,β(z)Aαz.
(iv) Also, because ∂2i j A0 = 0, we have
LA0(z) = ∂A0 A0(z) = A0A0z.
Finally, the scheme becomes
zm+1 = zm + A0zm  + A0A0zm 
2
2
+ Aαzm 1Wα
+ 1
2
{
AβAαzm + (Aγ zm)(z>mA>αG(zm)−1[Aβ ,Aγ ]zm)
} {
1Wα1Wβ − δβα
}
+A0Aαzm1Wα + Ψ˜α(zm)
∫ (m+1)
m
(s − m) dWα(s).
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5.3. 2D example
As an illustration, we consider the following linear stochastic differential equation in R2:
dξW1 (t) = aξW2 (t) dW2(t)
dξW2 (t) = bξW2 (t) dW1(t)+
1
2
b2ξW2 (t) dt
with initial condition ξW (t0) = ξ0, where a, b denote non zero constants.1 The vector fields in
this example are, therefore,
A1(x, y) = (0, by), A2(x, y) = (ay, 0), A0(x, y) =
(
0,
1
2
b2y
)
.
We can find explicit solutions of this system, namely:
ξW1 (t) = ξ01 + aξ02
∫ t
0
ebW1(s) dW2(s)
ξW2 (t) = ebW1(t)ξ02 .
We remark that the assumption of ellipticity is not valid in zero, but we shall start from a different
point and the process will not visit zero a.e.
5.3.1. Weak scheme
Using the previous notations, we can write the vector fields using the matrices
A0 =
[
0 0
0
1
2
b2
]
, A1 =
[
0 0
0 b
]
, A2 =
[
0 a
0 0
]
.
In the weak scheme, the only non-null terms for AiA j are
[A0A0]22 = 14b
4, [A0A1]22 = [A1A0]22 = 12b
3,
[A1A1]22 = b2, [A2A1]12 = ab, [A2A0]12 = 12ab
2.
Thus, we conclude that [Aα, Aβ ] = 0, except
[A1, A2] = (A2A1 − A1A2)z = (abz2, 0) = −[A2, A1].
The Riemannian matrix G(z) is defined by
Gi j = (A1z)i (A1z) j + (A2z)i (A2z) j
= (0, bz2)i (0, bz2) j + (az2, 0)i (az2, 0) j =
[
a2z22 0
0 b2z22
]
and we must ensure that z2 6= 0. Therefore, 〈[A1, A2], Ak〉z = (Akz)>G−1[A1, A2] gives
〈[A1, A2], A1〉z = (0, bz2)>G−1(abz2, 0) = 0
1 Strictly speaking the SDE in our example does not satisfy the condition on the boundedness of the coefficients.
Nevertheless, since we have an explicit solution, we can verify a priori that, for bounded times, the solution is bounded.
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〈[A1, A2], A2〉z = (az2, 0)>G−1(abz2, 0) =
a2bz22
a2z22
+ 0
b2z22
= b
and we get Γ γα,β(z) = 0, except for Γ 12,2(z) = −Γ 22,1(z) = b, since
2Γ 22,1(z) = 〈[A2, A1], A2〉m − 〈[A1, A2], A2〉m + 〈[A2, A2], A1〉m = −2b.
Thus,
Ψ˜1(z) = (A1A0 − A0A1)z− Γ 22,1(z)A2A2z −
1
2
Γ 12,2(z)Γ
1
2,2(z)A1z
= 0− 0− 1
2
b2(0, bz2) =
(
0,−b
3
2
z2
)
Ψ˜2(z) = (A2A0 − A0A2)z− Γ 12,2(z)A1A2z −
1
2
Γ 22,1(z)Γ
2
2,1(z)A2z
=
(
1
2
ab2z2, 0
)
− (0, 0)− 1
2
b2(az2, 0) = (0, 0).
Given z at an instant tm = m, we obtain z at the instant tm + , with
z := z+
(
0,
b2
2
z2
)
 + (0, bz2)1W1 + (az2, 0)1W2
+ 1
2
(abz2, 0)1W11W2 + 12 (0, b
2z2) {1W11W1 − } + 
(
0,
1
2
b3z2
)
1W1
+ b
2
(az2, 0)1W21W1 + −b2 (0, bz2) {1W21W2 − }
+ 
2
2
(
0,
b4
4
z2
)
+
(
0,−b
3
2
z2
)∫ (m+1)
m
(s − m) dW1(s)
i.e., the first component is obtained by
Z˜1 := Z˜1 + a Z˜21W2 + abZ˜21W11W2
where the second component is obtained by
Z˜2 := Z˜2 + bZ˜21W1 + b
2
2
Z˜2 + 12b
2 Z˜2
{
(1W1)
2 − (1W2)2
}
+ 2 b
4
8
Z˜2 +  12b
3 Z˜21W1 − b
3
2
Z˜2
∫ (m+1)
m
(s − m) dW1(s).
5.3.2. Other schemes
The Euler scheme approximation for the diffusion ξ gives{
X1 := X1 + aX21W2
X2 := X2 + bX21W1 + 12b
2X2.
(20)
For this particular example, and due to the fact that the second component of the bracket [A1, A2]
vanishes, the standard Milstein approximation of the second component does not involve (unlike
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the first one) area integrals:
Y1 := Y1 + aY21W2 + abY2
∫ (m+1)
m
(W1(s)−W1(m)) dW2(s)
Y2 := Y2 + bY21W1 + 12b
2Y2(1W1)
2.
(21)
As for the strong approximation scheme defined in Section 4, it reads:{
Z1 := Z1 + aZ21W2 + abZ21W11W2
Z2 := Z2 + bZ21W1 + 12b
2Z2 + 12b
2Z2{(1W1)2 − (1W2)2}. (22)
Finally, we consider Talay’s second order weak scheme, as defined in [9] (cf. formula (22) in that
reference). The iteration applied to this example gives
Y˜1 := Y˜1 + aY˜21W2 + ab2 Y˜21W11W2 + abY˜2U
±1/2 + ab
2
4
Y˜21W2
Y˜2 := Y˜2 + bY˜21W1 + b
2
2
Y˜2(1W1)
2 + b
3
2
Y˜21W1 + b
4
8
Y˜2
2
(23)
Here, U±1/2 is a random variable such that
P
(
U±1/2 = 1
2
)
= P
(
U±1/2 = −1
2
)
= 1
2
.
5.3.3. Second moments
The second moments of the solution can be calculated exactly in this simple example. We
here assume that the initial condition is deterministic:
1st component,
E(ξ t1)
2 = (ξ01 )2 +
a2
2b2
(ξ02 )
2(e2b
2t − 1). (24)
2nd component,
E(ξ t2)
2 = (ξ02 )2E(e2bW1(t)) = (ξ02 )2e2b
2t . (25)
5.3.4. Numerical schemes for the second moments
2nd component. As for the 2nd component, the Euler approximation satisfies
E((X2)m+1)2 = E((X2)m)2 + b
4
4
E((X2)m)
22
+ b2E((X2)m)2 + b2E((X2)m)2EPk ((1W1)m)2
where Pk denotes the filtration of the past to k, and since X (k) is Pk-adapted.
Therefore, the second moment approximation by the Euler scheme gives exactly
E((X2)m+1)2 = E((X2)m)2
[
1+ 2b2 + b
4
4
2
]
. (26)
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By analogous computations for the Milstein approximation, we get
E((Y2)m+1)2 = E((Y2)m)2
[
1+ 2b2 + 3
4
b42
]
, (27)
and for the strong scheme
E((Z2)m+1)2 = E((Z2)m)2
[
1+ 2b2 + 5
4
b42
]
. (28)
Finally, the proposed weak scheme satisfies
E((Z˜2)m+1)2 = E((Z˜2)m)2
[
1+ 2b2 + 2b42 +
(
b6
8
+ b
4
12
)
3 + b
8
64
4
]
(29)
and Talay’s second order weak scheme gives
E((Y˜2)m+1)2 = E((Y˜2)m)2
[
1+ 2b2 + 2b42 + 3
8
b63 + b
8
64
4
]
. (30)
1st component. As for the 1st component, the Euler scheme gives exactly
E((X1)m+1)2 = E((X1)m)2 + a2E((X2)m)2, (31)
and for the Milstein scheme, we get
E((Y1)m+1)2 = E((Y1)m)2 + a2E((Y2)m)2 + a2b2E((Y2)m)2 
2
2
. (32)
The strong and weak schemes provide the same result
E((Z1)m+1)2 = E((Z1)m)2 + a2E((Z2)m)2( + b22), (33)
and the Talay scheme gives
E((Y˜1)m+1)2 = E((Y˜1)m)2 + a2E((Y˜2)m)2
[
 + b22 + a
2b4
16
3
]
. (34)
5.3.5. Taylor schemes in the associated ODE
Let uα(t) = E(ξ tα)2 with α = 1, 2; then uα verifies the ordinary differential equation
u′1(t) = a2u2(t)
u′2(t) = 2b2u2(t),
imposing the initial condition uα(0) = (ξ0α)2.
• 2nd component. A deterministic Taylor scheme gives, for the second component,
u2(tm+1) = u2(tm)
(
1+ 2b2 + 2b42 + 4
3
b63 + · · ·
)
and therefore
u2(N) = (ξ02 )2
(
1+ 2b2 + 2b42 + 4
3
b63 + · · ·
)N
.
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Fig. 1. Single trajectory. Second component. Comparison with exact (black thick line), Euler (thin blue line), Milstein
(red dashed line). (For interpretation of the references to colour in this figure legend, the reader is referred to the web
version of this article.)
Inspecting the formulae (26)–(29), we conclude that these schemes give expressions of the type
E(Ξ2(N))2 = (ξ02 )2(1+ 2b2 + CΞ b42)N ,
where Ξ stands for the scheme letter (X, Y, Z or Z˜ ). The constant CΞ grows from 14 (Euler),
3
4
(Milstein), 54 (strong), to 2 (weak scheme and Talay’s scheme), which is the exact coefficient for
the term 2, in the Taylor expansion.
• 1st component. The deterministic Taylor scheme gives, for the first component,
u1((m + 1)) = u1(m)+ a2u2(m)
(
 + b22 + 2
3
b43 + · · ·
)
.
Inspecting the formulae (31)–(33), we have for the Euler and strong/weak schemes
E(Ξ1((m + 1)))2 = E(Ξ1(m))2 + a2E(Ξ2(m))2( + CΞ b22),
with CΞ = 0 for the Euler scheme, CΞ = 12 for the Milstein scheme, CΞ = 1 exactly
for the strong, weak schemes, and the Talay scheme. Thus, in both components, the proposed
weak scheme gives a correct second order term for the second moment. This is a significant
improvement with respect to the standard Euler or second order Milstein scheme.
5.3.6. Romberg extrapolation
In the line of the work by Talay and Tubaro [11], from the error expansion it is possible
to consider a linear combination of results taken with different step-sizes to obtain a higher
convergence rate, using the Romberg extrapolation technique. In this example, this can be done
for the previous methods, since it is possible to expand the error in powers of .
5.4. Numerical simulations
Single trajectory. As simple computational test to illustrate the application of the methods to
this 2D example, we consider first a simulation with a single trajectory. We considered the
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Fig. 2. Single trajectory. Second component. Comparison with exact (black thick line), Talay (red dotted), Z˜ Weak
Scheme (thin blue line). (For interpretation of the references to colour in this figure legend, the reader is referred to the
web version of this article.)
Fig. 3. Second moments. Second component. Exact solution (black line), Euler scheme (red large dashed line), Milstein
scheme (green dashed line), Talay scheme (blue large dots), Strong Z (grey line) and Weak Z˜ (grey small dots) schemes.
(For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
values a = 1.5, b = 2.25, ξ0 = (1, 2), and calculated the approximations for 0 ≤ t ≤ 6
with N = 210 = 1024 points. In Figs. 1 and 2, we plotted, for t ∈ [5, 6], the 2nd component for
the exact solution (black thick line) and the approximations given by the numerical schemes. In
Fig. 1, the Euler (blue thin line) and Milstein (red dashed line) schemes are presented. In Fig. 2,
we present the results for the Weak Z˜ scheme (blue thin line), and for the second order weak
scheme Y˜ presented by Talay cf. [9] (red dotted). In this example, the proposed Z˜ weak scheme
(using numerical integration) behaves like the Milstein (or as the Strong scheme cf. [2]), but it
is clearly worse than Talay’s scheme, which follows remarkably closely the exact solution. The
366 C.J.S. Alves, A.B. Cruzeiro / Stochastic Processes and their Applications 118 (2008) 346–367
Fig. 4. Second moments. First component. Exact solution (black thick line), Euler scheme (red large dashed line), Talay
scheme (blue dots), Strong scheme (grey dashed line). (For interpretation of the references to colour in this figure legend,
the reader is referred to the web version of this article.)
Fig. 5. Second moments: convergence of the second component—Milstein (left picture), Talay scheme (central picture),
Weak scheme (right picture). Relative errors using the following number of intermediate points: 8 (big blue dots), 16, 32,
64 and 128 (smaller red dots). (For interpretation of the references to colour in this figure legend, the reader is referred
to the web version of this article.)
second order feature of the proposed weak scheme Z˜ is not to be seen at a single trajectory, and
in some other examples with single trajectories it may behave worse, like the Euler scheme.
Second moments. We now consider the calculation of the second moments E(ξ(t))2, using a
Monte-Carlo average with one million random Brownian paths. In Figs. 3 and 4, we considered
the values a = 3.5, b = 0.4, ξ0 = (1, 2), and calculated the approximations for 0 ≤ t ≤ 6 with
N = 26 = 64 points. In Fig. 3, we plotted for the 2nd component the exact solution (black thick
line), and the approximations with the Euler scheme (red large dashed line), Milstein scheme
(green dashed line), Talay scheme (blue large dots), proposed Strong (grey line) and Weak (grey
small dots) schemes. It is clear from direct observation that the proposed weak scheme fits the
calculation of the second moments particularly well (see Section 5.3.5).
In Fig. 4, we plotted for the 1st component the exact solution (black thick line) and the
approximations with the Euler scheme (red large dashed line), Talay scheme (blue dots) and
Strong scheme (grey dashed line) — note that the Weak and Strong proposed schemes are equal
in this case.
Finally, in Fig. 5, we plotted results on the convergence (second component) presenting the
values obtained for the relative error using 8, 16, . . . , and 128 intermediate points (from bigger
to smaller dots). The convergence of the Milstein scheme is presented in the left picture; in the
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central picture we present the convergence of the Talay scheme; and finally the results for the
Weak scheme are plotted in the right picture. From direct inspection, we see that even with a
small number of intermediate points, the Weak scheme almost coincides with the exact solution
(for instance, the level of accuracy obtained using the Weak scheme with 16 points is better than
the one obtained for the Milstein scheme with 128 points, and similar to the Talay scheme with
64 points).
Concluding remark. The proposed weak scheme avoids the calculation of area integrals that
usually appear in Milstein schemes. It is not particularly suited for the approximation of single
trajectories as the Talay scheme is cf. [9], but it may perform better in the approximation of the
second moment’s expectation, as was shown in the numerical simulation.
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