Abstract Recent research activities in the areas of opinion mining, sentiment analysis and emotion detection from natural language texts are gaining ground under the umbrella of affective computing. Nowadays, there is a huge amount of text data available in the Social Media (e.g. forums, blogs, and social networks) concerning to users' opinions about experiences buying products and hiring services. Sentiment analysis or opinion mining is the field of study that analyses people's opinions and mood from written text available on the Web. In this paper, we present extensive experiments to evaluate the effectiveness of the psychological and linguistic features for sentiment classification. To this purpose, we have used four psycholinguistic dimensions obtained from LIWC, and one stylometric dimension obtained from WordSmith, for the subsequent training of the SVM, Naïve Bayes, and J48 algorithms. Also, we create a corpus of tourist reviews from the travel website TripAdvisorâ. The findings reveal that the stylometric dimension is quite feasible for sentiment classification. Finally, with regard to the classifiers, SVM provides better results than Naïve Bayes and J48 with an F-measure rate of 90.8%.
Introduction
With the booming of social media, some applications using sentiment analysis has been rapidly developed in recent years. The majority of people visit opinion sites, discussion forums or social networks aiming to obtain experiences of other users before taking a decision. Due to the number of reviews has exponentially increased on the Web, the task of reading all these opinions has become impossible for the users. For this reason, there is a need for automating the analysis and classification of these opinions.
Sentiment analysis (a.k.a. opinion mining) has become a popular topic in order to understand public opinion from unstructured Web data. From this perspective, sentiment analysis is devoted to extract users' opinions from textual data. The capture of public opinion is gaining momentum, particularly in terms of product preferences, marketing campaigns, political movements, financial aspects and company strategies. In this context, different techniques based on supervised learning and unsupervised learning, may be used. Thanks to these techniques, several attempts at sentiment classification were done. For instance, the problems that have been studied are mainly focused around subjectivity identification [1] , analysis and building sentiment lexicons [2] [3], evaluation and classification of the Twitter messages [4] [5] [6] , features selection [7] , negation [8] . Some other proposals have tried to introduce sentiment classification problem in different levels i.e. document-level [9] [10], sentence-level [11] , word-level and aspectlevel [12] . However, one of the main issues on sentiment classification is the existence of many conceptual rules that govern the linguistic expression of sentiments. Human psychology, which relates to social, cultural, personal and biological aspects, can be an important feature to be considered in sentiment analysis. For this purpose, the LIWC and WordSmith text analysis software are useful tools since they enable the extraction of psychological and linguistic features from natural language text.
On the other hand, it is worth mentioning that most sentiment analysis studies deal exclusively with English documents, perhaps owing to the lack of resources in other languages. Considering that the Spanish language has a much more complex syntax than many other languages, and that it is the third most widely spoken language in the world, we firmly believe that the computerization of Internet domains in this language is of utmost importance.
The main contribution of this work is the evaluation of the effectiveness of different psychological and linguistic features for sentiment classification in the Spanish language. This process covered five categories (positive, negative, neutral, highly positive and highly negative) and it was performed by using different classifiers. Also, a corpus of tourism reviews, obtained from the travel website TripAdvisor, was built and compiled. This paper is structured as follows. Section 2 presents the state of the art on opinion mining and sentiment analysis. Section 3 presents the tourism corpus used along the evaluation performed. Section 4 describes the LIWC's dimensions and stylometric variables provided by Wordsmith. Section 5 presents the classification algorithms SVM (Support Vector Machine), Naïve Bayes, and J48 used in this work. Section 6 provides a detailed description about the experiments performed. Section 7 presents the results of the classifiers' evaluation performed by using LIWC's dimensions and stylometric variables described in section 4 and 5. Section 8 discusses the results obtained by our approach, and a comparison is presented with two machine-learning based natural language processing (NLP) tools, the OpenNLP and Stanford Classifier. Finally, Section 9 describes conclusions and future work.
Related Work
In recent years, several proposals have presented studies based on two main approaches in the polarity classification: Semantic Orientation and Machine learning.
The Semantic Orientation (SO) approach uses lexical resources such as lexicons, which have been automatically or semi-automatically generated [13] , [14] , [15] . These lexicons have usually extended the WordNet lexical database. Two clear examples of this kind of lexicons are WordNet-Affect [14] and SentiWordNet [13] .
In the literature, several proposals based on sentiment lexicons have been presented. For instance, in [16] a lexicon-based approach to extract sentiment from texts was proposed. This approach is based on The Semantic Orientation CALculator (SO-CAL), which uses dictionaries of words annotated with their semantic orientation (polarity and strength), and incorporates intensification and negation. [12] proposed an innovative opinion mining methodology that takes advantage of new semantic Web-guided solutions to enhance the results obtained with traditional natural language processing techniques and sentiment analysis processes and Semantic Web technologies. Concretely, the proposed approach is based on three different stages: 1) an ontology based mechanism for feature identification, 2) a technique to assign a polarity to each feature based on SentiWordNet and 3) a new approach for opinion mining based on vector analysis. [17] presented a rule-based method to identify the sentiment polarity of opinion sentences. SentiWordNet was used to calculate overall sentiment score of each sentence. Also, the results showed that SentiWordNet could be used as an important resource for sentiment classification tasks.
Most studies on opinion mining have been concerned to the English language. Indeed, a main disadvantage of the approach based on sentiment lexicons is the lack of sentiment lexicons for non-English languages, therefore it is difficult its application to other languages. Despite the aforementioned issue, there are some interesting works that provide sentiment lexicons oriented to languages such as Spanish [15] , [18] , German [19] , Dutch [20] and Arabic [21] .
Also, due to the limitation mentioned above, some proposals have used alternative methods. The first alternative method uses some lexical resources for sentiment analysis based on WordNet (regardless of the target language, for example, the English language) jointly with a lexical database based on WordNet and specific for the target language or multilingual [22] .
The second alternative method uses a different sentiment lexicon from the target language. Therefore, an automatic translation of the corpus is carried out before of the polarity classification phase. However, this method depends on the availability and reliability of the automatic translation engine available [23] [24] .
On the other hand, there are some proposals [25] , [26] , [27] , [28] based on psycholinguistic tools for sentiment analysis such as LIWC, a tool that offers a dictionary in several languages such as: Spanish, English, French, and German, among others. These proposals construct a semantic orientation-based lexicon base on two (˝Positive emotion˝ and ˝Negative emotion˝) of the 76 categories of LIWC. These categories include words such as love, nice, good, great, hurt, ugly, sad, bad, and worse, among others. The LIWC's dictionaries are used on different studies covering languages such as English [25] , [27] , [28] , Portuguese [26] and Spanish [29] .
Furthermore, with regard to the Machine learning approach, it is worth mentioning that this approach often relies on supervised classification approaches. These approaches use a collection of data to train the classifier algorithms. Among the machine learning techniques commonly used in the sentiment polarity classification are Support Vector Machine (SVN), Naive Bayes (NB), Maximum Entropy (MaxEnt), among others. For example, in [30] compared three supervised machine learning algorithms (Naïve Bayes, SVM and the character based N-gram model) for sentiment classification. This comparison was performed on user's reviews obtained from travel blogs. Authors concluded that well-trained machine learning algorithms can provide a very good performance for sentiment polarity classification on the travel domain. [31] explored how different settings (n-gram size, corpus size, number of sentiment classes, balanced vs. unbalanced corpus, various domains) affect the precision of the machine learning algorithms. Naïve Bayes, Decision Tree, and Support Vector Machines were considered.
It is necessary to remark that this work differs from the works presented above in several aspects: (i) our study consider all LIWC's categories for the sentiment analysis. Although the LIWC dictionary has been evaluated in different works for the sentiment analysis, only the ˝Positive emotion˝ and ˝negative emotion˝ categories have been considered for constructing a lexicon based on semantic orientation, (ii) we have evaluated the combination of psychological and linguistic features extracted by using the LIWC and WordSmith text analyzers, (iii) we carried out a comparison of our approach with two sentiment analysis tools (Stanford Classifier and OpenNLP) based on machine learning, and (iv) unlike of several works, which use only two classes (positive and negative), our approach uses five classes (positive, negative, neutral, highly positive and highly negative). This was done in order to find out how the number of classes affects the precision of the classification algorithms.
Corpus
For this study, we have chosen the TripAdvisor® website since is the world's largest travel site with 315 million unique users per month and over 200 million reviews and opinions of over 4.4 million accommodations, restaurants and attractions.
The corpus consists of 1600 reviews, obtained from the TripAdvisor® website, concerning hotels, restaurants, and museums, among other topics. Each review was examined and classified by hand in order to ensure the quality of the corpus. Also, a value, from 1 to 5, was assigned to each review according to next criteria:
• 5, when the review has a highly positive sentiment.
• 4, when the review has a positive sentiment.
• 3, when the review has no sentiment.
• 2, when the review has a negative sentiment.
• 1, when the review has a highly negative sentiment.
The classification results were stored in an XML-based format. FIG. 1 shows an example of a review with highly positive orientation. Table 1 shows the total amount of reviews classified in each category mentioned above. It should be mentioned that the aforementioned activities were performed along six months by a group of three experts in order to ensure the quality of the corpus. In order to find out how the number of classes affects the precision of the classification algorithms, the corpus was also classified into three categories (Positive, Negative and Neutral). Based on this understanding, the reviews with a 4 and 5 value were classified as positive. Meanwhile, the reviews with a 1 and 2 value were classified as negative. The results of this classification are shown in Table 2 . Finally, in order to evaluate the classifier algorithms with only two categories, the neutral opinions obtained from the aforementioned process were omitted. The results of this process are shown in Table 3 . 
LIWC and stylometric variables
LIWC (Linguistic Inquiry and Word Count) is a software application that provides an effective tool for studying the emotional, cognitive, and structural components contained in language on a word-by-word basis. Early approaches to psycholinguistic concerns involved almost exclusively qualitative philosophical analyses. In this field, more modern researches have provided empirical evidence on the relation between language and the state of mind of subjects, or even their mental health. In this regard, further studies such as [32] have dealt with the therapeutic effect of verbally expressing emotional experiences and memories. LIWC was developed for providing an efficient method for studying these psycholinguistic concerns thanks to corpus analysis, and it has been considerably improved since its first version [33] . An updated revision of the original application was presented in [34] , namely LIWC2001.
For this study, we used the LIWC2007 Spanish dictionary, which is composed by 7,515 words and word stems. Each word is classified into one or more of the 72 categories included by default in LIWC. Also, these categories are classified into four dimensions: (1) standard linguistic process, (2) psychological process, (3) relativity, and (4) personal concerns. Table 4 shows some examples of the LIWC categories. The full list of categories is presented in [35] . On the other hand, we have used further stylometric variables, due to that there are some linguistic features not included in LIWC standard linguistic dimensions, which has been considered significant for this study. We used word level measures such as: word length distribution, average number words per sentence, word length distribution containing frequency of 1 letter word to frequency of 14 letters word. These linguistic features were obtained from the WordSmith software.
Machine learning approach
In a classification-based machine learning approach, two sets of data are required: training and validation set. The first set is used by an automatic classifier to learn the differentiating characteristics of documents, and the second set is used to validate the performance of the automatic classifier. Machine learning classifiers such as Naive Bayes (NB), Maximum Entropy (ME), and Support Vector Machines (SVM) have been used on different works achieving great success in text categorization [36] , [37] , [38] .
For this work, we used WEKA [39] to evaluate the classification success of reviews (positive, negative, neutral, highly positive or highly negative) based on LIWC and WordSmith categories.
WEKA provides several classification algorithms (also called classifiers), which allows the creation of models according to the data and purpose of analysis. Classification algorithms are categorized into seven groups: Bayesian (Naïve Bayes, Bayesian nets, etc.), functions (linear regression, SMO, logistic, etc.), lazy (IBk, LWL, etc.), meta-classifiers (Bagging, Vote, etc.), miscellaneous (SerializedClassifier and InputMappedClassifier), rules (DecisionTable, OneR, etc.) and trees (J48, RandomTree, etc.). The classification process involves the building of a model based on the analysis of the instances. This model is represented through classification rules, decision trees, or mathematical formulae. The model is used to generate the classification of unknown data, calculating the percentage of instances which were correctly classified.
Experiment
This section presents the experiment conducted to study the effectiveness of the psychological and linguistic features for sentiment classification into five categories: highly positive, highly negative, positive, negative and neutral. As it will be shown in next sections, the approach has been tested on the Spanish language by using a corpus of reviews concerning to the tourism domain. Figure 2 shows the general process of the experiment. 
Combination of LIWC dimensions and stylometric dimension
Aiming to detect the set of dimensions that provide the best results and to validate if the stylometric dimension improves the success rates, we have obtained 11 combinations of LIWC dimensions, and 15 for all possible combinations of stylometric dimension and LIWC dimensions (see Table 5 ). 
Text analysis with LIWC and WordSmith
The tourism corpus was analyzed with LIWC and WordSmith software through all the possible combinations presented in Table 5 and taking into account three possible sets of opinion classes (positive-negative, positive-neutral-negative and highly positive-positive-neutral-negative-highly negative).
LIWC searches for target words or word stems from the dictionary, categorizes them into one of its linguistic dimensions, and then converts the raw counts to percentages of total words. On the other hand, WordSmith generates statistical information such as average sentence and average word length, among others.
Training a machine learning algorithm and validation test
A set of the results obtained by the analysis with LIWC and WordSmith was used in order to train the machine learning algorithms, which are subsequently validated with the remaining subset. For the experiment, J48, Naive Bayes (NB), and the SMO algorithm for SVM classifiers were used.
Specifically, for J48, NB, and SMO classifiers, a ten-fold cross-validation was done. This technique is used to evaluate how the results obtained would generalize to an independent data set. Since the aim of this experiment is the prediction of the positive, negative, neutral, highly positive and highly negative condition of the texts, a cross-validation was applied in order to estimate the accuracy of the predictive models. It involved partitioning a sample of data into complementary subsets, performing an analysis on the training set and validating the analysis on the testing or validation set.
Evaluation and Results
In order to measure the performance of our method, we have used three evaluation measurements that are commonly used in sentiment analysis: precision, recall and F-measure. Recall (1) is the proportion of actual positive cases that were correctly predicted as such. On the other hand, precision (2) represents the proportion of predicted positive cases that are real positives. Finally, F-measure (3) is the harmonic mean of precision and recall. 
Results for the Tourism Corpus
This section describes the results obtained of each possible combination described in the previous section. Table 6 , 7 and 8 present the evaluation results by using two (positive-negative), three (positive-neutral-negative) and five (highly positive-positive-neutral-negative-highly negative) categories respectively. In the first column, the number of LIWC dimensions used for each classifier is indicated. For instance, 1_2_3_4 indicates that all the dimensions have been used in the experiment, and 1_2 indicates that only the 1 and 2 dimensions have been used to train the classifier. Table 6 .Classification results obtained by using two classes (positive-negative). Table 6 shows that the SMO algorithm provides better results than J48 and Naïve Bayes. When the evaluation involved only one dimension, the J48 and Naïve algorithms obtained the best results through the first dimension (Linguistic processes). On the other hand, the SMO algorithm obtained the best result through the second dimension (Psychological processes). Conversely, the fourth dimension (Personal concerns) provided the worst results for the three classification algorithms. On the other hand, the combination of all LIWC dimensions and the stylometric dimension provided the best classification result with an F-measure of 90.8%. As can be seen, the addition of the stylometric dimension improved the classification results. Table 7 .Classification results obtained by using three classes (positive-neutral-negative).
The classification results obtained by using three classes are presented in Table  7 . We found that the SMO classification algorithm provides the best results. Individually, the first dimension (Linguistic processes) provided the best results for the J48 and Naïve Bayes algorithms. On the other hand, the second dimension (Psychological processes) provided the best results for the SMO algorithm. Quite the reverse, the third and four dimensions provide the worst results. Furthermore, the combination of all LIWC dimensions and the stylometric dimension provided the best classification result with an F-measure of 79.2%. As can be seen, in these results also the addition of the stylometric dimension improved the classification results. Table 8 .Classification results obtained by using five classes (highly positive-positive-neutralnegative-highly negative). Table 8 shows that the SMO algorithm obtained better results than J48 and Naïve Bayes when five classes were involved. Individually, the second dimension (Psychological processes) provides the best result through the J48 and SMO algorithms. On the other hand, the Naïve Bayes algorithm obtained the best result through the first dimension (Linguistic processes). Conversely, the third and four dimensions provided the worst results. On the other hand, the combination of the first and second LIWC dimensions and the stylometric dimension provided the best classification results with an F-measure of 65.1%. In these results, the third and fourth dimensions are least revealing.
Discussion of Results
The classification results obtained show that reducing the number of classes the classifiers precision increases i.e. the classification with two categories (positivenegative) (see Fig. 3 ) provided better results than the classification with three (positive-neutral-negative) (see Fig. 4 ) and five (highly positive-positive-neutralnegative-highly negative) (see Fig. 5 ) categories. Thus, it is by virtue of the combination of fewer categories that the classification algorithm performs a better classification, probably due to the fact that in a bipolar system there is less space for the classification of slippery cases. It also means that additional criteria and features are required to get a fine-grained classification into 5 categories for instance.
With regard to the classification algorithms, SMO Algorithm for SVM classifier obtained the best results. This algorithm has proved to be simpler, easier to implement, generally faster (W. J. Han, 2015). Also, these results can be justified by the analysis presented in [40] , where it is clearly shown how SVM models are more accurate in comparison to other classification algorithms such as: decision trees, neural network, Bayesian network, nearest neighbor. SVM algorithm has been successfully applied for text classification due to its main advantages: firstly, it has the ability to generalize well in high dimensional feature spaces; secondly, SVM eliminates the need for feature selection, making the application of text categorization considerably easier. Finally, another advantage of SVM algorithm over the conventional methods is its robustness [41] .
Also, results showed that the combination of different LIWC dimensions provided better results than individual dimensions. Individually, the first and second LIWC dimensions (Linguistic processes and psychological processes) provided the best results. The first dimension contains grammatical words and the second dimension words related to the psychological process, such as: positive feelings, optimism, anxiety, sadness or depression, among others. Written opinions frequently contain a great amount of grammatical words and words related to emotional state of the author, which confirming the discriminatory potential of these dimensions in classification experiments. On the other hand, the fourth dimension (personal concerns) provided the worst results, owing to the fact that the topic selected for this study, "Tourism", bears little relation to the vocabulary corresponding to these categories. It can be stated that this dimension is the most content-dependent, and thus the least revealing. Also, general results show that the addition of the stylometric dimension improved the classification results. We ascribe this to the fact that most of the negative reviews contain more words than positive reviews, i.e. the number of words is an important feature to detect the polarity of the review. 
Comparison
In order to compare our approach with other NLP tools used on sentiment analysis, the corpus used along our experiments was analyzed through the OpenNLP [42] and Stanford Classifier [43] tools. Then, the results obtained by both tools were compared with the results obtained by our approach.
The Stanford Classifier is a Java-based implementation of a maximum entropy classifier, which takes data and applies probabilistic classification. On the other hand, the Apache OpenNLP library is a machine learning based toolkit for the processing of natural language text. This includes a general Java maximum entropy package released under the GNU Lesser General Public License. Table 9 shows that our proposal obtained encouraging results. Also, it obtained better results than Stanford classifier and OpenNLP, with an F-measure score of 90.8% for two classes, 79.2% for three classes, and 65.1% for five classes. We ascribe this to the following reasons: 1) the OpenNLP and Stanford NLP tools are based on maximum entropy models. Despite that Maximum entropy classifier provides good results in several proposals, SVM classifier outperforms the MaxEnt classifier in terms of the accuracy [44] [45] [46] . It can be justified for the SVM models advantages mentioned above in section "Discussion of results", and 2) unlike of these tools, our approach is based on the psycholinguistic features extraction to train the classifier. Therefore, we consider that these features are determinant in the classification results. Table 9 .Comparison of Standford and OpenNLP with our proposal.
Conclusion and Future Work
In this piece of research, we presented the feasibility study of LIWC dimensions and stylometric dimension in the sentiment classification.
In order to conduct a comprehensive study, we considered two, three and five categories (positive-negative, positive-neutral-negative and highly positivepositive-neutral-negative-highly negative) for the classification of touristic reviews in Spanish language. Also, three classifiers (SVM, NB, and J48) were used in order to evaluate the efficacy of psychological and linguistic features for sentiment classification. The results showed that the classification of reviews with two categories "positive-negative" provides better results than with other categories. Also, we found that the best results were obtained with the SMO classifier.
Additionally, the findings reveal that the stylometric dimension improved the classification results. This fact indicates that these features are quite feasible for sentiment classification. Finally, we compared our approach with two natural NLP tools (OpenNLP and standford classifier) based on machine-learning. The performance was measured by using the precision, recall, and F-measure metrics. Our proposal obtained encouraging results with a high F-measure score of 90.8%.
With regard to future research, we consider to evaluate our approach by using new corpora concerning to different domains such as financial and movies domain. Also, we plan to verify the efficiency of our approach, i.e., the use of LIWC and stylometric dimensions on sentiment analysis, on non-Spanish languages such as French, English, Italian and German. Finally, we also attempt to apply this approach for detecting the satire in Twitter messages.
