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Abstract 
The ever increasing demand for electricity has driven many countries toward the 
installation of new generation facilities. However, concerns such as environmental 
pollution and global warming issues, clean energy sources, high costs associated with 
installation of new conventional power plants, and fossil fuels depletion have created 
many interests in finding alternatives to conventional fossil fuels for generating 
electricity. Wind energy is one of the most rapidly growing renewable power sources 
and wind power generations have been increasingly demanded as an alternative to the 
conventional fossil fuels. However, wind power fluctuates due to variation of wind 
speed. Therefore, large-scale integration of wind energy conversion systems is a threat 
to the stability and reliability of utility grids containing these systems. They disturb the 
balance between power generation and consumption, affect the quality of the electricity, 
and complicate load sharing and load distribution managing and planning. Overall, 
wind power systems do not help in providing any services such as operating and 
regulating reserves to the power grid.    
In order to resolve these issues, research has been conducted in utilizing weather 
forecasting data to improve the performance of the wind power system, reduce the 
influence of the fluctuations, and plan power management of the grid containing large-
scale wind power systems which consist of doubly-fed induction generator based 
energy conversion system. The aims of this research, my dissertation, are to provide 
new methods for: smoothing the output power of the wind power systems and reducing 
the influence of their fluctuations, power managing and planning of a grid containing 
these systems and other conventional power plants, and providing a new structure of 
xiv 
implementing of latest microprocessor technology for controlling and managing the 
operation of the wind power system.  
In this research, in order to reduce and smooth the fluctuations, two methods are 
presented. The first method is based on a de-loaded technique while the other method is 
based on utilizing multiple storage facilities. The de-loaded technique is based on 
characteristics of the power of a wind turbine and estimation of the generated power 
according to weather forecasting data. The technique provides a reference power by 
which the wind power system will operate and generate a smooth power. In contrast, 
utilizing storage facilities will allow the wind power system to operate at its maximum 
tracking power points’ strategy. Two types of energy storages are considered in this 
research, battery energy storage system (BESS) and pumped-hydropower storage 
system (PHSS), to suppress the output fluctuations and to support the wind power 
system to follow the system load demands. Furthermore, this method provides the 
ability to store energy when there is a surplus of the generated power and to reuse it 
when there is a shortage of power generation from wind power systems. Both methods 
are new in terms of utilizing of the techniques and wind speed data.  
A microprocessor embedded system using an Intel® Atom™ processor is presented 
for controlling the wind power system and for providing the remote communication for 
enhancing the operation of the individual wind power system in a wind farm. The 
embedded system helps the wind power system to respond and to follow the commands 
of the central control of the power system. Moreover, it enhances the performance of 
the wind power system through self-managing, self-functioning, and self-correcting. 
xv 
Finally, a method of system power management and planning is modeled and studied 
for a grid containing large-scale wind power systems. The method is based on a new 
technique through constructing a new load demand curve (NLDC) from merging the 
estimation of generated power from wind power systems and forecasting of the load.  
To summarize, the methods and their results presented in this dissertation, enhance 
the operation of the large-scale wind power systems and reduce their drawbacks on the 
operation of the power grid. 
1 
Chapter 1: Introduction 
This chapter introduces the general concepts of the motivation behind this dissertation. 
Backgrounds and literature reviews are discussed with the consideration of a power 
system contains large-scale wind power systems. 
1.1 Motivation 
The economic issues and environmental impact of conventional power systems using 
fossil and nuclear fuels do not encourage the addition of more of these systems to the 
grid to ease the increasing demand of electricity. The global direction is to use 
renewable power sources, not just for the increasing demand of electricity, but also to 
eliminate the usage of the conventional power plants.  
Currently, the most dominate renewable energy source used for generating electricity is 
wind energy. This is because wind currently leads the way as the most developed 
energy source [1]. However, the generated power from wind energy is not constant, 
which is considered the main drawback of this type of energy. The output power of the 
wind energy conversion systems (WECS) fluctuates due to variation of wind speeds. 
Integrating large-scale wind power systems into the grid poses challenges like 
maintaining parallel operations of conventional power plants, load frequency 
deviations, power generation and load balancing, and stability of the grid. Therefore, 
wind power developers should follow the strict condition for output power regulation 
and smoothing when significant penetrations of wind power generations are installed in 
a power system [2]. 
2 
1.2  Overview of the Contributions of Renewable Power Systems  
The world electrical energy consumption is in a rising rate and there is a steady demand 
to increase the power capacity from each year. It is expected that the demand on 
electricity will double within twenty years [3]. The growth in world electricity 
generation and its projection up to 2035 is shown in Figure 1-1[4].  
 
Source: U.S. Energy Information Administration, International Energy Outlook, DOE/EIA-0484, 2011 
Figure 1-1. Growth in world electric power generation 1990-2035 [4]  
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the need for new electrical power sources may be very high in the near future. However, 
since some of these sources are potentially exhausted, uneconomical, or have negative 
impacts on the environment it not practical to depend only on conventional energy 
sources to meet the demand on electrical power. On the other hand, increasing the 
number of nuclear power plants to increase grid capacity may not be the best way 
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number of nuclear power generation units the bulk power system’s response to 
frequency will be declined and the power system vulnerable to collapse [5]. In contrast 
to the traditional fossil fuel and nuclear energies, the renewable energies are popular 
and have received much attention in recent years. Many countries plan to depend on 
renewable energies more than ever before to generate power for many reasons. 
Economic issues, environment friendly, availability and inexhaustibility of these 
sources are among the most important reasons that made these countries to go with 
these types of energies.  
The global direction is to use the renewable power sources for generating the power not 
just for covering the increasing demand on the electrical power, but also to eliminate the 
usage and substitute the conventional fossil power plants. The vision of the power grid 
will be changed through the increasing use of renewable energies such as wind, solar, 
tide, water waves, etc., to produce electrical power and increase their contribution to the 
grid. The U.S. projections for electricity generation by fuel types from 2008 to 2035 and 
the growth of the contribution of renewable energies to electricity generation from 2008 
up to 2035 are shown in Tables 1-1 and 1-2, respectively [6]. 
 
 
 
 
 
 
4 
Table 1-1.  U.S. total electricity generation by fuel type projection [6]  
Energy Sources 2008 2015 2020 2025 2030 2035 
Annual 
Growth 
Coal 1995 2037 2093 2147 2210 2305 0.5% 
Petroleum 45 46 47 48 48 49 0.3% 
Natural Gas 879 690 767 871 1015 1093 0.8% 
Nuclear Power 806 834 883 886 886 898 0.4% 
Renewable Sources 
1
 373 649 713 795 852 891 3.3% 
Other
2
 17 23 23 23 23 23 1.2% 
Total Electricity 
Generation 
(Billion kWh) 
4116 4280 4525 4769 5034 5259 0.9% 
Source: U.S. Energy Information Administration, Annual Energy Outlook with Projection to 2035, 
DOE/EIA-0383, 2011 
Table 1-2. U.S. renewable energy capacity and generation projection [6] 
Energy Sources 2008 2015 2020 2025 2030 2035 
Annual 
Growth 
    Conventional Hydropower 273 297 302 307 309 312 0.80% 
    Geothermal 15 19 24 32 40 47 4.50% 
    Municipal Waste 18 17 17 17 17 17 -0.30% 
    Wood and Other Biomass 36 55 91 116 133 145 5.60% 
    Solar  3 20 23 25 28 44 9.60% 
    Wind 74 154 154 165 174 194 2.90% 
Total Electricity 
Generation  
(Billion kWh) 
419 562 611 662 701 759 2.30% 
Source: U.S. Energy Information Administration, Annual Energy Outlook with Projection to 2035, 
DOE/EIA-0383, 2011 
                                               
1 Include conventional hydroelectric, geothermal, municipal waste, wood and other biomass, solar, and 
wind power 
2
 Includes pumped storage, non-biogenetic municipal waste, refinery gas, batteries, chemical, hydrogen, 
sulfur, and miscellaneous  
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Wind energy is considered the main source of renewable energy and gets more attention 
than other energy sources. This attention makes wind power systems to be more 
attractive to many countries and companies who increased their investments in building 
wind farms to generate electrical power through both grid connected and stand-alone 
systems. The U.S. Department of Energy reports that total electrical power from wind 
power generation will reach up to 300 GW or 20% of the whole nation of electrical 
power generated by 2030 [7]. Globally, it is expected that 34% of the world electrical 
power may come from wind power systems by 2050 [8].  
Solar energy is another important renewable energy source which can be used for 
producing electrical power. In general, there are two types of solar power systems: 
photovoltaic and concentrating power plants. In the first, the most popular solar power 
system, sunlight is directly converted to electricity, while in the second heat produced 
from the solar thermal is collected to boil water which produces sufficient steam for 
generating electrical power. Global photovoltaic production has been doubling 
approximately every two years, which make it the world’s fastest growing energy 
technology [9]. It is expected that the electrical power which is generated from 
photovoltaic cells may grow from 0.1% of the total current global electrical power to 
5% by 2030, and rise up to 11% by 2050 [10]. 
Since wind power gained more focus by the electricity sector investment, the wind 
power systems will be considered throughout this dissertation and referred as to 
renewable energy whenever they are used. Also, wind power systems may be referred 
to as wind farm or wind energy conversion systems (WECSs) and vice versa throughout 
this dissertation.  
6 
1.3 Wind Energy Conversion System (WECS) 
The doubly-fed induction generator (DFIG) is currently the system of choice for multi-
MW wind turbines [11]. The aerodynamic system must be capable for operating over a 
wide wind range of speeds in order to achieve an optimum aerodynamic efficiency by 
tracking the optimum tip-speed ratio. Therefore, the generator’s rotor must be able to 
operate at variable rotational speed. The DFIG system operates in both sub-and super-
synchronous modes with a rotor speed range around the synchronous speed.  
1.3.1 Principle of the DFIG’s Operation 
In DFIG-based WECS, the stator circuit is directly connected to the grid while the rotor 
winding is connected via slip-rings to a three-phase converter. The WECS basically 
consists of DFIG, wind turbine with drive train, AC-DC-AC converter controlled 
through back-to-back pulse width modulation (PWM) and includes rotor-side and grid-
side controllers, DC-link capacitor, pitch controller, coupling transformer, and 
protection system. The schematic diagram of DFIG-based WECS is depicted in Figure 
1-2. 
 
Figure 1-2. Schematic diagram of a grid connected DFIG-based WECS 
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The slip power can flow both directions, i.e. to the rotor from the grid and from the grid 
to the rotor, hence the speed of the machine can be controlled from either rotor-side or 
grid-side converter in both super- or sub –synchronous operating modes. Below the 
synchronous speed in motoring mode and above the synchronous speed in the 
generating mode the rotor-side converter operates as a rectifier and the grid-side 
converter operates as inverter, while slip power is returned to the stator. Below the 
synchronous speed in the generating mode and above the synchronous speed in the 
motoring mode, rotor-side converter operates as inverter and grid-side operates as a 
rectifier, while slip power is supplied to the rotor. At the synchronous speed, slip power 
is taken from the supply to excite the rotor windings and in this case the machine 
behaves as a synchronous machine. The relation between motoring and generating 
modes are shown in Figure 1-3.  
 
Figure 1-3. Motoring and generating modes of induction machine 
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In [12][13], Luna et al. and Endusa el al., © 2011 & 2009 IEEE, gave the active and 
reactive stator and rotor powers after neglecting the power losses in stator and rotor 
resistances as the following:    
                                       (1.1) 
                                       (1.2) 
                                       (1.3) 
                                       (1.4) 
where vqs, vds, vqr, and vdr are the q-axis and d-axis stator and rotor voltages, 
respectively, iqs, ids, iqr, and idr are the q-axis and d-axis stator and rotor current, 
respectively, Ps, and Pr are active powers of stator and rotor, respectively, Qs and Qr are 
reactive powers of stator and rotor, respectively.  
The total active and reactive power that generated from DFIG is: 
                                (1.5) 
                               (1.6) 
If        and/or        is positive, this means that the DFIG is supplying power to the 
grid, otherwise it is drawing power from the grid 
1.3.2 Characteristics of the Wind Turbine 
The aerodynamic system in a wind turbine converts the kinetic energy from wind flow 
to mechanical power. The extracted power depends on the incoming wind, turbine rotor 
swept area, the air density, and the blade pitch angle. However, physically it is not 
9 
possible to extract the whole kinetic energy of the wind, since the wind will not stand 
still directly behind the wind turbine. The wind speed is reduced by blades of the wind 
turbine, which extracts only a fraction of the power in the wind energy. Betz proved that 
the maximum power extractable by an ideal wind turbine with infinite blades from wind 
under ideal conditions is around 59% of the total available power in the wind. This limit 
is known as Betz limit, and it is represented by wind turbine power coefficient Cp. In 
practice, wind turbines are designed with two or three blades due to economic 
considerations, a combinational of structure, and the weight, therefore, the amount 
power they can extract will be around 50% only of the available wind power [14]. In 
general, Cp is a measure of the wind turbine rotor efficiency, and it is defined as the 
ratio between total extracted power and the total wind power: 
                  
                                         
                          
              (1.7) 
The power coefficient, Cp, depends on the tip-speed ratio,, which, if maintained for all 
wind speeds, will result in optimal Cp curve and optimal power extraction from the 
wind. Variable-speed wind turbines are equipped with a blade pitch angel controller to 
adjust the blades and obtain the best power coefficient. Barakati et al, © 2009 IEEE, 
[15] provided the expressions for calculating the tip-speed ratio,, and power 
coefficient, Cp , as follows: 
             
   
  
                    (1.8) 
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          (   )        (
   
  
       )  
 
  
                             (1.9) 
          where     
 
 
       
  
     
    
        
where wT is the turbine rotor speed in rad/s,  R is the blade length in m, Vw is the wind 
speed in m/s, and    is the pitch angle.  
The power coefficient of a wind turbine is not constant but varies with wind speed, 
rotational speed of the turbine, angle of blade pitch. Figure 1-4 shows the relation 
between Cp and tip-speed ratio, , for different blade pitch angle. 
 
 
  
Figure 1-4. Wind turbine coefficient for different pitch angles 
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The expression of the mechanical power of a wind turbine, which is given by Barakati 
et al, © 2009 IEEE, [15], is as follows: 
            
 
 
      
   (   )                      (1.10) 
and, the torque of the wind turbine as:  
       
  
  
                     (1.11) 
where Pm is the wind turbine mechanical power in watt,   is the air density in kg/m
3 
(  
= 1.225 kg/m
3
), and Tm is the torque of the wind turbine in N
.
m
.
s.  
The characteristics of wind turbine torque and power versus rotor speed are shown in 
Figures 1-5 and 1-6, respectively. In both relationships, the wind turbine blade length 
was chosen to be 35 m.   
When wind speed increases beyond the rated value, the electromagnetic torque is no 
longer sufficient to control rotor speed since this leads to an overload on the generator 
and the converter. To prevent rotor speed from becoming too high, the extracted power 
from incoming wind must be limited. This can be done by reducing the coefficient of 
the performance of the turbine or the Cp value. Altering the pitch angle   means slightly 
rotating the turbine blades along the axis. The blades are considerably heavy in a large 
turbine. Therefore, the rotation must be facilitated by either hydraulic or electric drivers. 
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Figure 1-5. Wind turbine torque versus rotor speed 
 
 
Figure 1-6. Wind turbine power versus rotor speed 
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1.4 Grid integration of Wind Power Systems 
In the past a power grid fed only from conventional power sources. In general, 
conventional sources are considered to supply sustainable energies to the power plants 
to generate power when and where they are needed. The nature of these energies is 
predictable long term which leads to flexible and controllable generating power 
systems. Furthermore, the availability of these energies makes it possible to build large 
power systems such as nuclear power plants, natural gas power plants, coal power 
plants, large hydro power plants, etc. These traditional power plants are providing the 
majority of power needed on a grid.  
Currently, the vision of the power grid has been changed through the increased usage of 
wind energies and their increased power contribution to the gird. Figure 1-7 shows a 
typical current power grid. 
 
 
Figure 1-7. Conventional power plants and wind power systems on the grid 
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In contrast to the conventional power energies, the nature of wind energy, which 
depends on the weather, is uncertain. The availability of wind energy is unknown and 
varies from time to time, and from place to place. Therefore, wind power system is 
considered an intermittent, uncontrollable, and an uncertain source of power generation. 
These drawbacks of wind energy create different problems to the power grid. 
However, when the contribution of the wind power systems to the grid is low, these 
drawbacks will not affect the power grid. These effects will be absorbed by the large 
power plants on the grid [16]. On the other hand, with the increased penetration of the 
generated power from wind energy to the grid, these problems will affect the grid and 
disturb the operation and performance of other power plants. The majority of these 
problems are: 
1. Disturbance of the parallel operations of the power plants on the grid. 
2. Disturbance of the load sharing between the power plants. 
3. Increase the frequency deviation. 
4. Make the power system vulnerable to collapse. 
5. Decrease the overall power system efficiency and reliability.  
6. Complication of the Load transition from fossil fuel to wind energy.  
1.5  Wind Energy and Wind Speed Data 
1.5.1 Impact of the Weather on Wind Energy 
Wind energy depends directly on the prevailing weather and weather is chaotic and 
difficult to predict with a lot of turbulent variability over both short and long durations. 
Although it is possible to get average or mean values for potential wind energy for some 
geographic locations and to predict on average what the potential energy yields will be 
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for a given site, it is pretty much impossible to predict or guarantee what the energy 
profile for a site (or region) will be in any given future instant. The accuracy of weather 
predictions decreases rapidly the further out in time that they are projected; so it is 
difficult to predict what a sites energy production will be in say, a week. 
Wind energy varies over a short duration, in addition to the longer more predictable 
seasonal and diurnal fluctuations. Wind gusts and swirls; wind is a chaotic laminar flow 
on the boundary of the earth/water to atmosphere interface. While preferred wind sites 
are selected in part because the wind blows steadily and does not gust and shift 
directions, all sites experience short duration peaks and troughs of power output in 
addition to longer duration swings between periods of stable weather patterns. 
1.5.2 Short-Term Wind Forecasting Methods 
Wind forecast for wind energy applications rely most on wind speed and direction at 50 
meters to 100 meters from ground level, at the top of the atmosphere surface layer, and 
only marginally on the forecast of air density. In general, there are two models for 
short-term wind forecast, Rapid Update Cycle (RUC) and North American Mesoscale 
(NAM). The RUC is designed to provide numerical guidance for a very short term 
forecast to users [17]. The features of RUC are as follow:  
1. Maximum forecast length is 12 hr. (it’s expanded to 18 hr. in 2010). 
2. The forecast is issued every hour starting at 00, 03, 06, 09, 12, 15, 18 and 21 
Coordinated Universal Time (UTC). 
3. Provide very high frequency updates of current conditions and short-range 
forecasts. 
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The NAM model is designed to provide short term weather forecast numerical 
guidance, day-ahead [18]. The general features for this model are: 
1. Maximum forecast length of 84 hrs 
2. A day-ahead forecast 
3. Forecast values updated every 3 hrs. 
1.5.3 Wind Speed Model   
Wind is very difficult to model because of its highly-variable behavior both in location 
and time. Wind speed has persistent variations over a long-term scale. However, surface 
conditions such as buildings, trees, and areas of water affect the short term behavior of 
wind and introduce fluctuations in the flow, i.e. wind speed turbulence.  
In [13], Endusa el al., © 2009 IEEE, implemented a mathematical model for wind speed 
signal generated by autoregressive moving average (ARMA). The wind speed Vwind(t) 
has two constituent part and can be written as: 
                    ( )             ( )                 (1.12) 
where         is the mean wind speed at hub height and   ( ) is the instantaneous 
turbulent part, whose linear model is composed by the first order filter excited by 
Gaussian noise. 
                 ̇ ( )   
 
  
  ( )                         (1.13) 
where    is the time constant and    is the white noise process with zero mean. The 
white noise is smoothed by a signal low pass filter, thereby transforming it to colored 
noise   . The instantaneous turbulence component of wind speed is obtained from the 
following expression: 
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                  ( )                           (1.14) 
where    is the standard deviation and    is the ARMA time series model which is 
given by: 
                                                                  (1.15) 
where    (         ) and    (         ) are the autoregressive parameters and 
moving average parameters, respectively. Neglecting higher order terms, the following 
coefficients constitute the significant terms in the moving average methodology in 
(1.15) for recursive estimation of parameters:          ,          ,    
      ,          , and          . The ARMA simulink model and its simulated 
wind speed using MATLAB/Simulink are shown in Figures 1-8.  
 
 
 
Figure 1-8. Wind speed Model by ARMA model in MATLAB Simulink [13]  
(© 2009 IEEE, reused by permission)  
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1.5.4  Wind Forecasting Data     
There are many online resources which provide weather forecasting including wind 
speed data [19] [20]. However, most of this data is limited for hour based forecasting 
data and 15-30 minutes actual recording data time frames and do not include seconds 
which are important for indicating the wind turbines performance all the time. 
Appendixes A and B include the wind data both predicted and actual wind speed data. 
For restoring these data in shorter intervals, the ARMA model which was presented in 
the previous section is used. Figure 1-9 shows the reconstructed wind forecasting data 
for a day ahead. The day ahead forecasting data is used for planning the power system 
power management which requires knowing the situation of all power plants on the 
grid. Figure 1-10 shows the reconstructed actual wind data for the same time frame of 
wind forecasted data.  
It should note that due to wind turbine and generator rotor inertias, wind power system 
may absorb some changes in the wind speed variations, and the high wind speed 
variations (in milliseconds) may not make consequence changes in the output power of 
the wind power system. 
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Figure 1-9. Reconstructed a day ahead wind speed forecasting data 
 
 
 
 
 
 
 
 
 
Figure 1-10. Reconstructed actual wind speed data 
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1.5.5 Wake Effect and Wind Speed Time Delay    
In a large wind farm, the time aspect of wind transport is an important consideration. 
For example, a wind farm with 8 rows wind turbines and 80 meters of rotor diameter for 
each wind turbine, and 7 rotor diameters of distance each adjacent row has a length of 
nearly 4 km. At a wind speed of 12 m/s, it takes more than 5 minutes for the wind to 
travel across the wind farm. At a wind speed of 8 m/s, the travel time for the wind can 
be more than 8 minutes. Any changes in upstream wind speed will have effects on a 
downstream turbine after a certain time delay due to the wind speed traveling. The 
delay depends on distance and wind speed. In [21], Magnusson and Smedman, © 1999 
Elsevier, defined the traveling time of wind speed passing between two successive 
turbine rows as follows: 
         
 
 ̅ 
                                                           (1.16) 
where l is the distance between the two successive turbine rows and  ̅  is the average 
wind speed passing the first wind turbine. 
Power extraction on wind flow passing a turbine creates a wind speed deficit in the area 
behind the turbine. This phenomenon is commonly called wake effect. As a 
consequence, wind turbines that are located to downstream obtain less wind speed than 
those which are upstream. The deficit in wind velocity due to the wake effect depends 
on several factors, such as the distance behind the turbine, turbine efficiency and turbine 
rotor size. In [22], Moskalenko et al., © 2010 IEEE, calculated wind speed in the wake 
at a distance d behind the turbine rotor using the following expression:  
  ( )        (
 
     
)
 
 (   √      )                                        (1.17) 
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where Vo is the incoming free-stream wind speed, CT is the turbine thrust coefficient, in 
which is equal 7/Vw , kw is the wake decay constant which is 0.075 for onshore wind 
farms and 0.04 for offshore wind farms, and R is the turbine rotor radius.  
1.6  Literature review  
1.6.1  Constant Voltage and Frequency Strategy of the Wind Power System   
Most doubly-fed induction generators (DFIG) in the industry today are used to generate 
electrical power in large wind turbines. This is primarily due to the many advantages 
that DFIGs offer over the types of generators in applications where the mechanical 
power provided by the prime mover during the generator varies greatly such as in wind 
blowing at variable speeds on the bladed rotor of a wind turbine. The DFIG allows the 
generator output voltage and frequency to be maintained at constant values, no matter 
the generator rotor speed (and thus, no matter the wind speed) [23]. This is achieved by 
feeding AC currents of variable frequency and amplitude into the generator rotor 
windings. By adjusting the amplitude and frequency of the AC currents fed into the 
generator rotor windings, it is possible to keep the amplitude and frequency of the stator 
voltages produced by the generator constant, despite variations in the wind turbine rotor 
speed (and, consequently, in the generator rotation speed) caused by fluctuations in 
wind speed. By doing so, this also allows operation without sudden torque variations at 
the wind turbine rotor, thereby decreasing the stress imposed on the mechanical 
components of the wind turbine and smoothing variations in amount of electric power 
produced by the generator. Using the same means, it is also possible to adjust the 
amount of reactive power exchanged between the generator and the AC power network. 
This allows the power factor of the system to be controlled. Moreover, using a DFIG in 
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variable-speed wind turbines allows electrical power generation at lower wind speed 
than with fixed-speed wind turbines using asynchronous generator [24].   
1.6.2 WECS Developments 
Recently, there have been many development applied to the wind turbine to increase 
their efficiency and performance. Applying the matrix converter method for controlling 
power of the wind turbine systems is studied in [25]-[27]. A matrix converter, which is 
an electronic power converter, interfaces the wind power generating system with the 
grid power system. Thus, the matrix converter provides direct AC/DC power 
conversion in such a way that no DC link necessary, and provides bidirectional power 
flow at unity power factor.  
Stability analysis and load sharing of wind power systems is studied in [28]-[30], in 
which the behavior of wind power systems is monitored under different load conditions. 
A wind generation model based on metrological data is presented in [31][32], the 
anticipatory concept is applied for modeling the wind turbine in order to optimize the 
predictive control system. Other analyses are studied as well. Error evaluation and 
performance assessment of the simulation model in [33], DFIG harmonic analysis in 
[34], the proposal of applying z-source inverter for tracking maximum power in [35], 
the proposal scheme that uses reactive power vector control and speed control is 
presented in [36], a methodology assessment for the optimal behavior of non-dispatch 
able wind generating units under an increment loss allocation policy is discussed in 
[37]. Different strategies for optimizations are presented in the papers [38]-[40]. These 
papers dealt with techniques that produce a reliable and cost-efficient wind power 
system that connects to high-voltage transmission systems. The economic planning of 
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wind power systems is presented in [41]-[43]. These papers discussed different 
methodologies for best financial estimation and cost effectiveness for building wind 
power farms. 
1.6.3 Aggregation of Large-Scale Wind Farm Modeling 
The impacts of power system transient stability and power quality should be carefully 
studied when large wind farms are integrated into the power grid. It is necessary to 
establish an accurate dynamic model for wind farms. Large wind farms contain 
hundreds of WECSs, for example, Roscoe Wind Farm, Texas, one of the largest wind 
farms in the world, has installed capacity of 780 MW, and 627 WECSs [44]. If each 
WECS is presented by detailed model, it will aggravate the computational errors. It is 
very difficult to know each subsystem’s parameters and working conditions. 
Furthermore, the structure of WECS is more complicated than the conventional 
generator. However, when studying the dynamic behavior for a power system, including 
wind farms the voltage, the active and reactive powers at the point of common coupling 
to the grid (PCC) are often the main objects while the detailed characteristics in the 
wind farm may be neglected. Therefore, the wind farm can be aggregated if the impacts 
on the power grid at the PCC points are completely maintained. It will reduce the 
system complicated order and significantly increase the computational speed. It also 
emphasizes the total impacts of the wind farm on the power grid.  
A proper aggregation model can be easily obtained for a wind farm consists of fixed-
speed WECSs where a one-to-one correspondence between wind speed and active 
power output exists. In this case, aggregation is done by adding mechanical power of 
each wind turbine and by using an equivalent induction generator which receives the 
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total mechanical power. Parameters of the equivalent generator are the same as those of 
the individual generators [45][46]. 
In case of a wind farm consists of DFIG-based WECSs, it has been seen that mutual 
interaction exits between turbines. If it is negligible, then aggregation is possible and 
the wind farm can be represented by a single turbine generator. However, to investigate 
the mutual interaction (especially interaction of back-to-back converters), single 
machine representation may not adequate and may lead to loss of the accuracy. 
Converting blocking protection may be altered and torsional oscillations may be 
incorrectly predicted when an inappropriate aggregation is performed for modeling such 
type of the wind farm [47].  
Generally, there are two connection ways in wind farms. One way is that, all step-up 
transformers are directly connected to the PCC point. This structure is relatively simple 
and when the connection lines are short these resistances may be omitted. Nevertheless, 
for large-scale wind farms the second way as showed in Figure 1-11 (from [48], © 2011 
IEEE, used by permission) is often used. It uses an internal network for transmitting the 
wind power to the PCC.   
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Figure 1-11. Schematic diagram of Wind Farm [48] 
(© 2011 IEEE, reused by permission) 
 
A reduced model of a wind farm can be obtained by the aggregation of DFIG WECSs 
into an equivalent wind turbine operating in an equivalent network of aggregated wind 
turbines. From [49], (Yongbo et al, © 2011 IEEE, used by permission), the coherent 
theory for aggregating the induction generator is used. They provide the dynamic 
equations of the induction in the third-order model based on a space vector as follows: 
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where s and r refer to stator and rotor, Ed and E’d are the internal voltage components of 
the induction generator, ws is the synchronous speed, T’o is the transient open circuit 
time constant, Xs and X’s are the stator reactance, Rs is the stator resistance, and Vd and 
Vq are direct and quadrature terminal voltages.  
The dynamic voltage equation (1.18) can be simplified to the following expression [49]: 
   ̇   
        
                                        (1.21) 
The d-q axis components of the terminal voltages in the simplified form of (1.20) can be 
given as the following [49]: 
           
     
                                      (1.22) 
The relation between d-q axis components of the internal electromotive force and 
transient electromotive force of the induction generator stator winding can be simplified 
from (1.19) to the following from [49]: 
         
     
                                          (1.23) 
From (1.22), the machine current can be given by the following expression [49]: 
                       
         
     
               (1.24) 
where k in (1.21)-(1.24) is the k
th
 DFIG in the wind farm.  
Assuming all the induction generators' buses are the same, then terminal voltage for all 
unites will be the same as the terminal voltage of the wind farm, thus, the equivalent 
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terminal voltage is:           . According to coherent, the equivalent current will be 
the sum for current in each induction generator as the following [49]: 
        ∑      
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where n is the number of DFIGs in the farm. 
The equivalent synchronous reactance and transient reactance can be obtained under the 
assumption that equation of the equivalent generator and the coherent generator has the 
same form. Yongbo et al in [50] concluded that from (1.25), the equivalent reactance 
and transient reactance are as the following: 
         ∑   
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                         (1.26) 
The equivalent transient time constant, T’e, can be given from the average transient tine 
constant of the DFIGs:  
   
  
 
 
 ∑   
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From (1.23),   
                 (  )         (  )              
                 (       )         (       )         
                (       )         (       )                           (1.28) 
The equivalent active power is giving by: 
                                                                          (1.29) 
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where Ve is the terminal phase voltage (from     ), Ie is the total phase current, and 
      is the power factor of the wind farm. 
In [51], Fernandez et al. stated that the equivalent reactive power of the DFIG is equal 
to the sum of the reactive power of each DFIG. 
In [52], ZhenHua at el presented another method for aggregating DFIG-based WECSs 
wind farm. The method is based on two steps: first, the transient power response of 
every generator is measured, which is used as characteristic parameters to cluster 
DFIGs into groups, second step is calculating the equivalent generator parameters by 
the weighted method. 
The following steps summarize this procedure [52]: 
1. Normalization of characteristic parameters; assuming that ith sample in the same 
group is the set Pi={Pi1, Pi2, …, Pik} and Qi={Qi1, Qi2, …, Qik} , where k is a 
sample point. The apparent power of this sample is: 
    √   
     
                                                       (1.30) 
where Sin means the n
th
 (n=1, 2, …, k) sample points of the ith sample and then 
the i
th
 sample’s apparent is Si={Si1, Si2, …, Sik}. Furthermore, the normalization 
value of apparent power can be via S’i={Si1, Si2, …, Sik}/max
k
j=1(Sij). 
2. Calculation of weight of every sample in the same group; the classical sample 
can be founded through using fuzzy C-means clustering method [53] and the 
distance between the i
th
 sample from this group and the classical sample could 
be given by: 
                    ∑ (   
     )
  
                                                       (1.31) 
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If there are N samples in this class, the weight of every sample can be given by: 
                    
 
  
∑ (    
 
  
)                                                   (1.32) 
3. Aggregation parameters: if steps 1 and 2 are prepared, the equivalent parameters 
of the equivalent DFIG of every group can be detected conveniently though 
weighting that combining i and every parameter of i
th
 DFIG in the same group.   
Compared with the aggregation of DFIGs, external characteristic modeling focuses on 
the external description of DFIG and must be studied based on the known equivalent 
structure. According to the superposition theorem, the external characteristic equivalent 
of the DFIG can be obtained from the standpoint of the stator of DFIG, the equivalent 
DFIG steady state diagram is shown in Figure 1-12 [52], © 2011 IEEE, used by 
permission. 
 
 
Figure 1-12. Steady-state DFIG equivalents model [52] 
(© 2011 IEEE, reused by permission) 
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The steady-state relationship between Vs and Vr is given by the following expression 
[52]; 
     
 ̇ 
 ̇ 
 
   (            )
  (            )
                                                                (1.33) 
Due to the relation between the total output power of DFIG with the direct and 
quadratic axis value of rotor voltage Vr, therefore, the output power can be adjusted to 
the rotor voltage as the following [52]: 
                                                (1.34)    
                                                       (1.35) 
where k1, k2, k3, and k4 are constant values, and they are derived through a large number 
of samples analysis, and they may have the following values 0.679, 0.122, -0.063, and -
0.101, respectively [52], k is the switch number, when the fault is on, k = 1, and when 
the fault is off, k=0.   
Stator current Is, in Figure 1-13, can be calculated by the following expression with 
neglecting the value of Rr since it is very small in comparison with Xr [52]:  
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Hence, the wind farm can be represented by an equivalent DFIG, and then the total 
active and reactive powers of the wind farm are [52] 
                                                        (1.37) 
                                                                          (1.38) 
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where Ps,resp is the stator active power response of DFIG, kPs,resp  is active power of the 
grid-side equivalent DFIG, k is a coefficient belong to the set of independence 
parameters, and Qs,resp is the reactive power response of a stator of the equivalent DFIG, 
and the reactive power of the grid-side of equivalent DFIG is neglected.   
 Ps,resp and Qs,resp can be calculated from the following [52]: 
                     ̇ (  ̇)
 
                           (1.39) 
                     ̇ (  ̇)
 
                           (1.40) 
The different depth of voltage sags can be determined from the differences between 
detailed model, which is represented by Pi and Qi, and equivalent aggregation (external 
characteristic) model, which is represented by Pagg and Qagg as the following [52]: 
            ∑  (         )
 
 (         )  
    
                       (1.41) 
The depth of voltage sag in (1.41) helps for defining the group turbines in each cluster. 
For example, 12 DFIG-based WECSs in a wind farm is depicted in Figure 1-13(from 
[52], © 2011 IEEE, used by permission), and for 20% for depth of voltage sag, there 
will be three clusters 1, 2, and 3. In which cluster 1 has a group turbines 3 and 4, cluster 
2 has a group of 5-12, and cluster 3 has grouped of turbines 1 and 2.  
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Figure 1-13. DFIG-based WECS wind farm [52] 
 (© 2011 IEEE, reused by permission) 
Overall, the equivalent of DFIG is still in the stage of early study. In comparison with 
other generators such as synchronous and squirrel-cage induction generators that are 
used in WECSs, DFIG has the following significant problems: 
1. DFIG can work in a wide range of rotor speed while others work in 
approximately fixed rotor speeds.  
2. In DFIG-based WECS the power coefficient Cp is adjusted continuously by 
controlling both the tip speed ratio  and pitch angle β which provide the ability 
of maximum energy capturing from the wind. This causes a large excursion of 
working points of DFIG. 
3. The stator electromagnetic force (emf) is affected by not only the slip frequency 
but also by the rotor voltage Vdr and Vqr. In squirrel-cage induction generator, 
the rotor windings are short-circuited. Therefore, the dynamic of emf in DFIG is 
more complex than other machines.   
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4. The issues of a low voltage ride through of DFIG deserve special attentions due 
to the limited capacity of PWM converters. It should be affirmed that the 
equivalent DFIG has similar reactive power responses as the DFIGs. 
5. The active and reactive power controller DFIG is more complex than 
synchronous and squirrel-cage induction generators, therefore, the equivalent 
single-machine dynamic parameters are more challenging in DFIG than other 
wind farm generators.                        
For the above reasons, many researchers are interesting to simplify the calculation of 
the active power of the aggregation DFIG-based WECS as the sum of the active power 
of the individual unit under the assumption that the active power generated from each 
unit is calculated according to its incoming wind, and all WECSs have been same rated 
output voltage and some control strategy [54]-[57]. 
1.6.4 Others Related Works  
The two-stage wind farm network based on weather forecast modeling in Fan et al. [58] 
proposed a model for increasing the performance of the wind power systems. This is a 
practical method that applied for a specific wind farm and must be modified when 
applied to other wind farm power systems. The aim of the European project team work 
[59] was to develop wide research and advanced solutions for onshore and offshore 
short-term wind power forecasting. The project provided an advanced technology for 
wind power forecasting, based on multiple stages of NWPs, applicable on a large scale: 
at a single wind farm, a regional or national level, and for both interconnected and 
island systems. However, the project addressed variety contribution of accuracy, 
robustness, and value oriented models and included both deterministic and probabilistic 
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forecasting; the characteristics of power managements in interconnected systems were 
not addressed. That is, the load sharing between different power systems has to be 
included in the model as a result of forecasting procedure. The weather research and 
forecasting (WRF) numerical model is presented in [60] for predicting the wind speed 
for the next day. Although the paper is well organized for implementing the WRF 
method, but it was not showed the on-grid wind power system performance and their 
power fluctuations effect on the power grid. Also, it does not address the self-correction 
procedures when an error occurred during the next day wind prediction.  
A considerable amount of research has been published in the area of reducing the output 
power fluctuations of the wind power systems. In [61], the authors investigated the 
usage of flux weakening of the induction machine driven by a flywheel, although the 
results showed improvement of DC-link voltage, but did not show the active power 
response. Furthermore, the method was implemented on a fractional power wind turbine 
and did not mention the implementation on the other higher rate turbines. Reference 
[62] described the usage of turbine inertia for smoothing output of wind turbine power; 
however, this method usually gave the best results over a short period or in transient 
cases only, since the turbine inertia cannot handle the output power without controlling 
the input power. The researchers in [63] discussed the stability issues for smoothing 
wind power fluctuations by controlling the voltage-source converter. The authors 
defined different areas of stability and instability of the wind turbine. These areas are 
essential for knowing the operations of the wind turbines. Reference [64] analyzed the 
non-linearity feedback/feedforward control method for regulating the rotor voltage and 
blade pitch angle. However, the method gave the achievement of the reduction of the 
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fluctuation of active power, but according to the simulation results, the method assumed 
the consistency of the wind speed over long periods, and in realty, the wind speed is 
continuously changed over time.  
Utilizing energy storage systems for reducing the fluctuations of the output power from 
the wind power systems are interested in the recent studies. For instance, the ultra-
capacitor storage system presented in [65], superconducting magnetic energy storage 
(SEMS) technology presented in [66], and battery storage facilities are studied in [67]-
[69]. All these studies considered only the fluctuation reduction of the output power and 
not dealing with the actual planning management for supplying the load by the wind 
power system in the presence of the energy storage facilities in the system. 
1.7 Dissertation Objectives and Contributions  
1.7.1 Objectives 
The main objectives of this dissertation are to make the wind power systems act as 
conventional power plants in terms of power control, and load supplying and power 
management planning. The intermittence, uncontrollability, and uncertain nature of 
wind energy are the main factors that prevent the wind power systems from working as 
conventional power plants. Furthermore, to accommodate the integration of large-scale 
wind power systems to the grid, more controllable resources must be employed in order 
to cope with their drawbacks. By adapting accurate weather forecasting data, the 
availability of generated power from wind power systems can be estimated. This will 
help plan the power management of the grid and load sharing process. Reducing the 
output power fluctuations helps the wind power systems provide regulated power to the 
grid, and makes them follow the requirements of the grid control management. 
36 
1.7.2 Contributions 
The contributions of this dissertation are summarized as follows: 
1. Utilization of wind forecasting data for estimating the generated power of the 
WECS (Chapters 2, 3, and 5)   
2. Active power control of the DFIG-based WECS using de-loaded method 
(Chapter 2) 
3. Utilization of multiple energy storage systems for smoothing the output power 
and load supply of WECS (Chapter 3) 
4. Power management and load sharing planning of the grid contains large-scale 
wind power systems and other conventional power plants (Chapter 5) 
5.  Utilization of latest microprocessor based controller for enhancing the operation 
of WECS (Chapter 4). 
1.8 Organization of Dissertation  
The rest of this dissertation is organized as follows: The de-loaded method for 
smoothing the active output power of the DFIG is presented in Chapter 2. The 
utilization of multiple energy storage facilities for reducing the output power 
fluctuations and load supply of the WECS is given in Chapter 3. Chapter 4 deals with 
the role of microprocessor based controller for enhancing the operation of WECS. The 
management and planning for the grid contains large-scale wind power systems are 
presented in Chapter 5. The conclusions of the dissertation and the proposal for future 
works are given in Chapter 6.   
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Chapter 2: Smoothing Control of the Wind Power Fluctuations  
This chapter discusses different approaches for controlling and regulating the wind 
active power. The aim for these control and regulations are to smooth the fluctuations of 
the active power of the wind power generation. In this chapter a new method for 
smoothing the active power for a DFIG- based WECS is presented.    
2.1 Wind Power Fluctuations   
The uncertain, unstable, and uncontrollable nature of wind energy makes the 
fluctuations in the generated power of the wind power system. In general, according to 
the wind speed, the following regions can be classified for wind power systems: 
1. No power generation region: 
No power generation occurs when wind speed is either very low or very high. 
At very low wind speeds, usually less than 4 meter per second, there will be 
insufficient torque exerted by the wind on the turbine blades to make them 
rotate and therefore no power will be generated. As wind speed increases, the 
force on the turbine structure will continue to rise and, at some point, there is a 
risk of damage to the rotor and other mechanical parts of the wind power 
systems. As a result, a braking system is employed to bring the rotor to a 
standstill and no power will be generated. This is called a cut-off speed and 
usually occurs when wind speed is above 25 m/s.  
2. Variable power generation region: 
The wind turbine starts to rotate and generate power at wind speed which of 
around 4 m/s. This is known as a cut-in speed. The generated power 
continuously rises with the increase of wind speed until the wind speed reaches 
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the rated wind speed which is around 12-14 m/s where the turbine generates 
constant power.  
3. Constant power generation region: 
For the range of wind speed between rated wind speed and cut-off speed, the 
design of the wind turbine is arranged to limit the power to the maximum 
possibility of capturing wind energy, which is referred to as the rated power 
output, and there is no further increase in the output power. This is done by 
adjusting the blade pitch angles to keep the rotor wind speed generating a 
constant power regardless of wind speeds as long as they are between rated and 
cut-off wind speed. 
The above regions are shown in Figure 2-1. However, the figure shows the large range 
for the wind speeds which provide the rated turbine power in comparison to the variable 
region, but in reality, the wind speed varied between all regions and especially between 
cut-in and rated wind speeds. Therefore, intermittences and fluctuations of the 
generated electrical power are related to the wind power systems. They become a 
behavior of these systems and cannot be avoided. 
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Figure 2-1. Typical wind turbine output power with wind speed  
 
2.2  Smoothing Strategies for Reducing the Active Wind Power Fluctuations    
With the rapid increase in the penetration of wind power in the power system, it 
becomes necessary to require wind farms to behave as much as possible as conventional 
power plants to support network voltage and frequency and sharing loads. On the other 
hand, the quick fluctuations of wind power disturb the generation load balance 
especially when these fluctuations exceed the limitation of the system low frequency 
control [70]. However, when penetration and load sharing of the wind power system are 
small, there will be no significant impact of the power fluctuations behavior on the 
power system. These fluctuations are absorbed by other large conventional power plants 
[16] or by batteries bank facilities [71]. In contrast, with the integration of large-scale 
wind power systems and increased power contributions for these systems to the power 
grid, these fluctuations indeed increase the system instability, disturb the operation of 
other conventional power plants, and may lead to grid failure. In order to reduce the 
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impact of these problems, the fluctuations of wind power systems have to be reduced 
and smoothed. Therefore, it is necessary to modify the operation of current wind power 
systems which are designed to work at maximum power point to capture as much as 
wind energy as possible. These modifications, however, may sacrifice some of wind 
energy but will increase the overall system efficiency.  
There are different approaches available for smoothing the fluctuations in the wind 
active generated power. These approaches work as strategies for increasing the system 
performance and stability, and for creating more reliable power system by integrating 
large-scale wind power systems. These approaches can be numerated as the follows:   
1. Power smoothing using a flywheel: 
Figure 2-2 shows a schematic diagram of power smoothing of the wind power 
system using a flywheel system (from [61], Cardenas el al., © 2004 IEEE, 
reused by permission). The principle of this system is as follows: First, the 
induction machine-flywheel is run by an external power source, in this system a 
diesel generator is used, to store a large amount of energy in the flywheel. Since 
the stored energy increases only linearity with its moment of inertia but 
increases as the square of its rotational speed, the induction machine-flywheel is 
designed to operate up to twice the rated speed of the induction machine. Then, 
the stored energy in the flywheel will be used to run the induction machine to 
generate power to the system, thus the flux weakening or constant power 
operation is appropriate. The whole system is controlled through a nonlinear DC 
link voltage control system. While that system is implemented on the fractional 
wind power system, the system also requires an additional power system to be 
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associated with the wind power system to run the induction machine-flywheel.  
Furthermore, this strategy may not work for large-scale wind farms or the cost 
will be very high since it requires very large induction machine-flywheel 
systems. 
 
Figure 2-2. Power smoothing using induction machine-flywheel system [61] 
(© 2004 IEEE, reused by permission)  
       
2. Smoothing control using superconducting magnetic energy storage (SMES): 
In this approach a SEMS system, which is a large superconducting coil capable 
of storing electric energy in the magnetic field generated by DC current flowing 
through it, is used. Due to high response speed, the SEMS is capable of quickly 
releasing megawatt amount of power. The active power as well as the reactive 
power can be absorbed by or released from the SMES unit according to the 
system power requirements. The DC current flowing through a superconducting 
wire in a large magnet creates the magnetic field [72]. Figure 2-3 shows the 
control system diagram of the wind power system using SEMS (from [66], 
Sheikh el al., © 2009 IEEE, used by permission). The controller is used to 
decrease voltage and output power fluctuations of a fixed speed wind generator 
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during random wind speed variations. However, the SMES is capable of 
controlling both active and reactive power simultaneously, independently, and 
quickly, but there is a cost-effectiveness drawback. The cost of an SMES system 
can be separated into two independent components where one is the cost of 
energy storage capacity and other is the cost of power handling capability. 
Therefore, large wind power systems require very large capacity SMES systems 
which make implementation of SMES impractical.  
  
Figure 2-3. Schematic diagram of power regulation using SMES system [66] 
(© 2009 IEEE, reused by permission) 
 
3. Power smoothing using turbine inertia: 
This approach implies that the variable turbine energy is to be jointly absorbed 
through the turbine speed variation and the power delivered into the grid; the 
degree of sharing depends on the turbine moment of inertial [62]. In order to 
maintain stability, it is necessary to reduce the output power slightly below the 
instantaneous maximum wind power available. However, increasing the moment 
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of inertia in the turbine of wind power system will attenuate the ripple in the 
rotor speed and hence the output power, but there will be significant loss of the 
energy as the rotor moment on inertia is increased. Furthermore, this approach is 
perfect for reduction in power fluctuations for a short time after a disturbance 
occurs or the variation of the wind speed is around rated wind speed.        
4. Power smoothing using energy storage facilities: 
Energy storage can be used to save energy at periods of low demand and release 
it during periods of high demand, reducing the amount of generation capacity 
needed to serve the same peak load. Energy storage can also help reduce 
congestion in a transmission system, deferring investment in a new transmission. 
For instance, when placed near a load center connected through a congested line, 
energy can be stored at times when there is no congestion, and released when 
there is no available capacity in the line. Storage can also reduce the size of a 
transmission line needed to connect wind farms. In a high wind energy scenario, 
storage devices can store energy during periods of high wind energy production 
and release it when needed, reducing conventional generation resources needed 
to handle wind variations or the amount of wind energy curtailed. The energy 
storage can be pumped hydro energy storage, compressed air energy storage, or 
battery energy storage system. Each of these systems works differently but can 
serve the same purpose; however, they require different types of operation 
controlling systems [73]. Energy storage has advantages for supporting all types 
of power systems in different ways. A method for implementing this approach in 
wind power systems will be presented in the next chapter.  
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5. Power regulation using blade pitch angle control: 
The pitch control is one of the most widely used control techniques to regulate 
the output power of a wind turbine generator [74]-[76]. The method relies on the 
variation in power captured by the turbine as the pitch angle of the blade is 
changed. Hydraulic actuators are used to vary the pitch angle which gives full 
control over the mechanical power. At wind speeds below the rated power of the 
generator, the pitch angle is at its maximum though it can be lower to help the 
turbine accelerate faster. Above the rated wind speed, pitch angle is controlled to 
keep the generator power at rated power by reducing the angle of blades. In 
other words, the blade pitch angle is used to control the rotor speed when the 
wind speed is higher than rated speed, but it cannot control the rotor speed when 
the wind speed is below the rated wind speed. Therefore, this approach is 
limited for smoothing the output power and only effective when the wind speed 
is higher the rated wind speed.  
6. Power smoothing using generator power (Pref) versus rotor speed (wm): 
The wind power attenuation is implanted by inputting their Pref versus wm 
functions into a lookup table. The speed wm from a speed sensor is used as a 
pointer to Pref in the lookup table, which then loads this Pref  as the active  power 
reference of the decoupled P-Q control. In general the reference power Pref at 
wm, a counter-torque Te = Pref / wm is produced to impede the wind turbine 
torque TT = Pm / wT  associated with wind velocity Vw [63][69]. This approach 
require controlling the rotor and stator fluxes through the rotor current which is 
controlled by the Pref , also the blade pitch angle control should be used for 
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controlling the rotor speed at high wind speeds. Furthermore, the wind speeds 
must be predicted in order to avoid the instability occurrences of wind power 
systems.  
The approaches described above are capable of reducing the fluctuations of wind power 
output. They are able to retain the constant level of the wind power in the limited range 
of the wind variations. Hereafter in this chapter a new approach is proposed for 
smoothing power fluctuations in wind power systems. This approach is based on 
implementing different tools such as de-loaded technique, weather forecasting, and 
controlling the rotor flux.  
2.3  Active Power Control     
The rotor-side converter (RSC) in DFIG (Figure 1-2) is responsible for controlling the 
active power of the wind power system. At a certain wind speed a unique turbine shaft 
speed exists, in which the wind turbine extracts the maximum power from the wind, 
which is known as the maximum power point tracking (MPPT) [77]. The optimal 
operating point which gives the maximum power is usually determined from the wind 
turbine characteristics as was shown in Figure 1-6. The RSC regulates the stator -active 
power and rotor speed of the DFIG at this optimal point. The active power and speed 
control in [2] has been modified in order to be applicable for de-loaded technique. This 
modification is shown in Figure 2-4. The blade pitch controller is activated whenever 
the wind speed is above the rated wind speed to maintain the turbine output power and 
the rotor wind speed within their rated values. Figure 2-5 shows the PI controller of 
blades pitch controller was given by Almeida and Lopes (from [78], © 2012 IEEE, used 
by permission), in which Kp, Ki, and T are 150, 50, and 0.1, respectively.   
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Figure 2-4. Active and speed controllers of DFIG wind turbine 
 
 
Figure 2-5. Pitch angle controller scheme [78]  
(© 2012 IEEE, used by permission)  
The stator active power reference Ps,ref which is determined by the speed controller 
(Figure 2-4), is compared with Ps to control the stator active power, and the output is 
rotor current reference iqr,ref. Rotor current iqr is then compared with this iqr,ref  to obtain 
the q-component current control loop. The proportional gain Kp and integral Ki in the 
active power/speed controller are Kpv is 0.3 and Kiv is 0.5 for voltage, and Kpt is 500 and 
Kit is 250 for torque. The d-q transformation allows the rotor injection voltage vqr to be 
regulated. By neglecting the stator d-axis flux linkage [2], the decoupled stator active 
power in (1.1) can be simplified to the following: 
                                                                             (2.1) 
while the rotor active power, Pr, was given in (1.3). 
Note that the stator and rotor reactive power is not shown here, since only active power 
is of interest in this research. The stator active power Ps is fed directly to the grid, while 
the rotor active power Pr passes through the power converter.  
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2.4  De-loaded technique     
The strategy of the new approach is based on changing the way that wind power 
systems work. Knowing that, the current wind power systems are designed to operate in 
the maximum power production for pursuing the maximum economic benefit. However, 
this type of operation does not help to preserve the generation margin that is required by 
system power management and causes many problems for the power plants [79]. 
Because wind power system is an intermittent motive source which differs from the 
source applying to the conventional power plants, it is more challenging to attempt wind 
power control. Moreover, there is an interest of power grid instability when an 
operator’s request is beyond the limit of the available wind power and the wind turbine 
speed is not able to run in the stable operating region. Therefore, an appropriate 
coordination between stability and controllability of active power in wind turbine 
should be further defined [80]. 
Compared to different types of generators in WECSs, a DFIG has more capabilities for 
providing control flexibility through the electronic converter and is able to work in the 
wide range of the wind speeds. These features make the ability of applying the majority 
of the strategies, which are described in section 2.2, on DFIG. Therefore, the DFIG is 
used throughout this chapter for implementing the control approach for active power 
regulating and smoothing.  
In order to control the active generated power from the wind energy conversion system, 
it is necessary for the wind turbine to have sufficient generation margin available at any 
time. This is not possible if the wind turbine is operated under MPPT strategy which 
aims to extract the maximum energy from the wind. However, for establishing the 
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control strategy two important features of the considered wind power system must be 
taken into account. First, there is no control over the primary source, since it depends on 
wind which is an uncertain and uncontrollable. Second, the active power which is 
injected by DFIGs can vary almost instantly. Thus at wind speeds lower than the 
nominal wind speed the wind turbine is required to not operate at its maximum 
capturing power and should sacrifice some of its generated power in order to regulate 
the output power at a certain level.  
For the purpose of power controlling, the wind turbine is de-loaded by shifting the 
operating point towards the left or the right of the maximum power line as shown in 
Figure 2-6. The de-loaded reference power is varied with the wind speed over the power 
curve which gives instantaneous reference power in which the wind turbine is 
operating. This reference power is feedback to control the rotor current which controls 
the rotor flux.  
 
Figure 2-6. De-loaded technique of wind turbine output power 
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From Figure 2-6, the power margin for the de-loaded process is given by: 
                                                                              (2.2) 
and,  
                                                                    (2.3) 
where P1 and P2 are the maximum active power at wind speed Vw1 and Vw2, 
respectively. The P gives the ability of the turbine power to follow the increase of the 
load or any disturbances occur to the power system. Based on the shifting point, the 
rotor speed w can be either w1 or w2 and can be determined from Figure 1-5 and by 
using the following relation: 
            
    
     
                                                 (2.4) 
where, w1 < wT,del < w2.  
According to the wind forecasting data, Vw1 and Vw2 are predicted to be the maximum 
and minimum expected wind speeds for the wind forecasting period, and the total wind 
power margin area (PMA) can be determined by the following expression: 
             ∫        
  
  
  ∫        
  
  
                                        (2.5) 
where Tm1 and Tm2 are measure turbine torques at Vw1 and Vw2 , respectively. It should be 
noted that, PMA is the maximum power generated from the wind power system which 
is limited by the maximum occurrences of the wind speed. However, for smoothing the 
fluctuations in the generated power, the DFIG will be forced to work at reference power 
(Pref = Pdel) regardless of the rotor speed wT as long as the rotor speed greater than cut-
in speed. Therefore, the power regulation can be done into two ways; 
1. With the variation of the turbine rotation in the range w1 < wT,del < w2 
2. With fixed turbine speed 
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In the first case, the turbine speed is varied over a specific range and no control will be 
done to regulate it as long as wind speed is below the rated wind speed. In the second 
case, the turbine speed is regulated through the blade pitch angle control system and the 
reference is set at w1. For the optimum operation and to avoid the instability of the wind 
energy conversion system, the wind speed is regulated based on the reference power 
which is given by de-loaded process and wind speed forecasting data. This regulation 
will be done by the control system of the blade pitch. The implementation of the de-
loaded technique, which is described in this section and referring to in Figures 2-4, 2-5, 
and 2-6 is shown in Figure 2-7, where n is 100.  
 
Figure 2-7. Schematic diagram of de-loaded technique of active power control 
2.5  Simulations and Results     
The de-loaded technique which is presented in section 2-4 is applied to the wind farm 
consisting of 200 units of 1.5 MW DFIG each. The MATLAB environment resource is 
used for simulation and the modified controller is applied to the wind power system 
which is available in MATLAB Simulink Library R2012b. The wind farm is assumed to 
be integrated with the infinite bus system of constant voltage and frequency. The 
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simulation is carried out under the consideration that each wind turbine unit in the wind 
farm gets the same wind speed and wind density at the same time, i.e. minimum effect 
of the wake. The planning of smoothing and controlling the active generated power 
from the wind turbine based on wind data in Figure 1-9 can be done in the following 
cases: 
Case 1: One level power regulation  
According to the given wind forecasting data, the minimum and the maximum wind 
speed during 24 hours are 7.8 m/s and 21.2 m/s which are represented by Vm1 and Vm2, 
respectively. This is indicated in Figure 2-8.a. Referring to the turbine power characters 
in Figure 1-6 and using (2.4), the de-loaded reference power is related to Vm1 is 0.153 
p.u. The result of this implementation is shown in Figure 2-8.  
Case 2: Multiple levels power regulation         
In this case, the wind forecasting data is divided into different regions with the 
minimum and maximum wind speeds indicated in each region separately. These regions 
are detected based on the mean value of wind speed. Figure 2-9.a shows these regions. 
For the given wind data, seven regions can be detected and the minimum wind speeds in 
each of these areas are detected to be 9.2, 7.5, 8.5, 14.4, 13.5, 15.5, and 11.5 m/s, 
respectively. The corresponding reference powers to these wind speeds are 0.286, 
0.1539, 0.22, 0.42, 0.71, 0.8152, and 0.5617 p.u., respectively. Figure 2-9 shows the 
simulation results for this case. 
The results show that the presented approach is capable of producing a constant level of 
generated power from the wind power systems in the wind farm. The constant level is 
not affected by wind speed variations, and rotor speed kept at the level that is necessary 
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for producing the power is set by the reference power. This procedure for controlling 
the rotor speed is done by the blade pitch angle control system. Figures 2-8.c, 2-8.d, 2-
9.c, and 2-9.d show both rotor speed variations and blade angle variations.  
2.6 Discussion     
In this chapter, the de-loaded technique is used for regulating and smoothing the active 
power generated by the DFIG wind power system. The wind speed forecasting data 
helps to detect the available power of the wind farm in the coming time frame. This is 
very important for managing a power system where different power plants are working 
together to supply loads. Due to the nature of the energy sources in conventional power 
plants, the availability of these power plants is known and controllable unlike in wind 
power systems. Therefore, the de-loaded technique is useful in making wind power 
systems act as conventional power plants. This increases the stability of the power grid 
and decreases the problems associated with integration large-scale wind power systems. 
However, the de-loaded technique requires sacrificing some of the output power from 
the wind power system, but overall it helps the WECS to retain the stability of the grid 
rather than disturb it.          
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a. Wind Speed during a day ahead. 
 
  
b. One level power regulation. 
 
  
c. Rotor speed. 
 
  
d. Blade pitch angle variations. 
 
Figure 2-8. First case simulation results 
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a. Wind Speed during a day ahead. 
 
 
b. Multi levels power regulation. 
 
  
c. Rotor speed. 
 
  
d. Blade pitch angles variations. 
 
Figure 2-9. Second case simulation results 
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Chapter 3: Fluctuation Reduction and Load Supply of Large-Scale 
Wind Power Systems 
In this chapter a new method is presented for enhancing the operation of large-scale 
WECS using multiple storage facilities. The previous chapter was about smoothing the 
fluctuations based on changing the operation of a wind power system to not operate at 
MTPP. In this chapter the wind power system will operate at its designed operation 
strategy; that is at MTPP. The goals of this method are to reduce the output power 
fluctuations of wind power systems and to make the generated power capability follow 
the system load demands. Two types of grid connections are considered: standalone and 
grid-connected wind power systems. The results are compared with the real-time data 
[81].       
3.1  Introduction    
A considerable amount of research has been published in area of reducing output power 
fluctuations of wind power systems by using power storages. One example is the use of 
an ultra-capacitor storage system for regulating active power of renewable power 
systems [65]. Another is the use of superconducting magnetic energy storage (SEMS) 
technology for power regulation and compensation of the fluctuation [66]. Finally the 
battery storage facilities [67]-[69] for smoothing the fluctuations of output power from 
the wind power systems are examined. All the above studies considered only the 
fluctuation reduction of output power and did not deal with planning management for 
supplying the load.   
In this chapter, a new method is presented for reducing the output power fluctuations of 
wind power systems. The method is based upon two factors: the estimation of the 
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output power and the estimation of the stabilizer facilities. The generated power from 
wind power systems can be estimated through using weather forecasting data (wind 
speed) during the designated forecast period. The period of the forecast is used for 
planning the system power management. Furthermore, the fluctuation’s characteristics 
and behaviors will be known from the estimation of generated power. The stabilizing 
facilities considered in the method are battery energy system (BESS) and pumped-
hydropower storage system (PHSS). The charging/discharging of the BESS will be used 
for smoothing the fluctuations. The information about the fluctuations will be 
significant for detecting the rates of charging/discharging and the capacity of the BESS. 
The BESS is connected to the bus through a DC-AC bidirectional converter which 
consists of power electronic components, and it is controlled through a pulse width 
modulation (PWM). The PWM will enhance the charging/discharging modes for 
suppressing the fluctuations. However, due to a limitation in the capacity of the BESS, 
the BESS will not be able to support the output power of wind power systems to cover 
the system loads in standalone grid, and cannot give the desired levels of output power 
in the grid-connected wind power systems. Therefore, it is necessary to add another 
storage facility, such as PHSS, to the system in order to compensate the output power in 
both types of the grid. The PHSS, which is based on pumping/generating modes, is not 
fast enough for smoothing the output fluctuations, but has the ability to provide/store 
large power which is needed by the output power of the wind power systems to cover 
the load demands or to give the desired level of power generation in standalone and 
grid-connected wind power systems, respectively. 
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3.2  Wind Power System and Storage Facilities Model    
3.2.1 System Configuration 
Figure 3-1 shows a configuration of a power system which includes the following 
components: 
1. Wind farm 
2. Battery energy storage system (BESS) 
3. Pumped-hydropower storage system (PHSS) 
 
 
Figure 3-1. Wind power system with two storage facilities for power fluctuation 
reduction systematic diagram system model 
 
3.2.2 Wind Farm 
A wind farm consists of multiple wind turbines, each provided with a blade pitch angle 
controller and a DFIG with a capacity of 2 MW. The blade pitch angle controller is used 
to regulate the turbine speed when the wind speed is above the rating wind speed and 
DFIG is used since it can generate power in a wide-range of rotor speeds with the 
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ability to control voltage and frequency. The controls on the wind turbines will operate 
as planned by the operators, most commonly on maximum power point tracking.  
To estimate the generated power from a single unit of a wind power system, 24 hours of 
weather forecasting data is required. Referring to the forecasting wind speed data in 
Figure 1-9, Figure 3-2 shows the corresponding prediction of the generated power for 
any wind power system unit in the wind farm, in which rated wind speed for WECS is 
12 m/s.    
 
Figure 3-2. Wind power forecasting data based on wind speed in Figure 1-9 (Base 
power is 2 MW) 
 
3.2.3 Battery Energy Storage System  
The battery energy storage system (BESS) is used to regulate the output power of the 
wind power systems. The BESS is connected to the bus through a bidirectional AC-DC 
power converter.  The converter has the capability of passing power in both directions 
according to the controlling system that regulates this process. A pulse width 
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modulation (PWM) is used to control the bidirectional converter for 
charging/discharging of BESS.  
The charging/discharging controller of BESS will be based on the following: 
1. The output power of BESS, Pb, will be in charging mode when battery 
storage is not full (Pb=Pch). 
2. The Pb will be in discharging mode when the generated power from the 
wind farm is less than the demand (Pb=Pdisch).  
3. The charging/discharging power, (Pch/Pdisch), is based on the capacity of the 
BESS. 
4. To protect the BESS, the battery will not be charged when the battery is full, 
and will not be discharged when the discharging level is less than 20% of the 
rated capacity of the battery 
In this study, a sodium-sulfur (NaS) battery is used. Large energy capacity and fast, 
precise response are the major features of NaS battery performance. A standard 1 MW 
NaS battery storage system can discharge 6 MWh of stored energy. The characteristics 
of NaS battery are presented in Appendix C [82].   
3.2.4 Pumped-Hydropower Storage System 
The pumped-hydropower storage system (PHSS) is one of the methods for hydropower 
generation that stores energy in the form of potential energy of water in an upper 
reservoir, pumped from a second reservoir at a lower elevation.   
The PHSS use surplus power generation, in cases of low demand, to pump water to a 
reservoir and use it at a later time through a turbine when it is required to cover peak 
loads or when the demand on the electricity increases [83]. 
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Based on the type of equipment, there are three PHSS configurations: 
1. A separate pump coupled to a motor and a turbine coupled to a generator. 
This configuration requires four units and a large space. 
2. A pump and turbine are both coupled to a single reversible motor/generator. 
This configuration requires three units. 
3. The most widely used PHSS is a revisable pump/turbine, which is coupled to 
a reversible motor/generator. This configuration takes up less space than the 
other two and has a lower installation cost than the others [84]. 
The PHSS system turnaround/cycle efficiency is defined as the ratio between the energy 
supplied while generating and the energy consumed while pumping. This efficiency 
depends on both pumping efficiency (p) and generation efficiency (g). The 
turnaround efficiency of any PHSS system (ph) is given as the product of pumping 
efficiency and generation efficiency: 
gpph             (3.1) 
The turnaround efficiency usually ranges between 70-85%. In general, PHSS can be 
brought in service within 90 seconds and can be functioning at full power within 120 
seconds. It can also switch from pumping to generation or from generation to pumping 
mode in 180 to 240 seconds
 
[85].  
While in generation mode, the PHSS output power, PPHSS,generation, can be calculated 
from the following expression (from [86][ 87], © 2012 & 2008 Elsevier, used by 
permission): 
WattVHgP gggenerationPHSS ,            (3.2) 
61 
where  is the density of water in kg/m3 , Vg is the volumetric flow rate during 
generation mode in m
3
/s, g is the acceleration due to gravity in m/s
2
, and H is the head 
or difference in elevation of the reservoir in m.  
The power consumed, PPHSS,pumped, while the PHSS system is in pumping mode can be 
calculated from: 
Watt
VHg
P
p
p
pumpedPHSS


,            (3.3) 
where Vp is the volumetric flow during pumping mode in m
3
/s [86][87]. 
3.3  Fluctuation Reduction and Load Supply Method     
3.3.1 Wind Power Generation 
The fluctuation reduction method requires having the estimation of total generated 
power from all wind power systems. Since the best weather forecasting data is short-
term, the planning ahead for smoothing fluctuations using both BESS and PHSS will be 
based on the combination of all generated power from the wind power systems during 
the short-term weather forecasting data. 
Based on the clustering technique which was proposed by Ali et al. [88], the total power 
generation of the wind farm at any given time, t, can be estimated as follows:  
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where Ptw is the total power of wind farm, PSk is the wind power system i, and c1, 
c2,..,cn  is the number of the units in each cluster. Knowing that the total number of 
unites in the wind farm is  c1+c2+ 
…
 +cn.   
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3.3.2 Power Smoothing by BESS 
BESS is connected to the bus through a bidirectional AC-DC converter, which is 
controlled by a PWM, and due to a high rate of charge/discharge capability of BESS, 
the BESS can respond very quickly to the variation of output power of wind power 
systems, Ptw. However, due to the limitation of the capacity of BESSs and their sizes, 
they are not able to make the entire output power, Ptw, a straight smoothing line. 
Therefore, Ptw can be divided into equally intervals, k, with each interval having a 
specific value of the smoothed power based on the previous value as shown in Figure 3-
3. Therefore, the smoothed power from (3.4) can be reconstructed as follows:  
 
 
Figure 3-3. Smoothing procedure 
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where n is the number of intervals, and  Ptw,sm is the smoothed output power. 
The fluctuations in total generated power from the wind farm, Ptw, can be partially 
smoothed using charging/discharging BESS. The smoothed line, Ptw,sm , will separate 
charging and discharging levels for BESS. This can be estimated through: 
    )()()( ,/ tPtPtP smtwtwdischch          (3.6) 
where Pch/disch is the BESS power for damping the fluctuated power at time t. 
State-of-Charge (SOC) of the BESS can be detected from (3.6), in which the positive 
part represents the charging state of the BESS, and negative part represents discharging 
state of the BESS. Figure 3-4 shows the SOC. 
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Figure 3-4. State – of – Charge of BESS 
 
The total charging energy can be given by: 
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and, the discharging energy can be given by: 
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In (3.7) and (3.8), p and q represent the total areas of charging and discharging, 
respectively, and tci and tDi are starting time for charging and discharging, respectively.   
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The capacity of the BESS in the interval for estimating the total generated power from 
wind power systems, Ptw, can be detected by Pch and Pdisch. Therefore, three cases can 
be classified based on the capacity of the BESS: 
1. Pch > Pdisch : this means that the battery(s) will be charged more than 
discharged. If the battery(s) charged in full, the surplus power should be 
absorbed by the PHSS. In the case the surplus power is not sufficient for 
running PHSS, the local resistance (or capacitance) should be available to 
absorb this extra power. 
2. Pch < Pdisch: this means that the battery(s) will be discharged more than 
charged. If it reached its limited level for discharging (less than 20%), a 
protection system should disconnect the BESS from the bus. The PHSS 
should release its power to cover the power deficiency (or using the charged 
capacitors if they are available). 
3. Pch = Pdisch: this is the optimum case, where the charging and discharging are 
equal. 
Furthermore, the power electronic for the bidirectional AC-DC converter should be 
capable to change the modes within the time equal to ti + 0.1or less for stable and 
optimal BESS operation.  
The BESS regulates the output power of wind power systems when the charging and 
discharging are within its capacity and when very fast response to the variations in Ptw 
are required. The maximum power which detects the capacity of the BESS can be given 
by: 
       )()(max ,max, tPtPP smtwtwBESS          (3.9) 
66 
3.3.3 Load Supplying Support by PHSS  
The PHSS will be in generation mode when there is a large deficiency of generated 
power, Ptw, and when BESS is in charging mode, and it will be in pumped mode when 
there is a large surplus of power available on the system. In normal grid operation, these 
two cases are highly depending on the system load demands. That is, when the 
generation is more than the consumption there will be a surplus power on the system, 
and when the power consumption is larger than the power generation there will be a 
power deficiency. In these cases, PHSS is necessary in the system because the power 
generation of wind power systems is not controllable and they usually designed to 
operate at maximum tracking power point (MTPP), and the BESS does not have 
sufficient capacity to supply or to store large power. The two mode operations of PHSS 
are shown in Figure 3-5. 
 
 
Figure 3-5. PHSS generation and pumped modes 
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The total energy required in pumped mode and in generation mode can be determined 
by the following: 
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and, 
     



1
))()(( ,,
g
g
t
tt
smtwloadgenerationPHSS tPtPP                          (3.11) 
where tgi and tpi are the starting time for generation mode and pumped mode, 
respectively. 
The rating of PHSS can be evaluated from the accurate load and power generation from 
wind power systems forecasting data. In general, the rating PHSS is: 
      )()(max ,max, tPtPP smtwloadPHSS                   (3.12) 
 
3.4  Fluctuation Reduction and Load Supply Algorithm     
The algorithm of the fluctuation reduction method is in the flowchart in Figure 3-6. 
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Figure 3-6. Flowchart diagram for system operation and management 
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3.5 Simulation and Results     
The wind farm shown in Figure 3-7, presented by Ali et al. [88] (© 2013 IEEE, used by 
permission), consists of 49 identical DFIG-based WECSs with 2 MW each is used as an 
illustrative example.  
 
Figure 3-7. Wind Farm Layout of 49 wind turbines [88] 
(© 2013 IEEE, reused by persimmon) 
 
The MATLAB® Simulink® is used for designing a model of the above system, and 
according to the system flowchart in Figure 3-6, the procedure of the running system is 
as the following:  
First: Ali et al. gave three clusters for the aggregation wind farm: cluster 1 includes 
turbines 1-35, cluster 2 includes 36-42, and cluster 3 includes turbines 43-49. From 
these clusters and using (3.4), the total power generation, Ptw, from the wind power 
systems is calculated and the result is shown in Figure 3-8. 
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Figure 3-8. Combination of wind farm and smoothed power line (Base is 98 MW) 
 
Second: Using (3.5) and for k=10 sec, the output power of the wind farm can be 
smoothed, and the result of smoothed output power is shown in Figure 3-8 (Ptw,sm line). 
Third: in this paper, two types of grids are considered: standalone and grid-connected 
wind power systems:  
A.  Standalone System 
In a standalone power system, wind power systems are responsible for providing the 
power to the system load demand. Different techniques are available for modeling the 
short term load forecasting. For instance, time series have been popular in load 
forecasting [89], the load forecasting output of an artificial neural network as a model 
that is compensated by rough set theory for better accuracy [90], and the back 
propagation of neural network [91]-[93].  Overall, the artificial neural network has been 
proven reliable in prediction errors, but very large historical recorded data is required. 
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Fuzzy logic technique, on the other hand, does not need as much historical recorded 
data for predicting process [94]-[96].  
However, the best estimation of short term load forecasting process is collecting 
historical data. This data should be classified as a day of the week, since weekends 
usually have a lower load than weekdays, and also by the coordinate temperature and 
weather condition, the season and the time of day. It should be taken into account that 
load will increase each year as the number and type of customers change. In this study a 
short term load forecasting is adapted to the grid since the grid contains wind power 
systems. Usually, the perdition of generated power from these power systems is more 
accurate in short-term rather than long-term, at least with the current weather 
forecasting technologies. A typical load forecasting data is shown in Figure 3-9
 
[97]. 
Figure 3-10 shows the difference between load and total generated power from wind 
power systems. 
 
 
Figure 3-9. Typical load forecasting data in 24 hrs (Base is 98 MW) 
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Figure 3-10. Difference between load and generated power from wind farm after 
regulation by BESS  
 
Using the PHSS, the generated power from the wind power systems can be regulated to 
provide the power consumption (load). Thus to retain the balance between power 
generation and consumption, the PHSS is needed to operate as pumping when the 
generation is larger than the consumption and operate as generator when generation is 
less than consumption. Figure 3-10 shows the generation and pumping requirement 
modes based on the differences between load and power generation, and Figure 3-11 
shows the total operation of PHSS as generation and pumping. 
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Figure 3-11. PHSS generation and pumped modes to support wind power systems 
 
B.  Grid-Connected Wind Power System 
In grid-connected wind power systems, the wind power system shares the load with 
other power systems. In this case, the power generated from wind power systems is 
forced to have a certain level of power generation. Also, the system manager may 
require different levels of generation from the wind power systems. In both cases, the 
PHSS can be employed to provide certain levels of the output power generation from 
the wind. Hence, Ptw,sm can have a constant level(s) according to generation/pumped 
modes of the PHSS. Figure 3-12 shows the contribution of the PHSS for giving a 
constant level and variable levels of the output power of the wind power systems. 
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Figure 3-12. Different levels of the output power 
 
3.6  Comparison and Discussion of the Simulated Results with the Actual Wind 
Speed and Load Data     
The implementation of the method has been applied to the actual data. Figure 3-13 
shows the implementation of the method on the actual data. The difference between 
total generated power from the wind farm and the load is shown in Figure 3-14. 
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Figure 3-13. Implementation of the method on the real-time operation 
 
 
 
Figure 3-14. Difference between load and generated power from wind farm after 
regulation by BESS 
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For the purpose of the comparison between forecast and actual operation of the system 
containing wind power systems and supported by energy storage facilities for 
fluctuations’ reduction and making wind power systems to follow the load demands, the 
same time frame has been chosen for wind speed and load. Figure 3-15 shows the 
difference between forecast and actual smoothing output power using the BESS, and 
Figure 3-16 shows the difference between forecast and actual PHSS response during 
generation/pumped modes. 
 
 
Figure 3-15. Difference between forecast and actual Ptw.sm 
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Figure 3-16. The generation/pumped modes of PHSS 
 
Figure 3-17 shows the difference between actual and forecast output power when 
different generation levels are required by the system operators. Referring to Figures 3-
8 and 3-13, the charging/discharging BESS required for providing the fluctuation 
reduction in the output power of the wind farm can be computed using (3.7) and (3.8). 
Similarly, referring to Figures 3-10, 3-11, 3-15, and 3-16, the generation/pumped of 
PHSS required for providing the balance between power generation and consumption 
can be computed using (3.10) and (3.11). The results for the computations of all the 
above cases including: forecast, actual, standalone, and grid-connected are tabulated in 
Table 3-1. 
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Figure 3-17. Regulating the output power based on system operating requirements 
 
 
Table 3-1. BESS and PHSS Energy Calculations 
Energy Facility Forecast Data (MWh) Actual Data (MWh) 
BESS 
Charging Energy 25.964 40.12 
Discharging Energy 26.055 39.88 
PHSS  
Standalone Grid 
Generation Mode 55.55 48.70 
Pumped Mode 393.16 286.03 
PHSS 
Grid-Connected  
Fixed Level 
Generation Mode 131.52 317.73 
Pumped Mode 152.25 178.70 
PHSS  
Grid-Connected  
Variable Levels 
Generation Mode 84.2 232.17 
Pumped Mode 88.71 79.95 
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From the results, it can be seen that the error in forecasting data causes different values 
of energy requirements for achieving the fluctuation reduction and load supplying.  
Also, from these results, the system planner and manager can detect the capacity and the 
size of both BESS and PHSS that are needed for implementing this method and getting 
the optimal system performance. 
According to the charging/discharging energy of BESS, the best suited type for 
providing this energy can be a sodium-sulfur (NaS) battery. Large energy capacity and 
fast, precise response are the major features of NaS battery performance. A standard 1 
MW NaS battery storage system can discharge 6 MWh of stored energy [82]. Since the 
maximum capacity for charging is 40.12 MWh, therefore, 7 units of NaS can be 
employed to perform the smoothing output of a wind farm of 98 MW.  
Similarly, the results showed that the maximum pumping rate is 396.73 MWh and the 
maximum generation rate is 317 MWh  of PHSS , respectively, therefore, by using (3.2) 
and (3.3), the PHSS can have the following parameters: H = 400 m, Vg=100 m
3
/s , Vp = 
80 m
3
/s, g= 9.81 m/s
2
, g = 0.85, p = 0.78, and  = 1000 kg/m
3
 .   
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Chapter 4: Microprocessor Based Controller of WECS 
This chapter describes a microprocessor based system used to control the operation of 
the wind energy conversion system.  
4.1 Microprocessor Based Controller      
A microprocessor system automatically controls the operation of the wind power 
system. During startup, synchronization, and shutdown sequences, the microprocessor 
adjusts the blade pitch angle to control the rotor speed. Also, the blade pitch angle is 
adjusted to limit the output power to the rating power when the wind speed exceeds 
rating of wind speed (12 m/s). The yaw motion of the nacelle is also controlled by the 
microprocessor. 
Overall, the microprocessor is programmed to perform the following primary functions 
for operating the wind power system: starting and stopping control, yaw control, blade 
pitch angle control, monitoring the operation, sending and receiving signals, and remote 
control.  
The schematic diagram of a nacelle interior which is used as a wind power system in 
this chapter is shown in Figure 4-1 [98], in which all mechanical parts are shown in the 
nacelle interior for the wind turbine.  
The modification to the control system in [99] and architecture of the microprocessor 
based system to the different types of control signals is shown in Figure 4-2. The 
microprocessor based control system consists of various input and output control and 
sensor signals which are used for controlling, operating, and the wind power system. 
The functions of these signals are described in the next section. 
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Source: U.S. Energy Information Administration, 2012 
Figure 4-1. Wind turbine nacelle diagram [96] 
 
 
Figure 4-2. Microprocessor control architecture  
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4.2  Wind Turbine Control Signals   
In general, the control signals from the wind turbine can be classified to continuous 
input signals, input discrete signals, continuous output signals, discrete output signals, 
and data communication. 
1. Continuous input signals include the following signals: wind speed, redundant 
wind speed, yaw error, rotor speed, blade pitch angle, power generated, voltage, 
frequency, nacelle direction, and power reference. 
2. Discrete input signals include the following signals: circuit breaker closed, 
pitch pressure status, safety system shutdown, disk brake on.   
3. Continuous output signal include the pitch command signal. 
4.  Discrete output signals include the following signals: safety system reset, pitch 
pump on/off, failsafe disable, generator field on, synchronization enable, 
clockwise and counterclockwise yaw. 
5.  Data Communication includes SCADA receiving and transferring data.      
4.3 Microprocessor Layout           
The microprocessor system can be provided with the start and stop buttons for enabling 
and disabling the controlling system to operate and manage the wind power system. 
Also, the microprocessor system can be remotely started and stopped for the same 
purpose.  
The display (LCD) built into the microprocessor front panel shows the status of all 
control signals. The status display is used to indicate the operating state of the wind 
power system. It is also used to indicate the particular fault detected during operation. 
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The status at the same time can be seen from the remote controller screen when it is 
needed.  
The microprocessor accompanied with the memory to retrieve the recorder information 
may be used to study the past performance of the wind power system.  
The microprocessor may controls four hour-meters and four mechanical pulse counters 
that are used in gathering operational data. The hour-meters measure total yaw time, 
synchronization time, wind available time when the wind speed is greater than 4 m/s, 
and outage time when the turbine is disabled. Three pulse counters give measures of 
total wind energy available, energy available during startup and shutdown, and outage 
energy. These energies are calculated by assuming a linear relationship between power 
and wind speed with zero output at 4 m/s and 1.5 MW at 12 m/s. The fourth counter 
indicates total energy generated as determined from the average of power-generated 
measurement.  
4.4  Microprocessor Performance and Specifications           
The wind power system uses various sensors to collect data such as wind speed, wind 
direction, current, voltage, frequency, etc. The microprocessor which is used in the 
embedded controller system must meet the following requirements to be considered for 
use in the controller of wind power systems: 
1. Low power consumption  
2. Sufficient amount of memory 
3. Moderate to fast processor speed 
4. Sufficient number of I/O data lines 
5. Package type that work with the system 
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6. Programming language that is powerful but not difficult 
7. Ability to add development board 
8. Ability to interface with an LCD 
9. Analog to Digital Converter 
10. Low cost 
11. Ability to work in different environmental conditions 
The Intel® Atom™ processor is designed specifically for low power embedded systems 
[100]. The thermal design power (TDP) specification is 0.6 – 3 watt range, though it can 
scale to 1.8 GHz, making it a smart choice for use in the controlling system of a wind 
power system.  Table 4-1 gives the specifications of the embedded system which is 
implemented in this type of microprocessor [100]-[103].  
Table 4-1. Intel® Atom™ embedded system specifications 
Term  Specification 
Processor (CPU) Intel® Atom™ Processor D510 
Cores 2 
Threads 4 
Clock Speed 1.66 GHz 
L2 Cache  1 MB 
DMI 2.5 GT/s 
Instruction Set 64-bit 
Instruction Set Extension SSE2, SSE3 
Lithography 45 nm 
Max TDP 13 W 
VID Voltage Range 0.8 – 1.175 V 
RAM  4 GB DDR2 – 667/800 
Memory Bandwidth  6.4 GB/s 
Physical Address Extension 32-bit 
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The embedded controller components are as follows: 
1. One 16-channel multiplexer analog-to-digital converter (ADC) with ±10 DC V 
inputs and 12-bit resolution 
2. Twelve 120 AC V discrete inputs 
3. Eight 120 V ac, 2 A discrete outputs (relay) 
4. One 2-channel digital-to-analog converter (DAC) converter with ±10 V output  
5. 8 MB EPROM (Erasable Programmable Read-Only Memory) 
6. I/O Controller: USB, RS232  
7. Network connection: 1000 Mb/s Ethernet Controller 
8. PCI connector 
9.  Serial ATA Interface: STA interface with 300 MB/s transfer rate   
10. Integrated Graphics and Video memory 
The operating system can be Windows CE or Windows Embedded Standard, and the 
TwinCAT2 automation software or Borland C++ transforms this embedded controller 
system into a power PLC and Motion Control system.  
4.5 Microprocessor Based Controlling Operations           
 The microprocessor embedded based controller is responsible for performing certain 
monitoring and controlling operations on wind power system.       
4.5.1  DFIG Voltage and Frequency Control           
The integration of the wind power system with the grid requires that the wind power 
system operates at constant system, voltage; otherwise the wind power system acts as a 
motor and consumes power from the grid instead of producing power to the grid. The 
voltage control in DFIG can be done by controlling the rotor current. This current in 
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DFIG is controlled through AC-DC-AC through a DC-Link which controlled through 
the PWM converter. The microprocessor software will be responsible for generating 
desired characteristics of optimized PWM to minimize the total harmonic distortion in 
the inverter.  
The PWM function f(t) is periodic function and therefore it can be decomposed into 
Fourier series as:  
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using the quarter and half-wave symmetry of f(wmt), An = 0 for even n, Bn = 0 for all n. 
Since f(wmt) has a constant value between two consecutive switches of the PWM 
waveform, the computation of Vn for odd n is considerably simplified, and can be 
expressed as the following:  
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For 3-level PWM, n corresponds to the harmonic order and N equals the number for 
switching angles per quarter cycle of the PWM waveform. The asynchronous PWM 
modulating signal is presenting in Figure 4-3.  
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Figure 4-3. Asynchronous PWM modulating signal 
 
The microprocessor is responsible for generating the PWM control signals with the help 
of i8255 Programmable Peripheral Interface (PPI) chip, 8255 programmable interval 
time (PIT), 8259 programmable interrupt controller (PIC), and analog-to-digital 
converter (DAC). A DC control signal is converted to a digital number by DAC. This 
digital number represents the carrier time period T, which corresponding to the desired 
output frequency. The programmable input/output ports are used to output six PWM 
control signals, and to input the digital number, corresponding to the desired output 
frequency. The 8253 programmable inverter (PIT) has three counters. The output signal 
from the counter changes from low to high after the loaded number has been finished. 
The 8259 programmable interrupt (PIC) is used to identify the source of the interrupt 
signals. Also, it determines the priority of the interrupt signals. 
4.5.2  Microprocessor Based Power Smoothing using De-loaded technique            
The microprocessor embedded control system is capable for regulating the generating 
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system. According to the procedure of de-loaded technique, which was presented in 
Chapter 2, and when power smoothing is required from the wind power system to 
eliminate the fluctuation effects on other power plants, the central control manager 
sends a signal through SCADA to order the microprocessor to perform a regulation 
procedure. Also within the SCADA signal the metrological data for short-term wind 
speed forecasting and the power characteristic of the wind power system which is stored 
in the controller memory data bank. The microprocessor can detect the reference power 
signal which will be used for generating power in the range of the wind speed 
variations. 
4.5.3 Microprocessor Based Power Smoothing using BESS and PHSS           
In this type of smoothing output power, multiple microprocessor controllers are 
required for controlling each energy storage system separately. Controlling charging 
and discharging the BESS, Chapter 3, and detecting the full charge and minimum level 
of discharging are all done through a continuously running programmed microprocessor 
embedded system. This system will send signals to the central control manager 
indicating the instantaneous status of BESS. On the other hand, the pumping/generation 
modes of the PHSS are supervised by another microprocessor controller system. This 
system is responsible for directing the type of PHSS operation as needed based on the 
wind farm and system load requirements. Figure 4-4 shows the microprocessor 
controller systems for BESS and PHSS, respectively.        
4.6 Discussion    
In this chapter, the microprocessor embedded control system for monitoring and 
operating the wind power system is presented. The Intel® Atom™ processor is 
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suggested for this purpose due to its low power consumption and high speed 
computations. This does not mean that other microprocessors cannot be implemented 
for the same purpose. The ARM and ATmega family can also be used.  
The microprocessor increases efficiency by ensuring all components of the wind power 
system are monitored and controlled. The response to the multifunction of these 
components can be easily detected, and a certain action can be done to the wind power 
system to eliminate the effects of this unit to the other units in the wind farm, and 
consequently to the grid. Furthermore, the remote communication and data collection 
with the presence of the microprocessor are easier and more efficient. Therefore, all 
units in the farm can be monitored and controlled.  
Overall, the self-correction and dynamic performance of the wind power system can be 
enhanced with the presence of the high speed microprocessor. 
 
 
(a) BESS controller system  (b) PHESS controller system 
  
Figure 4-4. BESS and PHSS microprocessor controller architectures 
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Chapter 5: Optimization of the Grid Power Management   
In this chapter the short term grid power planning with the presence of wind power 
system is presented. This future planning is optimized by adapting the weather 
forecasting data, load forecasting data, wind farm installed capacity, and the installed 
capacities for each conventional power plant providing demanded power to the grid. 
The wind power systems are assumed to have significant load sharing with other 
conventional power plants [104].        
5.1  Bases of the Grid Containing Wind Power Systems           
In order to utilize massive amounts of wind energy with the current and future power 
system, it is recommended that first the power grid be modernized by installing advance 
digital controls, power electronic switches, computerized controlling, monitoring, 
higher capacity transmission lines, etc. Such a power grid, as defined by the U.S. 
Department of Energy, is categorized as a smart grid and should have the following 
characteristics [105]: 
1. Supplying a quality power for 21st century electric demands 
2. Optimizing the operating efficiency  
3. Dynamic self-correction capabilities to power disturbance and errors 
4. Activating the customers’ participation in demand response operating resiliency to 
physical and cyber attacks 
5. Efficient usage of generations and storages 
6. Providing new products, services, and markets 
7. Smoothing transition ability for supplying loads form conventional power plants to 
renewable power systems 
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In this chapter, a method is presented for planning the grid power management for the 
next 24 hours. The method is based on adapting two uncertain quantities, weather and 
load. The following sections will describe the procedure for the implementation of this 
method.     
5.2  Behavior of Power Plants on the Grid     
Regarding the load demanded curve, power plant operation is conventionally broken 
down into different timescales ranging from seconds to days. Power plants that respond 
within minutes to load variations are partly loaded plants which respond through 
governor action. Power plants responding to this timescale are known as baseload 
providers. The peak load and intermediate provider in the timescale involves the plants 
that balance the load increasing and decreasing. This portion of timescale covers several 
minutes to several hours according to the demand on the basis of power pants operation 
strategies [106]. Figure 5-1 shows a typical timescale load demand curve.  
 
Figure 5-1.Timescale load demand in 24 hours 
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In general, baseload power plants involve large scale hydropower plants, coal power 
plants, gas power plants, and nuclear power plants. Except for scheduled maintenance 
or repairs, theses power plants will be on duty all the time. Since these power plants are 
slow to start up and shut down, they work more efficiency to provide baseload. 
Furthermore, the baseload power plants provide the majority of the power required by 
the grid.  
On the other hand, the peak and intermediate loads are supplied by smaller power plants 
like diesel, oil or natural gas fired power plants. The behaviors of these power plants 
meet the requirement of the peak and intermediate load which occurred in periods and 
varies from time to time. These power plants can be brought online and shut down 
quickly.  
In contrast to the other power plants, WECSs are not considered to serve baseload, 
peak, or intermediate loads as they produce power intermediately. However, these 
power systems can work as negative load to the power grid and reduce the total loads.  
5.3  Load Forecasting and Customers Usage    
Accurate data for electric power load forecasting is essential for operating and planning 
utility companies. The power industry requires forecasts for production as well as for 
financial perspective. It is necessary to predict hourly loads as well as daily peak loads. 
Accurate tracking of the load by the system generation at all times is a basic 
requirement in the operation of power systems and must be accomplished for various 
time intervals. Since electricity cannot be stored efficiency in large quantities, the 
amount of power generated at any given time must cover all the demand from 
consumers as well as grid losses [107].  
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Forecasts of the load are used to decide, under normal system operation, whether extra 
generation must be provided by increasing the output of online generators, by 
committing one or more extra units, or by the interchange of power with neighboring 
systems. Similarly, forecasts are used to decide whether the output of already running 
generation units should be decreased or shutoff.  
 Load forecasting can be divided into three categories: short, medium, and long term. 
Short-term forecasting usually starts from one hour to a week. Medium term forecasting 
is from a week to a year. The load forecasting longer than a year is counted as a long-
term. For short-term load forecasting several factors should be considered such as time 
factors, weather data, and possible customers’ classes. The medium and long terms of 
load forecasting take into account the historical load and weather data, the number of 
customers in different categories, the appliances in the area and their characteristic 
including age, the economic and demographic data and their forecasts, the appliance 
sales data, and other factors. 
The time factor includes the time of the year, the day of the week, and the hour of the 
day. There are significant differences in load between weekdays and weekends. On the 
other hand, most electric utilities serve customers of different types such as residential, 
commercial, and industrial [108].  
For the purpose of the proposal method for grid power management in this chapter, the 
short-term load forecasting is adapted to the grid power management process since the 
grid contains wind power systems. Usually, the prediction of generated power from the 
wind turbine is more accurate in a short-term rather than in a long-term at least with the 
current weather forecasting technologies.  
94 
There are different technologies available for modeling the short-term load forecasting. 
For instance, time series have long been used in load forecasting [107], the load 
forecasting output of artificial neural network as a model which is compensated by 
rough set theory for better accuracy [110], and the back propagation of neural network 
[111]-[113]. In general, the artificial neural network has been proven more reliable in 
prediction errors, but very large historical recorded data is required. Fuzzy logic 
technique, on the other hand, does not need huge historical recorded data for predicting 
process reported in [114]-[116]. 
The main objective of the short-term load forecasting is to advise dispatcher in making 
a decision to: 
1. Supply load with stability aspect and consistence 
2. Estimate full allocation 
3. Determine operation constraints  
4. Update the system 
5. Determine equipment limitation, and 
6. Power management between different power plants 
In general, the best estimation of the short-term load forecasting process is collecting 
historical data. This data should be classified as day of the week, as weekends usually 
have lower load than other weekdays. Also, the coordinate temperature and weather 
condition, the season, and the day time of day should be classified. It should also be 
taken into account that load will increase each year as the number and types of 
customers are continuously changing [97]. A typical load forecasting and actual load 
are shown in Figure 5-2. 
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Figure 5-2. Hourly actual and predicted load data  
 
5.4 Predicted and Actual Wind Power Generation   
From (1.7) it was shown that the mechanical power of the wind turbine changes with 
the cube of the wind speed. In order to estimate the power that can be produced from 
the WECS, it is necessary to have sufficient information about wind data. The wind 
speed both predicted and actual recorded are given in Appendices A and B, 
respectively.    
For the purpose of simplification, the wind data is not reconstructed according to the 
ARMA model which was given in section 1.5.3. Figure 5-3 shows the 24 hours wind 
speed both actual and predicted. Therefore, from using the MATAB simulation the 
actual and predicted generated powers from the WECS can be estimated. Based on the 
wind data in Figure 5-3, Figure 5-3 shows the difference between the actual and 
predicted powers of the WECS. The simulation is carried out on the DFIG wind turbine 
which has the following parameters’ values; blade length (26 m), Cp (0.4), site location 
air density (1.23 Kg/m
3
), generator efficiency (0.9), and neglecting the gear box losses.  
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Figure 5-3. Predicted and actual wind speed observation  
 
 
 
Figure 5-4. Predicted and actual wind power generation 
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5.5  Redistribution of the Load and Power Optimization of the Grid Power    
5.5.1. Grid Power Balancing   
 In general, the power system requires equilibrium between power generations and 
loads. However, the reliable grid requires having a total installed capacity larger than 
the load demands. This extra capacity refers to a safe margin which ensures the 
guarantee for continuous supplying power to the grid when one or more units suddenly 
shut off due to faults or pulling a power plant from the network due to natural disasters.  
The grid installed capacity can be given by: 
               


n
i
iPSG
1
                                            (5.1) 
where G is the grid capacity, PSi refers to the i
th
 power plant, and n represents the 
number of the power plants available on the system. The relation between generation 
and consumption can be giving by the following expression; 
           LossesLG
m
j
j 
1
                                          (5.2) 
where Lj is the load at pont j, m is the total load points on the grid, and Losses represent 
the summation of different system losses such as transmission lines loss, transformers 
losses, etc.  
The vision of the future load demands Lj and the availability of the grid capacity G. 
Even for the short term it is very necessary to plan the load sharing between power 
plants. The grid capacity G depends not only on the installed number of power pants 
and their ratings, but also on multiple other factors. These factors are characteristics of 
the power plant, economic issues, availability of the power plants, weather and seasons, 
environmental issues, scheduled and unscheduled maintenances, etc. The variations of 
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these factors make the grid capacity to be inconstant. Grid management and central 
controlling require the study of all these factors to know the grid capacity. On the other 
hand, knowing in advance the behavior of the load is highly recommended for grid 
power management.  
Furthermore, there is a steady increase of large-scale wind power systems in the grid. 
Therefore, the grid power management also requires predicting the generated power 
from these systems and adding them to the grid capacity. But the intermittence behavior 
of the power generation from WECSs makes merging their capacity to the capacities of 
the conventional power plants not an easy procedure. The power smoothing of wind 
energy conversion systems can be useful for the merging process, but let’s consider an 
alternative method and assume the power smoothing has not been done on these 
systems. Therefore, one can detect that there are two variable quantities on the power 
systems, load and wind power, assuming all conventional power plants can provide 
stable and constant powers. The accurate detection of these variations highly depends 
on accurate forecasting methods. Since loads and wind power systems carry similar 
characteristics, let’s consider merging the available capacity from the wind power 
systems to the other power plants capacities. Therefore loads and wind power systems 
can merge together and provide a new load demand curve (NLDC) to the grid. 
Therefore, (5.1) and (5.2) can be re-written such as 
        W
m
j
j
n
i
i PLossesLPS 
 11
                                         (5.3) 
 where PW represent the total power of the wind farm.  
Assuming that all wind turbines in the wind farm receives the same wind speed, thus, 
wake effect is in its minimum influence. Therefore, the total power of the wind farm 
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can be represented by the total power than can be generated by a single wind turbine 
[54]-[57]. 
      W
m
j
j PLNDLC 
1
                                          (5.4)  
5.5.2. Technique of the Power Optimization    
The procedure of the power optimization of the grid containing wind power systems can 
be described through the following algorithm steps [117]: 
Step 1: Start 
Step 2: Fetching grid information; such as the status of all power plants, the status of all 
wind farms, transmission line status, etc. 
Step 3: Estimating the load data for a specific time frame; using an appropriated short-
term load forecasting method for constructing load demand curve. 
Step 4: If wind power systems provide significant contributions go to Step5, otherwise 
go to Step 8. 
Step 5: Collecting the wind forecasting data for 24 hours ahead. 
Step 6: Estimate the power generation of the wind power systems. 
Step 7:  Construct a new load demand curve (NLDC) using (5.4). 
Step 8: From NLDC (or just load demand curve when no significant contributions from 
the wind farms). 
Step 9: Set the baseload power plant(s) supplier, according to the variation of the load 
curve, arrange setting for all other power plants based on their types and 
capacities, and distribute the load sharing. 
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Step 10: Observe and monitor the performance of the system during real-time operation 
and respond to forecasting errors for re-distributing load sharing on all power 
plants. 
Step 11: Go to Step 2 for next time frame, next 24 hours. 
Step 12: End    
The corresponding procedure to the above steps and to continuous the load distribution 
and re-distribution is shown in Figure 5-5 [104]: 
 
Figure 5-5. Flowchart of the system operation 
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5.5.3. Illustrative Example    
For the sake of the explanation of the power management process, an illustrative 
example of a power system is presented (Figure 5-6) which has the loads given in 
Figure 5-2. The system is formed of the following power plants; steam power plant (Ps), 
hydropower plant (Ph), gas power plant (Pg), diesel power plant (Pd), and wind farm 
(Pw). Their ratings are shown on the diagram in Figure 5-6. The installed capacity of 
this system is;  
        PwPdPgPhPsG                                           (5.5) 
 With the giving installed capacity of each power plant, G is 1234 MVA.   
 
Figure 5-6. Illustrative example of grid diagram  
 
From (5.4) the NLDC can be constructed for the base power of 1234 MVA and it is 
shown in Figure 5-7. 
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Figure 5-7. Actual and predicted NLDCs 
 
Assuming that all power plants are available and operating under normal operating 
condition, and they share the load based on their ratings. Therefore, for this system, the 
load can be divided as the following; 
           
Pw
Pd
Pg
PhPs
202/600
32/600
200/600
200/600




                                          (5.6) 
and, from (5.5) and (5.6),  
          PsG 05667.2          (5.7) 
Therefore, from (5.7) the maximum contribution of each power plant is given in Table 
5-1.  
Now, let Ps and Pg be the baseload provider. Therefore,  
             PgPsL min                     (5.8) 
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Table 5-1. Contribution of Power Plants 
Power Plant Percentage of Contribution 
Steam Power Plant, Ps 48.5 
Hydropower Power Plant, Ph 16.2 
Gas Power Plant, Pg 16.2 
Diesel Power Plant, Pd 2.6 
Wind Farm, Pw 16.4 
 
where Lmin is a minimum load value on NLDC. The distribution of the load will be 
given by 
         
PgPsLifPdPhPgPsL
and
PgPsLifPgPsL


minmin
minmin
,                 (5.9) 
The baseload provider is 64.8%, which is greater than the Lmin, where Lmin is predicted 
to be 0.6 as detected from NLDC (Figure 5-6). Thus, from (5.9), the load sharing 
between Ps and Pg will be as the follows: 
          
min
min
min
25.0
75.0
,
3/4
LPg
LPs
or
PsL



                                                  (5.10) 
For Lmin = 0.6 ; 
        Ps = 0.45 p.u. or 555.3 MVA, and 
         Pg=0.15 p.u or 185.1 MVA 
However, these values for Ps and Pg will be constant as long as the following 
expression is true: 
            PhPdPgPstL )(                         (5.11) 
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5.5.4. Simulations and Results    
Based on the algorithm in section 5.5.2 and following the procedures in previous 
section, a simulation using MATLAB software is carried on the power system which 
was shown in Figure 5-6. The system includes steam power plant, hydropower plant, 
diesel power plant, gas power plant, and a wind farm which consists of 122 DFIG-based 
WECSs each of 1.6 MVA. The simulations are run with two types of the wind speed 
and load data; predicted and actual. The results for each power plant are shown in 
Figures 5-8 to 5-13, respectively. 
5.6  Discussion    
In this chapter, the load forecasting and wind speed forecasting data were adapted into 
the power system which involves a significant contribution of the WECS. The case 
study implemented in the simulation consists of more than 15% of wind power in total 
of the grid power. The load distribution and re-distribution between different power 
plants gave the optimization of the generated power. Thus, the influence of the 
intermittent behavior of the wind power system is minimized through a good estimate 
of the upcoming 24 hours of wind and load forecasting data. The simulation results 
show the behavior of the steam and gas turbine while they supply baseload and other 
plants supply intermediate and peak loads. The achievement of the optimization has 
been successful since the grid previously planned for distribution loads, and the 
correction due to errors in forecasting take place without disturbance to the baseload or 
influencing the balance between generation and consumption. There is a slight 
difference between Figures 5-7 and 5-13 because of the losses in the system as indicated 
by (5.3).        
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Figure 5-8. Steam Power Plant, Ps 
 
 
 
Figure 5-9. Gas Power Plant, Pg  
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Figure 5-10. Hydropower Plant, Ph 
 
 
 
Figure 5-11. Diesel Power Plant, Pd  
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Figure 5-12. Wind farm, Pw 
 
 
 
Figure 5-13. Total grid generated power 
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Chapter 6: Conclusions and Future Works   
6.1  Conclusions     
In this dissertation, the integration of large-scale wind power systems to the power grid 
has been studied. Due to the nature of wind energy, wind power systems can only 
generate irregular power to the system. Output power fluctuations and load supply 
problems of the wind power systems are the main problems caused by this power 
irregularity. These problems increase the grid instability, disturb the balance between 
power generation and consumption, influence the operations of other power plants 
influenced, etc.  
In this research, different methods are presented and implemented for overcoming and 
eliminating the effects of these problems and for improving the performance of wind 
power systems to act more as conventional power plants. The major conclusions of 
these methods are highlighted as follows:   
1. The de-loaded method is presented for power regulating and smoothing, 
which is based on the power characteristics of the wind turbine and short-
term wind speed forecasting data. The method also gives the optimum power 
smoothing of the DFIG-based WECS.  
2. The utilization of multiple-types of energy storages for reducing the power 
fluctuation and load supply of large-scale wind power systems in standalone 
and grid-connected systems has been presented. The method is different 
from the de-loaded technique in which wind power systems are operated 
under maximum tracking power points to capture as much power as possible 
from the wind energy. The BESS is used for suppressing these fluctuations, 
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while the PHSS is used for supporting the wind power systems in load 
supply. The simulation results showed that both types of energy storages, 
BESS and PHSS, can successfully reduce the fluctuations and load supply of 
the wind power systems in standalone and in grid-connected systems. The 
results also showed that the forecasting data, when compared with actual 
data for validating the application of the method, can be used for detecting 
the actual ratings of BESS and PHSS for any given wind farms.  
3. The power management method has been presented to manage the grid 
power with an illustrative system and simulation results. The two fluctuated 
quantities, wind power and load, can be merged together and form a new 
load demand on the grid. Therefore, the sharing and distribution of the loads 
can be done through this new load demand and the capacity of each power 
plant on the grid.  
4. The microprocessor embedded controller system is presented to optimize the 
operation of the wind power system. Monitoring, self-correction, and 
dynamical real time operation are done through high speed general purpose 
microprocessor. Furthermore, the microprocessor controller system provides 
the self-testing routine to ensure all components are functioning correctly, 
and provides safe shut off in the case that malfunctions are indicated. 
Overall, the implementation microprocessor is enhancing the power 
management and performance of the wind power systems.   
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Overall, the presented methods in this dissertation improve the performance of the 
DFIG-based WECS and enhance the integration of large-scale wind power systems to 
the power grid and share loads like other conventional power plants.                  
6.2  Future Works     
The integration of large-scale wind power systems to the power grid can be investigated 
more to include different types of system faults, transient behavior during system 
voltage sags/swells, etc. More advanced studies are still needed to achieve a standard 
wind farm model as wind farms are expanded to include more WECS units than 
currently available.   
This work can be extended to include the power management planning for longer 
periods when the accurate weather forecasting becomes available for medium and long 
terms. Also, other renewable energy sources can be included as they gain more focus, 
such as solar energy. The photovoltaic power systems also have the power fluctuations' 
problem and the same procedures of the wind power systems with some modifications 
can be applied to them to produce constant power.  
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Appendix A: Wind Forecasting Data 
Weatherford Wind Energy Center    
Weatherford, OK 73096    
  Location   Latitude:    35.5261633  
     Longitude: -98.7075744 
  Recording Date  12/4/2011   Forecasting one day ahead  
Time (hour) Wind (mph) Wind (m/s) 
0 12 10.73 
1 10 8.94 
2 12 10.73 
3 15 13.41 
4 13.5 12.07 
5 13.5 12.07 
6 15 13.41 
7 18 16.09 
8 21 18.78 
9 21.5 19.22 
10 21.5 19.22 
11 21.5 19.22 
12 21 18.78 
13 20.5 18.33 
14 19.5 17.43 
15 19 16.99 
16 17 15.20 
17 15 13.41 
18 15 13.41 
19 15 13.41 
20 15 13.41 
21 16 14.31 
22 17 15.20 
23 17 15.20 
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Appendix B: Wind Actual Data 
Weatherford Wind Energy Center    
Weatherford, OK 73096    
  Location   Latitude:    35.5261633  
     Longitude: -98.7075744 
  Recording Date  12/5/2011 
Time (hour) Wind (mph) Wind (m/s) 
0:15 11.6 5.19 
0:35 13.8 6.17 
0:55 11.6 5.19 
1:15 20.8 9.30 
1:35 24.2 10.82 
1:55 25.4 11.35 
2:15 26.5 11.85 
2:35 20.8 9.30 
2:55 20.8 9.30 
3:15 20.8 9.30 
3:35 17.3 7.73 
3:55 15 6.71 
4:15 16.2 7.24 
4:35 20.8 9.30 
4:55 24.2 10.82 
5:15 23 10.28 
5:35 19.6 8.76 
5:55 26.5 11.85 
6:15 26.5 11.85 
6:35 28.8 12.87 
6:55 36.8 16.45 
7:15 38 16.99 
7:35 39.1 17.48 
7:55 27.7 12.38 
8:15 35.7 15.96 
8:35 40.3 18.02 
8:55 41.5 18.55 
9:15 44.9 20.07 
9:35 41.4 18.51 
9:55 34.6 15.47 
10:15 47.2 21.10 
10:35 46 20.56 
10:55 42.6 19.04 
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11:15 42.6 19.04 
11:35 51.8 23.16 
11:55 48.4 21.64 
12:15 38 16.99 
12:35 40.3 18.02 
12:55 35.7 15.96 
13:15 33.4 14.93 
13:35 41.5 18.55 
13:55 36.9 16.50 
14:15 39.2 17.52 
14:35 41.4 18.51 
14:55 33.4 14.93 
15:15 34.6 15.47 
15:35 38 16.99 
15:55 31.1 13.90 
16:15 40.3 18.02 
16:35 38 16.99 
16:55 41.4 18.51 
17:15 38 16.99 
17:35 33.4 14.93 
17:55 42.6 19.04 
18:15 35.7 15.96 
18:35 40.3 18.02 
18:55 42.6 19.04 
19:15 25.8 11.53 
19:35 43.8 19.58 
19:55 36.2 16.18 
20:15 38 16.99 
20:35 35.7 15.96 
20:55 39.2 17.52 
21:15 35.7 15.96 
21:35 40.3 18.02 
21:55 34.5 15.42 
22:15 32.2 14.39 
22:35 27.7 12.38 
22:55 26.5 11.85 
23:15 26.5 11.85 
23:35 24.2 10.82 
23:55 24.2 10.82 
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Appendix C: Characteristics of 1 MW NaS Battery Energy Storage 
System  
 
 
Term  Specifications  
Rated Discharge Power          AC 1 MW (DC 1.05 MW)   
Rated Charge Power   AC 1 MW (DC 0.95 MW)  
Nominal DC Voltage   640 V 
Stored Electric Energy   AC 6 MWh (DC 6.32 MWh) 
Charging hours   6-8 hours at rated load 
Discharge hours  6-8 hours at rated load 
Lifetime  more than 1500 cycles 
Dimension   34 W x 7.5 D x 17.4 H m ft 
Weight   87 Ton 
 
