A novel realistic simulation framework (R-simulator) is developed based on OMNeT++ in the paper. R-Simulator has realistic GUI and strong "message" management while considers the mobility of node and protocol stack. RSimulator is also time-saving and memory-efficient. The design of R-Simulator and its advantage are described in detail. Finally, an example is given to show its favorable performance.
Introduction
Simulation tools have been widely used in network research. Oment++ is an appropriate simulation environment for network simulation because it is publicsource, component-based, modular and open-architecture with strong GUI support and an embedded simulation kernel [7] . It is easy to master OMNeT++ because of its convenience for model establishment, modularization, expandability. Therefore, we design R-Simulator based on OMNeT++. There also exists many simulation frameworks [9] [1] [5] [2] [6] [8] [4] , such as SensorSimulator developed by Louisiana State University based on the OMNeT++ [9] . Besides the same purposes and capacity, our simulator has difference from SensorSimulator at the following aspects.
1) The interface of "SensorSimulator" in TKENV of Oment++ is very tumultuous. Because of the wireless channel module, all arrows point from other nodes to the same point. Therefore the display looks congested and jumbled, which is not convenient to debug and identify the messages. In R-simulator, no redundant links between nodes do exist. Therefore, R-simulator has less submodule and less complex. The memory space and time are saved and the network topology can be intuitively visible.
2) The "Radio" submodule has very different function in R-simulator and SensorSimulator. In SensorSimulator, "Radio" submodule just stores the radio state and counts the transmission power consumption. In R-simulator, "Radio" submodule not only has the function of those in SensorSimulator but stores the information of the link with its neighbors. In Section 2, we will give more detailed description on the module.
3) a "Sensor" module is designed in R-simulator, which is not presented in SensorSimulator. Such module is necessary because one node may have one or more sensors and different kind of sensors have different characteristic. 4) R-simulator has a "Memory" module. In protocol stack, each layer may create many messages and data. a "Memory' module can manage these messages and data, which can save memory space. 5) R-simulator has a "Mobility" module in addition. The module decides whether a node moves or not.
6) R-simulator has a "DynSize", a "TR" and an "SR" module. "TR" indicates the radio transmission range and "SR" indicates the sensing range. These modules are all invisible in GUI. In Section 2, we will describe the function of these three modules in detail.
The fault of node and linkage also is considered. A small program will be designed for the node or linkage fault in "Coordinator" module to handle the case. Any module can start the program to turn off the node when it fails. The fault of linkage may happen between the node and its neighbors. So we use "Radio" module to control the fault of linkage .
Simulator Model and Modules
In this section, R-simulator framework and its modules are described and the "Network Layer" module is designed in detail as shown in Figure 1 . Figure 1(b) shows the "Network" module, which represents a complete structure of the network layer. The R-simulator framework contains a "Target", a "Sensor Node" and a "DynSize" module. The "Target" module can represent a locomotive car, a light or noise source, and so on. The "DynSize" module in breakline frame is not displayed in GUI, such as in the TKENV. The module dynamically decides how many neighbors each node has, and accordingly decides an array size in the "Radio []" module of the "Sensor Node" module. The array stores the gates between a node and its neighbors. Every message is transmitted to its neighbors through these gates, meanwhile a copy is sent to the "TR" module. Then "TR" module displays the transmission range of the message according to the node's transmission power level. The "SR" displays the sensing range of a sensor like "TR", when the sensor senses the phenomenon. All of these models are specified through the Network Description Language (NED). The submodules, connected by double-headed arrows, communicate with each other by message and other isolated submodules directly communicate with each other. These submodules respectively correspond with those in Figure 1 (a). NED files are not used directly but are translated into C++ codes by the NEDC compiler, then compiled by the C++ compiler and linked into the simulation executable. In Section 3, we use VC++ to compile these codes in Windows XP operating system in order to compile and debug these codes conveniently.
Sensor Node Module
Figure 1(a) shows the "Sensor Node" module, which logically composes of three parts: protocol stack, coordinator and hardware components. In the "protocol stack", there are four modules: "App Layer", "Network Layer", "Datalink Layer" and "Physical Layer". These modules respectively are mapped to four protocol layers: application layer, network layer, data link layer and physical layer.
The application layer affords many application protocols explored for many different areas, such as sensor management. Sensor nodes are scattered densely in a field either close to or inside the phenomenon and they need be linked together in order to implement multi-hop. Therefore, the network layer should supply topology control and routing protocols. The data link layer is responsible for the multiplexing of data streams, data frame detection, medium access and error control. It ensures reliable point-to-point and point-to-multipoint connections. The physical layer is responsible for frequency selection, carrier frequency generation, signal detection, modulation and data encryption.
The "hardware components" part contains six modules: "Sensor[]", "Battery", "CPU", "Memory", "Mobility" and "Radio[]". The brackets indicate there are more than one gate in the "Sensor[]" and "Radio[]" modules. Since a node may equip several sensors for different phenomenons, which may have different characters. Each gate in the "Sensor[]" module represents a sensor with a propagation model, through which the sensor decides which kind of stimuli it can receive and how the intensity of the stimuli if it can receive. The "Radio[]" module stores the gates through which one node communicates with its neighbors. Can a node be a neighbor of others? It is decided by the "DynSize" module in Figure 1(b) .
The "memory" module not only imitates the memorizer but also manages the messages and data created by the simulation programs. Therefore, its main function is to determines the size of memory space and the memory rate. Except this, the module also managers the messages and data. In a large scale simulation, a amount of messages and data will be created. If they can not be processed in time, it increases the cost and decreases the efficiency. The "mobility" module decides whether a node is mobile or not. It gives the velocity, direction and acceleration if a node is mobile. The "Battary" and "CPU" respectively imitate the battery and processor in a node.
Network Layer Model
Since the topology control is important to decrease the power consumption and the network interference, we design the "Network Layer" module as Figure 1(c) . The module contains two sub-modules: "routing" and "topol-ogy control" (TC), and a "network layer information" container, which stores neighbor information and routing table as shown in Figure 2 . In the simulation examples of Section 3, the routing is GEAR [11] because it can deal with "routing void", which is often created when the nodes are deployed randomly and TC exists. Before routing, TC protocols are firstly run to obtain the neighbor information, as shown in Figure 2(a) , including one-hop or two-hop neighbors In Figure 2 (b), "ID" refers to the node address, which is unique in the network. "P r " refers to the receive transmission power on the receive node radio when the transmission power of sender node is adjusted to the maximal value. "Link" indicates whether one node establishes logical link with its neighbors or not. Based on "Neighbor information", the routing protocol builds routes and obtains the information stored in "Routing table". Several source nodes (source 1, 2 and so on as shown in Figure 2(b) ) may pass the same mediate node forwarding to their own target node (target 1, 2 and so on). Therefore, each node has one routing table and points at different next-hop node (see "Next Hop 11", "Next Hop 22" in Figure 2(b) ) in different routes.
Simulation Examples
In the section, three simulation examples based on Rsimulator are given, which are the establishment of GEAR [11] and the target tracking.
Setting Simulation
A WSN contains several or hundreds of energy-limited nodes, each one has an omni-directional antenna. We suppose nodes can adjust their transmission power like MICA2/MICAZ [3] . A wireless node can receive the signal from another node if it is within the transmission range of the sender. Otherwise, they relay the messages by multi-hop. Nodes are randomly deployed uniformly in a 1000m × 1000m region. The maximal transmission range of each node is 262.5m.
In R-simulator, all messages are transmitted through "Radio[ ]" module. We use the free space propagation model to predict the received signal power [10] . In "Physical Layer", we control the data transmission rate and add up energy cost because of transmitting or receiving data. "DataLink Layer" is responsible for the multiplexing of data streams, data frame detection, medium access and error control. The length of data frame is an important parameter in MAC. It is optimally about 59 byte in MICA2/Z for data frame [3] . We respectively packet broadcast and control message into a single frame. The data is cut and packed into data frame according to the length of data frame. We use cQueue to define two queues: Queue_of_message_frame and Queue_of_data_frame, which respectively store the message and data frame. Here, MAC802.11 is used to afford MAC.
In "Apply Layer", there is no application program or protocol but a simple program to create data periodically or to receive and add up the data from bottom layer "Network Layer". The function of "Network Layer" is described in subsection 2.2.
Simulation Results
The first example is the simulation for GEAR and the simulation results are presented in Figure 3 . All figures show a quarter of the whole simulation scenario. In Figure 3(a) , nodes are deployed but they are not linked. The "DynSize" module establishes the linkages among all nodes as shown in Figure 3 (b). Since there is no a "Wireless channel" like SensorSimulator at LSU, the whole simulation scenario is very shapely and the topology is also very clearly displayed. R-simulator is also very vivid as Figure  3 (c) shows a node transmitting a message in its transmission range. A circle centered at the node represents the transmission range. When the message is transmitted to its target, the circle disappears. In other word, the circle is dynamically displayed by R-simulator. In Figure 3 , the node with big size is the "sink". GEAR starts at the sink and any other node, which has established a route to the sink, becomes red. The links on the established route become green as shown in Figure 3(d) .
The second example is the target tracking. After the network implements the topology control and GEAR routing, the routes between all nodes and the sink are established as shown in Figure 3 . Now the network can track a target, which is invading the network as shown in Figure 4 (a). In this sub-figure, the little square in the upper left represents the target, which is closing to the network and being sensed by a node. The circle centered at the node represents the sensing range. In Figure 4 , the dot with big size is the sink. The sink can be connected to a personal computer or a internet. Here all nodes sense the target by the periodical messages, which are broadcast by the target. In Figure 4(b) , the node, which senses the target, is transmitting a message and sends the message to the sink through its neighbors. In 
Conclusion and Future Work
In this paper, we present our novel simulation framework-R-simulator and describe its structure and mechanism. Based on the framework, we give out three examples to test its performance. The results show that Rsimulator is an extensible, object-oriented and event-based framework, which provides a favorable simulation framework for users and researchers.
We will improve the C\C++ programs generated from the NED files of R-simulator. It is important to low the time and space complexity for the simulation framework. It is necessary to canonically compile some well known protocols into the C\C++ programs. Furthermore, the further effort will be give to compare the performance of R-simulator framework with others in the memory utilization, execution time and so on.
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