Abstract. We discuss the relation between exponential stabilization and asymptotic controllability of nonlinear control systems with constrained control range at singular points. Using a discounted optimal control approach, we construct discrete feedback laws minimizing the Lyapunov exponent of the linearization. Thus we obtain an equivalence result between uniform exponential controllability and uniform exponential stabilizability by means of a discrete feedback law.
1. Introduction. In this paper we will present a technique for the exponential stabilization of nonlinear control systems with constrained control range at singular points. In particular we address the relation between asymptotic controllability and exponential stabilization and will derive an equivalence theorem. In our context a singular point is a fixed point for each admissible control value of the control system. Such singular situations do typically occur if the control enters in the parameters of an uncontrolled system at a fixed point, for instance, when the restoring force of a nonlinear oscillator is controlled. One example to which our results can be applied is the stabilization problem of an inverted pendulum for which the suspension point is moved up and down periodically and the period of this motion can be controlled; cf. [14] . The main tool used throughout this paper is the linearization of the nonlinear system which forms a semilinear system. For two-dimensional control affine systems this linearization approach has been carried out in [4] , giving a characterization of feedback stabilizability by algebraic methods.
The approach we follow here is based on optimal control techniques. More precisely, we consider the Lyapunov exponents of the linearization and formulate a discounted optimal control problem in order to minimize these exponents-an idea that was first presented in [12] . Lyapunov exponents have recently turned out to be a suitable tool for the stability analysis of semilinear systems, see, e.g., [7] and [8] , and also for their stabilization [11] . However, due to the fact that for discounted optimal control problems optimal feedback laws are in general not available, we modify the feedback concept and introduce discrete feedback laws that are based on a discrete time sampled approximation of the given continuous time system. Using this approach it could be shown in [11] that, for semilinear systems satisfying an accessibility condition, exponential null controllability is equivalent to exponential stabilizability by discrete feedback. Using a similar feedback concept, a result on the relation between asymptotic null controllability and practical stabilization for nonlinear systems has been developed in [5] using Lyapunov functions. This paper is organized into two parts. In the first part we will focus on semilinear systems and extend the results from [11] and [12] . In particular in section 3 we will discuss different null controllability concepts for semilinear systems and extend the approximation results from [12] to general semilinear systems without any accessibility assumptions. Then in section 4 we will use this result in order to construct a stabilizing discrete feedback law following the outline of [11] .
In the second part we will apply this discrete feedback to a general nonlinear system at a singular point. For this purpose we will first prove a robustness property of the discrete feedback in section 5. Using this result we will present the main theorem in section 6, stating that (local) uniform exponential null controllability is equivalent to (local) exponential stabilizability by means of a discrete feedback.
Preliminaries.
We are interested in the stabilization of nonlinear control systems on
where x ∈ R d and y ∈ M , M is some Riemannian manifold and f and g are vector fields which are C 2 in x, Lipschitz in y, and continuous in u. The control function u(·) may be chosen from the set U := {u : R → U | u(·) measurable}, where U ⊂ R m is compact, i.e., we have a constrained set of control values.
For each pair (x 0 , y 0 ) of initial values, the trajectories of (2.1) will be denoted by the pair (x(t, x 0 , y 0 , u(·)), y(t, y 0 , u(·))) and we assume them to exist uniquely for all times.
Our interest lies in the stabilization of the x-component at a singular point x * , i.e., a point where f (x * , y, u) = 0 for all (y, u) ∈ M × U . Throughout the paper we will assume x * = 0. Note that our general setup covers several models: the additional equation for y allows us to model systems where time varying parametric excitations governed by an additional (nonlinear) control or dynamical system enter the system to be stabilized. The case in which the control u does not enter explicitly in the function f and the case in which f does not depend on y occur as special situations in this setup; hence they are also covered.
Our main tool for the stabilization is the linearization of (2.1) at the singular point which is given byż
Here A(y, u) := ∂ ∂x f (x * , y, u) ∈ R d×d and f (x, y, u) = A(y, u)x +f (x, y, u). Then for any given compact subset K ⊂ M the differentiability assumption on f implies the inequality
which holds for some constant C f for all y ∈ K and all x in a neighborhood of x * . As above we denote the trajectories of (2.2) by (z(t, z 0 , y 0 , u(·)), y(t, y 0 , u(·))) for the pair of initial values (z 0 , y 0 ).
The first step is now to analyze and characterize the null controllability of (2.2).
3. Lyapunov exponents and their approximation. This section is concerned with the asymptotic null controllability of the semilinear system (2.2). From [7] it is known for bilinear systems that exponential null controllability of (2.2) can be characterized by certain Lyapunov exponents, provided an accessibility condition holds and the matrix A does not depend on y. These conditions will be dropped here and in addition we will show that the characterization is also valid if we replace exponential null controllability with asymptotic null controllability.
We will first introduce some concepts that will help us characterize the properties of (2.2); see [6] and [7] for more details. Afterwards we will show the relation between different concepts of null controllability and then use these results in order to extend the approximation results from [12] .
In order to measure the exponential null controllability we define the Lyapunov exponent of a trajectory of (2.2) by
Clearly λ(z 0 , y 0 , u(·)) < 0 iff the corresponding trajectory converges to the origin exponentially fast. For each pair of initial values we define the infimal Lyapunov exponent by
From the linearity of (2.2) it follows that λ(z 0 , y 0 , u(·)) = λ(αz 0 , y 0 , u(·)) for all α ∈ R \ {0}. Hence we can use the projection of the z component to the unit sphere S d−1 which is given byṡ (t) = h(s(t), y(t), u(t)), y(t) = g(y(t), u(t)), 
where q(s, y, u) := s T A(y, u)s. This integral is also referred to as an averaged functional.
By defining the exponential growth rate in finite time t,
it is easily seen that
As above, this expression can be written in integral form using the projected system, i.e., for s 0 = z0 z0 we obtain
In our definitions of null controllability we need the notion of a positively invariant set for the subsystem on M . Definition 3.1. A subset K ⊆ M is called positively invariant for the subsystem of (2.2) on M if for all y 0 ∈ K and all control functions u(·) ∈ U the corresponding trajectory satisfies y(t, y 0 , u(·)) ∈ K for all t > 0. Now we can define the concepts of null controllability; cf. also the stability concepts in [15] . Definition 3.2. Let K ⊆ M be a compact positively invariant set for the subsystem of (2.2) on M .
(i) The system (2.2) is called asymptotically null controllable over K if for any pair of initial values
2) is called uniformly exponentially null controllable over K if there exist constants C, α > 0, such that for any pair of initial values
An immediate consequence from (3.3) is that (2.2) is uniformly exponentially null controllable over K iff there exists a time T > 0 and a constant σ < 0 such that for any pair of initial values (z 0 , y 0 ) ∈ R d × K there exists a control function u (z0,y0) (·) ∈ U with
It is easily seen from this definition that (iii) ⇒ (ii) ⇒ (i). In fact the converse is also true, i.e., the definitions are equivalent as the following proposition shows. Proposition 3.3. Let K ⊆ M be a compact positively invariant set for the subsystem of (2.2) on M . Then for the system (2.2), asymptotic null controllability over K implies uniform exponential null controllability over K.
Proof. We will first show the following property: there exist T > 0 and σ < 0 such that for each (z, y) ∈ R d × K there exists a control function u (z,y) (·) ∈ U and a time
Considering only thosez 0 with z 0 = 1 (i.e.,z 0 ∈ S d−1 ) and using the continuous dependence on the initial value, we find a neighborhood
Hence it follows that λt (z 0 ,ỹ 0 ) (z, y,ũ (z0,ỹ0) (·)) < γ (z0,ỹ0) < 0, where
By the compactness of S d−1 × K we may pick a finite number of pairs (z 0 ,ỹ 0 ) such that the neighborhoods U (z 0 ,ỹ 0 ) cover S d−1 × K. Now the independence of λ t from the norm of z yields the asserted property, where T is the maximum over all t (z0,ỹ0) and σ < 0 the maximum over all γ (z0,ỹ0) . Now pick an arbitrary pair (z 0 , y 0 ) of initial values. We use the control u 0 (·) := u (z0,y0) (·) from above up to the time t 1 := t (z0,y0) < T from above and end up at the point (z 1 , y 1 ) = (z(t 1 , z 0 , y 0 , u 0 (·)), y(t 0 , y 0 , u 0 (·))). We continue iteratively by defining t i+1 := t i + t (zi,yi) and u i (·) := u (zi,yi) (·) and define a control function u :
for i ∈ N 0 , where t 0 := 0. This yields λ ti (z 0 , y 0 , u(·)) < σ for all t i , i ∈ N 0 , and since t i − t i−1 < T, it follows that for any t > 0 there exists t i =: t i (t) with 0 ≤ t − t i (t) < T . By the definition of λ t we obtain
which yields
where
implying ε(t) → 0 for t → ∞ independently from (z 0 , y 0 ) since λ t is uniformly bounded for all t > 0 and all (z, y) ∈ R d × K. Hence there exists ε > 0 and a time T > 0 such that λ t (z 0 , y 0 , u(·)) < σ + ε < 0 for all t ≥ T, and the assertion follows. Using essentially the same arguments as in the previous proof, we can also determine the uniform upper bound for the values of the λ t . Proposition 3.4. Let K ⊆ M be a compact positively invariant set for the subsystem of
Proof. For any pair (z 0 ,ỹ 0 ) ∈ R d × K there exists a control functionũ (z0,ỹ0) (·) and a timet (z0,ỹ0) such that
As in the previous proof, continuous dependence and compactness implies that for any pair (z, y) there exist t (z,y) bounded by someT and control functions u (z,y) ∈ U, such that
Following the previous proof we can iteratively construct control functions satisfying
Again ε(t) can be chosen independently from (z 0 , y 0 ) and ε(t) → 0 as t → ∞; hence the assertion follows by choosing T such that ε(t) < ε 2 for all t ≥ T . This result implies that the α in Definition 3.2 (iii) can be chosen arbitrarily close to the sup-inf Lyapunov exponent σ as defined in Proposition 3.4. This Lyapunov exponent therefore gives the characteristic value for the null controllability of (2.2).
The construction of the stabilizing discrete feedback in the next section -following the outline of [11] -is based on the minimization of the Lyapunov exponent. This is related to minimizing (3.2) which forms an average time optimal control problem, for which the construction of optimal feedback controls is still an unsolved problem.
Hence we will not approach this problem directly but will use the approximation of (3.2) by a discounted functional with discount rate δ > 0 defined by
The function
is called the optimal value function of this discounted optimal control problem.
The relation between this problem and the minimization of (3.2) has been discussed in [12] for the case where (3.1) is locally accessible, exploiting the controllability properties of (3.1). Here we will use Proposition 3.4 in combination with a stronger version of the approximation theorems from [12] in order to show this relation without assuming local accessibility.
Lemma 3.5 (approximation theorems). Let q : R → R be a measurable function satisfying |q(s)| < M q for almost all s ∈ R.
(i) Assume there exists a time T > 0 such that
Then for any ε > 0 and all 0 < δ < ε (Mq+σ+ε)T the following inequality holds:
(ii) Let δ > 0 be arbitrary and let
(iii) Let δ > 0 be arbitrary and let σ ∈ R such that
Proof. The rather technical proof can be found in the appendix. Next we can formulate the consequence for the optimal value function. Theorem 3.6. Let K ⊆ M be a compact positively invariant set for the subsystem on M of (2.2). Then 
By Lemma 3.5 (i) this implies δJ δ (s, y, u(·)) < σ + ε for all sufficiently small δ > 0. Since ε > 0 was arbitrary this implies
Then there exists δ > 0 such that by Bellman's optimality principle [19, Theorem 1.2] for each pair (s, y) there exists a control function u(·) satisfying δJ δ (s(t, s, y, u(·)), y(t, y, u(·)), u(t + ·)) <γ < σ for all t ≥ 0. Now by Lemma 3.5 (iii) it follows that λ * (s, y) ≤γ < σ which contradicts the definition of σ. Hence the assertion follows.
This theorem states that the Lyapunov exponent that gives the characteristic number for null controllability can be approximated by the value function of a discounted optimal control problem.
Since algorithms for the numerical computation of v δ are known (cf., e.g., [9] and [13] ) this theorem also lays the foundation for the numerical null controllability analysis of semilinear systems; see also [12] . This is of particular interest because the question of whether (2.2) is null controllable cannot in general be answered by analytical methods.
Construction of the discrete feedback.
We will now present a feedback construction for the (approximately) optimal solution of the discounted optimal control problem defined by (3.4) and (3.5), which will then be stabilizing for (2.2).
In general the construction of optimal feedback laws for discounted optimal control problems is an unsolved problem. One of the main problems is that optimal feedbacks are typically discontinuous and hence properties such as the existence and uniqueness of the corresponding solutions are no longer guaranteed. Some effort has been made in order to take these difficulties into account, e.g., by using differential inclusions (see [10] and [1] ). However, apart from the fact that this approach leads to a characterization of optimal trajectories rather than to a construction of a feedback law, from the stabilization (and application) point of view it seems desirable to preserve these properties. Furthermore we will need a certain robustness property, as discussed in section 5, in order to apply the feedback to the nonlinear system.
These considerations lead to a somewhat modified feedback concept which is based on an approximation of U as introduced in [11] . Theorem 3.6 yields the property needed for the construction of the stabilizing discrete feedback in sections 3 and 4 of [11] and our construction now follows this outline. We will therefore just give the idea of the construction and omit the proofs except for the concluding theorem.
We approximate U by
for some time step h > 0. This discretization for discounted optimal control problems bears some similarity to the discretization in [2] and [3] ; in fact what we obtain is a discrete time system by the process of sampling (cf., [21, section 2.10]):
the approximation property
holds for γ = δ/L where L denotes the Lipschitz constant of (3.1); see [3] .
Bellman's optimality principle [19 
By the continuity of all functions involved and the compactness of U, we can now define a function F : S d−1 × K → U by choosing F (s 0 , y 0 ) := u ∈ U such that the infimum above is attained in u.
We may now apply F to (3.1) bẏ We denote the solution trajectories of (4.2) by (s F (t, s 0 , y 0 ), y F (t, y 0 )).
s(t) = h(s(t), y(t), F (s( t h h), y( t h h))), y(t) = g(y(t), F (s(
Feedback laws of this kind can be found in the literature under the name of modified feedback control [16] , [17] , sample-and-hold control, or sampled feedback [20] , [22] , and step-by-step control [18] . Of particular interest in this context is the recent work [5] where a stabilization result using a "sampled feedback" control is presented. We will discuss the relation between this work and the present paper in section 6.
In our terminology we call F a "discrete" feedback control, a notion being motivated by the fact that F is indeed a feedback control for the discrete time system (4.1). From this interpretation the existence and uniqueness of the trajectories of (4.2) is immediately clear.
If we evaluate
i.e., the discounted value along the trajectories of (4.2), it follows that J δ (s, y, F ) = v h δ (s, y) for all initial values (s, y) ∈ S × K ([11, Theorem 3.6]). Hence F forms an optimal discrete feedback for the discounted optimal control problem with respect to the discretized control functions from U h .
In the same way we define the averaged value along the trajectories by
By defining F R (z, y) := F (z/ z , y) we can apply F R to the nonprojected system (2.2) byż As above we denote the corresponding trajectories by (x F R (t, x 0 , y 0 ), y F R (t, y 0 )). Applying F R this way we can state the following theorem.
Theorem 4.1. Let K ⊆ M be a compact positively invariant set for the subsystem of (2.2) on M. Then (2.2) is asymptotically null controllable over K iff there exists a time step h and a discrete feedback law F R : R × K → U such that (4.3) is uniformly exponentially stable, i.e., there exists C, α > 0 such that every trajectory of (4.3) satisfies the condition from Definition 3.2 (iii).
Proof (" ⇒ "). Assume asymptotic null controllability of (2.2). By [11, Corollary 3.7] , it follows that for any ε > 0 there exists h > 0 such that the discrete feedback as defined above satisfies
Choosing δ > 0 sufficiently small, Proposition 3.3 implies that there exists σ < 0 such that δJ δ (s, y, F ) < σ, hence from Lemma 3.5 (ii) we can conclude that for any ε > 0 there exists a bounded time t = t(ε) > 0 such that λ t (s, y, F ) < σ + ε. Using [11, Lemma 4.1] we obtain estimate (4.4) for the next trajectory piece and can inductively obtain the assertion as in the proof of Proposition 3.3.
("⇐"). This direction is immediately clear. Note that this stabilizing discrete feedback law is numerically computable -at least for lower-dimensional systems -using the algorithm proposed in [11] and [13] .
Robustness of the discrete feedback control.
From the definition of the discrete feedback F and F R it is obvious that these functions are typically discontinuous. Hence by applying this feedback law, continuous dependence of the trajectories on the initial value will in general not hold.
This gives rise to the question of the robustness of the optimal trajectories. More precisely: do optimal trajectories remain approximately optimal under small perturbations?
The answer is given in the following proposition and is essentially based on the Hölder continuity of v h δ which satisfies |v
where γ = δ/L and L is the Lipschitz constant of (3.1). For systems in R n this immediately follows from [3, Lemma 4.1]; the proof is easily transferred to general manifolds. Here d S and d M denote some metrics on S and M , respectively.
In what follows we allow time varying perturbations of the following kind: assume that we have a time varying system on S d−1 × K given bẏ s(t) =h(t, s(t), y(t), u(t)), y(t) =g(t, y(t), u(t)), (5.1) with trajectories (s(t, t * , s 0 , y 0 , u(·)),ỹ(t, t * , y 0 , u(·))) using the initial time t * . For some pair of initial values (s 0 , y 0 ) and a discrete Feedback F with time step h > 0, we denote the solution trajectories of (5.1) applying F with initial time t * = 0 by (s F (t, s 0 , y 0 ),ỹ F (t, y 0 )). Using the abbreviations t i := ih,s i :=s F (t i , s 0 , y 0 ),ỹ i := y F (t i , y 0 ), and u i := F (s i ,ỹ i ) we assume
for all t ∈ [0, h], all i ∈ N, and some sequence (ε i ) i∈N .
Proposition 5.1. Consider the system (3.1), a time step h, the corresponding optimal value function v h δ , and the optimal discrete feedback F . Assume that a system (5.1) with the property (5.2) for some pair of initial values (s, y) is given and denote the trajectories of (5.1) with initial time t * = 0 and the discrete feedback F by (s F (t, s 0 , y 0 ),ỹ F (t, y 0 )).
Then for any k ∈ N the following inequality holds:
is the value along the discrete feedback controlled trajectory of (5.1) and M q is the bound of |q| on S d−1 × K. Remark 5.2. Note that the right-hand side of this inequality becomes small if the ε i are small for all sufficiently large i ∈ N.
Proof. From the definition of F and the assumption (5.2) it follows that
where |C| < C. On the other hand, we obtaiñ
This yields
By observing that v h δ andJ δ are bounded by M q /δ, the assertion follows by induction.
This robustness property is the main tool for the linearization result in the next section.
6. Stabilization of the nonlinear system. We will now return to our original system (2.1). We recall the fact that f (x, y, u) = A(y, u)x +f (x, y, u), where for y in a compact set K ⊂ M the estimate f (x, y, u) ≤ C f x 2 holds for all x ∈ B η f (0), the ball with radius η f around 0; cf. (2.3).
In analogy to Definition 3.2 we begin by defining the controllability concepts for system (2.1). Since we assume that the singular point x * coincides with the origin we may again formulate these concepts in terms of null controllability. As in the semilinear case, we denote the exponential growth rates of a trajectory by
Definition 6.1. Let K ⊆ M be a compact positively invariant set for the subsystem of (2.1) on M .
(i) The system (2.1) is called (locally) asymptotically null controllable over K if there exists a neighborhood B(0) of 0 such that for any pair of initial values (x 0 , y 0 ) ∈ B(0) × K there exists a control function u(·) ∈ U with lim t→0 x(t, z 0 , y 0 , u(·)) = 0.
(ii) The system (2.1) is called (locally) exponentially null controllable over K if there exists a neighborhood B(0) of 0 such that
2) is called (locally) uniformly exponentially null controllable over K if there exists a neighborhood B(0) of 0 and constants C, α > 0, such that for any pair of initial values (x 0 , y 0 ) ∈ B(0) × K there exists a control function u (x0,y0) (·) ∈ U with z(t, x 0 , y 0 , u (x0,y0) (·)) ≤ Ce −αt x 0 .
As in the semilinear case, the implications (iii) ⇒ (ii) ⇒ (i) are obvious. However, for nonlinear systems the converse is not true, as the example below will show. Note that frequently the notion of exponential stability already demands the uniformity as in (iii); cf., e.g., [23] or [24] .
We will now first prove some a priori estimates for the solutions of (2.1) and (2.2). Lemma 6.2. Abbreviate with (x(t), y(t)) and (z(t), y(t)) the solutions of the systems (2.1) and (2.2) for a pair of initial values (x 0 , y 0 ) and a control function u(·). Let T > 0 be a given time.
Then there exist constants α, β, C > 0, and η(T ) > 0 independent from u(·) such that for all t ∈ [0, T ] the following estimates hold:
, where B η (T )(0) denotes the ball with radius η(T ) around the origin.
Proof. (i) We show the estimate for the upper bound; the estimate for the lower bound follows from (ii) and (iii). From the linearization it follows that
As long as x(t) ∈ B η f (0), this implies
for some constant α > 0. This yields x(t) ≤ e αt x 0 as long as e αt x 0 ≤ η f and hence the assertion follows with η(T ) = η f /e αT . (ii) This is an easy consequence from the linearity of the system. (iii) Define m(t) := x(t) − z(t). From (i) and (ii) it follows that m(t) ≤ e αt x 0 . Furthermore m is a solution of the differential equatioṅ m(t) = A(y(t), u(t))m(t) +f (y(s), m(t) + z(t), u(t)), z(0) = 0 and thus satisfies
for some constant γ > 0. Now the Gronwall lemma yields m(t) ≤ tC f e 2αt x 0 2 e γt and thus the assertion. As in the semilinear case, we may now write the exponential growth rate in finite time in integral form
which can be calculated using the chain rule. A simple calculation shows that
We can now apply the discrete feedback F R from the previous sections to (2.1) bẏ
and denote the resulting trajectories by (x F R (t, x 0 , y 0 ), y F R (t, y 0 )).
Defining the growth rate of x F R (t, x 0 , y 0 ) in finite time by
we obtain the following estimate. Lemma 6.3. Let δ, h > 0 and let F be an optimal discrete feedback with respect to v 
hence the projection of the trajectory x(t) onto S forms a solution trajectory of this time varying control system. Now let x i := x F R (ih, x 0 , y 0 ). Using Lemma 6.2 we obtain
By Lemma 6.2, x i can be made arbitrarily small for each fixed i ∈ N by choosing x 0 sufficiently small, and we can use Proposition 5.1 with s = z/ z ands = x/ x in order to obtain the estimate
for all sufficiently small x 0 . From the linearization estimates we obtain
for all sufficiently small x i , i.e., all sufficiently small
can be made arbitrarily small on each bounded time interval by choosing x 0 sufficiently close to the origin, and using [3, Lemma 4.1] we can conclude
for all sufficiently small x 0 . Now Lemma 3.5 (ii) yields the assertion.
In order prove the stability of (6.1) the last thing that remains to do is putting together the trajectory pieces.
Proposition 6.4. Consider system (2.1). Let K ⊆ M be a compact positively invariant set for the subsystem of (2.1) on M . Assume that the linearization (2.2) is asymptotically null controllable over K. Then there is δ > 0 and h > 0 such that the system (6.1) with the discrete feedback F R is uniformly exponentially stable in some neighborhood of the origin.
Proof. From the assumptions on the linearization, Lemma 6.3 can be applied with σ < 0.
Hence for all sufficiently small initial values x 0 there exists a t
Abbreviating x 1 := x F R (t, x 0 , y 0 ), it holds that x 1 < x 0 . Thus we can proceed inductively as in the proof of Proposition 3.3 and the assertion follows. This proposition gives a characterization of exponential discrete feedback stabilizability by looking at its linearization. However, we would also like to have a characterization in terms of the nonlinear system itself. Clearly, since we are dealing with linearizations, asymptotic null controllability of the nonlinear system is not sufficient; see, e.g., [4, Example 15] .
In fact, even exponential null controllability is not sufficient, as the following example shows. Consideṙ
0 ,
We claim that the linearized system is not asymptotically null controllable: looking at the initial values z 0 = (0, z 2 )
T , z 2 > 0, it is easily seen that
. for x 0 sufficiently close to the origin. Due to the linearity of (2.2) this estimate holds for all x 0 ∈ R d . Now by induction we obtain the assertion as in the proof of Proposition 3.3.
This theorem shows in particular that any attempt to stabilize (2.1) at a singular point by using its linearization must fail if uniform exponential controllability is not satisfied, because the linearized system will not even be asymptotically null controllable. Conversely, exponential discrete feedback stabilization is always possible under this condition. We have therefore obtained the strongest result possible within the linearization approach.
A related result has been developed in [5] using Lyapunov functions: it is shown that for nonlinear systems, asymptotic controllability to a (not necessarily singular) point x implies stabilizability by means of a discrete feedback, where in order to reach x the step size h must tend to 0. The result can therefore be interpreted as a kind of practical stabilization. In contrast to this practical stability here we obtain exponential stability using a discrete feedback with a fixed step size.
7.
Conclusions. In this paper we developed results on the relation between null controllability and exponential stabilization by using a discrete feedback law for nonlinear systems at singular points. The construction of the feedback is obtained by minimizing the Lyapunov exponent of the linearized system, which forms a semilinear system. For semilinear systems, asymptotic null controllability and exponential stabilizability by a discrete feedback turned out to be equivalent. For general nonlinear systems the equivalence between uniform exponential controllability and uniform exponential stabilizability has been shown. An example illustrated that uniform exponential controllability is in fact a necessary condition for the applicability of linearization techniques. where q + and q − denote the positive and negative parts of q, respectively. Now we can define a monotonically decreasing sequence τ i , i ∈ N by τ 1 := T 1 , τ 2 := T 1 − γ, and This sequence is well defined: assume that there exists τ i for some i ≥ 2. In the case i > 2 for all j with i ≥ j ≥ 3, the equality q(τ ) dτ = 0, which shows the asserted equality using (8.2). Hence we can choose k ∈ N such that |τ k−1 − T 0 | ≤ε and replace τ k by τ k = T 0 . Thus we can estimate e −δτ q(τ ) dτ < 0+Mε+ε.
