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Abstract 
The problems of approximating linear operators in the 2-induced norm which are (1) 
finite-dimensional, unstructured, and (2) infinite-dimensional structured (Hankel), have 
been solved. The solutions of these two problems exhibit striking similarities. These 
similarities suggest the search of a ur@jingframework for the approximation of linear 
operators in the 2-induced norm. 0 1998 Elsevier Science Inc. All rights reserved. 
1. Finite-dimensional operators 
Given a matrix A E R”““, there exist unitary matrices U; V E R”““, such that 
A = UCV where C = diag(ol,. . ;o,,) E R”‘:“, 
(7, (A) 3 “. 3 a,(A) >, 0. (1.1) 
This is the singular value decomposition (SVD) of the matrix A; the 0,‘s are the 
singular values of A; al(A) is the 2-induced norm of A. The columns of U, V 
u = (U,zQ . . u,), v = (\?1\J2 . \$J 
are the left and right singular vectors of A, respectively. These singular vectors 
are the eigenvectors of AA*, A*A. If in (1 .I) c,. > 0 while orLI = 0, then the rank 
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of A is r. Given (1. l), A has a decomposition as a sum of r matrices of rank one, 
called the dyadic decomposition of A 
A = a,u,v; +o.zuzv; + ... +CT,u,v;. (1.2) 
1.1. Optimal approximation in the 2-induced norm 
The singular value decomposition is the tool which leads to the solution of 
the optimal approximation problem of A by matrices of lower rank in the 2-in- 
duced norm: Given A E UT’“” with rank A = r < n, find X E R”“” with rank 
X = k < r, such that the 2-norm of the error matrix E := A - X is minimized. 
The solution of this problem is given in the following theorem. 
Theorem 1.1 (Schmidt-Mirsky). With the SVD notation above, we have that 
(1.3) 
A (non-unique) minimizer X, can be obtained by truncating the dyadic decompo- 
sition (1.2) to contain only the$rst k terms 
x* = o,u,v; + azuzv; + . + p&v;. (1.4) 
1.2. Sub-optimal approximation in the 2-induced norm 
In order to obtain a larger set of solutions, one may relax the optimality con- 
dition (1.3). Instead one may wish to obtain all matrices X of rank k satisfying 
ok+1 (4 < IlA -xi/, < E (1.5) 
for some given E between the (k + 1)st and the kth singular values: 
Q+,(A) < 6 < c,(A) 
This is the sub-optimal approximation problem in the 2-induced norm. 
In order to state the solution we need to construct a J-unitary matrix 0. 
This is done as follows. There exist matrices A,, i = 1,2 such that: 
1, - E-~AA* = ,$A; - &I;, rank(A,) + rank(A2) = rank(A). (1.6) 
This relationship implies the existence of a J-unitary matrix 0 of size 2n such 
that: 
[In t-V]@ = [A, A,], (1.7) 
where 
@J@‘=J, J= (1.8) 
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@= @ll@lZ ( > 2nx2n ER 021022 
Finally let Ej E R”““, i = 1,2, and A E R”“” be related as follows: 
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(1.10) 
Theorem 1.2 [l]. J? satisJies (1.5) fund only if there exists a contmction A such 
that 
A-X=E:=E,E;‘, llAll2 < 1 and rank(A, + AzA) = k. (1.11) 
It should be remarked that for a particular choice of A, and AZ, the rank 
condition above can be converted to the block triangularity of the contraction 
A (see [l]). 
2. Infinite-dimensional, structured operators 
In this section we will consider structured linear maps of e(Z+) (the space of 
real-valued sequences) onto itself. In particular we will turn our attention to 
Hunkel operators: 
IF: !(Z+) --f q.z!+), (2.1) 
where in the canonical basis 
x2 CL3 cc4 . . . 
.K = 
cl3 M4 LY.5 . . . . 
(2.2) 
. . 
. . . . 
. . 
We will assume that X has finite rank: rank .%? = n < x. This is equivalent 
with the rationality of the (formal) power series Cl>” c(,z-‘, i.e. the existence 
of polynomials rc and x such that 
cqz- = 2 =: G#(z) where deg x = FI > deg n. 
00 
(2.3) 
Furthermore, every strictly proper, i.e., degree of numerator less than degree of 
denominator rational function G can be written as 
G(z) = C(zI -A)-‘& A E IQ”““, B,CT E ET. (2.4) 
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In summary, the realization theory of linear time-invariant systems establishes 
the equivalence of sequences whose associated Hankel matrix has finite rank 
and linear time-invariant, finite dimensional systems expressed in terms of their 
transfer functions G or in terms of the triple (C,A,B): 
c#, rank &? = PI ‘2 n(z) G(z) = xo = c(zz - A)-%, 
deg rr < deg x = n. (2.5) 
For details on realization theory of linear systems we refer to [2] for example. 
We will also assume that the roots of x lie inside the unit disc which is equiv- 
alent to the square summability of the sequence a,: 
C] 1 Et2 < 00. 
t>o 
2.1. Optimal approximation of ~9 in the 2-norm 
The problem is to approximate ~9 by a Hankel matrix 2 of lower rank in 
the 2-induced norm. By the equivalence (2.9, this corresponds to approximat- 
ing the linear system described by the rational function G = Z/X, by a system of 
lower complexity, i.e., G = fi/i, where deg x > deg i. This problem is known 
in system theory as linear system approximation in the Hankel norm. For details 
see [3] for example. 
Since X’ is bounded and compact, it has a discrete set of non-zero singular 
values with an accumulation point at zero. Let the non-zero singular values of 
I? be 
Or(Z) 3 Q(X) 3 . . . 3 rJ,(sfq > 0. (2.6) 
According to the Schmidt-Mirsky theorem any, not necessarily structured, ap- 
proximant ~6 of X which has rank k < n satisfies 
112 - XII, 2 Q+,(X). (2.7) 
The question arises: does there exist an approximant of rank k which has Hankel 
structure and achieves the lower bound? The answer is given by the result below. 
Theorem 2.1 [4,5]. There exists a unique approximant S% of rank k, which has 
Hankel structure and attains the lower bound, namely 
O~(C%? - 2) = ok+1 (2). 
This result was proved in the above mentioned references using tools from 
functional analysis. A purely linear algebraic solution which gave rise to many 
subsequent developments, is given in [3]. 
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2.2. Sub-optimal approximation of ST in the 2-norm 
As in the finite-dimensional operator case the problem of suboptimal solu- 
tions arises, namely, given e, find all .$ having Hankel structure and rank k. 
such that 
CTi, ,~, (.F) < frI (X - 2) < E < fQ(fl). (2.8) 
The solution to this problem (see [6], pp. 540-546, and [3]) is given in terms of 
the rational (transfer) function G attached to the Hankel matrix X by means of 
(2.5). 
Recall that Theorem 2.1 is valid for Hankel operators .P whose associated 
rational function G has poles inside the unit disc. Such rational functions are 
called stable. The solution discussed below, however, makes use of rational 
functions which have poles outside the unit disc. Such rational functions will 
be called anti-stable. A rational function F with no poles on the unit circle 
can be decomposed uniquely as a sum of an anti-stable and a stable rational 
function: 
F = [F]- + [F],: 
where [F]_ has all its poles outside the unit disc and [F], has all its poles inside 
the unit disc and is strictly proper. 
Given .Y? and the associated rational (transfer) function 
Gfl (z) = C(zl - A)-‘B with (C, A, B) minimal, let 
Q(X) > t > (&.+1(Z). 
The following rational matrix O(z) has dimension 2 x 2: 
O(z) = 12 - (z - z())Y(z), 
where z. is a fixed point on the unit circle, and 
Y(z) 
( 
c-‘C(zZ - A)-‘r-‘Y(z - zoA*)-‘C” e-‘C(z1 - A)-‘P(A 
= e-‘B*(l - zA*)-‘r-*(1 - zo‘4*)-‘c B’(1 - zA*)-‘9P(A 
(2.9) 
_ zoZ)-‘B 
) -z&B 
(2.10) 
satisfying the 4,9 > 0 are the reachability and observability Grammians 
Lyapunov equations 
APA’ + BB* = 9’, A*Z?A f C’C = 3 (2.11) 
and r := I - ~~~9% By construction 0 is J-unitary on the unit circle: 
@(e-j”)J@*(e+) = J, 
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where Jis the 2 x 2 signature matrix J := diag( 1, -1). Let Ei, i = 1,2, and A be 
related as follows: 
(2.12) 
We will call the rational function A a contraction, if its magnitude on the unit 
circle is less than unity: jA(e-je)/ < 1 for all 0 E [0,2n]. The following result, 
reminiscent of Theorem 1.2. holds. 
Theorem 2.2. 2 satisfies (2.8) $ and only if there exists an anti-stable 
contraction A, such that 
G* = PI+, where G,y - F = E(A) := El (A)E;‘(A). (2.13) 
By setting A = 0 in the above formula, we obtain one sub-optimal approx- 
imant. It is the Hankel matrix associated with the stable part of the rational 
function G,F - Ot20;i. It turns out that this Hankel matrix has rank k. 
It should be mentioned that the optimal and sub-optimal approximation re- 
sults presented in Sections 2.1 and 2.2 hold equally for block Hankel matrices 
(the c(, are p x m blocks). We refer to [3,6] for details. 
3. Problems 
Above we have presented two cases of optimal and sub-optimal approxima- 
tion in the 2-induced norm of linear operators of finite rank. The two cases 
were: 
?? unstructured operators in a finite-dimensional space, 
?? structured (Hankel) operators in an infinite-dimensional space. 
In the parametrization of all sub-optimal solutions as given in Theorems 1.2, 
and 2.2, two important ingredients manifest themselves in both cases: 
?? linear fractions in terms of a J-unitary matrix 0, see (I. IO) and (2.12), and 
?? all solutions are parametrized in terms of a contraction A. 
Both 0 and A are defined differently for the two cases (1.10) and (2.12). Thus 
the following problem arises: 
Problem 3.1. Investigate the existence of a unifying framework for the 
approximation of operators in the induced 2-norm. 
It is known that Theorem 2.1 does not hold for jinite Hankel matrices. This 
leads to the following problem. 
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Problem 3.2. Investigate the problem of low rank approximation of structured 
finite matrices, and in particular of Hankel matrices in the induced 2-norm. 
Remark. There are two abstract frameworks with relevance to the above 
problems. The first one is the Grussmannianlprojectice geometry approach of 
Ball and Helton (see [7]). The second one is the abstract band method of Dym. 
Gohberg et al., (see the survey and references in [S]. The challenge problems 
call for dealing with a more general situation than what is discussed in [7,8], 
namely, the Takagi version of the generalized Nehari problem (where the 
approximating function is allowed a prescribed number of poles in the unit 
disk). While the Ball-Helton method has been worked out in particular cases 
for the Takagi version (see [9,10]), the abstract Hilbert module version as 
presented in [7] has not been so worked out. Moreover, the general band 
method presented in [S] has not been tried out at all for the Takagi version of 
the contractive completion problem. An elaboration of either the Grassmann- 
ianlprojective geometry approach or of the abstract band method may thus 
yield a framework which might handle the above challenge problems. 
The problem of deriving an optimal or sub-optimal reduced order model of 
a system from input-output measurements is important for system identificat- 
ion and robust control. In [3] this problem is studied for the special case where 
the input to the system is an impulse and the output the impulse response; for 
the more general case of arbitrary input-output measurements the problem is 
studied in [1 11. This leads us to the third problem. 
Problem 3.3. Investigate the problem of obtaining reduced order models of a 
system from arbitrary measurements-finite or infinite-of the input and the 
output, which are optimal and/or suboptimal in the induced 2-norm. 
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