Abstract. Suppose that P is a forcing notion, L is a language (in V),τ a P -name such that P "τ is a countable L-structure". In the product P × P , there are namesτ 1 ,τ 2 such that for
Basic setting
Let P 1 , P 2 be forcing notions, and let L be a language (vocabulary) such that both P 1 and P 2 force L to be countable. Suppose thatτ 1 ,τ 2 are, respectively, P 1 and P 2 names for countable L structure whose universe, we may assume, is ω. We also fix our universe V.
Letτ ′ 1 be a name in the forcing notion P 1 × P 2 such that for any generic filter G = G 1 × G 2 for P 1 × P 2 ,τ (⋆) Suppose that P 1 × P 2 τ ′ 1 ∼ =τ ′ 2 . Does it follow that for some L-structure M ∈ V, P 1 τ 1 ∼ =M ?
Note that even ifτ 1 is forced to be a finite structure, it is not immediate that the answer is "yes".
Here's an example where we can force a new structure with finite universe. Let L = {P i | i < ω } where P i are unary predicates. Let P be the Cohen forcing adding one new real ε ∈ V P . Then in V P , we can define the structure N whose universe is {0}, and such that P N i = ∅ iff ε (i) = 0. However, it turns out that this case is trivial in our situation by Remark 5.2 below, so for simplicity we will focus on infinite structures.
Note also that if the answer to (⋆) is yes, then if P 2 M = ℵ 0 , then also P 2 τ 2 ∼ =M .
Indeed, suppose that G 2 is a P 2 -generic filter over V, and that G 1 is P 1 -generic over V [G 2 ]. Then G 1 × G 2 is P 1 × P 2 -generic (see [Jec03, Lemma 15 .9]) over V, so
, the set of pairs (x, y) of elements of ω ω which code isomorphic L-structure is analytic
Scott sentence
Recall that for a countable structure M for a countable language, the Scott sentence of M is an L ω1,ω -sentence Ψ such that whenever N |= Ψ and |N | = ℵ 0 , N ∼ = M .
We need a precise set theoretic definition and coding of L λ,ω -formulas in order to continue. As usually done, we can code formulas and terms as objects in V. In the following paragraph, we do not distinguish between a formula (or term) and its code.
For instance, a code for a term is a variable x ∈ V ar (where V ar is an infinite large enough set of variables) or a tuple (f, t 1 , . . . , t n ) where f is an n-place function from L, and t 1 , . . . , t n are terms. Similarly we define codes for atomic formulas as tuples (R, t 1 , . . . , t n ) where R is an n-place relation symbol and t 1 , . . . , t n are terms.
We also fix a constant set for the logical symbols ¬, , ∃. The code for negation of an L λ,ω -formula ¬ϕ is the pair (¬, ϕ), and similarly the code for ∃xϕ is (∃, x, ϕ). The code for i∈I ψ i (where ψ i are formulas, and |I| < λ) is the pair ( , {ψ i | i ∈ I }). The connectors and →, and the quantifier ∀ are treated as abbreviations.
As usual, L ∞,ω is the union of L λ,ω running over all λ.
Remark 3.1. The property of being a (code for) L λ,ω -sentence for some λ is absolute. I.e., if U 1 ⊆ U 2 are transitive models of ZFC having the same ordinals, x ∈ U 1 , then U 1 |="x is an L ∞,ω -formula (sentence)" iff the same is true in U 2 . This can be proved by induction on the rank of x in U 1 .
The choice for the coding of i∈I ψ i as a set and not a sequence is important as we shall see now: we give a canonical construction for Scott sentences as in e.g., [Kei71] .
Proposition 3.2. Suppose L is a countable language. There is a (class) function Sc whose domain is the class of all countable L-structures, and whose range is the set of all (codes for) L ω1,ω sentences such that for every countable L-structures M , N , M ∼ = N iff N |= Sc (M ) iff

Sc (M ) = Sc (N ).
Proof. We repeat the construction from [Kei71] . Given a countable L-structure M , we define Sc (M ). By induction on α < ω 1 , for every finite tupleā = (a 0 , . . . , a n−1 ) ∈ M <ω , we define an L ω1,ω -formula φ α,ā (x) withx = (x 0 , . . . , x n−1 ) as follows:
For α = 0, φ α,ā (x) = {ϕ (x) | M |= ϕ (ā) , ϕ atomic }.
For α limit, φ α,ā (x) = {φ β,ā (x) | β < α }.
For α = β + 1,
Now, one can prove by induction on α < ω 1 thatā |= φ α,ā (x). For some β < ω 1 , M |= ∀x (φ β,ā (x) → φ β+1,ā (x)) for allā ∈ M <ω . Let Sc (M ) be
By a back and forth argument as in [Kei71] , if N |= Sc (M ) then M ∼ = N . In fact, ifā ∈ M <ω andb ∈ N <ω , and M |= φ β,c (ā), N |= φ β,c b for somec ∈ M <ω of the same length asā andb, then there is an isomorphism between M and N takingā tob.
For the other direction, suppose f : M → N is an isomorphism. It is easy to see by induction on α < ω 1 that for everyā ∈ M <ω , φ α,ā = φ α,f (ā) (in the induction step we rely on the choice of coding -as sets and not sequences). In particular, Sc (M ) = Sc (N ).
Assume as in Section 1 that P is a forcing notion, L a language such that P forces L to be countable. Suppose thatτ is a P -name for a countable L structure whose universe is ω. We leṫ τ 1 andτ 2 be P × P -names such that for any generic
Proof. LetΨ be a name for Sc (τ ) in P . Then P "Ψ is an L ω1,ω -sentence". LetΨ 1 andΨ 2 be P × P -names such that for any generic
and similarly forΨ 2 . Then P × P Ψ 1 =Ψ 2 by Proposition 3.2. Hence by Corollary 2.2, for some Ψ ∈ V, P Ψ =Ψ, so by Remark 3.1, Ψ is an L ∞,ω -sentence and we are done.
The furthermore part, regarding the first order theory, is proved similarly.
In the slightly different context of Section 1, where we had two forcing notions P 1 and P 2 and two namesτ 1 andτ 2 , then if
and for some L-structure M ∈ V, P 1 τ 1 ∼ =M , then Proposition 3.3 gives another reason why in this case, if
(without using Mostowski's absoluteness). Why? as in the proof of said proposition, we can show that the Scott sentence Ψ ofτ 1 (which is the same as the one ofτ 2 ) is in V. But then M |= Ψ (in Proof. Recall that for an L ∞,ω formula ψ, a sub-formula is an L ∞,ω formula that appears in the construction of ψ. So for instance, sub-formulas of ψ = {ϕ i | i ∈ I } are ψ and sub-formulas of
We assume that Ψ contains as sub-formulas all formulas of the form P (x 0 , . . . , x n−1 ) and F (x 0 , . . . , x n−1 ) = x n for every n-place relation symbol P and n-place function symbol F .
Otherwise, we replace Ψ with Ψ ∧ ϕ where ϕ is a big conjunction of sentences of the form ∀x (P (x) ∨ ¬P (x)) and ∀x∃yF (x) = y. Let L Ψ be comprised of n-ary relation symbols R ϕ for every sub-formula ϕ (x 0 , . . . , x n−1 ) of Ψ (note that any sub-formula has a finite number of free variables as Ψ is a sentence). So |L Ψ | ≤ λ. The theory T Ψ will have the axioms:
• ¬R ϕ ↔ R ¬ϕ whenever ¬ϕ is a sub-formula of Ψ.
• R {ϕi| i∈I } → R ϕi for every i ∈ I whenever {ϕ i | i ∈ I } is a sub-formula of Ψ.
• R Ψ .
The set of types Γ Ψ consists of types of the form
Finally, given an L-structure M , the induced L Ψ -structure M * = H Ψ (M ) has the same universe,
Note that M * omits all the types in Γ Ψ , and since Ψ is
Conversely, given a model N of T Ψ which omits Γ Ψ , define an L-structure N * , which in fact
..,xn−1) N for every n-place predicate P ∈ L, and similarly for every n-place function symbol F ∈ L. Note that this map also respects isomorphisms.
are the same in U as in V and H Ψ defines the same function when restricted to V. This is easily seen by induction on the rank of Ψ.
Recall:
Definition 4.3. Let T be a consistent first order theory (not necessarily complete), and let Σ (x 0 , . . . , x n−1 ) be a partial type. We say that a formula ϕ (x 0 , . . . , 
Proof. The theory T Ψ is countable since Ψ is in L ω1,ω . This also implies that Γ Ψ is countable.
In order to show that H Ψ (M ) is atomic, take any tupleā ∈ M <ω . We will show that R φ β,ā 
Since L Ψ is countable we must get stuck at some countable ordinal α, and we let T co 
Translating the question
For convenience of notation, let us introduce the following notation:
Definition 5.1. If P is a forcing notion, L a language such that P Ľ ≤ ℵ 0 , andτ is a P -name for an infinite L-structure with universe ω which satisfies:
(1) Ifτ 1 andτ 2 are P × P -names such that whenever G = G 1 × G 2 is generic for P × P theṅ
Then we say that (P, L,τ ) has the isomorphism property.
In case where (P, L,τ ) has the isomorphism property, by Proposition 3.3, there is an L ∞,ω sentence Ψτ in V which P forces to be τ 's Scott sentence. It makes sense then to let L Ψτ , T Ψτ ,
T co
Ψτ and Γ Ψτ be the induced language, theory and collection of types as in 4.1. By Remarks 4.2 and 4.6, they are the same in V as in V [G] for any generic filter G.
Exercise 5.2. Why did we restrict to the case where the structures are infinite? this is because, if (P, L,τ ) has the isomorphism property but P |τ | < ω, then the first order theory T in L which P forces to be T h (τ ) is in V by Proposition 3.3. Hence T is a consistent first order theory in L, and hence has a model M ∈ V. But now P M ≡τ , and as M is finite, they must be isomorphic.
We also recall:
Definition 5.3. Suppose T is a first order theory. We say that the isolated types are dense in T if whenever ϕ (x) is a consistent formula, i.e., T ∪ {∃xϕ} is consistent (wherex is a finite tuple of variables), there is a consistent formula θ (x) such that T ⊢ θ → ϕ and θ isolates a complete type: • T has a countable atomic model.
• The isolated types are dense in T . Theorem 5.6. Suppose that P is a forcing notion, L a language which P forces to be countable anḋ τ a P -name for an L-structure with universe ω such that (P, L,τ ) has the isomorphism property.
Then the following are equivalent:
Ψτ has an atomic model.
Ψτ , but being an atomic model is absolute, hence the same is true in V. 
Theorem 5.7. Suppose that P is a forcing notion. Then the following are equivalent:
(1) For any language L ∈ V such that P Ľ = ℵ 0 , and every P -nameτ for an L-structure
(2) For every complete first order theory T such that the isolated types are dense in T and
Suppose T is a complete first order theory in a language L in which the isolated types are dense, and P |T | = ℵ 0 . Letτ be a name for a countable atomic model of T (exists by Fact 5.4). Then by Fact 5.5, (P, L,τ ) has the isomorphism property. By (1), for some M ∈ V,
an atomic model of T is absolute, hence the same is true in V.
(2) ⇒ (1): Suppose that (P, L,τ ) has the isomorphism property. By Theorem 5.6, it is enough
Ψτ has an atomic model, so by (2) it is enough to show that the isolated types are dense. Let G be a generic filter. Then by Proposition 4.5, in
Ψτ is complete and countable and H Ψτ (τ [G] ) is an atomic model of T Note that for a complete first order theory T , being totally transcendental is an absolute
property. This follows from the fact that having an infinite branch in a tree is an absolute property. Namely, define the tree Σ consisting of finite families of sequences of formulas of the form ϕ s (x,ȳ s ) | s ∈ 2 <n such that it is consistent with T that there are tuples ā s | s ∈ 2 <n with the property that for each t ∈ 2 n the type ϕ t↾k (x,ā t↾k ) t(k) | k < n is consistent. The order between two such finite families is
iff n ≤ m and for each s ∈ 2 <n , ϕ s = ψ s . This is easily seen to be a set theoretic tree. Then T is totally transcendental iff Σ has no infinite branch. This is a ∆ 1 property, and hence absolute, see 
Proof. Since P forces that T co Ψ is ω-stable and countable, it follows that P "T co Ψ is totally transcendental". But then T co Ψ is totally transcendental by absoluteness. So T co Ψ has an atomic model by Fact 5.10, and hence by Theorem 5.6 we are done.
Warning: it is tempting to think that if (P, L,τ ) has the isomorphism property and
Ψτ is ω-stable. However this is not the case.
Example 5.13. It is well known that there is a graph on ω with language {S} (so S is a 2-place relation) such that the full theory (N, +, ·, 0, 1) can be interpreted in (ω, S) see e.g., [Hod93,
are unary function symbols, and for k < ω, Q k is a unary predicate. Let M be the following L-structure: its universe is the union of P M ∪ Q M where P M = ω and
The function π
is the projection to the second coordinate (meaning that on P M , π 1 and π 2 are the identity). Finally,
Then it is easy to see that T has quantifier elimination. If N ≡ M is a countable model, then the number of 1-types over N is countable: given c / ∈ N in some elementary extension, the type of c over N is determined as follows. If c ∈ P its type is the unique (non-algebraic) type. Otherwise the type of c is determined by the unique k < ω so that c ∈ Q k (if there is any) and by the type of the pair (π 1 (c) , π 2 (c))
So a model of T Ψ can interpret the full theory of arithmetic. In particular, T Ψ is not ω-stable.
On the existence of atomic models
For completeness we provide a proof of the following proposition, which is really an adaptation For a consistent formula ψ (x), choose a consistent formula θ ψ (x) which isolates a complete type and implies ψ.
Enumerate A = {a i | i < ω }, and assume thatb = (a 0 , . . . , a n−1 ).
Finally, {ψ i (x,ā i ) | n ≤ i < ω } is consistent, so let c ∈ M satisfy this type. • U, V are disjoint.
• π : U → V .
• For each n < N : E n is an equivalence relation on U ; E n+1 ⊆ E n ; E n+1 has at most two classes in any E n class; E 0 has just one class. Claim 6.6. The isolated types are dense in T .
. . , a n−1 realize ψ in some model M |= T and assume thatā ⊆ U M . There are 2 N many E N -classes, and let us partitionā into these classes, and suppose the largest such class
, and by our choice of K). Let p (x) be the quantifier free type ofb in L K+1 , so it is a finite set, and let θ (x) = p. Then T |= θ → ϕ and θ isolates a complete type (since ifc |= θ, then the partition ofc to any equivalence relation E i is determined by θ). Ifā contains also some elements from V , then a simple adjustment of the above argument will work. Notation 6.9. Let (P, <) be a partial order. We use the standard interpretation of "strength" in P when we think of it as a forcing notion, i.e., a is stronger than b if a < b.
Definition 6.10 (Martin's Axiom). For an infinite cardinal κ, let M A κ (Martin's Axiom for
κ) be the following statement:
• If (P, <) is partially ordered set that satisfies the countable chain condition and if D is a collection of at most κ dense subsets of P , then there exists a D-generic set G on P (i.e.,
G meets every element of D, G is downward directed: if p, q ∈ G then there is a condition stronger than both p, q and if r is weaker than p, then r is in G).
Note that M A κ implies that κ < 2 ℵ0 .
To prove the next theorem we will also have to recall:
Definition 6.11. [She90, II, Definition 1.1]Let T be a complete first order theory with monster model C. Let p (x) be a partial type. We define by induction on α when is R ∞ (p) ≥ α as follows:
• When δ is a limit ordinal, then R ∞ (p) ≥ δ iff R ∞ (p) ≥ α for all α < δ.
• R ∞ (p) ≥ α + 1 iff for every finite q ⊆ p, and for every cardinal µ, there are partial types
and q i ∪ q j are explicitly inconsistent (i.e., there is a formula ϕ (x,ȳ) such that for someā ∈ C, ϕ (x,ā) ∈ q i , ¬ϕ (x,ā) ∈ q j ).
We will need some facts about forking in order to continue. Let T be a complete first order theory, and suppose that C is its monster model. Given a set A ⊆ C (whose size is, as usual, smaller 
andx =x forks over A). As a result, if q (x) is a partial type over B which does not fork over
A, then there is a complete type q ⊆ p over B which does not fork over A (this is a non-forking extension of q).
If T is stable, then any type over A does not fork over A. If moreover A = acl
eq (A) (here we assume C = C eq ), then any complete type over A has a unique non-forking extension to B.
The connection between forking and ranks is given in: Before stating the main theorem, let us recall another fact:
Lemma 6.15. If M is a structure, and A ⊆ M is an atomic set, then so is acl (A).
Proof. The proof is an easy exercise in the definitions.
Theorem 6.16. Assume M A κ . Suppose T is superstable and countable, and A ⊆ M |= T has size ≤ κ + . If the isolated types are dense in T (A), then T (A) has an atomic model.
Proof. Let C |= T be a monster model of T containing A (so C is a reduct of the monster model of T (A) to the language L of T ). We may assume that C = C eq . As in the proof of Proposition 6.1, it is enough to show that if B ⊆ C is an atomic set over A of size ≤ κ,b is a finite tuple from B,ā a finite tuple from A, and C |= ∃xϕ x,b,ā , then for some c ∈ C, C |= ϕ c,b,ā and B ∪ {c} is atomic over A.
Since T is superstable, there is some consistent formula ψ (x,c) over D = acl eq (A ∪ B) such that ψ ⊢ ϕ, and α = R ∞ (ψ) is minimal among all consistent formulas over D which imply ϕ. Let C = acl eq (c) ⊆ D, so C is a countable set (the algebraic closure is taken in T and not in T (A)).
Let π (x) be the partial type over D consisting of all formulas of the form ¬χ (x,ē) whereē is from D and χ forks over C (equivalently, χ forks overc).
We will say that two formulas ξ (x) , ζ (x) (with parameters from C) are equivalent modulo π if Suppose C |= ξ (e) for some e |= π. Let p = tp (e/C). Then q = tp (e/D) is a non-forking extension of p, but by Fact 6.12, q is the unique non-forking extension of p, so π ∪ p ⊢ ξ, and by compactness, for some ζ e ∈ p, π ∪ {ζ e } ⊢ ξ. Hence by compactness, ξ is equivalent modulo π to a finite disjunction of formulas ζ i (x) over C such that for each i, π ∪ {ζ i } ⊢ ξ.
Let P be the set of formulas ξ (x) over C which imply ψ. We define an order < on P by: ξ < ζ iff C |= ξ → ζ. Equivalently, π ⊢ ξ → ζ (as ξ and ζ are formulas over C, so if a |= ξ, and π ⊢ ξ → ζ, then p = tp (a/C) does not fork over C, so we can find some a
and hence ζ ∈ p, so a |= ζ). Since P is countable, (P, <) satisfies the countable chain condition.
Fix some finite tupled from B. Let Xd be the set of formulas ξ from P such that:
′ ,ā for some formula β, whereā is a finite tuple from A andd ′ is a finite tuple from D containingd, such that β (x,ȳ,ā) isolates a complete type over A.
We claim that Xd is dense in P . Indeed, let ζ (x,ē) ∈ P (soē is a finite tuple from C). Sinceē is algebraic overc, by Lemma 6.15, tp ēd/A is isolated, say by θēd (ȳ,z,ā
. This is a consistent formula, so by assumption, there is some consistent β (x,ȳ,z,ā) ⊢ β ′ (x,ȳ,z,ā ′ ) which isolates a complete type over A, whereā is a finite tuple from A.
Note that β x,ē,d,ā is consistent and implies ζ (x,ē). By Claim 6.17, β x,ē,d,ā is equivalent modulo π to some formula ξ (x,ē ′ ) over C from P . Then π ⊢ ξ → ζ and ξ ∈ Xd so we are done.
-generic set G ⊆ P . Note that G is a type (i.e., consistent). This is because all the elements of P are consistent and since G is downward directed. isolates a complete type, so B ∪ {c} is atomic.
Being a partial type over C, G does not fork over
Remark 6.18. In the stable case, our methods allow us to construct only a locally atomic model (without Martin's Axiom, but still assuming that the underlying language is countable). This is a classical result by Lachlan, see [Lac72] , later improved upon by Newelski [New90] , where he replaces the assumption that the theory is countable by a weaker one.
On linear orders
In this section we will try to focus on the particular case when the structures involved are linear orders. Assume that L = {<} (where < is a binary relation symbol). Let P be a forcing notion, andτ a P -name for an infinite linear order with universe ω. Again we ask: suppose that (P, L,τ ) has the isomorphism property (see Definition 5.1), does it follow that for some linear
In private communications with Zapletal, we were told that he solved the problem positively for set theoretic trees (i.e., structures of the form (X, <) where < is a partial order and the set below every element is well-ordered).
First we try to translate the problem to that of finding an atomic model in a certain class of theories. Let coll (µ, ℵ 0 ) be the Levy collapse of µ to ℵ 0 . Note that as this forcing notion is weakly homogeneous, for every first order sentence ψ in the language of set theories with parameters
|= ψ for any two generic sets G 1 and G 2 . Hence we may write
predicates and Q j binary relation symbols. let K µ be the class of complete first order theories T in a language
• The theory T says that < is a linear order; the sets P i are nonempty and disjoint; the sets Q j are nonempty and disjoint; Q j (x, y) ⊢ x < y; additivity of T : for all x < y < z,
) (x, z); the formula P i (x) isolates a complete type for i ∈ u T ; the formula Q j (x, y) isolates a complete type for j ∈ v T ; the isolated types are dense in T , and for any (equivalently, some) countable atomic model
is consistent, then it isolates a complete type. Indeed, it is enough to show that this is true in
hold for all i < n. Then, as Q ji isolate complete types, and as atomic models are homogeneous, there are automorphisms
Then, as the Q j 's form a partition of < M , it follows that f is an automorphism of M by the additivity of T . It follows that these types are dense in T .
Now note that an equivalent definition to Definition 7.1 can be obtained by replacing the additivity requirement, the requirement that the isolated types are dense, and the requirement that the P i 's and Q j 's form a partition of a countable atomic model (after the collapse) by asking that formulas of the form i<n Q ji (x i , x i+1 ), if consistent, isolate a complete type, and that types of such forms, as well as P i (x) are dense in T (we should also allow formulas of the form P i (x) ∧ x = y, etc, to be completely formal).
For notational simplicity it is useful to write
Definition 7.3. Suppose that T ∈ K µ . Suppose that E is some equivalence relation on v T . By induction on α < µ + , define equivalence relations ∼
E,α T
as follows:
, and for any c ∈ M \ {a, b} there is some c
such that abc and a ′ b ′ c ′ have the same order type, and Q (a, c) ∼
• The same, replacing j 1 with j 2 .
Note that reflexivity of ∼
follows from the fact that Q j (x, y) isolates a complete type in T (and from the fact that a countable atomic model is homogeneous).
Let us say that an equivalence relation E on v T is additive if for all j 1 , j 2 and j
Claim 7.4. Suppose that E is some equivalence relation on v T , where T ∈ K µ .
(1) For all α < µ
(2) Definition 7.3 does not depend on the choice of a generic set G for coll (µ, ℵ 0 ) because coll (µ, ℵ 0 ) is weakly homogeneous (see above).
(3) If E is additive, then so is ∼ α,E T for any α < µ + .
(4) In Definition 7.3, we can do any of the following changes and get an equivalent definition:
(a) Replace "there exists a countable atomic model" (which exists since the isolated types are dense), by "for any countable atomic model" (as any two are isomorphic). and by homogeneity, (4) (c) is proved by induction on α using (3).
As usual, assume that T ∈ K µ . Given an equivalence relation E on v T , say that E is definable
Proposition 7.5. Suppose that T ∈ K µ , and E is some equivalence relation on v T . Assume that
Proof. The proof is by induction on α < µ + . For α = 0 this is given.
Suppose α > 0 is a limit. Then for each ∼ 
• For every z ∈ M \ {x, y}, there is some triple (r, D 1 , D 2 ) ∈ A such that otp (xyz) = r,
2 (if z < y, same as before) and for every triple (p, E 1 , E 2 ) ∈ A there is some w ∈ M \ {x, y} such that
Note that these parameters (D, A) depend only on C and not and the choice of atomic model or generic set. By induction this can be written in L µ + ,ℵ0 (as there are at most µ-many classes)
Let T ∈ K µ . Let E 0 be the following equivalence relation on v T :
Let E 1 be the trivial equivalence relation on v T , i.e.,
Claim 7.6. Suppose T ∈ K µ . The relations E 0 and E 1 are definable in the languages L 0 = {<}∪{P i | i ∈ u T } and L 1 = {<} respectively and are additive. The relation E 1 is edge preserving.
Proof. The first assertion is easy to check. The second follows from the fact that P i (x) isolates a complete type.
Remark 7.7. We can also define "intermediate" equivalence relations between E 0 and E 1 , taking into account a specific subset s of u T , and then define
where ≡ s is the equivalence relation on u T whose classes are {s} ∪ {{i} | i ∈ u T \s }. In this notation E 1 = E uT and E 0 = E ∅ . These are less important but worth mentioning.
Definition 7.8. For a cardinal µ and L µ as in Definition 7.1, let K + µ be the class of theories T ∈ K µ such that ∼
E0,α(T,E0) T
is equality (see Claim 7.4 (1)). Similarly, let K * µ be the class of theories T ∈ K µ such that ∼
E1,α(T,E1) T
is equality. 
{<}.
Proof. Suppose that T ∈ K * µ , and that M is a countable atomic model of T after the collapse. 
In particular, this is true for α (T, E 1 ) and hence
For the other direction, suppose that (⋆) holds. Suppose
countable atomic model of T after the collapse, and let
. Let F be the set of all finite order-preserving partial functions g from M to M which map a, b to a ′ , b ′ and such
, g (y)). Then F is a back and forth system by the choice of α (T, E 1 ) and by the additivity of ∼ 
The following theorem translates the question of finding a linear order with the isomorphism property which is not realized in V, to the question of finding a theory in K + µ without an atomic model, as in Section 5. It seems that in order to produce a counterexample, K + µ allows more freedom than K * µ (as it contains more theories), but in the end this is equivalent. Proof. (1) ⇒ (2): Suppose that T ∈ K + µ . Let P = coll (µ, ℵ 0 ) be the Levy collapse of µ to ℵ 0 . As the isolated types are dense in T , P forces that T has a countable atomic model, so letṀ be a name for it. Now let us work in V P , and let M ∈ V [G] be a countable atomic model of T with universe ω.
Let us introduce the following notation. For a family {(X i , < i ) | i ∈ I } of linear orders, where I is linearly ordered by ≺, we let i∈I X i be the linear order whose universe is the disjoint union of the sets X i and the order < is such that < ↾ X i = < i and for i = j, a ∈ X i and b ∈ X j , a < b
Denote by Q the the usual dense linear order on the rational numbers. Define the linear order X M = (X, <) as the sum of linear orders a∈M X a where for each a ∈ M , X a = Q + (P (a) + 2) (recall that P (a) is the unique i ∈ u T -now a countable ordinal -such that a ∈ P i . It is well defined because in an atomic model, the P i 's form a partition). For instance, if a ∈ P 0 , then
Letτ be a P -name for XṀ . First we claim that (P, {<} ,τ ) has the isomorphism property. This follows easily from the fact that after the collapse, if M ∼ = N are two countable atomic models of T , then X M ∼ = X N (as linear orders). Now, P × P Ṁ 1 ∼ =Ṁ2 (where, as usual,Ṁ 1 is the
By (1), there is some linear order I = (X, <) ∈ V such that P Ǐ ∼ =τ . Now we want to recover an atomic model of T from I.
Let X 0 ⊆ X be the set of all x ∈ X with a densely ordered open neighborhood without endpoints, and let X 1 = X\X 0 . For each x ∈ X 1 , there are unique
such that:
1 ) has a successor; for every z < x 0 , there is some y ∈ (z, x 0 ) ∩ X 0 and similarly for every x > x 1 there is some y ∈ (x 1 , x) ∩ X 0 .
Why? This sentence is absolute and since it is true after the collapse, it is also true in V. We now know that after the collapse, the closed interval [x 0 , x 1 ] is well-ordered and has the same order type as i + 2 for some countable ordinal i ∈ u T , so in V the same is true (except that now i < µ + ).
There is a natural convex equivalence relation ∼ on X 1 : two points are equivalent if they define the same x 0 and x 1 . Let Y = X 1 / ∼, and define an L T -structure N with universe Y such that
Claim. The theory of M is additive: given j 1 , j 2 ∈ v T there is a unique j 3 = f T h(M) (j 1 , j 2 ) such that Q j1 (x, y) ∧ Q j2 (y, z) ⊢ Q j3 (x, z).
Proof. There are several cases to check. Suppose that j 1 = (i 1 , i 2 , (n, q)), j 2 = (k 1 , k 2 , (m, r) ).
Then, if n > m, then j 3 = (i 1 , k 2 , (m, r)), and if n < m, j 3 = (i 1 , k 2 , (n, q)). If n = m, then j 3 = (i 1 , k 2 , (n, q + r)).
Claim. Suppose that N is an L-structure (perhaps in some transitive model of set theory containing V P ) with universe X such that < N =< M , the sets P 
Proof. Note that T h (N ) is also additive, and that f T h(N ) = f T h(M)
. We do a back and forth argument. Suppose that g : M → N is a partial finite isomorphism from some finite subset s ⊆ X to g (s), and we are given η ∈ X which we want to add to its domain. Enumerate s = {η i | i < n } where η 0 < . . . < η n−1 , and suppose η i < η < η i+1 (where −1 ≤ i < n and η −1 = ∞, η n = ∞).
Let g (s) = {ν i | i < n } where ν 0 < . . . < ν n−1 . By additivity, it is enough to find some ν ∈ X such
This follows easily by observing that for all i < µ and any η ∈ X and n < ω, there is some η ′ ∈ X such that η ↾ n = η ′ ↾ n and P (η ′ ) = i: consider η ↾ n ⌢0 (where0 is just an infinite sequence of zeros), and η ⌢ 1 ⌢0. Find η ′ between these two.
The moreover part follows from the previous paragraph, the fact that Q j (x, y) ⊢ P i1 (x)∧P i2 (y) for some i 1 , i 2 < µ and the additivity.
Letτ be a P -name for M . By the second claim, (P, L,τ ) has the isomorphism property, and hence T = T h (M ) ∈ V. We also get that T ∈ K µ .
Claim. The theory T has no atomic model in V.
Proof. Suppose N is an atomic model of T . As N is atomic, by the second claim, Q N j | j ∈ v T partition < N . Define a coloring of increasing pairs, c : < N → ω × Q by c (x, y) = (n, q) iff Q N (x, y) = (i 1 , i 2 , (n, q)) for some i 1 , i 2 < µ. By Erdös-Rado, for some infinite set A ⊆ N , and some n, q, c (x, y) = (n, q) for all x < y in A. Since A is infinite, we can find x < y < z in A. But the T forbids a triple x < y < z with 
