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Abst rac t - - ln  this manuscript, we generalize a theorem on fixed points due to Ostrowski, using 
the spectral radius formula. The theorem proved here deals with the following question. Given that 
an operator has a fixed point, when is it true that iterates converge to the fixed point? (~ 1999 
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i .  INTRODUCTION 
In this study, we generalize a theorem on fixed points due to Ostrowski [1], using an idea by 
Kitchen [2], and the spectral radius formula [1]. The theorem proved here deals with the fol- 
lowing question: given that an operator F defined on a Banach space E with values on itself 
has a fixed point x*, when is it true that iterates under F of nearby points converge to x*? 
This is an important question since many numerical problems can be reduced to locating fixed 
points. A numerical example is also provided to show that Ostrowski's [1], Kitchen's [2] and 
other results [3,4] do not guarantee convergence of iterates tarting with an initial guess in any 
neighborhood of x*, but our theorem does. 
2. A F IXED-POINT  THEOREM 
THEOREM. Assume: 
(a) r0 > 0, F : U(x*,ro) - {x E E [ [ [x-x*[[  < r0} C_ E -+ E be a k-times (k 6 N) 
Frdchet-differentiable operator at some point x* E E with F(x*) = x* ; 
(b) Lk(x) E L (E, E) (x E E), given by 
1 F(k) Lk(x) = F'  (x*) + F"  (x*) (x - x*) + . . .  + ~. (z*) (x - x*) k-1 (1) 
is such that 
lira IIL (x)ll =_ IIL (x)ll p < 1, 
)%-'+00 
t:or each x E U (x*, ro). (2) 
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Then there exists an r* • [0,ro] such that U(x*,r*)  C_ U(x*,ro) and for all xo • U(x*,r*) ,  the 
seq u en c e 
Xn+l = F (Xn) converges to x*, as n --* c~. (3) 
PROOF. Since F is k-times Fr6chet-differentiable at x*, we can write 
F(x )  = E (x*) + Lk(x)  (x - x*) + R(x  - x*) , (4) 
where R : E ~ E is such that 
lim l i E (x -  x*)ll = 0, (5) 
CASE 1. 
that 
IILk(x)ll <_ r 1 < r 2 < 1, 
By (5), given r3 _> 0, there exists r4 > 0 such that 
I IR(x - x*)l l  _< r3 IIx - x* l l ,  
~-~x. t l x -  x*ll 
Suppose that [ILk(x)II < 1 for each x • U(x*, ro). Then there exist numbers r l ,  r2 such 
for all x • U(x*, ro). (6) 
for all x • U (x*, r4). (7) 
Using (4), (6), and (7), we get 
IIF(x) - F(x*) l  I < (rl + r3)IIx - x*l[, for all x • U (x*, r*) ,  (8) 
where r* = min{r0,r4}. We can choose r3 in particular to be such that r3 = 1 - r2. Then (8) 
can give 
liE(x) - F (x*)ll < r5 IIx - x*ll, r5 = 1 - r2 + rl.  (9) 
Since r5 • (0,1), it follows that U = U(x*,r*)  is F-invariant. Consequently, if xo • U, then its 
entire sequence of iterates {Xn+l} = {Fn(xo)}  (n > 0) is also contained in U, and we get by 
induction on n, (3), and (9) 
IIx. - x* l[ <- r~ IIx0 - x* II, (n > 0). (10) 
It now follows from (10) that l imn-.~ xn -- x*. 
CASE 2. GENERAL CASE. By the spectral radius formula (2), there exists m such that IIL~(x)H 
< 1. We apply Case 1 to the operator Fm. By the chain rule, F m is differentiable at x* and 
L~ is its derivative. Hence, there exists UI = Ut(x*,r6) such that U1 is Fm-invariant and 
for each x E U1, l imn-~(Fm)n(x)  = limn--.oo Finn(x) = x*. Operator F is continuous at x* 
since it is differentiable there. Hence, we can find U2 = U2(x*,rT), r7 • (0,r6] such that U2, 
E(U2), E2(U2) , - . - ,Em- l (U2)  C_ U1. Moreover, IIEr"(x) - Em(x*)l l  <- [Ix -x* l [  for each x • U1. 
Consequently, {Fn(x)}  c_ U1 (n >_ 0). Furthermore, by the continuity of F at x*, we get 
lim Fmn+l (x )  = lim F(Fm~(x) )  = F(x*)  = x*, for all x • U1. 
n--~OO n---400 
In fact, we even have limn--.c~ Fm~+e(x) = x*, for x • U1 and l • {0, 1,2, . . .  ,m-  1}. Since each 
of those m subsequences converges to x* implies that by simply interlacing these subsequences, 
the entire sequence {Xn} (n > 0) converges to x* also. 
That completes the proof of the theorem. II 
REMARK 1. 
(a) For  E = R i, i • N ,  and  k -- i, our theorem reduces to the very famous  theorem by  
Ost rowsk i  [I]. 
(b) Setting k = 1 and  x = 0 in our  theorem,  we obtain a result by  K i tchen  [2]. 
(c) It can easily be seen f rom the proof  of the theorem that the results still hold if U(x* ,  r0) 
is replaced by U(x*, r0) - {x*}. 
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EXAMPLE. Let E = R, and define function F on E by 
1 
F(x)  = ~ (x + sin x). (11) 
Since F(0) = 0, we get x* = 0 is a fixed point o fF .  Ostrowski's theorem on fixed points guarantees 
convergence when p(F'(x*)) < 1. But here, we have p(F'(x*)) = 1. Hence, Ostrowski's theorem 
cannot guarantee convergence of iteration (3) to x* for any x0 in a suitable neighborhood of x*. 
The contraction mapping principle states that if 
I IF(x)- F(x*)ll < ql lx -x* l l ,  q • [0, 1), (12) 
then iteration (3) converges to x* for any xo • U(x*,qllxo -x*l[)  [3,4]. But the difference 
F(x) - F (x*) = F'(~) (x - x*), (13) 
for a suitable ~ e [x, x*] or ~ E [x*, x]. But F'(~) = 1/2 ( l+cos~). For ~ is any open neighborhood 
of x*, we get q = 1. Hence, the contraction mapping principle cannot guarantee convergence 
either. Note that if q = 1 and the neighborhood of x* is chosen to be closed, then the contraction 
mapping principle guarantees convergence in this case. But then by comparing (8) and (12), 
we conclude that our theorem gives a better ratio of linear convergence. However, if we set 
k = 3 and choose r0 e (0,2V~), it follows that L3(x) = 1 - (1/12)x 2 and IIL3(x)lls p < 1, for all 
x E U(x*, ro) - {x*}. That is, according to our theorem and Remark l(c), iteration {xn} (n >_ O) 
generated by (3) starting from any x0 • U(x*,r0) - {x*} converges to the fixed point x* = 0 of 
function F. 
REMARK 2. If there exists k E N such that 
IILk(0)ll,v < 1, (14) 
then condition (2) can be replaced by (14). Indeed, if condition (14) holds by the continuity of 
operator Lk, there exists sufficiently small r0 such that (2) is satisfied also. 
REMARK 3. As it can easily be seen from the proof of our theorem, (1)-(3), (9), and the above 
example, the ratio appearing in (9) can always be chosen to be smaller or equal than the constant q
appearing in the application of the contraction mapping principle. This observation is very 
important in numerical computations [3]. 
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