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Prefazione 
Molte ricerche sono caratterizzate da misure ripetute dello stesso tipo, compiute su ogni 
unità, in tempi successivi. Le misure ripetute sono molto frequenti in quasi tutti i settori 
scientifici in cui si ricorre a modelli statistici per condurre determinate analisi; biologia, 
economia e medicina sono solo alcuni esempi. I modelli adatti a descrivere dati di questo 
tipo sono numerosi e la letteratura scientifica in materia è molto vasta. Gran parte di 
questa è centrata sui modelli derivati dalla teoria normale classica, ma un grande sforzo è 
stato  fatto  per  includere  modelli  in  grado  di  descrivere  adeguatamente  dati  di  natura 
diversa, in particolare, dati categoriali e dati di durata (Armitage & Berry, 1996; Lindsey, 
1993).  
In questa tesi verranno presentati tre modelli che si collocano tra quelli in cui la variabile 
risposta, rilevata più volte sulle stesse unità, è di tipo continuo e distribuita normalmente: 
il  primo  di  carattere  generale,  il  secondo  e  il  terzo  di  carattere  più  specifico,  ma 
riconducibili  al  primo.  EĞůů͛ĂŵďŝƚŽ ĚĞůůĞ ŝŶĚĂŐŝŶŝ ƐƚĂƚŝƐƚŝĐŚĞ ǀĞƌƌă ƉƌĞƐƚĂƚĂ ƉĂƌƚŝĐŽůĂƌĞ
ĂƚƚĞŶǌŝŽŶĞĂƋƵĞůůĞĐŚĞƐŝƉŽƐƐŽŶŽĐŽŶĚƵƌƌĞďĂƐĂŶĚŽƐŝƐƵůů͛ĂŶĂůŝƐŝĚĞůůĂǀĂƌŝĂŶza (ANOVA) 
per misure ripetute, e si vedrà una loro applicazione in R. 
Lo schema della tesi è il seguente. Nel Capitolo 1 vengono definite le misure ripetute e si 
ĨŽĐĂůŝǌǌĂů͛ĂƚƚĞŶǌŝŽŶĞƐƵŝƉƌŝŶĐŝƉĂůŝǀĂŶƚĂŐŐŝĞƐǀĂŶƚĂŐŐŝĚĞŝĚŝƐĞŐŶŝƉĞƌĚĂƚŝĚŝƋƵĞƐƚŽƚŝƉo. 
Nel Capitolo 2 vengono discussi in modo approfondito il modello generale, il modello a un 
campione e il modello a campioni multipli, e vengono riportate le tabelle contenenti le 
ŐƌĂŶĚĞǌǌĞ ŶĞĐĞƐƐĂƌŝĞĂ ĐŽŶĚƵƌƌĞůĞĂŶĂůŝƐŝďĂƐĂƚĞƐƵůů͛EKs ƉĞƌ ŵŝƐƵƌĞ ƌŝƉetute. Nel 
Capitolo 3 vengono esposti i comandi di R per fare inferenza in tali modelli e nel Capitolo 4, 
di  carattere  applicativo,  viene  affrontato  un  caso  di  studio.  Infine,  sono  riportate  le 
conclusioni riguardanti le analisi statistiche condotte. 
 
 
 
 
 vi 
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Capitolo 1 
Le misure ripetute 
 
1.1 Introduzione 
/ůƚĞƌŵŝŶĞ͞misure ripetute͟ƐŝƌŝĨĞƌŝƐĐĞĂƋƵĞŝĚĂƚŝĐŚĞǀĞŶŐŽŶŽƌĂĐĐŽůƚŝƐƵůůĂƐƚĞƐƐĂƵŶŝƚă
statistica in istanti temporali differenti o sotto diverse condizioni. NĞůů͛ĂŵďŝƚŽĚĞůůĞƐĐŝĞŶǌĞ
medico-sanitarie, ad esempio, le diverse condizioni sotto le quali la variabile di interesse 
viene rilevata possono essere trattamenti distinti a cui lo stesso soggetto viene sottoposto. 
Inoltre, può essere che le diverse unità statistiche su cui vengono effettuate le misurazioni 
non siano soggetti singoli, ma insiemi di soggetti. Spesso ci si riferisce a misurazioni di 
ƋƵĞƐƚŽƚŝƉŽĐŽŶŝůƚĞƌŵŝŶĞ͞dati longitudinali͟;ĂǀŝƐ͕ϮϬϬϮͿ.   
I disegni per misure ripetute presentano alcuni vantaggi e svantaggi. 
I principali vantaggi sono i seguenti: 
x  /ů ĚŝƐĞŐŶŽ ƐƉĞƌŝŵĞŶƚĂůĞ ƉĞƌ ŵŝƐƵƌĞ ƌŝƉĞƚƵƚĞ ğ ů͛ƵŶŝĐŽ ĐŚĞ ƉĞƌŵĞƚƚĞ Ěŝ ŽƚƚĞŶĞƌĞ
ŝŶĨŽƌŵĂǌŝŽŶŝƐƵůů͛ĞǀŽůƵǌŝŽŶĞĚĞůůa variabile di interesse su un singolo soggetto. 
x  In questo tipo di disegno è possibile utilizzare campioni di dimensione inferiore a 
quella necessaria in un disegno sperimentale con una sola rilevazione. Infatti, ad 
esempio,  se  consideriamo  quattro  trattamenti  o  quattro  istanti  temporali  per 
ognuno dei quali vogliamo disporre di dieci osservazioni, in un disegno sperimentale 
per  misure  ripetute  sarà  sufficiente  considerare  dieci  soggetti,  mentre  ne 
ƐĞƌǀŝƌĞďďĞƌŽƋƵĂƌĂŶƚĂƐĞĨĂĐĞƐƐŝŵŽƵŶ͛ƵŶŝĐĂƌŝůĞǀĂǌŝŽŶĞ su ognuno di essi. Questo 
aspetto  è  rilevante  quando  non  è  facile  reperire  i  soggetti  da  sottoporre  a 
rilevazione o quando risulta particolarmente costoso reperirli.  
x  Poiché la variabilità tra i diversi soggetti può essere tenuta sotto controllo e quindi 
essere ĞƐĐůƵƐĂĚĂůů͛ĞƌƌŽƌĞƐƉĞƌŝŵĞŶƚĂůĞ, rispetto a disegni cross-section con lo stesso 
numero e tipo di misurazioni, questo disegno produce spesso stimatori più efficienti 
dei parametri rilevanti. 
 
 2 
 
Per quanto riguarda gli svantaggi, essi si riferiscono alle seguenti problematiche: 
x  Il primo difetto di questo tipo di analisi è legato alla dipendenza che sussiste tra le 
osservazioni  sul  medesimo  soggetto.  Questo  problema  viene  chiamato  ͞effetto 
ƚƌĂƐĐŝŶĂŵĞŶƚŽ͟. 
x  In secondo luogo, le rilevazioni effettuate sullo stesso soggetto possono risentire di 
un ͞ĞĨĨĞƚƚŽƉŽƐŝǌŝŽŶĞ͟, sulla base del quale, per esempio, la risposta di un soggetto a 
un certo trattamento messo in ultima posizione potrebbe essere diversa rispetto al 
caso in cui questo fosse messo in prima posizione. Una possibile soluzione a questo 
tipo  di  inconveniente  è  quella  di  randomizzare  la  sequenza  con  cui  vengono 
somministrati i trattamenti indipendentemente dai soggetti. 
x  InfinĞ͕ĐŚŝĚĞǀĞĐŽŶĚƵƌƌĞů͛ĂŶĂůŝƐŝŶŽŶƐĞŵƉƌĞŚĂŝůĐŽŶƚƌŽůůŽĚĞůůĞĐŝƌĐŽƐƚĂŶǌĞŶĞůůĞ
quali vengono raccolti i dati; di conseguenza i dati possono non essere bilanciati o 
parzialmente incompleti. 
Nonostante siano ƐƚĂƚŝƐǀŝůƵƉƉĂƚŝŵŽůƚŝĂƉƉƌŽĐĐŝĂůů͛ĂŶĂůŝƐŝĚĞůůĞŵŝƐƵƌĞƌŝƉĞƚƵƚĞ, molti sono 
ristretti al caso in cui la variabile risposta è distribuita normalmente, i dati sono bilanciati e 
non ci sono valori mancanti (Davis, 2002; Wayne, 2007). 
 
1.2 Notazione 
La notazione impiegata per la rappresentazione dei dati raccolti  attraverso misurazioni 
ripetute varia considerevolmente nella letteratura statistica (Davis, 2002). In generale, si 
può fare riferimento alla notazione riportata nella Tabella 1.1. 
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Unità  Tempo/Trattamento  Indicatore 
di dato mancante 
Risposta  Covariate 
1  1  ߜଵଵ  ݕଵଵ  ݔଵଵଵ͙ݔଵଵ௣ 
  .  .  .  . 
  .  .  .  . 
  .  .  .  . 
  j  ߜଵ௝  ݕଵ௝  ݔଵ௝ଵ͙ݔଵ௝௣ 
  .  .  .  . 
  .  .  .  . 
  .  .  .  . 
  ݐଵ  ߜଵ௧భ  ݕଵ௧భ  ݔଵ௧భଵ͙ݔଵ௧భ௣ 
         
i  1  ߜ௜ଵ  ݕ௜ଵ  ݔ௜ଵଵ͙ݔ௜ଵ௣ 
  .  .  .  . 
  .  .  .  . 
  .  .  .  . 
  j  ߜ௜௝  ݕ௜௝  ݔଵ௝ଵ͙ݔଵ௝௣ 
  .  .  .  . 
  .  .  .  . 
  .  .  .  . 
  ݐ௜  ߜ௜௧೔  ݕ௜௧೔  ݔଵ௧೔ଵ͙ݔଵ௧೔௣ 
         
n  1  ߜ௡ଵ  ݕ௡ଵ  ݔ௡ଵଵ͙ݔ௡ଵ௣ 
  .  .  .  . 
  .  .  .  . 
  .  .  .  . 
  j  ߜ௡௝  ݕ௡௝  ݔ௡௝ଵ͙ݔ௡௝௣ 
  .  .  .  . 
  .  .  .  . 
  .  .  .  . 
  ݐ௡  ߜ௡௧೙  ݕ௡௧೙  ݔ௡௧೙ଵ͙ݔ௡௧೙௣ 
TABELLA 1.1. Rappresentazione generale dei dati per misure ripetute.  
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Nella Tabella 1.1: 
x  n è il numero di soggetti sui quali vengono effettuate le misurazioni; 
x  ࢚௜ è il numero di misurazioni effettuate sul soggetto i-esimo͕ŝсϭ͕͙͕Ŷ; 
x  ࢟࢏࢐ è il valore che la variabile risposta assume sul soggetto  i-esimo al tempo (o 
occasione) j-esimo, ĐŽŶũсϭ͕͙͕ݐ௜ e ŝсϭ͕͙͕Ŷ; 
x  p è il numero di covariate; 
x  ࢞࢏࢐=(ݔ௜௝ଵ͕͙͕ݔ௜௝௣Ϳ͛è il vettore delle covariate associato a ݕ௜௝; 
x  ࢾ࢏࢐  è  una  variabile  indicatrice  tale  che  ߜ௜௝=1  se  ݕ௜௝  e  ࢞࢏࢐  sono  osservate,  ߜ௜௝=0 
altrimenti (nel caso in cui ci siano valori mancanti per la generica riposta ݕ௜௝ o per le 
componenti del vettore ࢞࢏࢐). 
Un caso particolare di questa rappresentazione è quello in cui ݐଵс͙сݐ௡=t, ossia i dati sono 
bilanciati. 
Una situazione che si verifica spesso è quella in cui le misurazioni ripetute sono effettuate 
su  s  sottopopolazioni  o  gruppi  di  soggetti,  in  corrispondenza  di  t  istanti  temporali  o 
occasioni  di  misurazione  comuni.  In  questo  caso,  può  essere  conveniente  usare  una 
rappresentazione alternativa a quella precedente, come quella riportata nella Tabella 1.2. 
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    Tempo 
Gruppo  Soggetto  1  .    .    .  j  .    .    .  t 
1  1  ݕଵଵଵ  .    .    .  ݕଵଵ௝  .    .    .  ݕଵଵ௧ 
  .  .  .  .  .  . 
  .  .  .  .  .  . 
  .  .  .  .  .  . 
  i  ݕଵ௜ଵ  .    .    .  ݕଵ௜௝  .    .    .  ݕଵ௜௧ 
  .  .  .  .  .  . 
  .  .  .  .  .  . 
  .  .  .  .  .  . 
  ݊ଵ  ݕଵ௡భଵ  .    .    .  ݕଵ௡భ௝  .    .    .  ݕଵ௡భ௧ 
            . 
h  1  ݕ௛ଵଵ  .    .    .  ݕ௛ଵ௝  .    .    .  ݕ௛ଵ௧ 
  .  .  .  .  .  . 
  .  .  .  .  .  . 
  .  .  .  .  .  . 
  i  ݕ௛௜ଵ  .    .    .  ݕ௛௜௝  .    .    .  ݕ௛௜௧ 
  .  .  .  .  .  . 
  .  .  .  .  .  . 
  .  .  .  .  .  . 
  ݊௛  ݕ௛௡೓ଵ  .    .    .  ݕ௛௡೓௝  .    .    .  ݕ௛௡೓௧ 
             
s  1  ݕ௦ଵଵ  .    .    .  ݕ௦ଵ௝  .    .    .  ݕ௦ଵ௧ 
  .  .  .  .  .  . 
  .  .  .  .  .  . 
  .  .  .  .  .  . 
  i  ݕ௦௜ଵ  .    .    .  ݕ௦௜௝  .    .    .  ݕ௦௜௧ 
  .  .  .  .  .  . 
  .  .  .  .  .  . 
  .  .  .  .  .  . 
  ݊௦  ݕ௦௡ೞଵ  .    .    .  ݕ௦௡ೞ௝  .    .    .  ݕ௦௡ೞ௧ 
TABELLA 1.2. Rappresentazione dei dati per il caso di campioni multipli. 
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Nella Tabella 1.2: 
x  ࢔ࢎ è il numero di soggetti nel gruppo h, con Śсϭ͕͙͕Ɛ, con n=σ ݊௛
௦
௛ୀଵ ; 
x  ࢙ è il numero di gruppi (o sottopopolazioni), che possono essere identificati dagli s 
livelli di una singola covariata; 
x  ࢟ࢎ࢏࢐ rappresenta la risposta al tempo j-esimo per il soggetto i-esimo appartenente al 
gruppo h-esimo, con ũсϭ͕͙͕ƚ͕ ŝсϭ͕͙͕݊௛ e Śсϭ͕͙,s. 
Un secondo caso particolare è quello tipico di una situazione in cui le misure ripetute sono 
ottenute in t istanti temporali comuni su n soggetti distinti. In questo caso, i dati possono 
essere rappresentati secondo lo schema riportato nella Tabella 1.3, corrispondente a una 
rappresentazione matriciale di dimensioni n x t. 
 
  Tempo 
Soggetto  1  .    .    .  j  .    .    .  t 
1  ݕଵଵ  .    .    .  ݕଵ௝  .    .    .  ݕଵ௧ 
.  .  .  .  .  . 
.  .  .  .  .  . 
.  .  .  .  .  . 
i  ݕ௜ଵ  .    .    .  ݕ௜௝  .    .    .  ݕ௜௧ 
.  .  .  .  .  . 
.  .  .  .  .  . 
.  .  .  .  .  . 
n  ݕ௡ଵ  .    .    .  ݕ௡௝  .    .    .  ݕ௡௧ 
TABELLA 1.3. Rappresentazione dei dati per il caso a un campione. 
Nella Tabella 1.3, ࢟࢏࢐ denota la j-esima misurazione sƵůů͛i-esimo soggetto, con ũсϭ͕͙,t e 
ŝсϭ͕͙͕n. Inoltre, può essere definita una variabile indicatrice ࢾ࢏࢐, tale che ߜ௜௝=1 se ݕ௜௝ è 
osservata e ߜ௜௝=0 altrimenti. 
Nel prossimo capitolo vedremo come modellare dati di questo tipo, a seconda che ci si 
trovi nel caso a un campione o in quello a campioni multipli. Inoltre, una volta stabilito il 7 
 
modello,  vedremo  quali  ĂŶĂůŝƐŝ ƐƚĂƚŝƐƚŝĐŚĞ ďĂƐĂƚĞ ƐƵůů͛ĂŶĂůŝƐŝ ĚĞůůĂ ǀĂƌŝĂŶǌĂ per  misure 
ripetute si possono condurre. 
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Capitolo 2 
>͛ĂŶĂůŝƐŝĚĞůůĂǀĂƌŝĂŶǌĂƉĞƌŵŝƐƵƌĞƌŝƉĞƚƵƚĞ 
 
2.1 Il modello generale 
Quando la variabile di interesse, che viene rilevata più volte sugli stessi soggetti, è di tipo 
continuo e segue una distribuzione normale, è possibile condurre analisi statistiche basate 
sull͛analisi della varianza (ANOVA) per misure ripetute. 
Assumiamo  che  una  variabile  continua  sia  osservata  ad  ogni  istante  temporale  j,  per 
ognuno degli n soggetti oggetto di studio. Denotiamo con ݕ௜௝ la variabile risposta relativa al 
soggetto i-esimo al tempo j-esimo, per i=1,͙͕n e ũсϭ͕͙͕ƚ. Il modello generale su cui si basa 
ů͛ĂŶĂůŝƐŝĚĞůůĂǀĂƌŝĂŶǌĂƉĞƌŵŝƐƵƌĞƌŝƉĞƚƵƚĞğŝůƐĞŐƵĞŶƚĞ 
ݕ௜௝=ߤ௜௝+ߨ௜௝+݁௜௝. 
Questo modello ha tre componenti: 
x  ߤ௜௝  è  la  media  al  tempo  j  per  gli  individui  estratti  casualmente  dalla  stessa 
popolazione  ĚĞůů͛ŝŶĚŝǀŝĚƵŽi-esimo; 
x  ߨ௜௝ è lo scostamento di ݕ௜௝ da ߤ௜௝ in relazione al soggetto i-esimo; di conseguenza 
ipotizzando di ripetere più volte la rilevazione sul medesimo soggetto, ݕ௜௝ avrebbe 
media pari a ߤ௜௝ + ߨ௜௝; 
x  ݁௜௝ è lo scostamento di ݕ௜௝ dalla sua media ߤ௜௝ + ߨ௜௝ ƉĞƌů͛ŝŶĚŝǀŝĚƵŽi al tempo j. 
Il parametro ߤ௜௝ è chiamato effetto fisso, dal momento che il suo valore non dipende dal 
singolo soggetto oggetto di studio. Al contrario, il valore del parametro ߨ௜௝ è legato allo 
specifico  soggetto  che  è  preso  in  considerazione  e  sul  quale  vengono  effettuate  le 
misurazioni. Dal momento che possiamo ritenere tale individuo estratto casualmente da 
una certa popolazione, ߨ௜௝ viene chiamato effetto casuale. Gli ݁௜௝ sono termini di errore 
casuali. Poiché questo modello di riferimento include al suo interno sia un effetto fisso che 
un effetto casuale, viene detto modello misto (Davis, 2002; Lindsey, 1993). 
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2.1.1 Assunzioni 
WĞƌƋƵĂŶƚŽƌŝŐƵĂƌĚĂů͛ĞĨĨĞƚƚŽĐĂƐƵĂůĞĞŝůƚĞƌŵŝŶĞĚŝĞƌƌŽƌĞĚĞůŵŽĚĞůůŽ͕ůĞĂƐƐƵŶǌŝŽŶŝƐŽŶŽ 
le seguenti: 
1.  Per  un  dato  valore  j,  il  valore  atteso  Ğ ůĂ ǀĂƌŝĂŶǌĂ ĚĞůů͛ĞĨĨĞƚƚŽ ĐĂƐuale  ߨ௜௝  sono 
rispettivamente 
E(ߨ௜௝)=0 
Var(ߨ௜௝)=ߪగ௝
ଶ  
ƵŶƋƵĞůĞĐĂƵƐĞĐŚĞƉŽƚƌĞďďĞƌŽĐŽŵƉŽƌƚĂƌĞƵŶĂŵĞĚŝĂĚŝǀĞƌƐĂĚĂǌĞƌŽƉĞƌů͛ĞĨĨĞƚƚŽ
casuale sono assorbite nella media di popolazione e la varianza è costante rispetto 
ai diversi soggetti. 
2.  Per un dato valore j, ŝůǀĂůŽƌĞĂƚƚĞƐŽĞůĂǀĂƌŝĂŶǌĂĚĞůƚĞƌŵŝŶĞĚ͛ĞƌƌŽƌĞ݁௜௝ sono 
rispettivamente 
E(݁௜௝)=0 
Var(݁௜௝)=ߪ௘௝
ଶ  
Anche per il termine di errore la varianza è costante rispetto ai diversi soggetti. 
3.  In merito alla struttura di correlazione degli effetti casuali si ipotizza che 
Cov(ߨ௜௝, ߨ௜ᇱ௝)=Cov(ߨ௜௝, ߨ௜ᇱ௝ᇱ)=0, 
per ݅ ് ݅Ԣ e ݆ ് ݆Ԣ, cioè gli effetti casuali relativi a differenti soggetti sono incorrelati. 
4.  Si assume inoltre che 
Cov(ߨ௜௝, ߨ௜௝ᇱ)=ߪగ௝௝ᇱ 
per ݆ ് ݆Ԣ. Questo significa che in relazione allo stesso soggetto (within-subject) la 
covarianza degli effetti è invariante rispetto al soggetto considerato. 
5.  Anche i termini di errore sono assunti incorrelati, quindi 
Cov(݁௜௝, ݁௜ᇱ௝ᇱ )=0, 
per ݅ ് ݅Ԣ e ݆ ് ݆Ԣ. 
6.  Gli effetti casuali e gli errori sono incorrelati, dunque 
Cov(ߨ௜௝, ݁௜ᇱ௝ᇱ)=0, 
׊݅ǡ݆ǡ݅ᇱǡ݆Ԣ. 
7.  >͛ĞĨĨĞƚƚŽĐĂƐƵĂůĞߨ௜௝ e il termine di errore ݁௜௝ sono distribuiti normalmente.    11 
 
Queste assunzioni generali sono spesso semplificate. In particolare: 
x  lĂ ǀĂƌŝĂŶǌĂ ĚĞůů͛ĞĨĨĞƚƚŽ ĐĂƐƵĂůĞ ƉƵž ĞƐƐĞƌĞ ĂƐƐƵŶƚĂ ĐŽƐƚĂŶƚĞ ŶĞů ƚĞŵƉŽ͕  ossia 
Var(ߨ௜௝)=ߪగ
ଶ; 
x  similmente, Cov(ߨ௜௝, ߨ௜௝ᇱ)=ߪగ, ossia è costante ׊݆ǡ݆Ԣ; 
x  analogamente, Var(݁௜௝)=ߪ௘
ଶ (la varianza del termine di errore del modello è costante 
nel tempo). 
Per quanto riguarda le osservazioni ݕ௜௝ le assunzioni usuali sono: 
1.  E(ݕ௜௝)=ߤ௜௝, dal momento che E(ߨ௜௝)=E(݁௜௝)=0. 
2.  Cov(ݕ௜௝,ݕ௜ᇱ௝ᇱ)=ߜ௜௜ᇱߪగ௝௝ᇱ+ߜ௜௜ᇱߜ௝௝ᇱߪ௘௝
ଶ =ߜ௜௜ᇱሺߪగ௝௝ᇱ+ߜ௝௝ᇱߪ௘௝
ଶ ),  con  ߜ௜௜ᇱ=1  se  ŝсŝ͛,  ߜ௜௜ᇱ=0 
altrimenti e  ߜ௝௝ᇱ=1 se ũсũ͛, ߜ௝௝ᇱ=0 altrimenti
1. 
3.  Le osservazioni  ݕ௜௝ e ݕ௜ᇱ௝, con ݅ ് ݅Ԣ, che si riferiscono cioè a due individui distinti, 
sono incorrelate. 
4.  La  correlazione  tra  misure  effettuate  sullo  stesso  soggetto  prende  il  nome  di 
correlazione intraclasse ed è data da 
Corr(ݕ௜௝, ݕ௜௝ᇱ)=
ఙഏೕೕᇲ
ሺఙഏೕೕାఙ೐ೕ
మ ሻሺఙഏೕᇲೕᇲାఙ೐ೕᇲ
మ ሻ . 
Ovviamente, nel caso particolare in cui ߪ௘௝
ଶ =ߪ௘
ଶ e ߪగ௝௝ᇱ=ߪగ
ଶ, e dunque nel caso in cui 
le ipotesi generali siano semplificate, si ha 
ʌсCorr(ݕ௜௝, ݕ௜௝ᇱ)=
ఙഏ
మ
ሺఙഏ
మାఙ೐
మሻ, 
con ߩ א ሾͲǡͳሿ. 
   
                                                           
1 Per il dettaglio dei passaggi algebrici necessari a ottenere questo risultato ƐŝƌŝŶǀŝĂŝůůĞƚƚŽƌĞĂůů͛ƉƉĞŶĚŝĐĞ͘ 12 
 
2.2 Il modello a un campione 
Prendiamo ora in considerazione la situazione in cui le misure ripetute sono ottenute da un 
singolo campione di soggetti, e quindi  è conveniente rappresentare i dati come in Tabella 
1.3 (Armitage & Berry, 1996; Davis, 2002; Wayne, 2007). In questo caso, il modello per 
ů͛ĂŶĂůŝƐŝĚĞůůĂǀĂƌŝĂŶǌĂƉĞƌmisure ripetute è definito come 
ݕ௜௝=ʅ+ߨ௜+߬௝+݁௜௝, 
in cui ŝсϭ͕͙͕Ŷ e ũсϭ͕͙͕ƚ͘EĞůů͛ĞƋƵĂǌŝŽŶĞĚĞůŵŽĚĞůůŽ si ha che 
x  ݕ௜௝ è la risposta misurata sul soggetto i-esimo al tempo j-esimo; 
x  ʅ è la media ĚĞůů͛ŝŶƚĞƌĂƉŽƉŽůĂǌŝŽŶĞ; 
x  ߨ௜ ğů͛ĞĨĨĞƚƚŽĐĂƐƵĂůĞƌĞůĂƚŝǀŽĂůƐŽŐŐĞƚƚŽi-esimo; 
x  ߬௝ ğů͛ĞĨĨĞƚƚŽĨŝƐƐŽƌĞůĂƚŝǀŽĂůƚĞŵƉŽj-esimo; 
x  ݁௜௝ è la componente erratica casuale caratteristica del soggetto i al tempo j. 
 In termini del modello generale esposto in precedenza, si ha che 
x  ߤ௜௝=ʅ+߬௝ ;ŝŶƋƵĞƐƚŽĐĂƐŽů͛ŝŶĚŝĐĞi non è necessario); 
x  ߨ௜௝=ߨ௜ (in questo caso lo scostamento di ݕ௜௝ da ߤ௜௝ è costante nel tempo). 
Per questo modello si assume che  
1. ߨ௜̱ܰሺͲǡߪగ
ଶሻ i.i.d. 
2. ݁௜௝̱ܰሺͲǡߪ௘
ଶሻ i.i.d. 
3. ߨ௜ e ݁௜௝ sono indipendenti 
4. σ ߬௝
௧
௝ୀଵ =0 
5. Var(ݕ௜௝)=Var(ʅнߨ௜+߬௝+݁௜௝)=ߪగ
ଶ+ߪ௘
ଶ 
Cov(ݕ௜௝, ݕ௜ᇱ௝)=0 per ݅ ് ݅Ԣ 
Cov(ݕ௜௝, ݕ௜௝ᇱ)=ߪగ
ଶ per ݆ ് ݆Ԣ 
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Sulla base di queste assunzioni risulta che la matrice di varianza e covarianza del vettore 
 ࢟௜=(ݕ௜ଵ͕͙͕ݕ௜௧ Ϳ͛ğůĂŵĂƚƌŝĐĞ t x t data da 
઱=൥
ߪగ
ଶ ൅ ߪ௘
ଶ ڮ ߪగ
ଶ
ڭ ڰ ڭ
ߪగ
ଶ ڮ ߪగ
ଶ ൅ ߪ௘
ଶ
൩, 
che è equivalente a 
઱=(ߪగ
ଶ ൅ ߪ௘
ଶ)൥
ͳ ڮ ߩ
ڭ ڰ ڭ
ߩ ڮ ͳ
൩, 
dove ߩ=
ఙഏ
మ
ఙഏ
మାఙ೐
మ=Corr(ݕ௜௝, ݕ௜௝ᇱ). 
Anche  se  le  variabili  casuali  presenti  nel  modello  sono  indipendenti,  i  risultati  delle 
misurazioni  effettuate  sullo  stesso  soggetto  sono  correlate.  La  matrice  di  varianza  e 
covarianza risultante, ઱, ha elementi uguali sulla diagonale principale e elementi uguali al 
di fuori di questa; quindi diciamo che ઱ ha una simmetria composta. Questa particolare 
struttura della matrice di varianza e covarianza implica che la correlazione tra una qualsiasi 
coppia  di  osservazioni  sulla  stessa  unità  statistica  è  uguale  indipendentemente  dalla 
distanza tra le due osservazioni. Tuttavia, questa assunzione risulta fortemente restrittiva e 
spesso  irrealistica,  ƐƉĞĐŝĂůŵĞŶƚĞ ƋƵĂŶĚŽ ů͛ĞůĞŵĞŶƚŽ ƌŝƐƉĞƚƚŽ Ăů ƋƵĂůĞ ůĞ ŵŝƐƵƌĞ ƐŽŶŽ
ripetute è il tempo. 
La tabella ANOVA su cui si basano le analisi in questo contesto è riportata nella Tabella 
2.1
2. 
Fonte  SS  Df  MS  E[MS] 
Tempo/Trattamenti  ்ܵܵ  t-1  ܯ்ܵ=
ௌௌ೅
௧ିଵ  ߪ௘
ଶ+nߪఛ
ଶ 
Soggetti  ܵܵௌ  n-1  ܯܵ௦=
ௌௌೄ
௡ିଵ  ߪ௘
ଶ+tߪగ
ଶ 
Residua  ܵܵோ  (n-1)(t-1)  ܯܵோ=
ௌௌೃ
ሺ௡ିଵሻሺ௧ିଵሻ  ߪ௘
ଶ 
TABELLA 2.1. Somme dei quadrati, gradi di libertà, medie quadratiche e medie quadratiche attese 
ƉĞƌů͛EKsƉĞƌŵŝƐƵƌĞƌŝƉĞƚƵƚĞĂƵŶĐĂŵƉŝŽŶĞ. 
 
                                                           
2 ƐŝƐƚĞƵŶŵŽĚĞůůŽĂůƚĞƌŶĂƚŝǀŽƉƌŽƉŽƐƚŽĚĂ^ĐŚĞĨĨĠ;ϭϵϱϵͿ͘^ŝǀĞĚĂů͛ƉƉĞŶĚŝĐĞ͘ 14 
 
La Tabella 2.1 riporta la somma dei quadrati (Sum of Squares, SS), i gradi di libertà (Degrees 
of freedom,  Df),  la media quadratica (Mean Square, MS) e  la  media quadratica attesa 
(Expected Mean Square, E[MS]) di ogni fonte di variabilità. Le somme dei quadrati riportate 
in tabella sono calcolate utilizzando le osservazioni ݕ௜௝, la media globale calcolata su tutti i 
valori osservati 
ݕ തǤǤ=
σ σ ௬೔ೕ
೟
ೕసభ
೙
೔సభ
௡௧ , 
le medie per ogni soggetto rispetto al tempo 
ݕ ത௜Ǥ=
σ ௬೔ೕ
೟
ೕసభ
௧  
e le medie per ogni istante temporale rispetto ai soggetti 
ݕ തǤ௝=
σ ௬೔ೕ
೙
೔సభ
௡ . 
Le somme dei quadrati sono definite nel modo seguente: 
்ܵܵ=σ σ ሺݕ തǤ௝ െ ݕ തǤǤሻଶ ௧
௝ୀଵ
௡
௜ୀଵ =nσ ሺݕ തǤ௝ െ ݕ തǤǤሻଶ ௧
௝ୀଵ , 
 
ܵܵௌ=σ σ ሺݕ ത௜Ǥ െ ݕ തǤǤሻଶ ௧
௝ୀଵ
௡
௜ୀଵ =tσ ሺݕ ത௜Ǥ െ ݕ തǤǤሻଶ ௡
௜ୀଵ , 
 
ܵܵோ=σ σ ሺݕ௜௝ െ ݕ ത௜Ǥ െ ݕ തǤ௝ ൅ ݕ തǤǤሻଶ ௧
௝ୀଵ
௡
௜ୀଵ . 
Infine, il simbolo ߪఛ
ଶ, presente nella colonna delle medie quadratiche attese, rappresenta 
una funzione degli effetti fissi ߬௝. 
/ŶƋƵĞƐƚ͛Ăŵbito siamo interessati ad analizzare differenze in media nei valori della variabile 
risposta, in corrispondenza di diversi istanti temporali o diversi trattamenti. Questo può 
essere fatto conducendo un test statistico, il cui sistema di ipotesi è 
ܪ଴ǣߤ௛ ൌ ߤ௞׊݄ǡ݇ ൌ ͳǡǥǡݐ
ܪଵǣܪ ഥ଴
 
e la statistica test è 
F =
ெௌ೅
ெௌೃ
 
che,  se  le  assunzioni  alla  base  del  modello  sono  rispettate,  sotto  ܪ଴  segue  una 
distribuzione ܨ௧ିଵǡሺ௡ିଵሻሺ௧ିଵሻ. 
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2.2.1 Condizione di sfericità 
La matrice di varianza e covarianza definita da 
઱=(ߪగ
ଶ ൅ ߪ௘
ଶ)൥
ͳ ڮ ߩ
ڭ ڰ ڭ
ߩ ڮ ͳ
൩, 
ha una struttura chiamata ͞simmetria composta͟. La simmetria composta è una condizione 
sufficiente affinchè la statistica F͕ƵƚŝůŝǌǌĂƚĂƉĞƌƚĞƐƚĂƌĞů͛ŝƉotesi nulla di uguaglianza delle 
medie  in  corrispondenza  dei  diversi  istanti  temporali,  abbia  una  distribuzione 
ܨ௧ିଵǡሺ௡ିଵሻሺ௧ିଵሻ, ma non è necessaria. La simmetria composta è infatti un caso particolare di 
una situazione più generale sotto la quale il test F  è valido: la sfericità (Davis, 2002). 
La condizione di sfericità può essere espressa in vari modi, tra cui: 
1.  le varianze delle differenze tra coppie di variabili sono uguali, cioè 
Var(ݕ௜௝-ݕ௜௝ᇱ) è costante per ogni ũ͕ũ͛; 
2.  ɸсϭ, con 
ɸс
௧మሺఙ ഥ೔೔
మିఙ ഥǤǤ
మሻమ
ሺ௧ିଵሻሺௌିଶ௧σఙ ഥ೔Ǥ
మା௧మఙ ഥǤǤ
మሻ,                                                  (2.1) 
dove ߪ ത௜௜
ଶ è la media dei valori sulla diagonale principale di ઱, ߪ തǤǤ
ଶ è la media di tutti gli 
elementi di ઱, ߪ ത௜Ǥ
ଶ è la media dei valori sulla riga i-esima di ઱ e S è la somma dei 
quadrati degli elementi di ઱. 
Se vale la condizione di simmetria composta, allora sia Var(ݕ௜௝) che Cov(ݕ௜௝, ݕ௜௝ᇱ) sono 
costanti per ogni i e j. Quindi, poiché 
Var(ݕ௜௝-ݕ௜௝ᇱ)=Var(ݕ௜௝)+ Var(ݕ௜௝ᇱ)-2Cov(ݕ௜௝, ݕ௜௝ᇱ), 
la  condizione  che  le  varianze  delle  differenze  tra  coppie  di  variabili  siano  uguali  è 
soddisfatta. Ci sono anche altre situazioni in cui le condizioni di sfericità sopra riportate 
sono rispettate. Tuttavia, pur essendo la condizione di sfericità più generale rispetto a 
quella di simmetria composta, è difficile immaginare che si possano verificare situazioni in 
cui la condizione di sfericità sia soddisfatta e la matrice ઱ abbia una struttura diversa da 
quella  che  presenta  sotto  la  condizione  di  simmetria  composta.  In  particolare,  se  le 
varianze sono uguali, allora le covarianze devono essere uguali se si vuole che la condizione 
di sfericità sia soddisfatta.  16 
 
Wallenstein (19ϴϮͿĐŽŶĐůƵĚĞĐŚĞ͕ĂĨŝŶŝƉƌĂƚŝĐŝ͕ů͛ĂƐƐƵŶǌŝŽŶĞĐŚĞĚŽǀƌĞďďĞĞƐƐĞƌĞĨĂƚƚĂƐƵůůĂ
matrice ઱ è quella di simmetria composta. 
Mauchly (1940) ha proposto un test per verificare se la condizione di sfericità è soddisfatta. 
Questo test ha una potenza limitata quando la dimensione del campione è piccola. Inoltre, 
quando il campione ha dimensione elevata, è probabile che ci sia evidenza a favore della 
condizione di sfericità ĂŶĐŚĞƐĞů͛ĞĨĨĞƚƚŽƐƵůƚĞƐƚ F  è trascurabile. In aggiunta, è stato 
diŵŽƐƚƌĂƚŽĐŚĞƋƵĞƐƚŽƚĞƐƚğƐĞŶƐŝďŝůĞĂƐĐŽƐƚĂŵĞŶƚŝĚĂůů͛ŝƉŽƚĞƐŝĚŝŶŽƌŵĂůŝƚă, per quanto 
riguarda  la  distribuzione  della  variabile  risposta.  In  particolare,  è  conservativo  per  
distribuzioni con code leggere e non conservativo per distribuzioni con code pesanti. ͛
anche molto sensibile agli outlier. A causa di queste proprietà non risulta essere di grande 
utilità pratica. 
Quando la condizione di sfericità non sembra essere soddisfatta, una possibile soluzione 
ĐŽŶƐŝƐƚĞŶĞůĐĂŵďŝĂƌĞĂƉƉƌŽĐĐŝŽĂůů͛EKsƉĞƌŵŝƐƵƌĞƌŝƉĞƚƵƚĞ͘/ŶƋƵĞƐƚŽĐĂƐŽ, la statistica 
F  si distribuisce approssimativamente come 
ܨఌሺ௧ିଵሻǡఌሺ௧ିଵሻሺ௡ିଵሻ, 
ĚŽǀĞɸğĚĞĨŝŶŝƚĂ nella (2.1) ed è quindi una funzione della vera matrice di varianza e 
covarianza ઱. Si può dimostrare che 
ଵ
ሺ௧ିଵሻ ൑ ߝ ൑ ͳ.  
Ci sono diversi approcci che si possono  seguire per condurre test di verifica di ipotesi 
quando la condizione di sfericità è violata: 
x  Un primo approccio consiste nel correggere i gradi di libertà della distribuzione della 
statistica F  ponendo ɸ=
ଵ
ሺ௧ିଵሻ. In questo modo, la distribuzione di riferimento per la 
ƐƚĂƚŝƐƚŝĐĂ ƚĞƐƚ ƐŽƚƚŽ ů͛ŝƉŽƚĞƐŝ ŶƵůůĂ ğ ܨଵǡ௡ିଵ.  Questo  test  risulta  fortemente 
conservativo. 
x  Greenhouse  e  Geisser  (1959)  propongono  di  correggere  i  gradi  di  libertà  della 
distribuzione della statistica F, sostituendo a ɸ una sua stima ottenuta a partire dallo 
stimatore ߝƸ . Questo stimatore si ŽƚƚŝĞŶĞĂƉĂƌƚŝƌĞĚĂůů͛ĞƋƵĂǌŝŽŶĞ;Ϯ.1), nella quale la 
matrice ઱ viene rimpiazzata con la sua equivalente campionaria S. Lo stimatore ߝƸ  
ĐŽƐŞŽƚƚĞŶƵƚŽğůŽƐƚŝŵĂƚŽƌĞĚŝŵĂƐƐŝŵĂǀĞƌŽƐŝŵŝŐůŝĂŶǌĂĚŝɸ͘ 17 
 
>͛ƵƚŝůŝǌǌŽ Ěŝ ƋƵĞƐƚŽ ƐƚŝŵĂƚŽƌĞ ĐŽŵƉŽƌƚĂ ƵŐƵĂůŵĞŶƚĞ Đhe  il  test  risultante  è 
ĐŽŶƐĞƌǀĂƚŝǀŽ͕ Ğ Ě͛ĂůƚƌŽ ĐĂŶƚŽ ƋƵĞƐƚŽ ĂƉƉƌŽĐĐŝŽ  presenta  una  distorsione  elevata 
ƋƵĂŶĚŽɸхϬ͘ϳϱĞn<2t. 
x  Huynh e Feldt (1976) hanno proposto lo stimatore 
ߝǁ =minቀͳǡ
௡ሺ௧ିଵሻఌ ොିଶ
ሺ௧ିଵሻሺ௡ିଵିሺ௧ିଵሻఌ ොሻቁ  
che si basa su stimatori nŽŶĚŝƐƚŽƌƚŝĚĞůŶƵŵĞƌĂƚŽƌĞĞĚĞůĚĞŶŽŵŝŶĂƚŽƌĞĚŝɸĞĚğ
meno  distorto  di  ߝƸ .  Si  può  dimostrare  che  ߝǁ   ൒ ߝƸ .  Infine,  anche  se  ߝƸ   è  migliore 
ƋƵĂŶĚŽɸ൑ 0.5, ߝǁ  ğƉƌĞĨĞƌŝďŝůĞƉĞƌɸ൒ 0.7. Tuttavia, nella ƉƌĂƚŝĐĂŝůǀĂůŽƌĞĚŝɸğ
ignoto. 
Il seguente schema, proposto da Greenhouse e Geisser (1959), mostra la procedura da 
ƐĞŐƵŝƌĞƋƵĂŶĚŽƐŝƵƚŝůŝǌǌĂů͛EKsƉĞƌŵŝƐƵƌĞƌŝƉĞƚƵƚĞŶĞůĐĂƐŽŝŶĐƵŝŝƐŽŐŐĞƚƚŝĨĂĐĐŝĂŶŽ
parte di un unico campione. I tre passi in cui si articola la procedura sono i seguenti: 
1.  Si  conduce  il  test  F  ŶĞůů͛ŝƉŽƚĞƐŝ  in  cui  le  assunzioni  alla  base  del  modello  siano 
soddisfatte. 
2.  Se il test non è significativo, non si rifiuta ܪ଴. 
3.  ^ĞŝůƚĞƐƚğƐŝŐŶŝĨŝĐĂƚŝǀŽ͕ƐŝĐŽŶĚƵĐĞŝůƚĞƐƚƵƐĂŶĚŽɸс
ଵ
ሺ௧ିଵሻ, che porta alla distribuzione 
ܨଵǡ௡ିଵ per la statistica F. Quindi: 
x  Se questo test è significativo, si rifiuta ܪ଴. 
x  Se questo test non è significativo͕ƐŝƐƚŝŵĂɸĐŽŶߝƸ  (ߝǁ ) e si conduce un test 
approssimato. 
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2.3 Il modello a campioni multipli 
Supponiamo che le misurazioni ripetute in corrispondenza di t istanti temporali (o sotto t 
condizioni differenti) siano ottenute a partire dai soggetti appartenenti a s gruppi distinti 
(Davis, 2002; Wayne, 2007). 
Sia ݊௛ il numero di soggetti appartenenti al gruppo h e sia n=σ ݊௛
௦
௛ୀଵ . Inoltre, sia ݕ௛௜௝ il 
valore  della  variabile  risposta  al  tempo  j  per  il  soggetto  i  del  gruppo  h,  per  Śсϭ͕͙͕s, 
ŝсϭ͕͙͕݊௛  e  ũсϭ͕͙͕t.  In  questa  situazione,  i  dati  possono  essere  rappresentati  come  in 
Tabella 1.2 e il modello adatto a rappresentarli può essere espresso come  
ݕ௛௜௝ ൌ ߤ ൅ ߛ௛ ൅ ߬௝ ൅ ሺߛ߬ሻ௛௝ ൅ ߨ௜ሺ௛ሻ ൅ ݁௛௜௝, 
dove: 
x  ʅ ğůĂŵĞĚŝĂĚĞůů͛ŝŶƚĞƌĂƉŽƉŽůĂǌŝŽŶĞ; 
x  ߛ௛ ğů͛ĞĨĨĞƚƚŽĨŝƐƐŽĚĞůŐƌƵƉƉŽh con σ ߛ௛
௦
௛ୀଵ ൌ Ͳ; 
x  ߬௝ ğů͛ĞĨĨĞƚƚŽĨŝƐƐŽĚĞůƚĞŵƉŽj con σ ߬௝
௧
௝ୀଵ ൌ Ͳ; 
x  ሺߛ߬ሻ௛௝ ğů͛ĞĨĨĞƚƚŽĨŝƐƐŽĚĞůů͛ŝŶƚĞƌĂǌŝŽŶĞƚƌĂŝůŐƌƵƉƉŽh e il tempo j con 
σ ሺߛ߬ሻ௛௝
௦
௛ୀଵ ൌ σ ሺߛ߬ሻ௛௝
௧
௝ୀଵ ൌ Ͳ;  
x  ߨ௜ሺ௛ሻ ğů͛ĞĨĨĞƚƚŽĐĂƐƵĂůĞ del soggetto i-esimo appartenente al gruppo h-esimo con 
ߨ௜ሺ௛ሻ̱ܰሺͲǡߪగ
ଶሻ i.i.d.; 
x  ݁௛௜௝ è un termine di errore casuale con ݁௛௜௝̱ܰሺͲǡߪ௘
ଶሻ i.i.d. 
Confrontando questa formulazione del modello con quella generale, si trovano le seguenti 
relazioni: 
x  ߤ௜௝ ൌ ߤ ൅ ߛ௛ ൅ ߬௝ ൅ ሺߛ߬ሻ௛௝ 
x  ߨ௜௝ ൌ ߨ௜ሺ௛ሻ 
x  ݁௜௝ ൌ ݁௛௜௝ 
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La tabella ANOVA su cui si basano le analisi in questo contesto è riportata nella Tabella 2.2. 
Fonte  SS  Df  E[MS] 
Gruppo  ܵܵீ  s-1  ߪ௘
ଶ ൅ ݐߪగ
ଶ ൅ ܦீ 
Soggetti (Gruppo)  ܵܵௌሺீሻ  n-s  ߪ௘
ଶ ൅ ݐߪగ
ଶ 
Tempo  ்ܵܵ  t-1  ߪ௘
ଶ ൅ ܦ் 
Gruppo x Tempo  ܵܵீ்  (s-1)(t-1)  ߪ௘
ଶ ൅ ܦீ் 
Residua  ܵܵோ  (n-s)(t-1)  ߪ௘
ଶ 
TABELLA 2.2. Somme dei quadrati, gradi di libertà e medie quadraticŚĞĂƚƚĞƐĞƉĞƌů͛EKsƉĞƌ
misure ripetute a campioni multipli. 
 
La  Tabella  2.2  riporta  le  somme  dei  quadrati  (SS),  i  gradi  di  libertà  (Df),  e  le  medie 
quadratiche attese (E[MS]) per ogni fonte di variabilità. Nella colonna denominata E[MS], 
le  quantità  ܦீ,  ܦ்  e  ܦீ்  indicano,  rispettivamente,  le  differenze  tra  gruppi,  istanti 
temporali e le interazioni tra gruppo e tempo. 
Le somme dei quadrati si basano sulla seguente decomposizione della quantità ݕ௛௜௝ െ ݕ തǥ, 
che rappresenta lo scarto di ogni osservazione dalla media di tutte le osservazioni. 
In particolare, vale 
ݕ௛௜௝ െ ݕ തǥ ൌ ሺݕ ത௛ǤǤ െ ݕ തǥሻ ൅ ሺݕ ത௛௜Ǥ െ ݕ ത௛ǤǤሻ ൅ ൫ݕ തǤǤ௝ െ ݕ തǥ൯ 
൅൫ݕ ത௛Ǥ௝ െ ݕ ത௛ǤǤ െ ݕ തǤǤ௝ ൅ ݕ തǥ൯ ൅ ൫ݕ௛௜௝ െ ݕ ത௛Ǥ௝ െ ݕ ത௛௜Ǥ ൅ ݕ ത௛ǤǤ൯ǡ 
dove 
ݕ തǥ ൌ
σ σ σ ݕ௛௜௝
௧
௝ୀଵ
௡೓
௜ୀଵ
௦
௛ୀଵ
݊ݐ
 
è la media di tutte le osservazioni, 
ݕ ത௛ǤǤ ൌ
σ σ ݕ௛௜௝
௧
௝ୀଵ
௡೓
௜ୀଵ
݊௛ݐ
 
è la media delle osservazioni per il gruppo h, 
ݕ തǤǤ௝ ൌ
σ σ ݕ௛௜௝
௡೓
௜ୀଵ
௦
௛ୀଵ
݊
 
è la media al tempo j, 
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ݕ ത௛Ǥ௝ ൌ
σ ݕ௛௜௝
௡೓
௜ୀଵ
݊௛
 
è la media per il gruppo h al tempo j, e 
ݕ ത௛௜Ǥ ൌ
σ ݕ௛௜௝
௧
௝ୀଵ
ݐ
 
ğůĂŵĞĚŝĂƉĞƌů͛i-esimo soggetto appartenente al gruppo h. 
Le somme dei quadrati sono quindi definite nel modo seguente 
ܵܵீ ൌ ෍ ෍ ෍ ሺݕ ത௛ǤǤ െ ݕ തǥሻଶ ൌ ݐ෍ ݊௛ሺݕ ത௛ǤǤ െ ݕ തǥሻଶǡ
௦
௛ୀଵ
௧
௝ୀଵ
௡೓
௜ୀଵ
௦
௛ୀଵ
 
 
ܵܵௌሺீሻ ൌ ෍ ෍ ෍ ሺݕ ത௛௜Ǥ െ ݕ ത௛ǤǤሻଶ ൌ ݐ෍ ෍ ሺݕ ത௛௜Ǥ െ ݕ ത௛ǤǤሻଶǡ
௡೓
௜ୀଵ
௦
௛ୀଵ
௧
௝ୀଵ
௡೓
௜ୀଵ
௦
௛ୀଵ
 
 
்ܵܵ ൌ ෍ ෍ ෍ ൫ݕ തǤǤ௝ െ ݕ തǥ൯
ଶ
ൌ ݊෍ ݊௛൫ݕ തǤǤ௝ െ ݕ തǥ൯
ଶ
ǡ
௧
௝ୀଵ
௧
௝ୀଵ
௡೓
௜ୀଵ
௦
௛ୀଵ
 
 
ܵܵீ் ൌ ෍ ෍ ෍ ൫ݕ ത௛Ǥ௝ െ ݕ ത௛ǤǤ െ ݕ തǤǤ௝ ൅ ݕ തǥ൯
ଶ
ǡ
௧
௝ୀଵ
௡೓
௜ୀଵ
௦
௛ୀଵ
 
 
ܵܵோ ൌ ෍ ෍ ෍ ൫ݕ௛௜௝ െ ݕ ത௛Ǥ௝ െ ݕ ത௛௜Ǥ ൅ ݕ ത௛ǤǤ൯
ଶ ௧
௝ୀଵ
௡೓
௜ୀଵ
௦
௛ୀଵ
Ǥ 
La statistica F  per verificare se ci sono differenze tra i gruppi è data da 
ܨ ൌ
ܯܵீ
ܯܵௌሺீሻ
ൌ
ܵܵீ ሺݏ െ ͳሻ Τ
ܵܵௌሺீሻ ሺ݊ െ ݏሻ Τ
ǡ 
ĐŚĞƐŽƚƚŽů͛ŝƉŽƚĞƐŝŶƵůůĂƐĞŐƵĞ una distribuzione ܨ௦ିଵǡ௡ି௦. Questo test richiede di assumere 
ĐŚĞůĞŵĂƚƌŝĐŝĚŝǀĂƌŝĂŶǌĂĞĐŽǀĂƌŝĂŶǌĂĚĞĨŝŶŝƚĞĂůů͛ŝŶƚĞƌŶŽĚŝĐŝĂƐĐƵŶŐƌƵƉƉŽƐŝĂŶŽƵŐƵĂůŝƚƌĂ
loro. 
La statistica F  per verificare se ci sono differenze tra istanti temporali distinti è data da 
ܨ ൌ
ܯ்ܵ
ܯܵோ
ൌ
்ܵܵ ሺݐ െ ͳሻ Τ
ܵܵோ ሾሺ݊ െ ݏሻሺݐ െ ͳሻሿ Τ
ǡ 
ĐŚĞƐŽƚƚŽů͛ŝƉŽƚĞƐŝŶƵůůĂƐŝĚŝƐƚƌŝďƵŝƐĐĞĐŽŵĞƵŶĂܨ௧ିଵǡሺ௡ି௦ሻሺ௧ିଵሻ.  21 
 
AnalogamentĞ͕ƉĞƌǀĞƌŝĨŝĐĂƌĞƐĞů͛ŝŶƚĞƌĂǌŝŽŶĞƚƌĂŝůŐƌƵƉƉŽĞŝůƚĞŵƉŽğƐŝŐŶŝĨŝĐĂƚŝǀĂƐŝƉƵž 
usare la statistica 
ܨ ൌ
ܯܵீ்
ܯܵோ
ൌ
ܵܵீ் ሾሺݏ െ ͳሻሺݐ െ ͳሻሿ Τ
ܵܵோ ሾሺ݊ െ ݏሻ Τ ሺݐ െ ͳሻሿ
ǡ 
che segue una distribuzione ܨሺ௦ିଵሻሺ௧ିଵሻǡሺ௡ି௦ሻሺ௧ିଵሻ ƐŽƚƚŽů͛ŝƉŽƚĞƐŝŶƵůůĂ͘ 
Tutti questi test richiedono di assumere che le matrici di varianza e covarianza definite 
Ăůů͛ŝŶƚĞƌŶŽĚŝĐŝĂƐĐƵŶŐƌƵƉƉŽƐŝĂŶŽƵŐƵĂůŝ e che la condizione di sfericità sia soddisfatta. 
Un modello alternativo a quello appena presentato include un effetto casuale aggiuntivo, 
ƋƵĞůůŽ ĂƐƐŽĐŝĂƚŽ Ăůů͛ŝŶƚĞƌĂǌŝŽŶĞ ƚƌĂ ƐŽŐŐĞƚƚŽ Ğ ƚempo,  e  questo  effetto  si  assume 
ŝŶĐŽƌƌĞůĂƚŽĐŽŶů͛ĞĨĨĞƚƚŽĐĂƐƵĂůĞĂƐƐŽĐŝĂƚŽĂůƐŝŶŐŽůŽƐŽŐŐĞƚƚŽ͘/ŶŽůƚƌĞ͕ĂŶĐŚĞƐĞůĞŵĞĚŝĞ
quadratiche attese sono diverse rispetto al modello precedente, le somme dei quadrati e 
le statistiche test sono identiche. 
Nel capitolo successivo verranno presentati i comandi di R che permettono di stimare i 
modelli  sopra  esposti  Ğ ĐŽŶĚƵƌƌĞ ůĞ ĂŶĂůŝƐŝ ƐƚĂƚŝƐƚŝĐŚĞ ďĂƐĂƚĞ ƐƵůů͛ANOVA  per  misure 
ripetute. 
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Capitolo 3  
I comandi in R 
 
3.1 La funzione lme 
Come è stato illustrato nel capitolo ƉƌĞĐĞĚĞŶƚĞ͕ŝůŵŽĚĞůůŽƉĞƌů͛ĂŶĂůŝƐŝĚĞůůĂǀĂƌŝĂŶǌĂƉĞƌ
misure ripetute è un modello misto; questo significa che include nella specificazione sia un 
effetto fisso che un effetto casuale. In R è possibile effettuare inferenza in tale modello 
utilizzando la funzione lme. Questa funzione si trova nella libreria nlme (non-linear mixed 
effects), che fornisce i comandi per adattare modelli misti, lineari e non lineari.  
La sintassi della funzione lme è la seguente: 
lme(fixed, data, random, correlation, weights, 
subset, method, na.action, control, 
contrasts = NULL, keep.data = TRUE). 
Gli argomenti di questa funzione sono spiegati in dettaglio nella documentazione in R a cui 
è possibile accedere attraverso il comando help(lme). I due argomenti principali sono 
fixed e random͘>͛ĂƌŐŽŵĞnto fixed si riferisce agli effetti fissi del modello e si esprime 
con una formula lineare composta da due elementi separati dal simbolo ~. A sinistra del 
simbolo ~ deve essere indicata la ǀĂƌŝĂďŝůĞƌŝƐƉŽƐƚĂĞĂĚĞƐƚƌĂ͕ƐĞƉĂƌĂƚĞĚĂůů͛ŽƉĞƌĂƚŽƌĞ+, le 
variabili esplicative che determinano gli effetti fissi. 
>͛ĂƌŐŽŵĞŶƚŽrandom è esprimibile, come fixed,  con una formula. La formula è del tipo 
~x1+...+xn|g1/.../gm, 
in cui x1+...+xn specificano il modello per gli effetti casuali e g1/.../gm specificano 
la struttura del raggruppamento (m può essere uguale a 1: in questo caso non è necessario 
introdurre nella formula il simbolo /). La formula per gli effetti casuali deve essere ripetuta 
per tutti il livelli di raggruppamento nel caso il loro numero sia più grande di uno.  
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>͛ĞƐĞŵƉŝŽ ƐĞŐƵĞŶƚĞ  (Fox,  2002)  mostra  come  usare  il  comando  lme  per  il  dataset 
MathAchieve: 
> bryk.lme.1<-lme(mathach~meanses*cses+sector*cses, 
+ random=~cses|school, data=Bryk). 
In  questo  caso,  la  variabile  mathach  è  quella  da  modellare  attraverso  le  variabili 
meanses, cses, e sector e gli effetti casuali legati alla variabile cses ĞĂůů͛ŝŶƚĞƌĐĞƚƚĂ
definita  dalla  variabile  school.  Queste  variabili  sono  rispettivamente  il  punteggio 
ottenuto dagli studenti di varie scuole in un test di matematica, la media dello stato socio-
economico della famiglia degli studenti in ciascuna scuola, lo stato socio-economico della 
famiglia  di  ciascuno  studente,  il  tipo  di  scuola,  cattolica  o  pubblica  e  il  numero 
identificativo di ciascuna di esse. 
I  modelli  lineari  misti  possono  essere  rappresentati  in  forme  diverse,  ma  tra  loro 
equivalenti. La funzione lme si basa sul modello espresso nella forma proposta da Laird e 
Ware (1982). In forma matriciale compatta, il modello può essere rappresentato come 
࢟௜ ൌ ࢄ௜ࢼ ൅ ࢆ௜ࢽ௜ ൅ ࢿ௜ 
ࢽ௜̱ܰ௚ሺ૙௚ǡ࡮ሻ i.i.d. 
ࢿ௜̱ܰ௧೔ሺ૙௧೔ǡࢃ௜ሻ i.i.d. 
per ŝсϭ͕͙͕Ŷ. In particolare: 
x  ࢟௜ ൌ ሺݕ௜ଵǡǥǡݕ௜௧೔ሻԢ è il vettore ݐ௜ ൈ ݅ delle risposte per il soggetto i-esimo; 
x  ࢄ௜ è la matrice di disegno ݐ௜ ൈ ܾ del modello, relativa al soggetto i-esimo; 
x  ࢼ è il vettore ܾ ൈ ͳ dei coefficienti di regressione; 
x  ࢽ௜ è il vettore ݃ ൈ ͳ degli effetti casuali per il soggetto i-esimo; 
x  ࢆ௜ è la matrice di disegno ݐ௜ ൈ ݃ relativa agli effetti casuali; 
x  ࢿ௜ è il vettore ݐ௜ ൈ ͳ degli errori entro il soggetto (within-subject errors) i-esimo;  
x  ࢽ௜ǡࢿ௜ sono vettori indipendenti; 
x  ࡮ è la matrice ݃ ൈ ݃ di varianza e covarianza per gli effetti casuali; 
x  ࢃ௜ è la matrice ݐ௜ ൈ ݐ௜ di varianza e covarianza per gli errori relativi al soggetto 
i-esimo. 25 
 
Utilizzando  il  comando  lme,  si  ottiene  una  stima  del  modello  basata  sul  metodo  della 
massima verosimiglianza ristretta (REML, restricted maximum likelihood)
3.  
Per visualizzare ůĞŝŶĨŽƌŵĂǌŝŽŶŝƉƌŽĚŽƚƚĞĚĂůů͛ĂƉƉůŝĐĂǌŝŽŶĞĚŝƋƵĞƐƚĂĨƵŶǌŝŽŶĞ͕ğƐƵĨĨŝĐŝĞŶƚĞ
ů͛ƵƐŽĚĞůĐŽŵĂŶĚŽ summary. Applicandolo a oggetti di tipo lme si ottiene un output che si 
articola in diverse sezioni (Fox, 2002).  
Un esempio di output ottenuto utilizzando il comando summary: 
> summary(bryk.lme.1) 
Linear mixed-effects model fit by REML 
 Data: Bryk  
AIC   BIC logLik  
 46525 46594 -23252  
Random effects:  
 Formula: ~cses | school  
 Structure: General positive-definite, Log-Cholesky parametrization 
            StdDev   Corr 
(Intercept) 1.541177 (Intr) 
Cses        0.018174 0.006 
Residual    6.063492  
Fixed effects: mathach ~ meanses * cses + sector * cses  
                         Value   Std.Error     DF  t-value p-value 
(Intercept)            12.1282     0.19920   7022   60.886 <.0001 
Meanses                 5.3367     0.36898    157   14.463 <.0001  
Cses                    2.9421     0.15122   7022   19.456 <.0001 
sectorCatholic          1.2245     0.30611    157    4.000  1e-04 
meanses:cses            1.0444     0.29107   7022    3.588  3e-04 
cses:sectorCatholic    -1.6421     0.23312   7022   -7.044 <.0001 
   Correlation:  
                 (Intr)  meanss   cses  sctrCt  mnss:c  
meanses                0.256 
cses                   0.000   0.000  
sectorCatholic        -0.699  -0.356  0.000  
meanses:cses           0.000   0.000  0.295   0.000  
cses:sectorCatholic    0.000   0.000 -0.696   0.000   -0.351 
Standardized Within-Group Residuals:  
      Min         Q1        Med         Q3       Max 
-3.170106  -0.724877   0.014892   0.754263  2.965498 
 
Number of Observations: 7185 
Number of Groups: 160. 
                                                           
3 Il metodo della massima verosimiglianza ristretta non è argomento di questa tesi; per una discussione dettagliata su         
questo tema, si rinvia il lettore a Davis (2002). 26 
 
x  La  prima  sezione  fornisce  i  valori  di  ĚƵĞ ĐƌŝƚĞƌŝ Ěŝ ŝŶĨŽƌŵĂǌŝŽŶĞ͕ ů͛AIC  (Akaike 
Information Criterion) e il BIC (Bayesian Information Criterion), quantità utilizzate 
per  confrontare  modelli  diversi.  Inoltre,  viene  fornito  il  logaritmo  della 
verosimiglianza ristretta massimizzata. 
x  La seconda sezione mostra le stime della varianza e della covarianza degli effetti 
casuali presenti nel modello, sotto forma di deviazioni standard e correlazioni, oltre 
a una stima della deviazione standard del termine di errore. 
x  La sezione successiva riporta una tabella collegata con gli effetti fissi del modello, ed 
è simile a quella che si ottiene applicando il comando summary a oggetti di tipo lm. 
Essa  fornisce  la  stima  dei  coefficienti  Ⱦ  che  rappresentano  gli  effetti  fissi  del 
modello, una stima degli errori standard degli stimatori dei coefficienti Ⱦ, i gradi di 
libertà della statistica t, il suo valore e il valore del p-value ad esso associato.  
x  La quarta sezione, denominata Correlation, fornisce le correlazioni campionarie 
tra le stime dei coefficienti che costituiscono gli effetti fissi. Pur non essendo di 
interesse  diretto,  quando  queste  quantità  assumono  valori  elevati  mettono  in 
ĚƵďďŝŽů͛ĞĨĨĞƚƚŝǀĂĂĚĞŐƵĂƚĞǌǌĂĚĞůŵŽĚĞůůŽ͘ 
x  EĞůů͛Ƶůƚima sezione vengono fornite alcune informazioni sui residui standardizzati 
entro  i  soggetti/gruppi,  oltre  al  numero  delle  osservazioni  e  il  numero  di 
soggetti/gruppi. 
3.2 La funzione lmer 
Per adattare un modello lineare misto è possibile ricorrere anche a ƵŶ͛ĂůƚƌĂĨƵŶzione: la 
funzione lmer. Si può accedere a questa funzione attraverso la libreria lme4. Rispetto alla 
funzione lme, la funzione lmer permette di adattare un maggior numero di modelli. Inoltre, 
risulta  essere  più  affidabile  e  veloce.  Tuttavia,  cambia  leggermente  la  modalità  di 
specificazione del modello (Bates, 2005).  
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La sintassi della funzione lmer è la seguente: 
lmer(formula, data, family = NULL, REML = TRUE, 
control = list(), start = NULL, verbose = FALSE, 
doFit = TRUE, subset, weights, na.action, offset, 
contrasts = NULL, model = TRUE, x = TRUE, ...). 
Anche in questo caso è possibile accedere a una spiegazione dettagliata degli argomenti 
della funzione, digitando in R il comando help(lmer).  
Come per la maggior parte delle funzioni utilizzate per stimare modelli in ambiente R, i 
primi due argomenti sono costituiti da una  formula con la quale viene specificato il 
modello  e  un  oggetto,  data,  di  tipo  data  frame  contenente  le  variabili  specificate  in 
formula. La stima del modello avviene sulla base dei dati contenuti in questo argomento, 
che  pur  essendo  opzionale,  è  consigliabile  specificare.  Se  l͛ĂƌŐŽŵĞŶƚŽ data  non  è 
specificato, le variabili vengono prese dall͛ĂŵďŝĞŶƚĞĚa cui il comando lmer è invocato. A 
differenza del comando lme, in cui la sŝŶƚĂƐƐŝƐĞƉĂƌĂů͛ĂƌŐŽŵĞŶƚŽĐŚĞƌŝŐƵĂƌĚĂŐůŝĞĨĨĞƚƚŝ
fissi da quello che riguarda gli effetti casuali, nel caso della funzione nlmer la sintassi li 
include entrambi in formula. Questo argomento si esprime attraverso una espressione in 
cui a destra del simbolo ~ viene indicata la variabile risposta e a destra, separati dal segno 
+, gli effetti fissi del modello e quelli casuali. Questi ultimi sono riportati tra parentesi, in 
modo analogo a quanto avviene utilizzando il comando lme: (~x1+...+xn|g1/.../gm).  
Un esempio ƌŝŐƵĂƌĚĂŶƚĞů͛ƵƐŽĚĞůla funzione lmer (Fox, 2002): 
> ex1<-lmer(SCIENCE ~ URBAN + (URBAN|SCHOOL), example.data). 
Con questo comando la variabile SCIENCE è stimata attraverso la variabile URBAN e gli 
effetti casuali legati alla variabile URBAN e all͛ŝŶƚĞƌĐĞƚƚĂĚĞĨŝŶŝƚĂĚĂůůĂǀĂƌŝĂďŝůĞSCHOOL. 
Queste variabili sono rispettivamente la valutazione ottenuta in un test di scienze dagli 
studenti di varie scuole, la zona in cui si trova ciascuna scuola, urbana o rurale e il suo 
codice identificativo. Una volta ottenuta la stima del modello, è possibile visualizzare una 
ƐĞƌŝĞ Ěŝ ŝŶĨŽƌŵĂǌŝŽŶŝ ƌŝĐŽƌƌĞŶĚŽ Ăůů͛ƵƐƵĂůĞ ĐŽŵĂŶĚŽ summary  o,  in  alternativa,  al 
comando  print.  Usando  il  comando  summary,  ad  esempio,  le  informazioni  che  si 28 
 
ottengono possono essere racchiuse in quattro sezioni e il contenuto di ognuna di esse può 
essere riassunto nel modo seguente: 
x  la prima sezione contiene una descrizione del modello adattato; 
x  la seconda sezione contiene alcune statistiche caratterizzanti tale modello; 
x  la terza sezione riporta alcune delle caratteristiche degli effetti casuali; 
x  la  quarta  sezione  contiene  le  stime  dei  parametri  legati  agli  effetti  fissi  e  la 
correlazione campionaria tra le stime dei coefficienti che costituiscono gli effetti 
fissi.  
>͛esempio  seguente  mostra  nel  dettaglio  le  informazioni  sopra  citate,  ottenute  con  il 
comando summary: 
> summary(ex1) 
Linear mixed-effects model fit by REML 
Formula: SCIENCE ~ URBAN + (URBAN | SCHOOL)  
   Data: example.data  
      AIC      BIC    logLik MLdeviance REMLdeviance 
 424.1713 442.6223 -206.0857   413.2216     412.1713 
Random effects: 
 Groups   Name        Variance  Std.Dev. Corr    
 SCHOOL   (Intercept) 113.60403 10.65852         
          URBAN         0.25200  0.50200 -0.625  
 Residual               0.27066  0.52025         
# of obs: 160, groups: SCHOOL, 16 
Fixed effects: 
             Estimate Std. Error  DF t value  Pr(>|t|)     
(Intercept)  22.39124    2.71703 158  8.2411 6.152e-14 *** 
URBAN        -0.86700    0.12981 158 -6.6790 3.884e-10 *** 
--- 
Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 
1  
Correlation of Fixed Effects: 
      (Intr) 
URBAN -0.641. 
Come il lettore avrà certamente notato, questo output risulta molto simile a quello che si 
ottiene nel caso in cui si usi il comando summary applicato a un oggetto di tipo lme. 
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3.3 La funzione aov 
Quando si è interessati a condurre un͛analisi basta sulla ANOVA per misure ripetute è 
possibile ricorrere alla funzione aov. Questa funzione è definita nel modo seguente 
 
aov(formula, data = NULL, projections = FALSE, qr = TRUE, 
contrasts = NULL, ...). 
 
Il  comando  help(aov)consente,  ancora  una  volta,  di  accedere  a  una  spiegazione 
dettagliata degli argomenti della funzione. 
Applicando il comando summary alla funzione aov, applicata a sua volta a un oggetto di 
tipo lme, si ottiene il seguente output (Venables & Ripley, 1999) 
> summary(aov.ex2) 
              Df  Sum Sq Mean Sq F value Pr(>F) 
Gender         1  76.562  76.562  2.9518 0.1115 
Dosage         1   5.062   5.062  0.1952 0.6665 
Gender:Dosage  1   0.063   0.063  0.0024 0.9617 
Residuals     12 311.250  25.938.                
Come si può notare, aov permette di ottenere la tabella ANOVA per misure ripetute con i 
valori delle grandezze necessarie a ĐŽŶĚƵƌƌĞů͛analisi. /ŶƉĂƌƚŝĐŽůĂƌĞ͕Ăůů͛ŝŶƚĞƌŶŽĚŝƋƵĞƐƚĂ
tabella  sono  contenute  le  somme  dei  quadrati  (SS),  i  gradi  di  libertà  (Df),  le  medie 
quadratiche (MS) e i valori dei test F  con i relativi p-value. 
3.4 Il comando mauchly.test 
Una condizione importante alla bĂƐĞĚĞůŵŽĚĞůůŽƉĞƌů͛ĂŶĂůŝƐŝĚĞůůĂǀĂƌŝĂŶǌĂper misure 
ripetute  è  quella  di  sfericità.  Questa  condizione  è  una  generalizzazione  di  quella  di 
simmetria composta relativa alla matrice di varianza e covarianza ȭ delle osservazioni ݕ௜௝ 
(Cap. 2, Par. 2.2.1). Quando la condizione di sfericità è rispettata, e dunque lo è anche 
quella di simmetria composta, il test F  ƉĞƌǀĞƌŝĨŝĐĂƌĞů͛ŝƉŽƚĞƐŝŶƵůůĂĚŝƵŐƵĂŐůŝĂŶǌĂĚĞůůĞ
medie  in  corrispondenza  dei  diversi  istanti  temporali  è  valido.  In  R  è  possibile  testare 
questa condizione utilizzando un apposito comando. Il comando mauchly.test permette di 30 
 
condurre il test di Mauchly per verificare se la condizione di sfericità è soddisfatta o meno. 
La sintassi è la seguente 
mauchly.test(object, Sigma = diag(nrow = p), 
T = Thin.row(proj(M) - proj(X)), M = diag(nrow = p), X = ~0, 
idata = data.frame(index = seq_len(p)), ...). 
 
In generale, il test che si ottiene con questo comando verifica se una matrice di varianza e 
covarianza  di  un  modello  lineare  multivariato,  si  può  assumere  proporzionale  a  una 
ŵĂƚƌŝĐĞĚĂƚĂ͘EĞůů͛ĂŵďŝƚŽĚĞŝĚŝƐĞŐŶŝƉĞƌŵŝƐƵƌĞƌŝƉĞƚƵƚĞ͕ůĂŵĂƚƌŝĐĞĚĂƚĂğƋƵĞůůĂŝĚĞŶƚŝĐĂ͘
&ĂĐĞŶĚŽƌŝĨĞƌŝŵĞŶƚŽĂůůĂƐŝŶƚĂƐƐŝƐŽƉƌĂĞƐƉŽƐƚĂ͕ů͛ĂƌŐŽŵĞŶƚŽobject è un oggetto che 
rappresenta  una  stima  della  matrice  di  varianza  e  covarianza  per  un  modello  lineare 
ŵƵůƚŝǀĂƌŝĂƚŽ͕ Ğ ů͛ĂƌŐŽŵĞŶƚŽ X  è  la  matrice  a  cui  la  matrice  in  object  deve  essere 
proporzionale. 
Attraverso il comando help(mauchly.test)è possibile ottenere una spiegazione dei 
singoli argomenti di questa funzione. 
hŶĞƐĞŵƉŝŽŝŶĞƌĞŶƚĞĂůů͛ƵƐŽĚĞůĐŽŵĂŶĚŽmauchly.test per un disegno per misure ripetute 
è il seguente 
> mauchly.test(vcmatrix, X=~1). 
Nel prossimo capitolo vedremo una applicazione in R del modello lineare a effetti misti e 
delle analisi basate ƐƵůů͛EKsƉĞƌŵŝƐƵƌĞƌŝƉĞƚƵƚĞ che si possono condurre utilizzando i 
comandi sopra esposti.  
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Capitolo 4 
Un caso di studio 
 
4.1 Il dataset e le variabili  
/Ŷ ƋƵĞƐƚŽ ĐĂƉŝƚŽůŽ Ɛŝ ƉƌĞƐĞŶƚĂ ƵŶ͛ĂƉƉůŝĐĂǌŝŽŶĞ ĚĞů ŵŽĚĞůůŽ ŵŝƐƚŽ Ğ ĚĞůů͛ĂŶĂůŝƐŝ ĚĞůůĂ
varianza  per  misure  ripetute  a  un  caso  di  studio.  Lo  scopo  di  questa  applicazione  è 
ǀĞƌŝĨŝĐĂƌĞů͛ĞĨĨŝĐĂĐŝĂĚŝĚƵĞƚƌĂƚƚĂŵĞŶƚŝĂĐƵŝƵŶŝŶĚŝǀŝĚƵŽ, che ha subito un infarto, può 
essere sottoposto, allo scopo di garantirgli il recupero delle proprie capacità motorie. I 
pazienti oggetto di indagine sono distinti in due sottogruppi, sulla base del trattamento a 
ĐƵŝƐŽŶŽƐŽƚƚŽƉŽƐƚŝĚƵƌĂŶƚĞůĂƌŝĂďŝůŝƚĂǌŝŽŶĞ͘KůƚƌĞĂǀĂůƵƚĂƌĞů͛ĞĨĨŝĐĂĐŝĂĚŝŽŐŶƵŶŽĚĞŝĚƵĞ
trattamenti, e quindi valutare se Đ͛ğĚŝĨĨĞƌĞŶǌĂŶĞůůĂĐĂƉĂĐŝƚăŵŽƚŽƌŝĂĚĞůƐŝŶŐŽůŽŝŶĚŝǀŝĚƵŽ
tra  prima  e  dopo  la  riabilitazione,  si  è  interessati  a  confrontarli.  Infatti,  un  gruppo  di 
pazienti è stato sottoposto a un trattamento tradizionale, un altro, a un trattamento più 
innovativo con realtà virtuale (Piron et al͕͘ϮϬϭϬͿ͘ƵŶƋƵĞ͕ůŽƐĐŽƉŽĚĞůů͛ŝŶĚĂŐŝŶĞğĂŶĐŚĞ
ǀĂůƵƚĂƌĞƐĞĐ͛ğƵŶĂĚŝĨĨĞƌĞŶǌĂŝŶŵĞĚŝĂƚƌĂŝůŐƌƵƉƉŽĚŝƉĂǌŝĞŶƚŝƐŽƚƚŽƉŽƐƚŝĂůƚƌĂƚƚĂŵĞŶƚŽ
con realtà virtuale e quelli sottoposti al trattamento tradizionale. 
Il  dataset  Retrospettiva  RFVE  (Tabella  4.1)  include  misurazioni  relative  ad  uno 
ƐƚƵĚŝŽƐƵůů͛ĂƉƉƌĞŶĚŝŵĞŶƚŽŵŽƚŽƌŝŽĚŝƵŶŐƌƵƉƉŽĚŝϯϳϲƉĂǌŝĞŶƚŝ͕ĂůĐƵŶŝĚĞŝƋƵĂůŝ;ϭϭϯͿ
sottoposti al trattamento tradizionale e altri (263) al trattamento con realtà virtuale. Le 
variabili presenti nel dataset sono: 
x  la  variabile  trattamento,  che  è  una  variabile  che  assume  valore  1  se  il 
trattamento a cui è sottoposto il paziente è di tipo sperimentale e valore 2 se invece 
il trattamento è di tipo tradizionale; 
x  la  variabile  soggetto,  che  identifica  i  pazienti  attraverso  una  numerazione 
progressiva e assume valori compresi tra 1 e 376; 
x  la variabile tempo, che è una variabile binaria e assume valore 0 oppure valore 1, a 
seconda  che  la  rilevazione  della  capacità  motoria  del  paziente  sia  effettuata  al 
momento del ricovero o al termine della riabilitazione; 
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x  la variabile FIM (Functional Independence Measure), che è la variabile di principale 
ŝŶƚĞƌĞƐƐĞ͕ĐŚĞƐŝǀƵŽůĞŵŽĚĞůůĂƌĞ͘ƐƐĂƌĂƉƉƌĞƐĞŶƚĂƵŶĂƐĐĂůĂƐƵůů͛ĂƵƚŽŶŽŵŝĂĚĞů
paziente,  con  valori  da  0  (non  autosufficienza  completa)  a  126  (completa 
autonomia). 
Il dataset si presenta nella forma riportata in Tabella 4.1. 
 
trattamento  soggetto  tempo  FIM 
1  1  0  122 
1  2  0  122 
1  3  0  89 
1  4  0  116 
1  5  0  120 
1  6  0  102 
1  7  0  125 
1  8  0  65 
1  9  0  90 
1  10  0  27 
.  .  .  . 
.  .  .  . 
.  .  .  . 
1  376  0  89 
1  1  1  122 
.  .  .  . 
.  .  .  . 
.  .  .  . 
1  367  1  100 
1  368  1  106 
1  369  1  103 
1  370  1  99 
2  371  1  73 
1  372  1  86 
1  373  1  86 
1  374  1  96 
1  375  1  109 
1  376  1  89 
TABELLA 4.1. Dataset Retrospettiva RFVE. 33 
 
4.2 Analisi preliminari 
Come esposto nel precedente paragrafo, i pazienti oggetto di indagine sono classificati in 
due  sottogruppi,  a  seconda  del  trattamento  a  cui  sono  stati  sottoposti  durante  la 
ƌŝĂďŝůŝƚĂǌŝŽŶĞ͘ĂůŵŽŵĞŶƚŽĐŚĞƐŝğŝŶƚĞƌĞƐƐĂƚŝĂƐƚƵĚŝĂƌĞů͛ĞĨĨŝĐĂĐia dei due trattamenti è 
utile, in prima battuta, osservare i boxplot relativi ad ognuno di essi. Questi grafici sono 
riportati  in  Figura  4.1  e  in  Figura  4.2  e  consentono  di  confrontare  in  modo  chiaro  le 
misurazioni effettuate prima e dopo la terapia. 
 
 
FIGURA 4.1. Boxplot della variabile FIM, prima e dopo il trattamento con realtà virtuale. 34 
 
 
FIGURA 4.2. Boxplot della variabile FIM, prima e dopo il trattamento tradizionale. 
 
Come si può osservare sia in Figura 4.1 che in Figura 4.2, i quantili e la mediana relativi alle 
misurazioni post-trattamento sono situati più in alto rispetto ai quantili e alla mediana 
relativi  alle  misurazioni  pre-trattamento.  Questo  lascia  supporre  che  ci  sia  stato  un 
miglioramento da parte dei pazienti in termini di capacità motoria, indipendentemente dal 
trattamento a cui sono stati sottoposti durante la riabilitazione. 
Tale  aspetto  può  essere  evidenziato  anche  considerando  i  valori  di  alcune  statistiche 
descrittive.  La  Tabella  4.2  riporta  i  valori  delle  medie  (e  delle  deviazioni  standard), 
mantenendo  distinte  le  misurazioni  effettuate  prima  della  terapia  da  quelle  effettuate 
dopo averla completata e separando i due tipi di trattamento. 
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  Tempo 
Trattamento  Pre-trattamento  Post-trattamento 
Realtà virtuale  103.21 (20.68)  110.75 (16.37) 
Tradizionale  94.95 (21.39)  101.94 (19.06) 
TABELLA 4.2. Medie (e deviazioni standard) per la variabile FIM prima e dopo ciascun trattamento. 
 
Sulla base dei dati riportati in Tabella 4.2, si può affermare che entrambi i trattamenti 
abbiano sortito un effetto positivo sui pazienti, permettendogli di recuperare parte della 
ůŽƌŽĐĂƉĂĐŝƚăŵŽƚŽƌŝĂŝŶƐĞŐƵŝƚŽĂůů͛ŝŶĨĂƌƚŽƐƵďŝƚŽ͘ŝĐŽŶƐĞŐƵĞŶǌĂ͕ĞŶƚƌĂŵďŝŝƚƌĂƚƚĂŵĞŶƚŝ
risultano efficaci. È possibile averne conferma anche conducendo un test t di Student per 
dati appaiati. Prima di condurre questo test vale la pena osservare che i dati raccolti hanno 
una distribuzione asimmetrica (si vedano i boxplot riportati in Figura 4.1 e in Figura 4.2). 
YƵĞƐƚĂĐĂƌĂƚƚĞƌŝƐƚŝĐĂğŝŶĐŽŶƚƌĂƐƚŽĐŽŶů͛ŝƉŽƚĞƐŝĂůůĂďĂƐĞĚĞůƚest che provengano da una 
popolazione normale, tuttavia, in modo coerente con quanto avviene in letteratura (Piron 
et  al.,  2010),  si  assume  ugualmente  la  normalità  per  questi  dati.  Ad  ogni  modo,  le 
conclusioni  a  cui  conduce  il  test  t  di  Student  sono  le  stesse  a  cui  porta  il  test  non 
parametrico  di  Wilcoxon,  che  non  richiede di  assumere  che  i  dati  provengano  da  una 
distribuzione normale. In questo caso il valore osservato della statistica test t di Student e 
il corrispondente p-value, sono riportati in Tabella 4.3.   
 
Trattamento  Staistica t  p-value  Statistica W  p-value 
Realtà virtuale  -11.3671  < 0.0001  897.5  < 0.0001 
Tradizionale  -6.0936  < 0.0001  453  < 0.0001 
TABELLA 4.3. Statistiche test t di Student e di Wilcoxon e p-value ad esse associato. 
 
Volendo confrontare i due tipi di trattamento (si veda la Tabella 4.4), il test t di Student 
permette di concludere che la capacità motoria dei pazienti sottoposti al trattamento con 
realtà virtuale è in media più elevata, dopo la terapia, rispetto a quella dei pazienti di 
controllo. Tuttavia, il medesimo test porta ad affermare che anche prima della terapia 36 
 
ƌŝĂďŝůŝƚĂƚŝǀĂĐ͛ğƵŶĂĚŝĨĨĞƌĞŶǌĂŝŶŵĞĚŝĂŶĞůůĂĐĂƉĂĐŝƚăŵŽƚŽƌŝĂĚĞŝƉĂǌŝĞŶƚŝĂƉƉĂƌƚĞŶĞŶƚŝĂŝ
due sottocampioni e questo aspetto può falsare il confronto tra i due trattamenti. 
 
Tempo  Statistica t  p-value  Statistica W  p-value 
Pre-trattamento  3.4697  0.0003  18475  < 0.0001 
Post-trattamento  4.2835  < 0.0001  19335.5  < 0.0001 
TABELLA 4.4. Statistiche test t di Student e di Wilcoxon e p-value ad esse associato. 
 
Di conseguenza, non ci si può basare esclusivamente su una analisi di questo tipo per 
affermare che il trattamento più innovativo è migliore rispetto a quello tradizionale. In 
questo caso è più utile considerare la media delle differenze tra le misurazioni effettuate 
prima e dopo la terapia, per avere una idea più chiara riguardo tale aspetto. La Tabella 4.5 
riporta questi valori. 
 
Trattamento  Media (sd) delle differenze 
 Realtà virtuale  7.54 (10.76) 
Tradizionale  6.99 (12.20) 
TABELLA 4.5. Media (e sd) delle differenze tra le misurazioni della variabile FIM effettuate prima e 
dopo ciascun trattamento. 
 
Effettivamente, nel gruppo sottoposto al trattamento con realtà virtuale si ha in media un 
miglioramento più elevato rispetto al gruppo di pazienti di controllo. Tuttavia, da un punto 
di vista inferenziale, il test t di Student non evidenzia una differenza significativa tra queste 
ŵĞĚŝĞ͘ƚĂůĞƉƌŽƉŽƐŝƚŽ͕ƐŝŶŽƚŝů͛ĞůĞǀĂƚŽǀĂůŽƌĞĚĞůp-value associato alla statistica test t di 
Student riportato in Tabella 4.6. 
 
Statistica t  p-value  Statistica W  p-value 
0.4141  0.3396  15890  0.1422 
 TABELLA 4.6. Statistiche test t di Student e di Wilcoxon e p-value ad esse associato. 
 37 
 
È  possibile  effettuare  un  ulteriore  confronto  tra  i  due  tipi  di  trattamento  facendo 
riferimento al grafico ĚŝĚŝƐƉĞƌƐŝŽŶĞƌĞůĂƚŝǀŽĂůů͛analisi della covarianza, riportato in Figura 
4.3. 
 
FIGURA 4.3. Analisi della covarianza. 
 
In tale grafico i punti chiari si riferiscono ai pazienti sottoposti al trattamento con realtà 
virtuale e quelli scuri ai pazienti sottoposti al trattamento tradizionale. Inoltre, la retta 
continua è quella di regressione nel caso in cui il trattamento adottato sia quello con realtà 
virtuale, mentre la retta tratteggiata è quella di regressione nel caso in cui il trattamento 
adottato sia quello tradizionale. Sulla base della posizione di queste due rette sembra che il 
trattamento con realtà virtuale dia risultati migliori rispetto a quello tradizionale, poiché la 
retta di regressione relativa ad esso si colloca più in alto rispetto alla sua controparte. In 
effetti,  si può affermare  che il trattamento ha un effetto  significativo (ߚ መ
ଶ ൌ െͺǤͷͷ, p-
valueൌ ͲǤͲͶ͵). 
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4.3 Il modello misto 
I dati da analizzare sono stati rilevati su un gruppo di pazienti che possono essere distinti in 
due sottocampioni sulla base del trattamento a cui sono stati sottoposti; pertanto, si è nel 
caso di campioni multipli. Il modello adatto per dati di questo tipo è quello presentato nel 
Paragrafo  2.3.  In  questo  caso,  la  variabile  trattamento  è  quella  che  permette  di 
suddividere il campione composto da 376 pazienti in due sottogruppi, a seconda che il 
soggetto sia stato sottoposto al trattamento con realtà virtuale o a quello tradizionale. 
Inoltre, la variabile FIM rappresenta la variabile risposta del modello e la variabile tempo 
ƋƵĞůůĂĐŚĞŝĚĞŶƚŝĨŝĐĂů͛ŝƐƚĂŶƚĞƚĞŵƉŽƌĂůĞĂĐƵŝƐŝƌŝĨĞƌŝƐĐĞĐŝĂƐĐƵna osservazione. 
Il modello che si è interessati a stimare è il seguente 
 
ݕ௛௜௝ ൌ ߚ଴ ൅ ߚଵݐ௝ ൅ ߚଶܶݎ௛ ൅ ߚଷݐ௝ܶݎ௛ ൅ ߛ௜ሺ௛ሻ ൅ ߝ௛௜௝ , 
ߛ௜ሺ௛ሻ̱ܰ൫Ͳǡߪఊ
ଶ൯ i.i.d. , 
ߝ௛௜௝̱ܰሺͲǡߪఌ
ଶሻ i.i.d. , 
 
con h=1,2, i=1͕͙͕ϯϳϲĞj=1,2. Le quantità ݐ௝, ܶݎ௛ e ݐ௝ܶݎ௛ sono rispettivamente le variabili 
tempo,  trattamento  e  tempo  ൈ  trattamento;  inoltre,  ߚ଴,  ߚଵ,  ߚଶ  e  ߚଷ 
rappresentano  i  coefficienti  di  regressione  legati  agli  effetti  fissi  delle  variabili  sopra 
elencate e ߛ௜ሺ௛ሻ ğů͛ĞĨĨĞƚƚŽĐĂƐƵĂůĞƌĞůĂƚŝǀŽĂůƐŽŐŐĞƚƚŽi-esimo appartenente al gruppo h-
esimo. Infine, ߝ௛௜௝ è il termine di errore. Quindi, oltre a un effetto fisso del tempo, del 
ƚƌĂƚƚĂŵĞŶƚŽĞĚĞůů͛ŝŶƚĞƌĂǌŝŽŶĞƚƌĂƋƵĞƐƚĞĚƵĞ ǀĂƌŝĂďŝůŝ͕ŝůŵŽĚĞůůŽƉƌĞǀĞĚĞƵŶ͛ŝŶƚĞƌĐĞƚƚĂ
ĐĂƐƵĂůĞŐĞŶĞƌĂƚĂĚĂůů͛ĞĨĨĞƚƚŽĐĂƐƵĂůĞŝŶƚƌŽĚŽƚƚŽĚĂůů͛i-esimo soggetto. 
Utilizzando la funzione lme di R è possibile ottenere una stima di tale modello. La sequenza 
di comandi e ů͛ŽƵƚƉƵƚ che si ottiene sono quelli riportati di seguito: 
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> fitted.model=lme(FIM~tempo*trattamento,random=~1|soggetto) 
> summary(fitted.model) 
Linear mixed-effects model fit by REML 
 Data: NULL  
       AIC      BIC    logLik 
  6137.634 6165.338 -3062.817 
 
Random effects: 
 Formula: ~1 | soggetto 
        (Intercept) Residual 
StdDev:     17.4298 7.924809 
 
Fixed effects: FIM ~ tempo * trattamento  
                      Value Std.Error  DF  t-value p-value 
(Intercept)       111.47895  2.969836 374 37.53707  0.0000 
tempo               8.08870  1.738360 374  4.65306  0.0000 
trattamento        -8.26603  2.153641 374 -3.83816  0.0001 
tempo:trattamento  -0.54877  1.260610 374 -0.43532  0.6636 
 Correlation:  
                  (Intr) tempo  trttmn 
tempo             -0.293               
trattamento       -0.943  0.276        
tempo:trattamento  0.276 -0.943 -0.293 
 
Standardized Within-Group Residuals: 
        Min          Q1         Med          Q3         Max  
-4.76642668 -0.31306819 -0.02218446  0.42553697  4.36661917  
 
Number of Observations: 752 
Number of Groups: 376 
 
 
ŽŵĞƐŝƉƵžŶŽƚĂƌĞ͕ŝůĐŽĞĨĨŝĐŝĞŶƚĞĚŝƌĞŐƌĞƐƐŝŽŶĞĂƐƐŽĐŝĂƚŽĂůů͛ŝŶƚĞƌĂǌŝŽŶĞƚƌĂůĂǀĂƌŝĂďŝůĞ
tempo e la variabile trattamento non è significativo; di conseguenza, è possibile escludere 
questa interazione dalla specificazione del modello (i.e. ߚଷ ൌ Ͳ) e il risultato che si ottiene, 
applicando nuovamente la funzione lme di R, è il seguente: 
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> fitted.model=lme(FIM~tempo+trattamento,random=~1|soggetto) 
> summary(fitted.model) 
Linear mixed-effects model fit by REML 
 Data: NULL  
       AIC      BIC    logLik 
  6138.124 6161.217 -3064.062 
 
Random effects: 
 Formula: ~1 | soggetto 
        (Intercept) Residual 
StdDev:    17.43175  7.91624 
 
Fixed effects: FIM ~ tempo + trattamento  
                Value Std.Error  DF  t-value p-value 
(Intercept) 111.83580 2.8544326 375 39.17970       0 
tempo         7.37500 0.5773511 375 12.77386       0 
trattamento  -8.54041 2.0593413 374 -4.14716       0 
 Correlation:  
            (Intr) tempo  
tempo       -0.101        
trattamento -0.938  0.000 
 
Standardized Within-Group Residuals: 
         Min           Q1          Med           Q3          Max  
-4.781171943 -0.307087456 -0.008383855  0.424135994  4.347483413  
 
Number of Observations: 752 
Number of Groups: 376 
 
Questa volta tutti i coefficienti legati agli effetti fissi sono significativi e il modello stimato è 
 
ݕ ො ൌ ͳͳͳǤͺͶ ൅ ͹Ǥ͵ͺݐ െ ͺǤͷͶܶݎ 
ߪఊ
ଶ ൌ ሺͳ͹ǤͶ͵ሻଶ 
ߪఌ
ଶ ൌ ሺ͹Ǥͻʹሻଶ. 
 
Tale modello mette in evidenza un effetto fisso della variabile tempo pari a ߚ መ
ଵ ൌ ͹Ǥ͵ͺ e 
un  effetto  fisso  della  variabile  trattamento  pari  a  ߚ መ
ଶ ൌ െͺǤͷͶ;  il  valore  di  questi 
coefficienti  rappresenta  rispettivamente  la  differenza  (in  valore  assoluto)  tra  il  livello 
medio della variabile FIM prima e dopo ciascun trattamento, e la differenza tra il livello 
medio della variabile FIM nei due sottogruppi di pazienti in corrispondenza di un certo 
istante temporale. Il livello medio della variabile FIM ƉĞƌů͛ŝŶƚĞƌĂƉŽƉŽůĂǌŝŽŶĞğƐƚŝŵĂƚŽ
ĚĂůů͛ŝŶƚĞƌĐĞƚƚĂĞĚğƉĂƌŝĂߚ መ
଴ ൌ ͳͳͳǤͺͶ. 41 
 
Essendo interessati a valutare se ci sono differenze in media nella capacità motoria dei 
pazienti tra prima e dopo la terapia riabilitativa e se la variabile trattamento influenza i 
ƌŝƐƵůƚĂƚŝ ŽƚƚĞŶƵƚŝ͕ ƉŽƐƐŝĂŵŽ ƌŝĐŽƌƌĞƌĞ Ăůů͛EKs ƉĞƌ ŵŝƐƵƌĞ ƌŝƉĞƚƵƚĞ͘ >Ă ƐĞƋƵĞŶǌĂ Ěŝ
comanĚŝƉĞƌŽƚƚĞŶĞƌĞůĂƚĂďĞůůĂEKsƉĞƌŵŝƐƵƌĞƌŝƉĞƚƵƚĞĞů͛output risultante, sono 
riportati di seguito: 
 
> fitted.model=lme(FIM~tempo+trattamento,random=~1|soggetto) 
> aov.fitted=aov(fitted.model) 
> summary(aov.fitted) 
             Df Sum Sq Mean Sq F value    Pr(>F)     
tempo         1  10225 10225.4  27.929 1.652e-07 *** 
trattamento   1  11530 11530.1  31.492 2.820e-08 *** 
Residuals   749 274229   366.1                       
--- 
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Osservando i vĂůŽƌŝƌŝƉŽƌƚĂƚŝŶĞůů͛ŽƵƚƉƵƚ͕ƐŝƉƵžĂĨĨĞƌŵĂƌĞĐŚĞĐ͛ğƵŶĂĚŝĨĨĞƌĞŶǌĂŝŶŵĞĚŝĂ
nella capacità motoria dei pazienti tra prima e dopo il periodo di riabilitazione. Infatti, il 
valore molto piccolo del p-value nella prima riga della tabella ANOVA, porta a rifiutare 
ů͛ŝƉŽƚĞƐŝŶƵůůĂĐŚĞůĂŵĞĚŝĂĚĞůůĂǀĂƌŝĂďŝůĞƌŝƐƉŽƐƚĂFIM sia uguale in corrispondenza dei 
due istanti temporali. Al tempo stesso, si può affermare che la variabile risposta presenta 
una differenza in media nei due sottogruppi, a seconda del trattamento a cui i pazienti 
sono stati sottoposti. Come in precedenza, anche in questo caso il valore del p-value è 
ŵŽůƚŽƉŝĐĐŽůŽĞƉŽƌƚĂĂƌŝĨŝƵƚĂƌĞů͛ŝƉŽƚĞƐŝŶƵůůĂĚŝƵŐƵĂŐůŝĂŶǌĂĚĞůůĞŵĞĚŝĞ͘ 
Per verificare se il modello stimato è adeguato, è possibile condurre ů͛ĂŶĂůŝƐŝĚĞŝƌĞƐŝĚƵŝ͘
Due grafici diagnostici basati sui  residui standardizzati sono  riportati in Figura 4.4 e  in 
Figura 4.5.  42 
 
 
FIGURA 4.4. Grafico dei residui standardizzati rispetto ai valori predetti. 
 
FIGURA 4.5. Grafico quantile-quantile per i residui standardizzati. 43 
 
Dal grafico in Figura 4.4 si evince che i residui hanno media nulla; tuttavia, ů͛ŝƉŽƚĞƐŝĚŝ
omoschedasticità  non  sembra  soddisfatta,  poiché  la  variabilità  non  appare  costante. 
Questo aspetto, però, è coerente con la natura della variabile FIM, che costituisce una 
scala di autosufficienza e pertanto è auspicabile che tutti i pazienti, ultimata la terapia, 
presentino  valori  elevati  di  questa  variabile  e  conseguentemente  ci  sia  una 
͞ĐŽŶĐĞŶƚƌĂǌŝŽŶĞ͟ Ěŝ ǀĂůŽƌŝ ƐƵůůĂ  coda.  Inoltre,  i  pazienti  con  un  valore  elevato  di  FIM 
all'inizio della terapia, è naturale che presentino un valore elevato di FIM anche al termine 
ĚŝƋƵĞƐƚ͛ƵůƚŝŵĂ. Osservando il grafico quantile-quantile riportato in Figura 4.5, si notano 
allontanamenti sistematici nelle code dalla retta di riferimento. Anche il test di Shapiro-
tŝůŬ ƌŝĨŝƵƚĂ ů͛ŝƉŽƚĞƐŝ ŶƵůůĂ  (SWൌ0.9033,  p-value൏0.0001)  che  i  residui  siano  distribuiti 
normalmente.  Tale  scostamento  dalle  ipotesi  del  modello  potrebbe  essere  dovuto  alla 
presenza di alcuni valori anomali; tuttavia, poichè lo scopo di questa tesi è esclusivamente 
quello di illustrare una applicazione di tale modello, non ci si soffermerà su questo aspetto. 
 
4.4 Conclusioni 
 ^ĐŽƉŽĚĞůů͛ĂŶĂůŝƐŝĂƉƉĞŶĂĐŽŶĚŽƚƚĂğŝŶŶĂŶǌŝƚƵƚƚŽŝůůƵƐƚƌĂƌĞƵŶĂĂƉƉůŝĐĂǌŝŽŶĞĚĞůmodello 
ůŝŶĞĂƌĞŵŝƐƚŽĞĚĞůů͛ĂŶĂůŝƐŝĚĞůůĂǀĂƌŝĂŶǌĂƉĞƌŵŝƐƵƌĞƌŝƉĞƚƵƚĞ͘/ŶƉĂƌƚŝĐŽůĂƌĞ͕ŶĞůů͛ĂŵďŝƚŽĚŝ
questo caso di studio, si era interessati  a determinare se i trattamenti a cui i pazienti erano 
sottoposti,  risultassero  efficaci  al  fine  di  garantire  un  recupero della  capacità  motoria. 
>͛ĂŶĂůŝƐŝĞƐƉůŽƌĂƚŝǀĂ͕ďĂƐĂƚĂƉƌĞǀĂůĞŶƚĞŵĞŶƚĞƐƵƐƚĂƚŝƐƚŝĐŚĞĚĞƐĐƌŝƚƚŝǀĞ͕ĐŽŶŐŝƵŶƚĂŵĞŶƚĞĂ
ƋƵĞůůĂ ŝŶĨĞƌĞŶǌŝĂůĞ͕ ďĂƐĂƚĂ ƐƵůůĂ ƐƚŝŵĂ Ěŝ ƵŶ ŵŽĚĞůůŽ ŵŝƐƚŽ Ğ ƐƵůů͛EKs ƉĞƌ ŵŝƐƵƌĞ
ripetute,  hanno  permesso  di  concludere  che  entrambi  i  trattamenti  risultano  efficaci, 
consentendo ai pazienti di recuperare buona parte della loro capacità motoria durante la 
ƌŝĂďŝůŝƚĂǌŝŽŶĞ͘>ĞĂŶĂůŝƐŝďĂƐĂƚĞƐƵůů͛EKsƉĞƌŵŝƐƵƌĞƌŝƉĞƚƵƚĞĐŽŶĨĞƌŵĂŶŽĐŚĞĐ͛ğƵŶĂ
differenza in media tra istanti temporali distinti, e quelle esplorative evidenziano che la 
variabile  FIM  assume  mediamente  valori  più  elevati  dopo  che  il  paziente  è  stato 
ƐŽƚƚŽƉŽƐƚŽĂůƚƌĂƚƚĂŵĞŶƚŽ͘sŽůĞŶĚŽĐŽŶĨƌŽŶƚĂƌĞŝĚƵĞƚŝƉŝĚŝƚƌĂƚƚĂŵĞŶƚŽ͕ů͛ĂŶĂůŝƐŝĚĞůůĂ
varianza  consente di stabilire  che  il valor medio della variabile  FIM è  diverso nei due 
ƐŽƚƚŽŐƌƵƉƉŝ͕ĞƉĞƌƚĂŶƚŽů͛ĞĨĨĞƚƚŽĚĞŝĚƵĞƚƌĂƚƚĂŵĞŶƚŝğĚŝǀĞƌƐŽ͘/ŶƉĂƌƚŝĐŽůĂƌĞ͕ůĞĂŶĂůŝƐŝ44 
 
esplorative basate sulle differenze dei valori osservati nei due istanti temporali considerati, 
suggerisconŽĐŚĞŝůƚƌĂƚƚĂŵĞŶƚŽƉŝƶŝŶŶŽǀĂƚŝǀŽĐŚĞƌŝĐŽƌƌĞĂůů͛ŝŵƉŝĞŐŽĚĞůůĂƌĞĂůƚăǀŝƌƚƵĂůĞ
produce risultati migliori, e quindi è preferibile a quello tradizionale.  
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APPENDICE A 
La covarianza tra le osservazioni ݕ௜௝ e ݕ௜ᇱ௝ᇱ può essere espressa nel modo seguente 
Cov(ݕ௜௝, ݕ௜ᇲ௝ᇲ)=ൣ൫ݕ௜௝ െ ߤ௜௝൯൫ݕ௜ᇱ௝ᇱ െ ߤ௜ᇱ௝ᇱ൯൧ 
=ሾሺߨ௜௝ ൅ ݁௜௝ሻሺߨ௜ᇱ௝ᇱ ൅ ݁௜ᇱ௝ᇱሻሿ 
=ሾߨ௜௝ߨ௜ᇱ௝ᇱ ൅ ߨ௜௝݁௜ᇱ௝ᇱ ൅ ߨ௜ᇱ௝ᇱ݁௜௝ ൅ ݁௜௝݁௜ᇱ௝ᇱሿ. 
A questo punto, per prima cosa si osservi che 
ൣߨ௜௝ߨ௜ᇱ௝ᇱ൧ ൌ ቊ
൫ߨ௜௝൯݅ ൌ ݅ᇱǡ݆ ൌ ݆Ԣ
൫ߨ௜௝ǡߨ௜ᇱ௝ᇱ൯
 . 
Poiché 
ൣߨ௜௝ߨ௜ᇱ௝ᇱ൧ ൌ ቐ
ߪగ௝
ଶ ݅ ൌ ݅ᇱǡ݆ ൌ ݆Ԣ
ߪగ௝௝ᇱ݅ ൌ ݅ᇱǡ݆ ് ݆Ԣ
Ͳ݅ ് ݅Ԣ
 , 
allora ൣߨ௜௝ߨ௜ᇱ௝ᇱ൧ ൌ ߜ௜௜ᇱߪగ௝௝ᇱ , dove 
ߜ௜௜ᇱ ൌ ቄ ͳ݅ ൌ ݅Ԣ
Ͳ
  
e ߪగ௝௝ ൌ ߪగ௝
ଶ . 
Inoltre, poiché  
൫ߨ௜௝ǡ݁௜ᇲ௝ᇲ൯ ൌ Ͳ׊݅ǡ݆ǡ݅ᇱǡ݆Ԣ, 
si ha che 
ൣߨ௜௝݁௜ᇱ௝ᇱ൧ ൌ Ͳ, ܧൣߨ௜ᇲ௝ᇲ݁௜௝൧ ൌ Ͳ. 
Infine 
ൣ݁௜௝݁௜ᇱ௝ᇱ൧ ൌ ቊ
൫݁௜௝൯݅ ൌ ݅ᇱǡ݆ ൌ ݆Ԣ
൫݁௜௝ǡ݁௜ᇱ௝ᇱ൯
 , 46 
 
così che 
ൣ݁௜௝݁௜ᇱ௝ᇱ൧ ൌ ൜ߪ௘௝
ଶ ݅ ൌ ݅ᇱǡ݆ ൌ ݆Ԣ
Ͳ
 . 
YƵĞƐƚ͛ƵůƚŝŵĂĞƐƉƌĞƐƐŝŽŶĞƉƵžĞƐƐĞƌĞƌŝƐĐritta come segue: 
ൣ݁௜௝݁௜ᇱ௝ᇱ൧ ൌ ߜ௜௜ᇱߜ௝௝ᇱߪ௘௝
ଶ . 
Dunque 
Cov(ݕ௜௝, ݕ௜ᇱ௝ᇱ)=ߜ௜௜ᇱߪగ௝௝ᇱ+ߜ௜௜ᇱߜ௝௝ᇱߪ௘௝
ଶ  
=ߜ௜௜ᇱሺߪగ௝௝ᇱ+ߜ௝௝ᇱߪ௘௝
ଶ ). 
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APPENDICE B 
Scheffé (19ϱϵͿĨŽƌŶŝƐĐĞƵŶŵŽĚĞůůŽĂůƚĞƌŶĂƚŝǀŽĂƋƵĞůůŽƵƐƵĂůĞ͕ŶĞůů͛ĂŵďŝƚŽĚĞůů͛ĂŶĂůŝƐŝĚĞůůĂ
varianza per misure ripetute a un campione. Questo modello può essere specificato come 
ݕ௜௝ ൌ ߤ ൅ ߨ௜ ൅ ߬௝ ൅ ݁௜௝ǡ 
per ݅ ൌ ͳǡǥǡ݊ e ݆ ൌ ͳǡǥǡݐ, dove ݕ௜௝, ʅ, ߬௝ sono definiti come nel Capitolo 2. La differenza 
tra i due modelli sta nel modo in cui è definito il termine di errore ݁௜௝. Ora, la componente 
ĞƌƌĂƚŝĐĂĐĂƐƵĂůĞŝŶĐůƵĚĞƐŝĂů͛ĞƌƌŽƌĞĚŝŵŝƐƵƌĂǌŝŽŶĞĐŚĞů͛ŝŶƚĞƌĂǌŝŽŶĞƚƌĂƐŽŐŐĞƚƚŽĞƚĞŵƉŽ͘
Scheffé assume che le componenti ߨ௜ e ߨ௝ seguano una distribuzione normale multivariata. 
Una differenza importante nel modello di Scheffé è che Cov(݁௜௝ǡ݁௜௝ᇱ)്0 e Cov(ߨ௜ǡ݁௜௝)്0. In 
ogni  caso,  a  condizione  che  certe  assunzioni  sŝĂŶŽ ƐŽĚĚŝƐĨĂƚƚĞ͕ ů͛ĂŶĂůŝƐŝ ĐŽŶĚƵĐĞ Ăŝ
medesimi risultati indipendentemente dal modello adottato. 
Adottando come modello di riferimento quello proposto da Scheffé, la tabella ANOVA per 
misure ripetute è quella riportata nella Tabella B.1. 
Fonte  SS  df  E[MS] 
Tempo  ்ܵܵ  t-1  ߪ௘
ଶ ൅ ߪ்ൈௌ
ଶ ൅ ݊ߪఛ
ଶ 
Soggetto  ܵܵௌ  n-1  ߪ௘
ଶ ൅ ݐߪగ
ଶ 
Tempo x Soggetto  ்ܵܵௌ  (n-1)(t-1)  ߪ௘
ଶ ൅ ߪ்ൈௌ
ଶ  
d>>͘ϭ͘^ŽŵŵĞĚĞŝƋƵĂĚƌĂƚŝ͕ŐƌĂĚŝĚŝůŝďĞƌƚăĞŵĞĚŝĞƋƵĂĚƌĂƚŝĐŚĞĂƚƚĞƐĞƉĞƌů͛EKs per 
misure ripetute a un campione, basata sul modello proposto da Scheffé.  
 
La Tabella B.1 mostra le somme dei quadrati, i gradi di libertà e le medie quadratiche 
attese per ogni fonte di variabilità presente nel modello di Scheffé. Le somme dei quadrati 
்ܵܵ e ܵܵௌ sono calcolate nello stesso modo in cui vengono computate nel modello usuale, 
sulla  base  delle  equazioni  riportate  nel  Paragrafo  2.2.  La  somma  dei  quadrati 
tempo/trattamento ൈ soggetto ்ܵܵௌ è calcolata come la somma dei quadrati dei residui, 
secondo la formula riportata sempre nel Paragrafo 2.2.  
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La statistica 
ܨ ൌ
ܯ்ܵ
ܯ்ܵௌ
ǡ 
dove 
ܯ்ܵௌ ൌ
்ܵܵௌ
ሺ݊ െ ͳሻሺݐ െ ͳሻ
ǡ 
ƚĞƐƚĂů͛ŝƉŽƚĞƐŝŶƵůůĂĐŚĞůĞŵĞĚŝĞƐŝĂŶŽƵŐƵĂůŝŝŶĐŽƌƌŝƐƉŽŶĚĞŶǌĂĚŝŽŐŶŝŝƐƚĂŶƚĞƚĞŵƉŽƌĂůĞ͘ 
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