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“Marco Polo descreve uma ponte, pe-
dra por pedra.
− Mas qual é a pedra que sustenta a
ponte? − pergunta Kublai Khan.
− A ponte não é sustentada por
esta ou por aquela pedra − responde
Marco −, mas pela curva do arco que
estas formam.
Kublai Khan permanece em silêncio,
refletindo. Depois acrescenta:
− Por quê falar das pedras? Só o arco
me interessa.
Polo responde:
− Sem pedras o arco não existe.”
Resumo
O objetivo realizado por essa dissertação foi avaliar o impacto do tratamento de separação
de dados para a estimativa do coeficiente de difusão/dispersão para problemas ecológicos e
epidemiológicos. Em um trabalho anterior, foi desenvolvido e validado um método para a esti-
mativa do coeficiente de difusão, considerando que havia apenas um foco de eventos relevantes.
A validação de tal método lançou mão de técnicas de simulação de dados de caráter difusivo.
No presente trabalho, como exemplo, é estudado o caso em que os eventos possuem dois focos
de eventos, geograficamente separados. Dois experimentos distintos, no tocante à geração de
dados, foram realizados e detalhadamente estudados, utilizando o algoritmo de clusterização
K-means. Ao final, é feita uma aplicação prática, a gripe aviária na Nigéria, utilizando dois
algoritmos de clusterização distintos para lidar com dados em latitude e longitude.
Palavras-chave: Coeficiente de Difusão, Problemas Ecológicos, Estimativa de Parâmetros,
Data clustering.
Abstract
The main goal attained by this work is to evaluate the impact of a data clustering treatment
on the diffusion/dispersal coefficient estimation for ecological and epidemiological problems. In
a previous work, a method for the estimation of the diffusion coefficient was created and valida-
ted, but only for cases with a single source of the relevant event. In that paper, the validation
of this presented method relies on data simulation techniques to generate diffusive data. As an
example, this work undertakes the study of a case in which there are two different sources of
events, geographically separated. The data clustering algorithm applied to the simulated data
was the K-means, and two distinct computational experiments were developed and carefully
analyzed. As a case study, a practical application is approached by the situation of H5N1
spread in Nigeria, according to The World Organization for Animal Health (OIE) Data, using
two distinct data clustering algorithms to deal with latitude and longitude data.
Keywords: Diffusion Coefficient, Ecological Problems, Parameter Estimation, Data clus-
tering.
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Capítulo 1
Introdução
Souza [1], em sua tese de Doutorado, desenvolveu ummétodo para a estimativa do coeficiente
de difusão para problemas ecológicos. A especificidade da classe de problemas à qual o método
se destina se deve às particularidades dos dados de tal área. As hipóteses a serem tomadas, para
que o modelo seja coerente com a realidade, são distintas dos demais problemas de difusão, de
outras áreas. Em modelos difusivos nos quais as partículas são moléculas, ou alguma substância
química, supõe-se que o processo difusivo decorre da aleatoriedade do movimento. Nesse caso,
tem-se como hipótese que não há interação entre as partículas; assim, o movimento de uma
única partícula não depende do movimento de outras. Em problemas ecológicos, muitas vezes
o processo difusivo pode ser decorrente da interação entre partículas. Nesse caso, trata-se por
partículas o objeto de estudo, que pode vir a ser indivíduos.
Outra particularidade da área de interesse se encontra na maneira de se coletar informações.
Quando o objeto de estudo é de nível molecular é possível observar o processo de forma con-
trolada. Através de equipamentos, cria-se um sistema isolado do mundo e o objeto de estudo
é manipulável. No entanto, para problemas ecológicos, obter informações pode ser uma tarefa
árdua. É laborioso delimitar o sistema a qual o objeto de estudo pertence e, desta maneira,
conseguir coletar informações que sejam confiáveis. E, também, ao resgistrar ocorrências de
interesse, nada impede que hajam informações perdidas ou ocultas, impossibilitando o conhe-
cimento completo acerca do processo difusivo.
Em [1], a geração de dados, com um coeficiente de difusão supostamente conhecido, foi tão
relevante quanto o próprio desenvolvimento do método. Desta forma, decorrente da dificuldade
de obtenção de dados confiáveis originados de processos difusivos em problemas ecológicos,
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Souza [1], optou por simular tais dados para a devida validação do método. Tal abordagem
considerou a existência de apenas uma fonte de eventos de interesse.
No entanto, para o caso de dados reais, pode ter ocorrido mais de uma fonte de eventos. A
ocorrência ou não de mais de uma fonte pode ser avaliada visualmente. E, caso a distribuição
dos eventos não esteja claramente separada para se observar o número de focos, é possível
estimar o coeficiente de difusão para diversas clusterizações. A pertença atribuída aos dados
não é única e independente, necessita da interpretação do espectador que estuda o processo.
Desta forma, o objetivo do presente trabalho é avaliar o impacto de se considerar de multiplas
fontes na recuperação do coeficiente de difusão original por trás de cada processo. Além disso,
avaliar como o tratamento dos dados via clusterização de acordo com sua posição espacial pode
melhorar tais estimativas via método desenvolvido por [1].
No Capítulo 2 deste trabalho é feita uma revisão metodológica do aparato matemático
desenvolvido em [1], é descrito o método de recuperação do coeficiente de difusão e sua contex-
tualização, ou seja, as hipóteses a serem adotadas. Em seguida, é descrita a geração de dados
sabidamente difusivos. A partir da solução numérica de um PVIC de interesse constrói-se uma
função de distribuição acumulada, que é utilizada no Método da Transformada Inversa para a
obtenção de eventos, cujo coeficiente de difusão é conhecido. Também são feitas considerações
acerca dos parâmetros e tratamentos de dados, de forma que os dados gerados sejam verossímeis
com relação à classe de problemas que simulam.
No Capítulo 3, define-se data clustering e são feitas considerações com relação à escolha
do número de partições para problemas reais. Também é definido e caracterizado o algoritmo
K-means, utilizado para a avaliação do impacto do tratamento de separação de dados. Tal
algoritmo separa dados unidimensionais com relação à métrica Euclidiana. No entanto, para
lidar com dados de entrada de latitude e longitude, são estudados um algoritmo de clusterização
desenvolvido por Souza e outro K-means modificado.
No Capítulo 4, são descritos os ensaios numéricos que visaram avaliar a relevância do trata-
mento via clusterização para a estimativa do coeficiente de difusão. Para atingir esse objetivo,
foram construídos dois experimentos distintos no tocante à geração de dados. No Primeiro
Experimento, também é analisada a influência da inicialização aleatória ou fixa do centro do
cluster para o algoritmo K-means. Já no Segundo Experimento, analisa-se paralelamente ao
impacto da clusterização na estimativa do coeficiente, a aleatoriedade da ocorrência de eventos.
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No final desse capítulo, há um experimento para analisar a relação entre o número de eventos
e o intervalo máximo entre eventos sucessivos para o cálculo do coeficiente.
No Capítulo 5, é feita uma aplicação da técnica de separação dos dados para a recuperação
do coeficiente de difusão para o espalhamento do risco de contágio do vírus H5N1 na Nigéria.
Os dados de entrada se encontram no formato dia, latitude e longitude, foram retirados de The
World Organisation for Animal Health e se encontram no Anexo 5.1. Observou-se que haviam
dois eventos iniciais em locais distintos; porém, por se encontrarem geograficamente próximos
um do outro, descartou-se a hipótese de que sejam focos de surtos distintos. O coeficiente
de difusão foi estimado para os dados originais considerando cada um desses eventos iniciais
como foco de cada vez. Os algoritmos de clusterização foram aplicados para serem obtidas duas
partições dos dados originais, pois visualmente, dois parecia uma boa escolha de clusters. Em
seguida, o coeficiente de difusão foi estimado para cada cepa obtida.
No Capítulo 6, são expostas as respostas alcançadas através desse trabalho; Os resultados
foram positivos, o tratamento de separação de dados é de fato relevante para obter estimativas
fidedígnas para o coeficiente de difusão. Além disso, também são observadas possíveis maneiras
de se melhorar os resultados e fatores a serem considerados, em trabalhos futuros.
No Anexo se encontram os códigos que foram desenvolvidos Souza [1] através do software
Matlab, com as adaptações feitas para o presente trabalho. Também se encontram os algoritmos
de clusterização e rotinas auxiliares, em Matlab.
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Capítulo 2
Revisão Metodológica
Nesta seção, é realizada uma revisão metodológica de acordo com a tese de Doutorado de
Souza [1]. É descrito o desenvolvimento do método para a estimativa do coeficiente de difusão
e, também, a técnica para sua devida validação.
Previamente, se faz indispensável definir e contextualizar alguns termos utilizados em [1] e
que serão aqui também empregados:
∙ Evento: representa cada par espaço e tempo obtido através das simulações;
∙ Amostra: é um conjunto de eventos;
∙ Cenário: é um conjunto de amostras com o mesmo coeficiente de difusão.
∙ Foco: representa a localização do primeiro evento ocorrido.
O termo evento é conhecido no contexto probabilístico por ser o resultado de um experimento
aleatório. O emprego de tal termo em [1] será esclarecido à medida que o leitor se inteire da
técnica utilizada para a simulação de dados difusivos. Nesse trabalho, esse termo também é
tulizado para designar o registro de uma ocorrência no mundo real. Percebe-se que há uma
relação em ambos os casos, tendo em vista que o objetivo da simulação é obter dados verossímeis
aos registrados em problemas reais.
O termo foco, no contexto de modelagem através de Equações Diferenciais Parciais, se rala-
ciona com a condição inicial adotada no problema. Em problemas reais, o foco é a localização
da primeira ocorrência do evento de interesse. Por exemplo, no caso de estudo epidemiológico,
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o foco está relacionado com o primeiro indivíduo infectado por um vírus, a partir do qual será
observado o processo difusivo.
Na tese de Doutorado de Souza [1], foi desenvolvido e validado um método para a recupe-
ração do coeficiente de difusão para problemas ecológicos para o caso em que havia apenas um
foco de eventos. Tal método pode ser aplicado a conjuntos de dados reais de caráter puramente
difusivo, isto é, casos em que o espalhamento devido à velocidade de transporte seja inexis-
tente ou desprezível. Com o intuito de validar tal técnica, foi preciso testá-la em um conjunto
pertinente de dados . Para isso, em [1], foram construídas ferramentas computacionais que
possibilitassem a geração de tais dados, para a validação do método de obtenção do coeficiente
de difusão.
No presente trabalho, colocam-se as seguintes questões: e se os dados em mãos foram
originados de dois ou mais focos? É possível aplicar o método desenvolvido em [1] a esses
dados tais como estão? Se não, qual o tratamento adequado para obter resultados fidedignos
nesse caso? Ou seja, almeja-se aqui estudar a relevância do tratamento de separação de dados
previamente à recuperação do coeficiente de difusão via técnica em [1]. Tal abordagem será
vista no próximo capítulo.
Nessa seção, será explicitada a construção da técnica desenvolvida por [1] para a geração de
dados de problemas difusivos. Para um coeficiente de difusão estabelecido, obtém-se a solução
numérica do Problema de Valor Inicial e de Contorno de interesse através da construção de base
de Elementos Finitos e discretização temporal via Método de Crank-Nicolson. E, a partir dessa
solução, constrói-se uma função de densidade de probabilidade conveniente, que é utilizada para
a geração dos dados desejados. Tais dados são utilizados para a recuperação do coeficiente de
difusão pela técnica de [1], como será descrito adiante.
2.1 Método para Estimativa do Coeficiente de Difusão
Nessa seção será descrita a modelagem matemática que motivou o desenvolvimento do
método de Souza para a estimativa do coeficiente de difusão para problemas ecológicos. É tido
como referência um modelo de difusão de uma concentração intra molecular e, então, adequa-se
o modelo às hipóteses acerca do problema ecológico.
Como enfatizado em [1], a necessidade do desenvolvimento de um método para estimativa
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do coeficiente de difusão específico para problemas ecológicos decorre da dificuldade em realizar
experimentos controlados nessa área. Em outras áreas com interesse no processo difusivo, tais
como física e química, as partículas são objetos micro na natureza, o que possibilita a estimativa
do coeficiente de difusão da concentração de interesse de maneira confiável.
Outro aspecto importante para o desenvolvimento do método de Souza foi quanto ao tipo
de informações disponíveis em problemas ecológicos. Muitas vezes, o que se tem são registros
de ocorrências, ou seja, dados do tipo tempo e espaço. Dessa forma, o método visou estimar o
coeficiente de difusão através de dados espaço-temporais.
Em [1], primeiramente, é feita uma revisão bibliográfica tendo como referência o livro de
Edelstein-Keshet [2]. Nesse caso, é estudado o tempo médio de trânsito de partículas proposto
por Hardt [3]. Observa-se que o tempo médio de trânsito de uma partícula é independente da
presença ou ausência de outras partículas, se não ocorre interação entre elas, assim, tal medida
pode ser calculada considerando o estado estacionário.
Para descrever os resultados de Hardt, são definidos os seguintes parâmetros:
∙ 𝑁 : o número total de partículas na região;
∙ 𝐹 : o número total de partículas entrando na região por unidade de tempo;
∙ 𝜆: taxa média de remoção de partículas da região;
∙ 𝜏 = 1/𝜆: tempo médio de permanência da partícula na região.
Caso as partículas entrem na região a uma taxa constante 𝐹 e sejam removidas em um fosso
com taxa constante 𝜆, a variação temporal do número de partículas na região será:
𝑑𝑁
𝑑𝑡
= taxa de entrada − taxa de saída
= 𝐹 − 𝜆𝑁
(2.1.1)
Tendo em vista o estado estacionário,
𝐹 = 𝜆𝑁 = 𝑁
𝜏
⇒ 𝜏 = 𝑁
𝐹
(2.1.2)
De acordo com o trabalho de Hardt, para problemas em que a concentração varia temporal-
mente, para encontrar o tempo médio de trânsito para a difusão, é suficiente abordar o estado
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estacionário. Dado um Problema de Valor Inicial e de Contorno e supondo que nenhuma inte-
ração ocorra, transforma-se em um Problema Valor de Contorno, cuja solução é a concentração
de partículas no espaço. O número total de partículas na região é dada por:
𝑁 =
∫︁
área ocupada
𝑐(𝑎) 𝑑𝑎 (2.1.3)
Nesse contexto, 𝐹 , será o fluxo diferencial vezes da área de entrada. Como citado em [1] e
também encontrado em [2], a extensão desse conceito para situações mais gerais é a chamada
“Lei de Fick”, que relaciona o fluxo devido ao movimento aleatório com o gradiente local de
concentração 𝑐:
J = −𝛼∇𝑐 (2.1.4)
Dessa forma, através da solução 𝑐 do 𝑃𝑉 𝐶 obtido, é possível obter uma expressão para o
fluxo difusivo 𝐽 . Se for considerada uma área de entrada 𝐴, tem-se:
𝐹 = 𝐽 𝐴 (2.1.5)
Considerando a equação (2.1.2), obtém-se através dessa abordagem uma relação entre o
tempo médio de trânsito 𝜏 e o coeficiente de difusão 𝛼 em (2.1.4).
Observa-se que a construção citada tem como hipótese a não interação entre as partículas.
No entanto, em problemas ecológicos, caso os indivíduos sejam considerados partículas, o espa-
lhamento de certo objeto de estudo pode depender da interação entre eles, como é o caso para
uma epizootia. Assim, os modelos matemáticos mais verossímeis provavelmente apresentam
termos de reação em sua formulação.
Como em [1], o modelo de partida é o descrito acima retirado de [2] e, então, hipóteses
diferentes são assumidas para se adequar ao problema ecológico. No caso de [2], as formulações
matemáticas têm como hipótese que não há interação entre partículas e que o sistema se
encontra no estado estacionário. Já para o modelo desenvolvido em [1], a hipótese adotada
é a de que o processo de difusão ocorre justamente devido à interação entre partículas. Em
problemas ecológicos, tal suposição é essencial para obter uma modelagem fidedigna, pois há
interação entre os indivíduos e a difusão decorre disso. Além disso, outra hipótese tomada
é a de que o sistema não tenha atingido um estado estacionário, pois o objetivo é observar
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a influência da difusão na concentração temporalmente. Ou ainda, observar como o domínio
espacial é preenchido pelos eventos de interesse a partir de um evento inicial.
Tendo em vista tais aspectos, pensando na construção do método de [1], para o caso unidi-
mensional, o número de partículas 𝑁 no tempo 𝑡 e 𝑥 no intervalo [𝑥0, 𝑥𝑓 ] será:
𝑁(𝑡) =
∫︁ 𝑥𝑓
𝑥0
𝑐(𝑥, 𝑡) 𝑑𝑥 (2.1.6)
A expressão para o fluxo para o caso unidimensional é:
𝐽(𝑥, 𝑡) = −𝛼 𝜕 𝑐
𝜕𝑥
(2.1.7)
Em seguida, em [1] observa-se que a variação temporal de 𝑁 , será o fluxo de entrada, nesse
problema exclusivamente em 𝑥𝑓 , menos o fluxo de saída, nesse problema exclusivamente em 𝑥0,
matematicamente,
𝑑𝑁
𝑑𝑡
= 𝐹 (𝑥𝑓 , 𝑡) − 𝐹 (𝑥0, 𝑡) (2.1.8)
Na qual 𝐹 (𝑥, 𝑡) = 𝐽(𝑥, 𝑡)𝐴𝑥, em que 𝐴𝑥, a área atravessada pelas partículas, no problema
unidimensional corresponde à altura da parede em 𝑥. Em [1] é utilizada a seguinte aproximação
para (2.1.8):
𝑁(𝑡𝑓 ) − 𝑁(𝑡0)
𝑡𝑓 − 𝑡0 = 𝐹 (𝑥𝑓 , 𝑡) − 𝐹 (𝑥0, 𝑡) (2.1.9)
Observe que, para solucionar as equações (2.1.6), (2.1.8) e (2.1.9), é preciso especificar a
função de concentração 𝑐(𝑥, 𝑡). Dada a dependência do conhecimento de 𝑐(𝑥, 𝑡), em [1], escreve-
se o problema através do 𝑃𝑉 𝐼 (2.1.10) que terá como solução (2.1.11).
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
𝜕𝑐
𝜕𝑡
= 𝛼 𝜕
2𝑐
𝜕𝑥2
𝑐(𝑥, 0) = 𝛿0(𝑥) ∀𝑥 ∈ R
(𝑥, 𝑡) ∈ R× (0,∞)
(2.1.10)
𝑐(𝑥, 𝑡) = 1√
4𝜋𝛼𝑡
exp
(︂−𝑥2
4𝛼𝑡
)︂
(2.1.11)
A função Delta de Dirac 𝛿0(𝑥) tomada como condição inicial de (2.1.10), indica que no
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tempo tomado como zero as partículas estão concentradas em 𝑥 = 0.
Agora, para obter 𝑁(𝑡) é neccessário integrar 𝑐(𝑥, 𝑡) no intervalo [𝑥0, 𝑥𝑓 ], tal como (2.1.6).
No entanto, a função em (2.1.11) não possui integral analítica, e o resultado pode ser expresso
apenas através de uma aproximação. A aproximação nesse caso é dada pela denotada Função
de Erro, definida por:
Erf(𝑥) =
∫︁ 𝑥
0
exp(−𝑠2) 𝑑𝑠 (2.1.12)
Doravante, em [1], é utilizada a aproximação através da Função de Erro para 𝑁 e 𝐹 e, ao
substituí-las em (2.1.9), é obtida a relação:
Erf
(︂
𝑥0
2
√
𝛼
√
𝑡0
)︂
− Erf
(︂
𝑥𝑓
2
√
𝛼
√
𝑡0
)︂
+ Erf
(︂
𝑥𝑓
2
√
𝛼
√
𝑡𝑓
)︂
− Erf
(︂
𝑥0
2
√
𝛼
√
𝑡𝑓
)︂
= 0 (2.1.13)
Vale ressaltar que, no modelo matemático, 𝑡0 representa o primeiro instante em que a
concentração é não nula e 𝑥0 é a localização de tal concentração. Isto é, o par (𝑥0, 𝑡0) representa
o local e o instante nos quais ocorre o primeiro evento, ou seja, o foco.
Tendo em vista a impossibilidade de abordagem analítica para Erf(𝑧), em [1], foi realizada
uma aproximação polinomial de segunda ordem via série de Taylor em torno do ponto 𝑧0, em
que 𝑧0 é dado por:
𝑧0(𝛼, 𝑡, ?˜?) =
?˜?
2
√
𝛼
√
𝑡
(2.1.14)
Escolheu-se 𝑧0 da forma (2.1.14) devido à forma dos termos da Função de Erro em (2.1.13).
Como descrito em [1], as escolha dos termos ?˜? e 𝑡, podem ser feitas independentemente: 𝑡 = 𝑡0
ou 𝑡𝑓 e ?˜? = 𝑥0 ou 𝑥𝑓 .
Após aplicar a aproximação polinomial para cada um dos termos de (2.1.13) em torno de
𝑧0 e fazer diversas manipulações algébricas, obtém-se:
𝑥(𝑥0, 𝑡0, 𝑡𝑓 , 𝛼, 𝑧0) = −𝑥0 +
√
𝛼
𝑧0
(2 + 4 𝑧20)(︁
1√
𝑡0
+ 1√
𝑡𝑓
)︁ (2.1.15)
Tal abordagem em [1] resultou em três opções para o ajuste. No presente trabalho foi utili-
zada apenas a opção que toma 𝑥(𝑋1, 𝑇1, 𝑡, 𝛼, 𝑧0(𝛼, 𝑇1, 𝑋1)), ou seja, 𝑡 = 𝑇1 e ?˜? = 𝑋1, o evento
mais próximo do foco. Na prática, é feita uma translação para que os eventos sejam represen-
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tados com relação ao foco, resultando em (𝑡0, 𝑥0) = (0, 0). Assim, (𝑇1, 𝑋1) é o evento mais
próximo de (𝑡0, 𝑥0) após a translação dos dados. O resultado para as manipulações algébricas
resulta na seguinte expressão:
(︁√︁
𝑇1 +
√
𝑡
)︁
𝑋1 𝑥 −
(︁√
𝑡 −
√︁
𝑇1
)︁
𝑋21 = 4𝑇1
√
𝑡 𝛼 (2.1.16)
Observa-se que a expressão (2.1.16) apresenta as variáveis 𝑡, 𝑥, 𝑇1, 𝑋1 e 𝛼. Como dito
anteriormente, 𝑇1 e 𝑋1 é o evento mais próximo do foco. Já os termos 𝑡 e 𝑥, serão os dados
utilizados no ajuste linear e 𝛼 é o parâmetro a ser obtido. O Método de Quadrados Mínimos,
que pode ser encontrado em [4], é aplicado na função de ajuste descrita da seguinte maneira:
𝛼 𝑓(𝑇1, 𝑡) = 𝑔(𝑇1, 𝑋1, 𝑡, 𝑥) (2.1.17)
Feitas tais considerações acerca do desenvolvimento do método de Souza para a estimativa
do coeficiente de difusão, na seção a seguir será descrita a técnica utilizada em [1] para a geração
dos dados.
2.2 A Geração de Dados
Como citado em [5], o termo “simulação” representa uma variedade de técnicas úteis com
o intuito de imitar as regras de um modelo. Isso ocorre frequentemente devido à complexidade
de se entender os processos do mundo real. Nesses casos, uma boa idéia é coletar algumas ca-
racterísticas principais de um processo para obter um modelo dos processos originais. Quando
modelos são descritos através de formulações matemáticas, e predições analíticas não são pos-
síveis ou dificultosas, então a simulação pode ser uma ferramenta relevante.
Ao formular um modelo matemático, há diversas características envolvidas, tais como com-
plexidade, custo computacional, dificuldade em obter informação, dentre outras. Assim, tão
importante quanto o resultado obtido através da modelagem, é a abordagem escolhida. É
preciso avaliar perante as ferramentas disponíveis qual a mais conveniente com relação às in-
formações disponíveis, ou seja, os dados.
Nesse sentido, a referência [6] pode ser amplificadora por contrapor as modelagens de-
terminística e estocástica de problemas epidemiológicos. Nessa abordagem, distribuições de
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probabilidade do número de suscetíveis e infectados são preferidos ao valor pontual do modelo
determinístico.
De acordo com Souza [1], a motivação para utilizar técnicas de simulação é a necessidade
de validação do método de recuperação do coeficiente de difusão, e a dificuldade em coletar
informações confiáveis. Outro fator importante é que, para a validação da técnica, espera-se
que os dados possam ser modelados através de equação de difusão.
Além disso, para informações coletadas referentes ao objeto de estudo ecológico, não é pos-
sível garantir que não houve dispersão devido a transporte. E, se de fato ocorreu o transporte,
como distinguir a influência da advecção da difusão? A despeito de se conhecer ou não a res-
peito da velocidade, o fato é que o método desenvolvido em [1] supõe que os dados disponíveis
possuem características puramente difusivas.
Desta forma, em [1] foi empregada uma técnica de simulação de dados a fim de validar
o método de recuperação do coeficiente de difusão. Como será descrito, a partir da solução
numérica sobre o domínio discretizado, foi construída uma função de densidade probabilidade, a
partir da qual obtém-se uma função de distribuição acumulada que, posteriormente, é utilizada
na geração de eventos através do Método da Transformada Inversa.
A seguir, serão explicitados de forma sucinta os conceitos utilizados por [1] para a simulação
de cenários difusivos.
2.2.1 O Problema de Valor Inicial e de Contorno
Tendo em vista o objetivo de validação do método de obtenção do coeficiente de difusão, em
[1], a princípio foi considerado o Problema de Valor Inicial e de Contorno abaixo. Para modelar
o problema ecológico com características predominantemente difusivas são feitas suposições
quanto às condições de contorno e parâmetros mais adequados no contexto biomatemático. O
𝑃𝑉 𝐼𝐶 de interesse, que modela o processo difusivo é dado por:
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
𝜕 𝑐(𝑥, 𝑡)
𝜕 𝑡
= 𝛼 𝜕
2 𝑐(𝑥, 𝑡)
𝜕 𝑥2
𝜕 𝑐(𝑥, 𝑡)
𝜕 𝑥
⃒⃒⃒⃒
𝑥=𝑥0
= 𝛽0
𝛼
𝑐(𝑥, 𝑡), ∀ 𝑡 ∈ (𝑡0, 𝑡𝑡]
𝜕 𝑐(𝑥, 𝑡)
𝜕 𝑥
⃒⃒⃒⃒
𝑥=𝑥𝑓
= 𝛽𝑓
𝛼
𝑐(𝑥, 𝑡), ∀ 𝑡 ∈ (𝑡0, 𝑡𝑡]
𝑐(𝑥, 𝑡0) = 𝑓(𝑥), ∀𝑥 ∈ Ω
(2.2.1)
A primeira equação em 2.2.1 é a equação diferencial parcial que modela o problema difusivo.
Aqui, o coeficiente de difusão 𝛼 é constante; a segunda equação representa a condição de
contorno de Robin para 𝑥 ∈ 𝜕Ω, em que 𝜕Ω = {𝑥0} ∪ {𝑥𝑓}, e 𝛽0 e 𝛽𝑓 são constantes referentes
às características de fluxo na fronteira; já a terceira equação, representa a condição inicial, que
no caso é descrita pela função 𝑓(𝑥) = exp(− (10𝑥)2). Observe que tal termo poderia ser uma
função 𝑓 = 𝑓(𝑥, 𝑡), ou ainda, 𝑓 = 𝑓(𝑥, 𝑡, 𝑐), como o é para modelos de dinâmica populacional
de Malthus, Lotka-Volterra ou Verhulst; veja [7] para exemplos.
Ainda com respeito à condição de contorno, é feita a seguinte análise. De acordo com [8],
condições de contorno de problemas ecológicos podem ser muito bem descritas de acordo com
o fluxo de indivíduos na fronteira. Nesse sentido, como descrito em [1], seja ?⃗? a componente
normal em 𝜕Ω e 𝐽 denotar o fluxo na fronteira, daí,
𝐽 · ?⃗? = 𝛽 𝑐 (2.2.2)
Em que
𝛽 = 𝛽0 𝛿0 + 𝛽𝑓 𝛿𝑓 (2.2.3)
Para 𝑥 = 𝑥0 ou 𝑥 = 𝑥𝑓 ,
- Se 𝛽 = 0 a condição é dita de Neumann e não há fluxo através da fronteira.
- Se 𝛽 > 0 indica a taxa com que a concentração atravessa a fronteira e a condição é dita
de Robin.
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- Se 𝛽 → ∞, a condição é dita Dirichlet homogênea, e o fluxo é total e a concentração é
mantida nula na fronteira.
Tendo em vista o problema unidimensional, a equação para o fluxo será:
𝐽 = −𝛼 𝜕 𝑐
𝜕 𝑥
(2.2.4)
Das equações (2.2.2) e (2.2.4), tem-se a condição de contorno em (2.2.1):
− 𝛼 𝜕 𝑐
𝜕 𝑥
= 𝛽 𝑐 (2.2.5)
Nesse trabalho, analogamente a [1], os parâmetros adotados foram 𝛽0 = 0 e 𝛽𝑓 = 200, o
domínio temporal [𝑡0, 𝑡𝑓 ] = [0, 1]. A escolha do domínio espacial [𝑥0, 𝑥𝑓 ] foi realizada conside-
rando a ordem de grandeza do coeficiente de difusão 𝛼 escolhido, isso será explicitado em outra
ocasião.
Feitas tais considerações acerca da modelagem matemática do processo difusivo, adiante
são revisitados os métodos empregados em [1] na obtenção da solução numérica de (2.2.1), que
será utilizada na geração de dados.
2.2.2 A Solução Numérica
De acordo com [9], a partir de um Problema de Valor Inicial e de Contorno, espera-se en-
contrar uma função que satisfaça as relações de suas derivadas parciais e, também, as condições
de contorno e inicial. Além da existência de tal solução, busca-se a unicidade para que o pro-
blema seja considerado bem posto. Muitas vezes, obter a solução analítica pode ser laborioso.
Nesse caso, outra possível abordagem é abrir mão da solução analítica e tentar encontrar uma
aproximação, a solução numérica. Além de obter tal solução numérica, também é desejável
delimitar critérios de estabilidade e convergência.
A equação de difusão-advecção (2.2.1) com suas condições iniciais e de contorno é classi-
ficada como uma equação do tipo parabólica, como descrito em [9]. Ainda de acordo com a
referência, para equações desse tipo, caso as condições de contorno dependam apenas da variá-
vel espacial, espera-se que a distribuição de concentração atinja um estado estacionário no qual
𝑐 será independente do tempo. Dessa forma, para 𝜕𝑐/𝜕𝑡 = 0, a concentração será determinada
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em termos da condição inicial 𝑓(𝑥). Tal propriedade possibilita obter a solução numérica para
o estado estacionário e com condições de contorno e, então, utilizá-la como condição inicial do
𝑃𝑉 𝐼𝐶.
Fundamentado em tais observações quanto à dificuldade de obtenção da solução analítica,
em [1] foi utilizado o Método de Elementos Finitos para a obtenção da solução numérica. Para
trabalhar a componente espacial foi utilizado o Método de Galerkin e, para a discretização
temporal, o Método de Crank-Nicolson.
Como descrito nas referências citadas, define-se uma aproximação via Método de Galerkin
para o Problema Variacional. Desta forma, deseja-se encontrar 𝑐ℎ que possa ser descrito através
de uma base ℬℎ = {𝜑𝑖}𝑁𝑖=1 de um subespaço de dimensão finita 𝒱ℎ. Isto é, obtém-se então
𝑐ℎ descrita unicamente como combinação linear dos elementos de ℬℎ. A respectiva construção
matemática encontra-se bem explicada em [1].
Tendo isso em vista, a discretização espacial do domínio consiste em uma partição {𝑋𝑖} de
Ω tal que 𝑖 = 1, . . . , 𝑁 . Para a construção de [1], as funções de Base de Elementos Finitos
utlizadas foram polinômios de grau um, implicando em ordem de convergência espacial 𝑂(Δ𝑥2)
para o método. Assim, constrói-se o esquema numérico para a EDP e suas condições de contorno
em forma matricial. Ao escrever as equações de forma conveniente, obtém-se um sistema linear
de Equações Diferenciais Ordinárias de primeira ordem. No caso da condição inicial, 𝑐(𝑥𝑖, 𝑡0)
para 𝑖 = 1, . . . , 𝑁 é conhecida e faz-se simplesmente 𝐶0(𝑥𝑖, 𝑡0) = 𝑐(𝑥𝑖, 𝑡0).
Para obter a solução numérica com relação à variável temporal, em [1] escolheu-se o Método
de Crank-Nicolson. Tal método é dito implícito, requerendo a cada passo temporal a solução de
um sistema linear de dimensão 𝑁 . Sua ordem de convergência é 𝑂(Δ 𝑡2) e é incondicionalmente
estável, como demonstrado em [9].
De acordo com [1], aplicando o Método de Elementos Finitos para o problema puramente
difusivo com polinômio da base de grau um, para a estabilidade do método combinado ao
Crank-Nicolson, impõe-se Δ𝑡/Δ𝑥2 > 1/2.
Desta forma, através dos Métodos Numéricos e de sua implementação computacional,
obtém-se a solução numérica 𝐶𝑛𝑖 = 𝐶(𝑥𝑖, 𝑡𝑛) para cada passo de tempo 𝑛 e para 𝑖 igual aos
pontos pontos da malha espacial. Nesse trabalho, foram utilizados 𝑁𝑡 = 512 e 𝑁 = 1024.
Com a solução de (2.2.1) obtida através dos métodos numéricos, será construída a função
necessária para se utilizar o Método da Transformada Inversa, que será descrito a seguir.
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2.2.3 O Método da Transformada Inversa
Em [1], a geração de eventos lança mão do Método da Transformada Inversa. No entanto,
antes de enunciar o método propriamente dito, é necessário definir alguns conceitos de proba-
bilidade. As definições abaixo, têm como referência [1], que se baseou nas obras [10] e [11].
Definição 1. O espaço amostral, denotado por Ω, é a coleção de todos possíveis
resultados de um experimento aleatório.
Definição 2. Um evento é um subconjunto do espaço amostral. A classe de todos
eventos associados a um dado experimento é chamada espaço de eventos.
Definição 3. Um espaço de probabilidade é um trio (Ω,𝒜, 𝑃 [ . ]), em que Ω é o
espaço amostral, 𝒜 uma coleção de eventos (uma 𝜎-álgebra) e 𝑃 [ . ] uma função de probabilidade
com domínio 𝒜 e como contradomínio o intervalo [0, 1].
Definição 4. Para dado espaço de probabilidades (Ω,𝒜, 𝑃 [ . ]), uma variável alea-
tória, denotada por 𝑋 ou 𝑋[ . ], é uma função com domínio Ω e contradomínio R. A função
𝑋[ . ] precisa ser tal que o conjunto 𝐴𝑟, definido por 𝐴𝑟 = {𝜔 : 𝑋(𝜔) ≤ 𝑟}, pertença a 𝒜 para
cada 𝑟 ∈ R.
Definição 5. A variável aleatória 𝑋 será dita variável aleatória contínua se existe uma
função 𝑓 integrável tal que 𝑓(𝑥) ≥ 0 para todo 𝑥 no intervalo −∞ < 𝑥 < ∞ e tal que para
qualquer evento 𝐵 ∈ 𝒜
𝑃 (𝐵) = 𝑃 (𝑋 ∈ 𝐵) =
∫︁
𝐵
𝑓(𝑥) 𝑑𝑥 (2.2.6)
𝑓(𝑥) é chamada densidade de 𝑋.
Proposição 1. Qualquer função 𝑓 pode ser densidade de probabilidade de uma variável
aleatória 𝑋 contínua, desde que satisfaça:
(i) 𝑓(𝑥) > 0 para todo x ∈ R;
(ii)
∫︁ ∞
−∞
𝑓(𝑥) 𝑑𝑥 = 1.
(2.2.7)
Definição 6. No caso de variáveis aleatórias contínuas, as probabilidades são descritas
em termos de integrais. Desta forma, pode ser mais conveniente trabalhar com as integrais das
2.2. A GERAÇÃO DE DADOS 29
densidades. Seja 𝑓(𝑥) uma densidade de uma variável aleatória, a função
𝐹 (𝑥) =
∫︁ 𝑥
−∞
𝑓(𝑡) 𝑑𝑡 (2.2.8)
é a probabilidade de que o valor da variável aleatória 𝑋 seja menor ou igual a 𝑥, ou seja,
𝐹 (𝑥) = 𝑃 (𝑋 ≤ 𝑥), −∞ < 𝑥 <∞ (2.2.9)
𝐹 é chamada função de distribuição acumulada de 𝑋.
A função de distribuição acumulada 𝐹 de uma variável aleatória contínua, como descrito
em [10], satisfaz:
∙ 𝐹 é não decrescente;
∙ lim𝑥→−∞ 𝐹 (𝑥) = 0;
∙ lim𝑥→+∞ 𝐹 (𝑥) = 1.
Tendo em vista as definições apresentadas, agora é preciso esclarecer como em [1] foi possível
através de uma função de distribuição acumulada 𝐹 gerar eventos. A seguir, a proposição chave
para o Método da Transformada Inversa é enunciada, sua demonstração pode ser encontrada
em [12]:
Proposição 2. Seja 𝑈 uma distribuição uniforme no intervalo [0, 1]. Para uma função
de distribuição contínua 𝐹 , a variável aleatória 𝑋 definida por
𝑋 = 𝐹−1(𝑈) (2.2.10)
tem distribuição acumulada 𝐹 .
Agora, é possível descrever, de fato, a construção da função de distribuição acumulada em
[1].
A partir da solução numérica obtida através dos métodos descritos anteriormente, obtém-se
a concentração, para cada passo de tempo 𝑛, 𝐶𝑛𝑖 , para 𝑖 = 1, . . . , 𝑁 . Será utilizada a notação
𝐶𝑛 para denotar o vetor cujas entradas são 𝐶𝑛𝑖 , para 𝑖 ∈ {1, . . . , 𝑁}.
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Desta forma, observe que necessariamente 𝑚𝑖𝑛𝑖{𝐶𝑛𝑖 } ≥ 0, pois se trata de um problema
ecológico, e, nesse caso, valores negativos não fazem sentido. Portanto, a primeira condição
para ser uma função de densidade de probabilidade é satisfeita.
Além disso, para que a integração no domínio espacial resulte no número 1, é necessário
normalizar 𝐶𝑛. Para isso, é feita integração numérica através do Método do Trapézio.
Desta forma, mantendo a notação 𝐶𝑛 para a normalizada, tem-se:
𝐶𝑛 = 𝐶
𝑛∫︀ 𝑥𝑁
𝑥1 𝐶
𝑛 𝑑𝑥
(2.2.11)
Como o interesse é obter sua acumulada, é feita uma interpolação linear para cada um
dos pontos (𝑥𝑖+1, 𝐶𝑛𝑖+1) e (𝑥𝑖+2, 𝐶𝑛𝑖+2). Em seguida, integra-se a função interpolante para o
𝑥 ∈ (𝑥𝑖+1, 𝑥𝑖+2) almejado resultando na função de distribuição acumulada 𝐶𝑛 = 𝐶(𝑥, 𝑡𝑛).
Observa-se que a função de densidade de probabilidade obtida é uma função linear por
partes. A figura a seguir representa a função de densidade de probabilidade construída e a
função de distribuição acumulada pode ser obtida somando-se as áreas embaixo das retas. Caso
𝑥 seja um ponto da malha, a função de distribuição acumulada será simplemente 𝐶𝑛 = 𝑆𝑖+1,
em que 𝑆𝑖+1 é denotado pela equação (2.2.12).
𝐶𝑛(𝑥) = 𝑆𝑖+1 =
𝐶𝑛1
2 + ℎ
𝑖∑︁
𝑗=2
𝐶𝑛𝑗 +
ℎ𝐶𝑛𝑖+1
2 (2.2.12)
Caso 𝑥 não seja um ponto da malha, é preciso efetuar a integração da função interpolante
no intervalo (𝑥𝑖+1, 𝑥), e a função de distribuição acumulada será dada pela equação (2.2.13).
𝐶𝑛(𝑥) = 𝐶
𝑛
1 ℎ
2 + ℎ
𝑖∑︁
𝑗=2
𝐶𝑛
𝑗 ℎ
2 +
𝐶𝑛𝑖+1 ℎ
2 +
(𝑥 − 𝑥𝑖+1)
[︂
𝐶𝑛𝑖+1 +
(𝐶𝑛𝑖+2 − 𝐶𝑛𝑖+1)
2ℎ (𝑥 − 𝑥𝑖+1)
]︂ (2.2.13)
A figura (2.1) mostra graficamente a situação em que 𝑥 pertence ou não à malha da solução
numérica.
Assim, acordo com o Método da Transformada Inversa, dado 𝑢 aleatório gerado, almeja-se
obter 𝑥 tal que 𝐶𝑛(𝑥) = 𝑢. Obter tal 𝑥 equivale a encontrar a raíz da equação:
𝐶𝑛(𝑥) − 𝑢 = 0 (2.2.14)
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Figura 2.1: Construção da Função de Distribuição Acumulada
Caso 𝑥 for algum dos pontos da malha, tem-se simplemente 𝐶𝑛 = 𝑆𝑖+1. Para
𝑥 ∈ (𝑥𝑖+1, 𝑥𝑖+2), falta somar a área em verde para obter 𝐶𝑛.
xi xi+1 x xi+2
C(x; tn)
b
b
b
b
b
De acordo com a referência, a propripriedade da função 𝐶𝑛 ser linear por partes permite
reescrever (2.2.14) como um polinômio de segundo grau, cuja forma será:
𝑝(𝑦) = (𝐶
𝑛
𝑖+2 − 𝐶𝑛𝑖+1)
2ℎ 𝑦
2 + 𝐶𝑛𝑖+1 𝑦 + (𝑆𝑖+1 − 𝑢) (2.2.15)
A demonstração em detalhes encontra-se em [1]. Em (2.2.15): 𝑦 = 𝑥 − 𝑥𝑖+1; 𝑆𝑖+1 é a
soma da integração via Método do Trapézio repetido em [𝑥1, 𝑥𝑖+1]; 𝑢 é um número sorteado.
Assim, para cada 𝑢 obtido, almeja-se encontrar as raízes de 𝑝(𝑦). Em [1], é demonstrado que a
função de distribuição acumulada 𝐶𝑛 construída é estritamente crescente, ou seja, sua derivada
é estritamente positiva. Outra demonstração encontrada é a de que o polinômio de segundo grau
(2.2.15) possui raízes reais e positivas. Quanto à qualidade dos resultados, em [1] é utilizado o
teste de goodness of fit, no qual empregam-se estimadores de média e variância.
Com o intuito de melhor representação para os dados, para cada ordem de grandeza do coe-
ficiente de difusão 𝛼 foi utilizado um domínio espacial [0, 𝑥𝑓 ] na obtenção da solução numérica.
Tal relação é representada como se segue:
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Tabela 2.1: Relação entre as ordens de grandeza de 𝛼 e 𝑥𝑓 utilizadas em todos os experimentos
realizados.
𝛼 𝑥𝑓
10−5 10−3
10−4 10−2
10−3 10−1
10−2 100
10−1 101
100 102
Tal escolha para o domínio é importante para representar a localidade do processo difusivo.
A função de distribuição acumulada obtida possui domínio no intervalo (−∞,+∞). Desta
forma, caso não houvesse restrição apropriada para o domínio para a geração de dados, seria
possível gerar eventos muito distantes do foco, o que não representaria bem a realidade. Deseja-
se observar o comportamento difusivo dos eventos à partir do foco antes que atinjam as fronteiras
do domínio.
2.2.4 O tempo máximo entre eventos sucessivos
No trabalho [1] e nas seções anteriores, foi descrita a construção da função densidade de
probabilidade para cada passo de tempo 𝑡𝑖, 𝑖 = 1, 2, . . . , 𝑁𝑡, a partir da solução numérica.
Através do Método da Transformada Inversa, é possível obter um 𝑥𝑖 para dado passo de tempo
𝑡𝑖 que se encontra no domínio discreto.
No entanto, vale ressaltar que não se sabe a priori em quais tempos 𝑡𝑖 ocorrerão eventos.
Isto é, para utilizar o método para geração de 𝑥𝑖 é preciso especificar primeiramente o tempo
𝑡𝑖. Para o caso de dados reais, não há controle sobre os instantes em que ocorrem eventos. Em
[1] buscou-se simular tais características para a geração de dados teoricamente difusivos, como
será explicado.
Apesar de não se ter conhecimento dos instantes de ocorrência dos eventos, é possível
estipular um tempo máximo de ocorrência entre eventos sucessivos. Para isso, estipulou-se um
parâmetro 𝐷𝑇 que representa a capacidade de vigília sobre o registro de ocorrências. Desta
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forma, 𝐷𝑇 ′𝑠 pequenos com relação a 𝑁𝑡 representam situações com muitos registros do evento
de interesse, enquanto 𝐷𝑇 ′𝑠 grandes representam a situação oposta, a ausência de dados.
Feitas tais considerações, agora é possível explicitar a geração do conjunto de eventos. O
espaço amostral de tempos é o domínio temporal discreto, ou seja, os passos de tempo utilizados
na obtenção da solução numérica. Assim, sortear um tempo 𝑡𝑖 é equivalente a sortear um inteiro
𝑖 no intervalo [1, 𝑁𝑡]. Para fazer tal sorteio, utilizou-se distribuição uniforme de inteiros com
as restrições 𝑡𝑖+1 − 𝑡𝑖 ≤ 𝐷𝑇 e 𝑡𝑖 ≤ 𝑁𝑡.
Para esclarecer como de fato é gerado o conjunto temporal de eventos, seja 𝑁𝑒 o número
total de eventos e a notação 𝑡𝑖, 𝑖 = 1, 2, . . . , 𝑁𝑒 para denotar o 𝑖-ésimo tempo sorteado. Assim
cada tempo gerado pelas distribuições uniformes, cada qual em um intervalo permitido, são
tais que:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
𝑡1 ∈ [1, 𝐷𝑇 ]
𝑡2 ∈ [𝑡1 + 1, 𝑡1 + 1 +𝐷𝑇 ]
...
𝑡𝑁𝑒 ∈ [𝑡𝑁𝑒 + 1, 𝑡𝑁𝑒 + 1 +𝐷𝑇 ]
(2.2.16)
Observa-se também que o número total de eventos possíveis 𝑁𝑒 é limitado, dependendo de
𝐷𝑇 e 𝑁𝑡, como segue:
𝑁𝑡
𝐷𝑇
≤ 𝑁𝑒 ≤ 𝑁𝑡 (2.2.17)
Agora, com o conjunto temporal de eventos 𝑡𝑖, 𝑖 = 1, . . . , 𝑁𝑒 em mãos, procede-se como
construído na seção 4.2 de [1] para a geração de ?^?𝑖, o conjunto espacial de eventos. Após esse
processo, obtém-se a amostra (𝑡𝑖, ?^?𝑖), 𝑖 = 1, . . . , 𝑁𝑒, com relação a um 𝐷𝑇 . Para um coeficiente
de difusão 𝛼 fixo, obtém-se diversas amostras, cada qual com um 𝐷𝑇 , e o conjunto dessas
amostras é um cenário.
2.2.5 Representação dos dados com relação ao foco
Em [1], após a geração de eventos (𝑡, 𝑥) foi realizado um tratamentos de dados com o intuito
de representar os eventos com relação ao foco. Para simplificar a notação, daqui em diante o
conjunto (𝑡𝑖, 𝑥𝑖), para 𝑖 = 1, . . . , 𝑁𝑒, representa uma amostra gerada pela simulação para dado
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𝐷𝑇 fixo.
O coeficiente de difusão recuperado, denotado ?¯?, é obtido através da relação (2.1.16) e
depende diretamente das coordenadas do primeiro evento ocorrido. A partir da solução numé-
rica de (2.2.1), observa-se que (𝑥0, 𝑡0) = (0, 0) para os dados simulados. Porém, em situações
reais, não se sabe precisamente a localização do foco. Desta forma, considera-se o primeiro
evento ocorrido 𝑡1 com localização 𝑥1 como foco e determina-se os outros eventos com relação
a este. Assim, não importa mais o instante e localização exata do primeiro evento e, sim, como
ocorreram os eventos sucessivos a partir desse.
O tratamento de dados refere-se, então, à seguinte translação para os eventos (𝑡𝑖, 𝑥𝑖), 𝑖 =
1, . . . , 𝑁𝑒:
(𝑇𝑖−1, 𝑋𝑖−1) = (𝑡𝑖, 𝑥𝑖) − (𝑡1, 𝑥1), 𝑖 = 2, . . . , 𝑁𝑒 (2.2.18)
Os impactos observados a partir do tratamento em questão são estudados na seção 7.3.1
de [1]. A partir da análise, observa-se que tal tratamento de dados possui efeito positivo na
recuperação do coeficiente de difusão. Segundo [1], o tratamento translada os dados para valores
mais próximos de 𝑥0, porém preserva a relação entre si.
Reitera-se que todas amostras obtidas nos experimentos deste trabalho passam por tal
tratamento antes do coeficiente de difusão ser recuperado.
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Capítulo 3
Método de Agrupamento de Dados
No capítulo anterior foi feita uma revisão dos aparatos necessários para o desenvolvimento
e validação do método de recuperação do coeficiente de difusão em [1].
Em [1], tais ferramentas foram aplicadas supondo que as concentrações no espaço-tempo
foram originadas a partir de uma fonte. No entanto, tal suposição nem sempre representa o
processo original que se pretende modelar, pois nos problemas da natureza às vezes há mais de
um foco. Assim, aplicar o método de recuperação do coeficiente de difusão a dados reais, pode
resultar em valores que não condizem com a realidade, caso o número de focos seja maior do
que um.
Adiante será introduzido o conceito de particionamento de dados, bem como os algoritmos
utilizados nesse trabalho.
Na prática, através da visualização da distribuição espacial dos eventos de interesse, é possí-
vel determinar aproximadamente o número de focos existentes. E, se não for possível identificar
o número de focos, pode-se testar diversos números de partições de dados e avaliar os diferentes
valores resultantes para o coeficiente de difusão. Além disso, noções espaciais de relevo e hi-
drografia podem ser bons indicativos do número de partições, ou da necessidade do tratamento
de separação de dados.
3.1 Conceitos e Definições
O conceito de agrupamento de dados está relacionado com o interesse em classificar objetos
tendo em vista certo atributo. Tal procedimento é conhecido como Data Clustering, ou apenas
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clustering e, em português, clusterização. De acordo com [13], são métodos cujo objetivo é criar
grupos de objetos com relação a uma característica de interesse. Cada grupo desses objetos é
chamado de cluster. A classificação dos objetos é feita através da medida de similaridade entre
eles, de forma que objetos em um mesmo cluster são mais semelhantes entre si do que objetos
de clusters diferentes. A medida de similaridade leva em consideração o atributo de interesse e
necessita da definição de uma métrica.
De acordo com [14], algoritmos de clusterização podem ser divididos em dois grupos: hie-
rárquicos e particionais. No primeiro, os objetos são divididos em clusters e subclusters, isto é,
para cada atributo existem outros atributos, que por sua vez podem ter outros atributos. No
segundo, os dados não possuem estruturas hierárquicas e o algoritmo encontra todos os clusters
simultaneamente. No presente trabalho, o tipo de dados de interesse requer a escolha de um
algoritmo de clusterização particional.
Matematicamente, um conjunto de dados com 𝑛 objetos, cada qual descrito por 𝑑 atributos
é denotado por 𝐷 = {𝑥1, 𝑥2, . . . , 𝑥𝑛} em que 𝑥𝑖 = (𝑥𝑖 1, 𝑥𝑖 2, . . . , 𝑥𝑖 𝑑)𝑇 é o vetor que representa
o i-ésimo objeto.
Tendo em vista o objetivo de separar os dados no espaço unidimensional, a métrica definida
é uma função de distância:
𝑑(𝑖, 𝑗) = |𝑥𝑖 − 𝑥𝑗| (3.1.1)
Em (3.1.1), 𝑑(𝑖, 𝑗) representa a distância entre os pontos 𝑥𝑖 e 𝑥𝑗. Observe que tal função
satisfaz as propriedades de uma métrica:
i) 𝑑(𝑥𝑖, 𝑥𝑗) ≥ 0 e 𝑑(𝑥𝑖, 𝑥𝑗) = 0 ⇐⇒ 𝑥𝑖 = 𝑥𝑗.
ii) 𝑑(𝑥𝑖, 𝑥𝑗) = 𝑑(𝑥𝑗, 𝑥𝑖).
iii) 𝑑(𝑥𝑖, 𝑥𝑗) ≤ 𝑑(𝑥𝑖, 𝑥𝑘) + 𝑑(𝑥𝑘, 𝑥𝑗).
3.2 K-means
Pensando especificamente no tipo de dados a serem separados, escolheu-se utilizar um al-
goritmo de clusterização particional baseado em centros, o conhecido k-means. O método de
separação de dados K-means foi primeiramente descrito em [15] que data 1967.
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Considere 𝐷 o conjunto de dados com 𝑛 elementos e 𝐶1, 𝐶2, . . . , 𝐶𝑘 os 𝑘 clusters disjuntos
de 𝐷. Então define-se a função de erro como, [13]:
𝐸 =
𝑘∑︁
𝑖=1
∑︁
𝑥∈𝐶𝑖
𝑑(x, 𝜇(𝐶𝑖)) (3.2.1)
Em (3.2.1) , 𝜇(𝐶𝑖) é o centro do cluster 𝐶𝑖, 𝑑(x, 𝜇(𝐶𝑖)) denota a distância entre x e 𝜇(𝐶𝑖)
como definido em (3.1.1). Desta forma, o algoritmo de clusterização pode ser visto como um
problema de otimização cuja função objetivo é (3.2.1), isto é, deseja-se minimizar tal função.
Minimizar tal função objetivo, de acordo com [14], é um problema NP-hard, mesmo para
𝑘 = 2. Assim, o algoritmo K-means pode convergir apenas para um mínimo local, a menos
que os clusters estejam muito bem separados.
De posse de tais considerações, o algoritmo K-means é descrito da seguinte maneira:
Algoritmo 1: Algoritmo de clusterização k-means
Entrada: Conjunto de Dados 𝐷, Número de Clusters 𝑘, Dimensão 𝑑
Saída: Conjunto de Clusters 𝐶1, 𝐶2, . . . , 𝐶𝑘
inicio
Inicialização: (𝐶1, 𝐶2, . . . , 𝐶𝑘) =Partição inicial de 𝐷 ;
repita
𝑑𝑖 𝑗 = distância entre ponto 𝑖 e centro do cluster 𝑗;
𝑛𝑖 =min(𝑑𝑖 𝑗);
Recruta o ponto 𝑖 para o cluster 𝑛𝑖;
até Houver alterações na partição de cluster ;
fin
O algoritmo k-means é dividido em duas fases: fase de inicialização e fase de iteração. Na
fase de inicialização, escolhem-se 𝑘 centros aleatórios, ou seja, são determinadas 𝑘 partições de
𝐷. Em seguida, na fase de iteração, todas as distâncias do ponto 𝑖 ao centro 𝑗 são calculadas
e cada ponto será classificado como elemento do cluster que minimiza 𝑑𝑖 𝑗.
Observe que a escolha do número de clusters desejados 𝑘, é um parâmetro de entrada
do K-means. Uma possibilidade é aplicar o algoritmo para diversos valores de 𝑘 e verificar
visualmente qual particionamento é mais verossímil. Outra alternativa é utilizar um algoritmo
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de clusterização que não necessite de tal parâmetro como entrada, por exemplo, o algoritmo
Subtractive disponível em [16].
De acordo com [17], a convergência das partições depende muito da inicialização dos centros
dos clusters. Isso ocorre devido ao fato de o algoritmo obter soluções subótimas; então, para
centros iniciais diferentes, a solução pode convergir para mínimos locais distintos. Tal depen-
dência com relação à inicialização pode gerar clusters vazios, isto é, números de partições finais
menores do que 𝑘. Uma prática comum quando se obtém clusters vazios é utilizar o algoritmo
diversas vezes até que clusters não vazios sejam formados.
No Capítulo 4, para avaliar o impacto da clusterização para a recuperação do coeficiente de
difusão, os dados são gerados separadamente com duas fontes de eventos distintas; em seguida,
são unidos, e depois aplica-se o algoritmo K-means. Nesse caso, sabe-se de antemão os focos
de eventos, que podem ser utilizados como centros iniciais dos clusters. Também é interessante
contrapor os resultados obtidos para essa abordagem com os de inicialização aleatória dos
centros.
3.2.1 K-means para de dados latitude e longitude
No Capítulo 5, é feita uma aplicação prática, o caso da gripe aviária na Nigéria. Tendo
em vista que os dados de entrada se encontram em formato latidude/longitude, não é possível
aplicar o algoritmo K-means com a função de distâncias Euclidianas (3.1.1). Para definir uma
métrica adequada, utiliza-se a função que calcula a distância entre pontos que se encontram em
uma esfera. Utilizando a notação 𝜑1 e 𝜑2 para as latitudes dos pontos 1 e 2, 𝜆1 e 𝜆2 para suas
longitudes, 𝑅𝑇 para o raio da terra, a distância 𝑑 entre os pontos será dada pela equação (3.2.2),
de acordo com [18]. Observa-se que para aplicar essa equação é preciso que as coordenadas
estejam em radianos.
𝑑 = 2𝑅𝑇 arcsen
(︂√︃
sen2
(︂
𝜑1 − 𝜑2
2
)︂
+ cos(𝜑1) cos(𝜑2) sen2
(︂
𝜆1 − 𝜆2
2
)︂)︂
(3.2.2)
O algoritmo K-means adaptado para dados em latitude/longitude incializa os centros dos
clusters com coordenadas aleatórias. Em seguida, é calculada a distância de cada ponto até o
centro através de (3.1.1) e, assim como o K-means original, atribui-se o ponto ao cluster em
que essa distância é mínima. Em seguida, os novos centros são calculados e o processo se repete
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até que não haja atualização dos clusters.
3.3 Algoritmo de Souza
No Capítulo 5, em que é abordada a gripe aviária na Nigéria, também foi utilizado o algor-
timo de clusterização utilizado por Souza em sua Dissertação de Mestrado [19]. Tal algortimo
foi desenvolvido para lidar com dados de latitude e longitude e também utiliza como métrica a
função de distância (3.1.1).
O algoritmo é descrito da seguinte maneira:
Algoritmo 2: Algoritmo de clusterização de Souza
Entrada: Conjunto de Dados 𝐷, Número de Cluster 𝑘
Saída: Conjunto de Clusters 𝐶1, 𝐶2, . . . , 𝐶𝑘
inicio
Inicialização: (𝐶1, 𝐶2, . . . , 𝐶𝑛) =Partição inicial de 𝐷 (cada ponto é um cluster) ;
repita
𝑑𝑖 𝑗 = distância entre centro 𝑖 e centro 𝑗;
𝑛𝑖 =min(𝑑𝑖 𝑗);
Recruta o ponto 𝑖 para o cluster 𝑛𝑖;
até Número de Clusters é igual a 𝑘;
fin
Nesse algoritmo, inicialmente cada objeto pertence a um cluster. Calcula-se a distância
entre todos os centros e os clusters cuja distância é mínima se unem. Tal procedimento é
realizado até que o número de clusters seja 𝑘.
Para analisar o desempanho do algoritmo de separação de dados de Souza, foi realizado
um experimento, cujo resultado se apresenta na figura (3.1). Foram gerados dados distintos e
aplicou-se o algortimo de Souza para a classificação.
Tendo em vista que o algoritmo original de Souza apresentava como entrada dados no
formato latitude e longitude, foi feita uma adaptação para lidar com os dados unidimensionais.
O código se encontra no Anexo deste trabalho.
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Figura 3.1: Percentual de acertos do algoritmo de separação de dados de Souza para 𝛼 = 1.
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Capítulo 4
Ensaios e Análise de Resultados
4.1 O Roteiro dos Experimentos 1 e 2
Em [1] foi validado um método para recuperação do coeficiente de difusão para o caso em
que, supostamente, apenas um foco originou o deslocamento de concentração.
Aqui, a pretensão é estudar o caso em que podem ter ocorrido dois focos de eventos. É claro,
com dados reais em mãos, apenas observando as ocorrências de eventos, é possível estipular
aproximadamente o número de focos que de fato ocorreram. Desta forma, o intuito destes
experimentos é verificar a relevância do tratamento de separação de dados prévia à recuperação
do coeficiente de difusão via [1].
Assim, almeja-se verificar uma técnica de separação de dados , isto é, se a clusterização é
eficiente para a recuperação do coeficiente de difusão. Doravante, ao gerar diferentes conjuntos
de dados e então aplicar o algoritmo de separação, espera-se que tal tratamento obtenha uma
partição satisfatória com relação à partição original. Posto que se sabe à qual conjunto o ponto
originalmente pertence, é possível avaliar a eficiência do algortimo de separação de dados.
Outro aspecto a ser analisado, ou critério de fidedignidade, tão importante quanto a efici-
ência de clusterização, é a recuperação do coeficiente de difusão para os dados separados. Tais
coeficientes, obtidos após tratamento de separação, serão comparados com o obtido conside-
rando dados com ocorrência de apenas um foco para verificar a relevância desse tratamento de
dados.
Tendo em vista tais objetivos, define-se as seguintes notações para a realização dos experi-
mentos:
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∙ 𝛼 é o coeficientes de difusão utilizado na obtenção das soluções numéricas para focos
localizadas nos pontos ?¯?1 e ?¯?2 do domínio espacial;
∙ 𝛼1 e 𝛼2 são os coeficientes de difusão recuperados, através do método de Souza, a partir
dos dados gerados para cada uma dos focos em ?¯?1 < ?¯?2, respectivamente;
∙ ?¯?1 e ?¯?2 são os coeficientes de difusão recuperados após clusterização para cada foco;
∙ ?^? é o coeficiente de difusão estimado para dados conjuntos, isto é, considerando os dados
gerados e sem tratamento de clusterização.
Desta forma, para dado coeficiente de difusão 𝛼 obtém-se solução numérica, com passos de
tempo sempre 𝑁𝑡 = 512, 𝑡0 = 0 e 𝑡𝑓 = 1, domínio espacial [0, 𝑥𝑓 ], para focos localizadas em
?¯?1 e ?¯?2, tal que ?¯?1 < ?¯?2. Assim, a partir das soluções numéricas obtidas, utiliza-se o método de
simulação de dados difusivos e, para dado conjunto de 𝐷𝑇 ’s, obtém-se um cenário para cada
uma dos focos. Em seguida, os coeficientes de difusão 𝛼1 e 𝛼2 são estimados para cada uma
dos focos. Observe: até aqui, as concentrações são analisadas como ocorrências disjuntas, sem
nenhuma relação entre si. Aqueles valores obtidos para 𝛼1 e 𝛼2 serão tidos como referência
para os obtidos após o tratamento.
Adiante, os dados são misturados e o algortimo de cluster é aplicado e classifica os dados
de acordo com a coordenada espacial. É então que se recupera os coeficientes de difusão ?¯?1 e
?¯?2 para cada conjunto obtido pela classificação. É usada a convenção de que ?¯?1 é o coeficiente
para os dados do cluster de menor centro e ?¯?2 de maior. Em seguida, é estimado ?^?, o coeficiente
para os dados com a ocorrência de apenas um foco, supostamente.
Intuitivamente, a qualidade do algoritmo de clusterização é proporcional à distância 𝑑 =
|?¯?1 − ?¯?2|, ou seja, quanto maior a distância entre os focos, maior a eficiência da clusterização.
Tendo isso em vista, as localizações dos focos foram escolhidos apenas em função da distância
entre elas. Assim, buscou-se um referencial em que a localização exata de ?¯?1 e ?¯?2 não fosse
relevante e, sim, apenas 𝑑. Considerando o domínio espacial [0, 𝑥𝑓 ], foi convencionado que a
escolha da localização dos focos, ?¯?1 e ?¯?2, sendo ?¯?1 < ?¯?2, obedeceria à seguinte relação:
?¯?1 =
𝑥𝑓
2 , ?¯?2 =
𝑥𝑓
2 + 𝑑 (4.1.1)
Como analisado na seção 7.3.3 de [1], é relevante contrapor os casos em que o intevalo
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de tempo máximo entre eventos permitido, o 𝐷𝑇 , é tomado como fixo ou como aleatório. O
argumento é que, em problemas reais, geralmente não é possível obter amostras em um período
previamente estabelecido. Neste trabalho, também serão contrapostas tais características.
Outra informação que pode influenciar nos resultados, é a inicialização do centro do cluster.
A convergência do particionamento dos dados depende fortemente do centro tomado como
inicial. Com o intuito de analisar a influência dessa característica, será utilizada separação de
dados com centros iniciais aleatórios contraposto com os centros em ?¯?1 e ?¯?2, a localização dos
focos. Claro, como já foi dito, o fato é que não se sabe previamente a localização exata dos
focos em problemas na natureza. No entanto, para uma análise melhor fundamentada, é de
grande valia observar a influência de tal característica perante a qualidade dos resultados.
Retratado o roteiro dos experimentos e suas motivações, é possível agora se referir aos
ensaios realizados e seus respectivos resultados.
4.2 Primeiro Experimento
Esta primeira abordagem teve o intuito de encontrar uma boa representação para os dados,
isto é, verificar qual domínio e referencial espaciais mais adequados.
4.2.1 Construção
Nesta abordagem, a solução numérica foi obtida para o domínio [0, ?¯?𝑓 ] em que ?¯?𝑓 = 𝑥𝑓 + 𝑑.
A notação 𝑥𝑓 sempre será utilizada para representar a ordem de grandeza relacionada à 𝛼 como
descrito na Tabela 2.1. Assim, os dados simulados obtidos também se encontram em tal domínio
e, a partir deles, foram recuperados os coeficientes denotados por 𝛼1 e 𝛼2. Também recupera-se
?^?, o coeficiente para os dados combinados sem tratamento e tomados como provenientes de
apenas um foco de dispersão. Em seguida, o algortimo de clusterização é aplicado e então
estima-se ?¯?1 e ?¯?2. A figura (4.1) esquematiza os domínios espaciais utilizados na obtenção da
solução numérica e para a representação dos dados mesmo domínio.
No presente experimento, em todos os casos, foram tomados𝐷𝑇 ’s fixos. Almejou-se analisar
o impacto da inicialiazação aleatória ou fixa do algoritmo de clusterização na obtenção de ?¯?1 e
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Figura 4.1: Esquema da localização dos focos para a obtenção da solução numérica e para a
representação dos dados em mesmo domínio para o Primeiro Experimento.
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?¯?2. Também, com o intuito de medir a eficiência da separação, foi calculado o percentual médio
de acertos do algoritmo para cada caso. Outro fator importante é a variação da distância 𝑑
entre as focos, por isso foram analisados os casos em que (2, 5× 10−2)𝑥𝑓 ≤ 𝑑 ≤ (9× 10−1)𝑥𝑓 ,
como será explicitado nas tabelas mais adiante.
4.2.2 Resultados
Nas tabelas a seguir, o que se apresenta são as médias obtidas, tanto para os coeficientes
de difusão, quanto para a porcentagem de acertos do algoritmo. As notações e seus respectivos
significados são como se segue:
∙ 𝑑 é a distância entre as focos localizados em ?¯?1 < ?¯?2 ;
∙ 𝛼1 e 𝛼2 são os coeficientes para os dados simulados, ordenados de acordo com a localização
do foco a qual se refere;
∙ ?^? é o coeficiente para os dados combinados, considerando apenas um foco;
∙ ?¯?1 e ?¯?2 os coeficientes ajustados aos dados após tratamento, os dois primeiros cenários
são para inicialização aleatória do centro de cluster e o terceiro para centro fixo e igual à
localização dos focos;
∙ 𝐴𝑐𝑒𝑟𝑡𝑜𝑠 é o percentual médio de acertos da clusterização.
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Para obter os cenários das próximas tabelas foi utilizado o software Matlab com vetor de
𝐷𝑇 ’s fixo tal que 𝐷𝑇 ’s= [1 : 5 : 50]. O algoritmo de cluster foi modificado de um programa
original desenvolvido por Yi Cao disponível em [20].
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Tabela 4.1: Coeficientes de Difusão Recuperados para 𝛼 = 100 no Primeiro Experimento.
Centro aleatório Centro Fixo
𝑑 𝛼1,2 ?^? ?¯?1,2 𝐴𝑐𝑒𝑟𝑡𝑜𝑠 ?¯?1,2 𝐴𝑐𝑒𝑟𝑡𝑜𝑠
3,81E+1 8,86E+0 8,86E+0
2,5E+0 4,86E+1 3,13E+1 2,60E+2 0,500 2,60E+2 0,500
2,87E+1 1,61E+1 1,61E+1
5,0E+0 3,40E+1 2,29E+1 4,15E+2 0,565 4,15E+2 0,565
5,52E+1 5,25E+1 4,30E+1
1,0E+1 1,36E+2 1,32E+2 4,24E+2 0,705 3,18E+2 0,779
8,52E+1 5,96E+0 5,79E+0
2,0E+1 2,17E+1 9,09E+1 4,36E+1 0,877 3,63E+1 0,908
3,01E+1 7,70E+0 7,27E+0
3,0E+1 1,53E+1 1,92E+2 3,04E+1 0,935 2,82E+1 0,978
1,10E+2 1,31E+1 1,31E+1
4,0E+1 8,58E+1 1,64E+3 3,41E+2 0,942 3,41E+2 0,942
9,11E+2 1,01E+2 5,66E+1
5,0E+1 1,53E+2 1,18E+3 9,47E+2 0,678 2,30E+2 0,889
3,68E+2 9,52E+1 8,62E+1
6,0E+1 2,27E+2 1,41E+3 7,47E+2 0,889 2,90E+2 0,925
1,21E+3 9,21E+1 9,21E+1
7,0E+1 1,63E+2 1,57E+3 2,87E+2 0,903 2,87E+2 0,903
1,30E+3 6,06E+2 4,07E+1
8,0E+1 3,18E+2 2,55E+3 6,04E+2 0,854 4,69E+2 0,885
9,91E+2 5,16E+1 3,69E+1
9,0E+1 6,61E+2 5,01E+3 7,37E+2 0,900 7,37E+2 0,893
4.2. PRIMEIRO EXPERIMENTO 47
Figura 4.2: 𝛼 = 1
(a) Distâncias versus 𝛼1,2 e ?¯?1,2.
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(b) Distâncias versus 𝛼1,2, ?¯?1,2 e ?^?.
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Figura 4.3: 𝛼 = 1. Acertos da clusterização para centro aleatório e fixo.
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Tabela 4.2: Coeficientes de Difusão Recuperados para 𝛼 = 10−1 no Primeiro Experimento.
Centro aleatório Centro Fixo
𝑑 𝛼1,2 ?^? ?¯?1,2 𝐴𝑐𝑒𝑟𝑡𝑜𝑠 ?¯?1,2 𝐴𝑐𝑒𝑟𝑡𝑜𝑠
6,93E-1 4,25E-1 5,99E-1
2,5E-1 6,67E-1 8,69E-1 4,48E-1 0,679 4,89E-1 0,682
2,64E-1 1,78E-1 1,78E-1
5,0E-1 1,09E+0 1,60E+0 5,31E-1 0,776 5,31E-1 0,776
7,42E-1 6,39E-1 6,35E-1
1,0E+0 7,18E-1 1,98E+0 5,50E-1 0,944 5,51E-1 0,945
2,47E-1 2,47E-1 2,43E-1
2,0E+0 4,92E-1 1,45E+0 4,89E-1 0,999 4,92E-1 0,998
2,79E-1 2,79E-1 2,79E-1
3,0E+0 4,29E-1 4,82E+0 4,29E-1 1,000 4,29E-1 1,000
5,06E-1 5,06E-1 5,06E-1
4,0E+0 4,19E-1 5,19E+0 4,19E-1 1,000 4,19E-1 1,000
4,90E-1 4,90E-1 4,90E-1
5,0E+0 7,65E-1 8,35E+0 7,65E-1 1,000 7,65E-1 1,000
7,31E-1 7,31E-1 7,31E-1
6,0E+0 5,51E-1 1,18E+1 5,51E-1 1,000 5,51E-1 1,000
3,81E-1 3,81E-1 3,81E-1
7,0E+0 3,20E-1 8,65E+0 3,20E-1 1,000 3,20E-1 1,000
6,18E-1 6,18E-1 6,18E-1
8,0E+0 9,49E-1 9,73E+0 9,49E-1 1,000 9,49E-1 1,000
7,33E-1 7,33E-1 7,33E-1
9,0E+0 5,31E-1 2,57E+1 5,31E-1 1,000 5,31E-1 1,000
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Figura 4.4: 𝛼 = 1× 10−1
(a) Distâncias versus 𝛼1,2 e ?¯?1,2.
Distâncias
0 1 2 3 4 5 6 7 8 9
Co
ef
ici
en
te
s 
de
 D
ifu
sã
o
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1 ,1;2
7,1;2
,
(b) Distâncias versus 𝛼1,2, ?¯?1,2 e ?^?.
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Figura 4.5: 𝛼 = 1× 10−1. Acertos da clusterização para centro aleatório e fixo.
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Tabela 4.3: Coeficientes de Difusão Recuperados para 𝛼 = 10−2 no Primeiro Experimento.
Centro aleatório Centro Fixo
𝑑 𝛼1,2 ?^? ?¯?1,2 𝐴𝑐𝑒𝑟𝑡𝑜𝑠 ?¯?1,2 𝐴𝑐𝑒𝑟𝑡𝑜𝑠
9,35E-2 5,35E-2 5,33E-2
2,50E-2 1,24E-1 1,54E-1 3,24E-2 0,533 3,07E-2 0,546
8,81E-2 1,78E-2 2,27E-2
5,00E-2 2,26E-1 1,22E-1 2,60E-2 0,591 3,40E-2 0,590
1,26E-1 4,21E-2 4,50E-2
1,00E-1 1,15E-1 1,51E-1 3,50E-2 0,666 3,37E-2 0,681
1,08E-1 4,58E-2 4,54E-2
2,00E-1 1,02E-1 3,24E-1 5,88E-2 0,807 5,91E-2 0,809
6,23E-2 3,94E-2 3,82E-2
3,00E-1 6,98E-2 2,56E-1 6,08E-2 0,895 6,03E-2 0,895
1,25E-1 9,44E-2 9,68E-2
4,00E-1 6,96E-2 4,34E-1 6,00E-2 0,933 6,01E-2 0,937
9,10E-2 8,02E-2 7,99E-2
5,00E-1 8,29E-2 4,98E-1 8,25E-2 0,962 8,29E-2 0,962
7,80E-2 7,95E-2 7,95E-2
6,00E-1 6,92E-2 7,88E-1 6,66E-2 0,990 6,66E-2 0,990
1,03E-1 9,99E-2 9,99E-2
7,00E-1 9,05E-1 5,78E-1 8,65E-2 0,995 8,65E-2 0,995
1,42E-1 1,40E-1 1,40E-1
8,00E-1 7,97E-2 1,48E+0 7,99E-2 1,000 7,99E-2 1,000
1,13E-1 1,13E-1 1,13E-1
9,00E-1 1,22E-1 2,22E+0 1,21E-1 1,000 1,21E-1 1,000
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Figura 4.6: 𝛼 = 1× 10−2
(a) Distâncias versus 𝛼1,2 e ?¯?1,2.
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(b) Distâncias versus 𝛼1,2, ?¯?1,2 e ?^?.
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Figura 4.7: 𝛼 = 1× 10−2. Acertos da clusterização para centro aleatório e fixo.
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Tabela 4.4: Coeficientes de Difusão Recuperados para 𝛼 = 10−3 no Primeiro Experimento.
Centro aleatório Centro Fixo
𝑑 𝛼1,2 ?^? ?¯?1,2 𝐴𝑐𝑒𝑟𝑡𝑜𝑠 ?¯?1,2 𝐴𝑐𝑒𝑟𝑡𝑜𝑠
5,87E-3 4,63E-4 4,63E-4
2,50E-3 7,23E-3 5,44E-3 3,74E-3 0,497 3,74E-3 0,497
3,49E-3 2,06E-3 2,06E-3
5,00E-3 4,09E-3 4,97E-3 1,39E-3 0,509 1,38E-3 0,508
2,84E-3 9,16E-4 1,11E-3
1,00E-2 9,72E-3 2,97E-3 1,52E-3 0,535 1,46E-3 0,530
1,50E-2 2,20E-3 2,24E-3
2,00E-2 1,87E-2 1,79E-2 5,39E-3 0,520 5,37E-3 0,519
6,38E-3 3,06E-3 3,01E-3
3,00E-2 4,28E-3 4,07E-3 1,57E-3 0,535 1,56E-3 0,539
1,45E-2 3,31E-3 3,31E-3
4,00E-2 1,86E-2 2,09E-2 1,65E-3 0,551 1,65E-3 0,551
1,54E-2 1,25E-3 7,97E-4
5,00E-2 8,21E-3 1,61E-2 9,44E-3 0,608 9,40E-3 0,595
1,20E-2 3,07E-3 3,08E-3
6,00E-2 1,12E-2 1,18E-2 4,98E-3 0,579 4,17E-3 0,590
1,47E-2 1,02E-2 1,23E-2
7,00E-2 1,47E-2 1,57E-2 5,19E-3 0,599 6,32E-3 0,597
2,24E-2 4,38E-3 4,99E-3
8,00E-2 1,33E-2 2,46E-2 7,48E-3 0,596 6,92E-3 0,598
1,56E-2 5,12E-3 5,12E-3
9,00E-2 5,48E-2 4,60E-2 1,75E-2 0,661 1,74E-2 0,658
4.2. PRIMEIRO EXPERIMENTO 53
Figura 4.8: 𝛼 = 1× 10−3. Distâncias versus 𝛼1,2 e ?¯?1,2.
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Figura 4.9: 𝛼 = 1× 10−3. Acertos da clusterização para centro aleatório e fixo.
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Tabela 4.5: Coeficientes de Difusão Recuperados para 𝛼 = 10−4 no Primeiro Experimento.
Centro aleatório Centro Fixo
𝑑 𝛼1,2 ?^? ?¯?1,2 𝐴𝑐𝑒𝑟𝑡𝑜𝑠 ?¯?1,2 𝐴𝑐𝑒𝑟𝑡𝑜𝑠
4,77E-5 7,33E-6 7,33E-6
2,50E-4 7,99E-5 8,96E-5 3,80E-5 0,468 3,80E-5 0,468
1,12E-4 1,05E-5 1,03E-5
5,00E-4 2,06E-4 9,84E-5 1,47E-5 0,508 1,41E-5 0,516
1,15E-4 1,43E-5 1,61E-5
1,00E-3 7,47E-5 1,65E-4 2,53E-5 0,517 2,63E-5 0,518
1,06E-4 9,90E-6 1,20E-5
2,00E-3 1,61E-4 2,37E-4 4,91E-5 0,482 5,08E-5 0,481
2,10E-4 2,26E-5 2,24E-5
3,00E-3 1,41E-4 1,93E-4 2,61E-5 0,498 2,54E-5 0,490
2,50E-4 1,24E-5 1,32E-5
4,00E-3 5,17E-5 1,63E-4 6,87E-5 0,479 5,44E-5 0,490
1,33E-4 2,82E-5 2,83E-5
5,00E-3 3,91E-4 1,82E-4 1,35E-4 0,504 1,34E-4 0,501
8,75E-5 3,09E-5 3,16E-5
6,00E-3 1,69E-4 1,51E-4 3,38E-5 0,511 3,30E-5 0,513
5,75E-4 6,74E-5 6,50E-5
7,00E-3 1,24E-4 6,31E-4 2,40E-5 0,501 2,32E-5 0,500
2,83E-4 3,34E-5 3,68E-5
8,00E-3 1,97E-4 3,17E-4 7,96E-5 0,488 6,47E-5 0,490
2,69E-4 2,70E-5 2,73E-5
9,00E-3 4,05E-4 6,00E-4 1,13E-4 0,489 1,12E-4 0,485
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Figura 4.10: 𝛼 = 1× 10−4
(a) Distâncias versus 𝛼1,2 e ?¯?1,2.
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(b) Distâncias versus 𝛼1,2, ?¯?1,2 e ?^?.
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Figura 4.11: 𝛼 = 1× 10−4. Acertos da clusterização para centro aleatório e fixo.
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Tabela 4.6: Coeficientes de Difusão Recuperados para 𝛼 = 10−5 no Primeiro Experimento.
Centro aleatório Centro Fixo
𝑑 𝛼1,2 ?^? ?¯?1,2 𝐴𝑐𝑒𝑟𝑡𝑜𝑠 ?¯?1,2 𝐴𝑐𝑒𝑟𝑡𝑜𝑠
7,24E-7 1,15E-7 1,05E-7
2,50E-5 1,07E-6 1,54E-6 3,02E-7 0,494 2,87E-7 0,489
3,01E-7 1,14E-7 1,06E-7
5,00E-5 7,71E-7 6,62E-7 3,10E-7 0,494 3,14E-7 0,494
6,54E-7 2,06E-7 2,08E-7
1,00E-4 3,28E-7 5,03E-7 8,26E-8 0,491 7,27E-8 0,489
1,47E-6 2,49E-7 2,30E-7
2,00E-4 1,25E-6 1,94E-6 1,06E-7 0,487 1,12E-7 0,488
2,47E-6 3,80E-7 3,34E-7
3,00E-4 1,12E-6 1,40E-6 9,01E-8 0,499 1,08E-7 0,501
1,36E-6 3,84E-7 2,88E-7
4,00E-4 1,13E-6 1,67E-6 2,44E-7 0,506 2,94E-7 0,502
5,21E-7 3,08E-7 3,06E-7
5,00E-4 9,86E-7 8,60E-7 2,46E-7 0,499 1,97E-7 0,495
7,62E-7 6,97E-7 6,97E-7
6,00E-4 1,47E-6 8,39E-7 6,47E-7 0,488 6,53E-7 0,488
1,63E-6 2,57E-7 2,31E-7
7,00E-4 6,31E-7 1,46E-6 3,45E-7 0,494 3,39E-7 0,496
1,01E-6 2,36E-7 1,47E-7
8,00E-4 5,73E-7 5,77E-7 4,26E-7 0,443 2,13E-7 0,479
4,62E-7 8,83E-7 3,43E-7
9,00E-4 8,70E-7 5,71E-7 5,00E-7 0,638 1,16E-6 0,607
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Figura 4.12: 𝛼 = 1× 10−5. Distâncias versus 𝛼1,2 e ?¯?1,2.
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Figura 4.13: 𝛼 = 1× 10−5. Acertos da clusterização para centro aleatório e fixo.
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4.2.3 Análise de Resultados
Da Tabela 4.1, em que 𝛼 = 1, observa-se que para as distâncias maiores ou iguais a
𝑑 = 1 × 101 a média das taxas de acertos, coluna chamada de 𝐴𝑐𝑒𝑟𝑡𝑜𝑠, é maior que 0, 7
para a clusterização. Para os casos de menores distâncias, tal medida é aproximadamente
0, 5. Agora, contrapondo os resultados da clusterização com centro aleatório e fixo, observa-se
que a inicialização do centro não exerce muita influência na obtenção de ?¯?1,2. Como a solução
numérica foi obtida no domínio [0, 102+𝑑] para cada 𝑑 apresentado, foi permitida maior difusão
de concentração do que era a intenção modelar para esta ordem de grandeza de 𝛼, a saber 100.
A adoção de tal domínio acarretou em coeficientes recuperados 𝛼1,2 para cada foco da ordem
de 102. Pode-se argumentar, com razão, que a discrepência entre 𝛼 e 𝛼1,2 é devida à adoção
do domínio espacial, pois pela Tabela 4.1 quanto maior 𝑑, maior 𝛼1,2 observados. Apesar disso,
pode-se afirmar que o tratamento de separação de dados foi relevante, pois observam-se ?¯?1,2 da
mesma ordem de grandeza de 𝛼1,2, em contrapartida aos valores para ?^? que são da ordem de
103.
No caso da Tabela 4.2, 𝛼 = 1× 10−1, observa-se que para 𝑑 ≤ 1× 10−1 a média das taxas
de acertos é maior que 0, 9, e para 𝑑’s menores é aproximadamente 0, 7. Também precebe-se
pouca diferença entre inicialização aleatória e fixa para o centro do cluster. Outra observação
relevante é que 𝛼1,2 obtidos são da ordem 𝛼, bem como para os coeficientes após o tratamento
de separação, ?¯?1,2. Em contrapartida, para o caso de recuperação sem tratamento, obteve-
se ?^? da ordem de 100 e em alguns casos até mesmo de 101. Tendo em vista a distância
𝑑 = 5×10−1, 𝛼1 = 2, 64×10−1 e 𝛼2 = 1, 09, após o tratamento obteve-se ?¯?1 = 1, 78×10−1 e
?¯?2 = 5, 31×10−1, ambos da ordem de 𝛼, enquanto sem tratamento obtém-se ?^? = 1, 60. Desta
forma, percebe-se que o tratamento de separação pode tornar os resultados mais coerentes com
relação ao problema difusivo. Isto é, a clusterização foi relevante para o caso em questão.
Já para a Tabela 4.3, distâncias até 2× 10−1 obtiveram 𝐴𝑐𝑒𝑟𝑡𝑜𝑠 maiores do que 0, 8, e para
𝑑’s menores em média 0, 6. Também não há influência pela inicialização do centro do cluster. É
importante observar que 𝛼1,2 são da ordem de 10−1 e 10−2, enquanto ?¯?1,2, salvo três exceções, é
da ordem de 10−2, a mesma de 𝛼. Em contraste, o coeficiente sem o tratamento ?^? é da ordem
de 10−1 e há alguns casos de 100. Assim, o tratamento de clusterização para o caso analisado
foi relevante na qualidade dos resultados.
Referente à Tabela 4.4, a taxa 𝐴𝑐𝑒𝑟𝑡𝑜𝑠 foi em média 0, 5 considerando todas as distâncias
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𝑑 utilizadas. A inicialização do centro do cluster, aleatória ou fixa, também não influenciou
nos resultados. Observa-se que os coeficientes 𝛼1,2 são equilibradamente da ordem de 10−2 e
10−3, enquanto ?¯?1,2 em maioria 10−3, mesma ordem de 𝛼. Para o cenário sem tratamento
de separação resultou em ?^? da ordem de 10−2 marjoritariamente. Neste caso, verifica-se um
aumento na qualidade da estimativa do coeficiente de difusão após o tratamento via algoritmo
de cluster.
Com respeito à Tabela 4.5, a taxa 𝐴𝑐𝑒𝑟𝑡𝑜𝑠 obtida foi em média 0, 5 para todas as distâncias
analisadas. Também não foi observada influência pela inicialização do centro do cluster no
algortimo. Os coeficientes 𝛼1,2 são da ordem de 10−4 e ?¯?1,2 de 10−5, enquanto para os dados
sem tratamento de separação obteve-se ?^? da ordem de 10−4. Para este caso, a separação dos
dados não obteve estimativas para o coeficiente de difusão melhores do que a abordagem sem
esse tratamento.
Para a Tabela 4.6, a taxa de 𝐴𝑐𝑒𝑟𝑡𝑜𝑠 também foi em média 0, 5 para todos 𝑑’s. Os coefici-
entes de difusão recuperados 𝛼1,2 foram da ordem de 10−6 e 10−7, enquanto para ?¯?1,2 a maioria
de 10−7 e para ?^? de 10−6 e 10−7. Vale ressaltar que os coeficientes obtidos após a clusterização
𝛼1,2 são coerentes com relação a ?¯?1,2, porém não diferiram muito de ?^? para a ordem de grandeza
de 𝛼 estudada.
Considerando a análise dos resultados, no próximo experimento almejou-se obter valores
mais verossímeis, pricipalmente para o caso em que 𝛼 = 1. Como a inicialização do cen-
tro do cluster não exerceu influência relevante nos resultados, no próximo experimento será
considerado apenas a inicialização fixa. Outra característica colocada em xeque no próximo
experimento será contrapor a influência de se tomar 𝐷𝑇 ’s fixos ou aleatórios, como será expli-
citado.
4.3 Segundo Experimento
Tendo em vista que o primeiro experimento foi um ponto de partida, neste segundo expe-
rimento almejou-se corrigir os problemas apresentados pelo anterior. A obtenção da solução
numérica no domínio aumentado [0, 𝑥𝑓 + 𝑑] não retratou os dados de forma adequada, pois o
coeficiente de difusão foi superestimado para ordens de grandezas maiores.
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4.3.1 Construção
No presente experimento, a solução numérica foi obtida no domínio [0, 𝑥𝑓 ] para cada um
dos focos localizados em ?¯?𝑓/2. A idéia é de que os eventos não apresentassem pontos foram
deste intervalo, o que poderia acarretar em uma representação inverossímil. Após a geração
de dados no referido domínio, recuperou-se 𝛼1 e 𝛼2 para cada conjunto. Deseja-se encontrar
uma boa representação dos focos em um mesmo domínio em função da distância 𝑑. Para isso,
é considerado o domínio [0, ?¯?𝑓 ] com ?¯?𝑓 = 𝑥𝑓 + 𝑑. O primeiro conjunto de dados é considerado
proveniente de um foco em ?¯?1 = 𝑥𝑓/2 e o segundo conjunto é transladado para representar
a foco em ?¯?2 = 𝑥𝑓/2 + 𝑑. A figura (4.14) esquematiza os domínios espaciais utilizados na
obtenção da solução numérica e para a representação dos dados mesmo domínio.
Figura 4.14: Esquema da localização dos focos para a obtenção da solução numérica e para a
representação dos dados em mesmo domínio para o Segundo Experimento.
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Outro aspecto analisado neste experimento foi o contraste entre considerar cenários com
𝐷𝑇 ’s fixos ou aleatórios, assim, foram ensaiados ambos os casos. Como no experimento anterior
já havia sido analisada a dependência da inicialização do centro do cluster, aqui foi considerado
apenas o caso com inicialização fixa e igual à localização dos focos.
4.3.2 Resultados
Nas tabelas apresentadas com relação ao segundo experimento, os parâmetros 𝛼1,2, ?¯?1,2
e ?^? são definidos de maneira análoga ao primeiro experimento. Os cenários foram gerados
no software Matlab com 𝐷𝑇 ’s fixos tal que 𝐷𝑇 ’s= [1 : 5 : 50] e para 𝐷𝑇 ’s aleatórios foram
escolhidos 5 inteiros aleatórios no intervalo [1, 512].
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Tabela 4.7: Coeficientes de Difusão Recuperados para 𝛼 = 100 no Segundo Experimento.
DT fixo DT aleatório
𝑑 𝛼1,2 ?^? ?¯?1,2 𝐴𝑐𝑒𝑟𝑡𝑜𝑠 𝛼1,2 ?^? ?¯?1,2 𝐴𝑐𝑒𝑟𝑡𝑜𝑠
3,13E+0 2,07E+0 1,93E+0 9,35E-1
2,5E+0 3,69E+0 5,49E+0 3,73E+0 0,878 1,76E+0 4,11E+0 1,10E+0 0,789
2,96E+0 2,88E+0 9,22E-1 9,33E-1
5,0E+0 5,82E+0 1,39E+1 6,39E+0 0,985 2,00E+0 6,77E+0 1,74E+0 0,989
3,76E+0 3,36E+0 4,27E+0 4,27E+0
1,0E+1 2,23E+0 1,96E+1 2,41E+0 0,950 9,97E-1 6,41E+1 9,97E-1 1,000
3,75E+0 3,33E+0 6,39E+0 6,39E+0
2,0E+1 8,43E+0 7,57E+1 9,46E+0 0,952 3,07E+0 5,48E+1 3,07E+0 1,000
2,54E+0 2,30E+0 2,25E+0 2,25E+0
3,0E+1 2,12E+0 4,98E+1 2,16E+0 0,998 3,26E+0 4,70E+1 3,26E+0 1,000
6,51E+0 6,45E+0 1,22E+0 1,22E+0
4,0E+1 3,31E+0 1,05E+2 3,40E+0 0,999 2,42E+0 8,72E+1 2,42E+0 1,000
3,89E+0 3,89E+0 4,68E-1 4,68E-1
5,0E+1 3,45E+0 1,39E+2 3,45E+0 1,000 3,23E+0 5,90E+1 3,23E+0 1,000
3,54E+0 3,54E+0 1,39E+0 1,39E+0
6,0E+1 3,90E+0 2,11E+2 3,90E+0 1,000 1,20E+0 7,35E+1 1,20E+0 1,000
2,19E+0 2,19E+0 2,91E+0 2,91E+0
7,0E+1 2,60E+0 8,71E+1 2,60E+0 1,000 1,37E+0 6,78E+3 1,37E+0 1,000
3,08E+0 3,08E+0 7,62E-1 7,62E-1
8,0E+1 6,45E+0 2,45E+2 6,45E+0 1,000 1,53E+0 9,15E+1 1,53E+0 1,000
6,34E+0 6,34E+0 2,34E+0 2,34E+0
9,0E+1 4,14E+0 4,17E+2 4,14E+0 1,000 3,88E+0 7,51E+1 3,88E+0 1,000
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Figura 4.15: 𝛼 = 1
(a) Distâncias versus 𝛼1,2 e ?¯?1,2.
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(b) Distâncias versus 𝛼1,2, ?¯?1,2 e ?^?.
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Figura 4.16: 𝛼 = 1. Acertos da clusterização para DT aleatório e fixo.
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Tabela 4.8: Coeficientes de Difusão Recuperados para 𝛼 = 10−1 no Segundo Experimento.
DT fixo DT aleatório
𝑑 𝛼1,2 ?^? ?¯?1,2 𝐴𝑐𝑒𝑟𝑡𝑜𝑠 𝛼1,2 ?^? ?¯?1,2 𝐴𝑐𝑒𝑟𝑡𝑜𝑠
7,05E-1 7,00E-1 2,47E-1 2,47E-1
2,5E-1 4,61E-1 4,00E+0 4,63E-1 1,000 8,64E-2 4,27E-1 8,64E-2 1,000
7,55E-1 4,29E-1 2,69E-1 2,13E-1
5,0E-1 2,74E-1 1,28E+0 1,42E-1 0,805 2,34E-1 1,28E+0 9,87E-2 0,794
6,69E-1 5,83E-1 2,84E-1 2,47E-1
1,0E+0 4,79E-1 2,03E+0 4,14E-1 0,949 1,95E-1 6,50E-1 1,47E-1 0,957
5,67E-1 5,67E-1 2,42E-1 2,42E-1
2,0E+0 4,63E-1 4,21E+0 4,31E-1 0,995 3,81E-1 1,66E+0 3,81E-1 1,000
2,42E-1 2,42E-1 4,03E-1 4,03E-1
3,0E+0 3,81E-1 1,66E+0 3,81E-1 1,000 1,29E-1 1,29E-1 1,29E-1 1,000
4,23E-1 4,23E-1 1,83E-1 1,83E-1
4,0E+0 3,19E-1 1,26E+1 3,19E-1 1,000 1,86E-1 2,03E+0 1,86E-1 1,000
3,07E-1 3,07E-1 3,50E-1 3,50E-1
5,0E+0 4,97E-1 5,47E+0 4,97E-1 1,000 1,87E-1 5,62E+0 1,87E-1 1,000
4,48E-1 4,48E-1 4,11E-1 4,11E-1
6,0E+0 2,58E-1 5,37E+0 2,58E-1 1,000 2,54E-1 3,98E+0 2,54E-1 1,000
3,53E-1 3,53E-1 6,65E-1 4,20E-1
7,0E+0 1,64E-1 4,64E+0 1,64E-1 1,000 2,18E-1 9,02E-1 2,18E-1 0,902
1,87E-1 1,87E-1 1,59E-1 1,59E-1
8,0E+0 4,13E-1 5,43E+0 4,13E-1 1,000 4,53E-1 5,16E+0 4,53E-1 1,000
5,39E-1 5,39E-1 5,01E-1 5,01E-1
9,0E+0 4,91E-1 1,35E+1 4,91E-1 1,000 1,80E-1 6,73E+1 1,80E-1 1,000
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Figura 4.17: 𝛼 = 1× 10−1
(a) Distâncias versus 𝛼1,2 e ?¯?1,2.
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(b) Distâncias versus 𝛼1,2, ?¯?1,2 e ?^?.
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Figura 4.18: 𝛼 = 1× 10−1. Acertos da clusterização para DT aleatório e fixo.
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Tabela 4.9: Coeficientes de Difusão Recuperados para 𝛼 = 10−2 no Segundo Experimento.
DT fixo DT aleatório
𝑑 𝛼1,2 ?^? ?¯?1,2 𝐴𝑐𝑒𝑟𝑡𝑜𝑠 𝛼1,2 ?^? ?¯?1,2 𝐴𝑐𝑒𝑟𝑡𝑜𝑠
9,30E-2 2,53E-2 1,95E-1 4,35E-2
2,5E-2 7,44E-2 4,42E-2 1,24E-2 0,526 3,77E-2 3,65E-2 8,66E-3 0,525
1,72E-1 2,33E-2 3,34E-2 1,35E-2
5,0E-2 5,28E-2 1,64E-1 5,52E-2 0,583 3,94E-2 3,24E-2 8,68E-3 0,554
1,72E-1 6,01E-2 1,28E-2 1,32E-2
1,0E-1 6,03E-2 1,93E-1 2,80E-2 0,639 4,31E-2 3,67E-2 2,55E-2 0,778
4,85E-2 2,30E-2 3,18E-2 1,71E-2
2,0E-1 6,17E-2 7,67E-2 3,32E-2 0,788 6,97E-2 1,12E-1 7,98E-3 0,575
6,83E-2 4,43E-2 6,04E-2 2,16E-2
3,0E-1 4,11E-2 1,18E-1 3,29E-2 0,900 6,50E-2 1,35E-1 2,38E-2 0,874
1,68E-1 1,46E-1 4,95E-2 4,36E-2
4,0E-1 3,86E-2 5,73E-1 3,33E-2 0,945 5,11E-2 1,07E-1 4,19E-2 0,974
7,93E-2 6,97E-2 1,52E-2 1,52E-2
5,0E-1 8,73E-2 2,87E-1 9,64E-2 0,972 2,65E-2 4,14E-2 2,65E-2 1,000
4,64E-2 4,52E-2 1,39E-2 1,39E-2
6,0E-1 8,76E-2 2,49E-1 9,06E-2 0,993 8,48E-3 7,24E-2 7,51E-3 0,996
6,42E-2 7,27E-2 1,30E-2 1,30E-2
7,0E-1 5,45E-2 3,36E-1 5,12E-2 0,993 2,98E-2 1,41E+0 2,98E-2 0,999
7,51E-2 7,61E-2 2,11E-2 2,11E-2
8,0E-1 3,32E-2 5,79E-1 3,28E-2 0,997 5,05E-2 5,45E-1 5,05E-2 1,000
1,68E-1 1,68E-1 9,82E-3 9,82E-3
9,0E-1 3,86E-2 1,20E+0 3,86E-2 1,000 1,99E-2 1,64E-1 1,99E-2 1,000
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Figura 4.19: 𝛼 = 1× 10−2
(a) Distâncias versus 𝛼1,2 e ?¯?1,2.
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(b) Distâncias versus 𝛼1,2, ?¯?1,2 e ?^?.
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Figura 4.20: 𝛼 = 1× 10−2. Acertos da clusterização para DT aleatório e fixo.
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Tabela 4.10: Coeficientes de Difusão Recuperados para 𝛼 = 10−3 no Segundo Experimento.
DT fixo DT aleatório
𝑑 𝛼1,2 ?^? ?¯?1,2 𝐴𝑐𝑒𝑟𝑡𝑜𝑠 𝛼1,2 ?^? ?¯?1,2 𝐴𝑐𝑒𝑟𝑡𝑜𝑠
3,85E-3 1,46E-3 2,32E-3 6,93E-4
2,5E-3 2,35E-3 4,08E-3 1,11E-3 0,535 8,17E-4 2,24E-3 5,59E-4 0,500
1,19E-2 4,25E-4 1,33E-3 5,49E-4
5,0E-3 4,43E-3 1,01E-2 3,08E-3 0,552 1,89E-3 5,72E-3 1,03E-3 0,628
6,58E-3 8,70E-4 1,56E-3 1,56E-3
1,0E-2 4,03E-3 2,17E-3 2,06E-3 0,590 1,09E-3 1,84E-3 1,09E-3 0,533
3,56E-3 1,13E-3 1,63E-3 6,00E-4
2,0E-2 5,27E-3 5,54E-3 1,10E-3 0,631 4,48E-3 5,82E-3 1,66E-3 0,659
3,36E-3 1,68E-3 1,66E-3 6,96E-4
3,0E-2 4,17E-3 4,51E-3 1,92E-3 0,669 1,71E-3 1,57E-3 4,23E-4 0,565
2,33E-3 1,19E-3 1,41E-3 7,04E-4
4,0E-2 4,53E-3 1,15E-2 2,00E-3 0,756 1,23E-3 1,30E-3 1,15E-3 0,731
8,23E-3 3,64E-3 3,49E-3 2,22E-3
5,0E-2 2,17E-3 2,34E-2 4,81E-3 0,809 3,47E-3 4,72E-3 1,25E-3 0,787
3,02E-3 1,33E-3 4,26E-3 1,04E-3
6,0E-2 2,35E-3 7,41E-3 1,91E-3 0,862 6,10E-3 5,06E-3 2,65E-3 0,789
3,60E-3 1,86E-3 2,00E-3 1,70E-3
7,0E-2 8,55E-3 2,53E-2 2,71E-3 0,889 3,66E-3 1,43E-2 2,03E-3 0,811
7,89E-3 3,88E-3 1,63E-3 1,25E-3
8,0E-2 5,39E-3 2,42E-2 4,57E-3 0,944 1,37E-2 7,12E-3 1,60E-3 0,960
3,60E-3 2,42E-3 1,72E-3 1,70E-3
9,0E-2 1,10E-2 2,27E-2 1,34E-2 0,946 2,55E-3 7,92E-3 2,55E-3 0,991
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Figura 4.21: 𝛼 = 1× 10−3
(a) Distâncias versus 𝛼1,2 e ?¯?1,2.
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(b) Distâncias versus 𝛼1,2, ?¯?1,2 e ?^?.
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Figura 4.22: 𝛼 = 1× 10−3. Acertos da clusterização para DT aleatório e fixo.
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Tabela 4.11: Coeficientes de Difusão Recuperados para 𝛼 = 10−4 no Segundo Experimento.
DT fixo DT aleatório
𝑑 𝛼1,2 ?^? ?¯?1,2 𝐴𝑐𝑒𝑟𝑡𝑜𝑠 𝛼1,2 ?^? ?¯?1,2 𝐴𝑐𝑒𝑟𝑡𝑜𝑠
7,68E-5 1,24E-5 2,42E-4 1,29E-5
2,5E-4 2,91E-5 6,40E-5 7,07E-6 0,515 5,54E-6 2,25E-4 3,50E-6 0,557
2,99E-5 1,67E-5 2,39E-5 1,17E-5
5,0E-4 2,68E-5 4,02E-5 4,78E-5 0,526 1,41E-5 1,93E-5 6,66E-6 0,597
3,50E-5 2,15E-5 2,10E-5 6,86E-6
1,0E-3 2,37E-5 3,68E-5 1,08E-5 0,536 2,58E-5 2,61E-5 3,01E-6 0,623
2,93E-5 2,31E-5 1,49E-5 6,71E-6
2,0E-3 1,24E-4 9,83E-5 1,74E-5 0,630 1,55E-5 1,69E-5 3,11E-6 0,575
9,32E-5 2,49E-5 1,88E-5 1,88E-5
3,0E-3 6,06E-5 8,97E-5 3,65E-5 0,664 1,13E-5 1,31E-5 1,13E-5 0,545
1,87E-5 1,31E-5 2,98E-5 1,47E-5
4,0E-3 2,30E-5 4,62E-5 2,09E-5 0,696 6,90E-6 1,35E-5 6,27E-6 0,761
2,15E-5 2,84E-5 1,06E-4 1,22E-5
5,0E-3 6,41E-5 4,04E-5 4,18E-5 0,763 2,40E-5 4,93E-5 2,04E-5 0,849
8,08E-5 1,81E-5 1,94E-5 1,43E-5
6,0E-3 3,36E-5 1,22E-4 3,14E-5 0,813 1,85E-5 9,31E-5 2,55E-5 0,826
1,41E-4 2,62E-5 3,78E-5 8,92E-6
7,0E-3 6,34E-5 2,66E-4 5,23E-5 0,875 9,45E-5 1,33E-4 1,30E-4 0,842
5,66E-5 4,60E-5 2,30E-5 1,34E-5
8,0E-3 5,44E-5 2,58E-4 3,50E-5 0,897 3,65E-5 4,12E-5 4,16E-5 0,890
3,58E-5 2,97E-5 3,10E-5 3,02E-5
9,0E-3 9,05E-5 2,51E-4 1,09E-4 0,938 8,90E-6 2,26E-5 1,06E-5 0,968
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Figura 4.23: 𝛼 = 1× 10−4
(a) Distâncias versus 𝛼1,2 e ?¯?1,2.
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(b) Distâncias versus 𝛼1,2, ?¯?1,2 e ?^?.
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Figura 4.24: 𝛼 = 1× 10−4. Acertos da clusterização para centro aleatório e fixo.
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Tabela 4.12: Coeficientes de Difusão Recuperados para 𝛼 = 10−5 no Segundo Experimento.
DT fixo DT aleatório
𝑑 𝛼1,2 ?^? ?¯?1,2 𝐴𝑐𝑒𝑟𝑡𝑜𝑠 𝛼1,2 ?^? ?¯?1,2 𝐴𝑐𝑒𝑟𝑡𝑜𝑠
7,32E-7 1,30E-7 7,81E-7 3,05E-7
2,5E-5 2,49E-7 3,42E-7 1,06E-7 0,515 1,57E-6 1,14E-7 5,32E-7 0,569
6,13E-7 6,34E-8 1,99E-7 2,55E-7
5,0E-5 5,80E-7 5,09E-7 3,64E-7 0,532 2,52E-7 1,56E-7 2,37E-7 0,554
1,07E-6 2,67E-7 9,93E-8 1,72E-8
1,0E-4 5,44E-7 9,11E-7 1,72E-7 0,566 1,02E-7 6,57E-8 2,03E-8 0,519
3,30E-7 1,12E-7 2,34E-7 1,30E-7
2,0E-4 4,54E-7 7,06E-7 2,96E-7 0,601 1,50E-7 1,92E-7 5,91E-8 0,584
6,58E-7 2,98E-7 2,96E-7 9,45E-8
3,0E-4 3,23E-7 8,01E-7 3,66E-7 0,656 1,57E-7 1,29E-7 7,80E-8 0,542
8,45E-7 4,42E-7 5,11E-7 2,30E-7
4,0E-4 3,76E-7 6,00E-7 2,35E-7 0,701 2,24E-7 5,83E-7 2,24E-8 0,669
7,75E-7 4,47E-7 3,58E-7 4,58E-8
5,0E-4 9,41E-7 6,42E-7 2,57E-7 0,723 1,50E-7 4,33E-7 1,15E-7 0,768
3,01E-7 2,88E-7 6,67E-7 3,02E-7
6,0E-4 3,32E-7 8,12E-7 3,23E-7 0,795 5,73E-8 3,80E-7 7,13E-8 0,834
6,21E-7 5,25E-7 2,88E-7 3,72E-7
7,0E-4 3,81E-7 8,55E-7 4,30E-7 0,833 3,83E-8 3,12E-7 5,38E-8 0,906
3,68E-7 2,75E-7 4,54E-7 2,99E-7
8,0E-4 4,31E-7 2,82E-6 5,30E-7 0,917 2,72E-7 1,21E-6 4,20E-7 0,947
1,18E-6 1,26E-6 1,74E-7 3,06E-7
9,0E-4 2,13E-7 4,28E-6 2,07E-7 0,930 2,79E-7 1,12E-6 3,98E-7 0,957
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Figura 4.25: 𝛼 = 1× 10−5. Distâncias versus 𝛼1,2 e ?¯?1,2.
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Figura 4.26: 𝛼 = 1× 10−5. Acertos da clusterização para centro aleatório e fixo.
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4.3.3 Análise de Resultados
Tendo em vista a Tabela 4.7, observa-se que a média das taxas de acertos é maior ou igual
que 0, 8 para cada 𝑑, o que indica eficiência na clusterização das amostras. Para o caso em que
𝐷𝑇 ’s foram tomados fixos, os coeficientes recuperados 𝛼1,2 foram da ordem de 100, bem como
os obtidos após o tratamento de separação ?¯?1,2. Já para os 𝐷𝑇 ’s tomados como aleatórios,
obteve-se 𝛼1,2 e ?¯?1,2 da ordem de 100 e alguns de 10−1, ou seja, variando o intervalo possível
para 𝐷𝑇 pode acarretar em amostras com menos eventos e resultar em coeficientes de difusão
menores. Agora, analisando o coeficiente para os dados sem tratamento, ?^?, a maioria obtida
foi da ordem de 101 e alguns até de 102. Tal resultado indica a relevância do tratamento de
separação prévio à recuperação do coeficiente de difusão. Vale ressaltar que a mudança no
domínio utilizado no Primeiro Experimento foi relevante para a obtenção de coeficientes mais
coerentes com relação a 𝛼.
Referente à Tabela 4.8, para todas as distâncias observou-se a taxa 𝐴𝑐𝑒𝑟𝑡𝑜𝑠 maior ou igual
a 0, 8. Para ambos os casos estudados para 𝐷𝑇 ’s observa-se 𝛼1,2 e ?¯?1,2 da ordem de 10−1. Para
os dados sem tratamento, os coeficientes ?^? são da ordem de 100 na maioria, alguns de 101 e
apenas para 𝐷𝑇 s aleatórios obtém-se de 10−1.
Quanto à Tabela 4.9, até 𝑑 = 3 × 10−1 obteve-se taxa 𝐴𝑐𝑒𝑟𝑡𝑜𝑠 > 0, 9, e mesmo para
menores distâncias a taxa média de acertos não foi menor do que 0, 5. Tanto para 𝐷𝑇 ’s fixos
quanto aleatórios, 𝛼1,2 é em maioria da ordem de 10−2, bem como os coficientes obtidos após
o tratamento de separação, ?¯?1,2, apenas para o caso de 𝐷𝑇 ’s observa-se alguns de ordem 10−3
para ambos coeficientes. Com relação a ?^?, observam-se valores na maioria da ordem de 10−1,
mas há também poucos de 10−2 e de 100. Desta forma, para tais cenários, conclui-se que a
clusterização foi relevante para a recuperação do coeficiente de difusão.
Tendo em vista a Tabela 4.10, percebe-se 𝐴𝑐𝑒𝑟𝑡𝑜𝑠 diretamente proporcional a 𝑑, isto é,
conforme 𝑑 diminui, 𝐴𝑐𝑒𝑟𝑡𝑜𝑠 também. O valor mínimo obtido para tal taxa foi 0, 5, tanto para
𝐷𝑇 ’s fixos quanto aleatórios. Os coeficientes de difusão 𝛼1,2 marjoritariamente são de ordem
10−3, bem como os recuperados após clusterização 𝛼1,2. Porém, para esse parâmetro, observou-
se alguns da ordem de 10−4, principalmente para 𝐷𝑇 ’s aleatórios. Quanto a ?¯? observa-se para
𝐷𝑇 ’s fixos maioria da ordem de 10−2, enquanto para𝐷𝑇 ’s aleatórios de 10−3. Desta forma, para
o caso em que há abundância de eventos, que é o que os 𝐷𝑇 ’s fixos representam, o tratamento
de separação foi muito relevante para a recuperação do coeficiente de difusão.
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Para a Tabela 4.11 percebe-se que a taxa 𝐴𝑐𝑒𝑟𝑡𝑜𝑠 é maior do que 0, 5 para todos as distâncias
é maior ou igual a 0, 5. Para 𝐷𝑇 ’s fixos 𝛼1,2 e ?¯?1,2 resultaram em valores na maioria de
ordem 10−5, enquanto ?^? valores equilibrados de ordem 10−5 e 10−4. Já para 𝐷𝑇 ’s aleatórios,
os coeficientes foram menores em média. Assim, o algoritmo de cluster é relevante para a
separação dos dados, mas não tanto para a recuperação dos coeficientes. Porém, os valores
recuperados após o tratamento são coerentes com 𝛼1,2, não melhores.
Semelhantemente ao caso anterior, através Tabela 4.12, observa-se taxa de 𝐴𝑐𝑒𝑟𝑡𝑜𝑠 por volta
de 0, 5, o que indica que a separação de dados foi ineficaz para esses casos. Também percebe-se
coerência entre os valores 𝛼1,2, ?¯?1,2 e ?^?.
4.4 A influência do número de eventos
Com o intuito de avaliar o impacto do número de eventos, foi realizado o experimento que
se segue. Considerou-se a situação em que não se utiliza o parâmetro 𝐷𝑇 e que são sorteados
𝑁𝑒 eventos no intervalo [1, 𝑁𝑡]. Como 𝑁𝑡 = 512, calculou-se o coeficiente de difusão para
𝛼 = 1 × 10−2 com o número de eventos variando de 10 em 10 no intervalo 10 ≤ 𝑁𝑒 ≤ 150.
Observa-se que nesse experimento os eventos são gerados sem aa restrição do parâmetro 𝐷𝑇 .
Em seguida, foi gerado o gráfico de 𝑁𝑒 versus o coeficiente de difusão obtido, denotado aqui
por ?¯?, como mostra a figura (4.27).
Observa-se através do gráfico que a estimativa do coeficiente de difusão é tanto maior quanto
o número de eventos sorteados. Tal ocorrência se deve ao fato de que ao se aumentar o número
de eventos sorteados, é mais provável que um ponto muito longe do foco seja gerado. Assim, se
isso ocorre, a geração dos dados pode não representar bem a ordem de grandeza do coeficiente
de difusão esperado.
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Figura 4.27: Relação entre número de eventos e estimativa do coeficiente de difusão para
𝛼 = 1× 10−2.
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Capítulo 5
Uma aplicação prática: a gripe aviária
Souza, em sua Dissertação de Mestrado [19] (2010), estudou a dispersão do risco de contágio
de pelo vírus H5N1, epidemia conhecida como gripe aviária. No referido trabalho, os dados
foram retirados de World Organisation for Animal Health [21] e foram feitas estimativas para
o coeficiente de difusão de oito países.
A fim de analisar a aplicabilidade para problemas reais do método proposto por Souza
[1] e, também, a relevância do tratamento de separação de dados, foi realizado experimento
apresentado nesse capítulo.
No presente trabalho foi estudado apenas o resgistro de eventos para essa epidemia na
Nigéria. Os dados de entrada são de latitude, longitude e dia de ocorrência, e se encontram
no Anexo 5.1. As autoridades de saúde, na época, identificaram a ocorrência de dois focos,
motivando a escolha desse país para essa abordagem.
Observa-se que para o caso da Nigéria, há dois eventos iniciais no dia 1 em locais distintos,
um evento 𝑒1 ocorrido nas coordenadas geográficas (10, 78 ; 7, 76) e outro evento 𝑒2 ocorrido
nas coordenadas geográficas (11, 66 ; 8, 53). Tal fato poderia ser um indício de ocorrência de
duas fontes. No entanto, percebe-se que esses eventos iniciais estão localizados geograficamente
muito próximos um do outro. Assim, é pouco provável que tais eventos iniciais sejam focos de
surtos distintos e, sim, houve um evento anterior a esses, que não foi registrado e é o foco real.
Após separar os dados, para calcular os coeficientes de difusão para cada cepa, é preciso
tomar o primeiro evento como foco. Caso os dois eventos iniciais 𝑒1 e 𝑒2 sejam classificados no
mesmo cluster, é interessante calcular o coeficiente de difusão tomando como foco um e depois
o outro, e comparar o resultado obtido. A unidade de medida do tempo é em dias, e é possível
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argumentar que os dois eventos iniciais ocorrem no mesmo dia, porém em horários diferentes,
suponha que haja 12ℎ de diferença entre eles. Assim, o primeiro evento é tomado como ocorrido
em 0, 5 dia e o outro em 1 dia. Tal tratamento será relevante para descrever os eventos com
relação ao foco.
Os coeficientes de difusão foram obtidos através de diferentes algoritmos de clusterização e,
para o caso em que há dois eventos iniciais em locais diferentes, os denotados por 𝑒1 e 𝑒2, é feita
a estimativa considerando cada um deles como foco.Para cada cepa obtida, foram calculadas
as distâncias com relação ao foco utilizando a equação (3.1.1), que calcula aproximadamente a
distância entre dois pontos em coordenadas geográficas. Para que os eventos em cada cluster
sejam retratados com relação ao foco, é feita uma translação para que o foco tenha coordenadas
(𝑥, 𝑡) = (0, 0).
Para os dados originais, o coeficiente de difusão 𝛼 obtido com relação ao foco 𝑒1 foi 𝛼 = 3, 94
e, tendo 𝑒2 como foco, 𝛼 = 4, 49.
A seguir são expostos os resultados obtidos para cada algoritmo de cluster utilizado.
5.1 Algoritmo de Cluster utilizado por Souza [19]
Nessa abordagem, o algoritmo de cluster utilizado por [19] foi aplicado às coordenadas
de latitude e longitude em radianos. Após a separação dos dados, o coeficiente de difusão é
calculado para cada partição obtida e são denotados por 𝛼1 e 𝛼2. O resultado é exposto no
gráfico (5.1).
No gráfico (5.1), para os dados separados, 𝛼1 = 1, 54 considerando 𝑒1 como foco e 𝛼1 = 2, 97
considerando 𝑒2. Para o outro cluster obtido (azul), 𝛼2 = 0, 66. Percebe-se uma nítida
separação espacial dos pontos, o que indica uma boa clusterização através desse algoritmo.
5.2. ALGORITMO K-MEANS ADAPTADO PARA LATITUDE E LONGITUDE 78
Figura 5.1: Gráfico Latitude versus Longitude em radianos. Em cores diferentes os clusters
obtidos. O ponto referencial para o cálculo das distâncias é o círculo preto. Nesse caso obteve-
se 𝛼1 = 1, 54 (vermelho), considerando 𝑒1 como foco e 𝛼1 = 2, 97 com 𝑒2. Para o outro cluster
(azul), 𝛼2 = 0, 66.
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5.2 Algoritmo K-means adaptado para latitude e longi-
tude
Tendo em vista que o algortimo K-means original lida com distâncias Euclidianas, foi feita
uma modificação para lidar com dados de entrada de latitudes e longitudes. No K-means
modificado, os centros iniciais dos clusters são dados em latitude e longitude e, em seguida,
analogamente ao algoritmo K-meas original, o ponto é atribuído ao cluster em que essa distância
é mínima. As coordenadas do novo centro serão as médias das latitudes e longitudes e o
procedimento de atribuição de pontos aos clusters é repetido.
Após a separação dos dados, são calculados os coeficientes de difusão 𝛼1 e 𝛼2, cada um em
relação ao foco do cluster referente. O resultado obtido é exposto no gráfico (5.2).
No gráfico (5.2), os coeficientes de difusão obtidos após a separação foram 𝛼1 = 3, 08
considerando como foco 𝑒1 e 𝛼1 = 2, 91 considerando 𝑒2. Para o outro cluster (azul), o
resultado é 𝛼2 = 0, 97. O coeficiente de difusão 𝛼1 = 3, 08 é próximo do obtido para os dados
originais, 𝛼 = 3, 94.
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Figura 5.2: Gráfico Latitude versus Longitude em radianos. Em cores diferentes os clusters
obtidos. Para o cluster em vermelho, 𝛼1 = 3, 08 considerando como foco 𝑒1 e 𝛼1 = 2, 91
considerando 𝑒2. Para o cluster em azul, 𝛼2 = 0, 97.
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5.3 Análise dos Resultados
A tabela (5.1) expõe os resultados para o cálculo dos coeficientes de difusão para os dados
originais, em cada caso considerando um evento inicial como foco. Já a tabela (5.2), expõe o
resultado para os dois algoritmos de clusterização considerados, o desenvolvido por Souza e o
K-means modificado.
Tabela 5.1: Coeficientes de difusão 𝛼 em km2/dia para os dados originais considerando como
foco os eventos iniciais 𝑒1 e 𝑒2.
Foco 𝛼
𝑒1 3, 94
𝑒2 4, 49
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Tabela 5.2: Coeficiente de difusão 𝛼1 e 𝛼2 em km2/dia obtidos através de diferentes algoritmos
de separação. Para 𝛼1, foram considerados focos os eventos iniciais 𝑒1 e 𝑒2.
Souza K-means
𝛼1 (𝑒1) 1, 54 3, 08
𝛼1 (𝑒2) 2, 97 2, 91
𝛼2 0, 66 0, 97
A partir da tabela (5.1) observa-se que os coeficientes considerando diferentes eventos iniciais
como foco são próximos, isto é, 𝛼 = 3, 94 km2/dia e 𝛼 = 4, 49 km2/dia.
Na tabela (5.2), para o algoritmo de Souza, para o cálculo de 𝛼1, houve impacto da escolha
dos eventos iniciais tomados como foco. Considerando 𝑒1, 𝛼 = 1, 54 km2/dia e, para 𝑒2,
𝛼 = 2, 97 km2/dia. Agora, tendo em vista que a estimativa de tais coeficientes representam
o espalhamento da mesma epidemia, num mesmo país, com condições geográficas parecidas,
espera-se que os coeficientes para clusters distintos seja próximo. Com base nessa hipótese, os
coeficientes de clusters distintos que mais se aproximam são 𝛼1 = 1, 54 km2/dia e 𝛼2 = 0, 66
km2/dia. Desta forma, acredita-se que tais valores estejam mais próximos do espalhamento
ocorrido no processo difusivo real.
Ainda com relação à tabela (5.2), para o algoritmo K-means modificado, houve menos
impacto no cálculo de 𝛼1 ao considerar os diferentes eventos iniciais como foco, 𝛼1 = 3, 08
km2/dia para 𝑒1 e 𝛼1 = 2, 97 km2/dia para 𝑒2. Também considerando a hipótese de que
coeficientes de diferentes clusters sejam próximos um do outro, os valores que possivelmente
representem melhor o espalhamento são 𝛼1 = 2, 91 km2/dia e 𝛼2 = 0, 97 km2/dia. Outra
observação relevante é que o coeficiente 𝛼1 = 3, 08 km2/dia se aproxima do valor obtido para
os dados originais, 𝛼 = 3, 94 km2/dia.
Agora, com relação à visualização da separação dos dados dos gráficos (5.1) e (5.2), perccebe-
se claramente separação espacial entre as distribuições de eventos com focos distintos. A dife-
rença entre os clusters obtidos por cada algoritmo é que em (5.1) o cluster em azul possui 5
pontos e, em (5.2), o cluster em azul possui os mesmos 5 pontos mais outros 2 pontos.
Ainda com relação ao tratamento de separação de dados, observa-se que foi tido como atri-
buto de classificação apenas a localização espacial dos eventos. No entanto, em um processo
difusivo, é relevante considerar o tempo como atributo. É possível que eventos que se encon-
5.3. ANÁLISE DOS RESULTADOS 81
tram localizados espacialmente próximos um do outro tenham ocorrido em tempos distantes,
o que poderia ser um indicativo de pertencerem a surtos distintos da mesma epidemia. Tal
consideração seria interessante para trabalhos futuros.
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Capítulo 6
Conclusões
Primeiramente, nesse trabalho, foi feita uma recapitulação metodológica do método desen-
volvido por [1] e sua validação. O método se destina a problemas ecológicos e epidemiolégicos
com características predominantemente difusivas. Em [1], para a contrução do método, foi
necessário tomar hipóteses adequadas com relação à area a qual os aparatos se destinam. Além
disso, tão importante quanto ao desenvolvimento de tal método, foi revisitar a técnica utilizada
em [1] para geração de dados difusivos, de forma a obter a devida validação do método para a
estimativa do coeficiente de difusão.
No presente trabalho, percebe-se que o tratamento de separação de dados pode ser impres-
cindível caso deseje-se obter resultados fidedignos para a estimativa do coeficiente de difusão.
A verificação da relevância de tal tratamento foi feita através de dois experimentos distintos
com relação à geração de dados, que foram apresentados no Capítulo 4. A diferença entre
os experimentos consistiu na escolha de modelagem do domínio espacial para a obtenção da
solução numérica da concentração e posterior geração de eventos. Em ambos experimentos, a
técnica empregada foi a geração de dois conjuntos de dados inicialmente disjuntos; em seguida,
foram sobrepostos no mesmo domínio e, então, aplicado o tratamento de separação com relação
ao atributo espacial.
Outra característica considerada foi a ordem de grandeza do coeficiente de difusão. Percebe-
se que a separação de dados surtiu efeitos positivos para 1× 10−3 ≤ 𝛼 ≤ 1× 100 no domínio
espacial considerado. Em contrapartida, para coeficientes menores, houve uma subestimação de
tal parâmetro. Tanto no Primeiro Experimento quanto no Segundo Experimento, o coeficiente
de difusão já havia sido subestimado quando os dados foram vistos do ponto de vista de apenas
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uma fonte, em [1]. Ao se aplicar a clusterização, tal característica foi ainda mais evidenciada,
ou seja, obteve-se coeficientes de difusão ainda menores. Tal efeito pode ser observado devido à
dificuldades na geração dos dados que representem bem tal ordem de grandeza do coeficiente de
difusão. Assim, nesse caso, mesmo que o método estime corretamente o coeficiente de difusão,
os dados simulados talvez já não representem bem o processo difusivo com o coeficiente suposto.
Com relação à clusterização, ainda com relação aos coeficientes de ordem menor do que 1×10−4,
a separação de dados pode não ser relevante. Em muitos experimentos para coeficientes de tal
ordem, a separação dos dados gerou clusters vazios à medida que a distância entre as fontes
diminuía. Tal resultado pode ser explicado por haver diferentes ordens de grandeza entre o
processo difusivo e o observador. No caso, o observador do processo é a máquina e quanto maior
a precisão computacional, mais fidedígnos serão os resultados. Desta forma, uma alternativa
para se obter melhores resultados para coeficientes iguais ou menores do que 1× 10−4 seria, em
trabalhos futuros, impor maior precisão computacional. Outra possiblidade, para os casos em
que a precisão da máquina não é suficiente para representar a ordem de grandeza trabalhada,
seria realizar uma mudança de escala previamente à aplicação do algoritmo de clusterização.
Ainda com relação ao Capítulo 4, os experimentos foram construídos para analisar a relevân-
cia do tratamento de separação de dados. Tanto no Primeiro Experimento quanto no Segundo
Experimento, o coeficiente de difusão foi recuperado para os dados conjuntos e, também, para
cada cluster obtido. O resultado esperado e tido como referência nos cálculos é o coeficiente
de difusão estimado para a concentração do ponto de vista de apenas uma fonte. O valor do
coeficiente para apenas uma fonte, revela o que se espera do método; ou seja, caso o coeficiente
não seja recuperado de maneira coerente para o caso de uma fonte espera-se que também não se
obtenha valores verossímeis após a clusterização. Apesar das diferentes abordagens adotadas
nos experimentos, o resultado comum foi de que o tratamento de clustareização se mostrou
relevante para a estimativa do coeficiente de difusão de ordens de grandeza maiores do que
1× 10−4. Nesses casos, os coeficientes para os dados conjuntos eram de ordens muito maiores
do que o esperado.
No Primeiro Experimento, além do impacto da separação de dados, foi analisada a depen-
dência da inicialização dos centros dos clusters no algoritmo K-means com relação à percen-
tagem de acertos. Observa-se que tal característica não influenciou nos resultados, o que é
positivo, pois, em caso de dados, reais é difícil determinar qual inicialização fixa adequada. Já
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no Segundo Experimento, analisou-se o impacto de se utilizar intervalos máximos entre eventos
sucessivos, o parâmetro denotado por 𝐷𝑇 , aleatórios ou fixos. Percebeu-se que tal parâmetro
não influenciou muito no percentual de acertos da clusterização. Outra observação importante
com relação à separação dos dados, em ambos os experimentos, é que o percentual de acertos
diminui conforme se diminui a distância entre as fontes. Para coeficientes da ordem de gran-
deza maior do que 1 × 10−4, observou-se percentuais de acerto próximos de 0, 5, o que indica
pouca relevância do tratamento de clusterização para esses casos. Futuramente, seria interes-
sante aumentar a precisão dos cálculos computacionais ou utilizar mudança de escala prévia à
clusterização, para tentar aumentar o percentual de acertos do algoritmo.
Ao final do Capítulo 4 é analisada a influência do número de eventos na estimativa do
coeficiente de difusão, considerando apenas um foco. Ao invés de se estipular o intervalo máximo
entre eventos sucessivos, é fixado o numéro de ocorrência de eventos. Através dos resultados,
percebe-se que quanto maior o número de eventos, maior a estimativa para o coeficiente de
difusão. É possível concluir que tal observação decorre do fato de que, se geram-se mais eventos,
é mais provável que sejam gerados eventos muito longe do foco, aumentando a estimativa do
coeficiente de difusão.
No Capítulo 5, é feita uma aplicação da técnica de separação dos dados para a recuperação
do coeficiente de difusão para o espalhamento do risco de contágio do vírus H5N1 na Nigéria.
De acordo com as autoridades, haviam sido detectados, na época, dois focos para esse país
e, por isso, escolheu-se separar os dados em duas partições. Apesar de terem ocorridos dois
eventos iniciais no dia 1 em locais distintos, a proximidade entre eles fez com que se descartasse
a possibilidade de ambos serem focos de surtos distintos. Foram feitas estimativas para o
coeficiente de difusão considerando cada um dos eventos iniciais. Para o tratamento de reescala
adequado, argumentou-se que os eventos iniciais ocorreram no mesmo dia, porém com 12ℎ
de diferença entre eles. Para os dados originais, para o foco 𝑒1, o coeficiente obtido foi 3, 94
km2/dia, enquanto para a outro, 4, 49 km2/dia. Como o registro de eventos eram do tipo dia,
latitude e longitude, foram utilizados dois algoritmos de clusterização que lidassem com esse
tipo de entrada. O primeiro algoritmo, desenvolvido por Souza, resultou para um cluster valores
1, 54 km2/dia e 2, 97 km2/dia para focos distintos e, para o outro cluster, 0, 66 km2/dia. Já para
o segundo algoritmo, o K-means modificado, para um cluster obtiveram-se 3, 08 km2/dia e 2, 91
km2/dia considerando cada um dos focos e, para o outro cluster, 0, 97 km2/dia. Tendo em vista
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que a estimativa do coeficiente de difusão é referente ao espalhamento do mesmo vírus, situado
num mesmo país, com condições geográficas semelhantes, espera-se que para cepas diferentes os
parâmetros sejam próximos. Considerando tal hipótese, observou-se que os resultados obtidos
são coerentes: utilizando o algoritmo de Souza, 𝛼1 = 1, 54 km2/dia e 𝛼2 = 0, 66 km2/dia e,
utilizando o K-menas modificado, 𝛼1 = 2, 91 km2/dia e 𝛼2 = 0, 97 km2/dia. Com relação aos
algoritmos de clusterização, observa-se que ambos utilizam como atributo apenas a localização
espacial dos eventos. Seria relevante, em trabalhos futuros, considerar também o impacto de
se separar os eventos com relação à coordenada temporal para a estimativa do coeficiente de
difusão.
Feitas tais considerações, conclui-se que os resultados desse trabalho corroboram com a
relevância do tratamento de separação de dados para a estimativa do coeficiente de difusão,
caso almeje-se atingir resultados fidedígnos.
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Anexo 1 - Algoritmo para obtenção da
solução numérica
function [] = chamaELRobin()
distancia = [10;20;30;40;50;60;70;80;90];
for i =1:length(distancia)
ELRobin(distancia(i));
end
end
function [] = ELRobin()
% Código desenvolvido por Juliana Marta Rodrigues de Souza
%elementos finitos unidimensional
%dc/dt=alpha c’’-v(x;t)c’-v’(x;t)c+g(x;t)
%t>t0 , a<x<b
%condição de contorno de Robin
% dc(a)/dx=B-A c(a)
% dc(b)/dx=J-H c(b)
% c(x,t0) dada IniCond
format long
%% Parâmetros do problema
%
D=1;
Dl=strrep(num2str(D),’.’,’_’);
a=0;
b=100; %chamei de xf para ficar igual ao Programa.m
% fonte=[0;0.1;0.2;0.3];
%aqui vou colocar as fontes em referencial oportuno
%não importa mais a localização exata das fontes e, sim, a distancia entre
%por isso, esse programa deve ser executado sempre pensando em duas fontes
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xf_original = b;
distancia = 2.5; %distancia entre fontes
fonte1 = xf_original./2;
fonte2 = distancia + fonte1;
fonte = [fonte1;fonte2];
xf = xf_original + distancia;
xfl = strrep(num2str(xf),’.’,’_’);
%Caso de trabalho
A=0;
B=0;
J=0;
H=200;
t0=0;
tf=1;
%% Parâmetros de discretização
%espacial:
n=1022;
%numero de intervalos
nint=n+1;
dx=(xf-a)/nint;
%número total de pontos
Nx=n+2; %modifiquei de NN para Nx para ficar igual Programa.m
%número de incógnitas (Robin nas duas pontas)
nn=Nx;
%vetor com os pontos da malha espacial
x=(a:dx:xf);
%temporal:
dt=(tf-t0)/512;
%número de passos temporais
Nt=floor((tf-t0)/dt) %modifiuei de NT para Nt
%pause()
%vetor com os tempos em que as soluções numéricas serão obtidas
T=(t0:dt:tf);
m=1;%contador de fontes
while(m<=2) %faz pra fonte1 e depois pra fonte2
stringfonte = strrep(num2str(fonte(m)),’.’,’_’);
%% Atribuindo a condição inicial
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C0=IniCond(x,fonte(m));
%% Loop temporal
% Discretização temporal
%Crank-Nicolson
C=CN(C0,nn,Nx,Nt,dt,T,D,x,A,B,H,J);
%Salvar C em arquivo
nome_arq = strcat(’CNx’,num2str(Nx),’Nt’,num2str(Nt),’xf’,xfl,’D’,Dl,’fonte’,stringfonte)
save(nome_arq,’C’);
%% Resultados
%para ver o gráfico de C, faça:
%graf=1; figure
%ou
graf=0;
ver(x,C,Nt,graf);
%vecSOL recebe a solução analítica que pode ser comparada com P
SOLv=vecSOL(x,T,Nx,Nt);
%Para ver a solução analítica e a solução numérica lado a lado
%figure
%seeSandC(x,C,SOLv,Nt)
%Calcula e obtem gráfico de ||P-Sol|| / ||Sol||
errory=Error(C,SOLv,T,NT);
%para ver o gráfico de (C-sol), faça:
%graf=1; figure
%ou
graf=0;
%ver(x,C-SOLv,NT,graf)
m = m+1;
end
function C0=IniCond(x,fonte)
%Caso de trabalho
C0=exp(-(10*(x-fonte)).^2);
function C=CN(C0,nn,NN,NT,dt,T,D,x,A,B,H,J)
C=zeros(nn,NT);
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C(:,1)=C0;
[Mt,Mdif]=assemble(D,nn,x,A,H);
MVn=assembleV(x,nn,T(1));
for i=1:NT
MD=Mt+dt*.5*(Mdif+MVn);
MVn1=assembleV(x,nn,T(i+1));
ME=Mt-dt*.5*(Mdif+MVn1);
G=dt*assembleG(x,nn,T(i)+dt/2,D,B,J);
C(:,i+1)=ME\(MD*C(:,i)+G);
MVn=MVn1;
end
function [ME,MD]=assemble(D,nn,x,A,H)
[dphidphi, phiphi]=submatrix;
ME=zeros(nn,nn);
MD=zeros(nn,nn);
for i=1:nn-1
jac=(x(i+1)-x(i));
MD(i:i+1,i:i+1)=MD(i:i+1,i:i+1)-(D/jac)*dphidphi;
ME(i:i+1,i:i+1)=ME(i:i+1,i:i+1)+jac*phiphi;
end
% Modificações provenientes da formulação fraca (condições de contorno)
MD(1,1)=MD(1,1)+D*A;
MD(nn,nn)=MD(nn,nn)-D*H;
function [dphidphi, phiphi]=submatrix
dphidphi=[1 -1
-1 1];
phiphi=[1/3 1/6
1/3 1/6];
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function Mv=assembleV(x,nn,t)
Mv=zeros(nn,nn);
for i=1:nn-1
Mv(i:i+1,i:i+1)=Mv(i:i+1,i:i+1)-(intv(x(i),x(i+1),t))-((x(i+1)-x(i))*intdv(x(i),x(i+1),t));
end
function submatv=intv(x1,x2,t)
WX=quadg6;
submatv=zeros(2,2);
for k=1:6
%levando (-1,1) em (x(1),x(2))
xcsi=(x2-x1)*(WX(k,2)+1)/2+x1;
%levando (-1,1) em (0,1))
ZeroUm=(WX(k,2)+1)/2;
for i=1:2
for j=1:2
submatv(i,j)=submatv(i,j)+WX(k,1)*vel(xcsi,t)*base(ZeroUm,i)*dbase(ZeroUm,j)/2;
end
end
end
function WX=quadg6
% weight - wi abscissa - xi
WX=[0.3607615730481386 0.6612093864662645
0.3607615730481386 -0.6612093864662645
0.4679139345726910 -0.2386191860831969
0.4679139345726910 0.2386191860831969
0.1713244923791704 -0.9324695142031521
0.1713244923791704 0.9324695142031521];
function vx=vel(x,t)
vx=0;
function y=base(x,n)
switch n
case 1
y=1-x;
case 2
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y=x;
end
function y=dbase(x,n)
switch n
case 1
y=-1;
case 2
y=1;
end
function submatdv=intdv(x1,x2,t)
WX=quadg6;
submatdv=zeros(2,2);
for k=1:6
%levando (-1,1) em (x(1),x(2))
xcsi=(x2-x1)*(WX(k,2)+1)/2+x1;
%levando (-1,1) em (0,1))
ZeroUm=(WX(k,2)+1)/2;
for i=1:2
for j=1:2
submatdv(i,j)=submatdv(i,j)+WX(k,1)*dvel(xcsi,t)*base(ZeroUm,i)*base(ZeroUm,j)/2;
end
end
end
function dvx=dvel(x,t)
dvx=0;
function G=assembleG(x,nn,tm,D,B,J)
G=zeros(nn,1);
for i=1:nn-1
G(i:i+1,1)=G(i:i+1,1)+(x(i+1)-x(i))*intg(x(i),x(i+1),tm,D);
end
G(1,1)=G(1,1)-D*B;
G(nn,1)=G(nn,1)+D*J;
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function vetg=intg(x1,x2,t,D)
WX=quadg6;
vetg=zeros(2,1);
for k=1:6
%levando (-1,1) em (x(1),x(2))
xcsi=(x2-x1)*(WX(k,2)+1)/2+x1;
%levando (-1,1) em (0,1))
ZeroUm=(WX(k,2)+1)/2;
for i=1:2
vetg(i,1)=vetg(i,1)+WX(k,1)*g(xcsi,t,D)*base(ZeroUm,i)/2;
end
end
function gy=g(x,t,D)
gy=0;
%gy=dsoldt(x,t)-D*laplsol(x,t)+sol(x,t)*dvel(x,t)+vel(x,t)*dsoldx(x,t);
function ver(x,C,NT,graf)
for t=1:NT
if graf
plot(x,C(:,t))
axis([x(1) x(length(x)) min(min(C)) max(max(C))])
pause(.4)
end
end
function SOLv=vecSOL(x,T,NN,NT)
SOLv=zeros(NN,NT+1);
for j=1:NT+1
SOLv(:,j)=sol(x,T(j));
end
function y=sol(x,t)
%Caso de trabalho
y=exp(-(10*x).^2)*exp(-t);
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function seeSandC(x,C,vSOL,NT)
NN=length(x);
for t=1:NT+1
subplot(1,2,1)
plot(x,C(:,t))
title(’C(x,t)’)
xlabel(’x’)
axis([x(1) x(NN) min(min(C)) max(max(C))])
subplot(1,2,2)
plot(x,vSOL(:,t))
title(’Sol(x,y,t)’)
xlabel(’x’)
axis([x(1) x(NN) min(min(C)) max(max(C))])
pause(.4)
end
function errory=Error(C,sol,T,NT)
errory=zeros(NT,1);
for k=1:NT
errory(k)=norm(C(:,k)-sol(:,k),2)/norm(sol(:,k),2);
end
figure
plot(errory,’+’)
title(’||P-Sol|| / ||Sol||’)
ANEXO 2 - PROGRAMAS DO PRIMEIRO EXPERIMENTO 97
Anexo 2 - Programas do Primeiro
Experimento
% Código desenvolvido por Juliana Marta Rodrigues de Souza
%Geração de Eventos e Estimativa do Coeficiente de Difusão
prep = 0;
alpha=1; % coeficiente de difusão
alphal = strrep(num2str(alpha),’.’,’_’); %aqui elimino o ’.’ para salavar arquivo
xf_original = 100;
distancia = 90; %distancia entre fontes
fonte1 = xf_original./2;
fonte2 = distancia + fonte1;
fonte = [fonte1;fonte2];
xf = xf_original + distancia;
xfl = strrep(num2str(xf),’.’,’_’); %aqui elimino o ’.’ para salavar arquivo
m = 1; %contador auxiliar de fontes
%Número de partições da malha em x:
Nx=1024; %numero de pontos inteiores mais os 2 da fronteira
%Número de partições da malha em t:
Nt=512;
%USAR DT’s iguais para comparar fontes diferentes!
%DTs=sort(randi([1,Nt],50,1));
DTs=[1:5:52];
%DTs=(10:50:512);
save(’DTs’,’DTs’);
%DT, o número máximo de intervalos de tempo entre eventos, especificado
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while(m <= length(fonte))
stringfonte = strrep(num2str(fonte(m)),’.’,’_’); %aqui elimino o ’.’ para salavar arquivo
%arquivo com a solução numérica usada para gerar eventos
arqsolnum=strcat(’CNx’,num2str(Nx),’Nt’,num2str(Nt),’xf’,xfl,’D’,alphal,’fonte’,stringfonte);
arqsaida_nome = strcat(’alpha’,alphal,’Nx’,num2str(Nx),’xf’,xfl,’fonte’,stringfonte);
nome1 = strcat(arqsaida_nome,’.txt’);
arqsaida = fopen(nome1,’w’);
%%1 para assegurar que a função não tenha valores negativos e tem acumulada crescente
if(prep)
prepara(arqsolnum,xf); %esta função já salva o arquivo de saida
end
%salva o arquivo strcat(arqsolnum,’p’)
%com as variáves C, MNewS e MInt0
% a solução corrigida, a Matriz de integrais já normalizadas e a Matriz com
% os parâmetros usados na normalização
%é possível criar e salvar cenários inteiros com:
%amostras em cada cenário
%o número de linhas é o número de experimentos salvos
%%2
criaEsalva=1;
if criaEsalva
for i=1:length(DTs)
DT=DTs(i);
nomearqp=strcat(arqsolnum,’p’);
%cria e salva cenários inteiros com:
%DT, o número máximo de intervalos de tempo entre eventos, especificado
%%%%%%%%%%%%%%%%%%%%%%%%%%%
UsaSimulaeSalva(nomearqp,DT,xf); %NESTA FUNÇÃO EU SALVEI OS DADOS
clear xnalselpre
clear tnaoselpre
[xnaoselpre,tnaoselpre]=chamadaData(nomearqp,DT);
ipre=1; inaosel=1; inaoselpre=1;
if length(xnaoselpre)>2
[xnaosel,tnaosel] = reref(xnaoselpre,tnaoselpre);
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hnaosel=length(tnaosel’);
DadosNaoSel(inaosel,1)=hnaosel;
DadosNaoSel(inaosel+1:inaosel+hnaosel,1:2)=[tnaosel’ xnaosel’];
inaosel=inaosel+hnaosel+1;
else
DadosNaoSel(inaosel,1)=0;
DadosNaoSel(inaosel,2)=0;
end
clear Dados
Dados=DadosNaoSel;
savefile=strcat(’Cenario’,’DT’,num2str(DT),’alpha’,alphal,’fonte’,stringfonte,’reref1semselecao’);
save(savefile,’Dados’);
end
end
%com os arquivos Cenario(s) é possível:
%3 - Primeira fase
%chamar CenárioCompleto
for i=1:length(DTs)
DT=DTs(i);
savefile=strcat(’Cenario’,’DT’,num2str(DT),’alpha’,alphal,’fonte’,stringfonte,’reref1semselecao’);
load(savefile);
NroPtos=Dados(1,1);
t=Dados(2:NroPtos+1,1);
x=Dados(2:NroPtos+1,2);
[coef1(i,1),s1(i,1)] = fitopt1(t,x);
fprintf(arqsaida,’%12.8f %12.8f\n’,[coef1(i,1),s1(i,1)]);
fprintf(arqsaida,’ %d\n’,DTs(i));
fprintf(arqsaida,’%12.8f %12.8f\n’,Dados’);
fprintf(arqsaida,’\n’);
end
k=1;
for i=1:length(coef1)
if coef1(i,1)>0
coef(k,1)=coef1(i,1);
k=k+1;
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end
end
savefile2=strcat(’CoefsNx’,num2str(Nx),’Nt’,num2str(Nt),’xf’,xfl,’D’,alphal,’fonte’,stringfonte);
save(savefile2,’coef’, ’coef1’, ’DTs’);
fclose(’all’);
%plot(coef)
mean(coef)+std(coef);
mean(coef)
mean(coef)-std(coef);
m = m + 1; %são duas fontes, então preciso fazer o procedimento duas vezes
end
function prepara(nomearq,xf)
load(nomearq)
format long
%carregando o arquivo com a solução de Elementos Finitos
Cn=C;
%atribuindo as dimensões de Cn às variáveis MM e NN respectivamente
[MM, NN]=size(Cn);
%Parâmetros do domínio da função original
x0=0;
%xf=1;
%obtenção do dx, sabendo que as abscissas são igualmente distribuídas
h=(xf-x0)/(NN-1);
%obtenção do vetor com as abscissas.
x = (x0:h:xf);
%lidando com números negativos gerados por erros numéricos
ind=find(Cn<0);
disp(’nros negativos?’)
pause()
%se os erros forem de fato numéricos, são corrigidos
if abs(max(Cn(ind)))<0.000001
Cn(ind)=-Cn(ind);
disp(’sim’)
else
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disp(’não’)
end
%para ver se há outros problemas que não se pode relacionar a falhas
%numéricas
ind=find(Cn<0);
disp(’nros negativos mais significativos?’)
pause()
%inicializando matrizes para armazenagem e normalização
%vetor que receber a integral da concentração para cada tempo
MInt0=zeros(1,NN);
%matriz que receberá as acumuladas das concetrações em cada ponto da malha
%espacial
MNewS=zeros(MM,NN);
%C após as normalizações e correções
Cfim=zeros(MM,NN);
for j=1:NN
%normalizando o vetor Cn a fim de transformá-lo
%em densidade de probabilidades
MInt0(1,j)=Trapezio(Cn(:,j), h);
Cfim(:,j) = Cn(:,j)*(1/MInt0(1,j));
%montando o vetor de integrais sobre os pontos da malha
MNewS(:,j) = MontaS(Cfim(:,j), h);
end
%checando se há erros
rmax=0;
jmax=0;
for j=1:NN
for i=1:MM-1
%a acumulada deve ser não decrescente
r=MNewS(i+1,j)-MNewS(i,j);
if r<0
disp(’!!!’)
%pause()
if abs(r)>abs(rmax)
rmax=r;
jmax=i;
end
end
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end
%a depender da ordem do erro, pode-se considerar correção
if rmax
rmax
%determina o número de dígitos significativos do erro
digr=nrodigitos(rmax);
Cfim(:,j)=round(Cfim(:,j)*10^digr)/10^digr;
end
end
C=Cfim;
%para visualizar o resultado
%plot(Cfim)
%salvando o arquivo
savefile=strcat(nomearq,’p’);
save(savefile,’C’,’MNewS’,’MInt0’)
function Int=Trapezio(vetc,h)
%Monta as integrais até precisamente o ponto da malha x{i+1}
NN = length(vetc);
Int = 0;
for i=1:NN-1
Int = Int + (h/2)*(vetc(i) + vetc(i + 1));
end
function S=MontaS(vetc, h)
%Armazena em um vetor o valor dos termos S_{i+1} que são mencionados no
% texto do Capítulo 4 - Simulando cenários difusivos
NN = length(vetc);
S = zeros(NN,1);
for i=1:NN-1
S(i+1)=S(i)+(h/2)*(vetc(i) + vetc(i + 1));
end
function i=nrodigitos(d)
%para determinar quantas casas decimais nulas antes da primeira não nula
%possui o número d
format long
i=1;
D=d;
% a precisão é de no máximo 32 dígitos
% até que p número atinja um inteiro menor que 2
while (i<=32 && abs(floor(D))<2)
ANEXO 2 - PROGRAMAS DO PRIMEIRO EXPERIMENTO 103
%multiplica-se por um fator 10 que move o ponto para a direita
D=10*D;
%contabiliza
i=i+1;
end
%descontando o último i contado a mais
i=i-1;
function UsaSimulaeSalva(nomearq,DT,xf)
%o número máximo de intervalos de tempo entre um evento e outro
%é dado por DT
%chama a função Simula2 a fim de obter eventos comparáveis com os obtidos
%em probelmas reais
format long
clear tabt
clear Dados
%carregando arquivo com solução numérica
load(nomearq)
Cn=C;
%gerando os tempos para os quais se obterá dados
%número total de passos temporais
NT=512;
dt=1/512;
%tabela com os tempos dos eventos
%randint gera uma matriz de números inteiros uniformemente distribuídos
%entre 1 e DT
tabt(1) =randi([1,DT],1,1);
k=1;
%o tempo máximo não deve ultrapassar o número total de passos temporais
while(tabt(k)<=NT)
tabt(k+1)=tabt(k)+randi([1,DT],1,1);
k=k+1;
end
if tabt(k)>NT+1
tabt=tabt(1:k-1);
end
nt=length(tabt);
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%simulando eventos para os tempos sorteados
DadosCam=Simula2(Cn, MNewS, tabt,xf);
tabtCam=tabt*dt;
%aqui salvo os dados originais
savefile=strcat(’Data’,’DT’,num2str(DT),nomearq);
save(savefile,’DadosCam’,’tabtCam’)
function dados=Simula2(Cn, MNewS, tempos, xf)
%diferentemente de Simula - Apêndice B, Simula2 gera apenas um evento para cada passo
%temporal escolhido
%tempos é um vetor para cujos tempos deseja-se obter nsimulacoes
%Número de pontos/pares de dados
[NX,NT]=size(Cn);
%Parâmetros do domínio da função original
x0=0;
%obtenção do h=dx, sabendo que as abscissas são igualmente distribuídas
h=(xf-x0)/(NX-1);
%obtenção do vetor com as abscissas.
x = (x0:h:xf);
%geração das variáveis uniformemente distribuídas necessárias
passost=length(tempos);
u=rand(passost);
%inicialização da matriz onde serão armazenados os dados simulados
Dados=zeros(passost);
for j=1:passost
%obtendo um evento para cada passo temporal de acordo com a
%distribuição Cn
dados(j) = Evento(x,Cn(:,tempos(j)),MNewS(:,tempos(j)),.0000001,u(j));
end
function X=Evento(x,vetc,S,delta,u)
%delta é a precisão com que se deseja obter a resposta
format long
h =x(2)-x(1);
%Determinando i:
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%ou a qual intervalo o evento deve pertencer
ia = 1; ib = length(x);
while(ib - ia) > 1
im = ia + floor((ib - ia + 1)/2);
if( u > S(im))
ia = im;
else
ib = im;
if(abs( u - S(im)) < delta)
ia = im;
end
end
end
%Fim da dertminação de i
%Obtendo x: este é o algoritmo que aparece no corpo do texto no Capítulo 4 traduzido
%para a linguagem do Matlab
X = x(ia);
y = 0;
if (ia < ib)
A = (vetc(ib) - vetc(ia))/(2*h);
Cc = S(ia) - u;
raiz = sqrt(vetc(ia)^2 - 4*A*Cc );
y = (-vetc(ia) + raiz)/(2*A);
X = y + x(ia);
end
function [DadosCam,tabtCam]=chamadaData(nomearq,DT)
%chamada seleciona pontos de x crescente para t crescente
t0=0; tf=1;
nomearqdata=strcat(’Data’,’DT’,num2str(DT),nomearq);
%carregar dados
load(nomearqdata)
%em Data há Dados com as posições relativas a eventos referentes aos tempos
%que aparecem em tabt
function [xn,tn]=reref(x,t)
%muda o referencial de medida de t0=0 e x0=0 para x1 e t1...
n=length(x);
%tratamento dos dados
for i=2:n
xn(i-1)=abs(x(i)-x(1));
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tn(i-1)=t(i)-t(1);
end
function [alpha,s]=fitopt1(t,x)
%Quadrados Mínimos da função com
%expansão do erf ao redor de X1, fixo
%ajustando apenas alpha
format long
n=length(x);
for i=2:n
y(i-1)=(sqrt(t(i))+sqrt(t(1)))*x(1)*x(i)-(sqrt(t(i))-sqrt(t(1)))*x(1)*x(1);
g1(i-1)=4*t(1)*sqrt(t(i));
end
if n>1
alpha=sum(y.*g1)/sum(g1.*g1);
s=1;
else
alpha=0;
s=0;
end
clear all
clc
format long
alpha=1; % coeficiente de difusão
alphal = strrep(num2str(alpha),’.’,’_’); %aqui elimino o ’.’ para salavar arquivo
xf_original = 100;
distancia = 90; %distancia entre fontes
fonte1 = xf_original./2;
fonte2 = distancia + fonte1;
fonte = [fonte1;fonte2];
stringfont1 = strrep(num2str(fonte(1)),’.’,’_’); %nome para salvar arquivo
stringfont2 = strrep(num2str(fonte(2)),’.’,’_’);
%fontel=’25’;
m = 1; %contador auxiliar de fontes
%Número de partições da malha em x:
Nx=1024; %numero de pontos inteiores mais os 2 da fronteira
%Número de partições da malha em t:
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Nt=512;
%xf=100; %tamanho do dominio espacial
xf = xf_original + distancia;
xfl=strrep(num2str(xf),’.’,’_’);
%vou carregar o arquivo com os DTs
load(’DTs.mat’);
todosDT = DTs’;
for i=1:length(todosDT)
DT = todosDT(i);
clear DadosCam tabtCam
arqsolnum=strcat(’Data’,’DT’,num2str(DT),’CNx’,num2str(Nx),’Nt’,num2str(Nt),’xf’,xfl,’D’,alphal,’fonte’,
→˓ stringfont1,’p’);
load(arqsolnum)
fonte1 = [DadosCam’,tabtCam’];
xfonte1=fonte1(:,1);
clear DadosCam tabtCam
arqsolnum=strcat(’Data’,’DT’,num2str(DT),’CNx’,num2str(Nx),’Nt’,num2str(Nt),’xf’,xfl,’D’,alphal,’fonte’,
→˓ stringfont2,’p’);
load(arqsolnum)
fonte2 = [DadosCam’,tabtCam’];
xfonte2=fonte2(:,1);
v=vertcat(xfonte1,xfonte2);
vetclus = cluster_kmeans(v,2);
n = length(v);
k=2;
%separa fontes com base na Mclus obtida em cluter_kmeans
[Dadosclus1,Dadosclus2,acertos,original] = compara(fonte1,fonte2,vetclus);
%plotar gráfico
plotar(xfonte1,xfonte2,Dadosclus1,Dadosclus2,DT);
pause()
%vetor para salvar registrar comparações do cluster
pontos = vertcat(fonte1,fonte2);
registra = zeros(n+1,4);
registra(2:n+1,1)=pontos(:,1);
registra(2:n+1,2)=pontos(:,2);
registra(1,3) = acertos; %numero de acertos
registra(1,4) = acertos./n; %porcentagem de acertos
registra(2:n+1,3) = original;
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registra(2:n+1,4) = vetclus;
salvaclus = strcat(’resultadoClusDT’,num2str(DT));
save(salvaclus,’registra’);
clear registra;
%salva fonte 1
Dadosclus = Dadosclus1;
arq =strcat(’Clus’,’DT’,num2str(DT),’CNx’,num2str(Nx),’Nt’,num2str(Nt),’xf’,xfl,’D’,alphal,’fonte’,stringfont1
→˓ ,’p’);
save(arq, ’Dadosclus’);
clear Dadosclus;
%salva fonte 2
Dadosclus = Dadosclus2;
arq =strcat(’Clus’,’DT’,num2str(DT),’CNx’,num2str(Nx),’Nt’,num2str(Nt),’xf’,xfl,’D’,alphal,’fonte’,stringfont2
→˓ ,’p’);
save(arq, ’Dadosclus’);
clear Dadosclus;
end
function ind_min = cluster_kmeans(x, k)
format long
%parametros de entrada:
% x: vetor com as posições dos pontos (no caso, 1D, mas vou tentar fazer para o caso geral)
% k: número de agrupamentos desejados
n = length(x); %numero de pontos para serem colocados em k grupos
%vou gerar centros aleatorios no intervalo [min(x),max(x)]
% a = min(x);
% b = max(x);
% centro = (b-a).*rand(k,1) + a
% centro=x(ceil(rand(k,1)*n),:);
centro = [50;140]; %ou centro fixo
indice0=ones(n,1);
ind_min=zeros(n,1);
dist = zeros(n,k);
while any(indice0~=ind_min)
indice0 = ind_min;
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%vou calcular a distancia dos pontos aos centros e avaliar a qual cluster o ponto pertence
for i=1:n
for j=1:k
dist(i,j) = abs(x(i)-centro(j));
end
end
[dist_min,ind_min] = min(dist,[],2); %retorna o elemento minimo e sua localização em cada linha
for t=1:k
centro(t)=mean(x(ind_min==t)); %atualizo os centros
end
end
%para que os cluster fiquem ordenados de acordo com a as fontes
if(centro(1)>centro(2))
aux=centro;
centro(1)=aux(2);
centro(2)=aux(1);
clear aux;
for i=1:length(ind_min)
if(ind_min(i)==1)
ind_min(i)=2;
elseif(ind_min(i)==2)
ind_min(i)=1;
end
end
end
end
%vou construir a Mclus
% for i=1:n
% Mclus(i,ind_min(i)) = 1;
% end
% xdecluster = zeros(n, k);
% contaponto = ones(k,1); %conta o numero de pontos em cada cluster
%
% for j = 1:n
% aux = find(Mclus(j,:)); %encontra a qual cluster pertence o ponto j, aux = 1 ou 2
% xdecluster(contaponto(aux),aux) = x(j);
%
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% contaponto(aux) = contaponto(aux) + 1;
%
% end
%
% for i = 1:k
% if(i==1)
% plot(sort(xdecluster(1:contaponto(i)-1,i)),’*’,’Color’,[rand,rand,rand])
% hold on
% grid on
% %pause()
% else
% plot(sort(xdecluster(1:contaponto(i)-1,i),’descend’),’*’,’Color’,[rand,rand,rand])
% hold on
% grid on
% %pause()
% end
%
% end
function [fonte1_novo,fonte2_novo,conta_acertos,original] = compara(fonte1,fonte2,vetclus)
format long
%novo vetor de fontes
fonte1_novo = [];
fonte2_novo = [];
tam1 = length(fonte1(:,1));
tam2 = length(fonte2(:,1));
total = tam1 + tam2;
original = ones(tam1+tam2,1);
original(tam1+1:tam1+tam2,1) = 2;
conta_acertos = 0; %numero de acertos do algoritmo cluster
k1=1;
k2=1;
for i=1:total
if(vetclus(i) == 1)
if( i <= tam1 )
fonte1_novo(k1,:) = fonte1(i,:);
conta_acertos = conta_acertos + 1;
k1 = k1+1;
else
fonte1_novo(k1,:) = fonte2(i-tam1,:);
k1 = k1+1;
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end
end
if(vetclus(i) == 2)
if( i <= tam1 )
fonte2_novo(k2,:) = fonte1(i,:);
k2 = k2+1;
else
fonte2_novo(k2,:) = fonte2(i-tam1,:);
conta_acertos = conta_acertos + 1;
k2 = k2+1;
end
end
end
end
function [] = plotar(xfonte1,xfonte2,Dados1_novo,Dados2_novo,DT)
v = vertcat(xfonte1,xfonte2);
n = length(v);
k=2;
alpha=1; % coeficiente de difusão
alphal = strrep(num2str(alpha),’.’,’_’); %aqui elimino o ’.’ para salavar arquivo
xf_original = 100;
distancia = 90; %distancia entre fontes
distl = strrep(num2str(distancia),’.’,’_’);
%Número de partições da malha em x:
Nx=1024; %numero de pontos inteiores mais os 2 da fronteira
%xf=100; %tamanho do dominio espacial
xf = xf_original + distancia;
xfl=strrep(num2str(xf),’.’,’_’);
%Número de partições da malha em t:
Nt=512;
nome =strcat(’Grafico’,’DT’,num2str(DT),’CNx’,num2str(Nx),’Nt’,num2str(Nt),’xf’,xfl,’D’,alphal,’distancia’,distl)
→˓ ;
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%PLOTAR GRÁFICO
for i = 1:k
if(Dados1_novo(1,1)<Dados2_novo(1,1))
if(i==1)
cor1 = [rand,rand,rand];
% plot(sort(xdecluster(1:contaponto(i)-1,i),’descend’),’*’,’Color’,cor1)
plot(sort(Dados1_novo(:,1),’descend’),’*’,’Color’,cor1)
title(nome);
hold on
plot(sort(xfonte1,’descend’),’o’,’Color’,cor1)
hold on
grid on
% pause()
else
cor2 = [rand,rand,rand];
% plot(sort(xdecluster(1:contaponto(i)-1,i)),’*’,’Color’,cor2)
plot(sort(Dados2_novo(:,1)),’*’,’Color’,cor2)
title(nome);
hold on
plot(sort(xfonte2),’o’,’Color’,cor2)
hold on
grid on
% pause()
end
else
if(i==1)
cor1 = [rand,rand,rand];
% plot(sort(xdecluster(1:contaponto(i)-1,i)),’*’,’Color’,cor1)
plot(sort(Dados1_novo(:,1)),’*’,’Color’,cor1)
title(nome);
hold on
plot(sort(xfonte2),’o’,’Color’,cor1)
hold on
grid on
% pause()
else
cor2 = [rand,rand,rand];
% plot(sort(xdecluster(1:contaponto(i)-1,i),’descend’),’*’,’Color’,cor2)
plot(sort(Dados2_novo(:,1),’descend’),’*’,’Color’,cor2)
title(nome);
hold on
plot(sort(xfonte1,’descend’),’o’,’Color’,cor2)
hold on
grid on
% pause()
end
ANEXO 2 - PROGRAMAS DO PRIMEIRO EXPERIMENTO 113
end
end %fim plotar gráfico
end
function media = acertos()
format long
clear all
clc
load(’DTs.mat’);
DTs = DTs; %pego os DTs do arquivo salvo na pasta
acertou = 0;
for i=1:length(DTs)
nome = strcat(’resultadoClusDT’,num2str(DTs(i)));
load(nome)
acertou = acertou + registra(1,4);
clear registra;
end
media = acertou./length(DTs); %percentual medio de acertos do algoritmo de cluster
end
% Código original desenvolvido por Juliana Marta Rodrigues de Souza
alpha=1; % coeficiente de difusão
alphal = strrep(num2str(alpha),’.’,’_’); %aqui elimino o ’.’ para salavar arquivo
%definiçãõ do dominio espacial
xf_original = 100;
distancia = 90; %distancia entre fontes
fonte1 = xf_original./2;
fonte2 = distancia + fonte1;
fonte = [fonte1;fonte2];
m = 1; %contador auxiliar de fontes
%Número de partições da malha em x:
Nx=1024; %numero de pontos inteiores mais os 2 da fronteira
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%xf=100; %tamanho do dominio espacial
xf = xf_original + distancia;
xfl = strrep(num2str(xf),’.’,’_’); %string para salvar arquivo
%Número de partições da malha em t:
Nt=512;
while(m <= length(fonte))
stringfonte = strrep(num2str(fonte(m)),’.’,’_’); %aqui elimino o ’.’ para salavar arquivo
%arquivo com a solução numérica usada para gerar eventos
arqsolnum=strcat(’CNx’,num2str(Nx),’Nt’,num2str(Nt),’xf’,xfl,’D’,alphal,’fonte’,stringfonte);
arqsaida_nome = strcat(’clusalpha’,alphal,’Nx’,num2str(Nx),’xf’,num2str(xf),’fonte’,stringfonte);
nome1 = strcat(arqsaida_nome,’.txt’);
arqsaida = fopen(nome1,’w’);
%USAR DT’s iguais para comparar fontes diferentes!
load(’DTs.mat’);
DTs = DTs; %pego os DTs do arquivo salvo na pasta
%DT, o número máximo de intervalos de tempo entre eventos, especificado
%%2
criaEsalva=1;
if criaEsalva
for i=1:length(DTs)
DT=DTs(i);
nomearqp=strcat(arqsolnum,’p’);
%cria e salva cenários inteiros com:
%TaamDT amostra em cada
%DT, o número máximo de intervalos de tempo entre eventos, especificado
%%%%%%%%%%%%%%%%%%%%%%%%%%%
%UsaSimula(nomearqp,DT,xf,fonte); %NESTA FUNÇÃO EU SALVEI OS DADOS
clear xnalselpre
clear tnaoselpre
[xnaoselpre,tnaoselpre] = chamadaClus(nomearqp,alpha,DT);
ipre=1; inaosel=1; inaoselpre=1;
if length(xnaoselpre)>2
[xnaosel,tnaosel] = reref(xnaoselpre,tnaoselpre);
hnaosel=length(tnaosel’);
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DadosNaoSel(inaosel,1)=hnaosel;
DadosNaoSel(inaosel+1:inaosel+hnaosel,1:2)=[tnaosel’ xnaosel’];
inaosel=inaosel+hnaosel+1;
else
DadosNaoSel(inaosel,1)=0;
DadosNaoSel(inaosel,2)=0;
end
clear Dados
Dados=DadosNaoSel;
savefile=strcat(’CenaClus’,’DT’,num2str(DT),’alpha’,alphal,’fonte’,stringfonte,’reref1semselecao’);
save(savefile,’Dados’)
end
end
%com os arquivos Cenario(s) é possível:
%3 - Primeira fase
%chamar CenárioCompleto
for i=1:length(DTs)
DT=DTs(i);
savefile=strcat(’CenaClus’,’DT’,num2str(DT),’alpha’,alphal,’fonte’,stringfonte,’reref1semselecao’);
load(savefile)
%NroPtos=Dados(VetTam,1);
NroPtos=Dados(1,1);
t=Dados(2:NroPtos+1,1);
x=Dados(2:NroPtos+1,2);
[coef1(i,1),s1(i,1)] = fitopt1(t,x);
fprintf(arqsaida,’%12.8f %12.8f\n’,[coef1(i,1),s1(i,1)]);
fprintf(arqsaida,’ %d\n’,DTs(i));
fprintf(arqsaida,’%12.8f %12.8f\n’,Dados’);
fprintf(arqsaida,’\n’);
end
k=1;
for i=1:length(coef1)
if coef1(i,1)>0
coef(k,1)=coef1(i,1);
k=k+1;
end
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end
savefile2=strcat(’ClusCoefsNx’,num2str(Nx),’Nt’,num2str(Nt),’xf’,xfl,’D’,alphal,’fonte’,stringfonte);
save(savefile2,’coef’, ’coef1’, ’DTs’)
fclose(’all’);
%plot(coef)
mean(coef)+std(coef);
mean(coef)
mean(coef)-std(coef);
m = m + 1; %são duas fontes, então preciso fazer o procedimento duas vezes
end
function [xclus,tclus]=chamadaClus(nomearq,alpha,DT)
%chamada seleciona pontos de x crescente para t crescente
t0=0; tf=1;
nomearqdata=strcat(’Clus’,’DT’,num2str(DT),nomearq);
%carregar dados
load(nomearqdata)
Dadosclus = sortrows(Dadosclus,2); %ordena linhas de acordo com os tempos
xclus = Dadosclus(:,1);
tclus = Dadosclus(:,2);
end
% Código original desenvolvido por Juliana Marta Rodrigues de Souza
alpha=1; % coeficiente de difusão
alphal = strrep(num2str(alpha),’.’,’_’); %aqui elimino o ’.’ para salavar arquivo
%definição do dominio
xf_original = 100;
distancia = 90; %distancia entre fontes
xf = xf_original + distancia;
xfl = strrep(num2str(xf),’.’,’_’); %aqui elimino o ’.’ para salavar arquivo
fonte1 = xf_original./2;
fonte2 = distancia + fonte1;
fonte = [fonte1;fonte2];
stringfont1 = strrep(num2str(fonte(1)),’.’,’_’); %nome para salvar arquivo
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stringfont2 = strrep(num2str(fonte(2)),’.’,’_’);
m = 1; %contador auxiliar de fontes
%Número de partições da malha em x:
Nx=1024; %numero de pontos inteiores mais os 2 da fronteira
%Número de partições da malha em t:
Nt=512;
while(m <= length(fonte))
%arquivo com a solução numérica usada para gerar eventos
arqsolnum1=strcat(’CNx’,num2str(Nx),’Nt’,num2str(Nt),’xf’,xfl,’D’,alphal,’fonte’,stringfont1);
arqsolnum2=strcat(’CNx’,num2str(Nx),’Nt’,num2str(Nt),’xf’,xfl,’D’,alphal,’fonte’,stringfont2);
arqsaida_nome = strcat(’juntoalpha’,alphal,’Nx’,num2str(Nx),’xf’,num2str(xf),’fonte’,stringfont1,’e’,
→˓ stringfont2);
nome1 = strcat(arqsaida_nome,’.txt’);
arqsaida = fopen(nome1,’w’);
%USAR DT’s iguais para comparar fontes diferentes!
load(’DTs.mat’);
DTs = DTs; %pego os DTs do arquivo salvo na pasta
%DT, o número máximo de intervalos de tempo entre eventos, especificado
%%2
criaEsalva=1;
if criaEsalva
for i=1:length(DTs)
DT=DTs(i);
nomearqp1=strcat(arqsolnum1,’p’);
nomearqp2=strcat(arqsolnum2,’p’);
%cria e salva cenários inteiros com:
%TaamDT amostra em cada
%DT, o número máximo de intervalos de tempo entre eventos, especificado
%%%%%%%%%%%%%%%%%%%%%%%%%%%
%UsaSimula(nomearqp,DT,xf,fonte); %NESTA FUNÇÃO EU SALVEI OS DADOS
clear xnalselpre
clear tnaoselpre
[xnaoselpre,tnaoselpre] = chamada_juntos(nomearqp1,nomearqp2,DT);
ipre=1; inaosel=1; inaoselpre=1;
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if length(xnaoselpre)>2
[xnaosel,tnaosel] = reref(xnaoselpre,tnaoselpre);
hnaosel=length(tnaosel’);
DadosNaoSel(inaosel,1)=hnaosel;
DadosNaoSel(inaosel+1:inaosel+hnaosel,1:2)=[tnaosel’ xnaosel’];
inaosel=inaosel+hnaosel+1;
else
DadosNaoSel(inaosel,1)=0;
DadosNaoSel(inaosel,2)=0;
end
clear Dados
Dados=DadosNaoSel;
savefile=strcat(’CenaJunto’,’DT’,num2str(DT),’alpha’,alphal,’fonte’,stringfont1,’e’,stringfont2,’
→˓ reref1semselecao’);
save(savefile,’Dados’)
end
end
%com os arquivos Cenario(s) é possível:
%3 - Primeira fase
%chamar CenárioCompleto
for i=1:length(DTs)
DT=DTs(i);
savefile=strcat(’CenaJunto’,’DT’,num2str(DT),’alpha’,alphal,’fonte’,stringfont1,’e’,stringfont2,’
→˓ reref1semselecao’);
load(savefile)
%NroPtos=Dados(VetTam,1);
NroPtos=Dados(1,1);
t=Dados(2:NroPtos+1,1);
x=Dados(2:NroPtos+1,2);
[coef1(i,1),s1(i,1)] = fitopt1(t,x);
fprintf(arqsaida,’%12.8f %12.8f\n’,[coef1(i,1),s1(i,1)]);
fprintf(arqsaida,’ %d\n’,DTs(i));
fprintf(arqsaida,’%12.8f %12.8f\n’,Dados’);
fprintf(arqsaida,’\n’);
end
ANEXO 2 - PROGRAMAS DO PRIMEIRO EXPERIMENTO 119
k=1;
for i=1:length(coef1)
if coef1(i,1)>0
coef(k,1)=coef1(i,1);
k=k+1;
end
end
savefile2=strcat(’JuntoCoefsNx’,num2str(Nx),’Nt’,num2str(Nt),’xf’,xfl,’D’,alphal,’fonte’,stringfont1,’e’,
→˓ stringfont2);
save(savefile2,’coef’, ’coef1’, ’DTs’)
fclose(’all’);
%plot(coef)
mean(coef)+std(coef);
mean(coef)
mean(coef)-std(coef);
m = m + 1; %são duas fontes, então preciso fazer o procedimento duas vezes
end
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Anexo 3 - Programas do Segundo
Experimento
% Código original desenvolvido por Juliana Marta Rodrigues de Souza
prep = 0;
alpha=1; % coeficiente de difusão
alphal = strrep(num2str(alpha),’.’,’_’); %aqui elimino o ’.’ para salavar arquivo
xf = 100;
distancia = 90; %distancia entre fontes
fonte1 = xf./2;
fonte2 = distancia + fonte1;
fonte = [fonte1;fonte2]; %necessario apenas para salvar o arquivo: irrelevate agora
xfd = xf + distancia;
xfdl = strrep(num2str(xfd),’.’,’_’); %aqui elimino o ’.’ para salvar arquivo
xfl = strrep(num2str(xf),’.’,’_’); %aqui elimino o ’.’ para salavar arquivo
m = 1; %contador auxiliar de fontes
%Número de partições da malha em x:
Nx=1024; %numero de pontos inteiores mais os 2 da fronteira
%xf=100; %tamanho do dominio espacial
%Número de partições da malha em t:
Nt=512;
%USAR DT’s iguais para comparar fontes diferentes!
DTs=sort(randi([1,Nt],5,1));
% DTs=(5:5:50);
save(’DTs’,’DTs’);
%DT, o número máximo de intervalos de tempo entre eventos, especificado
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while(m <= 2)
stringfonte = strrep(num2str(fonte(m)),’.’,’_’); %aqui elimino o ’.’ para salavar arquivo
%arquivo com a solução numérica usada para gerar eventos
arqsolnum=strcat(’CNx’,num2str(Nx),’Nt’,num2str(Nt),’xf’,xfl,’D’,alphal)
arqsaida_nome = strcat(’alpha’,alphal,’Nx’,num2str(Nx),’xf’,xfl,’fonte’,stringfonte);
nome1 = strcat(arqsaida_nome,’.txt’);
arqsaida = fopen(nome1,’w’);
%%1 para assegurar que a função não tenha valores negativos e tem acumulada crescente
if(prep)
prepara(arqsolnum,xf); %esta função já salva o arquivo de saida
end
%salva o arquivo strcat(arqsolnum,’p’)
%com as variáves C, MNewS e MInt0
% a solução corrigida, a Matriz de integrais já normalizadas e a Matriz com
% os parâmetros usados na normalização
%é possível criar e salvar cenários inteiros com:
%amostras em cada cenário
%o número de linhas é o número de experimentos salvos
%%2
criaEsalva=1;
if criaEsalva
for i=1:length(DTs)
DT=DTs(i);
% nomearqp=strcat(arqsolnum,’p’);
%cria e salva cenários inteiros com:
%TaamDT amostra em cada
%DT, o número máximo de intervalos de tempo entre eventos, especificado
%%%%%%%%%%%%%%%%%%%%%%%%%%%
%nome auxiliar para dar certo: pensar pensar
arqsol=strcat(’CNx’,num2str(Nx),’Nt’,num2str(Nt),’xf’,xfdl,’D’,alphal);
if(m==1)
UsaSimulaeSalva1(arqsolnum,arqsol,DT,xf,fonte(m)); %NESTA FUNÇÃO EU SALVEI OS DADOS
end
if(m==2)
UsaSimulaeSalva2(arqsolnum,arqsol,DT,xf,fonte(m),distancia); %NESTA FUNÇÃO EU SALVEI OS DADOS
end
ANEXO 3 - PROGRAMAS DO SEGUNDO EXPERIMENTO 122
clear xnalselpre
clear tnaoselpre
[xnaoselpre,tnaoselpre]=chamadaData(arqsol,DT,fonte(m));
ipre=1; inaosel=1; inaoselpre=1;
if length(xnaoselpre)>2
[xnaosel,tnaosel] = reref(xnaoselpre,tnaoselpre);
hnaosel=length(tnaosel’);
DadosNaoSel(inaosel,1)=hnaosel;
DadosNaoSel(inaosel+1:inaosel+hnaosel,1:2)=[tnaosel’ xnaosel’];
inaosel=inaosel+hnaosel+1;
else
DadosNaoSel(inaosel,1)=0;
DadosNaoSel(inaosel,2)=0;
end
clear Dados
Dados=DadosNaoSel;
savefile=strcat(’Cenario’,’DT’,num2str(DT),’alpha’,alphal,’fonte’,stringfonte,’reref1semselecao’);
save(savefile,’Dados’);
end
end
%com os arquivos Cenario(s) é possível:
%3 - Primeira fase
%chamar CenárioCompleto
for i=1:length(DTs)
DT=DTs(i);
savefile=strcat(’Cenario’,’DT’,num2str(DT),’alpha’,alphal,’fonte’,stringfonte,’reref1semselecao’);
load(savefile);
NroPtos=Dados(1,1);
t=Dados(2:NroPtos+1,1);
x=Dados(2:NroPtos+1,2);
[coef1(i,1),s1(i,1)] = fitopt1(t,x);
fprintf(arqsaida,’%12.8f %12.8f\n’,[coef1(i,1),s1(i,1)]);
fprintf(arqsaida,’ %d\n’,DTs(i));
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fprintf(arqsaida,’%12.8f %12.8f\n’,Dados’);
fprintf(arqsaida,’\n’);
end
k=1;
for i=1:length(coef1)
if coef1(i,1)>0
coef(k,1)=coef1(i,1);
k=k+1;
end
end
savefile2=strcat(’CoefsNx’,num2str(Nx),’Nt’,num2str(Nt),’xf’,xfl,’D’,alphal,’fonte’,stringfonte);
save(savefile2,’coef’, ’coef1’, ’DTs’);
fclose(’all’);
%plot(coef)
mean(coef)+std(coef);
mean(coef)
mean(coef)-std(coef);
m = m + 1; %são duas fontes, então preciso fazer o procedimento duas vezes
end
function prepara(nomearq,xf)
load(nomearq)
format long
%carregando o arquivo com a solução de Elementos Finitos
Cn=C;
%atribuindo as dimensões de Cn às variáveis MM e NN respectivamente
[MM, NN]=size(Cn);
%Parâmetros do domínio da função original
x0=0;
%xf=1;
%obtenção do dx, sabendo que as abscissas são igualmente distribuídas
h=(xf-x0)/(NN-1);
%obtenção do vetor com as abscissas.
x = (x0:h:xf);
%lidando com números negativos gerados por erros numéricos
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ind=find(Cn<0);
disp(’nros negativos?’)
pause()
%se os erros forem de fato numéricos, são corrigidos
if abs(max(Cn(ind)))<0.000001
Cn(ind)=-Cn(ind);
disp(’sim’)
else
disp(’não’)
end
%para ver se há outros problemas que não se pode relacionar a falhas
%numéricas
ind=find(Cn<0);
disp(’nros negativos mais significativos?’)
pause()
%inicializando matrizes para armazenagem e normalização
%vetor que receber a integral da concentração para cada tempo
MInt0=zeros(1,NN);
%matriz que receberá as acumuladas das concetrações em cada ponto da malha
%espacial
MNewS=zeros(MM,NN);
%C após as normalizações e correções
Cfim=zeros(MM,NN);
for j=1:NN
%normalizando o vetor Cn a fim de transformá-lo
%em densidade de probabilidades
MInt0(1,j)=Trapezio(Cn(:,j), h);
Cfim(:,j) = Cn(:,j)*(1/MInt0(1,j));
%montando o vetor de integrais sobre os pontos da malha
MNewS(:,j) = MontaS(Cfim(:,j), h);
end
%checando se há erros
rmax=0;
jmax=0;
for j=1:NN
for i=1:MM-1
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%a acumulada deve ser não decrescente
r=MNewS(i+1,j)-MNewS(i,j);
if r<0
disp(’!!!’)
%pause()
if abs(r)>abs(rmax)
rmax=r;
jmax=i;
end
end
end
%a depender da ordem do erro, pode-se considerar correção
if rmax
rmax
%determina o número de dígitos significativos do erro
digr=nrodigitos(rmax);
Cfim(:,j)=round(Cfim(:,j)*10^digr)/10^digr;
end
end
C=Cfim;
%para visualizar o resultado
%plot(Cfim)
%salvando o arquivo
savefile=strcat(nomearq,’p’);
save(savefile,’C’,’MNewS’,’MInt0’)
function Int=Trapezio(vetc,h)
%Monta as integrais até precisamente o ponto da malha x{i+1}
NN = length(vetc);
Int = 0;
for i=1:NN-1
Int = Int + (h/2)*(vetc(i) + vetc(i + 1));
end
function S=MontaS(vetc, h)
%Armazena em um vetor o valor dos termos S_{i+1} que são mencionados no
% texto do Capítulo 4 - Simulando cenários difusivos
NN = length(vetc);
S = zeros(NN,1);
for i=1:NN-1
S(i+1)=S(i)+(h/2)*(vetc(i) + vetc(i + 1));
end
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function i=nrodigitos(d)
%para determinar quantas casas decimais nulas antes da primeira não nula
%possui o número d
format long
i=1;
D=d;
% a precisão é de no máximo 32 dígitos
% até que p número atinja um inteiro menor que 2
while (i<=32 && abs(floor(D))<2)
%multiplica-se por um fator 10 que move o ponto para a direita
D=10*D;
%contabiliza
i=i+1;
end
%descontando o último i contado a mais
i=i-1;
function UsaSimulaeSalva1(arqsolnum,arqsol,DT,xf,fonte)
%o número máximo de intervalos de tempo entre um evento e outro
%é dado por DT
%chama a função Simula2 a fim de obter eventos comparáveis com os obtidos
%em probelmas reais
format long
clear tabt
clear Dados
nomearqp=strcat(arqsolnum,’p’);
%carregando arquivo com solução numérica
load(nomearqp)
Cn=C;
%gerando os tempos para os quais se obterá dados
%número total de passos temporais
NT=512;
dt=1/512;
%tabela com os tempos dos eventos
%randint gera uma matriz de números inteiros uniformemente distribuídos
%entre 1 e DT
tabt(1) =randi([1,DT],1,1);
k=1;
%o tempo máximo não deve ultrapassar o número total de passos temporais
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while(tabt(k)<=NT)
tabt(k+1)=tabt(k)+randi([1,DT],1,1);
k=k+1;
end
if tabt(k)>NT+1
tabt=tabt(1:k-1);
end
nt=length(tabt);
%simulando eventos para os tempos sorteados
DadosCam=Simula2(Cn, MNewS, tabt,xf);
DadosCam = real(DadosCam);
tabtCam=tabt*dt;
%aqui salvo os dados originais
stringfonte = strrep(num2str(fonte),’.’,’_’); %aqui elimino o ’.’ para salavar arquivo
savefile=strcat(’Data’,’DT’,num2str(DT),arqsol,’fonte’,stringfonte,’p’);
save(savefile,’DadosCam’,’tabtCam’)
function UsaSimulaeSalva2(arqsolnum,arqsol,DT,xf,fonte,distancia)
%o número máximo de intervalos de tempo entre um evento e outro
%é dado por DT
%chama a função Simula2 a fim de obter eventos comparáveis com os obtidos
%em probelmas reais
format long
clear tabt
clear Dados
nomearqp=strcat(arqsolnum,’p’);
%carregando arquivo com solução numérica
load(nomearqp)
Cn=C;
%gerando os tempos para os quais se obterá dados
%número total de passos temporais
NT=512;
dt=1/512;
%tabela com os tempos dos eventos
%randint gera uma matriz de números inteiros uniformemente distribuídos
%entre 1 e DT
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tabt(1) =randi([1,DT],1,1);
k=1;
%o tempo máximo não deve ultrapassar o número total de passos temporais
while(tabt(k)<=NT)
tabt(k+1)=tabt(k)+randi([1,DT],1,1);
k=k+1;
end
if tabt(k)>NT+1
tabt=tabt(1:k-1);
end
nt=length(tabt);
%simulando eventos para os tempos sorteados
DadosCam=Simula2(Cn, MNewS, tabt,xf);
DadosCam = real(DadosCam)+distancia; %SHIFT
tabtCam=tabt*dt;
%aqui salvo os dados originais
stringfonte = strrep(num2str(fonte),’.’,’_’); %aqui elimino o ’.’ para salavar arquivo
savefile=strcat(’Data’,’DT’,num2str(DT),arqsol,’fonte’,stringfonte,’p’);
save(savefile,’DadosCam’,’tabtCam’)
function dados=Simula2(Cn, MNewS, tempos, xf)
%diferentemente de Simula - Apêndice B, Simula2 gera apenas um evento para cada passo
%temporal escolhido
%tempos é um vetor para cujos tempos deseja-se obter nsimulacoes
%Número de pontos/pares de dados
[NX,NT]=size(Cn);
%Parâmetros do domínio da função original
x0=0;
%obtenção do h=dx, sabendo que as abscissas são igualmente distribuídas
h=(xf-x0)/(NX-1);
%obtenção do vetor com as abscissas.
x = (x0:h:xf);
%geração das variáveis uniformemente distribuídas necessárias
passost=length(tempos);
u=rand(passost);
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%inicialização da matriz onde serão armazenados os dados simulados
Dados=zeros(passost);
for j=1:passost
%obtendo um evento para cada passo temporal de acordo com a
%distribuição Cn
dados(j) = Evento(x,Cn(:,tempos(j)),MNewS(:,tempos(j)),.0000001,u(j));
end
function X=Evento(x,vetc,S,delta,u)
%delta é a precisão com que se deseja obter a resposta
format long
h =x(2)-x(1);
%Determinando i:
%ou a qual intervalo o evento deve pertencer
ia = 1; ib = length(x);
while(ib - ia) > 1
im = ia + floor((ib - ia + 1)/2);
if( u > S(im))
ia = im;
else
ib = im;
if(abs( u - S(im)) < delta)
ia = im;
end
end
end
%Fim da dertminação de i
%Obtendo x: este é o algoritmo que aparece no corpo do texto no Capítulo 4 traduzido
%para a linguagem do Matlab
X = x(ia);
y = 0;
if (ia < ib)
A = (vetc(ib) - vetc(ia))/(2*h);
Cc = S(ia) - u;
raiz = sqrt(vetc(ia)^2 - 4*A*Cc );
y = (-vetc(ia) + raiz)/(2*A);
X = y + x(ia);
end
function [DadosCam,tabtCam]=chamadaData(arqsol,DT,fonte)
%chamada seleciona pontos de x crescente para t crescente
stringfonte = strrep(num2str(fonte),’.’,’_’); %aqui elimino o ’.’ para salavar arquivo
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t0=0; tf=1;
nomearqdata=strcat(’Data’,’DT’,num2str(DT),arqsol,’fonte’,stringfonte,’p’);
%carregar dados
load(nomearqdata)
%em Data há Dados com as posições relativas a eventos referentes aos tempos
%que aparecem em tabt
function [xn,tn]=reref(x,t)
%muda o referencial de medida de t0=0 e x0=0 para x1 e t1...
n=length(x);
%tratamento dos dados
for i=2:n
xn(i-1)=abs(x(i)-x(1));
tn(i-1)=t(i)-t(1);
end
function [alpha,s]=fitopt1(t,x)
%Quadrados Mínimos da função com
%expansão do erf ao redor de X1, fixo
%ajustando apenas alpha
format long
n=length(x);
for i=2:n
y(i-1)=(sqrt(t(i))+sqrt(t(1)))*x(1)*x(i)-(sqrt(t(i))-sqrt(t(1)))*x(1)*x(1);
g1(i-1)=4*t(1)*sqrt(t(i));
end
if n>1
alpha=sum(y.*g1)/sum(g1.*g1);
s=1;
else
alpha=0;
s=0;
end
clear all
clc
format long
alpha=1; % coeficiente de difusão
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alphal = strrep(num2str(alpha),’.’,’_’); %aqui elimino o ’.’ para salavar arquivo
xf_original = 100;
distancia = 90; %distancia entre fontes
fonte1 = xf_original./2;
fonte2 = distancia + fonte1;
fonte = [fonte1;fonte2];
stringfont1 = strrep(num2str(fonte(1)),’.’,’_’); %nome para salvar arquivo
stringfont2 = strrep(num2str(fonte(2)),’.’,’_’);
%fontel=’25’;
m = 1; %contador auxiliar de fontes
%Número de partições da malha em x:
Nx=1024; %numero de pontos inteiores mais os 2 da fronteira
%Número de partições da malha em t:
Nt=512;
%xf=100; %tamanho do dominio espacial
xf = xf_original + distancia;
xfl=strrep(num2str(xf),’.’,’_’);
%vou carregar o arquivo com os DTs
load(’DTs.mat’);
todosDT = DTs’;
for i=1:length(todosDT)
DT = todosDT(i);
clear DadosCam tabtCam
arqsolnum=strcat(’Data’,’DT’,num2str(DT),’CNx’,num2str(Nx),’Nt’,num2str(Nt),’xf’,xfl,’D’,alphal,’fonte’,
→˓ stringfont1,’p’);
load(arqsolnum)
fonte1 = [DadosCam’,tabtCam’];
xfonte1=fonte1(:,1);
clear DadosCam tabtCam
arqsolnum=strcat(’Data’,’DT’,num2str(DT),’CNx’,num2str(Nx),’Nt’,num2str(Nt),’xf’,xfl,’D’,alphal,’fonte’,
→˓ stringfont2,’p’);
load(arqsolnum)
fonte2 = [DadosCam’,tabtCam’];
xfonte2=fonte2(:,1);
v=vertcat(xfonte1,xfonte2);
vetclus = cluster_kmeans(v,2);
ANEXO 3 - PROGRAMAS DO SEGUNDO EXPERIMENTO 132
n = length(v);
k=2;
%separa fontes com base na Mclus obtida em cluter_kmeans
[Dadosclus1,Dadosclus2,acertos,original] = compara(fonte1,fonte2,vetclus);
%plotar gráfico
plotar(xfonte1,xfonte2,Dadosclus1,Dadosclus2,DT);
pause()
%vetor para salvar registrar comparações do cluster
pontos = vertcat(fonte1,fonte2);
registra = zeros(n+1,4);
registra(2:n+1,1)=pontos(:,1);
registra(2:n+1,2)=pontos(:,2);
registra(1,3) = acertos; %numero de acertos
registra(1,4) = acertos./n; %porcentagem de acertos
registra(2:n+1,3) = original;
registra(2:n+1,4) = vetclus;
salvaclus = strcat(’resultadoClusDT’,num2str(DT));
save(salvaclus,’registra’);
clear registra;
%salva fonte 1
Dadosclus = Dadosclus1;
arq =strcat(’Clus’,’DT’,num2str(DT),’CNx’,num2str(Nx),’Nt’,num2str(Nt),’xf’,xfl,’D’,alphal,’fonte’,stringfont1
→˓ ,’p’);
save(arq, ’Dadosclus’);
clear Dadosclus;
%salva fonte 2
Dadosclus = Dadosclus2;
arq =strcat(’Clus’,’DT’,num2str(DT),’CNx’,num2str(Nx),’Nt’,num2str(Nt),’xf’,xfl,’D’,alphal,’fonte’,stringfont2
→˓ ,’p’);
save(arq, ’Dadosclus’);
clear Dadosclus;
end
function ind_min = cluster_kmeans(x, k)
format long
%parametros de entrada:
% x: vetor com as posições dos pontos (no caso, 1D, mas vou tentar fazer para o caso geral)
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% k: número de agrupamentos desejados
n = length(x); %numero de pontos para serem colocados em k grupos
%vou gerar centros aleatorios no intervalo [min(x),max(x)]
% centro=x(ceil(rand(k,1)*n),:);
centro = [50;140]; %ou centro fixo
indice0=ones(n,1);
ind_min=zeros(n,1);
dist = zeros(n,k);
while any(indice0~=ind_min)
indice0 = ind_min;
%vou calcular a distancia dos pontos aos centros e avaliar a qual cluster o ponto pertence
for i=1:n
for j=1:k
dist(i,j) = abs(x(i)-centro(j));
end
end
[dist_min,ind_min] = min(dist,[],2); %retorna o elemento minimo e sua localização em cada linha
for t=1:k
centro(t)=mean(x(ind_min==t));
end
end
%ordenar clusters de acordo com as fontes
if(centro(1)>centro(2))
aux=centro;
centro(1)=aux(2);
centro(2)=aux(1);
clear aux;
for i=1:length(ind_min)
if(ind_min(i)==1)
ind_min(i)=2;
elseif(ind_min(i)==2)
ind_min(i)=1;
end
end
end
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function [fonte1_novo,fonte2_novo,conta_acertos,original] = compara(fonte1,fonte2,vetclus)
format long
fonte1_novo = [];
fonte2_novo = [];
tam1 = length(fonte1(:,1));
tam2 = length(fonte2(:,1));
total = tam1 + tam2;
original = ones(tam1+tam2,1);
original(tam1+1:tam1+tam2,1) = 2;
conta_acertos = 0;
k1=1;
k2=1;
for i=1:total
if(vetclus(i) == 1)
if( i <= tam1 )
fonte1_novo(k1,:) = fonte1(i,:);
conta_acertos = conta_acertos + 1;
k1 = k1+1;
else
fonte1_novo(k1,:) = fonte2(i-tam1,:);
k1 = k1+1;
end
end
if(vetclus(i) == 2)
if( i <= tam1 )
fonte2_novo(k2,:) = fonte1(i,:);
k2 = k2+1;
else
fonte2_novo(k2,:) = fonte2(i-tam1,:);
conta_acertos = conta_acertos + 1;
k2 = k2+1;
end
end
end
end
function [] = plotar(xfonte1,xfonte2,Dados1_novo,Dados2_novo,DT)
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v = vertcat(xfonte1,xfonte2);
n = length(v);
k=2;
alpha=1; % coeficiente de difusão
alphal = strrep(num2str(alpha),’.’,’_’); %aqui elimino o ’.’ para salavar arquivo
xf_original = 100;
distancia = 90; %distancia entre fontes
distl = strrep(num2str(distancia),’.’,’_’);
%Número de partições da malha em x:
Nx=1024; %numero de pontos inteiores mais os 2 da fronteira
%xf=100; %tamanho do dominio espacial
xf = xf_original + distancia;
xfl=strrep(num2str(xf),’.’,’_’);
%Número de partições da malha em t:
Nt=512;
nome =strcat(’Grafico’,’DT’,num2str(DT),’CNx’,num2str(Nx),’Nt’,num2str(Nt),’xf’,xfl,’D’,alphal,’distancia’,distl)
→˓ ;
%PLOTAR GRÁFICO
for i = 1:k
if(Dados1_novo(1,1)<Dados2_novo(1,1))
if(i==1)
cor1 = [rand,rand,rand];
% plot(sort(xdecluster(1:contaponto(i)-1,i),’descend’),’*’,’Color’,cor1)
plot(sort(Dados1_novo(:,1),’descend’),’*’,’Color’,cor1)
title(nome);
hold on
plot(sort(xfonte1,’descend’),’o’,’Color’,cor1)
hold on
grid on
% pause()
else
cor2 = [rand,rand,rand];
% plot(sort(xdecluster(1:contaponto(i)-1,i)),’*’,’Color’,cor2)
plot(sort(Dados2_novo(:,1)),’*’,’Color’,cor2)
title(nome);
hold on
plot(sort(xfonte2),’o’,’Color’,cor2)
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hold on
grid on
% pause()
end
else
if(i==1)
cor1 = [rand,rand,rand];
% plot(sort(xdecluster(1:contaponto(i)-1,i)),’*’,’Color’,cor1)
plot(sort(Dados1_novo(:,1)),’*’,’Color’,cor1)
title(nome);
hold on
plot(sort(xfonte2),’o’,’Color’,cor1)
hold on
grid on
% pause()
else
cor2 = [rand,rand,rand];
% plot(sort(xdecluster(1:contaponto(i)-1,i),’descend’),’*’,’Color’,cor2)
plot(sort(Dados2_novo(:,1),’descend’),’*’,’Color’,cor2)
title(nome);
hold on
plot(sort(xfonte1,’descend’),’o’,’Color’,cor2)
hold on
grid on
% pause()
end
end
end %fim plotar gráfico
end
function media = media_acertos()
format long
clear all
clc
load(’DTs.mat’);
DTs = DTs; %pego os DTs do arquivo salvo na pasta
acertou = 0;
for i=1:length(DTs)
nome = strcat(’resultadoClusDT’,num2str(DTs(i)));
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load(nome)
acertou = acertou + registra(1,4);
clear registra;
end
media = acertou./length(DTs);
end
% Código original desenvolvido por Juliana Marta Rodrigues de Souza
alpha=1; % coeficiente de difusão
alphal = strrep(num2str(alpha),’.’,’_’); %aqui elimino o ’.’ para salavar arquivo
%dominio espacial
xf_original = 100;
distancia = 90; %distancia entre fontes
xf = xf_original + distancia;
xfl = strrep(num2str(xf),’.’,’_’); %string para salvar arquivo
fonte1 = xf_original./2;
fonte2 = distancia + fonte1;
fonte = [fonte1;fonte2];
m = 1; %contador auxiliar de fontes
%Número de partições da malha em x:
Nx=1024; %numero de pontos inteiores mais os 2 da fronteira
%Número de partições da malha em t:
Nt=512;
while(m <= length(fonte))
stringfonte = strrep(num2str(fonte(m)),’.’,’_’); %aqui elimino o ’.’ para salavar arquivo
%arquivo com a solução numérica usada para gerar eventos
arqsolnum=strcat(’CNx’,num2str(Nx),’Nt’,num2str(Nt),’xf’,xfl,’D’,alphal,’fonte’,stringfonte);
arqsaida_nome = strcat(’clusalpha’,alphal,’Nx’,num2str(Nx),’xf’,num2str(xf),’fonte’,stringfonte);
nome1 = strcat(arqsaida_nome,’.txt’);
arqsaida = fopen(nome1,’w’);
%USAR DT’s iguais para comparar fontes diferentes!
load(’DTs.mat’);
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DTs = DTs; %pego os DTs do arquivo salvo na pasta
%DT, o número máximo de intervalos de tempo entre eventos, especificado
%%2
criaEsalva=1;
if criaEsalva
for i=1:length(DTs)
DT=DTs(i);
nomearqp=strcat(arqsolnum,’p’);
%cria e salva cenários inteiros com:
%TaamDT amostra em cada
%DT, o número máximo de intervalos de tempo entre eventos, especificado
%%%%%%%%%%%%%%%%%%%%%%%%%%%
%UsaSimula(nomearqp,DT,xf,fonte); %NESTA FUNÇÃO EU SALVEI OS DADOS
clear xnalselpre
clear tnaoselpre
[xnaoselpre,tnaoselpre] = chamadaClus(nomearqp,alpha,DT);
ipre=1; inaosel=1; inaoselpre=1;
if length(xnaoselpre)>2
[xnaosel,tnaosel] = reref(xnaoselpre,tnaoselpre);
hnaosel=length(tnaosel’);
DadosNaoSel(inaosel,1)=hnaosel;
DadosNaoSel(inaosel+1:inaosel+hnaosel,1:2)=[tnaosel’ xnaosel’];
inaosel=inaosel+hnaosel+1;
else
DadosNaoSel(inaosel,1)=0;
DadosNaoSel(inaosel,2)=0;
end
clear Dados
Dados=DadosNaoSel;
savefile=strcat(’CenaClus’,’DT’,num2str(DT),’alpha’,alphal,’fonte’,stringfonte,’reref1semselecao’);
save(savefile,’Dados’)
end
end
%com os arquivos Cenario(s) é possível:
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%3 - Primeira fase
%chamar CenárioCompleto
for i=1:length(DTs)
DT=DTs(i);
savefile=strcat(’CenaClus’,’DT’,num2str(DT),’alpha’,alphal,’fonte’,stringfonte,’reref1semselecao’);
load(savefile)
%NroPtos=Dados(VetTam,1);
NroPtos=Dados(1,1);
t=Dados(2:NroPtos+1,1);
x=Dados(2:NroPtos+1,2);
[coef1(i,1),s1(i,1)] = fitopt1(t,x);
fprintf(arqsaida,’%12.8f %12.8f\n’,[coef1(i,1),s1(i,1)]);
fprintf(arqsaida,’ %d\n’,DTs(i));
fprintf(arqsaida,’%12.8f %12.8f\n’,Dados’);
fprintf(arqsaida,’\n’);
end
k=1;
for i=1:length(coef1)
if coef1(i,1)>0
coef(k,1)=coef1(i,1);
k=k+1;
end
end
savefile2=strcat(’ClusCoefsNx’,num2str(Nx),’Nt’,num2str(Nt),’xf’,xfl,’D’,alphal,’fonte’,stringfonte);
save(savefile2,’coef’, ’coef1’, ’DTs’)
fclose(’all’);
%plot(coef)
mean(coef)+std(coef);
mean(coef)
mean(coef)-std(coef);
m = m + 1; %são duas fontes, então preciso fazer o procedimento duas vezes
end
function [xclus,tclus]=chamadaClus(nomearq,alpha,DT)
%chamada seleciona pontos de x crescente para t crescente
t0=0; tf=1;
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nomearqdata=strcat(’Clus’,’DT’,num2str(DT),nomearq);
%carregar dados
load(nomearqdata)
Dadosclus = sortrows(Dadosclus,2); %ordena linhas de acordo com os tempos
xclus = Dadosclus(:,1);
tclus = Dadosclus(:,2);
end
% Código original desenvolvido por Juliana Marta Rodrigues de Souza
alpha=1; % coeficiente de difusão
alphal = strrep(num2str(alpha),’.’,’_’); %aqui elimino o ’.’ para salavar arquivo
xf_original = 100;
distancia = 90; %distancia entre fontes
xf = xf_original + distancia;
xfl = strrep(num2str(xf),’.’,’_’); %aqui elimino o ’.’ para salavar arquivo
fonte1 = xf_original./2;
fonte2 = distancia + fonte1;
fonte = [fonte1;fonte2];
stringfont1 = strrep(num2str(fonte(1)),’.’,’_’); %nome para salvar arquivo
stringfont2 = strrep(num2str(fonte(2)),’.’,’_’);
m = 1; %contador auxiliar de fontes
%Número de partições da malha em x:
Nx=1024; %numero de pontos inteiores mais os 2 da fronteira
%Número de partições da malha em t:
Nt=512;
% while(m <= length(fonte))
%arquivo com a solução numérica usada para gerar eventos
arqsolnum1=strcat(’CNx’,num2str(Nx),’Nt’,num2str(Nt),’xf’,xfl,’D’,alphal,’fonte’,stringfont1);
arqsolnum2=strcat(’CNx’,num2str(Nx),’Nt’,num2str(Nt),’xf’,xfl,’D’,alphal,’fonte’,stringfont2);
arqsaida_nome = strcat(’juntoalpha’,alphal,’Nx’,num2str(Nx),’xf’,num2str(xf),’fonte’,stringfont1,’e’,
→˓ stringfont2);
nome1 = strcat(arqsaida_nome,’.txt’);
arqsaida = fopen(nome1,’w’);
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%USAR DT’s iguais para comparar fontes diferentes!
load(’DTs.mat’);
DTs = DTs; %pego os DTs do arquivo salvo na pasta
%DT, o número máximo de intervalos de tempo entre eventos, especificado
%%2
%ainda é necessário criar e salvar os cenários com as características
%acima?
criaEsalva=1;
if criaEsalva
for i=1:length(DTs)
DT=DTs(i);
nomearqp1=strcat(arqsolnum1,’p’);
nomearqp2=strcat(arqsolnum2,’p’);
%cria e salva cenários inteiros com:
%TaamDT amostra em cada
%DT, o número máximo de intervalos de tempo entre eventos, especificado
%%%%%%%%%%%%%%%%%%%%%%%%%%%
%UsaSimula(nomearqp,DT,xf,fonte); %NESTA FUNÇÃO EU SALVEI OS DADOS
clear xnalselpre
clear tnaoselpre
[xnaoselpre,tnaoselpre] = chamada_juntos(nomearqp1,nomearqp2,DT);
ipre=1; inaosel=1; inaoselpre=1;
if length(xnaoselpre)>2
[xnaosel,tnaosel] = reref(xnaoselpre,tnaoselpre);
hnaosel=length(tnaosel’);
DadosNaoSel(inaosel,1)=hnaosel;
DadosNaoSel(inaosel+1:inaosel+hnaosel,1:2)=[tnaosel’ xnaosel’];
inaosel=inaosel+hnaosel+1;
else
DadosNaoSel(inaosel,1)=0;
DadosNaoSel(inaosel,2)=0;
end
clear Dados
Dados=DadosNaoSel;
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savefile=strcat(’CenaJunto’,’DT’,num2str(DT),’alpha’,alphal,’fonte’,stringfont1,’e’,stringfont2,’
→˓ reref1semselecao’);
save(savefile,’Dados’)
end
end
%com os arquivos Cenario(s) é possível:
%3 - Primeira fase
%chamar CenárioCompleto
for i=1:length(DTs)
DT=DTs(i);
savefile=strcat(’CenaJunto’,’DT’,num2str(DT),’alpha’,alphal,’fonte’,stringfont1,’e’,stringfont2,’
→˓ reref1semselecao’);
load(savefile)
%NroPtos=Dados(VetTam,1);
NroPtos=Dados(1,1);
t=Dados(2:NroPtos+1,1);
x=Dados(2:NroPtos+1,2);
[coef1(i,1),s1(i,1)] = fitopt1(t,x);
fprintf(arqsaida,’%12.8f %12.8f\n’,[coef1(i,1),s1(i,1)]);
fprintf(arqsaida,’ %d\n’,DTs(i));
fprintf(arqsaida,’%12.8f %12.8f\n’,Dados’);
fprintf(arqsaida,’\n’);
end
k=1;
for i=1:length(coef1)
if coef1(i,1)>0
coef(k,1)=coef1(i,1);
k=k+1;
end
end
savefile2=strcat(’JuntoCoefsNx’,num2str(Nx),’Nt’,num2str(Nt),’xf’,xfl,’D’,alphal,’fonte’,stringfont1,’e’,
→˓ stringfont2);
save(savefile2,’coef’, ’coef1’, ’DTs’)
fclose(’all’);
%plot(coef)
mean(coef)+std(coef);
mean(coef)
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mean(coef)-std(coef);
% m = m + 1; %são duas fontes, então preciso fazer o procedimento duas vezes
% end
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Anexo 4 - A influência do número de
eventos
%Codigo original desenvolvido por Juliana Marta Rodrigues de Souza
Ne = 150; %numero de evventos
prep = 0;
alpha=0.01; % coeficiente de difusão
alphal = strrep(num2str(alpha),’.’,’_’); %aqui elimino o ’.’ para salavar arquivo
xf = 1;
distancia = 0.05; %distancia entre fontes
fonte1 = xf./2;
fonte2 = distancia + fonte1;
fonte = [fonte1;fonte2]; %necessario apenas para salvar o arquivo: irrelevate agora
xfd = xf + distancia;
xfdl = strrep(num2str(xfd),’.’,’_’); %aqui elimino o ’.’ para salvar arquivo
xfl = strrep(num2str(xf),’.’,’_’); %aqui elimino o ’.’ para salavar arquivo
m = 1; %contador auxiliar de fontes
%Número de partições da malha em x:
Nx=1024; %numero de pontos inteiores mais os 2 da fronteira
%Número de partições da malha em t:
Nt=512;
stringfonte = strrep(num2str(fonte(m)),’.’,’_’); %aqui elimino o ’.’ para salavar arquivo
%arquivo com a solução numérica usada para gerar eventos
arqsolnum=strcat(’CNx’,num2str(Nx),’Nt’,num2str(Nt),’xf’,xfl,’D’,alphal)
arqsaida_nome = strcat(’alpha’,alphal,’Nx’,num2str(Nx),’xf’,xfl,’fonte’,stringfonte);
nome1 = strcat(arqsaida_nome,’.txt’);
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arqsaida = fopen(nome1,’w’);
%%1 para assegurar que a função não tenha valores negativos e tem acumulada crescente
if(prep)
prepara(arqsolnum,xf); %esta função já salva o arquivo de saida
end
%%2
criaEsalva=1;
if criaEsalva
DT=Ne; %numero de eventos
arqsol=strcat(’CNx’,num2str(Nx),’Nt’,num2str(Nt),’xf’,xfdl,’D’,alphal);
if(m==1)
UsaSimulaeSalva(arqsolnum,arqsol,xf,fonte(m),Ne); %NESTA FUNÇÃO EU SALVEI OS DADOS
end
clear xnalselpre
clear tnaoselpre
[xnaoselpre,tnaoselpre]=chamadaData(arqsol,DT,fonte(m));
ipre=1; inaosel=1; inaoselpre=1;
if length(xnaoselpre)>2
[xnaosel,tnaosel] = reref(xnaoselpre,tnaoselpre);
hnaosel=length(tnaosel’);
DadosNaoSel(inaosel,1)=hnaosel;
DadosNaoSel(inaosel+1:inaosel+hnaosel,1:2)=[tnaosel’ xnaosel’];
inaosel=inaosel+hnaosel+1;
else
DadosNaoSel(inaosel,1)=0;
DadosNaoSel(inaosel,2)=0;
end
clear Dados
Dados=DadosNaoSel;
savefile=strcat(’Cenario’,’Ne’,num2str(Ne),’alpha’,alphal,’fonte’,stringfonte,’reref1semselecao’);
save(savefile,’Dados’);
% end
end
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%com os arquivos Cenario(s) é possível:
%3 - Primeira fase
%chamar CenárioCompleto
% for i=1:length(DTs)
DT=Ne;%DTs(i);
savefile=strcat(’Cenario’,’Ne’,num2str(Ne),’alpha’,alphal,’fonte’,stringfonte,’reref1semselecao’);
load(savefile);
NroPtos=Dados(1,1);
t=Dados(2:NroPtos+1,1);
x=Dados(2:NroPtos+1,2);
[coef1(1,1),s1(1,1)] = fitopt1(t,x);
fprintf(arqsaida,’%12.8f %12.8f\n’,[coef1(1,1),s1(1,1)]);
fprintf(arqsaida,’ %d\n’,DT);
fprintf(arqsaida,’%12.8f %12.8f\n’,Dados’);
fprintf(arqsaida,’\n’);
% end
k=1;
for i=1:length(coef1)
if coef1(i,1)>0
coef(k,1)=coef1(i,1);
k=k+1;
end
end
savefile2=strcat(’CoefsNx’,num2str(Nx),’Nt’,num2str(Nt),’xf’,xfl,’D’,alphal,’fonte’,stringfonte);
save(savefile2,’coef’, ’coef1’, ’DT’);
fclose(’all’);
%plot(coef)
mean(coef)+std(coef);
mean(coef)
mean(coef)-std(coef);
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Anexo 5 - Uma aplicação prática: a
gripe aviária
5.1 Dados de Entrada da Nigéria
Dia Latitude Longitude
1 10, 78 7, 77
1 11, 67 8, 54
9 6, 85 4, 00
17 11, 64 8, 51
20 9, 87 8, 90
24 9, 87 8, 90
24 9, 87 8, 90
33 10, 95 10, 49
35 12, 82 7, 55
35 9, 96 8, 82
37 10, 87 10, 29
38 11, 84 11, 09
39 9, 96 8, 82
39 9, 96 7, 53
39 10, 87 10, 66
40 11, 38 9, 11
42 9, 25 6, 93
42 9, 96 8, 82
42 9, 96 8, 82
43 10, 42 7, 34
43 10, 25 7, 55
43 10, 20 7, 79
43 10, 20 7, 58
44 9, 96 8, 82
Dia Latitude Longitude
44 11, 64 8, 78
46 9, 96 8, 82
46 9, 96 8, 82
46 4, 81 6, 96
47 7, 20 8, 13
47 6, 12 7, 12
49 12, 48 10, 00
51 11, 77 10, 42
53 9, 75 8, 87
53 11, 86 8, 47
58 10, 55 7, 59
61 9, 80 8, 97
63 9, 67 8, 87
65 10, 46 9, 61
66 10, 31 7, 68
70 9, 79 8, 93
73 10, 29 10, 40
73 10, 29 10, 40
136 9, 22 7, 14
191 10, 28 11, 17
265 6, 23 6, 81
900 12, 44 4, 27
925 12, 97 7, 62
925 12, 08 8, 42
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5.2 Algoritmo de cluster utilizado por Souza
function [vetclus] = separa_dados()
load(’coordenadas.mat’); %lat/long
n=length(latrad);
%nesse caso o primeiro ponto tem coordenada 0,0 e deve ser excluido
lat=latrad;
long=longrad;
t=dia;
% vetclus = cluster_kmeans(x,2);
vetclus = clusterju2();
save(’indices’,’vetclus’);
fonte1 = [];
fonte2 = [];
j1=1;
j2=1;
for i=1:n
if(vetclus(i) == 1)
fonte1(j1,1)=lat(i);
fonte1(j1,2)=long(i);
fonte1(j1,3)=t(i);
j1=j1+1;
end
if(vetclus(i) == 2)
fonte2(j2,1)=lat(i);
fonte2(j2,2)=long(i);
fonte2(j2,3)=t(i);
j2=j2+1;
end
end
save(’Dados1’,’fonte1’);
save(’Dados2’,’fonte2’);
%Código desenvolvido por Juliana Marta Rodrigues de Souza
function [ind] = clusterju
NroClus=2; %numero de particoes desejadas
load(’coordenadas.mat’); %lat/long em radianos
tam = length(latrad);
dado = zeros(tam,2);
dado(:,1)=latrad;
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dado(:,2)=longrad;
%For que percorre cada subconjunto espacial
for cont=1:1
indice=(1:1:tam);
%Inicializa¸c~ao da Matriz de Distancias
DistMat=zeros(tam,tam);
%Inicializaçao do vetor que contera os indices de cada subconjunto
cluster=zeros(1,tam);
%Atribuicao dos elementos da Matriz de distancias e do cluster
for i=1:tam
for j=i+1:tam
%A matriz sera simetrica e de diagonal nula
DistMat(i,j)=6366*sqrt((dado(j,1)-dado(i,1))*(dado(j,1)...
-dado(i,1))+cos(dado(j,1))*cos(dado(j,1))*(dado(j,2)...
-dado(i,2))*(dado(j,2)-dado(i,2)));
DistMat(j,i)=DistMat(i,j);
end
%Inicialmente existem tam subconjuntos com apenas um elemento cada
cluster(1,i)=i;
end
%n recebe tam o objetivo eh que se chegue a n=NroClus
n=tam;
%enquanto o objetivo nao e alcan¸cado
while (n>NroClus)
%d recebe o maior elemento da matriz
d=max(max(DistMat));
%ok é variavel booleana que indica que a matriz ainda possui
%valores nao nulos
ok=0;
%Este trecho determina os indices dop menor valor da matriz bem
%como qual ele e, d, e se a matriz possui elementos nao nulos:
%Os fors percorrem a parte triangular superior da matriz, exceto
%pela diagonal nula
for i=1:tam
for j=i+1:tam
%Se h´a distancia n~ao nula menor que d
if(0<DistMat(i,j) && DistMat(i,j)<=d);
%atribui-se esse valor menos a d
d=DistMat(i,j);
%armzena-se as componentes
imin=i;
jmin=j;
%atribui-se sucesso a ok
ok=1;
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end
end
end
%Se houve sucesso na determinacao do menor elementos nao nulo da
%matriz de distancias
if ok
%retira-se a coluna em que o menor valor se encontrava
DistMat(:,jmin)=zeros(tam,1);
%e sua correspondente tranposta pois a matriz e simetrica
DistMat(jmin,:)=zeros(1,tam);
%mtc recebe o qual o maior numero nao de elementos nalguma
%coluna de cluster
[mtc ntc]=size(cluster);
%l recebe os elementos da imin-esima coluna de cluster
l=cluster(1,imin);
%Agora deve-se determinar quais e quantos dados do cluster jmin
%serao passados para o cluster i min
%inicializa-se a variavel mtamclus1 que conta quantos
%elementos nao nulos possui cluster(:,imin)
mtamclus1=0;
%se o primeiro elemento e nao nulo
if (l~=0)
%o tamanho mtamclus1 e pelo menos 1
mtamclus1=1;
end
%percorre-se cluster(:,imin) a procura da primeira entrada nula
%e seu respectivo indice l, lembrando que l deve ser no maximo
%mtc+1
while(l~=0 && mtamclus1<=mtc-1)
mtamclus1=mtamclus1+1;
l=cluster(mtamclus1,imin);
end
%se cluster(:,imin) tem mais algum elemento nao nulo mas o
%mtamclus1-esimo e nulo retorna-se para o anterior (correcao do
%ultimo while)
if(mtamclus1~=0 && cluster(mtamclus1,imin)==0)
mtamclus1=mtamclus1-1;
end
%agora parte-se em busca de descobrir quantos elementos nao
%nulos ha na jmin-esima coluna de cluster, chama-se este numero
%de mtamclus2. O processo e identico ao que se realizou para
%mtamclus1
l=cluster(1,jmin);
mtamclus2=0;
if (l~=0)
mtamclus2=1;
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end
while(l~=0 && mtamclus2<=mtc-1)
mtamclus2=mtamclus2+1;
l=cluster(mtamclus2,jmin);
end
if(mtamclus2~=0 && cluster(mtamclus2,jmin)==0)
mtamclus2=mtamclus2-1;
end
%De posse do numero de elementos nao nulos da imin-esima
%coluna de cluster, mtamclus1, e do numero de elementos nao
%nulos da jmin-esima coluna de cluster, mtamclus2
%Transporta-se os elementos da jmin-esima para a imin-esima
cluster(mtamclus1+1:mtamclus1+mtamclus2,imin)=cluster(1:mtamclus2,jmin);
%zera-se o elementos de cluster(:,jmin)
cluster(1:mtamclus2,jmin)=0;
%Para poder considerar todos os pontos de determinada coluna de
%cluster na matriz de distancia utiliza-se a media das
%altitudes e latitudes de cluster(:,imin) aproveitando que
%nesta coluna sao armazendados os indices de cada ponto pode-se
%obter cada latitude e cada longitude a partir dos dados
%iniciais
lataux=0;
longaux=0;
for k=1:mtamclus1+mtamclus2
lataux=lataux+dado(cluster(k,imin),1);
longaux=longaux+dado(cluster(k,imin),2);
end
lataux=lataux/(mtamclus1+mtamclus2);
longaux=longaux/(mtamclus1+mtamclus2);
% E preciso tambem calcular a media das latitudes e longitudes
%dos outros clusters
for j=1:tam
%entao repete-se o processo ja executado antes para
%determinar o tamanho de cada cluster
l=cluster(1,j);
mtamclus=0;
if (l~=0)
mtamclus=1;
end
while(l~=0 && mtamclus<=mtc-1)
mtamclus=mtamclus+1;
l=cluster(mtamclus,j);
end
if(mtamclus~=0 && cluster(mtamclus,j)==0)
mtamclus=mtamclus-1;
end
%e depois as medias
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lataux2=0; longaux2=0;
for k=1:mtamclus
lataux2=lataux2+dado(cluster(k,j),1)/mtamclus;
longaux2=longaux2+dado(cluster(k,j),2)/mtamclus;
end
%Pro fim atualiza-se a matriz de distancias
DistMat(imin,j)=6366*sqrt((lataux2-lataux)*(lataux2-lataux)...
+cos(lataux2)*cos(lataux2)*(longaux2-longaux)*(longaux2-longaux));
DistMat(j,imin)=DistMat(imin,j);
end
end
%e o numero de subconjuntos diminui de uma unidade
n=n-1;
end
%Abertura do arquivo de saida relativo a cada cluster temporal
% arqout = fopen(strcat(num2str(NroClus(cont,1)),’ClusEsp_do_’,num2str(cont),’_clustemp_de_’,pais,’.txt’),
→˓ ’wt’);
%formatando arquivo de saida:
%Escreve-se o cabecario
% fprintf(arqout,’Nro de clusters\n’);
%Pula linha
% fprintf(arqout, ’\n’);
[mtc ntc]=size(cluster);
for j=1:tam
%descobre-se o numero de elementos nao nulos de cada coluna de
%cluster
l=cluster(1,j);
mtamclus=0;
if (l~=0)
mtamclus=1;
end
while(l~=0 && mtamclus<=mtc-1)
mtamclus=mtamclus+1;
l=cluster(mtamclus,j);
end
if(mtamclus~=0 && cluster(mtamclus,j)==0)
mtamclus=mtamclus-1;
end
%se o numero de elementos da j-esima coluna de cluster e nao nulo
if mtamclus~=0
%ordena os indices
aux=0;
for l=1:mtamclus
for k=l+1:mtamclus
if(cluster(l,j)>cluster(k,j))
aux=cluster(l,j);
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cluster(l,j)=cluster(k,j);
cluster(k,j)=aux;
end
end
end
end
end
end
%transforma a matriz de cluster em vetor de indices 1 ou 2
[g, h] = size(cluster)
%percorrer a primeira linha e ver as colunas que possuem elem nao nulos
k=1;
for i=1:h
if(cluster(1,i))
naonulo(k) = i;
k=k+1;
end
end
%vetor naonulo contem os indices das colunas do cluster a serem acessadas
ind =zeros(tam,1);
for i=1:length(naonulo)
for j=1:g
if(cluster(j,naonulo(i))~=0)
ind(cluster(j,naonulo(i)))=i;
end
end
end
end
%rotina para estimar o coef de difusao a partir dos dados
clear all;
grafico = 1;
%calculo coef para
load(’coordenadas.mat’);
latrad=latrad;
longrad = longrad;
t=dia;
n=length(longrad);
x=calcula_distancias(latrad,longrad);
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t(1)=0.5;
t = t - t(1);
[alpha,s]=fitopt1(t(2:n),x(2:n));
alpha
clear x;
clear y;
clear t;
pause();
%chamo o algoritmo de cluster
%os dados são salvos nos arquivos Dados1.mat e Dados2.mat;
load(’indices.mat’);
ind=vetclus;
m=length(ind);
if(grafico)
load(’plotar.mat’); %lat/long
for i=1:m
if ind(i)==1
plot(info(i,1),info(i,2),’*r’);
hold on;
else
plot(info(i,1),info(i,2),’*b’);
hold on;
end
end
hold off;
end
%calculo os coeficientes para cada cluster obtido
%primeiro:
load(’Dados1.mat’);
fonte1=sortrows(fonte1,3);
n=length(fonte1(:,1));
x = calcula_distancias(fonte1(:,1),fonte1(:,2));
t = fonte1(1:n,3);
% t(1)=0.5;
% t = t - t(1);
[alpha1,s1]=fitopt1(t(2:n),x(2:n));
alpha1
clear x;
clear t;
%segundo:
load(’Dados2.mat’);
fonte2=sortrows(fonte2,3);
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n=length(fonte2(:,1));
x = calcula_distancias(fonte2(:,1),fonte2(:,2));
t = fonte2(1:n,3);
[alpha2,s2]=fitopt1(t(2:n),x(2:n));
alpha2
clear x;
clear t;
save(’coeficientes’,’alpha’,’alpha1’,’alpha2’);
function dist = calcula_distancias(latrad,longrad)
%programa que transforma latitude/longitude em distancias
%https://en.wikipedia.org/wiki/Haversine_formula
raio = 6371; %raio da terra em km
dlat=latrad-latrad(1);
dlong=longrad-longrad(1);
a = zeros(length(latrad),1);
for i=1:length(latrad)
a(i) = (sin(dlat(i)/2)^2) + cos(latrad(1))*cos(latrad(i))*(sin(dlong(i)/2)^2);
end
c = asin(a);
dist = 2*raio.*c;
end
5.3 K-means adaptado para latitude de longitude
function separa_dados()
load(’coordenadas.mat’);
n=length(latrad);
%nesse caso o primeiro ponto tem coordenada 0,0 e deve ser excluido
lat=latrad;
long=longrad;
t=dia;
% vetclus = cluster_kmeans(x,2);
vetclus = kmeans_latlong();
save(’indices’,’vetclus’);
fonte1 = [];
fonte2 = [];
j1=1;
j2=1;
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for i=1:n
if(vetclus(i) == 1)
fonte1(j1,1)=lat(i);
fonte1(j1,2)=long(i);
fonte1(j1,3)=t(i);
j1=j1+1;
end
if(vetclus(i) == 2)
fonte2(j2,1)=lat(i);
fonte2(j2,2)=long(i);
fonte2(j2,3)=t(i);
j2=j2+1;
end
end
length(fonte1)
save(’Dados1’,’fonte1’);
save(’Dados2’,’fonte2’);
function ind_min = kmeans_latlong()
load(’coordenadas.mat’);
k = 2 %numero de clusters desejados
n = length(latrad);
dado = zeros(n,2);
dado(:,1)=latrad;
dado(:,2)=longrad;
c=dado(ceil(rand(k,1)*n),:);
% c(:,1)=dado(1,:);
% c(:,2)=dado(2,:);
dist = zeros(n,k);
indice0=ones(n,1);
ind_min=zeros(n,1);
while any(indice0~=ind_min)
indice0 = ind_min;
%vou calcular a distancia dos pontos aos centros e avaliar a qual cluster o ponto pertence
for i=1:n
for j=1:k
dist(i,j)=6371*sqrt((dado(i,1)-c(1,j))^2+(cos(dado(i,1)))^2*(dado(i,2)-c(2,j))^2);
end
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end
[dist_min,ind_min] = min(dist,[],2); %retorna o elemento minimo e sua localização em cada linha
for t=1:k
c(t,:)=mean(dado(ind_min==t,:));
end
end
end
%rotina para estimar o coef de difusao a partir dos dados
clear all;
grafico = 1;
%calculo coef para
load(’coordenadas.mat’);
latrad=latrad;
longrad = longrad;
t=dia;
n=length(longrad);
%o primeiro ponto tem coordenada 0,0 e deve ser excluido
x=calcula_distancias(latrad,longrad);
t(1)=0.5;
t = t - t(1);
[alpha,s]=fitopt1(t(2:n),x(2:n));
alpha
clear x;
clear y;
clear t;
pause();
%chamo o algoritmo de cluster
%os dados são salvos nos arquivos Dados1.mat e Dados2.mat
%o primeiro ponto, 0,0 ja foi excluido
% ind = separa_dados();
load(’indices.mat’);
ind=vetclus;
m=length(ind);
if(grafico)
load(’plotar.mat’); %lat/long
% plot(info(2,1),info(2,2),’*g’);
% hold on;
for i=1:m
if ind(i)==1
plot(info(i,1),info(i,2),’*r’);
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hold on;
else
plot(info(i,1),info(i,2),’*b’);
hold on;
end
end
% plot(info(1,1),info(1,2),’ko’);%,’MarkerSize’,7);
hold off;
end
%calculo os coeficientes para cada cluster obtido
%primeiro:
load(’Dados1.mat’);
fonte1=sortrows(fonte1,3);
n=length(fonte1(:,1));
x = calcula_distancias(fonte1(:,1),fonte1(:,2));
t = fonte1(1:n,3);
t(1)=0.5;
t = t - t(1);
[alpha1,s1]=fitopt1(t(2:n),x(2:n));
alpha1
clear x;
clear t;
%segundo:
load(’Dados2.mat’);
fonte2=sortrows(fonte2,3);
n=length(fonte2(:,1));
x = calcula_distancias(fonte2(:,1),fonte2(:,2));
t = fonte2(1:n,3);
[alpha2,s2]=fitopt1(t(2:n),x(2:n));
alpha2
clear x;
clear t;
save(’coeficientes’,’alpha’,’alpha1’,’alpha2’);
function dist = calcula_distancias(latrad,longrad)
%programa que transforma latitude/longitude em distancias
%https://en.wikipedia.org/wiki/Haversine_formula
raio = 6371; %raio da terra em km
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dlat=latrad-latrad(1);
dlong=longrad-longrad(1);
dist = zeros(length(latrad),1);
for i=1:length(latrad)
a(i) = (sin(dlat(i)/2)^2) + cos(latrad(1))*cos(latrad(i))*(sin(dlong(i)/2)^2);
end
c = asin(a);
dist = 2*raio.*c;
end
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Anexo 6 - Análise do algoritmo de
separação de dados de Souza
function vetcluster = cluster_pronto(x, k)
%parametros de entrada:
% x: vetor com as posições dos pontos (no caso, 1D, mas vou tentar fazer para o caso geral)
% k: número de agrupamentos desejados
n = length(x); %numero de pontos para serem colocados em k grupos
%no início cada ponto é um cluster
%logo, a localização do centro está no ponto em questão
numero_de_clusters = n; %inicialmente são n e depois chega a k
%x = sort(x);
centro = x; %vetor dos centros dos clusters; muda a cada iteração
cluster = eye(n); %inicialmente cada ponto pertence a um cluster; esta será uma matriz binaria
M = zeros(n); %esta sera a matriz de distancias entre os centros inicialmente
while numero_de_clusters > k
for i = 1:numero_de_clusters
for j = 1:(i-1)
M(i,j) = abs(centro(i)-centro(j));
end
end
%aqui vou preencher os zeros de M com maximo+1
maximo = max(max(M));
for i = 1:numero_de_clusters
for j = i:numero_de_clusters
M(i,j) = maximo + 1;
end
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end
dmin = min(min(M));
local = find(M==dmin); %este é o vetor com os pontos de dist minima;e se houver mais de um minimo?
for i=1:length(local)
i_M(i) = mod(local(i),numero_de_clusters); %vetor com indices
if(i_M(i)==0) %ATENÇÃO!!!
i_M(i) = numero_de_clusters;
end
j_M(i) =floor((local(i)-i_M(i))/numero_de_clusters)+1;
end
% i_min = i_M(1);
% j_min = j_M(1);
i_min = i_M(randi(1,numero_de_clusters,1,1)); %assim por enquanto, depois posso pegar aleatorio
j_min = j_M(randi(1,numero_de_clusters,1,1));
cluster (:,i_min) = cluster(:,i_min) + cluster(:,j_min);
cluster(:,j_min) = 0;
%aqui vou eliminar a coluna zerada da matriz de cluster
Maux = cluster;
clear cluster;
i=1;
for j = 1: numero_de_clusters
if(max(Maux(:,j)))
cluster(:,i)=Maux(:,j);
i = i+1;
end
end
numero_de_clusters = numero_de_clusters - 1;
%cluster
%agora vou recalcular os centros para a nova iteração
clear centro;
for j = 1:numero_de_clusters
centro(j) = 0;
ind = find(cluster(:,j)); %indices não nulos na coluna j da matriz cluster
for m=1:length(ind)
centro(j) = centro(j) + x(ind(m));
end
if(length(ind)>0)
centro(j) = centro(j)/length(ind);
end
clear ind;
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end
clear M;
clear i_M;
clear j_M;
clear local;
end
vetcluster = zeros(n,1);
for j=1:n
aux = find(cluster(j,:));
vetcluster(j,1)=aux;
end
clear aux;
vetcluster
% xdecluster = zeros(n, k);
% contaponto = ones(k,1); %conta o numero de pontos em cada cluster
%
% for j = 1:n
% aux = find(cluster(j,:)); %encontra a qual cluster pertence o ponto j
% xdecluster(contaponto(aux),aux) = x(j);
%
% contaponto(aux) = contaponto(aux) + 1;
%
% end
%
% for i = 1:k
% plot(sort(xdecluster(1:contaponto(i)-1,i)),’*’,’Color’,[rand,rand,rand])
% hold on
% grid on
% end
