their transmission range r n-Finally, the failure events of transmissions across distinct links are assumed independent and happen with probability Tn.
The main result of the paper is given in Theorem 4, which provides a closed-form lower bound on the capacity of a wireless erasure network. This provides a scaling law on the network sum capacity of at least 8 (nrn) for an arbitrary set of transmitters to an arbitrary set of receivers, each of which contains a linear fraction of the number of nodes and is allowed to cooperate their transmissions and receptions. We further show in Section VI-C that the bound is tight, in the sense that there exists a particular choice of source nodes and destination nodes for which the sum rate capacity is within a (small) constant factor from the proven lower bound. Thus, for the critical connectivity radius of rc = 8 ( Vlo~n) , our lower bound scales as 8( -In log n), consistent with [3] up to a log n factor although with a quite different network model. Finally, we prove that if the erasure probabilities are not constant even for fixed n, but are random variables instead as would be the case in a network with fading and random node locations, then this variability in erasure probabilities actually increases the network capacity as proven in Lemma 3. The intuition behind this initially surprising result is that only one successful (nonerased) transmission is needed to traverse a cut, so variability provides statistical diversity that improves the chances of at least one successful transmission.
Throughput this paper, sets are denoted by calligraphic alphabet e.g. X, IXI and Xc denote the cardinality and the complement of set X respectively. The logarithm log X denotes the natural logarithm of a positive real number x. Some parameters of the model will depend on the number of nodes n in the network and are subscripted n unless implied in context. When the number of nodes in the network is implied, a subscript might be used to denote a sequence of nodes or links. For example, in a network of n nodes, VI, V2, ... Vk denotes a sequence of k nodes.
A. Main Results

I. INTRODUCTION
Abstract-In this paper, a lower bound on the capacity of wireless ad hoc erasure networks is derived in closed form in the canonical case where n nodes are uniformly and independently distributed in the unit area square. The bound holds almost surely and is asymptotically tight. We assume all nodes have fixed transmit power and hence two nodes should be within a specified distance rn of each other to overcome noise. In this context, interference determines outages, so we model each transmitter-receiver pair as an erasure channel with a broadcast constraint, i.e. each node can transmit only one signal across all its outgoing links. A lower bound of 8(nr n ) for the capacity of this class of networks is derived. Finally, the case where the erasure probabilities are themselves random variables, for example due to randomness in geometry or channels, is analyzed. We prove somewhat surprisingly that in this setting, variability in erasure probabilities increases network capacity.
Erasure networks characterize transmission links in a wireless ad hoc network by assigning an erasure probability to each potential connection between nodes in the network [1] . From a practical perspective, erasure events correspond to packet drops or temporary outages and are a reasonable metric for characterizing a channel with a certain bit rate. Dana et al. recently derived elegant cut-set bounds to characterize the capacity of wireless ad hoc erasure networks under a set of reasonable assumptions [2] . Their result, however, is independent of the network topology and geometry of the node locations, which are the most important effect in determining the erasure probabilities and traffic flows in the network. Instead, the capacity was cast as an optimization program that involves minimizing a (nonlinear) cut-set expression over a set whose size is exponential in the number of nodes n. Beside the inherent difficulties in evaluating an exponentially large A. Notation number of cut-sets even in moderate sized networks (n == 50 is computationally very intensive), this result does not reveal how the network capacity depends on parameters such as number of nodes, the erasure probabilities and transmission range.
The present paper thus aims to establish a model for wireless erasure ad hoc networks that captures node topology, physical layer parameters, and develops tight bounds in closed form for the end-to-end throughput. We place n nodes uniformly and independently in the unit square [0, 1] presented in section VII Given two real valued functions f(n) as the graph on n vertices, associated with V n and the set of edges En C V n X V n is characterized as:
The graph On is said to be a random geometric graph and it can be completely parameterized by n and Tn, where Tn is called the transmission radius of the nodes [4] . Fig. I shows an example of a random geometric graph with 50 nodes and transmission radius of 0.2. Given two disjoint subsets S ,V C V, an S -V cut is a partition of V into subsets Vs and Vv = V s such that S S;; Vs and V S;; V s .The S-set Vs (or V-set Vv) determines the cut uniquely. For the S -V cut given by Vs , the cut-set [Vs, Vv ] is the set of edges going from the S -set to V-set, i.e.,
A. Nodes and Links
We consider the case of n nodes V n independently and uniformly distributed in the unit square [0, 1]2 forming the binomial point process V n . This distribution is equivalent to conditioning a stationary Poisson point process on having exactly n points in the unit square [5] . Previou s work has shown that stochastic geometry based on Poisson point processes can capture key features of wireless networks [6] , [7] , [8] , [9] , [10] . Result s about random geometric graphs where the nodes are uniformly distributed often yield similar results when the nodes are distributed according to a Poisson point process, by what is referred to as "Poissonization" [4] . In this paper, we focus on the case of the binomial point proces s becau se this setting has been a canonical example in modeling node locations [3] , [II ] . This will hence allow us to compare the main results of this paper with previous results.
Let Sn,'On C V n be two arbitrary but disjoint subsets of V n , denoting the sets of intended transmitters and receivers respectively. We also assume that ISnI = 0:1 n and IV n I = 0:2n for some positive real constants 0:1 and 0: 2. We assume all nodes have fixed transmit power (for a fixed n). Since the transmit power is finite, and because of the decay of power with distance (d -O: in path loss models), two nodes should be close enough to each other for the signal to noise and interference ratio at the receiver to exceed the minimum threshold needed for successful transmis sion. The signal to interference and noise ratiu is assumed tu be negligible at distances farther than Tn from the transmitter. It is hence natural to consider the random geometric graph On = O(V n ,Tn). In fact, random geometric graphs have been extensively used as a model of large wireless network s [12], [13] .
Of course, we do not expect all transmissions to be successful between connected nodes. Indeed, due to fading , noise and possibly interference, the links are not perfect links and are modeled as erasure channel s. For every link (u , v) E in the set of edges En, denote by "[u» its erasure probability.
------
We also define V s as the set of nodes in the Vs-set that has at least one of its outgoing edges in the cut-set. That is
In a given graph, a path from node U1 to node U k is a sequence of nodes U 1U2 ... U k such that (U i , UH 1) is an edge for every i E {I , 2 ... , k -I }. If there exists at least one path from every node u to every other node V , the graph 0 is said to be connected. Otherwise, it is said to be disconnected. The graph in Fig. I is connected.
III . MOD ELING ASSUMPTIONS
This section specifies a reasonable model for a wireless network that is simple and tractable yet resembles the actual physical system. It also scrutinizes the underlying assumptions and questions their validity.
1Similar results to those proven in this paper follow if the Euclidian distance Il x -y l12 = V (XI -Yl)2 + (X2 -Y2)2 is used.
B. Network
We assume that the nodes form a wireless erasure multi-hop ad hoc network, so that the network compris es the following salient features: Wireless: Each node can only broadcast its message to all its neighboring nodes.
Erasure: A transmission on link (u , v ) E En can fail with probability "[u» for some 0 :::; "[ u » :::; 1. Currently, we assume that erasures across distinct links are statistically independent for tractable analysis. This is an idealized assumpt ion due to interference. Moreover, it is also assumed, as in [2] , that messages received at a node from different incoming links do not interfere. Multi-hop: Transmissions are multi-hop so any node can relay packets from one node to another neighboring node. Ad hoc: The network is fully distributed and does not utilize a preexisting infrastructure or central base stations. Cooperative Network: Since we are after the capacity of such a network , the maximum achievable rate from a transmitter to a receiver, we are inherently assuming that the nodes may cooperate to ensure this high rate [1] . As assumed in [2] , error locations on each link are available to the destination as side information. This slightly contradicts the ad hoc assumption since the overhead to achieve this cooperation is likely non-negligible, but accounting for it is postponed to future work.
A. Connectivity of Random Ad Hoc Networks and Their Analogy to Grids
Since the nodes are uniformly and independently distributed, it is intuitive to assume that if the number of nodes is large, then the nodes will be somewhat evenly distributed across the unit square. Indeed, this turns out to be the case as formalized below with the notion of e-niceness. Vs,Vv] And the capacity C of the network is exactly the minimum of the above expression over all possible cut sets Vs [2] :
V. RANDOM GEOMETRIC GRAPHS AND GRIDS
The core of the subsequent analysis is based on random geometric graph theory. The analysis can be divided into three stages:
1) An analogy between the random network topology and the deterministic grid is derived. 2) Relevant combinatorial properties of the grid topology are explored. 3) These properties are translated back to the probabilistic setting to conclude a lower bound on the capacity of the ad hoc wireless network.
This network topology is analytically tractable. Our work exploits many similarities of this topology with the simple deterministic grid topology to derive bounds on end-to-end throughput.
IV. CAPACITY OF WIRELESS ERASURE CHANNELS
Under the assumptions stated above, the capacity of single source, single destination wireless erasure networks is elegantly characterized in [2] as follows. For any source node s and destination node d, let S == {s}, V == {d}, and any Vscut of the nodes, the capacity of the network is upper bounded by [2] : Although (2) characterizes the capacity of general networks exactly, it is not obvious to what it evaluates to in practical scenarios, such as the one we consider in this paper, where the nodes are independently and uniformly distributed in space (e.g. in the unit square), each having a fixed transmission radius, with multiple sources and multiple destinations". For the single source single destination case, there are 2 n -2 possible cut sets and evaluating (1) for everyone of them is not practical for moderate sized networks. Moreover, the effect of the number of nodes n and transmission radius r n on the capacity of the network is not clear from (2) . Our goal is to identify a lower bound for the capacity that holds almost surely under the assumptions stated in Section III and that highlights the effect of physical layer parameters such as transmission radius rn and erasure probabilities.
B. Grid Inequalities
Since we can carefully treat geometric graphs like grids, it makes sense to explore structural properties on grids and apply them to geometric graphs. Here, we present one such property and will demonstrate an application to it later when analyzing the capacity cut on a random geometric graph in Section VI. (A, B) 
Lemma 2. Let
• A combinatorial proof can be found in Section 4 in [14]. The lemma is illustrated in Fig. 2 on a 4 x 4 grid.
VI. LOW ER BOUND ON CUT SET CAPACITY
A. Main Results
In this section, we argue that the e-niceness property of the induced random geometric graph of the network, together with the grid inequality stated in section V-B yield a lower bound on the cut-set capacity C(Vs) of broadcast wireless networks . The following theorem identifies this lower bound as a function of the number of nodes n, transmission radius r n and erasure probabilities. 
Vf+E where a* = min{a, 1 -a}
Proof ' See Theorem 3 in [15] .
• So far, we have shown that under our model, if we have a cut between a constant fraction a1 n of the nodes on one side and another fraction a2n of the nodes on the other, then the capacity cut-set evaluated at that particular cut cannot be asymptomatically smaller than a multiple of nr n , as indicated in (3) . To characterize the capacity of the entire network however, all cuts separating the source(s) and destination(s) have to be considered. The following theorem generalizes the bound in Equation 3 in the multiple sources , multiple destinations case.
B. Scaling Laws
We have thus established a scaling law of 8(nr n ) under this network model. The effect of the erasure probabilities is not very significant in the lower bound we derived, at least when it is constant" and when n is large. In that case, for any nontrivial erasure probability "Y ("Y < 1) , its effect to the lower bound established in theorem 4 can be made arbitrarily ,.
(1-2f)lnr 2°s mall lor su cient y arge n, SInce 1m n -+ oo "Y 4 n = for r n 2:~V lo~n. For the critical value of r n which scales as Vlo~n , the proven lower bound scales as Vn log n, which agrees up to a Vlog n factor with the ,;n scaling law shown in [3] although the models are different.
C. Tightness of Lower Bound
We now argue that the lower bound presented above is tight, in the sense that for every n, there exists a choice (actually many choices) of source and destination nodes that would yield a network capacity of at most 8(nr n ) . One simple example is to assign all nodes in the left rectangle, i.e. with abscissa smaller than or equal to 0.5, as source nodes and all nodes in the right rectangle, i.e. with abscissa larger than 0.5, as destination nodes as illustrated in Fig. 3. a [15] . This example illustrates a simple design principle: if the node locations in a network are i.i.d. distributed uniformly but the network designer could chose which nodes are the source nodes and which are the destination nodes, then it is best to "scatter" the source and destination nodes rather than "clutter" all source nodes together and all destination nodes together as in Fig. 3 . a. If source nodes and destination are paired up, as in Fig. 3 . b. for example, then a linear capacity scaling would be possible; however, in this case , information is confined within small ranges of order 8(r n ) and is not really "transported".
VII. RANDOM ERASURE PROBABILITIES
So far, all erasure probabilities have been assumed fixed and equal across all links in the network. This is unlikely to be true in a real wireless network due to fading , interference and node geometry. Even if the erasure probabilities were close to being fixed, it might be unpractical to characterize each link separately, especially in large networks, because there are many links. We suggest modeling erasure probabilities themselves as random variables and explore the impact of 4i.e. not a function of n fixed noise level and a fixed transmit average power, varying the transmit power yields a loss in this case. Alternatively, for a fixed transmit power, varying the noise level yields a loss. It follows by the concavity of the function f( x) = log (1 + x ) and Jensen's that
The situation is different in the case of variability of erasures in a broadcast wireless networks since only one successful transmission across the cut is sufficient to "transport" the bit from one side of the cut to the other. More successful transmissions do not increase the capacity of that particular cut. We conclude that variability in erasure probabilities provides statistical diversity that improves the chances of at least one successful transmission. • Notice that by concavity of the logarithm function and by Jensen's inequality, E log ry(1) :::; log E ry(1 ). Hence, by comparing the expressions of Lemma 3 to that of Theorem 4, it follows that there is actually a gain in the case where ry(1) is a random variable with distribution same as ry over that where ry(1) is fixed and is equal to the mean E ry. By comparing the lower bounds, we notice a gain of this additional uncertainty on the performance of the network. Assigning random erasure probabilities that tend to increase as the number of nodes increases, can partially account for fading and interference . A similar approach was adopted in [16] , [17) whereby the non-erasure probabilities, i.e. success probabilities decay polynomially with distance . This result might be surpnsmg because variability and unequal factors usually yield a loss. For example, the capacity of an additive white gaussian channel is proportional to log (1 + SN R) where SNR is the signal to noise ratio . For a Intuitively, since each node is connected to a multiple of nr ;
other nodes, which is of the order of at least log n for r n 2:
cJl o~n , we expect that by the law of large numbers, a suitable average of the erasure probabilities across those outgoing links is what matters. The following lemma formally characterizes a lower bound that is analogous to the one derived in Theorem 4 when the erasure probabilities are random .
Lemma 3.
If the erasure probabilities ryij are identically distributed, pairwise independent random variables with the same distribution as ry, such that log ry has finite mean and variance then the following is a lower bound on the broadcast capacity cut with high probability' : [9] 3 1 -210 CB e ,var 2: "2va * -210 VI + 10 nr n (1 -exp (m (Elog ry + E))) [10] where a * = min{ aI, az , 1 -aI , 1 -a z}, m = (1 -2(0) inr;
for any 10 E (0, 5)'
5That is probability goes to I as n goes to 00
