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Separation Theorems for Singular Values of Matrices 
and Their Applications in Multivariate Analysis 
C. RADHAKRISHNA RAO 
University of Pittsburgh and Indian Statistical Institute 
Communicated by P. R. Krishnaiah 
Separation theorems for singular values of a matrix, similar to the Poincare 
separation theorem for the eigenvalues of a Hermitian matrix, are proved. 
The results are applied to problems in approximating a given r.v. by an 
r.v. in a specified class. In particular, problems of canonical correlations, 
reduced rank regression, fitting an orthogonal random variable (T.v.) to a given 
T.v., and estimation of residuals in the Gauss-Markoff model are discussed. In 
each case, a solution is obtained by minimizing a suitable nortn. In some cases a 
common solution is shown to minimize a wide class of norms known as unitarily 
invariant norms introduced by von Neumann. 
1. INTRODUCTION 
A number of statistical problems in multivariate analysis are based on approxi- 
mating a given m x n matrix A by an m x n matrix B E .4? where &@I is a specified 
class. This is done by finding a member B,, E L% such that 
j$$ II A - B II = II A - 4, II (l-1) 
for a suitably chosen norm. Usually the Euclidean norm 
I/ X(1, = (tr XX)1~2 (14 
is used, and the results obtained have statistical significance in multivariate 
analysis based on the multivariate normal distribution. We shall examine the 
minimization problem (1.1) under more general norms than (1.2) and show that 
in some problems, the same solution minimizes simultaneously a wide class of 
norms. For this purpose we extend the concept of unitarily invariant norms 
introduced by von Neumann (1937) f  or s q uare matrices to rectangular matrices. 
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1.1. Unitarily Invariant Norm 
A real valued function 11 -11 defined on the space S,,, of m x n complex 
matrices is called a unitarily invariant norm if it satisfies the following conditions 
(i) /IX11 >OifX#O; 
(4 II cxll = I c I -II XII; 
(iii) IlX+ YII Sllxll +II Yll; 
(3 II VXUII =llXII f or any unitary matrices V and U of orders m and n, 
respectively. 
Let X = PDQ* be the s.v.d. (singular value decomposition) of X where P 
and Q are unitary and D is an m x n diagonal matrix with singular values 
4X) b a*. > u,.(X), where r = min(m, n), in the main diagonal. Then, using 
condition (iv), II XII = II D 11, i.e., a unitarily invariant norm of X is a symmetric 
function of its singular values only. We need the following lemma due to 
Fan [5]. See also Mirsky [7]. 
LEMMA 1.1. Let Xi be a matrix with singular values d,, > *a* > dti for 
i = 1, 2. Then II Xl II > II X, [I for any unitarily invariant nwm isf 
4, + -a* + 4, > 4, + ..- + 4, h = l,..., r. (1.3) 
1.2. (M, N)-Invariant Norm 
In statistical applications, we need a slightly more general norm, which is 
obtained by modifying the condition (iv) of a unitarily invariant norm to 
(W II VXu II = II XII (1.4) 
for any V and U such that V*MV = M and U*NU = N, where M and N are 
positive definite matrices of orders m and n, respectively. 
It is easily seen that an (M, N)-invariant norm can be obtained by transforming 
the argument X to ltPIaXNIIa, where iVPJe and NrJ2 are Gramian square roots 
of M and N, and considering a unitarily invariant norm of M11aXW12. 
1.3. Notation 
We use the following notation throughout the paper: 
A* denotes the complex conjugate of A, A’ the transpose of A and R(A) the 
rank of A. 
The singular values of a matrix A are denoted by a,(A) > a,(A) > a** , and 
the eigenvalues of A when it is Hermitian by h,(A) > &(A) >, *se . 
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The eigenvalues of a Hermitian matrix A with respect to a p.d. matrix M are 
the roots of the determinantal equation 1 A - XM 1 = 0. They are denoted by 
&(A, M). The eigenvectors of A with respect to M are the columns of a matrix 
P such that P*AP = A and P*MP = I, where A is the diagonal matrix with 
the diagonal elements &(A, M). 
The columns of a matrix P are denoted by PI , Pz ,..., and the matrix of the 
first K columns of P by P(le) , and the matrix of the last k columns of P by PF~I . 
A general unitarily invariant norm is denoted by j 1 * 11 and the Euclidean norm 
is denoted by 11 * [Ix . 
We refer to the variance covariance matrix of a vector r.v. (random variable) y 
as the dispersion matrix. 
2. SEPARATION THEOREMS FOR SINGULAR VALUES 
The basic separation theorems for singular values of matrices are given in this 
section. First, we state the PST (PoincarC separation theorem) for eigenvalues of 
a Hermitian matrix (see [12, p. 64]), which plays an important role in proving 
the other theorems. 
THEOREM 2.1 (PST). Let A be Hermitian of order m and let B be an m x k 
matrix such that B*B = Ik . Then 
L,+&4 < &(B*AB) < W), i = l,..., k. (2.1) 
Note 2.1.1. The upper bound in (2.1) is attained when B = Pck) and the 
lower bound when B = PC*] , where A = PAP* is the spectral decomposition 
ofA. 
Note 2.1.2. If in Theorem 2.1, B satisfies the condition B*MB = I, where 
M is a p.d. matrix of order m, then the same inequality is true with hi(A) 
replaced by &(A, M). The upper and lower bounds are attained when B = Ptk) 
and Pw , where P is the matrix of eigenvectors of A with respect to M. 
Now we state and prove the main separation theorem for the singular values 
of a matrix which is a generalization of the PST. 
THEOREM 2.2. Let A be m x n, B be m x t, and C be n x k matrices such 
thatB*B=I,andC*C=I,. Then 
a,+@) < @*AC) < &4 i = I,..., e(y, k), (2.2) 
wheret=m+n-r-k. 
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Proof. By using the second inequality in (2.1), 
u,yB*AC) = X,(B*ACC*A*B) < qACC*A*) 
= X,(C*A*AC) < &(A*A) = Q(A), 
which proves the second part of the inequality (2.2). Similarly, using the first 
part of the inequality in (2.1), 
u,yB*AC) = &(B*ACC*A*B) > h,-,+i(ACC*A*) 
X x m-r+i(C*A*AC) 2 &+i(AA*) = uf+i(A), 
which proves the first part of the inequality in (2.2). The first part of the in- 
equality in (2.2) cannot be improved unless some restrictions are imposed 
on B and C. 
Note 2.2.1. The upper bound in (2.2) is attained when B = P(,) and 
C = Qtrc. , where A = PDQ* is the s.v.d. of A. 
Note 2.2.2. In view of the result in Note 2.2.1, 
II B*AC II d II P(,,AQ(,, II (2.3) 
for any unitarily invariant norm. 
Note 2.2.3. If in Theorem 2.2, B and C satisfy the more general restrictions 
B*MB = I, and C*NC = Ik , where M and N are p.d. matrices, then 
u,(B*AC) < u~(M-~/~AN-~‘~). (2.4) 
The upper bound in (2.4) is attained when B consists of the first r columns of 
M-l12P and C consists of the first k columns of N-l12Q, where P and Q are the 
unitary matrices in the s.v.d. M-lJ2AN-lJ2 A PAQ*. 
The result is obtained by considering B*M1/2(M-112AN-112) NIIaC and 
applying Theorems 2.1 and 2.2 on the matrix M--1/2AN-1/2. 
THEOREM 2.3. Let A be an m x n matrix of rank’r and B be an m x n 
matrix of rank < k. Then 
u,(A - B) 2 o~+~(A) for my 6 (2.5) 
wkere uk+i(A) is dej%ed to be zero for i + k > I, and the equality in (2.5) is 
attained for all i ark < r and 
(2.6) 
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while the s.v.d. of A is 
A = g,P,P,* + ... + u,P,Q; . (2.7) 
Proof. The proof is given in [13] and is similar to the theorem proved by 
Okamoto and Kanazawa [lo] (see also [9, Theorem 2.91) when A, B, and A - B 
are n.n.d. matrices. In their case the result is 
&(A - B) 2 b+,(A) for any i, (2.8) 
which is a special case of (2.5). 
We quote two important theorems which are used in the proofs of various 
theorems in this paper. 
THEOREM 2.4 (von Neumann, [17]). Let A of order m x n and B of order 
n x m be two matrices with singular values (Ye > *a* > 01,, and& 2 a*. > @,, 
respectively where Y = min(m, n). Then 
where U and V are any unitary matrices, and the upper bound is attained when 
U = QR* and V = SP*, where P, Q, R, S are the matrices occurring in the 
s.v.d.‘s 
A = P A,Q*, B = R A$*, 
As a corollary to Theorem 2.4, we have, when A is a square matrix, 
(2.10) 
for any unitary matrix U. For a proof of (2.9), see Rao and Styan (1976). 
THEOREM 2.5 (Wielandt, [16]). Let X, Y, 2 be Hermitian matrices of order n 
with eigenvalues 
atd,if X- Y = 2, then 
THEOREM 2.6 (Fan and Hoffman, [6]). Let A be a squure matrix. Then 
&(A + A*) < 24A). (2.12) 
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3. CANONICAL CORRELATIONS 
Lety be ap-vector and x a p-vector r.v. (random variable) with zero means and 
dispersion matrix 
(2: ::,- (3.1) 
We denote the s.v.d. of Z;~/aZ~z &..I’ by PA Q’ and the singular values by 
Pl I P2 I > >.*.. The following theorem characterizes the canonical variates and 
canonical correlations. 
THEOREM 3.1. Let G be up x Y matrix such that G’L&,G = I, (Y < p), F be a 
q x q matrix such that F’.?&F = I, , and C be any Y x q matrix. Then 
A,-i+l[E(G’y - CF’x)(G’y - CF’x)‘] > 1 - pi2, i = I,..., Y, (3.2) 
where E stands fm expectation and the lower bound is attained when 
where P(,) is the matrix of the first r columns of P. 
Proof. It is easily seen that 
E(G’y - CF’x)(G’y - CF’X)’ 
>, G’.Z,,,,G - G’a&W+‘Z,,G = I - (G’,?&F)(F’.&G) (3.4) 
with equality for C = G.&F. Hence 
,Je,+l[E(G’y - CF’x)(G’y - CF’x)‘] 
3 hr-i+l[I - (G’GTW’&,G)I 
= 1 - A,(G’ZV$)(F’ZZ,G) = 1 - o~(G’&F) 
> 1 - a;(2;-:‘a&J;;‘s) = 1 - p’ (3.5) 
using Theorem 2.2. 
It is easily seen that the lower bound (3.4) is attained when F, C and G are 
as chosen in (3.3). 
Note 3.1.1. Consider the case where G is a p x p matrix, i.e., Y  = p. The 
optimum choices of G and F which minimize simultaneously all the eigenvalues 
(3.2) are 
G 0 = z-‘f2P YV and F, = Zz’“Q (3.6) 
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with C = d. The transformed variables 
u = G;y, v =F;x 
are called the canonical variates of y and x. Now 
(3.7) 
E(uv’) = G&&F,, = A, (3.8) 
where A is the diagonal matrix with p1 > ps 3 ... in the main diagonal. pr, 
pz ,..., are called the canonical correlations between y and x. 
Note 3.1.2. The case r = 1 is of some interest. The result (3.2) shows that 
the linear combination of y which is best predictable by x is the first canonical 
variate of y. 
Note 3.1.3. Theorem 3.1 is a stronger version of a theorem proved by 
Brillinger [l], who determined G and the product CF by minimizing the trace 
of the left-hand side of (3.4). Theorem 3.1 shows that all the eigenvalues of (3.4) 
are simultaneously minimized for the same solution. Izenman [3] states an 
equivalent form of Theorem 3.1 without proof and wrongly refers to [1] for 
proof. 
Association between two sets of variables y and x with a dispersion matrix 
such as (3.1) can be explained as due to hypothetical common factors affecting 
them. We shall characterize these common factors and estimate them from the 
observable variables y and x. See [12, p. 5851. 
For this purpose we shall find a k-vector variable f (with Ik as dispersion 
matrix without loss of generality) which explains the maximum possible associa- 
tion between y and x. Let & and .Z:,, be the covariance matrices between y and f 
and x and f, respectively. Then the residual covariance matrix between Z;.‘“y 
and .Z;i12x (i.e., variables y and x transformed so as to have I, and I, as dispersion 
matrices) eliminating the effect off is 
Z,-,““(.zv:,, - Z&J z;f2 . 
The following theorem provides the optimum values of zl,, and & . 
(3.9) 
THEO~M 3.2. Let P, Q, p1 , p2 ,..., be as de$ned in Theorem 3.1, and 
k < I?(&) [the rank of ZJ. Then 
II &34* - &&~~ 42’2 II (3.10) 
is minimized for any unitwily invariant norm when the k-vector Y.V. f is such that 
its covariances with y and x are the followiqq: 
z 
Uf 
= z=l’9 41’2 
YY oc) UC) Y -cl!, = ~~~2QC&f 3 
where A:i; is a diagonal matrix with the diagonal elements ptf2,..., pi12. 
(3.11) 
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Proof. By Theorem 2.3, 
oi(z;~‘*&z~~‘z - z;.‘2z&J;;‘2) 
b ~i+k(~;lf~2&x~‘2~, i = 1, 2,..., (3.12) 
and the minimum is attained when & and &., are chosen as in (3.11). 
Note 3.2.1. Let pr ,..., ps be the canonical correlations between y and x. Then 
(3.13) 
and the maximum covariance explained by k < S common factors is 
Z;;‘2Zv,ZfJ;~t2 = plPIQ; f -** f p k k k- P Q’ (3.14) 
The importance of k common factors is judged by the magnitude of the residual 
covariance matrix 
Pk+lpk+l~k+l + -‘- + PJ’sQ: (3.15) 
or simply by the magnitudes of pk+r ,..., ps . 
Note 3.2.2. As defined in (3.7), the canonical variates of y and x are 
ui = p;.z;,lJ2y, i = l,...,p, (3.16) 
v, = Q;Z;;“x, j = l,..., 4. (3.17) 
Using the covariances (3.1 l), it is an easy computation to show that the regression 
of fi , the ith common factor, on y and x is 
fi = E (Ui + v,), i = l,..., k. 
2 
(3.18) 
Thus we have estimates of common factors in terms of y and x. 
4. REDUCED RANK REGRESSION PROBLEM 
Let the random variables y and x be as defined in Section 3 with the dispersion 
matrix (3.1). Consider the problem of predicting the components of y not on the 
basis of entire x but by a smaller number of linear combinations B’x of x. A 
solution to this problem was given by the author some years ago [l l] and sub- 
sequently by Brillinger [l]. 
Let B be a 4 x r (I < q) matrix such that B’&,B = I, (without loss of 
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generality). The residual dispersion matrix of y (or loss) when predicted by its 
regression on B’x is 
L(B) = .&, - 2’u,eBB’&, . (4-l) 
The problem is to find B such that IIL(B)II . is a minimum for a suitably chosen 
norm. 
THEOREM 4.1 
(a) Let P be the matrix of eigenvectors of Z~ta.&2!&;~~z and PC,) the 
matrix of theJirst r columns of P. Then trL(B) is minimized when B = Z;$‘Pt+ 
(b) Let S be the matrix of eagenvectors of Z;,‘2zjE&;$Z’~.J’;~~2 and SC,) 
the matrix of the$rst r columns of S. Then the eigenvalues of .Z;~/“L(B)Z;~~” are 
simultaneously minimized when B = .Z;./2Str~. 
The result of (a) was proved in an earlier paper by this author Ill]. The 
stronger result mentioned without proof in the paper of Izenman [3], that the 
eigenvalues of L(B) are simultaneously minimized when B = Z;,‘2PtT,, does not 
seem to be correct. 
Result (b) follows from Theorem 2.1 (PST). 
Note 4.1.1. Result (b) implies that 
I/ Z;;‘2L(B) Z;;” I/ 2 11 Z;;‘“L(Z$Scr,) Z;;‘21i 
for any unitarily invariant norm. Using the terminology of Section 1.3, 
IILWII 2 llW~~‘2SdI, 
(4.2) 
(4.3) 
for any (,ZY;$“, .ZC,-,1/2)-invariant norm. 
Note 4.1.2. Instead of L(B), we may consider a weighted residual covariance 
matrix 
where r is a given n.n.d. matrix. Applying result (a), tr (F, B) is minimized 
when 
B = .??i2T~p, , 20 (4.5) 
where T is the matrix of eigenvectors of 
z~~‘2zJT~~~.‘2. (4.6) 
When r = .Z,-,’ we have the stronger result (b). 
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Note 4.1.3. The residual dispersion matrix (4.1) can be written 
(&w - 4tK2SY) + z;,(~’ - BB’) &I * P-7) 
The first part of (4.7) is th e error dispersion matrix in predicting y using the 
entire x, and the second part is the additional error due to reduction in x 
through a smaller number of linear functions. We may then determine B so that 
the norm of additional error matrix 
is minimized, 
where Uis a suborthogonal matrix of rank q - r. Now 
by the PoincarC separation theorem and the equality is attained when U = 
&..,.~, where P is as defined in (a) of Theorem 4.1, i.e., when B = 2;i/2Ptr~. 
Thus (4.8) is minimized for any unitarily invariant norm when B is chosen as 
Zjl’2Pt,, . 
5. FITTING ONE RANDOM VARIABLE TO ANOTHER 
We consider the general problem of approximating a given p-vector r.v. y 
with dispersion matrix .2&, by another p-vector r.v. f with a specified dispersion 
matrix Z;, . The case of Z,, = I is of special interest. 
We consider the error dispersion matrix in approximating y by f 
M(Y,f) = E(Y -f)(Y -f)’ (5.1) 
and determine f by minimizing a suitable norm of (5.1). The following theorems 
provide answers to such problems. 
THEOREM 5.1. Let & = I and P A2P’ be the spectral decomposition of &, 
where A is a diagonal matrix with diagonal elements 8, ,..., 6,. Then 11 M(y, f)jl 
is minimized for any unitarily invariant norm when Z;, = PAP’, i.e., when 
f = PA-lP3 with probability 1. (5.2) 
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Proof. Observe that 
Using Theorem 2.5 of [16], we have for jr < ..* < jk (k = l,..., p) 
$ WwYlf )I 2 $ ~&G, + 4 - $ ~i*cGu + %> 
b k + f ~,,G*) - 2 5 P&G4v111’2~ (5.3) 
1 1 
using the inequality 
[ii(G’G)]l12 >, &(G + G’) (5.4) 
due to Fan and Hoffman [6]. 
Since .&, > .Z&& , 
v = WLJ 2 Gwf?J) 
in which case, the inequality (5.3) becomes 
i wwY,f )I 2 $ (&, - II2 = $ &,[WY,f*)l, k = 1 ,...I p, (5.5) 
1 
where f* is such that Z,,,, = PAP’. Now, using Lemma 1 of [5], 
II WY, f )I1 b II M(Y> f*)ll (5.6) 
for any unitarily invariant norm. 
Let f. = P A-~P’Y + E and E(ey’) = B (say). Then 
I = D(f*) = I + D(E) + P A-lP’B + B’P A-IP’, (5.7) 
PAP’ = /.Zgfe = PAP’ + B. (5.8) 
Equations (5.7) and (5.8) G- D(r) = 0, i.e., f* = P A-‘P’Y with probability 1. 
Note 5.1.1. The inequality (5.6) is not derived by first establishing that 
%W(Y, f 11 2 4wn f*l) f or each i as was done in other theorems. In fact 
such a strong result may not hold. 
Note 5.1.2. Theorem 5.1 is a more general formulation and a strong version 
of a problem considered by Johnson [4] in judging the importance of individual 
components of y in predicting a criterion variable x by y. 
Note 5.1.3. Theorem 5.1 is strongly related to the problem of fitting an 
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orthogonal matrix T to a given matrix A, solved by Fan and HofIinan [6], who 
showed that for any unitarily invariant norm 
II A - T II k II A - PQ’ II, (5.9) 
where P AQ’ is the s.v.d. of A. 
If in Theorem 5.1, Z,, # 1, it may not be possible to establish a strong 
result such as (5.6). However, we have the general result stated in Theorem 5.2 
for given .& . 
THEOREM 5.2. 
where 
f * = .?Zf’:pRS’Z;.‘~ with jmbability 1, (5.11) 
R and S being the orthogonal matties occurring in the s.v.d. 
zllazlta = R AS’ 
If YY (5.12) 
Proof. Let the s.v.d. of .?$~sZVfZ$s be PAQ’ where it may be noted that 
the diagonal elements A, , A, ,..., of A are all less than unity. To minimize 
trbW35 f 13 = Wh + Z;,) - WGf + -C,,) (5.13) 
we have to maximize 
(5.14) 
using von Neumann’s Theorem 2.4, where a1 is the ith diagonal element of A in 
(5.12). Since A, < 1, we have from (5.14) 
(5.15) 
and the equality is attained when ’ 
zuf = zl’=S &“z -lt2 YY YY (5.16) 
in which case it is easily established that f.+ is as stated in (5.11). 
We shall now consider the problem of tinding a p x r matrix A, given a 
p x r matrix C, such that AC’ is close to IV subject to the condition AAC’CA’ = K 
(given matrix of rank r). 
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THEOREM 5.3. Let K = TT’ be a rank factori~atim of K, where T is a p x r 
matrix of rank r, let P = C(C’C)-lc be the projection operator, and suppose that 
R( T’PT) = r. Then 
rn$ tr(1 - AC’)(I - CA’) = tr(l + K) - 2 tr( T’PT)l12 
and the minimum is attained when A is 
(5.17) 
A, = T( T’PT)-l12T’C(C’C)-l. (5.18) 
Proof. To minimize 
tr(l- AC’)(I - CA’) = tr(l+ K) - tr(AC’ + CA’) 
we have to maximize tr AC’. 
Since AC’CA = TT’, there exists an orthogonal matrix S of order such that 
A(C’C)li2 = TS or A = TS(C’C)-112. (5.19) 
Then 
tr AC’ = tr TS(C’C)-1/2C’ = tr S(C’C)-1/2C’T 
< C a,[(C’C)-V2C’T] = C &(T’PT)l12 (5.20) 
using the result (2.10). It is easy to see that the upper bound in (5.20) is 
attained when 
AC’ = T(T’PT)“12T’P (5.21) 
or when A is chosen as in (5.18). 
Note 5.3.2. The problem solved in Theorem 5.3 arises in the estimation of 
residuals in a Gauss-Markoff model. 
Y = -v + 6 D(e) = $1, (5.22) 
where y is of order n x 1. We need n linear functions B’y such that 
tr E(c - B’y)(c - B’y)’ (5.23) 
is a minimum when B is subject to the conditions B’X = 0 and B’B = G (a 
given matrix of rank q = n - R(X)). The condition B’X = 0 = B = ZA’, 
where the columns of Z provide an orthonormal basis of the space orthogonal to 
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S(X), the space generated by the columns of X. Let R(Z) = n - R(X) = q. 
Then 2 is of order n x q and A of order n x q. Now 
E(c - B’y)(c - B’y)’ = I@ - B’o)(E - B’E)’ = a2(I + G - ZA’ - AZ’). 
(5.24) 
To minimize expression (5.23), we have to maximize tr AZ’. The optimum 
choice of AZ’ or B is provided by Theorem 5.3 when T’PT is nonsingular, 
AJ’ = T(T’PT)+T’P = B, , (5.25) 
where P is the projection operator onto S(Z), 
P = 22’ = I - X(XX)-x, (5.26) 
and T is any matrix of order tz x q such that G = TT’. One choice of T = RA, 
where R A2R’ is the spectral decomposition of G. 
In the problem considered by Theil [15] and Grossman and Styan [2], 
G=($ ;) 
and that considered by Neudecker [8] 
G = KK’, 
(5.27) 
(5.28) 
where K’K = I,. Solution (5.25) covers the most general case. 
In Theil’s case the stronger result is true, 
hi[E(c - B’y)(c - B’y)‘] Z ~,[E(E - B’,y)(e - B’,y)‘l, (5.29) 
where B, is as given in (5.25) with 
T = (2) (5.30) 
provided that T’PT is nonsingular. (Note that we can always choose a diagonal 
matrix G with q unities and n - q zeroes by interchange of rows and columns in 
(5.27) for which T’PT is nonsingular.) The proof of result (5.29) is similar to 
that given by Grossman and Styan [2] except for a slight modification due to the 
full identity matrix appearing in (5.24) which makes the matrices in (5.29) of 
order n and not q as considered in [2]. 
We shall consider a slightly different problem which characterizes the principal 
components of a random variable. Let y  be a p-vector r.v. with mean zero and 
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dispersion matrix Z;, of rank r. We wish to find ap-vector r.v. f with a dispersion 
matrix of rank K < r such that the error dispersion matrix 
WY, f) = E(Y - f)(Y - f)’ (5.31) 
is small in some sense. The following theorem provides the answer. 
THEOREM 5.4. Let PAP’ be the spectral decomposition of .Z,, . Then 
where 
Proof. 
WWY? f )I 3 UWY, f*K i = I,..., p, 
f* = hc&Y with probability 1. 
(5.32) 
(5.33) 
WY, f) = &I, + ‘h - &,I - &v 
= .&:,, + AA’ - AC’ - CA’, (5.34) 
where A is a p x k matrix of rank k such that &, = AA’ and C is such that 
ZY, = AC’. It is easy to see that such choices of A and C are possible. Now 
.q,,, + AA’ - AC’ - CA’ > .&, - cc’ (5.35) 
with equality when A = C. Then 
wf(Y, f )I z wG, - C@) 2 hc+iGfu) (5.36) 
using the result (2.8) noting that .&, - CC’ is n.n.d. The equality in 
(5.36) is attained when 
i.e., when 
(5.37) 
z;, = 4f = Pot) 4, pt, * (5.38) 
It ,is seen that these covariances are attained when f is 
f* = PM %)Y. 
Theorem 5.4 is a different version of Theorem 4.4 in [9]. 
(5.39) 
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Note odded in proof. There is a close similarity between the results of [13] and the 
present paper. The emphasis in [13] is on approximating a given matrix by a member 
of a given class; of particular interest is the development of theory of generalized inverses 
through matrix approximations. The present paper discusses approximation of a given 
r.v. by another in a given class. 
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