Whereas protein-ligand binding affinities have long-established prominence, binding rate constants and binding mechanisms have gained increasing attention in recent years. Both new computational methods and new experimental techniques have been developed to characterize the latter properties. It is now realized that binding mechanisms, like binding rate constants, can and should be quantitatively determined. In this review, we summarize studies and synthesize ideas on several topics in the hope of providing a coherent picture of and physical insight into binding kinetics. The topics include microscopic formulation of the kinetic problem and its reduction to simple rate equations; computation of binding rate constants; quantitative determination of binding mechanisms; and elucidation of physical factors that control binding rate constants and mechanisms.
INTRODUCTION
The stereospecific binding of proteins with small molecules and macromolecular targets, including other proteins, nucleic acids, and their complexes, is at the core of the many biochemical processes essential to life. The magnitudes of the binding rate constants, not necessarily the magnitudes of the binding affinities, may dictate the fates of the biochemical processes because the latter are often under kinetic rather than thermodynamic control in their cellular contexts. Unimolecular reactions are usually modeled by a single reaction coordinate representing key intramolecular motions, or by a reaction coordinate together with one or more orthogonal coordinates when they are tightly coupled (3, 101) . In contrast, binding reactions are bimolecular and involve both intermolecular relative motions and intramolecular motions. Accordingly, the task of theorists to reduce binding reactions to a binding rate constant in a microscopic description is challenging. Meanwhile, the interplay between intermolecular and intramolecular motions during the binding process can give rise to a great variety of binding mechanisms, as represented by major pathways via which the reactant molecules proceed to yield the native complex. Binding pathways not only provide physical insight into binding reactions but may also have practical value, in that intermediates therein may be targets for drug development. Hence, the determinants for the magnitudes of binding rate constants and for binding mechanisms are both of great interest.
Early theoretical developments for binding reactions focused on rigid reactant molecules (72, 77, 101) . The simplest such model consists of a spherical protein binding with point-like ligands (Figure 1a) . The Smoluchowski approach assumes that the ligand molecules are independent. Furthermore, the binding reaction is simplified as irreversible and modeled by an absorbing boundary condition at the surface of the protein. Let S N (t) be the probability that, up to time t, the binding reaction has not occurred when the protein is surrounded by N ligands (in a volume V ). The independence of the ligand molecules leads to S N (t) = [S 1 (t) The protein undergoing indifferent switch between two conformations. The interconversion rates between the two conformations are the same regardless of where the ligands are. In the inactive conformation (gray sphere), the binding reaction cannot proceed; this situation is modeled by a reflecting boundary condition on the protein surface. The active conformation (cyan sphere) allows the binding reaction to proceed, as modeled by the absorbing boundary condition. (c) Alternative pathways via which the inactive unbound protein reaches the native complex. In the conformational-selection pathway (blue arrows), the protein first makes the inactive-to-active transition and then loosely binds a ligand. In the induced-fit pathway, the order of these two steps is reversed (red arrows). The loosely bound complex converts to the native complex upon further tightening of the protein-ligand interactions (black arrow). Note that the energy landscapes of the protein are such that the inactive-to-active transition is uphill prior to loose binding but downhill after loose binding. (d ) The protein undergoing induced switch. The interconversion rates depend on whether there are loosely bound ligands. Consistent with the energy landscapes in panel c, the rates favor the inactive conformation when the protein is free of any loosely bounds ligands (left arrows) but favor the active conformation instead when a ligand is loosely bound (right arrows).
To obtain a rate equation and derive an expression for the rate constant of the binding reaction, one calculates the time derivative dS N (t) dt = N dS 1 (t) dt S N −1 (t).
2.
The survival probability S 1 (t) for a single protein-ligand pair can be obtained from a volume integral of the pair distribution function P(r, t), which represents the relative density of the ligand
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at position r and time t, and is given by
By definition, the value of P(r, t) is 1 at an infinite protein-ligand separation. Taking the thermodynamic limit (i.e., N and V → ∞ but the ligand concentration N/V remains a constant, denoted by C), we see that Equation 2 resembles a rate equation, namely dS N (t) dt = −k b (t)C S N (t), 4.
with a time-dependent rate coefficient
P(r, t) can be calculated by solving a diffusion equation governing the protein-ligand relative motion, leading to, for the model in Figure 1a ,
where D is the relative diffusion constant and R is the radius of the protein. Experiments usually cannot resolve the transient phase of k b (t) and only measure the steady-state value (i.e., at t → ∞), which is referred to as the rate constant and denoted as k b . The rate constant, 4πDR, of Equation 6 is well known. Within the restriction of rigid reactant molecules, a number of important factors have been treated theoretically and computationally, including intermolecular interactions, site-specific restraints for binding reactions, and rotational diffusion of reactant molecules (101) . For example, when a centrosymmetric interaction potential, U(r), is present, the rate constant becomes
where r denotes the radial distance and β denotes the inverse of the product of the Boltzmann constant and the absolute temperature (17) . In the 1980s, the McCammon group pioneered the use of Brownian dynamics simulations for computing protein-ligand binding rate constants, enabling atomically detailed shape representation for the reactant molecules (55) . Subsequently, more and more sophisticated methods have been developed to tackle the challenges, in particular the treatment of intermolecular electrostatic interactions, in modeling the binding kinetics of proteins with macromolecular targets (2, 23, 56) . The possibility of protein conformational fluctuations during the binding process was first considered by McCammon & Northrup (51) . They introduced a simple gating model, in which the protein stochastically switches between two conformations, here referred to as inactive and active; only the latter allows the binding reaction to proceed. Szabo et al. (78) realized that the gating model is mathematically equivalent to a rate equation for the conversion between the two conformations (Figure 1b) . The rates for the conformational interconversions were assumed to be fixed, regardless of where the ligands are; therefore this model represents a scenario of indifferent switch. By solving for the pair distribution function, now considering both protein-ligand relative diffusion and protein conformational gating, a binding rate coefficient can be obtained (107) . This model has been implemented or extended to treat the binding kinetics for a number of actual protein-ligand systems (10, 27, 61, 76, 84, 109) . It has been recognized, however, that the binding kinetics of a gating protein in the presence of N ligands, a many-body problem, may no longer be reduced to a problem involving a single protein-ligand pair (106) . That is, a rate equation like Equation 4 may no longer be appropriate for the many-body problem. The reason is that the ligands lose independence because they all see the same conformational switch of the protein and hence all simultaneously respond to the resulting change in boundary condition (from reflecting to absorbing or vice versa; Figure 1b) .
The indifferent-switch scenario contradicts the current view of the energy landscapes of typical protein-ligand systems. The energy landscapes should favor inactive conformations while the protein and ligand are far apart but favor active conformations when the ligand reaches the binding site (Figure 1c) . By detailed balance, the change of energy landscape in conformational space means that the ratio of the interconversion rates between the two conformational states varies as the ligand moves from afar to the binding site (8, 100) . This scenario, where the conformational interconversion rates are adaptive to the protein-ligand separation, has been referred to as induced switch (102) . Analytical and simulation results have been obtained for the protein-ligand binding rate coefficients of model systems by solving the single-pair problem (8, 100) . However, the relevance of this rate coefficient to the binding kinetics of the many-body problem (Figure 1d ) remains to be clarified (see below).
The induced-switch scenario also captures the essence of the interplay between intermolecular and intramolecular motions that gives rise to different binding mechanisms (Figure 1c) . In a prototypical induced-fit pathway (41), a ligand binds to the protein while it is in the inactive conformation to form a loose complex. Interactions of the ligand with the protein then induce the latter into the active conformation; further tightening of the protein-ligand interactions leads to the native complex. A competing pathway is conformational selection (also known as population shift) (7, 48) , whereby the protein, while away from any ligand, makes an excursion into the active conformation. The active conformation is then quickly recognized by a ligand, and formation of the native complex ensues. There has been much debate about whether induced fit or conformational selection is the dominant pathway of protein-ligand binding. Some of this debate undoubtedly can be traced to imprecise definition and the qualitative nature of these mechanistic descriptions. It is now known that pure induced fit and conformational selection occur only in extreme cases, that binding mechanisms usually are mixtures of different pathways, and that the mixing ratios can be quantified (30, 34) .
Of course, a two-state model may be too simple for the energy landscapes of many proteins in conformational space. In addition, ligand molecules may also access various conformations, and the accessible conformations may also be different depending on whether they are away from proteins or within binding sites. For more complex systems where multiple pathways and multiple intermediates are involved, simply classifying binding mechanisms as predominantly induced fit or conformational selection is not particularly informative anymore. A case in point is the binding of intrinsically disordered proteins (IDPs) to structured targets. It can be envisioned that the binding process proceeds through multiple pathways, each, for example, starting with the docking of some initial segment of the IDP and ending with the structural coalescence of some final segment on the target surface (105) . The challenge is to establish a framework for modeling the binding process such that both the binding rate constant and the binding mechanism can be determined in quantitative terms.
From the preceding paragraphs, it is clear that great physical insight into binding kinetics can be gained from the following:
1. foundational developments that reduce a rigorous formulation of the many-body kinetic problem to phenomenological rate equations that experimentalists can use to fit data; 3. theoretical studies that identify the microscopic properties that dictate binding rates and binding mechanisms; and 4. experimental studies that probe these determinants.
Below, we review the literature in these areas, with a focus on papers published since 2010.
THEORETICAL FOUNDATION
The very concept of binding rate constant is premised on the independence among ligand molecules in the binding kinetics and hence the reduction of the many-body problem to the problem of a single protein-ligand pair. As already noted, when the protein undergoes conformational switches during the binding process, a rate constant calculated from solving the protein-ligand pair problem may not be adequate to describe the many-body binding kinetics. Moreover, even when the solution of the single-pair problem gives a rate constant that adequately capitulates the binding kinetics, it may not be useful for quantitatively determining the binding mechanism. Here, we clarify these issues using a many-body model system for which the binding kinetics has been determined through Brownian dynamics simulations (30) .
Many-Body Problem, Four-State Model, and Single-Pair Reduction
The many-body model considered here (Figure 1d ) was first introduced at the single-pair level (100) . The protein is a sphere (with radius R), and the binding site is a thin shell (with radius between R and R 1 ). The protein can interconvert between an inactive conformation and an active conformation; in the latter case, a ligand inside the binding site can undergo an irreversible binding reaction (modeled as a rate process) to form the native complex. The conformational interconversion rates depend on the locations of the ligands. They have values ω ∞± when all the ligands are far away but satisfy the following detailed-balance relation when the ligands are at positions {r n }:
where U a (r n ) and U i (r n ) are the interaction energies of ligand n when the protein is in the active and inactive conformations, respectively. From Brownian dynamics simulations, the survival probability, S N (t), for the many-body system was monitored. For a range of model parameters, S N (t) could be fit to the single exponential
where S 0 is the (small) amplitude of a fast phase and K app is the apparent rate of the binding kinetics. The results for K app from the many-body simulations allowed the test of reduced models. In particular, the following four-state rate-equation model has been invoked in many studies (9, 14, 24, 34, 38, 39, 75, 82) :
where P ∞i and P ∞a denote the protein in the inactive and active conformations, respectively, while the ligands are far away, whereas P i · L and P a · L denote the counterparts when a ligand is in the binding site (forming a loose complex); P a · L is assumed to proceed immediately to the native complex (Figure 1c) . In our case, we assigned the interconversion rates of the unbound protein to be ω ∞± , and those of the loosely bound protein to be ω ± . Furthermore, we assigned the bimolecular rate constants (k i+ and k a+ ) for forming a loose complex, whether the protein was in the inactive or active conformation, to be the Smoluchowski rate constant 4πDR 1 . Finally the unbinding rate constants (k i− and k a− ) were set on the basis of the equilibrium constants
. By making the steady-state approximation for the intermediates P ∞a and P i · L (valid when these species do not accumulate to a significant extent), the four-state model predicts the following apparent rate of the binding reaction:
In Figure 2a , we compare the predictions of Equation 10 with the simulation results. Equation 10 proves to be quite accurate, except when both the conformational interconversion rates are very low and the ligand concentration is very high [a condition where the many-body nature of the system is most prominent (106)]. Given this encouraging finding, it will be interesting to construct rate-equation models for more realistic protein-ligand systems (including identifying intermediates and determining the rate constants between states) (32) and test how well they recapitulate the many-body binding kinetics.
We now specialize Equation 10 to the limit of low C, where K app becomes proportional to C and, correspondingly, the proportionality constant can be identified as the protein-ligand binding rate constant, given by
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This expression can be taken as accurately representing the many-body simulation results. A binding rate constant can also be determined by solving the single-pair problem (8, 100) . The derivation is laborious but straightforward, and the final result for k b is long, so it is not reproduced here. In Figure 2b , we show numerical results of this k b and compare them to the values given by Equation 11 . The close agreement demonstrates that the solution of the single-pair problem yields very accurate results for the binding rate constant. We should point out that whereas the implementation of the four-state model may require improvisation, the single-pair problem is well formulated for any protein-ligand system, and the resulting binding rate constant is unequivocally defined.
In short, the rate constant calculated from solving the protein-ligand pair problem should accurately describe the many-body kinetic problem when the ligand concentration is low and interconversion between protein conformational states is not exceedingly slow. At higher ligand concentrations, phenomenological rate equations may be devised to model the many-body binding kinetics, although what intermediates to introduce (for theorists) or how to interpret them (for experimentalists) may not always be clear or unique. When high ligand concentration is combined with very slow internal dynamics, the many-body nature of the system could be so strong as to preclude the relevance of rate-equation models.
A Quantitative Measure of Binding Mechanism
In both experimental and computational studies, binding mechanisms have mostly been described in qualitative terms. This lack of rigor has caused debate and confusion. In many studies, the detection of active conformations for the unbound protein has been taken as the indicator for conformational selection as the dominant pathway (5, 11, 18, 40, 42, 43, 67, 73, 80, 82, 87, 92) . As has been noted (22, 30) , every conformation, whether inactive or active, is sampled with an equilibrium probability given by the Boltzmann distribution; whether active conformations can be detected depends on the sensitivity of the probe used and therefore must not decide the binding mechanism.
Hammes et al. (34) introduced a quantitative measure of binding mechanism, based on the four-state model. In this model, the inactive unbound protein (i.e., P ∞i ) can reach the native complex (i.e., P a · L) via two pathways: The one with the active unbound protein (i.e., P ∞a ) as the intermediate can be recognized as the conformational-selection pathway, whereas the one with the loosely bound complex (i.e., P i · L) as the intermediate can be recognized as the induced-fit pathway (cf. Figure 1c) . Hammes et al. realized that, in general, both pathways contribute to the binding process and the binding mechanism inevitably is a mixture. Moreover, the relative contribution of a given pathway is the reactive flux through that pathway calculated as a fraction of the sum of the reactive fluxes through both pathways. The first and second terms on the right-hand side of Equation 10 can be recognized as the reactive fluxes through the conformational-selection and induced-fit pathways, respectively. Hence, the induced-fit fraction is
. 12.
The conformational-selection and induced-fit pathways dominate when Φ IF → 0 and 1, respectively. Importantly, this quantitative measure of binding pathways depends on the ligand concentration. That ligand concentration, an extrinsic factor, affects the binding mechanism is still an underappreciated conclusion. Note that Φ IF increases both when the ligand concentration increases and when the conformational interconversion rates increase. The dependences on both the extrinsic factor (i.e., C) and the intrinsic property (i.e., ω − ) are more clearly illustrated by a two-dimensional surface (Figure 3b ). Conformational selection dominates only when both the ligand concentration is low and the protein internal dynamics is slow. As already mentioned, the effect of the ligand concentration on Φ IF was first recognized by Hammes et al. (34) . The effect of protein internal dynamics on binding mechanism was recognized when the induced-switch scenario was first treated theoretically at the single-pair level (100) . That treatment further predicted that with increasing interconversion rates, the binding mechanism continuously shifts from conformational selection to induced fit. As explained by Greives & Zhou (30) , for conformational selection to prevail, the protein must first make an inactive-to-active transition while free of any loosely bound ligand molecule and then stay in the active conformation until a ligand molecule enters the binding site and completes the binding reaction. At a low ligand concentration, the protein is free of any ligand molecule for most of the time, including some occasions when the protein switches to the active conformation, thus allowing the first requirement of conformational selection to be fulfilled. If after such an occasion, a ligand molecule enters the binding site and conformational interconversion is slow, then the protein will stay in the active conformation until the binding reaction occurs, thus fulfilling the second requirement. An increase in ligand concentration makes it more likely to violate the first
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requirement of conformational selection, whereas an increase in interconversion rates makes it more likely to violate the second requirement. Either way, the binding mechanism will shift toward induced fit. The solution of a single-pair problem was important in identifying protein internal dynamics as a determinant of binding mechanism and in predicting the qualitative trend that the binding mechanism shifts toward induced fit in the limit of very fast internal dynamics (100). However, with the reduction of the many-body kinetic problem to a single-pair one, the ability to quantitatively determine the binding mechanism is compromised. This point should be kept in mind when making inferences about binding mechanisms from approaches that are restricted to a single protein-ligand pair, which is the focus of the next section.
ALGORITHMS FOR COMPUTING BINDING RATE CONSTANTS
In principle, the approach of many-body simulations presented in the preceding section on the highly simplified model of Figure 1d can be applied to any protein-ligand system to determine the binding rate constant k b . This would entail simulating the binding process over a range of ligand concentrations, fitting the many-body survival probability S N (t) to an exponential function to obtain the apparent binding rate, and, finally, finding k b as the slope in the dependence of the apparent binding rate on the ligand concentration. This procedure is similar to how binding rate constants are typically measured by experimentalists. In a heroic study, Shan et al. (70) carried out such brute-force many-body simulations, with the protein, ligand molecules, and solvent molecules all represented at the all-atom level, on a special-purpose computer, Anton. With this realistic representation of the protein-ligand system, observing spontaneous binding of the ligand to correctly form the native complex was a significant achievement. However, because the authors were able to observe only a very small number of binding events (one event for one ligand and three events for another ligand) during the simulations, they could obtain only orderof-magnitude estimates for the binding rate constants. The fact that the brute-force many-body simulation approach falls short of a precise calculation of the binding rate constant, even with arguably the best effort, points to the need for algorithms specifically designed for this purpose.
Below, we outline the basic ideas behind a number of algorithms for calculating binding rate constants [ Figure 4 ; for a related review with emphasis on protein-drug binding, see Romanowska et al. (66) ; also see the article by Zuckerman & Chong (111) in this volume]. As already emphasized, the concept of a rate constant itself implies the validity of the single protein-ligand pair description. Some of the algorithms directly start from this description; others are based on treating the binding kinetics as a pseudounimolecular reaction but with the theoretical underpinning not fully clear.
Brownian Dynamics Simulations of Rigid Protein and Ligand Molecules
The McCammon group opened the field of computing binding rate constants for atomistic proteins and ligands by implementing the Smoluchowski approach through Brownian dynamics simulations of ligand diffusion (55) . In the McCammon group's algorithm (hereafter referred to by the year of its publication, 1984), two concentric spherical surfaces enclosing the protein molecule are introduced-one (at radial distance r = b) for starting Brownian trajectories, and the other (at r = q) for terminating trajectories that run away from the protein (Figure 4a) . The binding reaction is modeled by an absorbing boundary condition imposed over the binding site; the rest of the protein surface is reflecting. Each trajectory terminates either at the binding site or on the q surface. By launching many trajectories at r = b, one obtains the probability, p(b), that these (29) . The dividing surface S * is absorbing for the exterior problem and partially absorbing for the interior problem. The protein is treated as rigid and flexible, respectively, in the exterior and interior problems.
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trajectories terminate at the binding site rather than on the q surface. The binding rate constant is
where k D (b) denotes the expression in Equation 7. When b is large and the binding site is deeply buried, the value of p(b) can be very small, such that an excessively large number of trajectories have to be launched to ensure its precise determination. Equation 13 was originally derived using branching diagrams but was later derived analytically, under the condition that the interaction potential is centrosymmetric at r > b and the pair distribution function is centrosymmetric at r > q (96) . An intermediate result of that derivation is
where η(b) denotes the capture probability (i.e., the probability that Brownian trajectories started at r = b terminate at the binding site rather than escape to infinity).
The q surface was introduced as a way to determine η(b) indirectly, because any finite Brownian trajectory can never tell whether the ligand has escaped to infinity. The need for the q surface can be eliminated by an analytical treatment, whereby a ligand outside the b surface is, according to a known probability ratio, either designated as having escaped to infinity or placed back on the b surface with a known probability distribution (47) . The latter is an example of the firsthitting distribution. Recently, Held et al. (35) reformulated the problem in discretized space, thereby transforming ligand diffusion into a Markov jump process. The solution for the capture probability, also known as the committor, was found according to the transition path theory (20, 52, 54) . The 1984 algorithm has been extended to model protein-protein association kinetics, accounting for both translational and rotational diffusion of the molecules and approximately treating the complex intermolecular electrostatic interactions along the Brownian trajectories (23, 56, 94) .
An alternative to the 1984 algorithm was proposed in 1990 (95) (Figure 4b) . Here, the binding reaction is modeled as a rate process (with rate γ) inside the binding site. The time-dependent rate coefficient is obtained as
where S(t|r 0 ) is the probability that after starting the Brownian trajectory at a position r 0 within the binding site (signified by a superscript asterisk), the binding reaction has not occurred at time t, and . . . * means averaging over all initial positions within the binding site. The initial value of rate coefficient is
where U(r) denotes the intermolecular interaction potential and V * denotes the volume of the binding site. For long-ranged electrostatic interaction potentials, Brownian dynamics simulations following the 1990 algorithm showed that S(t|r 0 )
* is insensitive to the presence of the potentials (97). This observation hinted that the effect of long-range electrostatic interactions on the rate coefficient can be approximated by the effect on the initial value k b (0) and is therefore captured by the average Boltzmann factor e −βU (r 0 ) * . Subsequent analytical results further clarified that the validity of this approximation requires, in addition to the interaction potential being long ranged, the binding site being stereospecific (98, 99) . We can now express the effect of long-range electrostatic interactions on the binding rate constant by the following formula:
where k b0 is the basal rate constant (i.e., the rate constant when long-range electrostatic interactions are turned off ) and G * el is the electrostatic free energy within the binding site, converted from the average Boltzmann factor. Note that Equation 17 allows us to completely avoid the problem of treating the complex intermolecular electrostatic interactions along Brownian trajectories of protein-protein association (2) . Instead, we generate Brownian trajectories while turning off electrostatic interactions to obtain k b0 . We then capture the effects of electrostatic interactions by calculating the electrostatic interaction potential within the binding site to obtain G * el . Algorithms based on Brownian dynamics simulations of translational and rotational diffusion have the intrinsic limitation that the location where the binding reaction occurs has to be externally specified. The magnitude of the calculated rate constant is very sensitive to the precise position and size of the binding site; therefore, the uncertainty in its specification significantly impairs the predictive power of the algorithms. In a step toward self-containment, Alsallaq & Zhou (2) proposed the rim of the bound-state free energy well in the six-dimensional space of relative translation and rotation as the appropriate location for diffusion-limited protein-protein association. 
Hybrid Simulations of Rigid and Flexible Molecules
When the Smoluchowski approach is implemented through Brownian dynamics simulations of ligand diffusion, the protein molecule does not need to stay rigid. Its motions can be modeled so that their effect on k b is accounted for. This was done by Wade et al. (86) , who supplemented the 1984 algorithm for k b calculation by also simulating the motions of a flexible loop near the binding site. The loop was modeled as diffusive beads on a string. It is predicted theoretically that the effect of gating motions that control the ligand access to the binding site depends on their timescale relative to the timescale of ligand diffusion (109) . When gating motions are fast, they do not hinder the ligand binding rate; the latter was precisely the observation of Wade et al.
From a technical standpoint, simulating protein motions along the Brownian trajectories of the ligand is extremely inefficient because the ligand is away from the protein most of the time (particularly in the 1984 algorithm) and then is not affected by the protein motions. Luty and coworkers (45, 46) recognized this problem and devised an elegant solution by introducing two dividing surfaces (numbered 2 and 3) enclosing the binding site (Figure 4c) . Instead of obtaining the capture probability η(b) directly as in the 1984 algorithm, one first obtains a series of transition probabilities between the dividing surfaces and the two end states (i.e., the binding site and infinity), to construct a Markov chain. Formally, such a Markov chain is called an absorbing Markov chain for the fact that the end states are traps (i.e., transition probabilities p j j = 1); correspondingly, the end states are absorbing states (denoted by index j), and the dividing surfaces are transient states (denoted by index i ) (31) . The transition probability matrix is
In determining the transition probabilities from simulations, the ligand is confined to a specific region: inside dividing surface 3 for p 21 
Alternatively, η i can be determined with the help of the so-called harmonic function h for P (31) , defined by
By repeatedly replacing h in the right-hand side by P · h, one finds that Equation 20 holds when P is replaced by P ∞ . The latter result allows us to express η i in terms of h as
Using Equation 20 to solve for h i and inserting the results in Equation 21
, we find 32 22. 
where η(b → 2) is the capture probability for starting on the b surface and ending on dividing surface 2. Using the last result in Equation 14 , we find the binding rate constant as
with (83) , using the first-hitting distribution, as suggested by the milestoning theory (49; see below), for launching molecular and Brownian dynamics simulations. Below, we will contrast the use of the first-hitting distribution with other choices when calculating η 2 for use in Equation 25 .
A different method for treating protein flexibility was developed by Greives & Zhou (29) (Figure 4d) . The aim is to break the full problem of k b calculation into two separate problems: an exterior problem, where the ligand is confined outside a dividing surface S * (to be signified by a superscript asterisk) and the protein is kept rigid; and an interior problem, where the ligand is confined within the dividing surface and the protein is fully flexible. The starting point of this BDflex method is the following expression for the rate constant (102):
where n is a unit vector along the outward normal direction of the dividing surface, J E (r) is the flux density of the exterior problem, where an absorbing boundary condition is imposed on the dividing surface, and η(r) is the capture probability starting at position r on the dividing surface. Note that the rate constant of the exterior problem (i.e., the rate constant for being absorbing on S * ) is
If S * is chosen such that η(r) is uniform over it (a surface satisfying this requirement is called an isocommittor), then Equation 27 reduces to
where η * IC denotes the uniform value of η(r) on S * . If S * is not an isocommittor surface, we may replace η * IC by the average
but the resulting k b is only approximate. However, the exact result for k b is obtained if the average over the nonisocommittor surface uses −n · J E (r), the first-hitting distribution of the exterior problem, as the weighting factor, yielding
Then,
We can now recognize Equation 25 as an example (where S * = surface 2) of Equations 29 or 33 and conclude that it is exact if surface 2 is an isocommittor or η 2 represents the average weighted by the first-hitting distribution. If surface 2 is not an isocommittor and the average is not weighted (as in Equation 30 ), then Equation 25 is only approximate.
To define an interior problem that complements the exterior problem and leads to the determination of k b , we need a boundary condition for η(r) that is imposed on S * (as the outer boundary of the interior problem). To that end, we use another expression for the rate constant,
where J(r) is the flux density of the full problem. From here on, we assume that both η(r) and its normal derivative ∂η(r)/∂n are approximately uniform over S * , which is valid either when S * is close to being an isocommittor or when the pair distribution function stays nearly equilibrated among all the positions on S * . Then, comparing the right-hand sides of Equations 27 and 33, we obtain D∂η(r)/∂n * ds e −βU(r) ≈ −η(r) * dsn · J E (r), r ∈ S * 34.
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or D∂η(r)/∂n ≈ κ E η(r), r ∈ S * , 35.
where
36.
Equation 35
is the desired boundary condition; it is a partially absorbing boundary condition, with the strength of absorption, κ E , determined by the solution of the exterior problem.
We now see that k b can be obtained by separately solving first the exterior problem and then the interior problem. The solution of the exterior problem yields k E and the first-hitting distribution. k E is used for specifying the partially absorbing boundary condition on the outer surface for the interior problem, whereas the first-hitting distribution can be used for launching ligand trajectories. The solution of the interior problem yields η * FH (or η * IC if an isocommittor surface is chosen as S * ). Finally, the product of k E and η * FH gives k b . Whereas the exterior problem is solved through Brownian dynamics simulations with the protein kept rigid, the interior problem can be solved by molecular dynamics simulations to allow for realistic modeling of protein motions.
Molecular Dynamics Simulations of Fully Flexible Molecules
Recently, explicit-solvent molecular dynamics simulations have been used to fully determine protein-ligand binding rate constants. Buch et al. (6) carried out 495 replicate 100-ns simulations. By constraining the ligand to a small volume around the native binding site, they observed 187 binding events in these relatively short simulations. They then constructed Markov state models (MSMs) to identify binding pathways and calculate the binding rate constant. MSMs are a way to extract longtime kinetic information from multiple short simulations by using a discrete-state stochastic description for the kinetic behavior of the system (12). This is similar to the utility of the absorbing Markov chain presented above, whereby the probabilities for reaching end states are predicted from transition probabilities between closely spaced intermediates (more of the relation between MSMs and Markov chains given below). To construct an MSM, one first partitions the conformational space of the system into a set of discrete states (denoted by index i or j). Each conformation sampled from the simulations is assigned a state index. The second ingredient of the MSM is the transition probability matrix P, whose elements p i j are the probabilities that, if at any time the system is in state i, then, after a fixed lag time τ , the system is found in state j. MSMs also assume that the system is ergodic (i.e., it can go from every state to every other state). Ergodicity ensures that the system can reach equilibrium at infinite times. To satisfy the ergodicity requirement, sometimes p i j are defaulted to a small value when transitions from state i to state j are not sampled in the simulations or analysis is restricted to the largest ergodic subset.
Mathematicians formally refer to MSMs as ergodic Markov chains and have developed an extensive theory for them (31) . In particular, the powers of P approach a limiting matrix
that has the same row vector, w. The latter can be directly obtained from solving the equation
38.
The components of w are the equilibrium probabilities of the individual states, which can be converted into the potential of mean force by the Boltzmann relation. The mean first passage time, m i j (i.e., the number of individual transitions between states that the system, starting in state i, has to go through to reach state j for the first time) can be determined from the fundamental
where I is the identity matrix. Specifically,
Because each transition takes a fixed time τ , in actual time units, the mean first passage time is m i j τ . Buch et al. (6) constructed MSMs at different levels of coarse graining. In one, the partition into states was according to a rectangular grid for the projected ligand position on a plane through the native binding site. The potential of mean force shows minima at the native binding site and three intermediate sites. Further lumping into five states (including the unbound state) using a Voronoi tessellation allowed the authors to identify preferred pathways from the unbound state to the native binding site. The authors also partitioned states according to a parallelepipedic grid and used the resulting potential of mean force for final lumping into just two states, bound and unbound. After calculating the mean first passage time, MFPT ub , from the unbound state to the bound state, they obtained the binding rate constant as
where C is the concentration of the ligand (one molecule in the restrained volume). The simula- (81) . More specifically, the milestones were defined in the space of collective variables, and the isocommittor surfaces were approximated by hyperplanes that are locally orthogonal to a minimum free energy path between the end states (50) . For the protein-ligand binding problem, Yu et al. added a spherical surface enclosing the protein and divided that surface into milestones that all faced the exterior. Fluxes through interior milestones were determined from molecular dynamics simulations, but the inward fluxes through the exterior-facing milestones were estimated by proposing a constant flux density, 4πDRC/4πR 2 , which was obtained by treating the protein as a spherical absorber with radius R. Finally, the inverse of the mean first passage time from a collection of exteriorfacing milestones to the milestone facing the binding site was taken as the pseudounimolecular rate constant for binding through that particular pathway, and the corresponding binding rate constant was obtained upon dividing by the ligand concentration C, just as stated by Equation 41 .
Yu et al.'s proposed constant flux density into exterior-facing milestones is open to criticism. It is intriguing to ask whether this potential shortcoming can be remedied by introducing the solution of the exterior problem from BDflex.
DETERMINANTS FOR THE MAGNITUDES OF BINDING RATE CONSTANTS
In principle, the magnitude of the binding rate constant is dictated by the energetics and dynamics of the intra-and intermolecular degrees of freedom in the protein-ligand pair. single factors that can tune the magnitudes of k b by orders of magnitude not only contributes to fundamental knowledge but also can be the basis for molecular design.
Long-Range Electrostatic Attraction
Our best understanding on the determinants of k b magnitudes is for binding processes that are rate limited by translational and rotational diffusion. In this case, either the reactant molecules have little flexibility or the internal dynamics of the molecules occur on timescales much faster than the timescales of translational and rotational diffusion so that the molecules can be effectively treated as rigid. The magnitude of a diffusion-limited k b depends on the size of the rim of the bound-state free energy well in the six-dimensional space of relative translation and rotation, and on any long-range electrostatic interaction potential between the molecules. For protein-protein association, this rim defines the transient complex, and Equation 17 allows the effects of the rim size and the electrostatic interaction potential to be separated (2, 63) . Specifically, the effect of the rim size is contained in the basal rate constant k b0 , whereas the effect of the electrostatic interaction potential is fully captured by the electrostatic interaction free energy, G * el , of the transient complex. The latter appears in the exponent, so changes in G * el by a few kilocalories per mole correspond to changes in k b by several orders of magnitude.
Although long-range electrostatic attraction has long been recognized as an important factor for binding rate enhancement (23, 56, 69) , the isolation in an exponential as in Equation 17 both enormously simplifies the prediction of its effects and makes it much easier to understand these effects. For example, four four-helix bundle cytokines bind to their receptors with rate constants spanning a 5,000-fold range (4, 16, 37, 88) . Calculations using Equation 17 showed that the basal rate constants of the four cytokines differ by no more than threefold, and the vast differences in their receptor-binding rate constants arise mostly from the differences in electrostatic rate enhancement (57) . Because of the varying extents of charge complementarity across the proteinprotein interfaces, G * el values differ by as much as 4.1 kcal/mol. Similarly, 1,000-fold variations in k b for G-actin binding to seven actin-binding proteins can be attributed to disparate electrostatic contributions (59) . Using the TransComp web server on 132 nonhomologous protein-protein complexes, the values of the basal rate constants were found to be mostly confined in the range of 10 4 to 10 6 M −1 s −1 , whereas the electrostatic contributions varied by six orders of magnitude (63) . In the case of a ribotoxic enzyme binding to a ribosomal RNA loop, a small displacement of the ribotoxin by a neighboring ribosomal protein to a site with higher charge complementarity leads to a 3.2 kcal/mol decrease in G * el , which translates into an approximately 200-fold increase in k b (64) .
In comparison, small-molecule ligands cannot carry as many charges as a protein; therefore, the extent to which long-range electrostatic interactions can modulate k b is not expected to be as dramatic. Still, for charged ligands (e.g., superoxide, acetylcholine, and phosphate), significant electrostatic rate enhancements have been found (25, 35, 36, 45, 71, 79, 83, 85, 90, 104, 109, 110) .
If long-range electrostatic attraction can produce enormous rate enhancement, what about short-range attraction? Theoretical calculations show that the latter's effects on k b are significant only if it is present over very extended surfaces, such as the entire membrane surface in the case of binding to a membrane-bound receptor or the entire surface of a long DNA molecule in the case of binding to a native site therein (108) . In these cases, the short-range attraction can keep the ligand loosely bound to the extended surface for long periods of time, during which the search for the native binding site occurs in the space with a reduced dimension. The chance of finding the native site increases with the reduced dimensionality (1), hence the enhancement in k b .
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Gates, Intermediate Sites, and Desolvation
After the ligand diffuses to the protein and binds loosely, either near the native site or at other intermediates sites, the dynamics of the molecules can become rate limiting for forming the native complex. This is easily understood in the case where access to the native site is through a gate (75, 86, 93, 109) -if the rate of gate opening is decreased further and further, eventually it will limit the rate constant of the overall binding process. Although there are many ways to manipulate the magnitude of electrostatic attraction (e.g., mutation, change of salt concentration or pH), it seems difficult to experimentally engineer a change in the rate of gate opening without affecting other properties of the protein.
If In general, k b increases with increasing rates of gate opening, transition among intermediate and native sites, and desolvation. Beyond that, we have relatively little quantitative knowledge on how much the magnitudes of k b are affected by the rates of these steps within the loosely bound complex. Theoretical models and simulation protocols designed to study these effects and gain better understanding will be very welcome. A difficulty, as just alluded to, is to experimentally test this understanding.
Unbinding rate constants have been absent in this review. Here, we make two comments. First, the binding process comprises steps up to reaching the rim of the bound-state well, whereas the unbinding process includes the escape from the bound-state well. Therefore, the unbinding rate constant, like the binding equilibrium constant, is sensitive to changes in the depth of the boundstate well. Significant such changes can be easily brought by mutations in the native binding site. In contrast, determinants of binding rate constants are not expected to be as sensitive to mutations, even including the ones perturbing long-range attraction in the diffusion-limited case. Second, our present inattention notwithstanding, the unbinding rate constant is widely thought to be a determining factor for drug efficacy, with slow unbinding a desirable property (44, 68) .
DETERMINATION AND DETERMINANTS OF BINDING MECHANISMS
Instead of qualitative descriptions, binding mechanisms can and should be quantitatively determined. The underlying idea is that when the protein and ligand can reach the native complex through alternative pathways, each pathway contributes to the total reactive flux. Its contribution as a fraction of the total reactive flux thus stands as a quantitative measure for the relative importance of the given pathway. In general, binding mechanisms are mixtures of different pathways, although they can be dominated by a single pathway. It is worth emphasizing that binding mechanisms depend on the ligand concentration (15, 30, 34) ; therefore, the dominant pathway can change when the ligand concentration is changed. In particular, with increasing ligand concentration, a minor pathway (e.g., induced-fit) may become dominant, whereas the dominant pathway (e.g., conformational-selection) may become minor. The quantitative measure using fractional contribution to the total reactive flux is premised on the pathways being parallel (i.e., mutually exclusive). The decomposition into parallel pathways may prove difficult. Below, we summarize existing and desired efforts toward quantifying binding mechanisms.
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Computational Determination of Binding Mechanisms
As noted above, methods designed to calculate k b efficiently usually are based on simulations of a single protein-ligand pair. The single pair can be viewed as the C → 0 limit of the many-body system. It is therefore of interest to see whether the simulations designed for calculating k b can also be used for quantifying the binding mechanism in the C → 0 limit. For the four-state model, by comparing Equations 10 and 11, we can recognize the two terms in the expression for k b as contributions from the conformational-selection and induced-fit pathways, respectively, namely
The induced-fit fraction in the C → 0 limit can then be obtained as
For the model of Figure 1d , the conformational-selection component k b;CS can be obtained from solving the single-pair problem with the ligand diffusion constant set to zero whenever the protein is in the inactive conformation (100) (such that the ligand first waits for the protein to switch to the active conformation and then binds to the protein to form the native complex).
In general, if the binding process can proceed on multiple parallel pathways, then
where each term on the right-hand side denotes the rate constant from binding via a particular pathway exclusively. (62) . The situation is better in the system studied by Yu et al. (93) , which features a buried site connected to the bulk solvent through several channels. Pathways through these channels are naturally independent, and by comparing their relative contributions to the binding rate constant, Yu et al. identified a dominant channel. Still, the effect of ligand concentration on binding mechanism is missing. This problem was recently addressed by Gu et al. (32) . Using MSMs constructed from molecular dynamics simulations, they proposed an extension of the four-state model, in which the inactive state comprised four substates. The latter were treated as independent; therefore, the extended model was a superposition of four separate four-state models. Although this is a very welcome development, the nature of its approximation still needs to be clarified, by, for example, testing against brute-force many-body simulations of the binding kinetics (70) .
Experimental Determination of Binding Mechanisms
In the four-state model, the apparent rates for the conformational-selection pathway and for the induced-fit pathways have disparate dependences on ligand concentration (e.g., comparing the two terms on the right-hand side of Equation 10 ). This disparity has been proposed as the basis for distinguishing binding mechanisms as either conformational selection or induced fit (26, 53, 60, 82) . In reality, binding mechanisms are always a mixture, and the mixing ratio is concentration dependent, with induced fit dominating at high concentration (15, 30, 34) . Rather than fitting kinetic data to a single branch, experimentalists should fit their data to the full four-state model, although then the fitting parameters may be too numerous to be adequately determined.
Fortunately, several experimental techniques, including nuclear magnetic resonance spectroscopy and single-molecule fluorescence resonance energy transfer (smFRET), enable the direct determination of some of these parameters-namely the rates of interconversion between active and inactive conformations of proteins, with or without bound ligands (9, 13, 39, 74, 89, 92) . In a very exciting recent study (39) , three-color smFRET allowed simultaneous detection of protein conformational states and ligand binding events, directly showing that ligand binding occurred mostly when the maltose binding protein was in the inactive conformation and hence predominantly proceeded through the induced-fit pathway.
Determinants of Binding Mechanisms
Several determinants of binding mechanisms have been identified. Hammes et al. (34) first recognized ligand concentration as an extrinsic determinant, which was further emphasized by Daniels et al. (15) in an experimental study and clarified by Greives & Zhou (30) through many-body simulations of a model system. Zhou (100) first identified protein conformational interconversion rates as a determinant, which was further clarified in the many-body simulations (30) . Recently, Daniels et al. (14) highlighted the effects on the binding mechanism by two related parameters: the ratio between the conformational equilibrium constants of the bound and unbound protein and the corresponding ratio of the inactive-to-active rates. Note that these two parameters are unchanged if all the rates increase or decrease by a common factor. A uniform increase in the rates is predicted to shift the binding mechanism toward the induced-fit pathway (30, 100) . Two mutants of the maltose binding protein studied by Kim et al. (39) differ in inactive-to-active and active-to-inactive rates both by approximately tenfold, and thus present an opportunity to test the latter prediction. Other studies have already shown that binding mechanisms can be shifted by mutation (28) and Mg 2+ (74) .
Beyond Conformational Selection and Induced Fit
When multiple intermediate binding sites exist (see above), simply classifying binding mechanisms as conformational selection or induced fit is no longer particularly informative. An extreme case is IDP binding to structured targets (19) . An IDP usually adopts a very extended conformation on its structured target, with stabilization provided less by intramolecular and more by intermolecular interactions. Simultaneous formation of all these latter interactions upon approaching the target is unlikely (thereby precluding the classical conformation-selection pathway as dominant); an attractive alternative is sequential formation of the bound conformation (63, 103) . Specifically, in a proposed mechanism called dock and coalesce, some segment of the IDP docks to its subsite and primes the remaining segments for coalescence around their subsites. There are still multiple parallel pathways, as any number of segments of the IDP can serve as the docking segment. These pathways all contribute to the binding rate constant (see Equation 44) . If docking by a particular segment yields a much higher rate constant than other alternatives, then that pathway becomes dominant. Using the TransComp web server to predict the rate constants for the docking of various segments and assuming that the coalescing step is not rate limiting, the dominant dockand-coalesce pathways have been identified for the binding of a number of IDPs, all supported by experimental data (58, 59, 63, 105) . Rogers et al. (65) recently presented a scenario of dock and coalesce, with the docking and coalescing segments identified by experimental data for the effects of point mutations within the binding site on the binding rate constant. Interestingly, in addition to direct interactions within the binding site, allosteric effects by distally bound domains may also facilitate the dock-and-coalesce mechanism (33) .
