Background subtraction has been a driving engine for many computer vision and video analytics tasks. Although its many variants exist, they all share the underlying assumption that photometric scene properties are either static or exhibit temporal stationarity. While this works in many applications, the model fails when one is interested in discovering changes in scene dynamics instead of changes in scene's photometric properties; the detection of unusual pedestrian or motor traffic patterns are but two examples. We propose a new model and computational framework that assume the dynamics of a scene, not its photometry, to be stationary, i.e., a dynamic background serves as the reference for the dynamics of an observed scene. Central to our approach is the concept of an event, which we define as short-term scene dynamics captured over a time window at a specific spatial location in the camera field of view. Unlike in our earlier work, we compute events by time-aggregating vector object descriptors that can combine multiple features, such as object size, direction of movement, speed, etc. We characterize events probabilistically, but use low-memory, low-complexity surrogates in a practical implementation. Using these surrogates amounts to behavior subtraction, a new algorithm for effective and efficient temporal anomaly detection and localization. Behavior subtraction is resilient to spurious background motion, such as due to camera jitter, and is content-blind, i.e., it works equally well on humans, cars, animals, and other objects in both uncluttered and highly cluttered scenes. Clearly, treating video as a collection of events rather than colored pixels opens new possibilities for video analytics.
methods [3] , 1 they all share the underlying assumption that photometric scene properties (e.g., luminance and color) are either static or exhibit temporal stationarity. The static background assumption works quite well for some applications, e.g., indoor scenes under constant illumination, while the temporally stationary background assumption is needed in other cases, such as outdoor scenes with natural phenomena (e.g., fluttering leaves). However, both models are inadequate if one is interested in discovering changes in scene dynamics instead of changes in photometric properties. Examples of such scenarios are detection of unusual motor traffic patterns (e.g., too fast or too slow), detection of a moving group of individuals where a single walking person is expected, and detection of a moving object against shimmering or turbulent water surface (background motion). Although each of these challenges can be addressed by a custom-built method, e.g., explicitly estimating object trajectories or discovering the number of moving objects, there is no approach to date that can address all such scenarios in a single framework.
In order to address this challenge, instead of searching for photometric deviations in time, one should look for dynamic deviations in time. To date, the problem has been attacked primarily by analyzing 2-D motion paths resulting from tracking objects or people [2] , [4] [5] [6] [7] . Usually, reference motion paths are computed from a training video sequence first. Then, the same tracking algorithm is applied to an observed video sequence, and the resulting paths are compared with the reference motion paths. Unfortunately, such methods require many computing stages, from low-level detection to high-level inferencing [6] , and often result in failure due to multiple, sequential steps.
In this paper, we propose a new model and computational framework that extend background subtraction while at the same time addressing deficiencies of motion-pathbased algorithms. Whereas in background subtraction static or stationary photometric properties (e.g., luminance or color) are assumed as the background image, here we propose to use stationary scene dynamics as a "dynamic background" with which dynamics of an observed scene are compared. The approach we propose requires no object tracking, and, as such, is less prone to failure. Central to our approach is the concept of an event, which we define as short-term scene dynamics captured over a time window at a specific spatial location in the camera field of view. Unlike in our earlier work [8] , [9] , we compute events by time-aggregating vector object descriptors that can combine different object characteristics (e.g., size, speed, and direction). We characterize events probabilistically as random variables that are independent and 1 Although models that account for spatial relationships in background subtraction are known, their discussion is beyond the scope of this paper. 1057-7149/$31.00 © 2012 IEEE identically distributed (iid) in time. Since the estimation of a probability density function (PDF) at each location is both memory intensive and CPU intensive, in practical implementation we resort to a low-memory, low-complexity surrogate. Using such a surrogate amounts to behavior subtraction, a new algorithm with some surprising properties. As we demonstrate experimentally, behavior subtraction, by detecting deviations from a background activity, is an effective tool in temporal anomaly detection and localization, but at the same time can serve as a motion detector resilient to spurious background motion, e.g., resulting from camera jitter. Furthermore, it is content blind, i.e., applicable to humans, cars, animals, and other objects in both uncluttered and highly cluttered scenes.
This paper is organized as follows. In Section II, we review previous work. In Section III, we recall background subtraction and introduce notation. In Section IV, we introduce behavior space and the notion of an event, while in Section V we describe the behavior subtraction framework. In Section VI, we discuss our experimental results and in Section VII, we draw conclusions.
II. PREVIOUS WORK
The behavior subtraction framework we propose in this paper is a generalization of background subtraction but can be also viewed as an example of temporal anomaly detection. Therefore, throughout this paper the words anomaly, outlier, novelty, and change will be used interchangeably.
We have already mentioned classical approaches to background subtraction based on single-Gaussian [1] , GMM [2] , and KDE [3] models. Among the more recent methods, we would like to point out another GMM approach by Zivkovic [10] that improves the original GMM approach [2] by a new per-pixel strategy to dynamically update the number of modes defining the background, resulting in more resilient performance in presence of strong background motion. A very recent ViBe method [11] models the background distribution at each pixel with color samples randomly selected from the pixel's neighborhood, while a stochastic update strategy provides further robustness to spurious background motion. One should note that all these methods work in the space of photometric properties.
As for temporal anomaly detection, it can be approached by modeling either the abnormal or normal state. In the former case, a dictionary of anomalies is constructed and each observed video is checked against the dictionary for a match. This is a typical case of classification, and requires that all anomaly types be known a priori. Although feasible in very constrained scenarios, such as detecting people carrying boxes/suitcases/handbags [12] , detecting abandoned objects [13] , or identifying specific crowd behavior anomalies [14] , in general this approach is not practical for its inability to deal with unknown anomalies.
In recent years, there has been significant work on an alternative approach based on machine learning. In this approach, a nominal model is obtained from training data, and deviations from this model are detected as anomalies. In this case, while no dictionary of anomalies is needed, defining and modeling what constitutes the nominal state is a challenging task. A variety of models have been considered in the literature. Most of these models account for activities manifested both in space and time. Tracking methods learn 2-D motion paths of objects or people [6] . Usually, a large number of "normal" individuals or objects are tracked over time and the resulting paths are summarized by a set of motion trajectories that are subsequently translated into a symbolic representation of the background activity. Other approaches include methods based on clustering of PDFs of quantized paths [4] , [5] , hidden Markov models [15] , [16] , Bayesian networks [17] , [18] , co-occurrence statistics [2] , or stochastic, nonparametric models [7] . Recently, a number of methods for modeling spatiotemporal activity have been proposed that avoid tracking. These methods extract pixel-level features such as motion vectors [19] [20] [21] or motion labels [22] [23] [24] . These features are either clustered or aggregated within small blocks that are then used to construct higher level models to describe spatiotemporal activity. Such models include Markov random field models and latent models based on topic discovery.
In contrast to the above approaches that attempt to model the global spatiotemporal activity, our goals are rather limited as we focus on temporal activity only at pixel level. We see our paper as an extension of background subtraction rather than general anomaly detection for video surveillance. In this context, we attempt to subtract away the stationary foreground activity and identify nonstationary behavior at pixel level as outliers. Although this perspective is limited, it nevertheless avoids pitfalls of tracking while accounting for many types of common anomalies such as illegal motion, prohibited parking, or abandoned objects.
Our contributions in this paper are threefold. We extend the concept of an event, introduced by us earlier [8] , [9] , to the vector case that can support multiple features simultaneously (e.g., size, speed, direction, and color), and provide a detailed derivation of the corresponding statistical model. We develop an efficient implementation of the vector model by using surrogate quantities that allow a low-memory, low-CPU implementation. We demonstrate benefits of combined features in various scenarios.
III. BACKGROUND SUBTRACTION: TEMPORAL OUTLIER DETECTION IN PHOTOMETRIC SPACE
We assume in this paper that the monitored video is captured by a fixed camera (no pan-tilt-zoom functionality) 2 that at most undergoes jitter, e.g., due to wind load or other external factors.
Let I denote a color video sequence with I t ( x) denoting color attributes (e.g., R, G, B) at specific spatial location x and time t. We assume that I t ( x) is spatially sampled on 2-D lattice , i.e., x ∈ ⊂ R 2 is a pixel location. We also assume that it is sampled in time, i.e., t = k t, k ∈ Z , where t is the temporal sampling period dependent on the frame rate at which the camera operates. For simplicity, we assume t = 1 in this paper, i.e., normalized time. We denote by I t a frame, i.e., a restriction of video sequence I to specific time t.
In traditional video analysis, color and luminance are pivotal quantities in the processing chain. For example, in background subtraction, the driving engine of many video analysis tasks, the color of the background is assumed either static or stationary in time. Although simple frame subtraction followed by thresholding may sometimes suffice in the static case, it fails if the acquisition noise or illumination changes are nonnegligible. If the background includes spurious motion, such as environmental effects (e.g., rain and snow), fluttering tree leaves, or shimmering water, then determining outliers based on frame differences is insufficient. A significant improvement is obtained by determining outliers based on PDF estimates of features such as color. Assume that P RGB is a joint PDF of the three color components estimated using a 3-D variant of GMM [2] or KDE [3] model applied to a training video sequence. P RGB can be used to test if a color at specific pixel and time in the monitored video is sufficiently probable, i.e., if P RGB ( I t ( x)) > τ , where τ is a scalar threshold, then I t ( x) is likely to be part of the modeled background; otherwise, it is deemed moving.
Although the thresholding of a PDF is more effective than the thresholding of frame differences, it is still executed in the space of photometric quantities (color, luminance, etc.), and thus unable to directly account for scene dynamics. However, modeling of background dynamics (activities) in the photometric space is very challenging. We propose an alternative that is both conceptually simple and computationally efficient. First, we remove the photometric component by applying background subtraction and learn the underlying stationary statistical characterization of scene dynamics based on a twostate (moving/static) renewal model. Then, we reliably infer novelty as a departure from the normality.
IV. BEHAVIOR SPACE: FROM FRAMES TO EVENTS
As color and luminance contain little direct information about scene dynamics, we depart from this common representation and adopt motion label as our atomic unit. Let L t ( x) be a binary random variable embodying the presence of motion (L = 1) or its absence (L = 0) at position x and time t. Let l t ( x) be a specific realization of L t ( x) that can be computed by any of the methods discussed in Section III, or by more advanced methods accounting for spatial label correlation [25] [26] [27] [28] .
While some of these methods are robust to noise and background activity, such as rain/snow or fluttering leaves, they often require a large amount of memory and are computationally intensive. Since simplicity and computational efficiency are key concerns in our approach, we detect motion by means of a very simple background subtraction method instead, namely
where τ is a fixed threshold and b t is the background image computed as follows:
Video frame It=t 0 Motion label field lt=t 0 (a) Motion label at pixel "C": with ρ in the range 0.001-0.01. This linear background update allows us to account for long-term changes. Although this method is sensitive to noise and background activity, it is trivial to implement, requires very little memory and processing power, and depends on one parameter only. Clearly, replacing this method with any of the advanced techniques will only improve the performance of our approach ( Fig. 11 shows one example). Fig. 1 shows an example realization of motion label field L t computed by the above method as well as binary waveforms of temporal evolution of motion label at two spatial locations [ Fig. 1(b) ]. Each such waveform captures the amount of activity occurring at a given spatial location during a certain period of time and thus can be considered as a simple behavior signature. For instance, patterns associated with random activity (fluttering leaves), periodic activity (highway traffic), bursty activity (sudden vehicle movement after onset of green light), or no activity, all have a specific behavior signature. Other behavior signatures than a simple on/off motion label are possible.
A. Object Descriptor
A moving object leaves a behavior signature that depends on its features such as size, shape, speed, direction of movement, etc. For example, a large moving object will leave a wider impulse than a small object [ Fig. 1(b) ], but this impulse will get narrower as the object accelerates. One can combine several features in a descriptor in order to make the behavior signature more unique. In fact, one can even add color/luminance to this descriptor in order to account for photometric properties as well. Thus, one can think of events as temporal signatures that describe what type of activity occurs and also what the moving object looks like.
Let a random variable F embody object description, 3 with f being its realization. In this paper, we concentrate on object descriptor based on moving object's size for two reasons. First, we found that despite its simplicity it performs well on a wide range of video material (motor traffic, pedestrians, objects on water, etc.); it seems the moving object size is a sufficiently discriminative characteristic. Second, the size descriptor can be efficiently approximated as follows:
where N ( x) is an N × N window centered at x and y x means that y and x are connected (are within the same connected component). δ(·) = 1 if and only if l t ( x) = l t ( y) = 1, i.e., if both x and y are deemed moving; otherwise, δ(·) = 0. Note that f t ( x) = 0 whenever l t ( x) = 0. This descriptor is zero for locations x far away from an object, increases nonlinearly as x moves closer to the object, and saturates at 1.0 for x inside a large object fully covering the window N . Fig. 1 (c) shows an example of behavior signature based on the size descriptor. Clearly, f t ( x) = 0 means inactivity while f t ( x) > 0 means activity caused by a moving object; the larger the object, the larger the f t ( x) until it saturates at 1. The video frame shown has been captured by a vibrating camera and thus a noisy behavior signature for pixel "D" that is close to an intensity edge (pedestrian crosswalk).
B. Event Model
An event needs to be associated with a time scale. For example, a short time scale is required to capture an illegal left turn of a car, whereas a long time scale is required to capture a traffic jam. We define an event E t ( x) for pixel at x as the behavior signature (object size, speed, and direction as the function of time t) left by moving objects over a w-frame time window, and model it by a Markov model shown in Fig. 2 .
Considering the Markov transition model from Fig. 2 with an initial busy-state probability π, the probability of sequence be written as follows:
where the binary sequence of 0s and 1s is implicitly expressed through the busy intervals β 1 , β 2 , . . . (Fig. 2 ). Note that m, n are the numbers of transitions "moving → static" and "static → moving," respectively. The last line in (4) stems from the fact that the sum of busy and idle intervals equals the length w of the time window W. This expression can be simplified by taking the negative logarithm
where A 0 , A 1 , A 2 are constants, the second term measures the total busy time using motion labels, and κ t ( x) is proportional to the total number of transitions in time window W at x. Thus far, we have modeled object dynamics by considering only motion labels L. In order to also account for an object descriptor F (Fig. 2) , such as the object size, speed, or color, we need to define the joint probability of L and F
We assume independence among the busy and idle periods since different busy periods at a pixel correspond to different objects (different pedestrians will typically have different heights, walk at different pace, and wear different clothing). Also, different idle periods correspond to temporal distances between different objects. Typically, these are all independent. 4 With this assumption, the conditional probability
can be factored as follows:
In order to develop a functional form for the conditional probability (7), we model the descriptor F within busy period β i , {F = f } β i , i.e., for one object passing through spatial location x in the video, by a Markov dependence with Gibbs distribution as follows:
This is a simple case of single-element cliques {k}. If the descriptor expresses size, the larger objects will be less likely. However, if it uses speed, faster objects will be less likely, a realistic assumption in an urban setting. We assume non-negative-valued descriptors; the model would need to be modified for negative-valued descriptors by choosing a suitable potential function. It would also have to be modified for vector descriptors (to be discussed in Section V-C), for example velocity (e.g., horizontal motion more likely for highway surveillance with a suitably oriented camera) or RGB color (e.g., some colors more likely than others). The above first-order model can be easily extended to account for the temporal behavior of the descriptor by using two-element cliques {k, k + 1} and absolute value as the potential, i.e., | f k+1 ( x) − f k ( x)|. This would, for example, allow us to capture the variations of object size or speed over time.
Since no object is detected in idle period ι i , the corresponding conditional probability is simply the point mass function
where δ is the Kronecker delta. If the descriptor is based on object size, the above distribution suggests that with probability 1 the object has size zero in idle intervals (consistent with Fig. 2 ). This is motivated by the observation that small-size detections are usually associated with false positives during idle periods and can be ignored.
Using the Markov transition model (4)-(5) and conditional distributions (8) and (9), we take the negative logarithm and rewrite the joint distribution (6) as follows:
where A 0 accounts for Z (8) and the last term sums the descriptors in all busy periods in W. Note that the constant A 2 is positive since both − log(1 − p) and − log(1 − q) in (5) are positive, thus reducing the probability of frequent "moving → static" and "static → moving" transitions. The constant A 1 may be negative or positive depending on the particular values of q and p in the Markov model; increasing busy periods within W will lead to an increased (q > p) or decreased (q < p) joint probability. With each time t and position x, we associate an event E t that represents the statistic described in (10) , namely
where we omit A 0 , as it does not contribute to the characterization of dynamic behavior (identical value across all x and t), and K is a random variable associated with realization κ describing the number of transitions. The main implication of the above event model is that it can serve as a sufficient statistic for determining optimal decision rules [29] .
C. Outlier Detection
The outlier detection problem can described as follows. We are given w video frames, I t −w+1 , I t −w+2 , . . . , I t and at specific location x our task is to determine whether this sequence is consistent with nominal activity at that location or, alternatively, it is an outlier. Each location x is associated with a feature train F t ( x) for a video frame at t ∈ W.
In Section IV-B, we developed a Markov-chain model to characterize the nominal busy-idle activity (6)- (9) . The features associated with each busy period are then modeled by a Markov-Gibbs model (8) .
At a high level, outlier detection is relatively straightforward if the probability model for the features under nominal distribution is known. We briefly describe it here for the sake of completeness. We are given the nominal model
as in (6) and (9), where we have redefined the distribution in terms of g(·) and denoted f = { f t } t ∈W to simplify notation. In order to detect outliers at level α, we need a decision rule φ(f) that maps features to binary values {0, 1}. Here the value 1 indicates that the observed feature f is an outlier, while 0 indicates normality. The decision rule can be expressed as a solution to the following optimization problem:
which is often referred to as the minimum volume set problem [30] since the outliers are modeled as being generated uniformly in the compact set . This optimization problem encodes the fact that we wish to maximize the detection rate for the outliers subject to a false alarm constraint α. It turns out that the solution to this problem is a thresholding rule, namely, declare the observation as an outlier based on whether or not the value g(f) falls below a threshold, which is chosen to ensure that false alarms remain bounded below α.
We will now see how to simplify g(f) based on our model. Notice that the nominal feature distribution admits a natural factorization, wherein increasingly complex features can be incorporated through the Markov-Gibbs model (8) . Furthermore, the log likelihood of the feature distribution is shown to be reduced to a scalar sufficient statistic, which is Fig. 3 . PDF of event statistic e t ( x) based on object size and estimated at four locations x. For xs in the traffic lanes, histograms are similar due to the fact that behaviors are very similar (continuous highway traffic). For x above the traffic (idle area of the video), the histogram has a high peak near zero, while for x on the overpass a bimodal distribution results caused by the traffic light.
parametrized by a finite set of parameters [ A 1 , A 2 , A 3 in (11)]. We are now left to estimate the parameters, which can be done efficiently using standard regression techniques. Consequently, the outlier detection problem reduces to thresholding the event E t = e t according to
Our task is to find an appropriate threshold τ (α) so that the false alarms are bounded by α. Note that our events are now scalar and learning the density function of a 1-D random variable can be done efficiently. The main requirement is that E t ( x) be a stationary ergodic stochastic process, which will ensure that the cumulative density function (CDF) can be accurately estimated x) ) is an indicator function, which is equal to 1 when e t ( x) > η and 0 otherwise, while Prob x denotes the representative stationary distribution for E t at any time t. For Markovian processes, this type of ergodicity is standard [31] . One extreme situation is to choose a threshold that ensures zero false alarms. This corresponds to choosing τ (0) = max t e t , i.e., the maximum value of the support of all events in the training data.
Although the behavior subtraction algorithm we describe in the next section requires no explicit estimation of the above CDF, it is nevertheless instructive to understand its properties. Fig. 3 shows example PDFs for our test statistic e t (x) estimated using smoothed histograms. Note the different histogram shapes depending on the nature of local activity.
Video frame It
Motion label field lt B p a m y l a m o n A e g a m i Fig. 4 . Behavior subtraction results for size descriptor and maximum-activity surrogate (13) on data captured by a stationary, although vibrating, camera. This is a highly cluttered intersection of two streets and interstate highway. Although the jitter induces false positives during background subtraction (L t ), only the tramway is detected by behavior subtraction; the rest of the scene is considered normal.
V. BEHAVIOR SUBTRACTION FRAMEWORK
In the previous section, we presented object and event models, and explained how they fit into the problem of outlier detection. In principle, once the event model is known various statistical techniques can be applied but this would require significant memory commitment and computational resources. Below, we propose an alternative that is light on computations and memory, and yet produces very convincing results.
A. Behavior Images
Let e t be an event realization derived from the training data, and let e t continue to be an event derived from the query. As we mentioned, in the extreme situation of seeking zero false alarms τ (0) = max t e t . This threshold is space variant and can be captured by a 2-D array
where M is the length of the training sequence. We call B the background behavior image [8] as it captures the background activity (in the training data) in a low-dimensional representation (one scalar per location x). This specific B image captures peak activity in the training sequence, and can be efficiently computed as it requires no estimation of the event PDF; maximum activity is employed as a surrogate for normality. As shown in Fig. 4 , the B image succinctly synthesizes the ongoing activity in a training sequence, here a busy urban intersection at peak hour. It implicitly includes the paths followed by moving objects as well as the amount of activity registered at every point in the training sequence.
The event model (11) is based on binary random variables L whose realizations l are computed using simple background subtraction (1) and (2) . Since the computed labels l are noisy, i.e., include false positives and misses, a positive bias is introduced into the event model (even if the noise process is iid, its mean is positive since labels l are either 0 or 1). The simplest method of noise suppression is by means of low-pass filtering. Thus, in scenarios with severe event noise (e.g., unstable camera, unreliable background subtraction) instead of seeking zero false-alarm rate we opt for event-noise suppression using a simple averaging filter to compute the background behavior image [32] B
This background behavior image estimates a space-variant bias from the training data. A nonzero bias can be considered as a temporal stationarity, and therefore normality, against which observed data can be compared.
B. Scalar Behavior Subtraction
Having defined the zero-false-alarm threshold or event-noise bias via the background behavior image B (13) and (14), we can now apply the event hypothesis test (12) as follows: (15) where is a user-selectable constant allowing for nonzero tolerance ( = 0 leads to a strict test). In analogy to calling B a background behavior image, we call e t an observed behavior image as it captures events observed in the field of view of the camera over a window of w video frames. The above test requires the accumulation of motion labels l, object features f, and state transitions (κ) over w frames. All these quantities can be easily and efficiently computed.
Clearly, the detection of behavior outliers in this case simplifies to the subtraction of the background behavior image B, containing an aggregate of long-term activity in the training sequence, from the observed behavior image e t , containing a snapshot of activity just prior to time t, and subsequent thresholding. This explains the name behavior subtraction that we gave our method.
Video frame It
Single-Gaussian method Parzen-window method Behavior subtraction Fig. 6 . Results for background subtraction based on single-Gaussian [1] and nonparametric-kernel [3] hypothesis tests, as well as for behavior subtraction (size descriptor and average-activity surrogate), on data captured by a severely vibrating camera. Camera jitter introduces excessive false positives in both background subtraction methods while behavior subtraction is relatively immune to jitter.
C. Vector Behavior Subtraction
If a scalar descriptor for each location does not suffice, it is natural to consider event model E (11) based on a vector descriptor F
where A 3 is a vector of constants. Note that A 1 could have been assimilated into A 3 with the corresponding component of vector descriptor F set to 1, but we forgo this in order to keep the notation unchanged. All components of vector descriptor F in model (16) are summed up during a busy period (multiplication by L k ), but they can be also used to account for interactions between different descriptor components, should such components be assumed correlated (e.g., speed and direction in a video of highway traffic). In this paper, we consider a vector descriptor that combines size and direction in five components, i.e., F t ( x) ∈ (R + ) 5 . Each of the five components of the descriptor vector captures the size of an object (3) passing through x rightward, leftward, upward, downward, or remaining static. Let F i k ( x), i = 1, 2, . . . , d be the i th component of the vector descriptor, F k ( x) ∈ R d , at time t = k. Then, we can rewrite the event model as follows:
Had the weights A 1 , A 2 , A i 3 been known, the behavior subtraction algorithm would first find a behavior image associated with this weighted sum of features, and then, to detect outliers, this weighted sum would be compared against the background Regular vehicle moving along street Pedestrians crossing the street Fig. 7 . Results for a 5-D vector descriptor based on size and direction of motion (see text for details), and maximum-activity surrogate (13) on video sequence involving objects of various sizes moving along and across a street.
Training was performed on regular cars moving along the street.
behavior image as described in test (15) . A different perspective on the behavior subtraction approach is that of hyperplane separation. Indeed if F t ( x) ∈ R d is in a d-dimensional feature space, we are in essence attempting to find a d-dimensional hyperplane that best separates the outliers from the observed features in the feature space. The main difficulty in applying this approach is that the parameters A 1 , A 2 , A i 3 are generally unknown and have to be inferred from data. 5 For d > 1 there are two possible ways of accomplishing this task. One could use regression techniques and learn the parameters that best describe the observed multivariate empirical density. These parameters can be directly used to find the hyperplane. A second approach is based on machine learning, such as one-class support vector machine [33] . Here, a hyperplane can be found such that the observed training data lie below the hyperplane. In this situation, projections of the training data onto this hyperplane for all pixel locations describe the behavior image. Both these approaches involve solving an optimization problem for each pixel location. Thus, the computational cost is prohibitive.
Consequently, we develop an alternative suboptimal approach. The idea is to enclose the nominal data for each pixel within a cuboid rather than separating it by a hyperplane. Since each pixel is described by points in a d-dimensional feature space, to enclose the nominal data by a d-dimensional cuboid, we only need to find the support of each component of the feature vector as follows:
Thus , B 1 ( x), . . . , B d ( x) describe the length of each dimension of a d-dimensional cuboid in the positive orthant. Alternatively, they also describe d behavior images. Unlike the hyperplane approach, these d behavior images are relatively easy to compute and the computational cost scales linearly 
with the feature dimension. The outlier detection algorithm then checks if an aggregated feature component is larger than the corresponding background behavior image component, and if so then declares a detection. In other words, unusual behavior corresponds to points that lie outside the cuboid enclosing the nominal test data.
VI. EXPERIMENTAL RESULTS
We tested our behavior subtraction algorithm for both the maximum-and average-activity surrogates on black-and-white and color, indoor and outdoor, urban and natural-environment video sequences. In all cases, we computed the label fields l t using simple background subtraction (1) and (2) with τ = 40 and background b updated with ρ between 10 −3 and 10 −2 , depending on the sequence. We have performed experiments on various combinations of parameters A 1 , A 2 , and A 3 (11) . Additional results can be found in our earlier work [8] , [32] .
Figs. 4 and 5 show results of behavior subtraction for descriptor F based on size only (3), i.e., (A 1 , A 2 , A 3 ) = (0, 0, 1) and maximum-activity surrogate (13) . Each result was obtained using a training sequence of length M = 1000-5000 frames, w = 100, and ∈ [0.5, 0.7]. As is clear from the figures, the proposed method is robust to inaccuracies in motion labels l t . Even if moving objects are not precisely detected, the resulting anomaly map is surprisingly precise. This is especially striking in Fig. 4 where a highly cluttered environment results in high density of motion labels while camera jitter corrupts many of those labels.
Behavior subtraction is also effective in removal of unstructured, parasitic motion such as due to water activity (reflections, rain), as illustrated in Fig. 5 . Note that although motion label fields l t include unstructured detections due to shimmering water, behavior subtraction removes these effects producing a fairly clean canoe outline in this difficult scenario. Furthermore, our method handles changes in illumination reasonably well (shadows) and also can detect abandoned objects as seen in the bottom row of Fig. 5 .
The results of behavior subtraction using size descriptor and the average-activity surrogate (14) are shown in Fig. 6 . The video sequence has been captured by an unstable hand-held camera. It is clear that behavior subtraction with averageactivity surrogate outperforms background subtraction based on single-Gaussian model [1] and KDE [3] . As can be seen, behavior subtraction effectively eliminates false positives without significantly increasing misses.
We have also tested the algorithm for 5-D vector descriptor F t ( x), which captures the size of an object (3) passing through x rightward, leftward, upward, downward, or remaining static. Fig. 7 shows results for a typical urban surveillance scenario with training performed on regular traffic (cars, trucks, etc.). Clearly, while the truck moving along the street has not been deemed abnormal, the "jay-walking" pedestrians have been deemed unusual on account of different direction of motion captured by the vector descriptor. Note that the size descriptor by itself would not have been able to accomplish this since the pedestrians are smaller than trucks and we are using the maximum-activity surrogate (13) . Results for a more challenging scenario are shown in Fig. 8 ; objects of different sizes move either right or left. The training was performed on regular cars moving right. As expected, a car moving right is deemed normal, while a large bus moving right is deemed anomalous on account of its size. Furthermore, a small pedestrian walking left is deemed anomalous as is a regular-size car backing up against the traffic direction. Again, this would not have been possible with the size-only descriptor.
The proposed model is flexible in that different combinations of parameters A 1 , A 2 , A 3 lead to different algorithm properties. For example, Fig. 9 compares algorithm's output for (A 1 , A 2 , A 3 ) = (1, 0, 0), thus measuring the duty cycle of the activity (cumulative busy periods), with the output for (A 1 , A 2 , A 3 ) = (0, 1, 0), when frequency of the activity is being measured (number of on-off transitions). The training was performed when the right parking spot was empty, although pedestrians were crossing it. During the test period, the car was slowly parking with its emergency lights blinking and windshield wipers running at maximum speed. Clearly, the algorithm that measures the duty cycle of the activity [ Fig. 9(b) ] detects most of the car (along with the blinking lights and wipers), but the algorithm that measures the frequency of activity picks up only the blinking lights and moving wipers but ignores the slowly moving body of the car. One possible application scenario for the latter algorithm is in emergency vehicle detection (ambulance, police, and fire truck); by measuring the frequency of activity rather than the duty cycle, one would be able to detect emergency vehicles while ignoring other moving vehicles in order to, for example, adjust traffic lights.
We have also performed a quantitative comparison of the proposed approach with some recent methods from the literature on two challenging videos that have been very carefully annotated manually in order to obtain ground-truth object masks [34] . Fig. 10 shows recall versus false-positive rate plots for the proposed method against simple background subtraction (1) and (2), KDE-based method [3] , two GMMbased methods [2] , [10] , and the very recent ViBe method [11] . 
ViBe
Behavior subtraction with basic background sub.
Behavior subtraction with VIBE Fig. 11 . Performance comparison of simple background subtraction from (1), (2) and ViBe method [11] with behavior subtraction using either of them for size descriptor and average-activity surrogate on a video sequence from severely vibrating camera ( Fig. 6 ) [34] .
One plot is for a video from severely vibrating camera whereas the other is for a video of a boat moving across shimmering water surface. Clearly, the proposed method performs very well compared to the tested algorithms.
Behavior subtraction relies on background subtraction as a preprocessing step, and thus a more reliable background subtraction can only improve the final result. Fig. 11 shows performance improvement obtained when the recent ViBe method [11] is used to extract motion labels L t for behavior subtraction instead of the simple background subtraction (1) and (2) . As the performance of future background subtraction methods improves, the performance of behavior subtraction will improve as well.
As we already mentioned, the proposed method is efficient in terms of processing power and memory use, and thus can be implemented on modest-power processors (e.g., embedded architectures). At each pixel, it requires one floating-point number for B and e, and w/8 bytes for l. This corresponds to the total of 11 bytes per pixel for w = 24. This is significantly less than 12 floating-point numbers per pixel needed by a trivariate Gaussian for color video data (3 floating-point numbers for R, G, B means and 9 numbers for covariance matrix).
Our method currently runs in MATLAB at 20 fp/s on 352 × 240-pixel video using a 2.1 GHz dual-core Intel processor. More experimental results can be found in our preliminary work [8] , [32] , while complete video sequences can be downloaded from our website [35] .
VII. CONCLUSION
In this paper, we proposed a framework for the characterization of dynamic events and, more generally, behavior. We defined events as spatiotemporal signatures composed of various moving-object features, and modeled them using stationary random processes. We also proposed a computationally efficient implementation of the proposed models, called behavior subtraction.
Although behavior subtraction performs very well, it is not void of shortcomings. First, it is incapable of detecting spatial anomalies, such as U-turns; it is only capable of detecting outliers that are temporal but spatially localized. Secondly, in scenarios when a foreground object moves in front of background activity, our method may suffer from the so-called behavior camouflage. This typically occurs when foreground-induced motion is similar to some background activity observed at the same location. This is illustrated in Fig. 12(a) where the torso of a pedestrian was not detected because of cars moving in the training sequence. Another problem our method faces is its sensitivity to spurious, unpredicted changes in background activity. Such changes are typically caused by abrupt illumination variation, as shown in Fig. 12(b) , where many false positives can be seen.
Still, the proposed framework has two important traits. First, due to the use of simple surrogates of behavior statistics, it is very easy to implement, uses little memory, and can run on an embedded architecture. Second, it is content blind, i.e., equally applicable to pedestrians, motor vehicles, or animals. With these desirable attributes and the ever increasing need to efficiently process video surveillance data, behavior subtraction is well positioned to make an impact in practice. He is currently an Associate Professor with the Université de Sherbrooke, Sherbrooke, QC. His current research interests include video surveillance, video analysis and processing, medical imaging, and computer vision. Venkatesh Saligrama (M'01-SM'07) received the Ph.D. degree from the Massachusetts Institute of Technology, Cambridge, in 1997.
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