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Chapter 1
Introduction
General framework
Higher-spin theories are an old branch of Relativistic Field Theory, dating back to the pioneering
work of Majorana [1] in 1932, followed shortly after by Dirac [2], Wigner [3], Fierz and Pauli
[4, 5] and others. Indeed, putting together the very principles of Special Relativity and Quantum
Mechanics leads to define elementary particles as irreducible representations of the Poincaré
group, labeled by two quantum numbers: the mass and the spin. The values that the spin can
assume are 0, 1
2
, 1, 3
2
, 2 and so on. Thus, in principle, particles with spin s > 2 (higher spins)
can be included in the spectrum of a Relativistic Field Theory and, indeed, they were studied
already since the very beginning of Quantum Field Theory. A first systematic description was
provided by Fierz who wrote down a set of conditions allowing for the covariant description of
their free propagation. If ϕµ1,...,µs is a symmetric Lorentz tensor of rank s, the polarizations
pertaining to a massive particle with (integer) spin s are selected after imposing the following
set of conditions: 
(−m2)ϕ = 0 ,
∂ · ϕ = 0 ,
ϕ′ = 0 ,
(1.0.1)
that we shall often refer to as the Fierz system. Here ϕ is a shorthand for ϕµ1...µs , while ∂ ·ϕ and
ϕ′ denote divergence and trace, respectively, of ϕ. Even if the principles of Quantum Mechanics
and Special Relativity do not exclude the possibility of higher spins, Nature seems to prefer
the low-spin sector: for instance, QED involves spin-1
2
and spin-1 particles, as well as QCD,
while General Relativity can be understood as the Field Theory describing self-interactions of
particles with spin two, the gravitons1. Broadly speaking, the higher-spin problem consists in
the attempt to understand the very meaning of this apparent selection rule.
A novel source of interest arose in the the 50’s, due to the discovery of hadronic resonances.
1Moreover, the Standard Model include a particle with spin equal to zero, the Higgs boson, while Supergravity
describes the interactions of the graviton with a spin- 32 particle, the gravitino.
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These bound states of quarks can have spin greater than two, such as the resonances ρ3(1690)
whose total angular momentum is equal to three. Being composite states, their description at
present is based on quite involved form factors; however, at energy scales small with respect to
their masses, we expect that their internal structure be not relevant and that their interactions
may be described in terms of local effective Lagrangians involving massive higher-spin fields. A
Lagrangian description of the free theory for massive particles with arbitrary spins dates back
to the 1974 (thirty-five years after Fierz and Pauli), due to the work of Singh and Hagen [6, 7].
In 1978 Fronsdal and Fang [8, 9], considering the limit of vanishing mass in the Singh and
Hagen action, provided a Lagrangian formulation also for massless particles, thus completing
the Fierz-Pauli program while also providing the first Lagrangian implementation of gauge
symmetry beyond spin two.
The existence of a consistent Lagrangian formulation for free higher spins notwithstanding,
when it came to building interactions several results seemed to suggest that insuperable prob-
lems emerge: the Weinberg theorem [10] and the Coleman-Mandula one [11] provide notable
S-matrix no-go arguments; the Weinberg-Witten-Porrati theorem [12, 13] and the Aragone-
Deser argument [14] especially stress the inconsistency of higher spins with the usual minimal
coupling with gravity; the Velo-Zwanziger-type difficulties [15, 16] focus on the problem of
causal propagation in electromagnetic backgrounds, and so on. For a list of references see
[17, 18]. On the other hand, it is not uncommon in physics that seemingly lethal obstructions
can be ultimately forgone once the difficulties are framed in the proper setting. For instance:
• The Coleman-Mandula theorem seemed to forbid symmetries mixing particles with dif-
ferent spin, overlooking the possibility of transformations sending bosons to fermions and
vice-versa.
• In 1972 Deser and Boulware [19] claimed that a unitary interacting theory involving mas-
sive gravitons (particles with spin equal to two) was forbidden; today we know that their
proof was incomplete and that massive gravity and multi-metric gravitational theories
can indeed be constructed, upon properly choosing the interaction potential [20].
• A well-known result [21] states that a parity-preserving interacting theory of colored
gravitons only2 is forbidden; however, exceptions were constructed with parity-violating
theories [22] or with theories allowing for an enhancement of the spectrum [23, 24], al-
though so far only in D = 3.
From these randomly chosen examples we can observe that no-go arguments can provide con-
structive inputs leading to sharpen our understanding of the basic properties of the systems of
interest. Higher-spin theories provide a remarkable incarnation of these type of progress.
Against the long list of no-go results, the first positive breakthrough was given by Fradkin
and Vasiliev in 1987 [25, 26]: they observed that if we study interactions of higher spins with
gravity on AdS background minimal gravitational coupling is still possible, thus evading in
2i.e. Interactions among multiple copies of gravitons: a kind of extension of the Yang-Mills theory for
spin-two particles.
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particular the Aragone-Deser argument: this was the signal that new progress in the subject
was possible. After thirty years from the work of Fradkin-Vasiliev, nowadays we can state that
higher-spin interacting systems admit three main incarnations:
• The Vasiliev theory [27, 28, 29, 30, 31]: it represents the best available attempt to define
a complete interacting theory for higher spins; Vasiliev wrote down a full non-linear set
of equations of motion describing interactions among a infinite tower of particles with
arbitrary spin on AdS. The model has the advantage to provide in principle a complete
theory and to rest on a clear algebraic basis, provided by the classification of the admissible
higher-spin algebras. However, up to now a Lagrangian formulation for this theory has not
been found and the mathematical complexity of the equations makes the interpretation
of their physical content, as well as the study of their mathematical consistency, arduous.
• Holographic reconstruction: as we have learned from the Fradkin and Vasiliev lessons,
AdS space-time seems to be a preferable background where trying to test higher spins;
the additional fact that higher-spin theories always contain a particle with the quantum
numbers of the graviton in the spectrum is a clear hint to a possible relation with the
AdS/CFT correspondence [32, 33]. The main idea of the correspondence is that gravita-
tional theories on AdS, such as string theory, can be analyzed studying their behavior on
the boundary of the space-time: the dual theory defined in this way is a conformal field
theory. The idea of the holographic reconstruction [34, 35, 36] is to use the AdS/CFT
correspondence from the boundary to bulk: knowing the dual conformal theory, we try
to find out the possible interactions in the bulk of AdS. It is commonly assumed that for
conformal field theory of O(N) scalars the dual higher-spin theory should be a Vasiliev
theory [37, 38, 39]. This identification has been questioned recently [40].
• String Theory, in a sense, provides the most studied theory involving interacting higher-
spin particles. Indeed, it is well-known that the spectrum of the (super)-string contains all
possible higher-spin states available in the corresponding space-time dimension. Essen-
tially all of these states are massive, with the exception of a tiny sub-sector of low-energy
states, whose quantum numbers formally match the spectrum of particles relevant for
current phenomenology, i.e. s ≤ 2 [41]. Moreover, we know that the higher-spin states
actually play a fundamental role, for instance in the scattering amplitude of scalar par-
ticles in the string framework: this amplitude is finite in the high-energy regime and the
exchange of higher spin modes is instrumental to explain this behavior. It may be expected
that the masses of the string states should become negligible in some ultra-high-energy
(trans-Planckian) regime, and indeed it has long been conjectured that the corresponding
phase should be dictated by some emergent high-spin gauge symmetry [42, 43]. Getting
some quantitative grasp on this “tensionless” regime would be of the utmost importance
to uncover the geometric underpinnings of the still elusive string construction. However
a full understanding of the field-theoretical properties of the String Theory at the inter-
acting level is far to be reached. For reasons to be explained below, we have some hope
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that this work may help in taking a little step further along this challenging direction.
It is fair to say that, still nowadays, a full understanding of higher spin interactions is not
yet close to be achieved. The study of cubic vertices and the attempts to study their quartic
counterparts (for instance, using the holographic reconstruction [34, 35, 36]), suggest that a
complete theory involving higher spins should present some unusual features. For instance (a
weak form of) non-locality emerges if we try to write down the cubic interactions for higher
spins. In fact, the number of derivatives in a cubic vertex involving particles with spin s1, s2, s3
must satisfy the Metsaev bound [44, 45]:
s1 + s2 + s3 − 2min{si} ≤ #∂ ≤ s1 + s2 + s3 , (1.0.2)
so that it increases with the spin of the involved particles; moreover, our current understanding
of the underlying higher-spin symmetry algebra tells us that, if at least one higher-spin particle
is present in the spectrum of the theory, then all particles with arbitrary spin do appear. Thus,
the full cubic vertex of the theory should contain an unbounded number of derivatives. Recent
results [46, 47, 48] suggest that an interacting theory involving particles with arbitrary spins
can be UV finite, thanks to the strong underlying symmetries, thus providing a good candidate
for a quantum gravitational theory.
Goals and methodology
The goal of this work is to study higher-spin interactions at the cubic level from a novel per-
spective, as deformations of a recently proposed class of free Lagrangians, termed Maxwell-like
[49]. Given a free theory, the construction of interactions can be performed systematically by
means of the Noether procedure [50, 51]: the guide-line is the requirement that interactions do
not break the gauge symmetry, necessary to ensure unitarity. This requirement strongly re-
stricts the possible vertices thus allowing, in principle, to classify them. The Noether procedure
is a perturbative method: we start with a free action S0 and then we deform it adding cubic
vertices, quartic vertices and so on:
S = S0 + gS1 + g
2S2 + . . . , (1.0.3)
where g is a coupling constant useful to count the number of fields contained at a given order.
We also allow for perturbative corrections to the free gauge transformation δ0φ:
δ = δ0 + gδ1 + g
2δ2 + . . . , (1.0.4)
with δkφ ∼ φk, where φ denotes collectively all the fields while  stands for all the infinitesimal
gauge parameters. The requirement that the full non-linear action S be gauge invariant with
respect to the complete gauge transformation δ imposes an infinite number of consistency
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equations:
δ0S0 = 0 ,
δ0S1 + δ1S0 = 0 ,
δ0S2 + δ1S1 + δ2S0 = 0 ,
...
(1.0.5)
that we can solve in such way to extract the various perturbative corrections, order by order.
So far, higher-spin cubic vertices have been built as deformations of the Fronsdal free La-
grangians. However, it has been shown by Campoleoni and Francia that this is not the unique
possible setting: they have proposed an alternative formulation, termed Maxwell-like [49], lead-
ing to consistent free equations. We are interested in applying the Noether procedure starting
from this description for several reasons:
(1) As we have mentioned before, the spectrum of the string contains an infinite tower of higher
spins, whose masses are proportional to the tension of the string but it is possible to take
an appropriate limit of vanishing tension in such a way all the spectrum becomes massless,
at least when strings do not interact. Looking at the Standard model, where theW vector
bosons start massless and acquire a mass by means of a symmetry-breaking mechanism, it
is reasonable to think that the masses of the higher spins in the string spectrum can take
their origin by means of some appropriate symmetry-breaking phenomenon; in this sense,
as already mentioned, it has been conjectured that String Theory can describe the broken
phase of a higher-spin theory (where the string tension plays the role of order parameter)
involving just massless higher spins. However, how to take the tensionless limit at the
interacting level (in such a way to study possible symmetry-breaking processes) is still
an open issue. The Maxwell-like formulation is related to the so-called triplets [52, 53],
emerging from the tensionless limit of the string at the free level and in this sense one
may hope that the study of Maxwell-like vertices can shed some light on the description
of the tensionless string at the interacting level.
(2) The Maxwell-like Lagrangian is simpler with respect to the Fronsdal one; we can expect
that this simplicity be kept at the cubic level. The possibility of finding simpler cubic
vertices is important if we hope to extend our description to higher-order vertices. Quartic
and higher vertices have a fundamental relevance in relation to the locality properties of
higher-spin theories on flat and AdS spaces. For instance, there are some evidences
[54, 55] that the consistent quartic vertices on flat space may require 1/ non-localities3.
Simpler vertices may help in making the related analysis more accessible.
(3) The Maxwell-like fields propagate a reducible spectrum: the corresponding equations for
a rank-s field ϕµ1...µs describe a set of massless particles with spin s, s− 2, s− 4 . . . 1 (or
3Recent results based on the holographic reconstruction [36, 35] suggest that on AdS the quartic vertex
should display a weaker non-locality, i.e. the non-locality enters the vertex via a holomorphic function f().
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0). In this sense, for instance, studying the self-interactions of a single field is equivalent
to the study of cross-interactions among the entire tower of spins implicitly contained.
This feature is interesting from different points of view: in the Fronsdal setting, two cubic
vertices involving different spins s1-s2-s3 and s
′
1-s
′
2-s
′
3 are in principle unrelated, unless
we consider the quartic vertex that fixes their relative coefficient by means of consistency
conditions; in the Maxwell-like framework, instead, the reducibility of the spectrum im-
plies that some relations among vertices containing different spins are partially possible.
Moreover, let us think about the spectrum of the possible full theory. We have mentioned
that the closure of a higher-spin algebra requires the introduction of an infinite tower of
spins, each taken once; this spectrum is encoded in the Vasiliev equations by means of a
set of generalized vielbeins and spin connections:
e
a1...as−1
µ , ω
a1...as−1.b1...bt
µ , t = 1, . . . s− 1 . (1.0.6)
However, if we were able to solve the condition relating the vielbeins to the connections4,
we would be able to write the Vasiliev equations in terms of an infinite tower of Fronsdal
fields:
physical content : ϕFronsdalµ1...µs ↔ one spin-s particle (1.0.7)
A natural expectation is that, if a full interacting theory of Maxwell-like fields existed,
then the closure of the associated algebra would require the introduction of an infinite
tower of Maxwell-like fields; but in this case, since the equations propagate a reducible
spectrum, the physical content of the theory would be richer. For instance, in the case
where only even-rank tensors were involved, we would have:
ϕM -L spin : 0
ϕM -Lµ1µ2 0 2
ϕM -Lµ1...µ4 0 2 4
ϕM -Lµ1...µ6 0 2 4 6
ϕM -Lµ1...µ8 0 2 4 6 8
...
(1.0.8)
Then, it is evident that this kind of spectrum does not match the Vasiliev one. So, the
study of interactions among Maxwell-like higher spins is also interesting as providing a
possible alternative class of models, not explored so far.
(4) The simplicity of the Maxwell-like Lagrangian emerges at the price of imposing a transver-
sality constraint on the gauge parameters: under the Abelian transformation of the fields
4These conditions are analogous to the torsion condition in GR, relating the spin connection to the vielbein.
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δϕ = ∂ the action is invariant only under the condition that the parameters be transverse:
∂ ·  = 0 , (1.0.9)
where ∂ is a shorthand for ∂(µ1µ1...µs−1). We shall see that, at the interacting level,
this constraint has to be properly deformed, the deformation itself, while emerging from
the request of algebraic consistency, possibly being ultimately related to the geometrical
structure of higher-spin interactions. Indeed, as a toy example, let us consider a theory
in which one of the fields is subject to a constraint ∂kϕ = 0 where ∂k represents a com-
bination of derivatives. Let us suppose that we want to couple the same field to gravity
or to the electromagnetic field: enforcing the minimal coupling the constraint should get
deformed to Dkϕ = 0 where D is the appropriate covariant derivative carrying the infor-
mation about the geometry. Although in this schematic example only the electromagnetic
and the gravitational interaction are involved, it is conceivable that the deformation of
the Maxwell-like constraint may similarly carry information about the underlying higher-
spin geometry. The possibility of this kind of deformation in the Fronsdal setting has not
been investigate so far, since the associated algebraic constraints (ϕ′′ = 0, ′ = 0) do not
need to get perturbative corrections to ensure the closure of the Noether procedure at the
cubic level on flat space.
These observations led us to think more carefully about the role of the constraints emerging
in the construction of the free theory. It has been shown that the algebraic constraints of the
Fronsdal formulation can be avoided allowing for the presence of compensator fields or of non-
local terms [56, 57]. Only after removing these constraints can the corresponding equations be
given a geometric interpretation, which again may signal that, when the constraints are kept,
it is their deformation that should bring in the same type of information. In order to be able
to address these issues systematically, we developed a formulation of the Noether procedure of
general applicability, where the deformation of possible conditions on the free gauge symmetry
is built in from the very beginning.
Results
Let us briefly review the original results presented in this work.
(1) We apply the Noether procedure to Maxwell-like higher spins. In contrast with the Fronsdal
case [58, 59], it seems that the algorithm cannot close even at the cubic level; the trouble
is due to some "anomalous" terms, that seem to obstruct the possibility that a solution
to the second equation of the system (1.0.5)5 exists:
δ0S1 + δ1S0 = ∂ · ∂ · ϕ C1(ϕ, ϕ) , (1.0.10)
5i.e the equation that fixes the cubic vertex
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where C1(ϕ, ϕ) is a given bilinear in the fields. As anticipated above, we show that
this problem can be overcome allowing for perturbative corrections of the transversality
constraint:
∂ ·  = 0 → ∂ · +O1(φ, ) +O2(φ2, ) + . . .Ok(φk, ) + · · · = 0 . (1.0.11)
Thus, our first result is to provide a generalised version of the Noether prcedure adapted
to gauge theories whose free parameters are subject to constraints. While our main
application refers to a specific example, that of Maxwell-like higher-spin theories, the
construction has general validity and should be interesting in its own right.
(2) Using this generalized Noether procedure, it is possible to close the cubic step of the
algorithm in the Maxwell-like case; in particular we get the most general vertex in the
case of reducible spectra as well as for irreducible ones. We show that the emerging
Lagrangians are simpler with respect to the ones we may get starting from the Fronsdal
setting. Moreover, we extract the first deformation to the gauge transformation, δ1 and
we demonstrate that the commutator of two transformations closes at the lowest order
in the coupling g; in addition we show in an explicit way that just the on-shell part6 is
relevant to ensure this closure.
(3) We compute the first deformation to the transversality constraint, necessary to ensure the
closure of the Noether procedure; we demonstrate that this deformation is mandatory
and it is not an artifact of the conventions used to perform the computations.
(4) We study in particular the simple case of the cubic interactions among three spin-two
Maxwell-like fields, corresponding to the first vertex for unimodular gravity [60]. In this
special case the deformation of the constraint would not be needed in principle, but one
can argue that it is required by geometry, with hindsight. In this sense, the role of
deformed gauge transformation appears to be deeper than just helping to keep algebraic
consistency.
(5) We show that a new class of vertices can be admitted; these vertices contain explicitly the
double-divergences of one of the fields, ∂ ·∂ ·ϕ, and can violate the Metsaev lower bound;
for instance, we can build vertices of the type s-s-2 containing just two derivatives in the
form:
LMetsaev−violating ∼ ∂ · ∂ · h ϕµ1...µsϕµ1...µs , (1.0.12)
where hµν is the Maxwell-like spin-two field.
6i.e. setting ∂ · ϕ = ϕ′ = 0.
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Plan
The work is made up of four main chapters together with three appendices.
In Chapter 2 we provide an overview on the main features of higher-spin theories at free
and interacting level. We review the group-theoretical definition of elementary particles in
Relativistic Field Theory and indicate how to recover the Lagrangians for free massless fields in
the formulation due to Fronsdal. We provide a somewhat streamlined critical discussion of some
of the main no-go theorems against the possibility of interacting theories involving higher spins,
such as the Weinberg theorem, trying to emphasize hypothesis and physical implications, while
also highlighting the main mechanisms explored so far to the goal of evading their negative
conclusions.
In Chapter 3 we discuss our methodology by means of a detailed illustration of the Noether
procedure. After a presentation of the general structure of the method, we show how to
implement it for the low-spin cases of Maxwell fields (spin 1) and gravitons (spin 2). In the
former case we show how to recover Yang-Mills theory by the mere requirement that a bunch
of Maxwell fields interact in a way that be consistent with their free, Abelian gauge symmetry.
In the latter case, starting from free massless spin-two particles, we find the Einstein-Hilbert
cubic vertex expanded around Minkowski space-time, together with the associated deformation
of the gauge transformation, observing that it gives rise to the Lie derivative. The geometrical
structure of the corresponding theories, such as the need for an underlying Lie algebra for
spin-one massless fields and diffeomorphism invariance for interacting gravitons emerge as an
outcome of the self-consistency procedure and need not be known in advance.
Chapter 4 collects our original results. We present the Maxwell-like formulation at the free
level and we apply to it the Noether procedure. We obtain the most general vertex together
with the associated deformation of the gauge transformation and of gauge algebra. We discuss
the required generalization of the Noether procedure to the case of theories with constrained
gauge symmetries and we compute the first deformation of the transversality constraint, needed
to ensure the closure of the cubic step of the algorithm. We discuss the explicit example of
a self-interacting rank-two Maxwell-like field (providing a bottom-up approach to Unimodular
Gravity) and the explicit example of the 3-2-1 case, useful to show the necessity for the defor-
mation of the constraint. Finally, we present a new class of couplings, containing particular
combinations of the divergences of the fields, that are naturally suggested in our generalized
Noether setting, and that was considered to be forbidden in previous treatments.
In Chapter 5 we present some open questions providing an outlook for possible future works
motivated by the results of this Thesis.
The notation used to simplify the description of higher spins at free and interacting level is
presented in detail in Appendix A.1 and A.2, respectively. In Appendix B we give a brief review
of Young tableaux, useful to encode the algebraic properties of the irreducible representations of
GL(D) and O(N) groups. In appendix C we collects some details of the computations needed
to show the need for the deformation of the transversality constraint in the case of the 3-2-1
vertex.
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Chapter 2
Higher-Spins and the problem of
interactions
2.1 Representations of the Lorentz group
Quantum Field Theory was born to merge Quantum Mechanics with Special Relativity. The
basic building blocks of a relativistic theory are required to transform in a well defined way
under Poincaré transformations. Before recalling the basic features of the representations of
the Poincaré group, let us briefly review some basic terminology.
A group is a set of elements satisfying the following rules under an operation G ×G → G called
product: 
∀g, h ∈ G gh ∈ G ,
∃1 : 1g = g1 = g ∀g ∈ G ,
∃g−1 : g−1g = gg−1 = 1 .
(2.1.1)
It is possible to represent an abstract element g of a given group G through a linear operator
T (g) acting on a vector space V : if the pair (G, V ) satisfies the following relation
T (g)T (g′) = T (gg′) ∀g g′ ∈ G , (2.1.2)
then the operators T (g) provide a representation of the group and the dimension of V is,
by definition, the dimension of the representation. It can happen that V allows for a linear
subspace V ′ such that
g|v′〉 ∈ V ′ ∀g ∈ G, ∀|v′〉 ∈ V ′ ,
i.e. the group mixes only the elements of the subspace. Thus this subspace is called invariant.
A representation is called irreducible (irrep) if V does not admit an invariant subspace . A
reducible representation can always be splitted as a sum of irreducible ones. For instance if we
consider the sum of two vectors describing the states of particles of spin 1/2, the resulting Hilbert
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space will contain two sets of states, corresponding to the spin-one and spin-zero irreducible
representations of the rotation group. We define elementary particles in a relativistic theory
as irreducible representations of the Poincaré Group. In the next sections we will review their
systematic classification, following Wigner [3].
2.1.1 Induced representation method
A general element g of the Poincaré group G can always be written in the following way:
g = exp(aµP
µ + 1
2
ωµνJ
µν) , (2.1.3)
where P µ (generators of the translations) and Jµν (generators of boosts and rotations) form
the Poincaré algebra. They satisfy the following set of commutation rules:
[P µ, P ν ] = 0 ,
[P µ, Jνρ] = ηµνP ρ − ηµρP ν ,
[Jµν , Jρσ] = ηµσJνρ + ηνρJµσ − ηµρJνσ − ηνσJµρ .
(2.1.4)
Using these rules, it is not too difficult to see that PµP
µ = P 2 is an operator that commutes
with all generators of the Poincaré algebra and a fortiori with all the elements of the group;
an operator satisfying this property is called a Casimir operator.
The first step is to organize the Hilbert space according to the eigenvalues of P 2. For each
of its eigenvalues we choose a "standard" momentum pµ, i.e. a representative in the class of
momenta squaring to that number, and study the irreducible representations of the subgroup of
G that keeps this reference momentum unchanged: this group is called Wigner Little Group or
stability group of the given pµ. The general idea is that the full representation corresponding
to that eigenvalue of P 2 can be obtained in any other frame by performing the appropriate
Lorentz transformation1.
For example, for a representation such that P 2 = m2 > 0, corresponding to a massive
particle in D space-time dimensions, it is customary to choose as reference momentum pµ =
(m, 0, . . . , 0). Its stability group corresponds to the spatial rotations, O(D − 1), whose irreps
correspond to particles of integer and half-integer spins.
For massless particles P 2 = 0, a convenient choice of the standard momentum is pµ =
(E,E,
D−2︷ ︸︸ ︷
0, . . . , 0). In this case, the Little Group is more complex and corresponds to ISO(D−2)2;
this group is not compact and so its faithful3 unitary irreps are infinite-dimensional4. We will not
1Here we provide only a heuristic explanation of the method; for a rigorous discussion see e.g.[61].
2The group comprises the rotations in D − 2 spacetime dimensions together with translation generators,
thence the I in front of SO(D − 2).
3i.e. such that all generators act in a non-trivial way.
4In this sense, a "typical" massless particle is described in principle by a representations with an infinite
number of components, called ∞-spin representations. However, these are usually discarded, due to technical
difficulties in including them in QFT [62, 63]. See anyway [64, 65]
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consider this possibility. In order to recover massless, finite-spin (helicity) representations and
thus provide a group-theoretic characterization of the photon two polarizations, for instance, we
have to resort to unfaithful representations, trivializing in particular the action of the translation
generators of ISO(D−2). In this way, we restrict to the maximal compact subgroup contained
in ISO(D − 2), i.e. O(D − 2)5. Among the irreps of O(D − 2) we are interested in particular
in the bosonic representations described by symmetric and traceless tensors [61]:
Ti1...is : Ti1...is =
1
s!
T(i1...is) , T
k
ki3...is=0
, ij = 2, . . . , D − 1 , ∀s ∈ N . (2.1.5)
In general, irreps of O(n) are described by tensors with "mixed symmetry" [61]. Symmetric
tensors suffice for n = 3, i.e. for massive and massless particles in D ≤ 4 and for massless
particles in D = 5. In (2.1.5) one reads the independent components that characterize a generic
massless particles. In order to provide a covariant description of the same representation, we
would like to promote Ti1...is to a full covariant tensor Tµ1...µs . However, the latter has too many
components and we must describe how to systematically exclude the unphysical ones.
2.1.2 The Fierz system
As just observed, for a fixed momentum pµ = (E,E, 0, . . . , 0), the irreducible representations
of the Little Group are given by symmetric and traceless tensors of O(D − 2):
ϕ(pµ)i1...is ik = 1, . . . D − 2 .
Now, our goal is to embed these tensors into Lorentz-covariant ones. First of all, we embed
ϕi1...is into a symmetric and traceless rank-s covariant tensor:
ϕα1...αs ,
1
s!
ϕ(α1...αs) = ϕα1...αs ,
ϕββα3...αs = 0 ,
αk = 0, . . . D − 1 , (2.1.6)
satisfying the massless condition
ϕµ1...µs = p
2ϕµ1...µs = 0 . (2.1.7)
To exclude the additional components, we need to impose some conditions on this tensor; to
analyze these constraints it is convenient to work in the so-called light-cone coordinates (in the
5In the frame defined by the standard momentum pµ = (E,E, 0, . . . , 0) a vector irrep of O(D − 2) is of
the form Ai = (0, 0, A2, . . . , AD−2). However, acting with the translation generators of ISO(D − 2) brings in
components along the non-vanishing direction of Pµ. The statement that the new vector is physically equivalent
to the old one can be seen as the group-theoretical origin of gauge invariance.
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mostly plus signature):
x± =
1√
2
(x0 ± x1) → ηˆµν =
[[
0 −1
−1 0
]
0
0 I
]
. (2.1.8)
In these coordinates the scalar product between two vectors assumes the following form:
AµBµ = −A+B− − A−B+ + AiBi , i = 2, . . . , D − 1 , (2.1.9)
while rising and lowering indices exchange + and −:
A+ = −A− , A− = −A+ . (2.1.10)
In particular, the representative momentum pµ takes the following form:
pˆµ =
√
2(p+, 0︸︷︷︸
p
−
, 0, . . . , 0︸ ︷︷ ︸
D−2
) . (2.1.11)
As a consequence, if one imposes
∂νϕνµ2...µσ = 0 → p+ϕ−µ2...µs = 0 → ϕ+µ2...µs = 0 . (2.1.12)
and the leftover components would be ϕA1...As where Ai takes values in {−, 2, . . . , D − 1}.
Together with tracelessness, transversality we have exhausts all linear covariant constraints
that we can impose, whereas we still have to dispose of the components of ϕ containing "−"
indices. One meets this issue already in electromagnetism where the Lorentz condition ∂ ·A = 0
allows to remove only the A+ component. In that case, however, the equations of motions are
invariant under transformations of the form δAµ = ∂µΛ. It is due to this freedom that one can
dispose of A−, fixing a gauge such that A− + p−Λ = 0.
It is possible to show that the requirement of gauge invariance extends to all spins. Indeed, as
already mentioned, it can be shown that the action of the translations in ISO(D − 2) has the
following effect:
ϕµ1...µs → ϕµ1...µs + p(µ1µ2...µs−1) , (2.1.13)
where µ2...µs−1 is an arbitrary rank-(s-1) tensor; so, trivializing the translations corresponds to
identifying some field configurations as follows:
ϕµ1...µs ∼ ϕµ1...µs + p(µ1µ2...µs−1) , (2.1.14)
which is tantamount to the requirement that the theory has to be invariant under the following
transformation:
δϕµ1...µs = ∂(µ1µ2...µs) . (2.1.15)
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Consistency with (2.1.6) and (2.1.7) in its turn implies:
δ(ϕµ1...µs) = ∂(µ1µ2...µs) = 0 → µ1...µs−1 = 0 ,
δ(∂ · ϕµ1...µs) = µ1...µs−1 + (s− 1)∂(µ1∂ · µ2...µs−1) = 0 → ∂ · µ1...µs−1 = 0 ,
δ(ϕννµ1...µs−2) = 2∂ · µ1...µs−2 + ∂(µ1ααµ2...µs−2) = 0 → ααµ1...µs−3 = 0 .
(2.1.16)
Together these conditions, we can use the gauge invariance (2.1.15) to set to zero the additional
components of ϕ exploiting:
δ(ϕ−,...,−,...,µs−1) = n−p−−,...,−,...µs−1 . (2.1.17)
As a result, the only non-vanishing independent components of ϕ are ϕi1...is with ij = 2 . . . D−1
as required for an irrep of O(D − 2). Finally, we have shown that a symmetric Lorentz tensor
describes a massless particle with helicity s if it satisfies the following conditions, that we shall
refer to as the Fierz system:
ϕµ1...µs = 0 ,
∂ · ϕµ1...µs−1 = 0 ,
ϕααµ2...µs = 0 ,
δϕµ1...µs = ∂(µ1µ2...µs) ,

µ1...µs−1 = 0 ,
∂ · µ1...µs−2 = 0 ,
ααµ1...µs−3 = 0 .
(2.1.18)
2.1.3 Going off-shell: The Fronsdal Lagrangian
In the previous section we discussed the Fierz system that provides the conditions for the
covariant description of massless particles of arbitrary spin. Now we would like to obtain a
Lagrangian whose equations of motion imply (2.1.18).
A systematic procedure to this effect will be presented in Section 4.1.1 when discussing the
Maxwell-like description of higher spins. Here we shall limit ourselves to a sketch of the solution
found by Fronsdal in its seminal paper [8].
As a starting point we take the Fronsdal equations of motion,6
F = ϕ− ∂∂ · ϕ+ ∂2ϕ′ = 0 , (2.1.19)
where ϕ is a rank-s doubly-traceless (i.e. ϕ′′ = 0) symmetric tensor; this equation is invariant
under the following gauge transformation:
δϕ = ∂ , ′ = 0 , (2.1.20)
where the parameter is subject to the algebraic tracelessness condition. Thanks to this gauge
invariance, we can make an appropriate gauge fixing, setting ∂ · ϕ = 0 , ϕ′ = 0: in this
way F = 0 → ϕ = 0, thus recovering the Fierz system7. This proves that F is a correct
6In this section we use the notation described in Appendix A.1.
7To be precise, in order to achieve both transversality and tracelessness one has to make also use of the
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kinetic tensor for massless particles of arbitrary spin. However, the equations (2.1.19) are not
Lagrangian as they stand. Indeed, one could think that a natural choice for the Lagrangian
could be L ∼ ϕF ; however, the differential operator defining F is not self-adjoint and so
this ansatz would not build a gauge-invariant scalar and thus would not lead to the Fronsdal
equations. The correct solution is:
L = 1
2
[
ϕF − s(s− 1)
4
ϕ′F ′
]
, (2.1.21)
whose equations of motion read
G = F − 1
2
ηF ′ = 0 . (2.1.22)
We recognize in G an Einstein-tensor-like structure. It is important to notice that
ϕ ′′ = 0 −→ F ′′ = 0 , (2.1.23)
so that taking the trace of G = 0 we directly get F ′ = 0, thus showing that (2.1.22) implies
the Fronsdal equation F = 0. What we found is in complete analogy with the case of the
gravitational field, where the condition of vanishing Ricci tensor, Rµν = 0, is a consequence of
the full Einstein-Hilbert equations Rµν − 12gµνR = 08.
2.2 The problem of higher-spin interactions
Irreducible representations of the Poincaré group describe particles with arbitrarily high spin;
although as far as the basic principle of Relativistic Quantum field Theories are concerned,
higher spins and lower ones (s = 0, 1, 2) may have the same physical relevance, our experience
shows that Nature seems to prefer interactions mediated by lower spins only.
In order to try and understand the reasons behind this apparent selection rule we need to
go beyond the free level and study interactions. As a matter of fact, across the decades a lot of
no-go theorems have been formulated, pointing to an inconsistency between our world and the
existence of processes involving massless higher spins9. In this section we want to review some
of the main arguments.
equations of motion (2.1.19). In this sense the so-called “transverse-traceless gauge” cannot be reached just by
exploiting the gauge symmetry.
8For s = 2, D = 2 Gµν = 0 does not imply R = 0. In that case the system possesses an additional gauge
symmetry under Weyl rescalings allowing to remove R as the result of a gauge fixing. The generalization of
this phenomenon to all spins has been studied in [66].
9Massive higher spin particles are harder to exclude in general, and in fact they do appear in physical
processes as hadronic resonances, for instance. However, when it comes to constructing interacting theories for
elementary massive fields that should hold at all energies, then it is found that the corresponding difficulties
are not obviously milder than for massless fields.
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2.2.1 S-matrix arguments
While the higher-spin interactions problem is usually meant as an issue concerning the con-
struction of consistent equations of motion and Lagrangians, troubles with higher spins are
visible already in the S-matrix language, involving only physically observable quantities. Two
examples are the Weinberg theorem [10] and the Coleman-Mandula theorem [11].
Weinberg theorem (1964)
The former rests on the analysis of a general scattering process, focusing on the possible emis-
sion of a soft (i.e. with momentum pµ → 0) massless particle of arbitrary spin s. In particular,
let us consider a scattering process
|αin〉 → |βout〉 ,
where |αin〉 is the initial state involving some particles and |βout〉 is the final one, involving a new
set of particles; we can schematically represent all contributions to the scattering amplitude in
the following way:
|α1〉 , s1
|α2〉 , s2
|αk〉 , sk |β1〉 , s1
|βi〉 , si
|βN 〉 , sN
Now let us consider the following new process:
|αin〉 → |βout〉+ |pµ, s〉 ,
where |pµ, s〉 is a massless particle of spin s and momentum pµ. The contributions to the am-
plitude are of two types:
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|α1〉 , s1
|α2〉 , s2
|αk〉 , sk |β1〉 , s1
|βi〉 , si
|βN 〉 , sN
pµ , s
|α1〉 , s1
|α2〉 , s2
|αk〉 , sk |β1〉 , s1
|βi〉 , si
|βN 〉 , sN
pµ , s
in the first contribution, the massless particle is emitted by an internal line, while in the second
one, the same particle is emitted by an external leg instead. In the soft limit pµ → 0, the first
contribution is sub-leading and we can neglect it. Let us denote with A(αin, βout) the amplitude
corresponding to the initial process and A(αin, βout, p, ) the amplitude corresponding to the
process including the soft-particle emission. It is useful to write the amplitude in such way to
make explicit the dependence by the polarization of the emitted soft particle:
A(αin, βout, p, ) =
∑
i
µ1...µsAµ1...µsi (αin, βout, p) , (2.2.1)
where µ1...µs denotes the polarization of the state |p, s〉 and i labels the legs that "emits" the
soft particle.
Now, to simplify the argument, let us consider an explicit case where the soft particle is a
photon and the i-th external leg carries the quantum numbers of a spin-zero particle: we can
observe that when we add the soft-particle leg to the diagram we have to take into account
three new elements with respect to the initial diagram:
• a new propagator carrying a momentum pµ + qµi with qi momentum of the scalar particle;
• the polarization of the external spin-one particle, µ;
• the contribution of the new vertex: since the amplitude is invariant under Lorentz trans-
formations, the contribution of the vertex must posses Lorentz indices to be contracted
with ; since qµi and p
µ are the unique available vectors, we can represent this contribution
as:
Γµ(p2, q2i , p · q) = pµG(p2, q2, p · qi) + qµi F (p2, q2, p · q) , (2.2.2)
where G and F are functions depending on the model.
The unique way to add this three elements consistently is
Ai(αin, βout, p, ) =
pµG(p2, q2i , p · qi) + qµi F (p2, q2i , p · qi)
(p+ qi)
2 −m2 µA(αin, βout) , (2.2.3)
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where m is the mass of the scalar. Since the external states are taken on-shell, we have p2 = 0
and q2i = m
2, so that the denominator of the propagator reduces to 2p · qi. Now, let us take the
soft limit: in this case the contribution proportional to pµ is suppressed and we can neglect it;
moreover, we can make the substitution F (0,m2, p · q)→ F (0,m2, 0), assuming that F behaves
well in the soft limit; usually this limit is taken in such a way F (0,m2, 0) = g(1)i , where g
(1)
i is
the coupling constant of the interaction, and finally we get that in the soft limit the amplitude
factorizes as follows:
Ai(αin, βout, p, ) p→0−−→ g(1)i
qµ
2p · qi
µA(αin, βout) , (2.2.4)
It can be shown that the same factorization holds independently from the quantum numbers
of the particle represented by the i-th leg; in contrast, when we consider an arbitrary spin s for
the soft particle, we get the leading order contribution if the polarization µ1...µs contracts only
external momenta. Thus, the general factorization rule reads:
Ai(αin, βoutp, ) p→0−−→
∑
i
g
(s)
i
qµi . . . q
µs
i
2p · qi
µ1...µs A(αin, βout). (2.2.5)
Le us observe that in the S-matrix language, the polarization µ1...µs is the avatar of the field ϕ
and then it should belong to a massless representation of the Poincaré group; as we have seen
in Section 2.1.18, the action of the Poincaré group in this case turns on some longitudinal com-
ponents (2.1.13). In the same way, the polarization is not a true tensor, because in transforms
as:
µ1...µs → µ1...µs + p(µ1ξµ2...µs) . (2.2.6)
In the Lagrangian description the longitudinal components are made irrelevant thanks to gauge
invariance, that identifies configurations that differ in these spurious components; in contrast,
in the S-matrix language we cannot use an analogous argument and under Poincaré transfor-
mations the amplitude transforms as follows:∑
i
µ1...µsAµ1...µsi (αin, βout, p) →
∑
i
{µ1...µs + p(µ1ξµ2...µs)}Aµ1...µsi (αin, βout, p) . (2.2.7)
This statement corresponds to the effect of the gauge transformation of the massless particle
in the S-matrix language. Of course, a natural physical requirement is that all the amplitudes
are scalars under Poincaré transformations and so we need to impose a new condition: since ξ
is arbitrary, we get the following condition∑
i
pµ1Aµ1...µsi (αin, βout, p) = 0 ∀p , (2.2.8)
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Comparing (2.2.8) with (2.2.5), we obtain the following constraint:
N∑
i=1
g
(s)
i q
µ1
i . . . q
µs−1
i = 0 , (2.2.9)
where the sum runs on the N external legs carrying momentum qi and g
(s)
i is the coupling
constant associated to the putative si − si − s cubic vertex. This relation leads to different
results depending on the value of the spin s of the emitted soft particle:
• s=1 We are considering the emission of a particle with the quantum numbers of a soft
photon; (2.2.9) reads
∑N
i=1 g
(s)
i = 0, i.e. we get the charge conservation law.
• s=2 In this case the process is equivalent to the emission of a soft graviton and (2.2.9)
assumes the form
∑N
i=1 g
(s)
i q
µ
i = 0; considering also momentum conservation,
∑
qµi = 0,
one finds that non-trivial solutions exist only if
g
(s)
i = κ ∀i , (2.2.10)
i.e. all particles must couple to the "graviton" with the same coupling constant. This
is the S-matrix formulation of the equivalence principle, sometimes also referred to as
Weinberg’s equivalence principle.
• Finally, let us consider the case s > 2: reminding that we have to take into account the
conservation of the momentum, (2.2.9) does not admit solutions except g(s)i = 0
10: then
the Weinberg theorem forbids all possible low-energy interactions of the type si − si − s
with s > 2. An equivalent statement is that long-range forces cannot be mediated by
massless particles with spin s > 2.
Notice that in itself Weinberg’s result does not forbid massless higher spins altogether, rather it
can be interpreted as a statement on their couplings, that should be such that they all vanish in
the soft limit. This statement will have a clear counterpart in the general findings concerning
higher-spin cubic vertices in flat space-time (see Section 2.3.2) and will be partly challenged by
our results of Section 4.
Coleman-Mandula theorem (1967)
The Coleman-Mandula theorem [11] focuses on the study of the possible symmetry that the
S-matrix can posses. Let us assume that the underlying theory is such that the following
hypothesis are satisfied:
(1) below any mass M>0, there are only finite number of particle types,
10A second solution can be admitted: the outgoing momenta are permutations of the incoming ones, but this
process is trivial.
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(2) any two-particle state undergoes some reaction at almost all energies and angles,
(3) the amplitudes for elastic two body scatterings are analytic functions of scattering angle
at almost all energies,
then the only possible continuos symmetries that can act non trivially11 on the S-matrix are
those generated by Poincaré group generators, Pµ and Mµν , plus some internal symmetry
group G (where G is a semi-simple group times abelian factors, for instance G = SU(N)) that
commutes with them:
[G,Pµ] = [G,Mµν ] = 0. (2.2.11)
In other words, the symmetry group of the S-matrix is Poincaré group⊗ internal symmetry.
The Coleman-Mandula (CM) theorem takes into account just commutation rules among the
generators. In this sense we can widen the hypothesis of the theorem, obtaining an extension
thereof introducing the possibility of anti-commutation rules. This option has been studied by
Haag, Lopuszanski and Sohnius (HLS) [67] who demonstrated that the S-matrix can enjoy a
bigger symmetry group, given by Super-Poincare group⊗ internal symmetry. We do not pro-
vide the details of the proof, that are quite technical and go beyond the goals of this section.
Let us comment on the physical implications of the theorem, from our perspective. The CM-
HLS theorems essentially rule out from a relativistic S-matrix the possibility of symmetries
whose generators possess Lorentz indices, Tµ1...µs
12. Thus, they effectively imply the impossi-
bility of interacting theories based on some higher-spin gauge symmetry, whose global remnant
should in principle involve generators of the forbidden form. However, the actual conclusion is
not so sharp, and there may be possibilities to evade the theorem.
The first possibility is to relax hypothesis (1), and build up a theory whose spectrum contains
an infinte number of massless particles. Indeed, it is known that in space-time dimensionD ≥ 4,
the closure of known higher-spin algebras requires the presence of infinitely-many particles with
arbitrarily high spin! A second way to evade the theorem is more subtle. The theorem restricts
the structures of the symmetry group acting non trivially on asymptotic states. However, noth-
ing is said about possible non-trivial realizations of some symmetries in the bulk that can be
consistent with the requirements on the asymptotic states. Moreover, it is still possible that the
asymptotic properties of the S-matrix symmetry arise due to some non-perturbative dynamical
effect in the bulk; for instance, in QCD the confinement mechanism obstructs the observation
of asymptotic states in non-trivial representations of the color algebra and, in this sense, the
color group acts on the S-matrix as the identity, even if we know that the bulk dynamics is very
rich. In this sense, at least at a speculative level, it is conceivable that similar non-perturbative
11We can allow for a symmetry acting trivially on the S-matrix, i.e. all the members of the group are mapped
in the identity.
12 In fact, for this reason, these operators cannot commute with the (Super)-Poincaré generators. Heuristically,
the commutators of T with the Poincaré generators provides essentially the information about how T behaves
under Poincaré transformation; but, since T posses Lorentz indices, we expect that it transforms in a non trivial
way, as a covariant tensor.
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effects may occur in other non-abelian theories, such as a hypothetical higher-spin gauge theory.
Finally, let us mention that one can easily consider frameworks where the S-matrix is not
defined, typically whenever we consider interacting theories on backgrounds different from the
usual Minkowski space as, for instance, is the case of Anti-de Sitter space. In these cases it is not
possible to apply directly the S-matrix arguments, and indeed, with qualifications, AdS space
appears to be the appropriate arena where testing and studying higher-spin gauge theories.
2.2.2 Aragone-Deser: troubles with minimal coupling
Let use briefly consider the example of supergravity.
(Simple) Supergravity rests on a geometrical basis, as it implements consistent interactions
between massless gravitons (s = 2) and gravitinos (s = 3/2) by enforcing local supersymmetry.
However, this is not the way it was discovered first. The original goal of [14] was to study
the possibility of coupling the Rarita-Schwinger (RS) field, corresponding to a massless spin-
3/2 particle described by a spinor-tensor ψµ, with gravity, according to the minimal coupling
prescription. Thus, starting form the free Lagrangian for the RS field [68],
L3/2 = −iψ¯µ[Sµ −
1
2
γµ/S] , S = /∂ψµ − ∂µψ , (2.2.12)
invariant under the following gauge transformations:
δψµ = ∂µ , (2.2.13)
where  is a spinor parameter, one would introduce the gravitational interaction via minimal
substitution:
Sµ(ψ, ∂ψ)→ S(ψ,∇ψ) , δψµ = ∇µ , (2.2.14)
where the covariant derivative is the usual one defined via the spin connection. However,
consistency of the theory requires the total Lagrangian to be invariant under the modified
gauge transformation of the spinor tensor13. Computing the variation of the covariantized RS
Lagrangian leads to:
δLcov3/2 ∼
√−g{Rµν −
1
2
gµνR}¯γµψν , (2.2.15)
and then, due to the appearance of the equations of motion of the graviton we can infer that
the total Lagrangian will be invariant if simultaneously to (2.2.14) also the metric transforms
as follows:
δ g
µν ∼ ¯γµψν , (2.2.16)
13Diffeomorphism-invariance of course holds by construction.
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thus effectively discovering local supersymmetry by only requiring that the interactions be
consistent with the free gauge symmetry of ψµ.
We can think that the same procedure may work also for higher spins, and the simplest
try is the minimal gravitational coupling of a massless spin 5/2 particle, described by the
spinor-tensor ψµν . Without going into details, let us just mention that the correspondent free
Lagrangian is invariant under the following gauge transformation:
δψµν = ∂(µν) , (2.2.17)
where ν is a γ-traceless spinor-vector. Implementing minimal coupling to gravity it gets de-
formed to δψµν = ∇(µν). However, if we compute the variation of the covariantized free
Lagrangian under the new gauge transformation, we get:
δLcov5/2 ∼ (i¯γνψαβRµανβ + h.c) . (2.2.18)
In this case, it is not possible in any way to isolate the equations of motion for the metric
and then there are no possibilities to compensate the full variation of the fermionic sector
with an appropriate variation of gµν . More in detail, the Riemann tensor appearing in (2.2.18)
can, of course, be decomposed in terms of the Ricci tensor Rµν and the Weyl tensor Wµνρσ;
contributions from the former in (2.2.18), being proportional to the equations of motion, can
be canceled out by means of a suitable gauge transformation of the metric. Moreover, it is
shown in [14] that this term cannot be compensated adding to the Lagrangian a non-minimal
gravitational coupling and regular in the neighborhood of flat space, i.e. taking a vanishing
cosmological constant. It is the presence of the Weyl tensor that is impossible to compensate
deforming δgµν , thus making "hypergravity" apparently impossible.
We can generalize this argument to arbitrary spin s: in general the variation of the covari-
antized free Lagrangian will always contain terms of the form14
δL ∼ (W∂ϕ+ ∂Wϕ) , (2.2.19)
where  is the parameter, ϕ the spin-s field andW is the Weyl tensor, that contains the off-shell
components of the Riemann tensor. Due to this general argument it was long considered the
possibility of minimal gravitational coupling for particles with spin s ≥ 5/2 to be impossible15.
From this vantage point, the "magic" of supergravity can be traced to the fact that in (2.2.15)
the Weyl tensor is not present, due to algebraic spinorial identities that hold only for s = 3/2.
14We stress again the fact that this variation cannot be compensated adding to the Lagrangian a non-minimal
coupling in absence of cosmological constant Λ 6= 0.
15The Weyl tensorWµανβ identically vanishes in D = 3, so that the coupling between gravity and higher spins
is possible; in particular, also the coupling with ψµν is allowed: we get the so-called Hypergravity [69, 70, 71].
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2.2.3 The Weinberg-Witten-Porrati no-go theorem
We have seen that the Aragone-Deser argument forbids the possibility of minimal gravitational
coupling for higher spins, at least as long as the gravitational field is viewed as a fluctuation
over Minkowski space-time. In this section we want to present another typical argument in
this sense, the Weinberg-Witten-Porrati (WW) theorem [12, 13], that is used together with the
Weinberg theorem to exclude the possibility of interaction of higher spins with matter coupling
minimally to gravity. Let us assume that we would like to couple a given massless spin-s particle
minimally to gravity, covariantizing the free Lagrangian:
L(ϕ, ∂, ηµν) → Lcov(ϕ,∇, gµν) . (2.2.20)
Now, let us expand the metric around flat space, gµν = ηµν + hµν ; as consequence, we can
expand the Lagrangian in powers of the fluctuation, in such a way to read the cubic coupling,
the quartic one and so on:∫
Lcov(ϕ,∇, gµν) →
∫
L(ϕ, ∂, ηµν) +
∫
δL(ϕ,∇, gµν)
δgµν
∣∣∣∣
g=η
hµν + . . . . (2.2.21)
In the r.h.s we recognize that the functional derivative corresponds to the usual definition of
energy-momentum tensor and thus minimal coupling implies that gravity couples to matter, at
the cubic level, via its energy-momentum tensor:
L = L(ϕ2) + L2(h2) + T µν(ϕ2, ∂2)hµν + higher-vertices , (2.2.22)
where we stressed that the energy-momentum tensor T µν is quadratic in the fields and contains
just two derivatives, while L2 is the linearized Einstein-Hilbert action. The WW theorem
focuses on the properties of T µν for particles with arbitrary spin. In particular the theorem
states that it is impossible to build an energy-momentum tensor that is at the same time gauge
invariant and Lorentz covariant for s ≥ 2. Indeed, let us consider the matrix element:
〈p+ q = p′, s|T µν |p, s〉 , (2.2.23)
representing the scattering of a spin-s particle, with initial momentum p and final momentum
p + q, by gravity. In the soft limit (the momentum exchanged with the graviton, q, goes to
zero), it can be shown that this matrix element is fixed by the Weinberg’s equivalence principle:
lim
q→0
〈p+ q = p′, s|T µν |p, s〉 = pµpν , (2.2.24)
i.e. the matrix element is non-vanishing. Since the graviton is taken off-shell and its momentum
qµ is space-like, it is possible to choose an appropriate reference frame where:
pµ = (|p|/2,p/2) , pµ + qµ = (|p|/2,−p/2) , qµ = (0,−p) . (2.2.25)
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In this frame the effect of a spatial rotation around the q direction on the states is
R(θ)|p, s〉 = e±isθ , R(θ)|p+ q, s〉 = e∓isθ , (2.2.26)
where θ is the rotation angle. At the same time, if T µν is a Lorentz tensor, it decomposes in
spherical tensors under rotations, Tj,m with j = 0, 1, 2 and m taking value in −j, . . . , j, whose
transformation rules under the action of R(θ) are:
R†(θ)Tj,mR(θ) = e
iθm . (2.2.27)
Using together (2.2.27) and (2.2.26), we get the following constraint:
〈p′, s|T µν |p, s〉 = 〈p′, s|R†RT µν R†R|p, s〉 = eiθ(m±2s)〈p′, s|T µν |p, s〉 ∀ θ , (2.2.28)
and so it is evident that, if s > 1, the matrix element do vanish, in contrast with the initial
assumption. The mistake consists in assuming the Lorentz-covariance of the energy momentum
tensor that implies the previous decomposition. In particular, the fact that T µν cannot be
Lorentz-covariant is related to the the fact that T µν cannot be gauge-invariant for particles
with spin s > 2, for the reasons we have seen in Section 216.
Let us observe that the WW theorem just forbids minimal gravitational couplings, but still
allows for non-minimal couplings. However, a strong obstruction emerges if we try to reconcile
the Weinberg theorem with the WW one: let us suppose that we have a spin s with s ≥ 3 and
let us suppose that it interacts with the low-spin sector that couples minimally to gravity. As
consequence of the Weinberg’s equivalence principle, the spin-s particle must couple minimally
to gravity at low energies; but minimal coupling, as we have observed, needs for the existence of
a Lorentz-covariant energy-momentum tensor, but this is forbids by the WW theorem. Thus,
the two theorems together forbid all possible low-energy couplings for higher-spin particles.
2.3 Positive solutions
In the previous sections we observed that various no-go theorems seem to rule out the possibility
to build up an interacting theory involving higher spins. At any rate, some mechanisms that can
help us evade the various no-go theorems can be envisaged also thinking to our experience in
the low-spin Field Theory. Let us consider the phenomenon of spontaneous symmetry breaking:
in this case part of the spectrum of the theory may acquire a mass and the symmetry is realized
in a non-linear way; if a similar breaking may occur for the possible higher-spin symmetry, this
would allow to evade the no-go results that we have presented up to now:
• if the higher-spin sector acquires a mass as a consequence of symmetry breaking, then
higher-derivative and non-minimal interactions are consistent with the Weinberg theorem
16 Actually a gauge-invariant and covariant Tµν is forbidden also for s=2: in fact, the Einstein-Hilbert action
is not the covariantization of the Fierz-Pauli Lagrangian, and gravitons do not self-couple minimally via their
energy-momentum tensor.
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(together with the Witten-Weinberg one) since their validity cannot be extended to low-
energy regimes, where the fundamental degrees of freedom are now massive states.
• Let us assume that the non-exact realization of the symmetry is such that the asymptotic
higher-spin states are singlets of the symmetry group, and then the generators act in a
trivial way on them. Thus, the associated higher-spin symmetry would act trivially on
the S-matrix, consistently with the hypothesis of the Coleman-Mandula theorem.
Still, we would need a higher-spin theory where the HS symmetry is realized exactly and that
describes the massless degrees of freedom at high energies. Up to now, the most successful
attempt in this direction appears to be the Vasiliev theory [27, 28, 29, 30]. The fundamental
degrees of freedom in that setting are encoded in a set of one forms, generalizing the vielbein
and spin connection of the Cartan formulation of General Relativity:
e
a1...as−1
µ , ω
a1...as−1.b1...bt
µ , t = 1, . . . s− 1 , (2.3.1)
taking value in an appropriate higher-spin algebra hs [72, 73]. This algebra contains the algebra
of isometries of AdS, so(D − 1, 2), and admits an extension to color algebra su(N), if we
decorates the tensors in (2.3.1) with Chan-Paton factors. Thus, it can be shown that it is
possible to truncate the algebra hs in such a way to recover the usual low-spin theories on
AdS. If we do not truncate the algebra, the Vasiliev theory provides a set of equations of
motion describing interactions among an infinite tower of massless particles with arbitrary
spin17. Vasiliev equations seem to require a non-vanishing cosmological constant. Despite its
unquestionable merits, Vasiliev’s construction still suffers for a few difficulties whose solution
does not appear to be easily within reach. To begin with, Lagrangian whose equations of motion
are represented by the Vasiliev ones has not yet been found: this represents a problem when
we try to quantize the theory, since the usual quantization methods, such us the Fadeev-Popov
one, cannot be applied. Some efforts have been spent to extract information about the cubic
vertices that should be contained in a hypothetical Lagrangian avatar; addressing this issue,
some troubles have emerged, such as the apparent need for field redefinitions that may produce
some divergent coefficients [40].
This sketchy overview of Vasiliev’s theory plays the role of motivating alternative efforts
aiming to investigate the structure of higher-spin interactions, such as those that we present in
this thesis. Our results can be considered as continuations of attempts that predated Vasiliev’s
construction. We shall briefly review them in the next sections.
2.3.1 Fradkin-Vasiliev solution
As we saw for the Supergravity case, when constructing interaction vertices of a gauge theory
the essential requirement is that the free gauge symmetry be not spoiled by the addition of
cubic and higher order vertices: it may be either kept in its original form or deformed to some
17The theory contain also a massive scalar.
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non-Abelian version, but it is crucial that the number of independent gauge symmetries be
unchanged, so as to avoid the propagation of ghost-like polarizations. The general method to
accomplish this task is the Noether procedure, that we will present in Section 3.1.2.
The systematic construction of consistent cubic vertices should shed some light on the
property of a fully interacting higher spin theory, in particular about how one can bypass the
various no-go theorems. The Fradkin and Vasiliev solution provided the first successful instance
in this respect, and made manifest a number of crucial features of higher-spin interactions, that
we would like to outline in what follows.
As we saw, the Aragone-Deser argument seems to forbid gravitational minimal coupling for
massless higher spins. The argument states that if we try to covariantize the free Lagrangian of
a spin-s field ϕ in absence of cosmological constant, Λ = 0, its gauge variation takes the form:
δSΛ=0cov ∼
∫
Wµνρσ ×Aµνρσ(g,∇, ϕ, ) , (2.3.2)
where the "anomalous" term A contain only one covariant derivative; we call it anomalous
because it looks impossible to cancel it out with an appropriate choice of non-miniamal coun-
terterms containing just two derivatives, i.e. terms of this form:
S˜Λ=0 =
∫
WµνρσBµνρσ(g, ϕ2) . (2.3.3)
However, Fradkin and Vasiliev found out that a (perturbative) mechanism of cancellation exists
if we consider an AdS background [25, 26]. Let us consider the free Lagrangian for massless
spin-s fields on AdS background:
LΛ = 1
2
ϕGΛ = 1
2
ϕ(FΛ − 1
2
gF ′Λ) , FΛ = F − 1
L2
{
(3−D − s)(2− s)− sϕ+ 2gAdSϕ′
}
,
(2.3.4)
where F is obtained by the covariantization of the usual Fronsdal tensor on flat space and
L is the AdS-radius. We would like to construct the cubic coupling of the field ϕ with the
fluctuation of the metric on the AdS background, gµν = g
AdS
µν + hµν . The result of Fradkin and
Vasiliev shows that the anomalous term in (2.3.2) can be canceled out if, together with the
two-derivative vertex, we consider an entire tail of higher-derivative vertices:
S˜Λ ∼ Ln−2
2s−2∑
n=2
∫
W(h)µνρσBµνρσ(∇n−2AdS, ϕ2) , (2.3.5)
where W(h) is the linearized Weyl tensor around AdS background and each tensor B contains
n − 2 AdS-covariant derivatives. The Fradkin-Vasiliev mechanism brings about a number of
important lessons. Let us comment on two of them:
• We can observe that in an AdS background every term in a vertex, with a given number of
derivatives, can be linked to lower derivative couplings exploiting the non-commutativity
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of the AdS-covariant derivatives; in fact:
[∇µ,∇ν ]Vρ = RµνρσVσ = 2L−2gAdSρ[ν Vµ] , (2.3.6)
so that, just by exchanging the order of derivatives we can lower the order of the vertex.
In particular, one can always recover in this way the gravitational minimal coupling
∼ hµνT µν(ϕ2) as being part of the vertex, thus bypassing a number of no-go theorem.
This is not contradictory, since for instance S-matrix arguments cannot be applied in AdS
due to the lack of asymptotic states on such backgrounds. Moreover, the Fradkin-Vasiliev
result is not inconsistent with the Aragone-Deser argument, since the latter implicitly
assumed that the spin-two fluctuations were taking place over Minkowski space-time.
• Let us also observe that every vertex gets multiplied by some powers of the AdS radius L;
this means that approaching the flat limit in this context is not a smooth approximation,
sending the cosmological constant Λ → 0, corresponding to a singular limit.
2.3.2 Cubic vertices in flat space
Although the Fradkin-Vasiliev result has shown that AdS can be a crucial background where
trying to test higher spin interactions, still the study of the flat-space case can have important
lessons in store:
• To begin with, even if AdS is a convenient background and the flat limit in Vasiliev
equations appears to be singular, the possibility of constructing an interacting theory in
flat space is to some extent still an open issue. Its relevance is related on the one hand to
the mysterious ultra-high energy regime of String Theory [74, 75], on the other hand to
the general meaning of non-locality in gauge-field theories, as we shall also mention later.
• Even if low-energy regime and minimal couplings are forbidden, possible non-minimal
and higher-derivative interactions can be relevant, of course.
• Even just at a purely technical level, let us observe that the study of vertices on AdS can
be reduced to the flat case when ambient space techniques are used18[76, 77], which in
some case may bring about some simplifications.
Cubic vertices have been extensively studied: starting from the pioneering work of the
Gothenburg group [78, 79], followed shortly after by Berends, Burgers and Van Dam [50, 51]
up to a number of recent works [58, 59, 80, 76, 77, 44, 45, 81, 82, 83].
The results of this thesis concern the construction of cubic interaction vertices for a novel class of
higher-spin theories. The next sections we shall discuss in detail the corresponding technicalities
and comment extensively on the results, even in connection to the existing literature. In the
18In the ambient space formalism, a D-dimensional AdS space is understood as an hyper-surface embedded
in (D + 1)-dimensional flat space.
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reminder of this section, in order to complete our overview, we shall list the main languages
employed so far to the goal of investigating higher-spin vertices.
• The lightcone method: it is the formalism of the first works on cubic interactions.
In this case the vertices are obtained studying possible non linear deformations of the
representation of the Poincaré group in terms of field operators. This method allows very
compact, although non-covariant, expressions.
A crucial piece of information first obtained in the light-cone approach is the Metsaev
bound [84, 44], that constrains the number of derivatives that can appear in a given
s1 − s2 − s3-vertex in flat background to satisfy:
s1 + s2 − s3 ≤ #∂ ≤ s1 + s2 + s3 , (2.3.7)
where we assumed s1 ≥ s2 ≥ s3. Let us observe that the bound forbids minimal grav-
itational coupling (that the would contain just two derivatives), consistently with our
expectations.
• The metric-like formalism: this will provide the language of this thesis; higher-spin
degrees of freedom are encoded in symmetric tensors, providing direct generalizations of
the metric tensor gµν describing the gravitational field. We refer to Chapters 3 and 4 for
an in-depth discussion.
• The frame-like formalism: it is an extension of the vielbein formulation of General
Relativity, crucial in Vasiliev’s formulation. As already mentioned, the fundamental fields
are generalized vielbeins and spin connections:
e
a1...as−1
µ , ω
a1...as−1.b1...bt
µ , t = 1, . . . s− 1 , (2.3.8)
where the greek indices denote space-time indices while the latin ones are tangent-space
indices. In the same sense as vielbein eaµ and spin connection ω
ab
µ allow to formulate GR
as the gauge theory of the Poincaré group or of the AdS group, the frame-like formulation
of higher-spin theory is better suited to the manifest exploitation of the algebraic features
of the underlying higher-spin algebra. It is in this very sense that it lies at the heart of
the Vasiliev formulation [31]. The use of frame-like variables was also exploited in the
original Fradkin-Vasiliev perturbative analysis [85]. More recently it has been used in the
works [86, 87].
• The BV-BRST formalism: its main advantage consists in the possibility of encoding
all informations about the underlying symmetry algebra and the vertices in a single func-
tional called master action. Thus, in this formalism the number of fields involved in the
deformation is self-consistently determined by the deformation procedure [88].
Although this method is very powerful and elegant, its application to the study of a arbi-
trary vertices is cumbersome. For some related investigations in the higher-spin context
see [81, 82, 21, 83, 89, 22]
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2.3.3 Higher spins and Holography
As we have mentioned several times, AdS space seems to be the proper arena where to inves-
tigate higher spin theories. A second crucial feature of higher-spin theories, consequence of the
structure of their algebras, is that in the spectrum of all known consistent realizations at least
one massless spin two particle is present. For both features, AdS background and presence of
a graviton, strongly point to a possible role for higher-spin gauge theories in the context of
holographic dualities.
The main idea of the AdS/CFT conjecture due to Maldacena [32] is that it is possible to
relate the dynamics of gravitational theories defined on AdS space to the dynamics of a given
conformal field theory induced on the boundary of AdS. Since the two spaces involved have
different dimensions, the correspondence is termed "holographic". In this section we would like
to mention two notable results concerning the relation between higher spins and holography.
Duality HSP-O(N) models
The HSP-O(N) model correspondence [38, 39], broadly speaking, states that the O(N) model
of free scalars is the dual of a higher-spin theory, whose spectrum matches the one of Vasiliev’s
theory. The boundary Lagrangian is:
S =
∫
ddx
1
2
(∂µϕ
i)2 , (2.3.9)
where d = D − 1 and ϕi transform in the vector representation of O(N); we will refer to
the i-indices as color indices. The holographic dictionary allows to read the spectrum of the
dual theory in the D-dimensional Anti-de Sitter bulk. More in detail, let us build all single-
trace operators, i.e color singlets containing just one sum over the O(N)-indices. Among these
bilinears we find the scalar operator:
J0 = ϕ
iϕi (2.3.10)
together with an infinite number of conserved currents, that we can schematically represent as
follows:
Js ∼ ∂s(ϕiϕi) , ∂ · Js ≈ 0 . (2.3.11)
To each current corresponds a gauge field in the bulk associated with a massless particle with
spin s:
Js , ∂ · Js = 0 ↔ ϕs , δϕs = ∇s−1 , (2.3.12)
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where ϕs is a rank-s symmetric tensor and the gauge parameter  is rank-(s − 1) symmetric
tensor. In contrast, the scalar operator is associated to a scalar massive particle in the bulk:
J0 ↔ ϕ0 , m2 6= 0 . (2.3.13)
Thus, the spectrum of the dual theory in the bulk contain a massive scalar and an infinte tower
of massless higher (even)-spins, each taken once. Interestingly the value of the mass of the
scalar included in the Vasiliev theory and the one predicted via the holographic correspondence
are the same. Besides O(N) model of free scalars, other CFT’s have been considered in the
context of higher-spin dualities.
• We can consider complex scalar fields: in this case the spectrum includes also odd-spin
fields.
• We can consider the free O(N) fermionic model:
S =
∫
ddxψ¯iγ
µ∂µψi , (2.3.14)
where the fermion can be Majorana or Dirac. In this case the single trace operators
can be classified as before, Js ∼ ∂sψ¯ψ and the induced spectrum is the same. The
unique difference consists in parity of the scalar operator ψ¯ψ that now is parity-odd, thus
generating a massive pseudo-scalar in the bulk.
• We can add in both cases, bosonic and fermionic, a mass term: m2ϕiϕi or mψ¯iψi. In this
case the currents are not exactly conserved on-shell; the dictionary in this case tells us
that the massless spins in the bulk acquire a mass m2 ∼ 1/N in the large-N expansion.
• In a more technical way, that we do not explore here, it is possible adding quartic inter-
actions ((ϕ∗ϕ)2 or (ψ¯ψ)2) in such a way that the spectrum in the bulk is still the same of
the free model: this occurrence is the manifestation of a change of boundary conditions
in the Vasiliev theory.
The Maldacena-Zhiboedov theorem
The Maldacena-Zhiboedov theorem [90] can be seen as an extension of the Coleman-Mandula
theorem to theories devoid of a conventional S-matrix, such as Conformal Field Theories. The
goal of the theorem is to restrict the possible symmetries of a non-trivial CFT. This is the
statement:
(1) The theory is conformal, and in particular all the usual properties hold, such as the operator
product expansion, the existence of a stress tensor, the cluster decomposition and so on.
(1’) The two point function of the stress tensor is finite.
(2) The theory is unitary.
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(3) The theory contains a conserved current of spin s higher than two.
(4) The theory lives in three space-time dimensions (this assumption has been relaxed in [91]).
(5) The theory contains a unique conserved current of spin two, which is the stress tensor.
Under these assumptions one can show the existence of an infinite number of conserved currents
of arbitrary spin. Moreover, all the correlation functions of the conformal theory must have the
same behavior as those emerging from a theory of free scalars (O(N) model), e.g.
W2(x1, x2) ∼ 〈φi(x1)φj(x2) 〉 , φi ≡ free scalar . (2.3.15)
Let us stress that the theorem does not state that the spectrum contains a set of free scalars,
but only claims an equality of the corresponding correlation functions.
Assuming holography, the main consequence is that, if a given theory in the bulk of AdS
possesses exact higher-spin symmetry, then this theory is dual to a CFT whose correlators
are those of a theory of free scalars. Let us stress once more the analogous roles played the
Coleman-Mandula theorem and by the Maldacena Zhiboedov theorem:
CM: If an S-matrix theory possesses unbroken higher-spin symmetry→ The S-matrix is trivial;
MZ: If an AdS gravitational theory possesses unbroken higher-spin symmetry→ The correlators
of the dual CFT are those of a trivial theory. This result is certainly relevant in order to address
the real meaning of Vasiliev’s theory. In particular, if one complements Vasiliev’s equations with
boundary conditions that preserve the higher-spin symmetry, then by Maldacena-Zhiboedov’s
result one is forced to conclude that its dynamical content is equivalent to that of a theory
of free scalars. However, it has been shown that the Vasiliev equations do allow for boundary
conditions that do not preserve the symmetry [37]: in this case the theory is dual to a set
of interacting scalars with a φ4 interaction. More generally, although higher-spin symmetry
might be too constraining to leave room for non-trivial dynamics it is still crucial to get a deep
understanding of their structure, so as to try and tackle what probably is the main related open
issue, which is that of higher-spin symmetry breaking.
Holographic reconstruction
Higher-spin holographic dualities have been used in the last few years from a reversed per-
spective, in some sense: if we know the conformal dual of the theory on the boundary, is it
possible to reconstruct the structure of the bulk interactions? This is the idea of the so-called
Holographic Reconstruction; using this method it has been possible to reconstruct, for instance,
not only the form of the cubic vertices of a consistent theory in AdS, but also all the relative
coefficients [34], a piece of information that it is not possible to obtain from the Noether pro-
cedure as far as one stops at cubic order. With the same method, some efforts have been spent
to try and go beyond the cubic level. The knowledge of the quartic vertex is presumably cru-
cial in order to understand the locality properties of higher spin theories. Building the inverse
holographic map, the four-scalars vertex has been obtained[36], whose form indicates that the
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theory should enjoy a weak form of non-locality, represented by holomorphic function f()
entering the vertex.
2.3.4 Quartic level and non-localities
The more we investigate higher-spin systems, the more strange features appear, that do not
have direct counterparts in lower-spin field theory. Surprisingly enough, we can find examples
even in the free theory. Indeed, it can be shown that the free equations of motion are to
be written as higher-derivative [57] or non-local [56] equations, if one wishes to express them
"geometrically", making use of higher-spin curvatures:
F = 0 ∼
R
′
µ1...µs−2,ν1...νs = 0 ,
1
s−1
∂µ1 . . . ∂µsRµ1...µs,ν1...νs = 0 ,
(2.3.16)
where Rµ1...µs,ν1...νs ∼ ∂µ1 . . . ∂µsϕν1...νs+. . . is the generalized curvature containing s derivatives
[92]; the use of higher derivatives or non-local actions usually leads to non-unitarity, making
a theory inconsistent, but this was shown not to be the case for higher-spin cases hinted to in
(2.3.16). In particular, since the generalized Abelian curvatures of [92] should contain the first
glimpses of the information about the geometry on which higher spin gauge theories should rest,
it may be speculated that the need for non-localities at the free level can hint to the existence
of corresponding structures at the interacting level too.
From a different perspective, already the Metsaev bound implies that the number of deriva-
tives contained in a given vertex has to grow linearly with the maximum spin involved. This
fact implies non-locality of the full theory already at the cubic level, given that the closure of
the higher-spin algebra requires the introduction of an infinte tower of particles with arbitrarily
high spin, thus implying , correspondingly, that the full cubic vertex will involve an infinite
number of derivatives. This kind of non-locality that manifests itself in a perturbatively local
fashion is usually understood as "weak", since every monomial contained in the full vertex
is local, and in this sense il looks rather different from the inverse power of D’Alembertian
operators appearing in the geometric Lagrangians of [56].
However, there are indications that the situation may be radically different from the quartic
level onwards. The explicit computation of the the quartic deformation à la Noether is very
cumbersome and it has been addressed so far only in the light-cone formalism [55] for the so-
called minimal bosonic model, a model involving an infinite tower of even spins, each taken
once.
However, some features about the general structure of the couplings beyond cubic level
could be investigated by means of other methods too:
• Investigating the structure of vertices responsible for string scattering amplitudes [54],
and performing an educated guess on the corresponding massless limit.
• By studying scattering amplitudes in flat space: in particular, implementing the so-called
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BCFW constructibility condition [93, 94] allows to determine some features of the quartic
vertices by the cubic ones.
• Using some kind of "renormalization" methods [46]: after having built the cubic vertices,
it is possible to construct some loop diagrams, as for example:
φ φ
ϕµ1...µs
ϕµ1...µs
that represents the contribution to the self energy of a scalar field, coming from a vertex
of the form 0-s-s; computing this quantity, some divergences can emerge and we need to
compensate them in some way; one possibility is that the divergencies in the UV sector
can be compensated by a so-called tadpole diagram,
φ φ
φ
which represents a contribution to quartic order. The structure of the divergence in the
self-energy diagram may give information about the structure of the appropriate four-
scalar quartic vertex to be added to the Lagrangian in such a way to compensate the
aforementioned divergence.
• By means of the holographic reconstruction procedure for the vertices on AdS, as we have
discussed in Section 2.3.3.
All these methods suggest that higher-spin interactions have to show some rather untypical
features. In particular, while the amplitude-based method suggests that the full non-linear
theory must be non local but in the weak sense, and thus still being perturbatively local19
[36], in contrast, the light-cone formalism and the string-based method suggest that some non-
localities of the 1 -form are required at the quartic level [55, 54]. These kind of singularities
are usually considered as being too severe, providing the ultimate proof of the impossibility to
construct consistent higher spin theories on flat space. On AdS, by contrast, there is some belief
that the theory should be at all stages perturbatively local, although recent results suggest the
need for a deeper understanding of the Vasiliev setup [40, 95].
19All the verities are characterized by a power of the coupling constant gn; if truncating the full vertex at
some order gn¯ the truncated action is local (i.e. each monomial contains a finite number of derivatives), then
the Lagrangian is said to be perturbatively local
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Still, we think it is fair to say that a fully satisfactory understanding on the possible role to
be played by non-localities in field theory is yet to be achieved, in particular for those classes of
theories ruled by a local symmetry. For the latter it may be that both unitarity and locality at
the level of observable quantities may be compatible with the presence of non-local structures
at the unobservable level of the Lagrangian density.
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Chapter 3
The Noether procedure
The construction of a field theory meant to describe a given set of particles starts from the
free Lagrangian, quadratic in the fields; given the free action, physics emerges adding some
interactions among particles, represented by monomials involving more than two fields. These
vertices render the equations of motion for the fields non linear.
As we discussed in Chapter 2, when we deal with massless particles, a new feature appears:
gauge invariance; however, in general adding cubic or higher order monomials in the Lagrangian
would destroy the gauge symmetry of the free theory, leading to the propagation of additional,
ghost-like modes. For those cases when one has at least an intuition on the underlying geometry,
it may be possible to exploit it and try to guess the form of the full interacting theory in one
step. Notable examples are provided by the original construction of General Relativity and
Yang-Mills theory [96, 97]. In our setting, however, a complete understanding of the metric-
like geometry underlying higher-spin gauge interactions is lacking and we have to resort to some
other tools.
The Noether Method allows us to build interactions perturbatively, keeping the number of
independent gauge symmetries, possibly deformed with respect to the initial (free) ones. In
this chapter we will present first its general formulation to then apply it to the study of self-
interactions of lower-spin particles (spin 1 and spin 2), in order to illustrate its simplest, yet
highly non-trivial, concrete applications.
3.1 How to build an interacting gauge theory
3.1.1 The language of gauge theories
To deal with gauge theories we need to present some specific terminology used to describe the
features of a generic model [98]. Let us suppose to have a theory described by a set of field φi
(where i is a multi-index that can collectively subsume spinorial, Lorentz, color indices and so
on) together with an action:
S[φi] =
∫
L(φi) . (3.1.1)
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If our theory is a gauge theory, the action is invariant under field transformations depending
on continuous parameters:
δφ
i = Riα
α =
∫
dx′Riα(x, x
′)α(x′) , (3.1.2)
where the dependence of the function Riα on the coordinate may be through δ(x− x′) and its
derivatives; here α is also a multi-index for the gauge parameter. This definition is a little bit
formal but it allows us to render the dependence of the transformation on the gauge parameter
explicit.
For instance, in QED we have the following free action (functional of a Lorentz-vector field) for
the photons:
S[Aµ] = −
1
4
∫
FµνF
µν , Fµν = ∂µAν − ∂νAµ , (3.1.3)
invariant under local U(1) transformations.:
δΛAµ = ∂µΛ = −
∫
dx′∂µδ(x− x′)Λ(x′) → Rµ(x, x′) = −∂µδ(x− x′) . (3.1.4)
To classify the various gauge theories, one needs to analyze the structures emerging from
the study of the gauge algebra. In this respect the main quantity under investigation is the
commutator between two gauge transformations:
[δ, δω]φ
i , (3.1.5)
where α and ωβ are two distinct gauge parameters. We can make the commutator explicit,
using the formal form 3.1.2 for the transformation:
Rjα
δRiβ
δφj
αωβ −Rjα
δRiβ
δφj
ωαβ =
{
Rjα
δRiβ
δφj
−Rjβ
δRiα
δφj
}
aωβ . (3.1.6)
Since  and ω are arbitrary, what we want to compute is:
Rjα
δRiβ
δφj
−Rjβ
δRiα
δφj
. (3.1.7)
Given that the action is invariant, then the commutator of two transformations is itself a gauge
transformation, possibly up to some "trivial" terms:
Rjα
δRiβ
δφj
−Rjβ
δRiα
δφj
= CγαβR
i
γ +M
ij
αβ
δS
δφj
. (3.1.8)
We observe that in general the gauge algebra may give rise to terms proportional to the equa-
tions of motion δS
δφ
j = 0. In these cases, we will say that the algebra closes on-shell; when
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M ijαβ=0, instead, there is off-shell closure. Considering for simplicity the latter closed case, we
notice that we can write:
[δ, δω]φ
i = δ[,ω]φ
i where [, ω]γ = Cγαβ
αωβ . (3.1.9)
When Cγαβ = 0 the algebra is said to be abelian. The paradigmatic example of non-Abelian
algebra is given by Yang-Mills theory, where the action is invariant under the following gauge
transformations:
δΛA
a
µ = ∂µΛ
a + gfabcA
bµΛc , (3.1.10)
where the "color" tensor fabc is completely antisymmetric and satisfies the Jacobi identity;
closure of the gauge algebra is realized as follows:
[Λ,Σ]a = gfabcΛ
bΣc → Cαβγ ≡ gfabc . (3.1.11)
Another important feature of a gauge algebra is its reducibility; let us suppose that there exist
sub-classes of parameters ˜ such that:
δ˜φ
i = Riα˜
α = 0 . (3.1.12)
In this case a transformation of the gauge parameter of the form:
α → α + ˜α , (3.1.13)
would leave the fields unchanged; we will say that we have a gauge-for-gauge transformation
and in general there may be reducibility of higher order, i.e. gauge-for-gauge-for-gauge and so
on1. The presence of a gauge-for-gauge symmetry effectively means the gauge transformations
are not all independent and one can find linear relations among them of the form:
Zα∆R
i
α − Cij∆
δS
δφj
= 0 , (3.1.14)
where ∆ labels different relations. In the more general case, the gauge parameters may be
only on-shell dependent and the theory is said on-shell reducible (off-shell if Cij∆ = 0). If the
constants Zα∆ are zero, the gauge algebra is said to be irreducible. As an example of reducible
gauge theory, one can consider the theory of a the 2-form Bµν (also termed Kalb-Ramond field).
The free action reads:
S[Bµν ] = −
1
12
∫
HµνρH
µνρ , Hµνρ = ∂[µBνρ] . (3.1.15)
1If we have just a gauge for gauge the theory is said to be reducible of order-1, if we have also a gauge-for-
gauge-for-gauge the theory is said to be order-2 reducible and so on.
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This action possesses the following gauge invariance:
δΛBµν = ∂µΛν − ∂νΛµ → Riα ≡ ∂[µδ(x− x′)δρν] , (3.1.16)
and it is easy to see the existence of a gauge-for-gauge symmetry, in fact:
δΛ˜Bµν = 0 if Λ˜µ = ∂µ . (3.1.17)
This implies the existence of linear relations among the gauge parameter,that in the form
(3.1.14) can be identified as follows:
Zα∆R
i
α ≡ ηµν∂[µδ(x− x′)δρν] = 0 → Zα∆ ≡ ηµν . (3.1.18)
3.1.2 The Noether algorithm
Our starting point is a free theory, described by a quadratic action, S0[φi]; we are interested in
the case when the action is characterized by some gauge invariances:
δ0φi →
∫
δS0
δφi
δ0φi = 0 . (3.1.19)
In order to study possible interactions among the fields φi, we consider the perturbative expan-
sion of a fully non-linear action S[φi]:
S = S0 + gS1 + g
2S2 + . . . , (3.1.20)
where each term Si corresponds to a vertex with i + 2 fields: for instance S1 ≡ S1(φi, φj, φk)
is the cubic vertex. In order to count the number of fields in a simpler way, we introduced
explicitly a coupling constant g: the vertex of order gi contains i+ 2 fields.
The basic criterion underlying the Noether procedure is that the introduction of the vertices
Si[φ] should not break the gauge symmetry of the free theory, but may possibly deform it. The
resulting full transformation would also admit an expansion analogous to (3.1.20):
δ0φi → δφi = δ0φi + gδ1φi + g2δ2φi + . . . . (3.1.21)
As before, we have an expansion in the number of φ: each field transformation δkφi is linear in
the gauge parameter 2 but contains k fields; for examples δ1φi ∼ φi. Asking invariance under
the full transformation implies:∫
δS
δφi
δφi = δ0S0 + gδ1S1 + g
2δ2S2 + · · · = (3.1.22)
=
∫
δ
δφi
(L0 + gL1 + g2L2 + . . . )(δ0φi + gδ1φi + g2δ2φi . . . ) = 0 .
2This can always be achieved since we are considering infinitesimal gauge transformations.
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The various terms can be collected in groups characterized by the same g-order (same number
of involved fields in each monomial) and each of them must vanish:
δ0S0 = 0 ,
δ1S0 + δ0S1 = 0 ,
δ2S0 + δ1S1 + δ0S2 = 0 ,
...
(3.1.23)
Obviously, the first equation holds by hypothesis, since it represents the gauge invariance of
the free action; the first non trivial step involves the cubic vertex:
δ1S0 + δ0S1 = 0 . (3.1.24)
This step, if we are able to solve the previous equation, fixes the form of both the cubic vertex
and the first-order deformation of the gauge symmetry δ1φi. Solving the cubic equation is the
first fundamental unavoidable step if we want to build up an interacting consistent theory for
gauge fields3. This thesis focuses on studying cubic deformation for a class of Lagrangians for
arbitrary-spin massless particles that we will present in Chapter 4.
In order to solve the equation (3.1.24) we first of all write it as follows:
δS0
δφi
δ1φ1 +
δS1
δφi
δ0φ1 = 0 , (3.1.25)
where we made explicit the gauge transformation of the field and where δ
δφi
is understood as
the variational derivative. The form (3.1.25) suggests to perform two subsequent moves:
1. We make an ansatz on the most general (local) form of S1 and we solve the previous equa-
tion on the free-shell (i.e. we consider field configurations that satisfy the free equations
of motion δS0
δφi
= 0) obtaining:
δS1
δφi
δ0φ1 ≈ 0 , (3.1.26)
from which we can determine the exact form of S1 up to terms such that
δS¯1
δφi
δ0φ1 = 0
off-shell, i.e. vertices that are gauge invariant with respect the free gauge transformations.
2. Once we have solved the equation on the free shell, we can collect all terms in δS1
δφi
δ0φi
proportional to the free equations of motion and comparing with equation (3.1.25) we can
extract δ1φi.
We will illustrate the full procedure for the simplest case of spin-one massless fields. Finally,
a comment: for simplicity we won’t make distinction between actions and Lagrangians: every
3It can be shown, studying the possible deformation of the theory by means of the Batalin-Vilkovisky
formalism [88] and cohomological methods [21] that if we try to deform non-linearly the Fronsdal action, all
possible contributions deforming the free gauge transformation ad algebra require a cubic vertex
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Lagrangian is understood up to total derivative and so we will always assume that Lagrangian
equalities are meant to hold up to total derivatives.
3.1.3 Field and parameter redefinitions
After the first step of the Noether procedure is brought to completion, we get some vertices
Li1(ϕ, ϕ, ϕ), together with the corresponding deformed gauge transformation δi1(ϕ, ). However,
some of these couplings may be trivial and the deformations may be considered as "fake", in a
sense that we are going to illustrate.
To begin with, suppose that we found at the end of the procedure a cubic vertex of this
form:
L1 ∼ E(ϕ)Φ(ϕ, ϕ) , (3.1.27)
where E(ϕ) defines the free equations of motion and Φ(ϕ, ϕ) is some function quadratic in the
fields. Now we can observe that we can rearrange the total Lagrangian (up to the cubic vertex)
in the following way:
L0(ϕ) + gL1(ϕ, ϕ) = ϕE(ϕ) + gE(ϕ)Φ(ϕ) = L (ϕ+ gΦ(ϕ, ϕ)) + o(g2) . (3.1.28)
Then, if we make a simple field redefinition:
ϕ→ ϕ− Φ(ϕ, ϕ) , (3.1.29)
we can absorb the new vertex and the resulting Lagrangian would still look as the free one. For
this reason, interactions proportional to the free equations of motion are called trivial or fake
interactions. Of course, the field redefinition has to be implemented on all possible vertices:
L˜[ϕ, ϕ, ϕ] → L˜[ϕ− Φ, ϕ− Φ, ϕ− Φ] , (3.1.30)
and thus it will affect higher-order vertices. In this sense, it may be relevant to keep in mind
that the overall effect of the field redefinition should be evaluated in the full theory. However, if
we work just at the cubic level, we can ignore these contributions and this arbitrariness allows
us to get simpler expression.
An analogous redefinition introduces a form of triviality for gauge parameters too; in fact,
let us consider deformations for the gauge transformation of this kind:
δφ
i = RiαΛ
α(ϕ, ) , (3.1.31)
where Riα represents the free gauge transformation in the notation we presented in (3.1.1) and
Λα(ϕ, ) is an arbitrary function linear in both the fields and parameters4. Then, the complete
4The structure of the function must be such that the only free indices are the same as the parameter: α
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field transformation (up to quadratic terms in the field) now reads:
(δ0 + gδ

1)ϕ
i = Riα
α + gRiαΛ
α(ϕ, ) = Riα{α + gΛα(ϕ, )} = Riα¯ α = δ¯0ϕi , (3.1.32)
where ¯( + ϕ) =  + Λ(, ϕ) is field-dependent parameter; since the deformed gauge transfor-
mation is actually the free one with a field-dependent parameter, it can be regarded as being
trivial. In particular, we can absorb the deformation via a redefinition of the gauge parameter:
 → − gΛ(, ϕ) . (3.1.33)
Again, this redefinition can affect higher-order deformations but at the cubic level, this trick
can be exploited in order to render the modified gauge transformation simpler.
3.2 Yang-Mills theories as deformed Maxwell theories
The Yang-Mills theory is one of the milestones of modern theoretical physics. It describes
interactions among massless spin-one particles, accounting in particular with high accuracy for
high-energy QCD and for the electro-weak interactions. The elegance of the theory relies on its
geometric formulation: a gauge theory where the fundamental fields are connections of a given
gauge group, typically SU(N).
The aim of this section is to construct the interacting Lagrangian for massless spin-one
particles starting from the free Maxwell Lagrangians, only imposing consistency of vertices
with the free, Abelian symmetry. In this way, we shall see how geometry emerges, with no need
for knowing it a priori.
3.2.1 Cubic vertex and gauge algebra deformation
We start with the free theory, described by a sum of N Maxwell Lagrangians:
S0 = −
1
4
∫
F aµνF
aµν =
1
2
∫
Aaµ(ηµν − ∂µ∂ν)Aaν , F aµν = ∂µAaν − ∂νAaµ . (3.2.1)
The "color" indices a here are just meant to label different copies of the same field. We can
read soon the free equations of motion for each copy:
δS0
δAaµ
= Eµa = (δνµ − ∂µ∂ν)Aaν = 0 . (3.2.2)
The Maxwell Lagrangian provides the simplest field theory displaying a gauge symmetry, being
invariant under the following (gauge) transformation of the fields:
δ0A
a
µ = ∂µΛ
a , [δΛ, δΣ] = 0 , (3.2.3)
45
CHAPTER 3. THE NOETHER PROCEDURE
with arbitrary functions Λa(x) and where we stressed that gauge transformation is Abelian.
Gauge invariance implies a constraint on the equations of motion, termed Noether identity :∫
δL
δAaµ
∂µ
a = 0 ∀ → ∂µ
δL
δAaµ
= 0 . (3.2.4)
We would like to build consistent (self-)couplings among the fields Aaµ, starting from the
cubic vertex. The simplest vertex that we can construct with three fields contains just one
derivative and, up to integration by parts can be written as:
L1 = f bcd∂µAbνAcµAdν , (3.2.5)
where f bcd is a set of "structure constants" that mixes the various fields in the vertex. According
to the procedure described in Section 3.1.2, we have to solve (3.1.26):
∂µ
δL1
δAaµ
≈ 0 . (3.2.6)
After some renaming of indices we obtain:
∂µ
δL1
δAaµ
=
{
f bacAbµ + f bca∂µ∂νAbν − fabc∂ν∂µAbν − fabc∂ν∂µAbν
}
Acµ+
+f bac∂µAbν∂
µAcν + ∂µA
b
ν∂
νAcµ[f bca − facb]− facb∂µAbµ∂νAcν .
(3.2.7)
The last three terms cannot be combined to reproduce the free equations of motion and so their
sum must vanish identically:
f bac∂µAbν∂
µAcν + ∂µA
b
ν∂
νAcµ[f bca − facb]− facb∂µAbµ∂νAcν = 0 , (3.2.8)
wich implies:
fabc = −f cab , fabc = −facb , (3.2.9)
i.e. fabc is antisymmetric in the exchange of b ↔ c and a ↔ c. Moreover, the symmetry
conditions (3.2.9) for the structure constants also imply an antisymmetry in the last couple of
indices, in fact:
fabc
c↔a
= −f cba b↔a= f cab c↔b= −f bac , (3.2.10)
with the result that fabc has to be completely antisymmetric. In particular, this implies the
non-trivial fact that self-interactions (containing one derivative) of a single spin-one field are
forbidden. Getting back to (3.2.7) we find:
∂µ
δL1
δAaµ
= −fabc
[
Abµ − ∂ν∂µAbν
]
Acµ = −fabcEbµAcµ ≈ 0 , (3.2.11)
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and substituting in (3.1.24), we obtain:∫ (
δS0
δAaµ
δ1A
a
µ +
δS1
δAaµ
δ0A
a
µ
)
=
=
∫ (
δS0
δAaµ
δ1A
a
µ +
δS1
δAaµ
∂µ
a
)
=
∫ (
δS0
δAaµ
δ1A
a
µ − ∂µ
δS1
δAaµ
a
)
=
=
∫ (
Eaµδ1A
a
µ + f
abcaEbµAcµ
)
=
∫
Eaµ(δ1A
a
µ − fabcbAcµ) = 0 ,
(3.2.12)
from which we recognize the first deformation of the gauge transformation:
δ1A
a
µ = f
abcbAcµ , (3.2.13)
observing that it mixes different fields among themselves. Summarizing, the deformed gauge
transformation for Aaµ and the associated Lagrangian (up to the g
2 order) read:L = −
1
4
F aµνF
aµν + gfabc∂µA
a
νA
bµAcν + o(g2) ,
δAaµ = ∂µ
a − gfabcAbµc + o(g2) ,
(3.2.14)
with fabc completely antisymmetric.
A natural further check is the closure of the algebra, in order to see whether the cubic vertex
may suffice. We have then to compute [δΛ, δΣ]A
a
µ. Using the deformed gauge transformation
(3.2.13), we get:
δΛδΣ(A
a
µ) = δΛ
(
∂µΣ
a − gfabcAbµΣc
)
= −gfabcδΛAbµΣc =
= −gfabc∂µΛbΣc + g2fabcf bdeAdµΛe ,Σc
so that, after a little bit of algebra and renaming some indices, we obtain:
[δΛ, δΣ]A
a
µ = −∂µ(gfabcΛbΣc) + g2AaµΛcΣe
(
fabef bdc − fabcf bde
)
. (3.2.15)
Therefore, the commutator of the transformations (3.2.13) is not of the required form :
[δΛ, δΣ]A
a
µ = δ[Λ,Σ]A
a
µ = ∂µ[Λ,Σ]
a − gfabcAbµ[Λ,Σ]c , (3.2.16)
with [Λ,Σ] some combination of Λ and Σ, meaning that, at the cubic level the algebra does not
close and that we need certainly to go to the next level to complete the commutator.
3.2.2 Quartic vertex and closure of the algebra
From (3.1.23) we can read the equation of the Noether procedure at the quartic level:
δ0S2 + δ1S1 + δ2S0 = 0 → δ0S2 + δ1S1 ≈ 0 , (3.2.17)
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where S1 was computed at the previous step, up to possible Born-Infeld corrections, i.e.:
S1 =
∫
fabc∂µA
a
µA
bµAcν + S¯1 , (3.2.18)
where S¯1 encodes Abelian-invariant cubic vertices, S¯1 ∼
∫
F 3, such that δ0S¯1 = 0. We make
for simplicity the choice of neglecting the arbitrary abelian terms. From the (3.2.17) we read
that, if δ1S1 has to compensate δ0S2, then S2 cannot contain derivatives at all. So, at quartic
level there is a unique possibility (again, up to possible terms such that δ0S¯2 = 0):
S2 =
∫
gbcdeAbµA
c
νA
dµAeν + S¯2 , δ0S¯2 = 0 , (3.2.19)
where the tensor gbcde has to be symmetric in the exchange b↔ d , c↔ e and in the simultaneous
exchange of two pairs of indices b ↔ c ⊕ d ↔ e. We start computing δ1S1 and after renaming
some indices, using the antisymmetry of fabc we get:
δ1L1 =
[
∂µA
cµAbνA
dνf ebaf ecd − ∂µAbνAcµAdν(f ecaf bed + 2fdeaf bec)
]
Λa . (3.2.20)
Similarly, the variation of the quartic vertex, under the Abelian transformation reads:
δ0L2 =
[
−4gabcd∂µAcµAbνAdν − 8gabcd∂µAbνAcµAdν
]
Λa . (3.2.21)
Let us observe that combining (3.2.20) and (3.2.21) we find no tensors proportional to the free
equations of motion, so that (3.2.17) must hold even off shell:
δ1S1 + δ0S2 = 0 .
There are two independent tensorial structures in each variation, ∂ · A∂ · A and ∂µAν∂µAν ,
and each of them must vanish identically, independently from Λa. Let start with the ∂ ·A∂ ·A
terms:
+∂µA
cµAbνA
dνf ebaf ecd − 4gabcd∂µAcµAbνAdν = 0 , (3.2.22)
and extracting the symmetric part in b ↔ d we obtain the following relation between the
structure tensors fabc and gabc:
∂µA
cµAbνA
dν
[
1
2
(
f ebaf ecd + f edaf ecb
)
− 4gabcd
]
= 0 → gabcd = −1
8
(f ebaf ecd + f edaf ecb) .
Combining this relation with the one coming from the cancellation of the terms proportional
to ∂µA
νAµAν :
∂µA
b
νA
cµAdν
[
+8gabcd + f ecaf bed + 2fdeaf bec
]
Λa = 0 , ∀Λa , (3.2.23)
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we obtain a tensorial constraint on fabc:
fabef ecd + f caef ebd + f bcef ead = 0 , (3.2.24)
which is nothing but the Jacobi Identity!
So, we have discovered that we can solve the Noether procedure till the quartic level if we
impose that the fabc tensor is completely antisymmetric and satisfies the Jacoby Identity, i.e.
if it defines a Lie Algebra.
The quartic vertex looks:
L2 = −
1
8
(fabef ecb + b↔ d)AaµAbνAcµAdν = −
1
4
fabef ecdAaµA
b
νA
cµAdν , (3.2.25)
and the total Lagrangian, so far, up to quartic trivial terms and g3 terms reads:
L = −1
4
F aµνF
aµν + gfabc∂µA
a
νA
bµAcν − g
2
4
fabef ecdAaµA
b
νA
cµAdν (3.2.26)
In order to conclude that the quartic level Noether procedure is solved one needs to check the
last relation that equation (3.2.17) implies:
δ2S0 = 0 , (3.2.27)
but we know that S0 is invariant under the abelian transformation δ0A
a
µ = ∂µΛ, so we can state
that δ2 must have the following structure:
δ2A
a
µ = ∂µΛ˜
a(A,A,Λ) , (3.2.28)
for some function Λ˜ linear in Λ and quadratic in Aaµ; this shows that we can always set the new
deformation to zero by means of a redefinition of the gauge parameter:
Λa → Λa − g2Λ˜a(A,A,Λ) . (3.2.29)
Coming back to the gauge algebra and making use of the Jacobi Identity we can now rearrange
the terms in (3.2.15) so as to obtain:
[δΛ, δΣ]A
a
µ = ∂µ(−gfabcΛbΣc)− gfabcAbµ(−gf cdeΛdΣe) . (3.2.30)
This shows that the gauge algebra actually closes, with the following form for the commutator
of two gauge parameters:
[δΛ, δΣ]A
a
µ = δ[Λ,Σ]A
a
µ = ∂µ[Λ,Σ]
a − gfabcAbµ[Λ,Σ]c , [Λ,Σ]a = −gfabcΛbΣc . (3.2.31)
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Eventually our theory for cross-coupled Maxwell fields can be understood as based on a
closed Lie algebra. Once we get a geometric formulation, we can take it as a signal that the
Noether procedure is complete so that at the next stages: So, we want to investigate if the
algorithm can be considered closed; the next stages are:
δ3S0 + δ2S1 + δ1S2 + δ3S0 = 0 ,
δ4S0 + δ3S1 + δ2S2 + δ1S3 + δ0S4 = 0 ,
...
(3.2.32)
we can consistently set δi ≡ 0 , i ≥ 2 and Si ≡ 0 , i ≥ 3. As a last check, we need to make sure
that the equation remaining from (3.2.32) is satisfied:
δ1S2 = 0 , (3.2.33)
which can be done after a little bit of algebra.
3.3 Non-abelian cubic vertex for massless gravitons
In this section we want to present another explicit example and study (at the cubic level) the
possibility of self-interactions for spin 2 particles.
hµν
hαβ
hρσ
g∂2
Figure 3.1: The self-interacting spin-two cubic vertex
We will find two main results:
• The only consistent cubic vertex corresponds to the cubic approximation of the Einstein-
Hilbert Lagrangian.
• Contrary to the spin-one case, self-interactions for massless spin-two particles do not
ask for more than one copy of gravitons. In fact, this distinction extend to all odd-spin
massless particles, where cubic interactions require a "color" quantum number, as opposed
to even-spin particles for which the cubic self-interactions is always admissible.
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3.3.1 Spin-2 particles in the Fierz-Pauli description
A spin-two particle can be described by a symmetric tensor hµν . In the Fronsdal approach the
free equations of motion are:
Fµν = hµν − ∂(µ∂ · hν) + ∂µ∂νh′ = 0 , (3.3.1)
where we used the notation: h′ := hµµ, ∂ ·hν := ∂αhνα while F is called the Fronsdal tensor5. All
the symmetrizations are understood without normalization factors. We can write the equations
of motion in a more compact form as follows:
Fµν = hµν − ∂(µDν) = 0 , Dµ = ∂ · hµ −
1
2
∂µh
′ , (3.3.2)
where we introduced the de Donder tensor Dµ; the Fronsdal equations of motion show an
Abelian gauge invariance under the following transformation of the fields:
δhµν = ∂(µν) , (3.3.3)
where µ is an arbitrary gauge vector, corresponding to linearized diffeomorphism. We would
like to define a Lagrangian for our theory, whose equations of motion reproduce (3.3.1). The
simplest ansatz L0 = 12hµνFµν would not work since the differential operator defining F is not
self-adjoint. The correct action is, instead:
S =
∫
1
2
(
hµνFµν(h)−
1
2
h′F ′(h)
)
, F ′ = Fµµ , (3.3.4)
where the overall sign is fixed by our choice of the mostly-plus signature. Now, the differential
operator contained in the action is self-adjoint and so we can read directly the corresponding
equations of motion:
Fµν −
1
2
ηµνF ′ = 0 . (3.3.5)
The trace of these equations implies that F ′ = 0 and then Fµν = 0. Moreover, with a little bit
of algebra it is possible to see that the Fronsdal Lagrangian shows up the same abelian gauge
invariance (3.3.3), thanks to the Bianchi Identity:
∂ · Fµ = 1
2
∂µF ′ . (3.3.6)
The following formulas will be useful for our ensuing discussions:
5Clearly the content of this section reproduces the linearized limit of the Einstein-Hilbert theory. We make
use of a terminology aiming to stress the strong analogies with the Lagrangian description of massless particles
of any spin
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
δDµ = µ ,
δh′ = 2∂ ·  ,
hµν = Fµν + ∂(µDν) ,
h′ = F + 2∂ · D .
(3.3.7)
To study possible (self-)interactions among spin-two particles (from now on, we will refer to
them as "gravitons"), we apply the Noether procedure described in Section 3.1.2, complemented
with some tricks aiming to simplify the work that we shall now illustrate.
• To begin with, we can recognize that hµν , ∂ ·hµ and h′ (or Dµ and h′) will enter the gauge-
compensation procedure at different steps. We will then start with a leading Lagrangian,
devoid of de Donder tensors and traces, called TT Lagrangian. One can fix the coefficients
of the TT Lagrangian and compensate its gauge variation up to terms that need the
introduction of Dµ and h′, that for this reason enter the procedure at the following steps.
The corresponding hierarchy can be represented in the following scheme:
h′ ↓ , D → 0 1 2 3
0 TT Dhh DDh DDD
1 h′hh h′Dh DDh′
2 h′h′h h′h′D
3 h′h′h′
Our Lagrangian counterterms (the Lagrangian terms that we need to progressively include
in order to make the TT Lagrangian on-shell invariant under δ0) will be thus denoted
with Li,j with i counting the number of h′ and j counting the number of D tensors.
• In order to deal with integration by parts we will use the cyclic ansatz, admitting only
terms where the derivatives acting on a field are always contracted with the previous one;
for instance:
hµν∂
µhαβ∂
βhνα︸ ︷︷ ︸
ok
, hµν∂µh
αβ∂νhαβ︸ ︷︷ ︸
NO!
. (3.3.8)
The advantage of the cyclic ansatz is that every non-cyclic monomial is equivalent to the
sum of a cyclic term of the same order in number of divergences and traces and a cyclic
next-order one, by means of an integration by parts; so, only some tensorial structures
are allowed and this let us to manage a lot of terms in a smarter way.
• We will use the following identity:
φ1∂
µφ2∂µφ3 =
1
2
(φ1φ2φ3 − φ1φ2φ3 − φ1φ2φ3) . (3.3.9)
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So, every term with two contracted derivatives, is equivalent to terms involving hµν or
µ; the first one on-shell can be tradeoff for de Donder tensors, while the second one
is the gauge variation of Dµ; In both cases, the monomial has to be dealt with by a
contribution of higher order in the table of counterterms.
• Every term containing the equations of motion can be canceled out by means of an ap-
propriate deformation of the gauge transformation δ1S0 at the final step of the procedure.
3.3.2 Leading order and higher orders
The most general TT Lagrangian in the cyclic ansatz consists of just two terms:
LTT = a1hµν∂µ∂νhαβhαβ + a2hαβ∂αhµν∂νhµβ . (3.3.10)
The overall coefficient cannot be determined at this stage, while the relative one has to be fixed
by the procedure. The variation of (3.3.10) is:
δLTT =a1
(
∂(µν)∂µ∂νh
αβhαβ + h
µν∂µ∂ν∂
(αβ)hαβ + h
µν∂µ∂νh
αβ∂(αβ)
)
+
a2
[
∂(αβ)∂αh
µν∂νhµβ + h
αβ∂α∂
(µν) + hαβ∂αh
µν∂νhµβ∂ν∂(µβ)
]
,
(3.3.11)
and, after performing the manipulations listed in the previous section we find:
δLleading orderTT =
(
a1 −
1
2
a2
)(
−2hαβ∂αhµν∂µ∂νβ + hµν∂µ∂νhαβ∂(αβ)
)
, (3.3.12)
thus implying:
a1 =
1
2
a2. (3.3.13)
Up to the overall coefficient, the remaining variation is:
δLnext orderTT =
1
2
(
∂(µν)∂µ∂νh
αβhαβ
)
+
[
∂αβ∂αh
µν∂νhµβ + h
αβ∂α∂
νµ∂νhµβ
]
+
− ∂ · hα∂αhµν∂νµ − ∂ · hβhµν∂µ∂νβ − hµβ∂βα∂α∂ · hµ
(3.3.14)
As a next step we make systematic use of the identity (3.3.9) to treat the terms with two
contracted derivatives ; for instance:
∂α
β∂αhµν∂νhµβ =
1
2
(
βhµν∂νhµβ −βhµν∂νhµβ − βhµν∂νhµβ
)
. (3.3.15)
This kind of expression can be further modified, separating hµν in its on-shell part and D-part:
∂α
β∂αhµν∂νhµβ = (3.3.16)
=
1
2
[
βhµν∂ν(Fµβ + ∂(µDβ))−βhµν∂νhµβ − β(Fµβ + ∂(µDν))∂νhµν
]
, (3.3.17)
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where we used the following relation:
hµν = Fµν + ∂(µDν). (3.3.18)
All terms proportional to F will be dealt with at the final step of the procedure. Once all
the monomials have been brought to the cyclic form, we move to the next order and try to
cancel out the monomials containing only Dµ or µ. This step will produce new terms to be
compensated by new counterterms and so on, till the total on-shell variation is zero. The final
result is (up to the overall constant):
L1 = +
1
2
hµν∂µ∂νh
αβ + hαβ∂αh
µν∂νhµβ+
− 1
4
∂ · Dhαβhαβ −
1
2
hµβ∂µh
′Dβ .
(3.3.19)
In order to complete the analysis of the cubic vertex one needs to collect all terms proportional
to the equations of motion, generated along the way, and compensate them by means of a
correction to the gauge transformation. We shall discuss this step in the next section.
3.3.3 Completion of the cubic step: L1 and δ1(h, )
Once all counterterms have been included, the total variation will include only terms propor-
tional to the Fronsdal tensor:
δ0L1 = + Fαβν∂νhαβ +
1
2
Fαβhαβ∂ · − hµβ∂βνFµν+
+
1
2
Fµν∂νβhµβ −
1
4
∂µh′Fµββ +
1
2
Fµν∂νβhµβ+
+
1
4
∂νµFµνh′ +
1
2
∂ · Fµhµββ+
+
1
8
∂(νµ)h
µνF + 1
8
∂αFh′α −
1
8
∂αh
′Fα + 1
4
βDβF ,
(3.3.20)
where the term ∂ · Fµ can be dealt with using the Bianchi identity (3.3.6), that can be seen as
consequence of the gauge invariance:
0 =
∫
δL0
δhµν
∂(µν)︸ ︷︷ ︸
δ0hµν
= −2
∫
∂µ
δL0
hµν
ν ∀ν → ∂µ
(
Fµν −
1
2
ηµνF
)
= 0 → ∂ · Fβ =
1
2
∂βF .
(3.3.21)
With the aid of this relation, we can rearrange the variation in the following way:
δL1 =
(
Fαβ −
1
2
ηαβF ′
)
ν∂νh
αβ +
1
2
(∂(αρ − ∂ρ(α)hβ)ρ
(
Fαβ −
1
2
ηαβF ′
)
+
+
1
4
δ0
(
Fαβhαβh′ −
1
4
h′h′F ′
)
.
(3.3.22)
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Using the following equivalence:
1
2
[
∂(αρ − ∂ρ(α
]
hβ)ρ = ∂(αρh
β)ρ − 1
4
δ0
[
hρ(αhβ)ρ
]
, (3.3.23)
we can rearrange the total variation in a new form:
δL1 =
(
Fαβ −
1
2
ηαβF ′
)
ν∂νh
αβ + ∂(αρh
β)ρ
(
Fαβ −
1
2
ηαβF ′
)
+
+
1
4
δ0
(
Fαβhαβh′ − 2hραhβρ(Fαβ −
1
2
ηαβF ′)−
1
4
h′h′F ′
)
.
(3.3.24)
Let us observe that, while as a matter of principle all terms could be included in the correction
to δ0hµν , the second line can actually be reabsorbed by a field redefinition of the free Lagrangian,
so that the actual variation reads:
δL1 =
(
Fαβ −
1
2
ηαβF ′
)(
ν∂νh
αβ + ∂(αρh
β)ρ
)
. (3.3.25)
In fact, we can add a new Lagrangian counterterm:
L¯1 = −Fαβhαβh′ + 2hραhβρ(Fαβ −
1
2
ηαβF ′) +
1
4
h′h′F ′ (3.3.26)
whose Abelian variation compensate the second line in (3.3.24). However, this contribution is a
field redefinition, since it contains F and in fact can be canceled out if we perform the following
redefinition:
hαβ → hαβ +
1
4
[
hαβh
′ − 2hαρhρβ −
1
2(D − 2)h
′h′
]
, (3.3.27)
obtaining correctly (3.3.25). Comparing with the prescription of the Noether procedure:∫
δL1
δhµν
δ0hµν = −
∫
δL0
δhµν
δ1hµν →
∫
δL1
δhµν
δ0hµν = −
∫ (
Fµν − 1
2
ηµνF
)
δ1hµν , (3.3.28)
we can extrapolate the deformation of the gauge transformation to this order:
δ1hµν = −ρ∂ρhµν − ∂(µρhν)ρ . (3.3.29)
We recognize, up to a sign, the usual Lie derivative of a rank-two tensor; this "geometrical"
result is in agreement with our expectations: the Noether procedure determines in a consistent
way the cubic vertex that describes interaction among gravitons, interpreted as fluctuations of
the metric on the Minkowski background. Summarizing, the cubic vertex reads:
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L =L0 + gL1 =
=1
2
(
hµνFµν(h)− 12h′F(h)
)
+
+ g
(
1
2
hµν∂µ∂νh
αβhαβ + h
αβ∂αh
µν∂νhµβ − 14∂ · Dhαβhαβ − 12hµβ∂µh′Dβ
)
,
(3.3.30)
accompanied with the transformation:
δhµν = (δ0 + gδ1)hµν = ∂(µν) − g
(
ρ∂ρhµν + ∂(µ
ρhν)ρ
)
. (3.3.31)
We observe that this vertex is not the same we would obtain from the expansion at the cubic
order of the Einstein-Hilbert action; however, the two vertices are equivalent up to the field
redefinition that we have performed before.
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Interactions for Maxwell-like Higher Spins
We have seen in Section 2.2 that the construction of interacting theories involving massless
higher spins is problematic. For example, the Weinberg theorem [10] states that every cubic
coupling involving massless higher spins has to vanish at low energy, i.e long-range forces
mediated by higher spins cannot exist; we also observed that some phenomena like confinement
or symmetry breaking can occur, in such a way that couplings involving massless particles
may survive only at high-energy. We have commented before that the study of interactions
of higher spins on flat space is relevant from various points of view, e.g. in order to study of
the ultra-high-energy regime of String Theory, to investigate the possible role to be played by
non-localities in field theory or to explore the possibility of some non-linear realization of the
higher-spin algebra.
For these reasons, the couplings among higher spins (and in particular the cubic couplings)
have been largely investigated in recent years. In particular, all cubic vertices emerging from the
deformation of the Fronsdal Lagrangian have been classified [44, 45, 58, 59], using the Noether
procedure that we have presented in Chapter 3. Here, we would like to focus on an alternative
simpler option: the Maxwell-like formulation. In the following sections we will introduce its
main features at the free level and discuss how its cubic deformation leads in a natural way to
consider a Noether procedure that is modified, and in some sense more general, with respect
to the one used up to now in the literature.
4.1 Maxwell-like higher spins
4.1.1 Construction of the Lagrangian
In order to investigate the possibility of formulation alternative to the Fronsdal one, we can
go back to the on-shell description for a free particle of arbitrary spin s, provided by the Fierz
system (2.1.18). As we saw in Section 2.1, a spin(helicity)-s representation of the Poincaré
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group with zero mass can be covariantly described by the following system1:
ϕ = 0 ,
∂ · ϕ = 0 ,
ϕ′ = 0 ,
ϕ ∼ ϕ+ ∂ ,

 = 0 ,
∂ ·  = 0 ,
′ = 0 ,
(4.1.1)
where ϕ and  are rank-s and rank-(s− 1) symmetric tensors, respectively. Our goal is now to
get an off-shell description, whose equations of motion imply (4.1.1). First of all we renounce
the light-cone conditions, i.e. ϕ 6= 0 ,  6= 0: the mass-shell conditions must be recovered
from the equations of motion of an appropriate Lagrangian, that must contain a term of the
form:
L ∼ ϕϕ . (4.1.2)
However, this is not gauge invariant, because δL ∼ ϕ∂ 6= 0, so we need to compensate the
gauge variation of ϕ:
δ(ϕ) = ∂ . (4.1.3)
To this end, we need to relax the conditions imposed on divergences and traces of the field and
of the parameter. Let us compute compute the gauge variation of the possible tensors that we
could use to compensate (4.1.3):
δ∂ · ϕ = + ∂∂ ·  ,
δ∂ · ∂ · ϕ = 2∂ · + ∂∂ · ∂ ·  ,
δϕ′ = 2∂ · + ∂′ ,
δϕ′′ = 4∂ · ′ + ∂′′ .
(4.1.4)
It is not difficult to see that multiple divergences or multiple traces of the field introduce only
multiple traces and divergences of the parameter. Comparing these terms with (4.1.3), we can
observe that, under the further requirement of locality, only δ∂ · ϕ can be used to compensate
δϕ. In particular we get:
δ(ϕ− ∂∂ · ϕ) = −2∂2∂ ·  . (4.1.5)
Now, we have two possibilities:
• Compensate this variation with another term; under the assumptions of locality and
absence of auxiliary fields it turns out that the only solution is ∂2ϕ′, so that this choice
leads to the Fronsdal case.
1In this section we will use the convention in A.1
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• Keep the differential constraint on the gauge parameter:
∂ ·  = 0 . (4.1.6)
We would like to investigate the second possibility. In this fashion we get a gauge invariant
tensor providing off-shell equations of motion of the form:
Mϕ = ϕ− ∂∂ · ϕ = 0 , M = − ∂∂· , (4.1.7)
whose consistency with the Fierz conditions (4.1.1) we are now going to discuss. First of all,
let us observe that we can decompose the divergence of the field as follows:
∂ · ϕ = ξ + ζ , ∂ · ξ = 0 , ∂ · ζ = ∂ · ∂ · ϕ . (4.1.8)
Thus, the first term, ξ, represents the transverse components of the divergence, while ζ contain
the non-zero contribution to the double-divergence. Let us also notice that, due to (4.1.5),
δ(∂ · ∂ · ϕ) = 0 , (4.1.9)
i.e. the double divergence of the field is a gauge-invariant quantity; for this reason, it is
impossible to set ζ, and consequently ∂ · ϕ, to zero by means of a gauge fixing. However, we
can use the equations of motion whose divergence implies:
∂ · (ϕ− ∂∂ϕ) = 0 → ∂∂ · ∂ · ϕ = 0 . (4.1.10)
As a consequence, if we neglect discrete degrees of freedom, (4.1.10) implies that on-shell the
double divergence of the field is zero; for the transverse part of the divergence, ξ, we can exploit
the transverse gauge symmetry, under which one has:
δ∂ · ϕ =  , (4.1.11)
showing that it is possible to fix a gauge where ξ is zero. Finally, we get on-shell:ϕ = 0 ,∂ · ϕ = 0 , ϕ ∼ ϕ+ ∂ ,
 = 0 ,∂ ·  = 0 . (4.1.12)
This set of equation is a sort of "reduced" Fierz system; we will show in Section 4.1.2
that these equations describe a reducible representation of the Poincaré group, i.e. the field ϕ
subject to (4.1.12) propagates more than just a single particle with a given spin s. Two remarks
are in order:
(1) even if reducible, we get an admissible description for higher spins, in the specific sense
that the representation of the Poincaré group described by (4.1.12) is still unitary.
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(2) It is still possible to consistently truncate the Maxwell-like spectrum to the single massless
particle of maximal spin s by enforcing, on top of (4.1.6) the additional constraints
ϕ′ = 0 , ′ = 0 [99].
The equations (4.1.7) have formally the same structure as the Maxwell equations: for this
reason we shall refer to the tensor M(ϕ) as "Maxwell-like" tensor. It is remarkable that the
Lagrangian for equations (4.1.7) is as simple as:
L = 1
2
ϕMϕ , (4.1.13)
due to the fact that the Maxwell-like differential operatorM is directly self-adjoint, differently
from the Fronsdal one F .
As already mentioned, the same Lagrangian (4.1.13) can be used to describe a single mass-
less irreducible representation of spin s if we assume that the field is traceless and the gauge
parameter is both transverse and traceless. Although the lagrangian is the same, the new con-
straints modify the equations of motion. Let us call T the traceless projector, an operator that
extract the traceless part of a tensor; for example, for a symmetric rank-two tensor:
[hµν ]traceless = Tµναβhαβ = hµν −
1
D
ηµνh
′ → Tµναβ =
1
2
δ(αµ δ
β)
ν −
1
D
ηµνη
αβ . (4.1.14)
For the arbitrary-spin case the general expression of the projector also enforces projection of
the double, triple etc. traces, involving products of η’s. In our case, however, thanks to the
tracelessness condition ϕ′ = 0, we only need to compute the first two terms:
Tµ1...µsα1...αs =
1
s!
δ(α1µ1 . . . δ
αs)
µs
− 1
D + 2s− 4
(
2
s!
2
s(s− 1)
)
︸ ︷︷ ︸
normalization
η(µ1µ2η
(α1α2δα3µ3 . . . δ
αs)
µs)
+ o(η4) .
(4.1.15)
Let us notice that Tα1...αs,µ1...µs is symmetric in each set of indices {µ} and {α}, and symmetric
under the exchange of the two sets too. The tracelessness condition of the Maxwell-like fields
now reads:
T ϕ = ϕ . (4.1.16)
As consequence we can rewrite the Lagrangian as:
L = 1
2
ϕMϕ = 1
2
T ϕMϕ , (4.1.17)
but thanks to the symmetry of the projector, we can equivalently make it act on the second
field:
1
2
T ϕMϕ = 1
2
ϕT (Mϕ) . (4.1.18)
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Since ϕ is traceless, the differential operator TM is self-adjoint; thus, it is easy to extract the
equations of motion for the irreducible case:
E = T (Mϕ) = 0 , (4.1.19)
which, expanding the projector, look:
E = ϕ− ∂∂ · ϕ+ 2
D + 2s− 4η∂ · ∂ · ϕ = 0 , (4.1.20)
where η is understood to be symmetrized with the double divergence, according to the rules of
symmetric calculus recalled in appendix A.1.
4.1.2 The spectrum
In this section we want to analyze the degrees of freedom that a Maxwell-like field propagates
on-shell; as we have mentioned before, we will find out that a Maxwell-like field describes not
only a single spin-s particle but in fact also all massless particles with spin s−2, s−4, . . . 1 or 0,
each taken once.
To study the physical components that survive on-shell, we use the light-cone formalism
that we have presented in Section 2.1.18, where a given momentum pµ has components
pµ ≡ (p+, p−, pi) , i = 2 . . . D − 1 . (4.1.21)
Without loss of generality we can always choose a frame in which p+ > 0. As we have seen in
the previous section, the Maxwell-like equations of motion are equivalent to the reduced Fierz
system (4.1.12) that, in momentum space, looks:p
2ϕ = 0 ,
p · ϕ = 0 ,
ϕ ∼ ϕ+ p ,
p
2 = 0 ,
p ·  = 0
(4.1.22)
From the mass-shell condition p2ϕ = 0, we see that the non-trivial solutions have support on
the light-cone p2 = 0, and we choose a reference frame such that:
pµ = (p+, 0−, 0i) , (4.1.23)
where the subscripts of the zeros remind us the associated component of the momentum. Let
us focus on the transversality condition ∂ ·ϕ = 0 and let us consider a generic component of the
field with n+ indices of + type, n− indices of − type and ni indices of i type; we will represent
this component in the following way:
ϕ ≡ ϕ+(n+),−(n−),i(ni) . (4.1.24)
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In this notation the transversality condition reads:
−p−ϕ+,+(n+−1),−(n−),i(ni) − p+ϕ−,+(n+),−(n−−1),i(ni) + piϕi,+(n+),−(n−),i(ni−1) = 0 (4.1.25)
Now, reminding our choice for the reference frame, we observe that only the term proportional
to p+ survives, obtaining the following constraint:
p+ϕ−,+(n+),−(n−−1),i(ni) = 0 , (4.1.26)
implying that every time n− 6= 0 the field must vanish; up to this point, the only allowed
configurations are of the type ϕ+(n+)i(ni). As we have done in Section 2.1.18, we can further
reduce the number of independent components using the residual gauge invariance; indeed, in
our reference frame:
δ(ϕ+(n+)i(ni)) = p(++(n+−1)i(ni)) = n+p++(n+−1)i(ni) ; (4.1.27)
by means of this residual transformation, we can set to zero the field whenever n+ 6= 0. Even-
tually, the only non-vanishing components are those with indices orthogonal to the light-cone,
i.e.:
ϕi(s) = ϕi1...is , ij = 2 . . . D − 2 . (4.1.28)
From a group-theoretical point of view, (4.1.28) defines an irreducible representation of GL(D−
2); however, we have seen that a massless particle with spin s and fixed momentum pµ must
provide an irrep of O(D − 2). It is possible do show that an irreducible representation of
GL(D − 2) can be decomposed as a sum of irreps of O(D − 2), an operation called branching,
as follows:
ϕ
GL(D−2)
i1...is
≡ ϕO(D−2)i1...is ⊕ ϕ
O(D−2)
i1...is−2 ⊕ ϕ
O(D−2)
i1...is−4 ⊕ . . . ⊕ A
O(D−2)
i or φ
O(D−2) . (4.1.29)
In fact, we can easily show the matching in the number of degrees of freedom. An irreducible
representation of O(D − 2) with spin s consists of rank-s traceless symmetric tensors; a sym-
metric tensor has
(
D−3+s
D−3
)
independent components so that,after removing the traces one finds:
#comp.(ϕO(D−2)s ) =
(
D − 3 + s
D − 3
)
︸ ︷︷ ︸
head
−
(
D − 5 + s
D − 3
)
︸ ︷︷ ︸
tail
. (4.1.30)
The "tail" is due to the tracelessness and so is not present for the spin-one and spin-zero rep-
resentations. Now let us consider the sum of two representation of O(D − 2) and in particular
ϕO(D−2)s ⊕ ϕO(D−2)s−2 ; the number of independent components of this reducible representation is:
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#comp.(ϕO(D−2)s ⊕ ϕO(D−2)s−2 ) =
(
D − 3 + s
D − 3
)
−



(
D − 5 + s
D − 3
)
+



(
D − 3 + s− 2
D − 3
)
−
(
D − 5 + s− 2
D − 3
)
=
=
(
D − 3 + s
D − 3
)
−
(
D − 7 + s
D − 3
)
. (4.1.31)
We observe that the tail of the spin s representation "kills" the head of the spin s− 2 one; so
in general:
#comp.
(
k⊕
0
ϕ
O(D−2)
s−2k
)
=
(
D − 3 + s
D − 3
)
−
(
D − 5 + s− 2k
D − 3
)
, (4.1.32)
where the "head" is provided by spin s and the "tail" by spin s − 2k. Let us consider now
k = b s
2
c; in this case s− 2b s
2
c will be equal to 1 or 0, depending on the parity of s; in this case,
no tail are added and then we get:
#comp.
 b s2 c⊕
0
ϕ
O(D−2)
s−2k
 = (D − 3 + s
D − 3
)
, (4.1.33)
where the right-hand side equates the number of independent components of the GL(D − 2)-
irrep described by a symmetric rank-s tensor, thus proving our statement. It can be interesting
to display the change of basis in field space such as to make transparent at the Lagrangian
level the decomposition of L = 1
2
ϕMϕ in terms of irreducible representations of the Poincaré
group. Explicitly, we would like to implement a decomposition of the form:
ϕ = φs +Os−2φs−2 + · · ·+Os−2b s
2
cϕs−2b s
2
c , (4.1.34)
where the φs−2k are traceless (s− 2k)-rank fields, and such to diagonalize (4.1.7) in such a way
that any diagonal block would correspond to just one spin. The operators Os−2k are tensorial-
differential operators with 2k Lorentz indices, to be symmetrized with φs−2k. In order for these
operators to diagonalize the spectrum, the following relation must hold:
1
2
ϕMϕ =
b s
2
c∑
k=0
akφs−2kMφs−2k , (4.1.35)
where the Maxwell-like block in the right-hand side is adapted to the various ranks of the
fields and ak are possible overall coefficients. The expansion (4.1.34) gives rise to the following
decomposition:
1
2
ϕMϕ =
b s
2
c∑
k,l=0
ak,lOs−2kφs−2kMOs−2lφs−2l , (4.1.36)
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and, comparing with equation (4.1.35), we observe that the following relation has to hold:
Os−2kφs−2kMOs−2lφs−2l ∼ δk,lφs−2kMφs−2l . (4.1.37)
It can be shown [49] that this relation implies the following constraint on the operators Os−2k:
MOs−2k = ηkM , (4.1.38)
whose solutions can be determined up to the following gauge invariance, stemming from the
structure of the Maxwell-like block:
δOs−2k = ∂Λs−2k , ∂ · Λs−2k = 0 , (4.1.39)
where the Λs−2k’s are themselves rank-(2k − 1) differential operators. The general expression
for the particular solution to the equation (4.1.38) for every choice of the pair (s, k) is quite
involved and generally non local; for instance, we have the following decomposition for the
GL(D − 2) spin-two2:
hµν = h˜µν +
(
ηµν − 2
∂µ∂ν

)
ϕ → Oµν0 = ηµν − 2
∂µ∂ν
 . (4.1.40)
4.2 Cubic interactions: the example of unimodular gravity
Let us consider the simplest non-trivial Maxwell-like theory, defined by the Lagrangian
L = 1
2
hµν(hµν − ∂(µ∂ · hν)) =
1
2
hµνMµν . (4.2.1)
As we saw in detail for the rank-s case, its gauge variation
δS = −2
∫
∂ ·  ∂ · ∂ · h . (4.2.2)
can be set to zero imposing a differential constraint on the gauge parameter:
δ0hµν = ∂(µν) , ∂ ·  = 0 . (4.2.3)
This kind of Lagrangian has been yet considered in the context of the so-called Tdiff-invariant
theories, providing the linearized limit of unimodular gravity [60]. Our goal is to study the
cubic interactions for this theory, according to the Noether procedure.
Since our equations of motion do not contain traces, we can expect that only divergences
of hµν can contribute and that the table of counterterms presented in Section 3.3 only contain
four possible terms:
2We can observe the in the spin-two case the solution is unique, since it is impossible to find an operator Λµ0
such that ∂ · Λ0 = 0.
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h′ ↓ , ∂· → 0 1 2 3
0 TT hh∂· h∂ · ∂· ∂ · ∂ · ∂·
Let us also remind that whenever a term proportional toMµν is generated, this can be canceled
out by means of an appropriate correction to the free gauge transformation, encoded in δ1S0.
4.2.1 The cubic Lagrangian and δ1hµν
At the leading order, the most general cyclic TT Lagrangian is (3.3.10), that we report here
for simplicity:
LTT = a1hµν∂µ∂νhαβhαβ + a2hαβ∂αhµν∂νhµβ , (4.2.4)
whose gauge invariance at this order requires:
a1 =
1
2
a2 . (4.2.5)
Employing the same kind of computations used in Section 3.3, one finds that the cubic vertex
reads
L1 =
1
2
hµν∂µ∂νh
αβhαβ + h
αβ∂αh
µν∂νhµβ −
1
4
∂ · ∂ · hhµνhµν (4.2.6)
where we fixed the overall factor to be equal to one. In order to evaluate the deformation of
the gauge transformation we have to collect all terms proportional to the equations of motion:
δ0L1 = +Mαβν∂νhαβ − hαβ∂aµMµβ −
1
2
Mµν∂νhµββ+
+
1
2
Mαβ∂αµhµβ −
1
2
∂ · Mµβhµβ .
(4.2.7)
From this expression, up to field redefinitions, we can recognize that the corrected gauge trans-
formation takes the Lie derivative form, as expected:
δhαβ = ∂(αβ) − g
[
ν∂νhαβ + ∂(α
ρhβ)ρ
]
(4.2.8)
where g is the usual auxiliary coupling that we can set to one.
4.2.2 Transversality constraint and geometry
Up to now, the use of the constrained spin-two symmetry did not seem to introduce new features
in the Noether algorithm; in this section we want to introduce a significant aspect that will be
highly relevant also in the general higher spin case in Section 4.3.
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Let us consider the first two steps of the Noether procedure as a single equation:
δS = −2
∫
∂ ·  ∂ · ∂ · h+ g(δ1S0 + δ0S1) + o(g2) = 0 , (4.2.9)
where we computed explicitly δ0S0. Now, while at the free level the condition ∂ ·  = 0 is
necessary so as to grant for free gauge invariance, once we switch on interactions we can in
principle allow for possible perturbative corrections to the constraint of the general form:
∂ ·  = gC1(, h) + g2C2(, h2) + . . . , (4.2.10)
where Ci is linear in the parameter and contains i powers of hµν . What we would like to stress
is that the deformation of the constraint induces a new arbitrariness in the interacting theories
that we can construct. For instance, let us suppose to add the following term to the Lagrangian
(4.2.6):
∆L1 = a hµν hµν ∂ · ∂ · h , (4.2.11)
where a is an arbitrary coefficient. This monomial is not gauge invariant:
δ0(∆L1) = 4a∂µν hµν ∂ · ∂ · h , (4.2.12)
where we exploited that δ(∂ ·∂ ·h) = 0 in the present setting. In the standard Noether approach
we need to discard this term, but in our modified formalism, comparing with (4.2.9),we see that
we can absorb this kind of variation by means of an appropriate choice of C1 in (4.2.10):
C1 = 2a∂µν hµν . (4.2.13)
Let us observe that the cubic procedure we implemented in the previous Section was missing
two geometric aspects:
• ∂ ·  = 0 even at the cubic level, while we know that the full unimodular gravity requires
D ·  = gµν∂µν = 0.
• δh′ = g · ∂h′ + 2g∂αβhαβ, i.e. h′ does not transform as a scalar
On the other hand, if we set the coefficient of ∆L1 to a = −12 , we still get cubic-level gauge
invariance, together with:∂ · + g∂
µν hµν = (ηµν + ghµν)∂
µν = gµν∂
µν = 0 ,
δh′ = gν∂νh
′ ,
(4.2.14)
consistently with the expectations from unimodular gravity. Let us mention a second possibility
in which, choosing a = 1
2
, we can deform the constraint in such a way (ηµν − hµν)∂µν = 0, i.e.
we take the divergence of the parameter using the linearized inverse metric, gµν∂µν = 0. In
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this case, the quantity that transforms as a scalar in the theory is not h′, but (ηµν − hµν)hµν
instead, i.e. the trace taken with the linearized inverse metric. The two possibilities are at
this level equivalent, and only the study of the quartic level can clarify whether a choice is
preferable.
We conclude as follows:
• In the rank-two case, the deformation of the constraint is a new possible logical option,
although not necessary for the consistency of the procedure at this stage.
• However, knowledge of the full theory tells us that the deformation of the constraint
encodes crucial information on the underlying geometry.
• This option will be present for all spins, with the difference that for s > 2 it will repre-
sent a crucial, unavoidable ingredient allowing to recover a local solution to the Noether
algorithm.
4.3 Cubic interactions for arbitrary spins (s1, s2, s3)
In this section we illustrate in detail one of our main results: the construction of cubic vertices
for three Maxwell-like fields with arbitrary spins s1, s2, s3.
ϕ(s1)
ϕ(s2)
ϕ(s3)
g∂n
The vertex is characterized by an arbitrary coupling constant3, gn, and by the number of
derivatives. In order to conveniently handle objects with an arbitrary number of indices, we
will make systematic use of a notation explained in appendix A.2. We will eventually find that
Maxwell-like cubic vertices show up a number of significative differences with respect to the
Fronsdal case.
4.3.1 Systematics
In Section 3.3 we have seen that the construction of the cubic vertex by means of the Noether
procedure can be addressed starting from a TT Lagrangian and then adding the divergences
and traces of the fields, entering the procedure to guarantee gauge invariance at the cubic level.
However, in the Maxwell-like case, we can observe that the equations of motions do not contain
3Arbitrary at the cubic level; consistency conditions in next steps of the perturbative procedure can fix the
relative coefficient among various vertices
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traces and thus monomial involving traces cannot enter the procedure . For this reason we can
expect that only divergences of ϕ can contribute and that the table of counterterms presented
in Section 3.3 only contain four possible terms:
ϕ′ ↓ , D → 0 1 2 3
0 TT Dϕϕ DDϕ DDD
The most difficult part is maybe finding how to write the cubic leading term, i.e. the TT -
part of the vertex in the formalism for symmetric tensor. First of all let us remind the structure
of our vertex; we have three symmetric tensors:
ϕ(s1), ϕ(s2), ϕ(s3) , (4.3.1)
where we suppose, without loss of generality, that:
s1 ≥ s2 ≥ s3 . (4.3.2)
Now let us consider a vertex that contains an arbitrary number of derivatives, n; so we need a
suitable way to handle contractions between different tensors and derivatives. Let us describe
the construction in steps:
• Fist of all, we contract each tensor with different tangent vectors:
ϕ(s1)(a) , ϕ(s2)(b) , ϕ(s3)(c) (4.3.3)
• If we want to specify the contraction of a number α of indices between, for instance, the
first and the second tensor, we will use the operator:
(∂a∂b)
α . (4.3.4)
In general, the form of (differential with respect to the tangent vectors) operator encoding
the information about the contraction of indices among the three fields reads as follows :
(∂a∂b)
Q12(∂b∂c)
Q23(∂c∂a)
Q31 . (4.3.5)
• After contractions among tensors, we need to introduce n space-time derivatives; in order
to avoid to derive product of tensor, we place the three tensors at different points,
ϕ(s1)(a, x1)ϕ
(s2)(b, x2)ϕ
(s3)(c, x3) , (4.3.6)
planning to take the limit for coincident xi only at the end of the construction. As a
consequence, we introduce three different space-time derivatives
∂1 , ∂2 , ∂3 , (4.3.7)
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while each ∂i = ∂∂xµi acts only on the tensor ϕ
(si)(xi). The limit for coincident points can
be encoded in an appropriate measure∫
dx2dx3δ(x1 − x2)δ(x2 − x3) =
∫
dDµ ; (4.3.8)
the same measure can be understood for both the Lagrangian and the action: in the
second case it will be understood with an additional dx1.
As already mentioned several times, there is some arbitrariness in the definition of the TT
part of the cubic vertex, related to the possibility of performing partial integrations. While all
choices would lead to equivalent physical interactions, still there might be technical advantages
in using one or the other option, depending on the context. In the higher-spin literature two
options have been considered so far, namely the so-called cyclic ansatz [58, 59] (that we already
introduced in Section 3.3) and the antisymmetric ansatz [80, 100]. For the sake of completeness
we shall describe our results in both settings.
In the cyclic ansatz one exploits the point-splitting (3.3) to define an ordering, s.t. deriva-
tive operators acting on the tensor ϕsi(ai, xi) are arranged so as to contract with the tensor
ϕsi−1(ai−1, xi−1) (with x0 to be identified with x3). The corresponding contractions are imple-
mented by means of appropriate differential operators:
∂
∂aµi−1
∂
∂xiµ
:= (∂ai−1∂i) , ai = a, b, c . (4.3.9)
With this choice, the general form of the leading order lagrangian is:
LTT =
∑
{Q},{n}
∫
dDµK{Q},{n} T (n1, n2, n3|Q12, Q23, Q31)
ϕ(s1)(a, x1)ϕ
(s2)(b, x2)ϕ
(s3)(c, x3) , (4.3.10)
where the K{Q},{n} are constant coefficients to be determined, the sum runs in principle over
all values of Qij and ni (but see below (4.3.20)), and where
T (n1, n2, n3|Q12, Q23, Q31) := (∂a∂2)n1(∂b∂3)n2(∂c∂1)n3(∂a∂b)Q12(∂b∂c)Q23(∂c∂a)Q31 . (4.3.11)
defines the basic operator performing all index contractions.
In the antisymmetric ansatz we make a different choice, arranging antisymmetrically deriva-
tives acting on two fields, say ϕ(s1)(a1, x1) and ϕ
(s3)(a3, x3), to be contracted with the third one,
in this case ϕ(s2)(a2, x2), as follows:(
∂
∂x3µ
− ∂
∂x1µ
)
∂
∂aµ2
:= (∂31∂a2) . (4.3.12)
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Correspondingly, we need to introduce a new T-operator,
T˜ (n1, n2, n3|Q12, Q23, Q31) := (∂a∂23)n1(∂b∂31)n2(∂c∂12)n3(∂a∂b)Q12(∂b∂c)Q23(∂c∂a)Q31 , (4.3.13)
involving the antisymmetric combination of derivatives
∂ij = ∂i − ∂j . (4.3.14)
In both cases, the parameters Qij and nk are constrained by the chosen value for the total
number of derivatives and by the overall number of indices for each tensor. Explicitly:
n1 + n2 + n3 = n , (4.3.15)
Q12 +Q31 + n1 = s1 , (4.3.16)
Q23 +Q12 + n2 = s2 , (4.3.17)
Q23 +Q31 + n3 = s3 . (4.3.18)
We can express all the Qij’s in terms of nk’s: in fact, if we sum equations (4.3.16) and (4.3.17)
and subtract (4.3.18) we obtain
2Q12 + n1 + n2 − n3 = s1 + s2 − s3 → Q12 = n3 −
1
2
(n+ s3 − s1 − s2) (4.3.19)
and in an analogously way we have
Qij = nk −
1
2
(n+ sk − si − sj), i 6= j 6= k , (4.3.20)
thus implying in particular that the coefficients K{Q},{n} in (4.3.10) (as well as in the corre-
sponding expression for the antisymmetric ansatz) run only over one set of parameters, either
the Qkj’s or the ni’s. Moreover, we can observe, by means of a simple counting of indices,
that with our choice we cannot have leading order lagrangians with n > s1 + s2 + s3, since
we would have at least one ∂ · ϕ or ϕ; therefore, we get an upper bound on the number of
derivatives, according to the famous Metsaev bounds [44, 45] on the number of derivatives in
s1-s2-s3 vertices:
s1 + s2 − s3 ≤ n ≤ s1 + s2 + s3 ; (4.3.21)
The argument to demonstrate the lower bound will be shown in the following section.
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4.3.2 Cubic vertex in the cyclic ansatz
The transverse-traceless vertex
Now we have all the tools that we need to implement the Noether procedure. The first step is
imposing gauge invariance of LTT , up to terms proportional to the free equations of motion:
o (M) = δ0LTT =
∑
n1+n2+n3=n
Kn1,n2,n3
∫
dDµT (n1, n2, n3|Q12, Q23, Q31) (4.3.22)[
s1(a∂1)
(s1−1)(a, x1)ϕ
(s2)(b, x2)ϕ
(s3)(c, x3)
+s2(b∂2)ϕ
(s1)(a, x1)
(s2−1)(b, x2)ϕ
(s3)(c, x3)
+s3(c∂3)ϕ
(s1)(a, x1)ϕ
(s2)(b, x2)
(s3−1)(c, x3)
]
,
where we have simultaneously transformed all the three fields (some of them may be possibly
coinciding) with respect to the corresponding gauge transformations. Let us consider the first
term∑
s1Kn1,n2,n3
∫
dDµT (n1, n2, n3|Q12, Q23,Q31)(a∂1)(s1−1)(a, x1)ϕ(s2)(b, x2)ϕ(s3)(c, x3) .
This term is not in the cyclic ansatz and we need to rearrange it, since contains derivatives
with respect to a that can act on (a∂1); it is useful to notice that
(a∂1)T (n1, n2, n3|Q12, Q23, Q31)(s1−1)(a, x1)ϕ(s2)(b, x2)ϕ(s3)(c, x3) = 0 , (4.3.23)
which is due to the fact that (s1−1)(a, x1) depends on (s1 − 1) copies of the tangent vector a,
and thus the action of the s1-th ∂a gives zero. The same argument holds for (b∂2) and (c∂3).
This helps in the analysis of the following commutators:
[T (n1, n2, n3|Q12, Q23, Q31), (a∂1)] ,
[T (n1, n2, n3|Q12, Q23, Q31), (b∂2)] ,
[T (n1, n2, n3|Q12, Q23, Q31), (c∂3)] .
(4.3.24)
Our goal is to compute these commutators and manipulate them in such a way to recognize a
sum of "cyclic" operators, i.e. differential operators whose action gives only terms compatible
with the cyclic ansatz. For the details of this computations see A.2.1. Here we just provide the
final result:
[T (n1, n2, n3|Q12, Q23, Q31), (a∂1)] = +Q31T (n1, n2, n3 + 1|Q12, Q23, Q31 − 1)+
−Q12T (n1, n2 + 1, n3|Q12 − 1, Q23, Q31)+
−Q12T (n1, n2, n3|Q12 − 1, Q23, Q31)(∂b∂2)+
+ n1T (n1 − 1, n2, n3|Q12, Q23, Q31)(∂1∂2) ,
(4.3.25)
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[T (n1, n2, n3|Q12, Q23, Q31), (b∂2)] = +Q12T (n1 + 1, n2, n3|Q12 − 1, Q23, Q31)+
−Q23T (n1, n2, n3 + 1|Q12, Q23 − 1, Q31)+
−Q23T (n1, n2, n3|Q12, Q23 − 1, Q31)(∂c∂3)+
+ n2T (n1, n2 − 1, n3|Q12, Q23, Q31)(∂2∂3) ,
(4.3.26)
[T (n1, n2, n3|Q12, Q23, Q31), (c∂3)] = +Q23T (n1, n2 + 1, n3|Q12, Q23 − 1, Q31)+
−Q31T (n1 + 1, n2, n3|Q12, Q23, Q31 − 1)+
−Q31T (n1, n2, n3|Q12, Q23, Q31 − 1)(∂a∂1)+
+ n3T (n1, n2, n3 − 1|Q12, Q23, Q31)(∂3∂1) .
(4.3.27)
In the following we will use a short notation, just indicating in the operator T (|) the dependence
by the parameters modified with respect to the initial entries nk, Qij; for instance, in this
notation T (n1 + 1, n2, n3|Q12, Q23, Q31) ≡ T (n1 + 1|Qij). Using these commutation rules and
recalling that:
(∂i∂j) =
1
2
(k −i −j) , i 6= j 6= k , (4.3.28)
we can write the total variation of LTT at leading order (i.e. neglecting all terms containing
D, , ϕ ∼ D) as follows:
δ0Lleading orderTT =
∑
ni
Kn1,n2,n3
∫
dDµ(
s1 [+Q31T (n3 + 1|Q31 − 1)−Q12T (n2 + 1|Q12 − 1)] (s1−1)ϕ(s2)ϕ(s3)+
s2 [+Q12T (n1 + 1|Q12 − 1)−Q23T (n3 + 1|Q23 − 1)]ϕ(s1)(s2−1)ϕ(s3)+
s3 [+Q23T (n2 + 1|Q23 − 1)−Q31T (n1 + 1|Q31 − 1)]ϕ(s1)ϕ(s2)(s3−1)
)
.
(4.3.29)
Imposing the variation to vanish results in the following system:∑
n1,n2,n3
Kn1,n2,n3 [Q31T (n3 + 1|Q31 − 1)−Q12T (n2 + 1|Q12 − 1)] = 0 ,∑
n1,n2,n3
Kn1,n2,n3 [Q12T (n1 + 1|Q12 − 1)−Q23T (n3 + 1|Q23 − 1)] = 0 ,∑
n1,n2,n3
Kn1,n2,n3 [Q23T (n2 + 1|Q23 − 1)−Q31T (n1 + 1|Q31 − 1)] = 0 .
(4.3.30)
To solve this system easier, we can shift by one the sum over the ni’s; for instance, in the first
equation we can shift the sum over n2 by one in the first term and over n3 in the second term,
in such a way we get terms depending on the same parameters, in this case T (n2 +1, n3 +1|Qij).
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Using the same idea in all the equations we get the following system:
(Q31 + 1)Kn1,n2+1,n3 − (Q12 + 1)Kn1,n2,n3+1 = 0 , (4.3.31)
(Q12 + 1)Kn1,n2,n3+1 − (Q23 + 1)Kn1+1,n2,n3 = 0 , (4.3.32)
(Q23 + 1)Kn1+1,n2,n3 − (Q31 + 1)Kn1,n2+1,n3 = 0 . (4.3.33)
Let us focus on (4.3.31) which, reminding the equations (4.3.20), we can write in the following
way:
(Q31 + 1)KQ12,Q23,Q31+1 = (Q12 + 1)KQ12,Q23+1,Q31 , (4.3.34)
since a shift on nk is equivalent to shift Qij. We are equating two values of a function shifted
with respect to two independent variables; the unique possibility is that the KQij factorizes as
follows:
KQij = A(Q12)A(Q23)A(Q31) , with A(Q) s.t. (Q+ 1)A(Q) = k . (4.3.35)
We recognize that the unique function A(Q) satisfying (4.3.35) is the factorial. Indeed, our
system is solved by
KQ12,Q23,Q31 =
k
Q12!Q23!Q31!
, (4.3.36)
where k is an arbitrary overall constant. Finally, we can write the cubic vertex at leading order:
LTT =
∑
n1+n2+n3=n
k
Q12!Q23!Q31!
∫
dDµT (nk|Qij)ϕ(s1)(a, x1)ϕ(s2)(b, x2)ϕ(s3)(c, x3) .
(4.3.37)
Let us observe a peculiarity of the TT vertex in D = 4 space-time dimension. Our TT vertex
can be always be written in the following way [76, 77]:
LTT = k
∫
dDµG∆Y s1−∆1 Y
s2−∆
2 Y
s3−∆
3 ϕ
(s1)(a, x1)ϕ
(s2)(b, x2)ϕ
(s3)(c, x3) , (4.3.38)
where the various symbols are defined as follows:
Yi = (∂ai∂i+1) , G = Y1Z1 + Y2Z2 + Y3Z3 , Zi = (∂ai−1∂ai+1) , (4.3.39)
while ∆ parametrizes the number of derivatives in the vertex. Indeed, since all the operators
Y and G involve space-time derivatives, the total number of such derivatives is
#∂ = s1 + s2 + s3 − 2∆ . (4.3.40)
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Under the assumption of locality, the Y ’s can have just positive exponent, and then we have
to impose the following bound on ∆:
0 ≤ ∆ ≤ s3 , (4.3.41)
and reminding (4.3.40) we obtain the Metsaev bound on the number of derivatives contained
in the vertex, (4.3.21). Upon expanding G∆, we obtain the vertex in the form (4.3.37)4. This
form (4.3.38) of the vertex is very useful in D = 4 case, where following relation can be shown
to hold [101]:
D = 4 : GY1Y2Y3 = next order operator . (4.3.42)
Thus, from (4.3.38), it is evident that, in order to have a non-vanishing leading order vertex,
we have just two possibilities:
(1) ∆ = 0
In this case
#∂ = s1 + s2 + s3 ,
LTT∆=0 = k
∫
dDµY s11 Y
s2
2 Y
s3
3 ϕ
(s1)(a, x1)ϕ
(s2)(b, x2)ϕ
(s3)(c, x3) ,
(4.3.43)
i.e. we have the maximum number of derivatives allowed by the Metsaev bound.
(2) ∆ = s3
Now we have
#∂ = s1 + s2 − s3 ,
LTT∆=s3 = k
∫
dDµGs3Y s1−∆1 Y
s2−∆
2 ϕ
(s1)(a, x1)ϕ
(s2)(b, x2)ϕ
(s3)(c, x3) ,
(4.3.44)
i.e. we have the minimum number of derivatives allowed by the Metsaev bound. So, we
observe that, in D = 4 the allowed vertices "collapse" on the boundary of the Metsaev
classification, in agreement with the light-cone results [45].
Completion of the vertex
As we have seen, the commutators (4.3.25) can be expressed as sum of operators written in
cyclic order; in particular these operators can be divided into two set:
• leading order operators: they contain just rescaled operators and act on the field without
adding divergences or , without generating higher-order terms. We used them to fix the
relative coefficient in LTT .
4For example, the constants Kni emerge as the binomial coefficients of the expansion; moreover, it can be
shown that Q12 +Q23 +Q31 = ∆.
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• Next-order operators: they contain rescaled operators accompanied by divergences, such
as ∂a∂2 or D’Alembertian operators i5; these terms move our position in the hierarchy
and we need to compensate them with an appropriate next-order Lagrangian.
Collecting the next-order terms from (4.3.25), (4.3.26) and (4.3.27) we get:
δ0(LTT ) =
∫
dDµ
∑
ni
Kni [
+s1
{
n1T (n1 − 1|Qij)(∂1∂2)−Q12T (nk|Q12 − 1)(∂b∂2)
}
(s1−1)ϕ(s2)ϕ(s3)+
+s2
{
n2T (n2 − 1|Qij)(∂2∂3)−Q23T (nk|Q23 − 1)(∂c∂3)
}
ϕ(s1)(s2−1)ϕ(s3)+
+s3
{
n3T (n3 − 1|Qij)(∂3∂1)−Q31T (nk|Q31 − 1)(∂a∂1)
}
ϕ(s1)ϕ(s2)(s3−1)
]
.
(4.3.45)
Moreover, let us recall the following relations:
∂ · ϕ(s−1) = 1
s
(∂a∂)ϕ
(s) = D(s) ,
ϕ(si) =M(si) + si(a∂i)D(si−1) .
(4.3.46)
In particular, the presence of terms proportional to ϕ(si) complicates our expressions, since
they introduce symmetrized gradients of divergences, for which we have to compute the cor-
responding commutators. Again, at this stage of the hierarchy we have to consider just the
leading sector of the involved cyclic operators and send the remaining ones to the next stage.
Thus, up to terms of o(D2), we get:
δ0
(
Lo(D
2
)
TT
)
=
∫ ∑
ni
Kni
[
+
1
2
s1n1s3T (n1 − 1|Qij)(c∂3)(s1−1)ϕ(s2)D(s3−1)+
−1
2
s1n1s2T (n1 − 1|Qij)(b∂2)(s1−1)D(s2−1)ϕ(s3)+
−1
2
s1n1T (n1 − 1|Qij)1(s1−1)ϕ(s2)ϕ(s3)+
−Q12s1s2T (nk|Q12 − 1)(s1−1)D(s2−1)ϕ(s3)
]
+
+ perm.{1, 2, 3} .
(4.3.47)
Reminding that δ0D =  it is not too difficult to see that the appropriate Lagrangian coun-
terterm at this order is
LD =
∑
ni
Kni
∫
dDµ
[s1n1
2
T (n1 − 1|Qij)D(s1−1)ϕ(s2)ϕ(s3)+
s2n2
2
T (n2 − 1|Qij)ϕ(s1)D(s2−1)ϕ(s3)+
s3n3
2
T (n3 − 1|Qij)ϕ(s1)ϕ(s2)D(s3−1)
]
,
(4.3.48)
5We remind that to our purpose we can consider  as being equivalent to a divergence since 1 = M1 +
(a∂1)(∂1∂a) and at this stage we are neglecting terms proportional to the equations of motion
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so that the total variation LTT +LD vanishes, up to o(M) and o(D2) terms. New terms emerge
from next-order sector of the commutation rules, to be canceled out choosing an appropriate
Lagrangian counterterm LDD that contain two divergences. Let us compute the variation of
LTT +LD, omitting the integral measure and the overall coefficients Kni in order to simplify a
little bit the reading:
δ0 (LTT + LD) ∼
+
s1n1s3
2
[n3T (n1 − 1, n3 − 1|Qij)(∂3∂1)−Q31T (n1 − 1|Q31 − 1)(∂a∂1)](
(s1−1)ϕ(s2)D(s3−1) +D(s1−1)ϕ(s2)(s3−1)
)
+
+
s1n1s2
2
[n2T (n1 − 1, n2 − 1|Qij)(∂2∂3)−Q23T (n1 − 1|Q23 − 1)(∂c∂3)](
D(s1−1)(s2−1)ϕ(s3) − (s1−1)D(s2−1)ϕ(s3)
)
+
+ perm. {1, 2, 3}
(4.3.49)
Once again, neglecting all terms proportional to the equations of motion, o(M), and next-order
in the hierarchy, o(D3), exploiting the same algebra it is not difficult to see that the right coun-
terterm is:
LDD =
∑
ni
∫
Kni
[
+
s1s3n1n3
2
T (n1 − 1, n2, n3 − 1|Qij)D(s1−1)ϕ(s2)D(s3−1)+
+
s2s3n2n3
2
T (n1, n2 − 1, n3 − 1|Qij)ϕ(s1)D(s2−1)D(s3−1)+
+
s1s2n1n2
2
T (n1 − 1, n2 − 1, n3|Qij)D(s1−1)D(s2−1)ϕ(s3)
]
.
(4.3.50)
We have formally reached the last stage of the on-shell procedure. Computing the total variation
we find:
δ0(LTT + LD + LDD) =
∫
dDµ
1
2
s1s2s3n1n2n3K(ni)T (nk − 1|Qij)
[ + (∂2∂3)(D(s1−1)D(s2−1)(s3−1) +D(s1−1)(s2−1)D(s3−1))+
+ (∂1∂2)(D(s1−1)(s2−1)D(s3−1) + (s1−1)D(s2−1)D(s3−1))+
+ (∂3∂1)(
(s1−1)D(s2−1)D(s3−1) +D(s1−1)D(s2−1)(s3−1)) ]+
+ o(M) + o(∂ · D) .
(4.3.51)
In the last equation we have stressed the presence of somewhat strange kind of terms, containing
double divergence of the fields, ∂ · D. We postpone their analysis to the point when we shall
discuss the o(M)-terms and we will see that they actually play a rather notable role.
Once we substitute all ∂i∂j with their expression in terms of k, it is easy to see that all possible
triplets containing D vanish (they would have been problematic: in fact they do not belong
to our classification and they cannot be canceled with an appropriate choice of counterterms)
and then we obtain the following expression:
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δ0(LTT + LD + LDD) = −
∫
dDµ1
2
s1s2s3n1n2n3KniT (nk − 1|Qij)
(+(s1−1)D(s2−1)D(s3−1) +D(s1−1)(s2−1)D(s3−1)+
+D(s1−1)D(s2−1)(s3−1)) ,
(4.3.52)
where in this case it is easy to see that these three monomials cancel once we choose as last
our Lagrangian counterterm the following one:
LDDD =
∑
ni
∫
dDµ
s1s2s3n1n2n3
2
K(ni)T (nk − 1|Qij)D(s1−1)D(s2−1)D(s3−1) . (4.3.53)
Finally, the remaining terms are just on-shell terms. In particular, as anticipated, they fall into
two distinct classes:
• Terms proportional to the equations of motion (M(si)) that we can compensate by means
of an appropriate choice of δ1.
• Terms containing ∂ ·D: these terms, on the other hand, also vanish on the free shell since
∂ · M = ∂∂ · ∂ · D . (4.3.54)
However, and this is a crucial point, we can observe that there is no way to write ∂ · D as
function of M in a local way. This implies that, if we wish to keep locality at all steps,
only two conclusions appear to be possible:
(1) The procedure does not close in the Maxwell-like case and the cubic vertex does not
exist.
(2) We need to deal with the new terms in a way that has not been considered up to now,
adapting the Noether procedure to our new context. We shall explore systematically
the second option in Section 4.4. Before doing that, let us perform the computation
in a different ansatz.
4.3.3 Cubic vertex in the antisymmetric ansatz
The transverse-traceless vertex
We have introduced the antisymmetric ansatz in Section 4.3.1. As we will see, this setting has
the advantage that some expressions assume a somewhat more elegant and compact form.
As a basic technical device, in order to proceed we need to compute the new commutators
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of the operator T˜ defined in (4.3.13) with (ai∂i), emerging from the variation of the fields:
[T˜ (nk|Qij), a∂1] = +
1
2
Q31T˜ (n3 + 1|Q31 − 1)−
1
2
Q31T˜ (nk|Q31 − 1)(∂c∂3)+
− 1
2
Q12T˜ (n2 + 1|Q12 − 1)−
1
2
Q12T˜ (nk|Q12 − 1)(∂b∂2)+
+ n1T˜ (n1 − 1|Qij)(3 −2) .
(4.3.55)
[T˜ (nk|Qij), b∂2] = +
1
2
Q12T˜ (n1 + 1|Q12 − 1)−
1
2
Q12T˜ (nk|Q12 − 1)(∂a∂1)+
− 1
2
Q23T˜ (n3 + 1|Q23 − 1)−
1
2
Q23T˜ (nk|Q23 − 1)(∂c∂3)+
+ n2T˜ (n2 − 1|Qij)(1 −3) .
(4.3.56)
[T˜ (nk|Qij), c∂3] = +
1
2
Q23T˜ (n2 + 1|Q23 − 1)−
1
2
Q23T˜ (nk|Q23 − 1)(∂b∂2)+
− 1
2
Q31T˜ (n1 + 1|Q31 − 1)−
1
2
Q31T˜ (nk|Q31 − 1)(∂a∂1)+
+ n3T˜ (n3 − 1|Qij)(2 −1) .
(4.3.57)
Then, we consider the corresponding TT -Lagrangian
L(TT ) =
∑
n
k
∫
dDµK(nk)T˜ (nk|Qij)ϕ(s1)ϕ(s2)ϕ(s3) , (4.3.58)
where k is an overall constant and we compute its variation with respect to ϕ(s1):
δs10 L(TT ) =
∑
n
k
∫
dDµ s1K(nk)[T˜ (nk|Qij), (a∂1)](s1−1)ϕ(s2)ϕ(s3) . (4.3.59)
At this stage, we consider only the leading part only of the commutator, obtaining:
δs10 L(TT ) =
s1 k
2
∑
n
∫
dDµKn[Q31T˜ (n3 + 1|Q31−1)−Q12T˜ (n2 + 1|Q12 − 1)](s1−1)ϕ(s2)ϕ(s3) .
(4.3.60)
Shifting the sum over n2 in the first term and shifting the sum over n3 in the second term, we
obtain the following condition:
Kn2+1(Q31 + 1) = Kn3+1(Q12 + 1) , (4.3.61)
while similar relations are obtained imposing invariance under δs20 and δ
s3
0 . As already discussed,
this equation is solved by:
Kn =
1
Q12!Q23!Q31!
,
78
4.3. CUBIC INTERACTIONS FOR ARBITRARY SPINS (S1, S2, S3)
up to an overall constant k.
Completion of the vertex
From the commutator computed in the previous section we get:
δs10 L(TT ) =
∑
n
s1Kn
∫
dDµ
[
−s3
2
Q31T˜ (nk|Q31 − 1)(s1−1)ϕ(s2)D(s3−1)+
−s2
2
Q12T˜ (nk|Q12 − 1)(s1−1)D(s2−1)ϕ(s3)+
+s3n1[T˜ (n1|Qij), (c∂3)](s1−1)ϕ(s2)D(s3−1)+
−s2n1[T˜ (n1|Qij), (b∂2)](s1−1)D(s2−1)ϕ(s3)
]
.
(4.3.62)
It is interesting to observe that all these contributions rearrange in such a way that we do not
need a correction LD.The next order part of commutators, as expected, gives rise to terms that
can contribute to the DD-step in our hierarchy; these terms are, schematically,
+ s3n3s1n1T˜ (n1 − 1, n3 − 1|Qij)[−(s1−1)ϕ(s2)D(s3−1) + (s1−1)ϕ(s2)D(s3−1)]+
− s1n1s2n2T˜ (n1 − 1, n2 − 1|Qij)[+(s1−1)D(s2−1)ϕ(s3) − (s1−1)D(s2−1)ϕ(s3)] .
(4.3.63)
From the -term, we can guess the form of the next-order lagrangian that we need to cancel
out this variation:
LDD =
∑∫
dDµK(nk)[ + s1s3n1n3T˜ (n1 − 1, n3 − 1|Qij)D(s1−1)ϕ(s2)D(s3−1)+
+ s1s2n1n2T˜ (n1 − 1, n2 − 1|Qij)D(s1−1)D(s2−1)ϕ(s3)+
+ s2s3n2n3T˜ (n2 − 1, n3 − 1|Qij)ϕ(s1)D(s2−1)D(s3−1)] .
(4.3.64)
Once again, we should collect all possible contributions LDDD, which could emerge from the
variation of the new LDD or from the next order part of previous commutators. Remarkably,
all these terms are found to vanish. Let us stress the simplicity of the Lagrangian in the
antisymmetric ansatz: in fact, in this case the total lagrangian is made up from just two terms:
L1 = LTT + LDD =
∑
n
k
∫
dDµK(nk)
{
+T˜ (nk|Qij)ϕ(s1)ϕ(s2)ϕ(s3)+
+s1s3n1n3T˜ (n1 − 1, n3 − 1|Qij)D(s1−1)ϕ(s2)D(s3−1)+
+s1s2n1n2T˜ (n1 − 1, n2 − 1|Qij)D(s1−1)D(s2−1)ϕ(s3)+
+s2s3n2n3T˜ (n2 − 1, n3 − 1|Qij)ϕ(s1)D(s2−1)D(s3−1)
}
.
(4.3.65)
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However, as for the cyclic case, the variation of the total Lagrangian contains, besides a standard
term proportional toM, also a "pseudo-on shell" remainder of the form:
δs10 (L) = −
d−1∑
n
∫
dDµ
s1s2s3
2Q12!Q23!Q31!
[+(n1 + n2 + 2)n3(s3 − 1)T˜ (n3 − 1|Qij)(s1−1)D(s2−1)∂ · D(s3−2)+
+(n1 + n3 + 2)n2(s2 − 1)T˜ (n2 − 1|Qij)(s1−1)∂ · D(s2−2)D(s3−1) ] ,
(4.3.66)
We see that we cannot cancel out these two terms using any Lagrangian counterterm and so
we need again to find out an appropriate treatment.
4.4 The modified Noether procedure
4.4.1 Deforming the transversality constraint
After the completion of the first part of the Noether procedure we found unusual types of terms
to be compensated, characterized by the presence of the double divergence of (at least) one field,
∂ ·D (for simplicity, we use the cyclic ansatz; the discussion can be extended straightforwardly):
(δ0L1)o(M) =
∑
ni
∫
dDµK(ni) {[
−s1Q12s2(s2 − 1)n2T (n2 − 1|Q12 − 1)(s1−1)∂ · D(s2−2)ϕ(s3)+
−s2Q23s3(s3 − 1)n3T (n3 − 1|Q23 − 1)ϕ(s1)(s2−1)∂ · D(s3−2)+
−s3Q31s1(s1 − 1)n1T (n1 − 1|Q31 − 1)∂ · D(s1−2)ϕ(s2)(s3−1)
]
+
+
s1s2s3
2
[
−Q12(s2 − 1)n2n3T (n2 − 1, n3 − 1|Q12 − 1)(s1−1)∂ · D(s2−2)D(s3−1)+
−Q23(s3 − 1)n3n1T (n1 − 1, n3 − 1|Q23 − 1)D(s1−1)(s2−1)∂ · D(s3−2)+
−Q31(s1 − 1)n1n2T (n1 − 1, n2 − 1|Q31 − 1)∂ · D(s1−2)D(s2−1)(s3−1)
]}
.
(4.4.1)
As already discussed, although these terms do vanish on the free shell, there is no way in
general to express them locally as functions of the equations of motion. This occurrence raises a
potentially problematic issue on the possibility to lead the Noether procedure to full completion.
However, we will show that we can actually cancel them in a well-defined way if we allow
for a modified Noether procedure. The latter, in its turn, is properly motivated by general
considerations and in our opinion may find further applications in other contexts.
Let us consider, for simplicity, the terms containing the double divergences of the first field6:
6In the cyclic ansatz, they emerge when we variate the lagrangian with respect to the third field.
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inverting the differential operator T we can write this contribution in the following schematic
way:
δs10 L1 = ∂ · D1 C1(ϕ2, 3) , (4.4.2)
where C1 is linear in the gauge parameter and in the field; now let us consider again the equations
of the Noether procedure: 
δ0S0 = 0 ,
δ0S1 + δ1S0 = 0 ,
δ0S2 + δ1S1 + δ2S0 = 0 ,
...
(4.4.3)
The usual statement is that the first of these equations is trivial because it just represents
the invariance of S0 with respect to the free gauge transformation; however, as we saw several
times, in our case, up to integrations by parts, we get:
δ0S0 = −2
(
s
2
)∫
∂ ·  ∂ · D . (4.4.4)
From this equation is evident that if in our perturbative expansion we can allow for a deforma-
tion of the differential constraint,
∂ ·  = gK1(, ϕ) + g2K2(, ϕ2) + . . . . (4.4.5)
The corresponding correction to δ0S0 can enter higher orders of the procedure, and in particular
can in principle compensare terms proportional to ∂ · D:
δ0S0 = o(g) ,
−2(s
2
)
∂ · D K1 + δ0S1 + δ1S0 = o(g2) ,
−2(s
2
)
∂ · D K2 + (δ0S1)K1 + δ0S2 + δ1S1 + δ2S0 = o(g3)
...
(4.4.6)
where each o(gk) enter the higher-order equations. In the third line, (δ0S1)
K1 is the contribution
deriving from the cubic step every time we get a term containing ∂ ·  = gK1.
In particular, at our stage, we can compensate (4.4.2) deforming the constraint as follows:
−2
(
s
2
)
K1 + C1 = 0
↓
∂ ·  =g 1
s(s− 1)C1 .
(4.4.7)
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The modified Noether procedure represents the crucial additional piece of insight allowing
to complete the analysis at cubic order. In particular, we have to find the form of C1 associated
to every ∂ · D. Let us consider again the case i = 1 and the following related terms:
δs30 Lo(M)1 = −
∑
n
∫
dDµ s3Q31s1(s1 − 1)n1[
+T (n1 − 1|Q31 − 1)∂ · D(s1−2)ϕ(s2)(s3−1)+
+
n2s2
2
T (n1 − 1, n2 − 1|Q31 − 1)∂ · D(s1−2)D(s2−1)(s3−1)
]
.
(4.4.8)
We have to invert the T-operator, in such a way that no derivatives act on the ∂ · D’s; in
particular we want to obtain an expression of the following form
δ30 Lo(M)1 = ∂ · Ds1−2(a, x) ∗a C1(a, x|ϕ(s2), (s3−1)) , (4.4.9)
where we used the contraction operator ∗a we defined in A.2; in this way we can extract C1
and then determine the deformation of the constraint. The general method to compute these
inversions is shown in appendix A.2.2; applying the same procedure to our case we find that
the deformation of the constraint reads:
∂ · (s1−1) =− g
∑
n
∫
dDµK(ni)s3Q31(s1 − 2)!n1[
+Ta(n1 − 1|Q31 − 1)ϕ(s2)(s3−1) +
n2s2
2
Ta(n1 − 1, n2 − 1|Q31 − 1)D(s2−1)(s3−1)
]
,
(4.4.10)
where we used the operators Ta introduced in A.2.2.
4.4.2 Generalization
We have seen in the previous section that, if we try to implement the Noether procedure in the
Maxwell-like case, we actually need to modify it; in particular, we found that the crucial point
is to implement systematically a perturbative series of corrections to the constrained gauge
symmetry of the free theory. Inspired by this concrete example we are led to wonder about the
generality of the underlying mechanism.
Let us recall the fundamental steps of the usual Noether procedure; the starting point is a
perturbative expansion in the fields and in their gauge transformation:
S = S0 + g S1 + g
2 S2 + . . . ,
δϕ = δ0ϕ+ g δ1ϕ+ g
2 δ2ϕ+ . . . ,
(4.4.11)
where Si ∼ ϕi+2 and δiϕ ∼ ϕi, while g is an arbitrary (at least at the cubic level) coupling
constant that we can use to count the number of fields involved in the expansion of the various
quantities. One requires that the action is gauge invariant with respect to the full gauge
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transformation:
(δ0 + g δ1 + g
2δ2 + . . . )(S0 + g S1 + g
2S2 + . . . ) = 0 . (4.4.12)
Assuming that gauge-invariance should hold order-by-order, we get the well-known equations
of the Noether algorithm:

δ0S0 = 0 ,
δ0S1 + δ1S0 = 0 ,
δ0S2 + δ1S1 + δ2S0 = 0 ,
...
(4.4.13)
Now we would like to take in account explicitly the possibility that the free gauge transformation
comes together with some constraints:
O = 0 , (4.4.14)
where O is a given algebraic or differential (linear) operator. For instance, in the Maxwell-like
case we have the differential constraint generated by the divergence, O ≡ ∂·, while in the
Fronsdal case O is the operator computing the trace. It may be useful to keep in mind that ϕ
and  in this discussion are collective symbols for all fields and gauge parameters entering our
construction.
Our point is to allow for the possibility that O itself receives perturbative corrections:
O+O1(, ϕ) +O2(, ϕ2) + · · · = 0 (4.4.15)
where in general Oi ∼  ϕi, with the consequence that the equations (4.4.13) must be properly
modified, so as to take (4.4.15) into account. The way to do that is to realize that the deformed
constraint generates an additional implicit dependence of δϕ from powers of the fields7. More
in detail, the gauge transformation of a given field ϕ has to be understood as follows
δiϕ = δ
(0)
i + δ
(1)
i ϕ+ δ
(2)
k ϕ+ . . . ,
δki ϕ ∼ o
(
ϕk+i
)explicitly on ϕ
i ,
implicitly on ϕk via -dependence ,
(4.4.16)
7Some deformation may look trivial. Trivial deformations have the form (at the cubic level) O1(, ϕ) =
OΛ(, ϕ), where Λ is a field-dependent gauge parameter; in fact, we can trade this contribution by means of
a redefinition of the parameter  →  − Λ(, ϕ). Notice however that in general ∂ · Λ(, ϕ) 6= 0 and thus the
redefinition is tantamount to (4.4.15).
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As a consequence, the equations of the Noether procedure get modified as follows:
o (, ϕ) : δ S =
∫
δL0
δϕ
δ
(0)
0 ϕ,
o (, ϕ 2) : δ S =
∫ {
δL0
δϕ
(δ
(1)
0 ϕ + δ
(0)
1 ϕ) +
δL1
δϕ
δ
(0)
0 ϕ
}
, (4.4.17)
o (, ϕ 3) : δ S =
∫ {
δL0
δϕ
(δ
(2)
0 ϕ+ δ
(1)
1 ϕ+ δ
(0)
2 ϕ) +
δL1
δϕ
(δ
(1)
0 ϕ+ δ
(0)
1 ϕ) +
δL2
δϕ
δ
(0)
0 ϕ
}
.
...
For instance, in our case both δ (0)0 ϕ and δ
(1)
0 ϕ are given by the Abelian transformation ∂ . On
the other hand, the parameter  in δ (0)0 ϕ solves ∂ ·  = 0 while in δ (1)0 ϕ it contributes to the
second equation in (4.4.17) only via the solution to
∂ ·  + gO1 ( , ϕ) = 0 , (4.4.18)
to first order in ϕ. Similarly for the higher order terms. Of course, in general we will not be
able to solve the differential constraint in such a way to recognize the explicit local dependence
of  on the fields; however, it can suffice to keep the dependence implicit and use directly the
constraint, solving for O in terms of its expansion −gO1 − g2O2 + . . . every time it appears
in our procedure. The computations of Section 4.4.1 provide an explicit example of this effect.
As usual, from (4.4.17) one can first determine the cubic vertices L1 on the free mass shell,
i.e. for those configurations satisfying δL0
δϕ
= 0. At this level the corrections encoded in (4.4.15)
do not play any special role. Once L1 is found one should proceed to collect all terms quadratic
in ϕ in δS that vanish on the free mass shell, and include them so as to determine δ1ϕ. The
latter in general, as one can see in (4.4.17), comprises two contributions whose splitting may
well be not uniquely determined. It seems to us that two situations are possible:
(1) the nature of the constraints (4.4.14) is such that it is always possible to reabsorb any
correction encoded in (4.4.15) in a suitable local deformation of the fields ϕ; for example
we can reabsorb it by means of a redefinition of fields or gauge parameters.
(2) Corrections of the form (4.4.15) and correspondingly modified Noether equations (4.4.17)
are needed in order to grant for the existence of a local solution to the deformation
procedure.
If option (1) occurs, then the general system (4.4.17) encoding the corrections (4.4.15) can
be equivalently traded for the more customary Noether system (4.4.13), with constraints on
the gauge parameters kept in their original "free” form (4.4.14). In this case the possibility of
corrections to the constraints (4.4.15) may still be considered in principle, and may even be
convenient in practice in some cases, but it would be not necessary to take it into account in
order to determine the most general solution to the deformation procedure.
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4.4.3 Need for deformation
We have seen that we can compensate the terms proportional to ∂ ·∂ ·ϕ, that emerge at the end
of the Noether procedure, taking into account an appropriate deformation of the transversality
constraint. However, an obvious question is whether there is a choice of the ansatz where the
new terms manifestly vanish at the end of the procedure, without requiring any modification
of the usual algorithm. To investigate this issue, we first need to understand what concretely
distinguishes two different ansatze. At the TT level two vertices must anyway coincide up to
total derivatives: in fact, the relative coefficients of the TT monomials in a given ansatz are
uniquely fixed by consistency with the next orders, and then the vertex is unique. This is
evident in the two choices that we have considered up to now, since at the TT level:
∂a∂23 = ∂a∂2 − ∂a(−∂1 − ∂2) ≈ 2∂a∂2 , (4.4.19)
and thus:
T antisym.TT (nk|Qij) = 2#∂T cyclicTT (nk|Qij) . (4.4.20)
Since the TT part of a vertex is the same, independently by the chosen ansatz, its variation
must be compensated always by the same counterterms Li,j8, up to integrations by parts; during
these integrations by parts, multiple divergences of the fields can appear; this is evident, for
instance, when we try to move from the antisymmetric ansatz to the cyclic one, where:
(∂a∂23)
n1 = (2∂a∂2 + ∂a∂1)
n1 =
∑
k
(
n1
k
)
(2∂a∂2)
k(∂a∂1)
n1−k . (4.4.21)
Thus, the only difference between two vertices stemming from different TT parts can consist in
a tail containing multiple divergences of the fields, (∂i∂ai)
mi , with mi ≥ 2. In this sense, if now
we consider the most general tail that can complete our vertex, we consider at the same time
the most general vertex in all possible forms, since only multiple divergences can distinguish
two different choices. The new vertex can thus be written as follows:
Lext = L+ Ltail =
∑
α,β,γ,m1,m2,m3
Cm1,m2,m3α,β,γ Θ(α, β, γ|m1,m2,m3)ϕ(s1)ϕ(s2)ϕ(s3) , (4.4.22)
where the operator Θ has the form:
Θ(α, β, γ|m1,m2,m3) = (∂a∂2)n1(∂b∂3)n3(∂c∂a)n2(∂b∂c)α(∂c∂a)β(∂a∂b)γ(∂a∂1)m1(∂b∂2)m2(∂c∂3)m3 ,
(4.4.23)
where α = Q23 and so on; moreover, reminding the relation (4.3.20), it is not difficult to see that
α+β+γ = ∆, where ∆ is defined by #∂ = s1+s2+s3−2∆; themi parameters count the number
8We remind that i and j count the number of divergences and trace contained in the Lagrangian counterterms
85
CHAPTER 4. INTERACTIONS FOR MAXWELL-LIKE HIGHER SPINS
of divergences while, in this case, the ni parameters are fixed by the requirement that that the
derivatives ∂ai
9 do not annihilate the polynomials in ai: for instance: β + γ + n1 + m1 = s1.
The Cm1,m2,m3α,β,γ are a set of parameters whose values in the case mi < 2 are the coefficients of
L obtained in Section 4.3.2; the other coefficients are not fixed, since we are considering the
most general tail. Our goal is to variate (??) and see whether its variation can compensate
the deformation. If we can exhibit at least one example where the tail cannot compensate
the terms that give rise to the deformation of the constraint, then we can conclude that the
modified Noether procedure is necessary in our context. When computing the variation we
have to consider also the multiple divergences of the equations of motion,
(∂1∂a)
mM(ϕ(s1)) = [(1−m)(∂1∂a)m − (a∂1)(∂1∂a)m+1]ϕ(s1) , (4.4.24)
while also keeping in mind that the equations of motion contain a -part and a gradient-part.
If we add all possible monomials proportional to the equations of motion to the variation of
the Lagrangian, we take into account the possibility that some terms can contribute to the
deformation of the gauge transformation. For simplicity, let us consider the gauge variation of
ϕ(s1): the most general way to write the gradient part of the equations of motion (of ϕ(s2) and
ϕ(s3)) consistently with the cyclic ansatz reads:
B =
∑
m1,m2,m3
B0,m2,m3
∑
α,β,γ
T (α, β, γ|nk)(b∂2)(∂b∂2)m2(∂c∂3)m3(s1−1)ϕ(s2)ϕ(s3) ,
D =
∑
m1,m2,m3
D0,m2,m3
∑
α,β,γ
T (α, β, γ|nk)(c∂3)(∂b∂2)m2(∂c∂3)m3(s1−1)ϕ(s2)ϕ(s3) .
(4.4.25)
Now, we add a subtract to our extended Lagrangian these two contributions:
δ1Lextended︸ ︷︷ ︸
δ1L+δ1Ltail
+B − B +D −D . (4.4.26)
Now let us consider the two B contributions: we can substitute one with its -part and equa-
tions of motion:
B0,m2,m3 =
∑
α,β,γ
T (α, β, γ|nk)(b∂2)(∂b∂2)m2(∂c∂3)m3(s1−1)ϕ(s2)ϕ(s3) =
=
∑
α,β,γ
T (α, β, γ|nk)(∂2∂b)m2−1(∂3∂c)m3
{
(2−m2)(s1−1)ϕs2 − (s1−1)M(s2)ϕ(s3)
}
=
=
∑
α,β,γ
Θ(α, β, γ|0,m2 − 1,m3)
{
(2−m2)(s1−1)ϕs2 − (s1−1)M(s2)ϕ(s3)
}
.
(4.4.27)
9a1 ≡ a, a2 ≡ b, a3 ≡ c
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TheM-part can be neglected since it contributes just to the deformation of the gauge trans-
formation, while the -contributions are needed to compensate the ones that can emerge from
δ1Lext. The unique requirement is now that it exists a consistent choice of the coefficients in
B and D such that all the -groups vanish. The same strategy is used for the D-terms and in
the variations with respect to ϕ(s2) and ϕ(s3) If the deformation of the constraint is manifestly
required in any ansatz, then it must exist at least a vertex in which such a consistent choice of
coefficients is not possible.
In order to investigate whether this vertex exists, we consider an explicit example: the
3− 2− 1 vertex. In this case, the most general tail built out of higher-divergences consists of
the following terms10:
a1∂ · D(3)µ ∂µhνρ∂νAρ ,
a2∂ · D(3)µ hνρ∂ν∂ρAµ ,
a3∂ρ∂ · D(3)µ hµν∂νAρ ,
b1∂ · D(3)µ ∂µD(2)ν Aν ,
b2∂ · D(3)µ D(2)ν ∂νAµ ,
b3∂ν∂ · D(3)µ D(2)µAν ,
c1∂ · D(3)µ ∂ · D(2)Aµ ,
c2φµνρ∂
µ∂ν∂ · D(2)Aρ ,
c3D(3)µν ∂µ∂ · D(2)Aν ,
c4∂ · ∂ · D(3)hµν∂µAν ,
c5∂ · ∂ · D(3)D(2)µ Aµ ,
d1∂ · D(3)µ hµν∂νD(1) ,
d2∂ · D(3)µ Dµ(2)D(1) ,
(4.4.28)
while the multiple divergences of the equations of motion read:

hµν − ∂(µD(2)ν) = 0 ,
−∂µ∂ · D(2) = 0 ,
∂ · D(2) = 0 ,

φµνρ − ∂(µD(3)νρ) = 0 ,
−∂(µ∂ · D(3)ν) = 0 → ∂ · ∂ · D(3) = 0 ,
−∂ · Dν − ∂µ∂ · ∂ · D(3) = 0 ,
−2∂ · ∂ · D(3) = 0 .
(4.4.29)
All the terms that we can build up with the equations of motion are collected in appendix C.
Now, we have to variate (with respect to all the fields) the new Lagrangians and add to it the
monomials containing the equations of motion, so as to investigate whether there is a choice of
the coefficients that makes the new variation vanishing (up to monomials proportional to the
10We distinguish the de Donder tensors relative to the three fields as using the notation D(s1)
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equations of motion); in the case under consideration:
δ1L = −2∂ · D(3)µ ∂µhαβ∂α∂βΛ− 2∂ · D(3)µ ∂µD(2)α ∂αΛ ,
δ3L = −∂αµν∂µ∂ν∂ · D(2)Aα −
1
2
µν∂
µ∂ν∂ · D(2)D(1) . ,
(4.4.30)
where L is the vertex obtained in Section 4.3 without any tail. We analyzed the systems by
means of Mathematica, and found out that such a choice of coefficients does not exist. In view
of this example we are led to conclude that in the Maxwell-like setting the deformation of the
constraint at the cubic level is in general unavoidable.
4.4.4 Comments
Let us consider the two theories that we have presented to describe higher spins at the free
level: the Fronsdal theory and the Maxwell-like one. For the latter we have shown in a previous
section that a modification of the Noether procedure is actually needed to close the cubic
step, implying a deformation of the constraint on the gauge parameter. However, also in the
Fronsdal case the free gauge symmetry is constrained, since the free action is invariant only
under traceless gauge transformations,
δϕ = ∂ , ′ = 0 . (4.4.31)
In the construction of cubic vertices for Fronsdal fields in flat space performed in [59, 77] it
was found no need to deform (4.4.31). So, a natural question is why in the Fronsdal case we do
not need to deform the constraint while the Maxwell-like case calls for the modified Noether
procedure.
One facet of this issue is probably to be found in the different behavior of higher-spin gauge
fields with respect to minimal gravitational coupling. The latter being not allowed on flat back-
grounds leads to no need for taking deformations of the metric into account in the contractions
implied in the computation of traces. This view is supported by partial findings on cosmolog-
ical backgrounds, where minimal gravitational coupling is indeed allowed and deformation of
the trace conditions are found to be needed [102]. Higher-spin covariance, on the other hand,
strongly suggests that the corresponding deformation should eventually involve all spins, a fact
that may be expected to become unavoidable when going beyond cubic order. In addition, as
we comment more explicitly elsewhere when analyzing unimodular gravity from our perspective
(see Section 4.2.2), let us also stress that the mere absence of algebraic need for deforming the
constraint does not logically implies that taking the latter into account should be not useful or
even physically crucial to get the actual geometrical picture.
This being said, we would also like to stress an important algebraic difference between trace
and transversality constraints, possibly contributing to their different behavior at the level of
the Noether procedure. To this end, let us analyze in more detail the differential constraint
∂ ·  = 0. Let us consider the spin 2 case; it is not difficult to see that the corresponding
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constraint admits the following solution:
∂µµ = 0 → µ = ∂α(0)[α,µ] . (4.4.32)
In fact, thanks to the antisimmetry of the indices in (0), the divergence of µ gives identically
zero. However, the gauge transformation solved in terms of (0) is now reducible, since we can
find a configuration of (0) that leaves µ unchanged:
δ
(0)
[α,µ] = ∂
ν
(1)
[α,µ,ν] . (4.4.33)
In turn, we can also find a configuration of (1) that leaves (0) unchanged as follows
δ
(1)
[α,µν] = ∂
ρ
(2)
[α,µ,ν,ρ] , (4.4.34)
and so on, since this chain of gauge-for-gauge transformations can be continued in an analogous
way until:
δ
(D−3)
[α,...,αD−1]
= ∂αD
(D−2)
[α,...,αD]
, (4.4.35)
where D is the number of space-time dimension. Thus, we have decomposed the spin-two
constrained gauge transformation, ∂hµν = ∂(µν) , ∂ ·  = 0, in terms of an order-(D − 2)
reducible (higher-derivative) gauge transformation. This decomposition can be extended to
any spin. Starting from the Maxwell-like gauge symmetry in its standard form
δϕµ1...µs = ∂(µ1µ2...µs) , ∂
µ2µ2...µs = 0 , (4.4.36)
we can solve for the transversality constraint as follows:
µ1...µs−1 = ∂
α1 . . . ∂αs−1(0)α1...αs−1,µ1...µs−1 
(0)
(α1...αs−1,µ1)...µs−1
= 0 , (4.4.37)
where the parameter (0) encodes the symmetries of the GL(D)-Young tableau11:
(0)α1 ···αs−1, µ1 ···µs−1 ∼
s−1︷ ︸︸ ︷
· · ·
· · · . (4.4.38)
As for the spin-two case, we can obtain an entire chain of gauge for gauge transformations [103]:
11See appendix B for a brief account on Young tableaux
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δ
(k)
βk,...,β1,α1 ···αs−1, µ1 ···µs−1 = ∂
βk+1
(k+1)
βk+1,βk,...β1,α1 ···αs−1, µ1 ···µs−1 ,

(k)
βk,...,β1,α1 ···αs−1, µ1 ···µs−1 ∼
· · ·
· · ·
1
...
k
(4.4.39)
where k = 0, . . . , D−2. From our present vantage point the relevant aspect to stress is that after
solving the transversality constraint we expect to be able to implement the Noether procedure
in its standard form.
As we saw in Section 3.1.1, the information about the reducibility of a gauge transformation
can be encoded in some operator Z(k)∆ , where k is the order of reducibility; in our perturbative
expansion, this operator can receive field-dependent perturbative corrections:
Zk∆ → Zk∆ + gZk∆(ϕ) . (4.4.40)
The role played by these corrections would be more evident in the Noether procedure imple-
mented in the Batalin-Vilkovisky framework, where it is possible to systematically take into
account all the quantities relevant for the gauge algebra; in contrast the corrections (4.4.40)
would be somewhat hidden in the Noether procedure that we have described so far.
In the light of these considerations, it is conceivable that the deformation of the constraint
(4.4.15) be the counterpart of the deformation of the reducibility conditions encoded in the
constraint. In contrast, the algebraic constraint ′ = 0 does not imply a chain of reducibility
conditions, thus suggesting in principle a possible partial reason why deforming this constraint
is not apparently needed.
Before closing this section, let us stress another feature of the deformation (4.4.15) in the
Maxwell-like case. In that context, as we saw, the deformation emerges in the following form,
∂ · (si−1) ∝ C1
(
ϕ(si+1), (si+2−1)
)
. (4.4.41)
Let us also suppose that s1 is strictly greater than s3. From (4.4.41) we see that the deformed
constraint implies a given dependence of a gauge parameter from another one, corresponding
in general to a different field. This kind of dependence does not occur in the standard Noether
procedure and we will refer to it as the "mixing phenomenon". The latter brings about a
potentially deep implication: in the usual Noether procedure, at the end of the cubic step we
get the deformation of the gauge transformation δi1 ; each transformation is independent so that,
for instance, we can make a gauge transformation keeping ϕ(s2) and ϕ(s3) unchanged: in fact,
we can choose as parameter (s1−1) = ¯(s1−1), (s2−1) = 0 and (s3−1) = 0; now, let us consider
the Maxwell-like case and suppose again we variate the first field with a parameter ¯(s1−1); even
if we keep the other two parameter fixed to zero, a non-trivial (s2−1) gauge parameter is turned
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on by the solution to the relation
∂ · (s2−1) ∝ C1(ϕ(s3), ¯(s1−1)) . (4.4.42)
The mixing phenomenon brings about the apparently puzzling implication that the three gauge
parameters are not longer independent; rather, some "components" of each (si−1) get fixed in
terms of the the other two parameters because of the deformation of the constraints.
4.5 Observations on the gauge algebra
At the end of the on-shell modified Noether procedure, in particular after taking the deformation
of the constraint into account, the remaining terms are locally proportional to the free equations
of motionsM(ϕ):
δ0L1 =
∑
K(ni)
n1s1
2
{
T (n1 − 1|Qij)
[
(s1−1)ϕ(s2)M(s3) − (s1−1)M(s2)ϕ(s3)
]
+
n2s2T (n1 − 1, n2 − 1|Qij)(s1−1)D(s2−1)M (s3)
}
+
n2s2
2
{
T (n2 − 1|Qij)
[
M(s1)(s2−1)ϕ(s3) − ϕ(s1)(s2−1)M(s3)
]
+
n3s3T (n2 − 1, n3 − 1|Qij)M(s1)(s2−1)D(s3−1)
}
+
n3s3
2
{
T (n3 − 1|Qij)
[
ϕ(s1)M(s2−1)(s3 − 1)−M(s1)ϕ(s2)(s3−1)
]
+
n1s1T (n1 − 1, n3 − 1|Qij)D(s1−1)M(s2)(s3−1)
}
.
(4.5.1)
To determine, for instance, the deformation of the gauge transformation of ϕ(s1), δ(s1)1 (ϕ, ),
we need to collect all terms containingM(s1):∑
K(ni)
[s2n2
2
T (n2 − 1|Qij)M(s1)(s2−1)ϕ(s3) −
s3n3
2
T (n3 − 1|Qij)M(s1)ϕ(s2)(s3−1)
+
n2n3s2s3
2
T (n2 − 1, n3 − 1|Qij)M(s1)(s2−1)D(s3−1)
]
.
We know that δ(s1)1 (ϕ, ) is identified as the term contracting M(s1) (and with opposite sign);
so we have to bring the last expression in the form −M(s1) ∗ δ(s1)1 (ϕ, ), without any derivatives
acting on the equations of motion. The inversion of the T -operator, described in Appendix
A.2.2, leads to the following result:
δ1ϕ
(s1) = −
∑
ni
∫
dDµ
k s1!
2Q23!
{
+n2s2
[
(∂b∂3)
n2−1(a∂2)
n1(∂c∂1)
n3(∂b∂c)
Q23(s2−1)ϕ(s3)
]
+
−n3s3
[
(∂b∂3)
n2(a∂2)
n1(−∂c∂2)n3−1(∂b∂c)Q23ϕ(s2)(s3−1)
]
+
+n2n3s2s3
[
(∂b∂3)
n2−1(a∂2)
n1(∂c∂1)
n3−1(∂b∂c)
Q23(s2−1)D(s3−1)
]}∣∣∣∣
b,c=a
(4.5.2)
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and similarly for δ1ϕ
(s2) and δ1ϕ
(s3).
Once we have obtained the deformation of the gauge transformation, we are interested in
studying how the gauge algebra is deformed. The quantity that encodes this information is the
commutator:
[δΛ0 + gδ
Λ
1 + . . . , δ
Σ
0 + gδ
Σ
1 + . . . ]ϕ , (4.5.3)
where Λ and Σ represent two independent gauge parameters. In particular, we can extract
various commutators depending on their order in g. The lowest order is trivial:
g0 : [δΛ0 , δ
Σ
0 ]ϕ = 0 . (4.5.4)
The first non trivial commutator appears at order g and is given by:(
[δΛ0 , δ
Σ
1 ] + [δ
Λ
1 , δ
Σ
0 ]
)
ϕ =
(
δΛ0 δ
Σ
1 − δΣ0 δΛ1
)
ϕ (4.5.5)
where we used δ1δ0 = 0, since δ0ϕ does not contain fields. A mandatory check is that this
commutator closes at least on the free gauge gauge transformation, i.e:(
δΛ0 δ
Σ
1 − δΣ0 δΛ1
)
ϕ = δ
[Λ,Σ]
0 ϕ , (4.5.6)
where [Λ,Σ] is a bilinear in the two gauge parameter; if (4.5.6) did not hold, then the theory
would be inconsistent, since there are no other contributions of order g available to compensate
it. We would like to perform this check and, assuming for simplicity s1 6= s2 6= s3, compute the
following commutator:
(δ20 δ
3
1 − δ30 δ21 )ϕ(s1) . (4.5.7)
First of all, let us to notice that in 4.5.2 only the terms that do not contain ∂ · D survive to the
double variation, since ∂ · D is gauge invariant under free gauge transformations. Observing
that the D-terms in the first line of 4.5.2 cancel with the ones in the third line, we see that the
contribution from δ1ϕ to the gauge algebra is:
δ1ϕ
(s1) = −
∑ ks1!
2Q23!
{
+n2s2
[
(∂b∂3)
n2−1(a∂2)
n1(−∂c∂2)n3(∂b∂c)Q23(s2−1)ϕ(s3)
]
+
−n3s3
[
(∂b∂3)
n2(a∂2)
n1(−∂c∂2)n3−1(∂b∂c)Q23ϕ(s2)(s3−1)
]}∣∣∣∣
b,c=a
,
(4.5.8)
so that we are left with the following computations:
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(δ20 δ
3
1 − δ30 δ21 )ϕ(s1) =
=
∑
n
∫
dDµ
ks1!
2Q23!
{
+n2s2s3
[
(∂b∂3)
n2−1(a∂2)
n1(−∂c∂2)n3(∂b∂c)Q23(s2−1)(c∂3)(s3−1)
]
+
+n3s3s2
[
(∂b∂3)
n2(a∂2)
n1(−∂c∂2)n3−1(∂b∂c)Q23(b∂2)(s2−1)(s3−1)
]}∣∣∣∣
b,c=a
,
(4.5.9)
Let us consider in the second line the operator
(∂b∂3)
n2(∂b∂c)
Q23(b∂2) . (4.5.10)
With the aid of the rules explained in appendix A.2.1 it is not difficult to see that:
(∂b∂3)
n2(∂b∂c)
Q23(b∂2) = + (b∂2)(∂b∂3)
n2(∂b∂c)
Q23 +Q23(∂b∂3)
n2(∂b∂c)
Q23−1(∂c∂2)+
+ n2(∂b∂3)
n3−1(∂b∂c)
Q23(∂2∂3) .
(4.5.11)
Using a similar decomposition for the first line of (4.5.9), we get the following expression:(
δ20 δ
A,3
1 − δ30 δA,21
)
ϕ(s1) =
=
∑
n
∫
dDµ
k s1!
2Q23!
s2s3
{
+n3(a∂2)
n1+1(∂b∂3)
n2(−∂c∂2)n3−1(∂b∂c)Q23(s2−1)(s3−1)+
−n3Q23(a∂2)n1(∂b∂3)n2(−∂c∂2)n3(∂b∂c)Q23−1(s2−1)(s3−1)
+n2(a∂3)(a∂2)
n1(∂b∂3)
n2−1(−∂c∂2)n3(∂b∂c)Q23(s2−1)(s3−1)
+n2Q23(a∂2)
n1(∂b∂3)
n2(−∂c∂2)n3(∂b∂c)Q23−1(s2−1)(s3−1)
}
.
(4.5.12)
Now, we can shift the various sums in the following way:
• In the first line we shift the sum over n3 by one;
• In the second line we shift the sum over n1 by one;
• In the third line we shift the sum over n2 by one;
• In the fourth line we shift the sum over n1 by one;
After these shifts we get a simplified expression:(
δ20 δ
A,3
1 − δ30 δA,21
)
ϕ(s1) =∑
n−1
∫
dDµ
k s1!s2s3
2Q23!
(n2 + 1)(a∂2 + a∂3)(a∂2)
n1(∂b∂3)
n2(−∂c∂2)n3(∂b∂c)Q2323
∣∣∣∣
b,c=a
(4.5.13)
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where we stress that now the sum runs over all possible decompositions {n1, n2, n3} such that∑
i ni = n − 1; of course, the decomposition must be such that the correspondent Qij exists.
Finally we recognize that, as expected(
δ20 δ
A,3
1 − δ30 δA,21
)
ϕ(s1) = δ
[2,3]
0 ϕ
(s1) , (4.5.14)
where the commutator of two gauge parameters can be expressed as
[2, 3](a, x) =
∑
n−1
∫
dDµ
ks2s3
2Q23!
(s1 − 1)!(n2 + 1)(a∂2)n1(∂b∂3)n2(−∂c∂2)n3(∂b∂c)Q23(s2−1)(s3−1) .
(4.5.15)
In particular, one can appreciate that, as it is well known [100], when the number of derivatives
saturates the upper Metsaev bound, n = s1 + s2 + s3, then the algebra is Abelian.
Finally, we would like to comment on the particular case when s2 = s3, where all the terms
contained in (4.5.2) partecipate the gauge transformation simultaneously. Still by means of
the same computations done above, it can be shown that the algebra closes on the free gauge
transformation and the commutator involving two parameters assumes the same form:
[1, 2](a, x) =
∑
n−1
∫
dDµ
ks2s3
2Q23!
(s1 − 1)!(n2 + 1)(a∂2)n1(∂b∂3)n2(−∂c∂2)n3(∂b∂c)Q2312
− (1 ↔ 2) , (4.5.16)
where now 1 and 2 are different configurations of the same gauge parameter.
Let us stress that what we have shown is just that our procedure is consistent, in the sense
that the induced transformation closes at the lowest (non trivial) order. However, our analysis
is not really complete; in particular, we did not distinguish true gauge deformations from fake
ones, that can be reabsorbed by field redefinitions. Let us elaborate a bit on this point.
Let us remind that, at the end of the on-shell Noether procedure, one can write the terms
proportional to the equations of motion in the form
δ0L1 = −M1 ∗ {δ21 (2, ϕ3) + δ31 (3, ϕ2)}+ cyclic perm. . (4.5.17)
It may happen that some terms in (4.5.17) can be canceled out considering the variation of an
appropriate Lagrangian counterterm of the form
L¯1 ∼M1 ∗ Φ(ϕ2, ϕ3) . (4.5.18)
The latter, as we know, actually represents a fake interaction that we can eliminate by means of
a redefinition of the fields. Moreover, in the extreme case that all the contributions inM∗δ1ϕ1
can be canceled out by a suitable choice of Φ(ϕ2, ϕ3), we would not have any deformation of
the gauge algebra at all. In this sense a full analysis of the gauge algebra would require the
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analysis of all the transformations of the schematic form:
δ¯1ϕ1 = δ1ϕ1 − δ0Φ(ϕ2, ϕ3) , (4.5.19)
in such a way to determine the non-trivial part of the gauge transformation. However, this
kind of analysis in beyond the scope of this thesis and we postpone this issue to future work12.
4.6 Analysis of the couplings
4.6.1 Low-derivative couplings
Having at one’s disposal the option to deform the transversality constraint ∂ ·  = 0 makes it
possible to enforce cubic-level gauge invariance for an unexpected class of vertices, that do not
descend form the chain of compensations stemming from the TT part of the cubic Lagrangian.
Let us consider for instance a candidate cubic vertex 2− s− s of the form
L ∗2−s−s = λ ∂ · ∂ · hϕµ1 ... µs ϕµ1 ... µs . (4.6.1)
This vertex is gauge-invariant under spin-two transformations at cubic level, while under the
variation of ϕµ1 ... µs it transforms as
δϕs L ∗2−s−s = 2λ ∂ · ∂ · hϕµ1 ... µs ∂ (µ1 µ2 ... µs)s . (4.6.2)
Now, the main observation is that one can compensate (4.6.2) by adding a further contribution
to the deformation of the constraint for the spin-two gauge parameter of the form
∂ · 2 − λϕµ1 ... µs ∂ (µ1 µ2 ... µs)s = 0 , (4.6.3)
as it is manifest by the form of the variation of the free spin-two Lagrangian (4.2.9). Generaliz-
ing, we can admit a new class of vertices involving arbitrary triples s1-s2-s3 with the following
form:
L∗s1−s2−s3 ∼ λT (nk|Qij)∂ · ∂ · ϕ(s1)ϕ(s2)ϕ(s3) ; (4.6.4)
in fact, due to the presence of ∂ · ∂ · ϕ(s1), the variation of L∗s1−s2−s3 can be always reabsorbed
by means of the deformation of the transversality constraint, independently of the number of
derivatives.
The main features of this class of couplings can be summarized as follows:
• they are zero on the light-cone and more generally when only transverse fields are con-
sidered;
12For an analysis in the Fronsdal case, see [100]. We expect that the analysis in the Maxwell-like case should
follow the same lines.
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• in particular, they do not have a TT ancestor, in the sense that they do not appear in
the chain of compensations stemming from the TT part of the vertex;
• given the above two points, these vertices do not need to fulfill the conditions on the
allowed total number of derivatives that can be derived for light-cone couplings [45], or
from the covariant arguments applied to the TT part of the vertex that we explained in
Section 4.3.2;
• actually they typically violate the corresponding lower bound, # ∂ ≥ s1 + s2− s3, as the
class of couplings (4.6.1) clearly testifies; this aspect provides probably the most surprising
feature of these couplings.
• They can be interpreted as due to non-local field redefinitions of the free theory. Although
we did not perform any cohomological analysis of our differential operators, this feature
let us believe that such low-derivative couplings are not trivial.
It is not clear to us at the moment what can be the ultimate physical meaning of these
vertices. Certainly one should test their possible role against the influence they may have on
the quartic and higher couplings, but this is equivalently true for all vertices that are consistent
at cubic level, and in this sense they do not appear as being especially problematic a priori for
some obvious specific reasons.
It is true that these couplings are zero when only physical polarizations are taken into
account, but this does not imply automatically that they cannot mediate physically relevant
interactions. For one matter, the Coulombian interaction in QED is mediated by A0, while the
current exchange for any spin is determined by contributions ultimately depending from the
coupling of the traces of the gauge fields with the traces of the sources [104]. For instance,
in the spin-two case, the vDVZ discontinuity [105] is related to the existence of a non-trivial
coupling between the trace of the graviton (massless or massive) and the trace of the stress-
energy tensor, irrespective of the fact the the trace of the graviton is not supposed to contain
physical polarizations. Moreover, off-shell degrees of freedom are expected to contribute in
general to quantum corrections. Finally, although the set of on-shell physical data is usually
very restricted, knowledge of the full off-shell theory is relevant to the goal of understanding
the underlying geometry. In this sense one can give a role to the off-shell vertices appearing
in the Einstein-Hilbert Lagrangian as being instrumental to grant full invariance under general
coordinate transformations, although the majority of them is zero when computed only on
physical polarizations, like e.g. when performing a light-cone analysis
We postpone the full classification of these kind of couplings to a future work.
4.6.2 Vertices with traces
Up to now, we have assumed that all our vertices do not contain traces: in fact, starting with a
given TT Lagrangian, its completion does not require any traces, since the equations of motions
do not contain any.
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In this section we want to discuss how to systematically include vertices containing traces
of the fields. First of all, let us consider again the free equations of motion for an arbitrary
field,M = ϕ− ∂∂ · ϕ = 0, and let us compute its k-th trace:
M[k] = ϕ[k] − ∂∂ · ϕ[k] − 2k∂ · ∂ · ϕ[k−1] = 0 , (4.6.5)
where traces are denoted the numbers in square brackets. Let us remind that on-shell (up to
discrete degrees of freedom) the double divergence of the field vanishes, ∂ · ∂ · ϕ = 0, so that
the traced equations of motion are equivalent the following system:
Mk = ϕ[k] − ∂∂ · ϕ[k] = 0 ,
∂ · ∂ · ϕ = 0 .
(4.6.6)
Moreover, due to the transversality condition on , the traces transform in the following way:
δϕ[k] = ∂[k] , (4.6.7)
i.e. the k-th trace of a rank-s field behaves exactly as a Maxwell-like rank-(s − 2k) field. In
this sense, schematically, given a generic vertex involving traces of three fields,
L ∼ ∂nϕ[k1]ϕ[k2]ϕ[k3] , (4.6.8)
with arbitrare values of k1, k2, k3, one can repeat the full analysis and show that n has to satisfy
a "traced" Metsaev bound:
s1 + s2 + s3 − 2(k1 + k2 + k3)− 2min{si − 2ki} ≤ n ≤ s1 + s2 + s3 − 2(k1 + k2 + k3) .
(4.6.9)
These cubic couplings can be described according to our construction of Section 4.3. In partic-
ular we know that the gauge variation of any cubic vertex has to be of the form:
δ0L = −M(s1) ∗ δ1ϕ(s1)1 + ∂ · ∂ · ϕ(s1) ∗ C(s1)1 . (4.6.10)
However, the traced equations of motion bring about a new contribution involving the double
divergence of the fields; taking this contribution into account we get:
δ0L = −M[k1] ∗ δ1ϕ[k1]1 + ∂ · ∂ · ϕ[k1] ∗ C[k1]1 + 2k1∂ · ∂ · ϕ[k1] ∗ δ1ϕ[k1] , (4.6.11)
where the functional forms of C[k1]1 and δ1ϕ[k1] are the same as in a standard vertex s1−2k1, s2−
2k2, s3 − 2k3 without traces. at this point we have to remind that the traces are not actually
independent fields and so we have to invert our relation in such a way to bring (4.6.11) to the
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form (4.6.10) inverting the trace operation; for instance
−M[k1] ∗ δ1ϕ[k1]1 → −M(s1) ∗ (ηk1δ1ϕ[k1]) , (4.6.12)
where ηk is understood as k flat metrics symmetrized with δ1; so, in the vertices involving
traces, the generalization of the gauge transformation and of the deformation of the constraint
reads13:
δ1ϕ
(s1) = ηk1δ1ϕ
[k1] ,
∂ · (s1−1) = g 1
s(s−1)
{
ηk1C[k1]1 + 2k1ηk1δ1ϕ[k1]
}
.
(4.6.13)
Let us illustrate our discussion by means of a simple example. We consider the vertex 4−0−0:
L4,0,01 = 14ϕµνρσ∂µ∂ν∂ρ∂σφφ+ 12∂ · ϕµνρ∂µ∂ν∂ρφφ , (4.6.14)
where an arbitrary overall factor is always understood; the variation of L4,0,01 reads:
δ0L4,0,01 = φµνρ∂µ∂ν∂ρφ , (4.6.15)
which can be compensated by the following gauge transformation for the scalar:
δ1φ = −µνρ∂µ∂ν∂ρφ . (4.6.16)
Now let us consider the particular case in which the scalar is represented by the trace of a
rank-two field, φ = h′. The computations are exactly the same, in particular
L4−2′−2′1 = 14ϕµνρσ∂µ∂ν∂ρ∂σh′h′ + 12∂ · ϕµνρ∂µ∂ν∂ρh′h′ , (4.6.17)
but now we need to rearrange the variation in the following way:
δ0L4,2
′
,2
′
1 = h′µνρ∂µ∂ν∂ρh′ =M′µνρ∂µ∂ν∂ρh′ + 2∂ · ∂ · hµνρ∂µ∂ν∂ρh′ . (4.6.18)
Thus we can immediately recognize that this variation can be compensated if we choose the
following gauge transformation and deformation of the constraint for the spin-two field14:
δhαβ = −ηαβµν∂µ∂ν∂ρh′ ,
∂ ·  = µνρ∂µ∂ν∂ρh′ .
(4.6.19)
13Obviously in some cases it is possible that the new contribution to the deformation of the constraint can be
absorbed by means of a suitable contribution to the transformation; however, since these are particular cases,
we prefer to consider the most general deformation of the constraint, always allowed in principle.
14In this simple case, it is possible also to compensate the ∂ · ∂ · h term with an appropriate deformation of
the transformation. However, this is an arbitrary choice. We prefer to avoid discussing more involved examples
where the deformation represents the only available option.
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Finally, let us add a few more comments. As we have seen in Section 4.1.2, the traces of ϕ
essentially encode the information about the lower-spin particles in the Maxwell-like spectrum.
So, in Maxwell-like theories one has the possibility of encoding the interactions of a given triple
of particles in a number of different vertices. This possibility, not present for Fronsdal fields, is
interesting at least for two main reasons:
(1) It can give rise to non-trivial contributions to the deformation of the constraint and to the
deformation of the gauge transformation, as we have seen in the previous example.
(2) Let suppose we was able to diagonalize a given vertex (for instance s−s−s) that does not
contain traces: in this case we would read explicitly all the vertices s−2k1, s−2k2, s−2k3
with fixed relative coefficients. In the Fronsdal setting these relative coefficients get fixed
only at the quartic level of the Noether procedure. In our case, this arbitrariness rests
on the possibility to add to the Lagrangian new vertices involving the same particles via
the traces of their spin-s avatar. In fact, since the same particles with spin s − 2k is
carried by ϕ(s), (ϕ(s))′, (ϕ(s))′′, . . . , (ϕ(s))[k], a given cubic coupling can appear in a variety
of combinations, with a number of in principle different coefficients. It is not clear to us at
this stage to which extent the quartic order may be able to fix fully this arbitrariness and
if so which relation should be expected between these coefficients for theories involving
at the cubic level different choices for the traces of ϕ(s).
4.6.3 The irreducible case
As we recalled several times, a Maxwell-like field of rank s propagates a reducible spectrum
of particles with spins s, s − 2, s − 4, . . . until 0 or 1. In this sense, the interactions among
Maxwell-like tensors encode more couplings than the same vertices considered for Fronsdal
fields. As we have shown in Section 4.1.2, one can consistently truncate the free spectrum to
the massless particle of highest spin imposing the further conditions:
ϕ′ = 0 → ′ = 0 , (4.6.20)
where we have stressed that gauge-invariance of the tracelessness condition on ϕ calls for an
analogous constraint on the gauge parameter. As we saw, while the Lagrangian is unchanged,
the new constraint on ϕ modifies the equations of motion,
MT = ϕ− ∂∂ · ϕ+ 2
D + 2s− 4η∂ · ∂ · ϕ = 0 , (4.6.21)
where the η is understood as being symmetrized with the double divergence.
As far as the construction of cubic vertices is concerned, we have to reiterate the procedure
described in Section 4.3, properly taking this new term in the equations of motion into account.
We have seen that, in the reducible case, at the end of the on-shell procedure, we get the
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following off-shell terms:
δ0L1 = −δ1ϕ ∗M(ϕ) + ∂ · ∂ · ϕ ∗ C1 , (4.6.22)
where C1 is proportional to the deformation of the constraint (see (4.4.1)). In the irreducible
case, we get some new terms that read schematically:
−δ1ϕ ∗M(ϕ) → −δ1ϕ ∗MT (ϕ) +
2
D + 2s− 4(η∂ · ∂ · ϕ) ∗ δ1ϕ , (4.6.23)
where δ1ϕ is the same as in the reducible case. In the term proportional to ∂ · ∂ · ϕ, we can
contract the symmetrized η with δ1ϕ, obtaining
− 2
D + 2s− 4
s(s− 1)
2
(∂ · ∂ · ϕ) ∗ (δ1ϕ)′ . (4.6.24)
This term gives a new contribution to the deformation of the constraint specific of the irreducible
case. Finally, reminding that ∂ · ∂ · ϕ and bothMT are traceless, we have:
(δ1ϕ)
irr = T (δ1ϕ) ,
Cirr1 = T
{
C1 +
s(s− 1)
D + 2s− 4(δ1ϕ
′)
}
.
(4.6.25)
We observe that the relation between the deformation of ∂ ·  and Cirr is not the same as in
(4.4.7); in fact, since we need to take the traceless projection of the equations of motion we
obtain:
δ0S0 =
∫
MT ∂ = −2
(
s
2
)(
+1− 2
D + 2s− 4
)∫
∂ · ∂ · ϕ∂ ·  , (4.6.26)
where the factor − 2
D+2s−4 is due to the traceless projection. Thus, if we want to compensate
the contribution of Cirr with a suitable deformation of the constraint, we must impose:
∂ ·  = 1
s(s−1)
(
1− 2
D+2s−4
) Cirr . (4.6.27)
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Conclusions and outlook
In this thesis we have studied the cubic vertices deforming the Maxwell-like free Lagrangians for
higher-spin gauge fields, by means of the Noether procedure. Among our motivations it is worth
recalling that Maxwell-like fields describe the particle content emerging from the tensionless
limit of free String Field Theory. Our analysis of cubic vertices led to a number of results:
(1) The equation of motions for Maxwell-like fields at the free level are simpler with respect
to their Fronsdal counterpart and this simplicity survives at the cubic level. Indeed, the
generic Maxwell-like vertex contains only four types of terms, while the Fronsdal one
contains in general ten types of terms.
(2) We stressed the need for a modified Noether algorithm, whose crucial point is the defor-
mation of the constraint imposed on the gauge parameter:
∂ ·  = 0 → ∂ · + C1(, ϕ) + C2(, ϕ2) + · · · = 0 . (5.0.1)
(3) The deformation of the constraint allows for a new class of vertices, that schematically can
be represented in the form
L ∼ ∂n(∂ · ∂ · ϕ(s1)ϕ(s2)ϕ(s3)) , (5.0.2)
where the number n of derivatives does not have to satisfy any lower bound. This implies
that the deformation of the constraint allows for the possibility of somehow unexpected
low-derivative couplings.
Each of these results carries along a number of questions that should be investigated in the
future. Point (2) suggests that the role of the constraints on the parameters is yet to be fully
clarified, and should be investigated further. In fact, as it has been shown in [66, 57, 56], these
constraints (algebraic in the Fronsdal formalism, differential in the Maxwell-like one) are needed
at the free level to define local theory without introducing auxiliary fields but their meaning
at the interacting level has not been clarified so far. In particular, the construction of cubic
couplings for Fronsdal fields on flat space does not require the deformation of the tracelessness
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constraint ′ = 0. However, this statement is not true if we try to build up couplings on spaces
with non-vanishing cosmological constant. As shown in [102], the construction of the coupling
3-3-2 on AdS does require the deformation of the transversality constraint as follows
h′ = 0 → ′ − hµνµν = 0 , (5.0.3)
where µν is the spin-three gauge parameter and hµν is the graviton; we recognize that the
tracelessness condition is deformed in such a way that the trace is taken by means of the in-
verse metric and thus, the deformation brings in information about the underlying space-time
geometry. Thus, it would be interesting to study off-shell cubic vertices for Fronsdal higher
spins on AdS, in such a way to investigate the possible need for a higher-spin covariant defor-
mation of the tracelessness constraint, to be related to the underlying higher-spin geometry.
In [100] it is suggested that an appropriate choice for the vertices on AdS leads the algebra to
close even at the cubic level:
[(s1), (s2)]γ(x, a) = (dγαβ sinhG3 + f
γ
αβ coshG3) 
α,(s2)(a1, x1)
β,(s2)(a2, x2)
∣∣
1=2
, G3 = Y1 + Y2 ,
(5.0.4)
where α, β, γ are color indices and d and f are structure constants, antisymmetric and symmet-
ric respectively. The operation encoded in the commutator is the Moyal bracket, used in the
context of the Vasiliev equations; but maybe the more interesting point is that the associated
vertex reads (neglecting for simplicity the structure constants):
L = geY1+Y2+Y3+λ(Z1+Z2+Z3)ϕ(s1)(a1, x1)ϕ(s2)(a2, x2)ϕ(s3)(a3, x3) , (5.0.5)
where λ is proportional to the inverse of the AdS radius. The form of the vertex is exactly the
same emerging from String Field Theory and describing the first Regge trajectory, upon identi-
fying λ = 1/α′, with α′ Regge slope. Thus, assuming that a full description for the tensionless
string at the interacting level exist, we have a strong hint about the possibility of build an
interacting higher-spin theory starting from the Maxwell-like spectrum, at least on AdS. Inter-
esting open questions concern the spectrum: let us remind that the closure of the higher-spin
algebra in space-time dimensions D > 3 requires the introduction of an infinite number of spins,
each taken once.By contrast, higher-spin theories containing a tower of Maxwell-like fields (say
with even rank, for the case of a hypothetical minimal model), the particle content would be
quite different, since each spin would enter the spectrum infinitely many times, according to
the following pattern:
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ϕ spin : 0
ϕµ1µ2 0 2
ϕµ1...µ4 0 2 4
ϕµ1...µ6 0 2 4 6
ϕµ1...µ8 0 2 4 6 8
...
(5.0.6)
An interesting point to investigate is whether it is possible to enhance the spectrum described
by the Vasiliev equations, in such a way to make it compatible with (5.0.6). In particular, two
issues should be addressed:
• The possibility to construct a set of non-linear equations of motion rests on the existence
of an appropriate higher-spin algebra for Maxwell-like tensors. Higher-spin algebras em-
ployed for the standard Vasiliev equations cannot be used. It should be clarified whether
or not a generalized higher-spin algebra amenable to accomodate a spectrum like (5.0.6)
exists at all.
• A typical test of the Vasiliev equations is provided by the AdS-CFT correspondence.
As already mentioned, it can be shown using general arguments, based in particular on
the analysis of the spectrum, that the CFT dual of a Vasiliev-type higher-spin theory in
AdS must be an O(N) model of free (or critical) scalar fields. It is possible to use the
AdS-CFT dictionary in a reverse sense, in such a way to determine the spectrum of the
putative theory in the bulk starting from a given CFT on the boundary. Thus, a strong
test for a possible Maxwell-like interacting theory would be the existence of a proper CFT
dual. Whether or not a CFT with the right spectrum to be matched with a Maxwell-like
theory exist is presently not known.
Finally, we would like to mention a last direction that is suggested by our findings. We have
shown that the deformation of the constraint leads in a natural way to a new class of couplings
whose number of derivatives is unbounded from below. This class of vertices vanishes on the
free shell, due to the presence of double divergences of the fields; however, it is impossible to
reabsorb them by means of local field redefinitions and so these vertices appear to be non-trivial.
The very meaning of these new couplings is not fully clear to us at the moment and probably
their importance should be revealed by the analysis of the quartic level. Alternatively, one may
try to investigate their physical meaning by means of the scattering-amplitudes techniques,
applied in recent times to the analysis of low-spin processes.
We hope to be able to address at least some of these points in the future, as a prosecution
of the present work.
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Appendix A
Notation and conventions
A.1 Symmetric tensors and quadratic Lagrangians
In our computations we use the mostly plus signature, ηµν = diag(−1,+1, . . . ,+1).
When we deal with generic spin-s fields, we need to find some useful notations to manipulate
a lot of symmetrized indices; when we work at the free level, only quadratic monomials of the
fields appear and we can write them with an useful and elegant formalism [?]. First of all we
denote a symmetric field with:
ϕµ1...µs ≡ ϕ ,
where all the indices are suppressed; traces and divergences of the field will be denoted by:
∂ · ϕ ≡ ∂µ1ϕµ1...µs , ϕ′ ≡ ηµ1µ2ϕµ1µ2...µs . (A.1.1)
Every other index will be left implicit; when a derivative acts on ϕ, it will be understood as a
symmetrized derivative as well as we will denote the symmetrized product of the metric and
the field with ηϕ:
∂ϕ ≡ ∂(µ1ϕµ2...µs+1) , ηϕ ≡ η(µ1µ2ϕµ3...µs+2) , (A.1.2)
where the (anti-)symmetrizations are understood without any additional weight factors and
containing the minimum number of terms needed to make the product (anti-)symmetric (for
example A(µBν) = AµBν + AµBν). An η contracting with a field will be always denoted by a
primate, being a trace.
Moreover, we would like to stress that in our convention there is a subtle difference between
the following symbols:
∂∂ , ∂2 . (A.1.3)
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In the first case the two derivatives act as different tensors, and we need to make two different
symmetrizations: for instance, let us consider ∂∂A, with A vector:
∂∂A = ∂(∂A) = ∂(∂(µAν)) = ∂(∂µAν + ∂νAµ) = ∂(ρ(∂µAν) + ∂νAµ)) =
= 2(∂µ∂νAρ + ∂ρ∂νAµ + Aν∂ρAµ) .
(A.1.4)
In the second case (let us stress that ∂2 6=  = ∂µ∂µ), instead, the two derivatives are under-
stood as an unique symmetric tensor and acting together:
∂2A = ∂(µ∂νAρ) = ∂µ∂νAρ + ∂ρ∂νAµ + Aν∂ρAµ . (A.1.5)
Thus, we can observe that the two symbols lead to the same expression up to an overall factor.
With these definitions, it is not too difficult to demonstrate the following useful relations that
we use during our computations:
∂p∂q =
(
p+ q
p
)
∂p+q ,
∂ · (∂pϕ) = ∂p−1ϕ+ ∂p∂ · ϕ ,
(∂pϕ)′ = ∂p−2ϕ+ 2∂p−1∂ · ϕ+ ∂pϕ′ .
(A.1.6)
A.2 Symmetric tensors and cubic vertices
If we want to study cubic interactions of arbitrary spins, the notation that we presented in A.1
is not useful; in fact, since we have two deal with three contracting fields, some ambiguities
can emerge. Then, we need to think a new smart way to handling symmetric objects with a
lot of indices. In this section we will present an appropriate formalism for this purpose [59].
Let us consider a symmetric tensor ϕ(s)µ1···µs(x), where the superscript (s) reminds the rank of
the tensor. We contract the indices with s-power of a vector aµ of the tangent space at the
base-point x defining the following quantity:
ϕ(s)(a, x) = ϕµ1···µsa
µ1 · · · aµs . (A.2.1)
We observe that the contraction with this power of aµ imposes automatically a symmetrization
on the tensor:
g(a, x) = gµ1···µsa
µ1 · · · aµs = 1
s!
g(µ1···µs)a
µ1 · · · aµs . (A.2.2)
Since our main quantity ϕ(s)(a, x) formally depends on x and a, we can introduce two kinds of
derivatives:
• The usual derivative that we will denote with:
∂
∂xµ
≡ ∂µ or ∂ . (A.2.3)
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• A new derivative with respect to the tangent vectors:
∂
∂aµ
≡ ∂aµ = ∂aµ or ∂a . (A.2.4)
We can combine these derivatives to obtain useful operations, for instance:
(1) the symmetrized gradient is:
gradϕ(s+1)(a, x) = s(a∂)ϕ(s)(a, x) , (A.2.5)
where a∂ = aν∂ν ; in fact:
s(a∂)ϕµ1···µsa
µ1 · · · aµs = s∂µs+1ϕµ1···µsaµ
1 · · · aµs+1 = ∂(µ1ϕµ2···µs+1)aµ
1 · · · aµs+1 . (A.2.6)
(2) The divergence of a tensor is:
divϕ(s−1)(a, x) =
1
s
(∂∂a)ϕ
(s)(a, x) . (A.2.7)
In fact, observing that ∂a can act on s different a-vectors
1
s
(∂∂a)ϕ
(s)(a, x) = ∂ρh(a, x)ρµ1···µs−1a
µ1 · · · aµs−1 . (A.2.8)
(3) In the same way, we can use the following operation
trϕ(s−2)(a, z) =
1
s(s− 1)aϕ
(s)(a, x), (A.2.9)
to indicate the trace, where a = ∂µa∂aµ.
We introduce a new operation, the contraction between two symmetric tensors with s symmetric
indices:
∗a ≡
(
1
s!
)2 s∏
i=1
←−
∂µia
−→
∂aµi . (A.2.10)
For instance
ϕ(s) ∗ ϕ(s) ≡ ϕµ1...µsϕµ1...µs .
Now we want to rewrite the main equations of the free Maxwell-like formalism for higher
spins in the new notation. We remind that the free equations of motion read:
Mϕ(x) = (− ∂∂·)ϕ(x) = 0 , (A.2.11)
where the symmetrization (without factors) of the gradient is understood; therefore, we want
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to rewrite the operatorM in the new formalism; it is not difficult to see that its form is:
M = − (a∂)(∂a∂) , (A.2.12)
and so the equations of motion reads:
Mϕ(s)(a, x) = [− (a∂)(∂a∂)]ϕ(s)(a, x) = 0 . (A.2.13)
From now on, we will often abbreviate Mϕ(s)(a, x) = M(s)(a, x). Using the fact that M is
self-adjoint, the associated action reads:
S =
∫
ϕ(s)(a, x) ∗a Mϕ(s)(a, x) , (A.2.14)
where we used the product ∗a for contraction between symmetric tensors. The action is invariant
under the gauge transformation:
δϕ(s)(a, x) = s(a∂)(s−1)(a, x) , (A.2.15)
where the gauge parameter (s−1) is taken transverse:
(∂a∂)
(s−1)(a, x) = 0 . (A.2.16)
An useful formula is:
δ
[
(∂a∂)ϕ
(s)(a, x)
]
= s(s−1) . (A.2.17)
We can observe that in the Maxwell-like case, ∂ ·ϕ has the same role (and gauge transformation)
as the de Donder D that we have defined for the spin-two case in Section 3.3 and that can be
generalized to every Fronsdal spin-s field; for this reason, we will denote ∂ · ϕ(s−1) = D(s−1) for
simplicity. Other useful formulas are:
δD(s−1)(a, x) = (s−1)(a, x) , (A.2.18)
ϕ(s)(a, x) =M(s)(a, x) + s(a∂)D(s−1) . (A.2.19)
A.2.1 Some useful commutators
In the Chapter 4 we introduce the following operator:
T (n1, n2, n3|Q12, Q23, Q31) = (∂a∂2)n1(∂b∂3)n2(∂c∂1)n3(∂a∂b)Q12(∂b∂c)Q23(∂c∂a)Q31 .
(A.2.20)
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To solve the Noether procedure at the cubic level, we need to get an explicit expression for the
following commutator of operators:
[T (n1, n2, n3|Q12, Q23, Q31), (a∂1)] . (A.2.21)
First of all, we can explicate the T -operator:
[(∂a∂2)
n1︸ ︷︷ ︸
A
n1
(∂b∂3)
n2︸ ︷︷ ︸
B
n2
(∂c∂1)
n3︸ ︷︷ ︸
C
n3
(∂a∂b)
Q12︸ ︷︷ ︸
D
Q12
(∂b∂c)
Q23︸ ︷︷ ︸
E
Q23
(∂c∂a)
Q31︸ ︷︷ ︸
F
Q
31
, (a∂1)] ,
and we observe that just a subset of the contained "derivatives" does not commute with (a∂1):
[T (n1, n2, n3|Q12, Q23, Q31), (a∂1)] = Bn2Cn3EQ23 [An1DQ12FQ31 , (a∂1)] . (A.2.22)
From now on we will focus on the real commutator: using the well-known formula for the
commutator of products of operators, we can separate it as follows
[An1DQ12FQ31 , (a∂1)] = + [A
n1 , (a∂1)]D
Q12FQ31 + An1 [DQ12 , (a∂1)]F
Q31+
+ An1DQ12 [FQ31 , (a∂1)] .
(A.2.23)
Again, we can use a general property of commutators of operators; let us suppose that we have
two operators A, B such that [[A,B],A] = 0; we can demonstrate by induction that:
[An,B] = nAn−1[A,B] . (A.2.24)
In fact, let us suppose that our statement holds for a given m; then:
[Am+1,B] = [AmA,B] = [Am,B]A+Am[A,B] =
= mAm−1[A,B]A+Am[A,B] = (m+ 1)Am[A,B] .
(A.2.25)
We can apply this relation two simplify a lot our commutators, obtaining:
[An1DQ12FQ31 , (a∂1)] = + n1A
n1−1[A, (a∂1)]D
Q12FQ31+
+Q12A
n1DQ12−1[D, (a∂1)]F
Q31+
+Q31F
Q31−1An1DQ12 [FQ31 , (a∂1)] .
(A.2.26)
Computing this three commutators is now an easier task:
[A, (a∂1)] = [(∂a∂2)(a∂1)] = ∂a∂2a∂1 − a∂1∂a∂2 =
= ∂1∂2 + a∂1∂a∂2 − a∂1∂a∂2 = ∂1∂2 ,
(A.2.27)
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[D, (a∂1)] = [(∂a∂b)(a∂1)] = ∂a∂ba∂1 − a∂1∂a∂b =
= ∂b∂1 + a∂1∂a∂b − a∂1∂a∂b = ∂b∂1 =
= −∂b(∂2 + ∂3) = −B − ∂2∂b ,
(A.2.28)
[F, (a∂1)] = [(∂c∂a)(a∂1)] = ∂c∂aa∂1 − a∂1∂c∂a =
= ∂c∂1 + a∂1∂c∂a − a∂1∂c∂a = ∂c∂1 = C .
(A.2.29)
Putting back together the several pieces that we got decomposing the original commutator, we
obtain the commutation rules that we are looking for:
[T (n1, n2, n3|Q12, Q23, Q31), (a∂1)] = +Q31T (n1, n2, n3 + 1|Q12, Q23, Q31 − 1)+
−Q12T (n1, n2 + 1, n3|Q12 − 1, Q23, Q31)+
−Q12T (n1, n2, n3|Q12 − 1, Q23, Q31)(∂b∂2)+
+ n1T (n1 − 1, n2, n3|Q12, Q23, Q31)(∂1∂2) ,
(A.2.30)
[T (n1, n2, n3|Q12, Q23, Q31), (b∂2)] = +Q12T (n1 + 1, n2, n3|Q12 − 1, Q23, Q31)+
−Q23T (n1, n2, n3 + 1|Q12, Q23 − 1, Q31)+
−Q23T (n1, n2, n3|Q12, Q23 − 1, Q31)(∂c∂3)+
+ n2T (n1, n2 − 1, n3|Q12, Q23, Q31)(∂2∂3) ,
(A.2.31)
[T (n1, n2, n3|Q12, Q23, Q31), (c∂3)] = +Q23T (n1, n2 + 1, n3|Q12, Q23 − 1, Q31)+
−Q31T (n1 + 1, n2, n3|Q12, Q23, Q31 − 1)+
−Q31T (n1, n2, n3|Q12, Q23, Q31 − 1)(∂a∂1)+
+ n3T (n1, n2, n3 − 1|Q12, Q23, Q31)(∂3∂1) ,
(A.2.32)
where we obtained the form of the commutators with b∂2 or c∂3 with the same tools that we
employed for the a∂1 case.
A.2.2 Inversion of the T -operators
In this appendix we want to show how the T -operator that we have defined before can be
inverted. Let us suppose that we have the a scalar O, function of three tensors, with the
following form:
O[A,B, C] = T (nk|Qij)A(s1)B(s2)C(s3) , (A.2.33)
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where A, B and C are arbitrary symmetric tensors with s1 , s2 and s3 indices respectively; our
goal is to write, up to total derivatives, this scalar as follows1:
O = A(s1) ∗a Ω(s1)(B, C) , (A.2.34)
where Ω contains now all the derivatives and we contract it with A by means of the contraction
operator ∗a. First of all, we make explicit the T -operator:
O = (∂a∂2)n1(∂b∂3)n2(∂c∂1)n3(∂a∂b)Q12(∂b∂c)Q23(∂c∂a)Q31A(s1)B(s2)C(s3) . (A.2.35)
The unique derivatives acting on A(s1) are encoded in (∂c∂1)(n3) but, since we are working up
to total derivatives, we can integrate them by part:
(∂c∂1) = [−(∂c∂2)− (∂c∂3)] , (A.2.36)
so we will understand (∂c∂1) as an operator acting on the second and third fields. Then we
have to evaluate the following expression:
O = (∂a∂2)n1(∂a∂b)Q12(∂c∂a)Q31
[
A(s1)(∂b∂3)n2(∂c∂1)n3(∂b∂c)Q23B(s2)C(s3)
]
. (A.2.37)
We observe that we have put overall the operators that realize the contraction of the indices in
A. Now, we want to introduce for convenience a new vector on the local tangent space, fµ, in
such a way that we can write:
(∂a∂2)
n1 =
1
n1!
(∂a∂f )
n1(f∂2)
n1 . (A.2.38)
In this way, we treat the derivatives acting on the second field as a new symmetric tensor,
contracting with A through the operator ∂a∂f . Thanks to this trick we get:
O = 1
n1!
(∂a∂f )
n1(∂a∂b)
Q12(∂c∂a)
Q31
[
A(s1)(∂b∂3)n2(f∂2)n1(∂c∂1)n3(∂b∂c)Q23B(s2)C(s3)
]
The last step is to extract explicitly the form A ∗a Ω; our argument goes as follows: the
operator (∂a∂f )
n1(∂a∂b)
Q12(∂c∂a)
Q31 contracts all the indices of A with the correspondent ones
in the remaining combination involving B, C and (f∂2) that we can call for simplicity Ω′;
when this contraction-operator acts, an extra coefficient n1!Q12!Q31!s1! emerges; moreover, the
contraction with A imposes the symmetrization on the variuos contracting indices in Ω′, that
in general have different symmetry properties. Then, the effect of this operator is the same of
the substitution b, c, f = a and the contraction by means of the ∗a product. Thus, we recognize
1Obviously, with the same way of reasoning we can extract B or C.
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the general expression for Ω:
Ω(s1)(B, C) = s1!Q12!Q31!(a∂2)n1(∂b∂3)n2(∂c∂1)n3(∂b∂c)Q23B(s2)C(s3)
∣∣∣∣
b,c=a
(A.2.39)
Finally, we can observe that the factor Q12!, Q31! and the substitution b, c→ a can be obtained
in an alternative way, if we write Ω in the following way:
Ω(s1)(B, C) = s1!(a∂b)Q12(a∂c)Q31(∂b∂c)Q23(a∂2)n1(∂b∂3)n2(∂c∂1)n3B(s2)C(s3) . (A.2.40)
In fact, the operators a∂b and a∂c make the substitution and reproduce the correct factors;
however, we can observe that the resulting differential operator has the same form of the
original T operator with the substitution ∂a → a; so we can write, in a more compact way:
Ω(s1)(B, C) = s1!Ta(nk|Qij)B(s2)C(s3) , (A.2.41)
where Ta is the usual T operator with the aforementioned substitution ∂a → a.
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Young Tableaux
All the tensors that we used in this thesis (gauge fields and gauge parameters) are understood
as representations of GL(D) or O(D) and, in both cases, the simplest representations consist of
symmetric tensors (traceless in theO(D) case). In general, each representation of the two matrix
groups that we are considering can be related to a given representation of the permutation group
[61]. For this reason, a given tensorial representation is defined by the symmetry properties
of its indices. Classification of the representations of the permutation group (and therefore of
GL(D) and O(D)) is possible by means of the so-called Young tableaux.
A young tableau consists in a series of boxes , disposed in lines and columns; the corre-
spondent table must be such that the length of the lines is descending down and the height of
the columns is descending to the right. So, a generic Young tableau looks as:
h1
l1︷ ︸︸ ︷
· · ·
· · ·
· · · (B.0.1)
where l1 is the length of the first line and h1 the height of the first column; in general, if we call
hi the height of the i-th column and lj the length of the j-th line, a standard Young tableau is
such that:
hi ≥ hi+1 ∀ i , lj ≥ lj+1 ∀ j . (B.0.2)
Moreover, we can observe that l1 fixes the number of columns of a tableau, while h1 fixes the
number of lines. To each tableau we can associate immediately a representation of GL(D) in
two different (equivalent) ways:
(1) Symmetric basis: let us consider a tableau with h1 lines of length li; now, we can take a
tensor with h1 sets of indices, each containing li indices:
ϕα1(1)...α1l1,α2(l2),αh1 (lh1 )
, (B.0.3)
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where αi(li) is understood as a set of li symmetrized indices; moreover, if we fix an index
in the i-th line, its symmetrization with all the indices in the k-th line with k < j is set
to zero; for instance, if we consider the following tableaux:
s︷ ︸︸ ︷
. . . (B.0.4)
then the associated tensor is such that:
ϕα1...αs,β1β2 : ϕ(α1...αs,β1)β2 = 0 . (B.0.5)
The generalization to any tableau is not difficult. Finally, a tensor is invariant under the
exchange of two sets of indices associated to lines of equal length in the correspondent
tableau.
(2) Antisymmetric basis: let us consider a tableau with l1 columns of height hi; now, we can
take a tensor with l1 sets of indices, each containing hi indices:
ϕα1(1)...α1h1,α2(h2),αl1 (hl1 )
, (B.0.6)
where αi(hi) is understood as a set of hi (completely) antisymmetrized indices; moreover,
if we fix an index in the i-th column, its antisymmetrization with all the indices in the
k-th column with k < j is set to zero; for instance, if we consider the following tableau:
s

... (B.0.7)
then the associated tensor is such that:
ϕα1...αs,β1β2 : ϕ[α1...αs,β1]β2 = 0 . (B.0.8)
The generalization to any tableaux is not difficult. Finally, a tensor is invariant under the
exchange of two sets of indices associated to column of equal height in the correspondent
tableau.
From the antisymmetric basis it is evident that the maximum height h1 is h
max
1 = D where
D is the number of space-time dimensions; again, if we work in the antisymmetric basis it
is easy to demonstrate the following equivalence: let us consider for simplicity the following
tableau
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s ... , s ≤ D , (B.0.9)
associated to a completely antisymmetric tensor:
Aµ1...µs ≡ A[µ1...µs] . (B.0.10)
Among the GL(D) representations we can identify a particular tensor, the Levi-Civita symbol,
that is invariant, i.e. up to factor, its form is kept unchanged under an arbitrary transformation
of GL(D); since it is invariant, we can use it, together A, to define a new tensor that is still a
representation of GL(D):
A∗µ1...µD−s = Aβ1...βsβ1...βsα1...αD−s , A∗ ∼ D − s
 ... , . (B.0.11)
Then, using this equivalence, we can always set the maximum height of the first column of a
tableau to D/2. The choice between the two basis is arbitrary; fields and gauge parameter are
represented by:
ϕµ1,...,µs ∼
s︷ ︸︸ ︷
. . . , µ1,...,µs−1 ∼
s−1︷ ︸︸ ︷
. . . . (B.0.12)
An example of tensor with symmetry properties of a tableau with more then one line is the
Riemann tensor; in fact the symmetry of its indices is encoded in the so-called window:
Rµνρσ ∼ µ ρν σ . (B.0.13)
Usually the Riemann tensor is taken in the antisymmetric basis. The curvature can be gener-
alized to any spin:
Rα1β1,...αsβs ∼
s︷ ︸︸ ︷
α . . .
β . . .
. (B.0.14)
The same rules can be applied to the case of O(D); however in this case we have a difference; in
O(D) another invariant tensor is present, i.e. the metric δµν ; let us now consider a symmetric
tensor with two indices; we can write it extracting the traceless part by means of the metric:
Sµν =
(
Sµν − 1DδµνS ′
)
+ 1
D
δµνS
′ , S ′ = Sµνδ
µν (B.0.15)
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Since δµν is invariant, the traceless part and the trace transform under O(D) independently:
therefore, the trace forms an invariant subspace and then, if we take into account the trace, the
representation is reducible; generalizing to tensors with any symmetry, the (multiple) traces
form a set of invariant subspaces that we have to exclude to select an irreducible representation.
Thus, each set of indices belonging to the same line (in the correspondent Young tableau) must
be taken traceless in order to select an irreducible representation of the orthogonal group.
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Need for deformation
In this appendix we want to show some more details about the study of the need of the
deformation in the 3-2-1 vertex that we have considered in Section 4.4.3. The vertex we are
considering is such that:
δ1L = −2∂ · D(3)µ ∂µhαβ∂α∂βΛ− 2∂ · D(3)µ ∂µD(2)α ∂αΛ ,
δ3L = −∂αµν∂µ∂ν∂ · D(2)Aα −
1
2
µν∂
µ∂ν∂ · D(2)D(1) ,
(C.0.1)
in the cyclic ansatz, so that a deformation of the constraint seems to be required. However,
we want to consider the possibility of adding a higher-divergences tail, that in principle can
compensate these contributions; this tail is made up of the following terms:
a1∂ · D(3)µ ∂µhνρ∂νAρ ,
a2∂ · D(3)µ hνρ∂ν∂ρAµ ,
a3∂ρ∂ · D(3)µ hµν∂νAρ ,
b1∂ · D(3)µ ∂µD(2)ν Aν ,
b2∂ · D(3)µ D(2)ν ∂νAµ ,
b3∂ν∂ · D(3)µ D(2)µAν ,
c1∂ · D(3)µ ∂ · D(2)Aµ ,
c2φµνρ∂
µ∂ν∂ · D(2)Aρ ,
c3D(3)µν ∂µ∂ · D(2)Aν ,
c4∂ · ∂ · D(3)hµν∂µAν ,
c5∂ · ∂ · D(3)D(2)µ Aµ ,
d1∂ · D(3)µ hµν∂νD(1) ,
d2∂ · D(3)µ Dµ(2)D(1) ,
(C.0.2)
Moreover, once we variate them, we need to add and subtract the gradient-part of the equations
of motion, as explained in 4.4.3; these terms read as follows:
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
e1∂(µ∂ · D(3)ν) ∂µD(2)νΛ
e2∂m∂ · ∂ · D(3)hµν∂νΛ
e3∂µ∂ · ∂ · D(3)D(2)µΛ
e4∂(µ∂ · D(3)ν) ∂µhνρ∂ρΛ
f1∂ · D(3)µ ∂(µD(2)ν)∂νΛ
f2D(3)µν ∂µ∂ν∂ · D(2)Λ
f3∂ · D(3)µ ∂µ∂ · D(2)Λ
f4φµνρ∂
µ∂ν∂ρ∂ · D(2)Λ
g1∂ · ∂ · D(3)hµν∂µ∂νΛ
g2∂ · ∂ · D(3)D(2)ν ∂νΛ
g3∂ · ∂ · D(3)∂ · D(2)Λ

m1µν∂
µ∂ν∂α∂ · D(2)Aα
m2µν∂
ν∂α∂ · D(2)∂αAµ
m3∂αµν∂
µ∂ν∂ · D(2)Aα
m4µν∂
µ∂ν∂ · D(2)D(1)
m5µν∂
µ∂ · D(2)Aν
m6µν∂
µ∂ · D(2)∂νD(1)
n1µν∂ν∂ · D(2)Aµ
n2µν∂
ν∂ · D(2)Aµ

t1∂(µ∂ · D(3)ν) ∂µ∂νρAρ
t2∂(µ∂ · D(3)ν) ∂µρ∂ρAν
t3∂ρ∂(µ∂ · D(3)ν) ∂µνAρ
t4∂(µ∂ · D(3)ν) ∂µνD(1)
t5∂µ∂ · ∂ · D(3)∂µνAν
t6∂µ∂ · ∂ · D(3)ν∂νAµ
t7∂ρ∂µ∂ · ∂ · D(3)µAρ
t8∂µ∂ · ∂ · D(3)µD(1)
t9∂ · ∂ · D(3)ρAρ
r1∂ · ∂ · D(3)µAµ
r2∂ · ∂ · D(3)µAµ
r3∂ · ∂ · D(3)∂ρD(1)
r4∂ν∂ · ∂ · D(3)µ∂µAν
u1∂ · D(3)µ ∂µρ∂ρD(1)
u2∂ · D(3)µ ρ∂ρ∂µD(1)
u3∂µ∂ · D(3)ρ ρ∂µD(1)
u4∂ · ∂ · D(3)ρ∂ρD(1)
(C.0.3)
where it is understood which field we are variating; arranging all the terms in such a way they
are all in the cyclic ansatz, we collect them in group of similar monomials and then we impose
that each group vanishes, obtaining the following system of equations:
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a1 − a2 − e4 − 2 = 0
−a2 + c4 − e2 + g1 = 0
a3/2− e4/2− f1 = 0
−a3/2 + e2 − e4/2 = 0
−a3/2 + d1 + e4/2 = 0
b1 − b2 − e1 − e4 + f1 − 2 = 0
−b1 − c1 + c5 − e2 − e3 + g2 = 0
b3/2− e1/2− f1/2 = 0
−b3/2− e1/2 + e3 + f1/2 = 0
−b3/2 + d2 + e1/2− f1/2 = 0
−c1 − c3 − e1 + f3 = 0
−c2 + f4 = 0
−c2 − c3 + f2 = 0
−e3 + g3 = 0
c2 −m1 +m3 − 1 = 0
c2 −m2/2−m6 + n2 = 0
−c2 + c3 +m2/2 + n1 = 0
−m1 +m4 +m6 − 12 = 0
−m2/2 +m5 − c2 = 0

a1/2− t1 + t5 = 0
−a1/2 + b1 − t1 = 0
−a1/2 + t1 − u1 = 0
−a1 + t2 − t3 + a3 = 0
−a1 + d1 − t4 + u1 − u2 = 0
a2 − t2/2 + t6 = 0
−a2 + b2 − t2/2 = 0
−a2 + t2/2− u2 = 0
a/2− t3/2 + t7 = 0
b3 − a3/2− t3/2 = 0
−a3/2 + t3/2− u3 = 0
c4/2− t5/2 + t9 = 0
−c4/2 + c5 − t5/2 + r1 = 0
−c4/2 + t5/2 + r2 − u4 = 0
−c4 + t6 − t7 + r4 = 0
−c4 − t8 − u2 + r3 + u4 = 0
d1/2− t4/2 + t8 − u3/2 = 0
−d1/2− t4/2 + d2 + u3/2 = 0
−d1/2 + t4/2− u3/2 = 0
(C.0.4)
However, using Mathematica it is possible to see that these three system are inconsistent, and
then it is impossible to remove the deformation of the constraint using an appropriate tail.
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