In off-line data-driven optimization, only historical data is available for optimization, making it impossible to validate the obtained solutions during the optimization. To address these difficulties, this paper proposes an evolutionary algorithm assisted by two surrogates, one coarse model and one fine model. The coarse surrogate aims to guide the algorithm to quickly find a promising sub-region in the search space, whereas the fine one focuses on leveraging good solutions according to the knowledge transferred from the coarse surrogate. Since the obtained Pareto optimal solutions have not been validated using the real fitness function, a technique for generating the final optimal solutions is suggested. All achieved solutions during the whole optimization process are grouped into a number of clusters according to a set of reference vectors. Then, the solutions in each cluster are averaged and outputted as the final solution of that cluster. The proposed algorithm is compared with its three variants and two state-of-the-art off-line datadriven multi-objective algorithms on eight benchmark problems to demonstrate its effectiveness. Finally, the proposed algorithm is successfully applied to an operational indices optimization problem in beneficiation processes.
I. INTRODUCTION
I N solving real-world optimization problems, computationally intensive numerical simulations or physical experiments often need to be conducted to evaluate the objective functions, e.g., in integrated circuit design [1] , antenna design [2] , hybrid vehicle control [3] , or aerodynamic design optimization [4] , [5] . In many other situations, only historical data are available for optimization [6] - [10] , where the optimization problem is solved on the basis of collected data without resorting to any physical models. These optimization problems are often referred to data-driven optimization problems [6] , [11] , which can be divided into on-line and off-line data-driven optimization problems [6] . In the on-line data-driven optimization, a small number of candidates can be validated during the optimization with the real objective functions (obtained by either performing numerical simulations or experiments), and the newly generated data can also be used to update the surrogates. By contrast, in the off-line datadriven optimization, no new data can be generated and only the historical data can be exploited to manage the surrogates [7] , [9] . Most data-driven optimization relies on surrogate models to assist the optimizer to guide the search [11] - [13] . Many machine learning methods can be employed to construct surrogates, including artificial neural networks (ANNs) [14] , [15] polynomial regression (PR) [16] , support vector machines (SVMs) [17] , radial basis function (RBF) networks [18] - [20] , and Gaussian Processes (GPs). GPs are also known as Kriging or design and analysis of computer experiment models [21] - [23] .
Multi-surrogate methods have been investigated in datadriven optimization due to their promising performance. One intuitive idea of multiple models is to use ensembles, which have been shown to be able to improve the accuracy and reliability of the estimated fitness [13] , [24] . Ensembles may consist of homogeneous [25] - [27] or heterogeneous base models [28] , [29] . Different from ensembles, multiple surrogates have also been used to exploit the balance between "curse of uncertainty" and "bless of uncertainty", typically with the help of a global model and a local model. The global surrogate model aims to capture the global profile of the fitness landscape by smoothing out the local optima, thereby helping the optimizer explore the search space. By contrast, the local surrogate model is constructed around the promising region found by the current population to exploit the local details of the fitness landscape [28] , [30] , [31] . The global and local surrogates can also be used in parallel during the optimization. For instance, in [32] each of the surrogates is trained separately using different training sets. Then a new candidate is evaluated by a selected surrogate that has the least prediction error. A global RBF surrogate model was combined with a local fitness estimation method [33] in a hierarchical particle swarm optimization (PSO) algorithm [34] . Most recently, a surrogate-assisted cooperative PSO was suggested to solve high-dimensional data-driven optimization problems [35] , where a social learning PSO assisted by a global RBF works with a PSO assisted by the local fitness estimation method.
Despite the great success achieved in on-line data-driven optimization, little work has been dedicated to more challenging, off-line data-driven optimization problems with few exceptions. In [7] , a low-order PR model and a GP model are constructed, where the low-order PR is used as the real fitness function to produce new data during search process for model management, while the GP model is employed as the surrogate to assist the evolutionary search. In [9] , a large number of base learners are built off-line and then a subset of these base learners are adaptively selected to make sure that the surrogate is able to best approximate the local fitness landscape. Note that the algorithm reported in [6] is developed for optimization driven by a large amount of data, which is meant for reducing the computation time by using less data by means of adaptive clustering.
This paper aims to address the following two main challenges in off-line data-driven multi-objective optimization where very limited historical data are available: 1) How to design surrogate models using the limited historical data only that are able to correctly guide the search?
In off-line data-driven optimization, building reliable surrogates plays an essential role in exploiting promising solutions because the optimization is guided by the surrogates only and no new data can be generated during the search for updating or validating the surrogates. 2) How to select solutions to be implemented when the optimization is completed. Recall that the surrogates built off-line have not been updated during the search and the "optimal" solutions achieved at the end of the optimization may not be really optimal due to the approximation errors in evaluating the objectives. Compared to conventional multi-objective optimization problems, it is even trickier for the user to select solutions to be implemented at the end of off-line data-driven multiobjective optimization.
To tackle the above challenges, this paper proposes a multisurrogate approach with knowledge being transferred between the surrogates to improve the reliability of the surrogates. In addition, a method for selecting final solutions with the help of a set of reference vectors is designed to improve the reliability of the solutions. The main contributions of this paper can be summarized as follows:
1) A multi-surrogate model consisting of a coarse surrogate and a fine surrogate is proposed to guide the evolutionary optimization. The coarse surrogate, which is constructed in a low-dimensional subspace using a simple structure, is meant to capture the global profile of the fitness landscapes. The fine surrogate, by contrast, aims to exploit promising solutions by re-using the knowledge transferred from the course model. It should be noted that the proposed multi-surrogate model is different from most existing multi-surrogate models [25] , [28] in that the coarse model in this work is constructed in a sub-space of the original search space. The potential benefits of constructing a low-dimensional surrogate are twofold. First, the low-dimensional surrogate is expected to improve the model accuracy given limited training data, especially for high-dimensional problems. Second, the low-dimensional surrogate is able to smooth out some local minimums so that it can more easily capture the main profile of the fitness landscape. 2) A knowledge transfer technique is introduced to transfer the knowledge acquired by the coarse surrogate to the fine surrogate. After the coarse model locates the promising areas, the fine model will exploit this knowledge to more accurately identify the optimums and accelerate the convergence, thereby enhancing the search efficiency. 3) A reference vector based method is proposed to generate the final solution set. At first, all candidate solutions, which are achieved in each generation of the fine search, are grouped into different clusters according to a set of reference vectors. Then, one solution is generated by averaging those in each cluster and all these averaged solutions will be the final solution set. Our empirical results indicate that the quality of these solutions is better than that of the non-dominated solutions obtained in the last generation. The rest of this paper is organized as follows. Section II briefly introduces off-line data-driven optimization problems and knowledge transfer techniques in evolutionary optimization. In Section III, the proposed off-line data-driven multiobjective optimization algorithm is described in detail. The comparative experimental results on the benchmark problems are presented in Section IV, followed by an application of the proposed algorithm to operational indices optimization of a beneficiation process in Section V. Section VI concludes the paper with a summary and a discussion for future work.
II. RELATED WORK A. Off-line Data-driven Optimization Problems
Off-line data-driven optimization problems widely exist in the real world [11] , [36] , such as trauma systems design [6] , performance optimization of fused magnesium furnaces [7] , and operational indices optimization of beneficiation processes [8] , in which the objective functions cannot be directly calculated using mathematical equations and only data are available for fitness evaluations [11] , [36] . Off-line data-driven optimization starts with a certain amount of collected data, which are used to construct surrogates for searching optimal solutions [9] . During the optimization, surrogate models can be updated to improve the search efficiency either by using generated synthetic data from other surrogates, re-using knowledge collected from the optimization, or newly collected data that are not under the control of the optimizer. An example of model management techniques using information during the optimization can be found in [9] , which adaptively selects a subset of the base learners of an ensemble at each iteration according to the location of the best individual. Once the surrogate-assisted optimization is completed, the best solution (set) will be implemented to solve the real-world problem.
B. Multi-objective Optimization Problems
Many real-world problems involve multiple conflicting objectives to be optimized simultaneously, which are commonly referred to as multi-objective optimization problems (MOPs). This paper considers the following box-constrained MOP:
where l and u are the lower and upper bounds of the search space, ( f 1 (x), ..., f M (x)) is the objective vector containing M objectives and x = (x 1 , ..., x n ) are the decision variables. Due to the conflicting nature of the objectives, no single solution is able to optimize all objectives at the same time. Instead, a set of trade-off optimal solutions can be found, which is called the Pareto set (PS) and its image in the objective space is known as the Pareto front (PF). Evolutionary algorithms (EAs) are well suited for MOPs because maintaining a population of candidates enables EAs to explore a set of diversified optimal solutions to approximate the PF. A large number of multi-objective evolutionary algorithms (MOEAs) have been proposed in the last decades, which can generally be classified into Pareto domination-based approaches [37] , indicator-based approaches [38] , and decomposition-based approaches [39] .
C. Knowledge Transfer in Optimization
Knowledge transfer refers to sharing knowledge and providing inputs to improve problem solving [40] . Knowledge acquisition from the evolutionary optimization process and reuse of the acquired knowledge in EAs have been shown to be effective in speeding up convergence as well as enhancing the quality of the obtained optimal solutions [41] , [42] . One class of knowledge transfer techniques transfers the knowledge of the tasks similar to the current task to prevent a cold start of EAs. For example, one early work on knowledge transfer uses the optimal solutions of the past similar problems as the shared knowledge, and then incorporate them into the initial population in solving the current task [43] - [45] . Furthermore, the techniques of reusing knowledge from heterogeneous problems are investigated [46] - [49] . The main idea is to transfer the structured knowledge learned from the previous tasks to the current task. In addition, in model based optimization algorithms, such as estimation of distribution algorithms (EDAs), the distance distribution information about similar previous tasks is considered as knowledge and combined with the current task to improve the efficiency of model construction [50] , [51] . In genetic algorithms, the building blocks of related problems are reused in the current optimization task [52] - [54] .
Most recently, multifactorial evolutionary algorithms (M-FEAs) [55] - [57] have been proposed to transfer knowledge among tasks to be solved in parallel. MFEAs allow knowledge sharing via two techniques, namely assortative mating and vertical cultural transmission, to ensure that the tasks can not only maintain their own specific knowledge but also achieve knowledge from other tasks [55] .
Inspired by the success of knowledge transfer in evolutionary optimization, this work employs the knowledge transfer technique to transfer knowledge between two surrogates to enhance the capability of exploiting promising solutions. Both two surrogates are trained using the historical data and have shared knowledge in nature. 
Condition

III. PROPOSED ALGORITHM
A. Overall Framework
A generic diagram of the proposed algorithm is presented in Fig. 1 . Before the optimization starts, a data set of the problem to be solved, (X,Y ), is collected to train the surrogates, where X represents the decision variables, and Y the corresponding objective values. The algorithm starts with construction of the fine surrogate (FS), which remains unchanged in the following optimization process. The widely used RBF model [18] - [20] is employed to build the FS in this work. Afterwards, a population consisting of N individuals is randomly initialized, denoted as PF 0 , which will be evaluated using the FS.
At each iteration (Iter) of main optimization loop, a coarse surrogate (CS), which is a PR model, is constructed in a subspace of the search space and a search assisted by the CS will be carried out to find the promising regions of the search space. Then a fine search exploiting the knowledge transferred from the coarse search is conducted. The nondominated solutions found during the fine search at each iteration are stored in a data base (DB).
The coarse-fine search process continues until some termination condition is met. Then, a reference vector based solution generation strategy is performed to produce a set of final solutions for the user to implement using the solutions stored in DB. In the following subsections, we will detail the three main components of the proposed algorithm, i.e., the coarse search, the fine search and the reference vector based final solution set generation. Generate the parent population from P t using tournament selection; 11: Create the offspring population Q t by applying crossover and mutation on the parent population; 12: Combine the parent population P t and the offspring population Q t as P t ; 13: Perform environmental selection on P t to select the parent population for the next generation P t+1 ; 14: t = t + 1; 15: end while 16: P T L = P t+1 ;
B. Coarse Search
In the coarse search, the CS is built in a sub-space of the original search space. As shown in Fig. 1 , the coarse search is composed of four steps, namely, determination of the subspace of the CS, construction of CS, population initialization and a number of iterations of search assisted by the CS. Note that the search space of the coarse search is the input space of the CS, denoted by DL, which is controlled by a coefficient rv as follows:
where D is the dimension of the original optimization problem, i.e., DL ≤ D.
For the sake of simplicity, DL decision variables are randomly chosen from X and denoted as XL. Then a new data set (XL,Y ) is used to train the CS. In this work, a second-order PR is adopted for the CS, which aims to smooth out local optima. It is worth noting that the search space of the CS changes at each iteration of the main loop so that the coarse search is able to find promising regions in different sub-spaces during the optimization.
Any MOEA assisted by the CS can be employed for the coarse search. The maximum number generations TC is taken as the termination condition of the coarse search. When the optimization terminates, individuals of the last generation will be stored in DB. Algorithm 1 details the coarse search procedure.
C. Fine Search
In this work, the FS is trained to accurately approximate the real fitness functions. However, an accurate surrogate model is not necessarily always be desirable in optimization since the real fitness functions typically have multiple local optima, making the search more challenging. Thus, the knowledge, specifically the solutions, acquired during the coarse search is expected to be able to enhance the search performance of FS by reducing the likelihood of getting stuck in a local optimum, since we hypothesize that the CS and FS are correlated yet the CS is smoother. For this reason, a knowledge transfer is employed to transfer the knowledge of CS to FS during the search. This work borrows the transfer strategy proposed in [55] , which realizes knowledge transfer among optimization tasks during offspring production. Details of the fine search are described in Algorithm 2.
Steps 3-9 of Algorithm 2 describe steps for knowledge transfer between the CS and FS. As mentioned above, the dimension of the FS is the same as the original optimization problems, while the dimension of CS is a subspace of the original problem, which changes from generation to generation of the coarse search. For this reason, we first convert the population P T L of coarse search to an intermediate population PL, whose dimension is same as that of the fine search, as shown in steps 3-6 in Algorithm 2. Specifically, population PL maintains the decision variables of P T L of the coarse search, and copies the remaining variables from the current population of the fine search, PF iter . After that, PL and PF iter are combined as the parent population P (step 7), which serves as the mating pool after being randomly shuffled (step 8).
In the next step, new offspring Q is generated by applying crossover and mutation on the parent individuals. Once the fitness of all offspring indivisuals in Q is calculated using fine surrogate, the popular environment selection method in NSGA-II [37] is employed to select N individuals from the combination of Q and the current population PF iter . The selected solutions are passed to the next generation and also stored in DB.
As described above, the combined population contains individuals from two different populations, PL and PF iter . Thus in reproduction, one of the following three cases may occur for the two parent individuals for crossover, i.e., both are from population PL, both from population PF iter , or one from PL and the other from PF iter . In the last case, the solutions of CS are implicitly transfered to the offspring of FS, thus FS is able to automatically gain useful knowledge from CS during environmental selection. In this way, the fine search is able to exploit beneficial knowledge from the coarse search to accelerate the search process.
D. Reference Vector Based Final Solution Set Generation
In on-line data-driven optimization, the final solution (set) can be relatively easily determined since all solutions are Set PL(i,Dind)=P T L (i,:); 6: end for 7: P = PL U PF iter ; 8: P = randomly shuffled P; 9: Q=crossover + mutation(P); 10: P = Q U PF iter ; 11: PF iter+1 = environmental selection(P); 12: Add PF iter+1 to DB;
(0,0) (0,1) for i=1: C j do 12: Calculate the Euclidean distance to the origin: d i = C j,i ; 13: end for 14:
Find individuals with a smaller Euclidean distance: Average the decision variables: T S = T S ∪ mean(AS{C j }); 21: end for reference vectors for final solution generation, which have been widely adopted to guide the search process in manyobjective optimization [58] , [59] . The final solution generation method starts with categorizing the solutions in DB into a number of groups. We assume that for each group, ρ solutions will be used for averaging, where ρ is a parameter to be specified. Grouping solutions in DB consists of two steps. In the first step, a set of reference vector is generated and each solution in DB is associated to one reference vector, as proposed in RVEA [59] . The resulting cluster is denoted as C j , j = 1, 2, ..., K, where K is the number of the reference vectors predefined by the user to indicate a set of preferred solutions. Note that similar to RVEA, all objective values are normalized to [0, 1] before being clustered. The second step aims to ensure that each cluster contains ρ solutions.
The second step is carried out due to the fact that there are might be too few or too many solutions in one cluster created in the first step. In case there are too few solutions in a cluster, i.e., smaller than the predefined number ρ, solutions in the neighboring reference vectors will be added to the cluster until ρ are found. In case there are too many solutions in a cluster, it is desirable to remove those inferior candidates from the cluster so that they are not used in averaging. Here, for a minimization problem, solutions that are far from the origin Solutions generated by ND in terms of fine surrogates Solutions generated by RV in terms of fine surrogates Fig. 4 . Visualization of the solutions generated by non-dominated sort and reference vector based generation strategy, where the solutions generated by non-dominated sort are denoted by circles and solutions generated by reference vector based strategy are denoted by squares. in the objective space will be removed. However, no solution is associated to R 5 . Suppose the required number of solutions in each cluster is defined to be ρ = 2, then the cluster for R 1 has one solution less and the cluster for R 5 lacks two solutions. Consequently, solution d 2 , which is the closest to R 1 in terms of its angle with the reference vector, will be added to the cluster for R 1 . Similarly, solutions d 7 and d 8 are added to the cluster for R 5 . By contrast, the cluster for R 4 has too many solutions and one of them should be deleted. Since the Euclidean distance of solution d 8 to the origin is the largest among the three solutions in the cluster for R 4 , d 8 will be removed.
Once ρ solutions are associated to each cluster, the average of the ρ solutions in each cluster will be considered to be a final solution. The whole process of final solution generation is presented in Algorithm 3.
In the proposed final solution set generation method, all solutions achieved during the optimization will participate in the generation of the final solutions, although some of them may be eventually discarded and others may contribute more than once. In addition to the reference vector based method 
IV. SIMULATION RESULTS AND DISCUSSIONS
In this section, empirical studies are conducted to verify the performance of the proposed off-line data-driven multiobjective optimization algorithm, MS-RV for short. To this end, eight test problems are adopted for comparison, as listed in Table S .C in the Appendix.B of the Supplementary materials, of which four are taken from the DTLZ test suite [60] and the rest four (F1-F4) from [61] . Similar to [22] , the value 20π within cosine in the original DTLZ1 and DTLZ3 is changed to 2π and denoted as DTLZ1a and DTLZ3a, meanwhile, the parameter α in DTLZ4 is also changed from 100 to 10, which is named as DTLZ4a, to reduce the complexity of the problem. Among the test problems, the decision variables of the DTLZ problems are independent of each other, while the variables in the F test suite are linearly correlated. Regarding the number of decision variables, D =10, 30 and 50 are considered for all the instances. Regarding the number of objectives of the DTLZ test problems, M = 2 and M = 3 are considered.
In the experiments, we first examine the efficiency of the coarse-fine search using the reference vector based final solution set generation strategy (MS-RV). Then, we compare MS-RV with two off-line surrogate-assisted multi-objective optimization algorithms using NSGAII GP [7] and K-RVEA [10] as the basic search method, respectively, which is proposed in [62] . To investigate the importance of the two strategies in MS-RV, MS-RV is also compared with its three variants, FS-RV, MS-ND and FS-ND, as listed in Table I .
In all algorithms, RBF is constructed using the toolbox in [63] and GP is built using the toolbox in [64] .
A. Experimental Settings
The general and the specific parameters for each algorithm used in the experiments are summarized as follows: 1) All the compared algorithms adopt NSGA-II [37] as the basic search method. The distribution indexes of both crossover and mutation in NSGA-II are set to 20. The crossover probability and mutation probability are set to pc=1.0 and pm = 1/D, respectively, where D is the number of decision variables of the original optimization problems.
2) The initial training data set (historical data set) for each experiment are sampled using the Latin hypercube sampling method [65] and the size is set to 10D, where D is the number of decision variables. The population size N is set to 50. For each algorithm, 100 final solutions are generated for biobjective and 105 for tri-objective instances. The number of candidates in each cluster in the reference vector based final solution set generation is set to ρ = 20. Twenty independent runs are performed for each algorithm on each test instance.
3) The termination condition of each run is the maximum number of generation for fine search T F = 40.
4) The maximum number of generations for coarse in each generation of fine search is set to TC = 15. The coefficient of rv, which determines the dimension of coarse surrogate, is set to 0.3. 5) In NSGAII GP, the parameters are the same as the original algorithm except for the maximum number of generations, which is set to 20 for bi-objective and 21 for tri-objective problems in order to obtain the same number of final solutions.
6) The parameters of K-RVEA are set the same as in [10] . Inverted generational distance (IGD) [61] and hypervolume (HV) [66] , [67] Fig. 3 . Note that we do not compare the exact HV between the surrogate and its corresponding real objective functions as they are normalized into different regions in calculating HV. Instead, we just want to note that the HV values calculated according to the real and estimated fitness values during the optimization are strongly correlated.
As can be observed from Fig. 3 , the HV of the solution set in the last generation are better (validated by real objective 
−/ + / ≈ 8/2/2 9/0/3 11/0/1 4/0/8 10/0/2 functions) compared with the initial population on all the test problems. These results indicate that the search assisted by a fine surrogate or a multi-surrogate constructed on the historical data is able to find solutions better than those in the historical data. In addition, we can find that, the HV values of solution sets according to the surrogates and the real objective functions show a consistent trend on all test instances except for F3, which exists a slight fluctuation at the later generations. The above finding implies that the better solutions evaluated by the surrogates will usually have better objective values if evaluated using the real objective functions. It can also be found in the figure that the HV values of solution sets achieved by the coarse-fine search are significantly better than those found by the single fine model according to both the fine surrogates and the real fitness functions, indicating a fast convergence achieved by the coarse-fine search compared to the single fine surrogate. The encouraging convergence speed of the coarsefine search might be attributed to the knowledge transferred from the coarse surrogate to the fine model.
2) Effectiveness of Reference Vector Based Final Solution Set Generation
As mentioned above, the non-dominated solutions in the DB may not be the best solutions when evaluated using the real objective functions because of the approximation errors introduced by the surrogates. For this reason, we should not directly use those non-dominated solutions in DB. Instead, we propose a reference vector based strategy to generate a set of final solutions as described in Section III-D. This subsection investigates the effectiveness of the reference vector based final solution generation method by comparing the quality of the solutions generated using the reference vector based method with that of the non-dominated solutions in DB on the eight test instances.
In this experiment, the solutions generated during the optimization during the 60 iterations are stored in the DB. Then two sets of solutions, each consisting of 100 solutions, are generated by non-dominated sort (ND) and reference vector based generation method (RV), respectively. The objective values of these solutions validated by the real fitness functions and the fine surrogates, respectively, are plotted in Fig. 4 . From the figure, we can make the following observations. First, the quality of these two sets of solutions are very different according to the surrogates and the real fitness functions. More specially, the solutions achieved by RV is no worse than those obtained by ND on all test problems when validated by the real fitness functions, although they appear to be worse according to the surrogates. This observation suggests that it might not be a good idea to directly present the non-dominated solutions found (according to the surrogates) in the last generation of the coarse-fine search to the user for possible implementation. Second, the solutions obtained RV on the F problems and DTLZ problems are either comparable or much better than those obtained ND. The promising performance of solutions achieved by RV may be attributed to the fact that averaging solutions in each cluster may reduce the approximation error introduced by the surrogates, thereby enhancing the quality of the solutions.
From the result in Fig. 4 , we can also see that the performance of the solutions obtained by RV on the DTLZ test functions is consistently much better than that on F1-F4 in comparison with the quality of the ND. The reason might be that the decision variables of F1-F4 are linearly correlated while those of the DTLZ test instances are independent of each other. 
3) Comparison with Off-line Data-driven Evolutionary Algorithms
Tables II and III present the statistical results of the IGD values obtained by the six compared algorithms on F1-F4 and the DTLZ test suite over 30 independent runs, where the best result of each test instance is highlighted. The Wilcoxon rank sum test is also adopted at a significance level of 0.05, where symbols " + ", " − " and " ≈ " indicates that the result obtained by other algorithms is significantly better, significantly worse and no difference to that obtained by the proposed algorithm MS-RV, respectively. Note that solutions of each algorithm are evaluated using the real objective functions before calculating of the IGD value. From these two tables, we can draw the following conclusions.
First, the proposed algorithm MS-RV achieves the best overall performance against K-RVEA, NSGAII GP and its three variants. In particular, MS-RV significantly outperforms K-RVEA and NSGAII GP on higher dimensional problems, i.e., D = 30 and D = 50 of both the DTLZ and F test instances. These results demonstrate that MS-RV is competitive in solving high-dimensional problems in comparison with K-RVEA and NSGAII GP.
Second, regarding the performance of the surrogates, the comparative results in terms of the IGD values between the two non-dominated sort algorithms FS-ND (fine surrogate) and MS-ND (multi-surrogates) demonstrate that MS-ND performs better than FS-ND on 25 out of 36 test instances and has never outperformed by the single fine surrogate assisted algorithm. 
4) Scalability of the Proposed Algorithm on Different Models
In this subsection, we compare FS-ND, MS-ND, FS-RV and MS-RV on eight test problems when using SVR and GP, respectively, as the fine surrogate. For each test problem, the number of decision variables D is set to 10 due to the prohibitive computational cost of GP on high-dimensional problems.
The IGD values of the solution sets obtained by the algorithms under comparison averaged over 30 independent runs when using different fine surrogate models are presented in Table V . We can find from these results that the four algorithms assisted by SVR and GP, respectively, perform similarly when they are assisted by the RBF model. Furthermore, MS-RV achieves the best overall performance among the four compared algorithms on the eight test problems. These findings indicate that the knowledge transfer strategy used in MS-RV can also work well when other models than the RBF are used as the surrogate.
5) Sensitivity of the Proposed Algorithm to Data Size
In this subsection, we evaluate the sensitivity of the performance of FS-ND, MS-ND, FS-RV and MS-RV on the data size (5D, 10D, 15D, 20D, 25D, D is the number of the decision variables) on four test problems with M = 2 and D = 30.
The mean and standard deviation of the IGD values of the solution sets obtained by each algorithm over 20 independent runs for the different data sizes are plotted in Fig. 5 . On F1 and F3, the IGD values of all algorithms vary little when the size of the off-line data changes. On DTLZ2 and DTLZ4a, the IGD values of MS-RV and MS-ND also improves as the number of data increases, although the performance of FS-RV and FS-ND generally remains unchanged. To better understand the above observations, we calculate the root mean square error (RMSE) of each fine model trained using different off-line data sizes and the results are plotted in Fig. S .A in Appendix C of the Supplementary materials. The results in the figure show that the approximation error of the fine models on F1, DTLZ1 and DTLZ4a gradually decreases as the size of the data increases, while the error on F3 remains nearly unchanged. These results indicate that the quality of fine models is generally becoming better as the number of data increases. However, only the coarse-fine search is able to make use of the improved accuracy of the surrogates on the DTLZ problems.
C. Comparison with On-line Algorithms
In general, the off-line data-driven optimization algorithm can be seen as one step in the on-line algorithms once the final solution set is generated and validated. In this section, the proposed MS-RV is modified to be an on-line algorithm. To this end, six generated solutions from each run of MS-RV are evaluated by the real fitness functions and are used for updating the surrogate model. To evaluate the performance of the on-line version of MS-RV, we compare it with three online multi-objective data-driven optimization algorithms, K-RVEA [62] , MOEA/D-EGO [23] , and ParEGO [22] on the eight test problems( M = 3 in DTLZ problems) adopted in this work. In the experiments, the initial training data size is set to 11D − 1 and the maximum number of evaluations for each compared algorithm is set to 150. The three on-line algorithms are implemented in PlatEMO [68] .
The IGD results of the four compared algorithms are presented in Table V . We can see from the table that the online version of MS-RV significantly outperforms the three online data-driven optimization algorithms, especially on highdimensional problems. The results imply that MS-RV is potentially also promising for solving high-dimensional on-line data-driven optimization problems.
D. Parameter Sensitivity Analysis
In the proposed MS-RV algorithm, there are three parameters that may influence the performance of the algorithm, i.e., the coefficient rv that controls the dimension of coarse model, the maximum number of generations TC of the search assisted by the coarse surrogate in each generation, and the number of solutions ρ for averaging in each cluster. In this section, we will analyze the sensitivity of the performance of MS-RV to the three parameters on four test functions, namely, F1 (D = 30), F3 (D = 30), DTLZ2 (M = 2, D = 30) and DTLZ4a (M = 2, D = 30).
1) The coefficient (rv): The rv determines the dimension of coarse surrogates, which influences search assisted by the coarse surrogates as well as the knowledge to be transferred to the fine surrogates, which eventually influences the performance of MS-RV. Fig. 6 presents the obtained results within 40 generations on the above four instances with 10, 30 and 50 dimensions, in which the average IGD values with different rv are plotted. In this figure, we can find that F1 and F3 are more sensitive to rv than DTLZ2 and DTLZ4a, probably because the decision variables of F1 and F3 are correlated. It can also be seen that MS-RV achieves the best overall IGD values when rv is around 0.3. Therefore we use rv = 0.3 in the experiments for comparisons. 2) The maximum number of generations of the coarse search (TC): As discussed in Section III, the proposed multi-surrogate method reuses knowledge of acquired by the coarse surrogates to enhance the convergence of the fine search. TC can directly influences the knowledge acquired from the coarse search, thereby influencing the performance of MS-RV. Fig. 7 plots the average IGD values with different TC on the above four test problems. As can be seen in the figure, MS-RV is slightly more sensitive to TC on F1 and F3 than on the two DTLZ test problems. Nevertheless, the performance is satisfactory in general when TC is set between 10 and 20. Accordingly, we use TC = 15.
3) The number of solutions in each cluster (ρ): The purpose of averaging over ρ solutions in each cluster is to reduce the influence of the errors introduced by the surrogates. If ρ is too small, averaging will not work properly. However, a too large ρ may lead to poor performance as many very different will participate in the averaging. For this reason, we investigate a proper ρ for generating high quality solutions on 30 dimensional F1, F3, DTLZ2, DTLZ4 instances. The comparative results of ρ = 3, 5, 10, 20, 50 are shown in Fig. 8 . From these results, we can see that the algorithm has shown the best performance when ρ is around 20. Therefore, we set ρ = 20.
V. A CASE STUDY
In this section, we consider the application of the proposed MS-RV algorithm to a real-world operational indices optimization of the beneficiation process. This is a typical off-line datadriven problem in that mathematical equations of the objective functions cannot be obtained due to the complex physical and chemical reactions in the process and only a small amount of historical data can be used. A brief introduce of the operational indices optimization problem is presented in Appendix.D of the Supplementary materials. 
A. Problem Description
The purpose of operational indices optimization in beneficiation processes aims to improve the concentrate grade (G), concentrate yield (Y ), as well as to decrease the energy consumption (E) including the costs of roasting unit, grinding units by properly coordinating the operating state of each unit. In this work, we consider the following 15 operate indices, namely, particle sizes of the raw ore entered in LMPL and HMPL (pl, ph) and grade of the raw ore entered in LMPL and HMPL (gl, gh), capacity and run time of the shaft furnace roasting (sc, st), grade of waste ore (gw), grade of feed ore of grindings in LMPL and HMPL (g f l, g f h), capacity of grindings in LMPL and HMPL (gcl, gch) and running time of grindings in LMPL and HMPL (gtl, gth), grade of tailings from LMPL and HMPL (tl,th). These 15 operational indices are taken as the decision variables and denoted as X = (pl, ph, gl, gh, sc, st, gw, g f l, g f h, gcl, gch, gtl, gth,tl,th). The optimization problem can be formulated as follows:
where Φ 1 and Φ 2 represent the unknown correlation between the objectives and the decision variables in the operational indices optimization problem.
B. Optimization Results
In this real-world application, we are not able to validate the obtained solutions as no "real objective functions" are available for validation. For this reason, we evaluate the search ability of coarse-fine search strategy in the proposed MF-RV by comparing with the fine surrogate and the multiform optimization approach [69] , which is the most recent proposed algorithm in solving the operational indices optimization problem. Note that the target accurate model in multiform approach is replaced with RBF for fair comparison. Each of the compared algorithm is employed to solve the operational indices optimization problem, which contains 150 pairs of collected historical data. We first conduct 30 independent runs of each algorithm, each run performing 40 generations of fine search.
The mean and standard deviation of the HV values of the solution sets obtained by three compared algorithms over the generations are plotted in Fig. 9 . We can see from the figure that the HV values gradually increase over the generations, indicating that all compared algorithms converge on the operational indices optimization problem in general as discussed in Section IV-B. We can also see from Fig. 9 that the coarse-fine search strategy maintains the best HV values among the compared algorithms, demonstrating its best search ability compared with the other two algorithms. To further examine the quality of the solutions found by each algorithm, a set of 50 non-dominated solutions are plotted using parallel coordinates in Fig. 10 . The figure shows that the solutions of each production index achieved by the coarse-fine strategy are distributed in a larger region. This result confirms that the coarse-fine search strategy is able to achieve a more diverse solution set.
VI. CONCLUSION AND FUTURE WORK
In this paper, an off-line data-driven optimization algorithm, called MS-RV, has been proposed for solving off-line multiobjective data-driven optimization problem. The developed algorithm builds a coarse surrogate and a fine surrogate using the historical data set. The coarse surrogate, which is dynamically constructed in the subspace of the original search space, is used for quick exploration of a promising region, whereas the fine surrogate aims to help the optimizer exploit the promising solutions. Meanwhile, a knowledge transfer method is employed to transfer the knowledge from the coarse surrogate to the fine surrogate to enhance the convergence of the optimization process assisted by the fine surrogate. After that, a reference vector based final solution set generation strategy V  STATISTICAL IGD RESULTS OF THE ON-LINE VERSION OF MS-RV AND THREE ON-LINE ALGORITHMS ON EIGHT TEST INSTANCES OVER 30  INDEPENDENT RUNS, WHERE THE BEST RESULT ON EACH TEST INSTANCE IS is proposed to reduce the influence of the approximation errors introduced by the surrogates, thereby generating high-quality solutions. We compare the MS-RV algorithm with two stateof-art algorithms K-RVEA and NSGAII GP and three variants of MS-RV on eight multi-objective optimization problems of 10, 30 and 50 dimensions. Empirical results demonstrate that MS-RV achieves the best overall performance than the compared algorithms. Finally, MS-RV is applied to solve a real-world operational indices optimization problem, which is a typical off-line data-driven optimization problem. Despite the encouraging performance of the proposed algorithm on the test problems, we find from the experiments that the algorithm is not able to well approximate the true Pareto front for hard optimization problems such as F3 and DTLZ4a. One reason may be that the off-line data of these problems are ill-distributed in the objective space. In the future, we are interested in improving the performance of the proposed algorithm for addressing ill-distributed historical data by developing new surrogates, surrogate-management strategies and final solution generation methods.
