In this paper, a new outer space rectangle branch and bound algorithm is proposed for globally solving generalized affine multiplicative programming problem. By applying the equivalent transformations and affine approximations of bilinear function, the initial generalized affine multiplicative programming problem can be reduced to a linear relaxed programming problem. By subsequently refine the initial outer space rectangle, and by means of the subsequent solutions of a series of linear relaxed programming problems, the algorithm is convergent to the global optimal solution of the primal problem, and numerical results show the feasibility and effectiveness of the algorithm.
I. INTRODUCTION
Consider the following generalized affine multiplicative problem (GAMP) defined by (GAMP) :
where p ≥ 2, c T i x + e i and d T i x + g i , i = 1, . . . , p, are all finite affine functions defined on R n , A = (a rj ) m×n is an arbitrary real matrix, b = (b r ) m×1 is an arbitrary real vector, X is a bounded polyhedron set.
The generalized affine multiplicative programming problem (GAMP) and its special form have attracted considerable attentions of many researchers and practitioners. One reason is that the problem (GAMP) has large number of practical applications in engineering optimization, finance optimization, robust optimization, and so on, see Refs. [1] - [7] . Another reason is that the problem (GAMP) is also well known to be NP-hard problem, and which usually poses key theoretical and computational challenges, this is mainly The associate editor coordinating the review of this manuscript and approving it for publication was Lei Yang . becuase the fact that the existence of multiple local optimas which are not globally optimal for such problems. So that the generalized affine multiplicative programming problem (GAMP) has aroused the attentions of a large number of researchers and practitioners.
In last two decades, many algorithms have been proposed for globally solving the problem (GAMP) and its special cases. According to characteristics of these algorithms, these algorithms can be mainly classified into parametric simplex algorithm [8] , parametric successive underestimation method [9] , monotonic optimization approach [10] , rectangular branch-and-bound algorithms [11] - [18] , outcome space approaches [19] - [24] , polynomial time approximation algorithms [25] - [27] , optimal level set methods [28] , [29] , linear decomposition methods [30] , [31] , heuristic method [32] , outer approximation algorithm [33] , and so on. Moreover, most of these reviewed algorithms require that each affine function in the objective function must be positive. Although many algorithms have been proposed for special case of the problem (GAMP), the global optimization algorithm for solving the general form of the problem (GAMP) with assumptions that all affine functions are arbitrary value has been little studied in the literatures. Therefore, it is still very necessary VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ to propose a potential practical algorithm for globally solving the general form of the problem (GAMP). This paper presents and validates a new outer space rectangle branch and bound algorithm for globally solving generalized affine multiplicative programming problem (GAMP). The algorithm iteratively searches in the outer space R p of the affine functions d T i x +g i , i = 1, . . . , p, where p is the number of products in the objective function. To obtain the global optimal solution of the problem (GAMP), we firstly convert the problem (GAMP) into an equivalent bilinear problem (EBQ), which has the same global optimal solution as the problem (GAMP). Next, by using the affine approximation technique of bilinear function, we can systematically convert the problem (EBQ) into a linear relaxed programming problem. By using the successive refinement rectangular partition, and the solutions of these converted linear relaxed programming problems can infinitely approximate the global optimum solution of the problem (EBQ).
The potential practical and computational advantages of the branch and bound algorithm can be summarized as follows. Firstly, comparing with the algorithms reviewed above, the algorithm does not impose any special signal restrictions on each affine function in objective function of the problem (GAMP), which may be arbitrary values, i.e., the problem investigated in this paper has a more general form than the algorithms reviewed above, it does not require that c T i x + e i > 0 and d T i x + g i > 0. But as far as we know that some other algorithms reviewed above can only solve some a particular case of the problem (GAMP), which require that each affine function in objective function of the problem (GAMP) must be positive. Secondly, the branching process take place in the outer space R p of the affine functions d T i x + g i , i = 1, . . . , p, where p is the number of products in the objective function of the problem (GAMP), rather than in decision variable space R n of the problem (GAMP). Since n usually far exceeds p in practical problem, this will significantly reduce the required computational efforts in finding a global optimum solution for the problem (GAMP). Thirdly, during the branch and bound searching process, all subproblems that require to be solved in iterations are all linear programming problems which can be solved by any effective linear programming algorithms or solvers. Fourthly, the proposed algorithm uses the rectangles of the outer space R p of the affine functions d T i x + g i as partition elements in the branch and bound searching process, and which keeps the number of linear constraints in all solved linear programming problems to be minimum. Finally, with the given tolerance, numerical experimental results validate and indicate that the branch and bound algorithm can solve all test problems to find their approximate global optimal solutions, and which has the better computational performance than the above some reviewed algorithms.
The remaining section of this paper is organized as follows. In Section 2, by introducing new variables, we gave the equivalent problem (EBQ) of the problem (GAMP), and by using affine approximation technique of bilinear function, we derived the linear relaxed programming problem of the equivalent problem (EBQ). In Section 3, a new outer space rectangle branch and bound algorithm is presented for globally solving the problem (EBQ), and its global convergence is proved. Numerical experimental results are reported to demonstrate the feasibility and effectiveness of the proposed outer space rectangle branch and bound algorithm in Section 4, and Section 5 gives some concluding remarks.
II. EQUIVALENT PROBLEM AND ITS LINEAR RELAXATION
For globally solving the problem (GAMP), we first convert the problem (GAMP) into an equivalent bilinear problem (EBQ), which has the same global optimal solution as the problem (GAMP). Next, our main task is to globally find the global optimal solution for the problem (EBQ). Without losing generality,
Since c T i x + e i and d T i x + g i are all affine functions, and X is a bounded polyhedron convex set, then the values of l i ,ū i ,L i andŪ i can be easily obtained by computing the corresponding linear programming problems.
. . , p}, and investigate the following bilinear problem:
The following Theorem 1 gives the key equivalent conclusions between the problems (GAMP) and (EBQ).
Theorem 1: If (x * , γ * , β * ) is a global optimum solution for the problem (EBQ), then
. . , p, and x * is a global optimum solution for the problem (GAMP). On the contrary, if x * is a global optimum solution for the problem (GAMP), then (x * , γ * , β * ) is a global optimum solution for the problem (EBQ), where
The proof can be similarly given by the Theorem 1 in Ref. [24] , [28] , it is omitted here.
By Theorem 1, for globally solving the problem (GAMP), we may substitute for solving its equivalent bilinear problem (EBQ) which has the equal global optimal value as the problem (GAMP). To find the global optimal solution of the problem (EBQ), based on branch and bound structure, we just need to construct the linear relaxed problem of the problem (EBQ), which can be used to obtain the lower bounds of the optimal value of the problem (EBQ) during the branch and bound searching process. By utilizing the special structure of bilinear function, we can construct the linear lower bound function of the objective function of the problem (EBQ) for deriving this linear relaxed problem, and the following Theorem 2 provides a feasible method for constructing the linear lower bound function of the objective function of the problem (EBQ).
Then, we have the following conclusions:
Also because
Hence, from the inequalities (1)and (2), we can get that, for
and the proof is complete. Next, by utilizing Theorem 2, we can construct the lower bound function for the objective function of the problem (EBQ). Let F denote F 0 or a subrectangle of F 0 that is generated by the branch and bound algorithm. Then F may be written into
For any (γ , β) ∈ F, sum all items i (i = 1, . . . , p) and denote (γ , β) as the righthand side result by
we have that, for any (γ , β) ∈ F,
Therefore, the linear relaxed programming problem (LP F ) of the problem (EBQ) over F can constructed as follows
Remarks: Based on the constructing process of the linear relaxation, it is obvious that every feasible point of the problem (EBQ) in sub-rectangle F is also feasible to the problem (LP F ), and that the optimal value of (LP F ) is not more than that of the problem (EBQ) in sub-rectangle F. Thus, the optimal value of the problem (LP F ) can provide a valid lower bound in the branch and bound algorithm for the optimal value of the problem (EBQ) in F.
III. ALGORITHM AND ITS CONVERGENCE
In this section, we firstly introduce a fundamental branching rule. Based on branch and bound framework, by combining the fundamental branching rule with the constructed linear relaxed problem in Section 2, a new outer space rectangle branch and bound algorithm is established for globally solving the problem (EBQ). In this algorithm, the branching process take place in the outer space R p of the affine functions d T i x + g i , i = 1, . . . , p, where p is the number of products in the objective function of the problem (EBQ). Without losing generality, we consider any node subproblem identified by the sub-rectangle F, which is defined as before, and the branching rule is given as follows.
(
(iii) F is subdivided into two 2p-dimensional subrectangles F and F :
We note that all intervals [l i , u i ] of γ i (i = 1, . . . , p) of the problem (EBQ) never be partitioned by the branching operation, thus the branching process only take place in the outer space R p of the affine functions d T i x + g i , i = 1, . . . , p. The basic steps of the proposed algorithm are summarized in the following, and we denote ω(F) as the distinguished optimal point of the problem (LP F ) in the algorithm.
Branch and bound algorithm steps:
Step 0. Let F = F 1 = F 0 , and assume that (x 1 ,γ 1 ,β 1 ) is the available best feasible solution of the problem (EBQ), and let
Compute the lower bound LB(F) of v F by solving the linear relaxed programming problem (LP F ), and set 1 = {F 1 } and k = 1.
Step 1.
Step 2. If k = ∅, the algorithm terminates, and we get that (x k ,γ k ,β k ) is a global optimal solution of the problem (EBQ).
Step 3. Let F k ∈ k satisfying that F k ∈ argmin{LB(F) | F ∈ k }, and partition F k into two sub-rectangles F 2k and F 2k+1 .
Step 4. and go to Step 1. From the steps of the algorithm, for each k ≥ 1, the value v k provides the upper bound of the global optimal value of the problem (EBQ), and all rectangles F such that LB(F) ≥ v k are deleted. In the following, we will discuss the global convergence property of the algorithm.
From the constructed process of the algorithm, when the algorithm is finite, obviously, the algorithm either finds a global optimal solution of the problem (EBQ) or finds that the problem (EBQ) is infeasible. When the algorithm is infinite, by the algorithm, there exists an infinite rectangular sequence
, which is formed from F k by the branching process, and which satisfies that F k+1
be a rectangular sequence formed by the branching process with that F k+1 ⊆ F k , k = 1, 2, . . ., if the algorithm is infinite, then for some a subsequence K of {1, 2, . . .}, we have the following conclusions:
(ii) any accumulation point (x,γ ,β) of the sequence
is a global optimal solution for the problem (EBQ).
Proof: (i) By the algorithm steps, because {F k } ∞ k=1 is infinite, we may choose a sequence K of {1, 2, . . .} satisfying that LB(F k ) = +∞ for each k ∈ K . By the updating process of the lower bound, we have
By the branching rule, without loss of generality, we can assume that
where F ∞ i ⊆ R 2 , i = 1, 2, . . . , p, is a line segment which parallel to the γ i -axis. By the Theorem 2 and the algorithm steps, for each k ∈ K , we have
Therefore, there exists a convergent subsequence of {(γ k , β k )} k∈K for each k ∈ K , (γ k , β k ) ∈ F k ⊆ F 0 , and by (6) , the limitation of this convergent subsequence is included in F ∞ . Without losing generality, we may assume that lim k∈K (γ k , β k ) = (γ ,β) ∈ F ∞ . By the continuity of the function G(γ , β) over F, we have that
For all k ∈ K , (γ k , β k ) ∈ F k , by (6) , we have that
Combining (5) and (7) with (8), we get that (3),(4) and (i), similar as the proof of Theorem 3 in Ref. [35] , we can get that
Assume that (x,γ ,β) be an accumulation point of
By (10) and the functional continuity of the objective function G(γ , β) of the problem (EBQ) over F,
By (11) and (12), we obtain that
Because the feasible set Z (F) of the problem (EBQ) is a bounded closed convex set, (x,γ ,β) ∈ Z (F). From (13) , this shows that (x,γ ,β) is a global optimal solution for the problem (EBQ), the proof is completed.
IV. NUMERICAL EXPERIMENT
To verify the performance of the proposed approach, some test examples are coded in Matlab 2014a and solved by a microcomputer under Win10 system with Intel(R) Xeon(R) CPU E5-2620 v4 @2.10GHz processor and 16.0GB RAM memory, and the convergence error is set as = 1.0e − 6 for all Examples 1-12.
These test examples and their numerical results are given as follows.
Example 1 (Shen and Huang [31] ; Wang et al. [34] ):
Example 2 (Shen and Huang [31] ; Wang et al. [34] ; Wang et al. [15] ): [31] ; Wang et al. [34] ; Wang et al. [15] ; Gao et al. [22] ):
Example 3 (Shen and Huang
Example 4 (Shen and Huang [31] ; Wang et al. [34] ; Wang et al. [15] ):
Example 5 (Shen and Huang [31] ; Wang et al. [34] ): Example 6 (Shen and Huang [31] ; Wang et al. [34] ):
Example 7 (Shen and Huang [31] ; Wang et al. [15] ):
Example 8 (Shen and Huang [31] ; Wang et al. [15] ).
Example 9 (Shen and Huang [31] ; Wang et al. [15] ). Example 10 (Shen and Huang [31] ; Wang et al. [15] ).
Example 11 (Shen and Huang [31] ; Wang et al. [15] ).
where each element of γ ij and β ij , i = 1, . . . , p, j = 1, . . . , n, is randomly generated between 0 and 1; each element of γ i0 and β i0 , i = 1, . . . , p, is randomly generated between 0 and 100; each element of matrix A is randomly generated between 0 and 1; each element of vector b is randomly generated between 0 and n. Run the proposed algorithm to solve Example 12, numerical results are given in the Table 3 .
In Table 3 , several notations have been used in column headers: n stands for the dimension of Example 12; p represents the number of product; m stands for the row number of matrix A; Avg.NT denotes the average number of iterations; Std.NT denotes standard deviation of number of iteration; Avg.Time denotes the average CPU time in seconds; Std.Time denotes standard deviation of CPU time. A theoretical comparison with the algorithm presented in literature Wang et al. [15] is given as follows. Use the same logic of the branch-and-bound algorithm, by utilizing linear relaxation approximation technique, Wang et al. [15] propose a rectangular branch-and-bound algorithm for solving linear multiplicative programming problem, in the algorithm of Wang et al. [15] , the branching process takes place in R n space, where n denotes the dimension of variable. But in this article, we present and validate a new outer space rectangle branch and bound algorithm for globally solving generalized affine multiplicative programming problem. The algorithm iteratively searches in the outer space R p of the affine func-
where p is the number of products in the objective function. Compared with the known algorithms (Wang et al. [15] ), the proposed algorithm in this paper economizes the required computations by conducting the branch-and-bound search in the outer space R p rather than in variable dimension space R n , where p is the number of products in the objective function in the (GAMP), since p is usually much smaller than n in many practical problems. Therefore, the numerical results show that the proposed algorithm has the higher computational efficiency than the algorithm of Wang et al. [15] .
V. CONCLUSION
In this paper, we present a new outer space rectangle branch and bound algorithm for solving generalized affine multiplicative programming problem (GAMP), which does not impose any signal restrictions on each affine function in objective function. By applying the equivalent transformations and affine approximation technique of bilinear function, we can transform the initial generalized affine multiplicative programming problem into a linear relaxed programming problem. The algorithm iteratively searches in the outer space R p of the affine functions d T i x + g i , i = 1, . . . , p, where p is the number of products. During the branch and bound searching process, all subproblems that require to be solved in iterations are all linear programming which can be solved by any effective linear programming solvers. By subsequently refine the initial outer space region, and by means of the subsequent solutions of a series of linear relaxed programming problems, the algorithm is convergent to the global optima of the primal problem. Finally, numerical results indicate the feasibility and effectiveness of the algorithm. JINGBEN YIN received the master's degree from Zhengzhou University, in 2009. He is currently an Associate Professor with the Department of Mathematics, Henan Institute of Science and Technology, China. He has published more than 30 research monographs. His research interests include software engineering, computer application, optimization algorithm design, product design, manufacturing information systems, optimization algorithm, nonlinear systems, and optimal control theory.
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