The concept of multiplicity of solutions was developed in 1 which is based on the theory of energy operators in the Schwartz space S − (R) and some subspaces called energy spaces first defined in 2 and 3 . The main idea is to look for solutions of a given linear PDE in those subspaces. Here, this work extends previous developments in
I. OVERVIEW
Teager-Kaiser energy operator was defined in 5 This work first generalizes in S − (R m ) (m ∈ Z + ) the theorems and lemmas established in together with the general property of the Schwartz space
However, this work imposes the condition of the stability by Fourier transform for any functions in S − (R) in order to use the Sobolev space(see Appendix I, Definition I.1). Thus, in this work we consider S − (R) together with its dual: the tempered distributions S * ,− (R).
Secondly, the energy spaces M k p (p ∈ Z + , k ∈ Z + ) are also redefined as subspaces of S − (R m ).
Furthermore, with the definition of the Sobolev spaces, and in particular the Hilbert spaces
. Then, we finally redefine in R m the T heorem 3 established in 1 and the concept of multiplicity of solutions.
The first section together with Appendix I are reminders about some important definitions and properties for the Sobolev spaces, the Schwartz space and the L2-norm. Section III deals with the generalization of the work exposed in 2 and 3 in S − (R m ) and the redefinition of the energy spaces. Section IV recalls the concept of multiplicity of solutions defined in 1 and generalized in S − (R m ) with Theorem 4. The last section focuses on some applications of this theory. The first application is the wave equation and the discussion of taking into account more solutions from other energy spaces. We then define another concept called energy parallax (i.e. mathematically in Definition 4, see discussion on the physical interpretation in Appendix II) which is directly related to multiplicity of solutions. In order to illustrate this concept, a second example is the variation of energy density in the skin depth of a conductor material. The idea is to show that the variation of energy density can lead to consider multiple derivatives of evanescent waves resulting from the electromagnetic field. The last section is dedicated to the derivation of the Woodward effect 4 from the Hoyle-Narlikar theory 13,14 using the EM energy density and a discussion takes place about the relationship to the presented theory of energy spaces. It leads to a theoretical definition of an Electromagnetic and Gravitational coupling (EMG).
II. DEFINITION OF L-2 NORM AND SCHWARTZ SPACE

A. Notation and Symbols
In this work, several symbols are used. The set of integer numbers Z is sometimes called only for the positive integer such as Z + or Z m + (for a space with dimension m). When the integer 0 is not included, it is explicitly mentioned such as Z + − {0}. The set of natural numbers is N, with only the positive numbers defined as N + . R is the set of real numbers.
Also, the Schwartz space is here called S − (R m ) which is the notation used in previous works such as 1 and 2 . Several notations describe the relationship between spaces such as intersection ( ), union ( ), inclusion (⊂, inclusion without the equality , inclusion with equality ⊆).
Reader can refer to 15 or advanced mathematical textbooks for more explanations.
B. L-2 norm and Schwartz space
With the difference in Appendix I and the generalities with the Sobolev spaces, here the analysis focuses on the L-2 norm (p equal to 2 for the L p norm). It allows to state the
We are here interested in the functions belonging to the Schwartz space
The Schwartz space consists of smooth functions whose derivatives (including the function) are rapidly decreasing (e.g., the space of all bump functions 16 ). The Schwartz
where α, β are multi-indices and
Note that one can define S − (R m ) with ∀α, β ∈ Z m according to 18 , but we decide to use Z m + following the development in the next sections. It is useful for the remainder of the work to remember some properties of the Schwartz functions in S − (R m ).
•
• (Stability with Fourier transform) The Fourier transform is a linear isomorphism
• 
Now, let us recall the definition of the Hilbert spaces
for p = 2, see Appendix I, Definition I.1) from (41) and drop the sup-script p in the remainder of this work: 
Remark ( 
Using the definition of H k (R m ) and the properties of the Fourier transform, it is also possible
, and to extend this equality to k ∈ R following 20 . 
III. ON SOME SUBSETS OF SCHWARTZ SPACES: ENERGY SPACES
A. Definition and properties of the Energy operators in S − (R m )
Let us call the set
Combining multiple integrals and derivatives justify the use of the Schwartz space
and echoes the choice made previously in 2 (see equation (10) 
Further more, we also use the short notation [., .] 
Remark (4) The families of (generalized) energy operators ([[.]
p ] 
Now, the derivative chain rule property and bilinearity of the energy operators and generalized operators (for i in [1, 2] ) are shown respectively in 2 , Section 2 and 3 , Proposition 3.
The generalisation of this property to i in [1, .., m] for the operators ψ
is trivial due to the linearity of the derivatives and integrals when defining ∂ k i in (6) . Due to the linearity of the sum, the bilinearity property is also generalized to Ψ
⊆ R, and it exists (α j ) and r in Z + ∪ {0} (with r < v)
In addition, one has to define s − (R m ) as:
or with the energy operators ψ
Ker(.) is the notation for the kernel associated here with the operators Ψ
(k in Z) (see 2 , P roperties 1 and 2). By definition, one can state that s
Following Definition 1, the uniqueness of the decomposition in s − (R m ) with the families of differential operators can be stated as:
there exists a unique couple (β 1 , β 2 ) in R 2m such as:
Two important results shown in 2 (Lemma and Theorem) are:
The Lemma 1 and Theorem 1 were then extended in 3 to the family of generalized operator with :
Remark (5) One can extend the Theorem 1, Theorem 2, Lemma 1 and Lemma 2 for f n with n in Z following previous discussions in 2 (Section 3, p.74) and 3 (Section 4). n is here restricted to Z + − {0, 1} in order to easy the whole mathematical development.
B. Energy Spaces in S
Let us introduce the energy spaces and some properties.
The energy spaces,
, cited in Lemma 2 and Theorem 2 are defined:
Remark ( Remark (7) In the previous definition,
The inclusion does not change Lemma 2 and Theorem
). The justification of not including this space was only based on the applications of the theory in 1 and 3 which is not justified in this work.
We can now state some properties associated with the energy spaces on S − (R m ).
Properties 2: ∀ v in Z + , and in particular v 1 , v 2 in Z + (with v 1 < v 2 ), p in Z + , we have the following inclusions:
Proof. 1 Let us recall the definition of the Hilbert space on R m according to Appendix I , Definition I.1 and Definition 1.
Looking at the definition of the energy space M v p and H v (R m ), one can notice the similitude.
However , the multi-index derivative D α ( 22 )contains also the cross-derivatives (e.g., 
. Thus, by definition we
2 With Remark (3), we know that for
. Now, with 1 ,
and (by definition of the energy space)
Furthermore, Appendix III discusses the relationship between the subspaces M 
Finally, because we are studying functions and operators in subspaces of S − (R m ) with
, one need to extend Proposition 1 in 1 and 3 .
Proposition 1: If for n ∈ Z + , f n ∈ S − (R m ) and analytic; for any (p i ,q i ) ∈ R 2 and τ i
, and E(f n ) is analytic, where
is a convergent series.
Proof 
IV. MULTIPLICITY OF THE SOLUTIONS IN S
Let us define any PDEs of the form:
Thus, all the solutions are here defined in A(R m ) ⊆ S − (R m ). Now, we are interested in the solutions which can be defined on the energy spaces E p (p ∈ Z + ). In other words,
Now, one can then state a general theorem of multiplicty of solutions based on 1 . It follows:
is a subspace of all the solutions of a nominated linear PDE. For p ∈ Z + , g is in E p . Then, g is a solution for this linear PDE if and only if:
(Solutions in S
3
. (Multiplicity of the solutions) If
g ∈ M v p (v ∈ Z + ), ∃f ∈ S − (R m ) and n ∈ Z + − {0}, such as g = ∂ v i ([[f ] p ] + 1 ) n (i ∈ [0, .., m])and ∀k ≥ v, k ∈ Z + , ∂ k i ([[f ] p ] + 1 ) n ∈ A(R m ) E p .
(Superposition of solutions and energy conservation ) If
Proof. The proof is the generalization of what was already written in 1 (see T heorem 2 in 1 ) for the case m equal 1. Here is the generalization to m.
1. This is the definition of a solution for a nominated PDE with solutions in A(R m ) and in the energy space E p .
g ∈ A(R
Thus, following 19 , one can define m i ∈ R such as m i = sup τ i ∈[q i ,p i ] E(g(τ i )) and then we define m = max i∈[1,...,m] m i . With our notation, it is equivalent to write m = sup (E(g)).
It is sufficient to show that for
v ∈ Z + , ∀k ≥ v, A(R m ) M k p = {∅}. Now, with the definition A(R m ) E p = {∅}, and A(R m ) M v p = {∅}. In addition, M ∞ p = {0}, M ∞ p ⊂ M k p (∀k ≥ v) and 0 ∈ A(R m ) M k p .
The interest of this statement is the function ∂
In particular, if we introduce a numerical approximation in order to get the condition ∂ k i h ∼ 0. In other words,
In some examples in Section 4 in 1 and Section 6 in 3 , it is shown that the evanescent waves when solving the wave equation for specific solutions, is a particular example of those functions.
4. The proof follows 1 (T heorem 2). This statement is to guarantee that there is a finite sum of energy with the superposition of multiple solutions. Thus with the development in statement (2.), one can use the Minkowski inequality (e.g,
. Thus, (4.) stands if and only if k∈Z + ,∀k≥v m 0.5
V. SOME APPLICATIONS
This section focuses on the application of the energy space theory. The first section is the study of the concept of multiplicity of solutions with a simple mathematical example using the wave equation. Then, the second section is discussing the application of this concept within the Woodward effect 4,14
A. Energy variation and wave equation
As a simple case of linear PDE, the wave equation with the particular solutions of the form of evanescent waves, was already discussed in Section 6 of 3 and 1 . However, it is an interesting example to apply and understand the concept of multiplicity stated in Theorem 3. From 24 or 25 , the wave equation can be formulated in R 2 (with t and r the time and space variables):
c is the speed of light. Note that the values of t and r are restricted to some interval, because it is conventional to solve the equation for a restricted time interval in R + and a specific region in space. According to the previous section, we are here interested in the solutions
imposes that the solutions should be finite energy functions, decaying for large values of r and t. It was previously underlined in 3 and 1 that planar waves should be rejected, because this type of solutions does not belong to L(R 2 ). However, evanescent waves are a type of solutions included in S − (R 2 ) and considered in this work. They are here defined such as:
i 2 = −1, u 1 and u 2 are the wave numbers, ω is the angular frequency and A is the amplitude of this wave 24 . Assuming ω and (u 1 , u 2 ) known, one can add some boundary conditions in order to estimate u 1 , u 2 and A. Furthermore, a traveling wave solution of (21) should satisfy the dispersion relationship between u 1 , u 2 and ω 24 . However, our interest is just the general form assuming that all the parameters are known. For p = 0, the type of solutions
, one can then write the type of solutions
Let us consider the form of solutions which propagates in a closed cavity (e.g., closed wave guide 24 ). One possible solution is the evanescent wave described in (22) . Now, if f and E(f ) are analytic in R 2 , with Proposition 1 we can assume that f is finite energy (and more generally in S − (R 2 )) with a wise choice on the parameters A, u 1 , u 2 and ω. One can estimate the difference of energy in time over dt inside the cavity at a specific location r 0
Here the symbol ' ' means that
Now, let us do a hypothesis that E(f (r 0 , T + dt)) increases significantly over dt modifying the approximation in (26)
and then,
, and using Theorem 3, one can take into account solutions in those subspaces. The multiplicity of the solutions due to the variation of energy can be formulated as an approximation for taking into account additional solutions produced by the wave equation.
Remark (8): In 1 , the general idea was to look for the solutions of linear PDEs in S − (R) associated with energy subspaces s − p (R) (p ∈ Z + ) in order to apply Theorem 1 in 1 , which is here generalized in Theorem 3 for R m (m ∈ N + ). The purpose was to find the subspaces reduced to {0} when studying the convergence of the Taylor series of the energy functions.
However, the redefinition of the energy subspaces M k p within the Sobolev spaces defined in Section III B allows us to look for solutions in S − p (R m ) in order to use Lemma 2. Because of the inclusion of the energy spaces shown in Properties 2 using the Sobolev embedding (e.g.,
Definition 4 
B. Variation of EM energy density and the Woodward effect
In this section, the theory of energy space is applied to the possible variations of electromagnetic energy density due to, for example, skin depth effect 25 inside some conductive material. Beyond this application, the interest is to give a physical meaning of taking into account those additional solutions in various energy spaces. The second part is dedicated to the Woodward effect and the possible relationship with the variation of EM energy density in some specific settings.
Variation of EM energy density
Thus, let us formulate the variation in time of energy density (u)at the second order with a Taylor series development such as:
o is the Landau notation to omit higher order quantities. Note that at the first order du dt = ∂ t u. The higher orders term are based on the assumptions that the EM waves inside the skin layer of the copper plate are evanescent waves and thus functions in the Schwartz space (S − (R 4 ) -with 3 dimension variables and considering also the time ) 24 . As discussed before, those solutions are finite energy functions and in L(R 4 ) (i.e.following 3 and 1 , u = E(f (xo, yo, zo, T )) < ∞ at some given point in the skin layer defined by the coordinates xo, yo, zo). Now, using the Lemma 1 and the space M k 0 in Section III B, we can state in
Here f is either the electric or magnetic field (i.e. the absolute norm of E and B respectively). With the concept of multiplicity of solutions (e.g., Theorem 3). If g is a general solution of some linear PDEs, then f n can be identified as a special form of the solution (conditionally to its existence ).
Now considering the wave equation, the electric field and magnetic field are solutions and belong to the subspace M k 0 and associated with the variation of energy density ∂ t u. Furthermore, we can consider the solutions in M 1 0 associated with the variation of energy density ∂ 2 t u, which can be explained with the concept of multiplicity of solutions. The solutions of interest in M 1 0 are for the electric field g = ∂ t E and the magnetic field g = ∂ t B. The Taylor Series development of the energy of (for example) the electric field on a nominated position in space (i.e., x 0 , y 0 , z 0 ) and in an increment of time dt:
Finally one can write the relationship with the energy density following (29) and the previous Taylor series development for the electric and magnetic field:
Therefore, taking into account the second order term of the energy density ∂ 2 t u means that additional solutions should also be considered in the EM modeling. Note that in Appendix IV , we are taking an example of evanescent waves inside a copper wall (i.e. skin depth effect 25 ) and try to give further meaning to the consideration of higher order derivatives of the EM energy density where the additional solutions are defined with the energy spaces (e.g., ∂ t E and ∂ t B in M 1 0 )
Derivation of the Woodward effect Using the electromagnetic energy density
This section focuses on the derivation of the Woodward effect created in a asymmetric EM cavity (i.e. frustum) due to EM waves reflected on the cavity's wall. Thus, the assumption is that the EM energy density variation results from the evanescent waves taking place in the skin depth of the asymmetric EM cavity's walls.
Assumptions with the energy momentum relationship
When the Woodward effect was established in 4,14 , the authors implicitly assumed the rest mass of the piezoelectric material via the famous Einstein's relation in special relativity E = mc 2 (E the rest energy associated with the rest mass m) and its variation via electrostrictive effect.
Here, the system is the asymmetric EM cavity. The rest mass is all the particles within it at time t 0 when no charges are on the cavity's walls. It excludes the photons considered with a null mass. Thus, the main assumption is that the EM excitation on the walls creates electric charges (i.e. electrons) which makes the rest mass varying with time. This assumption is the same as the mass variation of a capacitor between the charge and discharge times 26 . It allows us to state the variation of rest energy such as:
Finally, the variation of rest energy dE is assumed to be equal to the variation of EM energy density (du) resulting from the charges within the skin depth of the walls. We neglect any electrostrictive effects compared to the variation of EM energy density. Note that at the particle level, the rest mass should satisfy the energy momentum relationship (u e ) for a free body in special relativity 27 :
with p the momentum and m e the rest mass of the particle associated with the total energy u e . The particle is accelerated via the Lorentz force applied to the whole cavity with obviously v << c. Thus, we have also the relationship p 2 < (u e /c) 2 .
In the remainder, we also use the elementary variation δ which becomes d for an infinitesimally small variation.
Derivation of the Woodward effect and relationship with EM energy density
If we define the mass density such as ρ = m/V , then from 14 , one can write the elementary mass variation per unit of volume
Let us define the the rest energy E = ρc 2 , then
Now in some particular cases such as an EM cavity, we assume that the variation in time of the rest energy is equal to the variation of EM energy density u (i.e. ∂ t E ∂ t u ), but the rest energy is much bigger than the EM energy density E >> u. It allows then to state the relationship between the Woodward effect and the EM energy density
The EM energy density u follows the general definition of the sum of energy density from the electric (u E ) and magnetic (u B )fields 24 . Finally, (37) can be seen as the definition of the EMG.
VI. CONCLUSIONS
This work generalizes in the Schwartz space S − (R m ), the framework on conjugate TeagerKaiser energy operators established in 2 and 3 for the case m in [1, 2] . The concept of multiplicity of solutions defined in 1 is also redefined here in Theorem 3. However, this concept uses the notion of energy spaces
In order to generalize their definition as subspaces of S − (R m ), the theory has been extended to some properties on the Hilbert spaces (H
In particular, we show in Property
The concept of multiplicity of solutions focuses on, generally speaking, looking for solutions of a given linear PDE specifically in the energy spaces. In this way, it is not following the classical way of solving a linear PDE with boundary conditions. Three examples illustrate this concept. The first one investigates some type of solutions (e.g., evanescent waves) of the wave equation when analysing the Taylor series development of the energy function associated with an evanescent wave. We then formulate another concept: the energy parallax.
It is defined mathematically in Definition 4. Under some specific circumstances (e.g., the energy function exists), we show that the variations of energy locally in a predefined system, should lead to include additional solutions in the energy spaces with higher order v (in Z + ).
The second example is based on the local variations of EM energy density, which allows to define waves which are first order derivative of the EM field. This example is further explored in Appendix IV . Finally, the last example is the derivation of the Woodward effect with some strong hypothesis in order to include the EM energy density in the specific case of asymmetric EM cavity. We introduce in the Woodward effect, the first and second order derivative of the EM energy density, which can be interpreted such as a theoretical definition of an Electromagnetic and Gravitational coupling.
Now, let us introduce the Fourier transform F :
Here C b (R m ) is the space of bounded and continuous functions in R m18 . Note that . is the scalar product (with x and ξ in R m ). One can then define the Sobolev spaces for Ω = R m , W k,p (R m ) using the Bessel potentials and the Fourier transform such as 15 or 18 (chap. 9) :
The Bessel potential spaces are defined when replacing k by any real number s. respectively when using the concept of multiplicity of the solutions (i.e. Theorem 3) for the higher order derivatives of the energy density (see (29) ). We call the total EM field E tot and B tot inside the copper plate (skin layer) with associated permittivity and permeability µ. They are solutions of the Maxwell equations:
with the principle of charge conservation:
Now, the variation of energy density (29) together with the equation of charge conservation is formulated such as: du dt + ∇· P tot = j. E tot (47)
is the Poynting vector. Now, writing E tot = E + δE, B tot = B + δB and δ is the first derivative in time (∂ t ) (i.e. solutions in M 1 0 ), then following
using the equalities ∇· ( E × B) = B.∇× E − E.∇× B and the Maxwell equation ∇× E = −∂ t B, ∇× ∂ t E = −∂ 2 t B the previous equation blackuces to:
We can separate in three groups, . Thus, the second order term of the energy density is the contribution of the EM field generated by ∂ t E and ∂ t B is:
The last line is the contribution from only the fields ∂ t E and ∂ t B.
Finally, the creation of the wave defined by the EM field (∂ t E, ∂ t B) means that some material properties may allow to create two type of EM waves namely ( E, B) and (∂ t E, ∂ t B).
