In this paper we stud y the multiple access channel ml E 2 (1H , E d I f-X _l-,-, i ...:. ( m _ l --' _ --=---+I (MAC) with combined cooperation and partial cribbing and nco er characterize its capacit y region. Cooperation means that the two encoders send a message to one another via a rate-limited link prior to transmission, while partial cribbing means that each of 012 the two encoders obtains a deterministic function of the other encoder's output with or without dela y . Prior work in this field
I. INTRODUCTION
The MAC with cooperating encoders was first studied by Willems [1]- [3] . Willems introduced two separate approaches to cooperating encoders; in the first, using a rate-limited cooperation link between the two encoders, the two encoders cooperate and share as much of their private messages as possible, while in the second, each encoder "listens" to the other encoder and obtains its output. The second approach was named cribbing. Capacity regions for the two approches, separately, were established by Willems. Furthermore, the crib bing setting was generalized in [4] to partial cribbing which means that each of the two encoders obtains a deterministic function of the other encoders output. The partial cribbing is especially important in the continuous alphabet, such as the Gaussian MAC, since in a continuous alphabet perfect cribbing means full cooperation between the encoders regardless of the cribbing delay.
In this paper, we combine cooperation and partial cribbing and use them simultaneously, thus obtaining better perfor mance and a larger capacity region. A MAC with combined cooperation and partial cribbing is depicted in Fig. 1 . Encoder 1 and Encoder 2 obtain messages Ivh1 and Ah2 prior to transmission. For the cribbing part, we address two cases. In Case A, the cribbing is done strictly causally by both encoders, i.e., X 1,i is a function of (lvh 1, Z�-l ) and X2,i is a function of (M 12, Zl-l) . In Case B, the cribbing is done strictly causally by Encoder 1 and causally by Encoder 2, i.e., XLi is a function of (M 21, Z�-l ) and X2,i is a function of (M 12,Zl) . The idea is that this deterministic function, Zl, is on a sliding scale where one end is Zl,i = X1,i (the actual output) and the other end is when Zl,i is a constant, which does not give any information about X1,i. The same goes for Z2. In this research, it was our goal to obtain a generic capacity region for a scheme with both cooperation and partial cribbing.
Cooperation and cribbing do carry practical implications, as reflected in recent literature [5, Chapter 8] , [6] , where back haul links and duplex wireless modes play central role. The settings we consider in this paper of combined cooperation and cribbing give the fundamental limits and insights on how to design optimal coding for communication systems where the users have cognition capabilities and therefore "listen" to each other signals and in addition cooperate with each other via dedicated links.
In this paper, we solve the general model that incorporates both cooperation and partial cribbing. The capacity regions that were found for cooperation and partial cribbing, sep arately, in [1] and [4] were constructed using an auxiliary RV, U. That RV signified the information that both encoders share. In [7] , Slepian and Wolf discovered that the capacity region for the MAC is larger if the encoders share a common message. Therefore, we can refer to the information obtained via cooperation and cribbing as common information shared by both encoders. One of the results in our work is that the combination of the models does not require an additional auxiliary RV; it is possible to use only one auxiliary RV that represents the common information. This implies that if for the MAC with partial cribbing we have a "good code", namely, a code that achieves the capacity region, then by performing minor modifications, namely, increasing the common message rate, we can construct a "good code" for the MAC with com bined cooperation and partial cribbing. The coding techniques we use in this paper include block Markov coding introduced by Willems, joint typicality decoding, backward decoding, and double rate splitting. Double rate splitting is necessary since we need to split the original message twice; one part will be obtained through the cooperation link and the other part will be obtained using partial cribbing.
Combining cooperation and cribbing was first considered by Bracher and Lapidoth [8] in the context of feedback and state information. However, only strictly-causal perfect cribbing was considered and in our paper we consider partial cribbing both causal and strictly-causal.
After establishing our main results, we present the Gaus sian MAC with combined one-sided cooperation and partial cribbing. One can see that an outer bound for the capacity region of this setting is when Encoder 2 knows the message of Encoder l. Inspired by the work of Asnani et al. [4] and Bross et al. [9] , we describe an achievability scheme that coincides with this outer bound in some cases.
We go on to study the impact of cooperation and cribbing on state-dependent MACs where the state may provide a refined characterization of the channel, as state-dependent channels are widely studied in the literature. We address two different state-dependent MACs with cribbing and cooperation. The first is a MAC with cooperation and state known non-causally at a partially cribbing encoder and at the decoder. In this case we use our results to find a solution with a lone auxiliary RY. Only one auxiliary RV is needed since the purpose of both cooperation and partial cribbing is to generate a common message between the encoders. The second is a MAC where action-dependent state is known non-causally at a cribbing encoder. Additionally, a one-sided cooperation link is attained at the cribbing encoder. Action-dependent states were introduced by Weissman in [10] . The action is based on the private message of the cribbing encoder and the message from the cooperation link. In this case, a lone auxiliary RV will not suffice since the purpose of the cooperation is not only to generate a common message but also to contribute to the action and affect the channel state.
The remainder of the paper is organized as follows: In Section II, we define the MAC with combined cooperation and partial cribbing and provide its capacity region for two cases. The first is for strictly causal partial cribbing (Case A) and the second is for mixed causal and strictly causal partial cribbing (Case B). In Section III, we use our results in order to give an achievability scheme for the Gaussian MAC with combined one-sided cooperation and partial cribbing. In Section IV, we give an example of a state-dependent MAC with combined cooperation and partial cribbing where only one auxiliary RV is needed. In Section V, we study the case of the MAC with an action-dependent state where more than one auxiliary RV is needed and consider its implications.
II. DEFINI TIONS AND MAIN RESULTS
Let us consider the MAC with combined cooperation and partial cribbing depicted in Fig. l . The MAC setting consists of two transmitters (encoders) and one receiver (decoder). Each transmitter l E {I, 2 } chooses an index mz uniformly from the set {I, ... , 2nR l} and independently of the other transmitter. The input to the channel from Encoder lEI, 2 is denoted by {X I,1, XI,2, XZ,3, ... }. Encoder 1 and Encoder 2 obtain deterministic functions of the form Z2,i = g2( X2,i) and Zl,i = gl( Xl,i) , respectively. We address two cases in this setting: 
where the superscripts denote sequences in the following way: 
and a decoding function
The average probability (�f error for a ( 2nR1, 2nR2, 2n C 12, 2n C 21, n) code is 
for some distribution of the form P( u ) P( x1 Iu) llzl=f(x,)P( X2 Iu) llz2=f(x2)P(y l x1, X2) '
The region R B is defined with the same set of inequalities as in (5) , but the joint distribution is of the form P( u ) P( x1 Iu) llzl=f(x,)P( X 2 Iu, Zl) llz2=f(x2)P ( y l x1, X2) ' (6) Theorem 1 (Capacity Region of the MAC with Combined Cooperation and Partial Cribbing) The capacity regions of the MAC with combined cooperation and strictly causal (Case A) and mixed strictly causal and causal (Case B) partial cribbing, as described in Def 1, are R A and R B , respectively.
We note that H( Zl I U) = I( Zl ; X1 I U) ; thus the cribbing, I( Zl ; X1 I U) , plays the same role (in a quantitative sense) to the cooperation link, C12. Similarly, the role of I( Z2 ; X2 I U) to C21 and of I( Zl' Z2 ; X1, X2 I U) to C12 + C21. Hence, the important part is the mutual information of the cooperation, whether the cooperation is done by cribbing or by dedicated links and they both act in a similar way. the common message is encoded using an auxiliary RV, un. We generate 2n ( C' 2 +C 2 ' + R �,,+ R ;,,) codewords un and the communication over the channel will be conditioned on this RV since both encoders know it fully. For the converse, using the set of tools and ideas that are becoming standard in proofs of converse results, one can establish the set of inequalities 2 cribs causally from Encoder I and obtains Zi, which is a scalar quantization of the signal Xl, i. First, we look at an inner bound to the capacity region, which is the Gaussian MAC without cribbing and cooperation. The capacity region in this case is
Sketch of proof
On the other hand, an outer bound is obtained when there is full cooperation or perfect cribbing, i.e., Encoder 2 obtains the message m1 before sending X2. The capacity region in this case is
We now present an achievability scheme inspired by the work of Asnani et al. [4] and Bross et al. [9] . We set the following distributions:
1 n Rl ::; Cl2+ :;;: 2)H(Zl,iIUi)+ I(X1,i; YiIX2,i, Zl.i, Ui) ] + E n , where i=l where Ui £ (Zr 1 , Z�-l , lv112 , lvI21) ' One can see that the RV U is intuitively composed of both cribbing and cooperation factors. By introducing a time sharing RV, Q, one can obtain the region in (5). 
The intuition behind the choice of these distributions is as with Z2 constant and N = � is depicted in Fig. 3 ; achievable regions for different quantizations and cooperation links are illustrated. It can be seen from the results that the region of combined cooperation and cribbing encloses special cases of cribbing [4] and cooperation [9] .
IV. STAT E-DEPENDENT MAC WITH COMBINED

COOPERATION AND PARTIAL CRIBBING
Following our results from Section II, we now show that our methods can also be implemented for a state-dependent channel where still only one auxiliary RV is needed. Let us consider the MAC with cooperation and non-causal state known at a partially cribbing encoder and at the decoder, depicted in Fig. 4 . We note that message lv112 is sent prior to message lv121 and Encoder 2 obtains Zl,i with unit delay.
The channel probability does not depend on the time index i and is memoryless, i.e.,
Definition 2 A ( 2nR1, 2nR2, 2n C 12, 2n C 21, n) code for the MAC with cooperation and non-causal state known at a partially cribbing encoder and at the decoder, as shown in Fig. 4 , consists at time ·i of encoding functions at Encoder 1 and Encoder 2
In, The average probability (�l error for a ( 2nR l ,2nR2,2n C 12,2n C 21,n) code is defined as In (4) , only now the function 9 is defined as in (15) . The role of the RV U is to generate an empirical coordination between the two encoders regarding the state channel and also to generate a common message between the two encoders by combining the cooperation links and the partial cribbing. We now examine two special cases of this capacity region. Case 2: l S I = 1, The Memoryless Case: Notice that in this case I (U; S) = 0 and the region reduces to the region in Theorem 1 where only Encoder 2 cribs from Encoder 1, i.e., 12 2 1 = 1.
Although we have shown that for combined cooperation and cribbing only one auxiliary RV is needed to describe the capac ity region, in some cases this is not possible. For instance, if the role of the cribbing and cooperation in the communication setting is different, then more then one auxiliary RV is needed. In the next section, we introduce a MAC with cooperation and action-dependent state known at a cribbing encoder. Because of the nature of actions and of non-causal states, the actions depend only on the cooperation and, therefore, two auxiliary RV s are needed, one for the cooperation and one for the cribbing.
V. MAC WITH COOPERATION AND ACTION-DEPENDENT
STATE KNOWN AT A CRIBBING ENCODER and a decoding function
Consider the MAC with one-way cooperation and action (IS) dependent state known at a cribbing encoder, depicted in Fig.  Fig. 5 .
The MAC with one-way cooperation and action-dependent state known at a cribbing encoder. Encoder 2 obtains messages NIt2 prior to transmission. The cribbing is done strictly causally only by Encoder 2.
5.
Notice that the action is taken from (m2' m12)' The channel probability is defined as in (13) . 
and a decoding function defined in (3) . The average probability of error j(Jr a (2n R1, 2nR2, 2n C '2, n ) code is defined as in (4) . The capacity region of the MAC with one-way cooperation and action-dependent state known at a strictly-causal cribbing encoder, as described in Def 2, is 
for some distribution qf the form P( w ) P( v l w) p( a l w) P( s l a) P( xl l v, w) P( u, x2 l s, v, a, w) P( y l xl, X2, s).
In this case, U is a Gelfand-Pinsker coding RV [12] . The role of the RV W is to generate a common message based on the cooperation link, whereas the RV V generates a common message based on the cribbing. The reason why in this case we cannot combine the cooperation and cribbing is that only part of the common information of both encoders is being used to generate the action sequence A n . This example shows that in cases where only part of the common information that the encoders share is being used for arbitrary purposes then cooperation and cribbing cannot be combined into one RY. We now address two previous results in this field and show that they are special cases of our result.
Case I: The Action-Dependent MAC where C12 = R1:
First, we notice that the cribbing in this case is redundant.
Second, since the action is now taken from (lvII, lv12) we can set the RV W = Xl and V as a constant and the region coincides with the capacity region in [13] .
Case 2: The State-Dependent MAC with State Known at a Cribbing Encoder, i.e., IA I = 1 and C12 = 0: Notice that In this case the state is not action-dependent. If we set W as constant, the region coincides with the capacity region in [14] . Since these regions are equal, this shows that the capacity region in [14] is a special case of the region in Theorem 3.
In [15] , we provide the proofs for Theorems 2 and 3, which have been omitted here due to space limitations. In addition, we address more general cases for Theorems 2 and 3, such as causal cribbing for both theorems and the transmission of message Ivhl prior to message Ivh2 in Theorem 2.
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