Multi-speed solitary wave solutions for a coherently coupled nonlinear Schrödinger system Orbital stability of a two parameter family of solitary waves for a fourth order nonlinear Schrödinger type equation
(Received 1 November 2015; accepted 21 September 2016; published online 7 October 2016) In this paper, we investigate the orbital stability of solitary-wave solutions for an m-coupled nonlinear Schrödinger system i ∂ ∂t u j + ∂ 2
. . , m, where m ≥ 2, u j are complex-valued functions of (x,t) ∈ R 2 , b j j ∈ R, j = 1, 2, . . . , m, and b i j ,i j are positive coupling constants satisfying b i j = b j i . It will be shown that spatially synchronized solitary-wave solutions of the m-coupled nonlinear Schrödinger system exist and are orbitally stable. Here, by synchronized solutions we mean solutions in which the components are proportional to one another. Our results completely settle the question on the existence and stability of synchronized solitary waves for the m-coupled system while only partial results were known in the literature for the cases of m ≥ 3 heretofore. Furthermore, the conditions imposed on the symmetric matrix B = (b i j ) satisfied here are both sufficient and necessary for the m-coupled nonlinear Schrödinger system to admit synchronized ground-state solutions. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4964255]
I. INTRODUCTION
The nonlinear Schrödinger(NLS) equation
where u is a complex function of (x,t) ∈ R 2 , arises in several applications. The equation describes the evolution of small amplitude, slowly varying wave packets in a nonlinear media. 3 Indeed, it has been derived in such diverse fields as deep water waves, 24 plasma physics, 25 nonlinear optical fibers, 8, 9 magneto-static spin waves, 26 to name a few. The coupled nonlinear Schrödinger(CNLS) system
where m ≥ 2 and u j are complex-valued functions of (x,t) ∈ R 2 , j = 1, 2, . . . , m and b i j ∈ R, arises physically under conditions similar to those described by (1.1) when there are m-wave trains moving with nearly the same group velocities. 20, 23 The CNLS system also models physical systems whose fields have more than one components, for example, in optical fibers and waveguides, the propagating electric field has two components that are transverse to the direction of propagation. This type of systems also arises from physical models in nonlinear optics and in Bose-Einstein condensates for multi-species condensates (i.e., Refs. 13 and 21 and references therein). Readers are referred to the works in Refs. 8, 9, 3, 13, 21, 24 , and 25 for the derivation as well as applications of a) Author to whom correspondence should be addressed. Electronic mail: zhi-qiang.wang@usu.edu. this system. With the coupling effects in the systems, some new features of the solutions structure arise. One such new feature that does not exist for scalar equations is that componentwise the solutions may demonstrate spatial synchronization or segregation. A solution of (1.2) is called a vector solution if none of its component vanishes. When the components of solution to (1. 2) are proportional to one another, (u 1 ,u 2 , . . . ,u m ) is termed a synchronized vector solution. In this paper we give optimal conditions for the existence and stability of synchronized solitary wave solutions of (1.2). Notation. For 1 ≤ p ≤ ∞, we denote by L p = L p (R) the space of all complex-valued measurable functions f on R for which the norm ∥ f ∥ p = (  R | f | p dx) 1 p is finite for 1 ≤ p < ∞, and ∥ f ∥ ∞ is the essential supremum of | f | on R. The space H 1 C (R) is the usual Sobolev space consisting of measurable functions such that both f and f x are in L 2 and we define the space X j to be the j-times Cartesian product
Review. Global well-posedness for the system (1.2) follows from Ref. 5 (see also Ref. 15 ). Precisely, it was proved that for any initial data (u 1 (x, 0),u 2 
where E and Q are the following conserved quantities:
Solitary-wave solutions of (1.2) of interest here are traveling-wave solutions of the form
where for j = 1, 2, . . . , m,
for m j ,ω, θ real constants with ω − 1 4 θ 2 > 0 and φ j,ω (x − θt) : R → R are functions of one variable whose absolute values are small when |ξ| = |x − θt| is large. An important special case arises when m j = θ = 0 and ω > 0. These special solutions
are often referred to as standing waves. It is easy to see that standing wave is a solution of (1.2) if and only if (u 1 ,u 2 , . . . ,u m ) is a critical point for the functional E(u 1 ,u 2 , . . . ,u m ), subject to the m constraints Q(u j ) being held constants. If (u 1 ,u 2 , . . . ,u m ) is not only a critical point but in fact the global minimizer of the constrained variational problem for E(u 1 ,u 2 , . . . ,u m ), then the standing wave is called the ground-state solution of (1.2).
In this work, we study the synchronized solitary-wave solutions for m ≥ 2. Let B denote the symmetric matrix of coefficients [b i j ]. For m = 2, Nguyen and Wang 17 established the orbital stability of solitary-waves for (1.2) under certain conditions satisfied by the matrix B. Precisely, it was assumed that for i, j = 1, 2 and b i j = b j i , either
. Their result is as follows.
Theorem 1.1. Let b i j be real numbers such that either (A1) or (A2) is satisfied, and let
. Then, for any Ω > 0, the ground-state solutions (α 1 e iΩt ψ Ω , α 2 e iΩt ψ Ω ) are orbitally stable in the following sense: for every ϵ > 0, there exists
uniformly for all t ≥ 0.
The above result complements an earlier result in Ref. 19 which treated a specially symmetric case b 11 = b 22 > −b 12 
(B) For all pair i j, b i j < min{b ii , b j j } and det B i j has the sign of (−1) i+ j+1 for i j.
(C) For all pair i j, b i j > max{b ii , b j j } and det B i j has the sign of (−1) i+ j for i j.
For m ≥ 3, it follows from Ref. 16 that the synchronized solitary-wave solutions are also stable for the much more restricted symmetric matrix B:
It is helpful to recall that when m ≥ 3, the associated elliptic system obtained by substituting the form of standing waves (1.7) into (1.2) (where we simply write φ j,ω as φ j for ease of reading) is
(1.12)
A symmetric matrix S = (s i j ) N ×N is said to be row-stochastic if the sum of entries in each and every row is equal to 1, that is, if  N j=1 s i j = 1 for i = 1, 2, . . . , N. For matrix B with positive entries, it was shown in Ref. Consequently, throughout the present paper, we suppose that the symmetric matrix B = (b i j ) satisfies the following conditions. (1) For all i j, b i j > 0.
(1.13)
(2) There exist some positive numbers γ > 0, λ j > 0, j = 1, 2, . . . , m such that , . . . , γ λ m ), then, S BD −1 is a row-stochastic matrix, and thus B = SD. While this condition was used to assure the existence of synchronized vector solutions for the elliptic problem (1.12), not much is known for the uniqueness of such solutions except the case of m = 2 (e.g., Ref. 22 ). We will prove uniqueness of the minimizers up to translations and phase shifts for a variational problem defined in Section II. 
So, c − b, a − b, and ac − b 2 must have the same sign. This implies that 
, then by straightforward calculation, one has for all j = 1, 2, . . . , m, .
(1.18)
Hence the results obtained here is broader than those previously established in Ref. 18 .
II. STATEMENTS OF THE MAIN RESULTS
In this manuscript, we will employ the technique used in Refs. 19, 17, and 18 to first show the existence and stability of ground state solutions to (1.2) . The crucial ideas are the following.
1. The constraints on the L 2 − norms of components are not independently prescribed. 2. The matrix of coefficients B = (b i j ) gives rise to positive numbers λ j such that the Euler-Lagrange equations can be rewritten as uncoupled equations, and also such that the jth component of any minimizer of the constrained variational problem for E is the product of λ j and a minimizer of the same scalar constrained variational problem defined below.
3. Strict sub-additivity of the function I as defined below must be verified.
As usual, strict sub-additivity is difficult to verify. Indeed, even though the main idea here is similar to the one used in Refs. 19, 17, and 18 , it is at item 3 where the technique departs from the others. Recall that the energy functional of CNLS (1.2) is
. . , m, define the real numbers I and I j as follows:
and for j = 1, 2, . . . , m, and s ≥ 0,
The sets of minimizers for I(S), I j (s) are, respectively,
The precise statement of the stability theory for the ground-state solutions is as follows.
Theorem 2.1. Let b i j be constants which satisfy assumption (1.13) and (1.14) . Then for given γ and Λ = (λ j , . . . , λ m ) in (1.14), up to translations and phase shifts
and the ground-state solutions (
are orbitally stable in the following sense: for every ϵ > 0, there exists
It has been well known (see Refs. 1 and 6 and references therein) that for b i j < 0, i j, there is a repulsive effect between the ith and the jth components; hence to obtain synchronized vector solutions here, it is plausible for us to consider the purely attractive case, e.g., b i j > 0, i j. Indeed, we next show that under (1.13), assumption (1.14) is also necessary for synchronization to occur. 
for any j, k ∈ J and the function ψ is a minimizer of the following constrained variational problem:
Thus, there exist y, θ ∈ R such that
x + y).
Remark 2.1. Our results above show that for attractive systems (i.e., under condition (1.13)), assumption (1.14) is both sufficient and necessary for the existence of synchronized ground state solutions (which in turn gives rise to synchronized solitary wave solutions). There may be other types of solitary wave solutions as demonstrated in the work 10 which showed for m = 2 the existence of solitary wave solutions that are spatially segregated for large time t. It should also be pointed out that the existence of radial and radially decreasing ground state solutions has been established in Ref. 7 . Our synchronized solitary wave solutions, however, stay synchronized in all components for all time t.
Another interesting question is in regard to the phases with which the solutions propagate.
for any θ ∈ R and the phase transformation
for any k j ∈ R, one can always obtain the solitary-wave solutions as in (1.6) from ground states, but then it is not clear how the phase shifts will be affected in the previously stated stability results. This question will be addressed next. It will be shown that the solution emanating from a perturbed solitary wave travels at nearly the same speed and phase shifts as the unperturbed solitary wave. Such a result is to be expected since similar one has been established for the cubic, nonlinear Schrödinger equation (1.1). The argument for this part is based on the following fact. For any pair
) is a solitarywave solution of (1.2). The precise statement for this part is as follows.
) are orbitally stable in the sense that for any ϵ > 0 sufficiently small given, there exists
then there are C 1 -mappings γ j , ζ : (0, +∞) → R for which the solution (u 1 (x,t),u 2 (x,t), . . . ,u m (x,t)) with (u 1 (·, 0),u 2 (·, 0), . . . ,u m (·, 0)) = (u 0 1 , . . . ,u 0 m ) satisfies
This manuscript is organized as follows. Section III contains the proof of the relative compactness of minimizing sequences for the variational problem which defines the ground-state solutions of (1.2). An immediate consequence of this fact is that set of minimizers of this variational problem is stable. Section IV discusses the existence and stability of ground state solutions of (1.2). The result is then extended in Section V to include solitary-wave solutions of (1.2) as well. 
III. VARIATIONAL PROBLEM
Proof. For any ( y 1 , y 2 , . . . , y m ) ∈ R m , one has
by the Cauchy-Schwartz inequality. It follows from the inequality (3.3) that
where assumption (1.13) and (1.14) have been used.
Similarly, one has
Thus, the lemma is proved.
The next two lemmas are standard results, hence stated without proofs.
holds where C(M) is a constant depending only on M.
is a uniformly bounded sequence in X m such that ∥ f (n) j ∥ 2 2 → s j as n → ∞ for all j = 1, 2, . . . , m. Then, for arbitrary ϵ > 0, there exists N > 0 such that
As with most variational problems of this type, the infimum I(S) must be negative and bounded away from negative infinity; the minimizing sequences must be bounded uniformly in H 1 C (R) and the L 4 − norm bounded away from zero for all large n. Readers are referred to Ref. 17 , for example, for the proofs of those facts. (3.4)
is any minimizing sequence in X m for I(S), then
≤ M for all n.
(2) If I(S) < 0, then there exists a δ > 0 such that
for all sufficiently large n.
Recall that the function I j (s) is defined in (2.5). The value for it can be calculated explicitly as follows. Proof. Recall the classical result of Cazenave (Theorem 8.17 in Cazenave 5 ) that for any con-
holds for all µ ≥ 0. Moreover, the minimizer is given by
Thus, (3.7) follows immediately from (3.8) with c = γ λ j and µ = s.
The following lemma plays a key role in the proof of the strict sub-additivity of the least energy functional I. (3.9)
(2) Moreover, if there exist some k, l such that s k = 0 and s l > 0, then
Proof. For any U = (u 1 ,u 2 , . . . ,u m ) ∈ X m with ∥u j ∥ 2 2 = s j , j = 1, 2, . . . , m,
where Lemma 3.1 has been used in the first inequality. Thus, (1) is proved. To see (2), notice that
If I(S) ≥ 0, then I(S) ≥ 0 >  m j=1 I j (s j ) because of (3.7) and s l > 0. If I(S) < 0, then part (2) of Lemma 3.5 implies that the inequality
I j (s j ) + Cδ must hold true for sufficiently large N, where {U N } is some minimizing sequence for I(S) and C > 0. Upon letting N tend to infinity, we deduce that
Consequently, item (2) is proved.
To prove (3), we observe that on one hand,
where assumption (1.14) and formula (3.8) with c = γ and µ = 1 have been used in the second and last equation, respectively. On the other hand, by (3.7) we have
Combining (3.12) and (3.13), we have
Consequently, (3) follows from (1) and (3.14) .
An immediate consequence of Lemmas 3.6 and 3.7 above is the following. 
In particular, the set of minimizers G(Λ) is nonempty.
Actually, the assumptions in the above corollary are not just sufficient but also necessary for the system (1.2) to possess synchronized solitary-wave solutions as stated in Proposition 2.1.
Proof of Proposition 2.1. Since constrained minimizer for the variational problem exists, there are Lagrange multipliers
and rewrite this system for j ∈ J as −ψ ′′ + µ j ψ = γ j |ψ| 2 ψ.
The Pohozaev's identity implies the existence of two positive numbers µ 0 , γ 0 such that
for all j ∈ J. On the other hand, notice that for any u ∈ H 1 C (R),
. . , s m ), and hence ψ is a minimizer of the following constrained variational problem:
The proposition is thus proved. The following lemma provides strict sub-additivity of the function I needed to rule out the dichotomy of minimizing sequences. Lemma 3.8. Let Λ = (λ 1 , λ 2 , . . . , λ m ), γ > 0, satisfy assumption (1.14) , and arbitrary S = (s 1 , s 2 , . . . , s m ) with 0 ≤ s j ≤ λ j for 1 ≤ j ≤ m and 0 < s 1 + s 2 + · · · + s m < λ 1 + λ 2 + · · · + λ m . Then, the following inequality holds true:
Proof. We consider separately the following two cases. Case 1: if s k ∈ (0, λ k ), then from Lemma 3.7, we have 
for all j k. Consequently, we obtain that Consequently,
Thus the lemma is proved.
Let {(u (n) 1 ,u (n) 2 , . . . ,u (n) m )} ∈ X m be a minimizing sequence for I(Λ) and consider a sequence of nondecreasing functions
as follows:
As M n (r) is a uniformly bounded sequence of nondecreasing functions in r, it has a subsequence, which is still denoted as M n , that converges point-wisely to a nondecreasing limit function
Then 0 ≤ ρ ≤  m j=1 λ j . Lions' concentration compactness lemma 11, 12 shows that there are three possibilities for the value of ρ:
(i) Case 1: (Vanishing) ρ = 0. Since M(r) is non-negative and nondecreasing, this is equivalent to saying
for all r < ∞, or (ii) Case 2:(Dichotomy) ρ ∈ (0,  m j=1 λ j ), or (iii) Case 3:(Compactness) ρ =  m j=1 λ j , which implies that there exists { y n } n=1 ∈ R such that  m j=1 |u (n) j (x + y n )| 2 is tight, namely, for all ϵ > 0, there exists r < ∞ such that  y n +r
The next lemma says that vanishing of minimizing sequences cannot occur.
Lemma 3.9. For any minimizing sequence, ρ > 0.
Proof. Suppose to the contrary that ρ = 0. Then
holds for any fixed r > 0 and all j = 1, 2, . . . , m. Thus, by Lions' Lemma, for all p > 2,u (n) j → 0 in L p − norm. In particular, for all j = 1, 2, . . . , m, ∥u (n) j ∥ 4 → 0, which is in contradiction with Lemma 3.5 as I(Λ) < 0.
We now choose a function Γ ∈ C ∞ 0 [−2, 2] such that Γ ≡ 1 on [−1, 1], and let Π ∈ C ∞ (R) be such that Γ 2 + Π 2 ≡ 1 on R. For each δ > 0, define Γ δ (x) = Γ(x/δ) and Π δ (x) = Π(x/δ). Given an ϵ > 0, for all sufficiently large δ, we have
Assume for the moment that such a value of δ has been chosen. Then one can choose N so large that
for all n ≥ N. Consequently, for each n ≥ N, one can find y n such that  y n +δ
For all j = 1, 2, . . . , m, define
. The next lemma describes the behavior of minimizing sequences in the case 0 < ρ <  n j=1 λ j , from which the dichotomy of minimizing sequences can immediately be ruled out. The proof of this lemma is similar to that in Ref. 17 and hence is omitted. Lemma 3.10. For every ϵ > 0 given, there exists an N > 0 such that for every n ≥ N,
3.
E(u (n) 1 ,u (n) 2 , . . . ,u (n) m ) ≥ E(u (n) 1,1 ,u (n) 2,1 , . . . ,u (n) m,1 ) + E(u (n) 1,2 ,u (n) 2,2 , . . . ,u (n) m,2 ) − Cϵ, for some constant C > 0 independent of n and ϵ . Proposition 3.1. For every minimizing sequence, either ρ = 0 or ρ =  m j=1 λ j .
Remark 3.3. By Lemma 3.9 and the Proposition 3.1, we see that ρ =  m j=1 λ j . This implies s j = λ j for all j = 1, 2, . . . , m. Consequently, we can rule out the vanishing of the minimizing sequence in the true sense, that is, for all r > 0,
for all j = 1, 2, . . . , m.
As we have ruled out both the vanishing and dichotomy cases, it follows from Lions' concentration compactness lemma 11, 12 that every minimizing sequence must be compact, i.e., ρ =  m j=1 λ j . Thus, we have the following proposition which readers are referred to Ref. 17, for example, for the proof. 1 ,u (n) 2 , . . . ,u (n) m )} ∈ X m be a minimizing sequence for I(λ 1 , λ 2 , . . . , λ m ). Then there exists a sequence of real numbers { y n } such that (1) for every ϵ > 0, there exists an r = r(ϵ) < ∞ such that  y n +r
for all sufficiently large n;
(2) The sequence {(u (n) 1 (· + y n ),u (n) 2 (· + y n ), . . . ,u (n) m (· + y n ))} ∈ X m has a subsequence which converges in X m −norm to a function (Φ 1 , Φ 2 , . . . , Φ m ) ∈ G(λ 1 , λ 2 , . . . , λ m ). In particular, G(λ 1 , λ 2 , . . . , λ m ) is non-empty.
An immediate consequence of the result above is that the set of minimizers G(λ 1 , λ 2 , . . . , λ m ) is stable.
Theorem 3.1. For every ϵ > 0 given, there exists δ > 0 such that if
The proof for this theorem is standard and can be found, for example, in Ref. 17 .
IV. EXISTENCE AND STABILITY OF GROUND-STATE SOLUTIONS
In this section, we will show that the set of minimizers G(Λ) contains just a single vector function (modulo translations and phase shifts), and that this vector solution is given by
where φ γ (x) = √ 2γ 4 sech( γ 4 x). We start with the following lemma that relates the functions Φ 1 , Φ 2 , . . . , and Φ m whenever (Φ 1 , Φ 2 , . . . , Φ m ) ∈ G(Λ).
for any x ∈ R, j = 1, 2, . . . , m.
Proof. It follows from Lemma 3.7 that for any (Φ 1 , . . . , Φ m ) ∈ G(Λ)
From the definitions of E and E j , j = 1, 2, . . . , m, one has
which implies that
By the Cauchy-Schwartz inequality, we have
Using (4.3)-(4.5), we deduce that
As ∥Φ j ∥ 2 2 = λ j for j = 1, 2, . . . , m, the latter equation implies that
for all i, j = 1, 2, . . . , m. On the other hand, it follows from (4.2) that
Recall that
for µ > 0 and thus
Therefore, the function
is a minimizer of I(1) for all j = 1, 2, . . . , m. An elementary calculation shows then that the minimizer of I(1) is given by
where y, θ ∈ R. We thus obtain for j = 1, 2, . . . , m,
where y j , θ j ∈ R. Consequently, it can be seen from (4.7) that y 1 = y 2 = · · · = y m .
With the lemma above in hand, we proceed to prove Theorem 2.1.
Proof of Theorem 2.1. It has been established in Corollary 3.1 that for θ j , y ∈, R, j = 1, 2, . . . , m
Hence it follows that for any γ, λ j , j = 1, 2· · ·, m satisfying assumption (1.14), one can deduce from Lemma 4.1 that
Consequently, we establish the stability theory for the ground-state solutions (4.1) which is exactly Theorem 2.1.
Next, it will be shown that instead of allowing the ground-state solutions to wander around at random, one can pick a trajectory and phase shifts that ground-state solutions must follow. Properties of these functions are then studied. As noted in Refs. 4 and 18, the crucial argument for choosing the functions η, θ j , j = 1, 2, . . . , m is deduced from appreciating that the first-order conditions corresponding to minimizing the function ϱ = ϱ(t, θ 1 , θ 2 , . . . , θ m , η) :
and
for all j = 1, 2, . . . , m. Henceforth, the index j varies in the set {1, 2, . . . , m}. Using the Implicit Function Theorem, we obtain first the existence of the advertised differentiable functions θ j , η locally. We then extend these functions to the whole interval (0, ∞) by a patching argument.
To do those, fix a solution u j of (1.2) guaranteed by Theorem 2.1 and consider the limit function
This implies that for any fixed time t, there exist real numbers θ 1 (t), θ 2 (t), . . . , θ m (t), η(t) where ϱ attains its minimum. We therefore have ∂ ϱ ∂θ j (t, θ 1 (t), θ 2 (t), . . . , θ m (t), η(t)) = 0 (4.11) and ∂ ϱ ∂η (t, θ 1 (t), θ 2 (t), . . . , θ m (t), η(t)) = 0, (4.12)
which are the orthogonality relations (4.9) and (4.10) for θ j = θ j (t), η = η(t).
For any ϵ > 0 and solution u j (x,t) of (1.2), define the following sets: 
and T min = inf{a : (t, θ 1 (t), θ 2 (t), . . . , θ m (t), η(t)) ∈ M(ϵ) ∩ O for all t ∈ (a, b)}.
Moreover, the functions θ 1 , θ 2 , . . . , θ m , η are C 1 -locally.
Remark 4.2. It is worth noting that the function ϱ may not attain its minimum at the point (t, θ 1 (t), θ 2 (t), . . . , θ m (t)) for fixed time t because we do not know whether the minimum point is continuous with respect to time t.
We now proceed to show that the functions θ 1 , θ 2 , . . . , θ m , η indeed can be extended to be C 1 -globally through a patching argument and hence establish that the orbital stability result obtained in Theorem 2.1 can be improved in the sense explained above. as ϵ → 0, uniformly in t > 0.
Proof. For any fixed t 0 > 0, and 0 < ϵ < ϵ 0 , it follows from the orbital stability result obtained in Theorem 2.1 that ϱ(t 0 , θ 0 1 , θ 0 2 , . . . , θ 0 m , η 0 ) < ϵ 2 for any minimizer point (t 0 , θ 0 1 , θ 0 2 , . . . , θ 0 m , η 0 ). It follows from Remark 4.1 that there exist C 1 -functions θ 1 , θ 2 , . . . , θ m , η from a maximal interval (T min ,T max ) ⊂ R to R such that (t, θ 1 (t), θ 2 (t), . . . , θ m (t), η(t)) ∈ M( ϵ 2 ) ∩ O for all t ∈ (T min ,T max ). Also the functions H, L j as defined in Proposition 4.1 are continuously differentiable with respect to t in the interval (T min ,T max ), and H(t, θ 1 (t), θ 2 (t), . . . , θ m (t), η(t)) = L j (t, θ 1 (t), θ 2 (t), . . . , θ m (t), η(t)) ≡ 0.
One can differentiate the equations above to obtain the following system:
Since the coefficient matrix of this linear system with respect to dη dt , dθ 1 dt , dθ 2 dt , . . . , dθ m dt is invertible, its unique solution can be expressed as
as ϵ → 0 uniformly in t ∈ (T min ,T max ).
V. ORBITAL STABILITY OF SOLITARY-WAVE SOLUTIONS
The result obtained in Section IV is now broadened to include solitary-wave solutions and improved by providing a more detailed view of the connection between the functions ω j and ξ. Using the same approach employed in Ref. 4, a relation between the ground-state and solitary-wave solutions is first exhibited as follows. For θ ∈ R, denote the operator T θ :
for any u ∈ H 1 C (R). Then for any θ ∈ R,
For any pair (ω, θ) ∈ R × R such that ( γ 4 ) 2 = ω − ( θ 2 ) 2 > 0, let ϕ ω = T θ φ γ .
Straightforward calculations reveal the following two lemmas whose proofs are omitted.
is a ground-state solution of (1.2), then ( √ λ 1 e iωt ϕ ω (x − θt), √ λ 2 e iωt ϕ ω (x − θt), . . . , √ λ m e iωt ϕ ω (x − θt) is a solitary-wave solution of (1.2). Lemma 5.2. If u 1 (x,t), . . . ,u m (x,t) is the solution of (1.2) with u j (x, 0) = u 0 j , j = 1, . . . , m then for any θ ∈ R, v 1 (x,t), . . . , v m (x,t) = ( e i θ 2 4 t (T θ u 1 )(x − θt,t), . . . , e i θ 2 4 t (T θ u m )(x − θt,t)
) is the solution of (1.2) with initial data T θ u 0 1 , . . . ,T θ u 0 m . The stability theory for solitary-wave solutions can now be established using the exact same argument as in Ref. 18 and Theorem 2.2 is thus proved.
