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The interactions of gamma-rays with matter have been studied for 
many years and there are accurate mathematical representations of the
physical processes involved. Tabulations of the total interaction
cross-section and of the major constituent processes have been produced 
which have an uncertainty of a few percent. In recent years the
development of the tomographic scanner, first at EMI and then
worldwide, has lead to the measurement of material interaction 
cross-sections with a precision of less than one percent, which is much 
less than the available tabulations. The form of the tabulations has 
also meant that data points must be interpolated from standard energy 
values, and so a large data base must be maintained if the values are 
stored on a computer. This is a time consuming and fairly inefficient 
process, especially if a micro-computer is used for the data base. In 
1981 a compact, portable computer program was developed for the 
calculation of total interaction cross-sections (Jackson and Hawkes 
(1981)), which reproduced the tabulated data with a high precision 
(typically better than 0.5%) over a wide range of atomic number 
(1 < Z < 54) and energy (15 < E < 1500 keV).
Although the computer code reproduces the theoretical data with 
high precision, the uncertainty in the original data is relatively 
large, this has prompted this experimental study to determine the
agreement of the theoretical data values with experimental
measurements. The precision desired from the experiments at the outset 
was 1%, which has been achieved in some, although not all, of the 
results presented here. The range of atomic number and gamma-ray 
energies of the materials tested in this study are from carbon (Z=6) to
lead (Z=82) and from 15 to 1500 keV. This range has been determined
largely by the sources and samples that have been available within the
that have been used in the industrial tomography group within this 
department. Isotopic sources and high resolution solid state detectors 
have been used to measure total cross-sections for the twelve elements 
used and up to 25 energies per sample (depending on the range of
thicknesses available for the material). Many repeat runs have been 
done on each sample to increase the precision of the measurements 
presented here.
The use of total interaction cross-sections for materials analysis 
has also been investigated for several situations and these are 
discussed and it is shown which methodsare possible and which are not 
with the precision used in these experiments.
This study has to be seen as part of an ongoing process of 
experimentally producing total interaction cross-sections of higher and 
higher precision for comparison with theoretical formulations so that a 
deeper understanding of the underlying processes can be obtained. 
Within that framework some directions for future work have been 
outlined which will benefit from further study and a more detailed 
exploration.
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Chapter 1:Introduction
Excited states of atomic nuclei can be populated by a wide variety 
of nuclear reactions. Gamma-ray emission is one of the commonest modes 
of de-excitation of such states and the mean life for gamma-decay (7*0 
is related to the radiative width of the energy state (/J) by 
Heisenberg1s uncertainty principle:
*16T t = 6.6 x 10 eVs ... equation 1.1
Y Y .
Since TV lies typically in the range 1 0 to 10 seconds then the 
gamma-rays resulting from transitions between pairs of energy levels 
are much better defined in energy than the energy resolution of 
available gamma-ray detectors and are considered as monoenergetic in 
the present study. Radioactive nuclei with suitably long half-lives 
are convenient sources of gamma-rays. Two single decay schemes are 
shown in Figure 1.1 for Cobalt-60 and Cobalt-57. The lifetimes of the 
excited states are very short compared to the decay times of the parent 
nucleus (less than nano-seconds compared to days or years) and so the 
gamma-rays produced have an apparent half life that is governed by the 
parent nuclear decay, although they are actually produced by the 
daughter nucleus. If more than one excited state is present in the 
daughter nucleus then the transition probabilities between the various 
states leads to fixed ratios in the intensity of emission of the 
different energy gamma-rays from the isotope. Thus the energy spectrum 
from the source will have several well defined energies with fixed 
intensity ratios; Figure 1.2 shows the gamma-ray spectrum produced by 
the decay of Cobalt-60, measured with a Ge(Li) detector. Ihe two 
intense lines correspond to the 1.173 and 1.332 MeV gamma-rays and can
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Figure 1.1: Decay schemes of two radionuclides Cobalt-57 Cobalt-60
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discussed m  more detail in chapter 4.
Mono-energetic photons in the energy range 15-100 keV may also be 
produced as a result of atomic electron re-arrangement. In the same 
way that a nucleus emits gamma-rays on de-excitation, if the electrons 
of an atom are re-ordered into an excited state then characteristic 
radiation is emitted as the electrons return to a lower energy or 
ground state. As in the nuclear situation, the photon or X-ray 
produced has an energy determined by the energy difference between the 
initial and final states. One example of this occurs where an electron 
vacancy is created in the innermost, or K, shell; as the vacancy is 
filled a characteristic K X-ray is produced. If the electron comes 
from the L-shell then a K-alpha X-ray is generated; if the electron 
drops from the M-shell then a K-beta X-ray of slightly higher energy is 
produced. If the initial vacancy is in the L-shell then L-alpha, 
L-beta etc. X-rays would be produced by filling from M,N etc shells. 
For low atomic number isotopes however, only the K X-rays lie in the 
energy range of interest; in the present studies one high atomic 
number source, Americium-241, was used and in this case the L X-rays 
could be used as they were of sufficient energy.
When a photon (X or gamma-ray) passes through a medium (gas, 
liquid or solid) there is a finite probability that the photon will 
interact with the atoms of the medium. This probability increases as 
the density of the medium increases and will fall initially as the 
photon energy increases until it reaches a specific energy (which will 
be in the region 2-20 MeV) after which it will start to increase again. 
The probability of interaction can also be described by the 
interaction cross-section which is made up of several different types 
of interaction. However two broad classes of interaction can be
1) Removal interactions, where the photon is totally removed, eg by 
absorption in a single event.
2) Scattering interactions, where the photon is scattered from its 
original direction with or without a change in energy.
Table 1.1 shows the dominant interaction processes in the photon 
energy range covered by this study; those underlined represent the 
major interactions. The energy range associated with each interaction 
process is the region where there is a significant contribution to the 
total cross-section from that interaction, but it does not represent 
the total energy range for the process. Hie total interaction 
cross-section is the sum of the individual components; over the energy 
range covered in this study this can be approximated by the sum of the 
four interactions that have been underlined; ie photo-electric 
absorption, incoherent and coherent scattering and pair production, 
with an error of less than 0.1%
The measurement of gamma-ray interaction cross-sections or 
attenuation coefficients is deceptively simple; all that is required 
is a source of radiation, a detector of that radiation (together with a 
readout system) and the material to be tested. However the experiments 
are not as trivial as might at first seem as various authors have shown 
over the last 50 years. In this period several detection systems have 
been used from ionization chambers through scintillation detectors to 
solid state detectors. Some of the earliest measurements used two 
ionization chambers (Read 1934,1935); a filtered X-ray source was used 
to provide a relatively monochromatic beam of radiation which was 
directed through the first chamber and into the second. The discharge
1) Photo-Electric absorption Bound atomic electrons absorb the
photon energy energy and are ejected from the 
atom (10 < E < 500 keV)
2) Nuclear photo-effect Photon interacts with the nucleus causing
the emission of photons, nucleons or mesons 
depending upon the incident energy ( E > 10 
MeV)
3) Pair production Photon produces an electron- positron pair in
the nuclear field ( E > 1 MeV)
4) Triplet production Photon produces an electron- positron pair in
the electric field of the atomic electrons (E 
> 2 MeV)
Photon scattering interactions
1) Elastic scatter (i) Rayleigh scatter: photons scatter
elastically from bound atomic electrons ( 10 < 
E < 100 keV)
(ii) Thomson scatter: photons scatter
elastically from free electrons
2) Inelastic scatter (i) Incoherent scatter: photons scatter
inelastically from bound atomic electrons (100 
< E < 1000 keV)
] U C X U L  LXV I^S. S ^ a U L C L iriiuuuns sun-teL excititic^ xxy rrom m e  nuciear
coulomb field
4) Nuclear scatter (i) Coherent scatter: a variety of elastic
scattering effects from the nuclear field such 
as Nuclear resonance and nuclear Thomson 
scatter
(ii) Incoherent scatter: inelastic scatter
from the nucleus
Table 1.1: The dominant photon interaction processes with matter
two chambers; this attenuates the beam reaching the second chamber but 
does not affect the flux passing through the first. Using values
obtained with and without a sample between the chambers the attenuation 
coefficient of the -sample can be calculated. Read measured the 
cross-section of six elements in the range (6 < Z < 82) at up to eleven 
different energies in this way. The range chosen by Read was 
248 - 620 keV; in this region the total interaction cross-section
could be represented by the Klein-Nishina scattering cross-section
since photo-electric absorption and coherent scattering are small 
enough to be ignored. On the basis of this assumption the results of
Read were in agreement with the Klein-Nishina equation to approximately
1%.
The major problem in using ionization chambers in this type of 
experiment is in the lack of energy discrimination in the detection
system. This causes uncertainties in the measurement in two ways; the 
first problem arises if the incident beam is assumed to be 
mono-energetic. This is never precisely true but it can be
approximated by using mono-energetic gamma-ray sources or through the 
use of crystal monochromators with X-ray tubes. If the incident flux 
is not mono-energetic, and the detector cannot resolve a particular 
component of the energy spectrum, then the experimental value obtained 
for the attenuation coefficient is a convolution of the incident energy 
distribution with the energy dependant attenuation coefficient of the 
sample. This cannot be deconvolved without detailed knowledge of the 
energy spectrum and so the measurement becomes an approximation to the 
true value. For a photon flux with several components therefore the
better the energy resolution of the detector the closer the measurement 
comes to the mono-energetic ideal. The second problem arises due to 
radiation that is scattered into the detector and counted; this
material including the ionization chamber itself. This will cause the 
detected radiation intensity to be higher than it otherwise would be 
and hence the measured attenuation coefficient will be too low.
With the advent of energy sensitive detectors, such as 
proportional counters and scintillation detectors, inscattering 
problems can be reduced to a large degree. Hie most important 
scintillation detector material is thallium activated sodium iodide, 
(Nal(Tl)); this has a high light output and a high effective atomic 
number which gives a high efficiency for photon detection. The light 
output spectrum from these detectors is well matched to the blue 
response of commercial photomultiplier tubes and so the production of 
cheap, efficient, energy selective detectors is a straightforward task. 
The major drawback with this type of detector is that the energy 
resolution is insufficient to completely resolve the various components 
in the majority of polyenergetic gamma-ray sources. The resolution of 
this type of detector is usually of the order 8% at 662 keV, which 
allows gross separation of gamma lines but is unsuitable for high 
resolution work. Radiation which has been inelastically scattered 
through a large angle will be resolved from the unscattered radiation 
but small angle scattering cannot be distinguished. However by using 
very fine collimation to reduce the probability of inscattering many 
authors have measured photon interaction cross-sections for a wide 
variety of elements and energies.
The measurement of attenuation coefficients has been further 
improved with the development of solid-state detectors. These 
detectors are a very high purity crystal of silicon or germanium which 
may be doped with trace levels of lithium to further reduce the effect 
of electron donor impurities within the crystal. When the detector is
very little current flows. When a photon interacts in the crystal 
electron-hole pairs are produced in the lattice and charge pulse is 
detected. The resolution is generally a fraction of one percent, at 
662 keV, and although the efficiency is low (typically under 10%) the 
gain in resolution more than compensates for this in attenuation 
coefficient measurements. The energy resolution available through 
these detectors enables a series of poly-energetic sources to be used 
that are not practicable with sodium iodide detectors; sources which 
produce many different gamma-rays e.g. Europium-152 (with 11 prominent 
lines) and Radium-226 (42 lines), can be used to yield attenuation 
coefficients at many energies from one experiment.
Hie major disadvantage to these detectors is their cost, both the 
high capital cost for the detector and also high running costs since 
they must be operated with liquid nitrogen cooling. All the results 
presented in this study have been obtained using solid state detectors, 
principally a lithium drifted germanium detector (Ge(Li)) and a lithium 
drifted silicon (Si(Li)) detector although a hyper-pure germanium 
(HFGe) detector was also briefly used.
Since 1969 several tabulations of total interaction cross-sections 
have been published for use in general radiation physics. Hiese 
tabulations have predominantly been based upon theoretical calculations 
rather than experimental results and cross-section values are given at 
discrete energies. To calculate the cross-section for other photon 
energies the data points must be interpolated. Over recent years 
increasing demand for accurate X and gamma-ray cross-sections has led 
to the production of a variety of simple algorithms for the evaluation 
of the total cross-section for a given element at any energy over a 
wide range.
cross-sections has come from X-ray based work below 100 keV; in this 
region the total cross-section is dominated by the photo-electric 
effect which is a rapidly varying function with respect to energy. For 
this reason the functions are usually in the form of a logarithmic 
polynomial (eg Millar and Greening (1974), Loi et al (1977) and Gerward 
(1981)). Hie photo-electric cross-section exhibits several 
discontinuities which arise from the nature of the removal process. In 
the photo-electric process an electron is ejected from one of the 
atomic orbitals; conservation of energy requires that the incident 
photon has an energy greater than the binding energy of the electron. 
When the photon energy falls below this value, then the electrons of a 
particular shell cannot be ejected. Hie total photo-electric 
cross-section is a summation of the interaction cross-section for each 
of the atomic electrons, with a decreasing contribution to the total as 
the orbital quantum number increases. Thus when the K-shell electrons 
are excluded from the summation there is a sharp decrease in the 
photo-electric cross-section, called the K-edge, and similar edges 
occur at energies where the L, M,... shell electrons become too 
tightly bound to be removed by the incident photon. Hiese edges cannot 
be incorporated into a polynomial function and so the absorption edge 
regions are treated separately.
Such simple empirical functions reproduce the total cross-section 
accurately over the limited range of energies used. However each 
element requires a seperate set of functions and for a range of 
energies a large data base is still required. A better parameterization 
would give essentially one function that would be valid for all ranges 
of atomic number and energy, without needing the large data base.
Since a logarithmic polynomial is insufficient for this type of
e .
parameterization, it must instead be based upx>n the physical processes
developed by Jackson and Hawkes (1981) initially for X-ray based
studies in the energy region 30 < E < 150 keV and for all elements of
atomic number less than 55, However it was found that above 150 keV up
to the pair production threshold (1022 keV) the parameterization
accurately reproduced the tabulations of Hubbell. Later work (Jackson
e
and Murugesu (1982)) produced a parameterization for the pair production
interaction and so the upper energy threshold could be increased to
10 MeV. The lower limit is determined by the K-edge of the element, or
10 keV if this is greater. This constraint was imposed initially to
simplify the code, since lower energies were not required. Vfaile not a
trivial problem, the removal of the K-shell effect from the total
photo-electric contribution could be achieved relatively simply, this
has not however been undertaken at the present time. The limited range
of atomic numbers that can be used is another constraint that could be
removed if required with a relatively small amount of work. This upper
Z-limit arises from the increasing contribution of high orbital quantum
number electrons in the photo-electric effect. These electrons are not
significant for atoms below Z = 55, but would be required for atoms of
atomic number greater than this. Hie research which produced the 
e
parameterization did not require access to cross-sections for materials 
of atomic number greater than 54 and so they were not included in the 
initial formulation.
a
This parameterization has been adjusted to accurately reproduce the
tabulations of Hubbell et al (1969 - 1985) and does so with an error of
0.1% over the initial energy range of 15 - 150 keV. The tabulations of
Hubbell however have an estimated precision of 1-3% for most of the
e
range covered, thus the parameterization can be used as an accurate
e
representation of the theoretical calculations. The parameterization 
has the further advantage that it is a small program and can be run on
atomic number in a few seconds. The primary aim of this study has been
to determine total cross-sections for a range of atomic numbers and
e
energies to experimentally validate the parameterization and to 
investigate any discrepancies.
The precision measurement of total interaction cross-sections is 
an area which has had little experimental input in recent years, 
possibly due to the availability of theoretical tabulations. However 
the field of computer tomography (CT) has achieved a growing importance 
in non-destructive testing of both biological and industrial objects. 
The result of this technique is to produce a map of the attenuation 
coefficient of the slice through the sample of interest. The 
techniques involved in CT have been discussed in detail elsewhere (eg
Brooks and deChiro (1976)) and are outside the scope of this thesis,
however a simple description of the process will be given. A
collimated beam of radiation, either X-rays or gamma-rays, is directed 
across the sample of interest at equally spaced intervals and the 
transmitted beam intensity is measured. Each of these values is called 
a raysum, and a set of raysums across the whole object constitutes a 
projection. The sample is then rotated through a fixed angle and 
another projection is collected. The values for this projection will 
generally differ from the previous projection due to the angular
rotation of the sample. By taking many projections it is possible to 
mathematically reconstruct the attenuation distribution of the original 
sample from the data. Medical CP systems typically record many tens of 
thousand of raysums for each image in total collection times of less 
than one minute and very high photon fluxes have to be employed to 
achieve good statistical accuracy.
The importance of CT to the area of gamma-ray attenuation is in
which is typically a fraction of one percent. (About one hundred 
million photons are usu ally collected for each image). This is 
considerably better than the precision quoted for the tabulated values 
and in order to interpret CT images to their maximum potential the 
theoretical precision of the basic cross-sections needs to be improved. 
Most of the experiments with tomographic systems use an X-ray tube to 
generate the photon flux which has the advantage of producing very high 
fluxes; however X-rays are not monochromatic but consist of a wide 
spread of energies. This means that the attenuation of the beam by the 
sample will not be a simple exponential function but will be a sum over 
the photon energy spectrum. This leads to the classic "beam hardening" 
artifact in medical CT imaging; if a uniform object is imaged using a 
polychromatic beam, then the energy spectrum of the photon flux will 
vary along each ray, depending on the amount of material in the beam. 
Softer components are more readily absorbed by the object and as the 
flux progresses through the sample the low energy photons will be
relatively more attenuated; this has the effect of increasing the
apparent attenuation coefficient of the outer part of the object
relative to the centre and a uniform object will appear "cupped" in the 
central region. This is approximately corrected by normalising the 
data points to give a flat image. Since the values in the image are 
composed of the weighted sum of the attenuation coefficients at each 
energy medical CT images are usually displayed on an scale relative to 
water, and not in absolute attenuation units. At the University of
Surrey a gamma-ray based imaging system has been developed which 
overcomes this problem, as the photon beam is mono-energetic. Thus the 
images produced are directly expressed in terms of the attenuation 
coefficients of the sample at the energy used, apart from some small 
systematic errors in the measurement. If all of these effects are
accounted for then the image of a cylinder of water for example will
production of such images several million photons are usually detected 
and so the statistical precision of the average linear attenuation 
coefficient across the whole sample is very good. Therefore it is 
technically possible to measure attenuation coefficients in a CT image 
with a precision better than 0.1%. A further possibility for 
consideration is in the generation of many images of the same object at 
different photon energies. For each part of a multi-element sample 
there will be values for the total attenuation coefficient at several 
specific energies, and it is possible in principle to determine the 
elemental composition of the material from these values, thus allowing 
an elemental distribution map to be produced. This analysis forms the 
second area of interest in this study and is discussed in detail later 
in the text.
The drawback to the Surrey system at its present stage of 
development is that the data collection rate is very slow, so that a 
single image may take many hours to collect, and that it is limited to 
a few sources. Ihis source limitation arises because of the need for 
high brightness sources to produce high photon fluxes? even with the 
strongest sources normally used a typical X-ray tube will be about 
10,000 times more intense. In order to cover as wide a range of 
materials and energies as possible, it was decided that attenuation 
measurements would be made in conventional geometry using a Ge(Li) 
detector rather than using the tomographic approach with standard 
samples. This latter technique does however hold some interest for the 
future and its usefulness in this field should be reviewed at a later 
stage.
The remainder of this thesis is divided into five chapters? the 
first of these details the physical processes involved in gamma-ray
relates to each mechanism. Hie question of determining elemental 
composition from total attenuation measurements of a material is 
discussed in detail in chapter three, followed by a description of the 
experimental procedure used to determine precision attenuation 
coefficients (chapter four). An analysis of the sources of error and 
the data processing technique is given in chapter five. Hie results 
are discussed in the final chapter which also points the direction for 
future work.
Chapter 2: The Theory of Gamma-ray Attenuation
When a gamma-ray passes through a medium it is possible for the 
gamma-ray and the medium to interact in a variety of different ways. 
The probability of an interaction is represented by an interaction 
cross-section. There are several ways that a photon can interact and 
these are described in this chapter; the primary methods are 
photo-electric absorption, coherent and incoherent scattering and pair 
production. Before these are examined in detail however the relation 
between the underlying interaction cross-sections and the measured 
attenuation needs to be defined.
If, in an experiment with a narrowly collimated beam of 
gamma-rays, an absorber is placed between the source and detector, then 
for an absorption layer of thickness dx along the beam direction there 
will be an attenuation of the beam given by
where u is the linear attenuation coefficient of the absorber, which is 
usually expressed in units ofcm*"1, I is the incident photon flux and dl 
is the change in intensity due to the absorber. If this expression is 
integrated over the complete absorber thickness,n, then this gives:
dl
—  = \idx 
I
... equation 2.1
x=n
I(x) = 1(0) e“ J M  d x equation 2.2
x=0
where I(x) and 1(0) are the intensity of the primary beam with and 
without the absorber present. For a homogeneous material (where p is 
constant) the above equation can be reduced to
I ( x ) = I ( 0 ) e ” y x  ••• equation 2.3
If the material is a mixture of N materials then p is given by
y = V  w(i) U(i) ••• e(3uation 2 -4
i=0
where w(i) is the mass fraction of the ith element
and p(i) is the linear attenuation coefficient of the ith element
Rather than use the linear attenuation coefficient,it is often 
more useful to use the mass attenuation coefficent ,/j1, which is the 
linear coefficient divided by the density of the medium. This in turn 
is related to the total interaction cross-section (^tot) by the 
following relation
atot^k ^ atom) * Na (atoms / g-atom)
P ' = --------------~ -----------------------------
M (g / g-atom) . V. equation 2.5
a. . . Na x 10"21t
\xf-   (cr\lg-1 ) ... equation 2.6
M
where Na is Avogadro*s number and M is the atomic weight of the 
absorber. It will be assumed in the remainder of this thesis that when 
an attenuation coefficient is referred to it is the mass attenuation 
rather than the linear attenuation coefficient. This has the advantage 
that it is independant of the density of the medium so ,for example, 
the mass attenuation coefficient of H^O is the same for ice,water and 
steam.
If the above experiment is done with a broad beam of radiation 
then the equation for the attenuation is modified by a 1 build-up 
factor1, B(E,Z), which is due to photons arriving at the detector after 
being scattered in the absorber. B(E,Z) is a function of both the
photon energy (E) and the absorber atomic number (Z). This changes the 
equation for the transmitted intensity to that given below,
I(x) = 1(0) B(E,Z) e ux ... equation 2.7
Most of the experiments described in this thesis have been done under 
conditions of "good geometry" such that this factor is close to unity, 
so that equation 2.3 is valid.
Hie remainder of this chapter is devoted to a discussion of the 
fundamental interactions between gamma-rays and matter. The recent 
Jackson and Hawkes parameterization is also discussed and its relation 
to the classical theory.
2.1 Photoelectric effect
The photoelectric effect can occur when a photon interacts with a 
bound electron within an atom.Hie photon is completely absorbed in the 
interaction and its energy transferred to the electron which emerges 
from the atom with an energy ,E(e), given by
E(e) = E (y ) - E(BE) ... equation 2.8
where E(BE) is the binding energy of the electron within the original 
atom.
If the energy of the photon is greater than the K-shell binding 
energy then the major interaction is with the K-electrons, but if the 
photon energy is less than the K-shell binding energy then the L,M,N... 
shells become increasingly dominant as the photon energy is reduced. 
The emitted electron loses energy due to interactions with surrounding 
atoms and its kinetic energy is rapidly degraded to thermal energy.
The net result of photoelectric absorption is that a photon is 
completely absorbed in a single event and its energy transferred to a 
bound electron which is ejected from the atom creating an inner-shell 
vacancy. The electrons in higher shells then rapidly re-arrange 
themselves to fill the vacancy giving rise to a cascade of 
characteristic X-rays corresponding to the energy difference between 
various levels.
In the usual method of calculating the photo-electric 
cross-section the differential cross-section is given by equation 2.9.
do
—  = 2tt2 a E | Mf . | 2 ... equation 2.9
dft
where oC is the Dirac operator, E is the energy of the incoming photon 
and is a matrix element which will be discussed in detail below.
This approach is based upon several assumptions; the main ones being 
that the interaction is between one photon and one electron, and during 
the interaction radiative corrections and higher order effects in 
quantum electrodynamics can be neglected. This then allows the system 
to be fully determined by quantum mechanics. The second major 
assumption is in the use of the impulse approximation for the 
interaction; this assumption implies that any atomic re-arrangement 
effects can be ignored, and the energy lost by the atom is equal to the 
binding energy of the electron (Koopman's theorem). On the basis of 
these assumptions the matrix element of equation 2.9 is of the form
M fi d 3r . . a*e . . e^^*r ... equation 2.10
where c<v£ is the component of the Dirac operator (oC) in the 
direction of polarization (£ ) of the incident photon, i is the 
initial (bound) state of the electron and J f  is the final (continuum) 
state, and k is the photon momentum. To evaluate the matrix element 
several further approximations are usually made, these are;
1) the neglect of retardation, so that it is possible to expand the 
exponential factor in terms of a series approximation
(i k ,r )  ^ ^
e ' = 1 + ik.r + T(k.r) + ..... ... equation 2.11
and if only electric dipole interactions are assumed to occur then the 
series can be truncated after the second term. The assumption that 
only electric dipole interactions occur also results in a selection 
rule for the transition that the electron must change its 
angular momentum by ±1.
2) the electron wavefunctions are treated non-relativistically.
3) the Born expansion of the wavefunction, this gives an expression 
that may be valid at energies greater than the K-shell binding energy 
and where Zoc»l, where oC is the fine structure constant (e2 /hc)
4) neglect of screening by the atomic electrons; screening changes the 
coulomb potential for the electron so that hydrogenic wavefunctions are 
not valid.
Several calculations of the photoelectric cross-section have been 
made using some or all of the above approximations and a detailed 
description of the differences is beyond the scope of this thesis; the 
reader is directed to the review article by Pratt, Ron and Tseng (1973) 
for a more detailed treatment of the subject,
2.1,1 Parameterizations of the photoelectric effect
The term parameterization is applied to an equation or series of 
equations that will give a close approximation to the value produced by 
a much more complete calculation of some effect. In the case of the 
photoelectric effect the calculation is a complex quantum mechanical 
problem. A much simpler function which will reproduce the accurate
values to a given accuracy would have many more routine 
applications,for example in comparing experimental and theoretical 
values for the photoelectric cross-section at the energies of 
measurement, rather than the technique used at the present time of 
having to interpolate tabulated values. There are three general 
approaches to forming a parameterization, firstly to fit to 
experimental results, secondly to fit to theoretical data for a given Z 
and E , and thirdly to use a mixture of experimental and theoretical 
results. All these approaches will provide data points at certain 
values of Z and E and so interpolation is required to fill in the 
missing values.
There have been several attempts to parameterize the photoelectric 
cross-section (0*pe) because of its complexity (for example Gerward 
(1981),Millar (1975)) .The resulting expressions are usually a power 
series in energy but are not usually a good approximation over the 
whole range of energy and atomic number of interest in this project. 
If, for experimental results of the photo-electric cross-section, ln(E) 
is plotted against ln(<5~pe) it is found to be an accurately linear- 
relation. It is possible to replace ln(E) by ln(A) since X  r the 
photon wavelength, is proportional to the inverse energy; hence we get 
the expression
ape C * • •• equation 2.12
where C and n are constants for an energy range in which there are no 
absorption edges. The data from McMaster et al (1969) supports this 
functional form (Gerward 1981) if the photon energy is less than the 
K-shell binding energy but for energies greater than the K-shell 
binding energy the expression of Victoreen (1949) is a better fit 
especially for low atomic numbers; this expression is
a = C A3 - DX1*
Pe ••• equation 2.13
where C and D are fitting parameters. Gerward (1981) has attempted to 
fit the cross-section to a more complicated function
ln ape = ln(c> + m oIn(Z ) + m 1(ln(Z)) + n0ln(E)
2
+ ni(ln(E)) + p ln(Z).ln(E) ... equation 2.14
where C,mi,ni and p are all constants. However this results in a 
generally poor approximation to the cross-section. Millar (1975) has 
shown that the proposition that <Tpe is a smoothly varying function of 
atomic number is not valid if we need to calculate the photoelectric 
cross-section to better than 1% and this is one reason why the above 
approximation breaks down.
The recent parameterization of Jackson and Hawkes (19&I) has 
attempted to derive a simple expression for (Tpe, that is based upon 
the physical processes involved in photo-electric absorption. This has 
been done by replacing the plane wave of the ejected electron in the 
first order Born approximation with a non-relativistic point Coulomb, 
or Hydrogen-like, wave function (this is the method of Stobbe (1930)). 
This results in an expression for the Is cross-section of
STO -ja Is 4/2 Z5 a “
me2
E
7 ' 2
$ [ 277 EkE
1 ' 2
f(v) ]
... equation 2.15 
where $ 0  is the cross-section for Thomson scattering (which is an 
elastic scattering interaction and is discussed further in section 
2.3.1) and the first term in the expression corresponds to the Born 
approximation for the Is shell interaction. Ek is the theoretical 
K-shell binding energy and is given by equation 2.16.
Ek = 0.5 ( Z a )2 me2 ... equation 2.16
and f(^) is given by equation 2.17.
e 4v cot” v
f (v) ... equation 2.17
Ek
v equation 2.18
I E - Ek J
For higher electron shell interactions V and f(V?) are modified 
and the total cross-section is given by a summation over all the levels 
accesible to the incoming photon. Hie final form of the equation is 
given by equation 2.19.
where is the Stobbe cross-section for the nl state of the
atom, Nnl(Z) is a normalization term to the Stobbe cross-section due to 
changes in the normalization of the ground state wavefunctions and the 
term in square brackets gives the screening due to the change in the 
shape of the wavefunction and the change in the normalization of the 
continuum wavefunctions. 1* comes from the selection rule governing 
the change in the orbital angular momentum quantum number (±1), and 
finally Qnl(l') is a correction term for atomic shells of higher order 
(s,p,d etc). It is this equation that has formed the basis of the 
Jackson and Hawkes parameterization.
a
• Sn l (Z) °nl(1'> [ 1 + Gnl<Z 'E > 1
... equation 2.19
It has been shown that the photo-electric cross-section is a 
smoothly varying function of energy for a specific element.This is true 
over most of the energy range, however at certain energies there are 
discontinuities in the cross-section as shown in Figure 2.1. Hiese 
discontinuities arise because the incident photon does not have 
sufficient energy to excite electrons from their initial state into the 
continuum. The discontinuities are called edges and are labelled by 
the relevant electron shell.
The contribution to the total photo-electric cross-section from
each electron shell is not constant but varies with energy. The
dominant contribution is from the innermost shell available to the
photon. Thus if a photon has an energy slightly greater than the
K-shell binding energy the probability that an interaction will be with 
this shell is very high (up to 90%). If the photon energy is below the 
K-shell binding energy then the L-shell will dominate. The Jackson and 
Hawkes parametrization will in principle allow the user to calculate 
photo-electric cross-sections at any energy? however the formula is 
not as accurate for shells higher than the K-shell. So in practice 
only energies greater than the K-shell binding energy are used. This 
limit to the parameterization is unfortunate since the absorption edges 
are a useful tool in the determination of the elemental composition of 
materials, this area will be discussed further in Chapter 3.
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Gamma-ray scattering is of two types, coherent and incoherent; 
the following sections deal with each process and include the classical 
way of calculating both parts of the cross-section. In the third 
section the approach of the Jackson and Hawkes parameterization is 
discussed, which calculates both quantities at the same time. This 
approach by Jackson and Hawkes means that the values deduced from the 
parameterization are the total, the photoelectric, the scattering and 
the pair-production cross-sections. Although, in principle, it is 
possible to produce values for the two scattering cross-sections from 
the parameterization, it is found in practice that they are 
considerably in error. When they are summed, however, the differences 
in the two proccesses, due to higher order corrections, cancel out and 
the result is in very good agreement with the tabulations of Hubbell et 
al. Thus for all practicable purposes it is only the sum of the two 
processes that is used.
2.2.1 Coherent scatter
There are two approaches in general to coherent scattering and 
these depend on the type of material used in the experiment. These 
approaches are
Model 1 : This assumes an assembly of independent scattering atoms and 
coherent scattering is then described by Rayleigh scatter.
Model 2 : This assumes that the material is a finely divided
crystalline material. Coherent scattering is then the sum of elastic 
(Laue-Bragg) scatter and the almost-elastic Thermal Diffuse scattering
The Jackson and Hawkes parametization was originally designed for 
biological systems with the assumption that no crystaline structure was 
present and model one is then used. It has been shown (Gerward (1982)) 
that even for a poly-crystalline material the first approach is the 
more precise especially at low energies where coherent scattering is a 
significant factor of the total cross-section and so the Jackson and 
Hawkes parametrization was assumed to be a good approximation even in 
the case of polycrystaline metalic and non-metalic foils. Hie process
of Rayleigh or coherent scattering yill now be discussed.
A photon can be described by an electromagnetic wave which causes 
electrons to oscillate in its transverse electric field. These
oscillating electrons then act as dipoles and in turn generate
electromagnetic waves. The electromagnetic wave generated by this 
process has the same frequency (and hence the same energy) as the 
incident wave; the only difference between the incident and outgoing 
photons is the direction of travel. Scattering from a single electron 
is called Thomson scattering and for scattering through an angle 0 the 
differential cross-section is given by
This expression can be integrated over all the angles to give the 
scattering cross-section for a single electron;
However in the atom there are many electrons and they all oscillate 
under the influence of the incident electromagnetic wave with each
( 1 + cos2 0 )
JLO
2
equation 2.20
GTh 3
... equation 2.21
electron acting as a dipole and producing an electromagnetic wave. 
Since these secondary electromagnetic waves are all coherent (they all 
have the same frequency and are phase related) they can interfere with 
each other in a constructive and destructive way.She net result is to 
produce a photon flux with the same energy as the original (i.e. the 
same frequency) but with a different spatial distribution. The 
coherent (elastic) cross-section is given by:
where d ^ t^(B) is the differential Thomson cross-section and where 
F(q,Z) is the atomic form factor with £ describing the momentum 
transfer. The form factor F(q,Z) describes the effect of the electron 
distribution within the atom and is given by (Nelms,Oppenheim 1955):
is the radius vector from the nucleus to the nth electron and g  is the 
momentum transfer vector, which is given by
The form factor is a quantum mechanical quantity and must be calculated 
explicitly, however at low energies the summation can be replaced in 
the expression for F(q,Z) by an integral over the electron density of 
the atom (given that /^(x,y,z) is the electron density). Thus
for low energies when g.£ is small the exponential approximates to 
unity so this reduces to
0 = IT
equation 2.22
0 = 0
F(q,Z) = I < To | e ^ ' - l  To > 
n=l
... equation 2.23
where $  o is the ground state wave function for the scattering atom £
... equation 2.24
F(q,Z) = Z p (xyz ) .e1^*-. dx dy dz ... equation 2.25
F (q ,Z ) = Z p(r) dx dy dz = Z
J equation 2.26
So at low energies the 
by
cross-section can be approximated
°coh (Z'E ) = Z2 r§ tt sin 0 ( 1  + cos20 ) d0
... equation 2.27
Thomson scattering is also possible with the nuclear, rather than
Tk.
the electronic, charge of an atom. The cross-section , f°r this
is given by
Z* eTh _ !!
°Nuc 3
2 ^2
equation 2.28
M c2
where M is the nuclear mass. Since the nuclear mass is much greater 
than the electronic mass the relative magnitude of this scattering 
process will be much smaller. This effect is in fact negligible in the 
region of interest and has not been included in any calculations (see 
also section 2.4).
Recently Bradley and Ghose (1984) have estimated that the 
conventional form factor approach may underestimate the degree of 
photon scattering. They propose that a modified form factor should be 
used instead, this modified form factor, first proposed by Franz 
(1935,1936) and more recently by Schaupp (1983) is given by:
G ( Z , x ) = m c2E - V (r ) e1?*^ dx ••• equation 2.29
(the x to q units conversion is given by multiplying q by the factor 
20.60744), E is the relativistic total energy of the bound electron and 
V(r) is the central potential in which the electron moves. Bradley and 
Ghose have found that the discrepancies between experimental and 
theoretical calculations (based on an unmodified form factor) are 
significantly reduced if the modified form factor is used.
2.2.2 Incoherent scattering
Incoherent or Compton scattering occurs when a photon scatters 
inelastically with an electron causing the photon to have a change in 
direction and a reduction in energy but not causing the photon to be 
absorbed, as in the case of the photoelectric effect. Hie 
cross-section in the impulse approximation is usually given by the 
expression
Qincoh^Z 'E  ^ = S(q,Z) ... equation 2.30
where d<S"kn(0) is the differential scattering cross-section of a photon 
with an electron; for free electrons the usual expression for this is 
the Klein-Nishina equation (1929) and is given by
— KN = r! f 1 )3 I 1 + COS ^ Q
I 1 + a(l - cosG) J 2
■i + _______a 2(l - cos©)2______
(1 + cos 0)[ 1 + a (1 - cosG) ]
... equation 2.31 
where 06 = E /511f with E, the photon energy, expressed in keV. S(q,Z) 
is the incoherent scattering form factor which allows for the fact that 
the electrons are not free but bound into a potential well, and is 
given by:
S(q,Z) = I <0| I e-1? ’?!! | e X e  | I 10>
e=0 n m
2
- | < 0 | I |0> | ... equation 2.32
This equation assumes that the atom is at rest in the ground state 
before the photon interaction, after the interaction the atom is in an. 
excited state of energy relative to the ground state. The atom then 
decays from this excited state to the ground state at a later time. 
These transitions are accounted for in the first term of equation 2.32.
There is also the possibility of an interaction which leaves the atom 
in its ground state, this is coherent scattering and this must be 
subtracted from the summation which is the reason for the second term. 
The Klein-Nishina cross-section is relatively straightforward to 
calculate for any given energy and angle and the difficulty comes in 
the form factor as it did in coherent scattering.Hiere have been two 
recent tabulations of the coherent and incoherent form factors. These 
have both been produced by Hubbell and co-workers (Hubbell 1975,Hubbell 
1979). In the 1975 tabulation the atomic form factor,incoherent 
scattering functions and photon scattering cross-sections are tabulated 
for 1 < Z < 100 and for 10 keV < E < 100 MeV.In the 1979 paper the 
relativistic atomic form factor is tabulated along with the total 
photon scattering cross-section, over the same energy and atomic number 
range as in the earlier tabulation.
The above equation for S(q,Z) can be simplified using the closure 
property (see eg Schiff 1955)
m=l n=l
- | F ( q , Z ) | 2 ... equation 2.33
where F(q,Z) is the coherent form factor. The above equation for 
S(q,Z) can be simplified for both large and small q, with the result 
that as q tends to zero S(q,Z) also tends to zero and as q tends to 
infinity S(q,Z) tends to Z. Physically, this means that the incoherent 
scattering falls below the Klein-Nishina value as the photon energy is 
reduced and atomic binding effects become more important.
2.2.3 Jackson and Hawkes parametjLzation
As has been shown in the preceding sections both the incoherent 
and coherent cross-sections can be represented by functions that are 
independent of a form factor but these approximations are valid only 
over a limited range of energy and atomic number.For a more general 
system we need to include the form factors in the calculation. These 
calculations are still however tedious and a system that bypasses the
form factor calculations is needed if any parametjization is to be 
simple and portable (in computing terms). The Jackson and Hawkes 
parameterization uses a standard element to calculate the coherent 
cross-section for any other element.The cross-section of this standard 
can be calculated using the full power of the computer and the 
cross-section is then fitted to a logarithmic function of energy of the 
form:
3 n '
Log (acoh*z 'E)) =  ^ An ( Log E } '** e(3uation 2 -34
n=D
The parametjization was originally designed for biological samples and 
so the standard element used was Oxygen (Z=8) ,the coefficients in the 
expansion were
Once the function is defined for the standard element (Z1) the 
cross-section for any other element (Z) and energy (E) can be 
calculated from the relations
A(0) = 1.3351
A(l) = 0.3432
A(2) =-0.9880
A(3) = 0.1416
.. equation 2.35
E ZZ ... equation 2.36
wnete is m e  cross-section ror tne non-standard element and
at the energy of interest, and ^^(Z^E*) is the value at the standard 
energy and atomic number. The third power relation in equation 2.36 is 
a result of the use of the Tftomas-Fermi model for the coherent 
scattering.
The incoherent cross-section is approximated by Z &kn and then the 
function f(Z) is calculated where
By plotting the function f (Z) over a range of atomic numbers and 
energies this expression is found to be accurately reproduced for 
energies greater than 30keV by equation 2.38.
By combining equations 2.3f and 2.38 it can be shown that the sum of 
the coherent and incoherent cross-sections is given by equation 2.39
ftiis function, although simple, reproduces the total scattering 
cross-section to better than 2.5% over all energy ranges for Z < 54.It 
would seem that higher order terms from each of the two effects 
fortuitously cancel each other out giving a much more accurate value 
than might have been expected.Hie discrepancy between the value 
produced by this equation and other tabulations increases as the atomic 
number increases: this error can be reduced by having more than one 
standard element or having a standard of higher atomic number nearer to 
any given region of interest. Although the coherent and incoherent 
scattering components are calculated from the same expression, the two 
forms of scattering have different relative intensities at different
aK N (E) " Z °incoh (Z,E)
equation 2.37
f(Z) = / Z
. .. equation 2.38
a .
incoh (Z'E) + acoh(Z'E) = ZaK N (E)
- 1/2
+ (1-Z ) ( Z/Z ') acoj1( Z ' ,E ') ... equation 2.39
energies, and at different atomic numbers. Coherent scattering is 
predominantly a low energy effect with a maximum effect below 150 keV 
for most of the samples used. The scattering process also becomes more 
and more forward peaked as the energy of the incident photon increases. 
At energies above approximately 250keV and below 2MeV the major 
contribution to the total cross-section is from incoherent scatter. 
The expression above (2.39) has however been shown to be a good 
approximation to the total scattering cross-section over an energy and 
atomic number range which is independent of the predominant scattering 
process.
2.3 Pair production
For photons of energy greater than 1.022 MeV another process is
possible. This is pair production, which as its name suggests,
involves the production of an electron/positron pair.This effect can 
occur either in the field of a nucleus or in the field of an electron. 
The process of pair production occurs in several stages; the incident 
photon interacts in the electro-magnetic field of a nucleus or an
electron and produces an electron and a positron. There is thus an
energy threshold for this interaction which is the rest mass of an 
electron and a positron (1.022 MeV); any extra energy in the photon is 
distributed as kinteic energy between the positron and electron.
Ey = (T_ + m 0c2 ) + (T+ + m 0c 2)   equation 2.40
Both positron and electron travel through the absorber and lose energy 
due to interactions with the atomic electrons. The positron, once it 
has lost most of its kinetic energy via collisions, will combine with 
an electron to produce two annihilation photons of 511 keV each at
approximately 180 degrees to each other as the rest masses of the two 
particles are converted back into photons.
Unlike the previous interactions it is not possible to produce a 
simple expression for this effect over the whole of the energy range of 
interest.The cross-section was first formalised by Racah (Racah 1936) 
and then expressed in different forms by Jost et al and Maximon in more 
recent times (Jost, Luttinger and Slotnick 1950 , Maximon 1968)• Their 
approach has been to use the Born approximation with plane waves for 
the electron/ positron pair and neglecting the screening correction to 
the point coulomb potential. This has then been expressed as a series 
expsansion in pfwhere p is given by equation 2.41 and <<= E/mc2
2ct - 4
p = 2 + et- + 2/2tfC  e<3uation 2.41
At the relativistic limit this has the form
°p£
Z,E) a a ri
28 , 0 218
9 In 2p 27 ••• equation 2.42
which is the equation for the pair-production cross-section. For an 
accurate calculation however atomic screening must be taken into 
consideration. Overbo (Overbo 1979) has shown that the best form of 
this correction is the sum of a Born term and a higher order term. 
There are however no simple forms for these terms as partial wave 
expansions are needed for the threshold energy region.
Pair production in the field of an electron is also known as 
triplet production as two free electrons and a positron are 
produced.The energy needed for this effect is greater than 2.044 MeV 
(4mc^ ) which is outside the region of interest of this study and will 
not be considered further.
2.3.1 Jackson amd Murugesu parameterization
The parameterization ofj Jackson and Murugesu (Jackson and Murugesu 
1982) uses the expressions below for the cross-sections
op£Z,E) = Cn (Z,E) a®(Z,E) - Dn (Z,E) a£u c (Z,E)
... equation 2.43
where
(Z,E) is the Born approximation using plane waves for the 
electron, positron pair and neglecting the screening correction to the 
point coulomb potential due to the nucleus.
<p
CJ^£c(Z,E) is the correction to the plane wave approximation for an 
unscreened nucleus (from Overbo)
The parameters Cn and Dn have then been determ ined. They have been found 
to be best represented by series expansions in photon energy and atomic 
number.This part of the parameterization has been the most difficult to 
determine because of the complexity of the functions involved.The 
equations produced do, however, lead to a rapid determination of the 
pair production cross-section that has an accuracy of <2% for all 
energies and atomic numbers in the range of interest and in many places 
the accuracy is better than 1%.
2.4 Other Interaction processes
There are several other interaction processes that can occur in 
the energy range of interest in these experiments (range 10 keV to 2 
MeV). However their magnitude is such that to a first approximation 
they can be ignored as their contribution is small compared with the 
attainable errors in both theory and experiment. The chief processes
2.4.1 Nuclear Resonance Scattering
A nucleus ,C, may have an excited state C* at an energy E(e). It
is possible to produce the excited state by capture of a bombarding
particle or photon (a), by a suitable initial nucleus X.
X + a =4 C*
The bombarding particle may be an atomic or sub-atomic particle (e.g. 
a proton or neutron) or may be a photon. For the latter case the 
system can be described as
C + =* c*
C* will then decay with the emission of a gamma-ray to C. The
gamma-ray can be emitted in any direction and so this process removes 
photons from the incident beam. The magnitude of this removal process 
can be very large in relation to the other removal processes, however, 
from the uncertainty principle, the resonance energy width is very
small, typically less than half an electron-volt, and monochromatic 
photon beams of precise energies are needed to observe this effect. 
None of the energies used corresponded to a resonance energy for the 
materials used and so this process has not been included in the 
cross-section calculation.
2.4.2 Delbruck Scattering
Delbruck scattering is a form of elastic scattering and it can be 
considered as pair production in the field of a nucleus followed by 
pair annihilation. It is of interest because quantum electrodynamics 
predict its occurence whilst classical theory does not.(Rohrlich and
Gluckstern 1952). As with other forms of elastic scattering Delbruck 
scattering is forward peaked and it has been found to have the 
following relationship
a = ( Z a )2 r§ ••• equation 2.44
D o
The magnitude of this effect in the region of interest is low (the 
order of a few millibams/steradian in the forward direction at IMeV. 
It is however difficult to measure at higher energies due to other 
effects so some experimentation has been performed in the energy range 
1-3 MeV. In this region however the magnitude of Delbruck, Rayleigh 
and Nuclear Thomson scattering are similar and so accurate and
reliable results are difficult to obtain (Davisson 1964). Since the 
magnitude of this effect is small in the region of interest it has not 
been included in the calculations.
2.5 Tabulations of cross-sections
Several tabulations of partial and total interaction 
cross-sections have been produced in recent years that include the 
energy and atomic number range considered here. The major tabulations 
are
McMaster et al 1969 
Hubbell et al 1969-1980 
Storm and Israel 1970 
Veigele 1973 
Plechaty et al 1981 
Gerstenberg 1982 
Roussin et al 1983
The contents of each tabulation and the uncertainties associated
McMaster, Veigele and Gerstenberg are based on experimental data to a 
greater or lesser extent, but the other tabulations are based on 
computer calculations for all the interaction effects. McMaster and 
Veigele have calculated the scattering cross-sections and then 
subtracted these from measured total interaction cross-sections. This 
leaves the photoelectric interaction only below 1.022 MeV. The values 
thus obtained were then averaged and then added to the scattered 
component to give the total cross-section again. The scattering 
cross-sections are relatively simple to calculate in the forms given in 
the discussion above and only the photo-effect causes any major 
difficulty in the region of interest to this study. The 1982 
tabulation by Gerstenberg is a compilation of all the attenuation 
coefficient values published in the lit erature, and contains 
approximately 20,000 values from over 500 sources. The data set is 
contained on a computer and the user can display the actual values of 
the total cross-section for a given energy range and a specific atomic 
number or the percentage deviation from the present theoretical 
tabulations. This is the only current tabulation that restricts its 
data set solely to experimental data.
The two most recent tabulations are in fact more than tabulations, 
they are computer codes that produce cross-section data at all energies 
and atomic numbers covered by the source tabulation. The code of 
Plechaty et al is generally based upon Hubbell (1975,1979) but uses 
other sources for the pair production and photo-electric 
cross-sections. The tabulation of Roussin et al uses all Hubbell data 
except for the photo-electric data of Scofield (Scofield (1973)). The 
sources of each code are given in Appendix 1. These tabulations do not 
include any new formulations or factors compared to the source material 
but are generally available in the form of large computer data sets.
problem. Storm and Israel have used photo-effect calculations from 
Brysk-Zerby (1968) whereas Hubbell has used those of Schofield (1973), 
The tabulations of Plechaty and Roussin have not relied upon a single 
source but have taken data from several theoretical sources. Since the 
1969 tabulation of Hubbell there have been several improvements to the 
different partial cross-sections as the theoretical understanding of 
each has improved and because of this the tabulations of Hubbell have 
been taken as the "standard" theoretical source for these experiments. 
This tabulation was also used by Jackson and Hawkes (1981) in their 
re-working of total interaction cross-sections.
In spite of the heavy dependance upon theoretical calculations in 
producing these various tabulations there is still a large degree of 
uncertainty in the calculations of some of these interaction processes 
and especially in the calculation of the photo-electric effect at the 
lower end of the energy range used in these experiments. In regions 
where this effect dominates there can be differences of as much as 30% 
between experimental and theoretical data values. This figure is an 
extreme case but in the energy range below 10keV and especially near 
the K-absorption edge differences of the order 5-10% are found in 
general. This gross uncertainty has been one of the main reasons for 
the founding of a low energy study by the International Union of 
Crystallographers which is described below in more detail.
At the present timer (as has been mentioned above), a project is 
being undertaken by the International Union of Crystallographers to 
obtain an accurate tabulation of low energy experimental 
cross-sections. The project is being organised by Creagh and Hubbell 
(Creagh 1983) -and is primarily aimed at the energy range 1 < E < 50
keV, which is the main energy region of interest to crystallographers.
world have been sent standard samples of carbon, silicon and copper. 
The cross-sections of these samples have then been measured at a 
variety of energies and the results returned to the organisers where 
they are compared with each other and with the theoretical tabulations. 
This project has the advantage that it is based on experimental results 
from a variety of centres so that any systematic errors from one 
particular laboratory or technique can be removed. Preliminary results 
show that there are differences of approximately 4% between 
experimental measurement and theoretical results, for 8.05 and 17.44 
keV radiation. Although the data has not been fully analysed it 
implies that the low energy attenuation coefficients need further 
investigation.
A major problem with the above theoretical tabulations when used 
to compare "absolute" results to experimental results is that the 
cross-section is given only at specific energies which do not 
correspond in general to gamma-ray energies. To obtain a value at any 
other energy the tabulation has to be interpolated and so errors are 
introduced via this interpolation. This source of error will always be 
present unless a technique is found for calculating the cross-section 
at any energy of interest. Calculation of the cross-section at 
specific energies is impractical using the larger codes due to their 
very long calculation times. The Jackson and Hawkes parametjization is 
a small code and so can be run for each energy that is required and 
reproduces the tabulations of Hubbell etal to an accuracy of better 
than 1% over the energy range of interest.
The tabulations above are for wide energy ranges and much of the 
region is not of interest,especially when the radiation comes from an 
X-ray source. TWo tabulations (Montenegro (1978) and Millar and
variety of materials at the characteristic X-ray energies of a number
of sources.The tabulation of Montenegro (1978) is the more extensive
and these have been produced from interpolation of Storm and Israel*s 
data, using a quadratic polynomial.There has been some comparison 
between the results given by Montenegro and the results found 
experimentally by Millar and Greening (1974).The measurements of Millar 
and Greening were for a number of materials,some single elements and 
some compounds,at a variety of energies in the range (4-25 keV). The 
cross-sections have then been calculated for the individual elements
and tabulated against energy.The differences between the theory and 
experimental results are in several cases large (3-4%) but in the
majority of cases the agreement is within 2%.
2.6 Conclusions
In this section the fundamental theory of gamma-ray interactions
have been reviewed together with the approach used in the Jackson and 
€
Hawkes parameterization. These are not always identical in approach,
which is to be expected since the Jackson and Hawkes approach was
e.
specifically to produce a parameterization which accurately reproduced 
the total interaction cross-section over the energy and atomic number 
ranges of interest, rather than seek to establish a thorough 
fundamental treatment of the interaction processes. A full treatment 
of the Jackson Hawkes parametrization is given in the 1981 paper. A 
brief review of the current tabulations of photon interaction 
cross-sections has also been given together with a description of the 
relevant data bases used for the calculations. It is noticeable that 
the majority of the extensive tabulations are based upon theoretical 
calculations rather than experimental results. Ihis is however
(1983); from the results of Creagh it can be seen that there are some 
discrepancies in the theoretical calculations of the photoelectric 
effect that need to be followed up in greater detail.
Before proceeding to discuss the experimentation involved in this 
study the next section will investigate the possibility of using the 
Jackson and Hawkes code as a basis for a deconvolution approach to 
determine the constituent elements of a given sample from the 
measurement of the total cross-section of the sample at a variety of 
energies.
Chapter 3: Multi-Energy Photon Absorptiometry
The increasing importance of X- and gamma-ray computerised
tomography (CT) as a tool for non-destructive testing in both medical
and industrial fields has been discussed in Chapter one. Quantitative
photon tomography produces a two-dimensional map of the linear
attenuation coefficient distribution of a slice through the object of
interest which then allows the user to investigate localised areas
inside the object from the outside. In many applications it would be
useful to be able to perform some elemental analysis of different parts
of the object in applications such as determining the water content of
certain tissues in the body or checking the uniformity of the
composition of an alloy. With CT techniques it is possible to produce
measured attenuation values with an error (on the pixel values) of the
order 0.1%f in a few seconds. Cue immediate problem with an X-ray
based CT device is that the tube produces a continuous spectrum; a
mono-energetic source of photons is to be preferred, since for a
continuum the value obtained for the attenuation coefficient is the sum
of the attenuation coefficients at each energy weighted by the
intensity of the beam at that energy. This means that the relationship
between the measured attenuation coefficient and the elemental 
is
compositionia function of two unknowns, firstly the elemental 
composition of the sample and secondly the energy distribution of the 
beam at all points inside the sample. For a mono-energetic flux the 
primary photon energy is known and constant throughout the sample so 
that only the elemental composition remains unknown. This simpler case 
of a known (fixed) energy distribution and an unknown elemental 
composition will be discussed first.
The question of deconvolving the atomic composition of a mixture 
of elements has been investigated to some degree by a number of authors 
(Kouris and Spyrou(1978), Hawkes(1982), Rao(1985))f however the main 
emphasis has been on the determination of the concentration of a single 
additional element in a matrix. This technique, developed by Kouris 
and Spyrou, looks for the change in the total mass attenuation 
coefficient due to the effect of an impurity, denoted by x. The 
impurity will change the total attenuation coefficient of the matrix 
from p to p 1
M = Px Mx + P U ... equation 3.1
where p and pv are the fractional concentrations of the matrix and the 
impurity atoms respectively. The fractional change in the mass 
attenuation coefficient of the matrix is thus:
Kouris and Spyrou suggested that the reliability of the estimate of the 
fractional change,F, depends on the confidence level E where E is given 
by
where I2 is the integrated photon count for the beam through the 
matrix only, while the count through the matrix plus impurity is given 
by 12 . Thus for two measurements of the matrix, with and without the
1 = p + px
p  =  1! Z - R
equation 3.2V
and hence
... equation 3.3
1 ' 2
E . . . equation 3.4
Ii + I2
impurity, the fraction of the impurity can be deduced. This analysis 
assumes a mono-energetic beam and, unless explicitly stated, this 
assumption is true for all the following analysis. With the above 
technique Rao has employed both 32.1 and 52.0 keV photons to detect a 
2% change in the total cross-section of water using potassium iodide or 
barium nitrate with a confidence level of 95%; this is equivalent to 
approximately 500 microgrammes per gramme. If the energy is optimised 
for the element of interest and a 1% change in the total cross-section 
is detectable then the minimum detectable concentration falls to the 
order of 100 microgrammes per gramme.
This type of analysis can yield the concentration of a known 
element in a known matrix. The optimum conditions for this type of 
problem occur however when measurements are made at two energies. 
Every element above Helium has a large discontinuity in its 
photo-electric cross-section at a specific energy, the energy necessary 
to liberate a K-shell electron from the atom; this absorption jump 
(the K-edge) has been discussed in chapter 2, and provides a unique 
characteristic for every element in the periodic table. Measurements 
of the total cross-section of an element at two close-lying energies, 
one just above and one just below the K-edge, will show a greater 
difference than at any other values of energy.
The intensity of a photon beam passing through a sample that is 
made up of a homogenous matrix and an additional element, is given by
I(x) = 1(0) e e y(c )x (c) ^  equation 3.5
here p is the mass attenuation coefficient and x is the effective 
thickness of each component and the subscript, m, refers to the matrix 
and ,c, the component element of interest. If two transmission 
measurements are made at different energies then two equations result
T (i ) - e” y(m)x(m) - y(c)x(c)
... equation 3.6a
T(2) = e~y'(c)x(c) ... equation 3.6b
If the two energies are close to each other then the attenuation 
coefficients for the matrix at the two energies can be treated as 
equal, thus the above equation reduces to
From this equation the value of the concentration of the element of 
interest can be found since the two photon energies are known and as 
the atomic number of the element of interest is also known the values 
of the cross-section can be determined either from tables or by using 
the Jackson and Hawkes code.
A similar technique to this has been used for quantitative 
analysis, for several years, in specific applications in the nuclear 
fuel industry. The K-edge energies of transuranic elements are in the 
range 100-120 keV which has enabled both isotopic sources and high 
energy X-ray tubes to be used for K-edge absorptiometry. Studies at 
the Kernforschungszentrum, Karlsruhe (1978,1979) have shown how Uranium 
and Plutonium solutions can be analysed to give the heavy element 
concentrations with a precision of less than 0.2% in an assay time of 
15 minutes. Ihe X-ray based technique uses a 160 kVp X-ray tube to 
produce a continuous spectrum of radiation that is incident on the 
sample; transmitted radiation is then detected with an energy 
sensitive detector. A spectrum is also collected for the nitric acid 
matrix alone and transmission values T(E) are produced at each energy.
Ln T m  = x(c) ^ (c) " y(c)
• • • equation 3.7
equation 3.8
These values are then fitted to the function given in equation 3.9.
ln ln T(E) =  ^ P d) ... equation 3.9
where d is the path length through the sample, is the mass
attenuation coefficient of the element of interest at energy E, and p  
is the mass-density of the solution. This function is fitted to either 
a linear or quadratic equation above and below the K-edge, and each fit 
is extrapolated to the K-edge to determine the value of M- at this 
energy. The difference between these two v a l u e s , i s  then used in 
equation 3.10 to produce the concentration of the heavy element (/O ),
. _ In (R) .
H - Ay d ••• equation 3.10
where R is the ratio of transmissions above and below the K-edge.
Ihis analysis has moved away from a known sample in a known matrix 
to a known element in an unknown (and irrelevant) matrix, and there are 
several applications of this type of work apart from those mentioned 
above. The technique obviously works best around the K-edge of the 
element of interest, but can in principle work at any energy provided 
that the sample element has an attenuation coefficient which varies 
more rapidly than that of the matrix in the energy range of interest. 
In the medical field a similar application of this technique is used in 
conjunction with X-rays and CT. If a patient has a suspected blood 
clot or ruptured vein then two images are taken of the relevant area of 
the body, one before and one after the injection of a high contrast 
medium (usually iodine) into the blood stream, the difference between 
the two such images is due to the iodine and hence by subtracting one 
image from the other a picture of the iodine distribution is given. 
Any breaks or clots in the veins can then be easily found. Ihis idea 
of difference imaging has many applications where information about the 
passage of one material through another is wanted.
The general case of the problem of elemental analysis from 
attenuation coefficients is much more complex than the specific 
examples shown above. For the most gerferal case the requirement of the 
analysis is to convert a series of measured attenuation coefficients at
known energies into the elemental composition of the sample with the 
dz 6&rt*\McL£>o*.
accurate ; of each element present, i.e. the uncertainty in
the derived atomic numbers should be less than ±1. The following 
sections will describe an approach to this problem, firstly for two 
elements and then generalising to an arbitrary number.
3.1 Two-component systems
The simplest case of the problem of a multi-element absorber is 
when we have two elements within the mixture. The attenuation 
cross-sections are assumed to be independant and additive so that the 
mass attenuation coefficient of the mixture is given by:
y (t) = a i\ii + a 2y2 ... equation 3.11
where a, and a* are the mass fractions of the two elements. The 
assumption of independance of the two cross-sections is known as the 
mixture rule and is not strictly true at low energies,it is only 
noticeable however around the K,L,M-edges where there are rapid changes 
in the cross-section. Since this is not usually the case for these 
experiments the mixture rule is assumed to be valid at all the energies 
used. If we measure the total attenuation coefficient at two energies 
then we can solve the simultaneous equations to find the values of a, 
and a^ if we know the values of the component cross-sections for all 
elements at these energies. Since 
*
Pi = a 1ydfl) + a2y(2,l) ... equation 3.12a
★
P 2 = aiy(l,2) + a2p (2,2) equation 3.12b
hence by substituting for a in equation 3.12bf values for a, and a2 
can be derived 
*
yi - a 2|j(2,l)
ai= ••• equation 3.13b
|i(l,l)
)
a 2-   — ----------------
Vi(1 f 1)U ( 2,2)—  ^ uCi, bju(>,i)
... equation 3.13a 
If we know the identity of one or both of the elements present then we
can find a solution for a, and a 2 r it is however possible to generate
the correct values of juf and for any combination of elements.
Some of the solutions, however, will have a negative concentration for
one of the components and so these solutions can be discounted. (The
idea of a negative concentration can still be used however if we wish
only to characterise a sample rather than analyse it. Hawkes (Hawkes
1982) has suggested using a standard material for characterising
dual-energy medical scanning apparatus since the same system should
always give the same values for the concetrations. In this case the
fact that negative concentrations have no physical meaning is
unimportant.) Other solutions can be ignored if we consider the sum of
the two mass fractions since, for many cases this will not be equal to
unity, which is expected for the correct solution. There will still be
a series of possible solutions once the above factors have been
accounted for and there is no other means of deducing the correct
solution unless some a priori information is available.
Values of the mass attenuation coefficient for sodium chloride 
(NaCl) were calculated at 59.5 and 122.0 keV (these are energies for 
Americium-241 and Cobalt-57 isotopes respectively). The total cross 
sections where then analysed assuming that the mixture was known to 
contain two elements one of which was sodium. The relative
rise to the known total cross-sections were then calculated using the 
above analysis and the results are shown in Figure 3.1(a). In this 
graph the x-axis gives the atomic number of the second element and the 
y-axis is the mass fraction of the two elements. The behaviour is 
somewhat unexpected, since for most of the range of atomic numbers for 
the second element there is a solution which gives a positive mass 
fraction for both elements, and if Figure 3.1(b) is considered, which 
is the sum of the two mass fractions, the sum of the mass fractions is 
close to unity. One point to note is the behaviour of the mass 
fractions as the atomic number of the second element approaches that of 
the first element, the values for the mass fractions approach this 
point asymptotically with one value large and positive and one value 
large and negative. In the figures both these values have been set to 
zero to allow the structure to be seen in figure 3.1(a), and this also 
accounts for the total mass fractions goint) to zero at Z=ll in figure 
3.1(b). The values used in this calculation were accurate to four 
significant figures (i.e. an error of less than 0.1%) which is an 
order of magnitude better than the precision aimed at in this study. 
The difficulty in producing an accurate result for this analysis shows 
how difficult the problem is.
Figure 3.1(c) and (d) show the equivalent graphs to Figure 3.1(a) 
and (b), given that the first element is chlorine and not sodium. In 
this case it is possible to discount a greater number of possible 
solutions due to the fact that the concentration of the second element 
is negative for many of the solutions. The uniformity of Figure 3.1(d) 
however shows that this technique is really not a good way of 
determining the elemental composition since the criterion of the sum of 
the mass fractions equalling unity is relatively easy to fullfil.
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The above analysis assumes that one element is known and this is
fixed as the first element; to generalise the analysis this assumption
has to be removed. Thus all possible combinations of pairs of elements
will be used to simulate the total cross-section for NaCl, a typical
result is shown in Figure 3.2(a). Here total cross-sections at 40.0
and 59.5 keV have been used with an accuracy of 0.1% (four decimal
e
places for the data from the Jackson and Hawkes parameterization) • Ihe
e
Jackson and Hawkes parameterization is then used to solve the 
simul taneous equations produced and the value ,  8 r is calculated for 
this combination.
X  =  1 ________________________
1 ( 1  ~ (a,+az )) I ••• equation 3.14
Figure 3.2(a) shows the values of S for all possible combinations with 
Z < 54; Figure 3.2(b) shows the same data, however all the solutions 
in which one of the mass fractions is less than zero have been set to 
zero. From figure 3.2(a) it is found that the best fit to the data is 
for Z =14, and Z =15 (which will be abreviated to Z(14,15)) and not the 
correct solution Z(ll,17), there is also a solution at Z(9,21). If the 
positive only values are used Figure 3.2(b) then the dominant fit 
Z(14,15) disappears but the Z(9,21) fit does not, and without 
adifitional critera there is no way of identifying which is the correct 
solution of these two. Figures 3.3 and 3.4 show the same analysis for 
different energy pairs, Figures 3.3(a) and 3.3(b) are for 59.5 and
120.0 keV and figures 3.4(a) and 3.4(b) are for 40.0 and 120.0 keV, and 
it can be seen that only for figures 3.3(a) and 3.3(b) is Z(11,17) the 
best fit to the data points. This shows that this analysis can be used 
at certain energies although the selection of the correct energies 
requires a knowledge of the composition of the sample thus making the 
experiment obsolete. If very precise measurements are used then the 
correct solution can be found at all energies for all compositions, 
however the required precision in the total cross-section
Figure 3.2(a): Isometric projection of delta values produced for sodium 
chloride data at 40.0 and 59.5 keV
Z(14,15)
3 . 4 3 -
11,17)
.00.00
delta 
(arbitrary 
units)
T A X I S  *10
Z A X I S  *10 
X A X I S  *10
Figure 3.2(b): Data set shown in figure 3.2(a) but only solutions with both 
mass fractions positive are plotted
Z(ll,17)
(9,21)
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1 . 8 8
• 1 .25
delta 
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r A X I S  *1
Z A X I S  * 1 0
X A X I S  * 1 0
Figure 3.3(a):A11 solutions shown for analysis of figure 3.2(a) but at
energies 59.5 and 120 keV
Y A X I S  *10 X A X I S  *10
Figure 3.3(b): positive only solutions for this data set
Figure 3.4(a): All solutions for the analysis of figure 3.2(a) but at
energies 40.0 and 120 keV
delta 
hi .8
Z(9,36)
1 .8 -
.0
A X I S  * 1 0
Z A X I S  *10 
X A X I S  *10
Figure 3.4(b) positive only solutions to the above data set
(approximately 0.001%) is very much higher than that which it is 
possible to measure experimentally. A more realistic value for the 
experimental accuracy of the total cross-sections is 1% and a set of 
calculations have been done at 59.5 and 120 keV and this is shown in 
Figure 3.5(a); this graph, in contrast to Figure 3.3(a), no longer
shows Z (11,17) to be the best fit to the data but solutions at
Z(13,25), Z(ll,37) and Z(9,46) give higher values for S . The solution 
at Z(11,17) is still present but the magintude of S is considerably 
lower than for the others. The conclusion for this technique is that 
the true composition can always be found if the total cross-sections
are known with a high enough precision, but the necessary precision is
much greater than that which is experimentally possible at the present 
time.
If three energies are used then it is possible to produce three 
sets of simultaneous equations which will give independant solutions 
for the mass fractions of the component elements. The three sets of 
values can be combined to produce a figure of merit ,S, similar to the
analysis above except that delta is now given by equation 3.15. It has
been shown above that it is possible to achieve a valid solution to the 
* _ o ! ••• equation 3.15
I |(1 - (a! - a i )I
_____  i=l _ _
In this equation a1 and a* are the mass fractions for the two elements calculated
from the i pair of energies, which can be the first and second, the first and
third or the second and third.
mixture au UIC UILCC qicl^ ico uscu uuuvc vw *v, • w' miivi mw.v ..v..,
total cross-sections with a precision of three, four and five 
significant figures. The result are shown in Figures 3.6 to 3.8 and it 
can be seen that for all cases the Z (11,17) solution returns the 
largest value of delta. As the precision of the total cross-sections 
increases so the Z (11,17) solution becomes more and more prominent.
Figure 3.5(a): Isometric projection of results for the analysis of figure 3.2(a) 
at energies 59.5 and 120 keV for data that is accurate to 
three decimal places
Z(13,25) Z(9,46)
_ delta
Y AXIS *10
Z A X I S  * 1 0 
X A X I S  * 1 0
Figure 3.5(b): positive only solutions to the above data set
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data accurate to three decimal places
Z(15,15)
£17,11) 1-2.62 
-1 .961 . 9 6 -
.00
Y A X I S  *10
Z A X I S  *10 
X A X I S  *10
Figure 3.6(b): positive only solutions to the above data set
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for data accurate to four decimal places
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Figure 3.7(b): positive only solutions to the above data set
4
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for data accurate to five decimal places
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Figure 3.8(b): positive only solutions to the above data set
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difficult to scale this type of analysis up to allow for many elements 
and energies and to include terms which are dependant both upon the 
errors in the total cross-sections and in the experimental transmission 
measurements. A more general approach to the analysis is described in 
detail below; this technique can easily be modified to search for as 
many elements as required, at as many energies as possible and also 
allows for errors in the measurements.
3.2 Chi-squared minimization
A chi-squared minimization package has been developed within the 
Physics Department (Turner 1986) and this has been modified to provide 
a solution for the general case of the above analysis. If the total 
mass attenuation coefficient of a material is known at a range of 
energies, what mixture of elements will provide the "best fit" to those 
total cross-sections; the criteria used to judge the "best fit" is a 
chi-squared minimization. The package uses a subroutine written by the 
National Algorithms group (NAG) to minimise the function
n
y y .x . - T .
• i D D !n j=l J J
Y2 = y --------------  ...equation 3.16
i=l S?l
n = number of elements
Xj= percentage of element
4- Y\
yj= attenuation coefficient of the j element
A ^
T^= total attenuation coefficient at the i energy
t hS^= error for the i measurement
The values of x can be bounded so that they must lie within a certain 
range, in this case 0 to 100. The package is written so that all
solution is possible within a specified set of boundary conditions. 
The package calculates the cross-section for each element and energy 
using the Jackson and Hawkes code, and then compares this to the total 
cross-sections that are input at the beginning. The package is thus 
limited by the accuracy of the Jackson and Hawkes cross-section values 
since if these are in error realistic solutions cannot be found.
Some analysis has been performed using theoretical data and some
experimental data for sodium chloride from Patel. Experimental and
theoretical data for NaCl are shown in table 3.1. It can be seen from
table 3.1 that the errors in the mass attenuation coefficients are
larger than 1% (the accuracy desired in this study). If the above data
is minimised with boundary conditions for x of 0.0001 and 0.9999 then
— 2.  £
there are ten solutions with y  < 10 of which NaCl is one. If 
theoretical data is used then the correct solution has a £  value many 
orders of magnitude smaller than any other solution.
Figures 3.9(a) to (d) show the results from the chi-squared 
minimization for sodium chloride. Figures 3.9(a) and 3.9(b) show the 
total attenuation coefficient over the energy range 10 to 100 keV, 
based on the theoretical composition of sodium chloride (Figure 3.9(a)) 
and using the composition given by the chi-squared minimzation routine 
from the data of Patel given in Table 3.1. Figure 3.9(c) shows the 
absolute difference between these two total cross-sections and 3.9(d) 
shows the percentage difference. It can be seen that the percentage 
difference between the two solutions decreases with increasing energy. 
At energies above 20 keV the error in the fitted solution is less than 
3.8%, which is the error level of the experimental data. If exact data 
is used in the fitting procedure then the solution determined has the 
same composition as the theoretical composition of NaCl; thus the
Photon Mass Attenuation Coefficients (cm
Energy Experimental Theoretical
keV
20.9 4.656 + 3.7% 4.834 + 1%
26.4 2.395 + 3.7% 2.488 + 1%
32.2 1.389 + 3.9% 1.446 + 1%
33.2 1.282 + 3.9% 1.333 + 1%
36.4 1.011 + 3.8% 1.051 + 1%
59.5 0.351 + 2.8% 0.361 + 1%
Table 3.1: Data used for sodium chloride (NaCl)
Photon Mass Attenuation Coefficients (cm
Energy Experimental Theoretical
keV
18.9 2.915 + 2.9% 3 . 0 0 1 + 1 %
20.9 2.181 + 3.6% 2.261 + 1%
26.4 1.183 + 2.1% 1.208 + 1%
32.2 0.723 + 2.6% 0.742 + 1%
33.2 0.672 + 2.9% 0.691 + 1%
36.4 0.547 + 3.3% 0.565 + 1%
59.5 0.248 + 2.0% 0.253 + 1%
Table 3.2: Data used for Sodium Sulphate (Na2SO^)
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error in the fitted solution. This analysis shows that the chi-squared 
package can be used to achieve solutions of two element mixtures that 
are comparable to the simultaneous equations approach used in section 
3.1.
3.3 Multi-component systems
For three element mixtures the flexibility in composition is much 
greater than for two, even with the constraint that all the mass 
fractions must be positive and the total equal to unity. This is to be 
expected from the above analysis since there are many combinations of 
two elements that will produce the same total cross-sections. 
Figure 3.10(a) to (d) show the results obtained with the minimization 
package using experimental data (Patel) for sodium sulphate (Na^SO^), 
Figure 3.10(a) shows the total cross-section in the energy range 10 to 
100 keV calculated using the theoretical composition for NazSO^. 
Figure 3.10(b) shows the cross-section produced by the composition 
values resulting from the minimized fit. Figure 3.10(c) is the 
percentage difference between the two total cross-sections and it can 
be seen that the mean error over the whole energy range is about 2%? 
as in case of the two element mixture the percentage difference between 
the cross-section obtained using the theoretical composition and from 
the fitted data is similar to the experimental error in the data. The 
minimization package has been constructed so that the mass fraction 
that each of the constituent elements contributes to the total mixture 
can be arbitrarily fixed. For the results shown in Figure 3.10(b) this 
was set to 0.001 to 0.999, a second minimization was performed with the 
possible range set to 0.2 to 0.5. A similar solution to that shown 
above is found by the minimization routine, Figure 3.10(d) compares the
s 
ua
 
io
n 
co
e 
lc
ie
n 
or
 
so 
m
m
 
su
 
p 
at
e 
ro
m 
t 
e 
ac
 
so
n 
an
 
Ha
w 
es
 
pa
r
am
et
ri
za
ti
on
 
an
d 
th
e 
so
lu
ti
on
 
ob
ta
in
ed
 
fr
om
 
th
e 
ch
i-
sq
ua
re
d 
m
i
n
i
m
i
z
a
t
i
o
n
G
O
•H
P
cdM
•rH
cr
x
ID
00 ® 
X
CD
>a>
x
GO
P<U
c
aj
(M
■Q
ID 00 CN S
( S / j H O )  O . U 0 I O I J J 9 O O
6 u o t q t n u s a q B  ssbui.
p
p
+-> ’O
p•H
p
T3<U
P  • H 'P
<D
C
X p
T3 P
O T) —i <D
GO G
<P X  
O P
"co id V
CM (M CM
04
CN
G)
CN
00 CD
0 O U 0 . I 0 J J T p  0 § B : j . U 0 O J 0 d
(3
-00 ® 
X
: cd
f-
k
i-
t
> (N
I
tO
CD in oo CN
o
Q
00 ®. 
X
CD
X
GO
p
(N o G UJ
Q
(S/ Uio) q.U9IDIJJ900
^ U0iaBnU9q.^B SSBUI
p
<D -H 
GO P
o
s
to
0 00
CN
CD
(N
N"
CN
(N
CN
0
CN
00 CD
9OU0J19JJip 0SBq.U0OJ0d
:G0 c 
: >
CD
f  (N
■0
En
er
gy
 
(k
eV
) 
En
er
gy
 
(k
eV
)
percentage error from the first analysis while the broken line shows 
the error using the more constrained range of mass fractions. It can 
be seen that there is little difference between the two results. 
Table 3.3 shows the mass fractions for the three elements for the first 
three cases discussed above, the theoretical mass fractions, the values 
obtained if theoretical total cross sections are used in the 
minimization package and those values produced if the experimental data 
is used, the sum of the mass fractions should equal unity and this is a 
constraint used by the minimization package. With three elements it is 
not possible to achieve the very good agreement between the theoretical 
values and those using the minimization routine, that was obtained for 
two elements.
The same data was used with various mixtures of other elements to 
see how sensitive the method was to elemental composition; table 3.4 
shows the four mixtures used. Mixtures 1 and 2 differ only in one 
element with that one being much lower in attenuation (H) or much 
higher in attenuation (Cu) than sodium respectively. The fourth 
mixture by contrast is very unlike the original to see how well the 
total cross-sections could be reproduced. Ihe total cross sections 
used are in the range 10 to 100 keV and a solution has been found for 
each mixture; these total cross sections were theoretical values 
obtained from the Jackson and Hawkes parametrization and were not from 
actual experiments. The error between the solution and the true value 
of the total cross section has been plotted in Figure 3.11 for the 
range 10 to 1600 keV, and it can be seen that over the high energy part 
of this range the error is remarkably constant. The four solutions 
shown are for mixtures of the elements Z(1,6,35), Z(8,16,29), Z(l,8,16) 
and Z(8,ll,16). For the region 10 to 100 keV which is the initial 
region of the fit there are large differences in the error of the fits,
Atomic Theoretical data fit data fit
number fractions (Theoretical) (Experimental)
8 0.451 0.432 0.417
11 0.324 0.353 0.382
16 0.226 0.200 0.200
Totals 1.001 0.985 0.999
Table 3.3: mass fractions for Na2S0^ calculated by 
Chi-squared minimization for theoretical 
and experimental data.
Atomic mass fractions
Mixture 1 Hydrogen
Oxygen
Sulphur
0.0100
0.6975
0.2900
Total 0.9985
Mixture 2 Oxygen
Sulphur
Copper
0.7564
0.2306
0.0100
Total 0.9970
Mixture 3 Hydrogen
Carbon
Bromine
0.0100
0.9383
0.0373
Total 0.9836
Mixture 4 Hydrogen
Sodium
Sulphur
0.0100
0.8757
0.1168
Total 1.0026
Table 3.4: Mass fractions of the four mixtures used in 
the chi-squared analysis for the data shown 
in table 3.2
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it may be possible to use this region for elemental analysis.
3.4 Conclusions
It has been shown in this chapter that the determination of 
elemental composition from the total attenuation coefficient of 
mixtures and compounds is possible in certain, limited, situations. 
The most sensitive energy region is at the K-edge discontinuity of a 
given element, and at these energies there are several ways of 
determining the presence of a specific element with a concentration by 
weight of 0.02% or better. Above the absorption edge however it has 
been shown that given a series of total attenuation coefficients with a 
finite error, it is not possible to produce a unique solution for the 
elemental composition of the sample. This is especially true for 
measurements with errors in the region of 1-2% which is the precision 
achieved in the attenuation coefficient measurements described in this 
thesis. For this reason the results presented are for single element 
samples only. Compounds and mixtures have not been studied at this 
stage, but are an obvious direction for a future extension of this 
study, once it is possible to determine total cross-sections with a 
precision that is of the order 0.1% or better. This may be achieved in 
principle using the technique of computed tomography referred to 
earlier in this chapter, as long as the composition of the sample is 
uniform over the region of interest then very high statistics 
measurements can be made in reasonable run-times using many millions of 
photons. This approach should be considered in the future.
Chapter 4: Experimental procedure
The measurement of gamma-ray attenuation coefficients seems 
deceptively simplej all that is needed is a source, a detector and 
electronics to record the gamma-ray spectra and an absorber. There are 
however difficulties in measuring the attenuation coefficients to a 
high degree of accuracy. The accuracy aimed for in these measurements 
is 1%; this has not been achieved for all energies and samples for 
reasons that will be explained in detail below, however as a broad 
guideline this is the limit of accuracy that is achievable with the 
experimental equipment described below. The energy range of interest 
is from 10 keV to 2 MeV, a range that is not covered by a single 
detection system available within this department at the time of these 
experiments. Two detection systems have thus been used, a 40cm 3 
lithium drifted germanium (Ge(Li)) detector for the range 100 keV to
2.0 MeV and a 150mm 3 lithium drifted silicon (Si(Li)) detector for the 
range 10 keV to 60keV. This chapter will describe each of the three 
parameters to the experiment outlined above, namely the detection 
equipment, the sources and the samples and show the problems that are 
present when measuring attenuation coefficients to better than 1%.
4.1 Detection apparatus
A gamma ray detector is a means of converting energetic photons 
into electronic events which can then be recorded. A photon incident 
upon the detector can transfer all or some of its energy to the 
detection medium through a variety of interactions. These give rise to 
some electrical (or optical) effects which can be picked up outside the 
detector and converted into a charge pulse. For solid state detectors, 
of the types used in these experiments, the photon induces a number of 
charge carriers within the detector which migrate to the anode or 
cathode under an applied electric field. The charge carriers have a 
high mobility,which gives the output pulse a short rise time and 
enables high counting rates to be achieved.
The average amount of energy needed to produce a charge carrier 
(the W-value) is an important factor in the response of the detector to 
radiation since the size of the output pulse from the detector is 
dependant upon the number of charge carriers produced by the photon. 
The energy resolution of the detector is dependant upon the statistical 
fluctuations in this number. Thus if there are 100 charge carriers and 
it is assumed that normal statistics are valid, then the detector 
output signal will have a standard dev iation of 10%,if there are
10,000 events this falls to 1%.
Scintillation detectors have a much larger effective W-value than 
solid state counters. It typically takes 300 eV to free a 
photo-electron from the photomultiplier coupled Nal(Tl) scintillation 
detector because there are several inefficient processes in the signal 
generation. Thus for photons of a few hundred keV the number of charge 
carriers is small and the resolution is relatively poor. A typical
8%,the dominant contribution to this coming from the phototelectron 
statistical fluctuations. In comparison for solid state detectors only 
a few eV is required to release a charge carrier which gives a hundred 
fold increase in the total number produced and consequent improvement 
in the resolution? for the Ge(Li) detector used in these experiments 
the (EWHM) resolution at 662 keV was 0.27%. Hiis very considerable 
improvement confers important benefits in the measurements carried out 
in this study and will be described in the following section.
4.1.2 Higher energy studies
The energy region of interest in these studies was from 100 keV to
2.0 MeV and the experiments used a Lithium-drifted Germanium detector 
that was set into a lead shield (Figure 4.1). Hie sources and 
absorbers were mounted vertically above the detector in the apparatus 
shown in section 4.1.3. Hie lead shield reduced the background 
count-rate at the detector but also introduced an appreciable 
contribution at 70-80keV due to the lead X-rays induced by gamma-rays 
from the sources employed and from high energy events in the room. 
This was not usually a problem as the energies of interest were usually 
much higher than this. Shortly after the start of this project the 
detector resolution suddenly became very poor and it was found that the 
leakage current was very large (pA instead of nA) which was probably 
the cryostat boiling dry which allowed the detector to warm up causing 
some re-drifting of the lithium compensation. The process described in 
section (4.1.4) had to be followed to redrift the detector and its good 
resolution was fully restored. After this the response of the detector 
to gamma rays impinging on different regions was studied and this is 
described in section (4.1.5). A final part of this system was the
3
Figure 4.1 opposite: Close up of the 40 cm Ge(Li) detector used
for these experiments. The detector is mounted at 45 degrees to 
the vertical in the liquid nitrogen dewar, (bottom right of 
figure), and so the dewar and detector are mounted in a steel 
frame at 45 degrees to produce a vertically positioned detector. 
The crystal is surrounded by a 30 centimetre square shield of lead 
with more lead below the crystal plane, this shields the detector 
from most of the background radiation, with a total background 
count of approximately 100 counts per second in the energy region 
15-1500 keV.

is described in the some detail (section 4.1.6).
4.1.3 High energy experimental apparatus
A block diagram of the equipment used for measurements in the 
higher energy range is shown in the block diagram overleaf (Figure 
4.2). The detector used was a 40 cm3 coaxial Ge(Li) detector mounted 
at 45 degrees in a cryostat. The cryostat is held in an iron frame so 
that the detector points vertically upwards. The detector is encased 
in a lead shield which reduces the background contribution, due to 
radiation from the laboratory. The upper surface of the detector 
shielding is flat and this acts as a base for the apparatus used to 
mount the source and absorbers above the detector. The stand shown in 
Figure 4.3 allows the source and sample to be positioned at any height, 
up to a maximum of 1 metre, above the detector face. The optimal 
position of the samples and sources will be discussed in a later 
section of this chapter, as will the samples and sources themselves. 
The characteristics of the Ge(Li) detector are shown below:
Active volume ----------------- 40 cm3
Operating voltage----------------- +2800 volts
EWHM 1333 keV --- ------------- 2.17 keV (0.16%)
The signal from the Ge(Li) was fed through a Princeton Gamma-Tech (PGT) 
preamplifier and then into an Ortec 570 shaping amplifier with a 2 
microsecond time constant whose output was then recorded on one of a 
variety of multi-channel analysers (MCA) which are discussed in detail 
below.Once the data collection was completed the spectrum was passed 
along a serial communications line to the University's PRIME computer
Paper
printout
Magnetic
disc
High 
Voltage 
Supply 
NE 4660
Low
Voltage 
Supply 
Ortec 575
Amplifier 
Ortec 575
Detector 
4 0 cm
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Computer
Multi-channel 
Analyser 
ND 66
Princeton 
Gamma-Tech 
pre-amplifier 
RG 11A
Figure 4.2: block diagram of the high energy detector 
and associated electronics
Figure 4,3 opposite: Uiis figure shows the Ge(Li) detector used 
in these experiments with the source and sample stand, Ihe 
position of the source and sample holders can be varied to a 
maximum distance from the detector face of 1 metre, which was the 
usual separation.

code SAMPO and this is discussed in detail in Chapter 5.
The use of multiple energy gamma-ray sources has been proposed as 
a simple and convenient way of determining gamma-detector response
(Walford 1972) and for the region of interest in these experiments the
source Europium-152 produces many gamma-rays over the energy range 
40-1408keV so that only this single source is needed. The spectrum is 
shown in Figure 4.4(a) and the 18 major lines have been used to 
calculate the energy response (keV/channel) and the
efficiency(%); these are shown in Figures 4.4(b) and 4.4(c). The 
absolute efficiency of the Ge(Li) detector was determined by finding 
the relative efficiency for each of the 18 major gamma-rays relative to 
the 1408 keV gamma ray. The absolute efficiency of the detector at 
1173 keV was determined using a cobalt-60 source, and the efficiency at 
this point was assumed to be equal to the efficiency at 1112 keV, which 
is one of the gamma-rays from europium-152. In this way the i’k ^vvmsu: 
efficiency of the detector over the energy range of interest was
determined.
Figure 4.5 shows the background spectrum associated with the 
laboratory and it can be seen that there are several prominent peaks. 
The largest contribution however to the background is in the low energy 
region and the largest component of this is due to lead X-rays that 
have been induced from the lead shield and are then detected. The 
other gamma-rays of high intensity are predominantly due to the 
thorium-232 and uranium-238 decay chains, the energies of the 
gamma-rays and their probable source are given in table 4.1. It can be 
seen however that the peaks do not correspond to energies used in these 
experiments except for the peak at 662 keV which is due to Cesium-137 
the magnitude of this peak is insignificant compared to the count rates
Xq.isu0:}.iii
•isquinii x9UumD
l
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Channel Number Energy (keV) 
Cal ibration
Radiation Source 
and Energy(keV)
185 74.9 74.22 Pb K-X rays
210 85.0 84.86 Pb K-X rays
467 187.6 186.2 0-238 Daughter
602 239.0 239 Th-232 Daughter
746 295.4 295.2 0-238 Daughter
890 351.6 351.9 0-238 Daughter
1294 511.1 511.0 Annihilation
1544 609.9 609.3 0-238 Daughter
1677 662.4 661.6 Cs-137
1844 728.4 727 Th-232 Daughter
1948 769.5 768.4 0-238 Daughter
2018 797.1 797 0-238 Daughter
2311 910.5 911 Th-232 Daughter
2458 968.5 968 Th-232 Daughter
2843 1120.1 1120.3 0-238 Daughter
3142 1238.0 1238.1 0-238 Daughter
3495 1377.0 1377.7 0-238 Daughter
3708 1460.9 1461 K-40
Table 4.1: Position,Energy and the sources of the energies 
recorded in the background spectrum
4.1.4 Re-drifting the Ge(Li) detector
A short time after the start of this project it was found that the 
40 cm-3 Ge(Li) detector had lost its high resolution capability. It 
was thought at first that the electronics was at fault but this was 
thoroughly checked and found to be fully operational. The conclusion 
that we came to was that the detector itself was degraded in some way, 
and when investigated it was found to have a very large leakage current 
(microAmps rather than nanoAmps) .The most likely explanation was that 
the detector had been allowed to warm up above liquid nitrogen 
temperature due to an oversight in the normal liquid nitrogen filling 
routine, which caused the lithium to drift out of position within the
crystal. This would then cause a serious degradation in the
performance of the crystal, due to the loss of compensation leading to
the high bulk leakage current observed. It was then decided to attempt 
to re-drift the crystal. This can be done by warming up the crystal 
under an applied voltage and some work had been done in the past on 
this subject within this department (Walford 1972). As part of his
work Walford redrifted a 0.6 cc Ge(Li) crystal that had degraded after 
being left at room temperature for several hours by mistake. From his 
experience we expected to see a rapid rise to a maximum value in the 
leakage current followed by an equally sharp fall as the lithium goes 
back to its correct place within the crystal followed by a slight 
further fall in the current as the re-drift continues and it eventually 
passes through a shallow minimum. A comment in Walford's Thesis says 
that for large detectors there may be problems due to the power 
dissipated by the crystal as it redrifts. Unless the right balance is 
maintained between cooling the crystal and the bias across the detector
optimised time of the drift becomes less definable. Although the 
present detector was a 40 cm-3 detector as compared to Walford's 0.6 cc 
detector it was decided to repeat the process. Two attempts were made 
to re-drift the detector and these are described below.
The detector was slowly brought up to room temperature at a small 
bias voltage and then cooled back to the temperature of liquid 
nitrogen. The warming process was done in three stages as the voltage 
had to be changed to keep the current through the crystal as low as 
possible. The leakage current was measured by measuring the voltage 
drop across a standard resistor. The three voltage stages were
1) Applied voltage of 200 volts from the high impedance output
2) Applied voltage of 200 volts from the low impedance output
3) Applied voltage of 0 volts from the low impedance output (this was 
not exactly zero as a small voltage is produced as long as the power 
supply is kept on.
The maximum current allowed across the detector was limited to
2.5 mA, it was found that the current through the detector was about
3.5 ^ liA at 500 volts before we tried to redrift the crystal. The normal 
leakage current should be a few nanoAmps (nA) or less,so the observed 
current was very much greater than this. The current must not be 
allowed to get too high in the crystal or the heat generated can lead 
to a runaway current that will destroy the crystal. It was found that 
the current did just exceed the derived safety limit as there was a 
time lag between the start of cooling and the temperature starting to 
fall (maximum value was 2.57 mA). Figure 4.6 shows how the current in 
the detector changed as the detector was warmed up; after 65 minutes 
the detector was again cooled by the liquid nitrogen bath and the 
current eventually started to fall. As the cold-finger was placed in
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blower, this would cause any gases present in the container to freeze 
out on the cold-finger rather than around the crystal. The voltage 
across the detector was increased to 1000 volts after 10 minutes of 
cooling and the voltage fell steadily to a plateau of approximately 
0.65 pk at 500 volts.
The relatively simple process described above did lead to a 
six-fold improvement in the leakage current so it was decided to try a 
longer redrift in the hope of gaining further improvement. In the 
second trial the detector temperature was held at -10 C as this is 
thought the optimum temperature for this process (Walford 1972). A 
mixture of 40% antifreeze and 60% water was made in a polystyrene dewar 
and cooled by blowing liquid nitrogen through it. This only changed by 
approximately 0.5 C in 30 minutes at -10 C. The detector cold finger 
was placed in this bath during the redrifting process. Itoo power 
supplies were used, an Nuclear Enterprises 4660 high voltage supply 
that was limited to 2 mA (although in practice it produced up to 3 mA), 
and an Oltronix LS 529R which can produce up to 50 mA. This second 
power supply however had a 650 volt step when it was switched on (i.e. 
the minimum voltage it supplied was 650 V) so the voltage was dropped 
across a large resistor (100k and 80k) with a high power dissipating 
potential,this allowed currents up to 9mA to flow. Two resistors were 
used because the 100k resistor blew after 25 minutes use and it was 
replaced by an 80k ohm resistor.
After five and a half hours at -10 C the detector was replaced in 
the liquid nitrogen dewar,the detector housing was again heated to 
reduce the buildup of any frost near the crystal. Hie current fell 
slowly at first but then started to decrease very rapidly until it 
became unmeasurable on the lowest scale of the voltmeter (minimum
volts bias for another two days. Figure 4.7 shows the change in 
current across the detector with time for the second drift. It was 
found that the leakage current continued to fall slightly as the 
detector was left under bias for a couple of weeks. The detector was 
then reconnected to all the electronics and a spectrum was taken and 
the resolution was found to be comparable with that measured before the 
crystal had gone wrong showing that the redrift had been successful.
4.1.5 Detector response
It was found that for a well collimated source and detector the 
pulse height spectrum of a given source varied depending upon the 
position of the beam of gamma-rays which were incident on the Ge(Li) 
detector. The effect was found to be energy dependant and 
predominately occured for low energy radiation (less than 100keV). If 
the whole of the detector is irradiated by a source then the lower 
energy peaks have low energy "tails" and gamma rays which should 
produce well separated full-energy peaks in fact produce peaks that 
overlap on the spectrum. To determine the magnitude of this effect a 
finely collimated beam of gamma-rays from an Americium-241 source was 
used. This beam had a diameter of 1.8mm at the detector face and the 
number of counts in the 60 keV peak was recorded for different incident 
positions across the detector.
The Americium-241 spectrum was recorded at 68 positions across the 
detector and then interpolated onto a 13x13 square array. Ihe peak 
shape was not constant across the detector and in some regions the 
shape changed markedly. In some areas there was a "clean" Gaussian 
peak shape as expected (shown in Figure 4.8a); but in other areas
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full-energy peak and this distorted the peak shape (4.8b). Two 
isometric projections are shown in Figures 4.9a and 4.9b these 
correspond to the counts in the "clean" fraction of the peak, and then 
including the scatter peak. Figures 4.9(c) and 4.9(d) are contour 
plots of the isometric projections shown in Figures 4.9(a) and 4.9(b). 
The addition of the scatter peak causes the detector response to become 
much more regular, although it can be seen that it is still not uniform 
across the surface, with a large central depression. These experiments 
were repeated using a Cobalt-57 source (122 keV) and the same structure 
was observed although the central depression was less pronounced.
There are several possible explanations for this response from the 
detector the first of these is due to the construction of the detector 
which is a coaxial crystal with an electrode at the centre of the upper 
face. This electrode is as thin as possible to reduce attenuation but 
there will still be some attenuation of the beam. The effect would not 
be expected to be this large however and it does not account for the 
degradation of the peak shape at the sides of the crystal. The second 
possible cause of this effect is a result of the manufacturing process 
of Ge(Li) crystals. During the fabrication one end of the crystal is
heavily doped with lithium ions which then diffuse into the rest of the 
crystal. This process is not perfect however and there is usually a 
region of high lithium concentration at the surface of the crystal,this 
region is called the "dead layer". The collection field in these
regions is either zero or very low and so a photon which interacted
with this region of the detector would produce a lower output signal
than that of a photon which interacted in the active part of the 
crystal. The effect of this inbuilt absorptive layer is clearly more 
serious for low energy photons as observed. The third possible cause 
of these effects is that during the re-drifting process there may have
uu r u n  energy peaK events oniy rrom an Americium-z<4i suurce
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Figure 4.9(b): Isometric projection of the response of the Ge(Li) detector 
to the Americium-241 source, all events included
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canister. The probability of this was reduced by vigourous warming of 
the head as the crystal was cooled but the process may not have removed 
all the impurities present inside the container, Adesamni (Adesamni 
1984) has found a similar effect with a Ge(Li) detector at the 
University of London Reactor Centre,Ascot which implies that the fault 
is not a result of the redrifting process. This effect is dependant 
upon energy and so for the lowest energy experiments on the Ge(Li) 
detector (Cd-109) a collimator was used, to direct the beam only onto a 
"good" region, and for all other energies the effect was assumed to 
have no effect on the count rate for different spectra,i.e. it did not 
vary in time.
4.1.6 Multi-channel analysers
Three main multi-channel analysers have been used in this 
project,these are a Tracor Northern TN1705,a Nuclear Data ND66 system 
and a multi-channel analyser that was built and developed as a part of 
this project. This last analyser was based on an MC6809 microprocessor 
and is described in detail in the sub-section below. The TN1705 
analyser is a portable 1024 channel analyser, with an internal clock
rate of 50MHz, and was initially used for the Ge(Li) detector system
but was later replaced by the MC6809 based system,and it was then used 
with the two Si (Li) detectors. This analyser produced a readout onto 
paper tape that was then read into the PRIME computer for data 
analysis.
The ND66 multi-channel analyser is a much more advanced system and 
this was brought into the apparatus after a year to run the Ge(Li)
detector based experiments? this can be upgraded to control four
which allowed Ge(Li) and Si(Li) detectors to be operated simultaneously 
and independantly. The majority of the high energy results have been 
obtained with this analyser. The analyser allows the user to choose 
between 256 and 8192 channels in the spectrum (range is in powers of 2) 
and the device can be set up to automatically collect data into 
different parts of its memory, so that several spectra can be recorded 
in sequence without the operator being present. The analyser has its 
own peak analysis routine but this was not used for reasons discussed 
in Chapter 5. Data could be transferred directly onto the PRIME system 
or onto the departmental Nova4 computer.
4.1.6.1 MC6809 based system
A multi-channel analyser is a means of converting a voltage pulse 
into a digital signal which can then be processed and stored in some 
form of array that will build up into a histogram of the frequency of 
different amplitude pulses. Hiere are thus two important parts to a 
multi-channel analyser,the Analogue-to-digital converter and the memory 
store. For the analyser developed here the ADC used was a Tracor 
Northern TN-1212 Wilkinson type with a 100 MHz internal clock. The 
memory store was a South West Technical Products MC6809 system with 8K 
of RAM which could be used with up to 2048 channels.As well as storing 
the data the microprocessor controlled the operation of the ADC as is 
discussed below.
The ADC is a means of converting a voltage pulse into a digital 
value which occurs in the following way; a pulse enters the device and 
charges up a capacitor until the peak of the pulse is reached. When 
the peak is reached the capacitor begins to discharge at constant 
current and the time taken for the complete discharge is measured
100 MHz frequency allowing precise evaluation of the analogue signal. 
The time taken for the discharge is then scaled depending upon the 
number of channels in the output spectrum. This method is the linear 
ramp or Wilkinson method.
The ADC has to be set up to convert a pulse on the input line of 
the ADC and this is done by the microprocessor .A reset pulse is sent to 
the ADC and the next pulse on the input line is converted and the 
digital value is sent to the data lines and a flag is set high to 
indicate that the conversion is complete. The ADC then remains 
inactive until the reset signal is sent. This reset pulse is a pulse 
of length 0.25-1.00 microseconds and since the microprocessor could not 
itself generate such a short pulse a monostable was used that was 
triggered off the negative going edge of the microprocessor signal; 
the pulse length was 0.7 microseconds.
The South West Technical Products (SWTP) MC6809 microprocessor has 
several functions in its design, it is the controller for the ADC, the 
memory store and it also acts as the data processor. The MC6809 is an 
8-bit microprocessor with some 16-bit capabilities,one of which is that 
the 8-bit A and B data registers can be concatenated to form a single 
16-bit register that can then be operated on. Since the memory 
locations are only 8-bit,we need to use two locations for each channel 
of the multi channel analyser,to allow us a maximum of 65,536 counts 
per channel without an overflow. The program was later modified so 
that if any channel went over 65,536 counts then the location was added 
to a list so that the maximum number of counts per channel was not 
limited.
The start location for the memory available for use was C000 and
amplitude, this is read into the microprocessor via two 8-bit parallel 
ports. There are thus three bits of the address that will never be 
set. These are placed for conveniance as the three highest bits of the 
most significant byte of the value. These bits were set to +5V so that 
they were always read by the microprocessor as a '1'. Thus the
smallest number that could be read from this port was '11100000' or 
'E0'• The 6809 has two internal registers (A and B), the A register 
was used to read the port giving the most significant byte and the B 
register gave the least. To address the correct register the value 
from the B register (least significant byte) was doubled,the A register 
(containing the most significant byte) was doubled and if the B
register had overflowed then the carry was added as well,and then the B 
register was incremented by one. This means that if the ADC had 
outputted 0150 on the data lines the final result in the microprocessor 
would be C2A1. The location given by the concatenated A and B 
registers, which would always lie in the range C000 to DFFF (as
conversion gains of less than 1024 were always used), was then
incremented and if it overflowed then the location at the address below 
this value was incremented i.e. C2A0 in the above example.
It takes a certain amount of time for the microprocessor to read 
in and process the data and although this was kept to a minimum the 
device is "busy" 54 microseconds for every pulse read into the system. 
This limits the multi-channel analyser to a maximum countrate of 18,000 
counts per second,but this assumes that the ADC takes no time to 
convert the initial pulse,in fact the time taken for the conversion is 
given by
T = 2.6 + 0.01N + t jjseconds ... equation 4.1
where t is the input pulse rise time,generally very short and N is the
were used then in the worst case 85 microseconds could be added to the 
total processing time which would reduce- the maximum count rate to 
7000 cps. To reduce this problem the ADC was allowed to respond to an 
event before the processing of the previous event was completed. Thus 
when the last data value had been stored there was usually another 
digital input waiting to be processed. This meant that for most 
instances the maximum count rate was the full 18,000 cps, since for 
typical pulse height distributions, operating at 4096 channels, the 
average ADC dead-time was less than the microprocessor response time.
An inbuilt clock was used to determine the length of real time 
that had passed, which enables the actual recorded event rate to be 
measured, and since the microprocessor had a fixed dead time, the 
system live-time could easily be calculated and was usually a very 
small correction. Once the data had been collected it could be 
transfered to the PRIME computer system for processing and display. To 
obtain a more accurate evaluation of the dead time of the system a 
pulse generator can be used. This unit will produce a constant 
amplitude pulse at a given frequency, the amplitude can be set so that 
the resulting peak in the spectrum is well seperated from any peaks in 
the gamma-ray spectrum being used. The pulses are fed into the 
preamplifier stage of the electronics chain and any losses to the 
integrated peak will be due to incorrect dead time corrections in the 
data analysis. If the area is larger or smaller than expected then 
further or better dead time corrections can be made. At the counting 
rates used with this equipment the previously mentioned dead time 
correction was enough.
The major fault of the analyser was however the lack of a real 
time display of the spectrum so that the data could not be displayed
along with an upgrading of the memory size so that data processing 
could occur within the microprocessor but this was postponed when the 
ND66 system became available, which has been described above.
4.1.7 Low energy measurements
The region of interest in this part of the study is the energy
is
range 10 to 60 keV, which/of special interest for elemental analysis 
since the photo-electric contribution to the total cross-section is 
rapidly changing with respect to both atomic number and energy which is 
then the basis for the analysis discussed in chapter 3 above. This is 
the energy range of the dominant X and gamma-rays produced from 
Americium-241 although other isotopes were used as well. This work is, 
in part, a continuation of a study done by Dr K.Patel at this 
department (Patel 1981) and much of the same equipment has been used. 
It should be noted however that the materials used are different as all 
the samples have been single element foils. In his study Patel used 
multi-element materials in solid and liquid form. The energy range for 
this part of the project is lower than originally intended but it was 
decided to proceed as the cross-section changes the most radically in 
this region,due to the dominant photo-electric contribution. It is 
however potentially difficult to measure cross-sections accurately at 
these low energies due to the large forward scattered component from 
Rayleigh scattering.
The following sections describe the apparatus and detector 
response for these experiments, (the description is brief and for a full 
discussion the reader is directed to the PhD thesis of Patel).
The equipment used in these experiments is shown in the block 
diagram overleaf (Figure 4.10). The detector is a lithium drifted 
silicon crystal and its specifications as quoted by the manufacturer 
(El-Scint) are shown below:
25 mm2 
6 mm
0.002 inches Be 
152 eV(2.5%)
410 eV(0.7%)
Si(Li) detectors are capable of better resolution than Ge(Li) detectors 
at low energy because of the larger band gap which leads to a lower 
thermal noise level. The energy required to produce an electron/hole 
pair is thus slightly greater for a Si (Li) detector than a Ge(Li) 
detector (3.76eV compared to 2.96eV at 77 Kelvin). The signal 
generated within the crystal when a photon interacts is a small charge 
pulse. It is necessary to both amplify and shape this pulse so that it 
is compatible with the input of the multi-channel analyser, and this is 
done in two stages, via a pre-amplifier and a main amplifier. The 
pre-amplifier used with this detector is a charge sensitive design that 
takes the charge pulse and converts it to a low impedance voltage 
output which forms the input to the main amplifier. The pre-amplifier 
should be fast,linear and have a low noise level. This last is 
achieved by cooling the first stage FET using the cold finger of the 
cryostat.A full description of the process is given by Patel.
The main amplifier both amplifies and shapes the signal so that it 
is acceptable to the input of the analyser. The bandwidth of the
Active area 
Active depth —
Window thickness 
FWHM 6 keV 
60 keV
Magnetic
disc
Paper
printout
Detector
Low
Voltage
Supply
High 
Voltage 
Supply 
NE 4660
Amplifier 
SR 300
PRIME
Computer
Multi-channel 
Analyser 
ND 66
SR 205
Seforad 
pre-amplifier
Figure 4.10: block diagram of the low energy detector 
and associated electronics
best energy resolution for a given counting rate. Two multi-channel 
analysers have been used with this equipment,a TN1705 and the ND66 
system,both of which are described in detail in the above sections.Once 
the data had been collected it was tranferred to the Prime system 
either by paper tape or directly via a serial line. Analysis of the 
data was again done by SAMBO. Figure 4.11 overleaf shows the overall 
system response for Americium-241 photons (4.11(a)) and the system 
linearity (4.11(b)). The efficiency of the detector is very high for 
all the energies used except for the 59.5 keV gamma-ray from Americium. 
For this energy the efficiency is approximately 30% and for all other 
(lower) energies it is near 100%.
4.2 Sources
It has been shown above that the photon interaction cross-section 
is energy dependant, therefore in order to measure the cross-section 
precisely at any given energy, a very narrow energy distribution must 
be used in the incident photon flux, i.e. the photon flux must be 
mono-energetic. There are two ways to produce a flux of this nature 
and both have been used in attenuation cross-section measurements. The
first approach is to use an X-ray generator to produce an intense,
polyenergetic flux of radiation. This is then passed through a
monochromator to reduce the energy spread to a small value? this
reduces the intensity of the beam by several orders of magnitude but 
this still results in usable photon fluxes as the initial intensity is 
very intense. There are however two major drawbacks to this approach 
for the study undertaken here, the first of these is the energy of the 
beam. Although low energy X-ray generators (energy < 150 kV) are 
common, higher energies are difficult to achieve and there are few
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0.5 and 1.5 MeV. These high energy photons can only be produced 
through linear accelerators and so are impractical for experiments of 
this nature. For the lower energy systems there is a secondary problem 
of stability. The measurement of attenuation coefficients requires 
that the photon flux used in the experiment is either constant or that 
it varies in a known preditable way (eg in radioactive decay). Ihe 
photon flux from an X-ray generator is not constant but fluctuates 
slightly with time. This can be accounted for by having a second 
detector monitoring the photon flux but this increases the complexity 
of the experiment. Thp approach was not followed for this study 
because of the difficulty in obtaining stable high energy fluxes with 
available equipment.
The second, and favoured, approach is to use an isotopic source of 
radiation, these sources produce photons at one or more energies during 
the decay of the parent isotope to a daughter isotope, which may be 
stable or may decay to a further isotope. The width of the energy 
levels occupied by the nucleus is very small and limited by the
uncertainty principle, thus the photons emitted as the nucleus loses 
energy is of a fixed value with a very small fluctuation, typically the 
order of electron volts with the gamma-ray energy measured in tens to
thousands of kilo-electron volts this spread in energy is far less than
that achievable in an X-ray monochromator system. Ihe major 
disadvantage with using isotopic sources is that the photon intensity 
is low and this results in long experiment times. This places an extra 
requirement on the stability of the experimental apparatus, this was 
checked by collecting data for a continuous 200 hour period and the
widths of the peaks recorded were of the same width as that of data 
collected for a two hour interval, showing the high stability of the 
apparatus. The sources used in these experiments were, in general,
if stronger sources were used. If a monoenergetic flux of photons were 
incident upon a "perfect" detector then the energy spectrum recorded 
would have a delta function at a position corresponding to the incident 
energy. This does not happen in practice and the usual energy spectrum 
for the detectors has two components? firstly a narrow peak 
corresponding to the full energy of the photon being deposited in the 
detector and secondly a broad region at lower energies where some of 
the energy has been deposited but not all of it, the usual reason for 
this is after a compton scatter event by the photon with the detector 
crystal and the scattered photon then escapes from the detector without 
further interactions. This region will cover a large energy range and 
has a sharp cut-off which corresponds to the maximum energy that can be 
deposited in the detector after a single compton scatter event. The 
energy of the scattered photon (E1) is given by equation 4.2.
F ' =  ... E_________________
* f ... equation 4.2
1 + 5YY ( 1 - cos 0 )
The maximum energy will be deposited when theta, the angle between the 
incident and scattered photon is 180°. Figure 4.12(a) shows the 
spectrum from a Cesium-137 source, this source produces a gamma-ray of 
energy 662 keV and barium K X-rays at 33-34 keV. The spectrum has been
calibrated with respect to energy and the peak at 662 keV can clearly
be seen as can the region due to compton scattered events. The cut-off 
in the compton continuum (the compton edge) occurs when theta=180*, and 
this gives the scattered photon an energy of 184 keV and thus the edge
comes at 662-184=478 keV. It can also be seen that there are some
events between the compton edge and the full energy peak and these are 
due to photons undergoing multiple scattering in the detector and hence 
depositing more than 478 keV in the detector. The frequency of this is
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In principle all the photons arriving at the detector without 
interacting in the absorber should be counted for the attenuation 
measurement. However it is not possible to discriminate between events 
which scatter in the absorber and are then fully absorbed in the 
detector and those which do not interact in the absorber but which only 
deposit some of the energy in the detector. The net result of both the 
above examples may be a pulse of a given magnitude. For an isotope 
with only one gamma-ray emission the use of a multi-channel analyser 
can effectively remove all interactions except those that result in the 
full energy being deposited in the detector. The use of shielding 
around the detector reduces the probability of interactions at the 
energy of interest from background radiation and so the full energy 
peak has little interference from any effect and an accurate evaluation 
of the peak area can be obtained.
If sources which produce only one energy gamma-ray are used then 
this will be true for all the measurements made, however this will 
result in a large number of experiments with a wide variety of sources 
in order for a range of energies to be used. In practice sources are 
used which produce gamma-rays of several energies, from a simplistic 
approach the best source would have several well spaced gamma-rays of 
roughly equal intensity, such as the europium-152 source used for the 
detector callibration in section 4.1.3. There are however two 
disadvantages to the use of such sources, it can be seen from 
figure 4.4(a) that the low energy gamma-rays "sit" on a large 
background due to the compton scattering of higher energy photons. 
These high levels of background lead to a decrease in the precision of 
the measurement of the peak area and so in general sources with fewer 
gamma-rays and hence lower compton backgrounds are to be favoured. The
the energy dependant nature of the interaction cross-section, this 
changes considerably over the energy region of interest (typically at 
least an order of magnitude for europium-152 energies for the samples 
of interest) and thus the optimum thickness for the measurement will 
also change, this has the result that several samples must be used to 
achieve near optimum thicknesses for the whole range of energies. Thus 
several experiments must be carried out and the more widely spaced the 
energies are then the greater the number of experiments needed. This 
is especially true in regions where the photo-electric effect dominates 
due to the large energy dependance of this effect.
Some poly-energetic sources do not suffer from these effects as 
they have several well separated gamma-rays, but the energy separation 
is not so great that the background level is increased by an 
unacceptable amount for the lower energy gamma-rays, nor is the range 
such that different samples need to be used for the different energies. 
Oie example of this type of source is barium-133 (Figure 4.12(b)), this 
source has four intense gamma-rays in the energy region 276-383 keV and 
measurements can be obtained simultaneously at all four energies. The 
difference in intensities does however mean that the four results have 
different precision and the experiment is set up so that the 
measurement from the least intense gamma-ray line has an uncertainty of 
less than 1%.
Table 4.2 lists the sources used for these experiments together 
with the energies of the X and gamma-rays, ' ..
The absolute intensities of the emmisions are also 
given in terms of gamma-rays per dis .integration. It can be seen that 
the majority of the high energy sources are very weak (approximately 10 
pCi) and this has resulted in long photon collection times. The use of
High energy sources
Source Activity Main gamma-rays
Energy (keV) Absolute Intensities 
(Jr/zeectis)
Co-57 10 microCi 122.41302(32)
136.47434(30)
85.6(4)
11.1(3)
Co-60 10 microCi 1173.238(15)
1332.513(18)
99..8 ^ 
99.98
Cs-137 10 microCi 661.661(3) 85.0(5)
Eu-152 10 microCi 121.7824(3)
244.692(2)
295.939(8)
344.275(4)
411.115(5)
688.678(6)
778.903(6)
867.388(8)
1112.116(12)
1408.011(14)
0.291 '
0.076
0.005
0.272
0.023
0.009
0.132
0.043
0.139
0.213 J
y X iOO
Ba-133 100 microCi 53.156(5)
160.609(25)
223.116(35)
276.404(7)
302.858(5)
356.014(9)
383.859(9)
2.34
0.750
0.498
7.07
18.72
62.0
8.93
Low Energy sources
Source Activity Main gamma-rays
Energy (keV) Absolute Intensities
Am-241 100 millCi 11.890
13.9
17.8
20.8
26.345(1)
33.195(11)
43.423(20)
59.535(1)
0.85(3)
13.9(4)
19.3(7)
4.94(21)
2.4(1)
0.103(11)
0.057(18)
35.7(5)
Cd-109 17 milliCi 22.1
25.0
88.037
81. ^  0 
17.^0 
3.79
Tm-170 10 milliCi 51.354
52.389
59.3
61.0
84.257(3)
0.020 1
0-038 I y 
0.012 r * /oc>
0.003 
0.032 ^
Table 4.2: List of sources and the energies used
carried out. The low energy sources must have a higher activity 
because of the more stringent requirements necessary to reduce the 
effects of Rayleigh scatter. The data collection times for both sets 
of experiments was in the range 10- to 100-thousand seconds per 
measurement and typically 10 measurements would be made for each sample 
and source combination.
4.3 Samples
The third factor to be considered in the measurement of gamma-ray 
attenuation coefficients relates to the samples or absorbers that are 
used. There are three major areas to be considered:
1) Sample purity
2) Sample thickness uniformity
3) Sample composition uniformity
The third factor is normally the least important unless the sample has 
a high level of impurities or the sample is deliberately chosen to be 
multi-element in nature, when it is important that the global 
concentration of the constituents is an accurate measurement of the 
concentrations at the region of the measurement. This is difficult to 
determine experimentally unless samples are taken from the absorber at 
a variety of positions in the region of the measurement and the 
elemental concentrations found. Since the usual impurity 
concentrations are the order of a few hundred parts per million (ppm) 
this detailed analysis was not performed since fluctuations in the 
concentration by a factor of two or three would not detectably alter 
the total cross-section. Uiis factor needs to be considered for
better way of producing multiple-element samples is by using high 
purity chemicals in powder form. These can be compressed to form solid 
slab samples; and since the constituent elements of the chemicals have 
a fixed ratio, providing the density of the sample is uniform, the 
resulting absorber will also have a uniform composition.
The two dominant factors that were considered in this study were 
the question of sample purity and the uniformity of the sample 
thickness. The materials chosen for this study were designed to test 
the accuracy of the Jackson and Hawkes parametrization over as wide a 
range of energy and atomic number as possible. In practice this has an 
upper limit of Z=54 (iodine), this arises partly from the initial 
application of the parametrization to medical imaging and Iodine is the 
highest atomic number element that is routinely used in this field. 
However there are also theoretical reasons for not extending the 
calculations above this limit; the photo-electric effect becomes more 
difficult to calculate due to the greater number of electrons available 
for excitation. Calculating the cross-section for these high-atomic 
number samples requires a non-trivial modification to the 
parametrization as it stands. The samples used in this study were thus 
predominantly below this limit; the ready availability of lead (Z=82) 
in high purity forms and its frequent use in experiments reported in 
the literature meant that this material could be used as a standard 
between the experiments reported here and those in the literature. At 
a late stage in the project a sample of samarium (Z=62) became 
available and this was measured at a limited number of energies, the 
range of energies measured was limited by the size of the sample.
Table 4.3 lists the samples used, together with the purity of the 
material and the main impurities, where known. The analysis of the
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IUCr
GM
IUCr
GM
Unknown
GM
AI
AI
GM
AI
AI
GM
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>.999
>.999
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C f p O
Fe 0.007 0.0047
Si 0.005 0.0035
Zn 0.001 0.0006
Mn 0.001 0.0006
Cu 0.001 0.0006
0 0.002 0.0013
AI 0.0005 0.0004
Cr 0.0005 0.0004
Mn 0.0005 0.0004
Ni 0.0003 0.0002
V 0.0003 0.0002
Fe 0.0003 0.0002
Cu 0.0002 0.0001
Si 0.0002 0.0001
Sn 0.0002 0.0001
A few trace elements but all 
at levels below 50 ppm
Sb 0.01100 
Pb 0.0006 
Cu 0.0001
0.01100
0.0006
0.0001
Bi 0.0001 
Sn 0.00007
0.0
0.0
Table 4.3 Supplier, purity and major impurities used for the twelve 
materials used in this study, the impurity level for the copper sample 
was unknown, however X-ray fluorescence showed no detectable elements
from the sample and so the purity was estimated to be 99.9%
samples is that given by the manufacturers and is not the absolute 
concentration of each element, but a maximum concentration for each 
element. Thus the sum of the impurities is greater than the difference 
between the minimum concentration of the main element and unity. The 
concentrations of the constituent elements have thus been normalised so 
that the sum of all the elements adds up to unity. This is illustrated 
in the case of Aluminium below, the Aluminium concentration is taken as 
the minimum concentration guaranteed by the manufacturers.
Element Maximum level Estimated level
Aluminium 0.9900 0.9900
Iron 0.0070 0.0047
Silicon 0.0050 0.0035
Zinc 0.0010 0.0006
Manganese 0.0010 0.0006
Coper 0.0010 0.0006
Table 4.4 Impurity concentrations used for aluminium to calculate the 
total attenuation coefficient of the sample
Figure 4.13 shows the difference between the cross-section for pure 
Aluminium and for the material used and it can be seen that although 
the deviation is large at low energy (10%) by the time the energy is 
greater than 100keV the difference is small. This sample is the worst 
case, and for the other materials the deviation is much less than 0.1% 
over much of the energy region of interest. For the elements with 
atomic numbers greater than 54 all the samples are very pure and it is 
assumed that there is no contribution due to impurities and the 
cross-section is calculated directly from the tabulations available.
The samples were obtained from three suppliers and the size of the 
sample depended upon its source, the majority of the samples came from 
Goodfellow Metals Ltd. These samples were a nominal 25x25mm square of
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is quoted by Goodfellow Metals as ±10% however measurement of the 
samples showed that the actual variation in the samples was much less 
than this at approximately 1%. Since the irradiation is over a fairly 
large area of the sample several measurements were taken and an average 
value obtained, the standard deviation of this measurement was then
0.3%. For the high energy measurements the foils were stacked up in
the beam to produce a thicker sample, this initially caused some 
problems in keeping the samples perpendicular to the photon flux, 
however this was overcome by careful positioning of the foils and 
ensuring that they were as flat as possible.
Two sets of samples (Carbon and Graphite) were obtained from the 
ICJCr, as part of the project described in Chapter 2. These samples
were 10mm square and varied in thickness from 0.1 to 2mm, because they
were specially formulated for this project the uniformity of these 
samples was very good, however because of the nature of the project the 
samples were only available for the low energy studies. The final 
source of the samples for this study was from Amersham International 
pic, these samples varied considerably in size and shape as they were 
generally off cuts from other samples. The most uniform sample was the 
samarium (Z=62), this was a target for an X-ray tube and so subject to 
strict control, the sample was an 8mm diameter disc 0.74mm thick with a 
uniformity of 0.1%. The rest of the samples were of irregular shape 
but their uniformity was better than 1% in all cases.
One further consideration must be taken into account when 
selecting a sample for attenuation measurements and that is the degree 
of attenuation of the beam by the sample. It will be shown in 
Chapter 5 that if the error in the attenuation coefficient is plotted 
against the thickness of the sample then there is a minimum at px=2.2.
given sample only has a limited range of usefulness for this type of 
measurement it then becomes either toothin or too thick. This is the 
reason for the lack of high energy measurements on the thin samples. 
This will be discussed further in Chapter 5.
4.4 Experimental Technique
Once the source, detector and absorber have been determined the 
experiment is in principle very easy, the source is positioned some 
distance away from the detector and measurements of the photon flux are 
taken with the sample in and out of the beam. For the detectors used
in this study the source was mounted in a perspex rig above the
detector, this is shown for the Ge(Li) detector in Figure 4.3, the rig 
used for the Si(Li) results is shown in detail in Patel's thesis
(1981). The position of the source above the detecor can be varied up
to 1 metre for the Ge(Li) detector and 30cm for the Si(Li), and the 
absorber is then placed on a tray between the source and detector. At
this point it is necessary to consider the two sets of experiments
independantly because there are low energy effects that need to be 
considered only for the Si(Li) measurements, these experiments will be 
described after the Ge(Li) measurements.
The position of the sample between the source and the detector 
will determine the amount of scattered radiation that can interact with 
the detector, this is important because the presence of extra photons 
in the attenuated measurement will cause the measured value of the
cross-section to be lower than expected. The maximum angle of scatter 
for the system is defined as the maximum angle that a photon can
scatter through and still interact in the detector. This has been
distance is 100cm, the detector diameter is 3.8cm and the sample 
diameter is 2.5cm. The results are shown in Figure 4.14(a), and it can 
be seen that there is a broad region over which the maximum angle is 
minimised, the position of the sample in this region is thus not a 
critical factor. The maximum angle of scatter can be further decreased 
if the sample and/or the detector are collimated? this can be seen 
from Figure 4.14(b) where a 1cm diameter collimator is used at the face 
of the detector and at the sample. The collimator is assumed to have 
zero thickness, in practice this is not true and the maximum possible 
angle would be less than that shown. Shown on the same graph is the 
maximum scattering angle for a system where 2mm diameter collimators 
are present at both the sample and detector, it can be seen that the 
maximum scattering angle can be reduced to whatever the user requires 
simply by collimating the system. This does however lead to a further 
problem, as the collimation is increased so that the maximum angle of 
scatter is reduced the photon count rate also decreases since the 
detector is subtending a smaller solid angle as seen from the source, 
the result of this is that to achieve the same statistics the 
collection time of the experiment must increase. As has been shown in 
section 4.2 the sources used were generally less than 100 micro-curies 
and increasing the counting time would have made the experiments 
unrealistically long. The use of much stronger sources would overcome 
this problem and allow very small angles to be used. The advantage of 
this is that inscatter can be reduced to a totally insignificant level 
even when very accurate measurements are being made. To overcome this 
problem large source to detector separations were used with a maximum 
scattering angle of approximately l o degrees.
In the case of the low energy measurements the maximum scattering 
angle must be much smaller than that used in the Ge(Li) experiments
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these experiments the maximum scattering angle used was o.-i degree. 
The experimental collection times are kept to a reasonable time by the 
use of sources that are in the tens to hundreds of milli-curies, i.e. 
a thousand times stronger than the high energy sources. The effects of 
inscatter to the measurements are discussed in more detail in 
Chapter 5.
The ND66 analyser can be set up to collect several spectra from 
the same detector one after the other and this facility was used during 
the experiments. Several (typically 5) measurements of the photon flux 
were made with the sample out of the beamf followed by approximately 
ten measurements with the sample in the beam. A further 5 measurements 
were then taken with the sample out of the beam again, giving a total 
of approximately twenty sets of data for each measurement. This data 
was transfered onto the university's PRIME computer where it was 
analysed using a computer code called SAMFO. (A fuller treatment of 
the analysis is given in the next Chapter). The time taken to collect 
each data set varied depending upon the source being used but 
collection times of 10,000 seconds for the Si (Li) data and up to.
100,000 seconds for the Ge(Li) were generally used. This means that 
for each sample/source combination the system could be running for up 
to three weeks. The stability of the detection apparatus over time 
intervals of this nature had been proven by comparing the EWHM of the 
662 keV peak from Cesium-137 from spectra collected over 2 and 200 
hours and the two values were found to differ only in accordance with 
the errors on the measurements. These experiments were then conducted 
for all the sample/source combinations that were available.
In order to measure the attenuation coefficient of a given sample 
a source, detector and sample are required. Various effects make this 
seemingly simple experiment more complex, and these have been discussed 
along with the factors that lead to the particular source, sample and 
detector arrangements that have been used in this study. Various 
problems and limitations in the nature of the sources and samples used 
have also been discussed. Once the experiments have been made the data 
has to be analysed and this is the subject of the next chapter.
Chapter 5: Data Analysis and Results
In Chapter 4 it was shown that there are several systematic sources of 
error that can affect the precision of these experiments. The main 
items that need to be considered are:
1) Peak area evaluation - the precision of the calculation
2) Count rate effects:
a) non-linearity of the response of the overall detection 
system at different count rates
b) sum peak effects either from accidental summing in the 
detector or from true coincidences due to photon cascades in 
the source
3) Photons inscattered into the detector and recorded within the 
full energy peak
4) Sample imperfections - density, thickness, purity etc.
The effects of sample imperfections have been discussed in chapter 3 
and will not be treated further in this section? the remaining areas 
will each be discussed in turn.
The various multi-channel analysers used in these experiments have 
all provided a digital read-out of the gamma-ray spectrum recorded. 
This data has been transfered to the Surrey University PRIME computer 
for detailed analysis using the computer code SAMPO (see section 
5.1.2). However before SAMPO is discussed in detail a brief outline of 
the various methods of gamma-ray spectral analysis will be presented. 
As shown in Chapter 4 the gamma-ray spectrum of the source is 
superimposed upon a background spectrum. For the Ge(Li) detector this 
background has been reduced by shielding the detector crystal with lead 
and at all photon energies used the backgound contributes less than 
0.1% to the total number of events in each peak. Since the Si(Li) 
detector is only sensitive to low energy photons, which are absorbed by 
the containment of the detector (the stainless steel vacuum housing 
etc.) shielding is only necessary at the detector window, and this is 
done by the collimator material. As the level of the background is 
such a small fraction of the total number of events this correction has 
been ignored.
However the full energy peak recorded by the multi-channel 
analyser (MCA) is not a simple peak but has several components which 
are shown in Figure 5.1. It can be seen that the peak is made up of 
four discrete parts, the full energy peak itself, a flat background 
continuum, and short term and long term tails. These tails are due to 
the presence of such factors as imperfect charge collection in some 
areas of the detector (see Chapter 3 for a more detailed description of 
this effect) or secondary electron or bremsstrahlung radiation escape 
from the active area of the detector. The differentiation between the 
two tails is due to their different effects on the peak shape? the 
long term tail can be included in the background term but the short
term tail causes more distortion to the peak and needs to be accounted 
for in a different way. The background continuum is due to two
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Figure 5.1: Detailed shape of a full energy peak recorded 
using a Ge(Li) detector. (Meyer(1976))
components, firstly from incomplete energy absorption in the detector
of higher energy photons which will thus register at a lower energy
giving rise to a background under lower energy peaks in the spectrum.
Secondly general laboratory background will also contribute but, as
shown above, this can be ignored. There will also be a small
contribution due to forward scatter events in the absorber interacting
in the detector? since these events have lost energy they will have a
lower energy than the full energy peak but if the energy loss is small
they can still fall within the limits of the full energy peak,
especially when using a poor resolution detector. The use of a
high-resolution Ge(Li) detector reduces the magnitude of this effect
but more importantly the detector collimator reduces such events by
limiting the angle through which photons can be scattered and still be
detected. All these effects however lead to a distortion of the full
energy peak and several techniques have been developed to evaluate the
full energy peak area accurately in the presence of such factors.
It can be argued that since these experiments require only the 
ratio between two peak areas (for the sample in and sample out) to be 
known accurately, very sophisticated techniques are not required. This 
assumes that the peak shape will be unaffected by the different count 
rates and by the presence of the sample. It will be shown later that 
this assumption is not valid for some of the experimental parameters 
used. The deviations are small but should not be ignored in precision 
studies of this kind. The more complex analysis used accounts for any 
small changes in the peak shape before determining the peak area.
5.1.1 Full energy peak evaluation
For a good quality solid-state detector the full energy peak can 
be fairly accurately represented by a Gaussian function of the form
v(x) = b e~ ( x “ P )2 / 2a2y \x ; a e ... equation 5.1
where x = channel number (pulse height) 
B = the amplitude 
p = centroid of the peak 
CT = the full energy peak width
This function assumes that there are no modifying factors, such as 
background, present. Extra functions may be added to the Gaussian to 
account for any tailing effects and many Gaussian based analysis 
techniques are available (Helmer et al (1967),Kowalski et al (1968), 
Foutti and Prussin (1969))
This technique is however only one of two general approaches to
data analysis, the other being direct digital data analysis. Several
methods of direct analysis are available the two simplest being the 
total peak area method (TPA) and Covell's analysis. The TPA method 
sums all channels between two markers and then removes from this sum a 
value corresponding to the background, the background is found by
averaging the values in the two marker channels and then multiplying
this by the number of channels in the region of interest.
h
Area = I a(i) - 0.5(h - m + 1.0)(a(m) + a(h))
i=m
... equation 5 .2 
where a(i) = the number of events in the ith channel 
h = high energy limit of full energy peak 
m = low energy limit of the full energy peak
This method has the advantage of giving the maximum number of events 
for a given full energy peak, however the choice of h and m are 
arbitrary. A slight modification to this method is to average the 
values a(h) and a(m) over several channels rather than a single 
channel. This improves the accuracy of the background estimation, 
however this technique takes no account of any distortion in the peak 
shape, nor any tailing that may be present. However, due to its 
simplicity, it is employed in many commercial multi-channel analysers.
The second direct method of interest is Covell's method (Covell 
(1959)), where the peak area is given by;
+n
Area = I a(i) - (n + 0.5) (a(+n) + a(--n)) 
i=-n
... equation 5.3
here n is the limit of the summation but the summation does not extend 
over more than the full width at half maximum of the peak. If an 
absence of correlation between different channels in the spectrum is
assumed tnen Heydorn and Lada (1972) give the variance as
Variance = Area + (n + 0.5)(n + 1.5)(a(+n) + a(-n))
... equation 5.4
n is chosen so that the area divided by the standard deviation, the 
square root of the variance, is maximised. ttiis method has the 
theoretical advantage of using channels which have the smallest 
relative standard deviation from the Gaussian shape and are least 
distorted by any of the effects mentioned above. This method can be 
used to process multi-peak spectra automatically, and a small computer 
program was written to do this. However since less than half the 
photons in the full energy peak are used, the run times must be more 
than double those needed to produce a given statistical level for TPA 
analysis. Since many of the run times used in these experiments are 
large (50-100,000 seconds) this method was not used due to the 
exceptionaly long run times required.
In addition to the above techniques the use of a modified Gaussian 
function was considered. In recent years there have been several 
computer codes written for automatic analysis of gamma-ray spectra. 
Four of the codes were investigated by the International Atomic Energy 
Authority (IAEA)(Parr et al.(1978)), over 200 set of results from trial 
spectra were evaluated in respect of peak detection, the determination 
of peak position, the determination of peak areas for single and double 
peaks and the error involved in the processing. The analysis performed 
by the IAEA goes beyond that needed for this project since the 
radio-isotopes used were of known composition and hence the energy and 
relative intensities of the various gamma-rays were known. Of interest 
from this report however is the analysis of peak area determination, it 
was found that using a fitting procedure gave consistantly better 
results than simple data analysis for both single and double peaks.
however the improvement of this technique over the others was small. A 
comparison was also done of the four commonest (from the results 
returned) fitting procedures which were SAMPO (Routti and Prussin 
(1969)), GASPAN (Gunnik and Niday(1972)), GAMANAL (Barnes(1968)) and 
PHILIPOT (Philipot(1970)). Each of these techniques showed a variation 
in performance implying that the various users of the code contributed 
to the overall accuracy of the results, but SAMPO came out consistently 
better than the other techniques in all the categories specified. 
Since a copy of this program had recently been installed on the PRIME 
it was decided to use this technique for all data analysis. For simple 
cases, e.g. Cesium-137 with a single gamma-ray at 662 keV, this 
approach is of a much greater complexity than necessary but, the code 
was still used to ensure a uniformity in the data analysis.
5.1.2 SAMPO
Three versions of SAMPO are available at the present time, the 
code was originally developed and written by Routti and Prussin at the 
Lawrence Berkley Laboratory in 1969, and was originally developed to 
run on a mainframe computer with stringent requirements in the data 
analysis as it was to be used in nuclear spectroscopy work. A group at 
Helsinki University in collaboration with CERN modified the original in 
1976 to produce SAMP076 which has a shorter running time but the 
accuracy of the calculations has not been significantly reduced 
(Christiansen(1978)). A more recent modification (SAMPO80) is designed 
to run on a Data General Nova2 minicomputer and by overlaying the 
program only 32K words are required in core memory to run the program 
(Koskello(1981)). The version available at Surrey is the original 
(1969) code and has been in use for several years in different
departments. The code contains many more procedures than are necessary 
for the data analysis of this project, and so a version of the code 
containing only the peak fitting routines was created. This shorter 
version required much less space than the original and loads faster on 
the PRIME. Since the routines themselves are unchanged both programs 
will be referred to as SAMPO.
The function used for fitting the full energy peak is a Gaussian 
function with exponential tails on both the high and low energy sides 
of the peak. The background under the peak is assumed to be a smoothly 
varying function of energy although not necessarily a linear function. 
The fitting code is a chi-squared minimisation of the function
S'2 = I
i=k-m
k+m ' a(i) - b(i) - f(ii)2
a (i ) ... equation 5.5
a(i) is the number of events in the ith channel
b(i) is the background contribution to the ith channel and is defined 
by
b(i) = Pi + P 2(i - k) + P 3(i - k )2 ... equation 5.6
k is the peak centroid
l,m are the left and right limits of the peak
Pi fPa. fP3 define the shape of the continuum under the peak
f(ij) is the fitting function and is given by equations 5.7a to 5.7c;
in these equations ph(j) and pc(j) are the height and centroid of the
jth peak, whilst wj, lj and hj are parameters that determine the peak
shape, these can either be values calculated from previous spectra, or
default values from the program.
The routine requires input parameters for the background continuum, 
b(i), and for the peak shape; these can either be specified by the 
user if the criteria are strict and a peak search is required, or
f (i j ) = p h (j ) exp - j
i - pc(j)
2 w .2
1
••• equation 5.7a
for pc(j )“ lj < i < pc(j)+ hj
f(ij) = pctj) exp i 1 .
^ 3
2i - 2p c (j ) + 1
w . 
3
for i < p c (j ) - 1^
5.7b
f(ij) = p h (j ) exp 5 h .
^ 3
2p c (j ) - 2i + h . 
   1 5.7c
for i > pc(j)- lj
default values will be used by the code. The program then performs a 
peak search of the data (limited to 4096 channels) and provides a 
tabulation of all the peaks found.
The positions of all the peaks found are stored within the program 
and the code then fits a Gaussian to each one. If the centroids of two 
peaks are separated by less than a set number of channels then they 
will be fitted as a doublet, (the maximum seperation of two peak 
centroids, which defines a doublet, can be defined by the user). 
Alternatively, the user can specify the peak centroids and a fitting 
interval and the program will then fit those peaks listed. This second 
approach produces a set of parameters for each peak that can then be 
input into the program . to produce a more accurate evaluation on the 
second iteration. In the early work this two stage analysis was used, 
however if the peak positions were input into the program accurately, 
then no significant difference was found between the first and second
parameters for the peak position accurately and a single iteration was 
used. The output of the code includes the initial and final values of 
all the parameters used together with chi-sguared values. The peak is 
printed out showing the data points, the fitted points and the 
background (see Figure 5.2 for an example of the output). The area of 
the peak is given for the actual data points and also for the fitted 
function data points, these two values give an immediate measure of the 
goodness of the fit and the degree of non-Gaussian contributions to the 
peak. For a Gaussian peak these two values will be nearly identical, 
but for a poor fit due to a bad initial choice of the parameters or 
because of large tails then the two areas will differ substantially. 
Information is also given about the peak shape parameters, the 
chi-squared per degree of freedom, for the peak, the centroid and the 
standard deviation of the peak (with errors) and the magnitude of any 
tails.
The precision of the fit performed by SAMPO was tested for a 
singlet peak by the following experiment. A Barium-133 source was used 
to irradiate the detector and the output from a pulse generator was 
input into the test socket of the Ge(Li) pre-amplifier; the position 
of the pulser peak was set at a higher energy than any of the photons 
from the Barium-133 source. A spectrum was then collected and the 
pulser peak area was determined; the spectrum is shown in 
Figure 5.3(a). The size of the pulser input was then reduced so that 
it sat on the continuum produced by the high energy gamma-rays, thus 
introducing a- significant random background under the peak. Ihe data 
was collected for the same live-time interval as previously and the 
pulser peak area was again calculated. If SAMPO correctly calculates 
the peak areas then they should be equal for both situations, apart 
from any statistical fluctuations in the area. Table 5.1 shows the
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Count rate peak area peak area
(ph/sec) position (a) position (b)
460 72661 72436
510 72535 72545
610 72317 72397
800 72102 72045
Table 5.1: results of SAMPO analysis for peak area
area of the pulser peak for these two situations, for several photon 
fluxes, and it can be seen that there is no significant difference 
between the areas, at each photon count rate. This demonstration shows 
that the use of multi-energy sources will not lead to errors in 
the peak area calculation due to the background continuum under the 
peak.
The fitting of doublet and multiplet peaks is not as precise as 
for singlet peaks and as a result of this only singlet peaks were used 
in the calculation of attenuation coefficients, with the exception of 
the low energy peaks of Americium-241. Hie peaks used were nearly 
completely resolved but still overlapped to a certain degree. Hie 
error introduced by having the peaks not fully resolved was minimised 
by using the double iteration technique, described above, and having 
the program select the optimum fitting interval. Hie main problem with 
the multiplet fitting routine is in the choice of the background and 
this occasionally had to be overridden as the computed background was
singlet peaks where this is not a problem and accurate fitting has been 
achieved.
There are two contributions to the errors in the value obtained 
for the peak area, firstly there is a statistical error in the number 
of photons that arrive at the detector, and secondly there will be an 
uncertainty in the calculation of the peak area from the spectrum data. 
It has been shown above that the peak area evaluation is independant of 
the background under the peak assuming that the background does not 
have any rapidly changing features; thus only the statistical effects 
need to be considered. For a Gaussian peak the standard error in the 
peak area is given by the square root of the total number of events in 
the peak (in the absence of background). To achieve an accuracy of 1% 
therefore a peak area of 10,000 is required. In the presence of a 
finite background the peak area is now given by
The variance in the peak area is now given by the sum of the variances 
of the two values (total counts and the background), which reduces to 
equation 5.8.
For gamma-ray spectra with only one peak, or several closely lying 
peaks, the background can be ignored since it is only the very low 
laboratory background. For gamma-ray spectra with peaks which have a 
wide energy range however the full energy peaks of the low energy 
gamma-rays will sit on a Compton scattered continuum generated by the 
high energy gamma-rays, the more complex the spectrum then the greater 
will be this background. Thus for low intensity peaks sitting on a
Peak area = Total counts - Background
, 2 
+  .a,background
... equation 5.8
/
reported here the full energy peak total is always greater than 10,000 
(which represents the 1% uncertainty in the peak area, assuming there 
is not a significant background contribution) and for the majority of
£T ^
energies the total number of photons was in the range 10 to 10 thus 
giving a statistical error of 0.3 to 0.1%. However some of the less 
intense energies from multiple energy gamma-ray sources were used at
tr
intensities of less than 10 photons. The statistical errors of the 
peaks for all the energies used, including contributions due to any 
background present, lie in the range 0.1 to 2%.
5.2 Count rate effects
The photon count rate can affect the recorded spectrum in two main 
ways, firstly photons that are distinct are detected in such a short 
time interval that they are actually counted as a single, "sum peak", 
value. Alternatively the MCA calculated the length of time necessary 
to remain counting to achieve a total data collection time that is 
equal to the time specified by the user. If this calculation has a 
count-rate dependant error associated with it then this will be a 
source of error in the peak area evaluation.
When data is collected on a multi-channel analyser there are two 
distinct ways of recording the time interval of the measurement. The 
first method is to record the elapsed real time between the start and 
finish of the count; this is called the clock time and although simple 
to measure does not give a true record of the time of data collection 
since, for each event, there is a small but finite time interval during 
which the detector and electronics is unable to register a further 
photon interaction. Ihis interval is called the dead-time of the ADC.
selected, the two gains most frequently used are 2048 and 4096 channels
and for these the conversion times are:
5.3 + 0.0125N microseconds for 4096 channels
3.7 + 0.0125N microseconds for 2048 channels
where N is the address of the recorded event. To allow for dead-time a 
second measure of time is used, which is called the live-time of the
experiment. This is the time for which the ADC is "live" and able to
accept pulses. This is usually measured by having a circuit similar in 
principle to that shown in Figure 5.4. A highly stable oscillator is 
allowed to "free run" on one input of an AND gate, while the second 
input is connected to the ADC; this gate has one of two states 
depending on whether the ADC can accept pulses or not. In the diagram, 
the gate is able to pass oscillator pulses when the ADC is not in its
"BUSY" state. But when the ADC starts to convert a pulse, then the
BUSY signal is generated, at(a), and the gate no longer passes 
oscillator pulses. Cnee the ADC has finished the conversion then this 
level goes high again, at (b), and allows the pulser oscillations to 
pass again. Thus by counting the number of pulses passed by the BUSY 
gate and knowing the frequency of the oscillator the "live-time" of the 
system can be determined. Although this method works well at low count 
rates at higher countrates it was found to be inadequate when dealing 
with high resolution spectra when the effects of pulse pile up give 
rise to an apparent increase in dead-time. This occurs because even a 
small amount of overlap between successive pulses is sufficient to 
throw events out of the narrow spectrum peaks. Therefore although such 
displaced events are still counted, usually on the low-energy side of 
the peaks, they get lost in the background continuum and are no longer
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precision pulse generator connected to the test input of the detector 
preamplifier. The pulser peak was set in a region well away from any 
peaks from the source so that there should be as little interference as 
possible from the source. Photons were then collected for a set 
live-time interval with different incident photon fluxes. The pulser 
frequency was 70 counts per second (cps) and the total ADC count rate 
varied from 150 to 10,000cps. The area of the pulser peak was then 
evaluated using SAMBO and this is plotted against count rate in 
Figure 5.5. This graph shows the percentage difference between the 
recorded count-rate and the number of pulser outputs produced in the 
chosen clock-time interval. Since the pulser has a regular low 
frequency, if this is the only input to the ADC it will not suffer from 
any dead-time problems, as the conversion time for the ADC is much less 
than the time interval between pulses. Thus the value obtained from 
the pulser peak area with the detector disconnected is an accurate 
measure of the pulser output frequency. The points defined by squares 
on Figure 5.5 show the percentage difference between the counts 
recorded in the pulser peak at different MCA count rates and the value 
input from the pulser, using the inbuilt ND66 live-time correction. If 
this inbuilt correction is then removed by recording for a given 
elapsed real time, then the points marked by triangles result.
This graph clearly shown the inadequacy of relying on the 
live-time correction in this application. For count rates above about 
1000 cps the count rate correction increases above the 2% mark and an 
alternative method of dead-time correction must be used.
If this effective dead-time correction is ignored then this may 
result in a severe systematic error in the measurement, since the 
values for the source intensities, with and without the sample, will be
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least-squares fit is performed on the data recorded with the standard 
live-time correction then the resulting equation for the value of the 
residual dead-time losses at different count rates is given by:
dead-time loss correction (%) = 0.00186*count rate
This line is plotted against the measured deviation from the true area 
of the pulser peak in Figure 5,6. This analysis is based upon the 
total flux incident upon the detector and so even if the peak of 
interest is only a small fraction of the total number of events this 
analysis must be applied, T M s  effect causes problems because the 
count rate is not constant during the experiment, but should change 
significantly (for optimal results by a factor of 10). Thus the peak 
areas recorded for no sample present will be lower than the true value. 
When the absorber is interposed between source and detector the count 
rate falls and so the percentage loss of photons is less than in the 
unattenuated case. This means that when the attenuation coefficient is 
calculated the value will be lower than expected. The magnitude of 
this effect can be simulated for a set of pre-determined conditions, 
Figure 5.7 shows the change in the total cross-section for count-rates 
in the range 250 to 10,000 photons per second, for px=2.0, given the 
above relationship between dead-time and count rate. It can be seen 
that for count rates above 1000 a second there is a change in the total 
cross-section by more than one percent.
This difference between the measured and true values of the peak 
area was only recognised after the majority of the data had been 
collected and in most cases it was not possible to accurately determine 
the total detector count rate since the sources are no longer 
available. It is probable that for the multi-energy sources,
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above the 1% correction level. In general thinner samples than the 
optimium value were used so this effect will not be as significant as 
that shown in Figure 5.7, however an extra error of approximately 1% 
will have been introduced in some experiments, causing the calculated 
attenuation coefficients to be too low by this amount.
Another way in which such experiments can be affected is through 
the production of "sum peaks". This will occur when two photons 
interact in the detector in a time shorter than the response time of 
the electronics and so the two separate pulses are not resolved and are 
treated as a single pulse. Coincident radiation from a source can 
occur if the decay from a nuclear excited state to the ground state 
occurs via two or more energy levels, which have short lifetimes. The 
probability that two or more gamma-rays will be recorded by the 
detector will be small since the efficiency of the detector is low 
(typically less than 10%) and the solid angle subtended by the detector 
is also small. The product of these two will reduce the probability of 
both gamma-rays being detected to effectively zero for this 
experimental arrangement. If present in these experiments sum peaks 
would only be a problem if one of the gamma-rays was preferentially 
absorbed by the sample, this would have the effect of increasing the 
number of recorded events in the peak which was less absorbed and thus 
change the ratio from the sample in, sample out measurements. This 
effect however was not observed.
It was shown in Chapter 3 that the position of the absorber can 
change the maximum angle of scatter for photons reaching the detector 
by as much as an order of magnitude for a given source and detector 
separation, it is important that the maximum angle of scatter should 
be minimized to reduce the probability of photons being scattered into 
the detector. If a photon is scattered into the detector from the 
absorber, then it will be counted within the full energy peak if the 
scattering event was an elastic interaction or if the event was small 
angle inelastic scattering.
The magnitude of both of these possibilities varies with the 
energy of the incident radiation. It can be seen from Figure 5.8 that 
the total elastic scattering cross-section is always a small fraction 
of the total cross-section. Even for high atomic number elements it 
has a maximum contribution of approximately 15% and for the elements 
used in this study it was always considerably lower than this. It can 
also be seen that this effect is only important at low to intermediate 
energies (10-150 keV) and so it only affects the low energy results. 
Following the work of Patel (1983) a computer code had been produced to 
calculate small forward angle scattering at low energies; this was 
modified to allow for higher energies than those used by Patel, and to 
cover a greater range in the atomic number of the samples used. A 
further modification was made to allow for the variation in the elastic 
form factor. At low energies and small angles it is possible to 
approximate the form factor to Z, the atomic number of the material but 
at higher energies and greater angles this approximation is not valid 
and this needed to be accounted for in the program. Analysis from this 
program showed that the maximum effect of this form of inscatter was 
very small (approximately 0.5%), and so for the majority of the results
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was ignored.
Inelastic scatter has been treated seperately. From Figure 5.8 it 
can be seen that at some energies inelastic scattering can make up 90% 
of the total interaction cross-section. Figure 5.9 however, shows the 
angular distribution of the Klein-Nis hina equation for three value of 
oc, where oL =Energy(keV)/511.0; the solid line is for cL =0.1, the 
dashed line for oC-1.0 and the dot/dashed line is for o£=10.0. It can 
be seen that the distribution becomes more and more forward peaked as 
the energy value increases. This is important since the contribution 
to the total cross-section also increases with increasing energy in the 
region 100 < E < 5 MeV, and so the probability of in-scatter increases. 
However the fraction of scatter into the small solid angle used in 
these experiments, at the energies used is still less than 0.5%. Since 
the two scattering processes occur in different energy regions the 
total effect of inscattering into the beam will always be less than 
0.5%.
5.4 Error Analysis
If the general equation for gamma-ray attenuation is considered
U = - In x
1 (0 ) 
I(x) ••• equation 5.9
then it can be shown that the error in mu is
2 2o = a 
u x p  In
1 (0 )
I(x)
+ o1(0 ) xl (0) + aI(x) xl(x)
. equation 5.10
From statistical considerations it can be shown that the error in the
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peak areas is given by GJ.^=I(0) and 3^=1 (x). This assumes that 
there are no other processes that contribute to the error in peak area, 
which is not strictly correct. There are however underlying effects on 
the error in the measurement that are dependant on the statistics of 
the experiment and these will be discussed before returning to the 
analysis of these experiments. The above equation can be rewritten as
a 2 =
a 2 1 1(0)__X - In ----
x I (x ) ,
a
X
2
’ , 1
X y +V i < 0 )
l(0)x2 I(x)x:
1 + eyx ••• equation 5.11
This shows that the statistical error in the attenuation value is 
dependant upon the two variables x and 1(0) ( jll is fixed for a given 
energy). The intensity of the unattenuated beam needs to be as large 
as possible since the greater the number of photons in the beam then 
the smaller the standard deviation of the measurement. The thickness 
of the sample influences the measurement in two ways; firstly it needs 
to be as uniform as possible (<fx as small as possible), and from the 
second term in equation 5.11 it can be seen that there are competing 
terms in x. There will thus be a value of x which will minimise this 
second term for a given value of the cross-section and intensity. To 
find the optimum value the expression needs to be differentiated and 
the zero solution found.
U / _ 2 \ _
dx y
-2
Q
X
X
2 2
_
yxu e r ~ 2 e
x x 3I(0) x 2 1(0)" x d 1(0)
_ 2Ku2 2 1 
x hk o ) P T T o T yx epx - 2eMX
... equation 5.12
K = x
( o 2 ) = -21 (0)K (px)2 - 2 + e|JX(px - 2)
... equation 5.13
The solution of equation 5.13 is dependant upon the values of 1(0) and 
K that are used. If the product of 1(0) and K is set to unity (e.g. 
1(0) =106 and K=10~^) then the optimum value for px is 2.997. For 
values of I(0)K less than unity the optimum value of px falls to 2.24 
when l(0)K is very much less than unity. Thus the optimum value of px, 
the mean free path thickness, is between two and three for the 
experimental values of 1(0) and k. Ihe actual error in the 
cross-section is derived from equation 5.11 and is given by
n . yx 1 + e Ho2 = K y 2 + x ^ ( qJ ••• equation 5.14
This function has been plotted over a wide range of values for
1(0) and px. Figure 5.10 shows the change in the error on an
attenuation measurement at different statistical precision and for 
different thicknesses of the sample. The standard error in the sample 
thickness is set to 1%, so K=0.0001, this is slightly higher than the 
measurement error for the samples used. The range of thicknesses of 
the samples ranges from 0.1 to 10 mean free paths (mfp), the range used 
in these experiments was usually 1-3 mfp. The range of intensity of 
the incident beam ranges from 10^ to 106 counts with most values 
lying between 105 to 106 . Figure 5.11(a) shows a three dimensional 
plot for (T^ for a range of values of 1(0) and ux, the range of peak
areas shown is from 2000 to 100,000 (the x-axis) and for the thickness
of the sample this ranges from 0.2 to 10 mean free paths (the y-axis). 
Figure 5.11(b) is a contour plot of the data in Figure 5.11(a) and it 
can be seen that over most of the space defined by these parameters the
o
value for <S^ l is relatively uniform. Ihere is however a sharp

Figure 5.1L(a): Isometric projection of the change in error of an attenuation 
coefficient with peak area and sample thickness
sample 5.0 
thickness 
(mean free paths)
0.0 2000
Figure 5.Hj(b): Contour plot of the data from figure 5.If(a)
sample 
thickness 
(mean free 
paths)
Intensity2000 100,000
C O N T O U R  H E I G H T  * 1 0 " 3
low values for this sample thickness. From further analysis it can be 
shown that the function given in equation 5.14 has the same shape at 
each value of 1(0), the difference being a scaling factor. The 
function goes through a broad minimum as expected from the above 
analysis and the choice of mass thickness of the absorber is not 
critical as long as it lies in the range C 1.5-4 mean free paths7) 
Outside this range the error starts to increase rapidly.
The above analysis shows that the optimum value of jjx lies in the 
range 2-3 mean free paths depending on the value of I(0)K. This result 
is in agreement with that given by Nordfers (1960) where for the case 
ignoring the error in the sample thickness an optimum value of ^ux=2.56 
is obtained. However this is in contrast to that published by Gopal 
and Sanjeevaiah (1973afb). These authors were able to correct 
deviations in the experimental results of Conner et al (1970) with that 
predicted by theory. Gopal and Sanjeevaiah looked at the correlation 
between peak width and absorber thickness for a single photon energy 
and found a definite correlation. Once px became greater than unity 
the measured value of the cross-section started to increase with all 
other factors remaining constant. These experiments repeated the work 
of Conner et al using a sodium iodide detector and the counting 
sequence specified by Conner et al. Later results presented by Kane 
et al (1977) using a Ge(Li) detector did not reproduce this effect, nor 
did experiments conducted in the present work even when very large 
absorber thicknesses were used tyix>5). This effect is presumed to be a 
function of the detection apparatus rather than inherent in the 
physical experiment, since only sodium iodide experiments appear to 
show this effect. Cne possible explanation is the inclusion of 
scattered photons in the full energy peak. A sodium iodide detector 
has much poorer energy resolution so that forward scattered photons
have a much higher probability of inclusion in the full energy peak 
unless very tight collimation is employed. As the thickness of the 
sample increases so does the probability of in-scattering and so for 
thick samples this effect may become more noticeable. The very high 
energy resolution of the solid state detectors reduces the probability 
of inelastic events being included in the full energy peak and hence 
this effect was not found. In line with the above analysis the 
absorbers used in these experiments have been within the range 2-3 mean 
free paths wherever possible but some experiments with thicknesses 
below one mean free path have also been conducted.
It was mentioned above that the statistical analysis does not 
account for the errors introduced by inscattered radiation, nor for the 
effect on the peak area caused by the inaccurate "dead-time" 
correction. These systematic corrections have to be added/subtracted 
to the measured cross-section, and the final error includes the 
uncertainties in these systematic effects.
2 2 2 2
o = o +<j. + o ... equation 5.15
U exp insc cr
where (S^p is the variance given by equation 5.14, is the variance 
due to inscattered photons and &cr is the variance due to count-rate 
effects
5.5 Tabulation of Results
There have been four recent tabulations of experimental 
cross-sections and these are compared with the results obtained by this 
author in Appendix 2; they show the limited amount of experimentation 
that has been done in this field. The four tabulations are Conner 
(1970), Parthasardhi(1974), Hansen (1976) and Rao(1983) The tabulation
number and energy. Figure 5.12(a)-(d) shows the energies and atomic 
numbers of the samples covered by these four tabulations. For 
comparison Figure 5.13 shows the range of energies and atomic numbers 
studied by this author and Figure 5.14 shows the positions of the four 
other tabulations superimposed on Figure 5.13. It can clearly be seen 
that some energies are much more favoured than others and this is due 
to the availability and low cost of certain sources. It also shows the 
need for a more wide ranging study using as many sources and samples as 
possible to build up better coverage of the range of Z and gamma-ray 
energies. The elements chosen for this study are all below Z=54 which 
is the limit of the Jackson and Hawkes parametrization with the 
exception of lead which is a common sample of practical importance.
Table 5.2 shows, in brief, the sources and isotopes used in this 
study; for the multiple energy sources it was not always possible to 
obtain sample thicknesses which allowed an accurate evaluation of the 
cross-section at all the energies present; where this has happened the 
space is marked with a ,P'. If no suitable sample was available for 
any of the energies of a specific source then this is marked with an 
1N', and if all the practicable energies were used then this is 
represented with an 'A1. Two samples (Pd and Sm) were only available 
for a limited time and were of thicknesses such that only 60 keV 
results could easily be obtained. For all the other samples a range of 
measurements were made and these are shown in graphical form in 
Figures 5.14-5.18. For the majority of elements there are two graphs, 
one for the low energy region and one for the higher energy results. 
This is necessary due to the wide range of values of the total 
cross-sections. Each graph shows the experimentally measured data 
points together with error bars for the measurement values. The solid 
line represents the Jackson and Hawkes parametrization values if the
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C Al Si Ti Cu Pd Cd Mo Sn Sm Pt
Am-241 P A P A P P P P P P P
Ba-133 P A N A A N A A A N A
Cd-109 N A A A A N A A A N N
Co-57 N A N N A N A A A N A
Co—60 N A N A A N A A A N N
Cs-137 N A N A A N A A A N N
Eu-152 P A P P A N N P A N N
Mo K-Xray A A A N A N N N N N N
Ag K-Xray A A A A A N N N A N A
Cs K-Xray A A A A A N N N N N P
A = all relevant energies have been used 
P = only some of the energies have been used 
N = samples of correct mass thickness not available
Table 5.2 Isotopes and materials used in this study
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tabulation of Hubbell is used. Values presented here in graphical form 
are tabulated in Appendix X  together with values from other sources 
where available. Discussion of these results is reserved for 
Chapter 6.
5.6 Conclusions
This chapter has shown the analysis used to interpret the data 
recorded in these experiments, and to show the major sources of error 
together with their magnitudes. Where necessary these errors have been 
incorporated into the total errors of each measurement. The 
measurements are discussed in detail in the following chapter; their 
significance is evaluated and the possible directions in which this 
study could be developed are outlined.
Chapter 6: Discussion of Results
The previous two chapters have detailed the experimental procedure used 
in this study and the analysis of the data, including a discussion on 
the major sources of error in these experiments. The purpose of this 
final chapter is to discuss these results in the light of the original 
aims of the study and to indicate directions for future work. Areas 
where the present experimental technique could be improved will also be 
discussed.
The original aims of this study fell into three main areas, all of 
which are linked by the need for precision measurements of gamma-ray 
attenuation coefficients. These aims are listed below:
1) To determine accurate total attenuation coefficients for single 
and multiple element materials in energy regions where little or 
no experimental measurement has previously been made.
2) To compare those experimental values with the best available 
tabulations and also with the Jackson and Hawkes parametrization 
which has recently been developed.
3) To assess the viability of using total attenuation coefficients 
of an unknown sample to determine its elemental composition.
All of these aims have been achieved, at least in part, and the 
rest of this chapter will discuss each one in turn. The third aim is
measurements required for elemental analysis and may also influence the 
samples used; it will therefore be discussed first.
6.1 Photon absorptiometry
As stated above the aim of this part of the study was to determine 
whether the elemental composition of a sample could be deduced from its 
total attenuation coefficient measured over a range of energies. Hie 
analysis of Chapter 2 has shown that this is a non-trivial problem, 
since the solution requires the seperation of exponential components. 
This form of analysis is extremely unstable and will produce very 
different solutions for small changes in the data values. If the total 
attenuation coefficients can be determined with sufficient precision 
then the correct solution can always be determined. The precision 
required for this is in general several orders of magnitude better than 
that achieved in the experiments reported here. Since it is not 
possible to determine the elemental composition of a sample from 
measurements at the level of accuracy reported here, no experiments 
were performed on multi-element absorbers, since in general the 
composition could not be determined from practicable measurements. 
This type of analysis can only be used once single element 
cross-sections can be accurately measured with a precision of better 
than 0.1%. This level of precision represents the primary goal for any 
further experiments along the lines of this research.
Although the solution to the general problem of elemental analysis 
requires very high precision measurements, there are several special 
case situations where useful estimates of elemental composition can be 
achieved using X- or gamma-ray absorptiometry. The simplest problem of
be determined and it is possible to do measurements of the total 
attenuation coefficient above and below the K-edge discontinuity in the 
photo-electric cross-section. Under these conditions small 
concentrations ( approximately 100-200 ppm ) can be determined with a 
relatively high precision. This technique is restricted to photon 
energies below about 100 keV and cannot be applied to the thicker 
samples generally encountered in industrial gauging applications and so 
has not been followed up here.
Another energy region which merits further investigation for 
potential analytical applications is the region close to the K-edge. 
One of the major assumptions when calculating the total attenuation 
coefficient of a compound is the mixture rule. This rule states that 
the total attenuation coefficient of a mixture of elements is made up 
of the weighted sum of the constituent atomic coefficients, which 
assumes that there are no effects on the interaction cross-section due 
to the atomic binding. This approximation is false since the electron 
distributions in compounds differ from those in the pure component 
elements. Ihis causes a small but noticeable change in the 
photoelectric cross-section since this is related directly to the 
energy necessary to liberate electrons from atomic or molecular 
orbitals. Over most of the energy range, however, the mixture rule is 
a good approximation, and effects can only be seen in the energy 
regions close to absorption edges, and particularly the K-edge. Ihe 
study of this region is called EXAFS (Extended X-ray Absorption Fine 
Structure) and although beyond the scope of this study it is an energy 
region which may provide valuable insights into the material analysis 
problem.
In the general area of materials analysis by photon absorptiometry
the analysis of Chapter 3 showed that two component mixtures can be 
analysed if attenuation coefficients can be measured with sufficient 
precision. The increasing use of quantitative computed tomography may 
enable this technique to find some applications. The matrix material 
can be considered as a single "element" in the analysis and the
presence of a second element or compound in that matrix can be deduced 
via its effect on the linear attenuation coefficient. Quantitative
photon CT typically uses a very large number of well collimated photons
in the production of the image and can be used therefore to determine 
accurate absolute linear attenuation coefficients. This general area 
should be investigated further in any continuation of this work.
6.2 Single Element Absorbers
The results of the measurements of total gamma-ray mass
attenuation coefficients for various materials in the energy range 
15-1500 keV are listed in Appendix 2 and illustrated graphically in 
Chapter 5. Figure 6.1 shows the the experimental data points covered 
by the five tabulations refered to in Chapter 5? the work of seven 
other authors who have published a range of experimental values for the 
total attenuation coefficient, are also included although their data 
are more limited than the tabulations of the four main groups cited. 
The extra tabulations used are Howland (1954), Rao (1973), Gopal 
(1973), Christmas (1974), Gowda (1976), Kane (1977) and Prasad (1978). 
From this plot it can clearly be seen that there are regions of energy 
and atomic number that have been frequently employed and that there are 
also some regions that contain little or no experimental measurements. 
The recent compilation by Gerstenberg (1982) has collated all published 
data for the energy range 10 eV to 13.5 GeV for all elements with
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have never been employed for attenuation measurements. The data used 
in Figure 6.1 is not as extensive as that of Gerstenberg but it does 
show that some areas of energy and atomic number still need to be 
investigated. The low energy region has in the past been very 
extensively investigated because of its importance in crystallography, 
X-ray fluorescence and other applications. The region between 500 and 
1500 keV has attracted little experimental interest because the 
incoherent scattering process dominates in this region and this 
phenomenon is thought to be very accurately represented by the present 
incoherent scattering calculations. The intermediate region, between 
100 and 500 keV, is perhaps the most interesting because in this region 
there are three interaction processes (photo-electric, elastic and 
inelastic scattering) of varying importance for different elements and 
energies.
6.3 Agreement with Tabulations
It has been shown elsewhere (Chapter 2) that the agreement between 
the tabulation of Hubbell and the parametrization of Jackson and Hawkes 
is very good (approximately 0.1%). Since the uncertainty of the 
experiments reported here has not approached this precision, it can be 
assumed that the Jackson and Hawkes parametrization is a good 
representation of Hubbell1s values for the total mass attenuation 
coefficient at the energies of interest. Broad trends in the degree of 
agreement between the Jackson and Hawkes formula and the present data 
will now be discussed.
Figures 6.2 to 6.5 show the deviation (defined by equation 6.1) 
between the Jackson and Hawkes parametrization and the experiments
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reported here. The triangles show the percentage deviation between the 
two results, with the error bars representing the percentage 
uncertainty in each measurement. It can be seen that the value of the 
experimental error varies considerably, from under 1% to over 10%. The 
factors affecting the precision of these experiments has been discussed 
in detail in Chapter 5, but high statistics and an optimum sample 
thickness gives high precision results, while low statistics (eg from 
low intensity gamma-rays from poly-energetic sources) or non-optimum 
thicknesses of material (either too thick or toothin) leads to a lower 
precision. The solid horizontal line across each graph shows the 
average percentage disagreement between the experimental results and 
the Jackson and Hawkes formula. For all but one element (Al) this is a 
positive value, indicating that the Jackson and Hawkes parametrization 
gives a higher value for the total cross-section than that obtained 
experimentally. The dashed lines represent the standard deviation from 
the mean for these data points. Table 6.1 lists these values 
numerically.
A low value for the attenuation coefficient of a sample can be 
obtained in two main ways, either the value used for the incident flux 
is too low or the value for the transmitted flux is too high, assuming 
that the thickness of the sample is accurately known. This results 
from the simple equation for gamma-ray attenuation
I(x) = 1(0) exp ...equation 6.2
It has been shown above that the effect of the incorrect dead time 
correction leads to full energy peak values that are lower than 
expected, and that this effect increases as the count rate increases. 
The net effect of this will be to decrease the magnitude of the
Carbon ( 1.01 ±3.87 )%
Aluminium ( -1.17 ±8.57 )%
Aluminium #2 ( 3.30 ±2.44 )% 1
Silicon ( 5.87 ±1.11 )%
Titanium ( 1.26 +2.63 )%
Copper ( 1.69 ±3.30 )%
Molybdenum ( 0.47 ±1.29 )%
Palladium ( 0.10 ±0.00 )% 2
Cadmium ( 1.68 ±2.47 )%
Tin ( 0.58 ±1.74 )%
Samarium ( 5.18 ±1.46 )% 3
Lead ( 3.82 +4.22 )% 3
Table 6.1: Mean and standard deviation of MacCuaig results compared to
the results obtained from the Jackson and Hawkes parametrization.
Notes
l)This aluminium sample is not pure aluminium, but is an impure 
material the theoretical values are corrected for the impurities 
by the Jackson and Hawkes parametrization, as detailed in 
Chapter 4.
2) The palladium sample was on loan only for a short time and only 
one measurement was obtained, hence there is no value for the 
standard deviation
3)These samples have been compared to the tabulations of Storm 
(1970) and not Jackson and Hawkes as they have atomic numbers 
greater than 54.
why the values presented here may be lower than predicted. A
correction has been made for situations where this was thought to cause
a problem, but it has not been possible to apply an accurate correction 
due to the unavailability of some of the sources once the effect had
been discovered. Even allowing for this effect, however, there are
still large discrepancies between the experimental data points and
those predicted by the Jackson and Hawkes parametrization. It is felt
that these are more likely to be produced from the experimental
technique, rather than by substantial faults in the parametrization
because of the wide and unsystematic variation in the magnitude of the
discrepancies and the often large experimental error. This can be seen
more clearly from Figure 6.6 which shows a histogram of the percentage
difference between the values obtained from these experiments and those
predicted by the Jackson and Hawkes parametrization. The solid line
shows the histogram for the 147 data points collected, and it can be
seen that a large fraction of these values lie between ±0.5% of the
Jackson and Hawkes value. Superimposed on this histogram are two
further data sets, these have been generated by histogramming all the
data points with an experimental precision of less than 2% (dashed
line) and those less than 1% (dot-dashed line). For each of these
histograms the shape of the distribution does not markedly change,
Table 6.2 shows the mean value for these three sets of data. Analysis
Data set Mean percentage
difference
All data 1.63%
data <2% 2.02%
data <1% 2.03%
Table 6.2: Mean percentage difference between Jackson and Hawkes
values and the experimental results reported here.
of the data points with respect to energy and atomic number does not
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measurements have been performed with non-optimum thicknesses of 
material (due to cost considerations) and with low photon fluxes due to 
some of the photons used being from less intense gamma-ray lines of 
poly-energetic sources. These experiments should be repeated under
better experimental conditions to try to narrow the disagreements, but 
the present data agrees with the Jackson and Hawkes predictions within 
about 2%.
6.4 Improvements in experimental Technique
Analysis of the sources of error in these experiments has shown
that there are several contributing factors, the main ones being listed 
below:
1) Statistics
2) Material imperfections (thickness, purity, etc)
3) Inscattered photons
4) Count rate dependent effects
In the light of this analysis and the discussion in Chapter 5 a 
better set of experiments could now be proposed to reduce the level of 
uncertainty in photon attenuation measurements. The fundamental 
improvement that can be made is to increase the statistics of the 
experiment by at least an order of magnitude while at the same time
further reducing the solid angles subtended by the sample at source and
detector so that the probability of inscattered radiation reaching the 
detector remains relatively insignificant. The same solution is 
required for both these improvements, namely higher activity sources 
than those available for this study. The use of multi-energy sources
coefficients from the same experiment although the range of energies 
used in any single experiment must be kept fairly low to achieve near 
optimum thicknesses at all energies. Sources with activities of a few 
millicuries would be sufficient for this type of experiment which would
give a hundred fold improvement in the number of photons available 
which can then be used to improve the statistics or reduce the solid 
angle or both. One problem which will be introduced with this amount 
of activity is the need to shield the source, to safeguard laboratory 
personnel; this was not necessary for the majority of these 
experiments due to the very low activity of the sources used.
The problem with this approach however is that as the count rate 
increases the count rate dependent effects in the multi-channel 
analyser become more serious and the effect of this source of error 
will increase. To allow for this a highly stable pulse generator 
should be used to provide a true live time for every spectrum obtained. 
The frequency of this pulser should be sufficiently high so that a 
large number of counts are accumulated in the collection time, although 
not so high that the count rate is significantly, increased since this 
will cause further degradation in the analyser response. The spectra 
from these experiments can then be analysed in the same way as the data 
reported here, although each spectrum will be normalised with respect 
to the pulser peak before any calculations of attenuation coefficients 
are made. Modifications to the experimental procedure as outlined 
above will result in the measurement of total mass attenuation 
coefficients to a much greater precision.
The question of physical irregularities in the sample materials is 
difficult to overcome except by repeated rolling and smoothing where 
necessary. However the thickness variations were found to be small in
present and this will lead to significant errors in the final result if
only a small area of the sample is used. One result from using a
tighter solid angle in the experiments is that a smaller area of the 
sample would be irradiated and so localised fluctuations would become
more important. Discussions with the suppliers will be necessary to
reduce this problem if it did become a significant effect. Sample
purity is again difficult to improve locally and requires that the
purity of the samples as supplied should be as high as possible for use
in these experiments. This will lead to high sample costs if purchased
outright and a better approach might be to arrange a rental scheme with
a supplier so that they can be used for a set time and then returned.
This would in principle be possible since the experiments themselves
will not damage the samples in any way. As discussed in Chapter 4, the
Jackson and Hawkes parametrization is in a form that if contaminating
elements are accurately quantified then their presence can be corrected
for provided that the impurity level is not excessive.
If the present experimental technique is modified in line with the 
above suggestions then the precision of the experiments could be 
reduced from a few percent to a few tenth's of a percent or lower in 
reasonable run times. This would then allow these values to be used in 
elemental analysis with a reasonable probability that an accurate 
solution could be achieved in many situations. It should be noted 
however that experiments with this level of precision will be 
susceptible to a greater number of small scale effects which have been 
ignored in the experiments done to date. These small scale effects 
include the thermal stability of the electronics network, local changes 
in the detector efficiency and its uniformity over the area used, decay 
of the radioactive source, possible temporal changes in the absorber 
and variations in the sample as mentioned above. Whilst all these
here, any move to higher precision experiments will 
inclusion of some of these factors in the error analysis.
necessitate
Appendix 1: Details of tabulations
This appendix gives the details of seven major tabulations of 
total attenuation coefficients that have been published in the last 
seventeen years. The method used to generate the published data is 
given, with the atomic number range and the energy region that each 
tabulation covers. The claimed error in each tabulation is also shown. 
It will be seen that the majority of these tabulations are based on 
theoretical data rather than experimental measurements, although the 
tabulation of Gerstenberg is a collection of all experimental data 
points and represents a more up to date version of the tabulation of 
Veigele although the final data is presented in a different format.
McMaster et al 1969
Mixture of theoretial calculations and experimental results to give
: 94 elements 1 < Z < 94 
: 1 keV < Energy < 1 MeV
: < 2% at all energies where incoherent 
scatter is more than 90% of the total, 
various elements in 6-40 keV region also
: 2-5% all elements 2-6 keV 
and 6-40 keV except those covered above
: 5-15% all elements E < 2keV 
all elements from the K-edge to an energy 
equal to 1.05 the K-edge energy
Form factors of Cromer and Mann (1967) used to give incoherent 
cross-sections for 35 elements, the rest are determined by 
interpolation from known elements. Coherent cross-sections used form 
factor calculations of Cromer and Waber (1965) Experimental 
photo-electric cross-sections were determined by subtracting calculated 
scattering cross-sections from measuered total cross-sections and then 
weighting each measurement by indicate accuracy. The resulting points 
were then fitted to a log-log function to determine the values at the 
listed energies.
cross-sections. 
Attenuation coefficients
Errors
m i
Theoretical calculations for cross-sections, Attenuation coefficients 
and energy absorption.
Attenuation coefficients : 23 elements 1 < Z < 92
: 10 kev < Energy < 100 GeV
Energy absorption air,water and 18 elements 
10 keV < Energy < 10 MeV 
air, water and 7 elements 
10 MeV < Energy < 100 MeV
Interaction cross-sections : 11 compounds and 23 elements
(photo-electric,scattering, : 10 keV < Energy < 100 MeV 
pair production and total)
Errors in attenuation coefficients
1 < Z < 8 30 keV < E < 100 MeV < 1 % 
E < 30 keV < 10%
11 < Z < 29 10 keV < E < 1 MeV 1-2 %
1 MeV < E < 100 MeV 2-3 %
42 < Z < 92 10 keV < E < 1 MeV 1-2 %
1 MeV < E < 100 MeV 2-3 %
Theoretical review of atomic and incoherent scatter form factors for 
values of x where x is given by
Atomic form factor F(x,Z) 1 < Z < 100 0.005 < x < 10 A
Incoherent form factor S(x,Z) 1 < Z < 100 0.005 < x < 10 A
Coherent scatter cross-section 1 < Z < 100 100eV < E < 100 MeV
Incoherent scatter cross-section 1 < Z < 100 100eV < E < 100 MeV
Errors
The percentage difference in F(xfZ) between these calculations and the 
calculations of Cromer-Waber (1965), which are relativistic, are 
usually less than 2% although at high atomic number and high momentum 
transfer the error increases to 6%.
i m
Relativistic Hartree-Foch atomic form factors, together with 
calculations for the coherent scatter cross-section.
F(x,Z) 1 < Z <100 0.01 < x < 10~9 A
Coherent scatter 1 < Z < 100 100eV < E < 100MeV
Errors
The error quoted is between relativistic and non-relativistic 
calculations of Hubbell. For atomic numbers less than 20 the 
difference is less than 1%, above this however the difference starts to 
diverge when either energy or atomic number is considered, thus for
lead (Z=82) the error is 4% below 1 keV, 8% by 100 keV and 13% above
1 MeV.
19BD
Calculation and tabulation of the pair and triplet production and 
atomic cross-sections
all processes 1 < Z < 100 lMeV < E < 100 GeV
The absolute accuracy of the total cross-sections is the order of 1-2%, 
but the agreement with experimental data is generally better than this.
Theoretical calculations, tabulates:
Incoherent bound electron scatter - total and absorption only 
Coherent scatter
Pair production cross-section - Nuclear, pair and
absorption
Photo-electric cross-section - total and absorption
Total cross-section 
Total absorption cross-section 
Total energy absorption 
All processes 1 < Z < 100 IkeV < E < 100MeV
Errors
where photo-electric dominates <10%
where incoherent scatter dominates < 5%
where pair production dominates and < 10%
no photonuclear interactions
Experimental data based tabulations (see Chapter 5), tabulations of 
photo-electric, coherent, incoherent and total cross-sections and the 
mean energy transfer to the electron as a result of incoherent scatter.
Energy range 
Atomic number range
Errors
E > E(K) & Z < 64
E < E(L) & Z < 64
E > E(L) & 73 < Z < 82
All other combinations
0.1 keV < E < 1000 keV 
1 < Z < 92
Error 2-5%
Error 5-20%
Error 2-5%
Error 5-20%
Computer program which generates total cross-sections and 
photo-electric, elastic and inelastic scattering and pair production 
values by interpolation from the following tabulations.
photo-electric : E < 1 keV 
: 1 keV < E <1 MeV 
: E > 1 MeV
Incoherent : All energies
Coherent : All energies
Pair production : All energies
Energy range 0.1 keV < E < 100 MeV
Atomic number range 1 < Z < 98
Errors
Schofield 
McMaster 
Hubbell & Berger
Hubbell 1975
Hubbell 1975
Hubbell Si Berger
These are given in the original tabulations and the interpolation is 
not considered to introduce a significant error in the resulting 
values.
This is a computer compilation of all available experimental data 
for interaction cross-sections. Results are available as values for a 
specific energy and atomic number. It is possible however to treat 
this simply as a large data base and then produce various listings, 
such as the experimentally measured cross-section for a given sample 
over a range of energies, or the difference between experimental 
results and the best theoretical results.
Energy range 10 eV < E < 13.5 GeV
Atomic number range 1 < Z < 94
Cross-sections have only been measured for 82 elements so ^  the 
tabulation is not complete.
Computer based library of
are available
data set is based upon
Photo-electric
Incoherent 
Coherent 
Pair production 
Triplet production
Energy range 
Atomic number range
cross-sections, all components
: All energies Schofield as described 
Hubbell 1977
: All energies Hubbell et al 1975
: All energies Hubbell & Overbo 1979
: All energies Hubbell, Gim & Overbo
: All energies Hubbell, Gim & Overbo
1 kev < E < 100 MeV 
1 < Z < 100
Appendix 2: Tabulation of Experimental data
This appendix tabulates the results from the experiments reported 
in the text above. The tables are ordered for each element in 
ascending energy and show the mass attenuation coefficient calculated 
by the Jackson and Hawkes parametrization together with an error for 
that value, this is estimated from the tabulations of Hubbell and 
varies from 0.5 to 1.0%. Below each Jackson and Hawkes calculation are 
listed experimental results for the same energy. All the listed 
attenuation coefficients are mass attenuation coefficients and are in 
units of (cmVg) • The third column (a) represents the percentage error 
in the present experimental measurements, and the fourth column (b) 
shows the percentage difference between the various results and the 
result obtained from these experiments. For the cross section 
calculated by the Jackson and Hawkes parametrization this value is 
listed in the same row as the experimental value to aid the comparison 
between the experimental uncertainty and the difference between the the 
experimental and the Jackson and Hawkes values. This difference is 
again expressed as a percentage of the total cross-section.
The results for samarium and lead do not have any figures 
associated with the Hawkes and Jackson parametrization since it does 
not calculate cross-sections for elements of atomic numbers greater 
than 54. The theoretical values shown here are interpolated from the 
tabulations of Hubbell5 or ctr^ eL I srcLeC
Energy u-value a b Author
17.443 0.5741(28)
0.5740(146)
0.5704
2.5 0.0
0.6
Jackson and Hawkes 
MacCuaig
Montenegro (1978)
22.103 0.3733(19)
0.3702(78)
0.3695
0.3391
2.1 0.8
-0.2
-9.2
Jackson and Hawkes 
MacCuaig
Montenegro (1978) 
Millar (1974)
26.345 0.2940(15)
0.2750(70)
0.288(7)
2.5 6.5
4.5
Jackson and Hawkes
MacCuaig
Patel (1983)
30.75 0.2508(10) 
0.23 85(15) 0.6 5.2
Jackson and Hawkes 
MacCuaig
35.14 0.2256(11)
0.2257(36) 1.6 0.0
Jackson and Hawkes 
MacCuaig
59.537 0.1761(9)
0.1682(20)
0.1706
1.2 4.5
1.4
Jackson and Hawkes
MacCuaig
Hsu (1984)
81.00 0.1606(8)
0.1625(31) 1.9 -1.2
Jackson and Hawkes 
MacCuaig
121.779 0.1433(7)
0.1426(28) 1.7 0.5
Jackson and Hawkes 
MacCuaig
244.693 0.1148(6)
0.1231(67) 5.4 -7.2
Jackson and Hawkes 
MacCuaig
Energy u-value a b Author
13.37 11.121(55)
11.514(254)
11.02(5)
2.2 -3.5
-4.4
Jackson and Hawkes 
MacCuaig 
Millar (1974)
14.0 10.137(51)
10.086(48) 0.5 0.5
Jackson and Hawkes 
MacCuaig
14.8 8.940(45)
8.589(73) 0.9 3.9
Jackson and Hawkes 
MacCuaig
17.0 5.681(28)
5.459(25) 0.5 3.9
Jackson and Hawkes 
MacCuaig
17.44 5.090(26)
5.078(38)
5.041(23)
4.983(6)
0.8 0.24
0.7
1.9
Jackson and Hawkes 
MacCuaig 
Millar (1974)
White (1980)
17.8 4.877(24)
4.745(19) 0.4 2.7
Jackson and Hawkes 
MacCuaig
18.9 4.031(20)
3.952(40) 1.0 2.0
Jackson and Hawkes 
MacCuaig
22.103 2.574(12)
2.611(11)
2.584
0.4 -1.4
0.4
Jackson and Hawkes 
MacCuaig
Montenegro (1978)
26.4 1.582(8)
1.584(7) 0.44 -0.13
Jackson and Hawkes 
MacCuaig
30.85 1.0448(52)
1.0563(14) 0.13 -1.1
Jackson and Hawkes 
MacCuaig
33.2 0.8702(43)
0.8194(92) 1.1 5.8
Jackson and Hawkes 
MacCuaig
36.4 0.6988(35)
0.6542(98) 1.5 6.4
Jackson and Hawkes 
MacCuaig
59.537 0.2806(14)
0.2809(12)
0.2574
0.2768(22)
0.2745
0.2779(45)
0.43 -0.11
8.4
1.5 
2.3 
1.1
Jackson and Hawkes
MacCuaig
Hsu (1984)
Prasad (1978) 
Conner (1970) 
Machali (1984)
121.779 0.1524(8)
0.1526(18) 1.2 -0.13
Jackson and Hawkes 
MacCuaig
244.693 0.1130(6)
0.1153(44) 3.8 -2.0
Jackson and Hawkes 
MacCuaig
276.397 0.1077(5)
0.1070(59) 5.5 0.65
Jackson and Hawkes 
MacCuaig
344.272
355.999
383.841
443.979
867.388
964.014
1112.116
1407.993
3.1055(39) 3.7 -1.5 MacCuaig
3.0963(5) 
3.1027(28) 2.7
3.09831(49) 
3.09782(234) 2.4
3.09435(47) 
3.09172(646) 7.0
3.08881(33) 
3.1046(97) 9.3
3.06580(33) 
3.06881(1207) 14.9
3.06252(31) 
3.07964(682) 8.6
3.05824(29) 
3.04624(769) 16.6
3.05166(26) 
3.05831(695) 11.9
Jackson and Hawkes 
-6.7 MacCuaig
Jackson and Hawkes 
0.50 MacCuaig
Jackson and Hawkes
2.8 MacCuaig
Jackson and Hawkes 
-17.8 MacCuaig
Jackson and Hawkes 
-4.6 MacCuaig
Jackson and Hawkes 
-27.4 MacCuaig
Jackson and Hawkes
20.6 MacCuaig
Jackson and Hawkes 
-12.9 MacCuaig
Energy
122
u-value
0.1621(16)
0.1496(21)
276.397 0.1084(11) 
0.1063(38)
302.839 0.1044(10) 
0.1007(25)
355.999 0.09755(98) 
0.09412(150)
383.841 0.09451(95) 
0.09246(412)
661.649 0.07452(75) 
0.07496(59)
a b Author
Jackson and Hawkes
1.4 7.7 MacCuaig
Jackson and Hawkes
3.6 3.5 MacCuaig
Jackson and Hawkes
2.5 3.5 MacCuaig
Jackson and Hawkes
1.5 3.5 MacCuaig
Jackson and Hawkes
4.5 2.2 MacCuaig
Jackson and Hawkes 
0.79 -0.59 MacCuaig
This sample was an impure sample of aluminium which was available in 
thicker sections than the high purity material, which resulted in 
higher precision measurements, however the impurity levels were very 
high (see Chapter 4) and so was not used at low energies.
Energy
17.443
22.103
26.345
30.75
59.537
121.779
u-value b Author
6.623(33) Jackson and Hawkes
6.373(83) 1.3 3.8 MacCuaig
6.545 2.6 Montenegro (1978)
3.336(17) Jackson and Hawkes
3.173(18) 0.6 4.9 MacCuaig
3.319 -4.4 Montenegro (1978)
2.035(10) Jackson and Hawkes
1.925(17) 0.9 5.4 MacCuaig
1.941(18) 0.8 Patel (1983)
1.3401(67) Jackson and Hawkes
1.2303(21) 0.2 8.2 MacCuaig
0.3244(16) Jackson and Hawkes
0.2918(42) 1.4 10.5 MacCuaig
0.318(3) 8.6 Patel (1983)
0.1618(8) Jackson and Hawkes
0.1656(42) 2.5 2.4 MacCuaig
Energy
22.103
26.345
30.75
33.2 
36.4
37.3 
43.23 
53.156 
59.537 
88.09
121.779
122.058
136.471
160.5
223.1
244.693
276.397
302.839
u-value b Author
11.908(60) Jackson and Hawkes
12.093(1) 0.0 -1.6 MacCuaig
11.82 2.3 Montenegro (1978)
7.199(36) Jackson and Hawkes
7.149(15) 0.2 0.7 MacCuaig
4.587(23) Jackson and Hawkes
4.644(5) 0.1 -1.2 MacCuaig
3.727(19) Jackson and Hawkes
3.710(31) 0.98 0.46 MacCuaig
2.876(14) Jackson and Hawkes
2.816(31) 1.1 2.1 MacCuaig
2.686(13) Jackson and Hawkes
2.679(60) 2.2 0.26 MacCuaig
1.789(9) Jackson and Hawkes
1.694(33) 2.0 5.3 MacCuaig
1.037(5) Jackson and Hawkes
1.042(34) 3.3 -0.5 MacCuaig
0.7819(39) Jackson and Hawkes
0.7038(16) 0.23 10.0 MacCuaig
0.3385(17) Jackson and Hawkes
0.3337(22) 0.66 1.4 MacCuaig
0.3384 1.4 Conner (1970)
0.2073(10) Jackson and Hawkes
0.2040(11) 0.5 1.6 MacCuaig
0.2067(10) Jackson and Hawkes
0.2017(3) 0.2 2.3 MacCuaig
0.1819(9) Jackson and Hawkes
0.1777(9) 0.5 2.3 MacCuaig
0.1557(8) Jackson and Hawkes
0.1598(52) 3.3 -2.6 MacCuaig
0.1229(6) Jackson and Hawkes
0.1202(65) 5.4 2.2 MacCuaig
0.09759(48) Jackson and Hawkes
0.1170(25) 3.1 -19.9 MacCuaig
0.1090(6) Jackson and Hawkes
0.1050(19) 1.8 3.7 MacCuaig
0.1040(5) Jackson and Hawkes
0.1037(13) 1.3 0.29 MacCuaig
355.999
383.841
662.6
1173.21
1332.47
0.09875(161)
0.09602(48)
0.09562(75)
0.09265(46)
0.09352(207)
0.07185(36)
0.07160(17)
0.05422(27)
0.05340(67)
0.05084(25)
0.05081(72)
1.6 - 1.2 
0.78 0.42
2.2 -0.94 
0.23 0.35
1.3 1.5
1.4 0.01
MacCuaig
Jackson and 
MacCuaig
Jackson and 
MacCuaig
Jackson and 
MacCuaig
Jackson and 
MacCuaig
Jackson and 
MacCuaig
Hawkes
Hawkes
Hawkes
Hawkes
Hawkes
Energy u-value a b Author
17.443 49.413(494)
49.357(120)
49.05
48.9(3)
0.24 0.11
0.6
0.9
Jackson and Hawkes 
MacCuaig
Montenegro (1978) 
Gerward(1982)
22.103 25.68(26)
25.48(13)
25.48
0.51 0.78
0.0
Jackson and Hawkes 
MacCuaig
Montenegro (1978)
26.345 15.717(157)
15.210(58) 0.38 3.2
Jackson and Hawkes 
MacCuaig
30.75 10.085(101)
10.053(13) 0.1 0.3
Jackson and Hawkes 
MacCuaig
53.156 2.209(22)
2.052(83) 4.0 7.1
Jackson and Hawkes 
MacCuaig
59.537 1.6265(163)
1.5589(49)
1.573(16)
1.612(28)
0.31 4.2
0.9
3.4
Jackson and Hawkes
MacCuaig
Rao (1983)
Machali (1984)
121.7792 0.3120(31)
0.2838(2) 0.07 9.0
Jackson and Hawkes 
MacCuaig
122.058 0.3105(31)
0.2926(7) 0.2 5.8
Jackson and Hawkes 
MacCuaig
136.471 0.2569(26)
0.2418(17) 0.7 5.8
Jackson and Hawkes 
MacCuaig
244.693 0.1304(13)
0.1289(4) 0.31 1.2
Jackson and Hawkes 
MacCuaig
276.397 0.1188(12)
0.1150(18) 1.6 3.2
Jackson and Hawkes 
MacCuaig
302.839 0.1115(11)
0.1087(13) 1.2 2.5
Jackson and Hawkes 
MacCuaig
344.272 0.1028(10)
0.1008(3) 0.30 2.0
Jackson and Hawkes 
MacCuaig
355.999 0.1008(10)
0.09903(110) 1.2 1.8
Jackson and Hawkes 
MacCuaig
383.841 0.09646(97)
0.09419(13) 1.4 2.4
Jackson and Hawkes 
MacCuaig
411.111 0.09282(92)
0.09235(91) 0.99 0.51
Jackson and Hawkes 
MacCuaig
443.979 0.08901(89)
0.08640(79) 0.91 2.9
Jackson and Hawkes 
MacCuaig
10.10! XID\OI )
0.0727(2)
0.07203(75)
0.07243
0.07285(38)
0.07165
JL.K/
1.4 
0.4 
0.9
1.5 
0.1
Howland (1954)
Hansen (1974)
Storm (1970)
Conner (1970) 
Laxminarayana (1961)
778.890 0.06678(67)
0.06817(51) 0.75 -2.1
Jackson and Hawkes 
MacCuaig
867.39 0.06324(63)
0.06393(92) 1.4 -1.1
Jackson and Hawkes 
MacCuaig
964.014 0.05993(60)
0.06173(53) 0.86 -3.0
Jackson and Hawkes 
MacCuaig
1112.116 0.05567(56)
0.05953(59) 0.99 -6.9
Jackson and Hawkes 
MacCuaig
1173.21 0.05413(54)
0.05408(36)
0.05411
0.05459
0.67 0.09
0.1
0.9
Jackson and Hawkes
MacCuaig
Storm (1970)
Hansen (1974)
1332.47 0.05075(51)
0.05086(44)
0.05063
0.0561(47)
0.05061(19)
0.87
Jackson and Hawkes 
-0.22 MacCuaig 
0.5 Storm (1970)
10.7 Hansen (1974)
0.5 Laxaminarayana (1961)
Energy
59.537
88.09
121.779
122.058
136.471
244.693
276.397
302.839
355.999
344.272
383.841
661.649
1173.21
1332.47
u-value b Author
4.364(44)
4.412(4)
4.250
4.256(44)
4.363(50)
4.319
1.520(15)
1.530(80)
1.518
0.6729(67)
0.6660(21)
0.6694(67)
0.6767(19)
0.5170(52)
0.5242(44)
0.1781(18)
0.1780(30)
0.1522(15)
0.1480(16)
0.1370(14)
0.1334(10)
0.1162(12)
0.1153(5)
0.1200(12)
0.1194(19)
0.1086(11)
0.1067(16)
0.07275(73)
0.07328(58)
0.0716(14)
0.05341(53)
0.05270(102)
0.04941(49)
0.04932(106)
Jackson and Hawkes 
0.10 -1.1 MacCuaig
-3.8 Storm (1970)
-3.6 Hansen (1974)
-1.1 Prasad (1978)
-4.4 Conner (1970)
Jackson and Hawkes 
5.2 -0.66 MacCuaig
-0.8 Conner (1970)
Jackson and Hawkes 
0.3 1.0 MacCuaig
Jackson and Hawkes 
0.28 -1.1 MacCuaig
Jackson and Hawkes 
0.84 -1.4 MacCuaig
Jackson and Hawkes 
1.7 0.0 MacCuaig
Jackson and Hawkes
1.1 2.8 MacCuaig
Jackson and Hawkes 
0.75 2.6 MacCuaig
Jackson and Hawkes 
0.43 0.78 MacCuaig
Jackson and Hawkes
1.6 0.5 MacCuaig
Jackson and Hawkes
1.5 1.8 MacCuaig
Jackson and Hawkes 
0.79 -0.73 MacCuaig 
-2.3 Kane etal
Jackson and Hawkes
1.9 1.3 MacCuaig
Jackson and Hawkes
2.2 0.18 MacCuaig
Energy
59.537
u-value a b Author
5.512(55) Jackson and Hawkes
5.660(60) -2.6 0.1 MacCuaig
Energy
22.103
26.345
59.537
88.09
122.058
136.471
160.609
223.116
276.397
302.839
355.999
383.841
661.649
1117
1332.47
u-value b Author
15.740 Hubbell
18.275(49) 0.3 MacCuaig
8.833 Hubbell
9.098(181) 2.0 MacCuaig
6.108(61) Jackson and Hawkes
6.127(5) 0.1 -0.3 MacCuaig
6.039(64) Prasad (1980)
2.126(21) Jackson and Hawkes
2.130(5) 0.2 -0.2 MacCuaig
0.9143(91) Jackson and Hawkes
0.8806(20) 0.2 3.7 MacCuaig
0.6959(70) Jackson and Hawkes
0.6575(43) 0.7 5.5 MacCuaig
0.4778(48) Jackson and Hawkes
0.4637(25) 0.5 3.0 MacCuaig
0.2481(25) Jackson and Hawkes
0.2569(32) 1.3 -3.6 MacCuaig
0.1762(18) Jackson and Hawkes
0.1712(8) 0.5 2.8 MacCuaig
0.1554(16) Jackson and Hawkes
0.1508(5) 0.3 3.0 MacCuaig
0.1277(13) Jackson and Hawkes
0.1230(3) 0.3 3.7 MacCuaig
0.1177(12) Jackson and Hawkes
0.1144(8) 0.7 2.8 MacCuaig
0.07455(75) Jackson and Hawkes
0.07239(45) 0.6 2.9 MacCuaig
0.05214(52) Jackson and Hawkes
0.05199(83) 1.6 0.3 MacCuaig
0.04871(49) Jackson and Hawkes
0.04969(90) 1.8 -1.8 MacCuaig
Energy u-value a b Author
22.103 16.1(1)
16.002(1) 0.0
Storm (1970) 
MacCuaig
26.345 10.402
9.641(19)
10.452(203)
0.20
7.8
Storm (1970) 
MacCuaig 
Hansen (1974)
59.537 6.718(67)
6.446(5)
6.683
6.622(66)
0.08 4.0
3.5
2.7
Jackson and Hawkes
MacCuaig
Storm (1970)
Hansen (1974)
121.779 1.0081(101)
0.9956(25) 0.25 0.01
Jackson and Hawkes 
MacCuaig
122.058 1.0026(100)
0.9949(23) 0.23 0.8
Jackson and Hawkes 
MacCuaig
136.471 0.7605(76)
0.7668(37) 0.48 -0.8
Jackson and Hawkes 
MacCuaig
160.5 0.5194(52)
0.5061(42) 0.83 2.5
Jackson and Hawkes 
MacCuaig
223.1 0.2640(26)
0.2629(41) 1.6 0.38
Jackson and Hawkes 
MacCuaig
244.693 0.2245(22)
0.2239(46) 2.0 0.22
Jackson and Hawkes 
MacCuaig
276.397 0.1849(19)
0.1836(11) 0.60 0.60
Jackson and Hawkes 
MacCuaig
302.839 0.1620(16)
0.1593(7) 0.44 1.5
Jackson and Hawkes 
MacCuaig
344.272 0.1370(14)
0.1334(15) 1.1 2.6
Jackson and Hawkes 
MacCuaig
355.999 0.1316(13)
0.1303(5) 0.38 0.99
Jackson and Hawkes 
MacCuaig
383.841 0.1207(12)
0.1206(10) 0.83 0.08
Jackson and Hawkes 
MacCuaig
443.979 0.1122(11)
0.1140(57) 5.0 -1.6
Jackson and Hawkes 
MacCuaig
661.649 0.07469(75)
0.07381(70)
0.07560(102)
0.07441(35)
0.95 1.2
2.4
0.8
Jackson and Hawkes 
MacCuaig 
Hansen(1976)
Conner (1970)
778.890 0.06672(67)
0.06437(207) 3.2 3.5
Jackson and Hawkes 
MacCuaig
964.014
1112.116
1173.21
1332.47
1407.993
3.i0OZtK> ijew ; o.w ±,w w ac^u a ig
3.05822(58) 
3.05781(215) 3.7
3.05337(53) 
3.05350(239) 4.5
3.05169(52) 
3.05214(120) 2.3
3.05277(51)
3.04825(48) 
3.04805(127) 2.6
3.04871(51)
3.04690(47) 
3.04897(216) 4.4
Jackson and Hawkes 
0.70 MacCuaig
Jackson and Hawkes 
-0.24 MacCuaig
Jackson and Hawkes 
-0.87 MacCuaig
1.2 Hansen(1976)
Jackson and Hawkes 
0.42 MacCuaig
1.4 Hansen(1976)
Jackson and Hawkes 
-4.4 MacCuaig
Energy u-value a b Author
30.75 12.925
12.039(25) 0.2
Hubbell
MacCuaig
59.535 11.283(224)
10.905(20) 0.2
Hubbell
MacCuaig
81.000 5.166(104)
4.886(40) 0.8
Hubbell
MacCuaig
Energy u-value a b Author
22.103 73.56
66.19(10) 0.2 10.0
Storm (1970) 
MacCuaig
30.63 29.375
27.921(224) 0.8 4.9
Storm (1970) 
MacCuaig
53.156 6.951
6.962(103) 1.5 -0.1
Storm (1970) 
MacCuaig
59.535 5.029
5.026(1)
5.073(49)
5.074(49)
4.5299
4.826
4.994(87)
0.0 -0.2
0.9
1.0
-9.9
-4.3
0.7
Storm (1970) 
MacCuaig 
Hansen (1974) 
Parthasardhi 
Hsu (1984)
Rao (1983) 
Machali (1984)
122.058 3.148
3.153(10)
3.197
3.372(35)
0.3 1.1
1.4
3.6
Storm (1970) 
MacCuaig 
Hsu (1984) 
Hansen (1974)
136.471 2.400
2.374(15)
2.417
2.520(26)
0.7
1.8
5.8
Storm (1970) 
MacCuaig 
Hsu (1984) 
Hansen (1974)
276.397 0.4599(46)
0.4463(17)
0.4549
0.4 2.9
1.9
Hubbell 
MacCuaig 
Hsu (1984)
302.839 0.3980(40)
0.3681(10)
0.3763
0.3 7.3
2.2
Hubbell 
MacCuaig 
Hsu (1984)
355.999 0.2954(30)
0.2643(6)
0.2747
0.2 10.5
3.9
Hubbell 
MacCuaig 
Hsu (1984)
383.841 0.2519(25)
0.2294(15)
0.2395
0.6 8.9
4.4
Hubbell 
MacCuaig 
Hsu (1984)
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