We previously obtained a generalization and refinement of results about the ramification theory of Artin-Schreier extensions of discretely valued fields in characteristic p with perfect residue fields to the case of fields with more general valuations and residue fields. As seen in [VT16], the "defect" case gives rise to many interesting complications. In this paper, we present analogous results for degree p extensions of arbitrary valuation rings in mixed characteristic (0, p) in a more general setting. More specifically, the only assumption here is that the base field K is henselian. In particular, these results are true for defect extensions even if the rank of the valuation is greater than 1. A similar method also works in equal characteristic, generalizing the results of [VT16] .
Introduction
Let K be a henselian valued field of mixed characteristic (0, p) with arbitrary valuation and L|K a non-trivial Galois extension of degree p. We present a generalization and refinement of the classical ramification theory in this case. In [VT16] , we considered Artin-Schreier extensions, when the defect is trivial or the valuation is of rank 1. The results we present in this paper are true without such assumptions. We also remark that similar methods can be used to improve the results of [VT16] and it is possible to remove the aforementioned assumptions.
First we consider Kummer extensions L|K, where K contains a primitive p th root ζ of unity. The general case is then reduced to this case, by using tame extensions and Galois invariance.
Invariants of Ramification Theory
Let K be a valued field of characteristic 0 with henselian valuation ring A, valuation v and residue field k of characteristic p > 0. We assume that K contains a primitive p th root of 1, let us denote it by ζ p = ζ. Let L = K(α) be the (non-trivial) Kummer extension defined by α p = h for some h ∈ K × . For any a ∈ K × , h and ha p give rise to the same extension L. Let B be the integral closure of A in L. Since A is henselian, it follows that B is a valuation ring. Let w be the unique valuation on L that extends v and let l denote the residue field of L. We denote the value group of K by Γ K := v(K × ). The Galois group Gal(L|K) = G is cyclic of order p, generated by σ : α → ζα. Let z := ζ − 1 Let A = {h ∈ K | the solutions of the equation α p = h generate L over K}. Consider the ideals J σ and H, of B and A respectively, defined as below:
It is not apparent from the definition that H is indeed a subset of A, we prove that in Lemma 3.9. Our first result compares these two invariants via the norm map N L|K = N , by considering the ideal N σ of A generated by the elements of N (J σ ). We also consider the ideal I σ = ({σ(b) − b | b ∈ B}) of B. The ideals I σ and J σ play the roles of i(σ) and j(σ) (the Lefschetz numbers in the classical case, as explained in 2.2), respectively, in the generalization.
Main Results
We will prove the following results in sections 4 and 6, respectively. Then extend them to the non-Kummer case, in section 7. 
(iii) Furthermore, these maps induce the following commutative diagram:
The maps ∆ N , N are induced by the norm map N .
The map rsw in (i) is a refined generalization of the refined Swan conductor of Kato for complete discrete valuation rings [KK89] . Remark 1.6. If L|K is unramified (e L|K = 1, l|k separable of degree p), then we have i(σ) = j(σ) = 0, I σ = J σ = B and H = A. Consequently, our main results are trivially true. From now on, we assume that L|K is either wild (e L|K = p, l|k trivial ), ferocious (l|k purely inseparable of degree p) or with defect.
Outline of the Contents
We begin, in section 2, with a preliminary discussion of Kähler differentials, defect and classical invariants of ramification theory. Section 3 contains the description of Swan conductor in the defectless case and some results that connect defect with the ideal J σ . We prove Theorem 1.3 in section 4. In the next section, we use it to prove Theorem 5.1. This allows us, in the defect case, to express the ring B as a filtered union of rings of the form A[x]|A, where the elements x ∈ L × are chosen in a particular way. The generalized and refined definition of the refined Swan conductor rsw is presented in section 6. First we define it in the defectless case and then extend the definition to defect extensions. We also prove Theorem 1.5, first for defectless extensions and then for defect extensions, using Theorem 5.1. Results that can be proved in a manner similar to the Artin-Schreier case are presented without proofs. In the seventh section, we extend the main results to the non-Kummer case. The last section consists of some remarks about how the results of [VT16] can be generalized to Artin-Schreier defect extensions of higher rank valuations, in a similar fashion.
Preliminaries

Definitions
Definition 2.1. Differential 1-Forms (i) Let R be a commutative ring. The R-module Ω 1 R of differential 1-forms over R is defined as follows: Ω 1 R is generated by
• The set {db | b ∈ R} of generators.
• The relations are the usual rules of differentiation: For all b, c ∈ R, A is generated by
• The relations are the usual rules of differentiation and an additional rule: For all b, c ∈ A and for all
(ii) Let L|K be an extension of henselian valued fields, B the integral closure of A in L and hence, a valuation ring. We define the B-module ω For a more general discussion on defect, see [FVK06] .
Classical Invariants
Let K be a complete discrete valued field of residue characteristic p > 0 with normalized valuation v, valuation ring A and perfect residue field k. Consider L|K, a finite Galois extension of K. Let e L|K be the ramification index of L|K and G = Gal(L|K). Let w be the valuation on L that extends v, B the integral closure of A in L and l the residue field of L. In this case, we have the following invariants of ramification theory:
• The Lefschetz number i(σ) and the logarithmic Lefschetz number j(σ) for σ ∈ G\{1} are defined as
Both the numbers are non-negative integers.
• For a finite dimensional representation ρ of G over a field of characteristic zero, the Artin conductor Art(ρ) and the Swan conductor Sw(ρ) are defined as
Both these conductors are non-negative integers. This is a consequence of the Hasse-Arf Theorem (see [S] chapters 4, 6).
The invariants j(σ) and Sw(ρ) are the parts of i(σ) and Art(ρ), respectively, which handle the wild ramification. We wish to generalize these concepts to arbitrary valuation rings. Let us begin with the case of discrete valuation rings, possibly with imperfect residue fields.
3 Swan Conductor, Best h and Defect
Complete Discrete Valuation Case
The following lemma classifies Kummer extensions of complete discrete valued fields.
Lemma 3.1. (See [OH87] , [XZ14] .) Let L|K be an extension of complete discrete valued fields, π a prime element of K. We use the notation of 1.1,
Then we have the following cases:
(ii) h = cπ.
In the case (i), L|K is unramified. In (ii) and (iii), it is wild and in the last two cases, it is ferocious. We compute j(σ) in each case.
Best h and Swan Conductor: Classical Case and General Case
Definition 3.2. Let L|K be as in Lemma 3.1. We do not require k to be perfect. We define the Swan conductor of this extension by
This definition coincides with the classical definition of Sw(L|K) when k is perfect. Any element h of A that achieves this minimum value is called best h.
It is well-defined upto multiplication by
Remark 3.4. Lemma 3.1 explicitly describes best h.
We generalize the definition of best h to arbitrary extensions as in 1.1.
Definition 3.5. Let L|K be as in 1.
1. An element h of A is called best if
If h is best, H is the principal ideal generated by
h−1 and plays the role of Sw(L|K) in the generalization. We cannot, however, guarantee the existence of best h in general.
Defect, J σ and Best h
Lemma 3.7. Let L|K be as in 1.1, except that we don't require ζ ∈ K. Assume further that L|K is either wild or ferocious. Then
is of order p and generated by w(µ) or l|k is purely inseparable of degree p and generated by the residue class µ of µ.
2. Let µ be as above, Proof. See the proof of Proposition 3.10 of [VT16] .
Lemma 3.9. For L|K as in 1.1, H is an integral ideal of A.
Since K is henselian, β ∈ K and this contradicts our assumption that L|K is non-trivial.
Lemma 3.10. Let L|K be as in 1.1. If L|K is defectless, then we can find best h satisfying exactly one of the following properties:
(ii) h = ct; p ∤ v(t).
where
Proof. Follows from Proposition 3.8.
Proof of Theorem 1.3
Let L|K be as in 1.1. First we prove H ⊂ N σ . Let h ∈ A, we want to show that Next, we prove the reverse inclusion N σ ⊂ H. If L|K is defectless, this follows directly from Proposition 3.8 and Lemma 3.10. Proof in the defect case requires some work.
Let L|K be a defect extension as in 1.1. The value group Γ = Γ K need not be an ordered subgroup of R. Let v denote the valuation on L and also on K. Given any b ∈ L\K, we want to show that N
It is enough to consider the case when b is a unit. For any α such that
Thus, we may assume
We divide the proof into two cases: p = 2 and p > 2.
Case p = 2
Proof. In this case, σ 2 = id, ζ = −1 and z = −2. Let b ∈ B × \A.
Clearly, σ(x) = −x and hence,
We have x − 1 = −2b
Case p > 2
Proof. Consider the formal expression
Then (σ − ζ)(y) = Tr(γ) = 1, i.e., σ(y) = ζy + 1.
Next define x b = x := 1 + zy. Then σ(x) = 1 + z(ζy + 1) = 1 + z + ζ(zy) = ζ(1 + zy) = ζx.
Consequently,
, the ideal J σ ,b B of B is finitely generated and therefore, principal. Observe that
This concludes the proof.
Remark 4.3. In [VT16] , we used an argument that required the rank of the valuation to be 1. The above argument, however, works for valuations of arbitrary rank. 
H is a principal ideal of A.
J σ is a principal ideal of B.
L|K is defectless.
Filtered Union in the Defect Case
Let L|K be a defect extension as in 1.1. We will write the ring B as a filtered union of rings A[x] and study the extensions K(x)|K for a better understanding of L|K.
is a filtered union, that is, the following are true:
z ; where γ α = γ ∈ A such that α ′ ∈ B × . We will show that these α's satisfy the conditions of Theorem 5.1. Note that the ring A[α ′ ] does not depend on the choice of γ.
Preparation for the Proof
Proof. Since α 1 , α 2 ∈ B × generate the same extension, (by Remark 5.4) we have σ α1 α2
Remark 5.4. Let σ(α 1 ) = ζα 1 and σ(α 2 ) = ζ i α 2 for some 1 ≤ i ≤ p − 1. Consider the unique number j satisfying 1 ≤ j ≤ p − 1 and ij ≡ 1 mod p. Clearly, α 2 and α j 2 give the same extension L|K and σ(α 
Proof. It is enough to consider the case
Since this is the defect case, I σ = J σ and hence, by Theorem 1.3,
In particular, all the elements of valuation greater than or equal to pv 0 are in H. Pick some α ∈ S , α p = h and let c be as follows.
By definition of H, it is possible to choose h such that pc = v
Proof of Theorem 5.1
As in the case of Artin-Schreier extensions (see section 5.4 of [VT16] ), it is enough to prove the following result:
Here, F denotes the minimal polynomial of α ′ over
K.
Proof. For any α ∈ S with α p = h , we have
We want to show that for a "special" α, for all 0 ≤ m, j ≤ p − 1,
Thus, (5.8) is equivalent to
The rest follows from Lemma 5.5, Lemma 5.6 and the following argument. This is taken directly from [VT16] , it is worth noting that we did not use the rank 1 assumption in these steps and therefore, the argument is valid for higher rank valuations.
(
Step 1) Construction of the special α
′
We begin with an α 0 satisfying (σ(β) − β) ⊂ (σ(α
2 (β) = (σ − 1)(b 1 )γ 0 . We don't know much about the valuation of (σ − 1)(b 1 ), however. Let
Using this process, we can find b i 's and α i 's such that (σ − 1)
Let γ be the γ j with smallest valuation involved in the expression for i = p − 1. Let α denote the corresponding α j . We will show that this α satisfies the required property.
In particular, this is true for t = p − 1, proving the statement (5.10) for the case i = 0, j = 1.
For the terms of the form β j , we use induction on j and Lemma 5.6. Valuation of each term in the expansion is at least (p − 1)v(γ). In fact, by a similar argument,
Therefore, (again using the identity), we have
Once again, both these terms have valuation ≥ (p − 1)v(γ).
6 Refined Swan Conductor and Proof of Theorem 1.5 Definition 6.1. Let K be as in 1.1. For any x ∈ K × , we define elements δ log x ∈ H x ⊗ ω 1 A as described below. H x is the ideal of A given by H x := (x − 1)A ∩ A ∩ 1 x−1 A if x = 1 and H 1 := (0).
• δ log 1 := 0.
• If 0 = x ∈ m A , δ log x := 1 ⊗ dlog x.
• If x ∈ K\A, δ log x := −δ log(1/x).
Furthermore, for any 0 = b ∈ A, we define elements δb ∈ bH b ⊗ ω 1 A by δb := bδ log b and δ0 := 0.
Lemma 6.2. For all b, c ∈ A and for all x, y ∈ K × , we have
(Leibniz rule) δ(bc)
= cδb + bδc in (bH b ∪ cH c ∪ (bc)H bc ) ⊗ ω 1 A .
Refined Swan Conductor rsw in the Defectless Case
We first define the refined Swan conductor for the defectless case (below) and then extend the definition to the defect case.
Definition 6.3. Let L|K be as in 1.1 and defectless, given by best h. Consider the ideal I of A defined by
We note that this definition only depends on the valuation of h − 1 and hence, is independent of the choice of best h.
The refined Swan conductor rsw of this extension is defined to be the A-homomorphism
given by r → r z p δ log h. We will show in Lemma 6.5 that this definition is independent of the choice of best h.
Remark 6.4. We can also view rsw as an element of
A . This definition is consistent with Kato's definition in [KK89] . We note that H h is independent of choice of best h.
Lemma 6.5. Let L|K be defectless, given by best h. Then the refined Swan conductor of this extension, i.e., the A-homomorphism δ log h, is independent of the choice of h. 
Defectess Case
Let L|K be as in 1.1 and defectless, given by best h. Without loss of generality, we may further assume 0 ≤ v(h) < pv(z). We will divide the proof in two cases:
• Case p > 2: If h ∈ m A , ν = w(z). Since α ∈ B, zα = (σ − 1)(α) ∈ I σ . By our assumption on h, w(zα) < 2w(z) ≤ (p − 1)w(z) and hence, I ⊂ I σ ∩ A. When h ∈ A × , we consider the element b of I σ given by
• Case p = 2: In this case, (p − 1) = 1 and z = −2. By Lemma 3.7, the ideal I σ of B is generated by the elements (σ − 1)(xµ) = x(σ − 1)(µ); x ∈ K, xµ ∈ B where µ is either α or α − 1. Since (σ − 1)(α − 1) = (σ − 1)(α) = −2α, I σ is generated by (2α)K ∩ B.
When α − 1 ∈ B × , w < ν. Now suppose that there is no such element. In particular, 2s ≥ 2e ′ . Any element x of I must satisfy w(x) > 2e ′ − s. If there is an
> s. By the assumption above, we must have
Since
we have I ⊂ I σ .
Proof of Theorem 1.5 in the defectless case. We will use the characterization in Lemma 3.10.
• Case (i): h = 1 + cz p ; c / ∈ {x p − x | x ∈ K}. As mentioned earlier, L|K is unramified in this case and the result is trivially true.
• Case (ii): In this case, h ∈ m A and p ∤ v(h). Consequently, the B-module ω 1 B|A is generated by dlog α and the diagram is given by the following maps:
. Hence, ϕ σ is an isomorphism. Since H ⊂ I ⊂ (I σ ∩ A), the map rsw is well-defined, independent of the choice of h.
• Cases (iii)-(v): In these cases, 1 = h ∈ A × , α ∈ B × and the B-module ω 1 B|A is generated by dlog(α − 1). The diagram is given by the following maps:
It is easy to verify that ϕ σ is an isomorphism. Since H ⊂ I ⊂ (I σ ∩ A), the map rsw is well-defined, independent of the choice of h. By definition,
The rest follows.
Preparation for the defect case
Let L|K be a defect extension as in 1.
Since there is defect, we consider Ω Proof. Validity and properties of the map rsw ′ follow from the commutativity of the first diagram and properties of the map rsw. The rest follows from Proposition 7.7.
8 Generalizing the Results of [VT16] to Defect Extensions of Rank > 1
In [VT16] , we proved the main results under the assumption that the Artin-Schreier extension L|K is defectless or has valuation of rank 1. However, we observed the following.
• In the case p = 2, the results were true regardless of the rank of the valuation. This led us to believe that the results should be true for defect extensions of higher rank, even when p > 2.
• Many of the key lemmas, such as Proposition 3.8, were proved without using the condition on the rank.
• If we could prove the result H = N σ independent of the rank, the rest would follow.
We can easily modify the proof of Theorem 1.3 presented in 4.2 to fit the Artin-Schreier case. Similarly, we can imitate the proof of Lemma 6.13 and thus, the main results of [VT16] can be generalized to the higher rank defect case.
