A comprehensive comparison between the results of a multiscale threedimensional adaptive MHD model of the comet Halley magnetosphere and in situ observations by the Giotto mission is presented. It is shown how a steady state model can describe the effects of the varying IMF direction on the cometary magnetosphere. The simulation results reproduce the observed profiles of the magnetic field and plasma velocity very well. There are only two discrepancies. First, the magnitudes of both the magnetic field strength and plasma velocity are slightly but systematically lower in numerical simulation as compared with the experiment. This can be attributed to some inaccuracy in our knowledge of plasma interaction parameters (ion-neutral momentum exchange rate, photoinization and recombination rates). Second, the observed and simulated magnetic field profiles show some differences in the anticipated ion pile-up region along the outbound trajectory. This means that the ion pile-up region on the outbound leg (if it existed) differed significantly from that on the inbound leg.
Introduction
In the last decades several large-scale, two-and threedimensional numerical MHD models have been developed to describe the solar wind interaction with comets [e.g., Schmidt and Wegmann, 1982; Fedder et al., 1986; SchmidtVoigt, 1989; Schmidt et al., 1988; Huebner et al., , 1991 Russell et al., 1991; Wegmann et al., 1993 Wegmann et al., , 1998 Lindgren and Cravens, 1993; Yi et al., 1996] . These models reproduced important features of the cometary induced magnetospheres and significantly advanced our understanding of the global nature of the interaction between the solar wind and the expanding cometary atmosphere. However, these MHD models suffered from three general limitations: (1) the volume of simulation was not large enough to include the entire upstream mass loading region, the flaring shock, and the long antisunward cometary tail; (2) the resolution was not sufficient to resolve multiscale structures in a single simulation (such as the upstream mass loading region, the cometary plasma tail, and the diamagnetic cavity); and (3) it is difficult to choose physically appropriate boundary conditions.
A new generation of cometary MHD models [Gombosi et al., 1994 [Gombosi et al., , 1996 Häberli et al., 1997] alleviated these shortcomings. These models use an adaptively refined unstructured Cartesian mesh and solve the MHD equations with a modern high-resolution upwind numerical scheme [Powell et al., 1999] . They include main physical processes responsible for the origin of the induced magnetosphere: mass loading, electron impact and photoionization, recombination, and ion-neutral friction. The adaptive grid makes it possible to achieve very high resolution in the most interesting regions, in particular, in the diamagnetic cavity.
Most of the existing models deal with quasi steady state cometary magnetospheres assuming that the cometary gas production rate and parameters of the free-streaming solar wind do not change on the timescale of the problem (which is typically tens of days). Several attempts have been made to investigate how the cometary magnetosphere progresses from one steady state to another as the conditions in the so-lar wind suddenly change (such as the solar wind ram pressure or the interplanetary magnetic field (IMF) orientation) [Schmidt and Wegmann, 1982; Schmidt-Voigt, 1989; Wegmann et al., 1993; . Cometary plasma tails exhibit significant temporal variations, since the time required for a magnetic flux tube to travel through the entire magnetosphere is much larger than the characteristic time for the variation of the solar wind parameters. For this reason, it is not clear how steady state models are applicable to reproduce cometary observations. Case studies of detailed comparisons of simulation results with available experimental data are necessary to address this issue. This paper presents the results of such a comparison between the three-dimensional (3-D) adaptive MHD model of Gombosi et al. [1996] and particle and field observations from the Giotto spacecraft.
Simulations and Empirical Model
The analysis presented in this paper is based on the 3-D global MHD simulation of comet Halley's plasma environment [Gombosi et al., 1996] and on an empirical model derived from particle and field observations by the Giotto spacecraft . Gombosi et al. [1996] solved the dimensionless equations of single-fluid ideal MHD:
Here t is time, r is cometocentric coordinates, ρ is mass density, p is pressure, u is plasma velocity, u N is neutral gas velocity, B is magnetic field, and ε is energy density. All quantities denoted by the tilde symbol are normalized with the help of physical parameters in the undisturbed upstream region as follows:
where λ ∞ is ionization length, ρ ∞ is unperturbed solar wind mass density, and a ∞ is the hydrodynamic sound speed in the unperturbed solar wind. Three dimensionless parameters arẽ
where Q is the neutral gas production rate of the comet, m c is the mass of the cometary ion, k in is the ion-neutral momentum trasfer collision rate, and f i is the ratio of λ ∞ to the local ionization length (f i can be larger than 1 in the inner coma because of enhanced electron impact ionization). The recombination rate α depends on the electron temperature, which was not calculated in the simulation but inferred from the experiment. The system of equations was solved for conditions characterizing comet Halley during the Giotto flyby. The parameters are listed in Table 1 . At the boundaries of the simulation box (25 Gm in the upstream, 50 Gm in the downstream and perpendicular directions), free-streaming solar wind conditions were applied, while the source and loss terms were applied inside the simulation domain. The use of such a large simulation box is very important because the cometary exosphere extends to very large distances. The undisturbed solar wind was assumed to be magnetized with the IMF pointing in the direction of the nominal Parker spiral. The upstream acoustic and Alfvénic Mach numbers were M = 10 and M A = 10.
The total number of grid points in this 3-D MHD calculation is only about 500,000 with 16 levels of adaptive refinement. The solution contains far, far more details than a solution from a nonadapted grid of 80 × 80 × 80, which would require approximately the same amount of memory and CPU to compute. The largest and smallest cell sizes were (3.125 × 10 6 km) 3 and (48 km) 3 . This is a nearly 5 orders of magnitude change in grid size in a single calculation.
We will compare the simulation results with the empirical model of the magnetic field distribution based on the Giotto magnetic field experiment results Neubauer et al., 1995] . This empirical model is based on the assumption that the main consequence of the variation of the solar wind parameters is that the cometary magnetosphere rotates around the tail axis together with the rotation of the IMF. Thus the magnetic field data represent a steady-state-like regular field structure if they are plotted in the coordinate system X IMF Y IMF Z IMF , defined by IMF direction as follows:
where x IMF , y IMF , and z IMF are unit vectors of the coordinate system, u SW is the unperturbed solar wind velocity, and B SW is the interplanetary magnetic field. Simulation results as well as observational data will be represented in this coordinate system. Note, that the coordinate system used by Gombosi et al. [1996] differs from X IMF Y IMF Z IMF as follows: x = −x IMF , y = −y IMF , and z = z IMF .
The trajectory of Giotto was calculated in the IMF-based coordinate system by , and points along the trajectory are shown in Figure 1 . Being represented in this coordinate system, the Giotto trajectory appears to be a rather complicated spiral which covers more There were no in situ measurements along the Suncomet line. The plasma velocity along this line was estimated by using the time delay between the crossings of the same current sheet on the inbound and outbound legs of the Giotto trajectory [Israelevich et al., 1993] .
Magnetic Field Comparison
It is possible to construct the magnetic field distribution in the plane X IMF = 0 using the Giotto measurements. The number of points with known magnetic field vectors is further increased if one further uses symmetry relations between the components B x , B y , and B z close to the comet, that is, essentially in the magnetic pile-up region around comet Halley at distances less than 10 5 km:
The analysis volume is now filled with magnetic field vectors, which can be considered as a superposition of the three-dimensional magnetic field distribution of the vector B(x, y, z) and some small fluctuations. A three-dimensional smoothed version of the magnetic field distribution near the Y − Z plane was obtained by using the following Taylor expansion:
The expansion coefficients were determined by a least-meansquares technique using all the data in small spheres around points of a grid (0, y 0jk , z 0jk ), and the empirical model for the magnetic field distribution in the Y − Z plane was obtained in this way.
The empirical distributions of all three components of the magnetic field vector are shown in the three left panels of Figure 2 . Isocontours of B x , B y , and B z are given from top to bottom. Distributions of the magnetic field vector components for the numerical model are given in the right column. The correspondence between two sets of distributions is striking, except several small-scale peculiarities in the experimental model near Z IMF = 0, |Y IMF | = 15. These peculiarities are artifacts due to poor coverage of the (Y IMF , Z IMF ) plane by Giotto trajectory near this location. The configuration depicted in Figure 3 results from the deflection of the magnetic field lines in the direction perpendicular to the solar wind velocity as they approach the obstacle. In other words, the main part of the magnetic flux incoming with the solar wind bypasses the comet at the flanks, and only a minor part participates in the formation of the magnetic tail. Such a behavior was predicted by several authors some 20 years ago [Ershkovich, 1978; Podgorny et al., 1980] . The measure of the intercepted magnetic flux is readily calculated from the results of numerical modeling, and its distribution along the X axis is given in Figure 4 . One can see that only 10% of the solar wind magnetic flux takes part in the formation of the magnetic tail, since a fraction of the solar wind electric field which penetrates into the cometary tail (i.e., shielding factor) is of the order of 0.1, on average [Ershkovich, 1978; Podgorny et al., 1980] . The Giotto trajectory during the encounter with comet Halley was only slightly inclined to the (Y IMF , Z IMF ) plane, and it lies in the vicinity of X IMF = 0. For this reason, experimental 2-D distributions of the magnetic field are available only for the X IMF = 0 plane (see Figure 2) . The magnetic field configuration on the nightside of comet Halley has not been directly observed. However, it was shown in laboratory simulations of the induced cometary magnetosphere [Podgorny et. al., 1980] that the magnetic field topology significantly changes behind the obstacle. In particular, the curvature of the IMF terminator (X IMF = 0) projection of magnetic field lines changes sign near the equatorial plane, and the field lines become concave [see Podgorny et al. 1980, This effect is reproduced in our numerical simulations. Figure 5 shows the distributions of the B y component in different cross-sectional planes of the cometary magnetosphere. In the X IMF = −9.2 × 10 3 km plane (which cuts through the diamagnetic cavity), the magnetic field topology remains essentialy the same as in the plane X IMF = 0. On the other hand, in the X IMF = −24.4 × 10 3 km plane (corresponding to the nightside end of the diamagnetic cavity), the y component of the magnetic field starts to change sign as compared to the cross section at the X IMF = 0 plane. Further down in the tail (in the X IMF = −48.8 × 10 3 km plane), the sign of B y is changed in the whole equatorial (Z IMF = 0) region. At the same time the sign of the y component remains the same in the polar regions (Y IMF = 0) as it was in the X IMF = 0 plane. plane indicates convergence of magnetic field vector projections toward the tail axis. This effect was observed during Giotto's encounter with comet Grigg-Skjellerup. Figure 7 shows the projections of magnetic field vectors (measured during this flyby) on the (Y IMF , Z IMF ) plane. These observations led Israelevich et al. [1996] to the conclusion that Giotto passed the nucleus of comet Grigg-Skjellerup on the nightside, thus improving our knowledge of the spacecraft trajectory relative to this comet. The good agreement between simulated magnetic field vector distributions (Figure 6 ) and observations at comet Grigg-Skjellerup (Figure 7) indicates that the model reproduces the cometary magnetic field structure rather well even for comets with very different neutral gas production rates.
As was mentioned above, the Giotto trajectory appeared to be a spiral in the (X IMF , Y IMF , Z IMF ) coordinate system. The magnetic field vectors B observed by Giotto can be compared with B values obtained at these points by numerical simulation [Gombosi et al., 1996] . Figure 8 shows experimental and simulated values for all three components of the magnetic field and for the total magnetic field strength. The numerical model reproduces the temporal and spatial profile of the experimental data very well. The only significant difference is the smaller calculated magnetic field strength as compared with the measured values. This difference was noted by Gombosi et al. [1996] , and it was attributed to uncertainties in parameters of the interaction between the comet and solar wind (e.g., gas production, ionneutral momentum exchange, photoionization, and recombination rates).
Comparison of Plasma Kinematics
Magnetic field measurements by the Giotto spacecraft are quite accurate, even though there is some uncertainty about the contamination by the spacecraft and potential shifts in the zero level. Measurements of bulk plasma properties (such as velocity, pressure, and especially density), however, have much larger uncertainties. For this reason, published values of plasma parameters in the comet Halley ionosphere differ significantly (whereas their spatial/temporal behavior is rather similar). This means that one must be cautious when comparing measured and simulated plasma properties.
The plasma velocity profile along the Sun-comet line enables us to calculate the time required for a magnetic flux tube to be transported through the cometary magnetosphere from the bow shock to the diamagnetic cavity boundary. The time ( ds/v) is plotted in Figure 9 . The time needed for a flux tube to travel through the cometary magnetosphere is ∼10 hours, and most of this time is spent in the inner coma. This is much larger than the characteristic time of IMF variations, so the cometary magnetosphere is an essentially timedependent structure.
During the Giotto flyby, there were no in situ measurements along the Sun-comet line. However, the plasma velocity along this line in the inner coma was estimated us- ing the time delay between the crossing of the same current sheet on the inbound and outbound legs of the Giotto trajectory [Israelevich et al., 1993] . The estimated velocity profile is shown in Figure 10 (dots) along with simulated values of velocity (solid line). One can see that the numerical model gives velocity values approximately one half of the estimated ones obtained from the motion of current sheets. Since the velocity along the Sun-comet line was not measured directly, it is necessary to compare the simulated and measured velocity profiles along the spacecraft trajectory. The velocity component parallel to the trajectory has been measured by the IMS-HIS instrument [Balsiger et al., 1986; Schwenn et al., 1987; Altwegg et al., 1993] . It exhibits strong variations in the inner coma (r < 40,000 km). Z IMF ) system and can be understood if the radial velocity component is much smaller in the (X IMF , Z IMF ) plane than in the (X IMF , Y IMF ) plane. The numerical simulations corroborate this conclusion. Figure 11 gives simulated profiles of V y along the Y IMF axis and V z along the Z IMF axis. The radial velocity of the plasma flow is larger in the (X IMF , Y IMF ) plane than in the (X IMF , Z IMF ) plane. Moreover, whereas in the (X IMF , Y IMF ) plane the flow is directed from the tail axis outward, the plasma velocity is directed toward the axis in the (X IMF , Z IMF ) plane. The motion toward the axis is one of the basic features of the cometary ray dynamics. Thus one can conclude that the cometary ray motion occurs in the (X IMF , Z IMF ) plane. The motion toward the tail axis is due to the plasma drift in the electric field which projects into the induced magnetosphere along the magnetic field lines. The electric field is directed predominantly in the direction of the Y IMF axis. Thus, in the (X IMF , Z IMF ) plane, the electric drift is predominantly in the direction of the tail axis and reduces the radial velocity component associated with the plasma flow around the obstacle. In the (X IMF , Y IMF ) plane, the electric drift is directed antisunward, and hence the radial component of the plasma velocity is larger in this plane. Let us compare now the calculated and observed velocity profiles along the spacecraft trajectory. Observed velocity components parallel to the trajectories are shown in Figure 12 [Schwenn et al., 1987] . Solid lines show the simulated velocity. The experimental and simulated profiles are qualitatively very similar. However, as it was in the case of Figure 10 , simulated velocities are approximately a factor of 2 smaller than the observed ones. On the other hand, because of uncertainty in the plasma data, one cannot conclude et al. [1987] . (bottom) IMS-HIS data on radial plasma velocity [Schwenn et al., 1987] (solid dots) and estimated velocity along the Suncomet line [Israelevich et al., 1993] (open circles) versus simulated velocity.
that the numerical simulation systematically underestimates the plasma velocity in the inner coma. For instance, if we adopt plasma velocity values obtained by the same instrument but published by another group [Altwegg et al., 1993] , then we obtain not only qualitative but also excellent quantitative agreement between simulations and plasma velocity measurements. Nevertheless, it is noteworthy that the ratios of the calculated velocity and those published by Schwenn et al. [1987] and Israelevich et al. [1993] are almost the same (see Figure 12 ). This question is still open, and it needs further investigation. These comparisons demostrate that the numerical model of Gombosi et al. [1996] reproduces experimental data obtained during Giotto's comet Halley encounter very well. Slight differences in magnetic field strength (and, perhaps, in the plasma velocity) may be ascribed to poor knowledge of interaction parameters (e.g., gas production, ion-neutral momentum exchange, photoionization, and recombination rates). Hence this model can be used to improve our knowledge of these parameters. However, there is yet another circumstance which may account for some discrepancies between the model and observations. As mentioned by Gombosi et al. [1996] , the ion pile-up region has been incorporated in the simulation in a not entirely self-consistent way. In order to account for ion recombination with electrons, an electron temperature profile has been adopted from in situ observations (strictly speaking, there were no direct electron temperature measurements; the profile was inferred from the density observations [Eberhardt and Krankowsky, 1995; Häberli et al., 1995] on the Giotto inbound leg). Such an approach is valid for the inbound leg itself, but its extrapolation to the whole cometary ionosphere is equivalent to an assumption that the ion pileup region is a permanent steady state feature of the comet. Since the ion pile-up region is a region of enhanced plasma pressure, it should be accompanied by magnetic field decrease due to plasma diamagnetism. This diamagnetic effect of the ion pile-up region was indeed identified by Israelevich et al., [1998] during the inbound leg, but no similar effect has been observed on the outbound leg of the trajectory. This means that the ion pileup during the outbound leg, if it exists, should exhibit a structure different from that for the inbound leg, and hence the ion pile-up region is not a steady state permanent feature. Thus the introduction of an ion pile-up region may make the model less appropriate for describing the outbound leg of the Giotto trajectory. This point is illustrated in Figure 13 , which shows the simulated ion density profile (top) along with simulated and measured magnetic fields (bottom). For the inbound leg (left) the correspondence between the measured and simulated fields is excellent. Diamagnetic effects associated with two peaks of the ion density (marked by vertical lines) are clearly seen in the simulated magnetic field profiles and correspond to diamagnetic effects in the observations. On the other hand, simulated and measured magnetic fields differ for the outbound crossing of the ion pile-up region. The simulated magnetic field magnitude is lower here than the measured one. This may be explained by the diamagnetic effect of an artificially introduced ion density increase. Thus the discrepancy between the simulated and measured magnetic fields in the expected ion pile-up region on the outbound leg may support the viewpoint that the ion pile-up region is not a steady state permanent feature.
Conclusions
In this paper, we compared the results of a 3-D adaptive MHD simulation of the induced magnetosphere of comet Halley with observations made by the Giotto spacecraft. The overall agreement between the numerical simulation of the comet Halley magnetosphere and experimental data is excellent (see Figure 8 and 12). Not only does the numerical model give correct spatial locations of the characteristic features of the cometary magnetosphere, but it also reproduces the behavior of the magnetic field and plasma velocity parameters along the Giotto trajectory. The magnetic effects associated with the plasma flow behind the diamagnetic cavity are seen in the numerical model as well as in experimental data (see Figure 6 ).
The numerical simulation was performed for a steady state magnetosphere with constant parameters of the freestreaming solar wind. Since the Giotto flyby occurred while the IMF rotated rapidly, this agreement can be interpreted as follows. Let us consider a planar surface defined by the interplanetary magnetic field vector and the u × B direction. As a result of field line draping about the comet, this surface will be deformed while moving through the cometary magnetosphere, as shown schematically in Figure 14 . Thus the magnetosphere can be represented as a sequence of layers of magnetic field lines which have the same direction in the unperturbed solar wind. The large-scale structure of the time-dependent cometary magnetosphere for the rotating IMF can be obtained from the steady state structure by rotating these layers around the Sun-comet line along with rotations of the IMF. Our results show that this is a dominant effect and that the effects which may arise at the interface between the layers with different IMF orientation are less important. Discrepancies between the numerical simulation and observations (in the magnetic field strength and the magnitude of the plasma velocity) are due to some limitation in our knowledge of plasma interaction parameters (such as ion-neutral momentum exchange, photoionization, or recombination rates).
The simulated magnetic field differs from the measured one only in the ion pile-up region on the outbound leg of the Giotto trajectory. We believe that it is due to the fact that the electron temperature profile (responsible for the ion pileup) was not obtained self-consistently in the simulation but was taken as input data under the assumption that the ion pile-up region as observed on the inbound leg is a permanent steady state feature of the cometary ionosphere.
