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Abstract
The purpose of this article is to examine greedy adaptive measurement policies in the context of
a linear Gaussian measurement model with an optimization criterion based on information gain. In the
special case of sequential scalar measurements, we provide sufficient conditions under which the greedy
policy actually is optimal in the sense of maximizing the net information gain. We also discuss cases
where the greedy policy is provably not optimal.
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I. INTRODUCTION
Consider a signal of interest x, which is a random vector taking values in RN with (prior)
distribution N (µ,P0) (i.e., x is Gaussian distributed with mean µ and N×N covariance matrix
P0). The signal x is carried over a noisy channel to a sensor, according to the model z := Hx+n
where H ∈ RK×N is a full rank channel matrix. For simplicity, in this paper we focus on the
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2case where K ≥ N , though analogous results are obtained when K < N . The problem is to
compress m realizations of z (zk = Hx + nk, k = 1, . . . ,m) with m measurements (where m
is specified upfront). But the implementation of each compression has a noise penalty. So, the
kth compressed measurement is
yk = Ak(Hx + nk) + wk (1)
where the compression matrix Ak is L × K. Consequently, the measurement yk takes values
in RL. Assume that the measurement noise wk ∈ RL has distribution N (0,Rww) and channel
noise nk ∈ RK has distribution N (0,Rnn). The measurement and channel noise sequences are
independent over k and independent of each other. Equivalently, we can rewrite (1) as
yk = AkHx + (Aknk + wk) (2)
and consider Aknk + wk as the total noise with distribution N (0,AkRnnATk + Rww).
We consider the following adaptive (sequential) compression problem. For each k = 1, . . . ,m,
we are allowed to choose the compression matrix Ak (possibly subject to some constraint).
Moreover, our choice is allowed to depend on the entire history of measurements up to that
point: Ik−1 = {y1, . . . ,yk−1}.
Let the posterior distribution of x given Ik be N (xk,Pk). More specifically, Pk can be written
recursively for k = 1, . . . ,m as
Pk = Pk−1 −Pk−1BTk (BkPk−1BTk + Nk)−1BkPk−1, (3)
where Bk := AkH and Nk := AkRnnATk + Rww. If this expression seems a little unwieldy, by
the Woodbury identity a simpler version is
Pk =
(
P−1k−1 + B
T
kN
−1
k Bk
)−1
, (4)
assuming that Pk−1 and Nk are nonsingular. Also define the entropy of the posterior distribution
of x given Ik:
Hk =
1
2
log det(Pk) +
N
2
log(2pie). (5)
The first term det(Pk) is actually proportional to the volume of the error concentration ellipse
for x− E[x|Ik].
We focus on a common information-theoretic criterion for choosing the compression matrices:
for the kth compression matrix, we pick Ak to maximize the per-stage information gain, defined
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3as Hk−1 − Hk. For reasons that will be made clear later, we refer to this strategy as a greedy
policy. The term policy simply refers to a rule for picking Ak for each k based on Ik−1.
Suppose that the overall goal is to maximize the net information gain, defined as H0−Hm. We
ask the following questions: Does the greedy policy achieve this goal? If not, then what policy
achieves it? How much better is such a policy than the greedy one? Are there cases where the
greedy policy does achieve this goal? In Section II, we analyze the greedy policy and compute
its net information gain. In Section III, to find the net information gain of the optimal policy,
we introduce a relaxed optimization problem, which can be solved as a water-filling problem.
In Section IV, we derive two sufficient conditions under which the greedy policy is optimal. In
Section V, we give examples for which the greedy policy is not optimal.
II. GREEDY POLICY
A. Preliminaries
We now explore how the greedy policy performs for the adaptive measurement problem. Before
proceeding, we first make some remarks on the information gain criterion:
• Information gain as defined in this paper also goes by the name mutual information between
x and yk in the case of per-stage information gain, and between x and Im in the case of
net information gain.
• The net information gain can be written as the cumulative sum of the per-stage information
gains:
H0 −Hm =
m∑
k=1
(Hk−1 −Hk).
This is why the greedy policy is named as such; at each stage k, the greedy policy simply
maximizes the immediate (short-term) contribution Hk−1 − Hk to the overall cumulative
sum.
• Using the formulas (3) and (5) for Hk and Pk, we can write
Hk−1 −Hk = −1
2
log det
(
IN
−Pk−1BTk (BkPk−1BTk + Nk)−1Bk
)
(6)
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4where IN is the N ×N identity matrix. In other words, at the kth stage, the greedy policy
minimizes (with respect to Ak)
log det
(
IN −Pk−1BTk (BkPk−1BTk + Nk)−1Bk
)
. (7)
• Equivalently, using the other formula (4) for Pk, the greedy policy maximizes
log det
(
P−1k−1 + B
T
kN
−1
k Bk
)
(8)
at each stage. For the purpose of optimization, the log function in the objective functions
above can be dropped, owing to its monotonicity.
It is worth noting that we may dispense with the assumption of Gaussian distributed variables
and argue that we are simply minimizing det Pk, which is proportional to the volume of the
error concentration ellipse defined by (x − xˆk−1)TP−1k (x − xˆk−1) ≤ 1. Notice that the greedy
policy does not use the values of y1, . . . ,yk−1; its choice of Ak depends only on Pk−1, Rnn and
Rww. In fact, the formulas above show that information gain is a deterministic function of the
model matrices (in our particular setup). This implies that the optimal policy can be computed
by deterministic dynamic programming. In general, we would not expect the greedy policy to
solve such a dynamic programming problem. However, as we will see in following sections,
there are cases where it does.
B. Sequential Scalar Measurements
This subsection is devoted to the special case where L = 1 (i.e., each measurement is a
scalar). Accordingly, we can write Ak = aTk , where ak ∈ RK , Rww = σ2w, and Rnn = σ2nIK .
Accordingly, the scalar measurement yk is given by
yk = a
T
k (Hx + nk) + wk, (9)
for k = 1, . . . ,m. This problem is the problem of designing the columns of compression matrix
A = [a1, . . . , am] sequentially, one at a time. In the special case nk = 0, the measurement model
is
y = ATHx + w, (10)
where y ∈ Rm is called the measurement vector, and w is a white Gaussian noise vector. In
this context, the construction of a “good” compression matrix A to convey information about
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5x is also a topic of interest. When y = ATx + w, this is a problem of greedy adaptive noisy
compressive sensing. Our solution is a more general solution than this for the more general
problem (10). In this more general problem, the uncompressed measurement Hx+nk is a noisy
version of the filtered state Hx, and compression by ak introduces measurement noise wk and
colors the channel noise nk.
The concept of sequential scalar measurements in a closed-loop fashion has been discussed
in a number of recent papers; e.g., [1], [4], [5], [8], [10], [11], [13], [14], [16]–[18]. The
objective function for the optimization here can take a number of possible forms, besides the
net information gain. For example, in [14], the objective is to maximize the posterior variance
of the expected measurement.
If the ak can only be chosen from a prescribed finite set, the optimal design of A is essentially
a sensor selection problem (see [15], [21]), where the greedy policy has been shown to perform
well. For example, in the problem of sensor selection under a submodular objective function
subject to a uniform matroid constraint [22], the greedy policy is suboptimal with a provable
bound on its performance, using bounds from optimization of submodularity functions [19], [3].
Consider a constraint of the form ‖ak‖ ≤ 1 for k = 1, . . . ,m (where ‖ · ‖ is the Euclidean
norm in RK), which is much more relaxed than a prescribed finite set. The constraint that A
has unit-norm columns is a standard setting for compressive sensing [7]. The expression in (7)
simplifies to
log det
(
IN − Pk−1H
Taka
T
kH
aTkHPk−1HTak + σ2n‖ak‖2 + σ2w
)
. (11)
This expression further reduces (see [6, Lemma 1.1]) to
log
(
1− a
T
kHPk−1H
Tak
aTkHPk−1HTak + σ2n‖ak‖2 + σ2w
)
. (12)
Combining (6) and (12), the information gain at the kth step is
Hk−1 −Hk
= −1
2
log
(
1− 1
1 + (σ2n‖ak‖2 + σ2w)/aTkHPk−1HTak
)
. (13)
It is obvious that the greedy policy maximizes
aTkHPk−1H
Tak
σ2n‖ak‖2 + σ2w
(14)
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6to obtain the maximal information gain in the kth step. Clearly, the measurement yk may be
written as
yk = a
T
k (Hxˆk−1 + H(x− xˆk−1) + nk) + wk
= aTkHxˆk−1 + a
T
kH(x− xˆk−1) + aTknk + wk. (15)
Then (14) is simply the ratio of variance components: the numerator is EaTkH(x − xˆk−1)(x −
xˆk−1)THTak, xˆk−1 = E[x|Ik−1], and the denominator is E(aTknk + wk)2. So the goal for the
greedy policy is to select ak to maximize signal-to-noise ratio, where the signal is taken to be
the part of the measurement yk that is due to error x − xˆk−1 in the state estimate and noise is
taken to be the sum of aTknk and wk. This is reasonable, as xˆk−1 is now fixed by {y1, . . . , yk−1},
and only variance components can be controlled by the measurement vector ak.
The greedy policy can be described succinctly in terms of certain eigenvectors, as follows.
Denote the eigenvalues of Dk := HPkHT by λ
(k)
1 ≥ λ(k)2 ≥ · · · ≥ λ(k)N ≥ λ(k)N+1 = · · · = λ(k)K = 0.
For simplicity, when k = 0 we may omit the superscript and write λi := λ
(0)
i for i = 1, . . . , K.
Since P0 is a covariance matrix, which is symmetric, D0 is also symmetric, and there exist
corresponding orthonormal eigenvectors {v1,v2, . . . ,vK}. Clearly,
aT1 D0a1
σ2n‖a1‖2 + σ2w
≤ λ1‖a1‖
2
σ2n‖a1‖2 + σ2w
≤ λ1
σ2n + σ
2
w
. (16)
The equalities hold when a1 equals v1, which is the eigenvector of D0 corresponding to its largest
eigenvalue λ1; we take this to be what the greedy policy picks. If eigenvalues are repeated, we
simply pick the eigenvector with smallest index i. After picking a1 = v1, by (3) we have
P1 = P0 − P0H
Tv1v
T
1 HP0
σ2 + λ1
(17)
where σ2 := σ2n + σ
2
w. We can verify the following:
D1vi =
(
H
(
P0 − P0H
Tv1v
T
1 HP0
σ2 + λ1
)
HT
)
vi
=
(
D0 − D0v1v
T
1 D0
σ2 + λ1
)
vi
=
(
D0 − λ
2
1v1v
T
1
σ2 + λ1
)
vi
= λivi, for i = 2 . . . , K, (18)
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7and
D1v1 =
(
D0 − λ
2
1v1v
T
1
σ2 + λ1
)
v1
=
(
1
λ1
+
1
σ2
)−1
v1. (19)
So we see that D1 has the same collection of eigenvectors as D0 , and the nonzero eigenvalues of
D1 are (1/λ1 + 1/σ2)−1, λ2, . . . , λN . By induction, we conclude that, when applying the greedy
policy, all the Dks for k = 0, . . . ,m have the same collection of eigenvectors and the greedy
policy always picks the compressors ak, k = 1, . . . ,m, from the set of eigenvectors {v1, . . . ,vN}.
The implication is that this basis for the invariant subspace 〈V〉 for the prior measurement
covariance D0 may be used to define a prescribed finite set of compression vectors from which
compressors are to be drawn. The greedy policy then amounts to selecting the compressor ak to
be the eigenvector of Dk with eigenvalue λ
(k)
1 . In other words, the greedy policy simply re-sorts
the eigenvectors of D0, step-by-step, and selects the one with maximum eigenvalue.
Consequently, after applying m iterations of the greedy policy, the net information gain is
H0 −Hm =
m∑
k=1
max
‖ak‖≤1
(Hk−1 −Hk)
= −1
2
m∑
k=1
log
(
σ2
λ
(k−1)
1 + σ
2
)
=
1
2
log
m∏
k=1
(
1 +
λ
(k−1)
1
σ2
)
(20)
where λ(k−1)1 , the largest eigenvalue of Dk−1, is computed iteratively from the sequence
P0, . . . ,Pk−1.
C. Example of the Greedy Policy
Suppose that the uncompressed measurements are zk = x+nk, k = 1, . . . ,m, with P0 = λIN ,
indicating no prior indication of shape for the error covariance matrix. Assume that Rww = σ2wIN
and Rnn = σ2nIN . The choice of orthonormal eigenvectors for D0 = P0 is arbitrary, with
V = E = [e1, . . . , eN ] (the standard basis for RN ) a particular choice that minimizes the
complexity of compression. So compressed measurements will consist of the noisy measurements
yk = e
T
(k)z + wk.
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8After picking a1 = e1, the eigenvalues of P1 are λ
(1)
1 = · · · = λ(1)N−1 = λ, λ(1)N = ( 1λ + 1σ2 )−1.
Analogously, after picking a2 = e2, the eigenvalues of P2 are λ
(2)
1 = · · · = λ(2)N−2 = λ, λ(2)N−1 =
λ
(2)
N = (
1
λ
+ 1
σ2
)−1, and so on. If m ≤ N , then after m iterations of the greedy policy the
eigenvalues of Dm are λ
(m)
1 = · · · = λ(m)N−m = λ, λ(m)N−m+1 = · · · = λ(m)N = ( 1λ + 1σ2 )−1. In the
first m iterations, the per-step information gain is 1
2
log(1 + λ/σ2).
If m > N , after N iterations of the greedy policy, λ(N)1 = · · · = λ(N)N = ( 1λ + 1σ2 )−1. We now
simply encounter a similar situation as in the very beginning. We update λ ← ( 1
λ
+ 1
σ2
)−1 and
m ← (m − N). The analysis above then applies again, leading to a round-robin selection of
measurements.
III. OPTIMAL POLICY AND RELAXED OPTIMAL POLICY
A. Optimal Policy
In this subsection we consider the problem of maximizing the net information gain, subject
to the unit-norm constraint:
maximize
m∑
k=1
(Hk−1 −Hk),
subject to ‖ak‖ ≤ 1, k = 1, . . . ,m.
(21)
The policy that maximizes (21) is called the optimal policy.
The objective function can be written as
m∑
k=1
(Hk−1 −Hk)
= −1
2
m∑
k=1
log
det(Pk)
det(Pk−1)
=
1
2
log
det(P0)
det(Pm)
=
1
2
log det(P0) det
(
P−10 +
m∑
k=1
HTaka
T
kH
‖ak‖2σ2n + σ2w
)
=
1
2
log det(Im + C
TD0C) (22)
where
C := [c1, . . . , cm] :=
[
a1√‖a1‖2σ2n + σ2w , . . . , am√‖am‖2σ2n + σ2w
]
. (23)
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9Assume that the eigenvalue decomposition D0 = VΛVT , where Λ = Diag(λ1, λ2, . . . , λK) and
V = [v1, . . . ,vK ]. (The notation Diag(λ1, λ2, . . . , λK) means the diagonal matrix with diagonal
entries λ1, . . . , λK .) Then, continuing from (22),
m∑
k=1
(Hk−1 −Hk)
=
1
2
log det
(
Im + C
TVΛVTC
)
=
1
2
log det
(
Im + G
TΛG
)
(24)
where
G := [g1, . . . ,gm] := V
TC. (25)
Since V is nonsingular, the map ck 7→ gk = VTck is one-to-one.
The constraint ‖ak‖ ≤ 1 implies that ‖gk‖2 = ‖ck‖2 ≤ σ−2, so the constraint in (21) can
be written as (GTG)ii ≤ σ−2 for i = 1, . . . ,m. The problem (21) is actually equivalent to the
maximum a posteriori probability (MAP) problem (see [2] and [22]).
B. Relaxed Optimal Policy
To help characterize the optimal policy (solution to (21)), we now consider an alternative
optimization problem with the same objective function in (21) but a relaxed constraint:
maximize
m∑
k=1
(Hk−1 −Hk),
subject to
1
m
m∑
k=1
‖ak‖ ≤ 1,
(26)
i.e., the columns of A have average unit norm. We will call the policy that maximizes (26) the
relaxed optimal policy.
The average unit-norm constraint in (26) is equivalent to tr GTG =
∑m
k=1 ‖gk‖2 ≤ σ−2m.
With the scaling
G˜ := σm−1/2G, (27)
the constraint tr GTG ≤ σ−2m becomes tr G˜T G˜ ≤ 1. Hence, the relaxed optimization problem
(26) is equivalent to
maximize
1
2
log det(Im + G˜
T Λ˜G˜),
subject to tr G˜T G˜ ≤ 1
(28)
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where Λ˜ = Diag(Λ1, . . . ,ΛN) and Λi := mλiσ2 , for i = 1, . . . , N .
To solve (28), let us recall the following known results from [24].
Lemma 1: Given any λ1 ≥ λ2 ≥ . . . ≥ λq > 0, there exists a unique integer r, with 1 ≤ r ≤ q,
such that for 1 ≤ k ≤ r we have
1
λk
<
1
k
(
1 +
k∑
j=1
1
λj
)
, (29)
while for indices k, if any, satisfying r < k ≤ q we have
1
λk
≥ 1
k
(
1 +
k∑
j=1
1
λj
)
. (30)
Lemma 2: For λ1 ≥ λ2 ≥ . . . ≥ λq > 0 and r as in Lemma 1, the sequence
Mk =
(
1
k
+
1
k
k∑
j=1
1
λj
)k k∏
i=1
λi, k = 1, . . . , q, (31)
is strictly increasing.
By [24, Theorem 2], the optimal value of the relaxed maximization problem (28) is
1
2
log
((
1
r
+
1
r
r∑
j=1
1
Λj
)r r∏
i=1
Λi
)
=
1
2
log
( r∏
i=1
(
Λi
r
+
1
r
r∑
j=1
Λi
Λj
))
(32)
where r is defined by Lemma 1. Specifically, r is defined by the largest eigenvalues λ1, λ2, . . . , λq
of D0, where in our case we set q := min(m,N).
In fact, the optimal value (32) may also be derived from the solution to the well-known
water-filling problem (see [9] for details). It is known from [24] that the optimal value of the
maximization problem
maximize
q∏
i=1
(1 + Λipi)
subject to
q∑
i=1
pi ≤ 1,
(33)
is
r∏
i=1
(
Λi
r
+
1
r
r∑
j=1
Λi
Λj
)
. (34)
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This optimal value is only obtained when
pi =
(
µ− 1
Λi
)+
, i = 1, 2, . . . , q, (35)
where
µ :=
1
r
(
1 +
r∑
i=1
1
Λi
)
(36)
is called the water level. By taking a close look at (35), we can see that p1 ≥ . . . ≥ pr > 0 and
pr+1 = . . . = pq = 0. Figure 1 illustrates the relation among Λi, pi, and water level µ.
With the values of pi defined in (35), we can determine the G˜ that solves the maximization
problem (28). The optimal G˜ is obtained for, and only for, the following two cases. Let G0 be
the K ×m matrix with (G0)ii = √pi, i = 1, . . . , r, and all other elements zero.
• Case 1. λr > λr+1 or r = N . Then G˜ = G0U where U is any m×m orthonormal matrix.
• Case 2. λi = λr for and only for r − α < i ≤ r + β with α ≥ 1, β ≥ 1. Then G˜ =
block-Diag(Ir−α,U2, IK−r−β)G0U1 where U1 is any m ×m orthonormal matrix and U2
any (α+β)×(α+β) orthonormal matrix. This case is only possible when r = q = m < N .
(The notation block-Diag(Ir−α,U2, IK−r−β) denotes a block diagonal matrix with diagonal
blocks Ir−α,U2, IK−r−β .)
After obtaining G˜, we can extract the optimal solution A = [a1, . . . , am] for the relaxed constraint
problem (26) by using (27), (25), and (23).
Our main motivation to relax the constraint to an average unit-norm constraint is our
knowledge of the relaxed optimal solution. Specifically, for the multivariate Gaussian signal
x the maximal net information gain under the relaxed constraint is given by the water-filling
solution. This helps us to identify cases where the greedy policy is in fact optimal, as discussed
in the next section.
IV. WHEN GREEDY IS OPTIMAL
In the preceding sections, we have discussed three types of policies: the greedy policy, the
optimal policy, and the relaxed optimal policy. Denote by HG, HO, and HR the net information
gains associated with these three policies respectively. Clearly,
HG ≤ HO ≤ HR. (37)
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. . . . . .
µ
Λ−11
p1
Λ−12
p2
Λ−13
p3
Λ−1r
pr
Λ−1r+1
Fig. 1. Water-filling solution.
In the rest of this section, we characterize HG, HO, and HR. In general, we do not expect to have
HG = HO; in other words, in general, greedy is not optimal. However, it is interesting to explore
cases where greedy is optimal. In the rest of this section, we provide sufficient conditions for
the greedy policy to be optimal.
Before proceeding, we make the following observation on the net information gain. In (28)
denote Γ˜ := G˜G˜T ; then the determinant in the objective function becomes
det(Im + G˜
T Λ˜G˜) = det(IK + Λ˜Γ˜). (38)
Under the unit-norm constraint,
Γ˜ =
σ2
m
GGT
=
σ2
m
( m∑
i=1
gig
T
i
)
=
1
m
VT
( m∑
i=1
aia
T
i
)
V. (39)
Remark 3: In the maximization problem (21), if the aks were only picked from {v1, . . . ,vK},
by (39) Γ˜ = Diag(γ1, . . . , γK) where each γi is an integer multiple of 1/m and
∑K
k=1 γk = 1.
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This integer γi would be determined by the multiplicity of appearances of vi among a1, . . . , am.
Thus the net information gain would be
1
2
log det(IK + Λ˜Γ˜) =
1
2
log
K∏
i=1
(1 + Λiγi) =
1
2
log
N∏
i=1
(1 + Λiγi), (40)
where we use the fact that ΛN+1 = · · · = ΛK = 0. Clearly, to maximize the net information gain
by selecting compressors from {v1, . . . ,vK}, we should never pick ak from {vN+1, . . . ,vK},
because (40) is not a function of γN+1, . . . , γK . In particular, the greedy policy picks ak from
{v1, . . . ,vN}. After m iterations of the greedy policy, the net information gain can be computed
by the right hand side of (40).
We now provide two sufficient conditions (in Theorems 4 and 5) under which HG = HO
holds for the sequential scalar measurements problem (10).
Theorem 4: Suppose that ak, k = 1, . . . ,m, can only be picked from the prescribed set
S ⊆ {v1, . . . ,vN}, which is a subset of the orthonormal eigenvectors of D0. If {v1, . . . ,vr} ⊆ S,
then the greedy policy is optimal, i.e., HG = HO.
Proof: See Appendix A.
Next, assume that we can pick ak to be any arbitrary vector with unit norm. In this much
more complicated situation, we show HG = HO by directly showing that HG = HR, which
implies that HG = HO in light of (37).
Theorem 5: Assume that ak, k = 1, . . . ,m, can be selected to be any vector with ‖ak‖ ≤ 1.
If 1/λk − 1/λk+1 = nk/σ2, where nk is some nonnegative integer, for k = 1, . . . , r − 1, and r
divides (m−∑r−1k=1 knk), then the greedy policy is optimal, i.e., HG = HO
Proof: See Appendix B
The two theorems above furnish conditions under which greedy is optimal. However, these
conditions are quite restrictive. Indeed, as pointed out earlier, in general the greedy policy is not
optimal. The restrictiveness of the sufficient conditions above help to highlight this fact. In the
next section, we provide examples of cases where greedy is not optimal.
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V. WHEN GREEDY IS NOT OPTIMAL
A. An Example with Non-Scalar Measurements
In this subsection we give an example where the greedy policy is not optimal for the scenario
z = x and yk = Akx+wk. Suppose that we are restricted to a set of only three choices for Ak:
A =
{
Diag(1, 0),Diag(0, 1),
1
2
Diag(1, 1)
}
.
Note that Diag(1, 1) = I. In this case, L = N = 2. Moreover, set m = 2, P0 = 16I, and
Rww = I.
Let us see what the greedy policy would do in this case. For k = 1, it would pick A1 to
maximize
det
(
1
16
I + (A1)
2
)
.
A quick calculation shows that for A1 = Diag(1, 0) or Diag(0, 1), we have
det
(
1
16
I + (A1)
2
)
=
17
256
,
whereas for A1 = 12Diag(1, 1),
det
(
1
16
I + (A1)
2
)
=
25
256
,
So the greedy policy picks A1 = 12Diag(1, 1), which leads to P1 =
16
5
I.
For k = 2, we go through the same calculations: for A2 = Diag(1, 0) or Diag(0, 1), we have
det
(
5
16
I + (A2)
2
)
=
105
256
whereas for A2 = 12Diag(1, 1),
det
(
5
16
I + (A2)
2
)
=
81
256
.
So, this time the greedy policy picks A2 = Diag(1, 0) (or Diag(0, 1)), after which det(P2) =
256/105.
Consider the alternative policy that picks A1 = Diag(1, 0) and A2 = Diag(0, 1). In this case,
P−12 =
1
16
I + Diag(1, 0) + Diag(0, 1) =
17
16
I (41)
and so det(P2) = 256/289, which is clearly provides greater net information gain than the
greedy policy. Call this alternative policy the alternating policy (because it alternates between
Diag(1, 0) and Diag(0, 1)).
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In conclusion, for this example the greedy policy is not optimal with respect to the objective of
maximizing the net information gain. How much worse is the objective function of the greedy
policy relative to that of the optimal policy? On the face of it, this question seems easy to
answer in light of the well-known fact that the net information gain is a submodular function.
As mentioned before, in this case we would expect to be able to bound the suboptimality of the
greedy policy compared to the optimal policy (though we do not explicitly do that here).
Nonetheless, it is worthwhile exploring this question a little further. Suppose that we set
P0 = α
−1I and let the third choice in A be α1/4I, where α > 0 is some small number. (Note that
the numerical example above is a special case with α = 1/16.) In this case, it is straightforward
to check that the greedy policy picks A1 = α1/4I and A2 = Diag(1, 0) (or Diag(0, 1)) if α is
sufficiently small, resulting in
det(P2) =
1√
α(1 +
√
α)(1 +
√
α + α)
,
which increases unboundedly as α→ 0. However, the alternating policy results in
det(P2) =
1
(1 + α)2
,
which converges to 1 as α→ 0. Hence, letting α get arbitrarily small, the ratio of det(P2) for
the greedy policy to that of the alternating policy can be made arbitrarily large. Insofar as we
accept minimizing det(P2) to be an equivalent objective to maximizing the net information gain
(which differs by the normalizing factor det(P0) and taking log), this means that the greedy
policy is arbitrarily worse than the alternating policy.
What went wrong? The greedy policy was “fooled” into picking A1 = α1/4I at the first stage,
because this choice maximizes the per-stage information gain in the first stage. But once it does
that, it is stuck with its resulting covariance matrix P1. The alternating policy trades off the
per-stage information gain in the first stage for the sake of better net information gain over two
stages. The first measurement matrix Diag(1, 0) “sets up” the covariance matrix P1 so that the
second measurement matrix Diag(0, 1) can take advantage of it to obtain a superior covariance
matrix P2 after the second stage, embodying a form of “delayed gratification.”
Interestingly, the argument above depends on the value of α being sufficiently small. For
example, if α = 0.347809, then the greedy policy has the same net information gain as the
alternating policy, and is in fact optimal.
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An interesting observation to be made here is that the submodularity of the net information
gain as an objective function depends crucially on including the log function. In other words,
although for the purpose of optimization we can dispense with the log function in the objective
function in view of its monotonicity, bounding the suboptimality of the greedy policy with respect
to the optimal policy turns on submodularity, which relies on the presence of the log function
in the objective function. In particular, if we adopt the volume of the error concentration ellipse
as an equivalent objective function, we can no longer bound the suboptimality of the greedy
policy relative to the optimal policy—the greedy policy is provably arbitrarily worse in some
scenarios, as our example above shows.
B. An Example with Scalar Measurements
Consider the channel model z = x and scalar measurements yk = aTk x + wk. Assume that
P0 =
 3 2
2 3
 ,
Rww = I, and set m = 2. Our goal is to find ‖a1‖, ‖a2‖ ≤ 1 such that a1, a2 maximize the net
information gain:
H0 −H2 = 1
2
log det(P0) det(P
−1
0 + a1a
T
1 + a2a
T
2 ). (42)
By simple computation, we know that the eigenvalues of P0 are λ
(0)
1 = 5 and λ
(0)
2 = 1. If we
follow the greedy policy, the eigenvalues of P1 are λ
(1)
1 = 1 and λ
(1)
2 = 5/6. By (20), the net
information gain for the greedy policy is
H0 −H2 = 1
2
log(1 + 5)(1 + 1) =
1
2
log(12).
Next we solve for the optimal solution. Let a1 = [a1, a2]T . By (4), we have
P1 =
 5a22+33a21+4a1a2+3a22+1 −(5a1a2−2)3a21+4a1a2+3a22+1
−(5a1a2−2)
3a21+4a1a2+3a
2
2+1
5a21+3
3a21+4a1a2+3a
2
2+1
 .
We compute that
λ
(1)
1 =
(25a41 + 50a
2
1a
2
2 − 80a1a2 + 25a42 + 16)1/2
6a21 + 8a1a2 + 6a
2
2 + 2
+
5a21 + 5a
2
2 + 6
6a21 + 8a1a2 + 6a
2
2 + 2
. (43)
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When we choose a2 in the second stage, we can simply maximize the information gain in that
stage. In this special case when m = 2, the second stage is actually the last one. If a1 is given,
maximizing the net information gain is equivalent to maximizing the information gain in the
second stage. Therefore, the second step is equivalent to a greedy step. By (20),
H1 −H2 = −1
2
log
(
1− 1
1 + 1/λ
(1)
1
)
=
1
2
log(1 + λ
(1)
1 ). (44)
By (13), we know
H0 −H1 = −1
2
log det
(
I2 − P0a1a
T
1
aT1 P0a1 + 1
)
=
1
2
log (4 + 4a1a2) . (45)
Using ‖a1‖ = 1, we simplify (44) and (45) to obtain
H0 −H2 = 1
2
log
(
1
2
(
(41− 80a1a2)1/2
+ 19 + 8a1a2
))
. (46)
This expression reaches its maximal value when a1a2 = 1/5. So the optimal net information
gain is 1
2
log(12.8), when
a1 =
(−√21 + 5
10
)1/2
,
(√
21 + 5
10
)1/2T
and
a2 =
(√21 + 5
10
)1/2
,
(
−√21 + 5
10
)1/2T .
This implies that the greedy policy is not optimal.
APPENDIX A
PROOF OF THEOREM 4
If ak, k = 1, . . . ,m, can only be picked from {v1, . . . ,vN}, then by (40) the net information
gain is 1
2
log
∏N
i=1(1 + Λiγi). We can simply manage γi in each channel to maximize the net
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information gain. Rewrite
N∏
k=1
(1 + Λkγk) =
( N∏
k=1
Λk
) N∏
k=1
( 1
Λk
+ γk
)
. (47)
As we claimed before,
∑N
i=1 γk = 1 where γk, k = 1, . . . , N , is an integer multiple of 1/m.
Inspired by the water-filling algorithm, we can consider (γ1, . . . , γN) as an allocation of m
blocks (each with size 1/m) into N channels. In contrast to water-filling, we refer to this
problem as block-filling (or, to be more evocative, ice-cube-filling). The original heights of these
channels are 1/Λ1 ≤ . . . ≤ 1/ΛN . Finally, the net information gain is determined by the product∏N
k=1(
1
Λk
+ γk) of the final heights. The optimal solution can be extracted from an optimal
allocation that maximizes (47).
Because Λ1 ≥ . . . ≥ ΛN , to maximize
∏N
k=1(1 + Λkγk) we should allocate nonzero values
of γk in the first q = min(m,N) channels. Accordingly, there exists an optimal solution α =
(α1, . . . , αN) such that
N∏
k=1
(1 + Λkαk) =
q∏
k=1
(1 + Λkαk). (48)
Assume that we pick ak, k = 1, . . . ,m, using the greedy policy. By (18) and (19), we see
that the kth iteration of the greedy algorithm only changes Λ(k−1)1 into (
1
Λ
(k−1)
1
+ 1
m
)−1, which is
equivalent to changing 1
Λ
(k−1)
1
into 1
Λ
(k−1)
1
+ 1
m
. Consider this greedy policy in the viewpoint of
block-filling. The greedy policy fills blocks to the lowest channel one by one. If there are more
than one channel having the same lowest height, it adds to the channel with the smallest index.
Likewise, since the original heights of the channels are 1/Λ1 ≤ . . . ≤ 1/ΛN , the greedy policy
only fills blocks to the first q channels, i.e., greedy solution η = (η1, . . . , ηN) also satisfies
N∏
k=1
(1 + Λkηk) =
q∏
k=1
(1 + Λkηk). (49)
We now provide a necessary condition for both optimal and greedy solutions.
Lemma 6: Assume that an allocation α is determined by either an optimal solution or a greedy
solution. If αk is nonzero, then αk + 1Λk is bounded in the interval (µ− 1m , µ + 1m). Moreover,
it suffices for the optimal and greedy solutions to pick from the set {v1, . . . ,vr}.
Proof: First, assume that α is given by an optimal solution. Recall that αk + 1Λk is the final
height of the kth channel. By examining the total volumes of water and blocks, we deduce the
following. If αi > 0 and αi + 1Λi > µ for some 1 ≤ i ≤ q, where µ is the water level defined
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. . . . . .
µ
Λ−1i
Λ−1j
1/m
αi
αj
move this block to obtain β
1
Fig. 2. Obtain allocation β from α.
in (36), then there exists some channel 1 ≤ j ≤ r such that αj + 1Λj < µ. For the purpose of
proof by contradiction, let us assume that αi + 1Λi ≥ µ + 1m . We move the top block of the ith
channel to the jth channel to get another allocation β = (β1, . . . , βm). Clearly, β and α have
the same entries except the ith and jth components. The argument in this paragraph is illustrated
in Figure 2.
For simplicity, denote δk := αk + Λ−1k − µ for k = 1, . . . ,m. So∏m
k=1(1 + Λkβk)∏m
i=k(1 + Λkαk)
=
(1 + Λi(µ+ δi − Λ−1i −m−1))
(1 + Λi(µ+ δi − Λ−1i ))
(1 + Λj(µ+ δj − Λ−1j +m−1))
(1 + Λi(µ+ δj − Λ−1j ))
=
(µ+ δi −m−1)(µ+ δj +m−1)
(µ+ δi)(µ+ δj)
=
(µ+ δi)(µ+ δj) +m
−1(δi − δj)−m−2
(µ+ δi)(µ+ δj)
> 1, (50)
because δi − δj > 1m . Thus β gives a better allocation, which contradicts the optimality of α.
By a similar argument, we obtain that for any optimal solution α, there also does not exist i
such that αi > 0 and αi + 1Λi ≤ µ− 1m . In conclusion, the final height αi + 1Λi , i = 1, . . . , r, in
November 14, 2018 DRAFT
20
each channel in the optimal solution is bounded in the interval (µ − 1
m
, µ + 1
m
). Additionally,
in both cases when r = q and r < q, αr+1 = · · · = αN = 0. This means that it suffices for the
optimal solution to pick from the set {v1, . . . ,vr}.
Next, we assume that α is determined by a greedy solution. If αi > 0 and αi + 1Λi > µ, for
some 1 ≤ i ≤ q, then there exists a channel with index 1 ≤ j ≤ r such that ηj + 1Λj < µ. For the
purpose of proof by contradiction, let us assume that αi + 1Λi ≥ µ+ 1m . This implies that when
the greedy algorithm fills the top block to the ith channel, it does not add that block to the jth
channel with a lower height. This contradicts how the the greedy policy actually behaves. By a
similar argument, there does not exist some channel i such that αi > 0 and αi + 1Λi ≤ µ − 1m .
In conclusion, the final height αi + 1Λi , i = 1, . . . , r, in each channel in the greedy solution is
bounded in the interval (µ − 1
m
, µ + 1
m
). Moreover, αr+1 = · · · = αN = 0. This means that it
suffices for the greedy solution to pick from the set {v1, . . . ,vr}.
We now proceed to the equivalence between the optimal solution and the greedy solution. To
show this equivalence, let θ = (θ1, . . . , θr) be an arbitrary allocation of m blocks satisfying the
necessary condition in Lemma 6. Next, we will show how to modify θ to obtain an optimal
allocation. After that, we will also show how to modify θ to obtain an allocation that is generated
by the greedy policy. It will then be evident that these two resulting allocations have the same
information gain.
To obtain an optimal allocation from θ, we first remove the top block from each channel
whose height is above µ to get an auxiliary allocation θ′ = (θ′1, . . . , θ
′
r). Assume that the total
number of removed blocks is m′. This auxiliary θ′ is unique, because each θ′k is simply the
maximal number of blocks can be filled in the kth channel to obtain a height not above the
water level: this number is uniquely determined by Λk, µ, and m. We now show how to re-
allocate the removed m′ blocks, so that, together with θ′, we have an optimal allocation of all
m blocks.
Note that by Lemma 6, to obtain an optimal solution we cannot allocate more than one block
to any channel, because that would make the height of that channel above µ+ 1
m
. We claim that
the optimal allocation simply re-allocates the m′ removed blocks to the lowest m′ channels in
θ′. We can show this by contradiction. Assume that the optimal allocation adds one block to the
ith channel instead of a lower jth channel in θ′. This means that θ′i > θ
′
j , θi = θ
′
i + 1/m, and
θj = θ
′
j . By an argument similar to (50), if we move the top block in the ith channel to the jth
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channel, we would obtain a better allocation (which gives a larger net information gain). This
contradiction verifies our claim.
Next, we concentrate on the allocation provided by the greedy policy. First, we recall that
at each step of the greedy algorithm it never fills a block to some higher channel instead of
a lower one. So after the greedy algorithm fills one block to some channel, its height cannot
differ from a lower channel by more than 1/m. If we apply the greedy policy for picking ak,
k = 1, . . . , (m − m′), then we obtain the same allocation as θ′. This is because any other
allocation of (m−m′) blocks would result in a channel, after its top block filled, with a height
deviating by more than 1/m from some other channel. This allocation contradicts the behavior
of the greedy policy. Continuing with θ′, the greedy policy simply allocates the remaining m′
blocks to the lowest m′ channels one by one. So the greedy policy gives the same final heights
as the optimal allocation. The only possible difference is the order of these heights. Therefore,
the greedy solution is equivalent to the optimal solution in the sense of giving the same net
information gain, i.e., HG = HO. This completes the proof of Theorem 4.
APPENDIX B
PROOF OF THEOREM 5
We have studied the performance of the greedy policy in the viewpoint of block-filling in the
proof of Theorem 4. For the purpose of simplicity, we rewrite 1/λk − 1/λk+1 = nk/σ2 as
1
Λk
− 1
Λk+1
=
nk
m
(51)
where Λi = mλiσ2 . After mˆ :=
∑r−1
k=1 knk iterations of the greedy policy, the heights in the first r
channels give a flat top, which is illustrated in Figure 3.
There are m− mˆ blocks remaining after mˆ iterations. If r divides m− mˆ, the final heights of
the first r channels still give a flat top coinciding with µ in each channel. Therefore HG = HR.
From (37), we conclude that HG = HO.
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