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Abstract
We extend the Coleman’s antisymmetrized geminal power (AGP) to develop a wave function
theory that can incorporate up to four-body correlation in a region of strong correlation. To
facilitate the variational determination of the wave function, the total energy is rewritten in terms
of the traces of geminals. This novel trace formula is applied to a simple model system consisting of
one dimensional Hubbard ring with a site of strong correlation. Our scheme significantly improves
the result obtained by the AGP-CI scheme of Uemura et al. and also achieves more efficient
compression of the degrees of freedom of the wave function. We regard the result as a step toward
a first-principles wave function theory for a strongly correlated point defect or adsorbate embedded
in an AGP-based mean-field medium.
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I. INTRODUCTION
Determination of the ground state of a matter has been one of the most important
problems common to condensed matter physics, quantum chemistry, and nuclear physics.
The determination of the wave function is hindered by the extremely large degrees of freedom
of Hilbert space even when the number of fermions N is not so large. Recently, however,
there was a progress in describing the wave function using significantly reduced degrees of
freedom. This was achieved by density matrix renormalization group (DMRG) [1], tensor
network renormalization group [2], and related wave function theories. These theories may
be regarded as a kind of data compression, which is important not only in searching larger
Hilbert space for better accuracy but is also in characterizing wave function by utilizing
the compressed degrees of freedom. In this context, we tried in the past to compress the
degrees of freedom by decomposing the antisymmetric tensor of degree N appearing in the
configuration interaction (CI) coefficient into tensors of lower degrees [3, 4]. Therein a
classical canonical decomposition [5] was applied to the symmetric part of the CI coefficient
and, by optimizing the parameters, the wave function was compactly described taking only
several terms for small molecules as well as for small Hamiltonian clusters. Each term in the
series, called the symmetric tensor decomposition (STD) series, was represented by using
the antisymmetrized geminal power (AGP) [6],
|F 〉 =
(∑
ab
Fabc
†
ac
†
b
)N
2
|0〉 (1)
where F is an antisymmetric matrix of dimension M , with M being the number of basis
functions. In this paper, we consider systems of even number of particles only. Total number
of degrees of freedom is KM(M−1)/2 with K being the number of terms in the STD series,
which is much smaller than the number required in the conventional CI where the wave
function is expanded by the Slater determinants. This method, called the extended STD
(ESTD) or might be better called as AGP-CI, is based on the CI expansion method, so
that K is expected to increase rapidly with N . Therefore, the degrees of freedom should be
reduced further to study larger systems.
The AGP wave function (Eq. (1)) is written in real space as
ψAGP (r1, r2, · · · ) = Aˆ[g(r1, r2)g(r3, r4) · · · ] (2)
2
where Aˆ is the operator to fully antisymmetrize the geminals, g(r1, r2), which are defined
using one-body orbitals ϕi(r) and the Levi-Civita ǫij as
g(r1, r2) =
∑
ij
ǫijϕi(r1)ϕj(r2). (3)
The AGP wave function describes correlation within the geminal correctly, but does not
describe the correlation between geminals indicating that AGP is a mean-field theory for
geminals. The correlation between two geminals can be described by introducing four-body
extension of the geminal, g4(r1, r2, r3, r4), and antisymmetrize the product as did in Eq.
(2), and the correlation between g4 can be described by the antisymmetrized product of g8,
and so on. Such extension of AGP is our basic idea behind, and our aim is to investigate
effectiveness of introducing this four-body correlation, instead of a Jastrow factor [7, 8],
into the AGP wave function. To simplify the problem, we try in this study to describe the
four-body correlation within a small region (A) where the on-site Coulomb interaction is set
stronger than in the rest of the system.
Specifically, we will use a trial wave function by multiplying the correlation factor of the
form
exp
(
A∑
ij
all∑
pq
Gijpqc
†
ic
†
jc
†
pc
†
q
)
(4)
with the AGP wave function, Eq. (1), using the antisymmetric tensor of degree four (Gijpq).
We will exemplify the effectiveness of the approach by using a one-dimensional Hubbard
model having specifically large U on a single site; namely we will use a simple impurity
problem for the test. Because of the single site used for the region A, the number of
additional degrees of freedom for our trial wave function is M(M − 1)/2, which is the same
as that for the APG wave function.
To calculate the total energy variationally, a simple-minded formulation can lead the
computation impractically demanding because of large number of terms thereby generated.
We thus need to advance our previous technique even though we are using a minimal model.
To approach this problem, we utilize algorithms developed in the field of nuclear physics
[9], [10] and an original trace formalism to develop a systematic formula for the expecta-
tion value of the Hamiltonian. We will show how the novel formula works effectively in
determining the total energy variationally with the help of the standard conjugate gradient
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minimization technique.
This paper is organized as follows. In section II, we show a formalism to calculate the
Hamiltonian matrix element using the AGP basis. Then we show the calculated results and
compare them with AGP-CI in section III followed by conclusion in section IV.
II. FORMULATION
A. Density matrices
The advantage of using AGP as the basis is that the matrix elements of the Hamiltonian
as well as the overlap are given analytical form. Using the formula of Onishi and Yoshida
[9], the overlap of an N particle system can be given by the N -th order coefficient of the
polynomial of an auxiliary variable t as,
〈tF λ|tF µ〉
∣∣
tN
= exp
(
1
2
tr
[
ln(1 + F µF λ†t2)
])∣∣∣∣
tN
= pf(1 + F µF λ†t2)
∣∣
tN
, (5)
where pf is Fredholm Pfaffian and F λ† is the Hermitian conjugate of F λ. Matrix element of
the one-body term of the Hamiltonian can be obtained from the first-order density matrix
〈tF λ| c†acb |tF
µ〉
∣∣
tN
=
[
F µF λ†t2
1 + F µF λ†t2
]
ba
pf(1 + F µF λ†t2)
∣∣
tN
. (6)
The two-body term can be obtained from the second-order density matrix
〈tF λ| c†pc
†
qcscr |tF
µ〉
∣∣
tN
=
([
F µF λ†t2
1 + F µF λ†t2
]
rp
[
F µF λ†t2
1 + F µF λ†t2
]
sq
−
[
F µF λ†t2
1 + F µF λ†t2
]
rq
[
F µF λ†t2
1 + F µF λ†t2
]
sp
+
[
t
1 + F µF λ†t2
F µ
]
rs
[
F λ†
t
1 + F µF λ†t2
]
qp
)
× pf(1 + F µF λ†t2)
∣∣
tN
. (7)
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These formulae can be derived from the commutation relation[
cα, exp
(∑
α′β′
Fα′β′c
†
α′c
†
β′t
)]
=
∑
γ
tFαγc
†
γ exp
(∑
α′β′
Fα′β′c
†
α′c
†
β′t
)
(8)
which yields
cα |tF 〉 =
∑
γ
tFαγc
†
γ |tF 〉 , (9)
and the fact that
〈tf | c†αcβ |tF 〉 = 〈tf | c
†
α
∑
γ
tFβγc
†
γ |tF 〉
=
∑
γ
Fβγ
∂
∂Fαγ
〈tf |tF 〉 , (10)
which is valid to general antisymmetric matrices F and f .
In the extended symmetric tensor decomposition (ESTD) theory, or the AGP-CI theory,
of Uemura et al., the above formulae were used to vary the germinal matrices F λ with
λ = 1 · · ·K to obtain the total energy.
B. Correlation factor and trace formula
We introduce a correlation factor to take into account the correlation of geminals. Our
trial wave function is chosen as
|Ψ〉 = exp
[
A∑
ij
all∑
pq
Gijpqc
†
ic
†
jc
†
pc
†
qt
2
]
|tF 〉
∣∣∣∣∣
tN
, (11)
to include the four-body correlation in the region A where the correlation is strong. This
can be understood, for example, from the fact that the antisymmetric tensor of degree four
G can be decomposed into a product of antisymmetric matrices g as
Gijpq =
∑
ν
gνijg
ν
pq + g
ν
ipg
ν
qj + g
ν
iqg
ν
jp (12)
with each term in the right-hand side of Eq. (12) representing correlation of two geminals in
the region A. Note that we neglect the correlation beyond the two geminals, say, “four-body
extension of the geminal”.
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The corresponding overlap and Hamiltonian matrix elements can be obtained by expand-
ing the correlation factor into series and by applying the above formulae Eqs.(5)-(7). General
terms in the series involve,
〈tF λ| ca1ca2 · · · canc
†
b1
c†b2 · · · c
†
bm
|tF µ〉 , (13)
which can be rewritten using the formula of Mizusaki and Oi [10] in terms of the Pfaffian
Pf(Z)i2N ,i2N−1,··· ,i4,i3,i2,i1
≡
∑
σ∈S2N
sgn(σ)Zσ(i1)σ(i2)Zσ(i3)σ(i4) · · ·Zσ(i2N−1)σ(i2N )
(14)
of the inverse of a 2M × 2M antisymmetric matrix
X =

 tF µ 1
−1 tF λ†

 , (15)
such that
〈tF λ| ca1ca2 · · · canc
†
b1
c†b2 · · · c
†
bm
|tF µ〉
= Pf(X−1)bm,··· ,b1,an+M,··· ,a1+M 〈tF
λ|tF µ〉 (16)
with
X−1 =

 F λ†t 11+FµFλ†t2 11+Fλ†Fµt2
− 1
1+FµFλ†t2
1
1+FµFλ†t2
F µt

 ≡

 Z1 Z3
Z4 Z2

 . (17)
Here M is the dimension of the antisymmetric matrix F , and S2N is the permutation group
of element 2N . With Eq. (16), the overlap and the Hamiltonian matrix elements can be
written by terms of the form
PN(A
(1), A(2), · · · , A(N))
≡
∑
i1,i2,···
A
(1)
i1,i2
A
(2)
i3,i4
· · ·A
(N)
i2N−1,i2N
×
∑
σ∈S2N
sgn(σ)X−1σ(i1)σ(i2)X
−1
σ(i3)σ(i4)
· · ·X−1σ(i2N−1)σ(i2N ),
(18)
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after applying the antisymmetric matrix decomposition like Eq. (12) and extending the
matrices to 2M × 2M as
gν →

 gν 0
0 0

 and gν† →

 0 0
0 gν†

 . (19)
Since each index appears twice in this expression, Eq. (18) should be rewritten as a product-
sum of traces of the form
c1tr[A
(1)X−1]tr[A(2)X−1]tr[A(3)X−1] · · ·
+ c2tr[A
(1)X−1]tr[A(2)X−1A(3)X−1] · · ·
+ · · · . (20)
By investigating the terms, we have found that the coefficient ci is simply given as
ci =
2N
(−2)k1+k2+···
. (21)
when the number of traces of length one, such as tr[A(1)X−1], contained in the term is k1,
the number of traces of length two, such as tr[A(1)X−1A(2)X−1], is k2 and so on. Therefore,
the total number of traces (Ntr) is important: Eq. (18) can be rewritten as a sum of all
possible combinations of the product of the traces with the weight for the summation taken
to be 2
N
(−2)Ntr
. This fact drastically facilitates the numerical evaluation.
Although the resulting formulae, which we call trace formula, are greatly simplified, they
become more and more complex as the size of the region A increases. So, let us restrict our
study to the case where the region A consists of single site of index i. In other words, we
will study the problem of a single impurity in a mean-field type AGP medium. We further
restrict the degrees of freedom for the G in Eq. (12) such that Gklpq has a value only when
two of the indices k and l are in the region A, namely belonging to the site i, and others p
and q are not. By this, the exponent of Eq. (11) becomes
∈[i,i]∑
kl
gklc
†
kc
†
l
∈/[i,i]∑
pq
Gklpqc
†
pc
†
qt
2, (22)
where i and i correspond to the state with spin-up and spin-down, respectively, and gkl is
taken to be ±1/2 only when {k, l} = {i, i} and {i, i}, respectively. Gklpq is antisymmetric
with respect to the subscripts and depends parametrically on the combination indices k and
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l; since there is only one combination of i and i, we will omit the superscript. Under this
simplification, the overlap is given by the N -th order coefficient of
〈tF |
(
1 +
∑
klpq
gklGpqc
†
kc
†
l c
†
pc
†
qt
2 +
∑
mnrs
g†mnG
†
rscscrcncmt
2
+
∑
klmnpqrs
g†mnG
†
rsgklGpqcscrcncmc
†
kc
†
l c
†
pc
†
qt
4
)
|tF 〉
(23)
where indices, k, l, n and m, correspond to the site i, while other indices are not. Then,
contribution from the fourth term in the parenthesis of Eq. (23), for example, is rewritten
as
∑
klmnpqrs
g†mnG
†
pqgklGrsPf(X
−1)k,l,p,q,r+M,s+M,m+M,n+M
= (g†)(g)(G†)(G)
− 2[(g†g)(G†)(G) + (g†G†)(g)(G) + (g†G)(g)(G†)
+(gG†)(g†)(G) + (gG)(g†)(G†) + (G†G)(g†)(g)]
+ 4[(g†gG†)(G) + (g†gG)(G†) + (g†G†G)(g) + (gG†G)(g†)
+(g†G†g)(G) + (g†Gg)(G†) + (g†GG†)(g) + (gGG†)(g†)
+(g†g)(G†G) + (g†G†)(gG) + (g†G)(gG†)]
− 8[(g†gG†G) + (g†gGG†) + (g†G†gG)
+(g†G†Gg) + (g†GgG†) + (g†GG†g)] (24)
where we have used the abbreviations such as (g†gG†G) = tr[g†Z4gZ3G†Z4GZ3] with Z i
being the quantity defined in Eq. (17). Other terms of Eq. (23) can be similarly rewritten.
Note that the same result can be alternatively obtained using the recursion formula of PN
PN(A
(1), A(2), · · · , A(N))
= −(A(1))PN−1(A
(2), · · · , A(N))
+2
N∑
k=2
PN−1(A
(2), · · · , A(k−1),
A(1)X−1A(k), A(k+1), · · · , A(N)),
(25)
8
which can be derived from the known expansion formula for Pfaffian,
Pf(Z)iN ,··· ,i1
=
∑
k
(−1)kZiN ,ikPf(Z )ˆiN ,iN−1,··· ,ˆik,··· ,i1, (26)
where iˆk means to omit the index ik.
We can derive, in a similar way, formula for the Hamiltonian matrix elements and its
derivative with respect to F and G, which will be detailed in Appendix A. Note that directly
differentiating by F is too tedious: Instead, it is simpler to use the relation
1
t
∂
∂Fcd
〈tf |tF 〉 = 〈tf | c†cc
†
d |tF 〉 (27)
and then apply the trace formula. Using the above algorithms, it is straightforward to give
a formula for the total energy and its parameter derivatives, which can be used to determine
the total energy fully variationally.
III. RESULT
We use a periodic one-dimensional tight-binding model of length N with nearest neighbor
transfer only (t0 = −1), or the Hubbard ring, and assign zero for the on-site energy. The
on-site Coulomb interaction is non-zero only at the first site as shown in Fig. 1. The total
energy is variationally determined using the trial wave function (Eq. (11), (22)), which is
referred to as AGP4, and also using the AGP-CI trial wavefunction
|Ψ〉 =
K∑
λ=1
|F λ〉 , (28)
which is referred to as AGP-CI(K) for K = 1, 2, and 3. AGP-CI(1) will be sometimes
denoted as AGP.
Fig. 2 shows a comparison of the total energy obtained for the Hubbard ring of length
8 to 20 (N = 8 · · ·20) and for the on-site Coulomb interaction 10 (U = 10). All the total-
energies are referred to that obtained by applying the exact diagonalization [11] to the ring
of the same length.
For AGP-CI(K), we can see a super-linear deviation from the exact diagonalization, and
the deviation is appreciable, in the energy scale of Fig. 2, already at N = 8 for K = 1 and
at N = 14 for K = 2 and 3. By contrast, deviation remains small for the AGP4 even at
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N = 20, where the value is 0.00048. Considering that the number of parameters is the same
for AGP-CI(2) and AGP4, the wave function is much more efficiently compressed by AGP4.
In addition to the superior result for the total energy, AGP4 is numerically more attrac-
tive. Indeed, for AGP-CI’s, we need more than 50 trial runs from different initial parameters
to obtain a reliable value for the total energy because the calculation with the standard con-
jugate gradient minimization is very easily trapped at a local minimum. See Appendix B
for more detail. Note in addition that Ref. [4] reported that information loss easily occurs
although that is not so important in the present case. Whereas, we need only 1 trial run for
AGP4. We conjecture the large number of local minima found for AGP-CI will be due to
the known instability problem that the canonical decomposition has [12].
Fig. 3 shows density matrices (DM’s) of the Hubbard ring of length 18 obtained by AGP
and AGP4. The value of U is taken to be 10. The diagonal element of the first-order DM
(ρ
(1)
iσiσ) shows that the difference between the two calculations is most strikingly found at
the first site with nonzero U . For AGP, the density for the up-spin is different from that of
the down-spin, indicating a symmetry-broken solution is obtained, while the spin symmetry
is maintained for AGP4 even though the symmetry is not intentionally restricted. The
value of the first-order DM is larger for AGP4 at the first site, indicating that there is more
probability finding a particle at this site for AGP4.
For the pair correlation function between the particle with up-spin at the first site and that
with spin σ at i-th site (fiσ ≡ ρ
(2)
1↑iσ/2ρ
(1)
1↑1↑ρ
(1)
iσiσ), the difference between the two calculations
is most striking for the down-spin at the first site and its nearest neighbor sites. Fig. 4 shows
that f1↓ of AGP4 is smaller than that of AGP indicating that electrons are repelled more
strongly at the first site. For AGP4, we can regard the particle is repelled to the nearest
neighbor sites when considering that f1↓ and f18↓ are larger than the value at different site
(N = 3 · · · 17). For AGP, on the other hand, the particle is repelled to one of the nearest
neighbor sites, breaking thereby the symmetry as seen in the above.
IV. SUMMARY AND CONCLUSION
We extended the AGP-CI scheme of Uemura et al. to incorporate up to four-body corre-
lation in a region of interest. For this purpose, we constructed a trial function by multiplying
a four-body correlation factor with the AGP wave function. To facilitate the variational de-
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FIG. 1. One-dimensional Hubbard model with periodic boundary condition. Only on the first site
nonzero value U is assigned as the on-site Coulomb interaction.
FIG. 2. (Color online) Total energy of the Hubbard ring plotted against the length N . The energy
is referred to that obtained by the exact diagonalization.
termination of the total energy using the standard conjugate gradient minimization method,
we greatly simplified the formula for the Hamiltonian matrix elements by rewriting them in
terms of traces of the geminals. The trace formula was used to calculate a Hubbard ring
having a site of strong correlation. The calculated total energy showed a significant im-
provement over AGP-CI. In addition, the new scheme showed enhanced numerical stability
and robustness against the symmetry breaking. We also found better efficiency in the data
compression of the wave function. Although we demonstrated using only the Hubbard ring,
generalization to molecular systems is straightforward albeit being more complicated. We
regard the result as an important step toward an establishment of first-principles wave func-
11
FIG. 3. (Color online) First-order density matrix (ρ
(1)
iσiσ) of the Hubbard ring of length N = 18.
The value for up-spin and that for down spin are arranged alternately.
tion theory for a strongly correlated point defect or adsorbate embedded in an AGP-based
mean-field medium.
ACKNOWLEDGMENTS
The authors thank the Supercomputer Center, the Institute for Solid State Physics, the
University of Tokyo for the use of the facilities. Exact diagonalization was done by using
HΦ [11].
12
FIG. 4. (Color online) Pair correlation function (ρ
(2)
1↑iσ/2ρ
(1)
1↑1↑ρ
(1)
iσiσ) of the Hubbard ring of length
N = 18. (a) and (b) correspond, respectively, to σ =↑ and σ =↓.
Appendix A: Details on the trace formula
Here we show details on the trace formula for the Hamiltonian matrix elements and their
derivatives with respect to F and G. In our calculation, only the Γ point is used and then
F and G are taken to be real antisymmetric.
The overlap of the wave function 〈Ψ|Ψ〉 is given by(
1 + P2(g,G)t
2 + P2(g†, G†)t
2 + P4(g†, G†, g, G)t
4
)
〈tF |tF 〉 , (A1)
using the matrix G, G†, g and g† extended to 2M × 2M as
G =

 G 0
0 0

 , G† =

 0 0
0 G†

 , g =

 g 0
0 0

 , g† =

 0 0
0 g†

 .
The one-body term of the Hamiltonian∑
<i,j>
t0ij 〈Ψ| c
†
icj |Ψ〉 ,
where < i, j > means to take nearest neighbor site pair only, is given by(
P1(t) + P3(t, g, G)t
2 + P3(t, g†, G†)t
2 + P5(t, g†, G†, g, G)t
4
)
〈tF |tF 〉 , (A2)
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using the transfer matrix t0ij = δi+2,j + δi,j+2+ δi,j+M−2+ δi+M−2,j extended to 2M × 2M as
t =

 0 12t0
−1
2
t0 0

 .
Similarly, the two-body term of the Hamiltonian
U 〈Ψ| c†1c1c
†
1¯
c1¯ |Ψ〉
is given by
U
(
P2(u1, u2) + P4(g,G, u1, u2)t
2 + P4(g†, G†, u1, u2)t
2 + P6(g†, G†, g, G, u1, u2)t
4
)
〈tF |tF 〉 ,
(A3)
using the matrix uij =
1
2
(δi1δj1¯ − δj1δi1¯) extended to 2M × 2M as
u1 =

 u 0
0 0

 , u2 =

 0 0
0 u

 .
Derivative of the overlap
∂
∂Fef
〈Ψ|Ψ〉
is given by
(P1(d1)t + P1(d2)t + P3(g,G, d1)t
3 + P3(g,G, d2)t
3 + P3(g†, G†, d1)t
3 + P3(g†, G†, d2)t
3
+P5(g†, G†, g, G, d1)t
5 + P5(g†, G†, g, G, d1)t
5) 〈tF |tF 〉 , (A4)
using the matrix dij =
1
2
(δieδjf − δifδje) extended to 2M × 2M as
d1 =

 d 0
0 0

 , d2 =

 0 0
0 d

 .
The derivative with respect to Gef ,
∂
∂Gef
〈Ψ|Ψ〉
is given by
2(P2(g, d1)t
2 − P2(g†, d2)t
2 + P4(g†, G†, g, d1)t
4 − P4(g†, g, G, d2)t
4) 〈tF |tF 〉 . (A5)
The derivatives of the Hamiltonian matrix elements are also obtained similarly:
∂
∂Fef
∑
<i,j>
t0ij 〈Ψ| c
†
icj |Ψ〉
= (P2(t, d1)t+ P2(t, d2)t
+P4(t, g, G, d1)t
3 + P4(t, g, G, d2)t
3 + P4(t, g†, G†, d1)t
3 + P4(t, g†, G†, d2)t
3
+P6(t, g†, G†, g, G, d1)t
5 + P6(t, g†, G†, g, G, d2)t
5) 〈tF |tF 〉 (A6)
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∂∂Fef
U 〈Ψ| c†1c1c
†
1¯
c1¯ |Ψ〉 = U(P3(u1, u2, d1)t + P3(u1, u2, d2)t
+P5(g,G, u1, u2, d1)t
3 + P5(g,G, u1, u2, d2)t
3
+P5(g†, G†, u1, u2, d1)t
3 + P5(g†, G†, u1, u2, d2)t
3
+P7(g†, G†, g, G, u1, u2, d1)t
5 + P7(g†, G†, g, G, u1, u2, d2)t
5) 〈tF |tF 〉
(A7)
∂
∂Gef
∑
<i,j>
t0ij 〈Ψ| c
†
icj |Ψ〉 = 2(P3(t, g, d1)t
2 − P3(t, g†, d2)t
2
+P5(t, g†, G†, g, d1)t
4 − P5(t, g†, g, G, d2)t
4) 〈tF |tF 〉
(A8)
∂
∂Gef
U 〈Ψ| c†1c1c
†
1¯
c1¯ |Ψ〉 = 2U(P4(g, u1, u2, d1)t
2 − P4(g†, u1, u2, d2)t
2
+P6(g†, G†, g, u1, u2, d1)t
4 − P6(g†, g, G, u1, u2, d2)t
4) 〈tF |tF 〉
(A9)
Appendix B: Convergence of the AGP-CI calculation
In AGP-CI calculation, we have done more than 50 trial runs from different initial pa-
rameters to try to achieve full convergence, but the calculation with the standard conjugate
gradient method was still trapped at a local minimum. This fact is reflected in the small but
appreciable fluctuation of the calculated total energy as shown in Fig. 5. The dependence
on the length of the Hubbard ring N and the value of U is not very smooth. However,
the AGP-CI calculation was done only for comparison in this paper. So we used the value
obtained here in Fig. 3.
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