Abstract-This paper illustrates the use of the Modulo Time Plot to facilitate diagnosis of data acquisition systems and components. While conventional techniques, involving spectral analysis and histograms, provide certain useful and necessary measures of performance, the use of reordered sample sets has gained considerable popularity in recent work aimed at characterizing analog-to-digital converter error mechanisms. Examples show that the Modulo Time Plot is useful for quick visual inspection of system performance including dynamic range, distortion and error plots, the detection of random bit errors, and timing errors between the test signal and the sample clock.
I. INTRODUCTION
It has been understood for several years that dynamic testing of analog-to-digital converters (ADCs) and waveform recorders is necessary to fully understand their performance and useful operating parameters [1] , [2] , [3] , [4] . The popular dynamic test signal is the sinewave because it is easy to generate in near ideal form, i.e., with negligible distortion and highly accurate and stable frequency. Normally, when N S samples are collected and stored in a buffer memory at a sample rate, F S , the sinewave test frequency is set on one of the basis frequencies, or bins, of the FFT associated with the sample set. This frequency choice eliminates spreading of signal energy across the FFT spectrum that would otherwise occur. The test frequency is also usually chosen to be in the first Nyquist band, i.e., less than F S =2, for most applications; however, increased use of IF detection architectures has pushed testing into second and higher Nyquist bands in many cases.
Whenever a test frequency is not sufficiently less than F S =2, the harmonic distortion, due to the quantizer response to the applied signal, will be aliased across the FFT spectrum. A typical situation is depicted in 9   10  11  12  13   15  17  18  21  24  28  29  30  31  32  34   40  41  42   43  47 is labelled if it exceeds a threshold of -75 dB with respect to a full-scale sinewave amplitude. The labeling is (+) for the positive-frequency Euler component and (-) for the conjugate-frequency component. Clearly there are several distortion terms in excess of the noise floor, and clearly the harmonics are distributed across the spectrum by the aliasing process. As a diagnostic tool, the plot shown in Fig. 1 is not very helpful. It does indicate the maximum and minimum sample values, but aliasing hides the fact that the sampled signal is a sinusoid. The plot provides even less detail when the sample values are connected with straight lines between each data point as the graph would turn into a solid black bar between the extrema of the set. Consequently, plots of raw samples have not been used for significant diagnostic purposes in the past, other than to construct histograms to observe whether there are any missing or preferred states. This paper shows how a simple reordering of the sample set can be made to yield visually useful information for diagnostic purposes through the use of the Modulo Time Plot.
II. THE MODULO TIME PLOT
The samples shown in Fig. 1 can be rearranged through a straightforward modulo operation which will be developed in this section. The rearrangement usually provides a clearer picture of both the waveform properties and the performance of the sampling device for any periodic test signal. 
The period of the test signal is then given by
When the sample time, t k , is represented modulo the signal period, T, then the samples may be reordered to display their position within a single period of the test signal.
The reordering for plot purposes may be accomplished as follows. Definet k as the modulo T values of t k t k = t k mod T: relatively prime may also reduce the experimental uncertainty, as suggested in [5] for the diagnosis of ADC integral and differential nonlinearities. In this case, however, reordering is the issue so that the modulo time plot may also be created by reordering the samples, x(kT S ), to relate index numbers of the original set to indices of a reordered set k R = mk mod N S mF S t k mod mF S T : (5) The k R gives the index of the kth sample, x(kT S ), in the reordered set. The reordered set variables are then given by Figure 3 shows the data of Fig. 1 plotted. This figure clearly shows that the sampled signal is a sinewave with the correct period and its peak-to-peak operation.
While we have just derived the relationship for the reordered sample set, it is instructive to note that the transform of the reordered set has also reordered the harmonics of the test signal in the following fashion. Equation 7 gives the DFT for the reordered sample set X R (n) = NS?1 X =0 x R (`)e ?j2 `n=NS : 
The harmonics of the test signal are reordered sequentially in the transform for the reordered sample set. The next section presents several examples of how the modulo time plots provide useful time-domain interpretations for sampled data sets.
III. MODULO TIME PLOT EXAMPLES
The Modulo Time Plot is presented as a complimentary tool to assist in the diagnosis of the behavior of a data acquisition system. It is really only one more tool that can be used to determine whether a system is working correctly or not. Examples are given in this section to illustrate the usefulness of this data presentation method.
A. Residual Error
Measured data for a sampled sinewave plus noise is shown in Fig. 1 . The noise is added to dither, or randomize, what would otherwise be harmonically dependent quantization error [6] . Because a sinewave signal is used, it is possible to estimate both the fundamental component and the average DC component present in the signal. These may be obtained by either an FFT or by methods described in IEEE Standard 1057 [4] . Let A 0 represent the DC estimate and A 1 6 1 represent the estimated magnitude and phase of the fundamental. A residual error can then be calculated using E(k) = x(k) ? A 0 ? A 1 cos(2 F T k=F S + 1 ) : (10) Figure 4 shows the error obtained for the sample set, x, as it appears versus sample time, t. In this pattern everything appears to be fine as the error looks uniform across 1 LSB, as it should for a dithered quantizer. There are a few "outliers" that might be expected if the noise source does not have a uniform distribution function.
In spite of this apparently good state of affairs, this residual error actually has a strong correlation to the input signal which is evident when viewed with a Modulo Time Plot. Figure 5 shows the graph of Fig. 4 plotted versus modulo time along with a superimposed and scaled version of the fundamental component of the sample set, x.
This plot shows amazing order in the residual error when each point is referred to its correct timing within the test signal period. The adjustment of dither is illustrated at 
B. A Noisy Bit
When one works with high-speed data acquisition it is necessary to electrically match data lines to avoid reflections on transmission lines. A mismatched line causes logical threshold decision errors which in turn affect bit error rates for the transmission of data across digital interfaces. The example shown in this section illustrates the detection of a single noisy bit through the use of the Modulo Time Plot.
Simulated data are obtained for this example by adding random errors to the fourth least significant bit (2 3 ) of a measured data set so as to simulate a noisy ECL threshold on the data acquisition interface. This causes the bit to have spurious high levels (1's) due to random noise on the data line exceeding some unknown threshold. The contaminated data set is plotted versus time and shown in Fig. 6 . Generally, this looks like any other sinusoidal sample set except for a few odd points at the positive peak of the data. Inspection of the FFT magnitude spectrum would show a plot nearly identical to that shown in Fig. 2 except that the average value of the noise floor is elevated a few dB. A noisy bit generally does not introduce harmonic distortion; rather, it spreads energy uniformly across the full Nyquist band. The histogram would look very nearly the same as for the ideal sinusoid except there would be a small set of occurrences at 8 LSBs above the usual maximum. Generally the histogram shape is not that helpful for diagnostic purposes.
When the data of Fig. 6 are plotted versus modulo time, the graph shown in Fig. 7 is obtained. Here it is very clear that there is a spurious effect occurring, and it is just a few LSBs above the correct signal. To determine the actual difference it is useful to obtain a residual estimate following the procedure outlined in the previous example. The result is shown in Fig. 8 . The residual error shows normal errors as expected over 1 LSB, and then spurious errors are clustered around the 8 1 LSB ordinate of the plot.
Should there be other noisy bits (due to random effects), there would be points clustered along other power-of-2 ordinates. 
C. Intermittent Sample Clock
A final example is given for the case where the sample clock is intermittent across the interface between the ADC and the data acquisition system. This type of error could also occur due to improper electrical matching of the line driver for the clock to the data acquisition unit. Whenever a data cache is instructed to collect N S samples, that is exactly what it does when it is working properly! However, it does not count any missed sample events caused by data line mismatch or noise on the clock enable line. The data presented here were simulated by deleting two samples during the data acquisition cycle.
The sample set is plotted in Fig. 9 versus linear time based upon the nominal sample interval for the experiment. The data look perfectly normal for a sinewave plus noise. However, inspection of the FFT magnitude spectrum would show what appears to be phase noise around the fundamental frequencies of the sinewave. It might be suspected that the test signal is not centered on an FFT basis frequency due to the apparent leakage across the spectrum. The FFT spectrum is not sufficient to tell what is really wrong, and so one can try the Modulo Time Plot as a last resort. The result is shown in Fig. 10 . Here the results are very informative. First, the graph tells us that the test signal is set on the correct frequency because we are getting one full-period sinewave response on this plot. The fact that there are three full sinewaves says that the data cache missed two blocks of time during the data acquisition cycle. This example simulated the dropping of only one clock period each time a sample was skipped. The phase shift per clock period is given by the ratio of the test frequency, F T , to the sample frequency, F S . For this case we would have a shift of about 132 per clock cycle which appears to be the case for the data shown in Fig. 10 . Again, only the data points are plotted, so the density or thickness of each line gives an indication of how long the time intervals were between clock skips in the acquisition process. Once again, the Modulo Time Plot helps to figure out what is happening in the sampling process when ordinary time and frequency plots fail to provide a conclusive "picture" of the process.
IV. CONCLUSIONS
This paper has demonstrated the usefulness of the Modulo Time Plot as a tool to assist in the diagnosis of data acquisition systems. While modulo arithmetic is not new, nevertheless, the method has not received any real use or been documented for this type of application [4] . The procedure is quite often useful when ordinary time plots are not informative due to aliasing as observed in the time domain, or when spectral and histogram plots do not provide conclusive evidence about what is happening in a process. Three examples of applications have been presented. The first example showed how a residual error estimate had a strong correlation to the fundamental component of the test signal. The second example showed how a noisy bit could be observed from otherwise nearly normal data. The final example illustrated the detection of skipped samples or the effect of intermittent sample clock errors. Each of the examples has similar data when viewed by either spectral analysis plots or plots of the raw data against sample time. Plotting against modulo time brings the data into focus in terms of what is happening in response to any applied periodic test signal.
