This paper presents an improved active contour model by combining the Chan-Vese model, the region-scalable fitting energy model, the globally convex segmentation method and the split Bregman method. A weight function that varies with the location of a given image is used to control the influence of the local and global information dynamically. We first present our model in a 2-phase level set formulation and then extend it to a multi-phase formulation. By taking the local and global information into consideration together, our model can segment more general images, especially images with intensity inhomogeneity. Our model has been applied to synthetic and real images with promising results. Numerical results show the advantages of our model compared with other models. The accuracy and efficiency are demonstrated by the numerical results. Besides, our model is robust in the presence of noise.
its practical applications. Wang et al. [15] proposed the local and global intensity fitting (LGIF) energy model by combining the advantages of the CV model and the RSF model. The LGIF model can segment images more accurately, but it needs to choose an appropriate weight value to balance the weights between the two models, which is a little cumbersome in practice.
Recently the split Bregman method [16] [17] [18] has been applied to solve the image segmentation problems more efficiently. Goldstein et al. [18] proposed a convex and fast segmentation model by applying the split Bregman method to the CV model. However, their model is mainly for homogeneous images.
In this paper, we propose an improved active contour model driven by the local and global information dynamically for image segmentation. We incorporate the globally convex segmentation (GCS) method [19] into the combination of the CV model and the RSF model to propose a new image segmentation model. We also use a weight function that varies with the location of a given image to balance the weights between the local and global fitting terms dynamically. Besides, a nonnegative edge detector function is incorporated into our energy functional to detect boundaries more easily. The application of the split Bregman method guarantees the efficiency of our proposed model.
The reminder of this paper is organized as follows. In Section 2 we briefly review the CV model, the RSF model and the split Bregman method. We introduce our proposed model in Section 3. The numerical results of our model are given in Section 4. Section 5 concludes this paper.
Background

The CV model
Let Ω ⊂ 2 be the image domain, and u 0 : Ω → be a given gray level image. Chan and Vese [2] formulated a piecewise constant model called the CV model to the Mumford-Shah problem [20] without using the image gradient. The CV model works when the image consists of homogeneous regions. The idea is to find a contour C that segments the given image u 0 and two constants c 1 and c 2 that approximate the image intensities outside and inside the contour C . The energy they proposed to minimize is as follows:
where outside(C ) and inside(C ) represent the regions outside and inside the contour C , respectively, and |C| represents the length of the contour C . c 1 and c 2 are two constants that approximate the image intensities in outside(C ) and inside(C ). λ 1 , λ 2 and ν are positive constants.
One of the most attractive properties of the CV model is that it is much less sensitive to the initialization. However, the CV model only considers the global information and cannot handle images with intensity inhomogeneity. Likewise, the more general piecewise constant models in a multi-phase level set framework [8, 11] are not suitable for images with intensity inhomogeneity.
The RSF model
Li et al. proposed the RSF model in [13, 14] to segment images with intensity inhomogeneity by using the local intensity information efficiently. Instead of two constants c 1 and c 2 , two local fitting functions f 1 and f 2 are used to approximate the intensities outside and inside the contour C . The level set formulation of their energy functional is: (2) where φ is the level set function, ν and μ are two positive constants. E RSF (φ, f 1 , f 2 ), L(φ) [2, 8] and P(φ) [13, 14] are the data fitting term, the arc length term and the level set regularization term, respectively, which are defined as follows:
where λ 1 and λ 2 are positive constants. H is the Heaviside function [2, 8] .
Gaussian kernel with the standard deviation σ > 0, which is defined as:
In practice, Li et al. [13, 14] approximated the Heaviside function H by a smooth function H ε [2, 8] defined by:
where ε is a positive constant.
By replacing H in (3) with H ε , the energy functional F (2) is then approximated by:
where
The localization property of the kernel function K σ plays a key role in segmenting images with intensity inhomogeneity. However, this property of the RSF model may also introduce many local minima, which has been further discussed in [15] . Consequently, the results of the RSF model are more dependent on the initialization of the contour.
The split Bregman method
The split Bregman method [16, 18] is a technique for solving general L1-regularized problems of the form:
where | · | 1 denotes the L1-norm, and both |Φ(·)| 1 and H(·) are convex functionals. The split Bregman method works by "de-coupling" the L1 and L2 terms in (7), using a splitting originally introduced in [21] . Rather than considering (7) directly, an equivalent problem is considered:
This constrained problem is then converted to an unconstrained problem by introducing a quadratic penalty function:
where λ is a positive constant and · denotes the L2-norm.
Note that the quadratic penalty function in (9) only approximately enforces the constraint
. We wish to enforce this constraint exactly. A standard approach to this problem is to use a continuation method: solving (9) with an increasing sequence of penalty parameters λ 1 < λ 2 < · · · < λ n . To enforce
, λ n must be chosen extremely large. Unfortunately, λ → ∞ makes (9) extremely difficult to solve numerically [21] [22] [23] . Also, λ k must be increased in very small steps, making the method less efficient.
To avoid these deficiencies, the split Bregman method uses a fixed value for λ and enforces the constraint
using the Bregman iteration technique [16, 17, 24] . A vector − → b is added inside the quadratic penalty function to apply the Bregman iteration to (9) . Then the L1-regularized problem (7) can be reduced to a sequence of unconstrained optimization problems and Bregman updates:
The iterations (10) and (11) are called the split Bregman algorithm. In [16, 24] , it has been shown that this algorithm converges in the sense that, as k → ∞,
where u * is some solution to (7).
Our proposed model
In fact, both the CV model in Section 2.1 and the RSF model in Section 2.2 are non-convex, and thus these models can sometimes get stuck in undesirable local minima. Chan et al. [19] proposed the GCS method to eliminate difficulties associated with these non-convex models. The GCS method is both easier to handle numerically and more reliable. Goldstein et al. [18] proposed a convex and fast segmentation model by applying the GCS method and the split Bregman method to the CV model. But their model is based on the CV model and cannot deal with inhomogeneous images.
In order to take the local and global information into consideration together and to deal with images with intensity inhomogeneity more efficiently, in this section we propose the globally convex local and global intensity fitting energy (GCLGIF) model by combining the CV model, the RSF model, the GCS method and the split Bregman method together. We first present our proposed GCLGIF model in a 2-phase level set formulation and then extend it to a multi-phase formulation. 
The 2-phase level set formulation
Then the local and global intensity fitting energy E
LGIF (φ,
where 0 ω 1 is a parameter to control the influence of the local and global intensity fitting terms.
Wang et al. proposed the LGIF model [15] by adding the other two terms L(φ) and P(φ) defined in (3) to
In practice, H is approximated by H ε defined in (5) . Then the energy functional of the LGIF model becomes:
where E
LGIF ε approximates E LGIF in (13) .
With the standard gradient descent method, the gradient flow equation by minimizing the energy functional (14) with respect to φ can be obtained:
∂φ ∂t
is the derivative of H ε and F 1 (x), F 2 (x) are defined as:
The energy functional (14) of the LGIF model is not convex either, and thus in general it cannot ensure the global minima. We now apply the GCS method to the gradient flow equation (15) and propose our GCLGIF model.
The idea of the GCS method is to first find a simplified flow which has the coincident steady state solution with the original gradient flow equation, and then define a new and convex energy based on the simplified flow. Based on the idea of the GCS method and its application in [18] , we first need to remove the term δ ε (φ). Thus we need to drop the last term in the gradient flow equation (15) , which doesn't contain δ ε (φ). Because we can apply the GCS method and define a new convex energy functional to guarantee the global minima only after dropping this term. Furthermore, dropping this term also ensures the later application of the efficient split Bregman method.
The procedure of dropping the last term of (15) or this approximation is reasonable and will not affect the numerical results of our proposed model. We have given the extensive explanation in Appendix A.
To apply the GCS method and the split Bregman method later, we first drop the last term in Eq. (15) and take ν = 1 without loss of generality, then we can get:
By applying the GCS method, a simplified flow equation which has the coincident stationary solution with (18) can be obtained:
Based on this simplified flow equation (19), we propose a new energy functional:
It is easy to see that the gradient descent equation of the new proposed energy functional (20) with respect to φ is just the simplified equation (19) . To detect boundaries more easily, we add a non-negative edge detector function g to the above energy functional (20) . Hence, the energy functional we propose for the 2-phase GCLGIF model is as follows:
where the edge detector function g(ξ ) = 1/(1 + β|ξ | 2 ) is used in this paper, β 0 is a parameter determining the detail level of the segmentation.
In order to guarantee the unique global minimizer of the new proposed energy (21), we restrict the solution φ to lie in a finite interval [18] . In this paper we choose the interval [−2, 2], and thus the minimization problem for the proposed 2-phase GCLGIF model becomes:
We then apply the split Bregman method introduced in Section 2.3 to solve (22) 
To apply the split Bregman method to minimize (23), we introduce one auxiliary variable − → d and add a quadratic penalty function to weakly enforce the equality constraint
Thus we obtain the following unconstrained problem:
where λ is a positive constant.
The Bregman iteration is then applied to strictly enforce the constraint − → d = ∇φ, which results in the following optimization problem:
where − → b k+1 is updated by the Bregman iteration:
By the calculus of variations, for a fixed 
For the Laplace equation (28), we use a central difference for the Laplace operator and a backward difference for the divergence operator, respectively. Hence we obtain the following numerical scheme:
Keeping φ fixed, we minimize (26) with respect to − → d and obtain:
where shrink(x, γ ) is the shrinkage operator [16, 18] defined as:
Here, note that each time before we update φ, we first need to update the two local fitting functions f 1 , f 2 and two constants c 1 , c 2 through:
,
where M ε
In fact, this can be easily obtained by minimizing the energy functional E GCLGIF (φ) in (21) with respect to f 1 , f 2 , c 1 and c 2 , respectively, using the standard gradient descent method.
The multi-phase level set formulation
In this section we extend the above 2-phase GCLGIF model to a multi-phase level set formulation to segment images with multiple regions adjacent to each other, for example, the brain MR images. According to [8] , n level set functions can represent 2 n regions. In this paper, we focus on the 4-phase formulation, which is sufficient to segment the brain MR images. Two level set functions φ 1 and φ 2 are used to define the partition of the image domain into four disjoint regions [8] :
We define the following energy functional:
where ν is a positive constant, T 1 and T 2 are defined as follows:
and h i is defined as:
where ω is the weight function defined in (44).
Minimizing the energy functional (33) with respect to f i and c i , we can obtain f i , c i (i = 1, 2, 3, 4) by the calculus of variations:
When minimizing (33) with respect to φ 1 and φ 2 , we also restrict them to the finite interval [−2, 2] to guarantee the global minima. Thus the minimization problem for the multi-phase GCLGIF model is:
where | · | g and ·, · are defined in (24).
Then we apply the split Bregman method to solve (37) more efficiently. We introduce two auxiliary variables
2 and obtain the following unconstrained problem:
We then apply the Bregman iteration to strictly enforce the constraints
where − → b l k+1 is updated by the Bregman iteration:
Minimizing (39) with respect to φ l , we can obtain the following Euler-Lagrange equation by the calculus of variations:
Similarly as (29), the numerical schemes for updating φ l (l = 1, 2) are as follows:
The difference of (42) from (29) is that we replace s in (29) with T l here.
Keeping φ 1 , φ 2 and
fixed, we then minimize (39) with respect to
where l = 1, 2. We can see that 1/λ in (30) is replaced by ν/λ in (43).
The weight function ω
In the 2-phase and multi-phase formulations of our proposed model, we need a parameter ω to balance the weights of the local and global intensity fitting terms. In this section we elaborate on how to choose ω. Recall that F 1 and F 2 defined in (17) are called the LIF force and the GIF force, respectively. The parameter ω controls the influence of the LIF force and the GIF force. For images with severe inhomogeneity, a smaller value should be chosen for ω as the weight of the GIF force, while for images with mild inhomogeneity, a relatively larger value should be chosen.
Wang et al. [15] choose ω as a constant for a given image and they need to choose an appropriate value for ω according to the degree of intensity inhomogeneity. In this paper, we choose ω in a different way. Instead of a constant value for ω, a weight function that varies dynamically with the location of the given image is preferred. The weight function ω is defined as:
where γ is a fixed parameter and LCR W represents the local contrast ratio of the given image, which is defined as:
where W denotes the size of the local window, V max and V min are the maximum and minimum of the intensities within this local window, respectively. V g represents the intensity level of the given image. For gray images, it is usually 255.
LCR W (x) varies from 0 to 1. It reflects how rapidly the intensity changes in a local region. It is larger in regions close to boundaries and smaller in smooth regions.
With this weight function (44), one does not have to figure out an appropriate fixed value for ω, since the weight value can vary dynamically with different locations. It is determined by the intensity information of the given image.
Remark. The GCLGIF model we proposed in this section is different from the LGIF model in [15] for the following reasons. Firstly, our energy functionals (21) and (33) are different from [15] . Here we propose globally convex energy functionals using the GCS method [19] to guarantee the global minima. We also incorporate the information from the edge into the energy functionals by using a non-negative edge detector function g to detect boundaries more easily. Secondly, we apply the split Bregman method to minimize the energy functionals, and thus our model is much more efficient than the model in [15] , which can be seen clearly from the numerical results in Section 4. Thirdly, a weight function ω that varies with the location of a given image is used to balance the weights between the local and global fitting terms dynamically. 
Numerical results
We have tested our model with synthetic and real images in this section. The level set function φ for the 2-phase formulation or φ i (i = 1, 2) for the multi-phase formulation is simply initialized as a binary step function taking 2 inside a region and −2 outside. σ = 3.0 and ε = 1 are used for our model.
As we have explained in Section 3.3, the parameter 0 ω 1 controls the influence of the RSF model and the CV model. When ω = 0 is chosen, our model degenerates to be only based on the RSF model and can be called the globally convex region-scalable fitting energy (GCRSF) model more exactly. If ω = 1 is chosen, our model becomes the globally convex CV model, which is just the model proposed in [18] . When we choose 0 < ω < 1, both the RSF model and the CV model have effects on our model. The globally convex CV model (ω = 1) has already been elaborated in [18] . Thus in this section we mainly focus on the other two components of our model: the GCRSF model (ω = 0) and the GCLGIF model (0 < ω < 1). The numerical results for the GCRSF model (ω = 0) are given in Section 4.1. For the GCLGIF model (0 < ω < 1), we elaborate on the 2-phase formulation and the multi-phase formulation in Section 4.2 and Section 4.3, respectively.
We use λ = 0.001 for the GCRSF model and the 2-phase GCLGIF model, while λ = 1 is chosen for the multi-phase GCLGIF model.
The GCRSF model (ω = 0)
For the GCRSF model, it means that ω = 0 or γ = 0 is chosen. We use λ 1 = λ 2 = 1e-5 and β = 100 unless otherwise specified.
In Fig. 1 we first compare our GCRSF model with the globally convex CV model [18] for a synthetic inhomogeneous image. This image suffers from severe inhomogeneity for both the foreground and the background. Since the model in [18] only uses the global information and is mainly for homogeneous images, it cannot deal with this inhomogeneous image which can be seen from (c), where the background is partitioned into two parts incorrectly. (b) shows that our GCRSF model can segment this image correctly even though the inhomogeneity is severe. This is because enough local information has been used to deal with the severe inhomogeneity when ω = 0 is chosen. Fig. 2 shows the results of our GCRSF model for three synthetic flower images. These images have the same flower in the center but different distributions of intensities. The image in Row 1 is piecewise constant. Row 2 and Row 3 show the results for two images corrupted by intensity inhomogeneity. The image in Row 3 is generated by adding the random noise to the clean image in Row 2 and the standard deviation of the noise is 5.0. From Column 1 and Column 2 we can clearly see that our model can handle these three images very well even if the image is inhomogeneous (Row 2) or inhomogeneous and noisy (Row 3). The model in [18] In Fig. 3 we show the results of our GCRSF model for several synthetic and real images. All of them are typical images with intensity inhomogeneity. Either the CV model [2] or the globally convex CV model [18] cannot handle these images due to the intensity inhomogeneity. These images have been tested with the RSF model in [14] . Fig. 3 shows that our GCRSF model can successfully extract the object boundaries for these challenging images and the results are similar to the results given in [14] . However, by comparing the iteration number and the computation (CPU) time with both models for the five images in Table 1 , our GCRSF model is much more efficient than the RSF model. The efficiency of our model is guaranteed by the following reasons. Firstly, our proposed energy functional is convex which can result in the fast convergence. Secondly, when working with the level set function φ, we do not need the procedure of re-initializing φ as the signed distance function to its zero-level curve. Instead, we simply initialize φ as a binary step function. The advantage of using a binary step function as the initial level set function is that new contours can emerge easily, and the curve evolution is significantly faster than the evolution from a signed distance map as the initial function. Lastly and most importantly, we have applied 
Table 1
The iteration number and CPU time (in second) for the RSF model and our GCRSF model for the images in Fig. 3 The results of our 2-phase GCLGIF model. λ 1 = 1.1e-6, λ 2 = 1e-6, β = 100.
the split Bregman method to the optimization problem, which is very fast. We record the iteration number and the CPU time from our experiments with Matlab codes run on an ACPI Multiprocessor PC, Intel(R) Core(TM)2 Quad CPU Q8200, 2.33 GHz, 2 GB RAM, with Matlab R2010a on Windows XP.
The 2-phase GCLGIF model (
For the 2-phase GCLGIF model, γ = 0.1 is used for all images, while λ 1 , λ 2 and β are specified in each figure. Fig. 4 shows the comparison of our 2-phase GCLGIF model with other models for two inhomogeneous images. The CV model fails to get the correct segmentation results with only the global information. The RSF model traps into local minima by using only the local information. The LGIF model also gets incorrect results by using a constant weight ω. By contrast, our 2-phase GCLGIF model gives the correct segmentation results shown in (f) and (j). This is guaranteed by the choice of ω as the weight function (44). The value of ω can vary with different locations of given images and balance the influence of the local and global information dynamically. This characteristic is what the LGIF model lacks and this is the reason why the LGIF model fails.
Our 2-phase GCLGIF model can be easily extended to color images as [8, 25] . We show the results of two real color images with the GCRSF model (ω = 0) and the 2-phase GCLGIF model in Fig. 5 . From the comparison, we can see the superiority of the GCLGIF model. This lies in that when ω = 0 is chosen for the GCRSF model, only the local information is considered, which is not enough to describe the background and the foreground for these two images. To see clearly the evolution of the active contour, f 1 , f 2 and f , the evolving processes for the color image of peppers are shown in Fig. 6 . From Row 2 and Row 3, we can see that these images are smooth, which experimentally confirms the regularity of f 1 and f 2 . Besides, it is interesting to observe that their combination f = 2 i=1 M ε i (φ) f i enhances the features in the images, such as the object boundaries, when it converges to its final result (the last image in Row 4).
The multi-phase GCLGIF model (0 < ω < 1)
For the multi-phase GCLGIF model, γ = 0.1 and β = 0 are used for all images while ν is specified in each figure.
We compare our multi-phase GCLGIF model with the multi-phase Vese-Chan model [8] for a synthetic inhomogeneous image in Fig. 7 . This image has only three phases: the two objects and the background. Thus when we use the 4-phase model, one phase is empty. As shown in Fig. 7 , the Vese-Chan model can give the correct final contour, but it gives the incorrect fitting image shown in (d). The inhomogeneous background is considered to have a constant value incorrectly shown in (g). This is because the Vese-Chan model only applies the global information which is not enough to detect the background with severe inhomogeneity. However, by considering the local and global information together, our 4-phase GCLGIF model can fit the inhomogeneous background very well in (l). Both the final fitting image in (i) and the final three segments are correct. The segmentation of the brain MR images into the white matter (WM), the gray matter (GM) and the cerebrospinal fluid (CSF) has been an important task in the medical image analysis. A major difficulty in the segmentation of the brain MR images is the intensity inhomogeneity due to the ration-frequency coils or acquisition sequences. Our 4-phase GCLGIF model can address this difficulty. We show the application of our model to the brain MR images in Fig. 9, Fig. 10 and Fig. 11 . Our 4-phase GCLGIF model is first applied to two brain MR images in Fig. 9 and Fig. 10 . The active contour evolving processes and the corresponding fitting images u = 4 i=1 f i N i are shown in Row 1 and Row 2, respectively. New contours can emerge easily and quickly during the curve evolution shown in Row 1 of Fig. 9 and Fig. 10 . The emergence of new contours speeds up the curve evolution towards the final results. The final fitting images can fit the original inhomogeneous brain MR images well, which can be seen from the fourth images in Row 2 of Fig. 9 and Fig. 10 . In addition, the WM, GM and CSF can be well segmented shown in Row 3 of Fig. 10 .
We compare our 4-phase GCLGIF model with other models for some brain MR slices in Fig. 11 . The results of the VeseChan model [8] are not very good shown in Column 2: some of the GM is labeled as the WM, while some of the WM is incorrectly identified as the GM. The multi-phase RSF model also traps into local minima, especially for the last two images shown in Column 3. With our 4-phase GCLGIF model with γ = 0, only the local information is used, then the final fitting Table 2 The CPU time (in second) for the multi-phase LGIF model and our 4-phase GCLGIF model for the six brain MR images from Fig. 9, Fig. 10 and Fig. 11 Fig. 9, Fig. 10 and Fig. 11 demonstrate that our model can deal with the inhomogeneous brain MR images more accurately. These brain MR images have also been tested with the LGIF model [15] . The comparison of the CPU time between the LGIF model and our model is given in Table 2 . The data in Table 2 is recorded under the same environment introduced in Section 4.1. It can be seen clearly from Table 2 that our model is much more efficient.
Conclusion
An improved and efficient active contour model called the GCLGIF model is proposed in this paper for image segmentation. We give both the 2-phase and the multi-phase level set formulations of our GCLGIF model. Our model can segment more general images by using a weight function ω that varies with the location of a given image dynamically. For a special case ω = 0, our GCLGIF model degenerates into the GCRSF model, which can be used to deal with images with severe inhomogeneity. The applications of the split Bregman method and the GCS method make our model much more efficient than the RSF model and the LGIF model. Numerical results have demonstrated the accuracy and efficiency of our model. Besides, our model is robust to noise. In particular, our multi-phase GCLGIF model has been applied to segment the brain MR images with desirable results. Comparisons with other models also show the advantages of our model.
Appendix A. The explanation of dropping the last term of (15)
Dropping the last term of (15) guarantees the applications of the GCS method for global minima and the split Bregman method for the efficient minimization. We now explain that it is acceptable and reasonable to drop the last term to propose our model. The first and second terms in (15) correspond to the gradient flows of the data fitting energy E
LGIF ε (φ, f 1 , f 2 , c 1 , c 2 ) and the arc length term νL ε (φ) in the energy functional (14) , respectively. Particularly, the first two terms play a key role in driving the active contour toward the object boundaries. The last term μ(∇ 2 dx is first proposed in [26] and then used in the RSF model [14] and the LGIF model [15] to maintain the regularity of the level set function. In fact, the last term in (15) has no effect on enforcing the active contours to the boundaries. It is only used to eliminate the re-initialization process and maintain the level set function as an approximate signed distance function near the zero level set.
The penalizing term P(φ) is not contained in the classical region-based models, such as the famous CV models [2, 8] .
With only the data fitting term and the arc length term, these models work well. Only for a few numerical results, they have applied the re-initialization. Indeed, the re-initialization process or the penalizing term P(φ) is not necessary for each model. Actually, the re-initialization process is not encouraged for most experiments since it may cause some subtle side effects, such as preventing the detection of interior boundaries within an object, as pointed out in [2] .
In our proposed model, we have dropped the level set regularization term in order to apply the GCS method. When working with the level set function φ, we do not need the procedure of re-initializing φ as the signed distance function to its zero level curve. Instead, we simply initialize φ as a binary step function taking 2 inside a region and −2 outside. During the evolution, we only need to restrict φ to the interval [−2, 2]. In this way, the level set function φ will not blow up to very large values on both sides of the zero level set and will not cause inaccurate computation or erroneous segmentation results. Taking the five images from Fig. 3 for example, we show the energy changes for them in Fig. 12 to evaluate on this approximation more clearly. In Fig. 12 , we plot the original energy with μP(φ) (the red line in the web version), the energy after dropping the last term (the blue line in the web version) and the penalizing term μP(φ) (the green line in the web version) for each image. The vertical axis represents the energy, while the horizontal axis represents the iteration number. We can clearly observe that the energy change shapes are almost the same with or without the last term. The value of the penalizing term μP(φ) is extremely small compared with the total energy value, which can be negligible. The results obtained by our model in Fig. 3 show that dropping the last term will not affect the performance of our model. Moreover, dropping the last term guarantees the applications of the GCS method and the split Bregman method, making our model much more efficient, which has been demonstrated by Table 1 . From other numerical results in Section 4, without the level set regularization term and the re-initialization process, the results of our model are accurate and good enough. Compared with the RSF model and the LGIF model with the level set regularization term, the results obtained with our model are much more efficient and even more accurate, which can also be demonstrated by Fig. 4 , Fig. 8 and Fig. 11 .
