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Abstract
This paper studies the inverse power flow problem which is to infer line and transformer parameters,
and the operational structure of a power system from time-synchronized measurements of voltage and
current phasors at various locations. We show that the nodal admittance matrix can be uniquely identified
from a sequence of steady-state measurements when the system is fully observable, and a reduced
admittance matrix, from Kron reduction, can be determined when the system contains some hidden
nodes. Furthermore, we discuss conditions for identifying the full admittance matrix of a power system
with hidden nodes and propose efficient algorithms based on graph theory and convex relaxation to
determine the admittance matrix of both radial and mesh systems when these conditions are satisfied.
Simulations performed on a standard test system where all nodes are monitored confirm that the proposed
algorithms can provide an accurate estimate of the admittance matrix from noisy synchrophasor data.
Index Terms
Inverse Power Flow Problem, System Identification, Phasor Measurement Units.
I. INTRODUCTION
The power industry has witnessed profound changes in recent years which are mostly driven by
the widespread adoption of distributed energy resources (DER), active participation of customers
in emerging energy markets, and rapid deployment of measurement, communication, and control
infrastructure resulting in an unprecedented level of visibility and controllability, especially at
the distribution level. These changes offer ample opportunity to system operators to improve
power system stability and efficiency, despite increased levels of variability and uncertainty, by
Ye Yuan is with School of Automation and State Key Lab of Digital Manufacturing Equipment and Technology,
Huazhong University of Science and Technology, Wuhan, China. Omid Ardakanian is with Department of Computing Science,
University of Alberta, Edmonton, Canada. Steven H. Low is with Department of Computer and Mathematical Sciences and
Electrical Engineering, California Institute of Technology, Pasadena, United States. Claire J. Tomlin are with Department of
Electrical Engineering and Computer Sciences, University of California, Berkeley, United States. For correspondence, contact
slow@caltech.edu.
December 5, 2017 DRAFT
ar
X
iv
:1
61
0.
06
63
1v
2 
 [c
s.S
Y]
  5
 D
ec
 20
17
2leveraging novel control and optimization techniques [1]. While the knowledge of the real-time
network model is essential for most of these advanced applications [2], this model is often
unavailable or outdated due to limited visibility into the state of the power system.
The inverse power flow (IPF) problem we define in this paper concerns the estimation of the
nodal admittance matrix, which describes the network topology (i.e., the set of energized lines)
and parameters pertaining to the lines and transformers, from time-synchronized measurements
of voltage and current magnitudes and phase angles which can be obtained from phasor mea-
surement units (PMUs) [3] or conventional supervisory control and data acquisition (SCADA)
technology. The IPF problem is a host of several crucial applications affecting real-time system
operation as well as long-term planning, the most important of which are:
i. State Estimation combines the knowledge of the admittance matrix with a set of known
state variables to determine the unknown variables, e.g., voltage magnitude and phase angle
of some nodes, thereby building a real-time model of the network. This model enables the
operators to justify technical and economical decisions and to uncover potential operational
problems.
ii. Control and Optimization techniques determine a sequence of operations that can transition
the power system from one steady state to another one that meets certain stability and
efficiency targets. These techniques typically require the knowledge of the network topology
and information about the state of the system.
iii. Event Detection aims to detect and localize faults, line outages, and other critical events,
such as transformer tap and switching operations, from changes in the real-time network
model [4].
iv. Cybersecurity concerns the identification of potential vulnerabilities of a power system and
designing strategies to protect it from the potential cyber attacks using telemetry data along
with information about its topology.
Contributions: In this paper we lay out the theoretical foundation for the IPF problem.
Using the bus injection model (BIM) [5], we propose efficient algorithms to identify the admit-
tance matrix of a power transmission or distribution system. In particular, we show that when
the system has no hidden states (i.e., all nodes are monitored) the admittance matrix can be
uniquely identified from a sequence of complex voltage and current measurements corresponding
to different steady states. Should there be some hidden states in the network, we show that
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3a reduced admittance matrix (from Kron reduction [6]) can be determined. Specifically, we
develop the following algorithms for identifying the admittance matrix: a) a graph-theoretical
approach based on graph decomposition and maximal clique searching for radial networks; b) an
algorithm based on low rank and sparse matrix decomposition for mesh networks. Furthermore,
a convex relaxation has been proposed to obtain a computationally efficient algorithm. Power
flow simulations are performed on the IEEE 14-bus system where all nodes are equipped with
PMUs to back up the theoretical results and evaluate their sensitivity to the measurement noise
introduced by transducers.
The paper is outlined as follows: we formulate the IPF problem in Section II and propose
a solution for the case that the system is fully observable in Section III. When the system has
some hidden nodes, we propose efficient algorithms to solve the IPF problem for radial and mesh
networks in Section IV. We evaluate the identification accuracy of the proposed algorithms in
Section V. For radial networks, we propose a graph-theoretical solution to the IPF problem
in Section VI. We survey related work in Section VII and conclude the paper by presenting
directions for future work in Section VIII.
II. PRELIMINARIES AND PROBLEM FORMULATION
Let C denote the set of complex numbers, R the set of real numbers, and N the set of integers.
Let Cn and Sn represent the set of all n× n complex and symmetric matrices, respectively. For
A ∈ Cn×n, Re(A) and Im(A) denote matrices with the real and imaginary parts of A. The
transpose of a matrix A is denoted AT and its Hermitian (complex conjugate) transpose is
denoted AH . We represent the element of A located at its ith row and jth column by A[i, j]. We
define I as the identity matrix and 1 as the all-1 column vector with corresponding dimensions.
A power system can be modelled by an undirected connected graph G = (N , E) where
N := {1, 2, . . . , N} represents the set of buses (nodes), and E ⊆ N × N represents the set
of lines, each connecting two distinct buses. A bus j ∈ N can be a load bus, a generator
bus, or a swing bus. Let Vj be the complex voltage at bus j and sj be the net complex power
injection (generation minus load) at that bus. We use sj to denote both the complex number
pj + iqj and the real pair (pj, qj) depending on the context. For each line (i, j) ∈ E , we denote
its admittance by yij . The nodal admittance matrix of this system is denoted Y , which is an
N × N complex-valued matrix whose off-diagonal elements are Y [i, j] = −yij and diagonal
elements are Y [i, i] = −∑j 6=i Y [i, j], assuming that there is no shunt element (this assumption
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4can be easily relaxed). Hence, the current injection vector can be expressed as I = Y V . The
bus injection model (BIM)1 is defined by the following power flow equations describing the
Kirchhoff’s law for a given time index, k ∈ {1, . . . , K}:
si(k) =
∑
j∈Ni
yHij
(|Vi(k)|2 − Vi(k)V Hj (k)) , ∀i ∈ N , (1)
where Ni is the set of nodes directly connected to bus i. Rewriting this formula in vector form
for all time indices yields the following equation for a given bus i:
sHi (1)
V Hi (1)
sHi (2)
V Hi (2)...
sHi (K)
V Hi (K)

︸ ︷︷ ︸
IKi
=

V1(1) V2(1) . . . VN(1)
V1(2) V2(2) . . . VN(2)
...
... . . .
...
V1(K) V2(K) . . . VN(K)

︸ ︷︷ ︸
V K

Y [i, 1]
Y [i, 2]
...
Y [i, N ]

︸ ︷︷ ︸
Yi
. (2)
The IPF problem concerns recovering the admittance matrix, Y , given steady-state mea-
surements of voltage and injected power (or current) at certain nodes, i.e., Vi(k) and si(k)
for k = 1, . . . , K. Moreover, we seek to answer the following questions: how many samples
are required to uniquely identify Y ? If Y cannot be recovered in full, which parts of it can
be accurately identified? Where additional sensors should be installed to ensure that the full
admittance matrix can be identified?
III. THE IPF PROBLEM WITHOUT HIDDEN NODES
In this section we propose different methods for solving the IPF problem when voltage
and current phasor measurements are available for every bus in the system. We formulate the
identification problem as a constrained least square problem and convert it to an equivalent
unconstrained least square problem. We note that Y has a certain structure that can be exploited
when solving the IPF problem, that is (a) Y must be a symmetric complex matrix (i.e., Y ∈ SN )
and (b) Y encodes the topology of a connected graph (or a connected tree for radial networks).
1We use the bus injection model in this paper; however, our approach can be generalized to other models, e.g., the DC
power flow model or the Distflow model [7].
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5The admittance matrix can be obtained by solving the optimization problem below:
min 0, (3)
s.t.: V KY = IK , Y ∈ SN , Y [i, i] = −
∑
j 6=i
Y [i, j], ∀i,
in which IK =
[
IK1 I
K
2 . . . I
K
N
]
. This feasibility problem can be also written as a constrained
least squares problem using the matrix Frobenius norm:
Yˆ K,l2 = arg min
Y ∈CN×N
∥∥V KY − IK∥∥
F
(4)
s.t.: Y ∈ SN , Y [i, i] = −
∑
j 6=i
Y [i, j], ∀i,
We define vec(Y ) =
[
Y [1, 1] Y [2, 1] . . . Y [N, 1] Y [2, 1] Y [2, 2] . . . Y [N,N ]
]T
and ap-
ply the vec operator to both the objective function and constrains of the above problem to obtain:
min
vec(Y )∈CN2×1
∥∥(I ⊗ V K) vec(Y )− vec(IK)∥∥
2
(5)
s.t.: Y ∈ SN , Y [i, i] = −
∑
j 6=i
Y [i, j], ∀i.
This holds because vec(ABC) = (CT ⊗ A)vec(B), where ⊗ is the Kronecker product. Let
svec : SN → C(N2−N)/2×1 be a mapping from a symmetric complex matrix to a complex vector
defined as:
svec(Y ) =
[
Y [2, 1] Y [3, 1] . . . Y [N, 1] Y [3, 2] Y [4, 2] . . . Y [N,N − 1]
]T
.
It can be readily seen that svec is a bijection for any Y ∈ SN . Based on this definition, we
have vec(Y ) = Γsvec(Y ), where Γ ∈ RN2×(N2−N)/2 maps svec(Y ) to the vectorized admittance
matrix as illustrated below.
Example 1. For the network depicted in Figure 1, the Γ matrix has the following form:
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6Fig. 1: An example of a three-node power system with two lines connecting bus 1 to buses 2
and 3.

Y [1, 1]
Y [2, 1]
Y [3, 1]
Y [1, 2]
Y [2, 2]
Y [3, 2]
Y [1, 3]
Y [2, 3]
Y [3, 3]

︸ ︷︷ ︸
vec(Y )
=

−1 −1 0
1 0 0
0 1 0
1 0 0
−1 0 −1
0 0 1
0 1 0
0 0 1
0 −1 −1

︸ ︷︷ ︸
Γ

Y [2, 1]
Y [3, 1]
Y [3, 2]

︸ ︷︷ ︸
svec(Y )
.
Based on the definition of Γ, the constrained `2 optimization problem can be converted to an
unconstrained `2 optimization:
min
svec(Y )∈C(N2−N)/2×1
∥∥∥∥∥∥(I ⊗ V K)Γ︸ ︷︷ ︸
M
svec(Y )− vec(IK)
∥∥∥∥∥∥
2
, (6)
in which I denotes an identity matrix. The following lemma explains how this optimization
problem can be solved.
Lemma 1. If V K has full column rank, then I ⊗ V K has full column rank.
Proof: This is easy to show using the definition of Kronecker product.
We define
M˜ =
Re(M) −Im(M)
Im(M) Re(M)
 , and b˜ =
Re(vec(IK))
Im(vec(IK))
 .
The optimization problem (6) can be written as
min
f˜(Y )∈R(N2−N)×1
∥∥∥M˜f˜(Y )− b˜∥∥∥
2
, (7)
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7in which f˜(Y ) , [svec(Re(Y ))T svec(Im(Y ))T ]T .
This least square problem yields a solution:
f˜(Y ) =
(
M˜TM˜
)−1
M˜T b˜.
We compute the solution of the original optimization problem (6) from the solution of the
optimization problem (7) by taking the inverse map of f˜ . A sufficient condition to guarantee the
exactness of the solution is that M˜ has full column rank.
Proposition 1 (Exactness). If K ≥ N and V K has full column rank, the optimization problem (7)
has a unique solution.
Proof: Since Γ ∈ RN2×(N2−N)/2 and has full column rank (this can be checked easily), there
exists a matrix Γ† such that Γ†Γ = I . For the Kronecker product I ⊗ V K ∈ CKN×N2 , I ⊗ V K
has full column rank when K ≥ N ; therefore, M˜ and M have full column rank given the fact
that rank(M˜) = 2rank(M).
Finally, we prove by contradiction that if M˜ has full column rank, the solution to the optimiza-
tion problem (7) is unique. Suppose there exists f˜(Y1) and f˜(Y2) (f˜(Y1) 6= f˜(Y2)) such that
M˜f˜(Y1) = b˜ and M˜f˜(Y2) = b˜, then
M˜
(
f˜(Y1)− f˜(Y2)
)
= 0
which contradicts the full column rank assumption.
Remark 1. Shunt elements are not considered here; nevertheless, our approach can be easily
extended to the case that there are some shunt elements by changing the definition of f and Γ.
Remark 2. When V K does not have full rank, we can characterize the part of the admittance
matrix that is identifiable in [4].
We can add the element-wise positivity constraint to this problem if the conductance and
susceptance of each line are positive2.
min
f˜(Y )≥0
∥∥∥M˜f˜(Y )− b˜∥∥∥
2
. (8)
2The conductance of a line is always positive, the susceptance can be positive or negative depending on its inductive and
capacitive reactance values.
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8The above problem is known as nonnegative least squares and can be solved using different
methods, such as the active set method [8].
IV. THE IPF PROBLEM WITH HIDDEN NODES
In the previous section the IPF problem is studied in the ideal case where measurements are
available from all buses. However, in practice not all buses are equipped with PMUs and there
might be several unobserved (hidden) nodes. For example, distribution systems typically have
only a few measurement nodes installed at the substation and all other buses are not monitored,
whereas transmission systems are mostly covered by the measurement nodes and there might
be very few hidden nodes. In any case, solving the IPF problem with hidden nodes is more
challenging due to the intrinsic difficulties illustrated in Figure 2. Specifically, the left figure
shows a power system with a single hidden node and a sparse topology. Although there is only
one hidden node, the inferred network topology from the measurements is a full mesh as shown
is the middle figure. The right figure shows the topology of the network interconnecting the
observed nodes. A desired identification algorithm should return this topology, neglecting the
additional links that were introduced because of the hidden node.
A. Kron Reduction
We make an important assumption that all buses with nonzero net current injection are
equipped with measurement devices; therefore, the net power and current3 injection is always
zero at a hidden node, implying that neither loads nor generators are connected to it. This
assumption is necessary to guarantee identifiability.
Let M1 and M2 represent the set of observed and hidden nodes, respectively, and H be the
number of hidden nodes. We have M1 ∩M2 = {0} and M1 ∪M2 = {1, 2, . . . , N}. For i ∈M1,
the injected power ski and the voltage V
k
i can be measured at different time indices k; while,
for i ∈M2, we have ski = Ii(k) = 0, ∀k and V ki is also not measured. We partition Y into four
sub-matrices such that Y22 ∈ CH×H corresponds to the mutual admittance of the hidden nodes
only4: I1
0
 =
Y11 Y12
Y21 Y22
V1
V2
 .
3If the bus voltage is known, the injected current can be computed from injected power measurements IHi (k) =
si(k)
Vi(k)
and
vice versa.
4This requires rearranging the rows of V and I matrices accordingly.
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9Proposition 2. Consider a connected graph with N states and H < N hidden nodes, a reduced
admittance matrix Y¯ = Y11 − Y12Y −122 Y T12 can be inferred from voltage and current time-series
data of measured nodes.
Proof: We first solve for V2
V2(k) = −Y −122 Y21V1(k), ∀k, (9)
and then substitute it to the other equation:
I1(k) =
(
Y11 − Y12Y −122 Y T12
)
V1(k), ∀k. (10)
We can apply a similar algorithm as we proposed in the previous section to the measured
voltage and current time-series data to obtain Y¯ .
In the above derivation, the invertibility of Y22 was assumed; we now show that Y22 is indeed
invertible for connected graphs.
Lemma 2. Consider a connected graph with H hidden nodes, Y22 is defined as the admittance
matrix between the hidden nodes, then it is invertible if H < N .
Proof: Since Y22 is symmetric, its eigenvalues are real. Also since −P22,−Q22  0 from
Lemma 10, we prove by contradiction that Y22 does not have any eigenvalue at 0. Suppose there
exists a (v + wi) such that (P22 +Q22i)(v + wi) = 0. This is equivalent to
P22v −Q22w = 0
P22w +Q22v = 0,
(11)
which leads to
(
P22 +Q22P
−1
22 Q22
)
w = 0, since −P22  0 and −P−122  0, which is a
contradiction.
Remark 3. The expression for the reduced admittance matrix Y¯ is known as Kron reduction [6].
Every node with net zero current injection can be eliminated to produce a reduced network with
fewer nodes and a corresponding admittance matrix Y¯ , Y11 − Y12Y −122 Y T12 which has a lower
dimension.
Remark 4. We can interpret (9) as the state estimation problem, i.e., the voltage of the hidden
nodes is computed from that of the observed nodes together with the whole admittance matrix Y .
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Fig. 2: Left: the true topology for the power system; Middle: the topology that we can infer
from sensory data; Right: the topology that we would like to obtain.
Hence, if we are able to infer the admittance matrix Y (i.e., Y11, Y12, Y22) from the measurements,
the state estimation and the system identification problems will be solved at the same time.
B. The fundamental Limit
We can obtain Y¯ = Y11 − Y12Y −122 Y T12 from data using the least-square estimator proposed in
previous section. The next question is whether we are able to estimate the original admittance
matrix Y , or at least the connections between the observed nodes, i.e., Y11 as depicted in the
right subfigure of Figure 2.
Definition 1 (Equivalent systems under M1). Given two admittance matrices Y 1 ∈ SN1 and
Y 2 ∈ SN2 with the same set of observed nodes, denoted M1, if Y¯ 1 = Y¯ 2, we say that these two
admittance matrices are equivalent under M1.
In the above definition, N1 can be equal to N2. In such cases, we cannot differentiate those
two systems unless we use some external information. Hence, to ensure identifiability, we make
the following assumption:
Assumption 1. Given Y¯ , we assume that the original admittance matrix Y corresponds to the
system that has the smallest number of hidden nodes, i.e., there exists no equivalent system under
M1: Y 1(·) : Ω→ SN ′ with N ′ < N .
Example 2. Consider the power system shown in Figure 1, whose admittance matrix has the
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following structure:
Y (Θ) =

−θ1 − θ2 θ1 θ2
θ1 −θ1 0
θ2 0 −θ2
 .
Suppose Node 1 with degree 2 is a hidden node. The reduced admittance matrix is
Y¯ (Θ) =
θ1θ2
θ1 + θ2
−1 1
1 −1
 ,
−θ0 θ0
θ0 −θ0
 .
In this case, a new graph with only two nodes (2 and 3) can be constructed whose Kron reduced
admittance matrix is the same as the original graph. Now suppose Node 3 with degree 1 is a
hidden node. In this case, the reduced admittance matrix is
Y¯ (Θ) =
−θ1 θ1
θ1 −θ1
 .
Similarly, we can construct a new graph with only two nodes which has the same admittance
matrix. This violates the minimality assumption for the original graph.
The power system in Example 2 has 3 nodes (2 observed and 1 hidden). From voltage and
current data, we can construct a network with fewer nodes (for example 2 nodes) which has
the same admittance matrix. In this case, we are not able to uncover the true topology unless
additional information is available. Hence, a sufficient condition for sensor placement is that the
PMUs must be installed at every node with degree less than 3.
We generalize this idea in the following proposition.
Proposition 3. Hidden nodes with degree less than 3 are not identifiable from voltage and
current measurements.
If not, we can construct an equivalent network under measured nodes M1 with less number
of nodes as in Example 2. We are therefore interested in finding whether the topology of a
system with hidden nodes of degree ≥ 3 is identifiable. Once solved, it will provide a necessary
condition for the sensor placement problem. In the next subsections, we propose two types of
algorithms for identifying the actual admittance matrix. In the next subsection, an algebraic
algorithm is proposed for the general networks (mesh and radial). The second algorithm uses
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graph theory that explores the prior knowledge on the tree topology in Section VI. It guarantees
the recovery of the actual admittance matrix under mild assumptions.
C. Low-Rank and Sparse Matrix Decomposition
For general (possibly mesh) networks, we propose algebraic solutions to the IPF problem. The
first step is similar to the case without hidden nodes: Y¯ is computed from successive current and
voltage phasor measurements. When there exist some hidden nodes, inferring Y from Y¯ is an
ill-posed problem since there often exist more variables than equality constraints. We therefore
need to resort to additional prior knowledge about the original system to constrain the solution
space.
Interestingly, some prior knowledge about Y¯ is available: Y11 is typically sparse and Y12Y −122 Y
T
12
has low rank (it has a maximal rank equal to the number of hidden nodes H). We consider the
following optimization problem in which Y¯ is decomposed into a sparse matrix A and a low-rank
matrix B: [
Y11, Y12Y
−1
22 Y
T
12
]
= arg min
A,B
‖A‖0 + λrank (B)
s.t.: A−B = Y¯ .
(12)
Here λ ∈ R+ is a weighting parameter that balances the sparsity of Y11 and the number of
hidden nodes H . So we penalize the sparsity of Y11 and a low rank (assuming a small number
of hidden nodes) Y12Y −122 Y
T
12 by separating these two matrices from their summation.
Without the knowledge of the true admittance matrix, it is impossible to have any identifiability
property as discussed in [9]. In what follows, we propose a computationally efficient algorithm
(convex relaxation) which relaxes (12). We then study how good such a relaxation is.
We can relax the optimization problem (12) to the following form
min ‖A‖1 + λ‖B‖∗
s.t.: A−B = Y¯ .
(13)
We use `1 optimization as a convex relaxation of `0 optimization, and nuclear norm ‖B‖∗ ,∑
i
√
λi(BHB) as a convex relaxation of the rank optimization.
The optimization problem in Eq. (13) can be recast as a semidefinite program (SDP). To solve
it, the first step is to use the fact that the spectral norm ‖ · ‖ is the dual norm of the nuclear
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norm ‖ · ‖∗ [9]: ‖M‖∗ = max{trace(MTY )| ‖Y ‖ ≤ 1}. Furthermore, the spectral norm admits
a simple semidefinite characterization:
‖Y ‖ = min
t
t s.t.:
 tIn Y
Y T tIn
  0.
From duality, we can obtain the following SDP characterization of the nuclear norm and prob-
lem (13) can be rewritten as:
min
A,B,W1,W2
γ‖A‖1 + 1
2
(trace(W1) + trace(W2))
s.t.:
 W1 B
BT W2
  0
A−B = Y¯ .
(14)
Lemma 3. Given a complex matrix M and consider a constructed M˜
M˜ =
Re(M) −Im(M)
Im(M) Re(M)
 , (15)
we have the following properties:
• rank(M˜) = 2rank(M);
• ‖M˜‖∗ = 2‖M‖∗.
Proof: This is obvious from the definition of M˜ .
Based on the above lemma, the optimization problem (14) can be converted to the following
convex optimization:
min
A,B,W˜1,W˜2,Z
γ1TnZ1n +
1
2
(trace(W˜1) + trace(W˜2))
s.t.:
 W˜1 M˜
M˜T W˜2
  0
− Z[i, j] ≤ A[i, j] ≤ Z[i, j], ∀(i, j)
A−B =
Re(Y¯ ) −Im(Y¯ )
Im(Y¯ ) Re(Y¯ )

A,B has the form expressed in (15)
(16)
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Remark 5. The last constraint on A,B can be easily turned into linear constraints on their
coefficients.
Once we obtain A,B from this optimization, we might be able to reconstruct the complex
matrices Y11 and Y12Y −122 Y21. However, there is no theoretical guarantee that this can be done for
general networks and admittance matrices [9]. In Section VI, we propose a new graph-theoretical
approach that guarantees identifiability for radial networks.
V. SIMULATIONS
In this section we implement the proposed algorithms in MATLAB and evaluate their iden-
tification accuracy by performing simulations in MATPOWER [10]. The optimization problems
are solved using the CVX toolbox [11]. We run power flow analysis on the IEEE 14-bus test
system, representing a portion of a power system in the Midwestern U.S., which has 14 buses, 11
aggregated loads, and 5 generators, 3 of which are synchronous compensators used for reactive
power support [12]. To validate our identification algorithms in three-phase distribution systems,
we have also performed simulations on IEEE test distribution networks, which are not presented
here (see our previous work [4] for the identification results in distribution systems).
We assume that PMUs are installed at selected buses and that they can precisely measure the
voltage and current magnitudes and phase angles that we obtain from power flow calculations,
unless stated otherwise. For each scenario, we run 100 steady state simulations, each pertaining
to a time slot, to determine the voltage and current magnitude and phase angle of every bus, while
varying the real and reactive power demand of the loads across the time slots. Specifically, for
a given time slot, the real and reactive power consumption of a constant PQ load are computed
by multiplying a scaling factor drawn from a uniform distribution over the interval [0.8, 1.2]
by the real and reactive power consumption data provided in [12]. We obtain the admittance
matrix of this system using a built-in function of the power flow simulator. It turns out that the
absolute values of nonzero complex elements of the admittance matrix are between 1.86 and
40.06, reminding the readers that a complex number’s absolute value is its distance from zero
in the complex plane.
We first consider the scenario that every bus is equipped with a PMU. Assuming that the self
admittance of bus 7, i.e., the transformer bus, is known, Figure 3 shows the identification error,
defined as |Y − Yˆ |, and the vertical color bar indicates the mapping of data values into colors.
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Fig. 3: The identification error when there is no hidden state.
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Fig. 4: The identification error when white Gaussian noise is added to both complex voltage and
current measurements.
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Hence, the color of a cell located at row i and column j represents the value of |Y [i, j]− Yˆ [i, j]|.
It can be seen that the identification error using measurements of 15 time slots (K = 15) is
quite small compared to the absolute value of the elements of Y , and this error does not vary
much if we use more observations. We next analyze the sensitivity of the proposed algorithm
to the measurement error which is typically introduced by the transducers. To this end, white
Gaussian noise with a signal-to-noise ratio of 125 is added to both complex voltage and current
measurements. The signal-to-noise ratio is chosen such that the measurement accuracy lies within
the reported range for existing PMU technology. Figure 4 shows the absolute identification error
for this case. Similar to the previous case, the errors are sufficiently small. In general, we observe
that the identification error increases as we decrease the signal-to-noise ratio and it becomes really
large when the signal-to-noise ratio drops below 100; at this point we say that the Y matrix
cannot be identified from data.
We now consider the scenario that Bus 7, which has net zero injection, is a hidden node.
Figure 5 shows the Y11 identification error, which is defined as |Y11 − Yˆ11|. We observe that in
this case the error is relatively large compared to the absolute value of the elements of Y . This
indicates that either Y11 is not sufficiently sparse or the solution of the convex relaxation is not
feasible for the original `0 optimization problem. This is a fundamental problem for identification
of the admittance matrix of mesh networks with hidden states, which we plan to address in future
work.
VI. GRAPH-THEORETICAL SOLUTION FOR RADIAL NETWORKS
The algorithm proposed in Section IV-C to deal with hidden nodes cannot recover the ad-
mittance matrix in some cases due to the intrinsic difficulty of low rank and sparse matrix
decomposition. In this section, we address this shortcoming by proposing a novel algorithm
based on graph decomposition and maximal clique searching for solving the IPF problem in
radial networks with hidden nodes. Specifically, we leverage the prior knowledge about topology
of radial networks to constrain the optimization so that we can recover the actual system under
the following assumption:
Assumption 2. All hidden nodes in the network have degree ≥ 3.
This is a necessary condition for identification as shown in Example 2.
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Fig. 5: The identification error for the case that Bus 7 is a hidden node.
In Section VI-A we review basic graph theory terminology. We show that we can separate
G1 and G2 using prior knowledge about the network topology in Section VI-B, and propose an
algorithm to recover Y11, Y12 and Y22 in Section VI-C.
A. Preliminary on Graph Theory
Consider an undirected graph G = (N , E , Y ) with N := {1, . . . , N}. Two nodes j and k
are adjacent if (j, k) ∈ E . Similar to the adjacency matrix of G, Y ∈ SN contains a nonzero
complex number for any edge in E . A complete graph is the one in which all nodes are adjacent.
A subgraph of G is a graph F = (N ′, E ′, Y ′) with N ′ ⊆ N and E ′ ⊆ E . A clique of G is a
complete subgraph of G. A maximal clique of G is a clique that is not a subgraph of another
clique of G. A tree of G is an undirected graph in which there is exactly one path between every
two nodes.
Given a symmetric admittance matrix Y ∈ SN , we can define its corresponding graph G =
(N , E , Y ) with N := {1, . . . , N} and E ⊆ N ×N such that for any pair of nodes (k, j), there
exists an edge if and only if Y [k, j] 6= 0. For two graphs G1 = (N , E1, Y1) and G2 = (N , E2, Y2)
with the same number of nodes and the same ordering, N := {1, . . . , N} and E1, E2 ⊆ N ×N ,
we define G3 = G1/G2 = (N , E3, Y3) such that E3 contains all the edges in E1 which do not
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Algorithm 1 Graph Condensation Algorithm
1: Input: a graph G = (N , E , Y ) with N nodes and a set of observed nodes M1 = {1, 2, . . . ,m}
2: for v = m+ 1 : N do
3: Remove hidden node v: N = N − {v} and its edges from E ;
4: ∀ Node pairs w and l ∈ Nv (neighbors of v), add an edge between w and l to E ;
5: Update the admittance matrix Y = Y/Y [i, i].
6: end for
7: return Gc = G and Y¯ = Y .
belong to E2, Y3 can be obtained accordingly. We define G4 = G1 ∪ G2 = (N , E4, Y4) such that
E4 contains all the edges which belong to either E1 or E2 and Y4 = Y1 + Y2. We say that there
is no overlap between the two graphs if G1/G2 = G1.
For two graphs G1 = (N1, E1, Y1) and G2 = (N2, E2, Y2) with different nodes, we define its
union graph G5 = G1 ⊕ G2 = (N , E5, Y5) such that N := N1 ∪ N2 containing all the nodes in
both graphs, E5 contains all the edges which belong to either E1 or E2 and Y5 =
Y1 0
0 Y2
 .
Given an undirected graph G and a set of observed nodes, for any node that is not in this set, we
remove it from G, add new edges to G using the graph condensation algorithm (Algorithm 1),
and update the admittance matrix accordingly. We can partition and permute the admittance
matrix as follows:
Y =
 Y (i, i) Y (i, i]
Y (i, i]T Y [i, i]
 ,
in here, Y [i, i] ∈ C is the ith diagonal element and
Y (i, i) =

Y [1, 1] . . . Y [1, i− 1] Y [1, i+ 1] . . . Y [1, N ]
... . . .
...
... . . .
...
Y [i− 1, 1] . . . Y [i− 1, i− 1] Y [i− 1, i+ 1] . . . Y [i− 1, N ]
Y [i+ 1, 1] . . . Y [i+ 1, i− 1] Y [i+ 1, i+ 1] . . . Y [i+ 1, N ]
... . . .
...
... . . .
...
Y [N, 1] . . . Y [N, i− 1] Y [N, i+ 1] . . . Y [N,N ]

, Y (i, i] =

Y [1, i]
...
Y [i− 1, i]
Y [i+ 1, i]
...
Y [N, i]

.
We hereby define a Schur complement of a matrix Y ∈ Cn×n with respect to Y [i, i]:
Y/Y [i, i] = Y (i, i)− Y (i, i]Y −1[i, i]Y (i, i]T . (17)
We repeat this process until all the hidden nodes are removed from the graph as shown in
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Fig. 6. This way we can uniquely identify the admittance matrix of the reduced graph, i.e.,
Gc = {M1, Ec, Y¯ } [6], in which M1 is the set of measured nodes.
Y Y¯
Kron Reduction with respect to M2 in eq. (10)
Graph Condensation Algorihtm
Y/Y [1, 1] ...
Fig. 6: Two schemes to compute the Kron reduced Y¯ .
B. Separating G1 and G2 from Gc
Given a graph G, let G1 = (M1, E1, Y1) be the graph with observed nodes with corresponding
admittance matrix YG1 = Y11− diag{1TY11} and G2 = (M1, E2, Y2) be the graph with new edges
introduced by the Kron reduction with corresponding admittance matrix YG2 = diag{1TY11} −
Y12Y
−1
22 Y21. From the available measurements, we can easily compute G4 = G1 ∪G2 with admit-
tance matrix Y¯ = Y11−Y12Y −122 Y21. The next question is whether G1 and G2 can be identified from
G4 or equivalently Y¯ can be decomposed into Y11−diag{1TY11} and diag{1TY11}−Y12Y −122 Y21.
We consider the reverse process from a graph-theoretical perspective.
Lemma 4. For radial networks, let G3 , (M1, E3, Y3) = G1 ∩ G2, then E3 = {0} and Y3 = 0.
Fig. 7: An example of a 12-bus network. Left: The original network topology. Green circles
denote the observed nodes while yellow ones denote the hidden nodes. Right: The topology of
the condensed graph obtained from Kron reduction. The red lines denote the edges in G1 and
the grey ones denote the ones in G2.
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Proof: This can be proved by contradiction. If there exists an edge between two nodes
that belong to both G1 and G2, there must be a direct connection between these two nodes and
another path between them through the hidden nodes. This is a contradiction as a radial network
does not have a loop.
Lemma 5. For any two nodes in a radial network, they either have at most one shared neighbor
or have no common neighbor if they are adjacent.
Proof: This can be easily proved as it contradicts the tree topology.
We can obtain Gc = G1 ∪ G2 from the measurements by solving Problem (4). We make these
observations:
• G1 is a subgraph of G (a tree), therefore it is a tree
• G2 contains only cliques from the graph condensation algorithm
• G3 , (M1, E3, Y3) = G1 ∩ G2, then E3 = {0}
Based on these three observations we now prove the separability of G1 and G2 from Gc.
Theorem 1 (Separability). Given a radial network that satisfies Assumption 2, G2 can be
decomposed into a number of cliques C1, . . . , Ck (where each clique has more than two nodes)
and a tree T , such that Ci ∩ Cj = {0} for any i, j ∈ {1, 2, . . . , k} and i 6= j, and the following
statements hold
1. G2 = ⊕iCi;
2. G1 = Gc/G2.
Proof: From Lemma 4, there is no overlap between the two graphs. Under Assumption 2,
G1 is a tree and G2 is a union of cliques (≥ 3) and they are totally different graphs. Third, for
any Ci and Cj , there is no overlap between them since there is no connection between them (or
no path through hidden nodes). The proof is complete by combining these three properties.
Remark 6. Decomposing a Kron reduced network into a number of cliques and a tree allows
us to recover connections between the observed nodes and between the hidden nodes.
Finding the maximum clique of a graph is termed the clique problem and is NP-complete in
general. There are many algorithms for solving the clique problem, such as the Bron-Kerbosch
algorithm, which we adopt in Algorithm 2.
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Algorithm 2 Graph Decoupling Algorithm
1: Input: a condensed graph Gc
2: Set G ′ = Gc.
3: while G ′ has a clique with more than three nodes do
4: Use Bron-Kerbosch Algorithm to find a clique (≥ 3 nodes) Ci in G ′,
5: Let G ′ = G ′/Ci
6: end while
7: return G2 = ⊕iCi and G1 = Gc/G2
Once we have separated G1 and G2, we obtain the corresponding admittance matrices
YG1 = Y11 − diag{1TY11} (18)
YG2 = diag{1TY11} − Y12Y −122 Y T12. (19)
The off-diagonal elements of the original Y11 can be identified from the separation.
C. Recovering Y22 and Y12
This section presents an algorithm to obtain Y11, Y22 and Y12 after separating G1 and G2 from
Gc.
Without loss of generality, we assume that there exists only one clique; otherwise, we can
repeatedly apply Algorithm 3 for every clique and combine the resulting matrices together to
obtain Y22 and Y12. We introduce useful lemmas before presenting the algorithm.
Lemma 6. For any Ci, an observed node can connect to only one hidden node.
Proof. This can be proved by contradiction. If this does not hold, there exists a loop since there
is a path between hidden nodes in Ci.
This lemma guarantees that Y12 has only one nonzero element in each row. For any pair of
nodes k and j (k, j ∈ {1, 2, . . . , N}) we define β[k, j] = 1 when there exists nonzero ratio
α[k, j] such that YG2 [k, i] = α[k, j] × YG2 [j, i] for all i ∈ {1, 2, . . . , N}/{k, j} (except the kth
and jth elements); otherwise, β[k, j] = 0. From Lemma 6, we can prove the following lemma
which provides criteria for detecting hidden nodes in the system:
Lemma 7. For any k 6= j, β[k, j] = 1 if and only if node k and node j are connected to the
same hidden node.
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Proof. This can be easily shown.
Therefore, for any j and k we can compute:
diag{1TY11}[j, j] = Y¯G2 [j, j]− Y¯G2 [j, k]× α[j, k],
diag{1TY11}[k, k] = Y¯G2 [k, k]− Y¯G2 [k, j]/α[j, k].
(20)
After repeating this process, we obtain diag{1TY11} and consequently Y11 from eq. (18). Next,
we recover Y22 and Y12 from Y12Y −122 Y12 using eq. (19)
Y11 = YG1 + diag{1TY11}. (21)
Without loss of generality, we reorder the node indices such that we can partition {1, . . . ,m}
to set {1, . . . , k1} satisfies that for any pair i, j in this set β[i, j] = 1, i.e., ks = m. In fact, Yˆ12
can be parameterized as follows (let y11 , diag{1TY11}):
Yˆ12 =

y11[1, 1] 0 0 . . . 0
...
...
... . . .
...
y11[k1, k1] 0 0 . . . 0
0 y11[k1 + 1, k1 + 1] 0 . . . 0
...
...
... . . .
...
0 y11[k2, k2] 0 . . . 0
0 0 0 . . . y11[ks−1 + 1, ks−1 + 1]
...
...
... . . .
...
0 0 0 . . . y11[ks, ks]

. (22)
We can parameterize a matrix with corresponding dimension X = Yˆ −122 , and solve for it from
Yˆ11 − YG2 = Yˆ12X22Yˆ T12.
Note that the above equation can always be solved5. Once Yˆ22 is found, we check whether
its corresponding graph has a loop. If it has any loops, we will treat Yˆ22 as Y¯ and repeat the
process. Algorithm 3 describes these steps. Without loss of generality, we assume there is only
one clique. When there are more cliques, we run the proposed algorithm for every clique.
5To see this, take the vec operator and count the number of unknown variables ((H2−H)/2) and the number of equations
((m2 −m)/2.). Notice that H ≤ m− 1.
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Algorithm 3 Obtain Yˆ
1: Input: a clique C and its corresponding admittance matrix Y¯
2: for any pair of nodes (j, k) do
3: Compute β[j, k]. If β[j, k] = 1, compute α[j, k]
4: end for
5: Compute Y11 according to eq. (20) and (21)
6: Construct Yˆ12 from eq. (22)
7: Solve Yˆ11 − YG2 = Yˆ12X22Yˆ T12 for X22.
8: Set Yˆ22 = X−122
9: Set Yˆ =
[
Yˆ11 Yˆ12
Yˆ21 Yˆ22
]
10: if the graph corresponding to Yˆ22 contains a loop then
11: Repeat the above process and treat Yˆ22 as Y¯
12: Obtain Yˆ22,11, Yˆ22,12, Yˆ22,22 such that Yˆ22 = Yˆ22,11 − Yˆ22,12Yˆ −122,22Yˆ22,21.
13: Set Yˆ =
Yˆ11 Yˆ12 0Yˆ21 Yˆ22,11 Yˆ22,12
0 Yˆ22,21 Yˆ22,22

14: Set Yˆ22 = Yˆ22,22
15: end if
16: return Yˆ
The following example summarizes the above results.
Example 3. Given the graph shown in Figure 7 (left), if sensors are installed at nodes {1, 2, 6, 7, 8, 9, 12},
we can use Kron reduction to obtain the graph shown in Figure 7 (right).
In this example the hidden nodes are M2 = {3, 4, 5, 10, 11}, from which Nodes {3, 5, 10, 11}
have degree less than 3, and therefore, cannot be identified from data. We now illustrate how
the proposed algorithm can identify the actual admittance matrix including Node 4.
The first step is to decompose the graph corresponding to the estimated Y¯ matrix to two graphs
using Algorithm 2, one is a collection of cliques and the other one is a tree and some isolated
nodes. The second step is to apply Algorithm 3 to identify the original admittance matrices for
all cliques. The final step is to take the union of the cliques and the graph obtained in the second
step. These steps are shown in Figure 8.
VII. RELATED WORK
The recent availability of PMU data has given impetus to a wide range of analytics applications
from state estimation, model validation, and topology detection for transmission and distribution
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+
Fig. 8: A step-by-step illustration of the proposed algorithm. Step 1 is described in Algorithm 2
and Step 2 and 3 are described in Algorithm 3.
systems to early event detection and localization. For example, the correlation between node
voltage measurements is leveraged in [13] to detect the grid topology via a sparse Markov
random field. A data-driven online algorithm is proposed in [14] for detecting a switching event
by comparing a trend vector built from PMU data with a given library of signatures derived from
the possible topology changes. In [15], the optimal placement of sensors in a distribution network
is investigated in order to infer the status of switches from the measurements using the maximum
likelihood method. A mutual information-based algorithm is proposed in [16] to identify the
distribution topology by building a graphical model that describes the probabilistic relationship
among voltage measurements. In [17], a graphical model learning algorithm is proposed based on
conditional independence tests for nodal voltage measurements. Principal component analysis is
employed in [18] to obtain a lower dimensional subspace of the available PMU data and project
the original data onto this subspace by learning coefficients of the basis matrix using an adaptive
training method. An online event detection algorithm is then proposed to approximate phasor
measurements using these coefficients, issuing an alert whenever a significant approximation error
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is noticed. None of these papers attempts to estimate the impedance parameters of distribution
lines and transformers.
The closest lines of work to ours are [19], [20] which jointly address topology detection
and model parameter estimation problems. In [19], these problems are merely studied in a
radial network setting, the results are not extended to poly-phase and mesh systems, and full
observability is assumed. In [20], noisy measurements of power injections and voltage phasors
from PMUs and smart meters are leveraged for the joint estimation of line parameters and
topology of a distribution system. However, their approach cannot deal with hidden nodes. This
paper extends our previous work [4] by presenting algorithms that are capable of identifying
the admittance matrix in the presence of hidden nodes in both transmission and distribution
networks.
We note that the identification problem with hidden states is analogous to electrical impedance
tomography, in which the conductivity of a part of the body is inferred from simultaneous
measurements of currents and voltages at the boundary (surface electrode measurements), as
both problems concern inferring Y from Y¯ . It is known that the tomography problem is feasible
only in highly symmetric networks [21], [22].
VIII. CONCLUSIONS
This paper lays out the foundation of the inverse power flow problem which concerns inferring
the admittance matrix of a power system from synchronized measurements of voltage and current
obtained from a subset of its buses. The algorithms proposed in this work are efficient, robust
to noise, and can jointly address state estimation and topology identification problems, if certain
conditions are met. Additionally, they can be applied to detect and locate the events that induce
a change in the admittance matrix, such as switching and transformer tap operations, and line
outages, using only a small number of successive measurements [4]. This enables the system
operators to identify such events in quasi real-time and take prompt remedial actions. These
findings are supported by extensive power flow simulations performed on a standard test system.
The plausibility of our results underlines that much value can be extracted from synchrophasor
data, especially in distribution systems which are not typically instrumented beyond the substa-
tion. In future work, we plan to extend our framework to unbalanced three-phase power systems,
develop efficient algorithms for identifying the admittance matrix of distribution systems with
few measurement nodes by using smart meter data, validate the proposed algorithm through
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simulation on a radial system with several hidden nodes, and analyze the sensitivity of the
identification results to non-stationary measurement errors.
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APPENDIX
Lemma 8 (Gershgorin Theorem). For i ∈ {1, . . . , n}, let Ri =
∑
j 6=i |A[i, j]| and D(A[i, i], Ri)
be a closed disc centered at A[i, i] with radius Ri, then every eigenvalue of a complex matrix
A lies within at least one of the Gershgorin discs D(A[i, i], Ri). 
Lemma 9 (Rayleigh-Ritz Theorem). Let A ∈ Sh be a symmetric matrix with eigenvalues {λ1 ≥
λ2 ≥ . . . ≥ λh}, then
λk = max{min{RA(x) | x ∈ U and x 6= 0} | dim(U) = k},
the Rayleigh-Ritz quotient RA : Ch → R is defined by RA(x) = <Ax,x><x,x> . 
Based on these two lemmas, we can make the observation that Y22 , P22 + iQ22, in which
P22 and Q22 have the following properties from physics:
1. Any non-diagonal element of P22 and Q22 is a non-negative real value due to the fact that
the conductance and susceptance of each line are positive;
2. P22[i, i] ≥ −
∑
j P22[i, j] and Q22[i, i] ≥ −
∑
j Q22[i, j] for any i (where equality holds
when shunt elements do not exist).
Lemma 10. Consider a connected network with H < N hidden nodes. We have −P22,−Q22  0.
Proof: From the Gershgorin theorem, all eigenvalues of P22 and Q22 lie in the left half-
plane including the origin. According to the Rayleigh-Ritz theorem, for any vector x ∈ RH and
December 5, 2017 DRAFT
28
< x, x >= 1, it has
RP22 = x
TP22x
=
∑
(i, j), i, j ∈M1, i < j
P22[i, j](xi − xj)2
+
∑
(i, k), i ∈M1,k ∈M2
P22[i, k]x
2
i .
Next, we show that RP22 > 0. If it is not, we have RP22 = 0 since it is a sum of squares, which
leads to
1. xi = 0 for any hidden node i connected to a measured node;
2. xi = xj for (i, j) is a connection between hidden nodes.
Since we have a connected graph, there exists a connection between measured nodes and
hidden nodes. Moreover, the topology between hidden nodes is a subgraph of a tree, and
therefore, it is a connected tree. From Property 2, we can see xj = 0 for any hidden node
j, which contradicts the definition of Rayleigh-Ritz quotient. Similarly, we can show this for
Q22, which concludes the proof.
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