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ON THE GEOMETRY OF METRIC MEASURE SPACES WITH
VARIABLE CURVATURE BOUNDS.
CHRISTIAN KETTERER
Abstract. Motivated by a classical comparison result of J. C. F. Sturm we
introduce a curvature-dimension condition CD(k,N) for general metric mea-
sure spaces and variable lower curvature bound k. In the case of non-zero
constant lower curvature our approach coincides with the celebrated condition
that was proposed by K.-T. Sturm in [Stu06b]. We prove several geomet-
ric properties as sharp Bishop-Gromov volume growth comparison or a sharp
generalized Bonnet-Myers theorem (Schneider’s Theorem). Additionally, our
curvature-dimension condition is stable with respect to measured Gromov-
Hausdorff convergence, and it is stable with respect to tensorization of finitely
many metric measure spaces provided a non-branching condition is assumed.
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1. Introduction
Metric measure spaces with generalized lower Ricci curvature bounds have be-
come objects of interest in various fields of mathematics. Since Lott, Sturm and Vil-
lani introduced the so-called curvature-dimension condition CD(K,N) for K ∈ R
and N ∈ [1,∞] via displacement convexity of the Shanon and Reny entropy on
the L2-Wasserstein space [LV09, Stu06a, Stu06b] a rather complete picture of
the geometric and analytic properties of these spaces has been developed (e.g.
[Raj12, Gig, AGS14, AGS15, EKS]). Their approach is based on and inspired by
recent fundamental breakthroughs in the theory of optimal transport (e.g. [Bre91,
McC01, CEMS01, Ott01]).
However, the condition of lower bounded Ricci curvature is also very retrictive.
Neither non-compact smooth Riemannian manifolds do admit a global lower cur-
vature bound in general, nor does Hamilton’s Ricci flow in general. Moreover, one
cannot exceed the information that is encoded by the constant curvature bound.
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Therefore the regime of results is limited. However, in the context of smooth
Riemannian manifolds variable lower Ricci curvature play an importan role. For
instance, one can deduce refined statements for the geometry of the space, e.g.
[Vey10, Aub07, GW07, PW97, PS98, Sch72]. Therefore, it seems natural to ask
for a suitable extension of the theory of Lott, Sturm and Villani. For dimension
independent situations a definition is proposed by Sturm in [Stua]. But to deduce
finer geometric results one also must bring a dimension bound into play.
In this article we will focus on the finite dimensional case and introduce a
curvature-dimension condition CD(k,N) for metric measure spaces (X, dX,mX)
where the lower curvature bound k : X → R is a lower semi-continuous function.
Before we describe our approach, let us remind that Lott, Sturm and Villani define
the curvature-dimension condition CD(0, N) of an arbitrary metric measure space
(X, dX,mX) via displacement convexity for the N -Re´ny entropy functional
SN (̺mX) = −
∫
X
̺1−
1
N dmX .
(The definitions in [LV09] and in [Stu06b] slightly differ.) In [Stu06b] Sturm gave
a definition of CD(K,N) for general K ∈ R via so-called distorted displacement
convexity (see also [Vil09]). This approach involves the concept of modified vol-
ume distortion coefficients τ (t)k,N(θ) that do not come from a linear ODE but are
motivated by the geometry of Riemannian manifolds. They capture the geomet-
ric fact that Ricci curvature of a tangent vector v is the mean value of sectional
curvatures of planes intersecting in v. Roughly speaking, non-zero curvature only
happens perpendicular to v. Our idea is to introduce generalized volume distortion
coefficients as follows. We define
τ (t)kγ ,N(θ) = t
1
N
[
σ(t)kγ ,N−1(θ)
]N−1
N
where kγ(tθ) = k ◦ γ(t), γ : [0, 1]→ X is a constant speed geodesic and σ(t)kγ ,N(θ) is
the solution of
u′′(t) + k(γ(t))N θ
2u = 0(1)
with u(0) = 0 and u(1) = 1 where θ = |γ˙|. We remark, that in the case of constant
curvature k = K this yields
σ(t)K,N(|γ˙|) =
sinK/N(t|γ˙|)
sinK/N(|γ˙|)
that is precisely the definition of Sturm in [Stu06b].
A key property of the distortion coefficients is their monotonicity w.r.t. k which
is a particular consequence of a classical comparison result of J. C. F. Sturm for
1-dimensional Sturm-Liouville type operators.
Theorem 1.1 (J. C. F. Sturm’s comparison theorem). Let κ, κ′ : [a, b] → R be
continuous function such that κ′ ≥ κ on [a, b] and sκ′ > 0 on (a, b]. Then sκ ≥ sκ′
on [a, b].
sκ is a solution of (1) with k/N = κ and γ(t) = t, an initial condition u(0) = 0
and u′(0) = 1. The theorem is well-known in the context of Riemannian manifolds
and smooth Jacobi field calculus. Its geometric counterpart is the celebrated Rauch
comparison theorem.
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In particular, from generalized distortion coefficients we also obtain a new char-
acterization of the differential inequality u′′ ≤ −ku (see Proposition 3.8) that ap-
pears naturally in connection with lower curvature bounds on smooth Riemannian
manifolds.
Then our curvature-dimension condition takes the following form. Let (X, dX ,mX)
be a metric measure space as in Definition 2.1 and assume for simplicity that for
m2X-a.e. pair (x, y) there exists a unique geodesic. Then (X, dX ,mX) satisfies the
condition CD(k,N) for N ≥ 1 and a lower semi-continuous function k : X → R if
for any pair of absolutely continuous probability measures µ0 and µ1 on X there
exists a dynamical optimal coupling Π ∈ P(G(X)) such that
̺t(γt)
− 1N ≥ τ (1−t)
k
−
γ ,N
′(|γ˙|)̺0(γ0)−
1
N + τ (t)
k
+
γ ,N
(|γ˙|)̺1(γ0)− 1N .
for all t ∈ [0, 1] and Π-a.e. geodesic γ. Here k+γ = kγ and k−γ = kγ− where γ−
is the time reverse reparametrization of γ. ̺t is the density of the push-forward
of Π under the map γ 7→ γt. If we replace τk,N by σk/N we say X satisfies the
reduced curvature-dimension condition CD∗(k,N). Let us emphasize that we do
not assume any non-branching assumption for the metric measure space in general,
and we also do not assume a quadratic Cheeger as in [AGS14] or an a priori lower
curvature bound as in [Stua].
This is the first part of two articles where we investigate the geometric and and
analytic consequences of our curvature-dimension condition. The main results in
this article are
• The condition CD(k,N) for N ∈ [1,∞) implies CD(k,∞) in the sense of
[Stua] (Proposition 4.10).
• For Riemannian manifolds the curvature-dimension condition CD(k,N) is
equivalent to a lower bound k for the Ricci curvature and an upper bound
N for the dimension (Theorem 4.11).
• A generalized Brunn-Minkowski theorem and a generalized Bishop-Gromov
comparison theorm hold (Theorem 5.1, Theorem 5.3, Theorem 5.9). The
latter results in particular yields a local volume doubling property and finite
Hausdorff dimension.
• A generalized Bonnet-Myers theorem (Theorem 5.10). This is a non-smooth
version of a result by R. Schneider [Sch72] (see also [Amb57, Gal82]). It
states that if the curvature doesn’t decreasing too quickly for large distances
from a point, then the space is compact. There are also similar statements
in the context of smooth Finsler manifolds and for the Bakry-Emery Ricci
tensor in a smooth context [AP14, Zha14].
• The curvature-dimension condition is stable with respect to measured Gromov-
Hausdorff convergence (Theorem 6.9). In particular, it implies that any
family of compact Riemannian manifolds with uniform upper bound for
the dimension, uniform upper bound for the diameter and equi-continuous
lower Ricci curvature bounds that are uniformily bounded from below ad-
mit a converging subsequence such that the lower Ricci curvature bounds
converge uniformily to a continuous function that is a lower Ricci curvature
bound for the limit space.
• The curvature-dimension condition is stable under tensorization of finitely
many metric measure spaces provided a non-branhing assumption is satis-
fied (Theorem 7.4).
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• The reduced curvature-dimension condition admits a globalization property
(Theorem 8.3).
In the forthcoming addendum to this article we also investigate variants of the
condition CD(k,N). Namely, following [EKS, Oht07] we introduce an entropic
curvature-dimension condition and a measure contraction property as well as an
EV Ik,N -condition for gradient flows on metric spaces where k is a lower semi-
continuous function. We will investigate their relation to each other and also to the
reduced curvature-dimension condition presented in this paper. Provided stronger
regularity assumptions we establish various equivalences and consequences.
Additionally, considering the recent approach of Cavalletti and Mondino in [CM]
to prove isoperimetric inequalities and various other functional inequalities in the
context of non-branching CD-spaces with constant curvature bound our appoach
seems very well adapted for tranforming their ideas to a non-constant curvature
setting.
In the second section of this paper we will present necessary preliminaries of
optimal transport, Wasserstein calculus and geometry of metric spaces. In section
3 we will introduce generalized distortion coefficients and we will present a new
characterization of κu-convexity of a function u. In section 4 we give the definition
of CD(k,N) in the general context of metric measure spaces, and in particular we
will prove that is consistent with Sturm’s definition in [Stua]. The topic of section 5
will be the geometric consequences of the curvature-dimension condition. In section
6, 7 and 8 we will prove the stability property, the tensorization property under
a branching assumption, and the globalization property of the reduced curvature-
dimension condition, respectively.
Acknowledgements. The author would like to thank Yu Kitabeppu for his interest
and many fuitful discussions. Major parts of this work have been written during
the Junior Trimester Programm ”Optimal Transport” at the Hausdorff Institute of
Mathematics (HIM) in Bonn. The author also wish to thank HIM for the excellent
working condition and the stimulation and open atmosphere.
2. preliminaries
Definition 2.1 (Metric measure space). Let (X, dX) be a complete and separable
metric space, and let mX be a locally finite Borel measure on (X, dX). That is,
for all x ∈ X there exists r > 0 such that mX(Br(x)) ∈ (0,∞). Let OX and BX
be the topology of open sets and the family of Borel sets, respectively. A triple
(X, dX,mX) will be called metric measure space. We assume that mX(X) 6= 0.
(X, dX) is called length space if dX(x, y) = inf L(γ) for all x, y ∈ X , where the
infimum runs over all rectifiable curves γ in X connecting x and y. (X, dX) is
called geodesic space if every two points x, y ∈ X are connected by a curve γ such
that dX(x, y) = L(γ). Distance minimizing curves of constant speed are called
geodesics. A length space, which is complete and locally compact, is a geodesic
space and proper ([BBI01, Theorem 2.5.23 ]). Rectifiable curves always admit
a reparametrization proportional to arc length, and therefore become Lipschitz
curves. In general, we assume that a geodesic γ : [0, 1] → X is parametrized
proportional to its length, and the set of all such geodesics γ : [0, 1]→ X is denoted
with G(X). The set of all Lipschitz curves γ : [0, 1]→ X parametrized proportional
to arc-length is denoted with LC(X). (X, dX) is called non-branching if for every
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quadruple (z, x0, x1, x2) of points in X for which z is a midpoint of x0 and x1 as
well as of x0 and x2, it follows that x1 = x2.
P(X) denotes the space of probability measures on (X,BX), and P2(X, dX) =:
P2(X) denotes the L2-Wasserstein space of probability measures µ on (X,BX) with
finite second moments, which means that
∫
X d
2
X(x0, x)dµ(x) < ∞ for some (hence
all) x0 ∈ X . The L2-Wasserstein distance dW (µ0, µ1) between two probability
measures µ0, µ1 ∈ P2(X) is defined as
(2) dW (µ0, µ1) =
√
inf
π
∫
X×X
d2
X
(x, y) dπ(x, y).
Here the infimum ranges over all couplings of µ0 and µ1, i.e. over all probability
measures on X×X with marginals µ0 and µ1. (P2(X), dW ) is a complete separable
metric space. The subspace of mX-absolutely continuous measures is denoted by
P2(X,mX) =: P2(mX). A minimizer of (2) always exists and is called optimal
coupling between µ0 and µ1.
A probability measure Π on G(X) is called dynamical optimal transference plan
if and only if the probability measure (e0, e1)∗Π on X ×X is an optimal coupling
of the probability measures (e0)∗Π and (e1)∗Π on X . Here and in the sequel
et : Γ(X) → X for t ∈ [0, 1] denotes the evaluation map γ 7→ γt. An absolutely
continuous curve µt in P2(X,mX) is a geodesic if and only if there is a dynamical
optimal transference plan Π such that (et)∗Π = µt. We write DyCpl(µ0, µ1) for the
set of dynamcial optimal transference plans between µ0 and µ1.
Let us recall the notion ofMarkov kernel. Let (Y, dY ) be a separable and complete
metric space. A Markov kernel is a map Q : Y × BY → [0, 1] with the following
properties. Q(y, ·) is a probability measure for each y ∈ Y . The function Q(·, A) is
measurable for each A ∈ BX .
Lemma 2.2. For each pair µ0, µ1 ∈ P2(X) there exists a dynamical optimal cou-
pling Π such that
dW (µ0, µ1)
2 =
∫
dX(γ(0), γ(1))dΠ(γ).
and there exist Markov kernels Πx0,x1 , Πx0 and Πx1 such that
dΠ(γ) = dΠx0,x1(γ)dπ(x0, x1) = dΠx0(γ)dµ0(x0) = dΠx1(γ)dµ1(x1)
where (e0, e1)⋆Π =: π.
Proof. For the existence of an dynamical optimal coupling, see [Vil09]. The ex-
istence of the corresponding Markov kernels comes from the existence of regular
conditional probability measures. 
3. κu-convexity
Let κ : [a, b]→ R be a continuous function. We study solutions to
v′′ + κv = 0.(3)
The generalized sin-functions sκ : [a, b]→ R is the unique solution of (3) such that
sκ(a) = 0 and s
′
κ(a) = 1. The generalized cos-function is cκ = s
′
κ. Solutions of (3)
depend continuously on the coefficient κ. More precisely, for each ǫ > 0 there exists
δ > 0 such that |κ − κ′|∞ < δ implies | sκ− sκ′ |∞ < ǫ where κ, κ′ : [a, b] → R are
6 CHRISTIAN KETTERER
continuous. If γ(t) = (1 − t)a + tb and v : [a, b] → R is any solution of (3), then
v ◦ γ = u : [0, 1]→ R solves
u′′ + κ ◦ γ|γ˙|2u = 0.(4)
In particular, sκ(γt) solves (4) with sκ(γ0) = 0 and
d
dt |t=0 sκ(γt) = |γ˙(0)| = b− a.
The next theorem is well-known.
Theorem 3.1 (J. C. F. Sturm’s comparison theorem). Let κ, κ′ : [a, b] → R be
continuous function such that κ′ ≥ κ on [a, b] and sκ′ > 0 on (a, b]. Then sκ ≥ sκ′
on [a, b].
Theorem 3.2 (Sturm-Picone oscillation theorem). Let κ, κ′ : [a, b]→ R be contin-
uous such that κ′ ≥ κ on [a, b]. Let u and v be solutions of (3) with respect to κ
and κ′ respectively. If u(a) = u(b) = 0 and u > 0 on (a, b), then either u = λv for
some λ > 0 or there exists x1 ∈ (a, b] such that v(x1) = 0.
Definition 3.3 (generalized distortion coefficients). Consider κ : [0, L] → R that
is continuous and θ ∈ (0, L]. Then
σ(t)κ (θ) =
{
sκ(tθ)
sκ(θ)
if sκ |(0,θ] > c > 0,
∞ otherwise .
We also define πκ = sup {t ∈ [0, L] : sκ(s) > 0 for all s ≤ t} . If σ(t)κ (θ) < ∞, t 7→
σ(t)κ (θ) is a solution of
u′′(t) + κ(tθ)θ2u(t) = 0(5)
satisfying u(0) = 0 and u(1) = 1.
Proposition 3.4. σ(t)κ (θ) is non-decreasing with respect to κ : [0, θ] → R. More
precisely
κ(x) ≥ κ′(x) ∀x ∈ [0, θ] implies σ(t)κ (θ) ≥ σ(t)κ′ (θ) ∀t ∈ [0, 1].
Proof. Consider σ(t)κ (θ) and σ
(t)
κ′ (θ) for κ and κ
′ such that κ(t) ≥ κ′(t) for all t ∈
[0, 1]. By Sturm-Picone oscillation theorem σ(t)κ (θ) = ∞ implies σ(t)κ′ (θ) = ∞.
Hence, we only need to check the case when σ(t)κ (θ) <∞ and σ(t)κ′ (θ) <∞.
We use the idea of the proof of Theorem 14.28 in [Vil09]. We know that σ(0)κ (θ) =
σ(0)κ′ (θ) = 0 and σ
(1)
κ (θ) = σ
(1)
κ′ (θ) = 1. Consider σ
(t)
κ′ (θ)/σ
(t)
κ (θ) =: h(t) for t ∈ (0, 1].
We know that h(1) = 1 and L’Hospital’s rule yields
lim
t↓0
h(t) =
sκ(θ)
sκ′(θ)
lim
t↓0
cκ′(tθ)
cκ(tθ)
=
sκ(θ)
sκ′(θ)
≤ 1.
Hence, it is sufficient to check that h(t) has no local maximum in (0, 1). For this
reason, first we assume that κ > κ′. Set σ(t)κ′ (θ) = f and σ
(t)
κ (θ) = g. Assume
there is a maximum in t0 ∈ (0, 1). Hence, (f/g)′(t0) = 0 and (f/g)′′(t0) ≤ 0. We
compute the second derivative of f/g.(
f
g
)′′
=
f ′′g3 − g′′fg2
g4
+
2gg′fg′ − 2g′f ′g2
g4
= −κ′θ2 f
g
+ κθ2
f
g
− 2gg
′
g2
f ′g − fg′
g2
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and therefore (
f
g
)′′
(t0) = (κ
′(t0 θ)− κ(t0θ))θ2 f(t0)
g(t0)
> 0.
The case where κ ≥ κ′ follows from that if we replace κ by κ + ǫ. Then σ(t)κ+ǫ(θ)
converges uniformly to σ(t)κ (θ) if ǫ→ 0. 
Proposition 3.5. For θ ∈ (0, L] and t ∈ (0, 1) the map κ ∈ (C([0, L]), | · |∞) 7→
σ(t)κ (θ) ∈ R≥0 ∪ {∞} is continuous where R≥0 ∪ {∞} is equipped with the usual
topology.
Proof. If all the distortion coefficients are finite, this follows from the stability of
(3) under uniform changes of κ. We only have to check the following. If κn → κ
with respect to | · |∞, and if σ(t)κ (θ) = ∞, then σ(t)κn(θ) ↑ ∞. If σ(t)κ (θ) = ∞, then
there exists r ≤ θ such that sκ(r) = 0. If r < θ, then by the stability property
sκn(rn) = 0 for some rn < θ and n ∈ N sufficiently large. Hence, σ(t)κn(θ) =∞ for n
sufficiently large. Otherwise r = θ and sκ > 0 on (0, θ). Again by stability it follows
that sκn(θ) → 0 and sκn → sκ w.r.t. | · |∞ if n → ∞. Therefore, for any compact
J ⊂ (0, 1) there exits n0 such that for each n ≥ n0 we have sκn(·θ)|J > c > 0 for
some c > 0. Hence, σ(t)κn(θ) ↑ ∞ for each t ∈ (0, 1). 
Lemma 3.6. Let a, b ∈ R≥0 and κ : [0, θ]→ R as before. If σ(t)κ (θ) <∞, then
v(t) = σ(1−t)κ− (θ)a + σ
(t)
κ+(θ)b(6)
solves (5) in the distributional sense satisfying u(0) = a and u(1) = b.
Remark 3.7. Given κ as above we set κ− = κ ◦ φ where φ(t) = b + a− t. We also
write κ =: κ+. σ(t)κ (θ) < ∞ if and only if σ(t)κ−(θ) < ∞. This follows from Sturm’s
oscillation theorem.
To see this we assume σ(t)κ (θ) =∞ and σ(t)κ−(θ) is finite. Then sκ has a zero in [0, θ]
and sκ− has no zero in [0, θ]. But sκ(t) and sκ(θ − t) are solutions of u′′ + κu = 0,
and therefore Sturm’s oscillation theorem yields a contradiction.
Proof. We have
v′′(t) = −κ−((1 − t)θ)θ2σ(1−t)κ− (θ)a− κ(tθ)θ2σ(t)κ+(θ)b
and
κ−((1− t)θ) = κ+ ◦ φ((1 − t)θ) = κ+(θ − (1 − t)θ)) = κ+(tθ).
Hence (6) solves (5) in the classical sense satisfying the right boundary condition.

Proposition 3.8. Let κ : [a, b]→ R be continuous and u : [a, b]→ R≥0 be an upper
semi-continous. Then the following three statements are equivalent:
(i) u′′ + κu ≤ 0 in the distributional sense, that is∫ b
a
ϕ′′(t)u(t)dt ≤ −
∫ b
a
ϕ(t)κ(t)u(t)dt(7)
for any ϕ ∈ C∞0 ((a, b)) with ϕ ≥ 0.
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(ii) It holds
u(γ(t)) ≥ (1 − t)u(γ(0)) + tu(γ(1) +
∫ 1
0
g(t, s)κ(γ(s))θ2u(γ(s))ds(8)
for any constant speed geodesic γ : [0, 1]→ [a, b] where θ = |γ˙| = L(γ) with
g(s, t) beeing the Green function of [0, 1].
(iii) There is a constant 0 < L ≤ b− a such that
u(γ(t)) ≥ σ(1−t)
κ−γ
(θ)u(γ(0)) + σ(t)
κ+γ
(θ)u(γ(1))(9)
for any constant speed geodesic γ : [0, 1] → [a, b] with θ = |γ˙| = L(γ) ≤ L.
We set κγ = κ ◦ γ¯ : [0, θ] → R. γ¯ : [0, θ] → [a, b] denotes the unit speed
reparametrization of γ. We use the convention ∞ · 0 = 0.
(iv) The statement in (iii) holds for any geodesic γ : [0, 1]→ [a, b].
Proof. 1. First, we prove that (iii) implies (i). Since u is upper semi-continuous, it
is bounded from above. Hence, σ(t)κγ (θ) =∞ implies u ◦γ(1) = 0 for any geodesic γ.
Therefore, one can find L > L′ > 0 such that that sκγ > 0 on (0, θ] for any constant
speed geodesic γ : [0, 1] → [a, b] with θ = |γ˙| ≤ L′. Otherwise u = const = 0.
sκγ > 0 implies σ
(t)
κγ (θ
′) <∞ for any θ′ ∈ (0, θ].
Claim. For κ and t fixed f : h 7→ σ(t)κ (h) is twice differentiable at h = 0 and we
have
h ∈ [0, L] 7→ σ(t)κ (h) = t
[
1 +
1
6
(1− t2)κ(0)h2
]
+ o(h2)tκ.(10)
Proof of the claim: We can compute the first and second derivative of f at 0
explicetly by application of l’Hosptital rule. Then we apply the Taylor expansion
formula and the claim follows.
If κ ≥ κ ≥ κ, then
o(h2)tκ = σ
(t)
κ (h)−
1
3
t(1− t2)κ(0)h2 − t
≤ σ(t)κ (h)− t
[
1
3
(1− t2)κh2 + 1
]
= t
1
3
(1 − t2)(κ− κ)h2 + o(h2)tκ
and similar
o(h2)tκ ≥ t
1
3
(1− t2)(κ− κ)h2 + o(h2)tκ.
Since κ is uniformly continuous on [a, b], we can choose h > 0 and (ri)i=1,...,N such
that
maxκ|[ri−h,ri+h] −minκ|[ri−h,ri+h] < ǫ
for each i = 1, . . .N and each h ∈ [0, h].
Upper semi-continuity of u together with the condition (9) yiels continuity of u on
[a, b]. We consider s ∈ [a, b], h > 0 and a geodesic γ : [0, 1] → [a, b] such that
γ0 = s−h, γ1 = s+h and γ1/2 = s and s±h ∈ [ri−κ, ri+κ] for some i = 1, . . . N .
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Then, from (10) and (9) it follows that
2u(s)− u(s− h)− u(s+ h)
h2
≥ κ(s− h)u(s− h) + κ(s+ h)u(s+ h)
2︸ ︷︷ ︸
→κ(s)u(s)
−ǫ+
mini=1,...,N o(h
2)tminκ|[ri−h,ri+h]
h2︸ ︷︷ ︸
→0
.
Multiplication with φ ∈ C∞0 ((a, b)) such that φ ≥ 0, integration with respect to s,
a change of variables and taking the limit h→ 0 yields∫
u(s)φ′′(s)ds ≤ −
∫
κ(s)u(s)φ(s)ds + ǫ
∫
φ(s)ds.
Since ǫ > 0 can be choosen arbitrarily small, we obtain the result.
2. We prove the equivalence between (i) and (ii). We assume (i) holds. Consider
v(t) =
∫ 1
0 g(t, s)κ(γ(s))θ
2u(γ(s))ds. Then v solves
v′′(t) = −κ(γ(s))θ2u(γ(s))
in distributional sense by definition of the Green function. Hence, u ◦ γ − v has
non-positive derivative in the distributional sense, and it follows that u ◦ γ − v is
concave (see Theorem 1.29 in [Sim11]). This implies (ii). The backwards direction
is straightforward and works like in the previous step.
3. We prove that (i) implies (iv). The implication (iv)⇒ (iii) is obvious. First, we
assume that u ∈ C([a, b]) ∩ C2((a, b)). We consider the case when sκγ > 0 for any
constant speed geodesic γ : [0, 1]→ (a, b). The right-hand-side of (9) is denoted by
v(t) where t ∈ [0, 1]. It is positive for any t and solves v′′ + κγ ◦ γ θ2v = 0 with
boundary condition v(0) = u(γ(0)) and v(1) = u(γ(1)). Hence, it suffices to check
that u◦γv has no local minimum in (0, 1). Otherwise, there is τ ∈ (0, 1) such that
(u◦γv )
′(τ) = 0 and (u◦γv )
′′(τ) ≥ 0. We can deduce a contradiction exactly like in
the proof of Proposition 3.4.
Next, we consider when there is a a constant speed geodesic γ : [0, 1] → (a, b)
such that sκγ (t0) = 0 for some t0 ∈ (0, θ]. Again we adapt parts of the proof
of Theorem 14.28 in [Vil09]. We show that u = 0. Let v(t) = sκγ (γ(t)) and
w(t) = u ◦ γ(t). v satisfies v′′ + κγ ◦ γθ2v = 0 and w satisfies w′′ + κγ ◦ γθ2 ≤ 0.
Consider wv =: h. Then
(h′v2)′ = h′′v2 + 2vv′h′ =
(
w′v − v′w
v2
)′
v2 + 2vv′h′
=
w′′v − v′′w − v′w′ + 2(v′)2uw
v2
+
2v′w′v2 − 2(v′)2vw
v2
≤ −κθ2w
v
+ κθ2
w
v
= 0
Hence, h′v2 is non-increasing. Suppose there is τ ∈ [0, 1] such that h′(τ) > 0 then
we also have that h′v2(τ) > 0 and h′v2 ≥ C > 0 on [τ, 1]. for some constant
C > 0. Hence h′ ≥ C 1v2 . v = sκγ ◦γ is in C2([0, 1]). Especially, it follows that
v(δ) = δ + o(δ2). Thus, h′(h) ≥ C 1δ2 . It follows∫ ǫ
δ
h′(τ)dτ = h(ǫ)− h(δ) ≥ C
∫ ǫ
δ
1
τ2
dτ →∞ if δ → 0.
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Hence h(δ) → −∞ if δ → 0 which contradicts h ≥ 0. On the other hand, if there
is τ ∈ [0, 1] such that h′(τ) < 0, the same argument yields h(ǫ) → −∞ if δ → 0.
It follows that h′ = 0 and w(t) = c · sκγ (γ(t)). Especially u is differentiable at
γ(1) ∈ (a, b) with u|(γ(0),γ(1)) > 0, u(γ(1)) = 0 and u′(γ(1)) 6= 0 if u 6= 0 since
u′(γ(1)) = 0 would contradict the uniquness of the solution of (3). But u(γ(1)) = 0
and u′(γ(1)) 6= 0 yields u(x) < 0 for x ≥ γ(1) which is not possible. Hence, u = 0
and (9) holds.
Now, let u be just upper semi-continuous. The equivalence between (i) and
(ii) yields that u is continuous. Consider φ ∈ C∞0 ((0, 1)) with
∫ 1
0 φ(t)dt = 1 and
φǫ(t) =
1
ǫφ(
t
ǫ ). φǫ ∈ C∞0 ((0, ǫ)). We set
u˜(s) = u ⋆ φǫ(s) =
∫ 0
−ǫ
φǫ(−r)u(s− r)dr =
∫ b
a
φǫ(t− s)u(t)dr
for s ∈ [a, c] with c < b such that c + ǫ ≥ b and ǫ > 0 sufficiently small. κ is
uniformily continuous on [a, b]. Hence, for δ > 0 we can find ǫ¯ > 0 such that for all
ǫ < ǫ¯ we have κ(s− r) ≤ κ(s) + δ. Then
u˜′′(s) = u ⋆ φ′′ǫ (s) =
∫ b
a
(φǫ(t− s))′′u(t)dt =
∫ b
a
φ′′ǫ (t− s)u(t)dt
≤ −
∫ b
a
φǫ(−r)κ(s − r)u(r − s)dr ≤ −(κ(s) + δ)u˜(s).
Since u˜ ∈ C2((a, c)) ∩C0([a, c]) the previous conclusion holds for u˜ and κ˜ = κ+ δ.
Now, since u is continuous, u˜ → u with respect to uniform convergence on [a, c].
And since solutions of (3) change uniformily continuous if the coefficient κ changes
uniformily continuous on [a, c], we obtain that sκ˜γ → sκγ where γ is a geodesic
in (c, b). Hence, in the case that where sκγ > 0 for any constant speed geodesic
γ : [0, 1]→ (a, b), we obtain that sκ˜γ > 0 for any constant speed geodesic γ in (a, c)
by Sturm’s comparison theorem. It follows that (3) holds for u˜ : [a, c]→ [0,∞) and
by uniform convergence it also holds for u|[a,c] if ǫ → 0. Then, it holds for u since
c can be chosen arbitrarily close to b.
Finally, consider the case when there is a geodesic γ in (a, b) such that sκγ (γ(1)) =
0. Then we can choose c sufficiently close to b and ǫ > 0 sufficiently small such that
there is a geodesic γ˜ in (a, c) with sκ˜γ (γ(1)) = 0. By the previous steps it follows
that u˜ = φǫ ⋆ u = 0 that implies u = 0. 
κu-concavity in metric spaces. We consider a metric space (X, dX) and a lower
semi-continuous function κ : X → R. We define continuous functions κn : X → R
in the following way
κn(x) = inf
y∈X
{κ(y) + n dX(x, y)} ≤ κ(x).
We keep this notation for the rest of the article. κn is monotone non-decreasing
and converges pointwise to κ as n→∞. For each κn and for each Lipschitz curve
γ ∈ LC(X) we can consider sκn,γ where κn,γ = κn ◦ γ¯ and γ¯ : [0,L(γ)]→ X is the
1-speed reparametrization of γ. If sκn,γ > 0 for all n, the generalized sin-function
sκn,γ is monotone non-increasing with respect to n. Hence, the limit exists pointwise
everywhere in [0,L(γ)]. It is again denoted with sκγ . sκγ is upper semi-continuous
and if κ is continuous, sκγ coincides with the previous definition. This follows
since κn,γ converges uniformly to κγ by Dini’s theorem. Therefore, the stability
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of solutions of (3) under uniform changes of the coefficient κγ implies that sκn,γ
converges uniformily to the solution of (3) with coefficient κγ . We can see that
sκγ ≥ sκ′γ if κ, κ′ : X → R are lower semi-continuous and κ′ ≥ κ. In particular, we
can consider X = [a, b] ⊂ R.
Definition 3.9. Let κ : X → R be lower semi-continuous and let γ : [0, 1] → X
be in LC(X) with |γ˙| = θ. Consider sequence κn from above. Then σ(t)κn,γ (θ) is
monotone non-decreasing in R ∪ {∞}. We define the distortion coefficient with
respect to κ : X → R along γ as
σ(t)κγ (θ) := limn→∞
σ(t)κn,γ (θ) ∈ R ∪ {∞} .
If κ is continuous, the definition is consistent with the previous one. That is σ(t)κγ (θ)
equals σ(t)κ◦γ¯(θ) as in Definition 3.3.
Lemma 3.10. Let κ : X → R be lower semi-continuous, and let γ ∈ LC(X) with
|γ˙| = θ. If σ(t0)κγ (θ) =∞ for some t0 ∈ (0, 1) then σ(t)κγ (θ) =∞ for any t ∈ (0, 1).
In particular, either one has σ(t)κγ (θ) <∞ for any t ∈ (0, 1) and
σ(t)κγ (θ) = sκγ (tθ)/sκγ (θ) where sκγ (θ) 6= 0, or σ(·)κγ (θ) ≡ ∞.
Proof. For the proof we write κn,γ = κn and κγ = κ. Assume σ
(t)
κn(θ) < ∞ for
each n ∈ N. Otherwise, there is nothing to prove. Then, we must have that
sκn(t0θ)/ sκn(θ) → ∞. Let κ = const ≤ κn for all n. Hence, sκn(tθ) ≥ sκ(tθ). By
proposition (3.8) we have that
sκ(st0θ) ≥ σ(s)κ (t0θ) sκn(t0θ)
and
sκ(((1 − s)t0 + s)θ) ≥ σ(1−s)κ (t0θ) sκn(t0θ) + σ(s)κ (t0θ) sκn(θ)
Hence, if we pick t ∈ (0, 1), we can write t = st0 or t = (1− s)t0 + s. If t = st0, we
have the following estimate:
sκn(tθ)/ sκn(θ) ≥ σ(s)κ (t0θ) sκn(t0θ)/ sκn(θ)︸ ︷︷ ︸
→∞
.
Similar for t = (1− s)t0 + s. Thus, σ(t)κn(θ)→∞ for each t ∈ (0, 1) if n→∞. 
Corollary 3.11. Let κ : X → R be lower semi-continuous, γ is a geodesic in X.
Then κ 7→ σ(t)κγ (θ) is monotone non-decreasing in the sense of Proposition 3.4.
Proof. If κ′ ≥ κ, let κ′n and κn be the corresponding approximations. It is clear
from the definition that κ′n,γ ≥ κn,γ . Hence, σ(t)κ′n,γ (θ) ≥ σ
(t)
κn,γ (θ). Taking the limit
n→∞ yields the result. 
Remark 3.12. If γ ∈ LC(X), we define γ−(t) = γ(1− t), and we set
σ(t)
κ−γ
(θ) = σ(t)κγ− (θ).
Therefore, one can see again that σ(t)κ (θ) =∞ if and only if σ(t)κ−(θ) =∞.
Corollary 3.13. Let κ : X → R be lower semi-continuous, and let u : X → R≥0
be upper semi-continuous. Then the following statements are equivalent:
(i) (u ◦ γ¯)′′ + κγu ◦ γ¯ ≤ 0 in the distributional sense for any constant speed
geodesic γ : [0, 1]→ X.
12 CHRISTIAN KETTERER
(ii) There is a constant 0 < L ≤ b− a such that
u(γ(t)) ≥ σ(1−t)
κ−γ
(θ)u(γ(0)) + σ(t)
κ+γ
(θ)u(γ(1))
for any constant speed geodesic γ : [0, 1]→ X with θ = |γ˙| = L(γ) ≤ L.
(iii) The statement in (ii) holds for any geodesic γ : [0, 1]→ X.
Proof. If κ is continuous, the result follows from Proposition 3.8. If κ is lower
semi-continuous, we consider κn for n ∈ N.
(ii)⇒ (i): Since κn ↑ κ, we have σ(t)κn,γ (θ) ↑ σ(t)κγ (θ) for t ∈ (0, 1). Then we can apply
part 1. of the proof of Proposition 3.8 to obtain (7) for u with κ replaced by κn.
That is
−
∫
φ′′(t)u(t)dt ≥
∫
φ(t)κn,γ(t)u(t)dt
=
∫
[φ(t)κn,γ(t)u(t)]+dt︸ ︷︷ ︸
ր
−
∫
[φ(t)κn,γ(t)u(t)]−dt︸ ︷︷ ︸
≤C<∞
.
for any φ ∈ C∞c ((0, |γ˙|)) where the left hand side and C are independent of n.
Hence, the right hand side converges to the integral of φκγu.
(i) ⇒ (iii): We can apply part 3. from the proof of Proposition 3.8, and obtain (9)
with κ replaced by κn. By the definition of distortion coefficients for general κ the
result follows. 
Lemma 3.14. Consider λ ∈ [0, 1], θ > 0, a curve γ ∈ LC(X) with L(γ) = θ and
κ, κ′ : X → R lower semi-continuous. Then
σ(t)κγ (θ)
1−λ · σ(t)κ′γ (θ)
λ ≥ σ(t)(1−λ)κγ+λκ′γ (θ).
Especially, κ 7→ log σκγ is convex.
Proof. For the proof we write κn,γ = κn and κγ = κ. Assume σ
(t)
κ (θ) < ∞ and
σ(t)κ′ (θ) <∞ for each t ∈ (0, 1), since otherwise there is nothing to prove. We assume
first that κ and κ′ are continuous. l : t 7→ log [σ(t)κ (θ)1−λ · σ(t)κ′ (θ)λ] solves
l′′ ≤ −(1− λ)κ− λκ′ − (l′)2.
Hence σ(t)κ (θ)
1−λ ·σ(t)κ′ (θ)λ solves v′′+
(
(1−λ)κ+λκ′)v ≤ 0 with boundary condition
v(0) = 0 and v(1) = 1. The result follows by the previous theorem.
If κ and κ′ are lower semi-continuous, we consider again their approximations
by κn and κ
′
n. We easily obtain that
σ(t)κ (θ)
1−λ · σ(t)κ′ (θ)λ ≥ σ(t)κn(θ)1−λ · σ(t)κ′n(θ)
λ ≥ σ(t)(1−λ)κn+λκ′n(θ).
We show that σ(t)(1−λ)κn+λκ′n
(θ)→ σ(t)(1−λ)κ+λκ′(θ). One can check that (1 − λ)κn +
λκ′n ≤ ((1 − λ)κ + λκ′)n. On the other hand, by continuity of the approximating
sequence for all n ∈ R and for all x ∈ [0, θ] there exists mx ≥ 2n and δx > 0 such
that (1 − λ)κm¯ + λκ′m¯ ≥ ((1 − λ)κ + λκ′)n on Bδx(x) for all m¯ ≥ mx. Hence, by
compactness of [0, θ] we can choose x1, . . . , xn such that [0, θ] ⊂
⋃
i=1,...,nBδxi (xi).
Then (1 − λ)κmn + λκ′mn ≥ ((1 − λ)κ+ λκ′)n for mn := maximxi . Hence,
σ(t)((1−λ)κ+λκ′)mn
(θ)︸ ︷︷ ︸
→σ
(t)
(1−λ)κ+λκ′
(θ)
≤ σ(t)(1−λ)κmn+λκ′mn (θ) ≤ σ
(t)
((1−λ)κ+λκ′)n
(θ)︸ ︷︷ ︸
→σ
(t)
(1−λ)κ+λκ′
(θ)
.
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Hence, σ(t)(1−λ)κn+λκ′n
(θ)→ σ(t)(1−λ)κ+λκ′(θ). 
Proposition 3.15. Let κ : X → R be continuous (lower semi-continuous). Let
t ∈ (0, 1). Then the map
γ ∈ (LC(X), d∞) 7→ σ(t)
κ
+/−
γ
(|γ˙|) ∈ R ∪ {∞}
is continuous (lower semi-continuous).
Proof. If κ is continuous, the result follows from Proposition 3.5. For κ lower semi-
continuous we consider its continuous approximation κn. Then by definition for
any Lipschitz curve γ ∈ LC(X)
σ(t)
κ
+/−
n,γ
(|γ˙|) ↑ σ(t)
κ
+/−
γ
(|γ˙|).
In particular, γ 7→ σ(t)
κ
+/−
γ
(|γ˙|) is lower semi-continuous 
Definition 3.16. Consider a metric space (Y, dY ) and a lower semi-continuous
function κ : Y → R. We say a function u : Y → [0,∞) is κu-convex if u <∞ and
for all geodesics γ : [0, 1]→ Y
u(γ(t)) ≥ σ(1−t)
κ−γ
(L(γ))u(γ(0)) + σ(t)
κ+γ
(L(γ))u(γ(1))(11)
where κγ = κ ◦ γ¯ : [0,L(γ)]→ Y and γ¯ is the unit speed reparametrization of γ.
We say u is weakly κu-convex if u <∞ and for all x, y ∈ Y there exists a geodesic
γ : [0, 1]→ Y between x and y such that (11) holds.
We say a function f : Y → R ∪ {±∞} is (weakly) (κ,N)-convex if e− fN = u is
(weakly) κN u-concave. We use the convention e
∞ =∞, e−∞ = 0.
4. Curvature-dimension condition
Let (X, dX ,mX) be a metric measure space. Given a number N ∈ R with N ≥ 1,
we define the N-Re´nyi entropy functional
SN ( · |mX) : P2(X)→ R
with respect to mX by
ν = ̺mX +ν
s 7→ SN (ν) := SN(ν|mX) := −
∫
X
̺
1
N dν
where ̺mX +ν
s is the Lebesgue decomposition of ν. If mX is a finite measure for
each ν ∈ P2(X) we have
Ent(ν|mX) = lim
N→∞
N(1 + SN (ν)),
where Ent is the Boltzmann-Shanon entropy functional.
We consider κ = k/N where k : X → R is lower semi-continuous and locally
bounded from below, and we set σ(t)kγ/N (θ) = σ
(t)
θ2kγ (·θ)/N
(1) = σ(t)kγ ,N (θ) where
γ ∈ LC(X) and θ = |γ˙|.
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Definition 4.1. Let (X, dX,mX), k and γ as before. We define generalized distor-
tion coefficients with respect to k and N along γ as
τ
(t)
kγ ,N
(θ) =
{
θ · ∞ if k > 0 and N = 1
t
1
N
[
σ(t)kγ ,N−1(θ)
]N−1
N otherwise.
We use the conventions r · ∞ = ∞ for r > 0, 0 · ∞ = 0 and (∞)α = ∞ for α > 0.
If k > 0, we have τ
(t)
kγ ,1
(θ) <∞ if and only if θ = 0, and τ (t)kγ ,1(θ) = t if k ≤ 0.
Corollary 4.2. For k, k′ : [0, 1]→ R, N,N ′ > 0, t ∈ [0, 1] and θ > 0,
σ(t)k,N (θ)
Nσ(t)k′,N ′(θ)
N ′ ≥ σ(t)k+k′,N+N ′(θ)N+N
′
and, if N ≥ 1,
τ (t)k,N (θ)
Nσ(t)k′,N ′(θ)
N ′ ≥ τ (t)k+k′,N+N ′(θ)N+N
′
,
and in particular
τ (t)k,N (θ)
N τ (t)k′,N ′(θ)
N ′ ≥ τ (t)k+k′ ,N+N ′(θ)N+N
′
.
Proof. The result follows directly from Lemma 3.14.
Remark 4.3. For the rest of the article we always assume that (X, dX ,mX) is a
metric measure space and k : X → R is lower semi-continuous and locally bounded
from below. In this case we say that k is an admissible function. It follows from
Proposition 3.15 that if k is continuous (lower semi-continuous), the map
γ ∈ G(X) 7→ τ (t)
k
+/−
γ ,N
(|γ˙|) ∈ R≥0 ∪ {∞}
is continuous (lower semi-continuous) for t ∈ [0, 1]. In particular, it is measurable
and we can integrate it with respect to probability measures on G(X).
Definition 4.4. Consider an admissible function k : X → R, and let N ∈ R
with N ≥ 1. (X, dX ,mX) satisfies the curvature-dimension condition CD(k,N) if
for each pair ν0, ν1 ∈ P2(X,mX) with bounded support there exists a dynamical
optimal coupling Π of ν0 = ̺0dmX and ν1 = ̺1dmX and a geodesic (νt)t∈[0,1] ⊂
P2(X,mX), such that
SN ′(νt) ≤ −
∫ [
τ (1−t)
k−γ ,N ′
(|γ˙|)̺0 (e0(γ))−
1
N′ + τ (t)
k+γ ,N ′
(|γ˙|)̺1 (e1(γ))−
1
N′
]
dΠ(γ)(12)
for all t ∈ [0, 1] and all N ′ ≥ N . kγ = k ◦ γ¯ where γ : [0, 1]→ X is a geodesic and
γ¯ its 1-speed reparametrization. The right hand side of (12) is also denoted with
T (t)k,N ′(Π|mX).
Remark 4.5. If Π is the optimal dynamical coupling from the previous definition,
let Π′(x0, x1)(dγ) =: Π
′
x0,x1(dγ) be its disintegration with respect to (e0, e1)⋆Π = π.
One can reformulate (12) in the following way
SN ′(νt) ≤ −
∫ [
T (1−t)k−,N ′(Π′x0,x1)̺0 (x0)−
1
N′ + T (t)k+,N ′(Π′x0,x1)̺1 (x1)−
1
N′
]
dπ(x0, x1)
(13)
where
T (1−t)k−,N ′(Π′) =
∫
τ (1−t)
k−γ ,N ′
(|γ˙|)dΠ′(dγ)
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for any measure Π′ ∈ G(X).
Conversely, if there is a kernel Π′x0,x1(dγ) such that for µ0 and µ1 there exists a
geodesic µt and an optimal coupling π with (13), then X satisfies CD(k,N).
Remark 4.6. In the case where k is constant the previous definition is equivalent
to Sturm’s curvature-dimension condition in [Stu06b] since a measurable selection
theorem yields a measurable map (x, y) 7→ γx,y ∈ G(X) where γx,y is a geodesic
between x and y.
Definition 4.7. Two metric measure space (X, dX ,mX) and (X
′, dX′ ,mX′) are
called isomorphic if there exists an isometry ψ : suppmX → suppmX′ such that
ψ⋆mX = mX′ .
Proposition 4.8. Let (X, dX,mX) be a metric measure space which satisfies the
condition CD(k,N) for a continuous function k : X → R and N ≥ 1.
(i) If there is an isomorphism ψ : (X, dX,mX) → (X ′, dX′ ,mX′) onto a met-
ric measure space (X ′, dX′ ,mX′) then (X
′, dX′ ,mX′) satisfies the condition
CD(ψ⋆k,N) with ψ⋆k = k ◦ ψ.
(ii) For α, β > 0 the rescaled metric measure space (X ′, α dX′ , βmX′) satisfies
CD(α−2k,N).
(iii) For each convex subset U ⊂ X the metric measure space (U, dX |U×U ,mX |U )
satisfies CD(k|U , N).
Proof. (i) First, we observe that ψ⋆k is still lower semi-continuous and locally
bounded from below. ψ induces an isometry from P2(X,mX) to P2(X ′,mX′), and
the image of a geodesic in X is a geodesic in X ′. Moreover,∫
X
̺
− 1N +1
t dmX =
∫
X′
(̺t ◦ ψ)− 1N+1dmX′
and ψ⋆Π is an optimal dynamical transference plans provided Π is so. Then result
follows.
(ii), (iii) The results follow easily. One can easily adapt the proofs of similar
statements in [Stu06b]. 
In [Stua] Sturm gave the definition of the condition CD(k,∞) for a lower semi
continuous function k : X → R.
Definition 4.9. (X, dX,mX) satisfies the condition CD(k,∞) if for any pair µ0, µ1 ∈
P2(X) there exists a W2-geodesic µt and an optimal dynamical transference plan
Π such that µt = (et)⋆Π and
Ent(µt) ≤ (1− t) Ent(µ0) + tEnt(µ1)−
∫ 1
0
∫
G(X)
g(s, t)k(γ(s))|γ˙(s)|2dΠ(γ)ds
(14)
for all t ∈ [0, 1]. g(s, t) = min {s(1 − t), t(1− s)} is the Green function of the unit
interval and Ent : P2(X)→ R ∪ {−∞} is the Shanon entropy functional.
Proposition 4.10. Let (X, dX,mX) be a metric measure space which satisfies the
condition CD(k,N) for a continuous function k : X → R and N ≥ 1.
(i) If k′ : X → R is a continuous function such that k′ ≤ k, and if N ′ ≥ N ,
then (X, dX,mX) also satisfies the condition CD(k
′, N ′).
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(ii) If (X, dX ,mX) has finite mass then it satisfies the condition CD(k,∞) in
the sense of Sturm.
Proof. (i) is an immediate consequence of the monotonicity of σ(t)κ (θ) with respect
to κ.
For (ii) it suffices to consider ν0, ν1 ∈ P2(X,mX) with Ent(ν0|mX) < ∞ and
Ent(ν1|mX) <∞. In any other case the right hand side in (14) is ∞. By assump-
tion, (X, dX ,mX) satisfies CD(k,N). Hence, there exists a dynamical optimal
transference plan Γ betweem ν0 and ν1 such that (12) is satisfied for ∀N ′ ≥ N .
Since mX(X) <∞ it implies that Ent((et)∗Γ|mX) = limN ′→∞(1+SN ′((et)∗Γ|mX)
for t ∈ [0, 1]. It follows
N ′(1 + SN ′((et)∗Γ|mX))
≤ −N ′
∫ [
−(1− t) + τ (1−t)
k−γ ,N ′
(|γ˙|)̺0(e0(γ))− 1N′ − t+ τ (t)k+γ ,N ′(|γ˙|)̺1(e1(γ))
− 1
N′
]
Γ(γ)
≤ (1 − t)N ′(1 + SN ′((e0)∗Γ|mX)) + tN ′(1 + SN ′((e1)∗Γ|mX))
−N ′
∫ [[
(1− t) + σ(1−t)
k−γ ,N ′
(|γ˙|)
]
̺0(e0(γ))
−1
N′ +
[
t+ σ(t)
k+γ ,N ′
(|γ˙|)
]
̺1(e1(γ))
−1
N′
]
Γ(γ)
≤ (1 − t)N ′(1 + SN ′((e0)∗Γ|mX)) + tN ′(1 + SN ′((e1)∗Γ|mX))
−
∫
N ′
[
(1− σ(1−t)
k−γ ,N ′
(|γ˙|)− σ(t)
k+γ ,N ′
(|γ˙|)
]
︸ ︷︷ ︸
=w(t)
Γ(γ)
w solves w′′ = −kγ |γ˙|2(σ(1−t)k−γ ,N(|γ˙|) + σ
(t)
k+γ ,N
(|γ˙|)) with w(0) = w(1) = 0. Hence
w =
∫ 1
0
[
g(s, t)kγ |γ˙|2(σ(1−s)k−γ ,N (|γ˙|) + σ
(s)
k+γ ,N
(|γ˙|))
]
ds.
Since σ(1−t)
k−γ ,N
(|γ˙|) + σ(t)
k+γ ,N
(|γ˙|)→ 1 if N ′ →∞ uniformily in γ ∈ G(X) for fixed t, it
follows
N ′(1 + SN ′((et)∗Γ|mX))
≤ (1− t)N ′(1 + SN ′((e0)∗Γ|mX)) + tN ′(1 + SN ′((e1)∗Γ|mX))
−
∫ ∫ 1
0
[
g(s, t)kγ |γ˙|2(σ(1−t)k−γ ,N(|γ˙|) + σ
(t)
k+γ ,N
(|γ˙|))
]
dsΓ(γ)[
→ −
∫ ∫ 1
0
g(s, t)kγ |γ˙|2dsΓ(γ) if N ′ →∞
]
and this implies the result. 
Theorem 4.11. Let (M, gM , V d volM) be a weighted Riemannian manifold for a
smooth function V : M → (0,∞). Let k : M → R be a lower semi-continuous
function and N ≥ 1.
The metric measure space (M, dM , V d volM) satisfies the curvature-dimension con-
dition CD(k,N) if and only if (M, gM , V d volM)) has N -Ricci curvature bounded
from below by k.
Remark 4.12. For each real number N > n the N -Ricci tensor is defined as
ricN,V (v) = ric(v)− (N − n)∇
2V
1
N−n (v)
V
1
N−n (p)
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where v ∈ TMp. For N = n we define
ricN,V (v) :=
{
ric(v) +∇2 logV (v) ∇ logV (v) = 0
−∞ else.
For 1 ≤ N < n we define ricN,Ψ(v) := −∞ for all v 6= 0 and 0 otherwise.
Example 4.13. Let (α, β) = I ⊂ R be some interval where α, β ∈ R ∪ {±∞}.
Let k : I → R be a lower semi-continuous function and let u : I → [0,∞) be a
non-negative solution of
u′′ + ku = 0.
Then for any N ≥ 1, the metric measure space
(I, | · |2, uN−1dL1)
satisfies the curvature-dimension CD(k,N).
Proof. “⇐”: Pick a point p ∈ M and ǫ > 0 such that k|Bǫ(p) ≥ kǫ. There exists
geodesically convex ball Bδ(p) for 0 < δ < ǫ around p. Hence,
(Bδ(p), dM |Bδ(p), V d volM |Bδ )
satisfies the condition CD(kǫ, N). It follows that the N -Ricci tensor is bounded
from below by kǫ (for instance see [Stu06b]). If ǫ goes to 0, we see that kǫ → k(p)
and the result follows.
“⇒”: The proof goes exactly as the proof of the corresponding result in [Stu06b],
[LV09] or [CEMS01]. 
5. Geometric consequences
In this section we assume suppmX = X .
Theorem 5.1 (Brunn-Minkowski inequality). Assume that the metric measure
space (X, dX,mX) satisfies CD(k,N) for k : X → R lower semi-continuous and
N ≥ 1. Let A0, A1 ⊂ X be bounded Borel sets with mX(A0)mX(A1) > 0. Set
G(A0, A1) = {γ ∈ G(X) : γ(i) ∈ Ai, i = 0, 1}. Then
mX(At)
1
N ≥ inf
γ∈G(A0,A1)
τ (1−t)
k
−
γ ,N
(|γ˙|)mX(A0) 1N + inf
γ∈G(A0,A1)
τ (t)
k
+
γ ,N
(|γ˙|)mX(A1) 1N .
(15)
where infγ∈G(A0,A1) τ
(1−t/t)
k
−/+
γ ,N
(|γ˙|) ≥ 0.
Proof. First, assume m(A0),m(A1) < ∞ and set µi = m(Ai)−1m |Ai for i = 0, 1.
The curvature-dimension yields∫
At
̺
1
N′
t dµt ≥
∫
τ (1−t)
k
−
γ ,N
(|γ˙|)mX(A0)1/N + τ (t)
k
+
γ ,N
(|γ˙|)mX(A1)1/N
where (µt = ̺tdmX)t denotes the absolutely continuous geodesic that connects µ0
and µ1, and Π is an optimal dynamical plan. By Jensen’s inequality the left hand
side of the previous inequality is smaller than mX(At)
1
N′ . The general case follows
by approximation of Ai by sets of finite measure. 
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Definition 5.2 (Minkowski content). Consider x0 ∈ X and Br(x0) ⊂ X . Set
v(r) = mX(B¯r(x0)). The Minkowski content of ∂Br(x0) (the r-sphere around x0)
is defined as
s(r) := lim sup
δ→0
1
δ
mX(B¯r+δ(x0)\Br(x0)).
Theorem 5.3. Assume (X, dX,mX) satisfies CD(k,N) for an admissible function
k and N ∈ [1,∞). Then, (X, dX) is a proper metric space, each bounded set has
finite measure and satisfies a doubling property, and either mX is supported by one
point or all points and all sphere have mass 0.
In particular, if N > 1 then for each x0 ∈ X, for all 0 < r < R and k ∈ R such
that k|BR(x0) ≥ k and R ≤ π
√
(N − 1)/k ∨ 0, we have
s(r)
s(R)
≥
sinN−1
k/(N−1) r
sinN−1
k/(N−1)R
&
v(r)
v(R)
≥
∫ r
0 sin
N−1
k/(N−1) tdt∫ R
0 sin
N−1
k/(N−1) tdt
.(16)
If N = 1 and k ≤ 0, then
s(r)
s(R)
≥ 1, v(r)
v(R)
≥ r
R
.
Proof. 1. Let us fix a point x0 ∈ X such that mX({x0}) = 0, and let R > 0
be sufficiently small such that k|B2R(x0) ≥ k for some k ∈ R. Let r ∈ (0, R)
and put t = r/R. We choose ǫ > 0 and δ > 0 and define A0 = Bǫ(x0) and
A1 = B¯R+δR(x0)\BR(x0). By triangle inequality one easily verifies that
At ⊂ B¯r+δr+ǫr/R(x0)\Br−ǫr/R(x0) ⊂ B2R(x0).
Hence, if we consider measures µi = mX(Ai)
−1mX |Ai for i = 0, 1 the curvature-
dimension condition, mX({x0}) = ∅, local finitness of the reference measure and
the monotonicity of the distortion coefficients imply that
mX(B¯(1+δ)r(x0)\Br(x0))1/N ≥ τ (r/R)k,N ((1± δ)R)mX(B¯(1+δ)R(x0)\BR(x0))1/N .
Since mX is locally finite, we can assume that the right hand side is finite.
2. Now, we can follow precisely the proof of Theorem 2.3 in [Stu06b] to obtain
that mX(∂Br(x0)) = 0 for r ∈ (0, R), mX({x}) = 0 for x ∈ BR(x0)\ {x0} and (16)
and (??) for r ∈ (0, R) and R > 0 as chosen like in the first step. If mX({x0}) 6= 0,
we can choose a point x close to x0 such that mX({x}) = 0 and BR(x) ⊂ B2R(x0).
This is implied by the local finiteness of mX and the existence of ǫ-geodesics. If
there is no such point x then necessarily suppmX = {x0}. We repeat the previous
steps for x instead of x0 and obtain that mX({x0}) = 0 unless suppmX = {x0}.
3. Hence, for any x0 ∈ X there is R > 0 (sufficiently small) such that dX and
mX restricted to B¯R(x0) satisfy a doubling property provided the radius of balls is
sufficiently small, and therefore B¯r(x0) is compact for r ∈ (0, R). In particular, X is
locally compact. Then, since (X, dX) is also a complete length space, the generalized
Hopf-Rinow theorem (for instance, see Theorem 2.5.28 in [BBI01]) implies (X, dX)
is a proper metric space. Therefore, any closed ball B¯R(x0) is compact, and we can
repeat the previous step for any 0 < r < R. In particular, it follows that (16) and
(??) hold, and any bounded set has finite measure. 
Corollary 5.4 (Doubling). For each metric measure space (X, dX ,mX) satisfying
the condition CD(k,N) for an admissible k and N ≥ 1 the doubling property holds
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on each bounded set X ′ ⊂ X, and in the case k ≥ 0 the doubling constant is ≤ 2N ,
and otherwise it can be estimated in terms of k, N and L as follows
C ≤ 2N cN−1k/(N−1) L
where L is the diameter of the bounded set X ′, and k = minX′ k.
Proof. The result follows from the previous theorem (see also [Stu06b]). 
Corollary 5.5 (Hausdorff dimension). For each metric measure space (X, dX,mX)
satisfying a curvature-dimension condition CD(k,N) for some admissible k and
N ≥ 1, the Hausdorff dimension is ≤ N .
Definition 5.6. Let (X, dX,mX) be any metric measure space, let N ≥ 1 and let
k : X → R be admissible. We define the effective diameter of (X, dX ,mX) with
respect to k and N as
πk/(N−1) = sup
{
dW (µ0, µ1) : ∃Π ∈ DyCpl(µ0, µ1) s.t.
∫
τ
(t)
k+/−,N
(|γ˙|)dΠ(γ) <∞
}
.
By definition, we have πk/(N−1) ≤ diamX.
Proposition 5.7. Let (X, dX ,mX) satisfy CD(k,N) for an admissible function k
and N ≥ 1. Then πk/(N−1) = diamX .
Proof. Assume πk/(N−1) < diamX. Then, there are points x, y ∈ X such that
dX(x, y) > c+ πk/(N−1) for some c > 0. Therefore, we can consider ǫ-balls Bǫ(x) =
A0 and Bǫ(y) = A1 such that
dX(A0, A1) := inf
x0∈A0,x1∈A1
dX(x0, x1) > πk/(N−1).
If we define µ0/1 = mX(A0/1)
−1mX |A0/1 , we see that dW (µ0, µ1) > πk/(N−1). Hence
for each dynamcial optimal transference plan Π ∈ DyCpl(µ0, µ1)
∞ ≤
∫
τ
(1−t)
k−,N
(|γ˙|)dΠ(γ)mX(A0) 1N +
∫
τ
(t)
k+,N
(|γ˙|)dΠ(γ)mX(A1) 1N .
But by the curvature-dimension condition the right hand side is smaller thatn
−SN(µt|mX) ≤ mX(At) 1N ≤ mX(BR(o)) 1N
for some o ∈ X and R > 0 sufficiently large such that At ⊂ BR(o). At is the set of
all t-midpoints between A0 and A1. But by the Bishop-Gromov comparison tells
us that balls have always finite measure. 
Definition 5.8. Fix a point x ∈ X . Since ∂Br(x) is compact, we can consider
min∂Br(x) k = kx(r) for r < Rx where Rx = sup {r > 0 : ∂Br(x) 6= ∅}. Let kx be
the lower semi-continuous envelope of kx. It is clear that kx ≤ k and kx induces a
lower semi-continuous function on X - also denoted by kx - via
y 7→ kx(y) := kx(dX(x, y)).
Theorem 5.9. Let X be a metric measure space satisfying CD(k,N). If N > 1
then for each x0 ∈ X, for all 0 < r < R such that R ≤ πkx/(N−1), we have
s(r)
s(R)
≥
sinN−1
kx/(N−1)
r
sinN−1
kx/(N−1)
R
&
v(r)
v(R)
≥
∫ r
0
sinN−1
kx/(N−1)
tdt∫ R
0
sinN−1
kx/(N−1)
tdt
.(17)
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Proof. First
inf
dX (x,z)
{kx(dX(x, z)) + n| dX(x, z)− dX(x, y)|} = kx,n(dX(x, y))
and since kx,n(r) ↑ kx(r) we have kx,n(dX(x, y)) =: k′x,n(y) ↑ kx(y). By monotonic-
ity with respect to the curvature function X satisfies CD(k′x,n, N). Hence, if we
consider 0 < r < R < Rx, and Ai with µi for i = 0, 1 as in Theorem 5.3 (replace
x0 by x), we obtain
mX(B¯(1+δ+ǫ)r(x)\B(1−ǫ)r(x)) 1N ≥
∫
τ (r/R)kx,n,γ ,N
(|γ˙|)dΠn,ǫ,δ(γ)mX(B¯(1+δ)R(x)\BR(x)) 1N
+
∫
τ (1−r/R)kx,n,γ ,N
(|γ˙|)dΠn,ǫ,δ(γ)mX(B¯ǫ(x)) 1N
where Πn,ǫ,δ is an optimal dynamical plan between µ0 and µ1. Since the left
hand side is finite, the right hand side is uniformily bounded and the distortion
coefficients are finite almost everywhere. If ǫ → 0, compactness of closed balls
implies that we can find a subsequence of Πn,ǫ,δ that converges to Πn,δ for n→∞
and with (e0)∗Πn,δ = δx. The previous inequality becomes
mX(B¯(1+δ)r(x)\Br(x)) ≥
(∫
τ (r/R)kx,n,γ ,N
(|γ˙|)dΠn,ǫ,δ(γ)
)N
mX(B¯(1+δ)R(x)\BR(x))
We remark that γ 7→ τ (r/R)kx,n,γ ,N (|γ˙|) is bounded and continuous for geodesics γ in
a sufficiently large ball. Similar, if δ goes to 0, we can take another sub-sequence
of Πn,δ that converges to Πn. If we devide both side by δr and take δ → 0, the
previous inequality becomes
sx(r) ≥
(∫
σ(r/R)kx,n,γ/(N−1)
(|γ˙|)dΠn(γ)
)N
sx(R).
(e0)∗Πn = δx and (e1)∗Πn is a probability measure with (e1)∗Πn(∂BR(x)) = 1.
Hence Πn is supported on geodesics with γ(0) = x and |γ˙| = R, and by definition
of k′x,n we have that k
′
x,n ◦ γ¯ = k′x,n(·R) is independent of γ. Therefore
sx(r)
sx(R)
≥ σ(r/R)kx,n/(N−1)(R)
N−1.
Now, take n → ∞. Since kx,n ↑ kx, one can check as in Lemma 3.14 that - after
choosing another subsequence - skx,n ↓ skx . This is the first claim. The second one
follows as in Theorem 5.3. 
Theorem 5.10. Let (X, dX ,mX) be a metric measure space satisfying CD(k,N)
for N > 1. Assume there is point x0 ∈ X, a constant c > N−14 and R > 0 such
that
k(x) ≥ c dX(p, x)−2 for all x ∈ X with dX(p, x) > R.
Then X is compact.
Proof. Choose α > 0 such that
1
4 (N − 1) <
(
1
4 + α
2
)
(N − 1) < c
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Assume (X, dX,mX) is not compact. Then we can find a point q ∈ X such that
dX(p, q) > (R + δ)e
π
α for some 0 < δ < R. We choose δ > 0 and ǫ > 0 such that
2ǫ(2− e− πα ) < δ and
min
x∈Bǫ(p),y∈Bǫ(q)
dX(x, y) =: dX(B¯ǫ(q), B¯ǫ(p)) > (R+ δ)e
π
α .
We set B¯ǫ(q) =: A0 and B¯ǫ(p) =: A1 and define probability measures
µi = mX(Ai)
−1µX|Ai
where i = 0, 1. Let q′ ∈ B¯ǫ(q) and p′ ∈ B¯ǫ(p). We consider a geodesic γ : [0, 1]→ X
between q′ and p′ and estimate the curvature along γ as follows. Let γ¯ be the unit
speed reparametrization of γ. For 0 < t < [dX(q
′, p′) + 2ǫ](1− e− πα ) we have
dX(p, γ¯(t)) ≥ dX(p′, γ(t))− dX(p, p′) ≥ [dX(p′, q′)− t]− ǫ
> dX(q
′, p′)e−
π
α − 2ǫ(1− e−πα )− ǫ
≥ (R+ δ)− ǫ(2− e−πα ) > R
Therefore
k(γ¯(t)) ≥ c
dX(p, γ¯(t))2
≥ c
(dX(p, p′) + dX(p′, γ¯(t))2
≥ (α2 + 1
4
)(N − 1) 1
(ǫ+ dX(q′, p′)− t)2 =: κ(t)(N − 1)
We obtain a lower estimate for the modified distortion coefficient along γ. The
generalized sin-function sk◦γ¯/(N−1) is bounded from below by sκ which is given
explicetly by
sκ(t) = C
√
ǫ+ dX(p′, q′)− t) sin
[
α log
(
ǫ+dX (q
′,p′)−t
(ǫ+dX (q′,p′))e−π/α
)]
.
where C is a normalization constant. We see that the second zero of sκ appears at
(ǫ + dX(q
′, p′))(1 − e−πα ) < dX(q′, p′)−R + ǫ(1− e−πα ) < dX(q′, p′).
Therefore, the second zero of sk◦γ¯ appears strictly before t = dX(q, p). Consequently
σ
(t)
k◦γ,N−1(θ) ≥ σ(t)κ (θ) =∞.
We conclude that
mX(At)
1
N ≥
∫
τ (1−t)
k−γ ,N ′
(|γ˙|)dΠ(γ)mX (A0)
1
N′ +
∫
τ (t)
k+γ ,N ′
(|γ˙|)dΠ(γ)mX (A1)
1
N′ =∞.
At is again the set of all t-midpoints between A0 and A1, and Π is an optimal
dynamical transference for µ0 and µ1. As in the previous Proposition this yields a
contradiction. Hence, X is compact. 
Example 5.11. The previous theorem is sharp in the sense that one can not improve
the result by replacing the lower bound 14 (N − 1) for c by a smaller lower bound.
For instance, consider
([0,∞), | · |2,
(√
r
)N−1
dr).
Using Theorem 4.11 and Proposition 7.3 one can check that it satifies the curvature-
dimension CD(k,N) for
k(r) =
1
4
(N − 1)r−2
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k satisfies the assumption of the theorem for c = 14 (N − 1) and any p ∈ [0,∞) since
k(r) ∼ 14 (N − 1)|r − p|−22 for r > 0 sufficiently large but one cannot find a point
p ∈ [0,∞), c > 14 (N−1) and R > 0 such that k(r)r2 ≥ c for r > 0 with |r−p|2 ≥ R.
A Riemannian manifold of geometric dimension N satisfying this property can be
constructed via warped products.
6. Stability
Measured Gromov-Hausdorff convergence. A rectifiable curve γ : [0, 1]→ X
with constant speed parametrization is called ǫ-geodesic if L(γ)−ǫ < dX(γ(0), γ(1)).
The family of all ǫ-geodesics is denoted with Gǫ(X), and it is equipped with the
topology that comes from d∞(γ, γ˜) = supt dX(γ(t), γ˜(t)). Measurability is under-
stood in the sense of this topology. Obviously, we have Gǫ(X) ⊂ Gη(X) if ǫ ≤ η
and G0(X) = G(X). If X is compact, then Gǫ(X) is compact with respect to d∞
by suitable version of the Arzela-Ascoli theorem.
We need an extension of the notion of dynamical transference plan on G(X). The
evaluation map et : γ 7→ γ(t) is continuous and measurable. A probability measure
Π on Gǫ(X) is called dynamical transference plan between (e0)⋆Π and (e1)⋆Π. If
k : X → R is an admissible function, we can consider kγ for γ ∈ Gǫ(X) and the
corresponding generalized sin-function and the modified distortion coefficient. One
can check that γ 7→ τ (t)
k
+
γ ,N
(|γ˙|) is measurable on Gǫ(X).
Definition 6.1. Let (X, dX) be a metric space which is separable, complete and
compact. A subset D ⊂ X is ǫ-dense for ǫ > 0 if Bǫ(D) = X .
Definition 6.2. Let (X, dX) and (Y, dY ) be metric spaces. A map f : X → Y is
called ǫ-isometry from X to Y if f(X) is ǫ-dense in Y and for any pair x, y ∈ X
| dXi(x, y)− dX(fi(x), fi(y))| < ǫ.
We say that X and Y have finite Gromov-Hausdorff distance if there exist an
ǫ-isometry from X to Y .
Definition 6.3. A sequence (Xi, dXi)i∈N of compact metric spaces converges in
Gromov-Hausdorff sense to a metric space (X, dX) if for each i ∈ N there exist
ǫi > 0 and an ǫi-isometry fi : Xi → X such that ǫi → 0 for i → ∞. A sequence
of metric measure spaces (Xi, dXi ,mXi) converges in measured Gromov-Hausdorff
sense to a metric measure space (X, dX,mX) if the corresponding metric spaces
converge in Gromov-Hausdorff sense and
(fi)⋆mXi −→ mX with respect to weak convergence.
Remark 6.4. For fixed i ∈ N the existence of an ǫi-isometry as in the previous
definition implies the existence of a metric space (Z, dZ) and isometric embeddings
ιi, ι : (Xi, dXi), (X, dX)→ (Z, dZ) such that ιi(Xi) and ι(X) are 2ǫi-close w.r.t. the
Hausdorff distance (see Corollary 7.3.28 in [BBI01]). More precisely, we can choose
Z as the disjoint union of Xi and X , and dZ |X2i = dXi , dZ |X2 = dX and
dZ(z1, z2) = ǫi + inf
x∈Xi
[
dX(z1, fi(x)) + dXi(x, z2)
]
if z1 ∈ X, z2 ∈ Xi.
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In particular, dZ(x, fi(x)) = ǫi. Additionally, fi induces a coupling between mXi
and (fi)⋆mXi such that∫
Z2
dZ(x, y)
2dq¯i(x, y) ≤ ‖dZ(x, y)‖2L∞(Z,q¯i) < ǫ2i
where q¯i = (idXi , fi)⋆mXi . The previous estimate can be found for instance in
the proof of Lemma 3.18 in [Stu06a]. In the following, if i is fixed, we will always
identify (Xi, dXi) and (X, dX) with their embeddings in Z, and mXi and mX with
their pushfowards with respect to ιXi and ιX respectively. Therefore, fi yields an
L∞-coupling between mXi and (fi)⋆mXi in (Z, dZ).
Proposition 6.5 ([LV07]). Let (X, dX) be a compact length space. Then for all
ǫ > 0 there exists δ > 0 with the following property. If (Y, dY ) is compact length
space, f : Y → X is a δ-isometry and γ : [0, 1]→ Y is a geodesic, then there exists
a geodesic γ′ : [0, 1]→ X such that d∞(γ′, f(γ)) < ǫ. Additionally, one can choose
γ 7→ γ′ to be a measurable map from G(Y ) to G(X).
Remark 6.6. Let ǫ, δ, Y , f and γ as in the previous proposition, and we choose Z
such that X,Y embed into Z. Then d∞(γ, γ
′) ≤ ǫ + δ where d∞ is w.r.t. dZ.
Remark 6.7. Let (Xi, dXi) be a sequence that converges in Gromov-Hausdorff sense
to (X, dX). By the previous proposition for each ǫ > 0 there exists iǫ ∈ N such
that for i ≥ iǫ and for each γ ∈ G(Xi), one can finde a constant speed curve
γ˜i : [0, 1] → X with endpoints fi(γ(0)) = γ˜i(0) and fi(γ(1)) = γ˜i(1) such that γ˜i
and γ are (ǫ+ 3ǫi)-close with respect to d∞ in Z and
L(γ˜i) ≤ dX(γ˜i(0), γ˜i(1)) + 2ǫi.(18)
γ˜i is given by Ψ(f(γ(0)), γ
′(0)) ∗ γ′ ∗ Ψ(γ′(1), f(γ(1))) : [0, 3]→ X where γ′ is the
curve from the previous proposition. Here, the operator ∗ denotes the catenation
of curves. More precisely, we define a rectifiable curve c : [0, 3]→ X via
c(t) =


Ψ(f(γ(0)), γ′(0))(t) if t ∈ [0, 1]
γ′(t− 1) if t ∈ [1, 2]
Ψ(γ′(1), f(γ(1)))(t− 2) if t ∈ [2, 3]
and then we define Ψ(f(γ(0)), γ′(0)) ∗ γ′ ∗ Ψ(γ′(1), f(γ(1)) : [0, 1] → X as the
constant speed reparametrization of c. The map Φi : G(Xi)→ G2ǫi(X) with i ≥ iǫ
and γ 7→ γ˜i =: Φi(γ) can be chosen measurable. In the following we will choose iǫ
such that 3ǫi < ǫ. Therefore, γ is 2ǫ-close to Φi(γ) in X .
Definition 6.8. Let (Xi, dXi) be metric measure spaces converging to a metric
space (X, dX) in Gromov-Hausdorff sense. Let ki, k : Xi, X → R be admissible
functions. We say
lim inf
i→∞
ki ≥ k
if for each η > 0 there exists iη ∈ N such that ki(x) ≥ k(fi(x))− η if i ≥ iη for each
x ∈ Xi.
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Stability of the curvature-dimension condition.
Theorem 6.9. For i ∈ N let (Xi, dXi ,mXi) be metric measure spaces that satisfy
CD(ki, Ni) respectively for admissible functions ki and Ni ∈ [1,∞). Assume Xi
converges to (X, dX ,mX) in measured Gromov-Hausdorff sense, and consider an
admissible function k : X → R and N ∈ [1,∞) such that
lim inf
i→∞
ki ≥ k & lim sup
i→∞
Ni ≤ N & diamXi ≤ L
Then (X, dX ,mX) satisfies CD(k,N).
Lemma 6.10. Let k : X → R be admissible and N > 1. For dynamical couplings
(Πn)n∈N supported on Gη(X) for some η > 0 with the same marginals µ0, µ1 ∈
P(X,mX) which converge to a dynamical coupling Π∞, it follows
lim sup
n→∞
T (t)k,N (Πn|mX) ≤ T (t)k,N (Π∞|mX).
Proof. First, we assume that k is continuous. We will show that
lim inf
n→∞
∫
τ (t)
k
+
γ ,N
(|γ˙|)̺0(γ0)− 1N Πn(dγ) ≥
∫
τ (t)
k
+
γ ,N
(|γ˙|)̺0(γ0)− 1NΠ∞(dγ).
Let Πn,x0(dγ) be a disintegration of Πn with respect to µ0 for n ∈ N ∪ {∞}, and
let C ∈ (0,∞). We put
vC0,n(x0) :=
∫ [
τ (t)
k
+
γ ,N
(|γ˙|) ∧ C
]
Πn,x0(dγ).
where n ∈ N∪{∞}. Since Cb(X) is dense in L1(mX), and since vC0,n is bounded by
definition, for each ǫ > 0 there is ψ ∈ Cb(X) such that∫
vC0,n|̺−
1
N
0 ∧ C − ψ|dµ0 < ǫ for all n ∈ N ∪ {∞}(19)
if C <∞. Weak convergence of Πn → Π∞ on Gη(X) implies that one can find nǫ
such that for each n ≥ nǫ, one has∫
vC0,∞ψdµ0 ≤
∫
vC0,nψdµ0 + ǫ(20)
Putting together (19) and (20) one gets∫
vC0,∞[̺
− 1N
0 ∧ C]dµ0 ≤
∫
vC0,n[̺
− 1N
0 ∧ C]dµ0 + 3ǫ ≤
∫
v∞0,n̺
− 1N
0 dµ0 + 3ǫ.
It follows that for each C > 0∫
vC0,∞̺
− 1N
0 ∧ Cdµ0 ≤ lim infn→∞
∫
v∞0,n̺
− 1N
0 dµ0.(21)
Finally, let C →∞∫
τ (t)
k
+
γ ,N
(|γ˙|)̺0(γ0)− 1NΠ(dγ) ≤ lim inf
n→∞
∫
v∞0,n̺
− 1N
0 dµ0.
The same statement holds with ̺0 replaced by ̺1 and τ
(t)
k
+
γ ,N
replaced by τ (1−t)
k
−
γ ,N
.
Now, let k be lower semi-continuous, and let ki be a sequence of continuous func-
tions that converge pointwise monotone from below to k. By monotonicity of the
distortion coefficients we observe that
τ
(t)
k+i,γ ,N
(|γ˙|) ↑ τ (t)
k+γ ,N
(|γ˙|)
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for any γ ∈ Gǫ. Therefore,
vC0,∞,i ↑ vC0,∞ and v∞0,n,i ↑ v∞0,n if i→∞.
In particular, for ǫ > 0 we can choose iǫ ∈ N such that for i ≥ iǫ∫ [
vC0,∞,i − vC0,∞
]
̺
− 1N
0 ∧ Cdµ0 < ǫ
Hence, together with (21) it follows that∫
vC0,∞̺
− 1N
0 ∧ Cdµ0 − ǫ ≤ lim infn→∞
∫
v∞0,n̺
− 1N
0 dµ0
and finally we let C →∞ and ǫ→ 0, and the result follows as before. 
Proof of Theorem. 1. First, let us assume that k is continuous. Gromov-Hausdorff
convergence and diamXi ≤ L yields that (X, dX) is a compact geodesic space that
satisfies volume doubling and diamX ≤ L. Let (Z, dZ) be the metric space that was
introduced in Remark 6.4.
Since lim inf ki ≥ k, for each η > 0 there exist iη such that ki(x) ≥ k(fi(x)) − η/2
for any i ≥ iη. Since k is continuous, there is ǫˆ > 0 such that k(x) ≥ k(y) − η/2
if dX(x, y) ≤ 4ǫ and ǫ ∈ (0, ǫˆ]. We can choose iǫ ≥ iη as in Remark 6.7 such that
3ǫi < ǫ and Φi(G(Xi)) ⊂ G2ǫ(X) for i ≥ iǫ. It follows that ki◦γ(t) ≥ k◦Φi(γ)(t)−η
for i ≥ iǫ since γ and Φi(γ) are 2ǫ-close.
We can assume that mXi are probability measures. Since (fi)⋆mXi → mX weakly,
the L2-Wasserstein distance in X ⊂ Z goes to zero. Hence, there exists i0 ≥ iǫ
such that dW ((fi)⋆mXi ,mX)
2 < ǫ3/24 for i ≥ i0. In the following we consider η
and choose a ǫ and i ≥ i0 as before.
1 12 . Let qˆi be an optimal coupling between (fi)⋆mXi and mX and let q¯i be the
coupling between mXi and (fi)⋆mXi that was introduced in Remark 6.4. By gluing
qˆi and q¯i one obtains a coupling qi whose total cost is less than ǫi + ǫ
3/2 ≤ ǫ if
i > iǫ. It provides an upper bound for the L
2-Wasserstein distance between mXi
and mX in Z. Following [Stu06a] one can define a map Q
′
i : P2(mX) → P2(mXi)
with
SN (Q
′
i(µ)|mXi) ≤ SN (µ|mX) & d2W (µ,Q′i(µ)) < δ(i)(22)
where dW denotes the Wassertstein distance in (Z, dZ) and δ(i) → 0 for i → ∞.
In [Stu06a] Q′i is constructed explicitely by disintegration of an optimal coupling
with respect to mXi . But one can see that for the estimates (22) the coupling q is
already sufficient. More precisely, we set µj,i = Q
′
i(µj) = ̺j,idmXi where
̺j,i(y) =
∫
X
̺j(x)Q
′
i(y, dx) =
∫
X
∫
X
̺j(z)Qˆ
′
i(z, dx)Q¯
′
i(y, dz)
and j = 0, 1. Qˆ′i and Q¯
′
i are disintegrations of qˆ and q¯ with respect to (fi)⋆mXi
and mXi respectively. In particular, Q¯
′
i(y, dz) = δfi(x)(dz). Similar, we can define
Qi : P2(mXi)→ P2(mX) by µi = Qi(µ) = ̺idmXi where
̺i(x) =
∫
X
̺(y)Qi(x, dy) =
∫
X
∫
X
̺(y)Q¯i(z, dy)Qˆi(x, dz)
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where Qˆi and Q¯i are disintegrations of qˆi and q¯i with respect to f⋆mXi and mX
respectively. Again we have
SN (Q
i(µ)|mX) ≤ SN (µ|mXi) & d2W (µ,Qi(µ)) < δ(i)(23)
In the next step we will transport probability measure from X to Xi via Q, and
we want to emphasize that this transport consists of two parts, corresponding to qˆ
and q¯ respectively.
2. Pick measures µ0 = ̺0dmX and µ1 = ̺1dmX in P2(Xi,mXi) with bounded
densities. Due to the curvature-dimension condition on Xi, there exists a geodesic
µt,i and a dynamical optimal transport plan Πi such that
SN ′(µt,i|mXi) ≤ T (t)ki,N′(Πi|mXi).
By (23) we know that SN ′ decreases and Q
i(µt,i) is a δ(i)-geodesic in P2(X,mX)
where δ(i)→ 0 if i→∞. By compactness of space Qi(µt,i) converges to a geodesic
µt between µ0 and µ1. In the following we always write N instead of N
′.
We will generalize the map that was introduced in Remark 6.7. We pick a geodesic
γ ∈ Xi and we consider the map Φi and the 2ǫ-geodesic Φi(γ). SinceX is a compact
geodesic space, one can choose a measurable map Ψ : X2 → G(X) such that Ψ(x, y)
is a geodesic between x and y. For instance, this follows from a measurable selection
theorem. Now we define a Markov kernelQ on G(Xi)×P(G4ǫ+diamX (X)) as follows.
Consider the map Ξi : G(Xi)×X2 → G4ǫ+diamX (X) that is defined as
(γ, x0, x1) 7→ Ψ(x0,Φi(γ)(0)) ∗ Φ(γ) ∗Ψ(Φi(γ)(1), x1).
and consider Q′i(·, dx), ̺j and ̺j,i. Here, the operator ∗ is like in Remark 6.7. It is
clear from the construction that Ξi maps to G4ǫ+diamX (X) and Ξi is measurable.
We also set Ξi,γ(·) := Ξi(γ, ·).
Then we define Q(γ, dσ) = (Ξi,γ)⋆Pγ0,γ1(d(x0, x1)) where
Pγ0,γ1(d(x0, x1)) :=
[
̺j(x)
̺j,i(γ(0))
Qi(γ(0), dx0)⊗ ̺j(x)
̺j,i(γ(1))
Qi(γ(1), dx1)
]
.
Q is a Markov kernel. We define a dynamical transference plan Πˆi on G4ǫ+diamX (X)
via ∫
G(Xi)
Q(γ, dσ)Πi(dγ) = Πˆi(dσ). Set (e0, e1)⋆Πˆi = πˆi.
If f : X2 → R is continuous and bounded on X2, then one can compute that∫
X2
f(x0, x1)πˆi(dx0, dx1) =
∫ ∫
f(e0(σ), e1(σ))Q(γ, dσ)Πi(dγ)
=
∫
X2i
∫
X2
f(x0, x1)
̺0(x0)̺1(x1)
̺1,i(y1)
Q′i(y1, dx1)πi(dy0, dy1)Q
i(x0, dy0)mX(dx0)
Since the equality holds for any f , we obtain an explicite formula for πˆi. If one
chooses f(x0, x1) = f0(x0) or f(x0, x1) = f1(x1), one can see that that the first
and the final marginal of Πˆi are µ0 and µ1 respectively. Let Πˆi,x0,x1(dσ) be a
disintegration of Πˆi with respect to πˆi. Let C > 0 be a constant. For γ ∈ G(Xi)
we define
τ (1−t)/(t)
k
−/+
i,γ
,N
(|γ˙|) = b−/+(γ) ∈ [0,∞]
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and for σ ∈ G4ǫ+diamX (X) we define
σ ∈ G4ǫ+diamX 7→ a−/+(σ) := τ (1−t)/(t)
k
−/+
σ −η,N
(|σ˙|) ∧ C.
σ ∈ G4ǫ+diamX 7→ a−/+(σ) is continuous function with repsect to d∞. The depen-
dence of a−/+ and b−/+ on k, η, N and C is suppressed in our notation but in step
6. we wil also write a
−/+
k if necessary.
3. Let et : G(Xi) → Xi be the evaluation map. We consider (e0, e1)⋆Πi = πi that
is an optimal plan, and (e0, e1) : Γi → suppπi ⊂ X ×X . Let Πi,y0,y1(dγ) be the
disintegration of Πi with respect to πi, and let πj,i(y
′, dy) be a disintegration of πi
with respect to µj,i for j = 0, 1. We put
v0(y0) :=
∫
Xi
∫
G(Xi)
τ (1−t)
k−i,γ ,N
′
(|γ˙|)Π′i,y0,y1(dγ)πj,i(y0, dy1)
and similar we define v1(y1) replacing τ
(1−t)
k
−
i,γ
,N′
(|γ˙|) by τ (t)
k
+
i,γ
,N′
(|γ˙|).
T (t)k,N ′(Πi|mXi) =
∑
j=0,1
∫
Xi
[∫
X
̺j(xj)Q
′
i(yj , dxj)
]1− 1N
vj(yj)mXi(dyj)
≥
∑
j=0,1
∫
Xi
∫
X
̺j(xj)
1− 1NQ′i(yj , dxj)vj(yj)mXi(dyj)
=
∑
j=0,1
∫
Xi
∫
X
̺j(xj)
− 1N
̺j(xj)
̺j,i(yj)
Q′i(yj , dxj)vj(yj)µi(dyj)︸ ︷︷ ︸
=:(†)j
One has the following identity.
(†)0 =
∫
X2i
∫
X2
∫
̺0(x0)
− 1N
̺0(x0)̺1(x1)
̺0,i(y0)̺1,i(y1)
Q′i(y1, dx1)Q
′
i(y0, dx0)b
−(γ)Πi,y0,y1(dγ)πi(dy0, dy1)
=
∫
X2i
∫ ∫
X2
̺0(x0)
− 1N Py0,y1(d(x0, x1))︸ ︷︷ ︸
=:h(y0,y1)
b−(γ)Πi,y0,y1(dγ)πi(d(y0, y1))
=
∫
X2i
∫
h(e0(γ), e1(γ))b
−(γ)Πi,y0,y1(dγ)πi(d(y0, y1)) = (#)
In the last equality we used that (e0, e1)(γ) is constant and equal to (y0, y1) on the
support of Πi,y0,y1(dγ).
(#) =
∫
Xi
∫ ∫
X2
[
a− ((Ξi,γ(x0, x1)) +
(
b−(γ)− a−(Ξi,γ(x0, x1))
)]
× Pγ0,γ1(d(x0, x1))Πi,y0,y1(dγ)πi(d(y0, y1))
=
∫ ∫
X2
̺0(e0(Ξi,γ(x0, x1))
− 1N a−(Ξi,γ(x0, x1))Pγ0,γ1(d(x0, x1))Πi(dγ)
}
= (∗∗)0
+
∫
X2i
∫ ∫
X2
̺0(x0)
− 1N
(
b−(γ)− a−(Ξi,γ(x0, x1))
)
×Pγ0,γ1(d(x0, x1))Πi,y0,y1(dγ)πi(d(y0, y1))

 = (∗)0
and similar for (†)1.
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4. Consider m = inf {η > 0 : qˆi({dX > η}) < η} and a positive η > m such that
η < m + ǫ/2. By Markov’s inequality and since i ≥ i0 (for instance see the proof
Proposition 2.6 (i) in [Stub]) one has
m ≤
(∫
d2X(x, y)dqˆi(x, y)
) 1
3
< (2(ǫ3/24))
1
3 = ǫ/2.
Therefore, it follows η < ǫ and qˆi ({dX > ǫ}) ≤ qˆi ({dX > η}) ≤ η < ǫ. Define
{dX ≤ ǫ} =: Xˆǫ ⊂ X ×X .
Let us consider (∗)0.
(∗)0 =
∫
X2i
∫ ∫
X4
(b−(γ)− a−(Ξi,γ(x0, x1)))̺0(x0)− 1N ̺0(x0)̺1(x1)
̺0,i(γ0)̺1,i(γ1)
× Q¯′i(γ1, dx1)Qˆ′i(x1, dz1)Q¯′i(γ0, dx0)Qˆ(x0, dz0)Πi,y0,y1(dγ)πi(d(y0, y1))
=
∫
X2i
∫ ∫
X2
(b−(γ)− a−(Ξi,γ(x0, x1)))̺0(x0)1− 1N
× Q¯′i(γ0, dx0)Qˆ(x0, dz0)Πi,y0,y1(dγ)πi(y0, dy1))mXi(dy0)
=
∫
X2i
∫ ∫
Xˆǫ
(b−(γ)− a−(Ξi,γ(x0, x1))) . . .︸ ︷︷ ︸
=:(II)
+
∫
X2i
∫ ∫
(Xˆǫ)c
(b−(γ)− a−(Ξi,γ(x0, x1))) . . .︸ ︷︷ ︸
=:(I)
Since a− and ̺0 are bounded, there exists a constant M :=M(C) > 0 such that
(I) ≥ −
∫
X2i
∫ ∫
(Xˆǫ)c
MQ¯′i(y0, dx0)Qˆ(x0, dz0)Πi,y0,y1(dγ)πi(y0, dy1))mXi(dy0)
= −
∫
X2i
∫
(Xˆǫ)c
MQ¯′i(y0, dx0)Qˆ(x0, dz0)πi(y0, dy1)mXi(dy0)
= −
∫
Xi
∫
(Xˆǫ)c
MQˆ(x0, dz0)Q¯
′
i(y0, dx0)mXi(dy0)
= −
∫
Xi
∫
(Xˆǫ)c
MQˆ(x0, dz0)Q¯
i(x0, dy0)mX(dx0) = −2Mqˆi((Xˆǫ)c) ≥ −2Mǫ
Consider (II). Define measures on X2 as follows
Pˆy0,y1(A×B) =∫
(Xǫ)4
1A×B(z0, z1)
̺0(x0)̺1(x1)
̺0,i(y0)̺1,i(y1)
Q¯′i(y1, dx1)Qˆ
′
i(x1, dz1)Q¯
′
i(y0, dx0)Qˆ
′
i(x0, dz0)
Then
(II) =
∫ ∫ ∫
(b−(γ)− a−(σ))̺0(x0)− 1N (Ξγ,i)⋆Pˆγ0,γ1(dσ)Πi,y0,y1(dγ)πi(d(y0, y1)).
By construction of Ξi,γ we have that Ξi,γ maps the support of Pˆγ0,γ1 to G4ǫ(X)
and Ξi,γ
(
supp Pˆγ0,γ1
)
is 4ǫ-close to γ in Z. Therefore b−(γ) − a−(·) ≥ 0 on the
support of (Ξi,γ)⋆Pˆγ0,γ1(dσ). Hence, (II) ≥ 0. We obtain
T (t)k,N ′(Πi|mXi) ≥
∫ [
a−(σ)̺0(σ0)
− 1N + a+(σ)̺1(σ1)
− 1N
]
Πˆi(dσ) − 4Mǫ(24)
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5. Since G4ǫ+diamX (X) is compact with respect to d∞, Prohorov’s theorem yields
that there is a subsequence of Πˆi that converges to a dynamical transference plan Π
that is supported on G4ǫ+diamX (X). By a straightforward modification of Lemma
6.10 (replacing τk−/+,N by a
−/+) it follows that
RHS in (24)→
∫ [
a−(σ)̺0(σ0)
− 1N + a+(σ)̺1(σ1)
− 1N
]
Π(dσ) − 4Mǫ.
We show that (e0, e1)⋆Π =: π is optimal and Π is actually supported on G(X). The
first claim follows by construction of Πˆi. We have an explicite representation for
the coupling πˆi that is the same coupling as contructed by Sturm in [Stu06b] (more
precisely, this is q¯r on page 154). It is an almost optimal coupling between µ0 and
µ1 and the error becomes small if i is large. Therefore, since πˆi → π weakly and
since the the Wasserstein distance is l.s.c. with respect to weak convergence, π is
optimal for µ0 and µ1.
For the second claim we decompose Πˆi (i ≥ i0) with resepect to Xǫ. This can be
done similar as in the construction of Pˆ from above. Consider∫ (
(Ξi,γ)⋆Pˆγ0,γ1
)
(dσ)Πi(dγ) = Π˜i(σ) and Πi − Π˜i = Πi
By construction Π˜i is supported on G4ǫ(X) that is compact. Therefore, we can con-
sider another subsequence of Πi such that Π˜i converges to a measure Π˜ supported
on G4ǫ(X). We can conclude that also Πi → Π−Π˜ weakly and Πi(G4ǫ+diamX (X)) ≤
4Mǫ for i ≥ i0. Thus (Π − Π˜)(G4ǫ+diamX (X)) ≤ 4Mǫ. By a diagonal argument
we obtain (Π − Π˜)(G4ǫ+diamX (X)) ≤ ǫ and supp Π˜ ⊂ G4ǫ(X) for any ǫ > 0. Hence
Π = Π˜ and it is supported on G(X).
Together with the convergence of Qi(µt,i) to µt (see the beginning of step 2.), the
curvature-dimension condition on Xi and lower semi-continuity of SN , we get
SN (µt|mX) ≤ −
∫ [
a−(σ)̺0(σ0)
− 1N + a+(σ)̺1(σ1)
− 1N
]
Π(dσ).(25)
Since η was arbitrary, application of another compactness argument yields the
inequality for k instead k − η.
6. In the last step we want to remove the remaining assumptions, namely continuity
of k and boundedness of ̺j and a
−/+.
We consider general absolutely continuous probability measures µi = ̺idmX ∈
P2(X,mX) and an arbitrary optimal coupling π of them. We define
Er :=
{
(x0, x1) ∈ X2 : ̺i(xi) ≤ r for i = 0, 1
}
and for i = 0, 1
µri = (p0)⋆
(
π(Er)
−1
π|Er
)
.
Then µri has bounded density and we have W2(µi, µ
r
i ) < ǫ for r > 0 sufficiently
large. If k is lower semi-continuous, we take monotone sequence of continuous
functions kn that approximates k from below. Since we can repeat all the previous
steps, for any pair (r, n) we obtain an optimal dynamical coupling Π(r,n) and a
Wasserstein geodesic µ
(r,n)
t such that (25) holds with k replaced by kn. The right
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hand side of (25) is monotone with respect to r and kn. Therefore, we obtain
SN(µ
r
t |mX) ≤ −π(Er)
1
N
∫ [
a−kn(γ)(̺0(γ0) ∧ r)−
1
N + a+kn(γ)(̺1(γ1) ∧ r)−
1
N
]
Πr(dγ)
≤ −π(Er) 1N
∫ [
a−knˆ(γ)(̺0(γ0) ∧ rˆ)−
1
N + a+knˆ(γ)(̺1(γ1)(̺1(γ1) ∧ rˆ)−
1
N
]
Πr(dγ).
for (r, n) ≥ (rˆ, nˆ). Compactnes yields converging subsequences Π(ri,ni) and µ(ri,ni)t
for i→∞ and by the definition of weak convergence the limits of Π and µt satisfy
SN (µt|mX) ≤ −
∫ [
a−knˆ(γ)(̺0(γ0) ∧ rˆ)−
1
N + a+knˆ(γ)(̺1(γ1) ∧ rˆ)−
1
N
]
Π(dγ).
This follows since a
−/+
knˆ
is bounded and continuous and the densities ̺i ∧ rˆ can be
approximated by functions ψ ∈ Cb(X) (compare with the proof of Lemma 6.10).
We let rˆ, nˆ→∞. Then the theorem of monotone convergence yields the estimate
SN (µt|mX) ≤ −
∫ [
a−k (σ)̺0(σ0)
− 1N + a+k (σ)̺1(σ1)
− 1N
]
Π(dσ).(26)
Finally, we let C ր∞. Then
a−/+(γ)ր τ (t)
k
−/+
γ ,N
(|γ˙|) ∈ R ∪ {∞}
for any γ ∈ G(X) and again by the monotone congergence theorem the left hand
side in (26) converges to
SN (µt|mX) ≤ −
∫ [
τ (1−t)
k
−
γ ,N
(|γ˙|)̺0(γ0)− 1N + τ (t)
k
+
γ ,N
(|γ˙|)̺1(γ1)− 1N
]
Π(dγ).(27)
This finishes the proof. 
Corollary 6.11. Let (Mi, gMi)i∈N be a family of compact Riemannian manifolds
such that
ricMi ≥ ki & dimMi ≤ N
where ki : Mi → R is a family of equi-continuous functions such that ki ≥ −C
for some C > 0. There exists subsequence of (Mi, dMi , volMi) that converges in
measured Gromov-Hausdorff sense to (X, dX ,mX), and there exists a subsequence
of ki such that lim ki = k. Then X satisfies the condition CD(k,N).
Proof. Since there is uniform lower bound for the Ricci curvature, Gromov’s com-
pactness theorem yields a converging subsequnce. Then, Gromov’s Arzela-Ascoli
theorem also yields a uniformily converging subsequence of ki with limit k. Finally,
if we apply the previous stability theorem, we obtain the result. 
Remark 6.12. One can also prove the stability of the condition CD(k,N) with
respepct to pointed measured Gromov-Hausdorff convergence. For instance, one
can follow the proof of Theorem 29.24 in [Vil09].
7. Non-branching spaces and tensorization property
Lemma 7.1. Let (X, dX ,mX) be a non-branching metric measure space that satifies
CD(k,N). Then, for every x ∈ suppmX there exists a unique geodesic between x
and mX-a.e. y ∈ X. Consequently, there exists a measurable map Ψ : X2 → G(X)
such that Ψ(x, y) is the unique geodesic between x and y mX ⊗mX-a.e. .
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Proof. Since k is bounded from below on any ball BR(x) by Theorem 5.3, one can
adapt the proof of Lemma 4.1 in [Stu06b]. 
Proposition 7.2. Let k : X → R be admissible, N ≥ 1 and (X, dX,mX) be a
metric measure space that is non-branching. Then the following statements are
equivalent
(i) (X, dX ,mX) satisfies the curvature-dimension condition CD(k,N).
(ii) For each pair µ0, µ1 ∈ P2(X,mX) there exists an optimal dynamical trans-
ference plan Π such that
̺t(γt)
− 1N ≥ τ (1−t)
k
−
γ ,N
′(|γ˙|)̺0(γ0)−
1
N + τ (t)
k
+
γ ,N
(|γ˙|)̺1(γ1)− 1N .(28)
for all t ∈ [0, 1] and Π-a.e. γ ∈ G(X). Here ̺t is the density of the push-
forward of Π under the map γ 7→ γt. That is determined by∫
X
u(y)̺t(y)dmX(y) =
∫
u(γt)dΠ(γ).
for all bounded measurable functions u : X → R.
Proof. “⇐”: Let N ′ > N and ̺idmX = µi ∈ P2(X,mX) for i = 0, 1. Ho¨lder’s
inequality yields
̺t(γt)
− 1
N′ ≥
(
τ (1−t)
k
−
γ ,N
′(|γ˙|)̺0(γ0)−
1
N + τ (t)
k
+
γ ,N
(|γ˙|)̺1(γ1)− 1N
) N
N′
≥ τ (1−t)
k
−
γ ,N
′(|γ˙|)
N
N′ (1 − t)(1− NN′ )̺0(γ0)
−1
N′ + τ (t)
k
+
γ ,N
′(|γ˙|)
N
N′ t(1−
N
N′
)̺1(γ1)
−1
N′
Additionally, Lemma 3.14 yields the estimate
τ (1−t)
k
−
γ ,N
(|γ˙|) NN′ (1− t)1− NN′ ≥ τ (1−t)
k
−
γ ,N
′(|γ˙|)
and similar for the term involving k+γ . Finally, integrating the previous inequality
with respect to Π yields the condition CD(k,N).
“⇒”: Consider probability measures µi = ̺idmX for i = 0, 1. Let Π be an opti-
mal dynamical coupling. Since for mX ⊗mX-a.e. pair (x, y) there exists a unique
geodesic γx,y, there exist an optimal coupling π such that Π can be written in the
form δγx,ydπ(x, y). We consider closed balls of increasing radius R for some fixed
point x0. k is bounded from below by a constant k on each Ball, and therefore
one can follow [Stu06b] and prove a local measure contraction property (in the
sense of [Stu06b]) that holds in each ball (for instance see [Stu06b]). Hence, we
can apply the main result of Cavalletti and Huesmann in [CH]. It tells us that, if a
measure contraction property holds locally on a non-branching space, each optimal
coupling between absolutely continuous probability measures is unique and induced
by a measurable map. Therefore, the curvature-dimension condition for µ0 and µ1
becomes∫
X
∫
̺t(γt)
− 1N δγx,y (dγ)dπ(x, y)
≥
∫
X2
∫ [
τ (1−t)
k
−
γ ,N
(|γ˙|)̺0(γ0)− 1N + τ (t)
k
+
γ ,N
(|γ˙|)̺1(γ1)− 1N
]
δγx,y (dγ)dπ(x, y).
Now, we can follow exactly the proof of the corresponding result in [Stu06b]. 
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Proposition 7.3. Let (X, dX ,mX) be a non-branching metric measure space that
satisfies CD(k,N), let k′ : X → R be lower semi-continuous and let V : X →
[0,∞) be strongly k′V -convex in the sense of Definition 3.16. Then (X, dX, V N ′ mX)
satisfies the condition CD(k + k′, N +N ′).
Proof. The proof is a straighfoward calculation using the characterization ofCD(k,N)
for non-branching spaces, Corollary 4.2 and Ho¨lder’s inequality. 
Theorem 7.4. Let (Xi, dXi ,mXi) be non-branching metric measure spaces for i =
1, . . . , k statisfying the condition CD(ki, Ni) for admissible functions ki : Xi → R
and Ni ≥ 1. Then the metric measure space(
Πki=1Xi,
√∑k
i=1
d2
Xi
,
⊗k
i=1
mXi
)
= (Y, dY ,mY )
satisfies the condition
CD
(
min
i=1,...,k
ki, max
i=1,...,k
N
)
where (mini=1,...,k ki)(x1, . . . , xk) = min {ki(xi) : i = 1, . . . , k}.
Proof. It is enough to consider k = 2 and measures of µ0 and µ1 in P2(Y,mY ) of
the form µ0 = µ
(1)
0 ⊗ µ(2)0 and µ1 = µ(1)1 ⊗ µ(2)1 . Then general case follows in the
same way as in [BS10] for instance. Consider dynamical optimal couplings Π(i)
for µ(i)0 and µ
(i)
0 such that (28) holds according to our curvature assmuption. Let
(e0, e1)⋆Π
(i) = π(i). The pushforward of π(1) ⊗ π(2) with respect to
(x(1)0 , x
(1)
1 , x
(2)
0 , x
(2)
1 ) 7→ (x(1)0 , x(2)0 , x(1)1 , x(2)1 )
becomes an optimal coupling π between µ0 and µ1. There is also a measurable map
(γ(1), γ(2)) ∈ G(X1) × G(X2) 7→ (γ(1), γ(2)) ∈ G(Z). Therefore, we can consider the
pushforward Π of Π(1) × Π(2) with respect to this map. Since (e0, e1)⋆Π = π, Π is
an optimal dynamical plan for µ0 and µ1.
Claim: For geodesics γ(1) ∈ G(X1) and γ(2) ∈ G(X2) consider γ = (γ(1), γ(2)) ∈
G(Y ), then we have
τ (t)
k1,γ ,N1
(|γ˙(1)|)N1 · τ (t)
k2,γ ,N2
(|γ˙(2)|)N2 ≥ τ (t)kγ ,N1+N2 (|γ˙|)
N1+N2
The claim follows immediately from Corollary 4.2 combined with the observations
that τ (t)kγ ,N(|γ˙|) = τ (t)kγ |γ˙|2,N(1), that |γ˙|2 = |γ˙(1)|2 + |γ˙(2)|2, and that
ki ◦ γ¯(i)(t|γ˙(i)|) = ki ◦ γ(i)(t) ≥ min
i=1,2
{ki ◦ γ(t)} = (mini=1,2 ki ◦ γ¯) (t|γ˙|).
for i = 1, 2. The rest of the proof works exactly like the proof of the corresponding
result in [DS11]. 
8. Globalization of the reduced curvature-dimension condition
Definition 8.1. If we replace in Definition 4.4
τ (1−t)/(t)
k
−/+
γ ,N ′
(|γ˙|) by σ(1−t)/(t)
k
−/+
γ ,N ′
(|γ˙|).
we say (X, dX ,mX) satisfies the reduced curvature-dimension condition CD
∗(k,N).
Obviously, we always have that CD(k,N) implies CD∗(k,N).
We say that (X, dX ,mX) satisfies the the curvature-dimension condition locally -
denoted by CDloc(k,N) - if for any point x there exists a neighborhood Ux such
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that for each pair µ0, µ1 ∈ P2(X,mX) with bounded support in Ux, one can find
a geodesic µt ∈ P2(X,mX) and an optimal dynamical coupling Π ∈ P(G(X)) such
that (12) holds. Similar, we define CD∗loc(k,N).
Remark 8.2. All the previous results of this article also hold for the condition
CD∗(k,N) though constants and estimates are in general not sharp.
Theorem 8.3. Let (X, dX ,mX) be a non-branching and geodesic metric measure
space with suppmX = X. Let k : X → R be admissible. Then the curvature
dimension condition CD∗(k,N) holds if and only if it holds locally.
Proof. We only have to show the implication CD∗loc(k,N) implies CD
∗(k,N). Let
us assume the curvature-dimension condition holds locally. Therefore, a Bishop-
Gromov volume growth result holds locally, and it implies the space is locally
compact. Then the metric Hopf-Rinow theorem implies that X is proper. Hence,
we can assume that X is compact. Otherwise, we choose an exhaustion of X with
compact balls BR(o) such that the optimal transport between measures supported
in BR(o) does not leave B2R(o). For instance, compare with the proof of Theorem
5.1 in [BS10]. Similar as in the proof of Proposition 7.2 one can also see that
a measure contraction property holds locally. Then, the result of [CH] implies
uniqueness of L2-Wasserstein geodesics.
By compactness of X there is λ ∈ (0, diamX), finitely many disjoints sets L1, . . . , Lk
that cover X and have non-zero measure, and finitely many open sets M1, . . . ,Mk
such that Bλ(Li) ⊂ Mi for i ∈ {1, . . . k} and such that (12) holds in Mi for each i
(for instance, see the proof of Theorem 5.1 in [BS10]).
Let µ0, µ1 ∈ P2(X,mX) be arbitrary and let µt be the L2-Wasserstein geodesic
between µ0 and µ1. Consider µt¯ and µs¯ such that s¯− t¯ ≤ λ/ diamX . We define ντ =
µ(1−τ)t¯+τ s¯ is a geodesic between µt¯ and µs¯, and any transport geodesic has length
less than λ. Π denotes the optimal dynamical transference plan that corresponds
to νt. We decompose ν0 with respect to (Li)i=1,...,k as follows
ν0 =
k∑
i=1
1
ν0(Li)
ν0|Li =
k∑
i=1
νi0.
Define Li = {γ ∈ G(X) : γ(0) ∈ Li} with ν0(Li) = Π(Li). The restriction property
of optimal transport yields that Πi = Π(Li)−1Π|Li are optimal dynamical couplings
between νi0 and ν
i
1 = (e1)∗Π
i and Πi induces a geodesic νiτ between ν
i
0 and ν
i
1 =
(e1)∗Π
i. By construction νi1 is supported in Mi. Hence, the condition CD(k,N)
implies
̺it(γ(t))
− 1N ≥ σ(1−t)
k
−
γ ,N
(|γ˙|)̺i0(γ(0))−
1
N + σ(t)
k
+
γ ,N
(|γ˙|)̺i1(γ(1))−
1
N
for Πi-a.e. γ ∈ G(X) where ̺itdmX = dνit . In particular, νt is abslutely continuous
with density ̺t =
∑k
i=1 ̺
i
t.
The measures νi0 are disjoint. Therefore, the measures ν
i
t for i = 1, . . . , k are
disjoint for any t ∈ [0, 1) (see for instance Lemma 2.6 in [BS10]). Since any optimal
transport between absolutely continuous probability measures is induced by an
optimal map, we can conclude that also νi1 are disjoint. Therefore, for any t ∈ [0, 1]
̺t(x)
− 1N =
k∑
i=1
1
Π(Li)̺
i
t(x)
− 1N(29)
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where ̺itdmX = dν
i
t . Hence
̺t(γ(t))
− 1N ≥ σ(1−t)
k
−
γ ,N
(|γ˙|)̺0(γ(0))− 1N + σ(t)
k
+
γ ,N
(|γ˙|)̺1(γ(1))− 1N for Π-a.e. γ ∈ G(X).
In particular, the previous argument holds for each s¯, t¯ ∈ [0, 1] ∩ Q. Thus, if µt is
the unique geodesic between µ0, µ1 and Π is the corresponding optimal dynamical
plan, we showed that
ρτ(t)(γ(τ(t)))
− 1N ≥ σ(1−τ(t))
k
−
γ ,N
((s− t)|γ˙|)ρt(γ(t))− 1N + σ(τ(t))
k
+
γ ,N
((s− t)|γ˙|)ρs(γ(s))− 1N
for Π-a.e. geodesic γ and each t¯, s¯ ∈ [0, 1] ∩ Q where τ(t) = (1 − t)t¯ + ts¯. If we
pick such a geodesic γ, the inequality holds also globally along γ for ρt by Corollary
3.13. Then the result follows. 
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