Machine-learning techniques enable recognition of a wide range of images, complementing human intelligence. Since the advent of exfoliated graphene on SiO 2 /Si substrates, identification of graphene has relied on imaging by optical microscopy. Here, we develop a data-driven clustering analysis method to automatically identify the position, shape, and thickness of graphene flakes from optical microscope images of exfoliated graphene on an SiO 2 /Si substrate. Application of the extraction algorithm to optical images yielded optical and morphology feature values for the regions surrounded by the flake edges. The feature values formed discrete clusters in the optical feature space, which were derived from 1-, 2-, 3-, and 4-layer graphene. The cluster centers are detected by the unsupervised machine-learning algorithm, enabling highly accurate classification of monolayer, bilayer, and trilayer graphene. The analysis can be applied to a range of substrates with differing SiO 2 thicknesses. npj 2D Materials and Applications (2019) 3:4 ; https://doi
INTRODUCTION
Machine learning enables the extraction of meaningful patterns from examples, 1 which is one of the traits that characterize human intelligence. Attempts to automate scientific discovery using machine learning have been rapidly increasing in number, 2 and their advantages have been demonstrated in various research fields such as biology, [3] [4] [5] medicine, 6, 7 and physics. [8] [9] [10] [11] [12] Across all domains, the success of machine-learning methods has been most prominent in image analysis. [13] [14] [15] In the context of cell biology, automated optical microscopy has been acquiring high-quality cellular images on an unprecedented scale, 16 thus processing large-scale image collections and enabling researchers to automatically identify cellular phenotypes. 3 In medical image processing, deep-learning technologies are opening up new avenues for the automated diagnostics of various types of diseases. 7 In research fields concerning two-dimensional (2D) materials, the recent development of robotic automation has enabled the autonomous search for 2D crystals and subsequent assembly of the 2D crystals into van der Waals superlattices. 17 The robotic assembly of van der Waals heterostructures has suggested the possibility for high-throughput production of complicated van der Waals heterostructures. Besides these functionalities, the system provides an opportunity for collecting optical microscope images of the exfoliated 2D crystals on SiO 2 /Si substrates in a large scale. When graphene flakes are exfoliated onto SiO 2 /Si substrates using the scotch tape method, 18 the graphene flakes of various thicknesses and shapes are randomly distributed over the SiO 2 / Si substrates. If the images of the entire region of SiO 2 /Si substrates with exfoliated graphene are collected, the image dataset must contain a sufficiently large number of n-layered graphene flakes, where n = 1, 2, 3, and so on. Therefore, a large set of SiO 2 /Si images can provide an unprecedented level of information for developing automated segmentation and a classification algorithm for exfoliated graphene flakes using data-driven analysis and machine-learning algorithms.
In general, machine learning algorithms are classified into two categories: 1, 19 supervised learning, in which a human operator annotates a part of the data to train the models, thereby constructing a model that classifies the rest of the data, 20 or unsupervised learning, in which patterns in the data such as the clusters are detected from the unlabeled data. Since the advent of monolayer graphene on SiO 2 /Si substrates, 18, 21 the identification process of the graphene flakes has relied on the recognition of graphene on SiO 2 /Si substrate by the human operator. The parameter tuning process for detecting graphene flakes on SiO 2 /Si substrates was necessary for the automated searching system of graphene flakes. 17 By developing a method based on unsupervised learning, it can eliminate the identification process, ambiguity in the layer thickness determination, and the parameter tuning process.
In this report, we present an unsupervised data-driven analysis method to classify graphene layers using a large set of optical microscope images. By processing~7 × 10 4 images of SiO 2 /Si substrates with exfoliated graphene, we extracted~4 × 10 5 segmented regions enclosed by edges. The optical and morphological feature values were extracted from the segmented regions. Plotting the data points in the hue (H), saturation (S), and value (V) space resulted in discrete clusters. Analyzing the data points revealed that the clusters are derived from n-layered graphene, where n = 1, 2, 3, and so on. An unsupervised machine-learning clustering algorithm based on a non-parametric Bayesian mixture model can detect cluster centers, and they can classify graphene layers with high accuracy (>95%). These results demonstrate that identification of graphene layers can be performed by computational methods, 1, 19 thus introducing new routes for utilizing datadriven methods for the identification of graphene layers and determination of the layer thickness.
RESULTS

Label-free analysis workflow
The first step in the workflow of automated graphene classification was to capture optical microscope images of entire exfoliated graphene flakes on the SiO 2 /Si substrate (Fig. 1a) . Twenty-four SiO 2 /Si substrates with the size of 1 × 1 cm 2 with exfoliated graphene flakes were tiled onto the silicon chip tray and were scanned by the automated optical microscope. 17 Two types of SiO 2 /Si substrates with different SiO 2 thicknesses of d~290 and 85 nm 22 were used to demonstrate the generality of the image analysis pipeline. The images were acquired using a CMOS camera capable of capturing images in high bit depth (12-bit), which enables accurate detection of the edge patterns. The data were stored in a large-scale storage, comprising a large number of raw optical microscope images of~1 TB. The images were then processed by the feature extraction algorithm (see Methods and Supplementary Figure 1) . The algorithm detects the regions enclosed by the edges. The third panel of Fig. 1a shows the representative output of the segmentation algorithm applied to the image containing exfoliated graphene flakes. The segmented areas were indicated by the colored regions in the third panel of Fig. 1a . The process was performed without assuming the specific color value of the monolayer, bilayer, and trilayer graphene flakes in advance. By utilizing the extracted regions as the masks to the images,~50 types of feature values were extracted from each region (summarized in Supplementary Table 1) . 23 The extracted feature values were categorized into three classes: morphology, optical intensity, or positions. By applying the data analysis pipeline to the~7 × 10 4 images of SiO 2 /Si with exfoliated graphene layers,~10 5 regions were detected and~10 7 feature values were extracted. At least 3-4 SiO 2 /Si substrates were required to perform the clustering analysis (Supplementary note 1). We analyzed the feature values using the data analytics frameworks Pandas, Matplotlib, Jupyter notebook, and Scikit-learn (see Methods). Based on these observations, we attribute the stripe patterns emerged in Fig. 1c, d to the clusters A-E in Fig. 2a . These clusters emerged simply on applying the feature extraction algorithm to the large set of optical microscope images. Therefore, the presented clustering results are expected to be robust against the changes in the experimental parameters. To explore the generality of the image analysis pipeline, we applied the same algorithm to the optical microscope images of SiO 2 /Si substrates with a thickness d = 85 nm. As shown in the Histogram analyses of the extracted features To quantitatively explore the characteristics of the clusters in Fig.  2a in detail, we focus on the projection of the three-dimensional plot in Fig. 2a to the I V−BG and I H space, and we assemble the feature values of S area to produce a cumulative histogram as a function of I V−BG and I H , as shown in Fig. 3a . For clarity, we show the one-dimensional cumulative histogram of S area for I H < 1.6 and 2.25 < I H . When represented in this form, the clusters A-E shown in Fig. 2a were embedded into island-shaped discrete clusters, shown by white arrows in Fig. 3a . The clusters B-E were sequenced in the counter-clockwise direction originating from cluster A. For the regions beyond cluster E, the boundary between the clusters gradually became obscure. Finally, the area histograms formed ridge structures in the region of 2 < I H . The positions of the island-shaped clusters were also visualized by multiple peak structures in the one-dimensional histogram for I H < 1.6 (the black arrows in Fig. 3b ). To describe the ridge structure, we labeled the ridge appearing for 2.25 < I H as F (Fig. 3a, c) .
Inspection of the clusters To investigate the origins of the clusters, we manually defined the borders in Fig. 3a , so that each group contained the clusters A-E, as (i) −0.02 < I V−BG < 0.02, (ii) −0.055 < I V−BG ≤ −0.02, (iii) −0.09 < I V−BG ≤−0.055, (iv) −0.12 < I V−BG ≤ 0.9, and (v) −0.15 < I V−BG ≤0.12 and for I H < 1.6 [indicated by the purple squares in Fig. 3a] . For the ridge structure F, we defined the group (vi) as −0.4 < I V−BG < 0.02 and for I H > 2.25 [The purple square in Fig. 3a] . To investigate the optical microscope images belonging to the groups, we sampled data points from groups that had the areas larger than the threshold value S area > 500. In Fig. 4a , we show the representative optical microscope images from the groups (i)−(vi) (from top to bottom). The red square marks in Fig. 4a indicate the centers of segmented regions. In group (i), the segmented region centers were located at the surface of SiO 2 /Si substrates (red squares in the top row of Fig. 4a ). Manual inspection of all images indicated that 84% of the images resulted from SiO 2 /Si substrates. Since the segmented regions tend to be surrounded by contaminating objects such as scotch tape residues, the origins of the cluster A can be attributed to the bare SiO 2 /Si substrates accidentally surrounded by optical edges. This observation is consistent with the values of I V−BG =0 and I S−BG =0 obtained for optical features. In the case of group (ii), the segmented regions were mostly derived from monolayer graphene flakes (the second row of Fig. 4a) . Similarly, the groups (iii)−(v) were mostly derived from bilayer, trilayer, and tetralayer graphene flakes (third, fourth, and fifth rows of Fig. 4a, respectively) . Finally, the inspection of the region (vi) reveals that the group (vi) was derived from thick graphite flakes (sixth row of Fig. 4a) .
To quantitatively evaluate the contents of the regions (i)-(vi), we manually inspected all the optical microscope images that exhibited a value of S area > 500 pixels in the defined regions (i)-(vi) and created a confusion matrix of the classes as presented in Fig.  4b . In Fig. 4b Figure 2 . According to the investigation, 82.7% of data points in group (ii) were due to monolayer graphene, whereas the remaining data points were attributable to contaminating objects such as fringes, peeled flakes, and particles. Similarly, 91.9% and 90.5% of the data points in the groups consisted of bilayer and trilayer graphene flakes. Based on these observations, we can conclude that the clusters B-D in Fig. 3 were derived from monolayer, bilayer, and trilayer graphene flakes. These clustering results were obtained only by processing a large number of optical microscope images of SiO 2 /Si substrate without prior knowledge about the specific color contrast of graphene. This result thus demonstrates the highly generalizable approach for automatically classifying the graphene layers on SiO 2 /Si substrates.
Unsupervised machine-learning clustering analysis Since the image processing algorithm successfully extracted the feature values of the graphene flakes, the next step is to introduce the probabilistic unsupervised machine learning algorithm to automate detection of cluster centers and improve the classification accuracy. To model the optical feature values of graphene flakes, we utilized the mixtures of Gaussians for the pixel intensities. The application of the Gaussian mixture model is appropriate because the color contrast of the exfoliated graphene flakes changes discretely with their nature 22 and the obscuring effects of the pixel intensities can be treated by the Gaussian distribution. A similar Gaussian mixture-based technique was utilized in the segmentation of brain magnetic resonance images. 24, 25 Here, the frequencies of the pixels of the hue and value color space x i ¼ I i H ; I i VÀBG À Á belonging to the class i can be modeled as
where K is the class number, z i ∈[1,…,K] is the class label, μ k is the mean, Σ k is the covariance matrix, π k is the probability of each pixel being classified to the class k. The parameters that need to be optimized to capture the cluster shapes are μ k ; Σ k ; π k ; and K.
The principal problem with the parameter optimization of the mixture models is how to optimize the component number K. 19 To solve this issue, we employed the framework of the Bayesian Gaussian mixture model with Dirichlet process (BGMM-DP), 19, 26 wherein the optimization process involves the cluster number estimation.
Since the BGMM-DP process is computationally intensive, we restricted the analysis parameter space to I H < 1.6 and I V−BG < 0.1 and reduced the number of data points by scaling the area feature values as S sc area ¼ S area =400; and rounding S sc area to the nearest integer. Then, the feature vector was composed by concatenating all the pixel values over the detected area as
where n is the total number of the pixels. In Fig. 5a , we show the results of BGMM-DP optimization by plotting the values of x i and indicating the class types by the colors and the positions of the detected cluster centers μ k by the black crosses. The cluster weights W k ¼ π k = 2π ð Þ Σ k j j are represented by the sizes of the black crosses in Fig. 5a . The quantitative representation of weights W k is shown in Fig. 5b . For clarity, each detected cluster is labeled by one of the letters a-x. The letters are placed for descriptive purpose and their order has no physical meaning. The notable feature observed here, as marked by the black arrows in Fig. 5a , is that the clusters owing to the substrate and monolayer, bilayer, and trilayer graphene flakes have been correctly classified into discrete clusters. These results indicate that the application of the BGMM-DP algorithm to the clustering process of graphene flakes is robust against overfitting and successfully identifies the cluster centers μ k and variances Σ k of the monolayer, bilayer, and trilayer graphene flakes. In contrast, when optimization is performed using the conventional expectation maximization, they tend to fall into overfitting and the clusters of monolayer, bilayer, and trilayer graphene flakes are not classified correctly (Supplementary Note 2) .
Finally, to estimate the performance metrics of the clustering based on the BGMM-DP algorithm, we manually checked all the optical microscope images belonging to the clusters a, n, g, and o, with S area > 500 and created the confusion matrix of the clusters. The results are presented in Fig. 5c . A high percentage of correct answers (>95%) were achieved for all the monolayer, bilayer, and trilayer graphene flakes. These results demonstrate the high performance of the presented automated classification algorithm. We put emphasis on the result that the high percentage of correct classification was achieved only by processing the optical microscope images in a one-way manner; thus, the optical feature values of monolayer, bilayer, and trilayer graphene flakes were extracted self-consistently from the optical microscope images. These results demonstrate the effectiveness of data-driven and big-data approach for segmenting graphene flakes.
DISCUSSION
Ever since the advent of monolayer graphene, 21,27 the identification process of the monolayer, bilayer, and trilayer graphene flakes have relied on the interference color of the SiO 2 /Si substrate. 22 Since the color contrast of atomically thin 2D crystal flakes is sensitive toward the thickness of the SiO 2 substrate, which can fluctuate according to the experimental condition, the determination process of the layer thickness depends on the initial guess of the layer number by the human operator. However, the presented method provides quantitative estimation of the optical feature values of graphene flakes without tuning parameters, and their thickness can be self-consistently extracted and represented by the equal spacing of the clusters in the I V direction. Therefore, these algorithms can be utilized for automated determination of graphene layer thickness only using optical microscope images, without the use of the time-consuming spectroscopic tools such as Raman spectroscopy 28 or atomic force microscopy. 29, 30 This method allows researchers to utilize an unlimited number of graphene flakes simply by exfoliating graphite flakes on SiO 2 /Si substrates and scanning them using automated optical microscopy.
The future perspective is to develop a universal classification algorithm that can work on any material, which could be achieved by analyzing the feature values in the other dimensions not utilized in this work, such as the morphological feature, because in the case of transitional metal dichalcogenides, the small density of exfoliated crystal flakes hinders the formation of discrete clusters in the HSV color space. For the analysis of complicated data in high dimension, feature embedding techniques such as principal component analysis 1 or stochastic neighbor embeddings 31 could be utilized for mining further information about feature values of exfoliated 2D crystal flakes. This direction of research can be fostered by obtaining data from exfoliated graphene flakes, because the shape features of the exfoliated graphene flakes show many similarities with that of other exfoliated 2D crystals owing to similar crystal structures. Alternatively, application of the rapidly developing deep-learning technology based on convolutional neural networks could be considered. Considering the high performance of convolutional neural networks achieved in medical imaging, 7 one could expect high performance in identifying atomically thin 2D crystals.
In summary, this work demonstrated that the current image processing algorithm, the big-data analysis technique, and the unsupervised machine-learning algorithm can successfully segment graphene layers with high accuracy. By integrating the current algorithm to the automated optical microscope in a 2D materials manufacturing system, one can develop a fully automated identification machine of graphene flakes, allowing researchers to utilize unlimited number of graphene flakes simply by exfoliating graphite flakes on SiO 2 /Si substrates and scanning them using automated optical microcopy. Therefore, this study could be a fundamental step toward realizing fully automated fabrication of van der Waals heterostructures.
METHODS
Mechanical exfoliation
SiO 2 /Si substrates with an approximate size of 1 × 1 cm 2 were cleaned using a piranha solution followed by rinsing with ultrapure water. Kish graphite was mechanically exfoliated onto SiO 2 /Si substrates using the Scotch tape method.
Optical microscope image acquisition
The SiO 2 /Si substrates were tiled onto the silicon chip tray, which can accommodate up to 36 SiO 2 /Si substrates. The surface of SiO 2 /Si substrates were scanned by the automated focus microscope with ×50 objective lens. The optical microscope images were acquired in 12-bit depth TTF format lossless compression (LZW) and stored into the network attached storage capable of storing optical microscope images. The images from 24 SiO 2 /Si substrates in the approximate size of 1 × 1 cm 2 constituted about 1 TB of data.
Feature extraction
Feature extraction was performed using the commercial image processing library HALCON13. The detailed schematics of the feature extraction process can be seen in Supplementary Figure 1 . First, the edge-preserving smoothing filter was applied to the loaded image. Then, the image was converted to grayscale. The edges were detected by Canny's edge detection. The endpoints of the nearest edges were closed by the morphological operation. The regions enclosed by the edges were filled up. The original images were decomposed into HSV color space. The extracted regions were applied as masks to the decomposed HSV images. Table 1 were extracted and stored in CSV format. To accelerate the feature extraction process, we utilized the multithread parallel programming functionalities of HALCON13. The processing of 1 TB of images took 12 h using a 2-CPU workstation with NVIDIA Quadro M4000 graphic processing units.
Data analysis
The feature values were analyzed using the open-source data analytics platforms Python, Jupyter notebook, SciPy, NumPy, Matplotlib, Pandas, and Scikit-learn. We also utilized the Pillow image processing library for cropping and resizing the optical microscope images for data visualization.
DATA AVAILABILITY
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