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1. INTRODUCTION 
Recently there has been a large number of papers written on oscillation and 
other behavioral properties of solutions of nonlinear functional differential 
equations. This is especially true for second-order retarded equations and we 
refer the reader to the recent papers of Burton and Grimmer [I], Chiou [2], 
Hino [5], Koplatadze [9], L a d as and Lakshmikantham [13], Singh and Dahiya 
[20], Staikos and Petsoulas [21], and Wong [28] as examples. For results on 
higher-order equations, see the papers of Dahiya [3], Kartsatos et al. [6-81, 
Onose et al. [IO-12, 141, Sficas et ~2. [15-17, 22-241, Singh [IS, 19], Terry 
[25, 261, and True [27]. 
The results obtained in this paper are motivated by the recent results of 
Kartsatos [7], Staikos and Sficas [23], and the present authors [4]. In [7], Kartsatos 
considered the nth-order nonlinear differential equation 
d”) +f(t, x, X’,...) x(+1)) = r(t, x, XI,...) x(+1)) (*I 
and proved that a certain integral condition (Condition (iii) in Theorem 1) is 
sufficient to guarantee that any bounded nonoscillatory solution x(t) of (*) 
satisfies 
lizrrf 1 x(t)\ = 0. (**) 
In so doing he raised the question of whether conditions could be found that 
would guarantee that all solutions of (*) satisfy (**). Staikos and Sficas [23] 
improved Kartsatos’ condition and at the same time extended it to equations 
with perturbed arguments, but again this was for bounded solutions (see the 
remark following their Theorem 1). Under more restrictive conditions [23, 
Theorem 21, they also showed that any solution x(t) satisfying 
I x(t)1 = qq, t--+02 
satisfied (M) as well. 
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Theorem 1 below answers the question raised by Kartsatos but for the more 
general equation with perturbed arguments as studied by Staikos and Sficas. 
As a consequence of this theorem we are able to extend results of Graef and 
Spikes [4], Kartsatos [6], Kartsatos and Manougian [8], and Staikos and Sficas 
P41. 
2. ASYMPTOTIC PROPERTIES OF SOLUTIONS 
Consider the equation 
x(n) +f(t, x, X’,..,) x(+1), x(TI(t)), x’&(t)) ,..., X’“-l’(Tn(t))) 
= r(t, X, Xl,..., X-l), X(T1(t)), X’(Ts(t)) ,..., X’“-1’(T,(t))), (1) 
where f, r: [to , co) x Rzn -+ R, Tj : [to , co) -+ R are continuous and Tj(t) -+ 0~) 
as t-+ 00, i = 1, 2 ,..., n. 
We note that the results in this paper pertain only to the continuable solutions 
of (1). The same classification of solutions used in [4] is used here. That is, a 
solution x(t) of (1) is called nonoscillatory if there exists tr > t, such that 
x(t) # 0 for t > tr ; the solution is called oscillatory if for any given tl > to 
there exists t, and t, satisfying tr < t, < ta , x(ta) > 0, and x(ta) < 0; and it 
will be called a Z-type solution if it has arbitrarily large zeros but is ultimately 
nonnegative or nonpositive. 
THEOREM 1. If there exists K 2 0 with the property thatfor any u E Cn[t, , a~) 
such that lim inf,,, u(t) > K (lim SUP~+~ u(t) < --K), we haoe 
s m (f(t, WY., t+‘)(t), u(Tl(t)),..., d”-‘)(Tn(t))) 
- r(t, u(t),..., d”-‘)(t), u(Tl(t)),..., U’“-1’(T,(t)))} dt 
= +4--h 
then ewery nonoscillatory solution x(t) of (1) satisfies lim inft,, 1 x(t)1 < K. 
Proof. We first write Eq. (1) as the system 
Xl’ = x.2 ) 
X3’ = x3 , 
(2) 
xb-1 = x, , 
% ’ = -f(t, x1(t),..., %(Tn(t))) + r(t, xl(t)>--, X&n(t))). 
Note that if (xl(t), x2(t),..., x*(t)) is a solution of (2), then xl(t) is a solution of (I), 
and conversely, if xl(t) is a solution of (l), then (xl(t), xl’(t),..., x(+l)(t)) is a 
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solution of (2). Suppose that x1(t) is a nonoscillatory solution of (I), say xi(t) > 0 
for t > t, 2 t, , and assume that lim inf,,, xl(t) > K 3 0. The proof in 
case x,(t) < 0 for t 3 t, is similar and is omitted here. Integrating the last 
equation in system (2), we have 
x,(t) = x,(tJ - s,: {f(S, +)Y., Xn(Tn(S))) 
as t - (x. Hence there exists t, > t, such that 
&1(t) = x*(t) < A, < 0 
for t > t, . Integrating again, we obtain 
a&(t) = Xn&) - k,(t - t2) - ---co 
as t -+ co, so there exists t3 > t, such that 
L&(t) = Xn-1(t) < -4 < 0 
for t > t, . Continuing in this fashion we find that there exists t,l 3 t,,-, such that 
q’(t) = x2(t) d A,-, < 0 
for t 3 t, . A final integration yields a contradiction to the fact that xl(t) > 0 
for t 3 t, and so the conclusion of the theorem follows. 
Remark. If K = 0 in Theorem 1, then we have that every nonoscillatory 
solution of (I) satisfies lim inf,,, 1 x(t)1 = 0, and so we have answered the 
above-mentioned question raised by Kartsatos in [7]. 
In [4] the present authors studied the behavior of solutions of the second-order 
equation 
(a(W) t dt)f@)&‘) = r(t), 
and the following two corollaries are patterned after results in that paper. 
When 12 = 2, Corollary 2 below generalizes [4, Lemma IO] for the case a(t) -y 1. 
COROLLARY 2. For the equation 
X(n) + q(t)f(t, x, XI)..., d-1)) = r(t, x, X’)..., d-1)) 
assume that 
(3) 
(i) f, Y: [to , ‘x)) x R” --f R and q: [to, co) - R are continuous and 
s(t) > 0, 
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(ii) x j(t, X, ,..., x,) 3 0 if xl # 0, and f(t, xl ,..., x,J is bounded away 
from zero if x1 is bounded away from zero, 
(iii) 1 r(t, x, ,..., x,)1 < h(t) and St”, q(s) ds = co. 
If h(t)/q(t) 3 0 us t -+ co, then any nonoscillatory solution x(t) of (3) satisfies 
lim inf,,, 1 x(t)] = 0. 
Proof. It suffices to show that the hypotheses of Theorem 1 with K = 0 
are satisfied so let u E C?[t, , 00) be such that lim inf,,, u(t) > 0. Then from (ii) 
there exist A > 0 and tl > t, such that f(t, u(t),..., u(‘+l)(t)) > A for t > t, . 
Choose t, 3 tl such that h(t)/q(t) < A/2 for t > t, . We then have 
MS) f(S> w... , ucnel)(s)) - r(s, u(s),..., u’+~)(s))] ds 
s 
m 
t q(s) [A - W/d41 ds - 00 t, 
as t + co and the conclusion follows from Theorem 1. A similar proof holds 
in case lim suptern u(t) < 0. 
The proof of the following corollary is similar and is omitted. 
COROLLARY 3. In addition to conditions (i)-(iii) assume that St; h(s) ds < CD. 
If x(t) is a nonosc&tory solution of (3), then lim inf,,, J x(t)1 = 0. 
Our next result deals with a special case of (l), namely, 
X(n) + q(t) f (t, x, x’,..., x’“-l’(TJt))) 
= r(t, x, x’,..., x’“-1)(7n(t))) (4) 
It is patterned after results in [7, 231. 
COROLLARY 4. Suppose thatfor any u E 0[t,, a~) such that lim inft3, u(t)>0 
Pm SUP~+~ u(t) < 0) there exist positive constants A and B and a continuous 
function h: [t, , co) + R such that 
(i) A <f(t, II,..., utn-l)(T,(t))) < B(-A <.f(t, u,..., ufn-l)(T,(t))) < -B) 
(ii) / r(t, u,..., u(“-l)(Tn(t)))j < h(t), and 
(iii) for every h, , h, > 0, St”, [h,q+(s) - q-(s) - h,h(s)] ds = +co where 
q+(t) = max{q(t), O} and q-(t) = max{-q(t), O}. Then every solution x(t) of (4) 
satisjes lim inf,,, / x(t)1 = 0. 
Proof. For any u E Cn[t” , co) with lim inft-,- u(t) > 0 we have, from (i) 
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and (ii), that there exist positive constants A and B and h E C[to , a) such that 
.r K bI(t)f(t, WY , dn-l)(,,(t))) - r(t, u(t),..., u”“-l’(~~(t)))] dt 
3 /I k+(t) A - 4-W 13 - WI dt 
= B f-m [q+(t) A/B - q-(t) - h(t)/B] dt- CC 
” 
as t -+ CD. The conclusion of the corollary then follows from Theorem 1 with 
K = 0. A similar argument holds if lim sup,,, u(t) < 0. 
The next two results on the behavior of solutions of (1) differ from those 
usually found in the literature in that we include the Z-type solutions as well. 
THEOREM 5. Suppose that the hypotheses of Theorem 1 hold, there is a con- 
tinuous function g: [to , co) -+ R such that 1 r(t, x1 ,..., x, , y1 ,..., y,J <g(t), and 
%f (t, x1 ,..., x, , y1 )..., yn) 3 0 (5) 
if both x, and y1 are nonnegative OY nonpositive. If 
I 
cc 
+g(s) ds < co, (6) 
to 
then every nonoscilatory OY Z-type solution x(t) of (1) is bounded and xck)(t) + 0 
as t+ 03, k = 1, 2 ,..., n - 1. 
Proof. Let x(t) be a nonoscillatory or Z-type solution of (l), say x(t) > 0 
for t 3 t, > t, . Then there exists T > t, such that x(Tl(t)) > 0 for t 3 T. 
By Theorem 1, lim inftam x(t) < K for some constant K 3 0. Notice that if 
for some integer k, 1 < k < n - 1, xCk)(t) -+ A as t + co and A > 0 (A < 0), 
then successive integrations of xtk)(t) yield a contradiction to lim inf,,, x(t) < K 
(x(t) > 0 for t > tl). 
Now let F(t) = f (t, x(t),..., x(“-l)(Tn(t))), R(t) = r(t, x(t),..., x(‘L-l)(T,l(t))), 
and note that Ii’(t) >, 0 for t 3 T. Integrating Eq. (I), we have 
x(-l)(t) = “y( +l)(T) + J;t R(u) du - r;i F(u) du. 
From (6) it follows that the first integral on the right converges. Hence, the 
second integral converges and x(%-l)(t) -+ 0 as t - co. Since 
XW)(~) = x(-l)(t) + Jtz R(u) du - I’,’ F(u) du 
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for z > t > T, let z --+ CO to obtain 
x-)(t) = lrn F(u) du - jm R(u) du. 
t 
Integrating again we have 
.-2)(t) = x(‘+~)(T) + j-; Iqm F(u) du ds - 1; jSm Z?(u) du ds. 
Letting 
(7) 
H(s) = fin (s - u)F(u) du and 
* 
G(s) = Irn (s - u) R(u) du, 
8 
we see that 
t m 
If 
t m 
F(u) du ds = H(t) - H(T) and 
If 
R(u) du ds = G(t) - G(T). 
r s T * 
Condition (6) implies that G(t) -+ 0 as t -+ 00 so sk J’T R(u) du converges as 
t -+ co. It then follows that the first integral on the right-hand side of (7) 
converges, H(t) -+ 0, and dne2)(t) + 0 as t + co. Letting t --+ co in (7) shows 
that 
x(-(T) - H(T) + G(T) = 0 
SO 
x’n-2)(t) = Lrn (t - u) F(u) du - 6 (t - u) R(u) du, 
where both integrals converge to zero as t---f co. 
Continuing in this same fashion, we obtain 
x(*-m-1)(t) = jtw (t - u)~ [F(u) - R(u)] du/m! 
m = 0, I,..., n - 2, where both members of the above equation converge 
to zero. Thus xtk)(t) -+ 0 as t -+ co for K = 1,2 ,..., 12 - 1. 
When m = n - 2 above, we have 
x’(t) = jy (t - u)@ [F(u) - R(u)] du/(n - 2)! 
and so 
x(t) =4T) + f; irn 6- u)%-~ [F(u) - R(u)] du ds/(n - 2)! (8) 
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for t > T. Defining 
H,(s) = jT (s - u)“-‘F(u) du/(n - l)!, G,(s) = j& (S - ~)n-l R(u) du/(n - l)!, 
B s 
and proceeding as above, we see that the integral on the right-hand side of (8) 
converges, H,(t) + 0, and G,(t) -+ 0 as t -+ co. Moreover, (8) can be written as 
x(t) = x(T) + H,(t) - H,(T) - cl(t) + G,(T) (9) 
for t > T, and thus x(t) is bounded. The proof in case x(t) < 0 for t > t, is 
similar. 
COROLLARY 6. Suppose that the hypotheses of Theorem 5 hold with K = 0 
in Theorem 1. Then every nonoscillatory OY Z-type solution x(t) of (1) satisfies 
x(t) -+ 0 as t--f co. 
Proof. Let x(t) be a nonoscilaatory or Z-type solution of (I), say x(t) > 0 
and x(Tl(t)) 2 0 for t 3 T. By Theorem 1, lim inft,, / x(t)1 = 0, so there is a 
sequence {t,J --f 00 as n -+ co such that t, 3 T and x(tn) -j 0 as n -+ co. 
Then from (9) we have 
x(&J = x(T) + fWJ - ff,(T) - Wn) + G,(T) 
and letting n -+ co yields 
Hence, 
x(T) - HI(T) + GJ T) = 0. 
x(t) = 4(t) - GlW 
for t > T, and from the proof of Theorem 5, H,(t) + 0 and G,(t) -+ 0 as 
t + co. Thus x(t) + 0 as t + 0~). The proof when x(t) < 0 for t 3 tl > t, 
is similar and is omitted. 
We conclude this paper with two oscillation theorems for equations of type 
(1). The first of these results makes use of the following lemma which is somewhat 
interesting in its own right. 
LEMMA 7. Suppose that r(t, x,..., x(+l) (TJt))) = 0 and condition (5) holds. 
If x(t) is a nonoscilZatory solution of (1) such that lim inf,,, 1 x(t)/ < 00, then 
there exists T > t,, such that x+l)(t)x(i)(t) < 0 for t > T and j = 2, 3,..., n. 
Proof. Let x(t) be a nonoscillatory solution of (1) such that lim inf,,, 
1 x(t)1 < co, and assume that x(t) > 0 for t > t, 2 t, . Then there exists 
T > t, such that x(T1(t)) > 0 for t > T, and so we have 
x(n)(t) = -f (t, x(t),..., x(+1)(t), c+gt)),..., ‘P-yT,(t))) < 0 
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for t 3 T. If there exists T1 3 T such that x(+l)(TJ = -A < 0, then 
x(+l)(t) < -A < 0 for t > T1 and it would then follow that x(t) ultimately 
becomes negative, which is a contradiction. Hence $+l)(t) > 0 for t > T. 
If there exists T, 3 T such that &+2)(T,) = B > 0, then x(+2)(t) 3 B for 
t 3 T2 . This would imply that x(t) + co as t--f co, contradicting the fact that 
lim inf,,, x(t) < 00. Thus .x(n-2)(t) < 0 for t 3 T. Continuing in this fashion 
we obtain x(+l)(t)x(j)(t) < 0 for t 2 T and j = 2, 3,..., n. The proof for x(t) 
eventually negative is similar. 
Remark. From the proof of Lemma 7 it is clear that, under these conditions, 
Eq. (1) has no Z-type solutions. Furthermore, in the case of a forced equation, 
if the forcing term r(t) has fixed sign, say r(t) 3 O(r(t) < 0), then (1) has no 
nonpositive (nonnegative) Z-type solutions. 
The next theorem extends [24, Theorem 21 and a special case of [4, Lemma 91. 
THEOREM 8. Suppose that the hypotheses of Lemma 7 hold and that the 
conditions of Theorem 1 are satis$ed with K = 0. Then if n is even, all solutions 
of (1) are oscillatory, while if n is odd, all solutions are oscillatory OY tend mono- 
tonically to zero together with their jirst n - 1 derivatives. 
Proof. Let x(t) be a nonoscillatory solution of (1); then lim inf,,, / x(t)/ = 0 
by Theorem 1. If n is even and x(t) is eventually positive (negative), then from 
Lemma 7, x’(t) > 0 (x’(t) < 0) for large t. This contradicts lim inf,,, j x(t)1 = 0. 
If n is odd and x(t) is eventually positive (negative), then x’(t) < 0 (x’(t) > 0). 
This together with lim inf,,, 1 x(t)/ = 0 implies that x(t) + 0 as t + co. That 
the derivatives converge monotonically to zero is obvious. 
Remark. If in Theorem 8 we ask only that Theorem 1 hold with K > 0, 
then, for n even, we obtain that x(t) converges monotonically to a nonzero 
constant. 
The following theorem generalizes [8, Theorem 2.11. 
THEOREM 9. Suppose that in I?q. (1) r(t, x,..., x(“-l)(TJt))) = y(t) and 
condition (5) holds. If for every T > t, and every k > 0 we have 
and 
lim sup 
t+az 
[ j; (t - s)n-1 Y(S) ds - kt”-l] > 0 
lim $f + [j; (t - s)‘+l Y(S) ds + kt”-l] < 0, 
then every solution of (1) is oscillatory OY Z-type. 
Proof. Let x(t) be a nonoscillatory solution of (I), say x(t) > 0 for t > 
t, > t, . Then there exists t, > t, such that x(T1(t)) > 0 for t 3 t, . Hence, 
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by condition (5), .@(t) < r(t) for t > t, , and integrating n times we obtain 
x(t) < x(tz) + x’(t& - $) + x”(t& - t,y/2 i- -** 
+ x(~-l)(t2)(t - Q-l/(n - l)! + It (t - s)“-1 r(s) ds/(n - l)!. 
t2 
Now, there exist k > 0 and t, > t, such that 
x(t) < ktn-l + i: (t - s)‘+-l T(S) ds/(n - l)! 
for t > t, . Thus, 
liy+&f x(t) < [l/(n - l)!] liT&f[(n - l)! ktn-l 
+ ( (t - sy r(s) ds] < 0, 
contradicting the fact that x(t) > 0 for t > t, . A similar proof holds if x(t) < 0 
for t 3 t, . 
Remark. As was pointed out in [8], it is interesting to note that there are 
no growth conditions placed on f(t, x,..., d’+l)(Tn(t))) in Theorem 9. Also, if 
we have strict inequality in the integral conditions, then in fact every solution 
oscillates. 
Remark. The results in this paper can easily be extended to the case where 
the functions f and r in Eq. (1) depend on the n(m + 1) + 1 arguments 
(4 WY., P-l)(t), L&(t)) )..., X(Tm(t)), x’(Tl(t)) ,..., q,(t)) )...) x’“-“(Tl(t)) ,...) 
da-l)(T,(t))) by making the appropriate changes in the hypotheses. 
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