Civil infrastructure inspection is crucial to maintaining the quality of that infrastructure, which has a great impact on the economy. Performing this inspection is costly work that requires workers to be trained on how to use varying technologies, which can be error prone when performed manually and can result in damage to the infrastructure in some cases. For this reason, nondestructive evaluation (NDE) sensors are preferred for civil infrastructure inspection as they can perform the necessary inspection without damaging the infrastructure. In this paper, we develop a fully autonomous robotic system capable of real-time data collection and quasi-real-time data processing. The robotic system is equipped with several NDE sensors that allow for a sensor fusion method to be developed that successfully minimizes inspection time while performing adequate inspection of areas that require more in-depth data to be collected. A detailed discussion of the inspection framework developed for this robotic system, and the dual navigation modes for both indoor and outdoor autonomous navigation is presented. The developed robotic system is deployed to inspect several infrastructures (e.g., parking garages, bridges) at and near by the University of Nevada, Reno campus.
INTRODUCTION
The three infrastructures in the United States that are the most critical to the economic wellbeing of the country are aviation, ports, and roads (ASCE, 2016) . Consequently, maintaining civil infrastructure is a necessary part of ensuring healthy economic and social growth in modern day society (La, Dinh, Pham, Ha, & Pham, 2018) . It is estimated that deficiencies will cost the United States $3.9 trillion by the year 2025 (ASCE, 2016) , and that the number of concrete highway bridges in the United States with deteriorating surfaces is over 180,000 (FHWA, 2015) . Since all civil infrastructure is susceptible to eventual deterioration, and total deficiency if left unmaintained, it is necessary to prevent this deterioration when possible. Unfortunately, by the time that civil infrastructure is visibly damage as in Figure 1 , it can be too late or too costly to fix or repair the damaged infrastructure because of how long the damage has been present. This further illustrates the need for preventative maintenance of civil infrastructure.
Preventing these expenses and deterioration is possible through building new civil infrastructure to eliminate the cost of repairing the previous infrastructure, and through maintaining current civil infrastructure. It is less costly to properly maintain current civil infrastructure than it is to build new infrastructure, but there is still a need for low-cost inspection and maintenance programs. For this reason, the Federal Highway Administration (FHWA) initiated the LongTerm Bridge Performance (LTBP) program to utilize nondestructive evaluation (NDE) technologies for bridge deck condition assessment (Gucunski, 2015) . Many civil infrastructure maintenance programs have since been developed (Frangopol, Lin, & Estes, 1997; Furuta, Kameda, Fukuda, & Frangopol, 2004; Kang & Wen, 2000) .
Even though there are a wide variety of uses for NDE sensors through the current infrastructure inspection and maintenance programs, the inspection process is still time consuming and requires workers who are well trained (Solla, Asorey-Cacheda, Nez-Nieto, & Riveiro, 2015; Tajdini & Rappaport, 2013; Wang, Li, Jiang, & Chen, 2013 ). In Figure 2 , an inspection is being performed where multiple inspectors are required to perform the inspection of a single bridge, which results in this kind of manual inspection being cost inefficient.
This inefficiency is present in any type of NDE sensor data collection or inspection that requires manual collection, which can be extended to inspection of civil infrastructure other than bridges, like inspection F I G U R E 1 An image of concrete that has no spalling (top), and an image of spalling concrete (bottom) where corroded subsurface rebar lead to cracking in the concrete and weakness in the bridge F I G U R E 2 Advanced Robotics and Automation (ARA) Lab team members operating NDE sensors for bridge deck inspection on the Pleasant Valley Bridge on Highway 580 from Reno, NV toward Carson City, NV, July 2016 of parking structures and other structures containing reinforced concrete with rebar in it. In addition, manual data collection with NDE sensors can lead to errors in the collection process while workers collect data from different areas and record the location and data. These issues with the manual inspection of civil infrastructure lead to an increase in the need for a fully autonomous robotic system for civil infrastructure inspection . Such a robotic system could reduce the required training for inspection workers, reducing safety requirements, and reducing the cost of civil infrastructure inspection. There have been some research efforts related to the development of automated bridge inspection systems such as Robotic Bridge Inspection Tool (RABIT) (Gucunski et al., 2013; La et al., 2013 La et al., , 2014 Lim, La, Shan, & Sheng, 2011; Lim, La, & Sheng, 2014) , NDE data processing (Dinh et al., 2015; Gucunski et al., 2015 ; Gucunski, Kee, La, Basily, & Maher, 2015; La et al., 2015) , automated inspection with drones (Phung, Quach, Dinh, & Ha, 2017; Scherer, Singh, Chamberlain, & Elgersma, 2008; Yan et al., 2016) , and mobile sensor network-based inspection (Zhu, Guo, Cho, Wang, & Lee, 2012) . A recent survey of automated civil infrastructure inspection can be found in Li et al. (2013) .
Our previous work focused on bridge deck inspection, the nature of that work, and robotic systems capable of performing bridge deck inspection (Gibb & La, 2016; Gibb, Le, La, Schmid, & Berendsen, 2017; Le et al., 2017; La, Gucunski, Dana, & Kee, 2017) . Bridge deck inspection is a labor-intensive work and requires workers to be trained on multiple types of sensors and equipment. The inspection process also requires traffic regulation and unsafe working conditions in some cases, which motivated our previous work. Our previous work did not look at other types of infrastructure inspection, and instead only focused on bridge deck inspection. In this work, we focus on a fully autonomous robotic system for general civil infrastructure inspection.
In this paper, we develop a multifunctional, autonomous, civil infrastructure inspection robot that is capable of operating both indoors and outdoors. After participating in the National Science Foundation (NSF) Innovation Corps (I-Corps TM ) in 2015, we found that inspectors and infrastructure owners mainly wish to minimize any interruption to normal operation of the infrastructure during inspection. For this reason, we develop an inspection framework for our autonomous robotic system that fuses data collected from multiple sensors that are equipped on the system. Our inspection framework is capable of two inspection modes: fast inspection and in-depth inspection. In the fast inspection mode, the developed robotic system intelligently decides which areas need more in-depth inspection and saves time by not inspecting all areas in an in-depth manner. On the other hand, the in-depth inspection mode allows all NDE sensors to be deployed across the entirety of the inspection area. Several NDE sensors are equipped on our robotic system, including ground-penetrating radar (GPR), two electrical resistivity (ER) sensors, and a camera system. The GPR system allows us to use our work in Gibb and La (2016) to locate subsurface steel rebar in the reinforced concrete, the ER sensors allow the corrosion of the concrete to be measured, and the camera system is used to build a crack map from the visual data that is collected. Through implementing our various NDE data processing algorithms on the robotic system's on-board computers, we are able to perform civil infrastructure inspection in quasi-real time, where we can process data just after it is collected in small intervals. In addition to collecting and processing NDE data using the variety of sensors equipped on our robotic system, navigation is also performed by the robotic system. Navigation is accomplished through the use of an on-board inertial measurement unit (IMU), robot's wheel encoders, and a global positioning unit (GPS) receiver. The robotic system also employs a PrimeSense camera, which has been shown to work for elevation mapping and autonomous navigation. As stated previously, the robotic system is capable of indoor and outdoor operation, which is accomplished via two separate navigation modes. The odometry of the wheel encoders, IMU and GPS receiver are used for an extended Kalman filter (EKF)-based navigation mode in outdoor areas. For indoor areas, the stereo camera system and inertial information are used in a visual-inertial odometry-based navigation mode as in Bloesch, Omari, Hutter, and Siegwart (2015) . The developed F I G U R E 3 A complete system design. (a) How the equipped GPR sensor works; (b) an overall design of the robotic system: A: GPR deployment system, B: Robot main body, C: ER deployment system, D: GPR display/monitor; (c) how the ER sensors work. Electricity is sent through the concrete surface to measure its resistance. The resistance of the surface can be used to gauge the structural health of the concrete robotic system is also capable of using its navigation modes and NDE data collection capability to perform intelligent inspection through the fast inspection mode, where we propose and develop an NDE sensor fusion technique designed to save time throughout the inspection process.
The remainder of the paper is structured as follows: The design of the robotic system is detailed in Section 2, navigation of the robotic system is discussed in Section 3, the data collection and processing for the GPR sensor is discussed in Section 4, and the data collection and processing for the camera system and the corresponding crack map is discussed in Section 5. Then the sensor fusion process is detailed in Section 6, and concluding discussion and remarks are given in Section 7.
ROBOTIC SYSTEM
In this section, the development and design of the robotic system is described, and short explanations are provided to explain how the equipped NDE sensors work.
Seekur Jr mobile robot as a base platform
As the base platform for our robotic system, we used the Seekur Jr mobile robot from Omron Adept Technologies, Inc. This robot base platform comes equipped with skid-steering four-wheel-drive capabilities. This platform is perfect for moving in the zig-zag path that is used for the in-depth inspection mode. An example of the path that the robot would navigate on a bridge deck can be seen in Figure 5 .
In this example, the robot moves from one end of the bridge to the other and then turns around. The robot then continues to the other end of the bridge and repeats this cycle until the entirety of the inspection area has been covered, and sensors have been deployed. This zigzag path is also applicable to inspection areas like parking garages and other reinforced concrete infrastructures. The mobile base platform is capable of rotating in place to change direction, which helps to conserve power through minimizing unnecessary movements throughout the inspection process. The Seekur Jr is the smaller alternative to the Seekur, which is too large for easy navigation in narrow areas, such as bridge decks or parking garages where the inspection area can be limited by traffic or parked cars. The Seekur Jr platform is also waterproof, which makes it possible to keep the robotic system's internal electrical systems and on-board computers safe during light rain or other weather conditions. Although the Seekur has been used in other robotic systems for some similar applications, such as in La et al. (2013) , the Seekur Jr is more fitting for the tasks that the developed robotic system is designed to accomplish.
GPR and ER
GPR has a long history of being used in civil engineering applications, as can be seen in Maser (1996) and Saarenketo and Scullion (2000) .
The applications for GPR in civil engineering include localization of utility lines, subsurface tanks, and rebar in reinforced concrete. Specifically, GPR can be used to locate subsurface rebar in civil infrastructures including concrete bridge decks, tunnels, parking garages, concrete ramps, seaports, airport runways, etc. Given the location of top rebar in a concrete bridge deck, it is possible to evaluate the condition of the bridge (Dinh et al., 2015; Gibb & La, 2016) .
The GPR sensor works by sending a radar signal through a surface (concrete in this case) and recoding the time it takes for the radar signal to move through the surface, hit an object, and return. This time is referred to as the two-way travel time. Depending on the object that causes the GPR signal to reflect, different data are generated and a unique signature is generated in the output image. Each rebar located by the GPR sensor generates a separate and unique hyperbolic signature in the output image. In Figure 3a , as the antenna moves past the buried rebar (left to right), it constructs the hyperbolic signature of the rebar continuously by recording the reflections (yellow lines) from the rebar. The GPR sensor is equipped on the robotic system using a lift system designed specifically for the inspection purpose. This lift system makes it easy to transport the robotic system without the GPR dragging along the ground, and simultaneously allows the GPR sensor to easily be lowered to the ground when data need to be collected. The deployment system for the GPR can be seen in Figure 3b .
The ER sensor equipped on the robotic system is manufactured by Proceq USA, Inc. Its function is to measure the electrical resistance of the concrete in the civil infrastructure. The data collected from the ER unit allow the condition of the concrete to be assessed, since there is a link between the resistance of the concrete and its condition, where high resistance indicates better concrete condition and lower resistance indicates worse concrete condition . The ER F I G U R E 4 A labeled image of the robotic system for civil infrastructure inspection: (a) Front and rear view of the GPR and ER deployment systems; (b) side view with equipped NDE sensors F I G U R E 5 Sample movement of a robot on a bridge deck. The robot moves along the yellow line in the direction of red arrows while collecting data deployment system can be seen in Figure 3b , and a diagram detailing how the equipped ER sensors work can be seen in Figure 3c .
System implementation
The ER sensors require spraying a small amount of water on the inspection area, which might prevent the GPR sensor (as a radar-based sensor) from working. Therefore, two ER sensors and a water supply system (including a water tank and water pipes) are mounted on the rear of the robot to make sure that the GPR sensor can collect data before water is sprayed for the ER sensors.
In addition to the NDE sensors equipped on the robotic system, a Novatel Flex6 GPS unit is located at the center of the robot. The GPR sensor and both the stereo and PrimeSense cameras are mounted on the front (facing forward) of the robot. This is necessary for the robot to perform visual-based navigation tasks.
The deployment systems for the GPR and ER sensors are composed of a linear actuator and an aluminum frame. The actuators rely on a 12-V DC motor and operate by turning a screw housed within the actuator plunger and housing. They are capable of deploying with up to 25 lb of force. The frame is composed of two rails, two angled brackets, two threaded rods, four brass bearings, and a clevis. The rails mount to the underside of the robot's deck and provide support for rest of the deployment system. The brackets physically house the actuator and keep the actuator and bearings aligned. The threaded rods allow the sensors to remain aligned when the actuator is deployed. They slide through a set of brass bearings, which provides smooth, lubrication free motion. The clevis is free spinning, which prevents the actuators from burning out by allowing the actuator rod to spin freely before hitting its limit switch.
In order for the ER sensors to correctly read the resistance of the concrete when deployed, the concrete needs to be wet. A spray system, F I G U R E 6 The water spray system spraying water on a part of the inspection area prior to deploying the ER sensors F I G U R E 7 An image of the ER deployment system composed of a pressurized water tank, an assortment of pipe fittings, two needle valves, and four spray nozzles was developed to dampen the concrete. The tank, constructed of 6061 aluminum, was designed to hold up to 30 psi, with the outflow controlled by a solenoid valve.
The needle valves allow the flow rate to be adjusted and set manually.
Finally, the spray nozzles have a spray angle of 60 and dispense water in a full cone pattern. Four nozzles were required to fully cover the ER sensor's footprint.
A complete three-dimensional (3D) design of the robotic system can be seen in Figure 3b , and a current implementation of the robotic system can be seen in Figure 4 along with labels detailing the previously discussed sensors and navigation components. A picture of the ER water spray system can be seen in Figure 6 . A picture of the overall ER deployment system can be seen in Figure 7 .
To easily visualize the data being collected by the robot, a graphical user interface (GUI) was implemented. The GUI consists of three tabs: the "Scan Selection" tab, the "GPR/ER Data" tab, and the "Camera Data" tab. The "Scan Selection" tab shows the user a small preview of each finished scan and allows the user to dynamically update the data displayed on the other two tabs by selecting a scan. This tab will also update as more scans are performed, meaning it offers the user real-time access to the data being collected by the robotic system. The "GPR/ER Data" tab shows the user a larger representation of the currently selected scan, as well as an image containing red squares where rebar were automatically detected. The "Camera Data" tab lets the user navigate through a gallery of images taken of the ground surface by the camera. This tab automatically updates as the robotic system collects more data.
Screen shots of the GUI implemented for the autonomous robotic system can be seen in Figure 8 .
NAVIGATION
In this section, we detail the two complimentary navigation modes implemented on the developed robotic system: GPS and IMU-based outdoor navigation and visual-inertial odometry-based indoor navigation.
Outdoor navigation
GPS has a long history of being used in outdoor navigation, which can be seen in Farrell and Barth (1999) , Grewal, Weill, and Andrews (2007) , and Misra and Enge (2006) . For our outdoor navigation, we use a robot operating system (ROS) software package called robot_localization, which uses GPS and IMU data for navigation via the EKF (Moore, 2014) .
Like GPS, the EKF has been around for many years (Simon, 2006) . The 2D pose and velocity of the developed system were estimated using the information from the GPS, IMU, and wheel odometer, as follows:
where the robot's state is x k at time step k. f is a nonlinear state transition, with control input u, zero mean, Gaussian noise w, and covariance Q. Similarly, the measurement, z k , has a nonlinear sensor model h, zero mean, Gaussian measurement noise v k , and covariance R k . Using the information in Equation (2), the prediction and correction steps can be
where, P is an estimated error covariance, F is a Jacobian of f, K is the Kalman gain, and H is an observation matrix. Further details on the implementation of this algorithm and how it is used for our robotic 993
The various tabs of the data viewing GUI for the developed robotic system system can be seen in Moore and Stouch (2014) . The trajectory of the robot during a sample outdoor navigation can be seen in Figure 9 .
Indoor navigation
Although it would be preferable to use the same navigation algorithm for both indoor and outdoor areas, this is not easily accomplished. The GPS and IMU-based EKF localization package used for our outdoor navigation mode requires the GPS to obtain a stable satellite signal, which could be difficult or impossible when the robotic system is inside a parking garage or building constructed mostly of concrete. For this reason, we chose to implement a visual-inertial odometry-based navigation mode for indoor environments. This navigation mode makes use of the stereo camera system and IMU equipped on the developed Wooden et al. (2010) . For the developed robotic system, we chose to use the method originally proposed in Bloesch et al. (2015) , including adapting this method to be used with our stereo camera system. The implemented method uses the pixel intensity error of images of the surrounding area, in combination with the EKF, to locate landmarks within the captured images. Using the location of landmarks in the captured images, it is possible to estimate the camera pose and by extension, the pose of the robotic system, which can be found through using a transformation that relates the location of the robot and the location of the camera. This implementation is available in a ROS package authored by the authors of Bloesch et al. (2015) , called the rovio package (Bloesch, 2016) .
Using the stereo camera equipped on the robotic system, it is possible to generate point cloud data of the inspection environment, which allows the robotic system to avoid obstacles during the navigation process (Hiep, Keriven, Labatut, & Pons, 2009; Fankhauser, Bloesch, Gehring, Hutter, & Siegwart, 2014). The avoidance of obstacles during the inspection process is even more crucial when the area being inspected contains cars or other valuable obstacles that could either be damaged by the robotic system, or damage the robotic system.
To justify the use of the PrimeSense camera instead of a standard stereo camera system, a comparison between the two was conducted. This comparison tested the difference between the elevation maps generated when each respective camera was used to gather point cloud data. The difference between the elevation map generated using point cloud data from a standard stereo camera system and the elevation map generated using point cloud data from the PrimeSense camera can be seen in Figure 10 .
It is visually apparent that the elevation map generated using point cloud data from the PrimeSense camera is superior to the standard elevation map. This difference can be explained through comparing the difference between the way the two cameras work. The standard stereo camera system works through matching features between successive frames captured by the camera and using them to generate a disparity map, which shows the motion between frames. Using the disparity map method can lead to very little matches between frames, and in turn, less point cloud data. Without a dense point cloud, it is not possible to accurately generate an elevation map.
The PrimeSense camera instead uses an infrared speckle pattern, which is projected by the camera and recaptured by an internal sensor. This process generates a depth map, which yields point cloud data when correlated with an RGB camera, as in Garcia and Zalevsky (2007) .
Consequently, the point cloud data from the PrimeSense camera are more dense than that generated by the standard stereo camera system. Given the results of this comparison, the PrimeSense camera is superior to the standard stereo camera system, but the PrimeSense only works in environments where the present objects will reflect the infrared speckle. Without this reflection, the PrimeSense camera cannot be relied upon, so the robotic system is equipped with two cameras to complement each other and allow for robust indoor navigation in the presence of varying objects and object densities. We can further enhance the reliability of the robot indoor/outdoor navigation by integrating laser range finders or LiDAR with 3D mapping technique (Nguyen, La, Sanchez, & Vu, 2016; .
GPR DATA AND PROCESSING
GPR data are collected by the developed robotic system throughout the inspection process. Any subsurface object with a dielectric constant different than its surroundings is detected by the GPR scanning process. This typically means that metallic objects are visually noticeable in GPR scan images, but large air pockets or plastic pipes can cause noticeable holes in the image as well. Each subsurface metallic object will have a different signature, such as hyperbolic signatures in the case of the rebar in reinforced concrete. An example image containing subsurface rebar in reinforced concrete can be seen in Figure 11 , where the hyperbolic rebar signatures are labeled.
To extract information on the condition of the concrete being inspected, it is necessary to first locate the rebar within the GPR scan images. Automated rebar localization is performed using the F I G U R E 1 3 The GPR contour plot (top) and crack map (middle) of one part of the collected data. The ER deployment map generated by the NDE sensor fusion process with = 5 (bottom) method first proposed in Gibb and La (2016) . This method utilizes a Naive Bayes classifier trained on features from images containing rebar hyperbolas. The feature descriptor used to train the Naive Bayes classifier is histogram of oriented gradients (HOG), which were first described in Dalal and Triggs (2005) . The Naive Bayes classifier is applied across a sliding window that moves throughout the GPR image.
After final rebar localization using the classifier results, which can be seen in Gibb and La (2016) , this process yields the location of all of the rebar in the GPR scan image. An example image including the location of rebar found by this process can be seen in Figure 12 . This process is entirely automated and highly accurate.
Using the rebar locations from the rebar-picking algorithm described previously, it is possible to generate a contour, or condition, map of the inspected area. These condition maps show the condition of the inspected area based on the depth of the rebar in the inspected area. GPR condition maps are represented as contour plots with colors representing the depth of rebar underneath the inspected surface.
Examples of the condition maps generated using the subsurface rebar locations can be seen in the top of Figures 13 and 14 , which show maps with three different color levels. The green, yellow, and red in the condition maps correspond to good, unknown, and poor condition respectively. The unknown condition simply means that the GPR data are not enough to make a final decision on the condition of the scanned area, so more inspection needs to be performed. Because the condition maps show colors based on depth, the colors can be situation specific, as there are different specifications and regulations regarding construction in different areas, which can lead to the rebar in reinforced concrete being laid at different depths.
CAMERA DATA AND PROCESSING
As the robotic system performs inspection and collects data using the GPR sensor, visual data are also being recorded via the camera system on-board the robotic system. Since most modern cameras capture many frames per second, it is not feasible to process each frame
F I G U R E 1 4
The GPR contour plot (top) and crack map (middle) of another part of the collected data. A correlation between crack density and low points on the contour map is evident here. The ER map generated by the NDE sensor fusion process with = 5 (bottom) captured by the camera. For this reason, Laplacian scoring is applied to each input frame. Using this scoring method allows images that are blurry to be discarded prior to further processing. This greatly reduces the number of frames present in later processing steps and helps to ensure that the images processed later contain sharp pictures of the inspection area that can reliably be used for crack detection. Despite the equipped camera system being fastened tightly to the robotic system throughout the inspection process, it is necessary to eliminate many blurry frames as the movement of the robot during inspection and the wind or bridge deck vibration can cause the camera to move and take blurry images. The steps of the Laplacian scoring method as follows.
The first step of Laplacian scoring is to convolve the current frame with a mask that serves as a discrete approximation of the Laplacian.
The Laplacian mask can be seen in Equation 3:
The variance of the input frame is then calculated in Equation 4,
where X is the value of the current pixel, is the mean pixel value after the Laplacian mask is applied, and N is the number of pixels in the image.
The Laplacian score yields a number that can help determine how blurred an image is. Through the process of testing the Laplacian scoring method, it was determined that any image with a Laplacian score greater than 200 could be processed further. Any image with a Laplacian score less than 200 was discarded at this step.
In addition to using the Laplacian scoring method as a preprocessing step to eliminate unnecessary frames, the speed of the robot was also used to eliminate additional frames. In the experiments run for this research, the robot generally moved at a speed of 0.5 m/s, which permits the assumption that not all of the frames captured are necessary because they have a large overlap. The number of frames that can be discarded based on this assumption varies as the speed of the robotic system does, and can even vary based on the angle at which the camera is mounted on the robotic system. This process yields a set of frames that can later be stitched together easily and eliminates the possibility of processing duplicate frames that have overlap with each other.
After preprocessing is performed to remove additional unnecessary and blurred frames, a convolutional neural network (CNN) structure 
An overview of convolutional neural networks
There are several types of layers that make up the structure of CNNs.
These layers include convolution layers, pooling layers, and fully connected layers. Convolution layers perform multiplication between the input image, or 2D array, and a filter that is also a 2D array. This multiplication happens at every location in the input array, and the result is then summed. This process yields another 2D array and can be described mathematically as follows:
where f is the input image, or array, g is the filter, s is the size of the filter, which is a square filter, and x and y are locations in the input arrays.
Equation 5 The final type of layer that is commonly used in CNN structure is the fully connected layer. Fully connected layers work like classic neural networks (multilayer perceptron networks). Fully connected layers, as indicated by their name, connect each input to each node in the hidden layer, and again each hidden layer node is connected directly to each output. Each hidden layer node has a corresponding weight. These weights are optimized using the back-propagation process, which will not be discussed here; however, an output node in the fully connected layer sums its value as follows:
where there are N nodes connected to the output node in Equation 6, and each node has an associated weight, i , and value, V i , where i = 1, … , N. Fully connected layers are typically connected to the end of a CNN as a final way to introduce nonlinearity into the network. However, large fully connected layers need to be used with caution since they can quickly introduce many weights to be optimized and greatly increase the amount of training time required for the network. This is a result of the N 2 weights that need to be optimized for each fully connected layer.
Convolutional neural network structure optimization
As a result of the large number of parameters that need to be optimized for convolution layers, pooling layers, and fully connected layers, in addition to the number of layers in the network and their relative order, optimizing the structure of a CNN for image classification is a nontrivial task that requires a deep understanding of the various parameters and methodology. For this reason, a GA was used to search for high-performance (accuracy) network structures (Gibb et al., 2018) .
GAs perform well on search problems that have nonlinear relationships, like the relationship between an input image and the features generated by a certain CNN structure. In order for the GA to have as much control as possible over the network structure, it is necessary to allow for many types of networks through the evolution process. The network structure parameters can be seen in Each time an evaluation of an individual takes place, a network must first be constructed based on the individual's chromosome. The structure of the network depends largely on the number of convolution layers specified in the chromosome. A max-pooling layer is added to the network after every set of four convolution layers to reduce the complexity of the network. The network always ends with a fully connected layer with two nodes, which uses a softmax activation function.
The final fully connected layer will output probabilities that the input image belongs to the "crack" class and the "no-crack" class, respectively. Everywhere else, the rectified linear unit (ReLU) activation function is used. Each pooling layer uses a 4 4 filter with a stride of 4. Stochastic gradient descent (SGD) is used as the optimization method, with a learning rate of 0.001. SGD is an optimization technique that is used in the back-propagation process to optimize the weights within the network. SGD is described mathematically as
where is the parameter being optimized, is the learning rate, J is the objective function, x (i) is sample i, and y (i) is label i.
Once a model is constructed using a chromosome, the model is trained on a set of training data. The training data set has been labeled manually as either belonging to the "crack class" or to the "no-crack"
class. Example of images from both classes can be seen in Figure 15 .
The training data consist of 3,000 images: 1,500 crack images, and 1,500 no-crack images. Each network is then given 30 epochs of training time to back-propagate and the epoch displaying the highest training accuracy is kept, so that any decrease in network performance or errors will not be accidentally incorporated into the evolution process.
Once a network is constructed, its fitness is evaluated for use in selection in the GA. The fitness function used by the GA is simply the classification accuracy of the constructed network. Each individual in the network is evaluated on 600 test images, 300 containing cracks, and 300 not containing cracks. The accuracy of a constructed network is represented as a decimal in [0, 1], and can be described as
where c is correct classifications, t is total classifications, and f is fitness.
The method detailed here is then allowed to evolve using the ( , )
algorithm, which is a special version of the canonical GA. In this evolutionary strategy, parents are generated each generation and then individuals are chosen from the parents and offspring to continue on to F I G U R E 1 5 Images from the "crack" training data (top), and images from the "no-crack" training data (bottom) the next generation. This algorithm is run for 10 times, for 10 generations each run, with a population size of 30. The results of the best CNN structure found through the evolution process can be seen in Table 2 .
The CNN is then used in a sliding window approach along the input
TA B L E 2
The results from the best CNN structure obtained from the evolution process after classifying 10 test images split into 256 pixel by 256 pixel subimages. The total number of subimages classified was 4,880
Correct classifications 4,586

Incorrect classifications 294
Accuracy 0.94
False positives 280
False negatives 14
image. The output of the CNN is an image where only areas containing cracks remain. An example of the CNN output can be seen in Figure 16 .
Local edge detection
After the CNN is applied to concrete surface images, the Canny edge detection algorithm is used locally in areas that the CNN classified as containing cracks. The Canny edge detection method was first proposed in 1986 and remains an easy to implement algorithm that has been used in many applications (Canny, 1986) . This edge detection method is used to locate cracks in the local areas. Because of the wide use of the Canny edge detection algorithm, only an overview is provided here, and interested readers can consult the original for more information on the method.
F I G U R E 1 6 Input frames (left), and output images from the CNN after classification (right)
The first step of the Canny method is to smooth each of the input images via convolution with a Gaussian mask (filter), which serves to remove noise from the image that can propagate through later steps and affect the success of the edge detection method. A horizontal filter, vertical filter, and two diagonal filters are applied to an input image to get horizontal, vertical, and diagonal edges. Then the gradient and direction are calculated, as can be seen in Equations 9 and 10.
where G 
NDE SENSOR FUSION
In this section, we propose an inspection framework based on NDE sensor data fusion. To reduce inspection time, the robot needs to decide in which area it can perform a fast inspection (using less sensors) and which area requires an in-depth inspection (using all available sensors).
One of the primary contributions of the proposed method is that it fuses sensor data to minimize inspection time. Of the sensors on the robotic platform, three are used for inspection: the camera, GPR, and the ER sensor. Of these three sensors, ER takes the most time to deploy. The robot first needs to stop and spray water on the concrete (inspected spot) to create a conductive environment, and then deploy the ER sensors to collect data. This process means it may not be viable to deploy the ER sensor everywhere in an inspection area. Through deploying the camera and GPR unit, it is possible to eliminate a majority of the inspection time that would result in using the ER sensor everywhere in the inspection area.
The crack map generated from the camera data, and the condition map generated from the GPR data can be fused into an ER deployment map so that the ER sensor is only deployed in areas where it is needed to ascertain the condition of the inspection area, and not everywhere.
Sensor fusion is a technique for improving the results of data from an individual sensor through combining it with data from another sensor.
This technique is used for many types of sensors and data (Duraisamy, Bertolucci, Loehlein, & Schwarz, 2016; Romero, Borges, Elfes, & Pfrunder, 2016; Tanzmeister & Steyer, 2016; Zhang, Zhong, Wu, & Qian, 2016) . Although GPR data for condition mapping has not been fused with camera data for crack detection, research on fusing GPR data with other sensors does exist (Boubaki, Saintenoy, & Tucholka, 2011; Larionova, Marques, & Almeida, 2006; Nath & Bhuiyan, 2007) , and research on fusion of other NDE sensors also exists (Heideklang & Shokouhi, 2013; Khan, Ramuhalli, & Dass, 2011; Tian, Sophian, Taylor, & Rudlin, 2005; Lu & Michaels, 2009 ).
In our proposed method, sensor fusion is accomplished through use of a confidence matrix. This matrix, M d , can be seen in Equation 11.
Equation 11 shows the decision matrix where the first row is the case where the condition map is green in the given area, the second row is the case where the condition map is yellow in the given area, and the third row is the case where the decision map is red in the given area. The first column of the decision matrix represents the case where there are cracks present in the corresponding area of the crack map, and the second column represents the case where there are no cracks present in the corresponding area of the crack map.
The explanation for the matrix in Equation 11 is that GPR serves as the primary source of information about the area that is being This decision matrix is applied across the inspection area by splitting the area into equally sized cells and making a decision on a cell by cell basis as to whether the ER sensor should be deployed.
In Equation 12, represents an adjustable weight that is a value greater than 1, which can be increased to place more importance on the cracks in the crack map.
In Equation 13, I C (i, j) is the intensity value at pixel (i, j) in the crack map, where i and j both go from 1 to N. These values are summed across the entire cell, which gives the total amount of cracks in that cell, C.
In Equation 14, IA represents the average intensity value of each cell, C, across the entirety of the inspection area, IA, where M is the number of cells in the inspection area. 
CONCLUSIONS
In this paper, a robotic system was developed for civil infrastructure inspection using the proposed NDE sensor fusion method. The robotic system is equipped with multiple NDE sensors, including a GPR sensor, ER sensors, and a camera. The data collected from these sensors is fused to reduce inspection time through only deploying the time intensive ER sensors in the necessary areas. The robotic system is capable of both indoor and outdoor navigation, which allows it to navigate regardless of the ability to get a GPS signal. The proposed fusion method is validated through two sets of test data, both of which show the greatly reduced inspection time as a result of the proposed method.
The results indicate a correlation between cracks in the concrete surface and the attenuation level in the reinforced concrete. This shows in the ER deployment map, where only the areas that show some correlation between the crack data and GPR data are inspected using the ER sensor. The proposed method was a valuable experiment in ways to reduce the time required to perform complete inspections of civil infrastructure.
In the future, we intend to integrate a thermal sensor on the robotic system to decrease the inspection time even more by offering an additional input to the NDE data driven processes. This will require an extension of the proposed sensor fusion method. We also intend to implement path planning based on the output of the sensor fusion process, which will allow the robot to complete the entire inspection process autonomously, including the planning of its path across the inspection area to deploy the ER sensors where necessary. We have considered one way of accomplishing this, which is through the use of a belief-based system, modeled by partially observable Markov decision processes. Such an improvement on our system could greatly improve on the overall inspection quality and the time required to perform the inspection.
