Introduction
Spectral theory and scattering theory on non-compact manifolds with ends of various shapes have had a huge influence on mathematics and physics. One important and extensively studied family consists of manifolds with hyperbolic cusps. These manifolds first appeared in mathematics in the context of number theory as quotients of the upper half plane by arithmetic lattices. It was discovered that the spectral theory on such constant negative curvature surfaces is equivalent to the theory of automorphic functions and that their scattering theory may be used to meromorphically continue Eisenstein series [12, 8] . Later, methods of scattering theory were applied to the more general case of manifolds with hyperbolic cusps that are of negative curvature outside a compact set [8, 9, 11] . The continuous spectrum of the Laplace operator on such manifolds is known to be [1/4, ∞) and its generalized eigenfunctions are given by the meromorphically continued generalized Eisenstein functions. The multiplicity of the continuous spectrum is constant and equals the number of cusps. Another important family of examples are manifolds with cylindrical ends. The spectral theory and scattering theory of Dirac type operators on such manifolds plays an important role in the Atiyah Patodi Singer index theorem [2] and scattering theory can be successfully applied to describe the spectral subspaces explicitly [10] . In addition, manifolds with cylindrical ends serve as models for waveguides and their scattering has thus also been studied recently [7] . The continuous spectrum of the Laplace operator on functions for a manifold with cylindrical end is [0, ∞); its multiplicity at λ 2 > 0 is the number of eigenvalues of the Laplace operator on the boundary that are smaller than λ 2 . In this paper we are interested in manifolds with cusp-like singularities that can be thought of as interpolating between these two cases. Let (N, h) be a closed oriented Riemannian manifold and endow the product M 1 = [1, ∞) × N with the warped product metric g = dx
where a is a fixed positive constant. As x becomes larger the distance between the points (x, p) and (x, q) becomes smaller and thus geometrically this manifold will look like a cusp. We will refer to such manifolds as generalized cusps. A manifold with generalized cusp is a Riemannian manifold (M, g) that can be decomposed as
where M 0 is a compact Riemannian manifold with boundary N and M 1 is a generalized cusp over N.
Manifolds with such generalized cusp have been studied by Sylvain Golenia and Sergiou Moroianu [5] , and Francesca Antoci [1] . The essential spectrum of the Laplace operator on p-forms is known precisely, as is its multiplicity. The methods used in [5, 1] are non-explicit and somewhat more general than ours, as they apply also to metrics that are perturbed within some bounds on the cusps. The aim of this paper is to describe the structure of the continuous spectrum and the behavior of the generalized eigenfunctions explicitly and in more detail in the unperturbed case than is possible through the more general methods of [5] and [1] . In particular we construct a meromorphic continuation of the scattering matrix and the resolvent and we find the asymptotic expansion of the generalized eigenfunctions. This gives important additional control over the continuous spectrum. We also show that the scattering matrix satisfies a functional equation analogous to the one for hyperbolic cusps and cylindrical ends. This functional equation allows one to analytically continue the scattering matrix from the physical sheet to the logarithmic cover and has a more complicated structure than in the above mentioned simpler cases. Whereas some of our results are similar in nature to the cases of hyperbolic cusps and manifolds with cylindrical ends, it is interesting to note that some features of spectral theory on the generalized cusps are quite different. For instance for generic values of a zero is a branching point of infinite order for both resolvent and scattering matrix. This is in contrast to the cases of hyperbolic cusps and cylinders, where only quadratic branching points appear.
The paper is organized as follows. In Section 2 we discuss in detail the spectral theory of the p-form Laplace operator ∆ c,p on the cusp M 1 = [1, ∞) × N with Dirichlet boundary conditions imposed at the boundary, δ(M 1 ) = {x = 1}. First, we prove that the distributional kernel of the resolvent (∆ c,p − λ 2 ) −1 continues meromorphically as a single valued function to the logarithmic cover of C − {0} with parameter z, where e 2z = λ 2 ∈ [0, ∞) is the original spectral parameter. Then, using separation of variables we explicitly determine the continuous spectral subspace for this case, as well as the generalized eigensections. In Section 3 we apply standard techniques from stationary scattering theory to prove that the kernel of the resolvent of the Laplacian on a manifold with generalized cusp ends admits a meromorphic continuation to the same Riemann surface as the kernel of the resolvent on a cusp for the Laplacian with Dirichlet boundary conditions. This allows us to explicitly determine the form of the generalized eigensections for a manifold with generalized cusps.
Suppose H p (N) is the space of harmonic p-forms on N. Our first main result is the following.
× N be an n-dimensional manifold with generalized cusp, with metric on the cusp given by dx 2 + x −2a h, a > 0. Let H p (N) be the space of square integrable harmonic p-forms on N, and ∆ M,p be the Laplace operator acting on smooth p-forms on M. For any (θ,θ) ∈ H p (N) ⊕ H p−1 (N) and any z ∈ C, there exists a p-form E z (y, θ,θ) on M, called the u = e z generalized eigenform of ∆ p , with the following properties 1) E z (y, θ,θ) is smooth in y ∈ M and meromorphic in z ∈ C. 2) (∆ M,p − e z I)E z (y, θ,θ) = 0 for any y ∈ M and z ∈ C. 3) For y = (x, ζ) ∈ [1, ∞) × N and z ∈ C, there is an expansion of the form
where H
bp and H (2) bp are the Hankel functions of the first and second kind, respectively, of order
is a linear endomorphism, meromorphic in z ∈ C, called the (stationary) scattering matrix associated to E z (y, θ,θ). The tail term in the expansion satisfies the estimate
where µ > 0 is the square root of the smallest nonzero eigenvalue of the p-form Laplacian of the boundary N. Finally, E z (y, θ,θ), C p,z and Ψ z (y, θ,θ) are uniquely determined by the above properties.
Our results imply that the absolutely continuous subspace of the Laplace operator on p-form coincides with the closure of the span
and the forms E z (x, θ,θ) are indeed generalized λ = e z -eigenforms for the Laplacian over M in the sense that
Thus this theorem gives the spectral decomposition of the restriction of ∆ p to its absolutely continuous subspace.
In Section 4 we show that the scattering matrix C p,z defined in the previous theorem is unitary, and satisfies a functional equation and a certain commutation relation with the Hodge star operator. These results are summarized in our second main theorem: Theorem 1.2. Let C p,z be the scattering matrix defined in the previous theorem. For any z ∈ C, we have that
, then the scattering matrix satisfies the following functional equation
Also, if * N is the Hodge star operator on the boundary N, the commutation relation
holds for all p ≤ n−1 2
.
If e 2πibp = −1, then this is the scattering relation for the cylinder: C p,z • C p,z−2πi = I. This implies that the stationary scattering matrix descends meromorphically to the double cover of the punctured plane. We get this reduction when p = (n − 1)/2, a is an even integer, or when a is an integer and n − 1 is even. The parity n−1, which can be interpreted as the dimension of the cross section, N, is known in the case of hyperbolic-type cusps (e.g. in [6] ) to relate to the existence of an L 2 parametrix for the Laplacian. In recent work, the first author and D. Grieser have developed a pseudodifferential operator framework that permits the construction of parametrices for the Laplacian on the manifolds considered in this paper in the special case when a ∈ N. Whereas the functional equation clearly simplifies in the case when a is an integer the general formulas show even an analytic dependence on a. It is thus natural to ask if a more general pseudodifferential operator calculus would be suitable to tackle problems such as the generalized cusp and which then allows to incorporate and reflect the analytic properties of the Hankel functions near zero. Our analysis would be an important test case for such a calculus.
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2 Geometry and spectral theory on the generalized cusp
Suppose as before that N is a closed Riemannian manifold and M 1 = [1, ∞) × N is endowed with the warped product metric
where a > 0 is fixed. The spectral decomposition of the Laplace operator on pforms on such a manifold can be determined using separation of variables. We work with the Friedrichs extension, ∆ c,p , of the operator ∆ p on the space of smooth compactly supported forms on the cusp:
. By standard arguments, this corresponds to the Laplacian with Dirichlet boundary conditions at the boundary {1} × N.
Any smooth differential form ω ∈ Ω p (M 1 ) on M 1 can be written uniquely as
where ω 1 is a smooth family of p-forms on N and ω 2 is a smooth family of (p − 1)-forms on N. This gives a decomposition
where⊗ is the injective tensor product of the nuclear topological vector spaces. On the level of Hilbert spaces we have
where the tensor product symbol denotes the tensor product of Hilbert spaces and
Further, for each p and each eigenvalue 
and for each pair of {ψ
We additionally define the spaces of "fibre harmonic forms"
then we have the decomposition:
It is straightforward to show that the subspaces
′ are invariant subspaces for ∆ c,p in the sense of its associated quadratic form; consequently, all spectral projections of ∆ c,p leave these direct summands invariant.
Let γ p = a(n − 2p − 1) and set
The Laplacian takes the following forms on the subspaces above:
and
The spectral theorem for generalized cusps
We obtain the following Theorem 2.1. The absolutely continuous spectral subspace of ∆ c,p is
In particular the spectrum of ∆ c,p restricted to (H
′ is purely discrete. Thus, the resolvent (∆ c,p − λ 2 ) −1 on the discrete spectral subspace is a meromorphic family of compact operators on (H
Proof. To show that the spectrum of ∆ c,p restricted to
′ is absolutely continuous, we first note from Equation (6) that the operator ∆ c,p − λ 2 decouples completely on this space, since the operators D p and U are both diagonal. Thus it suffices to consider how ∆ c,p acts on a form α i (x)θ i or a form dx ∧ β iθi (x). We may transform the eigen-equation in these cases using the changes of variables
, where
Then divide the f i equation by −x bp and the g i equation by −x b p−1 . This turns the eigenform equations for α i and β i into transformed Bessel equations:
Thus for any
where
is the cylinder function of order b (see Appendix). This shows that the multiplicity of the continuous spectrum of
) (see also [5] ). Showing that the resolvent for the Laplacian on (
⊥ extends meromorphically to C as a bounded family is equivalent to showing that its spectrum on this subspace is discrete. We will show this by showing that the spectrum of ∆ c,p restricted to V ′ is discrete and that the first eigenvalues on these subspaces tend to infinity as i → ∞. Note that both operators are of the form
U where C ≥ 0 is a constant. We know that x 2a → +∞ as x → ∞, so the operator D p + µ i x 2a is effectively the Laplacian plus a potential that grows at infinity. Reflecting through x = 1, we reduce to the standard theory (see, e.g. [14] , vol. 4), to show the operator has compact resolvent and discrete spectrum. Further, since V i (x) is relatively form-bounded with respect to D p + µ i x 2a , we also have that ∆ c,p restricted to both V 
is easily seen to be bounded from below by µ i − C ′ √ µ i for some C ′ > 0 and all x ≥ 1. Therefore, also the lowest eigenvalue of
Using the properties of the Weber transform of order b, W b (see appendix), we can refine the description of the absolutely continuous part of the spectrum of ∆ c,p to a spectral theorem.
dλ.
The spectrum of ∆ c,p can be decomposed as:
Finally, restricted to H ac , ∆ c,p has the following spectral decomposition:
Meromorphic extension of the resolvent
Using the spectral decomposition from Theorem 2.2 and the definition of the Weber transform, we get an explicit formula for the kernel of (∆ c,p − u) −1 on its absolutely continuous subspace in terms of the Bessel functions Y b and J b . To do this, for u ∈ C \ [0, ∞), note that we have
If we let
, and assume that α, β ∈ C ∞ 0 ([1, ∞)), then this becomes:
Now formally define the distribution
where this formula is to be understood through Equation (10) We can use Equation (11) 
and ℑ(z) ∈ (0, 2π) (i.e., z in the "physical sheet") we have that R z (αθ + dx ∧ βθ) is given by equation (11),where e z = u. Because ∆ c,p restricted to (H p ac ) ⊥ has discrete spectrum, its resolvent family can also be lifted trivially to the logarithmic cover. Thus, putting the two families together yields an extension of the resolvent family for the entire operator ∆ c,p to the logarithmic cover.
We first define the weighted L 2 spaces by
We next substitute e s = λ and e z = u to lift the function
We can now use the facts about Bessel functions to further extend m b to functioñ
which is meromorphic in s and z. First, for any x, the cylinder function G b (λ, x) extends meromorphically to C in λ. Second, the Bessel functions J b and Y b have meromorphic extensionsJ b andỸ b to the logarithmic cover of C\{0} as described in the Appendix. Recall finally the relationship between Bessel functions and Hankel functions:
Thus all together, for fixed z ∈ C, m b is meromorphic in s with simple poles where e 2s = λ 2 = u = e z , namely at s ∈ { z 2 + πik | k ∈ Z}, and also with poles
which is the set of combined zeros of the first and second Hankel functions of order b.
For ℑ(z) ∈ (0, 2π), we can change variables in equation (11) to get
Since all we have done is change variables, we have as desired that
for z in the physical sheet. In fact, the right hand side of Equation (13) makes sense for e z / ∈ R, that is for any z with ℑ(z) = 2πk. However, the families of operators so defined on the various sheets of the cover, ℑ(z) ∈ (2πk, 2π(k + 1)), do not fit together into a meromorphic family on all of C. Instead, to define a meromorphic family in z on the logarithmic cover, we use the following procedure, as in [16] .
Take a value of z in the physical sheet with ℑ(z) near 0. Then instead of integrating along R, we may choose to integrate along a path Γ which is the same as the real axis except near ℜ(z)/2, where it dips below the axis a bit (but remains above −πi/2). Then these two integrals differ by a sum of the poles of e sm b (s, z, x, t) between Γ and R, which will be a set of zeros of Hankel functions, so we have
with the integral kernel
where (Γ) denotes the region enclosed between Γ and the real axis. Further, this formula still makes sense for z ′ near z, but with ℑ(z) ≤ 0, since moving from z to just below the real axis doesn't cause any of the poles associated to z, {z/2 + πik | k ∈ Z}, to cross Γ.
We may continue in this way to extend the resolvent to the entire logarithmic cover of C \ {0} using Equation (14) by shifting the contour of integration in appropriate ways as we go, that is, so that Γ follows the real axis except near ℜz/2, where it loops up (or down) between . Note, however, that there is no single contour that will work for all z ∈ C.
We claim that this family of operators is the meromorphic extension we seek. First we need to check that Q bp,k,P,z ∈ L(H p H,+ , H p H,− ) for all z / ∈ Z bp . Then we need to show that all of its derivatives in z are also in this family of bounded operators. We do the first step and start the second by checking that a larger family of similar operators is contained in L(H p H,+ , H p H,− ), where this larger family will contain the derivatives in z of R z (∆ c,p ). We obtain the larger family by replacingm b in the construction above with a functioñ
where k ∈ N and P is a polynomial whose degree in e s is ≤ 2k − 1 and which has no factors in common with e 2s − e z . Note that when P (e s , e z ) = e s and k = 1, we have Q bp,1,e s ,z = R z (∆ c,p ) in the physical sheet. Lemma 2.3. For P and Γ as above, and for z / ∈ Z bp , the operator Q bp,k,P,z defined by substitutingm bp,k,P in Equation (14) is an element of L(H Proof. For simplicity, we will prove this for only the first and third terms of Equation 14 as the proof for the second and fourth terms is similar. So let θ be a unit harmonic p-form on N. Fix z / ∈ Z bp and choose a contour Γ as above to separate z/2 and z/2 − πi. We will initially consider only the case that ℑ(z) = 2lπi for any l ∈ Z. The proof without this assumption is essentially the same as below, and we will discuss it briefly at the end. Then we will prove the lemma by showing that forw =αθ ∈ H H,− and w = αθ ∈ H H,+ , we have
From the metric on Ω p (M 1 ) and the definition of H H,− , we have
Using the Cauchy Residue Theorem and Fubini's Theorem and using λ = e s , for
where for simplicity we write b instead of b p . We will bound the inner product of w with these pieces one at a time.
First consider the inner product with the first term, (15) . This is bounded by
Using the asymptotics of the Bessel functions as λ → 0 in [0, ∞) as recalled in the Appendix (40), (41), we get for λ, x ≥ 1 that:
Thus the integral above can be bounded by
Similarly, using the asymptotics of the Bessel functions as λ → ∞ in R (39), we get for λ, x, t ≥ 1 that
Thus the second term, (16) , inner product withw is bounded by:
and this last integral is finite since the degree in λ is ≤ −2. Finally, we can calculate the residue of e sm bp (s, z, x, t) at z/2+ijπ for 1 ≤ j ≤ l where ℑ(z) ∈ (2lπi, 2(l + 1)πi) as
. If k = 1, then the inner product of the third term, (17) withw is bounded by:
where the x integral above converges since for x ≥ 1 and ℜ(z) > −∞, we have
This is a messy expression, but it is bounded by a polynomial in x and t, so the above argument still holds. Thus overall we have the bounds we require. In the event that ℑ(z) = 2lπ for some l ∈ Z, we only have to change the proof above by replacing the two integrals in λ, from 0 to 1 and 1 to ∞, with three integrals, from 0 to x 0 and x 1 to ∞ and a middle integral along a path that starts at x 0 , loops just a bit above the real axis, and comes back down at x 1 to avoid hitting ℑ(z)/2 − lπi. The bounds for this middle integral can be treated similarly, see [15] for details. Now we will prove that all derivatives in z of R z (∆ c,p ) restricted to the absolutely continuous subspace are also bounded operators in the same space. Proof. First, for z ′ near z / ∈ H n,p , the operator
by Lemma 2.3. We can show that as z ′ → z, this converges strongly to Q b,k,P,z , where P (e s , e z , e z ′ ) = e s e z and k = 2, which is also in L(H H,+ , H H,− ) by Lemma 2.3. To show this, we need to consider the bound c(z, z ′ , b p ) on the operator
as z ′ → z. Lemma 2.3 is also applicable in this case, and the bound goes to zero when z ′ → z. This involves similar bounds to those in Lemma 2.3. Thus as desired, for z / ∈ H n,p ,
and if we continue with the higher order derivatives, Lemma 2.3 is still applicable, so the family Q b,1,e s ,z is holomorphic at z. Second, we can show that at z 0 ∈ H n,p , the family Q b,1,e s ,z has a simple pole. By assuming without loss of generality that z 0 / ∈ Z b p−1 −1 , when z → z 0 , then in the expression (z − z 0 )Q b,1,e s ,z , the only term that does not converge to zero is
ν form a fundamental set, the pole of the above expression (without the term z − z 0 ) comes from the term 1/(e 2s − e z ) that appears in the kernel, and it is simple.
Spectral theory for manifolds with generalized cusps
We can use the description and properties of the extension R z (∆ c ) of the resolvent on the cusp end (∆ c := p ∆ c,p ) to prove that the resolvent operator for the Laplacian ∆ M on all of M also extends meromorphically to the logarithmic cover of C \ {0}. We can then construct generalized eigenfunctions for ∆ M and study properties of the stationary scattering matrix for M. To extend the resolvent, we essentially compare the Laplacian on M with weighted L 2 boundary conditions to the Laplacian on M with the same boundary conditions at x = ∞, but with an additional Dirichlet boundary condition at x = 1. We keep denoting this last Laplacian by ∆ c .
We first obtain the following theorem:
Theorem 3.1. The essential spectra of ∆ M and ∆ c coincide, and the resolvent of ∆ M has a meromorphic continuation from the physical sheet to the logarithmic cover with values in L(H + , H − ), where
Proof. The proof uses the following construction of the resolvent on M. We glue the resolvent family of ∆ c to the one for ∆ M 0 , with Dirichlet conditions at x = 1 (lifted to the logarithmic cover), with smooth cutoffs to make it act on all L 2 forms on M. Let χ (α,β) (x) be a smooth cutoff function on R that is zero for x ≥ β and 1 for x ≤ α. Define
It is straightforward that this is now a meromorphic function on C with values in L(H + , H − ) with simple poles and residues that are finite rank operators. Moreover, on the physical sheet the resolvent family of ∆ M can be expressed as
where χ (1/8,1/4) ).
Now note that
Also note that the distance from the support of χ 1 to the support of ∇(χ 2 ) (and thus also to the support of [χ 2 , ∆]) is greater than 1/8, as is the distance of the support of χ 3 to the support of ∇(χ 4 ) (and thus also to the support of [χ 4 , ∆]). Now we get
The integral kernel associated to T z will thus be
where K z,M 0 and K z,c (x, y) are the integral kernels for R z (∆ M 0 ) and R z (∆ c ), respectively. Since the support in x and the support in y are disjoint, the support of K Tz is disjoint from the diagonal. Since T z is a pseudodifferential operator, this implies it has smooth kernel, and is a smoothing operator. We can also note that K Tz has compact support in y. Consequently, T z is a meromorphic family of compact operators. By the meromorphic Fredholm theorem, if I + T (z) is invertible at some point, then in fact (I + T z ) −1 is a meromorphic family of bounded operators in L(H − , H − ). Then the above formula will define a meromorphic continuation of R z (∆ M ) to the same domain for which R z (∆ M 0 ) is meromorphic, namely, the logarithmic cover of C − {0}.
Thus it remains only to show that For any z ∈ C and any (θ,θ) ∈ H p (N) ⊕ H p−1 (N) we can use this resolvent extension to construct a generalized e z -eigenforms for ∆ M , which we will denote by E z (y, θ,θ). Recall that on the cusp, the kernel of (∆ p − u) on fibre-harmonic forms with no boundary conditions imposed is spanned by forms
where θ is any harmonic p-form on N andθ is any harmonic p − 1-form. We can choose a new basis using Hankel functions instead. We can also express these in terms of the variable e z = u.
Note that when z is in the physical sheet, the H (1) basis functions are in L 2 at infinity, and the H (2) basis functions are not, as can be observed from the Hankel asymptotics with complex argument recalled in the appendix. Now we may define the generalized eigenforms on M. Define a cutoff function χ ∈ C ∞ (R), such that χ(x) = 0 if x < 1 and χ(x) = 1 if x > 1 + ε, for some ε > 0 sufficiently small. Set
This form satisfies (∆ c,p − e z )ω χ = 0 for x > 1 + ǫ, although the form without the cutoff would not satisfy the Dirichlet boundary conditions of ∆ c,p . Then for z in the logarithmic cover, define a p-form on M by:
Since (∆ M − e z I)ω χ = 0 for x > 1 + ε, we have that (∆ M − e z I)ω χ is compactly supported, so it is in the domain of the resolvent R λ (∆ M ), and E z,χ (y, θ,θ) is well defined. The p-form E z,χ (y, θ,θ) is a generalized e z -eigenform for ∆ M because by construction, E z,χ (y, θ,θ) is smooth over M and meromorphic over C. Since R z (∆ M ) is the right inverse of (∆ M − e z I) −1 for z in the physical sheet, we have
in this region, and so by the meromorphicity of E z,χ (y, θ,θ) over z, we have that (∆ M − e z I)E z,χ (y, θ,θ) = 0 for all z ∈ C. By our choice of second Hankel functions in the definition, for z in the physical sheet, i.e. 0 ≤ ℑz < π, we have that
The extension of the resolvent, R z (∆ M ) is only the left inverse of (∆ M − e z I) for L 2 forms, so the family E z,χ (y, θ,θ) is not identically zero in this region. This completes the proof of parts (1) and (2) of Theorem 1.1.
We can notice several properties of this family E z,χ (y, θ,θ). First, the family E z,χ (y, θ,θ) does not depend on the choice of cutoff function χ in the definition. To see this, consider the difference for two different choices of χ:
When e z / ∈ [0, ∞), we have that ∆E = e z E and that E ∈ L 2 (M, ∧ p T * M), which implies that E = 0. Then by the meromorphic dependence of E over z, we get that E = 0 everywhere in C. Thus we may simply write
for any choice of χ.
Second, for z in the physical sheet, E z (y, θ,θ) differs from ω χ on the cusp by an L 2 form. This is because
and on the physical sheet, R z is a bounded map on L 2 forms, and (∆ − e z I)ω χ is smooth and compactly supported. Since for such z, the basis elements involving Hankel functions H (1) b (w) form a fundamental system for the Laplacian on the cusp acting on L 2 fibre harmonic forms, we obtain an expansion on the cusp for E z ((x, ζ) , θ,θ) for x > 1 + ε of the form:
and where C p,z ,C p−1,z are endomorphisms on the spaces H p (N) and
This allows us to define the stationary scattering operator for ∆ M at z. The endomorphisms C p,z andC p−1,z are the components of the stationary scattering matrix, C p of Theorem 1.1. They are uniquely determined by the choice of the solution H (2) b (z) to define ω χ in Equation (19). Note that since ε in definition 19 can be arbitrarily small, and since E z (y, θ,θ) is independent of χ, the expansion (20) holds for x > 1. By construction, C p,z andC p−1,z are meromorphic in z, and comparing E z (y, ηθ,θ)/η and E z (y, θ,θ) for η ∈ C, η = 0, we see by uniqueness of the expansion that C p,z is linear, and by a similar argument thatC p−1,z also is.
All that remains to show of (3) in Theorem 1.1 is that that the tail term Ψ z (y, θ,θ) in the expansion of E z (y, θ,θ) is not merely in L 2 , but in fact decays exponentially in x on the cusp for any z ∈ C. Since
it suffices to show that Ψ z,d,δ (y, θ,θ) and Ψ z,δ,d (y, θ,θ) both decay exponentially in x on the cusp. We prove this for the term Ψ z,d,δ (y, θ,θ), since the proof for the second term is similar, but in fact easier as the equations for this term decouple.
The form Ψ z,d,δ (y, θ,θ) satisfies the eigenvalue equation for ∆| M 1 , so by the decomposition in Section 2, if we set Ψ z,d,δ ((x, ζ), θ,θ) = i α i φ i + dx ∧ β iψ i , and apply the transformation α i (x) = x γp/2 w i (x) and β i (x) = x γ p−1 /2 h i (x), we get that w i and h i satisfy the system:
). Then we get the equivalent first order system
The eigenvalues of A i , indexed by j, and their corresponding eigenvectors are given by 
If we explicitly calculate the Hilbert-Schmidt norm of the matrix S
. Hence, if we apply the transformation t = x a+1 /a + 1 to (25), we obtain
where the Hilbert-Schmidt norm of K i goes to zero when t → ∞. We can now use the following theorem from [13] Theorem 3.2. (Perron) Consider the first order n-dimensional system
where Y (t) is a column vector and B, K(t) are (possible complex valued) matrixes such that B is independent of t, and the Hilbert-Schmidt norm of K(t) goes to zero when t → ∞ (almost diagonal system). Then, the system has n independent solutions Y i , i ∈ {1, ..., n} such that if |Y i | is the length of the vector Y i , then
where ρ i = ℜλ i , and λ i are the n eigenvalues of B.
From the above theorem, we obtain a system of solutions (w
for k = 1, 2 and any ǫ > 0 with some constant c δ depending on δ. The system (21) can also be written as
The differential operator L can be made self-adjoint by imposing Dirichlet boundary conditions at x = 1. It then becomes an operator with compact resolvent.
−1 f will, for large x, be a solution to (21) that is square integrable and depends meromorphically on z. This solution can be chosen to construct a fundamental system satisfying the above estimates that depends meromorphically on z. By meromorphicity of E z (θ,θ), w i and h i depend meromorphically on z. When z is in the physical sheet,
, which implies w i and h i are both in L 2 ([1, ∞), dx). If we then expand (h i , w i ) in terms of the fundamental system of solutions, the coefficients depend mermorphically on z. The coefficients in front of the exponentially increasing terms vanish for z in the physical sheet. They therefore have to vanish everywhere. Thus h i (x), w i (x) must be O(e +ǫ)x a+1 ) and
+ǫ)x a+1 ) for all z. Using a similar argument for the term Ψ z,δ,d (y, θ,θ), we get the following bound on the tail term on the cusp
The proof of theorem 1.1 is then completed by the following lemma.
Lemma 3.3. The generalized eigenfunction satisfies the relation
and moreover C p,z =C p,z , for any z ∈ C.
Additional properties of the stationary scattering matrix
The stationary scattering matrix C p,z of Theorem 1.1 has properties similar to the scattering matrices in the cusp case, but with some interesting differences. In this section, we use the rest of Theorem 1.1 in order to explore these properties. In particular, we prove that C p,z is a unitary endomorphism and find its functional equation. The main idea for the proof of the unitarity is the well known behavior of E z (y, θ,θ) at infinity along the cusp of M. For the functional equation, the proof is based on the uniqueness from Theorem 1.1. Finally, we can use this uniqueness to find the commutation relation between C p,z and the Hodge star operator. The results of this section are recorded in the introduction as Theorem 1.2. We begin with the unitarity claim in Theorem 1.2. Consider the manifold
, for some t > 1, together with the inner product (·, ·) Mt induced by the metric g when it is restricted to M t , namely (v, w) Mt = Mtv ∧ * w, for any v, w ∈ Ω p (M t ). Since E z (y, θ, 0) is in the kernel of ∆ M − e z I, we have the following equality
For any v, w ∈ Ω p (M t ) we have the following Green's formula (see [4] )
If we apply this to the previous equation we get
Let us use the notation
bp (e z/2 x).
Then,
for x > 1. By the expression of g on the cusp and Theorem 1.1, we have
where γ p and b p are defined in Section 2. Hence, Equation (27) becomes
Since the scattering matrix is holomorphic and unitarity is a holomorphic condition, it is enough to prove unitarity in a nonempty open set. We therefore restrict the proof to the physical sheet, where Equations (37) and (38) of the appendix hold. We obtain the following asymptotic behaviors
If we take the limit of Equation (29) as t goes to infinity and use the previous asymptotic expansions, we find that all the terms in Equation (29) that contain exactly one occurence of a scattering matrix cancel out. The non mixed terms remain and are constant in t, and thus give the following relation
which proves the unitarity of C p,z and thus also of C p,z . We may note in addition the following. SinceH 
b (λx), by Theorem 1.1, on the cusp we get
bp (ez /2 x)C p,z • C p,z (θ) +Ψ ez (x, ζ), C p,z (θ), 0 .
Comparing the above equations, by using uniqueness from Theorem 1.1, we get that C p,z • C p,z (θ) =θ. Next we use the uniqueness of E z (y, θ,θ) in Theorem 1.1 to derive the functional equation for C p,z that forms the second part of Theorem 1.2. By Theorem 1.1, we find on the cusp
We have used that b p −γ p = 1−b p and 1−b n−p−1 = b p . Comparing these expansions, we get the relation * N C p,z (θ) = e 2bpπi C n−p−1 ( * N θ).
Appendix

The Weber transform
The Weber transform decomposes functions in an appropriate domain of functions on the half-line [1, ∞) in terms of cylinder functions for λ ∈ [0, ∞): for some spectral measure dµ b (λ), then when we apply B b to both sides we will get
That is, the transformation of f into its spectral coefficient function g should turn the operator B b into the multiplication operator by λ 2 . This can be made rigorous, and gives us the Weber transform. In this appendix, we will briefly recall the definition and properties of the Weber transform and its inverse. The material in this appendix is treated in greater detail in [18] and [15] .
We first define the Weber transform for smooth compactly supported functions in the "space" variable x ∈ [1, ∞) using the geometrically given measure x dx: We want to determine the correct measure for the inverse transform. For this we use the Weber Integral Formula (see section 14.52 in [18] ): 
Thus we define the inverse transform for k ∈ C ∞ 0 (0, ∞) by:
We can rewrite (32) as
for all k ∈ C ∞ 0 (0, ∞). In [17] , Titchmarsh proved the opposite composition gives the following identity. Proof. To show that the inverse transform extends to an isometry onto a subspace of L 2 ([1, ∞), x dx), it suffices to check that it is an isometry for g, k ∈ C ∞ 0 (0, ∞). This is seen as follows: For any p-formω = ω + dx ∧ω, denote by A ± pω the p-form x ±bp ω + dx ∧ x ±b p−1ω . Then we have the following additional properties describing how the Weber transform interacts with operators of relevance to this paper:
