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Abstract
We prove that bounded harmonic functions of anisotropic fractional Laplacians are Ho¨lder continuous under
mild regularity assumptions on the corresponding Le´vy measure. Under some stronger assumptions the
Green function, Poisson kernel and the harmonic functions are even differentiable of order up to three.
1 Introduction
Let d ≥ 2 be a natural number and let α ∈ (0, 2). We investigate a convolution
semigroup of nondegenerate symmetric α-stable probability measures {Pt , t >
0} on Rd with the corresponding Le´vy measure ν (for definitions see Section 2).
Each Pt has a smooth density pt. We consider the potential measure V =∫∞
0
Pt dt and the potential kernel
V (x) =
∫ ∞
0
pt(x)dt , x ∈ R
d .
We recall that V (x) = |x|α−dV (x/|x|), but the function may be infinite in
some directions ([12, pp. 148-149]). It is known that if ν is a γ-measure on S
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(see (4)) with γ > d− 2α, then V is continuous hence bounded on S (see [13,
Theorem 1]). Conversely, if V is bounded on S then ν is a (d− 2α) - measure
on S ([13, Theorem 2]).
In the present paper we study Ho¨lder continuity and differentiability of V .
In what follows we assume that ν is a γ-measure on S, see (4). We denote
κ0 = γ − (d− 2α).
We note that γ ≤ d, therefore κ0 ≤ 2α < 4. The following theorem is our
main result on the regularity of the potential kernel (for the definition of the
relevant function spaces see below).
Theorem 1 Assume that κ0 > 0. If κ0 6∈ N then the potential kernel
V (x) belongs to the local Ho¨lder space Cκ0loc(R
d \ {0}). If κ0 ∈ N then V (x) ∈
Cκ0−loc (R
d \ {0}). For every multiindex β such that 0 ≤ |β| < κ0 there exists a
constant c = c(β) such that
|DβV (x)| ≤ c|x|α−d−|β| , |x| > 0.(1)
We define operator A on smooth functions ϕ with compact support in Rd,
ϕ ∈ C∞c (R
d), by letting
Aϕ(x) =
∫
Rd
(
ϕ(x+ y)− ϕ(x)− y · ∇ϕ(x) 1|y|<1
)
ν(dy)
= lim
ε→0+
∫
|y|>ε
(ϕ(x+ y)− ϕ(x)) ν(dy) .
A is called anisotropic fractional Laplacian and it is a restriction of the in-
finitesimal generator of {Pt} [24, Example 4.1.12]. In the special case of
ν(dy) = c|y|−d−αdy we obtain the fractional Laplacian ∆α/2. For properties
of ∆α/2 and a discussion of equivalent definitions of its harmonic functions we
refer the reader to [5, 9].
Harmonic functions corresponding to A, or ν, are defined by the mean
value property with respect to an appropriate family of harmonic measures,
see Section 2. We denote
κ1 = γ − (d− α),
and we observe that κ1 = κ0 − α and κ1 ≤ α < 2.
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Theorem 2 If κ1 > 0 then there exists a constant ρ ∈ (0, κ1] such that
every function u bounded on Rd and harmonic in B(0, 1) belongs to the local
Ho¨lder space Cρloc(B(0, 1)) and
‖u‖Cρ(B(0,1−r)) ≤ cr
−ρ‖u‖∞, r ∈ (0, 1/2].(2)
If κ1 ≤ α < 1 then we can take ρ = κ1 and if κ1 > 1 then ρ ∈ (1, κ1).
In particular every bounded function harmonic in B(0, 1) is Ho¨lder contin-
uous if κ1 ∈ (0, 1] and even differentiable if κ1 > 1. We note that for α ≥ 1 an
explicit value of ρ can be obtained from Lemma 11 and (46).
Here are a few comments about the general context of our study. A primary
source of motivation for this study is the potential theory of the second order
elliptic partial differential operators. Ho¨lder continuity of harmonic functions
of the second order elliptic partial differential operators in divergence form was
proved independently in [18] and [35]. J. Moser in [34] gave another method
of the proof using Harnack’s inequality and an iteration technique that has
been later used successfully in many other situations. In these papers the
local character of the operators is crucial. Perturbations of strongly elliptic
operators by ’smaller’ nonlocal operators can also be dealt with as shown in
[32, 21, 27].
Harnack’s inequality and Ho¨lder continuity for bounded harmonic func-
tions of purely nonlocal integro-differential operators with kernels ν(x, dy)
were obtained in [2]. We note that the results of [2] were restricted to ab-
solutely continuous ν(x, dy) with densities comparable to |y − x|−d−α. The
class of considered operators then gradually extended, see [40] and [39]. In
[1] the Ho¨lder continuity is proved without the assumption that the density
exists. Instead, the measures ν(x, ·) considered in [1] satisfy some regular-
ity conditions and estimates from below. Similar, slightly weaker assump-
tions yield in [22] logarithmic modulus of continuity for harmonic functions:
|u(y)− u(x)| ≤ c‖u‖∞| log |y − x||
−ρ.
In our study, initiated in [10] (see also [11, 12, 13]), we restrict ourselves
to the translation invariant case ν(x,A) = ν(0, A − x) = ν(A − x) but we
do not generally rely on the existence of the density of the Le´vy measure ν,
and we do not assume estimates for ν from below. We thus allow for much
more anisotropy than [2, 40, 39, 1, 22]. It should be made clear that while our
study is analogous to the study of symmetric second order elliptic differential
operators with mere constant coefficients the variety of different behaviours
of the resulting fractional Laplacians makes the subject very complex and
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interesting. We believe that the study paves a way to further generalizations
in spirit of [2] and may also contribute to the general potential theory.
The main focus of the present paper are estimates of the potential kernel
V (x) (Theorem 1). This is a prominent harmonic function of A on Rd \
{0}, see [12], and results for more general harmonic functions (Theorem 2)
may be considered as consequences of such estimates. For sufficiently regular
ν and α > 1/2 we obtain the differentiability of harmonic functions which
is a new result even for absolutely continuous measures. Our methods are
mainly analytic although we use a probabilistic framework to define some of
the objects in question. We do not use Moser’s method here because the
Harnack’s inequality may not hold even if ν has a bounded density (see [12]).
We base our development on certain estimates of the derivatives of transition
densities (Lemma 3), extending some of the results of [29, 13, 44, 36, 20].
Apart from Theorem 1 and 2 we obtain here several results concerning
regularity of transition densities, Green function and Poisson kernel for the
ball (see Lemma 3, Proposition 1, Lemma 9, 10 and 17). These objects were
investigated in detail in the isotropic case ν(dy) = c|y|−d−αdy. The results
obtained include estimates of the Green function and Poisson kernel (see [28,
26, 31, 30, 6]), estimates of the derivatives of transition density and resolvent
(see [7, 29]) and gradient estimates of harmonic functions (see [8]). The main
difficulty of the present study in comparison to the isotropic case is the lack of
explicit formulas, e.g. for the Poisson kernel or the Green function for a ball.
The paper is organized as follows. Definitions and preliminaries are given
in Section 2. In Section 3 we estimate the derivatives of the transition densities
extending the estimates of the semigroup and potential kernel given in [13].
At the end of Section 3 we prove Theorem 1. The continuity estimates of
the Green function and its derivative are proved in Section 4. In Section 5
we investigate the regularity of the Poisson kernel. Theorem 2 is proved in
Section 6.
2 Preliminaries
The general references for this section are [14, 15, 16, 38, 3, 4]. Recall that
d ≥ 2 and α ∈ (0, 2). We explicitly exclude d = 1 as it leads to the well-know
rotation invariant case (for which see, e.g., [5, 9]).
For x ∈ Rd and r > 0 we let |x| =
√∑d
i=1 x
2
i and B(x, r) = {y ∈ R
d :
4
|y − x| < r}. We denote S = {x ∈ Rd : |x| = 1}. All the sets, functions and
measures considered in the sequel will be Borel. For a measure λ on Rd, |λ|
denotes its total mass. We call λ degenerate if there is a proper linear subspace
M of Rd such that supp(λ) ⊂M ; otherwise we call λ nondegenerate.
In what follows we will consider measures µ concentrated on S. We will
assume that µ is positive, finite, nondegenerate (in particular µ 6= 0), and
symmetric:
µ(D) = µ(−D) , D ⊂ S .
We will call µ the spectral measure. We let
ν(D) =
∫
S
∫ ∞
0
1D(rξ)r
−1−α drµ(dξ) , D ⊂ Rd ,(3)
where 1D is the indicator function of D. Note that ν is symmetric. It is a
Le´vy measure on Rd, i.e.
∫
Rd
min(|y|2, 1) ν(dy) <∞ .
For r > 0 and a function ϕ on Rd we consider its dilation ϕr(y) = ϕ(y/r),
and we note that ν(ϕr) = r
−αν(ϕ). In particular ν is homogeneous: ν(rB) =
r−αν(B) for B ⊂ Rd.
We consider, after [13], an auxiliary scale of smoothness for ν.
Definition 1 We say that ν is a γ-measure on S if there exists a constant
c such that
ν(B(x, r)) ≤ crγ , |x| = 1 , 0 < r < 1/2 .(4)
Since ν(drdθ) = r−1−αdrµ(dθ), it is at least a 1-measure and at most a d-
measure on S. If ν is a γ-measure with γ > 1, then µ has no atoms. Finally,
ν is a d-measure if and only if it is absolutely continuous with respect to the
Lebesgue measure and its density function is locally bounded on Rd \ {0}.
We consider the semigroup of stable probability measures {Pt, t > 0} with
the Fourier transform F(Pt)(u) = exp(−tΦ(u)), where
Φ(u) = −
∫ (
eiu·y − 1− iu · y1B(0,1)(y)
)
ν(dy)
= −
∫
(cos(u · y)− 1) ν(dy) =
pi
2 sin piα
2
Γ(1 + α)
∫
S
|u · ξ|αµ(dξ) .
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Here u · ξ denotes the usual inner product of u, ξ ∈ Rd. Since µ is finite,
homogeneous and nondegenerate,
Φ(u) = |u|αΦ(u/|u|) ≈ |u|α .(5)
We also let ν¯ = 1B(0,1)cν, and ν˜ = 1B(0,1)ν and consider the corresponding
semigroups of measures {P˜t, t ≥ 0} and {P¯t, t ≥ 0} such that
F(P¯t)(u) =
∫
eiuyP¯t(dy) = exp
(
t
∫
(cos(u · y)− 1)ν¯(dy)
)
, u ∈ Rd ,
F(P˜t)(u) = exp
(
t
∫
(cos(u · y)− 1)ν˜(dy)
)
, u ∈ Rd .(6)
We then have that
Pt = P˜t ∗ P¯t , t ≥ 0.
The measures Pt and P˜t have rapidly decreasing Fourier transform hence they
are absolutely continuous with smooth bounded densities denoted pt(x) and
p˜t(x), respectively. Of course,
pt = p˜t ∗ P¯t , t > 0.(7)
By using (5) we obtain the scaling property of {pt}:
pt(x) = k
dpkαt(kx) , x ∈ R
d, k > 0,(8)
or
pt(x) = t
−d/αp1(t
−1/αx) , x ∈ Rd .
In particular,
pt(x) ≤ ct
−d/α .(9)
If ν is a γ - measure on S then we have
p1(x) ≤ c(1 + |x|)
−α−γ ,(10)
see [13] or [44]. We define the potential measure of the semigroup {Pt}:
V(D) =
∫ ∞
0
Pt(D)dt , D ⊂ R
d .
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Since α < d, by (9), V is finite on bounded subsets of Rd. Let
V (x) =
∫ ∞
0
pt(x)dt , x ∈ R
d ,(11)
so that
V(D) =
∫
D
V (x)dx , D ⊂ Rd .
We call V (x) the potential kernel of the stable semigroup. By (8)
V (x) = |x|α−dV (x/|x|) , x 6= 0 .(12)
If ν is a γ - measure on S and γ > d − 2α then V (x) is continuous on S ([13,
Theorem 1]).
The Le´vy measure ν determines the symmetric stable Le´vy process (Xt, P
x)
with generating triplet (0, ν, 0). The transition probabilities of the process
(Xt, P
x) are P (t, x, A) = Pt(A − x), t > 0, x ∈ R
d, A ⊂ Rd, and P (0, x, A) =
1A(x). The trajectories are right continuous with left limits and the process is
strong Markov with respect to the so-called standard filtration (see, e.g., [38],
[3], or [4]).
For open U ⊂ Rd we denote τU = inf{t ≥ 0; Xt 6∈ U}, the first exit time of
U . We write ωxD for the harmonic measure of (open) D:
ωxD(A) = P
x(τD <∞ , XτD ∈ A) , x ∈ R
d , A ⊂ Rd .
By the strong Markov property
ωxD(A) =
∫
ωyD(A)ω
x
U(dy) , if U ⊂ D .(13)
We say that a function u on Rd is harmonic in open D ⊂ Rd if
u(x) = Exu(XτU ) =
∫
Uc
u(y)ωxU(dy) , x ∈ R
d,(14)
for every bounded open set U with the closure U¯ contained in D. It is called
regular harmonic in D if (14) holds for U = D. If D is unbounded then
Exu(XτD) = E
x[τD < ∞ ; u(XτD)] by a convention. Under (14) it will be
only assumed that the expectation in (14) is well defined (but not necessarily
finite). Regular harmonicity implies harmonicity, and is inherited by subsets
U ⊂ D. This follows from (13).
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We denote by pDt (x, v) the transition density of the process killed at the
first exit from D:
pDt (x, v) = p(t, x, v)− E
x[τD < t ; p(t− τD, XτD , v)] , t > 0 , x, v ∈ R
d .
Here p(t, x, v) = pt(v − x). We will assume in the sequel that D is regular:
P x[inf{t > 0 : Xt /∈ D} = 0] = 1 for x ∈ D
c (see [15, 14]). It it well-known
that pDt is symmetric: p
D
t (x, v) = p
D
t (v, x), x, v ∈ R
d (see, e.g., [16]). The
strong Markov property yields
p(t, x, v) = Ex[p(t− τD, XτD , v) ; τD < t] , x ∈ D , v ∈ D
c ,(15)
thus pDt (x, v) = 0 if x ∈ D, v ∈ D
c. We let
GD(x, v) =
∞∫
0
pDt (x, v)dt ,
and we call GD(x, v) the Green function for D. If V is continuous on R
d \ {0},
so that V (x) ≤ c|x|α−d, then the strong Markov property yields for x, v ∈ D
GD(x, v) = V (x, v)−E
xV (XτD , v) = V (x, v)−
∫
Dc
V (z, v)ωxD(dz) .(16)
Here V (x, v) = V (v − x). This holds, e.g., if ν is a γ-measure on S and
γ > d− 2α (see [13, Theorem 1]). In particular
GD(x, v) ≤ c|v − x|
α−d , x, v ∈ D.(17)
The Green function is symmetric: GD(x, v) = GD(v, x), continuous in D×D \
{(x, v) : x = v}, and it vanishes if x ∈ Dc or v ∈ Dc.
For each v ∈ Rd, V (x, v) is harmonic in x ∈ Rd \ {v}. Indeed, if x ∈ D and
dist(D, v) > 0 then by (15)
V (x, v) =
∞∫
0
Ex[p(t− τD, XτD , v); τD < t]dt = E
xV (XτD , v) .
Similarly, the Green function x 7→ GD(x, v) is harmonic in D \ {v}.
We like to note that V (x, v) may be infinite at some points x 6= v, see
Introduction. Thus harmonic functions need to be defined by the mean value
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property (14) rather then in terms of the anisotropic fractional Laplacian A.
However, if a function ϕ belongs to the domain of the infinitesimal generator
A′ of the process, which is an extension of A, and A′ϕ(x) = 0 for every x ∈ D
then ϕ is harmonic in D in the sense of (14). It follows from the fact that
ϕ(Xt)− ϕ(x)−
∫ t
0
A′ϕ(Xs)ds
is a martingale with respect to P x (see, e.g., [17]).
By Ikeda–Watanabe formula [23] we have
ωxD(A) =
∫
D
GD(x, v)ν(A− v)dv , if dist(A,D) > 0 .(18)
If the boundary of D is smooth or even Lipschitz then
ωxD(∂D) = 0 , x ∈ D ,
see ([41], [33], [45]). In this case ωxD is absolutely continuous with respect to
the Lebesgue measure on Dc. Its density function, or the Poisson kernel, is
given by the formula (see [13])
PD(x, z) =
∫
z−D
GD(x, z − v)ν(dv) , x ∈ D .(19)
Note that such D is regular, which follows from scaling and the fact that
pt(x) > 0 , x ∈ R
d (t > 0),(20)
(see [42] or [36, Lemma 5]). In particular the above considerations apply to
D = B(0, 1).
It follows from (5) that for every r > 0 and x ∈ Rd the P x distribution
of {Xt , t ≥ 0} is the same as the P
rx distribution of {r−1Xrαt , t ≥ 0}. In
consequence,
ωxD(A) = ω
rx
rD(rA) ,(21)
which we will call scaling, too. It yields that for u harmonic on D, the dilation,
ur, is harmonic on rD. A similar remark applies to translations.
Let N0 = {0, 1, 2, . . .}. For a multiindex β = (β1, . . . , βd) ∈ N
d
0 we denote
|β| = β1+ . . .+ βd. Let s ≥ 0 and s = [s] + {s} where [s] ∈ Z and {s} ∈ [0, 1).
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For every s > 0, s 6∈ N and open set D ⊂ Rd we denote by Cs(D) the Ho¨lder
space of order s (see, e.g., [43]), i.e.,
Cs(D) = {f ∈ C [s](D) : ‖f‖Cs(D) <∞}
where C0(D) denotes the set of bounded and uniformly continuous functions
on D and for n ∈ N, Cn(D) = {f : Dβf ∈ C0(D) for all |β| ≤ n}, ‖f‖Cn(D) =∑
|β|≤n ‖1D ·D
βf‖∞, and
‖f‖Cs(D) = ‖f‖C[s](D) +
∑
|β|=[s]
sup
x,y∈D
|Dβf(y)−Dβf(x)|
|y − x|{s}
.
We write f ∈ Cs−(D) if f ∈ Cs−δ for every δ ∈ (0, s]. By Csloc(D) we denote
the local Ho¨lder space, i.e. a function f belongs to Csloc(D) if f ∈ C
s(U) for
every bounded open set U with the closure U¯ contained in D.
We use c (with subscripts) to denote finite positive constants which depend
only on the measure µ and the constant γ, the dimension d and the index α.
Any additional dependence is explicitly indicated by writing, e.g., c = c(β, n).
The value of c, when used without subscripts, may change from place to place.
3 Transition density and potential kernel
We first investigate the regularity of the density of the semigroup {P˜t, t ≥ 0}
generated by the measure ν˜ = 1B(0,1)ν. Let S(R
d) denote the usual Schwarz
space of smooth rapidly decreasing functions (see, e.g., [37]).
Lemma 1 F(P˜t) ∈ S(R
d).
Proof. Let ϕ(u, y) = cos(u · y)− 1, and Φ˜(u) =
∫
ϕ(u, y)ν˜(dy), see (6), where
u = (u1, ..., ud), y = (y1, ..., yd). For every β = (β1, ..., βd) ∈ N
d
0, |β| > 0, we
have
Dβuϕ(u, y) = y
β cos(|β|)(u · y)
where yβ = yβ11 · ... ·y
βd
d and cos
(n)(θ) denotes the n-th derivative of the function
R ∋ θ→ cos(θ). Hence
|Dβuϕ(u, y)| ≤ |y|
|β|+1(|u| ∧
1
|y|
) , |β| = 1, 3, 5, . . . ,
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and
|Dβuϕ(u, y)| ≤ |y|
|β| , |β| = 2, 4, 6, . . . .
Therefore, we can change the order of differentiation and integration, obtaining
DβΦ˜(u) =
∫
Dβuϕ(u, y)ν˜(dy).
Hence
|DβΦ˜(u)| ≤ c(β)g(u), u ∈ Rd, |β| = 1, 2, 3, 4, . . . ,
where
g(u) =


1 for |β| = 2, 4, 6, . . . ,
|u| ∧ 1 for |β| = 1, 3, 5, . . . and |β| > α,
|u| ∧ |u|α−1 for |β| = 1 and α > 1,
|u| ∧ (1 + | log |u||) for |β| = α = 1.
We use the multivariable version of Faa di Bruno’s formula (see [19]) for the
function f(u) = F(P˜t)(u) = exp(tΦ˜(u)) to obtain for every k ∈ N
∂k
∂u1 . . . ∂uk
f(u) = f(u)
∑
pi∈P
∏
A∈pi
∂|A|(tΦ˜)∏
j∈A ∂uj
(u),
where P denotes the set of all partitions of the set {1, . . . , k}. The formula
is still valid if some of the variables u1, . . . , uk on the left hand side denote
the same variable and then the corresponding terms in the sum are multiply
counted. Since g(u) ≤ 1 + |u|, we get
|Dβf(u)| ≤ c(β, t)(1 + |u|)|β||f(u)| ≤ c(β, t)(1 + |u|)|β|e−c|u|
α
Lemma 1 yields that for every β ∈ Nd0 and q > 0 there exists a constant
c = c(β, q) such that
|Dβp˜1(y)| ≤ c(1 + |y|)
−q , y ∈ Rd.(22)
The proof of the following lemma is based on the ideas of the proofs of
[36, Theorem 3] and [13, Lemma 6]. In what follows we use the convention
D0 = Id.
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Lemma 2 If ν is a γ-measure then for every β ∈ Nd0 there exists a constant
c = c(β) such that
|Dβp1(y)| ≤ c(1 + |y|)
−α−γ , y ∈ Rd.
Proof. We have
p1(y) =
∫
p˜1(y − z)P¯1(dz).
Also,
Dβp1(y) =
∫
Dβ p˜1(y − z)P¯1(dz),
because P¯1 is finite and D
β p˜1 is bounded and continuous. By [13, Corollary 4]
we have
P¯1(B(y, λ)) ≤ cλ
γ(1 + λα)|y|−α−γ, y ∈ Rd, λ > 0.
Hence for q = γ + α + 1 by (22) we obtain
|Dβp1(y)| = |
∫
Rd
Dβ p˜1(y − z)P¯1(dz)|
≤
∫
Rd
|Dβ p˜1(y − z)|P¯1(dz)
≤
∫
Rd
c(β)(1 + |y − z|)−qP¯1(dz)
= c(β)
∫ 1
0
P¯1({z : (1 + |z − y|)
−q > s})ds
≤ c(β)
∫ 1
0
P¯1(B(y, s
−1/q))ds
≤ c(β)
∫ 1
0
(s−1/q)γ(1 + (s−1/q)α)|y|−γ−αds
= c(β)|y|−γ−α
[∫ 1
0
s−γ/qds+
∫ 1
0
s−(γ+α)/qds
]
= c(β)|y|−γ−α.
Since Dβp1 is bounded we also have |D
βp1(y)| ≤ c(β)(1 + |y|)
−α−γ.
We note that explicit estimates for the first derivative of the transition
density in the isotropic case of ν(dy) = c|y|−d−αdy are also given in [7, Lemma
5]. In this case we have |∇yp(1, y)| ≤ c|y|(1 + |y|)
−d−2−α.
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Lemma 3 For every β ∈ Nd0 there exists a constant c = c(β) such that for
every R > 0 we have
|Dβp1(y)−D
βp1(x)| ≤ c(1 +R)
−α−γ(|y − x| ∧ 1),(23)
provided x, y ∈ B(0, R)c , |y − x| < R/4.
Proof. By the Lagrange’s theorem we obtain
Dβp1(y)−D
βp1(x) = ∇D
βp1(x+ θ(y − x)) · (y − x),
where θ ∈ [0, 1]. If |y − x| < 1 we get by Lemma 2
|Dβp1(y)−D
βp1(x)| ≤ |∇D
βp1(x+ θ(y − x))| · |y − x|
≤ c(1 + |x+ θ(y − x)|)−α−γ|y − x|
≤ c(1 + (3/4)R)−α−γ|y − x|
≤ c(1 +R)−α−γ |y − x|.
For |y − x| ≥ 1 we have
|Dβp1(y)−D
βp1(x)| ≤ 2 sup
z∈B(0,R)c
|Dβp1(z)| ≤ c(1 +R)
−α−γ .
Proof of Theorem 1. We will first prove that for every β ∈ Nd0 such that
|β| < κ0 = γ − (d− 2α), we have
DβV (x) =
∫ ∞
0
Dβxpt(x)dt, |x| > 0.(24)
By scaling property (8) we have for every β ∈ Nd0
Dβxpt(x) = k
d+|β|(Dβxpkαt)(kx), x ∈ R
d, t > 0, k > 0.
For k = t−1/α we get by Lemma 2
|Dβxpt(x)| = t
−d−|β|
α |(Dβp1)(t
−1/αx)|
≤ c(β)t
−d−|β|
α (1 + t−1/α|x|)−α−γ, x ∈ Rd, t > 0,
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and this yields (24) and the continuity of DβV (x) for x 6= 0. Hence we have
DβV (x) =
∫ ∞
0
Dβxpt(x)dt(25)
= kd+|β|
∫ ∞
0
(Dβxpkαt)(kx)dt
= k−α+d+|β|
∫ ∞
0
(Dβxps)(kx)ds = k
−α+d+|β|(DβV )(kx),
where k > 0. This yields (1).
Let |y − x| < 1/4 and |x| > 1, |y| > 1. By scaling and Lemma 3
|Dβpt(y)−D
βpt(x)| = t
−d−|β|
α |(Dβp1)(t
−1/αy)− (Dβp1)(t
−1/αx)|
≤ t
−d−|β|
α c(1 + t−1/α)−α−γ(|t−1/αy − t−1/αx| ∧ 1)
= ct
−d−|β|−1
α (1 + t−1/α)−α−γ(|y − x| ∧ t1/α) , t > 0.
This yields
|DβV (y)−DβV (x)| ≤ c
∫ ∞
0
t
−d−|β|−1
α (1 + t−1/α)−α−γ(|y − x| ∧ t1/α)dt
= c
∫ |y−x|α
0
t
−d−|β|−1
α (1 + t−1/α)−α−γt1/αdt
+ c
∫ ∞
|y−x|α
t
−d−|β|−1
α (1 + t−1/α)−α−γ |y − x|dt
= I + II.
Let κ0 6∈ N and |β| = [κ0]. We have
I ≤ c
∫ |y−x|α
0
t
−d−|β|+α+γ
α dt = c|y − x|2α+γ−d−|β| = c|y − x|{κ0},
II ≤ c
∫ 1
|y−x|α
t
−d−|β|−1+α+γ
α |y − x|dt+ c
∫ ∞
1
t
−d−|β|−1
α |y − x|dt
≤ c(|y − x|{κ0} + |y − x|) ≤ c|y − x|{κ0}.
If |y − x| ≥ 1
4
then also we can write
|DβV (y)−DβV (x)| ≤ 2 ·
(
|y − x|
4
){κ0}
· sup
z∈B(0,1)c
|DβV (z)|.
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Therefore, by (25) we have that for every r > 0 and x, y ∈ B(0, r)c,
|DβV (y)−DβV (x)| = rα−d−|β||(DβV )(y/r)− (DβV )(x/r)|
≤ crα−d−|β|(|y − x|/r){κ0} .(26)
Thus if κ0 6∈ N then V ∈ C
κ0(B(0, r)c) for every r > 0, or V ∈ Cκ0loc(R
d \ {0}).
We now assume that κ0 ∈ N and |β| = κ0 − 1. Let |x| > 1, |y| > 1, |y − x| <
1/4. We have
I =
∫ |y−x|α
0
t
−d−|β|−1
α (1 + t−1/α)−α−γt1/αdt
≤ c
∫ |y−x|α
0
t
1−α
α dt
= c|y − x|,
and
II =
∫ ∞
|y−x|α
t
−d−|β|−1
α (1 + t−1/α)−α−γ|y − x|dt
≤ c
∫ 1
|y−x|α
t−1|y − x|dt + c
∫ ∞
1
t
−d−|β|−1
α |y − x|dt
= c|y − x|(log(
1
|y − x|
) + 1).
This yields
|DβV (y)−DβV (x)| ≤ c|y − x| log(2 +
1
|y − x|
).
If |y − x| ≥ 1
4
then we can write
|DβV (y)−DβV (x)| ≤ 16|y − x| log(2 +
1
|y − x|
) sup
z∈B(0,1)c
|DβV (z)|.
Thus, for every r > 0, x, y ∈ B(0, r)c by (25) we get
|DβV (y)−DβV (x)| = rα−d−|β||(DβV )(y/r)− (DβV )(x/r)|
≤ crα−d−|β|(|y − x|/r) log(2 +
r
|y − x|
).(27)
In particular, V (x) ∈ Cκ0−p(B(0, r)c) for every p ∈ (0, 1).
We note that if the Le´vy measure ν is absolutely continuous and has a
locally bounded density, i.e., γ = d, then κ0 = 2α and the potential kernel is
differentiable for α > 1/2 and 2α-Ho¨lder continuous for α ∈ (0, 1/2).
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4 Green function
In this section we consider the regularity of the Green function of the unit ball.
For every finite measure m we denote by Vm(x) its potential at x:
Vm(x) =
∫
Rd
V (x− z)m(dz).
In what follows for every s ∈ R we denote
[s]− =
{
[s] for s 6∈ Z,
s− 1 for s ∈ Z.
Lemma 4 Let m be a finite measure with support S and κ0 = γ−(d−2α) >
0. If κ0 6∈ N then the potential Vm(x) belongs to the local Ho¨lder space C
κ0
loc(S
c).
If κ0 ∈ N then Vm(x) ∈ C
κ0−
loc (S
c). Moreover there is c such that for every
r > 0 and |β| = [κ0]
− we have
|DβVm(y)−DβVm(x)| ≤ crα−d−|β|f
(
|y − x|
r
)
|m|,(28)
provided dist(x, S) > r, dist(y, S) > r, where
f(ρ) =
{
ρ{κ0} for κ0 6∈ N,
ρ log(2 + 1
ρ
) for κ0 ∈ N.
For every |β| < κ0 we have
|DβVm(x)| ≤ c dist(x, S)α−d−|β||m| , x ∈ Sc.(29)
Lemma 4 follows easily from Theorem 1, (26) and (27) and so we omit the
proof.
In what follows we denote B = B(0, 1).
Proposition 1 Let κ0 = γ−(d−2α) > 0. If κ0 6∈ N then for every v ∈ B
the function g(x) = GB(x, v) belongs to the local Ho¨lder space C
κ0
loc(B \ {v}).
If κ0 ∈ N then g(x) ∈ C
κ0−
loc (B \ {v}). Moreover there is c such that for every
r ∈ (0, 1) and |β| = [κ0]
− we have
|Dβg(y)−Dβg(x)| ≤ crα−d−|β|f
(
|y − x|
r
)
,(30)
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provided x, y ∈ B(0, 1− r) ∩ B(v, r)c, where
f(ρ) =
{
ρ{κ0} for κ0 6∈ N,
ρ log(2 + 1
ρ
) for κ0 ∈ N.
For every |β| < κ0 we have
|Dβg(x)| ≤ c|v − x|α−d−|β| , x 6= v, |x| < 3/4.(31)
Proof. Since supp(ωvB) ⊂ B
c the Proposition follows from (16), Theorem 1,
(26), (27) and Lemma 4.
Lemma 5 For every 0 < a < γ there exists a constant c = c(a) such that
∫
B(x,ρ)
|z − x|−aν(dz) ≤ cργ−a|x|−α−γ , x ∈ Rd \ {0}, 0 < ρ <
|x|
2
.(32)
Proof. Let x ∈ Rd \ {0}, 0 < ρ < |x|/2. Then
∫
B(x,ρ)
|z − x|−aν(dz) =
∞∑
n=0
∫
B(x,2−nρ)\B(x,2−n−1ρ)
|z − x|−aν(dz)
≤
∞∑
n=0
(2−n−1ρ)−aν(B(x, 2−nρ))
≤
∞∑
n=0
(2−n−1ρ)−a|x|−αν(B(x/|x|, 2−nρ/|x|))
≤
∞∑
n=0
(2−n−1ρ)−ac|x|−α−γ(2−nρ)γ
=
2a
1− 2a−γ
cργ−a|x|−α−γ.
We define
s(x) = ExτB(0,1) =
∫
B(0,1)
G(x, v)dv .
The following result of M. Lewandowski is consequence of symmetry and
nondegeneracy of the spectral measure µ (for the proof see [12, Lemma 10]).
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Lemma 6 There exists c such that
s(x) ≤ c(1− |x|2)α/2 , |x| < 1.
Lemma 7 If κ1 = γ − (d− α) > 0 then
GB(x, v) ≤ c(1− |v|)
α/2 , |x| < 1/2, |v| > 3/4.(33)
Proof. We refer to the proof of Lemma 16 in [13]. The only modification we
need to make is Lemma 5 above with a = d − α to estimate Urgn(v) in [13].
5 Poisson kernel
Lemma 8 There exists a constant c such that for every r > 0 we have
ν(B(z, r)) ≤ crγ|z|−γ(|z| − r)−α , |z| > r.(34)
Proof. For |z| > 2r we have
ν(B(z, r)) = |z|−αν(B(
z
|z|
,
r
|z|
)) ≤ crγ|z|−α−γ ,
whereas for r < |z| ≤ 2r
ν(B(z, r)) ≤ ν(B(0, |z| − r)c) = c(|z| − r)−α.
Lemma 9 If κ1 = γ − (d− α) > 0 then
PB(x, z) ≤ c|z|
−γ(|z|2 − 1)−α/2 , |x| < 1/2, |z| > 1.(35)
Proof. By (19) and (17) we have
PB(x, z) =
∫
B(z,1)
GB(x, z − v)ν(dv) ≤
∫
B(z−x,3/2)
c|v − (z − x)|α−dν(dv).
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For |z| > 3 the estimate (35) follows from Lemma 5 with a = d − α, and
Lemma 8. For 1 < |z| < 3 we have by (33), Lemma 5 with a = d − α, and
Lemma 8,
PB(x, z) =
∫
B(z,1)
GB(x, z − v)ν(dv)
≤
∫
B(z,1)\B(z,3/4)
c(1− |z − v|)α/2ν(dv) +
∫
B(z,3/4)
c|v − (z − x)|α−dν(dv)
≤
∫
B(0,|z|−1)c
|v|α/2ν(dv) + c
≤ c(|z| − 1)−α/2.
The main result of this section is the following lemma.
Lemma 10 If κ1 = γ − (d − α) > 0 and κ1 6= 1 then for every |z| > 1
the function kz(x) = PB(x, z) belongs to the Ho¨lder space C
κ1(B(0, 1/2)). If
κ1 = 1 then kz(x) ∈ C
1−(B(0, 1/2)). Moreover there is a constant c such that
for every |β| = [κ1]
− we have
|Dβkz(y)−D
βkz(x)| ≤ cf(|y − x|)|z|
−γ(|z| − 1)−α,(36)
x, y ∈ B(0, 1/2), |z| > 1,
where
f(ρ) =
{
ρ{κ1} for κ1 6∈ N,
ρ log(2
ρ
) for κ1 ∈ N.
If κ1 > 1 then for every i ∈ {1, . . . , d} we have
|Dikz(x)| ≤ c|z|
−γ(|z| − 1)−α , |x| < 1/2, |z| > 1.(37)
Proof. We assume first that κ1 = γ−(d−α) > 1. For every fixed x ∈ B(0, 1/2),
i ∈ {1, . . . , d} and |z| > 1 we denote
fh(v) =
GB(x+ hei, z − v)−GB(x, z − v)
h
, h ∈ R, v ∈ B,
where {e1, . . . ed} is the standard orthonormal basis in R
d. We will prove that
the family of functions {fh(v), |h| < 1/16} is uniformly integrable with respect
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to the measure 1B(z,1)ν(dv). Thus we need to estimate the integral∫
B(z,1)
|fh(v)|
1+εν(dv) =
∫
B(z−x,2|h|)
+
∫
B(z−x,1/8)\B(z−x,2|h|)
+
∫
B(z,1)\B(z−x,1/8)
= A +B + C,
where 0 < ε < γ
d−α+1
− 1. By Lemma 5 with a = (d − α)(1 + ε) and (17) we
have
A ≤
21+ε
|h|1+ε
[
∫
B(z−x−hei,3|h|)
(GB(x+ hei, z − v))
1+εν(dv)
+
∫
B(z−x,3|h|)
(GB(x, z − v))
1+εν(dv)]
≤
21+ε
|h|1+ε
[
∫
B(z−x−hei,3|h|)
c|z − x− hei − v|
(α−d)(1+ε)ν(dv)
+
∫
B(z−x,3|h|)
c|z − x− v|(α−d)(1+ε)ν(dv)]
≤
c
|h|1+ε
|h|γ+(α−d)(1+ε)|z|−α−γ
≤ c|z|−α−γ.
Let L = [− log2(8|h|)]. By (31) with |β| = 1 and Lagrange’s theorem we obtain
B ≤
L∑
n=1
∫
B(z−x,2n+1|h|)\B(z−x,2n|h|)
|fh(v)|
1+εν(dv)
≤
L∑
n=1
c(2n−1|h|)(α−d−1)(1+ε)ν(B(z − x, 2n+1|h|))
≤
L∑
n=1
c(2n−1|h|)(α−d−1)(1+ε)|z − x|−αν(B(
z − x
|z − x|
,
2n+1|h|
|z − x|
))
≤
L∑
n=1
c(2n−1|h|)(α−d−1)(1+ε)(2n+1|h|)γ|z − x|−α−γ
= c|h|(α−d−1)(1+ε)+γ |z − x|−α−γ
L∑
n=1
(2(α−d−1)(1+ε)+γ)n
≤ c|z|−α−γ .
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Also by (31) we get
C =
∫
B(z,1)\B(z−x,1/8)
|fh(v)|
1+εν(dv)
≤
∫
B(z,1)\B(z−x,1/8)
cν(dv) ≤ cν(B(z, 1)).
We obtained∫
B(z,1)
|fh(v)|
1+εν(dv) = A+B + C ≤ c(|z|−α−γ + ν(B(z, 1))),
which yields the uniform integrability of the family of functions {fh(v)}. This,
together with Proposition 1 and (19), yields
Dxikz(x) =
∫
B(z,1)
DxiGB(x, z − v)ν(dv) , |x| < 1/2, |z| > 1,(38)
and by (31), Lemma 5 with a = d − α + 1 and Lemma 8 we get also (37)
(compare the proof of Lemma 9).
Let now κ1 > 0, κ1 6= 1 and |β| = [κ1] = [κ1]
−. We note that κ1 < 2 so that
|β| ∈ {0, 1}. Let |z| > 1, x, y ∈ B(0, 1/2) and |y − x| < 1/16. We have
|Dβkz(y)−D
βkz(x)| ≤
∫
B(z,1)
|DβxGB(y, z − v)−D
β
xGB(x, z − v)|ν(dv)
=
∫
B(z−x,2|y−x|)
+
∫
B(z−x,1/8)\B(z−x,2|y−x|)
+
∫
B(z,1)\B(z−x,1/8)
= I + II + III.
By (31) and Lemma 5 with a = d− α + |β| we have
I ≤
∫
B(z−y,3|y−x|)
|DβxGB(y, z − v)|ν(dz)
+
∫
B(z−x,3|y−x|)
|DβxGB(x, z − v)|ν(dv)
≤
∫
B(z−y,3|y−x|)
c|z − y − v|α−d−|β|ν(dv)
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+∫
B(z−x,3|y−x|)
c|z − x− v|α−d−|β|ν(dv)
≤ c|y − x|{κ1}|z − y|−α−γ + c|y − x|{κ1}|z − x|−α−γ
≤ c|y − x|{κ1}|z|−α−γ.
In order to estimate II and III we assume first κ0 6∈ N or κ0 − κ1 = α > 1.
Let δ0 = min(κ0, |β|+ 1). Then we have [δ0]
− = |β| = [κ1], because κ0 > κ1 >
[κ1]. We use (30) in case δ0 = κ0, and (31) and Lagrange’s theorem in case
δ0 = |β|+ 1, to obtain for every r ∈ (0, 1/2) and w ∈ B
|DβxGB(y, w)−D
β
xGB(x, w)| ≤ cr
α−d−δ0 |y − x|δ0−[δ0]
−
,(39)
provided x, y ∈ B(0, 1/2) ∩B(w, r)c. Hence for L = [− log2(8|y − x|)] we get
II ≤
L∑
n=1
∫
B(z−x,2n+1|y−x|)\B(z−x,2n|y−x|)
|DβxGB(y, z − v)−D
β
xGB(x, z − v)|ν(dv)
≤
L∑
n=1
c(2n−1|y − x|)α−d−δ0 |y − x|δ0−[δ0]
−
ν(B(z − x, 2n+1|y − x|))
≤
L∑
n=1
c(2n−1)α−d−δ0 |y − x|α−d−[δ0]
−
|z − x|−αν(B(
z − x
|z − x|
,
2n+1|y − x|
|z − x|
))
≤
L∑
n=1
c(2n−1)α−d−δ0 |y − x|α−d−[δ0]
−
(2n+1|y − x|)γ|z − x|−α−γ
≤ c|y − x|α+γ−d−[δ0]
−
|z − x|−α−γ
∞∑
n=1
(2α−d−δ0+γ)n
≤ c|y − x|κ1−[δ0]
−
|z|−α−γ
= c|y − x|{κ1}|z|−α−γ,
and
III =
∫
B(z,1)\B(z−x,1/8)
|DβxGB(y, z − v)−D
β
xGB(x, z − v)|ν(dv)
≤
∫
B(z,1)\B(z−x,1/8)
c(1/16)α−d−δ0|y − x|δ0−[δ0]
−
ν(dv)
≤ c|y − x|δ0−[δ0]
−
ν(B(z, 1))
≤ c|y − x|δ0−[δ0]
−
|z|−γ(|z| − 1)−α.
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This, together with Lemma 9 and (37), yield (36) for κ0 6∈ N or κ0 − κ1 > 1.
If κ0 ∈ N and κ0 − κ1 < 1 then by (30) we obtain
II ≤
L∑
n=1
∫
B(z−x,2n+1|y−x|)\B(z−x,2n|y−x|)
|DβxGB(y, z − v)−D
β
xGB(x, z − v)|ν(dv)
≤
L∑
n=1
c(2n−1|y − x|)α−d−|β|2−n+1 log(2n+1)ν(B(z − x, 2n+1|y − x|))
≤
L∑
n=1
cn(2n−1)α−d−|β|−1|y − x|α−d−|β||z − x|−αν(B(
z − x
|z − x|
,
2n+1|y − x|
|z − x|
))
≤
L∑
n=1
cn(2n−1)α−d−|β|−1|y − x|α−d−|β|(2n+1|y − x|)γ |z − x|−α−γ
≤ c|y − x|κ1−|β||z − x|−α−γ
∞∑
n=1
n(2−α)n
≤ c|y − x|{κ1}|z|−α−γ,
and
III =
∫
B(z,1)\B(z−x,1/8)
|DβxGB(y, z − v)−D
β
xGB(x, z − v)|ν(dv)
≤
∫
B(z,1)\B(z−x,1/8)
c(1/16)α−d−κ0 log(2 +
1
16|y − x|
)|y − x|ν(dv)
≤ c log(2 +
1
16|y − x|
)|y − x|ν(B(z, 1))
≤ c|y − x|{κ1}|z|−γ(|z| − 1)−α,
and we get (36) also in this case.
If κ1 = 1 and β = 0 then by Lemma 5 with a = d − α, (31) and Lagrange’s
theorem we get
I ≤
∫
B(z−y,3|y−x|)
|GB(y, z − v)|ν(dz)
+
∫
B(z−x,3|y−x|)
|GB(x, z − v)|ν(dv)
≤ c|y − x||z|−α−γ ,
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II ≤ c|y − x|α+γ−d|z − x|−α−γ
L∑
n=1
(2α−d−1+γ)n
= c|y − x||z − x|−α−γL
≤ c|y − x||z − x|−α−γ log(|y − x|−1),
and
III =
∫
B(z,1)\B(z−x,1/8)
|GB(y, z − v)−GB(x, z − v)|ν(dv)
≤ c|y − x||z|−γ(|z| − 1)−α,
which yields (36) also in this case. By (35), (37) and (36) we get kz ∈
Cκ1(B(0, 1/2)) for κ1 6= 1 and kz ∈ C
p(B(0, 1/2)) for κ1 = 1 and p ∈ (0, 1).
6 Harmonic functions
The Ho¨lder continuity of harmonic functions of stable processes under assump-
tion that ν is absolutely continuous was first proved in [2]. Here we do not
generally assume that ν is absolutely continuous (or γ = d). However, if so
is the case, then we obtain κ1 = α and we get the α-Ho¨lder continuity for
α < 1 and the existence of the first derivative of bounded harmonic functions
for α > 1.
The following lemma contains continuity estimates for bounded harmonic
functions. These inequalities yield Ho¨lder continuity.
Lemma 11 If κ1 = γ− (d−α) > 0 then there exists a constant c such that
for every function u bounded on Rd and harmonic in B we have
|u(y)− u(x)| ≤ c‖u‖∞f(|y − x|) , x, y ∈ B(0, 1/2),
where
f(ρ) =


ρκ1 for α < 1,
ρκ1 log(2/ρ) for α = 1 and γ < d,
ρ log2(2/ρ) for α = 1 and γ = d,
ρ
2−α
α
min(κ1,1) for α > 1 and κ1 6= 1,
[ρ log(2/ρ)]
2−α
α for α > 1 and κ1 = 1.
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Proof. Let δ0 = min(κ1, 1). If κ1 > 0 and κ1 6= 1 then by Lemma 10, 9 and
Lagrange’s theorem for α > 1 we obtain
|u(y)− u(x)| ≤
∫
Bc
|u(z)||PB(y, z)− PB(x, z)|dz
≤ ‖u‖∞
∫
B(0,2)c
c|y − x|δ0 |z|−γ−αdz
+‖u‖∞
∫
B(0,2)\B(0,1+|y−x|2δ0/α)
c|y − x|δ0(|z| − 1)−αdz
+‖u‖∞
∫
B(0,1+|y−x|2δ0/α)\B(0,1)
c(|z| − 1)−α/2dz
= c‖u‖∞(|y − x|
δ0 + |y − x|δ0
2−α
α )
≤ c‖u‖∞|y − x|
δ0
2−α
α .
For α < 1 by Lemma 10 we have
|u(y)− u(x)| ≤
∫
Bc
|u(z)||PB(y, z)− PB(x, z)|dz
≤ ‖u‖∞
∫
Bc
c|y − x|δ0 |z|−γ(|z| − 1)−αdz
= c‖u‖∞|y − x|
δ0 .
Similarly for α = 1 we get
|u(y)− u(x)| ≤ c‖u‖∞|y − x|
δ0 log(
2
|y − x|
).
Let r = [log(2|y − x|−1)|y − x|]2/α. If κ1 = 1 then for α > 1 by Lemma 10 we
obtain
|u(y)− u(x)| ≤
∫
Bc
|u(z)||PB(y, z)− PB(x, z)|dz
≤ ‖u‖∞
∫
B(0,2)c
c log(2|y − x|−1)|y − x||z|−γ−αdz
+‖u‖∞
∫
B(0,2)\B(0,1+r))
c log(2|y − x|−1)|y − x|(|z| − 1)−αdz
+‖u‖∞
∫
B(0,1+r)\B(0,1)
c(|z| − 1)−α/2dz
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≤ c‖u‖∞
[
log(2|y − x|−1)|y − x|+ [log(2|y − x|−1)|y − x|]
2−α
α
]
≤ c‖u‖∞
[
log(2|y − x|−1)|y − x|
] 2−α
α ,
and for α = 1, γ = d we have
|u(y)− u(x)| ≤
∫
Bc
|u(z)||PB(y, z)− PB(x, z)|dz
≤ ‖u‖∞
∫
B(0,2)c
c log(2|y − x|−1)|y − x||z|−d−1dz
+‖u‖∞
∫
B(0,2)\B(0,1+r))
c log(2|y − x|−1)|y − x|(|z| − 1)−1dz
+‖u‖∞
∫
B(0,1+r)\B(0,1)
c(|z| − 1)−1/2dz
≤ c‖u‖∞ log(2|y − x|
−1)|y − x| log
[
(log(2|y − x|−1)|y − x|)−1
]
,
≤ c‖u‖∞ log
2(2|y − x|−1)|y − x|.
Note that translation invariance and the scaling property of the process
yields that if the function y → u(y) is harmonic in B(z, r) then the function
y → u(ry + z) is harmonic in B. Therefore we have
|u(y)− u(x)| ≤ c‖u‖∞f(|y − x|/r) , x, y ∈ B(z, r/2),(40)
for every z ∈ Rd, r > 0 and bounded function u harmonic in B(z, r).
Lemma 12 If κ1 = γ− (d−α) > 0 then there exists a constant c such that
for every bounded open set D we have
PD(x, z) ≤ c dist(x,D
c)α−d dist(z,D)−α, x ∈ D, z ∈ Dc.(41)
Proof. Let x ∈ D and z ∈ Dc. By (17), (19) and Lemma 5 we have
PD(x, z) =
∫
z−D
GD(x, z − v)ν(dv)
≤ c
∫
z−D
|z − v − x|α−dν(dv)
≤ c
∫
B(z−x,dist(x,Dc)/2)
|z − v − x|α−dν(dv)
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+c
∫
z−D
(dist(x,Dc)/2)α−dν(dv)
≤ c[dist(x,Dc)]γ+α−d|z − x|−α−γ
+c(dist(x,Dc))α−dν(B(0, dist(z,D))c)
≤ c dist(x,Dc)α−d dist(z,D)−α.
Lemma 13 If κ1 = γ− (d−α) > 0 and α > 1 then for every i ∈ {1, . . . , d}
the function DiV (x) is harmonic in R
d \ {0}.
Proof. Let R > r > 0, h ∈ (−r/16, r/16) and x ∈ A = B(0, R) \B(0, r). Since
the potential kernel V (x) is harmonic in Rd \ {0} we have
V (x+ hei) = E
x+heiV (Xτ(A+hei)) = E
xV (XτA + hei),
and
1
h
(V (x+ hei)− V (x)) =
1
h
Ex [V (XτA + hei)− V (XτA)]
=
1
h
∫
Ac
[V (z + hei)− V (z)]ω
x
A(dz).
Let
fh(z) =
V (z + hei)− V (z)
h
.
We will prove that the family of functions {fh(z), |h| < r/16} is uniformly
integrable with respect to the measure ωxA. To this end we will estimate the
integral∫
Ac
|fh(z)|
1+εωxA(dz) =
∫
B(0,2|h|)
+
∫
B(0,r/8)\B(0,2|h|)
+
∫
Ac\B(0,r/8)
= I + II + III,
where 0 < ε < d
d−α+1
− 1. By Lemma 12 we have
I ≤
21+ε
|h|1+ε
[∫
B(−hei,3|h|)
(V (z + hei))
1+εωxA(dz) +
∫
B(0,3|h|)
(V (z))1+εωxA(dz)
]
≤
21+ε
|h|1+ε
[
∫
B(−hei,3|h|)
c|z + hei|
(α−d)(1+ε)PA(x, z)dz
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+∫
B(0,3|h|)
c|z|(α−d)(1+ε)PA(x, z)dz]
≤
c
|h|1+ε
|h|d+(α−d)(1+ε) dist(x,Ac)α−d(3r/4)−α
≤ c dist(x,Ac)α−d(3r/4)−α.
By (1) and Lagranger’s theorem for L = [log2(
r
8|h|
)] we obtain
II ≤
L∑
n=1
∫
B(0,2n+1|h|)\B(0,2n|h|)
|fh(z)|
1+εωxA(dz)
≤
L∑
n=1
c(2n−1|h|)(α−d−1)(1+ε)ωxA(B(0, 2
n+1|h|))
≤
L∑
n=1
c(2n−1|h|)(α−d−1)(1+ε) dist(x,Ac)α−d(3r/4)−α(2n+1|h|)d
= c|h|(α−d−1)(1+ε)+d dist(x,Ac)α−d(3r/4)−α
L∑
n=1
(2(α−d−1)(1+ε)+d)n
≤ c dist(x,Ac)α−dr(α−d−1)(1+ε)+d−α,
III =
∫
Ac\B(0,r/8)
|fh(z)|
1+εωxA(dz)
≤
∫
Ac\B(0,r/8)
cr(α−d−1)(1+ε)ωxA(dz)
≤ cr(α−d−1)(1+ε)ωxA(A
c) = cr(α−d−1)(1+ε).
We obtained ∫
Ac
|fh(z)|
1+εωxA(dz) = I + II + III ≤ c(r, R, x)
which clearly yields the uniform integrability of the family of functions {fh(v)}.
We obtain
DiV (x) = lim
h→0
V (x+ hei)− V (x)
h
= lim
h→0
∫
Ac
V (z + hei)− V (z)
h
ωxA(dz)
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=∫
Ac
DiV (z)ω
x
A(dz)
= ExDiV (XτA).
This yields regular harmonicity of DiV in A = B(0, R) \ B(0, r) for every
R > r > 0 and harmonicity in Rd \ {0}.
Corollary 14 If κ1 = γ − (d − α) > 0 and α > 1 then for every i ∈
{1, . . . , d} and x ∈ B the function g(v) = DxiGB(x, v) is harmonic in B \ {x}
and continuous in Rd \ {x}.
Proof. By symmetry of the Green function, (16) and Lemma 4 we have
DxiGB(x, v) = −DiV (v − x)−E
vDiV (x−XτB)(42)
which is harmonic in B \ {x} by Lemma 13. The function v → DiV (v − x) is
continuous in Rd \ {x} by Theorem 1. The function
h(v) = EvDiV (x−XτB ) , v ∈ B,
is bounded and harmonic in B(v0, 1 − |v0|) for every v0 ∈ B hence from (40)
we obtain the continuity of h(v) at v0 and the continuity of v → DxiGB(x, v)
in B. DxiGB(x, v) = 0 for v ∈ B
c and we have also lim
v→w
DxiGB(x, v) = 0 for
every x ∈ B(0, 1) and every point w ∈ S because the measures ωvB weakly
converge to δw (see, e.g., [16, Theorem 1.23]).
We will employ the operator
Urφ(x) =
Exφ(XτB(x,r))− φ(x)
ExτB(x,r)
,
whenever the expression is well defined for given φ, r > 0 and x. Clearly, if h
is harmonic in D, x ∈ D, and r < dist(x,Dc), then Urh(x) = 0. We note that
Uφ(x) = lim
r↓0
Urφ(x)
is the Dynkin characteristic operator, which was used in [13] in a similar way.
We record the following observation (maximum principle).
Lemma 15 If there is r > 0 such that Urh(x) > 0 then h(x) < sup
y∈Rd
h(y).
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The proof of the following Lemma is based on ideas of [13, Lemma 16].
Lemma 16 If κ1 = γ − (d− α) > 1 then there exists c such that
|DxiGB(x, v)| < c(1− |v|)
α/2 , |x| < 1/2 , 3/4 < |v| < 1 .(43)
Proof. By the strong Markov property we have
s(v) = EvτB = E
v(τA + τB(0,1) ◦ θτA) = E
vτA + E
vEXτA τB(0,1)
= EvτA + E
vs(XτA) , v ∈ R
d , A ⊂ B(0, 1),
which yields Urs(v) = −1 for v ∈ B(0, 1) and r < 1− |v|.
For n ∈ N and x ∈ B(0, 1/2) we let g(v) = DxiGB(x, v), g1,n(v) =
min(g(v), n) and g2,n(v) = max(g(v),−n). For v ∈ B(x, 1/8)
c we have that
|DxiGB(x, v)| ≤ c1|v − x|
α−d−1 hence g1,n(v) = g2,n(v) = g(v) provided n ≥
c18
d−α+1. It follows from Corollary 14 that g(v) is harmonic on B \{x}. Hence
by scaling property, (18), Lemma 5 and 8 we obtain that for v ∈ B \B(0, 3/4)
and r < min(1− |v|, 1/16) it holds
Urg1,n(v) = Ur(g1,n − g)(v)
=
1
E0τB
∫
B
G(0, w)
∫
(g1,n − g)(v + rw + z)ν(dz)dw
≥
−c2
s(0)
∫
B
G(0, w)
∫
B(x−v−rw,1/8)
|x− v − rw − z|α−d−1ν(dz)dw
≥ −c3 ,
Similarly
Urg2,n(v) = Ur(g2,n − g)(v)
≤ c4 ,
If a > c3 and a > c4 then
Ur(as− g1,n)(v) = −a− Urg1,n(v) ≤ −a + c3 < 0,
and
Ur(as + g2,n)(v) = −a + Urg2,n(v) ≤ −a + c4 < 0.
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By scaling
s(v) ≥ EvτB(v,1−|v|) = (1− |v|)
αE0τB(0,1)(44)
≥ 4−αE0τB , |v| < 3/4 .
Since g1,n(v) ≤ n and g2,n(v) ≥ −n, we see that as(v) − g1,n(v) > 0 and
as(v) + g2,n(v) > 0 for v ∈ B(0, 3/4) provided a > n/(4
−αE0τB).
Let a0 = max[c3, c4, n/(4
−αE0τB(0,1))] + 1 and h1(v) = a0s(v) − g1,n(v),
h2(v) = a0s(v) + g2,n(v). We have h1(v) ≥ 0 and h2(v) ≥ 0 for v ∈ B(0, 3/4),
h1(v) = h2(v) = 0 for v ∈ B(0, 1)
c and Urh1(v) < 0, Urh2(v) < 0 for v ∈
B(0, 1)\B(0, 3/4), r < min(1−|v|, 1/16). Lemma 15 and continuity of h1 and
h2 in R
d \ {x} yields h1(v) ≥ 0 and h2(v) ≥ 0 in B(0, 1). Since g1,n = g2,n = g
on B(0, 3/4)c, the Lemma follows from Lemma 6.
Using (43) we obtain the following estimate. We omit the proof since it is
analogous to the proof of Lemma 9
Lemma 17 If κ1 = γ− (d−α) > 1 then there exists a constant c such that
for every i ∈ {1, . . . , d} we have
|DxiPB(x, z)| ≤ c|z|
−γ(|z|2 − 1)−α/2 , |x| < 1/2 , |z| > 1.(45)
Now we can prove our main result.
Proof of Theorem 2. We assume first κ1 = γ− (d−α) > 1. By (45) we obtain
Diu(x) =
∫
Bc
u(z)DxiPB(x, z)dz , x ∈ B(0, 1/2),
and by Lemma 10 and (45) we get
|Diu(y)−Diu(x)| ≤
∫
Bc
|u(z)||DxiPB(y, z)−DxiPB(x, z)|dz
≤ ‖u‖∞
∫
B(0,2)c
c|y − x|{κ1}|z|−γ−αdz
+‖u‖∞
∫
B(0,2)\B(0,1+|y−x|2{κ1}/α)
c|y − x|{κ1}(|z| − 1)−αdz
+‖u‖∞
∫
B(0,1+|y−x|2{κ1}/α)\B(0,1)
c(|z| − 1)−α/2dz(46)
= c‖u‖∞(|y − x|
{κ1} + |y − x|{κ1}
2−α
α )
≤ c‖u‖∞|y − x|
{κ1}
2−α
α , x, y ∈ B(0, 1/2).
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This and Lemma 11 yield for every κ1 > 0 some constant δ ∈ (0, 1) such that
u ∈ C [κ1]
−+δ(B(0, 1/2)). Let now x0 ∈ B. The function u(x) is harmonic in
B(x0, 1−|x0|) therefore the function h(x) = u((1−|x0|)x+x0) is harmonic in
B and for |β| = [κ1]
− we get
|Dβu(y)−Dβu(x0)| = (1− x0)
−|β||(Dβh)(
y − x0
1− |x0|
)− (Dβh)(0)|
≤ c(1− |x0|)
−|β|−δ|y − x0|
δ, y ∈ B(x0,
1− |x0|
2
),
which clearly yields u ∈ C
[κ1]−+δ
loc (B) and (2).
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