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I propose an archtitecture for the realization of dissipative quantum many-body spin models.
The dissipative processes are mediated by interactions with auxiliary particles and lead to a widely
tunable class of correlated quantum jump operators. These findings enable the investigation of
purely dissipative spin models, where coherent dynamics is entirely absent. I provide a detailed
review of a recently introduced variational method to analyze such dissipative quantum many-body
systems, and I discuss a specific example in terms of a purely dissipative Heisenberg model, for
which I find an additional disordered phase that is not present in the corresponding ground state
phase diagram.
I. INTRODUCTION
Emerging quantum technologies such as quantum sim-
ulation or quantum metrology inherently require control
over nonclassical correlations such as quantum entangle-
ment. For a long time, a central belief has been that in
order to realize such technologies, it would be absolutely
necessary to perfectly isolate the quantum system of in-
terest from its environment, as otherwise there would
be unavoidable decoherence destroying the nonclassical
states. However, as has been demonstrated in a series of
landmarking theoretical and experimental works [1–7],
it is possible to use carefully engineered couplings to the
environment to dissipatively prepare interesting quantum
many-body states as the stationary states of the evolu-
tion of such an open quantum system.
These initial results have sparked a huge interest in
the study of dissipative quantum many-body systems.
Besides investigation of the aforementioned dissipative
quantum state engineering [8–17], there is also a large
body of works investigating their fundamental proper-
ties. In particular, identifying and understanding phase
transitions in dissipative quantum systems has emerged
as a central topic in this context [18–38].
The theoretical analysis of dissipative quantum many-
body systems is significantly more challenging than for
equilibrium systems due to the lack of an underlying
concept corresponding to the partition function. Con-
sequently, the available tools have been quite limited.
For one-dimensional problems, methods related to the
density matrix renormalization group have been success-
fully used [25, 26, 39–44], however their extension to-
wards higher dimensional problems remains a outstand-
ing challenge. In higher dimensions, most analyses have
been limited to mean-field treatments [21–23, 30, 31, 45–
50], however, recent results cast severe doubts on the va-
lidity of such a mean-field decoupling [43, 51–53], even in
large spatial dimensions. Generic non-equilibrium meth-
ods such as the Keldysh formalism can be extended to
open systems [29, 54], but are notoriously difficult to
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treat in the presence of strong interactions [55]. As a
result, there is increasing activity to find novel compu-
tational approaches that do not suffer from these limita-
tions [56–58]. One promising route is a variational princi-
ple for open quantum systems [59], which has given quan-
titatively reliable results for a variety of different systems
[52, 53, 60, 61], and which appears to correctly describe
phase transitions above the upper critical dimension [62].
The physical realizations that are being discussed in
the context of dissipative quantum many-body systems
are quite diverse. On the one hand, a wide range of works
investigates the coupling of atoms or ions to metastable
electronic excitations [19, 32, 34, 63]. On the other
hand, there is also a very strong activity in the context
of solid state systems, e.g., in the context of exciton-
polariton condensates [64–66], solid state cavity arrays
[45, 67–70], or nitrogen-vacancy defect centers in dia-
mond [71–74]. A key point in all these investigations
is that the steady state of the open quantum system is
not a thermal state with respect to the system Hamil-
tonian. One common way to realize this is to consider
an explicit time-dependent driving field, e.g., an external
laser, which is why such systems are sometimes refered to
as being “driven-dissipative”. However, it is important to
note that non-Markovian systems offer similar possibli-
ties [75, 76], and hence it is possible to realize interesting
dissipative quantum many-body models also without the
help of external driving fields.
Nevertheless, it remains a central challenge to realize
dissipative processes in a controlled way. In the con-
text of driven-dissipative settings, the dissipation usu-
ally arises from coupling the eigenstates of the system to
the vacuum of the electromagnetic field, hence the dis-
sipation naturally acts in the eigenbasis of the system.
In many cases, however, it would be desirable to engi-
neer other dissipation channels, e.g., for the production
of steady state coherence between the eigenstates. While
there are proposals to realized largely arbitrary dissipa-
tion channels in the framework of universal quantum sim-
ulation architectures [3, 15, 77, 78], it is highly desirable
to implement tunable dissipation without requiring such
a detailed level of control over the setup.
In this paper, I disscuss an architecture for the realiza-
tion of largely arbitrary dissipation channels. The cen-
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2tral strategy is to turn coherent interactions with auxil-
iary particles into effective dissipative elements for the re-
duced system under consideration. I will discuss the im-
plementation of single-particle and two-particle operators
describing dissipative quantum jumps, focussing on the
case where the resulting effective dynamics is purely dis-
sipative and coherent dynamics is entirely absent. Cru-
cially, such purely dissipative systems are still fully quan-
tum if the associated quantum jump operators act in
different eigenbases [36]. As a specific example, I will
focus on dissipative quantum magnetism in the form of
a dissipative Heisenberg model. I will analyze the phase
diagram of this model using the variational principle for
open quantum systems and comment on the differences
to the ground state phase diagram.
II. TAILORING QUANTUM JUMP
OPERATORS
Here, we are interested in realizing dissipative spin
models for an ensemble of atoms or molecules loaded
into an optical lattice with uniform filling. We will be
investigating a case where the dissipative elements of the
dynamics are mediated by a set of auxiliary atoms, see
Fig. 1. The starting point of the analysis is the micro-
scopic quantum master equation in Lindblad form, which
includes both the spin ensemble and the auxiliary atoms,
given by
d
dt
ρ = −i[H, ρ] +
∑
i
D(ci), (1)
where ρ is the density operator describing the state of the
system, H is the Hamiltonian responsible for the coherent
part of the dynamics, and the dissipative terms are given
in terms of quantum jump operators ci by
D(ci) = ciρc†i −
1
2
(
c†i ciρ+ ρc
†
i ci
)
. (2)
In the following, we will obtain a reduced description of
the dynamics only for the atoms in the spin ensemble.
A. Effective operator formalism
The general setup we are considering has dissipative
terms only within the auxiliary atoms. Therefore, we
aim for an effective description where the dynamics of
the auxiliary atoms is integrated out. To be specific, we
assume that the auxiliary atoms are two-level systems
with one state decaying into the other; a straightforward
realization is optical pumping by laser coupling one of
the two levels to a fast decaying electronic excitation,
see Fig. 1. Within this assumption, we will employ the
effective operator formalism [79] to derive an effective
quantum master equation for the spin ensemble.
FIG. 1. Setup of the system where atoms of the spin ensem-
ble (blue) are interspersed with auxiliary atoms (red) needed
to mediate dissipative couplings. The auxiliary atoms have
one spin state decaying into the other by means of optical
pumping via an electronically excited state.
Within the effective operator formalism, the resulting
master equation is given by
ρ˙ = −i [Heff, ρ]+∑
k
D(ceffk ), (3)
with the effective Hamiltonian Heff and effective jump
operators ckeff being given by
Heff = Hg − 1
2
∑
k
V −k
[
H˜−1k +
(
H˜−1k
)†]
V +k (4)
ceffk = ckH˜
−1
k V
+
k . (5)
Here, Hg is the Hamiltonian within the ground state
manifold, i.e., involving only states that are not subject
to dissipation. V +k and V
−
k are interaction terms that
couple an ensemble atom to the decaying state or away
from it, respectively. Finally, H˜k is the non-Hermitian
Hamiltonian for the kth auxiliary atom, given by
H˜k = H
e
k −
i
2
c†kck, (6)
which Hek being the part of the Hamiltonian that couples
only within the manifold of states subject to dissipation.
Note that although H˜k is non-Hermitian, the overall ef-
fective Hamiltonian Heff is always Hermitian.
In the following, we will be interested the case where
the effective dynamics is purely dissipative. To this end,
we consider situations where Hg = 0, which can be real-
ized by ensuring that there are no interactions within the
spin ensemble, while possible effective terms correspond-
ing to local operators can be canceled using suitable local
potentials. The contribution to the effective Hamiltonian
of the auxiliary atoms vanishes in case the non-Hermitian
Hamiltonian is purely imaginary; this occurs when the
two states of the auxiliary atom have the same energy in
a suitable rotating frame.
3B. Single-particle jump operators
As a first step, let us discuss the requirements for the
realization of arbitrary single-particle jump operators.
To be specific, we will exemplify the proposed architec-
ture by considering the realization of the jump operator
|−〉〈+|, as this jump operator is not acting within the
eigenbasis of the spin ensemble and therefore represents
are particularly challenging case.
Without loss of generality, we can assume that the spin
up state of the auxiliary atom is decaying into the spin
down state, hence the microscopic jump operator is given
by ck =
√
γσ−k =
√
γ[σxk−iσyk ]/2 in terms of the Pauli ma-
trices σαk , with γ being the associated decay rate. Then,
we will be insterested in the case where the interaction
Hamiltonian between the ith atom in the spin ensemble
and the kth auxiliary atoms is given by
Hik = E0|−〉〈+|iσ+k + H.c. =
E0
2
[σzi σ
x
k + σ
y
i σ
y
k ] , (7)
with E0 being an energy scale related to the concrete
physical implementation of the interaction. Such tun-
able spin interactions can be efficiently realized in a wide
range of physical systems, most notably Rydberg-dressed
atoms [80, 81] and rotational excitations of ultracold po-
lar molecules [82–84]. Within the context of the effective
operator formalism, we find that the term containing σ+k
corresponds to V +k , while its Hermitian conjugate is iden-
tical to V −k . Then, we find for the effective jump operator
ceffi =
E0√
γ
|−〉〈+|i|↓〉〈↓|k. (8)
In leading order in E0/γ, the auxiliary atoms are confined
to the spin down state and hence the auxiliary atom can
be factorized out from the dynamics, leaving only the
desired jump operator |−〉〈+|.
C. Multi-particle jump operators
Now, let us turn to the realization of two-body jump
operators. In the same way as the realization of single-
particle jump operators requires two-body interactions
including one of the auxiliary atoms, two-body jump op-
erators require the presence of three-body interactions.
Such three-body terms can arise in a variety of different
contexts, e.g.: (i) Strong blockade effects in Rydberg-
dressed atoms lead to higher-order interaction terms [85].
(ii) Canceling the two-body interaction leave three-body
interactions as the leading interaction term [86]. (iii)
Time-dependent driving of a system can lead to three-
body interactions in the rotating frame of the driving
[87]. In the following, we will not make detailed assump-
tion about the underlying physical mechanism to real-
ize the three-body interaction terms, allowing to retain a
general treatment of the emerging dissipative many-body
dynamics.
As an example, let us study the implementation of a
correlated jump operator of the form |ψ+〉〈ψ−|, where the
states |ψ±〉 are the Bell states
|ψ±〉 = 1√
2
(|↑↓〉 ± |↓↑〉. (9)
As this jump operator pumps the system towards the
maximally entangled state |ψ+〉, it can be seen as a build-
ing block for the efficient generation of entangled quan-
tum states using dissipation. In close analogy to the pre-
ceding subsection, we can realize such a jump operator
with the help of the auxiliary atoms. Specifically, we
find this jump operator being realized when the inter-
action Hamiltonian Hijk between two atoms of the spin
ensemble i and j and one auxiliary atom k takes the form
Hijk = E0|ψ+〉〈ψ−|σ+k + H.c. (10)
=
E0
4
[
σxi σ
x
j σ
x
k + σ
y
i σ
y
j σ
x
k − σzi σzjσxk + σxk
]
.
Calculation of the effective jump operators then leads to
the desired result.
III. VARIATIONAL ANALYSIS OF PURELY
DISSIPATIVE HEISENBERG MODELS
We will now turn to the analysis of purely dissipative
spin models that can be realized using the techniques laid
out in the previous section. However, before turning to
a detailed analysis of the models, let us go through a de-
tailed introduction to the variational principle presented
in [59], which will serve as the basis for our investigation.
A. Introduction to the variational principle for
dissipative quantum many-body systems
In general, finding the exact solution to the steady
state of the quantum master equation is an exponentially
hard problem. Therefore, we will aim for an approximate
solution that can be calculated efficiently. To this end,
we perform a variational paramterization of the density
matrix. As the first step, we take a variational basis
in terms of tensor products of single atom density matri-
ces. As a further simplification, we assume that all single
atom density matrices are identical. Then, we have
ρ = ρ0 ⊗ ρ0 ⊗ · · · (11)
ρ0 =
1
2
(1 + αxσx + αyσy + αzσz) . (12)
Here, αx, αy, and αz are our (real) variational param-
eters, which we will vary to find the best possible ap-
proximation to the steady state. Consequently, we have
boiled down the full quantum many-body problem down
to the computation of three variational parameters. Note
that we have already incorporated the requirement of the
4trace being identical to one into the construction of ρ0, as
the Pauli matrices are traceless. However, the constraint
that the density matrix must be non-negative leads to the
condition α2x + α
2
y + α
2
z ≤ 1, which has to be accounted
for within the numerical optimization.
As the underlying variational principle, we want to
minimize a suitable norm ||d/dtρ||, as the norm going to
zero indicates that we have found the true steady state.
Here, the suitable norm is given by the trace norm, i.e.,
Tr {|d/dtρ|} [59]. However, computing the variational
norm is still an exponentially hard task, even for our
rather simple ansatz discussed above. Therefore, we min-
imize a slightly different variational functional that pro-
vides an upper bound. In the case of our ansatz, this
upper bound can be given as
|| d
dt
ρ|| ≤
∑
〈ij〉
|| d
dt
ρ(ij)||, (13)
where d/dtρ(ij) is the time derivative of the reduced sys-
tem consisting of only two atoms [59]. For system sizes
where a direct comparison can be made, taking the upper
bound instead of the full problem leads to very similar re-
sults [52]. Crucially, the reduced time derivative is given
by a 4 × 4 matrix, which can be easily diagonalized. In
the case of a homogeneous system, all terms of the sum
are identical, meaning that we have to minimize the norm
of a single 4× 4 matrix.
In the most general case, the contribution to the oper-
ator d/dtρ(ij) consists of three different parts,
d
dt
ρ(ij) = ρ˙
(ij)
loc + ρ˙
(ij)
int + ρ˙
(ij)
MF . (14)
The first term, ρ˙
(ij)
loc , refers to terms that act only within
the local Hilbert space of a single site. The second term,
ρ˙
(ij)
int refers to two-particle operators describing coherent
interactions and correlated jump operators that act only
on particles i and j. These first two terms are identical
to the ones found in the microscopic quantum master
equation. The third term, ρ˙
(ij)
MF is slightly more subtle
and corresponds to a mean-field treatment of the sites
surrounding i and j, given by
ρ˙
(ij)
MF =
∑
k
Trk
{[
Hik +Hjk, ρ
(ijk)
]
+D(cik) +D(cjk)
}
,
(15)
where ρ(ijk) = ρ(i) ⊗ ρ(j) ⊗ ρ(k) is the reduced density
operator for three sites. If we compose the interaction
term Hik into operators of the form Hik = Ai ⊗ Bk, we
can write their contribution to ρ˙
(ij)
MF as
Trk
{[
Hik, ρ
(ijk)
]}
= Tr {Bkρk}
[
Ai ⊗ 1j , ρ(ij)
]
, (16)
which describes a mean-field decoupling of the interaction
[88]. Similar expressions can also be found in the case of
correlated jump operators acting on multiple sites at the
same time.
The sum over k in Eq. (15) runs over all sites adjacent
to i and j and therefore contains 2(z − 1) terms, where
z is the coordination number of the underlying lattice.
Crucially, this results in the mean-field term being dom-
inant in the limit of large z. If we want to capture, for
instance, the changes in phase diagrams with changing z,
it is therefore convenient to renormalize all coupling con-
stants λ corresponding to two-particle operators (both
coherent and dissipative) according to λ = λ′/(z − 1).
Then, the mean-field term remains constant in the large
z limit. However, this does not apply to the second term
ρ˙
(ij)
int , which decays like 1/(z − 1) in this limit. As this
term captures the buildup of correlations, this means that
correlations become irrelevant in the limit of large z and
the product state solution becomes exact.
The variational approach has proven to be especially
successful for the analysis of dissipative phase transitions
[62]. The unique advantage is the possibility to interpret
the variational norm in close correspondence to the free
energy functional for equilbrium systems. Then, in close
analogy to Landau theory for equilibrium transitions, one
can formally perform a series expansion of the variational
norm in the order parameter φ of the dissipative phase
transition. A common situation is that due to symmetry
reasons, the odd powers of the expansion vanish and one
is left with a φ4 theory according to
||ρ˙(ij)|| = u0 + u2φ2 + u4φ4 +O(φ6). (17)
Such a φ4 theory has a phase transition at a critical value
of u2 = 0, going from a disordered phase with φ = 0 for
u2 > 0 to an ordered phase with φ 6= 0 for u2 < 0.
Close to the phase transition, the order parameter be-
haves according to φ ∼ u1/22 , from which we can identify
the critical exponent β = 1/2.
B. Application to purely dissipative Heisenberg
models
The Heisenberg model is a paradigmatic model for the
study of quantum magnetism. Here, we will be interested
in a particular variant of a spin 1/2 model, where the
coupling constant along two axes is identical, which is
also known as the XXZ model. Then, the Hamiltonian
of the equilibrium model is given by
H = −J
∑
〈ij〉
σ(i)x σ
(j)
x + σ
(i)
y σ
(j)
y + (1− λ)σ(i)z σ(j)z . (18)
Constructing a dissipative analog of this model can be
done in different ways, but in general, the dissipative
model should exhibit the same symmetries as the equi-
librium one. This means that for λ = 0, the model ex-
ibits an SU(2) symmetry corresponding to global rota-
tion around any axis, while for λ 6= 0 this symmetry is
partially lifted and only a U(1) symmetry corresponding
to rotations around the z axis remains. Here, we have
5chosen the interaction in the XY plane to be ferromag-
netic, however, an underlying mirror symmetry along the
z axis results in the antiferromagnetic case having the
same spectrum [89].
The way we construct the dissipative Heisenberg model
is to consider two sets of jump operators. The first set
of jump operators pumps the system into a dark state
where the SU(2) symmetry is spontaneously broken. In
the ferromagnetic case, these jump operators have the
form
cij = |↑↑〉〈ψ−|ij = 1√
2
 0 1 −1 00 0 0 00 0 0 0
0 0 0 0
 (19)
c′ij = |↑↑〉〈ψ−|ij =
1√
2
 0 0 0 00 0 0 00 0 0 0
0 1 −1 0
 (20)
c′′ij = |ψ+〉〈ψ−|ij ,=
1
2
 0 0 0 00 1 −1 00 1 −1 0
0 0 0 0
 (21)
with |ψ±〉 defined as in Eq. (9). This choice of jump
operators ensures that the quantum master equation is
SU(2)-symmetric, equally pumping the system into the
three possible ground states of the ferromagnetic Heisen-
berg interaction. It is straightforward to check that the
dark states of this set of jump operators are ferromag-
netic states with all spins pointing in the same direction,
but the direction itself can lie anywhere on the Bloch
sphere. Finally, it is worth mentioning that it is also
possible to construct the appropriate jump operators to
implement the antiferromagnetic model. However, in the
antiferromagnetic case the fluctuations created by the
dissipation are so strong that they always drive the sys-
tem towards an unpolarized state.
The second set of jump operators will now lift the
SU(2) symmetry in the same way the symmetry is lifted
in the eqilibrium model. Here, we consider the set of
jump operators given by
cij =
√
λ|↑↓〉〈↑↑|ij =
√
λ
 0 0 0 01 0 0 00 0 0 0
0 0 0 0
 (22)
c′ij =
√
λ|↓↑〉〈↑↑|ij =
√
λ
 0 0 0 00 0 0 01 0 0 0
0 0 0 0
 (23)
c′′ij =
√
λ|↑↓〉〈↓↓|ij =
√
λ
 0 0 0 00 0 0 10 0 0 0
0 0 0 0
 (24)
c′′′ij =
√
λ|↓↑〉〈↓↓|ij =
√
λ
 0 0 0 00 0 0 00 0 0 1
0 0 0 0
 . (25)
Crucially, these jump operators have two antiferromag-
netic dark states, |↑↓〉 and |↓↑〉. It is straightforward to
decompose all jump operators into the required elemen-
tary interaction terms as discussed in Sec. II C.
We will now perform the variational analysis of the dis-
sipative Heisenberg model. Most importanly, there is no
Hamiltonian in the problem, hence all the quantum fea-
tures of the model arise from the non-commuting quan-
tum jump operators. Additionally, all jump operators
involve two-site operators, i.e., the ρ˙
(ij)
loc term in Eq. (14)
is zero.
We will perform the variational analysis in two parts.
First, we investigate the behavior for small values of λ,
where we expect the existence of an XY phase, in which
the U(1) symmetry is spontaneously broken. Second,
we look at the limit of large λ, where the model is ex-
pected to realize an Ising antiferromagnet with broken
Z2 symmetry. To be explicit, we always focus on three-
dimensional models on a cubic lattice, as in higher dimen-
sions the product state ansatz of Eq. (11) becomes more
reliable [62]. The minimization of the variational norm is
done numerically using standard nonlinear optimization
techniques.
As noted before, for λ = 0 any ferromagnetic state
with all spins pointing in the same direction is an exact
dark state of the quantum master equation. For any fi-
nite value of λ > 0, however, we find that the variational
minimum is realized for 〈σz〉 = 0, i.e., the ferromagnetic
order is confined to the XY plane on the Bloch sphere,
thus confirming the expectation of a U(1) phase. The
spontaneous magnetization thus simply fullows from the
length of the spin vector on the Bloch sphere. Investigat-
ing the decay of the ferromagnetic order, we find that the
U(1) phase breaks down at λc1 = 1/2, undergoing a con-
tinuous transition, see Fig. 2. Interestingly, incontrast to
the equilbrium case [90, 91], we do not find that the XY
phase is immediately connected to the antiferromagnet,
but instead the transition is to a disordered phase. From
the variational analysis, it appears that this novel inter-
mediate phase is a paramagnet, however, ordered phases
involving a nonlocal order parameter cannot be ruled out
at this point.
I will now turn to the variational analysis for large
values of λ. In the limit λ→∞, the system has two dark
states corresponding to the antiferromagnetic ordering
of the spins. To incorporate antiferromagnetic ordering
into the variational approach is it necessary to consider
variational states of the form
ρ = ρA ⊗ ρB ⊗ ρA ⊗ ρB ⊗ · · · . (26)
6-1.6
-1.4
-1.2
-1
-2 -1.8 -1.6 -1.4 -1.2
lo
g
1
0
m
log10(λc1 − λ)
FIG. 2. Critical behavior of the dissipative phase transition
close to λc1 = 1/2 between the XY and disordered phase.
The fit represents a critical scaling of the order parameter
according to m ∼ (λc1 − λ)1/2.
The amount of antiferromagnetic ordering is captured
in the staggered magnetization ms, which is reduced for
finite values of λ. Again, we find a continuous phase
transition at λc2 = 3/2 to the same disordered phase,
see Fig. 3. For both continuous transitions, the effective
critical theory appears to be a φ4 theory, resulting in the
Landau critical exponent of β = 1/2. The full phase
diagram of the dissipative Heisenberg model, including a
comparison to the equilbirium phase diagram, is shown
in Fig. 4.
The appearance of the intermediate disordered phase
can be understood from the fact that the situation in
open systems is quite different to finding the ground state
of an equilbrium model. When constructing a variational
product state solution to a ground state problem, one can
never lower the variational energy by going from pure to
-2
-1.8
-1.6
-1.4
-1.2
-2 -1.8 -1.6 -1.4 -1.2
lo
g
1
0
m
s
log10(λ− λc2)
FIG. 3. Critical behavior of the dissipative phase transition
close λc2 = 3/2 between the Ising antiferromagnet and the
disordered phase. The fit represents a critical scaling of the
order parameter indicating staggered magnetization accord-
ing to ms ∼ (λ− λc2)1/2.
XY phase Ising antiferromagnet
2
(a)
XY phase
Ising 
antiferromagnet
1/2
(b)
Disordered
3/2
FIG. 4. Phase diagram for the Heisenberg model. (a) Ground
state phase diagram exhibiting a single transition from an
XY phase to an Ising antiferromagnet. (b) Phase diagram of
the dissipative model showing the presence of an additional
disordered phase between the XY ferromagnet and the Ising
antiferromagnet.
mixed states. Hence, all variational product states are
pure and can be characterized by unit vectors on the
Bloch sphere. However, in open systems it is well pos-
sible that going from pure states to mixed states leads
to a better approximation of the steady state. In this
case, the length of the Bloch vector is reduced until it
vanishes completely in a disordered phase. This is espe-
cially likely if the system is far away from an exact dark
state solution, which is the case around λ ≈ 1 for the dis-
sipative Heisenberg model. However, in contrast to the
situation in [61], the fully unpolarized state is never an
exact steady state of the quantum master equation, leav-
ing the possibility for more exotic ordering mechanisms
to be realized within the dissipative Heisenberg model.
IV. SUMMARY
I have presented a generic way to realize a large class of
dissipative quantum many-bodel spin models, including
purely dissipative model without any coherent dynamics.
By performing a variational analysis of a purely dissipa-
tive Heisenberg model, I have shown that the steady state
phase diagram exhibits an intermediate disordered phase
that is not present in the ground state phase diagram.
These findings underscore that the behavior of dissipa-
tive quantum many-body systems is potentially richer
than in equilibrium, and that the recently introduced
variational principle is very well suited to treat such dis-
sipative quantum many-body problems. In future de-
velopments, it will be possible to adapt the variational
principle to nonlocal variational parameters in order to
analyze whether the intermediate phase is characterized
by an exotic hidden order parameter.
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