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1. INTRODUCTION {#cem3218-sec-0001}
===============

The comet 67P/Churyumov‐Gerasimenko (short *67P*) was explored and continuously observed in situ between August 2014 and September 2016 by instruments onboard the spacecraft Rosetta, launched by the European Space Agency on 2 March 2004.[1](#cem3218-bib-0001){ref-type="ref"} The distance between Rosetta and the comet (nucleus size 6 km × 4 km × 3 km) was typically between 10 and 150 km. The heliocentric distance between the comet and the Sun during this time was between 1.2 and 3.8 AU (1 AU, astronomical unit; defined as 149 597 870 700 m; approximately the mean distance between Earth and Sun). The activity of the comet in terms of emitted gas and solid particles is highly dependent on the heliocentric distance. The aim of this work was to search for potential differences in the chemical composition of cometary particles collected during two periods of the mission.

The instrument COSIMA (COmetary Secondary Ions Mass Analyzer)[2](#cem3218-bib-0002){ref-type="ref"} onboard of Rosetta collected cometary particles on metal targets (1 cm × 1 cm, with a porous gold surface) during exposures outside the instrument for typically 1 day to 1 week. A built‐in microscope[3](#cem3218-bib-0003){ref-type="ref"} made images from the targets with a resolution of 14 μm and 1024 × 1024 pixel. In total, about 1400 particles (corresponding to about 30 000 particle fragments) have been documented from the obtained images.[4](#cem3218-bib-0004){ref-type="ref"} The typical particle diameter is 50 to 700 μm; the particle areas have a median of 390 μm^2^ and a maximum of 0.5 mm^2^. The built‐in time‐of‐flight secondary ion mass spectrometer (TOF‐SIMS) measured mass spectra at selected positions on the targets.[5](#cem3218-bib-0005){ref-type="ref"} The footprint of the primary ion beam was about 35 μm × 50 μm; the mass resolution *m*/Δ*m* was about 500 at mass 12 (C^+^) and about 800 at mass 56 (Fe^+^); Δ*m* is the full width at half maximum peak height. This mass resolution allows a separation of elemental ions from H‐rich carbon containing ions of the same nominal (integer) mass in this mass range. More details of the data collection for the COSIMA instrument are presented in Merouane et al.[4](#cem3218-bib-0004){ref-type="ref"}

More than 33 000 mass spectra have been acquired. Characteristics about the chemical composition of the particles have been derived from these data as follows: the organic substance of the particles is macromolecular,[6](#cem3218-bib-0006){ref-type="ref"} however, no specific organic compounds could be identified; atomic ratios were estimated as C/Si \~5,[7](#cem3218-bib-0007){ref-type="ref"} C/H \~1,[8](#cem3218-bib-0008){ref-type="ref"} and C/N \~30[9](#cem3218-bib-0009){ref-type="ref"}; the presence of the ions C~3~H~0‐4~ ^+^ and C~4~ ^+^ in the spectra, as well as the C/H elemental ratios, indicates unsaturated compounds[10](#cem3218-bib-0010){ref-type="ref"}; the elemental composition related to Fe is close to chondritic meteorites but enriched in Li, C, Na, Si, S, K, and Cu and depleted in Mg and Ca.[7](#cem3218-bib-0007){ref-type="ref"}, [11](#cem3218-bib-0011){ref-type="ref"} Related to this work are comparisons of the atomic C/Si ratios of particles collected at different heliocentric distances, however, with no clear correlations found between C/Si and the distance from comet to Sun.[7](#cem3218-bib-0007){ref-type="ref"}

The strategy applied in this study for investigating potential differences in the chemical composition of cometary particles is summarized in the following seven items---with details given in the following sections. (a) A set of *n* = 2213 spectra has been selected by automatic procedures applying criteria for the experimental and spectral quality,[7](#cem3218-bib-0007){ref-type="ref"}, [9](#cem3218-bib-0009){ref-type="ref"}, [10](#cem3218-bib-0010){ref-type="ref"}, [11](#cem3218-bib-0011){ref-type="ref"}, [12](#cem3218-bib-0012){ref-type="ref"} such as a maximum allowed contamination, reaching minimum ion counts, and the availability of heliocentric distance data. (b) For the *m* = 9 ions of type C~x~H~y~ ^+^ (for organics) and Mg^+^ and Fe^+^ (for minerals) the ion count data (mass spectral peak heights) were extracted from the mass calibrated raw data, resulting in a set of multivariate data given by a matrix ***X***(*n* × *m*). (c) The *n* spectra were divided into two classes, class 1 for spectra from samples collected at the beginning of the mission near the comet and approaching the Sun with heliocentric distances between 3.57 and 2.93 AU, and class 2 for spectra from particles collected at heliocentric distances between 2.48 and 1.24 AU in the time before and after perihelion (closest distance to sun, 1.24 AU). (d) A robust principal component analysis (PCA) gives an insight into the separation of the two classes. (e) Results from linear and nonlinear classification methods characterize the separability of the two classes. A good separation indicates different chemical compositions as reflected by the used mass spectral data. (f) Variables with high importance for the class separation indicate the specific secondary ions, which are characteristic for the separation. (g) Comparison of the distributions of ion counts and ion count ratios support a preliminary interpretation of different compositions of the particle classes.

2. DATA AND METHODS {#cem3218-sec-0002}
===================

2.1. Spectral data {#cem3218-sec-0003}
------------------

For this work, SIMS spectra with positive secondary ions have been used. The mass scale of each spectrum has been individually calibrated using the reference ions ^12^C^+^, ^23^Na^+^, and ^28^Si(^12^CH~3~)~3~ ^+^ by fitting Gauss peaks to the experimental ion count data.[10](#cem3218-bib-0010){ref-type="ref"} The *m* = 9 ion species considered are C^+^, CH^+^, CH~2~ ^+^, CH~3~ ^+^, C~2~H~3~ ^+^, C~3~H~3~ ^+^, C~3~H~4~ ^+^, ^24^Mg^+^, and ^56^Fe^+^. This selection is guided by (a) including ions characteristic for the macromolecular organic material,[6](#cem3218-bib-0006){ref-type="ref"} as well as for the inorganic material, probably mainly silicates[11](#cem3218-bib-0011){ref-type="ref"}; (b) using ion species that are well separated from others at the same nominal mass; and (c) not using ion species with uncertain contributions from the background (e.g., Na^+^ and Si^+^). Mass spectral peak heights were calculated as the sum of the ion counts within defined mass intervals,[10](#cem3218-bib-0010){ref-type="ref"} for instance, mass interval 11.960 to 12.030 for ions C^+^ (exact mass 12.0000) or 55.880 to 55.980 for ions Fe^+^ (exact mass 55.9349).

The spectral data show a contamination of the samples by PDMS (polydimethylsiloxane), a common background in SIMS experiments.[7](#cem3218-bib-0007){ref-type="ref"} The contribution of PDMS to the C~x~H~y~ ^+^ signals has been approximately subtracted by using peak height ratios from a reference spectrum based on the signal at mass 73 from (CH~3~)~3~Si^+.^ [10](#cem3218-bib-0010){ref-type="ref"} Contributions of unidentified contaminants are considered as part of a chemical noise.

The COSIMA documentation of the collected particles[4](#cem3218-bib-0004){ref-type="ref"} contains more than 34 000 entries with the *x*‐ and *y*‐coordinates of the particle centers, together with data about the collection period. Mass spectra have been selected if the *x*‐ and *y*‐coordinates of the SIMS measurement are within ±70 μm of the center of a documented particle having a minimum area of 500 μm^2^.

The final data comprise *n* = 2213 spectra with ion count data for *m* = 9 species, constituting matrix ***X***(*n* × *m*). The original ion counts are between 0 and about 10 000 with a median of 155, and a mean of 485. A cutoff for the heliocentric distance of 2.6 AU has been defined, dividing the samples into class 1 with *n* ~1~ = 839 spectra from samples collected rather far from the Sun in the time between begin of collections and approaching a distance of about 2.6 AU; class 2 contains *n* ~2~ = 1374 spectra from samples collected rather near the Sun at heliocentric distances smaller than 2.6 AU (Table [1](#cem3218-tbl-0001){ref-type="table"}). The cutoff of 2.6 AU has been chosen because of a gap in the data between 2.5 and 2.9 AU and because of giving similar class sizes. The range of particle size (measured by the particle area in the images) is similar in both classes with an interquartile range of 1600 to 10 600 μm^2^ for class 1 (first period, far Sun) and 2200 to 8800 μm^2^ for class 2 (second period, near Sun); median and maximum of the particle areas are larger in class 2 than in class 1.

###### 

Class characteristics

  Data                              Class 1             Class 2
  --------------------------------- ------------------- -------------------
  Heliocentric distance (AU)        2.93‐3.57           1.24‐2.48
  First date of collection begin    August 11, 2014     January 24, 2015
  Last date of collection begin     November 21, 2014   February 29, 2016
  Number of collection periods      10                  13
  Number of particles               69                  157
  Particle size (area in image)                         
  First to third quartiles, μm^2^   1 600‐10 600        2 200‐8 800
  Median, maximum, μm^2^            9 200, 73 000       10 500, 133 000
  Number of spectra                 839                 1 374

The data in ***X*** are of compositional nature because the relative values of ion counts are essential. An appropriate normalization or transformation has been performed by one of the two methods: (a) The normalization to a constant row sum of 100 describes the ions counts as percentages of the nine ion species and is preferred for interpretation. (b) A centered log‐ratio (CLR) transformation of ***X*** is recommended for compositional data,[13](#cem3218-bib-0013){ref-type="ref"} defined as *x* ~CLR~\[*i, j*\] = log (*x*\[*i, j*\] /*G*\[*i*\]) with *G*\[*i*\] for the geometric mean of all variables of object *i.* Calculation of *G* requires values \>0; to overcome this problem, x‐values lower than the 0.05 quantile (*q* ~0.05~, separately for each variable) were replaced by uniformly distributed random numbers between *q* ~0.05~/5 and *q* ~0.05~.

2.2. Data evaluation methods {#cem3218-sec-0004}
----------------------------

An exploratory data analysis[14](#cem3218-bib-0014){ref-type="ref"}, [15](#cem3218-bib-0015){ref-type="ref"}, [16](#cem3218-bib-0016){ref-type="ref"} for a visualization of the class discrimination has been performed by a robust PCA with CLR‐transformed data, and using the method *robPCA,* [17](#cem3218-bib-0017){ref-type="ref"} as implemented in the function *PcaHubert()* from the R‐package *rrcov.* [18](#cem3218-bib-0018){ref-type="ref"} This method yields orthogonal loading vectors, while the score vectors are in general not uncorrelated for the benefit of robustness.

For a discrimination of the two classes, three complementary methods have been used[16](#cem3218-bib-0016){ref-type="ref"}: (a) linear discriminant analysis with partial least squares (DPLS) regression,[19](#cem3218-bib-0019){ref-type="ref"} (b) nonlinear *k*‐nearest neighbor (KNN) classification[20](#cem3218-bib-0020){ref-type="ref"} based on estimating local class densities, and (c) nonlinear random forest (RF) classification[21](#cem3218-bib-0021){ref-type="ref"}, [22](#cem3218-bib-0022){ref-type="ref"} based on thresholds for the variables in decision trees. The classification performance is expressed as the ratios of correctly assigned test set objects, separately for each class, the predictive abilities *P* ~1~ and *P* ~2.~ [16](#cem3218-bib-0016){ref-type="ref"} An appropriate single performance measure is *P*, the arithmetic mean of *P* ~1~ and *P* ~2~. The variation of these measures as obtained by repeated cross validation (rCV) (see below) is visualized by boxplots, and the means are used for a comparison of the methods in Table [2](#cem3218-tbl-0002){ref-type="table"}.

###### 

Predictive abilities obtained by the applied classification methods DPLS, KNN, and RF

  Method   Parameter       *P* ~1~   *P* ~2~   *P*
  -------- --------------- --------- --------- ------
  DPLS     *A* ~OPT~ = 4   0.39      0.94      0.67
  KNN      *k* ~OPT~ = 1   0.73      0.87      0.80
  RF       500 trees       0.76      0.91      0.83

*Note.* Means of 100 repetitions in repeated cross validation.

Abbreviations: DPLS: discriminant analysis with partial least squares; KNN: *k*‐nearest neighbor; RF: random forest.

Discriminant partial least squares regression has been applied in combination with repeated double cross validation, rdCV.[23](#cem3218-bib-0023){ref-type="ref"}, [24](#cem3218-bib-0024){ref-type="ref"} This strategy allows a separate estimation of the optimum number, *A* ~OPT~, of PLS components and of the classification performance for test set objects, together with an estimation of the variabilities of these criteria for varying random splits into calibration and test sets. For PLS computation, the function *plsr()* from the R‐package *pls* has been applied.[25](#cem3218-bib-0025){ref-type="ref"} Autoscaled *x*‐data have been used because of a better model performance than with using sum 100 normalized data. The rdCV parameters were three segments in the outer CV loop (test set split), five segments in the inner CV loop (optimization of *A*, the number of PLS components), and 100 repetitions. The resulting optimum model complexity, *A* ~OPT~, is the most frequent value obtained for *A.*

A final PLS model with *A* ~OPT~ components using all objects has been calculated, and the resulting regression coefficients (standardized because of autoscaled *x*‐data) used as a measure for the variable importance.

*K*‐nearest neighbor classification was performed with sum 100 normalized *x*‐data, using the Euclidean distance and applying the function *knn()* from the R‐package *class.* KNN was combined with rdCV[24](#cem3218-bib-0024){ref-type="ref"} for a separate estimation of the optimum number of neighbors, *k* ~OPT~, and of the model performance, together with their variabilities for varying random splits into calibration and test sets. The rdCV parameters were the same as used for DPLS.

RF classification is based on repeatedly created decision trees (the forest) applying the method CART (classification and regression trees) and using randomly selected subsets of the variables. RF calculations were done with the function *randomForest()* from the R‐package *randomForest,* [26](#cem3218-bib-0026){ref-type="ref"} using sum 100 normalized *x*‐data. A rCV was applied with three segments (two for the training sets and one for the test sets), 100 repetitions, and 500 trees per training.

The function used for RF provides a measure for the variable importance for class separation, namely, the *mean decreasing accuracy* (MDA). MDA has a high value if the classification accuracy decreases considerably when the variable is eliminated. Variables with a high MDA can be considered as being relevant for the class separation.

Finally, the distributions of variable values and some ratios of variables have been presented by boxplots.[16](#cem3218-bib-0016){ref-type="ref"}, [27](#cem3218-bib-0027){ref-type="ref"} This robust visualization of distributions supports the interpretation of potential differences of the classes.

3. RESULTS {#cem3218-sec-0005}
==========

3.1. Exploration {#cem3218-sec-0006}
----------------

A robust PCA was applied for a visualization of the data structure. Data sets with 200 randomly selected objects from each class have been used for a better readability of the score plots. Figure [1](#cem3218-fig-0001){ref-type="fig"} shows a typical result with 83.7 and 12.4 % variance preserved by the first two components. The two classes exhibit a distinct separation; a complete separation cannot be expected as the definition of the classes implies an overlap and PCA does not consider any class information. The loading plot indicates a high relevance of the ions Mg^+^ and Fe^+^ for class 1 (sampling in the first period, far from Sun), and C^+^, CH^+^, and CH~2~ ^+^ for class 2 (sampling in the second period, near Sun).

![Robust principal component analysis (PCA) with a random sample of 200 spectra from each class; variables were centered log‐ratio‐transformed because of their compositional nature](CEM-34-e3218-g001){#cem3218-fig-0001}

![Variation of the predictive abilities of 100 repetitions in repeated cross validation. *P* ~1~, samples from first period, far from the Sun; *P* ~2~, samples from second period, near the Sun; *P* is the mean of both](CEM-34-e3218-g002){#cem3218-fig-0002}

3.2. Classification {#cem3218-sec-0007}
-------------------

The classification performances obtained by the applied three methods are summarized in Table [2](#cem3218-tbl-0002){ref-type="table"}. The linear method DPLS gives only a poor mean predictive ability, *P*, of 0.67; however, the nonlinear methods KNN and RF discriminate well with *P* = 0.80 and 0.83. The variability of the predictive abilities in rCV is small, due to the small number of variables, the high number of objects, and the obviously homogenous data (Figure [2](#cem3218-fig-0002){ref-type="fig"}). The distinct class discrimination based on mass spectral data indicates different particle compositions of the classes.

More specifically, the optimum number of neighbors, *k* ~OPT~, in KNN is 1; however, the classification performance for increasing generalization considering up to 10 neighbors is stable. The RF classification shows only minor changes in the performance when varying the number of trees between 200 and 10 000.

3.3. Variable importance {#cem3218-sec-0008}
------------------------

The importance of the variables for class discrimination has been characterized by two approaches. (a) Univariate and bivariate methods allow a direct interpretation in terms of ion abundances and chemical composition. The class distributions of selected single variables and ratios of variables have been compared by boxplots. (b) For multivariate methods, the importance of a variable is influenced by the other variables. We focus on the MDA criterion from RF and compare it with the standardized regression coefficients from DPLS.

Single variables have highly overlapping distributions for class 1 and 2 as for example shown for the ions C^+^, CH~2~ ^+^, Mg^+^, and Fe^+^ in Figure [3](#cem3218-fig-0003){ref-type="fig"}. If the notches of two boxplots do not overlap, this is a strong evidence that the two medians differ. The ratios CH~3~ ^+^/C^+^ and CH~0‐3~ ^+^/C^+^ have significantly lower values in class 2 (second period, near Sun) than in class 1. CH~0‐3~ ^+^ stands for the sum of ion counts of C^+^, CH^+^, CH~2~ ^+^, and CH~3~ ^+^. Best discrimination give the ratios C^+^/Fe^+^ and CH~0‐3~ ^+^/(Mg^+^+Fe^+^). It is remarkable that carbon containing ions show increased abundances compared with Mg^+^ and Fe^+^ in spectra from samples collected in the second period rather near the Sun.

![Boxplots showing the distributions of selected ion counts (sum 100 normalized) and ion count ratios for samples in class 1 (collected during the first period, far the Sun, left, in blue color) and class 2 (second period, near the Sun, right, red); values higher than the 0.9 quantile are cut](CEM-34-e3218-g003){#cem3218-fig-0003}

The variable importance obtained from the multivariate approaches RF and DPLS is shown in Figure [4](#cem3218-fig-0004){ref-type="fig"}. The MDA measure from RF discloses the relative abundances of C^+^ and Fe^+^ as most relevant for separating classes 1 and 2. The standardized regression coefficients, *b* ~DPLS~, for a DPLS discriminant variable indicate that C^+^ is prominent in class 2 (near Sun), and especially C~3~H~4~ ^+^ and Fe^+^ are prominent in class 1; however, note that DPLS is less discriminating than RF or KNN (Table [2](#cem3218-tbl-0002){ref-type="table"}). MDA and absolute values of *b* ~DPLS~ show similar trends with a squared Pearson correlation coefficient of 0.6.

![Importance of the variables for class separation with multivariate methods. *b* ~DPLS~ standardized regression coefficient of a DPLS discriminant variable; MDA, mean decreasing accuracy from random forest classification](CEM-34-e3218-g004){#cem3218-fig-0004}

4. SUMMARY AND DISCUSSION {#cem3218-sec-0009}
=========================

Potential different compositions of two classes of cometary particles collected during two periods of the Rosetta mission have been investigated. The compositions are characterized by patterns of relative abundances of nine positive secondary ions measured by TOF‐SIMS. The selected ions characterize the organic and inorganic compositions of the samples. The applied multivariate methods (PCA, DPLS, KNN, and RF) show a separation of both classes and thus indicate different compositions. The nonlinear methods KNN and RF exhibit a much better class separation than the linear DPLS. Correspondingly, the class distributions for single variables show a high overlap; however, some ratios of ion abundances are well discriminating, for instance C^+^/Fe^+^ and CH~0‐3~ ^+^/(Mg^+^+Fe^+^). This data analysis gives clear evidence for enhanced relative ion abundances of C^+^ (and to a lesser extent of C~3~H~3~ ^+^) for samples collected in the second period (near the Sun, class 2). On the other hand, samples collected during the period between start of experiments (about 3.6 AU heliocentric distance) and before approaching a distance of 2.6 AU (class 1) have enhanced relative abundances of Fe^+^ together with smaller ratios C^+^/Fe^+^ than in class 2.

A discussion of these results in terms of comet science requires further investigations. The particles collected in the first part of the mission may be material from the dust coat of the comet that gets removed once the activity starts again (the orbital period is 6.44 years). This material is depleted in carbonaceous volatiles from former perihelion passes. As proposed by R. Schulz at al.,[28](#cem3218-bib-0028){ref-type="ref"} these particles may represent the parent material of interplanetary dust as contained in meteor streams with cometary origin. The fresh material emitted from the comet surface and collected at smaller heliocentric distances has definitely another composition with an enhanced content of carbonaceous matter.
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