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Embora na˜o seja pra´tica generalizada, aceita-se hoje o valor da especificac¸a˜o formal
de aplicac¸o˜es como ingrediente essencial ao desenvolvimento de software fia´vel. Isso
pressupo˜e uma noc¸a˜o adicional — a de refinamento — capaz de sistematizar a deriva-
c¸a˜o de implementac¸o˜es correctas a partir de modelos abstractos (ie. especificac¸o˜es).
No chamado estilo construtivo de desenvolvimento, faz-se refinamento passo-a-
passo, provando que cada passo decorre do anterior por regras que garantem a correc-
c¸a˜o. Estas provas, que sa˜o vulgarmente feitas na lo´gica de predicados e teoria de con-
juntos, teˆm, pore´m, problemas de escalabilidade: por um lado, na˜o e´ pra´tico provar
factos envolvendo muitas varia´veis e quantificac¸o˜es. Por outro, o nı´vel relativamente
pouco a´gil em que decorrem as provas impede a sua progressa˜o e pede ferramentas
automa´ticas de prova.
Esta tese desenvolve uma te´cnica alternativa de refinamento baseada na chamada
transformada-pointfree. A ideia e´ desenvolver um ca´lculo a´gil capaz de calcular im
plementac¸o˜es a partir das suas especificac¸o˜es por transformac¸o˜es alge´bricas simples.
A transformada actua sempre que pretendemos raciocinar, mapeando expresso˜es da
lo´gica de predicados em expresso˜es do ca´lculo relacional com implosa˜o das quantifica-
c¸o˜es e outras construc¸o˜es baseadas em varia´veis.
Nesse sentido, esta tese aborda os fundamentos do refinamento de programas por
ca´lculo, atrave´s de raciocı´nios ao nı´vel do ca´lculo de relac¸o˜es bina´rias dito pointfree,
nos seus dois nı´veis essenciais: dados e algoritmos.
Para esse efeito, desenvolvem-se e generalizam-se algumas construc¸o˜es do ca´l-
culo relacional, nomeadamente a transposic¸a˜o funcional, uma te´cnica que tem por
objectivo converter relac¸o˜es em func¸o˜es, de modo a exprimir a a´lgebra de relac¸o˜es
atrave´s da a´lgebra de func¸o˜es. E´ utilizada nesta dissertac¸a˜o como leit-motiv.
No sentido de potenciar ao ma´ximo a pretendida algebrizac¸a˜o do processo de ca´l-
culo de programas, a abordagem proposta capitaliza no conceito de conecc¸a˜o de Ga-
lois. Em particular, mostra-se como as principais leis de refinamento de dados podem
ser vistas como esse tipo de conecc¸a˜o.
No plano do refinamento algorı´tmico, estuda-se a ordem padra˜o de refinamento
ao nı´vel pointfree e calcula-se a sua factorizac¸a˜o em duas subordens com comporta-
mentos opostos: reduc¸a˜o de na˜o-determinismo e aumento da definic¸a˜o. Essa factoriza
c¸a˜o torna a ordem original mais trata´vel matematicamente. Apresenta-se a sua teoria
em estilo pointfree, que inclui uma prova simples do refinamento estrutural, para tipos
parame´tricos arbitra´rios.
Finalmente, mostramos que so´ precisamos de uma regra completa de refinamento
relacional—para provar o refinamento coalge´brico— e utiliza´mo-la para testemunhar
o refinamento por ca´lculo de relac¸o˜es de transic¸a˜o correspondentes a coalgebras.
iv
Abstract
Design of trustworthy software calls for technologies which discuss software relia-
bility formally, ie. by writing and reasoning about mathematical models of real-life
objects and activities (vulg. specifications). Such technologies involve the additional
notion of refinement (or reification), which means the systematic process of ensuring
correct implementations for formal specifications.
In the well-known constructive style for software development, design is factored
in several steps, each intermediate step being first proposed and then proved to fol-
low from its antecedent. However, such an ”invent-and-verify” style is often im-
practical due to the complexity of the mathematical reasoning involved in real-size
software problems. Moreover, program reasoning is normally carried out in predi-
cate/temporal logic and naı¨ve set theory — notations which don’t scale up to fully
detailed models of complex problems.
This thesis is concerned with the foundations of an alternative technique for pro-
gram refinement based on so-called pointfree calculation. The idea is to develop a cal-
culus allowing for programs to be actually calculated from their specifications. Instead
of doing proofs from first principles, this strategy leads to implementations which are
“correct by construction”. Conventional refinement rules are transformed into simple,
elegant equations dispensing with points and involving only binary relation combi-
nators.
The pointfree binary relational calculus is therefore at the heart of the proposed re-
finement theory. This thesis adds to such a mathematical framework in two ways: on
the one hand it shows how to apply it to data and algorithimc refinement problems.
On the other hand, some constructions are proposed which prove useful not only in
refinement but also in general. This includes generic functional transposition, a tech-
nique for converting relations into functions aimed at developing relational algebra
via the algebra of functions. It is employed in this dissertation as a leit motiv.
Our proposed theory of data refinement draws heavily on the Galois connection
approach to mathematical reasoning. This includes a simple way to calculate refine-
ment invariants induced by the Galois connected laws.
Algorithmic refinement is addressed in the same way. The standard operation
refinement ordering is given a pointfree treatment which includes a simple calculation
of Groves’ factorization and its direct application in structural refinement involving
arbitrary parametric types.
Finally, coalgebraic refinement is done using an equivalent single complete rule
for data refinement which is used to witness refinement by calculation of transition
relations corresponding to coalgebras.
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The Portuguese IT sector was hit in 2004 by a singular fact: soon after the MoEdu-
cation middle school teacher allocation system collapsed, officials said it would be
better to revert to the traditional, manual process instead of trying to recover the ex-
isting, faulty software. When these facts reached the news headlines, the country as
a whole asked obvious questions: what had happened to the investment in the IT
sector? How good were our software professionals? What if similar problems arose
elsewhere, eg. in banking software applications? How safe was it to let computers
mechanize one’s daily life?
Such a “national” problem was later to be solved by a small software house which
claimed to use formal methods in their normal practice. For the first time ever in the
country, issues such as program correctness, software (low) quality and so on reached
the news headlines. For the first time ever, again, a software company decided to pub-
lish on their website a correctness proof of their proposed solution [5], an algorithm
for teacher allocation.
Altogether, the incident drove the country’s attention to the need for better trained
software engineers. Skills as basic as the ability to think and reason in terms of abstract
models and the effective use of mathematics and algorithmic science in normal, daily
business practice are on demand.
This challenge of producing correct software, so well put forward by the facts re-
ported above, is the main concern of this thesis.
1.1 On the specification-implementationdichotomy
Following common practice in other engineering disciplines, computing scientists
have agreed that there must be at least two phases in the production of software: for-
mal specification (modelling) and implementation. However, there are many ways in
which these concepts are put into practice, ranging from completely informal (albeit
systematic) strategies and guidelines, to fully formal reasoning techniques possbily
involving the support of mechanical proof assistants.
Before explaining this specification-implementation dichotomy, let us stress that it
demands the use of formal methods as a way of certifying the relationship between
1
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abstract models and efficient implementations [75]. In the specification phase, require-
ments should be mathematicaly expressed. By contrast, the implementation is a piece
of code that should guide a computer to efficiently carry out the task intended by the
specification.
It should be noted that, once the specification is written down, there is in general
more than one way to instruct the target machine to accomplish “what” the speci-
fier has designed. (Think, for instance, of the freedom to choose algorithms, data
structures, programming languages, compilers, and so on.) Therefore, the relation-
ship among specifications and implementations is one to many, that is, specifications
are more abstract than implementations. In fact, when writing a specification, the
software designer is aware that this is to be read, understood and reasoned about by
human beings, who wish to think about the problem while abstracting as much as
possible from machine-level details. By contrast, an implementation is intended to
be run by a machine, as fast as possible. So, all programming tricks added to an im-
plementation to improve its efficiency are irrelevant and meanningless details with
respect to the original specification.
The “epistemological” gap between specification and implementation, which is far
from beeing “smooth”, can be approached by systematic introduction of detail. This
process is studied by a discipline called refinement [66], a well established branch of
computer programming engineering, based on formal methods.
There are two main approaches to program refinement: invent & verify and cor-
rect by constuction. In the former approach, an intermediate implementation is first
invented and then proved correct in relation to the corresponding specification. In
the latter method, the implementation is actualy calculated from the specification, by
use of algebraic reasoning. Altogether, the theory and practice behind these two ap-
proaches is the main body of what is currently understood as the use of so-called
formal methods in software design.
The notion of formal correctness is therefore central to any reliable refinement disci-
pline. Examples of notations and methodologies promoting correctness by formal rea-
soning are Z [142], B [2] and VDM [76, 54], the latter being among the first to promote a
comprehensive methodology for formal specification and development of programs.
Quoting Cliff Jones [77],
”What is required is a coherent notation and a set of ‘proof obligations’. The so-
called ‘Vienna Development Method’ (VDM) was one of the earliest attempts to
create such coherence”.
1.2 Balzer’s software life-cycle
As we have seen above, formal methods are based on formal specifications. A for-
mal specification (in which a mathematical text — the model — is written prescribing
“what” the intended software system should do) is linked to (one or more) implemen-
tations (in which machine code is produced instructing the hardware about “how” to
do it) [75]. The intended coherence between these two phases is achieved by means of














Figure 1.1: Diagram of Balzer’s software life-cycle [17] (adapted)
a justification, a mathematical document saying “why” the implementation meets the
abstract model [75].
This approach is the basis of the so-called Balzer’s life-cycle proposal [17] for for-
mal software development illustrated in the diagram of figure 1.1. In essence, we have
the following steps:
• A costumer poses a problemwhich is understood textually via informal require-
ments (step 1).
• The development team builds a mathematical model of the requirements, that
is, the formal specification. This captures the formal understanding of the prob-
lem by the team (step 2).
• The team checks the behaviour of the model by animating it as a rapid proto-
type written in a high level declarative language. Functional behaviour can be
checked reactively, while logical properties and conditions require suitable test
suites. In the case of reactive prototyping, the runnable emulation of the model
can be wrapped by a graphical user interface (GUI) and exercised directly by
the costumer, who will thus validate the original requirements (step 3).
• The team upgrades the model (specification) wherever inconsistencies or misin-
terpretations have been found; ocasionally, changes to the original requirements
are made which the costumer finds appropriate for best tuning of the model to
the problem (step 4).
• Once the model is stable, formal verification can take place (step 5) where con-
sistency proof obligations are discharged (invariant property checking, for in-
stance).
In the software life cycle, we give particular attention to the reification phase (step
5), where an implementation is materialized into a lower level program. Let us see
what the Wikipedia tells about refinement:
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In formal methods, refinement is the verifiable transformation of an abstract
(high-level) formal specification into a concrete (low-level) executable program.
The term reification is also sometimes used (coined by Cliff Jones).
Retrenchment is an alternative technique when formal refinement is not possi-
ble.
Note that reifym means turnm into something “real”. However, instead of reify
(= “real+fy”) we tend to use the more traditional verb refine.
In the following section we’ll see how one
• refines a given model
• checks the validity of the outcome of such a refinement phase.
1.3 On the Need for Software Refinement Calculi
The problem of program verification appears in the larger context of so called pro-
gram (or code) validation, that is, of the quality control of software when viewed as an
industrial product.
The first form of quality control of a program ever known is called test (or debug).
It consists in correcting a program after successive runs, in a process of trial and error.
Its drawbacks are well known, cf. [110, 75]:
• it is clearly a pre-scientific methodology;
• it is ineffective, as E.W. Dijkstra noted:
Program testing can be used to show the presence of bugs, never to show
their absence
So,
debug reveals errors⇒ program has errors (p⇒ q)
debug does’nt reveals errors 6⇒ program does’nt have errors (¬p 6⇒
¬q)
• it is a method of restricted application (not all test cases can be generated);
• it is an expensive method since trial and error demands extra time and more
financial charges (programmers’ wages, etc);
• it implies excessive use of computational resources, adding to the financial costs
of development because of the need for additional computers and disk space to
store test suits;
• it is an irresponsable method as the human incapability of testing until the end
will not blame programmers andwill dismiss professional responsability, which
is contrary to the spirit of the modern technology;
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• it produces insufficient results, since experience shows that many errors de-
tected in the debugging phase were originated earlier in the development pro-
cess; to remove such errors at the end (in place of their timely detection) is ob-
viously more difficult and demanding — e.g. to recover bad choice of a data
structure may force the substitution of all algorithms associated with it;
• finally, it is a methodwhichmakes themaintenance process harder thus increas-
ing cost of the overall software production.
An alternative way to control the quality of programs — the so called verification
approach — is different since it tries to verify the correctness of a program without
ever runing it. This software quality control appeared in the 1960s after research ac-
tivities which showed the possibility of “calculating” the mathematical meaning of a
computer program [55, 65].
In this way, the quality control process is transformed in a mathematical exercice.
But for real programs, with thousands of lines of code, the calculation of their meaning
and associated correctness argument with respect to a given specfication, is a very
hard task. Thus the “historical failure” of the method, today called static verification
or a posteriori verification.
The term a posteriori retains the fact that the correction argument only starts once
the program is finished. Common sense suggests that correction arguments should be
mind sized. So, for real programs, this is only possible if the argument begins before the
synthesis of the final program to develop. The idea is then to reduce the complexity
of the correctness argument by structuring it in sub-arguments, in the same way a
mathematician decomposes an elaborate theorem into auxiliary theorems (lemmas),
which should be “mind sized”, and are proven in isolation [110].
In this new style of formal development, referred to as constructive specification or
‘invent and verify’ [75], a design is factored into as many ”mind-sized” design steps
as required. Every intermediate design is first proposed and then proved to follow
from its antecedent. Although it ameliorates primitive static verification a lot, this
style (known as “invent and verify”) is quite often ineffective for it assumes that the
software engineer has sufficient intuition to guess efficient implementations, which
is unlikely in many cases. The complexity of the mathematical reasoning demanded
in proving intermediate steps of the development of software solutions for real life
problems is still high.
The questions arise: since the whole process is based, inductively, on conjecture
and invention, what’s the quality of the invented implementations? Isn’t it possible to
derive (to deduce) implementations from ther specifications?
In face of the limitations of this method, we propose a calculation style:
• Idea: develop a calculus allowing programs to be actually calculated from their
specifications;
• Style: every intermediate design is drawn from its antecedent by transforma-
tion according to some underlying calculus;
• Proof discharge: one is lead to a “correct by construction” method (no proofs
from first principles).
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This style calls for
• a compact symbolic notation for code and data structures, for instance x + y
instead of record case ...of ...x ...y end, etc.
• program calculi involving mathematical laws as simple and familiar as eg. x+ y ≤ z ≡ x ≤ z − y,
which are well understood since school algebra.
However, what can the meaning of x ≤ y be where x and y are programming
concepts? FromWirth’s ”formula” [141]
Algorithms + Data Structures = Programs
we infer
Program refinement = Data refinement + Algorithmic refinement
subject to the following remarks:
• in general, x ≤ y will be read as “y is a refinement of x” (whatever x, y are);
• in algorithmic refinement, x ≤ y means program y is more defined and more
deterministic than x;
• in data refinement, x ≤ y means that every inhabitant of datatype x can be
(faithfully) represented by some inhabitant of datatype y;
• data should be dealt with first.
Both data and algorithm calculations should be structural in the sense that the
components of an expression be calculated in isolation (i.e. pre-existing refinement re-
sultsmay be reused). The reduction of the proof onus is accomplished doing structural
calculation instead of proofs from first principles. This is the very idea of a calculus, as
the past has witnessed in other contexts (cf. the differential and integral calculi, linear
algebra, etc).
We are thus lead to the following diagram picturing the evolution of the software








Constructive (invent & verify)
Calculation / automation
The challenge of turning the art of computer programming into a calculational
discipline is nicely captured by the following advice concerning software calculi, by
the Algebra of Programming Research Group at Oxford [29]:
a calculus is worthless if it is not sound, and useless if it is not easy to work with.
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1.4 State of the Art
Software calculi have been the subject of intensive research in the last twenty years.
Among the most popular algorithmic refinement calculi we find Morgan’s calculus
[94] and Back’s calculus [7]. These are generalizatons of Dijkstra’s calculus [52] which
were developed in the late 1980’s. Earlier publications concerning the Morgan’s cal-
culus are reprinted in [96] and include [93]. Ralf Back’s calculus is the subject of many
publications, among which [8, 6, 139, 9]. The so-called Morris’s calculus [97, 98] is
similar to the above.
More recently, in the field of functional programming, an algebraic approach to
programming [29] has emerged that builds on earlier work by Backus [16] on the
algebra of programming. A pointfree algebraic style is put forwardwhich proves effective
in calculating with functions and relations. (This calculus, which meanwhile became
known as the Bird-Meertens formalism [30, 86, 31, 11], provides the main inspiration
for the work presented in this thesis.)
Also in the area of functional programming one finds the fold/unfold calculus [36]
and the program transformation approach [44, 45, 46]. The CIP [25, 90, 120] program
transformation calculus has lead to the CIP transformation framework [24] over an
wide spectrum language [26].
As far as data calculation is concerned, the so-called set-specification calculus SETS
[104, 105, 106, 108, 116] emerged in the context of [66] and VDM [75, 76]. The founda-
tions of this calculus were studied in [79].
Relational data refinement [50] (see also [64, 63]) is the theory of implementation
of abstract data types by concrete ones, by use of proof rules based on relations called
simulations.
Algorithmic refinement may be seen as a particular case of relational refinement.
Consider the VDM and Z tradition on refinement, and references [35] and [61], the
latter in the context of the Z schema calculus.
The literature on refinement includes comparisions among data (relational) refine-
ment [50] and process refinement [62] approaches. The most significant examples (see
e.g. [34, 33]) arise in the context of the relationship between refinement in Z [135] and
in CSP[67]. Reference [53] compares refinement for failure (typical of CSP) and bis-
simulation (typical of CCS [88]) semantics. Bisimulation is also an important feature
of the universal coalgebra theory of systems [132, 4].
In the context of coalgebra, [18] studies the semantics of software components and
processes. Processes are given a final coalgebraic semantics [19, 20].
The following references are textbooks on formal software calculi:
• Reference [120] presents the CIP wide spectrum language and transformations,
between the various levels of the language. Specifications, corresponding to the
more abstract level of the language, are algebraic and axiomatic.
• Reference [93] presents a formalization of Dijkstra’s methodology, which in-
volves an imperative algorithmic language (Dijkstra’s language)with non-executable
extensions. Specifications are mathematical statements and the implementa-
tions are programs in Dijkstra’s language.
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• Reference [29] presents a categorical formalization of the binary relation calcu-
lus, where specifications are relations and implementations are functions.
• Reference [7] addresses the refinement calculus, an alternative formalization of
Dijkstra’s ideas.
1.5 Structure of the Dissertation
Chapter 2 presents the pointfree binary relational calculus and the pointfree trans-
form, a device which will be used throughout the dissertation to convert first order
logic formulas to pointfree binary relational calculus expressions.
Chapter 3 develops the concept of transposition, which will be used in the remain-
ing chapters.
Chapter 4 is devoted to data refinement, ie. the refinement of the carrier of an
algebra or else the carrier of a coalgebra.
Chapter 5 is devoted to algorithmic refinement, ie. the refinement of the operations
of an algebra. A programming calculus is developed which has relations as specifica-
tions and functions as implementations.
Chapter 6 is devoted to coalgebraic refinement, ie. the refinement of the dynamics
of a coalgebra. Coalgebraic refinement is shown to reduce to relational refinement of
the respective binary transition relations.
The last chapter presents conclusions and directions of future work.
1.6 Sources of chapters







On the Binary Relation Algebra
2.1 Introduction
The functional programming style emerged in the 1970s as an alternative to program-
ming with actions — also known as imperative programming – amenable to reason-
ing and calculation, cf. Backus’ Turing Award paper [16] and the well known program
transformation school [36, 45, 90]. But soon it became apparent that this functional
style integrates a more complete approach where specifications are relations and im-
plementations are functions [29].
With relations one is able to model partiality and non-determinism. Relations also
include predicates, invariants, loop invariants, sets, orders and other relations useful
to avoid over-specification. The most important aspect of this shift from functions to
relations is the powerful calculus of the latter, which can assist in refinement. Such a
‘calculational style’ was introduced in the 1980s [68]. This calculus, also known as the
binary relation algebra, benefits from the point-free transform, in the main subject of
this chapter.
The study of binary relations is, however, much older. It begun in the nineteenth
century, cf. [47, 121, 134] and was recovered by Tarski [136] in the 1940s. References
[124, 83] review the origins of the calculus of binary relations. References [91, 92] gen-
eralize from binary to multiary relations, and apply the resulting approach to graph
and pointer algorithms. Another generalization was to drop converse: [138] and [27].
The resulting theory was applied to the development of a process calculus.
2.2 Overview of the relational calculus
Relations. Let B A
Roo denote a binary relation on datatypes A (source) and B
(target). We write bRa to mean that pair 〈b, a〉 is in R. The underlying partial order
on relations will be written R ⊆ S, meaning that S is either more defined or less
deterministic than R, that is, R ⊆ S ≡ bRa⇒ bSa for all a, b. Expression R ∪ S
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relation




Figure 2.1: Binary relation taxonomy
denotes the union of two relations and ⊤ denotes the largest relation of its type. Its
dual is ⊥, the smallest such relation. Equality on relations can be established by
⊆-antisymmetry: R = S ≡ R ⊆ S ∧ S ⊆ R.
Relations can be combined by three basic operators: composition (R · S), converse
(R◦) and meet (R ∩ S). R◦ is the relation such that a(R◦)b iff bRa holds. Meet cor-
responds to set-theoretical intersection and composition is defined in the usual way:
b(R · S)c holds wherever there exists some mediating a ∈ A such that bRa ∧ aSc.
Everywhere T = R · S holds, the replacement of T by R · S will be referred to as a
“factorization” and that of R · S by T as “fusion”. Every relation B ARoo admits
two trivial factorizations, R = R · idA and R = idB · R where, for every X, idX is the
identity relation mapping every element of X onto itself.
Coreflexives. Some standard terminology arises from the id relation: a (endo)relation
A A
Roo
(often called an order) will be referred to as reflexive iff idA ⊆ R holds and as coreflexive
iff R ⊆ idA holds. As a rule, subscripts are dropped wherever types are implicit or
easy to infer.
Coreflexive relations are fragments of the identity relation which can be used to
model predicates or sets. The meaning of a predicate p is the coreflexive [[p]] such that
b[[p]]a ≡ (b = a) ∧ (p a), that is, the relation that maps every a which satisfies p
(and only such a) onto itself. The meaning of a set S ⊆ A is [[λa.a ∈ S]], that is,
b[[S]]a ≡ (b = a) ∧ a ∈ S . Wherever clear from the context, we will omit the [[ ]]
brackets.
Orders. Preorders are reflexive, transitive relations, where R is transitive iff R ·R ⊆
R holds. Partial orders are anti-symmetric preorders, whereR is anti-symmetric wher-
ever R ∩ R◦ ⊆ id holds. A preorder R is an equivalence if it is symmetric, that is, if
R = R◦.
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Taxonomy. Converse is of paramount importance in establishing a wider taxonomy




= R◦ ·R (2.1)
and its image (dual concept)
img R
def
= ker (R◦) (2.2)
An alternative to (2.2) is to define img R = R · R◦, since converse commutes with
composition,
(R · S)◦ = S◦ ·R◦ (2.3)
and is involutive, that is,
(R◦)◦ = R (2.4)
Kernel and image lead to the following terminology: a relation R is said to be entire
(or total) iff its kernel is reflexive; or simple (or functional) iff its image is coreflexive.
Dually,R is surjective iffR◦ is entire, andR is injective iffR◦ is simple. This terminology
is recorded in the following summary table:
Reflexive Coreflexive
ker R entire R injective R
img R surjective R simple R
(2.5)
Functions. A relation is a function iff it is both simple and entire. Functions will be
denoted by lowercase letters (f , g, etc.) and are such that bfameans b = f a. Function
converses enjoy a number of properties of which the following is singled out because
of its roˆle in pointwise-pointfree conversion [10] :
b(f◦ · R · g)a ≡ (f b)R(g a) (2.6)
The overall taxonomy of binary relations is pictured in Fig. 2.1 where, further to the
standard classification, representations and abstractions are added. These are classes
of relations useful in data-refinement [106]. Because of ⊆-antisymmetry, img S = id
wherever S is an abstraction and ker R = id wherever R is a representation. This
ensures that “no confusion” arises in a representation and that all abstract data are
reachable by an abstraction (“no junk”).
Isomorphisms are functions, abstractions and representations at the same time.
A particular isomorphism is id, which also is the smallest equivalence relation on a
particular data domain. So, b id ameans the same as b = a.
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Functions and relations. The interplay between functions and relations is a rich
part of the binary relation calculus. This arises when one relates the arguments and
results of pairs of functions f and g in, essentially, two ways:
f · S ⊆ R · g (2.7)
f◦ · S = R · g (2.8)
As we shall see shortly, (2.7) is equivalent to S ⊆ f◦ ·R · g which, by (2.6), means
that f and g produceR-related outputs f b and g a provided their inputs are S-related
(bSa). This situation is so frequent that one says that, everywhere f and g are such
that (2.7) holds, f is (R← S)-related to g:












For instance, for partial ordersR,S :=≤,⊑, fact f(≤←⊑)f means that f is monotone.
For R,S :=≤, id, fact f(≤← id)g means
f
.≤ g ≡ f ⊆ ≤ · g (2.10)
that is, f and g are such that f b ≤ g b for all b. Therefore, .≤ is the lifting of pointwise
ordering ≤ to the functional level. In general, relation R← S will be referred to as
“Reynolds arrow combinator” (see section 3.5), which is extensively studied in [10].
Wherever f(R← S)f holds, we will write
R
f← S (2.11)
instead of f(R ← S)f meaning that “f is of type R ← S”. This will be of special
interest whereR and S are coreflexives expressing properties of datatypes. So, writing
≤ f←⊑ is an alternative way of telling that f is monotone.
Concerning the other way to combine relations with functions, equality (2.8) be-
comes interesting wherever R and S are preorders,











in which case f, g are always monotone and said to be Galois connected. Function f
(resp. g) is referred to as the lower (resp. upper) adjoint of the connection. By introduc-
ing variables in both sides of (2.12) via (2.6) we obtain, for all b and c
(f b) ⊑ c ≡ b ≤ (g c) (2.13)
Note that (2.12) boils down to f◦ = g (ie. f = g◦) wherever ≤ and ⊑ are id, in
which case f and g are isomorphisms, that is, f◦ is also a function and
f b = c ≡ b = f◦c (2.14)
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holds.
For further details on the rich theory of Galois connections and examples of appli-
cation see [1, 10]. Galois connections in which the two preorders are relation inclusion
(≤,⊑ := ⊆,⊆) are particularly interesting because the two adjoints are relational com-
binators and the connection itself is their universal property. The following table lists
connections which are relevant for this dissertation:
Relational Operators as Galois Connections
(f X) ⊆ Y ≡ X ⊆ (g Y )
Description f = g♭ g = f ♯ Obs.








division (R·) (R \ ) R under
right-
division (·R) ( / R) over R
range ρ (·⊤)
domain δ (⊤·)
implication (R ∩ ) (R⇒ )
difference ( −R) (R ∪ )
(2.15)
All f and g are monotonic by definition, as Galois adjoints. Moreover, the fs commute
with join and the gs with meet. Thus we obtain monotonicity and distribution for free,
whose proof as law 3.2 in [61] is unnecessary. It should be mentioned that some rules
in (2.15) appear in the literature under different guises and usually not identified as
Galois connections. For instance, the shunting rule is called cancellation law in [142].
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The connection associatedwith the domain operatorwill be particularly useful later
on, whereby we infer that it is monotonic and commutes with join
δ (R ∪ S) = (δ R) ∪ (δ S) (2.16)
(as all lower-adjoints do) and can be switched to so-called conditions [69]
δ R ⊆ δ S ≡ ! ·R ⊆ ! · S (2.17)
wherever required, since ⊤ = ker !.
Left-division is another relational combinator relevant for this dissertation, from
whose connection in (2.15) not only the following pointwise definition can be inferred
[12],
b (R \ Y ) a ≡ 〈∀ c : c R b : c Y a〉 (2.18)
but also the following properties which will be useful in the sequel, for Φ coreflexive:
(R ∪ T ) \ S = (R \ S) ∩ (T \ S) (2.19)
((R · Φ) \ S) ∩ Φ = (R \ S) ∩ Φ (2.20)
From the two Galois connections in (2.15) called shunting rules one infers the very
useful fact that equating functions is the same as comparing them in either way:
f = g ≡ f ⊆ g ≡ g ⊆ f (2.21)
Relators. A relator [14] is a concept which extends functors to relations: FA describes
a parametric type while FR is a relation from FA to FB provided R is a relation from
A to B. Relators are monotone and commute with composition, converse and the
identity.
The most simple relators are the identity relator Id, which is such that Id A = A and
Id R = R, and the constant relator K (for a particular concrete data type K) which is
such that K A = K and K R = idK .
Relators can also be multi-parametric. Two well-known examples of binary rela-
tors are product and sum,
R× S = 〈R · π1, S · π2〉 (2.22)
R+ S = [i1 ·R, i2 · S] (2.23)
where π1, π2 denote the projection functions of a Cartesian product, i1, i2 denote the
injection functions of a disjoint union, and the split/either relational combinators are
defined by
〈R,S〉 = π◦1 ·R ∩ π◦2 · S (2.24)
[R,S] = (R · i◦1) ∪ (S · i◦2) (2.25)
By putting these four kinds of relator (product, sum, identity and constant) together
with fixpoint definition one is able to specify a large class of parametric structures —
called polynomial — such as those implementable in Haskell. For instance, theMaybe
datatype is an implementation of polynomial relator F = Id+1 (ie. FA = A+1), where
1 denotes the singleton datatype, written () in Haskell [78].
2.3. ON THE POINTFREE TRANSFORM 17
Membership. Recall the notion of membership from set theory. Wherever wewrite
a ∈ x, where x is a set, we mean a relation of type A P(A)∈oo , where P(A) denotes
the set of all subsets of A.
Sentence a ∈ x (meaning that “a belongs to x” or “a occurs in x”) can be general-
ized to x’s other than sets. For instance, one may check whether a particular integer
occurs in one or more leaves of a binary tree, or of any other collective or container type
F.
Such a generic membership relation will have type A FA
∈oo , where F is a type
parametric on A. Technically, the parametricity of F is captured by regarding it as a
relator.
There is more than one way to generalize A P(A)∈oo to relators other than the
powerset. (For a thorough presentation of the subject see chapter 4 of [69].) For the
purpose of this dissertation it will be enough to say that A FA
∈Foo , if it exists, is a
lax natural transformation [29], that is,
∈F · FR ⊆ R · ∈F (2.26)
holds. Moreover, relators involving +,×, Id and constants have membership defined
inductively as follows:
∈K def= ⊥ (2.27)
∈Id def= id (2.28)
∈F×G def= (∈F ·π1) ∪ (∈G ·π2) (2.29)
∈F+G def= [∈F,∈G] (2.30)
To complete the definition for so called polynomial relators we only need to give the
membership rule for relator composition:
∈F·G def= ∈F · ∈G (2.31)
2.3 On the Pointfree Transform
The main purpose of formal modelling is to identify properties of real-world situa-
tions which, once expressed bymathematical formulæ, become abstract models which
can be queried and reasoned about. This often raises a kind of notation conflict be-
tween descriptiveness (ie., adequacy to describe domain-specific objects and properties,
inc. diagrams or other graphical objects) and compactness (as required by algebraic rea-
soning and solution calculation).
Classical pointwise notation in logic involves operators as well as variable symbols,
logical connectives, quantifiers, etc. in a way which is hard to scale-up to complex
models. This is not, however, the first time this kind of notational conflict arises in
mathematics. Elsewhere in physics and engineering, people have learned to overcome
it by changing the ”mathematical space”, for instance by moving (temporarily) from
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the t-space (t for time) to the s-space in the Laplace transformation (fig. 2.2). Quoting
[81], p.242 1:
The Laplace transformation is a method for solving differential equations (...) The
process of solution consists of three main steps:
1st step. The given ”hard” problem is transformed into a ”simple”
equation (subsidiary equation).
2nd step. The subsidiary equation is solved by purely algebraic
manipulations.
3rd step. The solution of the subsidiary equation is transformed back
to obtain the solution of the given problem.
In this way the Laplace transformation reduces the problem of solving a differen-
tial equation to an algebraic problem.
The pointfree (PF) transform adopted in this dissertation is at the heels of this old
reasoning technique. Standard set-theory-formulated refinement concepts — such as
eg. (5.1) — are regarded as ”hard” problems to be transformed into ”simple”, sub-
sidiary equations dispensing with points and involving only binary relation concepts.
As in the Laplace transformation, these are solved by purely algebraic manipulations
and the outcome is mapped back to the original (descriptive) mathematical space
wherever required.
Note the advantages of this two-tiered approach: intuitive, domain-specific de-
scriptive formulæ are usedwherever themodel is to be ”felt” by people. Such formulæ
are transformed into a more elegant, simple and compact — but also more cryptic —
algebraic notation whose single purpose is easy manipulation.
The pointfree transform is a calculus that gives the pointfree version of a particular
pointwise relational expression,
φ PF φ
〈∃ a : : b R a ∧ a S c〉 b(R · S)c
〈∀ a, b : : b R a⇒ b S a〉 R ⊆ S
〈∀ a : : a R a〉 id ⊆ R
〈∀ x : : x R b⇒ x S a〉 b(R \ S)a
〈∀ c : : b R c⇒ a S c〉 a(S / R)b
b R a ∧ c S a (b, c)〈R,S〉a
b R a ∧ d S c (b, d)(R × S)(a, c)
b R a ∧ b S a b (R ∩ S) a
b R a ∨ b S a b (R ∪ S) a
(f b) R (g a) b(f◦ ·R · g)a
TRUE b ⊤ a
FALSE b ⊥ a
(2.32)
Let us give a simple example of the use of the pointfree transform, starting from the
pointwise definition of injectivity of a relation R.









s2 + 4sY + 3Y = 3s+ 13

Solution of given problem
y(t) = −2e−3t + 5e−t






Figure 2.2: Example of Laplace transformation
By rules of quantification [12], we transform the previous expression to
〈∀ b : : 〈∀ a, a′ : b R a ∧ b R a′ : a = a′〉〉
Again by rules of quantification [12] and additionally by converse, we arrive to the
following expression:
〈∀ a, a′ : 〈∃ b : : a R◦ b ∧ b R a′〉 : a = a′〉
We now apply the pointfree transform to the existentially quantified expression and
obtain,
〈∀ a, a′ : a(R◦ ·R)a′ : a = a′〉
Again by rules of quantification [12], we transform the previous expression to
〈∀ a, a′ : : a(R◦ ·R)a′ ⇒ a = a′〉
and then to
ker R ⊆ id
i.e. the pointfree definition of injectivity of a relation R.
Two more elaborate examples of application of pointfree transform will be given
in the sequel: the calculation of the pointfree definition of the relation of algorithmic
refinement and that of strong bisimulation, in chapters 5 and 6, respectively.
2.4 Summary
In this chapter we have presented the essentials of binary relational algebra, which is
also referred to as the algebra of programming [29, 12].
We may use it in the pointwise or in the pointfree style. The pointfree style makes
the calculations easier. The pointfree transform is a collection of rules which help in
converting a first order logic formula or pointwise relational expression to the point-
free format.




This chapter is concerned with techniques for functional transposition of binary rela-
tions. By functional transposition we mean the faithful representation of a relation by
a (total) function. But — what is the purpose of such a representation?
Functions are well-known in mathematics and computer science because of their
rich theory. For instance, they can be dualized (as happens e.g. with the projection/
injection functions), they can be Galois connected (as happens e.g. with inverse func-
tions) and they can be parametrically polymorphic. In the latter case, they exhibit
theorems “for free” [140] which can be inferred solely by inspection of their types.
However, (total) functions are not enough. Inmany situations, functions are partial
in the sense that they are undefined for some of their input data. Programmers have
learned to deal with this situation by enriching the codomain of such functions with a
special error mark indicating that nothing is output. In C/C++, for instance, this leads
to functions which output pointers to values rather than just values. In functional
languages such as Haskell [78], this leads to functions which output Maybe-values
rather than values, whereMaybe is datatypeMaybe a = Nothing | Just a.
Partial functions are still not enough because one very oftenwants to describewhat
is required of a function rather than prescribe how the function should compute its re-
sult. A well-known example is sorting: sorting a list amounts to finding an ordered
permutation of the list independently of the particular sorting algorithm eventually
chosen to perform the task (eg. quicksort, mergesort, etc.). So one is concerned not
only with implementations but also with specifications, which can be vague (eg. which
square root is meant when one writes “
√
x”?) and non-deterministic. Functional pro-
grammers have learned to cope with (bounded) non-determinism by structuring the
codomain of such functions as sets or lists of values.
In general, such powerset valued functions are models of binary relations: for each
such f one may define the binary relation R such that bRa means exactly b ∈ (f a)
for all suitably typed a and b. Such R is unique for the given f . Conversely, any
binary relationR is uniquely transposed into a set-valued function f . The existence and
uniqueness of such a transformation leads to the identification of a transpose operator
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Λ [29] satisfying the following universal property,
f = Λ R ≡ (bRa ≡ b ∈ f a) (3.1)
for all R from A to B and f : A // P(B) .
The power-transpose operator Λ establishes a well-known isomorphism between
relations and set-valued functions which is often exploited in the algebra of relations,
see for instance textbook [29]. Less popular and usually not identified as a transpose
is the conversion of a partial function into a Maybe-valued function, for which one
can identify, by analogy with (3.1), isomorphism Γ defined by (for all suitably typed a
and b)
f = Γ R ≡ (bRa ≡ (f a = Just b)) (3.2)
where R ranges over partial functions.
Terms total and partial are avoided in relation algebra because they clash with a
differentmeaning in the context of partial orders and total orders, which are other special
cases of relations. Instead, one writes entire for total, and simple relation is written
instead of partial function — recall Figure 2.1, where the word function is reserved for
total, simple relations which find a central place in the taxonomy of binary relations.
3.2 Related work
In the literature, equations (3.1) and (3.2) have been dealt with in disparate contexts.
While (3.1) is adopted as “the” standard transpose in [29], for instance, (3.2) is studied
in [57] as an example of an adjunction between the categories of total and partial func-
tions. From the literature on the related topic of generic membership we select [29] and
[70].
3.3 A study of generic transposition
Thanks to rule (2.6), it is easy to remove variables b and a from transposition rules
(3.1) and (3.2), yielding
f = Λ R ≡ (R = ∈ · f) (3.3)
f = Γ R ≡ (R = i◦1 · f) (3.4)
where, in the second equivalence, R ranges over simple relations and Just is re-
placed by injection i1 associated with relator Id + 1. In turn, f and R can also be
abstracted from (3.3,3.4) using the same rule, whereby we end up with Λ = (∈·)◦
and Γ = (i◦1·)◦ .
The generalization of both equations starts from the observation that, in the same
way ∈ is the membership relation associated with the powerset, i◦1 is the membership
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relation associated with Id+ 1, as can be easily checked:
∈Id+1
= { by (2.30) }
[∈Id,∈1]
= { by (2.28) and (2.27) }
[id,⊥] (3.5)
= { by (2.25) and properties of ⊥ }
id · i◦1
= { identity }
i◦1 (3.6)
This suggests the definitions and results which follow.
Definition 3.1 (Transposition) Given a relator F with membership relation ∈F, a particu-
lar class of binary relations A B
Roo is said to be F-transposable iff, for each suchR, there
exists a unique function f : B // FA such that ∈F · f = R holds. This is equivalent (by
skolemisation) to saying that there exists a function ΓF (called the F-transpose) such that, for
all such R and f ,








In otherwords, such a generic F-transpose operator is the converse of membership
post-composition, as can be inferred from (3.7) by removing variables f and R:
ΓF = (∈F·)◦ (3.8)
The two instances we have seen of (3.7) are the power-transpose (FA = P(A))
and theMaybe-transpose (FA = A + 1). While the former is known to be applicable
to every relation [29], the latter is only applicable to simple relations, a result to be
justified after we review the main properties of generic transposition. These extend
those presented in [29] for the power-transpose.
Properties. Cancellation and reflection
∈F · ΓFR = R (3.9)
ΓF ∈F = id (3.10)
arise from (3.7) by substitutions f := ΓFR and f := id, respectively. Fusion
ΓF(T · S) = (ΓFT ) · S ⇐ (ΓFT ) · S is a function (3.11)
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arises from (3.7) in the same way — this time for substitution f := (ΓFT ) · S — as
follows (assuming the side condition ensuring that (ΓFT ) · S is a function):
(ΓFT ) · S = ΓFR ≡ ∈F · ((ΓFT ) · S) = R
≡ { associativity }
(∈F · ΓFT ) · S = R
≡ { cancellation (3.9) }
T · S = R
The side condition of (3.11) requires S to be entire but not necessarily simple. In fact, it
suffices that img S ⊆ ker (ΓFT ) since, in general, the simplicity of f · S equivales
img S ⊆ ker f :
img S ⊆ ker f
≡ { definitions }
(S · S◦) ⊆ f◦ · f
≡ { id is the unit of composition }
(S · S◦) ⊆ f◦ · id · f
≡ { shunting rules (2.15) }
f · (S · S◦) · f◦ ⊆ id
≡ { composition is associative ; converse of composition }
(f · S) · (f · S)◦ ⊆ id
≡ { definition of img }
img (f · S) ⊆ id
≡ { simplicity }
(f · S) is simple
In summary, the simplicity of (entire) S is a sufficient (but not necessary) condition for
the fusion law (3.11) to hold. In this case, S is a function, and it is under this condition
that the law is presented in [29] 1.
Substitution f := ΓFS in (3.7) and cancellation (3.9) lead to the injectivity law,
ΓFS = ΓFR ≡ S = R (3.12)
Finally, the generic version of the absorption property,
FR · ΓFS = ΓF(R · S) ⇐ R · ∈F ⊆ ∈F · FR (3.13)
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is justified as follows:
FR · ΓFS = ΓF(R · S)
≡ { universal property (3.7) }
∈F · FR · ΓFS = R · S
≡ { assume ∈F · FR = R · ∈F) }
R · ∈F · ΓFS = R · S
≡ { cancellation (3.9) }
R · S = R · S
The side condition of (3.13) arises from the property assumed in the second step of the
proof. Together with (2.26), it establishes the required equality by anti-symmetry.
Unit and inclusion. Two concepts of set-theory can be made generic in the context
above. The first one has to do with singletons, that is, data structures which contain a
single datum. The function τF mapping everyA to its singleton of type F is obtainable
by transposing id, τF = ΓFid, and is such that
∈F ·τF = id
via (3.7) and such that
τF · f = ΓFf
by the fusion law.
Two obvious instances of unit are
τP x = {x}
concerning the powerset and
τMaybe x = Just x
concerningMaybe.
Another concept relevant in the sequel is generic inclusion, defined by
FA FA
∈F\∈Foo (3.14)
and involving left division (2.15), the relational operator which is defined by the fact
that (R \ ) is the upper-adjoint of (R · ) for every R. For the powerset relator, (3.14)
defines set inclusion:
x(∈F \ ∈F)y ≡ 〈∀ c : c ∈ x : c ∈ y〉
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3.4 Instances of generic transposition
In this section we discuss the power-transpose (F = P()) and the Maybe-transpose
(F = Id + 1) as instances of the generic transpose (3.7). Unlike the former, the latter
is not applicable to every relation. To conclude that only simple relations areMaybe-
transposable, we first show that, for every F-transposable R, its image is at most the
image of ∈F:
img R ⊆ img ∈F (3.15)
The proof is easy to follow:
img R
= { definition }
R ·R◦
= { R is F-transposable ; cancellation (3.9) }
(∈F · ΓFR) · (∈F · ΓFR)◦
= { converses }
∈F · ΓFR · (ΓFR)◦ · ∈F◦
⊆ { ΓFR is simple ; monotonicity }
∈F · ∈F◦
= { definition }
img ∈F
So, ∈F restricts the class of relationsRwhich are F-transposable. Concerning the power-
transpose, it is easy to see that img ∈F= ⊤ since, for every a, a′, there exists at least
the set {a, a′} which both a and a′ belong to. Therefore, no restriction is imposed on
img R and transposition witnesses the well-known isomorphism (2A)B ∼= 2B×A
(writing 2A for P(A) and identifying every relation with its graph, a set of pairs).
By contrast, simple memberships can only be associated to the transposition of
simple relations. This is what happens with ∈Id+1= i◦1 which, as the converse of an
injection, is simple (2.5).
Conversely, appendix B.1 shows that all simple relations are (Id+ 1)-transposable.
Therefore, (Id + 1)-transposability defines the class of simple relations and witnesses
isomorphism
(B + 1)A ∼= A ⇀ B (3.16)
where A ⇀ B denotes the set of all simple relations from A to B. This isomorphism is
central to the data refinement calculus studied in chapter 4.
Another difference between the two instances of generic transposition considered
so far can be found in the application of the absorption property (3.13). That its side
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condition holds for theMaybe-transpose is easy to show:
R · i◦1 ⊆ i◦1 · (R+ id)
≡ { shunting }
i1 ·R ⊆ (R + id) · i1
≡ { R+ S (2.23) is a coproduct [29] }
i1 ·R ⊆ i1 · R
≡ { reflexivity}
True
Concerning the power-transpose, [29] defines the absorption property for the existen-
tial image functor, ER = Λ(R· ∈) , which coincides with the powerset relator for
functions. So, the absorption property of the power-transpose can only be used where
R is a function: P(f) · ΛS = Λ(f · S) .
Finally, inclusion (3.14) for the power-transpose is the set-theoretic subset ordering
recall (3.14), while itsMaybe instance corresponds to the expected flat-cpo ordering”:
x(∈Id+1 \ ∈Id+1)y ≡ ∀a. x = (i1 a) ⇒ y = (i1 a)
SoNothing will be included in anything and every “non-Nothing” xwill be included
only in itself 2.
3.5 Applications of generic transpose
The main purpose of representing relations by functions is to take advantage of the
(sub)calculus of functions when applied to the transposed relations. In particular,
transposition can be used to infer properties of relational combinators. Suppose that
f⊕g is a functional combinator whose properties are known, for instance, f⊕g = [f, g]
for which we know universal property
k = [f, g] ≡
{
k · i1 = f
k · i2 = g (3.17)
Wemay inquire about the corresponding property of another, this time relational, com-
binator R⊗ S induced by transposition:
ΓF(R⊗ S) = (ΓFR)⊕ (ΓFS) (3.18)
≡ { (3.7) }
R⊗ S = ∈F · ((ΓFR)⊕ (ΓFS)) (3.19)
This can happen in essentially two ways, which are described next.
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Proof of universality by transposition. It may happen that the universal prop-
erty of functional combinator ⊕ is carried intact along the move from functions to
relations. A good example of this is relational coproduct, whose existence is shown
in [29] to stem from functional coproducts (3.17) by transposition 3. One only has to
instantiate (3.17) for k, f, g := ΓFT,ΓFR,ΓFS and reason:
ΓFT = [ΓFR,ΓFS] ≡ (ΓFT ) · i1 = ΓFR ∧ (ΓFT ) · i2 = ΓFS
≡ { (3.7) and fusion (3.11) twice, for S := i1, i2 }
T = ∈ · [ΓFR,ΓFS] ≡ ΓF(T · i1) = ΓFR ∧ ΓF(T · i2) = ΓFS
≡ { injectivity (3.12) }
T = ∈ · [ΓFR,ΓFS] ≡ T · i1 = R ∧ T · i2 = S
≡ { introduce notation [R,S] = ∈ · [ΓFR,ΓFS] }
T = [R,S] ≡ T · i1 = R ∧ T · i2 = S
≡ { coproduct definition }
[R,S] defines a coproduct
Defined in this way, relational coproducts enjoy all properties of functional coprod-
ucts, namely fusion, absorption etc.
This calculation, however, cannot be dualized to the generalization of the split-
combinator 〈f, g〉 to relational 〈R,S〉. In fact, relational product is not a categorical
product, which means that some properties will not hold, namely the fusion law,
〈g, h〉 · f = 〈g · f, h · f〉 (3.20)
when g, h, f are replaced by relations. According to [29], what we have is
〈R,S〉 · f = 〈R · f, S · f〉 (3.21)
whose proof can be carried out by resorting to the explicit definition of the split combi-
nator (2.24) and some properties of simple relations grounded on the so-calledmodular
law 4.
In the following we present an alternative proof of (3.21) as an example of the cal-
culation power of transposes combined with Reynolds abstraction theorem in the point-
free style [10]. The proof is more general and leads to other versions of the law, de-
pending upon which transposition is adopted, that is, which class of relations is con-
sidered.
From the type of functional split,
〈 , 〉 : ((A×B)← C)← ((A← C)× (B← C)) (3.22)
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we want to define the relational version of this combinator — let us denote it by ( ⊗ )
for the time being — via the adaptation of 〈 , 〉 (3.22) to transposed relations, to be
denoted by ( ⊕ ). This will be of type
t = (F (A×B)← C)← ((FA← C)× (FB← C))) (3.23)
Reynolds abstraction theorem. Instead of defining ( ⊕ ) explicitly, we will rea-
son about its properties by applying the abstraction theorem due to J. Reynolds [125]
and advertised by P. Wadler [140] under the “theorem for free” heading. We follow the
pointfree styled presentation of this theorem in [10], which is remarkably elegant: let
f be a polymorphic function f of type t, that is, f : t , whose type t can be written
according to the following “grammar” of types:
t ::= t′← t′′
t ::= F(t1, . . . , tn) for n-ary relator F
t ::= v for v a type variable (= polymorphism “dimension”)
Let V be the set of type variables involved in type t; {Rv}v∈V be a V -indexed family of
relations (fv in case all suchRv are functions); andRt be a relation defined inductively
as follows:
Rt:=F(t1,...,tn) = F(Rt1 , . . . , Rtn)
Rt:=v = Rv
Rt:=t′←t′′ = Rt′ ←Rt′′
whereRt′←Rt′′ is defined by (2.9). The free theorem of type t reads as follows: given any
function f : t and V as above, f Rt f holds for any relational instantiation of type variables in
V . Note that this theorem is a result about t and holds for any polymorphic function
of type t independently of its actual definition 5.
In the remainder of this section we deduce the free theorem of type in t (3.23) and
draw conclusions about the fusion and absorption properties of relational split based
on such a theorem. First we calculate Rt:
Rt
≡ { induction on the structure of t (3.23) }
(F (RA ×RB)←RC)← ((FRA←RC)× (FRB ←RC)))
≡ { substitution RA, RB , RC := R,S,Q in order to remove subscripts }
(F (R × S)←Q)← ((FR←Q)× (FS←Q)))
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Next we calculate the free theorem of ( ⊕ ) : t :
( ⊕ )(Rt)( ⊕ )
= { expansion of Rt}
( ⊕ )(F (R × S)←Q)← ((FR←Q)× (FS←Q)))( ⊕ )
= { meaning of Reynolds arrow combinator (2.9) }
( ⊕ ) · ((FR←Q)× (FS←Q)) ⊆ F (R× S)←Q) · ( ⊕ )
= { shunting (2.15) }
(FR←Q)× (FS←Q) ⊆ ( ⊕ )◦ · (F (R× S)←Q) · ( ⊕ )
= { going pointwise and (2.6) }
(f, g)((FR←Q)× (FS←Q))(h, k) ⇒ (f ⊕ g)(F (R × S)←Q)(h⊕ k)
= { product relator and (2.9) }
f(FR←Q)h ∧ g(FS←Q)k ⇒ (f ⊕ g) ·Q ⊆ F (R× S) · (h⊕ k)
= { Reynolds arrow combinator (2.9) three times }
f ·Q ⊆ FR · h ∧ g ·Q ⊆ FS · k ⇒ (f ⊕ g) ·Q ⊆ F (R× S) · (h⊕ k)
Should we replace functions f, h, g, k by transposed relations ΓFU,ΓFV,ΓFX,ΓFZ , re-
spectively, we obtain
((ΓFU)⊕ (ΓFX)) ·Q ⊆ F (R× S) · ((ΓFV )⊕ (ΓFZ)) (3.24)
provided conjunction
(ΓFU) ·Q ⊆ FR · (ΓFV ) ∧ (ΓFX) ·Q ⊆ FS · (ΓFZ) (3.25)
holds. Assuming (3.18), (3.24) can be re-written as
ΓF(U ⊗X) ·Q ⊆ F (R× S) · ΓF(V ⊗ Z) (3.26)
At this point we restrictQ to a function q and apply the fusion law (3.11) without extra
side conditions:
ΓF((U ⊗X) · q) ⊆ F (R× S) · ΓF(V ⊗ Z) (3.27)
For R,S := id, id we will obtain —“for free” — the standard fusion law
(U ⊗X) · q = (U · q ⊗X · q)
presented in [29] for the split combinator (3.21), ie. for (R ⊗ S) = 〈R,S〉:
〈R,S〉 · q = 〈R · q, S · q〉 (3.28)
In the reasoning, all factors involving R and S disappear and fusion takes place in
both conjuncts of (3.25). Moreover, inclusion (⊆) becomes equality of transposed rela-
tions — thanks to (2.21) — and injectivity (3.12) is used to remove all occurrences of
ΓF. Wherever R and S are not identities, one has different results depending on the
behaviour of the chosen transposition concerning the absorption property (3.13).
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Maybe transpose. In case of simple relations under the Maybe-transpose, absorp-
tion has no side condition, and so (3.27) rewrites to
(U ⊗X) · q = (R × S) · (V ⊗ Z) (3.29)
by further use of (2.21) — recall that transposed relations are functions — and injec-
tivity (3.12), provided (3.25) holds, which boils down to U · q = R ·V andX · q = S ·Z
under a similar reasoning. For q := id and ( ⊗ ) instantiated to relational split, this
becomes absorption law
〈R · V, S · Z〉 = (R× S) · 〈V,Z〉 if R,S, V, Z are simple (3.30)
In summary, our reasoning has shown that the absorption law for simple relations is a
free theorem.
Power transpose. In case of arbitrary relations under the power-transpose, absorp-
tion requiresR and S in (3.27) to be functions (say r, s), whereby the equation re-writes
to
ΓF((U ⊗X) · q) ⊆ ΓF((r × s) · (V ⊗ Z)) (3.31)
provided ΓF(U · q) ⊆ ΓF(r · V ) and ΓF(X · q) ⊆ ΓF(s · Z) hold. Again by com-
bined use of (2.21) and injectivity (3.12) one gets
(U ⊗X) · q = (r × s) · (V ⊗ Z) (3.32)
provided U · q = r · V and X · q = s · Z hold. Again instantiating q := id and
( ⊗ ) = 〈 , 〉, this becomes absorption law
〈r · V, s · Z〉 = (r × s) · 〈V,Z〉 (3.33)
Bird and Moor [29] show, in (admittedly) a rather tricky way, that product absorption
holds for arbitrary relations. Our calculations have identified two restricted versions
of such a law — (3.30) and (3.33) — as “free” theorems, which could be deduced in a
more elegant, parametric way.
3.6 Generic monads from transposes and member-
ships
The fact that both the powerset and the Maybe relators involved in (3.3) and (3.4) are
bothmonads is sympthomatic of a close relationship which exists betweenmonads and
transposition. We conclude this chapter by discussing such a connection in detail. Let
us first introduce the definition of a monad, as in [82].
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Definition 3.1 A monad F = (F, u, µ) in a category X consists of an endofunctor F : X →
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oo
(3.35)
which satisfy the following equations:
µ · u = µ · Fu = id (3.36)























F A F 2 Aµ
oo
respectively. Let ΓF be the generic transpose as defined by (3.7). Let us define
µ = ΓF(∈F · ∈F) = ΓF ∈F2 (3.38)
u = τF = ΓFid (3.39)
which are candidates to form a monad. Membership ∈F is a natural transformation,
f · ∈F = ∈F ·F f (3.40)
an instance of (2.26).
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By cancellation we obtain
∈F · u = id (3.41)
∈F · µ = ∈F · ∈F (3.42)
We also have
µ · (F f) = ΓF (∈F · f · ∈F) (3.43)
cf.
µ · F f
= { definition (3.38)}
ΓF (∈F · ∈F) · F f
= { fusion (3.11) since F f is a function}
ΓF (∈F · ∈F · F f)
= { by (3.40)}
ΓF (∈F · f · ∈F)
The facts above are enough to show that µ and u defined by (3.38) and (3.39) form a
monad:
Unit:
µ · u = µ · Fu = id (3.44)
Calculation:
µ · u
= { definitions (3.38) and (3.39)}
ΓF (∈F · ∈F) · (ΓF id)
= { fusion (3.11) followed by cancellation (3.9) }
ΓF (∈F · id)
= { natural-id}
ΓF (∈F)
= { generic transpose reflection (3.10) }
id
= { natural-id and reflection again}
ΓF (id · ∈F)
= { by (3.42)}
ΓF (∈F · u · ∈F)
= { (3.43)}
µ · Fu
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Multiplication:
µ · µ = µ · Fµ (3.45)
Calculation:
µ · µ
= { definition (3.38) }
ΓF (∈F · ∈F) · µ
= { fusion (3.11) }
ΓF ((∈F · ∈F) · µ)
= { associativity}
ΓF (∈F · (∈F · µ))
= { (3.42}
ΓF (∈F · (∈F · ∈F))
= { associativity}
ΓF ((∈F · ∈F) · ∈F)
= { (3.42}
ΓF ((∈F · µ) · ∈F)
= { (3.43}
µ · Fµ
In summary, we conclude that the relator F involved in generic transposition al-
ways is a monad, whose unit and multiplication are solely defined in terms of mem-
bership ∈F and ΓF.
3.7 Summary
Functional transposition is a technique for converting relations into functions aimed
at developing the algebra of binary relations indirectly via the algebra of functions. A
functional transpose of a binary relation of a particular class is an “F-resultric” func-
tion where F is a parametric datatypewith membership. This chapter develops a basis
for a theory of generic transposition under the following slogan: generic transpose is the
converse of membership post-composition.
Instances of generic transpose provide universal properties which all inhabitants of
particular classes of relations satisfy. Two such instances are considered in this chapter,
one applicable to any relation and the other applicable only to simple relations. In
either cases, genericity consists of reasoning about the transposed relations without
using the explicit definition of the transpose operator itself.
3.7. SUMMARY 35
Our illustration of the purpose of transposition takes advantage of the free theorem
of a polymorphic function. We show how to derive laws of relational combinators as
free theorems involving their transposes.
The relator F involved in generic transposition always is a monad, whose unit and
multiplication are solely defined in terms of membership ∈F and transposition ΓF.








Computer programs are made of algorithmswhich manipulate data— recall the title of
Wirth’s textbook [141] on the subject. When taking the dynamic semantics of software
systems into account we realize that such systems are coalgebras [132].
The carrier of the (co)algebra represents the data dimension (i.e. data structures
involved) which is manipulated by its algorithmic dimension, which combines oper-
ations in an algebra with the dynamics of a coalgebra. Specification methods such
as VDM recommend that one of the above dimensions — data refinement — be dealt
with first, possibly involving several iterations. Once a satisfactory implementation data
model is reached, refinement decisions are taken on the orthogonal direction — algo-
rithmic refinement— so as to, eventually, reach executable code. This view is in slight
contrast with [95, 93], where data refinement is regarded as a special case of algoritmic
refinement, being the action of replacing an abstract type by a more concrete one in a
program, while preserving its algorithmic behaviour. The corresponding refinement
calculus stems from an extension of Dijkstra calculus [52] of predicate transformers.
Such a “calculational style” was firts introduced in [68], in a relational setting, as we
saw in section 2.1. Reference [45] is among the first in the literature to character-
ize functional data-refinement by calculation (transformation). Reference [103] shows
how to apply this strategy in the relational (pre/post-condition) context of the VDM
methodology.
However, a slight difficulty persists in both functional and relational data refine-
ment: one has to choose (i.e. guess) the abstraction invariant [93] which links abstract
values to concrete values. Such an invariant, which in the functional style can be
factored into a concrete invariant and an abstraction function, can be hard to formulate
in practical, realistic examples. It would be preferable to be able to calculate such an
invariant. That is to say, one needs calculi for the stepwise refinement of the data
themselves. This is precisely the main target of the SETS calculus [106] which is the
main subject of this chapter. Recently, [116] presents a relational evolution of [106]
towards a more agile way of justifying the rules of the calculus.
We begin with an example of data refinement which is known to every computer
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scientist or programmer: the refinement of data collections in terms of hash tables.
This example, which illustrates the need for relational reasoning in data refinement, is
taken from reference [117], where it is developed in detail.
4.2 An Example of Data Refinement
Hashing. Hash tables are well known data structures [141, 72] whose purpose is to
efficiently combine the advantages of both static and dynamic storage of data. Static
structures such as arrays provide random access to data but have the disadvantage of
filling too much primary storage. Dynamic, pointer-based structures (eg. search lists,
search trees etc.) are more versatile with respect to storage requirements but access to
data is not as immediate.
The idea of hashing is suggested by the informal meaning of the term itself: a
large database file is ”hashed” into as many ”pieces” as possible, each of which is
randomly accessed. Since each sub-database is smaller than the original, the time
spent on accessing data is shortened by some order of magnitude. Random access is
normally achieved by a so-called hash function, say B A
hoo , which computes, for
each data item a (of type A), its location h a (of type B) in the hash table. Standard
terminology regards as synonyms all data competing for the same location. A set of
synonyms is called a bucket.
Data collision can be handled either by eg. linear probing [141] or overflow handling
[72]. The former is not a totally correct representation of a data collection. Overflow
handling consists in partitioning a given data collection S ⊆ A into n-many, disjoint
buckets, each one addressed by the relevant hash index computed by h 1.
This partition can be modelled by a function t of type P(A) Btoo and the so-
called ”hashing effect” is the following: the membership test a ∈ S (which requires an
inspection of the whole dataset S) can be replaced by a ∈ t(h a) (which only inspects
the bucket addressed by location h a). That is, equivalence
a ∈ S ≡ a ∈ t(h a) (4.1)
must hold for all a for t to be regarded as a hash table.
Clearly, (4.1) establishes the abstraction invariant which links the abstract data
structure S (a set of data) to the concrete data structure t (a hash table). Let us PF-
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transform this equation:
a ∈ S ≡ a ∈ t(h a)
= { introduce b = h a }
a ∈ S ∧ b = h a ≡ a ∈ (t b)
= { introduce a = a′ }
a ∈ S ∧ a = a′ ∧ b = h a′ ≡ a ∈ (t b)
= { regard S as a coreflexive ; converse of hash function }
aSa′ ∧ a′h◦b ≡ a ∈ (t b)
= { relational composition and rule (2.6) }
a(S · h◦)b ≡ a(∈ · t)b
= { go pointfree }
S · h◦ = ∈ · t
= { power transpose (3.1)}
t = Λ(S · h◦)
So, for an arbitrary coreflexive relation (representing a set) A A
Soo , its hash-
transpose (for a fixed hash function B A
hoo ) is a function P(A) Btoo , satisfying












= Λ(S · h◦) (4.2)
we obtain a h-indexed family of hash transpose operators and associated universal
properties, universally quantified in t and s:
t = Θh S ≡ ∈ · t = S · h◦ (4.3)
Universal property (4.3) is interesting because it tells us how the abstaction in-
variant we started from leads to a definition of the representation function (Θh) which
maps sets of data to hash tables. In fact, definition (4.2) is a consequence of (4.3), by left
cancellation: just let t = Θh S in (4.3),
∈ · (Θh S) = S · h◦ (4.4)
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and aplly (3.1):
Θh S = Λ(S · h◦)
In summary, the hash-transpose extends the power-transpose of coreflexive rela-
tions in the sense that Λ = (Θid). Put in other words, the power-transpose is the hash-
transpose using id as hash function. In practice, this is an extreme case, since some
“lack of injectivity” is required of h for the hash effect to take place. Note, in passing,
that the other extreme case is h = !A, where 1 A
!Aoo denotes the unique function of
its type: there is a maximum loss of injectivity and all data become synonyms!
Hashing as a Galois connection. As powerset-valued functions, hash tables are
ordered by the lifting of the subset ordering P(A) P(A)≤oo defined by ≤= ∈ \ ∈,
recall (3.14).
That the construction of hash tables is monotonic can be shown using the relational




≡ { pointwise ordering lifted to functions (2.10) }
t ⊆ ≤ · t′
≡ { definition of the subset ordering (3.14) }
t ⊆ (∈ \ ∈) · t′
≡ { law (R \ S) · f = R \ (S · f) [29], since t′ is a function }
t ⊆ ∈ \ (∈ · t′)
≡ { (∈·) is lower adjoint of (∈\), recall (2.15) }




≡ { by (4.5) }
∈ · (Θh)S ⊆ ∈ · (Θh)R
≡ { cancellation (4.4) }
S · h◦ ⊆ R · h◦
⇐ { (·h◦) is monotone, cf. lower-adjoints in (2.15) }
S ⊆ R
So, the smallest of all hash-tables is that associated with the empty relation ⊥, that
is Λ⊥, which is constant function t = ∅, and the largest one is t = Λh◦, the hash-
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transpose of idA. In set-theoretic terms, this is A itself, the “largest” set of data of type
A.
That the hash-transpose is not an isomorphism is intuitive: not every function t
mappingB to P(A)will be a hash-table, because it may fail to place data in the correct
bucket. Anyway, it is always possible to “filter” the wrongly placed synonyms from t
yielding the “largest” (correct) hash table t′ it contains,
t′ = t
.∩ Λ(h◦)
where, using vector notation [13], f
.∩ g is the lifting of ∩ to powerset-valued functions,
(f
.∩ g)b = (f b) ∩ (g b)
for all b.
In order to recover all data from such filtered t′ we evaluate
ρ (∈ · t′)
where ρR (2.15) means img R∩ id. Altogether, we may define a function on powerset
valued functions Ξht = ρ (∈ · (t
.∩ Λ(h◦))) which extracts the coreflexive relation asso-
ciated with all data correctly placed in t via hash function h. By reconverting Ξht into
a hash-table again one will get a table smaller than t:
Θh(Ξht)
.≤ t (4.6)
Another fact one can prove is the “perfect” cancellation on the other side:
Ξh(ΘhS) = S (4.7)
These two cancellations, together with the monotonicity of the hash transpose Θh
and that of Ξh (this is monotone because it only involves monotonic combinators)
are enough, by Theorem 5.24 in [1], to establish perfect Galois connection
ΘhS
.≤ t ≡ S ⊆ Ξh t
cf. diagram













Being a lower adjoint, the hash-transpose will distribute over union, Θh(R ∪ S) =
(ΘhR)
.∪ (ΘhS) (so hash-table construction is compositional) and enjoy other proper-
ties known of Galois connections.
From (4.7) we infer thatΘh (resp. Ξh) is injective (resp. surjective) and so can be re-
garded as a data representation (resp. abstraction) in the terminology of Fig. 2.1, whereby
typical “database” operations such as insert, find, and remove (specified on top of the
powerset algebra) can be implemented by calculation [107].
As a way of expressing that the left hand side of (4.8) is smaller than its right hand
side we write
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The meaning of the ≤-relation is discussed in what follows.
4.3 An Introduction to SETS
The SETS data refinement calculus [110, 112, 109] is based on laws such as (4.9) which
are known as≤-facts,≤-rules or data refinement rules. Another example of such rules
is
Pf A ≤ A⋆
elems
which expresses the fact that finite sets are implementable by finite seqences. There
are several alternative meanings for this ≤-rule:
- finite sets are ”implemented” by finite lists
- A⋆ is able to ”represent” Pf A
- A⋆ is ”abstracted” by Pf A
- A⋆ is a refinement (”refines”) Pf A
Function elems, which extracts the set of all elements of a finite list, is one of the
witnesses of this data refinement rule. In general, the fact that A is implemented by B, as




means that f · r = id, that is to say
• representation r is injective
• abstraction f is surjective
The ≤ sign captures the fact that the cardinality of A is smaller than that of B.
In practice, we need a still more general definition, because f is not always totally
defined and r is not always a function. For instance, one has i◦1 · i1 = id, cf.
A ≤ A+ 1
i1
i◦1
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expressing the fact that every element of datatypeA can be represented by a ”pointer”.
Clearly,
- r = i1 is injective, but
- its converse i◦1 is partial (not entirely defined).
On the other hand, representation r need not be a function, as can be seen going back
to
Pf A ≤ A⋆
R
elems
and taking R = elems◦. This will be perfectly acceptable representation since
elems · elems◦ = id
holds (elems is a surjection). We are lead to the following principle of data abstraction:
Definition 4.1 (Principle of Data Abstraction) Two datatypes A andB are suchA is more




• A BFoo is a surjective + simple abstraction relation
• R is entire and R ⊆ F ◦ — it is said to be a representation for F .
Condition R ⊆ F ◦ (equivalent to R◦ ⊆ F ) expresses the fact that R,F are connected to each
other. We often say that R,F are a connected representation/abstraction pair.
The fact that R is injective follows from R ⊆ F ◦ (since converse of simple is injective
and at most injective is injective). In summary:
ker R = id entire R ∧ injective R representation R
img F = id surjective F ∧ simple F abstraction F
(4.10)
It follows that R is a right-inverse of F , that is
F · R = id
still holds. This is proved below by circular inclusion
F · R ⊆ id ⊆ F ·R
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as follows:
F ·R ⊆ id ∧ id ⊆ F · R
≡ { img F = id and ker R = id (4.10)}
F ·R ⊆ F · F ◦ ∧ R◦ · R ⊆ F ·R
≡ { converse of right conjunct }
F ·R ⊆ F · F ◦ ∧ R◦ · R ⊆ R◦ · F ◦
⇐ { (F ·) and (R◦·) are monotonic }
R ⊆ F ◦ ∧ R ⊆ F ◦
≡ { R ⊆ F ◦ is assumed }
TRUE
Theorem 4.1 (≤ is a preorder) Proof:








∧ B ≤ C
S
G
⇒ A ≤ C
S ·R
F ·G
is carried out in two steps:
a) Composition preserves simplicity and surjectiveness:
img (F ·G) = id
≡ { expand img ; converses}
F · (imgG) · F ◦ = id
≡ { G is simple and surjective}
imgF = id
≡ { F is simple and surjective}
id = id
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b) S · R and F ·G are connected:
S · R ⊆ (F ·G)◦
≡ { contravariance}
S · R ⊆ G◦ · F ◦
⇐ { monotonicity}
S ⊆ G◦ ∧R ⊆ F ◦
≡ { by hypothesis}
True









The proof of (4.11) is carried out in three steps:
a) (F f) is an abstraction:
img (F f)
= { image definition ; relators commute with converse }
(F(f◦)) · (F f)
= { relators commute with composition }
F(f◦ · f)
= { f is an abstraction }
F id
= { relators commute with id}
id
b) F R is a representation:
FR ⊆ (F f)◦
≡ { relators commute with converse }
FR ⊆ F(f◦)
⇐ { relators are monotone }
R ⊆ f◦
≡ { R is a representation for f }
TRUE
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c) F f and F R are connected:
True
≡ { by hypothesis}
R ⊆ F ◦
⇒ { relator}
F R ⊆ F F ◦
⇒ { relator}
F R ⊆ (F F )◦
4.4 Catalogue of ≤-rules
Now it’s time to present a glimpse of the calculus [112, 115, 111], concerning the re-
finement of finite simple relations by decomposition. These laws will be proven in
sections to follow. The first law removes linear multiplicative structure from the range
of a simple relation.
A ⇀ B × C ≤ (A ⇀ B)× (A ⇀ C)
unjoin
join = 〈 , 〉
(4.12)
where
〈R,S〉 def= (π◦1 ·R) ∩ (π◦2 · S)
unjoin
def
= 〈id ⇀ π1, id ⇀ π2〉
where, for injective f ,
(f ⇀ g) R
def
= g ·R · f◦
The following law removes additive structure instead:





uncojoin = 〈(i◦1·), (i◦2·)〉
cojoin = ∪ · ((i1·)× (i2·))
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The following law is an elaboration of the first one, where one has to remove a nested
structure.





R 1n S = 〈R,S〉
∆n R = (π1 · R,usc(π2 ·R))
4.4.1 Isomorphisms
Isomorphisms are special cases of ≤-facts. They form a sub-calculus of their own.
We start with a relational version of currying:
Lemma 4.1 (Relational currying) The following law caracterizes a version of currying/uncurrying
in the context of simple relations.




and which is easy to justify on the grounds of (3.16):





≡ { (3.16) and exponential}
(C ⇀ A)B
The following notation will be introduced for isomorphism scurry: scurry S = S.
Finally an isomorphism law, removing additive structure from the domain of a
simple relation:
Lemma 4.2
B + C ⇀ A ∼= B ⇀ A× C ⇀ A
unpeither
peither
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where
peither = [ , ]
and unpeither = peither◦.
The following law has been already given as (3.16):
Lemma 4.3 (Transposition)




We shall present 3 isomorphisms in the next 3 lemmas whose proofs are given in
a constructive style.
Lemma 4.4
2A ∼= (1 + 1)A
r
a
Proof: It can be easily shown that [1, 2] in
2 ∼= (1 + 1)
[1, 2]
is a bijection. Thus so is [1, 2]A, since functors preseve bijections. Thus we have
2A ∼= (1 + 1)A
[1, 2]A
Lemma 4.5 (Sets are fragments of “bang”)
A ⇀ 1 ∼= P(A)
r
f
Proof: This folllows from (4.16) by letting B = 1, since 1 + 1 ∼= 2 and P(A) ∼= 2A.
In SETS, the following isomorphism is called set2fm, a function which converts
sets to finite mappings. In pointfree notation, sets are represented by coreflexives and
set2fm = (!·).
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Lemma 4.6
2A ∼= A ⇀ 1





 a1 = cfs
def
= λy : A.y ∈ s
r1 = zfφ
def





 a2 = dom
r2 = set2fm
def
= λs · {x 7→ NIL)|x ∈ s}
}
A ⇀ 1
There is a version of r2 in poinfree notation, which reads
r2 = set2fm = (!·)
The overall isomorphisms are,
a = a1 · a2
= cf · dom
and
r = r2 · r1
= set2fm · zf
Next, we shall calculate a simplified version of both isomorphisms. Begining with a, in point-
wise notation,
cf(dom σ)
= { definition of cf}
λx : A.x ∈ (dom σ)
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Now we consider r, also in pointwise notation
λs.{(y 7→ NIL)|y ∈ s}(zfφ)
= { β-reduction}
{(y 7→ NIL)|y ∈ (zfφ)}
= { definition of zf}
{(y 7→ NIL)|y ∈ {x ∈ A|φ x}}
= { eliminating a membership relation }
{(y 7→ NIL)|y = x ∧ x ∈ A ∧ φ x}
= { replace x by y}
{(y 7→ NIL)|y ∈ A ∧ φ y}
The next 2 isomorphisms relate a data type of mappings, either total or partial, with
values and “pointers”, respectively.
Lemma 4.7
A1 ∼= A










It’s easy to realize that the two witnesses are each other inverses.
Lemma 4.8
1⇀ A ∼= A+ 1
is the other isomorphism. The derivation is,
1⇀ A
≡ { (4.16) }
(A+ 1)1
≡ { (4.17) }
A+ 1
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The overall isomorphisms are,
a = a1 · a2
= Γ◦ · v2f
and
r = r2 · r1
= f2v · Γ










= { definition of f2v}
Γ(σ)(NIL)
4.5 SETS Laws as Galois Connections
Our introdutory example in section 4.2 lead to the conclusion that the hashing effect
can be explaned by a Galois connection. It so happens with a significant set of≤-rules.
So we now start a more thorough study of ≤-rules based on Galois connections. We
begin with rule (4.12), which is supported by a universal property:
Proposition 4.1 (Relational Split) The following universal property
X ⊆ 〈R,S〉 ≡ π1 ·X ⊆ R ∧ π2 ·X ⊆ S (4.18)
captures the meaning of relational split as a Galois connection,





f = 〈 , 〉
and
r = ((π1·)× (π2·)) ·∆
such that ∆ X = (X,X).
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Proposition 4.2 f and r in law (4.19) are connected (r ⊆ f◦) because the connection is
perfect on the lefthand side, that is,
〈π1 · S, π2 · S〉 = S
Proof:






〈π1, π2〉 · S = S
≡ { fusion for simple relations (B.10) }
〈π1 · S, π2 · S〉 = S
The following Galois connection is an extension of isomorphism (4.15):
B × C ⇀ A ≤ B ⇀ (C ⇀ A)
( )
usc
if usc M ⊆ S ≡ M .⊆ S (4.20)
where we extend functional lifting (2.10) of a partial order ≤ to simple relations, as
follows,
M







.⊆ S : S〉 (4.22)
Since upper adjoint ( ) is monotonic (it is an isomorphism), definition (4.22) ensures
Galois connection (4.20) by Theorem 5.32 of [1].
This Galois connection is perfect, as the following lemma shows.
Lemma 4.9 (GC (4.20) is perfect on the lower side)
usc(X) = X
Proof: We know that
usc(X) ⊆ X
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holds by right cancellation. We are left with proving X ⊆ usc(X):
X ⊆ usc(X)




.⊆ S : S〉
≡ { universal property of meet}
〈∀ S : X .⊆ S : X ⊆ S〉
≡ { ∀-trading [12]}
〈∀ S : : X .⊆ S ⇒ X ⊆ S〉
≡ {X, S are functions; isomorphism (4.15) }
TRUE
Finally, we justify law (4.14) in the form of yet another perfect Galois connection.
We will need the following standard result [1]:
Definition 4.2 Galois connection (f,g) is a Galois connection iff the following two clauses
hold
• f and g are monotonic,
• x ⊑ (g · f) x and (f · g) y ⊑ y
In the proof of the next proposition we will need the following equations relating
projections and split,
π1 · 〈R,S〉 = R · δ S (4.23)
π2 · 〈R,S〉 = S · δ R (4.24)
Proposition 4.3 Nested join is an adjoint of GC:







R 1n S = 〈R,S〉
and
∆n R = (π1 · R,usc(π2 ·R))
56 CHAPTER 4. DATA REFINEMENT
Proof: We start by noting that both ∆n and 1n are monotonic since they are compositions of
monotonic operators. According to Definition 4.2, we are left with the proof that cancellations
(∆n · 1n)(R,S) ⊆ × ⊆ (R,S)
R
.⊑ (1n ·∆n) R
hold. Concerning the former, we calculate:
∆n(1n (R,S)) ⊆ × ⊆ (R,S)
≡ { definition of ∆n and of 1n}
(π1 · 〈R,S〉, usc(π2 · 〈R,S〉)) ⊆ × ⊆ (R,S)
≡ { projections of splits (4.24)}
(R · δ S, usc(S · δ R)) ⊆ × ⊆ (R,S)
≡ { S is a function}
usc(S · δ R) ⊆ S
≡ { usc S = S, GC (4.20) }
usc(S · δ R) ⊆ usc S
⇐ { usc is monotonic}
S · δ R ⊆ S
≡ { coreflexive δ R}
True
Now the other cancellation:
R
.⊑ (1n ·∆n) R
≡ { reflexion, fusion; definitions}
〈π1 · R,π2 · R〉
.⊑ 〈π1 ·R,usc(π2 · R)〉
≡ { expand .⊑ and absorption}
〈π1 · R,π2 · R〉 ⊆ 〈π1 ·R, (⊆) · usc(π2 · R)〉
⇐ { relational split is monotonic}
π1 ·R ⊆ π1 ·R ∧ π2 ·R
.⊆ usc(π2 ·R)
≡ { GC (4.20) }
TRUE
To complete the proof of ≤-rule (4.25) we need to ensure invertibility:
Lemma 4.10 (GC (4.25) is perfect)
(1n ·∆n) R = R
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Proof:
(1n ·∆n) R = R
≡ { by definition; reflexion and fusion, cf. (B.10) }
〈π1 ·R,usc(π2 · R)〉 = 〈π1 · R,π2 · R〉
≡ { see (4.26) below }
〈π1 ·R,usc(π2 · R) · δ R〉 = 〈π1 ·R,π2 ·R〉
≡ { see (4.27) below }
TRUE
The proofs of the two laws assumed in the calculation above
〈R,S〉 = 〈R · δ S, S · δ R〉 (4.26)
uscX · δ X = X (4.27)
can be found in appendix B.5.
There is no possible Galois connected law for cojoin, since this operator is partial
(thus not a function). We shall study a corresponding law for the data type of relations,
to be studied in section 4.7.
4.6 Calculation of the Invariants induced by the SETS‘
inequations
We are now interested in calculating the invariant induced by a abs/rep pair f, r
which, by definition, is the range of r. The set of all c, such that (r · f)c = c is the
range of r, as we justify next, and therefore the intended invariant φ can be defined as
φ c
def
= (r · f) c = c.
We begin with the following lemma whose proof is taken from [12].
Lemma 4.11 If f and r are Galois connected then
x ∈ ρ r ≡ r(f x) = x
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Proof:
x ∈ ρ r
≡ { definition of ρ r}
〈∃ y : : x = r y〉
⇒ { semi-inverse: r · f · r = r}
r(f x) = x
⇒ { y := f x}
〈∃ y : : x = r y〉
≡ { definition of ρ r}
x ∈ ρ r
Now we transform the above equivalence to the binary pointfree relational calcu-
lus
r · r◦ = r · f ∩ id (4.28)
recalling that, in the case of functions, range and image coincide:
x ∈ ρ r ≡ r(f x) = x
≡ { introducing rng}
x(ρ r)x ≡ r(f x) = x
≡ { going pointfree}
ρ r = r · f ∩ id
≡ { definition of ρ for simple relations}
r · r◦ = r · f ∩ id
Fact (4.28) is of help in the context of data refinement where the pair f and r may
be taken as the functional abstraction/representation relations. It relates the inter-
pretation of the concrete invariant induced by a data refinement with the pointfree
invertibility condition, which are equated.
Let us apply this result to law (4.12), which we restate in terms of a Galois connec-
tion:
A ⇀ (B × C) ≤ (A ⇀ B)× (A ⇀ C)
r = 〈π1 ⇀ id, π2 ⇀ id〉
f = 〈 , 〉
(4.29)
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The mentioned condition will be, in this case,
〈π1 ⇀ id, π2 ⇀ id〉(〈R,S〉) = (R,S)
that is
(R,S) = (π1 · 〈R,S〉, π2 · 〈R,S〉)
≡ { structural equality}
R = π1 · 〈R,S〉 ∧ S = π2 · 〈R,S〉
≡ { relational split cancellation (4.30) }
δ R = δ S
So we have to prove
R = π1 · 〈R,S〉 ∧ S = π2 · 〈R,S〉 ≡ δ R = δ S (4.30)
We begin (for the case of R, the case of S is similar):
R = π1 · 〈R,S〉
≡ { 〈R,S〉 ⊆ π◦1 · R holds (2.24)}
R ⊆ π1 · 〈R,S〉
≡ { definition (2.24) and (4.31) below }
R ⊆ π1 · π◦1 ·R ∩ π1 · π◦2 · S
≡ { π1 is a surjection and π1 · π◦2 = ⊤ }
R ⊆ R ∩ ⊤ · S
≡ { meet-universal and ⊤ = ker ! }
! · R ⊆ ! · S
≡ { conditions (2.17) }
δ R ⊆ δ S
The fact assumed above is
(π1 · 〈R,S〉 =)π1 · (π◦1 · R ∩ π◦2 · S) = π1 · π◦1 ·R ∩ π1 · π◦2 · S (4.31)
For a proof of (4.31) see
R · (S ∩ T ) = (R · S) ∩ (R · T ) ⇐ (ker R) · T ⊆ T ∨ (ker R) · S ⊆ S (4.32)
since (for R,T := π1, π
◦
1 · R)
π◦1 · π1 · π◦1 ·R ⊆ π◦1 ·R
⇐ {monotonicity of composition}
π◦1 · π1 · π◦1 ⊆ π◦1
≡ { π1 is — as any function — difunctional }
TRUE
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The alternative proof of (4.30) given below is based on (4.24) [29]:
R = π1 · 〈R,S〉
≡ { (4.24)}
R = R · δ S
≡ { R = R · δ R and composition of coreflexives is meet}
R = R · (δ R ∩ δ S)
≡ { R = R · δ R}
δ R ∩ δ S = δ R
≡ { R ∩ S = R ≡ R ⊆ S}
δ R ⊆ δ S
Our next goal is to calculate the concrete invariant induced by the nested join law
(4.25).
The following fact will be of help in the calculation,
usc(S · Φ) = S · (Φ× id) (4.33)
which can be inferred from (4.20) by indirect equality (see section A2, pag. 138):
usc(S · Φ) ⊆ X
≡ { GC (4.20) }
S · Φ .⊆ X
≡ { shunting (S is a function) }
Φ ⊆ S◦· ⊆ ·X
≡ { going pointwise }
〈∀ a : Φ a : S a ⊆ X a〉
≡ { relational extensionality }
〈∀ a : Φ a : 〈∀ c, b : : c(S a)b⇒ c(X a)b〉〉
≡ { logic and uncurrying, isomorphism (4.15)}
〈∀ a, b : Φ a : 〈∀ c : : c S(a, b)⇒ c X(a, b)〉〉
≡ { back to pointfree }
Φ× id ⊆ S \X
≡ { relational division }
S · (Φ × id) ⊆ X
:: { indirect equality}
usc(S · Φ) = S · (Φ× id)
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Also note the following fact:
Φ ⊆ Ψ× id ≡ Ψ Φπ1oo (4.34)
whose proof goes as follows:
Φ ⊆ Ψ× id
≡ { product}
Φ ⊆ 〈Ψ · π1, π2〉
≡ { split; shunting; Φ is coreflexive }
π1 · Φ ⊆ Ψ · π1 ∧ π2 · Φ ⊆ π2
≡ { Reynolds (2.11)}
Ψ Φ
π1oo
Now we are ready to calculate the invariant induced by (4.25):
∆n(1n (R,S)) = (R,S)
≡ { definition of ∆n and of 1n}
(π1 · 〈R,S〉, usc(π2 · 〈R,S〉)) = (R,S)
≡ { (4.24) twice}
(R · δ S, usc(S · δ R)) = (R,S)
≡ { S is a function}
usc(S · δ R) = S
≡ { equating simple relations (B.14) and usc(S · δ R) ⊆ S holds}
δ S ⊆ δ (usc(S · δ R))
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We continue as follows,
δ S ⊆ δ (usc(S · δ R))
≡ { (4.33)}
δ S ⊆ δ (S · (δ R× id))
≡ { domain of composition}
δ S ⊆ δ (δ S · (δ R× id))
≡ { coreflexives}
δ S ⊆ δ S ∩ (δ R× id)
≡ {meet}
δ S ⊆ δ R× id
≡ { (4.34) }
δ R δ S
π1oo
Note how δ R δ S
π1oo expresses the concrete invariant in a quite “neat” way: π1 has
“type” δ R δ Soo , that is, by projecting the domain of S by π1 we obtain values in
the domain of R. An alternative way to express this invariant is calculated below:
δ R δ S
π1oo
≡ { Reynolds (2.11) }
π1 · δ S ⊆ δ R · π1
≡ { shunting ; kernel}
δ S ⊆ ker (δ R · π1)
≡ { introduce domain, since δ S ⊆ id}
δ S ⊆ δ (δ R · π1)
≡ { domain of composition }
δ S ⊆ δ (R · π1)
≡ { domain definition preorder: X  Y ≡ δ X ⊆ δ Y }
S  R · π1
The result obtained translates a simple pointwise argument [106] to relation algebra.
4.7 Laws concerning the Data Type of Relations
Recall that the data type of, simple relations, or partial functions from A to B is de-
noted by,
A ⇀ B
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The calculus SETS privileges A ⇀ B and its laws. However we can suspect that
some of these laws can be generalized to arbitrary binary relations from A to B. We
will denote by
A; B
the set of all binary relations from A to B. It’s worth remembering the two elmentary
isomorphisms (3.16) and
P (A×B) ∼= 2A×B
Since A ⇀ B ⊆ A; B, we have










= {π1(p) 7→ π2(p)|p ∈ R}
subject to pre-condition
pre−Mkf(R) def= R is simple
It’s known that,




P (A) ∼= P (A× 1)
∼= A; 1
Thus
A; 1 = A ⇀ 1
We are going to prove some laws concerning relations which extend known laws
about partial functions.
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Lemma 4.12 The following isomorphism holds,






is based on (2.25).
Alternatively, we may write
reither = ∪ · ((·i◦1)× (·i◦2))




Proof: We are going to prove that these functions are each other inverses,
([, ] · unreither) R
= { application of unreither}
[, ](R · i1, R · i2)
= { application of either}
[R · i1, R · i2]
= { (R·) distributes over ∪}





= { application of either}
unreither([R,S])
= { application of unreither}
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Lemma 4.13 The following isomorphism generalizes law (4.13) to arbitrary binary relations:










Proof This lemma results from its predecessor by applying converse which is an isomorphism
on relations:
A; B ∼= B ; A
()◦
()◦
Lemma 4.14 The following isomorphism generalizes law (4.12) to arbitrary binary relations:











In pointfree notation, there is,
1
def
= ∩ · ((π◦1 ·)× (π◦2 ·))




66 CHAPTER 4. DATA REFINEMENT
Proof: This is Galois connection which generalizes Galois connection (4.19) defined for sim-
ple relations, to arbitrary relations. We shall prove that unrjoin is the right inverse of 1,
generalizing proof in Proposition (4.2).
1 ·unrjoin
= { definitions}
∩ · ((π◦1 ·)× (π◦2 ·)) · 〈(π1·), (π2·)〉
= { absorption property}
∩ · 〈π◦1 · π1·, π◦2 · π2·〉




This chapter developed a theory of data refinement around the relational calculus and
(perfect) Galois connections. This includes calculation of concrete invariants induced
by the Galois connected laws.
Some laws and respective proofs concern the data type of binary relations, which
generalizes that of finite maps, i.e simple relations. The majority of them are isomor-
phism laws.
Isomorphisms involving simple relations, exponentials, finite sets and binary re-
lations are introduced. The isormophisms form a calculus of their own with an in-





This chapter addresses the process of formally converting abstract specifications of
software operations into more concrete ones— ie. closer to machine level. The chapter
focusses on the properties of the refinemnet ordering which underlies such processes
and associated reasoning.
Suppose a component s of some piece of hardware gets faulty and needs to be
replaced. Should no exact match be found off the shelf, the maintenance team will
have to look around for compatible alternatives. What does compatibility mean in this
context?
Let r be a candidate replacement for s and let the behaviour of both s and r be
described by state-transition diagrams indicating, for each state a, the set of states
reachable from a. So both s and r can be regarded as set-valued functions such that,
for instance, component s may step from state a to state b iff b ∈ (s a). Should s a be
empty, machine swill be in a deadlock and will fail.
The intuition behind r being a safe replacement for s—written s⊢ r— is that, not
only r should not fail where s does not,
〈∀ a : (s a) ⊃ ∅ : ∅ ⊂ (r a)〉
but also that it should behave ”as s does”. Wherever (s a) is nonempty, there is some
freedom for r to behave within such a set of choices: r is allowed bemore deterministic
than s. Altogether, one writes
s ⊢ r def= 〈∀ a : (s a) ⊃ ∅ : ∅ ⊂ (r a) ⊆ (s a)〉 (5.1)
This definition of machine compatibility is nothing but a simplified version of that
of operation refinement [135], the simplification being that one is not spelling out inputs
and outputs and that, in general, the two machines s and r above need not share the
same state space. This refinement ordering is standard in the discipline of programming
from specifications [93] and can be found in various guises in the literature — see eg.
references [135, 35, 142, 61] among many others. Reference [35] should be singled out
for its detailed discussion of the lattice-theoretical properties of the ⊢ ordering.
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Despite its wide adoption, this definition of ⊢ is not free from difficulties. It is
a kind of ”meet of opposites”: non-determinism reduction suggests “smaller” be-
haviours while increase of definition suggests “larger” behaviours. This “anomaly”
makes this standard notion of refinement lessmathematically tractable than onewould
expect. For instance, Groves [61] points out that the principal operators in the Z
schema calculus [142] are not monotonic with respect to ⊢-refinement. As a way of
(partly) overcoming this problem, he puts forward an alternative characterisation of
refinement based on the decomposition of ⊢ into two simpler relations,
s ⊢ r ≡ 〈∃ t : : s ⊢pre t ∧ t ⊢post r〉 (5.2)
one per refinement concern: ⊢pre caters for increasing definition while ⊢post deals with
decreasing non-determinism.
The same partition of the refinement relation was presented by the author of the
current dissertation in [127] but the underlying theory was left unexplored. One of
the aims of the current chapter is to extend and consolidate the work scattered in
[127, 35, 61], focussing in particular in the last two, where some results are presented
without proof and others are supported by either sketchy or convoluted arguments.
The idea is to address the subject by reasoning in the pointfree relational calculus
which is at the core of the algebra of programming [29, 12]. It should be noted that both
[35, 61] already use some form of relational notation, somewhat mixed with the Z
notation in the case of [61] or interpreted in terms of set-valued functions in [35]. The
reasoning, however, is carried out at point-level, either involving predicate logic [61]
or set-theory [35].
Ourmain contribution consists in resorting to the pointfree transform (PF-transform
for short) all the way through, thus benefiting from not only its notation economy but
also from the elegance of the associated reasoning style. It turns out that the theory
becomes more general and simpler. Elegant expressions replace lengthy formulæ and
easy-to-follow calculations replace pointwise proofs based on case analyses and natu-
ral language explanations.
Groves’ factorization (5.2) — which we will restate at pointfree level simply by
writing
⊢pre · ⊢post = ⊢ = ⊢post · ⊢pre (5.3)
— is central to the approach. Thanks to this factorization — which we calculate and
justify in a way simpler than in [61] — we are able to justify facts which are stated but
not proved in [35]. Among these, we present a new and detailed analysis, across the
binary relation taxonomy, of the lattice of specifications proposed by [35].
As will be explained in chapter 6 and in the conclusions, this research is part of
a broader initiative aiming at developing a PF-theory for coalgebraic refinement inte-
grating earlier efforts already reported in [87, 21].
5.2 Warming up
According to the PF-transformation strategy announced in section 2.3, our first task
will be to PF-transform (5.1). We first concentrate on transforming the test for non-
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deadlock states, which occurs twice in the formula, (s a) ⊃ ∅ and (r a) ⊃ ∅. A set is
nonempty iff it contains at least one element. Therefore,
(s a) ⊃ ∅ ≡ 〈∃ x : : x ∈ (s a)〉
≡ { idempotence of ∧ }
〈∃ x : : x ∈ (s a) ∧ x ∈ (s a)〉
≡ { (2.6) twice and converse }
〈∃ x : : a(∈ · s)◦x ∧ x(∈ · s)a〉
≡ { introduce b = a ; composition }
b = a ∧ b((∈ · s)◦ · (∈ · s))a
≡ { introduce kernel }
b = a ∧ b(ker (∈ · s))a
Then we address the whole formula:
s ⊢ r
≡ { (5.1) }
〈∀ a : (s a) ⊃ ∅ : ∅ ⊂ (r a) ⊆ (s a)〉
≡ { expand ∅ ⊂ (r a) ⊆ (s a) }
〈∀ a : (s a) ⊃ ∅ : ∅ ⊂ (r a) ∧ (r a) ⊆ (s a)〉
≡ { expand tests for non-deadlock state and replace (r a) by (r b), cf. b = a}
〈∀ a, b : b = a ∧ b(ker (∈ · s))a : b = a ∧ b(ker (∈ · r))a ∧ (r b) ⊆ (s a)〉
≡ { δ R = ker R ∩ id , for every R }
〈∀ a, b : b(δ (∈ · s))a : b(δ (∈ · r))a ∧ (r b) ⊆ (s a)〉
≡ { expand set-theoretic inclusion }
〈∀ a, b : b(δ (∈ · s))a : b(δ (∈ · r))a ∧ 〈∀ c : c ∈ (r b) : c ∈ (s b)〉〉
≡ { (2.6) twice ; then introduce left-division (2.18) }
〈∀ a, b : b(δ (∈ · s))a : b(δ (∈ · r))a ∧ b((∈ · r) \ (∈ · s))a〉
≡ { remove points ; relational inclusion and meet }
δ (∈ · s) ⊆ δ (∈ · r) ∩ ((∈ · r) \ (∈ · s))
≡ { remove membership by defining R = ∈ · r and S = ∈ · S}
δ S ⊆ δ R ∩ (R \ S)
Function s (resp. r) can be identified with the power-transpose (3.1) of binary rela-
tion S (resp. R). Since transposition is an isomorphism, we can safely lift our original
ordering on set-valued state-transition functions to state-transition relations and es-
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tablish the relational PF-transform of (5.1) as follows:
S ⊢R ≡ δ S ⊆ (R \ S) ∩ δ R (5.4)
which converts to
S ⊢R ≡ (δ S ⊆ δ R) ∧ (R · δ S ⊆ S) (5.5)
once universal property of meet and Galois connection of left-division (2.15) are taken
into account.
Most definitions of the refinement ordering in the literature — eg. [135, 35, 142, 61]
— are pointwise variants of (5.5). The calculations above show these to be equivalent
to our starting version (5.1), which instantiates a ”coalgebraic pattern” favoured in
automata theory and coalgebraic refinement, as will be seen in chapter 6.














So, PF-transformed S⊢R covers other refinement situations, namely that of an implicit
specification [75] S being refined by some function f ,
S ⊢ f ≡ δ S ⊆ f◦ · S
whereby — back to points and thanks to (2.6) — we obtain, in classical “VDM-speak”
∀a.pre-S(a)⇒ post-S(f a, a) (5.6)
which is nothing but the implicit function specification proof-rule given by [75].
It is in this (wider) context that the ⊢ ordering is presented in [35], where it is called
the less-defined relation on specifications and is shown to be a semi-lattice universally
lower-bounded by the empty specification ⊥. The proof that it is a partial order is
telegram-like in the paper. By contrast, the existence of a greatest lower bound (glb)
is the subject of a proposition proved in typical invent & verify style — a glb definition
is guessed first, which is then shown to be a lower bound and finally proved to be
maximal among all lower bounds.
To illustrate the shift from verification to calculation brought forth by the PF-transform,
we will calculate the glb of ⊢ (denoted ⊓) as the (unique) solution to universal property
X ⊢R ⊓ S ≡ X ⊢R ∧ X ⊢ S (5.7)
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Let us solve this equation for unknown ⊓:
X ⊢R ⊓ S
≡ { (5.7) }
X ⊢R ∧ X ⊢ S
≡ { (5.4) twice; composition of coreflexives is intersection }
δ X ⊆ ((R \X ∩ S \X)) ∩ δ R · δ S
≡ { (2.19)}
δ X ⊆ (R ∪ S) \X ∩ δ R · δ S
≡ { (2.20) for R,S,Φ := R ∪ S,X, δ R · δ S }
δ X ⊆ (((R ∪ S) · δ R · δ S) \X) ∩ (δ R · δ S)
≡ { δ ((R ∪ S) · δ R · δ S) = δ R · δ S (coreflexives) ; (5.4) }
X ⊢ ((R ∪ S) · δ R · δ S)
:: { indirect equality on partial order ⊢ }
R ⊓ S = (R ∪ S) · δ R · δ S
Thus we have deduced
R ⊓ S = (R ∪ S) · δ R · δ S (5.8)
which, back to points (5.1), will look like
(r ⊓ s)a = if (r a) = ∅ ∨ (s a) = ∅ then ∅ else (r a) ∪ (s a) (5.9)
where r (resp. s) is the power-transpose of R (resp. S). (The reader is invited to calcu-
late (5.9) as solution to (5.7) by directly resorting to the pointwise definition of ⊢ (5.1)
instead of (5.4).)
5.3 Refinement sub-relations
Recall the two conjuncts of (5.5), δ S ⊆ δ R and R · δ S ⊆ S . Groves [61]
freezes the former in defining a sub-relation ⊢post of ⊢,
S ⊢post R ≡ S ⊢R ∧ δ R ⊆ δ S (5.10)
where extra clause δ R ⊆ δ S prevents definition increase (by antisymmetry). Simi-
larly, he puts forward another sub-relation ⊢pre of ⊢,
S ⊢pre R ≡ S ⊢R ∧ S ⊆ R · δ S (5.11)
where extra clause S ⊆ R · δ S prevents from increasing determinacy.
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How useful are these sub-orderings? Most of this chapter will be devoted to ex-
ploiting the underlying theory and showing them to be useful beyond their original
context of definition [61]. First of all, facts
⊢pre ⊆ ⊢ (5.12)
⊢post ⊆ ⊢ (5.13)
are immediate consequences of definitions (5.10,5.11) above.
That both ⊢pre and ⊢post can be expressed independently of ⊢ is simple to calculate,
first for ⊢pre,
S ⊢pre R
≡ { (5.11) and (5.5) ; antisymmetry }
R · δ S = S ∧ δ S ⊆ δ R
≡ { switch to conditions (2.17) }
R · δ S = S ∧ ! · S ⊆ ! · R
≡ { substitution of S by R · δ S}
R · δ S = S ∧ ! · R · δ S ⊆ ! ·R
≡ { δ S is coreflexive (δ S ⊆ id) ; monotonicity of composition }
R · δ S = S ∧ TRUE
≡ { trivia }
R · δ S = S
and then for ⊢post:
S ⊢post R
≡ { (5.10) and (5.5)}
R · δ S ⊆ S ∧ δ R = δ S
≡ { substitution of δ S by δ R}
R · δ R ⊆ S ∧ δ R = δ S
≡ { R · δ R = R}
R ⊆ S ∧ δ R = δ S
Let us record these results, which are the PF-counterparts to laws 4.3 and 4.4 in
[61], respectively,
S ⊢pre R ≡ R · δ S = S (5.14)
S ⊢post R ≡ R ⊆ S ∧ δ R = δ S (5.15)
noting that (5.15) can be compressed into the terser notation which follows:
⊢post = ⊆◦ ∩ ker δ (5.16)
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What does it mean to impose ⊢pre and ⊢post at the same time? We calculate:
S ⊢pre R ∧ S ⊢post R
≡ { (5.14), (5.15) }
R · δ S = S ∧ δ S = δ R ∧ R ⊆ S
≡ { substitution of δ S by δ R }
R · δ R = S ∧ δ R = δ R ∧ R ⊆ S
≡ { property R = R · δ R}
R = S ∧ R ⊆ S
≡ { R = S ⇒ R ⊆ S }
R = S
This result, which is law 4.7 in [61], can be expressed in less symbols by writing
⊢pre ∩ ⊢post = id (5.17)
whose “antisymmetric pattern” captures the opposition between the components ⊢pre
and ⊢post of ⊢: to increase determinism only and definition only at the same time is
contradictory. This relative antisymmetry between ⊢pre and ⊢post can also be inferred
from facts
S ⊢post R ⇒ R ⊆ S (5.18)
S ⊢pre R ⇒ S ⊆ R (5.19)
the former arising immediately from (5.15) and the latter holding by transitivity: S⊢pre
R implies S ⊆ R · δ S and R · δ S ⊆ R holds.
Groves [61] glosses over the proofs that ⊢pre and ⊢post are partial orders. These are
immediate at PF-transform level: that ⊢post is a partial order is obvious from (5.16),
since the meet of a partial order (⊆) with an equivalence (ker δ) is a partial order. In
fact, a partial order (say R) and an equivalence (say S) only disagree wrt. symmetry.
It turns up that R ∩ S is anti-symmetric:
(R ∩ S) ∩ (R ∩ S)◦ ⊆ id
≡ { ∩ commutes with converse }
R ∩R◦ ∩ S ∩ S◦ ⊆ id
⇐ { substitution ; S ∩ S = S }
R ∩R◦ ∩ S ⊆ id ∧ S = S◦
⇐ { R ∩ S ⊆ S}
R ∩R◦ ⊆ id ∧ S = S◦
≡ { R assumed anti-symmetric and S symmetric }
TRUE
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Next we show that ⊢pre is a partial order. Substitution R := S in (5.14) leads to
reflexivity at once. Antisymmetry stems from (5.19), since ⊆ is antisymmetric and
smaller than antisymmetric is antisymmetric:
Lemma 5.1 Smaller than antisymmetric is antisymmetric.
Proof:
R ⊆ S ∧ S ∩ S◦ ⊆ id
≡ { monotonicity of converse}
R ⊆ S ∧ R◦ ⊆ S◦ ∧ S ∩ S◦ ⊆ id
⇒ { monotonicity of meet}
R ∩R◦ ⊆ S ∩ S◦ ∧ S ∩ S◦ ⊆ id
⇒ { transitivity }
R ∩R◦ ⊆ id
2
In this way, only transitivity
S ⊢pre R ∧ R ⊢pre T ⇒ S ⊢pre T
requires an explicit proof:
S ⊢pre R ∧ R ⊢pre T
≡ { (5.14) }
R · δ S = S ∧ T · δ R = R
⇒ { substitution R := T · δ R }
(T · δ R) · δ S = S
≡ { composition of coreflexives is meet}
T · (δ R ∩ δ S) = S
≡ { S ⊆ R (5.19) and thus δ S ⊆ δ R }
T · δ S = S
≡ { (5.14) }
S ⊢pre T
5.4 Factorization of the refinement relation
We proceed to showing that the sequential composition of subrelations ⊢pre and ⊢post
is — in any order — the refinement relation ⊢ itself. As we shall see, this is where our
calculational style differs more substantially from that of [61].
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That ⊢pre and ⊢post are factors of ⊢— that is,
⊢post · ⊢pre ⊆ ⊢ (5.20)
⊢pre · ⊢post ⊆ ⊢ (5.21)
— is obvious, recall (5.12, 5.13) and composition monotonicity. So we will focus on
the converse facts
⊢ ⊆ ⊢pre · ⊢post (5.22)
⊢ ⊆ ⊢post · ⊢pre (5.23)
As earlier on, instead of postulating these decompositions and then proving them, we
will calculate (deduce) them. Two auxiliary results will be required:
S ⊢post S ∩R ≡ δ S = δ (R ∩ S) (5.24)
S ⊢pre S ∪R ≡ R · δ S ⊆ S (5.25)
The proof of (5.24) is immediate from the definition of ⊢post (5.15). That of (5.25) fol-
lows:
S ⊢pre S ∪R
≡ { definition of ⊢pre}
(S ∪R) · δ S = S
≡ { (·δ S) is a lower adjoint (2.15) }
(S · δ S) ∪ (R · δ S) = S
≡ { S · δ S = S}
S ∪R · δ S = S
≡ { A ∪B = B ≡ A ⊆ B}
R · δ S ⊆ S
76 CHAPTER 5. ALGORITHMIC REFINEMENT
We are now ready to calculate (5.22):
S ⊢R
≡ { (5.5) }
R · δ S ⊆ S ∧ δ S ⊆ δ R
≡ { A ∪B = B ≡ A ⊆ B}
R · δ S ⊆ S ∧ (δ S) ∪ (δ R) = δ R
≡ { δ is a lower adjoint }
R · δ S ⊆ S ∧ δ (S ∪R) = δ R
≡ { (5.24), since R = R ∩ (S ∪R) }
R · δ S ⊆ S ∧ (S ∪R) ⊢post R ∩ (S ∪R)
≡ { (5.25) and R = R ∩ (S ∪R) }
(S ⊢pre S ∪R) ∧ (S ∪R) ⊢post R
⇒ { logic }
〈∃ T : : S ⊢pre T ∧ T ⊢post R〉




⇒ { since S ⊢R ⇒ δ S = δ (S ∩R) (B.19); (5.5) }
δ S = δ (S ∩R) ∧ R · δ S ⊆ S
≡ { ∩-universal and δ S is coreflexive }
δ S = δ (S ∩R) ∧ R · δ S ⊆ S ∩R
≡ { substitution }
δ S = δ (S ∩R) ∧ R · δ (S ∩R) ⊆ S ∩R
≡ { (5.25) }
δ S = δ (S ∩R) ∧ (S ∩R) ⊢pre (S ∩R) ∪R
≡ { (5.24) and S ∩R ⊆ R }
(S ⊢post S ∩R) ∧ (S ∩R) ⊢pre R
⇒ { logic }
〈∃ T : : S ⊢post T ∧ T ⊢pre R〉
≡ { composition }
S(⊢post · ⊢pre)R
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In summary, we have the two alternative ways to factor the refinement relation
announced in (5.3). This embodies laws 4.8 and 4.9 of [61], where they are proved
in first-order logic requiring negation and consistency 1. These requirements, which
have no counterpart in our calculations above, should be regarded as spurious.
5.5 Taking advantage of the factorization
Factorizations such as that given by (5.3) are very useful in mathematics in general.
For our purposes, the roˆle of (5.3) is three-fold. On the one hand, properties of the
composition — eg. transitivity, reflexivity — can be easily inferred from similar prop-
erties of factors ⊢pre and ⊢post. On the other hand, one can look for results with hold
for the individual factors ⊢pre and/or ⊢post and do not hold (in general) for ⊢. For
instance, meet (R ∩ S) is ⊢pre-monotonic but not ⊢-monotonic (law 5.1 in [61]). This
aspect of the factorization is of practical value and in fact the main motivation in [61]:
complex refinement steps can be factored in less big a gap ones involving only one
factor ⊢pre (resp. ⊢post) and ⊢pre (resp. ⊢post) monotonic operators.
The following lemma presents our calculation of the two main monotonicity facts
of [61]:
S ⊢pre R ∧ T ⊢pre U ⇒ S ∩ T ⊢pre R ∩ U (5.26)
S ⊢post R ∧ T ⊢post U ⇒ S ∪ T ⊢post R ∪ U (5.27)
(These are laws 5.1 and 5.4 in [61].) Again we stress on the fact that our pointfree
calculations don’t require negation.
Lemma 5.2 (⊢pre/⊢post-monotonicity of meet and join) Meet is ⊢pre- monotonic (5.26),
and join is ⊢post- monotonic (5.27).
Proof: Concerning (5.26), we investigate the ⊢pre-monotonicity of section (∩T ) (this is
enough, since meet is commutative):
1In [61, 35], two relations R and S are regarded as consistent iff δ (R ∩ S) = (δ R) ∩ (δ S)
holds.
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S ∩ T ⊢pre R ∩ T
≡ { (5.14)}
(R ∩ T ) · δ (S ∩ T ) = S ∩ T
≡ { δ (S ∩ T ) ⊆ δ S; meet of coreflexives is composition }
(R ∩ T ) · (δ S) · δ (S ∩ T ) = S ∩ T
≡ { (B.18), since δ S is coreflexive }
((R · δ S) ∩ T ) · δ (S ∩ T ) = S ∩ T
⇐ { substitution }
S = R · δ S ∧ (S ∩ T ) · δ (S ∩ T ) = S ∩ T
≡ { (5.14) and R · δ R = R }
S ⊢pre R
Concerning (5.27), we proceed in the same way by proving
S ⊢post R ⇒ S ∪ T ⊢post R ∪ T
that is,
(∪T ) · ⊢post ⊆ ⊢post · (∪T )
at pointfree level:
(∪T ) · ⊢post
= { definition 5.16 }
(∪T ) · (⊆◦ ∩ (ker δ))
⊆ { ((∪T )·) is monotonic }
((∪T )· ⊆◦) ∩ ((∪T ) · ker δ)
⊆ { (∪T ) is monotonic and ker δ ⊆ ker (δ · (∪T )) }
(⊆◦ ·(∪T )) ∩ ((∪T ) · ker (δ · (∪T )))
⊆ { (B.20) }
(⊆◦ ·(∪T )) ∩ (ker (δ) · (∪T ))
= { (B.15) }
(⊆◦ ∩ ker δ) · (∪T )
= { definition 5.16 }
⊢post · (∪T )
2
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We know that composition is not ⊢-monotonic, cf. [51]. But a section of composi-
tion is monotonic with respect to ⊢post,
S ⊢post R ⇒ S · T ⊢post R · T (5.28)
The proof of this result follows,
S ⊢post R
≡ { by definition}
R ⊆ S ∧ δ S = δ R
⇒ {monotonicity of composition and equality}
R · T ⊆ S · T ∧ δ (δ S) · T = δ (δ R) · T
≡ { property of δ}
R · T ⊆ S · T ∧ δ S · T = δ R · T
≡ { by definition}
S · T ⊢post R · T
Composition is not full monotonic with respect to ⊢post since it’s not commutative.
In the sequel, we studyunderwhich conditionsmonotonicity of composition holds
with respect to ⊢
Lemma 5.3 If T is entire then
S ⊢ R⇒ T · S ⊢ T ·R
holds:
T · S ⊢ T ·R
≡ { by definition of ⊢}
(T · S · δ (T ·R) ⊆ T ·R) ∧ δ (T · S) ⊆ δ (T · R)
≡ { T is entire}
(T · S · δ R ⊆ T ·R) ∧ δ S ⊆ δ R
⇐ { (T ·) is an adjoint, therefore monotonic}




S ⊢ f ⇒ S · T ⊢ f · T
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Proof:
S · T ⊢ f · T
≡ { by definition of ⊢}
(S · T · δ (f · T ) ⊆ f · T ) ∧ δ (S · T ) ⊆ δ (f · T )
≡ { functions}
(S · T · δ T ⊆ f · T ) ∧ δ S · T ⊆ δ T
≡ { R = R · δ R}
(S · T ⊆ f · T ) ∧ δ (S · T ) ⊆ δ T
≡ { δ (R · S) ⊆ δ S}
S · T ⊆ f · T
⇐ { (·T ) is an adjoint, therefore monotonic}
S · δ f ⊆ f
≡ { definitions}
S ⊢ f
A third kind of advantage of factorization (5.3) has been left uneunexploited in
[61]: the fact that it makes it easy to analyse the (semi-)lattice of operations ordered by
⊢ [35], in particular concerning the behaviour of factors ⊢pre and ⊢post for some of the
relation subclasses depicted in the diagram of Fig. 2.1. For instance, if by construction
one knows that the operation under refinement is simple (vulg. a partial function), one
can safely replace ⊢ by the appropriate factors tabulated in
Binary relation sub-class ⊢post ⊢pre ⊢
Entire relations ⊆◦ id ⊆◦ (a)
Simple relations id ⊆ ⊆ (b)
Functions id id id (c)
(5.29)
Let us justify (5.29): ⊢pre = id in case (5.29a) follows directly from (5.14), ⊢pre-
refinement of entire relations is the identity relation on (entire) relations,
S ⊢pre R ≡ R = S
in which case equation (5.3) yields ⊢ = ⊢post. Moreover, ⊢post = ⊆◦ holds since
domain (δ) is a constant function within the class of entire relations and thus ker δ = ⊤
in (5.16). The proof of (5.29b) in the case of ⊢post = id, follows from the fact that (5.15)
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restricted to simple relations establishes equality at once:
S ⊢post R
≡ { (5.15) ; anti-symmetry }
R ⊆ S ∧ δ R ⊆ δ S ∧ δ S ⊆ δ R
≡ { (B.14) }
R = S ∧ δ R ⊆ δ S
≡ { second conjunct implied by first }
R = S
Concerning ⊢pre =⊆, our calculation to follow will rely on relaxing function f to a
simple relation S in the shunting rules in (2.15), leading to rules [99]
S ·R ⊆ T ≡ (δ S) · R ⊆ S◦ · T (5.30)
R · S◦ ⊆ T ≡ R · δ S ⊆ T · S (5.31)
which, however, are not Galois connections. We reason:
S ⊢pre R
≡ { (5.14) ; anti-symmetry}
R · δ S ⊆ S ∧ S ⊆ R · δ S
≡ { shunt on simple R (5.30) and S (5.31) ; S = S · δ S }
δ R · S◦ ⊆ R◦ ∧ S · δ S ⊆ R · δ S
≡ { converses }
S · δ R ⊆ R ∧ S · δ S ⊆ R · δ S
≡ { δ S ⊆ δ R, cf. (5.19) and monotonicity of δ }
S ⊆ R ∧ S · δ S ⊆ R · δ S
≡ { first conjunct implies the second (monotonicity) }
S ⊆ R
Finally, (5.29(c)) follows from functions being entire and simple at the same time
(Fig. 2.1).
Union of simple S and R is simple if both are simple and S · (δ R) ⊆ R, which is
equivalent to R · (δ S) ⊆ S thanks to (5.30 , 5.31). This is easy to calculate:
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S ∪R is simple
≡ { simple relation definition, see table (2.1)}
(S ∪R) · (S ∪R)◦ ⊆ id
≡ { ·R and (R·) are lower adjoints and universal property of join }
S · S◦ ⊆ id ∧ S ·R◦ ⊆ id ∧ R · S◦ ⊆ id ∧ R ·R◦ ⊆ id
≡ { converses }
S and R are simple ∧ S · R◦ ⊆ id
≡ { (5.31) }
S and R are simple ∧ S · (δ R) ⊆ R
So R
pre⊓ S is not ensured for simple relations. A comment on the glb of ⊢pre re-
stricted to simple relations, ie. deterministic but possibly failing operations (partial
functions): pointfree calculation yields R ⊓ S = R ∩ S in this case, which agrees with
⊆ in (5.29b) but contrasts to factor R ∪ S in (5.8). It can be easily calculated that sim-
plicity of R ⊓ S (5.8) is equivalent to both R,S being simple and R · S◦ ⊆ id, which is
equivalent, thanks to (5.31), to R · δ S ⊆ S, itself equivalent to S · δ R ⊆ R:
R · δ S ⊆ S
≡ { law (5.31) }
R · S◦ ⊆ id
≡ { converses }
S ·R◦ ⊆ id
≡ { law (5.31) }
S · δ R ⊆ R
From these we calculate (R ∪ S) · δ R · δ S ⊆ R ∩ S. Since R ∩ S ⊆ (R ∪ S) · δ R · δ S,
R ∩ S ⊆ R ∪ S
≡ { R · δ R = R}
(R ∩ S) · δ (R ∩ S) ⊆ R ∪ S
≡ { shunting for correflexive relations}
(R ∩ S) · δ (R ∩ S) ⊆ (R ∪ S) · δ (R ∩ S)
≡ { R · δ R = R}
(R ∩ S) ⊆ (R ∪ S) · δ (R ∩ S)
⇒ { δ (R ∩ S) ⊆ (δ R ∩ δ S)}
(R ∩ S) ⊆ (R ∪ S) · (δ R ∩ δ S)
we obtain ⊓ = ∩ for simple relations.
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5.6 Structural refinement
We close the technical part of this chapter by showing that the structural refinement law
S ⊢R ⇒ FS ⊢ FR (5.32)
stems from factorization (5.3). This law expresses⊢-monotonicity of an arbitrary para-
metric type F. Technically, the parametricity of F is captured by regarding it as a relator,
see chapter 2.
Fact (5.32) is another example of a property of operation refinement whose proof
uses the strategy of promoting ⊢post/⊢pre properties to ⊢. We need the auxiliary result
that every ⊆-monotonic relational combinator f which commutes with δ,
f · (ker δ) ⊆ (ker δ) · f (5.33)
is ⊢post-monotonic,
f · ⊢post ⊆ ⊢post · f (5.34)
and that every relator F is both ⊢pre/⊢post-monotonic:
F · ⊢post ⊆ ⊢post · F (5.35)
F · ⊢pre ⊆ ⊢pre · F (5.36)
The PF-proofs of these results are deferred to appendix B.7. Then the calculation of
(5.32) is an easy task:
TRUE
≡ { (5.35) }
F · ⊢post ⊆ ⊢post · F
⇒ { monotonicity of composition }
F · ⊢post · ⊢pre ⊆ ⊢post · F · ⊢pre
⇒ { (5.36) and ⊆-transitivity }
F · ⊢post · ⊢pre ⊆ ⊢post · ⊢pre · F
≡ { (5.3) }
F · ⊢ ⊆ ⊢ · F
≡ { shunt over F (2.15) and then go pointwise on S and R }
R ⊢ S ⇒ FR ⊢ FS
Let us see some examples of the application of law (5.32).
Let FX = X⋆, FR = R⋆ that is, F is the unary relator associated to finite lists.
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This relator has the following definition:
<a1, a2, · · · , an>(R⋆)<b1, b2, · · · , bm>
≡
n = m ∧ 〈∀ i : 1 ≤ i ≤ n : ai R bi〉




Let operation Sqrt be such that it gives the square root of a (positive) real number:
Sqrt : Cell→ Cell
y Sqrt x ≡ x ≥ 0 ∧ y2 = x
and functional operation sqrtf which refines Sqrt:
sqrtf : Cell→ Cell





Of course Sqrt ⊢ sqrtf — an example of refinement by increase of definiton and
reduction of non-determinism.
As the result of application of functor F two times, we define the following opera-
tion over matrixes:
MatrixSqrt = (Sqrt⋆)⋆
which unfolds into a quite complicated pointwise definition:
M ′ MatrixSqrt M ≡ len M = len M ′ ∧ ∀i : 1 ≤ i ≤ len M : len M i = len M ′ i∧
∀j : 1 ≤ j ≤ len Mi : (M ′i)j Sqrt (Mi)j
By application of law (5.32) two times, we are led to:
Sqrt ⊢ sqrtf ⇒MatrixSqrt ⊢ (sqrtf⋆)⋆
Analogously toMatrixSqrtwe definematrixsqrtf :
matrixsqrtf = (sqrtf⋆)⋆
which may be defined with a computational flavour as:
matrixsqrtf M = [[if c ≥ 0 then +√c else 0 | c← l] | l←M ]
In the case of binary relators, F (A,B), law 5.32 means that R and S in F (R,S)
can be refined in isolation, say R ⊢ T and S ⊢ U , and the outcome be combined into
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F (T,U). Let, for instance F (A,B) = A×B. Law 5.32 can be presented in the following
way:
S ⊢ R,T ⊢ U











C D C ×D
This law makes it possible to refine two separated operations (working on dif-
ferent parts of a state, for instance) in complete isolation, simply by joining the two
refinements.
5.7 Data Refinement Revisited
In this section we combine the two orderings involved in software refinement, the one
on data structures (≤) studied in the previous chapter and the one (⊢) studied in this
chapter.
This combination is referred to in the literature as data-refinement and has attracted
the attention of many reaserchers, leading to a book [50] on the subject.
Definition 5.1 Data Refinement in Full [113]
We introduce simultaneous algorithm/data refinement as follows: given
• a spec A S←− B
• abstraction relation A F1←− C
• representation relation D R2←− B
then C
I←− D will be said to implement S iff
S ⊢ F1 · I ·R2 (5.37)
The situation is pictured in Figure 5.1.
Below we show how relationship (5.37) relates to the standard data refinement
notions of upward and downward simulations [50], in the case of entire relations, in
which case ⊢=⊆◦, as we have seen (recall table 5.29).
First of all, we present two definitions extracted from [50]:
Definition 5.2 (Downward simulation) Assume that Aop,Cop are the abstract/concrete
operation pair. A downward simulation is a relation R from the abstract state space AS to the
concrete one, CS, such that
Cop · R ⊆ R ·Aop (5.38)





















Figure 5.2: Downward Simulation
Definition 5.3 (Upward simulation) For operations Aop,Cop, the abstract and concrete
operations, respectivelly, an upward simulation is a relation R from the concrete state space
CS to the abstract state space AS, such that
T · Cop ⊆ Aop · T (5.39)
Upward Simulation
S ⊢ F1 · I ·R2
≡ { entire}
F1 · I ·R2 ⊆ S
≡ { F1 = F and R2 = F ◦}
F · I · F ◦ ⊆ S
≡ { shunting}













Figure 5.3: Upward Simulation
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Implementation I is a full data refinement of S iff F is an upward simulation
which witnesses the refinement of S by I .
Downward Simulation
S ⊢ F1 · I · R2
≡ { entire}
F1 · I · R2 ⊆ S
≡ { F1 = F and R2 = R = F ◦}
F · I · F ◦ ⊆ S
≡ { shunting}
I · F ◦ ⊆ F ◦ · S
≡ { R = F ◦}
I ·R ⊆ R · S
Implementation I is a full data refinement of S iff R is a downward simulation
which witnesses the refinement of S by I .
We summarize the relationship between full data refinement and standard data
refinement as the following equivalence:
S ⊢ F · I ·R ≡ F · I ⊆ S · F ∧R = F ◦ (5.40)
which is the result of the following reasoning,
S ⊢ F · I · R
≡ { idempotency}
S ⊢ F · I · R ∧ S ⊢ F · I ·R
≡ { Upward Simulation and Downward Simulation}
F · I ⊆ S · F ∧ I · R ⊆ R · S
≡ { R = F ◦}
F · I ⊆ S · F ∧ I · F ◦ ⊆ F ◦ · S
≡ { shunting}
F · I ⊆ S · F ∧ F · I ⊆ S · F
≡ { idempotency}
F · I ⊆ S · F
Discussion. In practice, operations are very often total (ie. entire) and we just need
downward simulations to prove refinement, in most cases [32]. This is the case where
operations are functions. Full data refinement is equivalent to downward simulation
if we assume that abstraction relation is entire (thus a function) and the representa-
tion relation is its converse. These assumptions are acceptable, as we shall see in the
example of the next section.
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5.8 Example of Data Refinement
5.8.1 Specification and Implementation of a Bounded Buffer
in VDM
Below we take as example the refinement of the operations on a bounded buffer data
typeBufferwhich can be found in [142] specified in the Z notation. We shall calculate
a functional implementation based on a concrete type Array. These two types will be
related by a retrieve function retriveBuffer which is surjective on valid states.




Buffer :: buffer: seq of X
maxsize : nat
inv b == len b.buffer <= b.maxsize;
















post ( b.buffer <> [] and
r= mk_(mk_Buffer(tl b.buffer, b.maxsize),
mk_Ok(hd b.buffer))
) or
( b.buffer = [] and
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r= mk_(b,<empty>));
It can be easily checked that the operations over Buffer preserve the abstract invari-
ant and that the initialization operation BufferInit induces a valid state.
The proposed concrete model follows:
types





inv a == a.bot>=1 and a.bot<=a.maxsize and
a.top>=1 and a.top<=a.maxsize and
a.size>=0 and a.size<=a.maxsize and
a.size mod a.maxsize =
(a.top-(a.bot-1)) mod a.maxsize;
functions
arrayInit: () -> Array
arrayInit() ==
mk_Array([],1000,1,1000,0);














arrayOut: Array -> Array*Output
ArrayOut(a) ==









Data-level refinement is based on retrieve function
retrieveBuffer: Array -> Buffer
retrieveBuffer(a)==
mk_Buffer(extract(a.size,shift(a.bot-1,a.array)), a.maxsize);






else shift(n-1,tl s ˆ [hd s]);
extract: nat*seq of X -> seq of X
extract(n,s) == if n=0 then []
elseif s= [] then []
else [hd s]ˆextract(n-1,tl s);
which is surjective, cf. [142].
5.8.2 Correctness of the Implementation
We shall prove that function arrayIn of the implementation follows from relational
operation BufferIn of the specification. For the remaining operations the reasoning
is similar.
We start by observing that the post-condition of operation BufferIn has pattern
BufferIn = f · [[p]] ∪ g · [[p′]] (5.41)
for the obvious definition of p, f , p′ and g:
p = len b.buffer < b.maxsize
f(b, x) = mk(mkBuffer(b.buffer ⌢ x, b.maxsize),mkOk(x)))
p′ = len b.buffer = b.maxsize
g(b, x) = mk(b,< empty >)
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We calculate:
BufferIn
= { (5.41) assuming definition above}
f · [[p]] ∪ g · [[p′]]
⊆ { p′ ⊆ id− [[p]] and monotonicity}
f · [[p]] ∪ g · (id− [[p]])
= { (B.24, B.25) }
f · i◦1 · p? ∪ g · i◦2 · p?
= { (·X) is a lower adjoint}
(f · i◦1 ∪ g · i◦2) · p?
= { definition of either}
[f, g] · p?
= { definition of McCarthy conditional}
[[p]]→ f, g
= { by definition}
bufferIn′
Thus we have reached explicit function
bufferIn’: Buffer*X -> Buffer*Output
bufferIn’(b,x) ==





This furthermore shows that BufferIn is simple, since smaller than simple is simple.
Thanks to table (5.29) we can safely establish
BufferIn ⊢ bufferIn′ (5.42)
Proceeding with the refinement process, we now need to show that full data re-
finement
bufferIn′ ⊢post (rb× id) · arrayIn · (rb× id)◦ (5.43)
holds. This is a ⊢post-refinement because all relations involved are entire 2, cf. ta-
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ble (5.29). We proceed:
bufferIn′ ⊢post (rb× id) · arrayIn · (rb× id)◦
≡ { (5.29)}
(rb× id) · arrayIn · (rb× id)◦ ⊆ bufferIn′
≡ { shunting }
(rb× id) · arrayIn ⊆ bufferIn′ · (rb× id)
≡ { equality of functions }












From this equation, we are going to calculate the functional solution arrayIn, the
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unknown of the equation. We reason:
(rb× id) · arrayIn = bufferIn′ · (rb× id)
≡ { let bufferIn′ = 〈h, j〉 and arrayIn = 〈f, g〉}
(rb× id) · 〈f, g〉 = 〈h, j〉 · (rb× id)
≡ { ×-absorption and ×-fusion}
〈rb · f, g〉 = 〈h · (rb× id), j · (rb× id)〉
⇐ { equalities from structured equality}
rb · f = h · (rb× id) ∧ g = j · (rb× id)
≡ { let 〈h, j〉 = p→ k , l and cancellation}
rb · f = π1 · (p→ k , l) · (rb× id) ∧ g = π2 · (p→ k , l) · (rb× id)
≡ { f · (p→ g , h) = p→ (f · g) , (f · h) }
rb · f = (p→ π1 · k , π1 · l) · (rb× id) ∧ g = (p→ π2 · k , π2 · l) · (rb× id)
≡ { (p→ f , g) · h = (p · h)→ (f · h) , (g · h) }
rb · f = (p · (rb× id)→ π1 · k · (rb× id) , π1 · l · (rb× id)∧
g = (p · (rb× id)→ π2 · k · (rb× id) , π2 · l · (rb× id))
≡ { going pointwise}
rb(f(A,x)) = (p(rb A, x)→ π1(k(rb A, x)) , π1(l(rb A, x))
g(A,x) = (p(rb A, x)→ mkOk(x) , FULL)
≡ { going pointwise continued}
rb(f(A,x)) = (len(rb A).buffer < (rb A).maxsize)→
mkBuffer((rb A).buffer ⌢ [x], (rb A).maxsize),
rb A)
g(A,x) = (p(rb A, x)→ mkOk(x) , FULL)
≡ { justifications below and f (p→ x , y) = p→ f x , f y}
let y = (A.top mod A.maxsize) + 1
in rb(f(A,x)) = rb (A.size < A.maxsize)→
mkArray(A.array ++[y 7→ x], A.maxsize, A.bot, y,A.size + 1),
A)
g(A,x) = (A.size < A.maxsize→ mkOk(x) , FULL)
≡ { solving the equation for f}
f(A,x) = let y = (A.top mod A.maxsize) + 1
in A.size < A.maxsize)→
mkArray(A.array ++[y− > x], A.maxsize, A.bot, y,A.size + 1),
A
g(A,x) = (A.size < A.maxsize → mkOk(x) , FULL)
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We can calculate the final predicate corresponding to the McCarthy conditional as
follows,
len(rb A).buffer < (rb A).maxsize
≡ { len(rb A).buffer = A.size and (rb A).maxsize = A.maxsize}
A.size < A.maxsize
by definition of rb, in particular of extract.
The following equality [142] is assumed in the above proof:
mkBuffer((rb A).buffer ⌢ [x], (rb A).maxsize) =
let y = (A.top mod A.maxsize) + 1
in rb(mkArray(A.array ++[y 7→ x], A.maxsize,A.bot, y,A.size + 1))
Finally, we can define the operation arrayIn from the calculations made before, as
arrayIn(A,X) = 〈f, g〉(A,x) = (f(A,x), g(A,x))
which is equivalent to the definition presented in the concrete model:










We are almost done in proving that the initial relational operation BufferIn is
fully data refined by arrayIn: from (5.42) and (5.43), we draw by transitivity
BufferIn ⊢ (rb× id) · arrayIn · (rb× id)◦ (5.44)
the statement of the full data refinement of operation BufferIn by arrayIn, as re-
quired.
5.9 Summary
Refinement is among the most studied topics in software design theory. An extensive
treatment of the subject can be found in [50]. It is, however, far from being an easy-to-
use body of knowledge, a remark which is mirrored on terminology — cf. downward,
upward refinement [64], forwards, backwards refinement [64, 142, 87], etc.
5.9. SUMMARY 95
Boudriga et al [35] refer prosaically to the refinement ordering (denoted ⊢ in the
current chapter) as the less defined ordering on pre/post-specifications. “Less defined”
has a double meaning in this context: smaller domain-wise and vaguer range-wise.
But such a linguistic consensus is not found in the underlying mathematics: ⊢merges
two opposite orderings, one pushing towards smaller specs and another to larger
ones.
With the purpose to better understand this opposition, we decided to invest on a
factorization which was proposed by Lindsay Groves in [61] but left exploited hence-
forth (to the best of the author’s knowledge). Our approach to this factorization,
which is calculational and pointfree-relational, contrasts with the hybrid models usu-
ally found in the literature, which typically use relational combinators to express def-
initions and properties but perform most reasoning steps at point-level, eg. using
set-valued functions.




Suppose one needs to replace part of a system by another? How safe is such a replace-
ment? Milner [88] answered this question long ago by requiring that they should
be bisimilar. In [88] a non-deterministic specification is implemented by a concurrent
system, and the link between these is bisimilarity.
Informally, one can say that two systems are bisimilar if they behave in the same
way, i.e. an observer can’t distinguish them. Bisimilarity involves the concept of bisim-
ulation, nowadays discussed in the broader context of coalgebras [132, 4], which gen-
eralize (labelled) transition systems (LTS).
An LTS is simply a transition relation Act× P PRoo involving a set of processes
P and a set of observations or actions Act. Quite often R is transposed to a function R
of type ( P Poo )Act so that, for all α ∈ Act,
q(R α)p ≡ (α, q) R p
holds. Wherever R is implicit in the context, notation q
α← p (meaning q is reachable
from p via action or observation α) will abbreviate q(R α)p. The converse of this relation
is p
α→ q, meaning observation α happens or is observable wherever p evolves to q. So
α→ = ( α←)◦ .
A coalgebra is a generalized transition system. Given an endofunctor F over Set a
F-coalgebra or F-system is a function FS S
αSoo , for F an endofunctor over Set. Set
S is referred to as carrier of the system, also understood as a set of states; function αS
is the F-transition structure (or dynamics) of the system.
Clearly, the power-transpose of a given LTSR, P((A × P )) PΛRoo , is aB-coalgebra
(or B-system) for
B X = P(A×X)
The concept of coalgebra is dual to that of an algebra. However, universal coalgebra is
not simply the dual theory corresponding to universal algebra. Coalgebras are related
by homomorphisms, as defined below, which involve refinement concepts.
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Definition 6.1 Let 〈X, p : X −→ FX〉 and 〈Y, q : Y −→ FY 〉 be coalgebras for functor F.











i.e. q · h = Fh · p (6.1)
In this chapter we approach coalgebraic refinement. As we shall see, this can be
done via relational refinement of the corresponding transition relations. A very im-
portant concept in the theory of both LTS and coalgebraic systems is that of bisimula-
tion [88]. In this chapter we integrate bisimulation in the broader area of coalgebraic
refinement.
6.1.1 Strong Bisimulation
Definition 6.2 Given LTS R as above, a binary relation P P
Soo is said to be a strong
bisimulation iff, for all α in Act, q S p— that is, p S q — implies
(i) Whenever p
α→ p′, then, for some q′, q α→ q′ and (p′, q′) ∈ S
(ii) Whenever q
α→ q′, then, for some p′, p α→ p′ and (p′, q′) ∈ S
As before, our approach to handling and reasoning about this definition will start
from PF-transforming it. Our starting point is, therefore, a rather long-winded for-
mula:
〈 ∀ p, q :p S q :
〈∀ p′ : p α→ p′ : 〈∃ q′ : : q α→ q′ ∧ (p′, q′) ∈ S〉〉
∧
〈∀ q′ : q α→ q′ : 〈∃ p′ : : p α→ p′ ∧ (p′, q′) ∈ S〉〉
〉
Let us first remove the existential quantifiers via law for composition in table (2.32)
(twice):
〈∀ p, q : p S q : 〈∀ p′ : p′ α← p : p′(S· α←)q〉 ∧ 〈∀ q′ : q′ α← q : q′(S◦· α←)p〉〉
Then we can do the same to the inner universal ones, this time via law for right divi-
sion in table (2.32):
〈∀ p, q : p S q : p( α← \(S· α←))q ∧ q( α← \(S◦· α←))p〉
We are left with a sole universal quantifier which commutes with the inner conjunc-
tion,
〈∀ p, q : p S q : p( α← \(S· α←))q〉 ∧ 〈∀ p, q : p S q : q( α← \(S◦· α←))p〉
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leading to two pointfree inclusions via rule for inclusion in table (2.32) and converse:
S ⊆ α← \(S· α←) ∧ S◦ ⊆ α← \(S◦· α←)
These two inclusions lead finally to
α← ·S ⊆ S· α← ∧ α← ·S◦ ⊆ S◦· α← (6.2)
thanks to the Galois connection that relates division with composition. While thus
far we have regarded S as an endo-relation on P , it can be generalized to a relation
P ′ P
Soo involving the process sets P and P ′ of two different LTSR andR′, leading
to the same formula on a wider type:














This is what is meant by bisimulation in the LTS literature, see eg. [119, 88], the qual-
ifier strong being added to mean a bisimulation of an LTS by itself. Note that both
conjuncts of (6.3) ”share the same pattern”, that of what is referred to as simulation in
the literature. So a bisimulation S is a simulation such that its converse S◦ is also a
simulation.
The PF-definition which we were led to above is far more amenable to calcula-
tion than the original pointwise wherefrom we started. For example, the identity
emerges trivially as a bisimulation, and composition of two bisimulations P ′ P
Soo
and P ′′ P ′
Too is a bisimulation (the calculation concerning the (T · S)◦ simulation
is analogous):
α← ·T · S ⊆ T · S· α←
⇐ { since α←′ ·S ⊆ S· α← and thus T · α←′ ·S ⊆ T · S· α← }
α← ·T · S ⊆ T · α←′ ·S
⇐ { monotonicity of (·S) }
α← ·T ⊆ T · α←′
≡ { simulation T is assumed }
TRUE
The proof that bisimulations are closed under relational union is also a manageable




i : : Si〉 ⊆ 〈
⋃
i : : Si〉· α←




α←′ ·Si〉 ⊆ 〈
⋃
i : : Si· α←〉
≡ { universal property of join}
α←′ ·Si ⊆ 〈
⋃
i : : Si· α←〉
⇐ { each Si is a simulation; monotonicity and transitivity }




≡ { R1 ⊆ R1 ∪R2 for the n-ary case}
TRUE
Thus the converse of a bisimulation P ′ P
Soo is also a bisimulation P P ′
S◦oo ,
the former being expressed as
α← ·S ⊆ S· α← ∧ α← ·S◦ ⊆ S◦· α←
the latter one as
α← ·S◦ ⊆ S◦· α← ∧ α← ·(S◦)◦ ⊆ (S◦)◦· α←
The two previous expressions are equivalent since converse is an involution (2.4).
In summary, a strong bisimulation S is a binary endo-relation such that its con-
verse and itself are simulations, according to the following (more general) definition of
simulation.
Definition 6.3 A simulation P ′ P
Soo between two LTS R′ and R with the same action
set Act is a relation such that, for all α ∈ Act,
















6.2 Bisimulation iff Homomorphism
An important lemma in [15] expresses bisimulations in allegorical terms and proves
this equivalent to Aczel and Mendler’s categorical definition, cf. [3].
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Definition 6.4 (Bisimulation for Dialgebras) Suppose k : GA→ FA is a (F,G)-dialgebra.
A relation R of type A← A is a bisimulation of k if
GR ⊆ k◦ · F R · k
This definition introduces the concept of an (F,G)-dialgebra for F,G relators, which
generalizes both that of algebra and coalgebra.
An F-algebra is clearly an (Id,F)-dialgebra and an F-coalgebra is an (F,Id)-dialgebra,
where Id denotes the identity functor.
We translate the previous definition to coalgebras, ie.
Definition 6.5 (Bisimulation for Coalgebras) Suppose k : A → FA is a F-coalgebra. A
relation R of type A← A is a bisimulation of k if
R ⊆ k◦ · FR · k
This definition introduces a generalized concept, viz. an F-coalgebra for F a relator.
Lemma 6.1 Let k be an F-coalgebra. Function h is a coalgebra (endo)homomorphism iff it is
a bisimulation of k.
Proof:
h ⊆ k◦ · F h · k
≡ { shunting (2.15)}
k · h ⊆ F h · k
≡ { f = g ≡ f ⊆ g (2.21)}
k · h = F h · k
So a functional bisimulation over a given coalgebra is an homomorphism, and
conversely, an (endo)homomorphism is a functional bisimulation over the involved
coalgebra.
6.3 Coalgebraic Refinement iff Data Refinement
In the context of coalgebraic refinement, we introduce the following definition, cf. [21].
Definition 6.6 (Forward (backward) morphism) Let T be an extended polynomial func-
tor on Set and consider two T-coalgebras β : TV ←− V and α : TU ←− U .
A forward morphism h : α←− β with respect to a preorder ≤, is a function from V to U
such that
Th · β .≤ α · h
where
.≤ is the pointwise lifting of ≤ given by (2.10).
Dually, h is said to be a backward morphism if
α · h .≤ Th · β
The two refinement concepts are parameterized by preorder ≤, which is characterized in [21]
and has as particular instance the generic inclusion associated to functor T.
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In the context of this definition,
• forward morphism h preserves the transition relation β←−= ǫ · β corresponding
to coalgebra β,
v′
β←− v ⇒ hv′ α←− hv
• backward morphism h reflects the transition relation α←−= ǫ · α corresponding
to coalgebra α,
u′
α←− hv ⇒ 〈∃ v′ : v′ ∈ V : v′ β←− v ∧ u′ = hv′〉
Recall from chapter 5 that refinement was discussed in terms of two notions:
downward simulation (5.38) and upward simulation (5.39). Our first concern is to
relate such notions with foward and backward morphisms (just introduced). The re-
lationship is easily established in the case of functional simulations. We will see that
upward (respectively downward) functional simulations correspond to forward (resp.
backward) morphisms.
In this way we show the close relationship between coalgebraic refinement [21]
and relational refinement [32].
Lemma 6.2 (Upward simulation and forward morphism) Let R := h in the definition
of an upward simulation, recall (5.39):
h · Cop ⊆ Aop · h (6.5)
Let T be the functor associated to relational transpose ΓT (recall defiinition 3.1). Then (6.5) is
equivalent to forward morphism condition
Th · ΓTCop
.≤ (ΓTAop) · h
where ≤ is the generic inclusion relation associated to the transpose (3.14).
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Proof:
h · Cop ⊆ Aop · h
≡ { cancellation (3.9) }
ǫT · ΓT(h · Cop) ⊆ ǫT · ΓT(Aop · h)
≡ { Galois connection for division in (2.15)}
ΓT(h · Cop) ⊆ ǫT\(ǫT · ΓT(Aop · h))
≡ { R\(S · f) = (R\S) · f}
ΓT(h · Cop) ⊆ (ǫT\ǫT) · (ΓTAop · h)
≡ { define ≤= (ǫT\ǫT)}
ΓT(h · Cop)
.≤ (ΓTAop · h)
≡ { fusion (3.11), since ΓTAop · h is a function }
ΓT(h · Cop)
.≤ (ΓTAop) · h
≡ { absorption property (3.13) with side condition equivalent to True}
(Th) · ΓTCop
.≤ (ΓTAop) · h
The side condition of the absorption property is justified by the naturality condition (3.40)
h · ǫT = ǫT · Th
By a similar reasoning we state the lemma which follows.
Lemma 6.3 (Downward simulation and backward morphism) Let R := h in the defi-
nition of a downward simulation, recall (5.38):
Cop · h ⊆ h ·Aop (6.6)
Let T be the functor associated to relational transpose ΓT. Then (6.6) is equivalent to forward
morphism condition
(ΓTCop) · h
.≤ Th · (ΓTAop)
where ≤ is the generic inclusion relation associated to the transpose (3.14).
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Proof:
Cop · h ⊆ h ·Aop
≡ { cancellation (3.9) }
ǫT · ΓT(Cop · h) ⊆ ǫT · ΓT(h ·Aop)
≡ { galois connection for division in (2.15)}
ΓT(Cop · h) ⊆ ǫT\(ǫT · ΓT(h ·Aop))
≡ { R\(S · f) = (R\S) · f}
ΓT(Cop · h) ⊆ (ǫT\ǫT) · ΓT(h · Aop)
≡ { let ≤= ǫT\ǫT}
ΓT(Cop · h)
.≤ ΓT(h ·Aop)
≡ { fusion (3.11), since ΓTCop · h is a function }
ΓTCop · h
.≤ ΓT(h · Aop)
≡ { absorption property (3.13) with side condition equivalent to True}
ΓTCop · h
.≤ Th · ΓTAop
These two lemmas show a close relationship among coalgebraswhose functor sup-
port transposition and their relational counterparts. In fact, for any such coalgebra α,
its transition relation is easy to spell out:
α←− def= ǫT · α (6.7)
In this context, a homomorphism as defined in (6.1) has the following alternative def-
inition, cf. [21]:
Definition 6.7 Let 〈X, p : X −→ FX〉 and 〈Y, q : Y −→ FY 〉 be coalgebras for functor
F. Amorphism connecting p and q is a function h between their carriers such that
h· p−→ = q−→ ·h (6.8)













Moreover, we can rephrase lemmas 6.2 and 6.3 in a simpler way, respectively:
• h is a forward morphism between coalgebras α and γ iff
h· γ←−⊆ α←− ·h (6.9)
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• h is a backward morphism between coalgebras α and γ iff
γ←− ·h ⊆ h· α←− (6.10)
This makes it posible to carry out coalgebraic refinement via relational methods. The
section which follows is concerned with this approach.
6.4 A Single Complete Rule for Data Refinement
The title of this section is intentionally that of a paper [58] which proves (using pred-
icate transformers) that a single complete method is enough, instead of the two stan-
dard methods of data (relational) refinement.
Belowwe shall infer that for proving coalgebraic refinement we only need a single
complete data refinement method, ie. downward simulation, this time using relations.
Lemma 6.4 (Downward Simulation) For proving coalgebraic refinement we only need down-
ward simulation, since we can reduce upward simulation given by the proof rule
h· γ←−⊆ α←− ·h (6.11)
to
γ←− ·h◦ ⊆ h◦· α←− (6.12)
ie. downward simulation for a relation which is the converse of a function.
Proof:
h is an upward simulation
≡ { by definition of upward simulation}
h· γ←−⊆ α←− ·h
≡ { shunting 2 times}
γ←− ·h◦ ⊆ h◦· α←−
≡ { by definition of downward simulation}
h◦ is a downward simulation
6.4.1 Coalgebraic Refinement Via Single Complete Rule by
Calculation
We will do coalgebraic refinement by calculation according to the strategy which fol-
lows. Aiming at refining a given coalgebra α via its transition relation
α←−, we use the
calculus associated to the single complete rule (downward simulation, Lemma 6.4)
and calculate a refinement
γ←− from α←−. In this way we obtain a refinement of the
initial coalgebra, ie. γ.
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Introduction to the Calculus. We shall present a calculus related with the single
complete rule, ie. downward simulation, which we sketch below, which we express
by a preorder as in the SETS calculus. Laws of this calculus are inequations of the form
γ R α
meaning (6.10) or (6.12), so R = h or R = h◦.
 is a pre-order. The relation  is reflexive,
α id α
and transitive,
α R β ∧ β S γ ⇒ α R·S γ
cf. the previous proof that bisimulation is closed under relational composition, ie.
α R·S γ
≡ { by definition of }
α←− ·R · S ⊆ R · S· γ←−
⇐ { β S γ and transitivity of inclusion}
α←− ·R · S ⊆ R· β←− ·S
⇐ {monotonicity of (·S)}
α←− ·R ⊆ R· β←−
≡ { α R β}
True
The statement of transitivity is decomposed in the following two formulations, for
• functions
α h β ∧ β g γ ⇒ α h·g γ
• converses of functions
α h◦ β ∧ β g◦ γ ⇒ α (g·h)◦ γ
Bisimilarity. Let us relate downward simulation with bisimilarity, the union of all
bisimulations.
Lemma 6.5 (Relation with bisimilarity) The preorder is related with bisimilarity as fol-
lows:
α f◦ α ∧ α f α ≡ α ∼f α
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Proof:
α f◦ α ∧ α f α
≡ { by definition of }
α−→ ·f◦ ⊆ f◦· α−→ ∧ α−→ ·f ⊆ f · α−→
≡ { shunting}
f · α−→⊆ α−→ ·f∧ α−→ ·f ⊆ f · α−→
≡ { ping-pong}
f · α−→= α−→ ·f
≡ { homomorphism on F-coalgebra α, (6.8)}
F f · α = α · f
≡ { (endo)homomorphism iff (functional) bisimulation, see Lemma 6.1}
α ∼f α
Since for the general case a homomorphism is a functional bisimulation [132], we
can state the following corollary:
Corollary 6.1
α f◦ γ ∧ γ f α ≡ α ∼f γ
The Calculus is structural. We begin by formulating the monotonicity laws of
the main relational operators. For this we need to make transition relations explicit.
So, instead of a preorder on coalgebras we refer to the corresponding preorder on
transition relations,
γ←−⊑R α←−
meaning (6.10) or (6.12), so R = h or R = h◦.
Lemma 6.6 (Monotonicity of converse) Converse is monotonic:
γ←−⊑h◦ α←− ≡ γ←−
◦⊑h◦ α←−◦
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Proof:
γ←−⊑h◦ α←−
≡ { by definition of ⊑}
γ←− ·h◦ ⊆ h◦· α←−
≡ { converse}
h· γ←−◦⊆ α←−◦ ·h
≡ { shunting}
γ←−◦ ·h◦ ⊆ h◦· α←−◦
≡ { by definition of ⊑}
γ←−◦⊑h◦ α←−◦
Note that monotonicity of converse cannot be proved when we replace h◦ by h.
Meet and Join. We can prove some other results relative to join and meet.






γ←− ∪ β←−) ⊑R ( α←− ∪ δ←−)
Proof:
γ←−⊑R α←− ∧ β←−⊑R δ←−
≡ { definition of ⊑}
γ←− ·R ⊆ R· α←− ∧ β←− ·R ⊆ R· δ←−
⇒ { monotonicity of ∪}
γ←− ·R∪ β←− ·R ⊆ R· α←− ∪R· δ←−
≡ { (R·) and (·R) are lower adjoints}
(
γ←− ∪ β←−) ·R ⊆ R · ( α←− ∪ δ←−)
≡ { definition of ⊑}
γ←− ∪ β←−⊑R α←− ∪ δ←−
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γ←− ∩ β←−) ⊑R ( α←− ∩ δ←−)
if the following conditions hold,
(kerR)· α←−⊆ α←− ∨(kerR)· δ←−⊆ δ←−
and
γ←− ·imgR ⊆ γ←− ∨ β←− ·imgR ⊆ β←−
Proof:
γ←−⊑R α←− ∧ β←−⊑R δ←−
≡ { definition of ⊑}
γ←− ·R ⊆ R· α←− ∧ β←− ·R ⊆ R· δ←−
⇒ { monotonicity of ∩}
γ←− ·R ∩ β←− ·R ⊆ R· α←− ∩R· δ←−
≡ { conditional laws (B.15) and (B.16}
(
γ←− ∩ β←−) ·R ⊆ R · ( α←− ∩ δ←−)
≡ { definition of ⊑}
γ←− ∩ β←−⊑R α←− ∩ δ←−
Lemma 6.8 is a little complicated. We propose the following alternative:
Lemma 6.9 (Monotonicity of ∩) If
α←− ·f ⊆ f◦· β←−
and
γ←− ·f ⊆ f◦· δ←−
then
(
α←− ∩ γ←−) · f ⊆ f◦ · ( β←− ∩ δ←−)
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Proof:
α←− ·f ⊆ f◦· β←− ∧ γ←− ·f ⊆ f◦· δ←−
≡ { monotonicity of ∩}
α←− ·f∩ γ←− ·f ⊆ f◦· β←− ∩f◦· δ←−
≡ { (f◦·) and (·f) are upper adjoints}
(
α←− ∩ γ←−) · f ⊆ f◦ · ( β←− ∩ δ←−)







α←− ∩ γ←−) ⊑f ( β←− ∩ δ←−)
Composition. Nowconsidering another relational operator, composition, we prove
its monotonicity relative to downward simulation.






γ←− · β←−) ⊑R ( α←− · δ←−)
Proof:
γ←− · β←− ·R
⊆ { by hypothesis}
γ←− ·R· δ←−
⊆ { by hypothesis}
R· α←− · δ←−
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Relators. Finally, a property involving an arbitrary relator F.







≡ { by definition of ⊑}
γ←− ·R ⊆ R· α←−
⇒ { F-monotonicity}
F(
γ←− ·R) ⊆ F(R· α←−)
⇒ { F commutes with composition}
(F
γ←−) · FR ⊆ FR · F α←−
















γ←− + β←−) ⊑R+S ( α←− + δ←−)
Summary. As we have seen, in the calculus of simulations presented above we
don’t need to define complicated downward simulations. We just need to know that
id is a downward simulation and order the transition relations by (converse of) inclu-
sion.
Let’s see what this means. We know that the converse of inclusion is algorithmic
refinement for entire relations, cf. (5.29). We know also that it is reasonable to assume
that we are dealing with entire relations, the totalized (transposed) versions of every
relation. So we have found a simple method of refinement over transition relations
which justifies the option of doing coalgebraic refinement indirectly by downward
simulation of transition relations.
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6.5 Isomorphism between Coalgebras and Transi-
tion Relations
F-transition relations are defined as in (6.7). There is an isomorphism between F-
coalgebras and F-transition relations, which comes after transposition for the case of
F-coalgebras and F-transition relations.
Lemma 6.12 (Transposition for F-coalgebras and F-transition Relations)
α = ΓF
α−→ ≡ α−→= ǫF · α (6.13)
Proof: In the context of transposition, as given by the following universal property




as shown in the following reasoning,
ΓF
α−→
= { transition relation}
ΓF(ǫF · α)
≡ { fusion (3.11), since ΓFǫF · α is a function }
ΓFǫF · α








6.6 Universal Coalgebra and Refinement Concepts
by Example
We finish this chapter giving two examples of refinement in the context of coalgebras.
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6.6.1 Coalgebraic Refinement
Let us consider the following example of a transition system S, taken from [132], such











To this coalgebra we associate transition relation
α−→, such that
α−→= ǫP(A×id) · α
The membership ǫP(A×id) is calculated in the following way:
ǫP(A×id)
= { composition (2.30)}
ǫP · ǫA×id
= { powerset and product (2.28)}
ǫ · (ǫA · π1 ∪ ǫid · π2)
= { constant and identity functors (2.26, 2.27)}




α−→= ǫ · π2 · α
We want to calculate an implementation
γ−→ such that:
γ−→⊆ α−→ (6.16)
corresponding to downward simulation id:
γ−→ ·id ⊆ id· α−→ (6.17)
that is, the following inequation,
γ id α (6.18)
We assume that transition relations are entire (the obvious totalization is assumed),
so the implementation is done by reduction of non-determinism.
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An obvious implementation at the level of transition relations is obtained as fol-
lows,
γ−→= α−→ −{(si, s′i)|i ≥ 0}
To the transition relation
γ−→ we associate the obvious LTS R, a completely determin-
istic one, depicted as follows:
s0
b // s1




Implementation coalgebra γ, the power transpose of LTS R, is such that
(ΓT
γ−→) · id .≤ T id · (ΓT α−→) (6.19)
according to (6.17) and Lemma 6.3 and T = P(A × Id).




T id = id
as T is a functor and preserves identity, and 6.14.
6.6.2 FromData Refinement in Full to Coalgebraic Refinement
As another example, we resume work on the Buffer example of the previous chap-
ter. Recall (5.44) which expresses the full data refinement of operation BufferIn by
arrayIn as required. By (5.40) this is equivalent to the following upward simulation
(rb× id) · arrrayIn ⊆ BufferIn · (rb× id)
which can be reduced to the single complete rule (ie. downward simulation)
arrrayIn · (rb× id)◦ ⊆ (rb× id)◦ ·BufferIn
that is
arrrayIn ⊑(rb×id)◦ BufferIn
By Lemma 6.2 this is equivalent to forward morphism:
(ΓT arrrayIn) · (rb× id)
.≤ T (rb× id) · (ΓT BufferIn)
where operation arrayIn is taken as a non-deterministic transition relation andBufferIn
is a completely deterministic transition relation, as we consider it now.
Of course, T-coalgebra
(ΓT BufferIn)




We proved that coalgebraic refinement, as witnessed by a forward morphism or a
backward morphism, is united (equivalent) to relational (data) refinement [32], as
witnessed by an upward simulation or a downward simulation, respectively. We also
proved that we only need a single complete rule for data refinement (to prove coal-
gebraic refinement). This is because an upward simulation h is equivalent to a down-
ward simulation h◦. We defined the preorder  that relates coalgebras and which
is related with bisimilarity of coalgebras. We proved that related relation ⊑ admits
structural reasoning and is monotonic relative to the main relational operators. In
this calculus of simulations, we don’t need to define complicated downward simula-
tions. We just need to know that id is a downward simulation and order the transition
relations by inclusion.
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Chapter 7
Conclusions and Future Work
This dissertation addresses the foundations of program development by calculation.
Its background is the binary pointfree (PF) relational algebra.
The following section, written in the style of an epilogue, summarizes the work
developed in the previous chapters. This is followed by two other sections, one em-
phasizing the main contributions and the other presenting directions for future work.
7.1 Epilogue
Relational algebra appears as a generic universe of discourse able to provide a foun-
dation for computing science. Within relational algebra, it is possible to work with
predicates and sets as binary relations. Relational algebra incorporates logic via the
PF-transform, which translates first order logic formulas to point-free binary relation
expressions. Unary predicates are encoded as coreflexive relations. In this way, bi-
nary relation algebra also incorporates set theory, since the meaning of a set is the
meaning of its characteristic predicate. So, the subsets of a given set A are in one-one
correspondence with the coreflexives at most idA.
Tarski [137] is among those who gave new energy to the calculus of relations in-
herited from the nineteenth century in his development of “set theory without vari-
ables”. This advice was followed eventually by the algebra of programming school
[29, 12]. The priority of this discipline has been, however, mostly on reasoning about
algorithms rather than data structures. Attempts to set up a calculus of data structures
date back to [104, 105, 106]. The approach, however, was not agile enough. And the
issue of program refinement as such is not fully covered.
This dissertation addresses program refinement from a unified perspective: that
which expresses and reasons about programming ingredients using binary relations
only. As these include functions as particular cases, the universe of functional pro-
gramming is implicitly covered. In other words, relations are not only viewed as
abstract devices expressing general phenomena, which include transposition, mem-
bership and monads, but also used to specify both data structures and (eg. functional)
algorithms present in computer programs.
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7.2 Summary of Contributions
The dissertation is structured in two main parts: mathematical background and re-
finement calculi. The main contribution in the first part is the proposal of a generic
transpose construction which serves two main purposes:
• It makes it possible to characterize particular classes of relations as monadic
functions and thus takes advantage of the algebra of such functions in reasoning
about relations within each such class. Transposition is, in a sense, employed in
this dissertation as a leit-motiv.
• It bridges with the coalgebraic theory of systems, making it possible to study
coalgebraic refinement relationally in the second part of the dissertation.
The second part’s main contributions are the following:
• Specification of data structures as (finite) binary relations which are the subject
of data refinement rules.
• Development of a data refinement calculus based on connected abstraction/
representation pairs, based on a refinement preorder denoted by ≤.
• Identification of an important subset of such rules which are perfect Galois con-
nections, and proposal of a method for calculating the concrete invariants in-
duced by such rules.
• Development of a pointfree relational approach to Groves’ factorization of the
algorithmic refinement ordering (⊢), in a way which makes it possible to take
into account the meet of two opposites: increase of definition versus decrease of
non-determinism.
• Development of a single complete rule for coalgebraic algorithmic refinement
which unifies previous attempts to calculating transition relations associated to
coalgebras.
All in all, this dissertation binds together two main refinement concepts and theo-
ries found in the literature by encoding them in the form of two preorders:
• the preorder≤ of refinement of data structures and
• the preorder ⊢ of algorithmic refinement.
The outcome is a uniform treatment of such theories eased up by the calculational
style brought about by the pointfree transform. This includes the full data refinement
concept which is equivalent to standard data refinement, to downward simulation
and to upward simulation. In turn, coalgebraic refinement (in its two variants, for-
ward morphisms and backward morphisms) is shown to be equivalent to standard
data refinement, upward simulation and downward simulation, respectively.
In summary, downward simulation is the refinement concept which unifies algebraic
and coalgebraic implementation, and sequential and concurrent computation.
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7.3 Future Work
This section presents prospects for future work brought about by the main research
directions presented in this dissertation.
7.3.1 Transposition
The theory of relational transposition presented in chapter 3 can be generalized via the
categorial notion of an adjunction [23]. For instance, there is an adjunction between
the categories Set and Rel, as depicted in the following diagram:
A −→ E B
J A −→ B
where J is the inclusion of Set in Rel and E is the existential image functor [29].
The power transpose can be defined in the context of this adjunction. The Maybe
transpose can be defined in the context of a new adjunction, this time involving the
categories Set and Par (the category of partial functions or simple relations).
Since an adjunction always induces a monad, we should frame the generic monad
definition given by (3.38, 3.39) in section 3.6 into the generic theory.
7.3.2 Data Refinement Laws as Galois Connections
Normalization ”is“ Data Refinement. In the past we wrote a technical report
[128] which presents a constructive approach to relational database normalization the-
ory [84, 114]. It presents a set of SETS laws which prevent from the violation of normal
forms caused by partial dependencies (2NF), transitive dependencies (3NF) and mul-
tivalued dependencies (4NF). They eliminate a ”semantic” datatype invariant in the
refinement process corresponding to the normalization task taking place.
A future development will be to rework such an approach in the context of the
refinement laws studied in chapter 4 of this dissertation. For instance, in the context




≡ φ ⊆ F ·R ⊆ id
where φ should be understood as a coreflexive relation. This will open a new line
of research where coreflexive relations “replace ” datatypes with invariants in a way
which makes calculations easier to carry out.
Abstract Interpretation. Abstract interpretation is based on the use of Galois con-
nections, as introduced by P. Cousot and R. Cousot [41, 42], to establish the corre-
spondence between domains of concrete or exact properties and domains of abstract
or approximate properties [43]. K. Backhouse and R. Backhouse [10] have addressed
this theme relationally via extensive use of Galois connections to guarantee safety of
abstract interpretations.
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It will be interesting to study the collection of perfect Galois connections presented
in section 4.5 once framed in the abstract interpretation setting.
7.3.3 Algorithmic Refinement
Other Approaches to Algorithmic Refinement. One should pay attention to
other approaches to algorithmic refinement, in particular to that of M. Fokkinga [56]
concerning simulations and compositional refinement and involving the notion of a
context, ie. a program with a hole in it where other program parts can be plugged in.
Another approach is that of T. Nipkow [102] who develops two theories of data
abstraction and refinement, one for applicative types as found in functional languages
and the other for state based types as found in imperative programming languages.
Finally, we should mention a paper by W. Kahl [80] which attempts to give a gen-
eral approach to relational specification and refinement concepts, and presents a se-
lection of program derivation calculi based on these. One which is particularly inter-
esting is demonic data refinement.
Rely-guarantee conditions. Rely-guarantee conditions are part of amethodwhich
includes specifying concurrent computations on sharedmemory, by controlling the in-
terference among them. This method also addresses the compositional development of
parallel imperative programs which implement the rely-guarantee specifications of it.
In [130] we have done some preliminary work on applying pointfree binary relational
algebra to prove (by calculation) the soundness of rely-guarantee logic associated to
this method. We had in mind the alternative proof of [40] (see also [39]) which mo-
tivated the development of a less complicated one. The proof in [71] (see also [49])
is shorter than [40]’s but it’s not calculational like the one we have done. The proof
in [101] (see also [100]) was carried out with the support of a theorem prover (Is-
abelle/HOL), but without the algebraic nature of pointfree binary relational calculus.
7.3.4 Coalgebraic Refinement
Lemma 6.12 in this dissertation generalizes the universal property upon which [126]
lift weak bisimilarity from the relation to the coalgebraic level. This offers a wider per-
spective on approaching universal coalgebra relationally and calls for further research.
This should be carried out in deeper involvement with universal coalgebra theory
[132, 4], namely in what concerns subsystems, coinductive definitions (cf. anamor-
phisms) and coinductive proofs [19, 20].
For coalgebraic refinement reference [21] is a permanent source of inspiration. The
work of Jacobs in this context [74] should also be taken into account, in particular in
the definition of a coalgebraic specification language [73]. The integration of algebraic
and coalgebraic methods in specification is also addressed in [38].
Pointfree Factorization of Coalgebraic Refinement. Thework reported in chap-
ter 5 should be regarded as a step towards a broader research aim: that of developing
a clear-cut PF-theory of coalgebraic refinement. The intuition is provided by formula
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(5.1) once again, whose set-valued functions can be regarded both as power-transposes
of binary relations [117] and coalgebras of the powerset functor. Instead of favouring
the former view as in this dissertation , we want to exploit the latter and follow the
approach of [87], who study refinement of software components modelled by coalge-
bras of functor FX = (O × (BX))I , where I and O model inputs and outputs and B is
a monad describing the component’s behaviour pattern.
The approach has already been treated generically in the pointfree style in [21],
whereby set inclusion in (5.1) is generalized to a sub-preorder of F-membership-based
inclusion. There is, however, no coalgebraic counterpart to the ⊢pre/⊢post factorization
studied in the current dissertation. Such a generalization is a prompt topic for future
research.
7.3.5 Additional features of Relational Algebra
Linear logic [59, 60] is a logic that complements classical logic and intuitionistic logic
and which has some connections with concurrency, see eg. [37] which also relates
state-based concurrency as found in Petri Nets [123, 28] and process-based concur-
rency as found in π-calculus [89, 133], through linear logic.
Barr [22] gives the Rel category as a model of linear logic. In particular, an en-
coding of π-calculus into linear logic is given by [37]. The tensor product and linear
implication are both modeled in Rel by the Cartesian product (which is not the prod-
uct of Rel). Going further in this direction would enable one to encode the π-calculus
intoRel, bearing the promise of developing a calculational approach to the π-calculus,
possibly including refinement.
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Appendix A
Algebra of Programming




Natural-id f · id = id · f = f
Associativity (f · g) · h = f · (g · h)
• Product
Universal k = 〈f, g〉 ⇔
{
π1 · k = f
π2 · k = g
Cancellation π1 · 〈f, g〉 = f and π2 · 〈f, g〉 = g
reflexion 〈π1, π2〉 = id
fusion 〈g, h〉 · f = 〈g · f, h · f〉
absorption (i× j) · 〈g, h〉 = 〈i · g, j · h〉
functor (g · h)× (i · j) = (g × i) · (h× j)
functor-id idA × idB = idA×B
• Coproduct
Universal k = [f, g]⇔
{
k · i1 = f
k · i2 = g
Cancellation [g, h] · i1 = g and [g, h] · i2 = h
reflexion [i1, i2] = id
fusion f · [g, h] = [f · g, f · h]
absorption [g, h] · (i+ j) = [g · i, h · j]
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functor (g · h) + (i · j) = (g + i) · (h+ j)
functor-id idA + idB = idA+B
• Exponentiation
Universal k = f ⇔ f = ap · (k × id)
Cancellation f = ap · (f × id)
Reflexion ap = id
Fusion g · (f × id) = g × f
Absorption fA · g = f · g
Functor (g · h)A = gA · hA
Functor-id idA = id
A.2 Relational Calculus
• Axioms:·,⊆
associativity (R · S) · T = R · (S · T )
identity R = R · id = id ·R
⊆ reflexivity R ⊆ R
⊆ transitivity R ⊆ S ∧ S ⊆ T ⇒ R ⊆ T
⊆ anti-simmetry R ⊆ S ∧ S ⊆ R⇒ R = S
monotonicity S ⊆ T ∧ R ⊆ U ⇒ S · R ⊆ T · U
• Axioms: =
ping-pong R = S ≡ R ⊆ S ∧ S ⊆ R
indirection R = S ≡ ∀X.(X ⊆ R ≡ X ⊆ S)
• Axioms:∩, ◦
∩ universal X ⊆ (R ∩ S) ≡ X ⊆ R ∧ X ⊆ S
◦ involution R◦◦ = R
◦monotonicity R ⊆ S ≡ R◦ ⊆ S◦
◦ contravariance (R · S)◦ = S◦ · R◦
left modular (R · S) ∩ T ⊆ R · (S ∩ (R◦ · T ))
• Product
absorption (R× S) · 〈X,Y 〉 = 〈R ·X,S · Y 〉
cancellation 〈R,S〉◦ · 〈X,Y 〉 = (R◦ ·X) ∩ (S◦ · Y )
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fusion 〈R,S〉 · f = 〈R · f, S · f〉
• Coproduct
cancellation [R,S] · [U, V ] = (R · U◦) ∪ (S · V ◦)
• Shunting rules
f · R ⊆ S ≡ R ⊆ f◦ · S
R · f◦ ⊆ S ≡ R ⊆ S · f
• Equality
f ⊆ g ≡ f = g ≡ f ⊇ g
• Dedekind Variations
left modular (R · S) ∩ T ⊆ R · (S ∩ (R◦ · T ))
right modular (R · S) ∩ T ⊆ (R ∩ (T · S◦)) · S
weak distr (R · S) ∩ T ⊆ (R ∩ (T · S◦) · (S ∩ (R◦ · T ))
• ∩ Laws
∩ associativity (R ∩ S) ∩ T = R ∩ (S ∩ T )
∩ commutativity R ∩ S = S ∩R
∩ idempotence R ∩R = R
∩ abbreviation R ⊆ S ≡ R = R ∩ S
∩ cancellation R ∩ S ⊆ R,R ∩ S ⊆ S
∩ left fusion T · (R ∩ S) ⊆ T ·R ∩ T · S
∩ right fusion (R ∩ S) · T ⊆ R · T ∩ S · T
• ◦ Laws
reduction R ⊆ R◦ ≡ R = R◦
wrap R ⊆ R ·R◦ · R
dist. over ∩ (S ∩R)◦ = S◦ ∩R◦
• kernel Laws
definition kerR = R◦ ·R
duality kerR◦ = imgR
monotonicity R ⊆ S ⇒ kerR ⊆ kerS
symmetry (kerR)◦ = kerR
intro R ⊆ R · kerR
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·-kernel ker(R · S) = S◦ · kerR · S
∩-kernel R◦ · S ∩ id ⊆ ker(R ∩ S)
• image Laws
definition imgR = R · R◦
duality imgR◦ = ker R
monotonicity R ⊆ S ⇒ imgR ⊆ imgS
symmetry (imgR)◦ = imgR
intro R ⊆ imgR · R
• Coreflexives
symm & transitive R = R · R◦ = R ·R = R ∩ id
cancellation R coreflexive⇒ (R · T ⊆ T ) ∧ (T ·R ⊆ T )
distributivity R coreflexive⇒ (R · T ) ∩ S = R · (T ∩ S)
• Order Taxonomy
reflexive idA ⊆ R
coreflexive R ⊆ idA
transitive R · R ⊆ R
symmetric R ⊆ R◦
anti-symmetric R ∩R◦ ⊆ idA
connected R ∪R◦ = ⊤A
• Classification of Relations
entire id ⊆ kerR (total relation)
simple imgR ⊆ id (partial function)
surjection R◦ entire
injection R◦ simple
simple and surjective imgR = id
entire and injective kerR = id
Appendix B
Proofs
Proofs of a number of (auxiliary) results in the main body of this dissertation have
been deferred to this appendix for economy of presentation. In this way, the flow of
reading is not disturbed by the interleaving of such technical arguments. In this ap-
pendix we provide such proofs many of which illustrate the calculational style which
we have adopted for agile reasoning based on the PF-transform of logical formulæ.
B.1 Transposability of simple relations
We want to prove the existence of function ΓId+1 which converts simple relations into
(Id + 1)-resultric functions and is such that ΓId+1 = (∈Id+1·)◦, that is,
∈ · f = R ≡ f = Γ R
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omitting the Id + 1 subscripts for improved readability. Our proof is inspired by [57]:
f = Γ R
≡ { introduce id }
id · f = Γ R
≡ { coproduct reflexion }
[i1, i2] · f = Γ R
≡ { uniqueness of 1 1!oo = id }
[i1, i2 · !] · f = Γ R
≡ { require “obvious” properties (B.1,B.2) below}
[Γ id,Γ ⊥] · f = Γ R
≡ { see (B.7) below }
(Γ[id,⊥]) · f = Γ R
≡ { the required fusion law stems from (B.6) below }
(Γ[id,⊥]) · f = Γ R
≡ { Γ is injective, see (B.4) below }
[id,⊥] · f = R
≡ { recall (3.5) }
∈ · f = R
A number of facts were assumed above whose proof is on demand. Heading the
list are
Γ⊥ = i2 · ! (B.1)
Γf = i1 · f (B.2)
which match our intuition about the introduction of “error” outputs: totally unde-
fined relation ⊥ should be mapped to the “everywhere-Nothing” function i2 · !, while
any other simple relation R should “override” i2 · ! with the (non-Nothing) entries in
i1 ·R. Clearly, entireness of R will maximize the overriding — thus property (B.2).
Arrow B + 1 A
Γ Roo suggests its converse B + 1
(ΓR)◦ // A expressed by
(ΓR)◦ = [R◦, · · ·] (B.3)
which is consistent with (B.1) and (B.2) — it is easy to infer (Γ ⊥)◦ = [⊥◦, !◦] and
(Γ f)◦ = [f◦,⊥] from (2.25) — and is enough to prove that Γ has ∈ = i◦1 as left-inverse,
∈ · Γ = id (B.4)
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that is, that Γ is injective. We reason, for all R:
i◦1 · ΓR = R
≡ { take converses }
(ΓR)◦ · i1 = R◦
≡ { assumption (B.3) }
[R◦, · · ·] · i1 = R◦
≡ { coproduct cancellation }
R◦ = R◦
The remaining assumptions in the proof require us to complete the construction
of the transpose operator. Inspired by (B.1) and (B.2), we define
ΓId+1R
def
= (i2 · !) † (i1 ·R) (B.5)
where R † S, the “relation override” operator 1, is defined by (R · (id− ker S)) ∪ S, or
simply by R † S = S⊳S⊲R if we resort to relational conditionals [1]. This version
of the override operator is useful in proving the particular instance of fusion (3.11)
required in the proof: this stems from
(R † S) · f = (R · f) † (S · f) (B.6)
itself a consequence of a fusion property of the relational conditional [1].
It can be checked that (B.5) validates all other previous assumptions, namely (B.1,B.2)
and (B.3). Because R † S preserves entirety on any argument and simplicity on both
(simultaneously), Γ R will be a function provided R is simple.
The remaining assumption in the proof stems from equalities
[Γ id,Γ ⊥] = Γ[id,⊥] = Γ(i◦1) = img i1 ∪ img i2 = id (B.7)
which arise from (B.5) and the fact that i1 and i2 are (dis)jointly surjective injections.
B.2 Proof of (4.6)
First note that
Ξht = ρ (∈ · (t
.∩ Λ(h◦)))
= { since ∈ · (f .∩ g) = (∈ · f) ∩ (∈ · g) }
ρ ((∈ · t) ∩ (∈ · Λh◦))
= { cancellation }
ρ (∈ · t ∩ h◦) (B.8)
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Thus (4.6) rewrites to
(4.6)
= { by (4.5) and (B.8) }
∈ ·Θh(ρ (∈ · t ∩ h◦)) ⊆ ∈ · t
≡ { definition of Θh and cancellation}
(ρ (∈ · t ∩ h◦)) · h◦ ⊆ ∈ · t
≡ { shunting }
ρ (∈ · t ∩ h◦) ⊆ ∈ · t · h
⇐ { ρR ⊆ img R and R ∩ S ⊆ S }
img (∈ · t ∩ h◦) ⊆ ∈ · t · h
⇐ { definition of img and converses }
(∈ · t ∩ h◦) · (h ∩ (∈ · t)◦) ⊆ ∈ · t · h
⇐ { by T · (R ∩ S) ⊆ (T ·R) ∩ (T · S) and (R ∩ S) · T ⊆ (R · T ) ∩ (S · T ) }
∈ · t · h ∩ img (∈ · t) ∩ ker h ∩ (∈ · t · h)◦ ⊆ ∈ · t · h
⇐ { R ∩ S ⊆ S }
TRUE
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B.3 Proof of (4.7)
Ξh(ΘhS) = S
≡ { definitions and (B.8) }
ρ (∈ · (ΘhS) ∩ h◦) = S
≡ { definition }
ρ (∈ · (Λ(S · h◦)) ∩ h◦) = S
≡ { cancellation }
ρ (S · h◦ ∩ h◦) = S
≡ { S · h◦ ⊆ h◦ since S is coreflexive (see (B.9) below)}
ρ (S · h◦) = S
≡ { range of composition }
ρ (S · ρ h◦) = S
≡ { h is entire }
ρS = S
≡ { S is coreflexive }
S = S
Auxiliary result
S · R ⊆ R ⇐ S is coreflexive (B.9)
is immediate:
S ·R ⊆ R
⇐ { monotonicity }
S ⊆ id ∧ R ⊆ R
≡ { S is coreflexive }
TRUE
B.4 Split-fusion of simple relations
Function q in fusion property (3.28) generalizes to any simple relationM ,
〈R,S〉 ·M = 〈R ·M,S ·M〉 (B.10)
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cf.
〈R,S〉 ·M
= { definition of split}
((π◦1 · R) ∩ (π◦2 · S)) ·M
= { sinceM is simple}
(π◦1 ·R ·M) ∩ (π◦2 · S ·M)
= { definition of split}
〈R ·M,S ·M〉
B.5 Nested Join
In this section we prove a number of results related to the nested join operator (4.14)
studied in chapter 4. We begin with the proof of (4.26):
〈R,S〉
= { reflexion}
〈π1, π2〉 · 〈R,S〉
= { fusion for simple relations (B.10) }
〈π1 · 〈R,S〉, π2 · 〈R,S〉〉
= { projections applied to splits (4.24)}
〈R · δ S, S · δ R〉
The following result, valid for arbitrary function f and relation R, will be needed
in the sequel:
Lemma B.1
f · δ R = R ⇐ R ⊆ f (B.11)
Proof: Case R ⊆ f · δ R is immediate by monotonicity of ( · δ R). We are left with:
f · δ R ⊆ R
≡ { shunting rules (2.15,5.31) }
R◦ ⊆ f◦
≡ { converses }
R ⊆ f
Fact (4.27) is an instance of the following lemma:
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Lemma B.2 Adjoint usc (4.20) satisfies the following property, for simple X:
usc X · δ X = X (B.12)
The proof is based on the anti-symmetry of
.⊆ (4.21):
S = T ≡ S .⊆ T ∧ T .⊆ S (B.13)
Proof: First, we deal with case X
.⊆ usc X · δ X:
X
.⊆ usc X · δ X
≡ { (4.21) }
X ⊆ (⊆) · usc X · δ X
≡ { shunting }
X · δ X ⊆ (⊆) · usc X
≡ { trivia }
X
.⊆ usc X
≡ { GC (4.20)}
TRUE
The other case is:
usc X · δ X
= { quantifier calculus and ( ) is an upper adjoint}
〈
⋂
S : X ⊆ S : S〉 · δ X
⊆ { meet right fusion}
〈
⋂




S : X ⊆ S : X〉
= { idempotency of meet}
X
B.6 Equating Simple Relations
Lemma B.3 (Equality of simple relations) For simple S,R,
R = S ≡ R ⊆ S ∧ δ S ⊆ δ R (B.14)
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Proof:
R = S
≡ { anti-symmetry; Leibniz }
R ⊆ S ∧ S ⊆ R ∧ δ S = δ R
≡ { shunt on simple S (5.30) }
R ⊆ S ∧ δ S ⊆ S◦ ·R ∧ δ S = δ R
≡ { substitution of δ S by δ R }
R ⊆ S ∧ δ R ⊆ S◦ ·R ∧ δ S = δ R
≡ { shunt on simple R (5.31) }
R ⊆ S ∧ R◦ ⊆ S◦ ∧ δ S = δ R
≡ { converses ; anti-symmetry }
R ⊆ S ∧ R ⊆ S ∧ δ S ⊆ δ R ∧ δ R ⊆ δ S
≡ { last conjunct implied by first }
R ⊆ S ∧ δ S ⊆ δ R
2
B.7 Mathematical Background for Chapter 5
The following conditional equality
(S ∩ T ) · R = (S · R) ∩ (T · R) ⇐ T · img R ⊆ T ∨ S · img R ⊆ S (B.15)
and its converse-dual,
R · (S ∩ T ) = (R · S) ∩ (R · T ) ⇐ (ker R) · T ⊆ T ∨ (ker R) · S ⊆ S (B.16)
are laws (11.20) and (11.17) of [12], respectively. Exercise Ex.11.22 in [12] addresses
law
〈∀ S, T : : R · S ∩ T = R · (S ∩ T )〉 ≡ R ⊆ id (B.17)
whose converse-dual is:
〈∀ S, T : : S · R ∩ T = (S ∩ T ) ·R〉 ≡ R ⊆ id (B.18)
The proof of (5.23) assumes conditional equality
δ S = δ (S ∩R) ⇐ S ⊢R (B.19)
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which is easy to calculate:
S ⊢R
≡ { definition }
R · δ S ⊆ S ∧ δ S ⊆ δ R
≡ { since R · δ S ⊆ R ; universal property of ∩ ; coreflexives }
R · δ S ⊆ S ∩R ∧ δ S · δ R = δ S
⇒ { δ is monotonic ; δ of composition }
δ (δ R · δ S) ⊆ δ (S ∩R)
≡ { substitution; δ is idempotent }
δ S ⊆ δ (S ∩R)
≡ { since δ (S ∩R) ⊆ δ S by monotonicity of δ }
δ S = δ (S ∩R)
2
The following are two useful facts:
g · ker (R · g) ⊆ (ker R) · g (B.20)
f · (ker g) ⊆ (ker g) · f ⇐ f · g = g · f (B.21)
Proof of (B.20):
g · ker (R · g)
= { expand kernel (2.1) }
g · g◦ ·R◦ ·R · g
= { introduce image (2.2) and kernel }
(img g) · (ker R) · g
⊆ { img g is coreflexive }
(ker R) · g
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Proof of (B.21):
f · (ker g) ⊆ (ker g) · f
≡ { expand ker g and shunt as much as possible }
ker g ⊆ f◦ · (ker g) · f
≡ { converse of composition }
ker g ⊆ ker (g · f)
≡ { since f · g = g · f }
ker g ⊆ ker (f · g)
≡ { ker f is reflexive }
TRUE
Concerning (5.34), we can use formula (5.16) for ⊢post and reason at pointfree level:
f · ⊢post
= { (5.16) }
f · (⊆◦ ∩(ker δ))
⊆ { composition is monotonic }
(f · ⊆◦) ∩ (f · ker δ)
⊆ { f is ⊆-monotonic by hypothesis and (B.21) for f, g := F, δ }
(⊆◦ · f) ∩ (ker δ · f) (B.22)
= { (B.15) — since f is simple}
(⊆◦ ∩ (ker δ)) · f
= { (5.16) }
⊢post · f
Since every relator is ⊆-monotonic and commutes with δ (domain), (5.35) is just a
corollary of (5.34). Concerning (5.36), we start by introducing variables,
F · ⊢pre ⊆ ⊢pre · F
≡ { shunting }
⊢pre ⊆ F◦ · ⊢pre · F
≡ { rule (2.6) }
S ⊢pre R ⇒ FS ⊢pre FR
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and proceed:
FS ⊢pre FR
≡ { (5.14) }
FR · δ (FS) = FS
≡ { F commutes with δ}
FR · F(δ S) = FS
≡ { F commutes with composition }
F(R · δ S) = FS
⇐ { Leibniz }
R · δ S = S
≡ { (5.14) }
S ⊢pre R
2
B.8 Guards and Predicate Semantics
Let p be a predicate on type A. Univocally associated with pwe find:
• coreflexive relation A A[[p]]oo defined by
b [[p]] a ≡ (b = a) ∧ (p a) (B.23)

















We have the following lemma:




p a ⇒ i1 a
¬ (p a) ⇒ i2 a
we may define a new predicate coreflexive semantics in the pointfree style using guards:
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[[p]] = (p?)◦ · i1 (B.24)
[[¬p]] = (id− [[p]]) = (p?)◦ · i2 (B.25)
Proof: Immediate by coproduct cancellation.
