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, who collected together a few properties of that function, which is often used as an example in the theory of functions of a real variable. In the definition of this function, the representation of the numbers of the closed interval [0, l] in the arithmetic scales of radices 3 and 2 (ternary and binary scales of notation) was used. Gilman [3] generalized the above function by replacing the radices 3 and 2 by ce and /3, respectively, where a and /? are integers such that a >/3 > 1 and a -1 is divisible by /3 -1. He thus obtained a whole class of functions of the Cantor type.
The present paper gives an example of a function of the same type, based on the representation of numbers as simple continued fractions. While in the main our function has the same properties as those treated in [5] and [3] , there are also some interesting differences between them, to some of which we shall call attention as the occasion arises. Since some of the results of [S] are a special case of those of [3] (with a = 3, /3 = 2), it will in most cases suffice to compare our results with those of [3 ] . In the case of a rational x, 0 <x < 1, that is, of a finite simple continued fraction, we have two such expansions, namely, x = {#i, • • -, a w -i, a n } = {#1, * * • , dn-iy a n -l> l}, where a n^2 . Both of these expansions will be admitted in this paper, also the expansion 1 = {1}.
Throughout the paper we shall use the letter c (with or without subscript) to denote positive integers.
We now define the set E as the set consisting of x -0 and of all x, 0<x<l, which can be expanded in a simple continued fraction none of whose denominators equals unity. In other words, E contains x = 0 and all finite and infinite simple continued fractions of the form x={ci+l, C2+I, -• • }. The above wording is to imply that x = {ci+1, • • • , Cn + 1} does belong to E although it can also be written asx= {ci+1, • • • , Cn, l}.
The set complementary to E with respect to the interval [0, 1 ] will be denoted by D. Thus D consists of x = 1 and of all open intervals with end points £ and £', where
Such an interval will be called a D n -interval in the following, (For examples of Pointer vals, see the table at the end of the paper.) There is one J9i-interval, (1/2, 1), but infinitely many jD n -intervals for each n^2. It is easily seen that any two D n -intervals (with equal or unequal values of n) do not overlap and do not even have an end point in common. The points of E (except for x = 0) can be divided into two classes, ER and Ej. ER is to contain the rational #£E, other than zero, and Ei the irrational ^££ It is clear from the above that x £ ER if and only if x is the end point of a 2} n -interval (except x = l, which does not belong to E at all). x = 0 will be considered as belonging neither to ER nor to Ej.
We shall now derive a few of the main properties of the set E. (1) are to be interpreted as meaning £= {l} =1 and $'-{2} =1/2. We also remark that£<£' (£>£') when «is even (odd). See [8, Comparing our set E with the corresponding sets P a $ s=P of [3] , we see that they agree in the five properties, derived above. The subsets ER and Ei of E correspond, respectively, to the subsets P~+P+ and P° of P. (See [3, p. 434] .) However, while P is symmetric about x = l/2, E has no such symmetry. A more essential difference is that the intervals d P k of [5, p. 255] for fixed p are finite in number and of equal length, while in our case we have infinitely many Z> n -in ter vals for fixed n ^ 2 and their lengths are not equal. 
Before extending this definition to values of #£D, we first define <£(1) = 1 and show that the values of <t>(x) at both end points of each /^"-interval are equal to one another. This is true for the J9i-interval (1/2, 1), since 0(1/2) =<£( {2} ) = {1} = 1 =0(1), and for a D n -interval with w^2we see from (2b) that, when £ and J' are given by (1), we have
We are now able to define <t>(x) for any interior point of a jD n -interval as the common value of <j>(x) at the end points of that interval. On account of (3.1), it suffices to consider the case in which x and x' belong to E. Since by (2a) the case x = 0 is trivial we may assume furthermore that 0<x<x' ^1/2. Now let x and x' be written in the form (2b) or (2c) and assume that they agree in the first m - The definitions (2b) and (2c) of (j>(x) are such that these same relations will hold true for the simple continued fractions for <f>(x) and <j>(x'), so that in general 4>{x) <<f>(x'). And it is easily seen that the only exceptional case, leading to 4>{x) =<£(#'), is that in which x and x' are the smaller and larger, respectively, of the numbers £ and £' (with n*£2) of (1). This completes the proof. This follows at once from the definitions (2a), (2b) and (2c) of the function (j>(x) and its definition for xÇzD. We shall show the first part of (3.5) by proving the more general theorem below, whose hypotheses are satisfied for 4>{x) by (3.2) and (3.1). The second part of (3.5) follows from the first, but could be directly concluded from the fact that fl<j> f {x)dx = 0, but<£(l) -0(0) = 1. 
This completes the proof of Theorem 1. 4 2. This will be proved by the following theorem. Its hypotheses are satisfied by <j>(x) on account of (3.2) and (3.5). The function <£(#) has the properties, which were derived in this section, in common with the functions ü) a p(x) z=oe(x) of [3] . In fact, properties (3.5) and (3.6) were proved simultaneously for all of these functions by Theorems 1 and 2, respectively. It is to be observed, however, that according to (3.3) our curve y=4>(x) has all rational numbers y, 0<y^l, as ordinates of its horizontal segments, while the functions o) a p(x) of [3] have as such only certain rational numbers y y 0 <y < 1, namely, those of the form y = rn/l3 r , r and m being positive integers and j3 being the radix, used for the values of y. [3] was dealt with by Gilman [3, pp. 438-442] , who obtained conditions for the existence of the derivative on the left and that on the right at the points of the set P a $. The various possibilities are listed on p. 442 of [3] . The corresponding problem for our function cj>(x) seems to be more difficult. Except for one case (see footnote 7 below), we shall obtain the values of the four derivatives of <t>(x) at all points x of [0, 1 ].
(3.6) The curve y=<f>(x) is of arc length

The derivatives of <£(#). The problem of determining the derivatives of the functions o) a p(x) of
We introduce first the following notations. In this section x 0 = {ci+1, C2 + I, • • • } will always denote a fixed number such that XotEiE, #0 7^0. If the simple continued fraction for XQ has at least n denominators we shall denote the nth. complete quotient of x 0 by Cn+l+s n , where s n = 0 if x 0 has only n denominators and otherwise
In either case we have s n ÇzE, so that 0^s w^l /2, and we conclude from [8, p. 27, Rule A] that
It follows readily from (2a), (2b) and (2c) in conjunction with (5) that 6 If Xi-a the polygon is to start with Pi and if X2h -b it is to end with P 2 J». 6 As usual we put P_i=£_i = Q 0 = go = 1 and P 0 =po [c n + <t>(s n )\q n -i + q n -2 from (6) and (7) . If now x is any number such that #£E, x?*0, xj^x^ and (at least) the first n -1 denominators of the simple continued fraction of x agree with those of Xo we may write in analogy to (6) where, as in (6), c is a positive integer and s£E, so that 0Ss^l/2. Formulas analogous to (7) and (8) hold also for x. By the use of the formulas (8) for x 0 and x and the relation P"__i<2n-2 -P w _2(?n-i =£ w _ig n _ 2 -p n -.2q n -i = ( -l) w we then obtain the following formula: when n > 1, and to =<j>(to) = 0. Obviously, / w _i£ E for n à 1. Applying the "outer" estimates of (12) to <t>(s n ) and 0(/ n -i) and using 0 ^$ n +*«-i ^1» we see that the second fraction in (13) is always bounded between 1 and 2. Treating the third fraction on the right of (10) similarly, we obtain from (10)
(s) -<t>(s n ))/(c -c n + s-s n ).
We shall now state our results, concerning the derivatives of <£(x). .3) follows at once from (3.1). To investigate lim A(x, Xo) as x-»x 0 +, we may restrict x to numbers of E in the interval x 0 <x< {ci+1, c 2 + l, • • • » Cn-i+1, c n +2}. Such an x can be written in the form (9) with c = c n and sÇ±E, s5*0. By (6) we have in this case s w = 0. Substituting these values of c and s n in (10) and using the reduction formulas for the Q m and q m (see [8, p. 28, (6) and (7) , since x 0 = P n /Qn and 4>(xo)=p n /q n . The proof for the lefthand end point of an interval of constancy of <£(#) requires only the changing of a few symbols in the above proof.
The result of (4.3) represents an interesting difference between our function cj>(x) and the functions ù) a p(x) of [3] . For the latter the derivative at the points of the corresponding sets P~~ and P + is zero on one side, but +<*> on the other side. See [3, p. 438, Theorem 3] .
Before considering the case x 0 ÇzEi, we shall prove the following lemma, concerning the fractions Q n /qn, which in this case are defined for all positive integral n. Let x£E, xT^O, XT^X^ and let the simple continued fractions for x and Xo agree in the first n -1 denominators but no further. We can then 8 write x in the form (9) with CT^C U and make use of (IS). We ob- serve that X-*XQ means that #-><*>, while c in (9) may assume any positive integral value, other than s n , and 5 in (9) any value of E. Finally, if c>c n we have x>x 0 (x<x 0 ) when n is even (odd), while if c<c n the situation is reversed.
In the case (i), the series (17) diverges, hence, by the lemma, Qn/qn->+°°. Therefore, by (15) it will suffice to show that G n is greater than a positive constant for all values of n, c and 5 (see above). Since the Cj are bounded and in view of (5), there exists a 5, 0<8 <l/4, such that ô <^n< 1/2 -5 for all w, and hence by (3.2) an e, 0<€<l/2, such that €<<£(s n ) <1 -e for all n. Thus the denominator of G n (see (16)) is numerically less than \c -c n \ +1/2, while its numerator is numerically greater than \c -c n \ -(1 -e). In view of \c -c n \ èl, this shows that G n >2e/3.
In the case (ii) we still have Q n /q n~> +°°. Hence in view of (15), we have only to show the existence of two sequences of numbers in E, approaching x 0l one from the left and one from the right, such that G n for all members of these sequences is greater than a positive constant. These sequences are obtained by putting c==c n + l and s = s n for each tty in which case (16) gives G n = 1. And for even (odd) n we have approach from the right (left).
In the case (iii), Q n /q n approaches a finite limit L>\ (see the lemma). In order to show that D~(j)(x 0 ) and D+4>(xo) are finite, it suffices by (15) to show that G n is bounded above by a constant for all fi, cand 5. But it is easily seen that the denominator of G n in (16) is numerically greater than or equal to \c -c n \ -1/2, its numerator is numerically less than or equal to \c -c n \ +1 and hence G n^4 . In order to show that Z>~^(x 0 ) and D + 0(^o) are greater than unity, we use the method used above in case (ii). In fact, the same sequences, defined by c = c n + l, s = s n , hence G w = l, will suffice here. 9 Finally, in order to show that D^<j>(x 0 ) =D + (j)(xo) =0, we remark that by (3.2) these derivatives could not be less than zero and hence the method of case (ii) can again be used, only that here (see (15)) we have to choose c and s in such a way that G n -»0. Since, in case (iii), £ w -> °° and hence, by (5), s*-->0 + , we may put (for sufficiently large n) c = c n -l and 5 = 1/2, so that, by (16), G n =#(Sn)/(l/2+s n )->0, as n-± <x>. This completes the proof of (4.4).
We remark that the cases (i), (ii) and (iii) of (4.4) divide the set E r into three subsets, each of which has the power of the continuum. We have thus exhibited a continuum of points at which 10 <j> f (x) = + 00 (case (i)) and also one at which neither the left-hand nor the righthand derivative exists (case (iii)). These two subsets correspond to the types I and IV, respectively, of [3, p. 442 does not satisfy a Lipschitz condition of any higher order. The "best" value for the constant M, if ? = log 6/log a, is 10"/2 = 1.758.
Table.
The following table, which we give for the convenience of the reader, contains a few examples of P n -intervals, which we denote here by (x% 9 x 2 ); it gives the value of <j>(x) for each of these intervals and the left-hand (right-hand) derivative at its left (right) end point. The values of x and $(x) are written as simple continued as well as ordinary fractions. 
