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Abstract 
In this paper, we propose a technique for word retrieval based on Gabor wavelets. Gabor wavelets are employed to capture 
directional energy features of the word image. A pre-processing step is performed in order to improve the quality of the document 
images, at the same time word segmentation is accomplished using 294 document images. As a result, a large dataset of 45000 
words is generated for experimentation. Then, Gabor wavelets are used to represent the candidate word as well as a query word. 
Then cosine distance is used to measure the similarity between two words, based on it, relevance of the word is estimated by 
generating distance ranks. Then correctly matched words are selected at different distance thresholds such as 96%, 97%, 98% and 
99%. The results achieved are encouraging in terms of average precision 81.25%, average recall 82.09% and F measure 84.53% at 
a threshold 97%.  
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1. Introduction 
An efficient and effective information retrieval method is necessary for fetching the relevant document from a 
huge storage of digital documents in response to user query to rank the related documents in order. In this aspect, 
an effective method is necessary for matching the documents to retrieve from a large volume of digitized 
documents. In fact, retrieval of information is much harder for image data than text data. To inspect the document 
or retrieve from the database, a proper mechanism is needed to characterize the document image in a systematic 
manner; this can be done through DIP (Digital Image Processing) using two different approaches. One is OCR 
(Optical Character Recognition), and another is document image retrieval (keyword spotting) technique [12]. 
© 2016 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
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Optical Character Recognition (OCR) deals with character recognition in document image, however, it yields 
erroneous results if documents are poor in quality, complex in layouts and due to improper segmentation etc. 
Applying OCR to retrieve a document is a cumbersome task as it requires complete transcription of the document. 
This method works well for European languages whose optical character recognizers are robust but did not work 
reliably for Indian and non-European languages like Hindi, Kannada, Telugu and Malayalam etc. Even for 
European languages, OCRs are not available for recognition of highly degraded document images. Therefore, 
many researchers are moved to Digital Image Retrieval (DIR) techniques for information retrieval without 
converting the whole image document into editable text. In this process, text is identified at word level using image 
property [12] and it is called keyword spotting. Many interesting works have been done on keyword spotting in 
document image using word image property instead of text transcription.  In word spotting, a given word image is 
represented in terms of features and matching is done based on feature distance. Main challenges in word spotting 
are extraction of proper features and comparison of features that is, estimating the similarity between features. 
Word spotting is an alternative way for retrieving and indexing the document images. Particularly in Indian context, 
this technique is the best alternative to multilingual OCR. In fact, designing of multi-script OCR for Indian scripts 
is very complex task. Therefore, word retrieval from all Indic scripts need to be tested and emphasis has to be 
given to develop a generic word spotting algorithm. 
Thus, we have proposed to retrieve words of Kannada script based on Gabor features. There are few works reported 
for retrieval of words from documents of Indian scripts such as Devanagari, Bangla, and Gurumukhi [26, 31], 
however, the proposed work for retrieval of keywords from Kannada document images is first of its kind. 
The remainder of the paper is described as follows: the literature is explained in Section 2, in Section 3 the proposed 
methodology is presented, in Section 4 experimental results are presented and finally in Section 5 conclusions are 
drawn. 
2. Related work 
The word spotting was initially projected for speech processing and later it was incorporated for retrieval of 
historical documents and manuscripts of different scripts and languages. Word spotting is the process of spotting 
the word or a phrase in the document image which was initially reported in [8] for printed text documents and 
later in [9] for handwritten text documents. The majority of the work done on word spotting (matching and 
retrieval) is in two different types, namely with segmentation and without segmentation of the underlying 
document image. Many algorithms have been proposed for both the methods since last three decades. Without 
segmentation and with segmentation techniques are proposed in [28, 30] and in [13, 14] respectively. The methods 
based on segmentation involves three levels decomposition of input document namely at line [13, 14], word [22, 
23] and character [20]. Both the methods have their own pros and cons.  It is clearly evident that segmentation 
based word spotting yields erroneous results due to improper segmentations specifically in case of degraded 
documents, touched lines, broken characters. The process of document segmentation is more complex, 
particularly, in case of handwritten documents. Meanwhile, the selection of optimal sliding window size for word 
spotting is the major issue in segmentation free method. The various feature extraction techniques proposed based 
on segmentation are discussed and clustered in the following paragraphs. The techniques used for content retrieval 
based on without segmentation is not discussed here. 
Segmentation based techniques: To describe a query word image, movements of the black pixel are investigated 
in [10] as holistic features. The ‘Binary Gradient Structural and Convexity’ (GSC) features are discovered in [19]. 
In [21], the authors discussed discrete cosine transformation of the counter to gain the feature vector. Profile 
features and ink transition profiles are investigated to represent a word image in [27]. Besides, multiple features 
were explored and combined in order to improve the word image representation. In [17], compound features 
scheme was reported consisting of projection profiles, upper/lower word profiles and background to-ink 
transition. Word profiles, structural features and statistical movements were discussed in [18], and further, authors 
employed Fourier coefficients for dimensionality reduction. Various distance measures were used in estimating 
the similarity between query and candidate word image as discussed in [15, 16]. Further, dynamic time wrapping 
(DTW) was frequently used method to calculate the similarity of the words as used in [24, 25] because it tolerates 
special difference unlike above methods.  
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3. Proposed method 
In this Section, we explain our approach for word retrieval from document images. Fig. 1 shows an overview of 
our approach. The document images are subjected to a pre-processing step that is noise reduction and 
segmentation of words. The features are extracted from words and formed feature vectors. Afterwards, the feature 
vectors corresponding to the query words are matched with candidate word images (knowledge base). The 
similarity scores are stored in a similarity matrix. Next, similarity matrix is used to count the occurrences of the 
query word image in the database. The relevant occurrences are detected and irrelevant patterns are filtered out 
based on thresholding the distance.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig-1. the flow diagram of the proposed method 
 
3.1. Pre-processing 
The task of extraction of words from input document image is done in three steps. First, we binarized image using 
Otsu’s gray level threshold selection method [1]. Further, basic morphological operators are employed to remove 
the noise and special symbols from documents such as double quotations, commas etc. Then, horizontal and 
vertical dilation is performed using line structuring element (length of the structuring element is empirically fixed) 
to make each word as a single connected component. Later, bounding boxes are fixed on each component. 
Eventually, these connected components are extracted by applying connected component rule. The words 
segmenting accuracy of this technique is 100%, except in case of touched lines/words and it avoids line 
segmentation. The complete process of words extraction from Kannada document can be visualized in Fig-2. 
 
 
 
 
 
 
 
 
 
               
                        (a)                                      (b)                                               (c) 
Fig-2. (a) document page (b) document with horizontal dilation and   connected components (c) segmented words 
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3.2. Feature extraction 
There are many feature extraction techniques proposed in the literature. The selection of feature extraction 
technique certainly depends on the interest of the region or properties of the image to be extracted. In this work, 
visual discriminating properties of the word image are the good clues to find out similarity or dissimilarity 
between the words and thus, motivated to employ Gabor wavelets. Because, Gabor wavelets are efficient in 
characterizing visual properties of the underlying image and are similar to perception in the human visual system 
[11]. In fact, Gabor filters are also efficient in representing energy distribution properties (global) of an image. 
This potential feature of Gabor wavelets is utilized in this paper. The Gabor filters implementation is explained 
in the following paragraph.   
Gabor features: For feature extraction, we use Gabor wavelets, because of its biological relevance and 
computational properties [2][3]. Gabor wavelets have wide applications for instance face recognition [6], data 
compression [5] and texture analysis [4], handwritten character recognition [7] and in recent past for script 
identification in video frames [29]. It characterizes a spatial frequency structure in the image, at the same time it 
provides spatial relations. This property certainly becomes useful to extract directional energy features from 
patterns of Kannada words, as they are circular in nature. The implementation detail of Gabor filter is given below 
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where,  ߪ௨ ൌ ଵଶగఙೌ   ,   ߪ௩ ൌ
ଵ
ଶగఙ್ and parameter F specifies the central frequency of interest. Gabor wavelets are 
derived from equation (1) as defined 
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In equation (3), m = 0, 1…; s-1, where S is the total number of scales, and n = 0, 1…; k -1, where k is the total 
number of orientations. The central frequency of interest is F. Let I be the input word image, each input word 
image matrix is converted into a square matrix by appending zeros in case of non-square matrix. Then Gabor 
wavelets are computed on each word image using equation (3) with 4 different scales and 6 orientations and yields 
24 features of each word. Angle of orientation i.e., ׎(theta) is defined below: 
 
Orientation (׎ሻ ൌ ሺ௡గ௞ ሻ.                          (4) 
      The parameters used in the above equations are defined as follows: 
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By varying m and n, we have applied filter ୫୬ሺǡ ሻ to the input image I (using 2-D convolution) to get features 
at different scales and orientations. In our experiment, we have extracted 48 features for each word (24 mean 
square energies & 24 mean amplitudes). The effect of Gabor wavelets applied on a word image shown in figure-
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3 is visualized in figure-4. 
 
 
 
 
Fig-3. sample word image on which gabor wavelets are applied to visualize its effect shown in figure-4. 
 
 
                 (a)                                        (b)                                       (c)                                       (d) 
 
Fig-4. visualization of a word image (Figure-3) after applying Gabor wavelets at (a) Scale=1, orientation=(௡గ௞ ) (b) Scale=1, orientation=(
௡గ
௞ ) 
(c) Scale=1, orientation=(௡గ௞ ) (d) Scale=1, orientation=(
௡గ
௞ ) 
 
3.3. Similarity measure 
The similarity between query and candidate image is computed using cosine distance. It is a measure of similarity 
between two vectors of an inner product space that measures the cosine of the angle between them. The cosine of 
0° is 1, and it is less than 1 for any other angle. Cosine distance measures orientation between two vectors but not 
magnitude. Two vectors with the same orientation have a cosine similarity of 1, two vectors of orientation 90° 
have a similarity of 0, and two vectors of diametrically opposed have a similarity of -1.These are independent of 
their magnitudes. Cosine similarity is particularly used in positive space, where the outcome is bounded in [0, 1]. 
The cost function of cosine distance is as follows [32]. 
 
݈ܵ݅݉݅ܽݎݐݕሺݔǡ ݕሻ ൌ ܿ݋ݏߠ ൌ ௫Ǥ௬ԡ௫ԡǤԡ௬ԡ                                                                (5) 
where x and y are the feature vectors. 
4. Experiments 
4.1. Dataset 
There is no publicly available dataset of Kannada document images at present. Therefore, we have collected 294 
document pages belongs to various fields namely literature (142 pages), Government (32 pages) and history (120 
pages). Then documents are scanned at 300 dpi resolution using HP scanner. A dataset of 45000 words is generated 
from these document pages. This dataset involves words of different font size, style, length and thickness (pixel 
density).  
4.2.  Evaluation protocol 
To evaluate the performance of the method, manually a ground truth is prepared for 5 different query words which 
have multiple occurrences in the dataset. The ground truth of the database is shown in Table-1. 
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Table-1 ground truth of the database 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table-2 presents the word retrieval results for 5 keywords in terms of recall and precision as well as F- measure 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
4.3. Result analysis 
The results of word retrieval from Kannada documents are presented in Table-2. The similarity is measured 
between the query and candidate word image using cosine distance.  The relevance of the word is estimated by 
generating distance ranks. Then, correctly matched words are selected at different distance thresholds for instance 
96, 97, 98 and 99 percent. To measure the performance of word retrieval, Recall (RC), Precision (PR) and F-
Measure (FM) are used. These are defined as described in the following paragraph.  
 
Let N be the total number of word instances for every keyword, M be the total number of detected keyword 
instances and CRR is the correctly detected keyword instances [8][9].  
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Sl.No. Document Categories No of 
Pages 
Keyword 
Image 
Word  Frequency in 
database 
1 Literature 142 13 
   43 
2 Modern Govt. 32 33 
   32 
3 History 120 63 
 
Image                   Threshold μ െ> 
 
99.0% 
 
98.0% 
 
97.0% 
 
96.0% 
 
 
 
Recall (%) 
Precision (%) 
F-measure (%) 
100.00 
33.33 
49.99 
100.00 
72.72 
84.20 
74.35 
87.87 
80.54 
100.00 
72.72 
84.20 
 
 
Recall (%) 
Precision (%) 
F-measure (%) 
100.00 
12.12 
21.61 
100.00 
45.45 
62.49 
61.76 
63.63 
79.88 
100.00 
45.45 
62.49 
 
Recall (%) 
Precision (%) 
F-measure (%) 
100.00 
45.45 
62.49 
100.00 
69.69 
82.13 
100 
78.78 
88.13 
100.00 
69.69 
82.12 
 Recall (%) 
Precision (%) 
F-measure (%) 
100.00 
43.75 
60.80 
100.00 
81.25 
89.65 
96.62 
96.61 
96.61 
100.00 
81.25 
89.65 
 
Recall (%) 
Precision (%) 
F-measure (%) 
100.00 
11.11 
19.19 
100.00 
53.96 
70.09 
77.75 
79.36 
77.51 
100.00 
53.96 
70.09 
     Average Recall (%) 
Precision (%) 
F-measure (%) 
100.00 
29.15 
42.83 
100.00 
64.61 
77.71 
82.09 
81.25 
84.53 
100.00 
64.61 
77.71 
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We have achieved encouraging results in terms of average recall, precision and F-measure. In Table 2, we can 
notice that the average F measure is 84.53% which indicates the significant performance of the method. The 
performance of the proposed method is also evaluated in terms of average precision and recall and they are 
82.09% and 81.25% when threshold is set to 97% respectively. 
 
The comparative analysis is not reported herewith because, the scripts employed for experimentation in [26, 31] 
are Hindi, Bangla and Gurumukhi. In other words, for straight forward comparison there is no work reported in 
the literature on retrieval of Kannada words.  
5. Conclusion 
In this paper, retrieval of words from Kannada documents based on Gabor features is proposed. The method has 
showed its outstanding performance in terms of average F measure. Basically, word spotting is essential to avoid   
complete transcription of the document image to edit/read it electronically. Particularly in Indian context, this 
technique is the best alternative to multilingual OCR. In fact, designing of multi-script OCR for Indian scripts is 
very complex task. Therefore, word retrieval from all Indic scripts need to be tested and emphasis has to be given 
to develop a generic word spotting algorithm. In this paper, as an initial attempt word retrieval from Kannada 
script is carried out and it will be extended to all Indic scripts in future to develop a generic algorithm.  
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