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Abstract
This work deals with the minimum congestion single-source k-splittable flow problem: given a network and a set of terminal
pairs sharing a common source node, the aim is to route concurrently all demands using at most k supporting paths for each
commodity and minimizing the congestion on arcs. Dinitz et al. proposed in [Y. Dinitz, N. Garg, M.X. Goemans, On the single-
source unsplittable flow problem, Combinatorica 19 (1999) 17–41] the best known constant factor approximated algorithm for the
case of k = 1, namely the single source unsplittable case. Here we consider an adaptation of such an algorithm to the k-splittable
case. Moreover, we propose a heuristic improvement of the first step of this algorithm, that provides experimentally better results
without affecting the approximation guarantee of the algorithm.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
The k-splittable flow problem was originally introduced in [2] by Baier et al. as a generalization of the unsplittable
flow problem introducing restrictions on the number of paths that can be used at most to route each commodity.
Applications to this problem arise, for instance, in the fields of telecommunication networks and logistics optimization.
More in particular, on data networks, k-splittability constraints are used to model the limits on the number of chunks in
which each required connection can be splitted, avoiding in such a way an excessive growth of the additional amount
of information needed to recompose it. In the logistics field, k-splittable flow refers directly to the limited number of
available transport means, drivers, and so on.
In this paper, we are interested in the concurrent flow variants of this problem, that is the case in which all com-
modities must be routed at the same time. When the goal is to minimize the ratio between load and capacity on any
arc, we speak of the congestion variant of the problem; when the objective is to maximize the routable demand frac-
tion, equal for all the commodities, that can be sent without violating capacity constraints, we speak of the maximum
concurrent flow variant. These two problems can be treated as one and the same.
In the following, we give a formal definition of the single-source case of these two problems, requiring that all
terminal pairs share a common source node.
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In the single-source maximum concurrent flow problem, we are given a graph G = (V ,E), directed or undirected,
with edge capacities ue > 0, ∀e ∈ E, and a set C of commodities. The number of commodities will be denoted by
c = |C|. Each commodity i ∈ C is associated with a demand di , a common source node s ∈ V , and a sink node
ti ∈ V/{s}. The goal is to maximize the fraction α of demands that can be routed concurrently over the network,
without violating arc capacity constraints. Define an integer value ki , for each commodity i ∈ C, as a limit for the
number of paths that can be used at most to bring flow from origin s to destination ti . We refer to this as the single-
source maximum concurrent k-splittable flow problem. For each commodity i ∈ C, let Pi be the set of all simple paths
from source s to terminal ti in the given network; let P =⋃i∈C Pi and let Pe,i be the subset of paths in Pi containing
arc e. We can formulate the problem as follows:
α∗ = maxα
(1)
∑
p∈Pi
xp = α · di ∀i ∈ C
(2)
∑
i∈C
∑
p∈Pe,i
xp  ue ∀e ∈ E
(3)
∑
p∈Pi
δp  ki ∀i ∈ C
(4)xp  dmax · δp ∀p ∈ P
xp  0, δp ∈ {0,1} ∀p ∈ P
Constraints (1) guarantee that the same percentage of demand is served for all the commodities; constraints (2)
ensure that the total flow crossing each edge e is less than or equal to the edge capacity, while constraints (3) and (4)
impose limits on the number of different paths used by each commodity, using flow support binary variables δp , and
dmax
.= maxi∈C di .
Given any feasible flow vector x for the considered problem, we define the load λe(x) for a generic edge e, as
λe
.=
∑
i∈C
∑
p∈Pe,i xp
ue
and the congestion λ(x) as
λ(x)
.= max
e
λe(x)
If for an instance dmax  umin, we say that the balance condition holds and refer to such an instance as balanced; if
for an instance dmax  ρumin, we say that the instance is ρ-unbalanced.
An important property is the equivalence between minimum congestion and maximum concurrent flow problems.
In the minimum congestion single-source k-splittable flow problem the goal is to find the smallest λ such that there
exists a k-splittable flow, satisfying all demands, that violates the capacity of any edge at most by a factor λ. Here
follows the formulation of this problem:
λ∗ = minλ∑
p∈Pi
xp = di ∀i ∈ C
∑
i∈C
∑
p∈Pe,i
xp  ue · λ ∀e ∈ E
∑
p∈Pi
δp  ki ∀i ∈ C
xp  dmax · δp ∀p ∈ P
xp  0, δp ∈ {0,1} ∀p ∈ P
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following result for the two concurrent flow problem versions:
Property 1. Let λ∗ be the optimum of the minimum congestion version for an instance of the k-splittable flow problem,
and let α∗ be optimum for the maximum throughput version on the same instance, then:
α∗ = 1
λ∗
Furthermore, we refer to the fractional (or splittable) solution as the optimal flow assignment obtained after the
relaxation of the k-splittability constraints.
1.2. Related work
The k-splittable flow problem (k-SFP) was proved in [2,9] to be strongly NP-hard, and remains strongly NP-hard
even when all the commodities share a common source node: the single-source k-SFP contains the NP-hard single-
source unsplittable flow problem UFP as a special case. On the other hand, it turns out that solving the single-source
k-SFP is relatively easier than approaching the general case, since the restriction to the single-source case permits
better approximability results with respect to the general case. Indeed, the chance to approximate the multisource
k-SFP to a constant factor is definitely excluded by the results in [1,3], concerning the lower bound on the performance
ratio for the approximation of the minimum congestion UFP, that is a logarithmic function in the size of the network.
On the contrary, some constant factor approximation algorithms for the single-source UFP were proposed (see for
instance [4,16]), and this ensures the existence of corresponding constant factor approximations for the k-SFP, if we
consider the following theorem [2]:
Theorem 1. Any ρ-approximation for the maximum concurrent unsplittable flow problem yields an approximation
algorithm with performance guarantee 2ρ for the maximum concurrent k-splittable flow problem.
Hence, even if no specific result has been addressed until now with respect to the single-source variant of the
k-splittable flow problem, the cited results in [2] suggested the adaptation of algorithms designed for optimization
problems concerning unsplittable flows as a convenient way to approach the generalization to k-splittable flows. The
single-source UFP was widely studied in literature [4,8,10,16]. This problem was proved to be strongly NP-hard by
reduction from the bin-packing problem (see [7] for details). Some constant factor approximation algorithms were
developed for the congestion version of this subproblem. The first contribution in this field was provided in [7] with
a 16-approximation algorithm assuming that the balance condition holds. Kolliopoulos and Stein [10], again under
balance condition assumption, analyzed the budget-constrained case with costs on arcs, proposing a partitioning and
scaling technique that gives rise to a bicriteria approximation algorithm with performance ratio (3,2) for congestion
and costs. The approximation ratio for congestion of this algorithm becomes (3 + 2√2) without balance condition
and disregarding budget constraints. Dinitz, Garg and Goemans [4] considered the problem without costs, proposing
a constant factor approximation algorithm based on the alternate cycles detection upon the optimal fractional flow. The
performance ratio of such an algorithm when congestion is concerned is 5 in the general case, and 2 under the balance
condition assumption. In [16], the partitioning and scaling technique already proposed in [10] was refined by Skutella,
who reached a (3,1)-approximation for congestion and costs in presence of the balance condition, and a (3 + 2√2)
ratio for congestion on unbalanced instances, without having to relax the budget constraints. In terms of negative
results, Lenstra et al. [13] proved that the minimum congestion problem cannot be approximated within less than 3/2,
unless P = NP. Furthermore, in [4] a peculiar instance of the single source UFP was pointed out, in which an increase
of a factor (2 − ) in congestion is unavoidable when turning a fractional solution into an unsplittable one. On the
side of bicriteria approximations for congestion and costs, Erlebach and Hall [6] showed that, for an arbitrary  > 0,
there is no (2 − ,1)-approximation unless P = NP. This poses the open challenge for an algorithm matching this
lower bound of (2,1) for the congestion and costs simultaneous approximation. So far, such a (2,1)-approximation
was achieved by an algorithm proposed in [12] for the case of 2-splittable flow. In [5,11], experimental evaluations of
the algorithms proposed in [4,10,16] were provided, showing that for these algorithms real performance are in general
better than the theoretical guarantees. Finally, Martens and Skutella considered new variants of the k-SFP, proposing
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that can be sent along each path in [14].
Contribution of this paper
In this work we propose an algorithm for the single-source k-SFP, based on some heuristic refinements on an adap-
tation of the algorithm proposed in [4] for the single-source UFP. The latter algorithm, starting from a splittable
solution, provides a 2-approximation for balanced instances of the single-source minimum congestion UFP, that is
also the best possible result. We first discuss the performance ratio of this algorithm with respect to its possible ex-
tension to the k-splittable flow problem, and then present a modified version, the k-DGG algorithm. Computational
results are presented and analyzed.
2. An approximated algorithm for the single-source k-SFP
Among all the algorithms proposed in literature for the single-source unsplittable flows, the best approximation
ratio for congestion is provided by Dinitz et al. in [4]. The (DGG) algorithm is capable of turning an optimal fractional
solution into an unsplittable one, in time O(n · m + k · m), by increasing the load of each edge of at most a quantity
dmax with respect to the splittable solution. We now first present the algorithm, and then propose an extension and
an improvement to the k-splittable flow problem.
2.1. The DGG algorithm for the single-source UFP
The Dinitz et al.’s algorithm is fed by the optimal solution of the fractional minimum congestion flow problem,
that is a flow assignment that satisfies all demands by using possibly more than one path for each commodity, and
violating arc capacities by a factor λ as low as possible. It exists a fractional solution with λ = 1 if and only if the
following cut condition is satisfied: for any set S ⊂ V with s /∈ S, the total demand of terminals within S is at most
the total capacity of the arcs entering S. The scheme of the DGG algorithm (sketched in Table 1) consists of two
main phases, the preliminary phase and the main loop phase. With respect to the original graph, all arcs that are not
used in the fractional solution can be eliminated, together with all the flow cycles, whose presence does not affect
Table 1
Scheme of the DGG algorithm
Require: A directed graph G = (V ,E) with source node s ∈ V , a set C of commodities, c = |C|,
with terminals ti ∈ V \ {s} and demands di > 0, ∀i ∈ C, and a splittable flow on G satisfying all
demands
Ensure: An unsplittable flow given by a path Pi from s to each terminal ti
initialization
1 : remove all the arcs without flow and all flow cycles from G
preliminary phase
2 : i ⇐ 1
3 : while i  c do
4 : while there is an incoming arc e = (v, ti ) with flow  di do
5 : move ti to v
6 : add e to Pi
7 : decrease the flow on e by di
8 : remove e from G if there is no more flow on e
9 : end while
10 : i ⇐ i + 1
11 : end while
main loop
12 : while FS(s) > 0
13 : find an alternating cycle
14 : augment flow along the alternating cycle
15 : move terminals with preference to singular arcs
16 : end while
17 : return P1, . . . ,Pc
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incoming arc e = (v, ti) with flow greater than or equal to di , ti is moved to v and the flow on e is decreased by di . If
the flow on e vanishes, then it can be deleted. This step is repeated until there remain only commodities i ∈ C whose
terminal ti does not coincide with source s. All this remaining terminals have now two or more incoming arcs, by
construction. The main loop is performed iteratively by repeating three steps (described in the following paragraphs):
first an alternate cycle is found, then the flow is increased along this cycle, finally terminals are moved according to
certain rules.
Finding an alternate cycle
When an iteration begins, all arcs (u, v) where v has an outdegree at most one, are marked as singular. Then all
terminals are processed: a terminal ti at vertex v will be marked as regular if its demand di is greater than the flow on
every arc entering v, and is marked irregular otherwise. After the preliminary phase, all terminals are regular. More in
general, the algorithm ensures that at the end of each iteration there is at least one regular terminal, i.e., one terminal
whose node has at least two incoming arcs. Alternate cycles are built by selecting an arbitrary vertex v, and following
the outgoing arcs until a terminal ti is reached, building in such a way a forward path. After that, a backward path is
built, by following the singular incoming arcs from ti , starting from an arc entering in ti and different from that used
in the forward path. The building of the backward path terminates as soon as a node v′ with two or more outgoing arcs
is reached. The alternate search for forward and backward paths is repeated until an already visited node w is reached,
creating a cycle.
Increasing flow along the cycle
Being the cycle composed by forward and backward paths, it is now possible to decrease flow along the forward
paths and increase flow along the backward paths by the same quantity of flow f , preserving at the same time the net
outflow on all the interested nodes. We recall that backward paths are composed only by singular arcs. The amount of
flow f to be augmented is computed as the minimum between two values: the first one, 1 > 0, is the minimum flow
along the arcs of the forward paths of the cycle. The second value, 2 > 0, is defined as 2 = min(di − f (e)), being
f (e) the quantity of flow on arc e, computed over all the arcs e = (u, v) on the backward paths of the cycle and over
all the terminals ti at v such that di > f (e). The result of the augmentation depends on the minimum value between
1 and 2: if the minimum is achieved on an arc of the forward path, such an arc will disappear from the graph since
its flow value becomes zero; if the minimum is reached on a (v, ti) arc on the backward path from terminal ti , then
after the augmentation the flow on such a path will be equal to di .
Moving terminals
After the augmentation step, terminals are moved according to the following rules:
(a) terminal ti is moved to v along arc e = (v, ti) if e is a singular arc and f (e) = di ,
(b) terminal ti is moved to v along arc e = (v, ti) if e is not a singular arc and f (e) di .
The choice between these two rules is done giving priority to rule a over rule b. The algorithm terminates when all
the terminals reach the source, and the path used to bring flow from s to ti , ∀i ∈ C, is the reverse path used to move
terminal ti from its original node to the source during the iterations of the DGG algorithm. A formal proof of the
correctness of the DGG algorithm is provided in [4].
An important issue to be considered here is how the approximation ratio is achieved by this algorithm. Since on
each arc on the backward path of a terminal ti the flow can be increased of a quantity at most equal to di , then the
unsplittable flow in the final solution of the algorithm is such that all arc flows are increased by a quantity bounded by
dmax with respect to the fractional solution. The performance ratio is obtained by using the fractional congestion value
as a lower bound on the optimum. If the cut condition is met, this ratio can be expressed simply as 1 + dmax/umin.
Hence, the approximation ratio of this algorithm depends on the possible presence of upper bounds on the ratio
umin/dmax: if the balance condition holds, the performance ratio is 2. Under the balance condition assumption, the
ratio 2 holds if the cut condition is not satisfied: being λ 1 the minimum congestion achieved by a fractional flow,
the unsplittable flow provided by the DGG algorithm will be such that the total flow on any arc e is bounded by
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performance ratio is 2. Without the balance condition, the performance ratio grows up to 5: this can be proved by
dividing the demands into intervals of the form [d/2, d], and processing the intervals separately considering at each
step only arcs e ∈ E with capacity ue  d/2.
2.2. The extension to the k-splittable flow case
The uniform-exactly-k-splittable flow problem is a particular case of k-SFP in which an equal amount of flow must
be routed on exactly k support paths for each commodity. Hence, an easy way to exploit the DGG algorithm in order
to find approximated solutions for the single-source concurrent k-SFP, is to recall the equivalence between the UFP
and the uniform-exactly-k-SFP: any instance of the latter can be turned into an instance of the former by considering,
for each commodity i ∈ C with source s, sink ti and demand di , and for each one of the k paths that have to be used for
each of them, k commodities of a single-source UFP with a common sink ti and demand equal to di/k. From the point
of view of the approximation ratio, if we consider k as an input of the problem, we obtain the same 2-approximation
ratio for the balance condition, and a 5-approximation otherwise. If the constant k is considered as part of the problem
Table 2
Approximation guarantee for the DGG algo-
rithm on the single-source concurrent k-SFP, in
presence of the balance condition
k r
1 2
2 1.5
3 1.334
4 1.25
5 1.2
6 1.1667
. . . . . .
Fig. 1. An instance of 2-splittable flow with source s and sink t and demand value equal to 4. During the initialization of the algorithm, two terminals
are introduced at the sink node, both with demand d/k = 2.
Fig. 2. Preliminary phase in the original DGG algorithm. The first terminal is moved towards the source, and the flow along its path is decreased
by d/k. The second terminal cannot be moved, since its demand is higher than the flow on its incoming arcs. The preliminary phase stops here and
during the augmenting cycle phase, the flow will be increased by one unit of flow along a backward path, increasing the congestion.
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steps is now dmax/k. It follows that
Theorem 2. The DGG algorithm provides a r-approximation for the minimum congestion k-SFP, with r = k+1
k
, if the
balance condition holds.
Proof. Being λ  1 the minimum congestion achieved by a fractional solution, the solution provided by the DGG
algorithm on a k-splittable instance will be such that the total flow on any arc e is bounded by
λ · ue + dmax
k
 λ · ue + ue
k
 λ ·
(
ue + ue
k
)
= λ · ue · k + 1
k
Fig. 3. Modified preliminary phase in the k-DGG algorithm. D is initialized to 4. The first terminal is moved towards the source, and the flow along
its path is decreased by three, that is the minimum between D and the minimum flow reached on the path. Later, D is set to d − 3 = 1 and the
demand on the second terminal is updated to D/(k − 1) = 1. The second terminal can now be moved towards the source, the flow on its path is
decreased by one and the algorithm stops after the preliminary phase, without having to increase the congestion. This is allowed by the relaxation
of the uniformity constraints during the modified preliminary phase.
Table 3
Scheme of the k-DGG algorithm preliminary phase
1 : sort the set C of commodities according to decreasing demand values
2 : for each commodity i ∈ C do
3 : introduce k terminals t1
i
, . . . , tk
i
, each associated with demand dj
i
= di/k
4 : end for
5 : i ⇐ 1
6 : while i  c do
7 : j ⇐ 1
8 : while j  k do
9 : while there is an incoming arc e = (v, tj
i
) with flow  dj
i
do
10 : move ti to v
11 : add e to Pi
12 : end while
13 : if tj
i
reached the source node then
14 : dj
i
= min(min
e∈Pj
i
f (e),Di)
15 : end if
16 : Di ⇐ Di − dji
17 : decrease the flow on e ∈ Pj
i
by dj
i
18 : remove all arcs e ∈ Pj
i
such that flow on e vanished
19 : if Di = 0 then
20 : delete all terminals tj+1
i
, . . . , tk
i
21 : else
22 : update demands of all terminals tj+1
i
, . . . , tk
i
with Di/(k − j)
23 : end if
24 : j ⇐ j + 1
25 : end while
26 : i ⇐ 1
27 : end while
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Computational results of the DGG and k-DGG algorithms on a balanced set of dense acyclic networks
n m k Time Congestion Throughput
DGG k-DGG DGG k-DGG DGG k-DGG
20 190 1 0 0 1.5605 1.5605 0.6408 0.6408
2 0 0 1.4741 1.4229 0.6784 0.7028
3 0 0 1.2591 1.2549 0.7942 0.7969
4 0 0 1.2336 1.2275 0.8107 0.8147
5 0 0 1.1726 1.1612 0.8528 0.8612
6 0 0 1.1386 1.1381 0.8783 0.8787
7 0 0 1.1332 1.1297 0.8825 0.8852
8 0 0 1.1068 1.0889 0.9035 0.9184
9 0 0 1.0709 1.0511 0.9338 0.9514
10 0 0 1.0000 1.0000 1.0000 1.0000
30 435 1 0 0 1.4886 1.4886 0.6718 0.6718
2 0 0 1.4003 1.3664 0.7141 0.7318
3 0 0 1.2109 1.2103 0.8258 0.8262
4 1 0 1.1993 1.1832 0.8338 0.8451
5 1 0 1.1455 1.1448 0.8730 0.8735
6 1 0 1.1326 1.1323 0.8829 0.8831
7 1 0 1.1280 1.1275 0.8865 0.8869
8 1 0 1.1228 1.1194 0.8907 0.8933
9 1 1 1.0893 1.0813 0.9180 0.9248
10 1 1 1.0518 1.0361 0.9508 0.9652
40 780 1 1 1 1.6907 1.6907 0.5915 0.5915
2 2 1 1.4542 1.4159 0.6877 0.7063
3 2 1 1.3283 1.2981 0.7528 0.7704
4 2 1 1.2251 1.2070 0.8162 0.8285
5 2 1 1.1821 1.1660 0.8460 0.8576
6 2 1 1.1438 1.1340 0.8743 0.8818
7 2 2 1.1144 1.1144 0.8974 0.8974
8 2 1 1.1143 1.1110 0.8975 0.9001
9 2 2 1.0692 1.0426 0.9352 0.9592
10 2 1 1.0000 1.0000 1.0000 1.0000
Being λ a lower bound on the optimal congestion, k+1
k
is an upper bound on the performance ratio. 
This yields to the constant factor approximation ratios presented in Table 2. The following generalization can be
made for ρ-unbalanced instances, in which the ratio dmax/umin is bounded by a constant ρ:
Corollary 1. The DGG algorithm provides a r-approximation for the minimum congestion k-SFP, with r = k+ρ
k
, if
instances are ρ-unbalanced.
2.3. Heuristic improvements: the k-DGG algorithm
In order to cope with the minimum congestion single-source k-SFP, it suffices to introduce, during the initial-
ization phase, k terminals t1i , . . . , t
k
i at the sink node of each commodity i ∈ C, each one with demand dji = di/k,
j = 1, . . . , k. Then, the algorithm can run without further variants, providing an approximated solution with the per-
formance ratio computed in Theorem 2. Nevertheless, some heuristic approaches can be applied in order to find better
solutions, while preserving the same theoretical performance ratio.
In [2], it is proved that the optimum of the k-SFP can differ from the optimum of the uniform-exactly-k-SFP by
at most a factor 2. The goal here is then to try to reduce the possible gap between the approximated solution of
the uniform-exactly-k-splittable problem provided by the algorithm, and the corresponding optimal solution of the
k-splittable problem, in which the quantity of flow assigned to each one of the paths of a certain commodity can
vary.
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Computational results of the DGG and k-DGG algorithms on a balanced set of dense acyclic networks
n m k Time Congestion Throughput
DGG k-DGG DGG k-DGG DGG k-DGG
50 1225 1 4 3 1.6833 1.6833 0.5941 0.5941
2 4 3 1.4170 1.3947 0.7057 0.7170
3 4 3 1.3289 1.2969 0.7525 0.7711
4 4 3 1.2051 1.1909 0.8298 0.8397
5 4 3 1.1676 1.1667 0.8565 0.8571
6 4 3 1.1155 1.1134 0.8965 0.8981
7 4 3 1.1003 1.0993 0.9088 0.9096
8 4 3 1.0900 1.0876 0.9175 0.9195
9 5 3 1.0585 1.0517 0.9448 0.9509
10 5 3 1.0147 1.0000 0.9855 1.0000
60 1770 1 7 5 1.5537 1.5537 0.6436 0.6436
2 8 6 1.2870 1.2595 0.7770 0.7940
3 8 5 1.2053 1.2053 0.8297 0.8297
4 7 5 1.2052 1.1945 0.8297 0.8372
5 9 5 1.1778 1.1723 0.8491 0.8530
6 8 6 1.1642 1.1524 0.8590 0.8677
7 8 7 1.1298 1.1238 0.8851 0.8898
8 7 7 1.1161 1.1125 0.8960 0.8989
9 9 7 1.1071 1.0836 0.9033 0.9229
10 8 7 1.0418 1.0231 0.9599 0.9775
70 2415 1 12 11 1.8255 1.8255 0.5478 0.5478
2 13 10 1.2565 1.2553 0.7959 0.7966
3 13 9 1.2480 1.2384 0.8013 0.8075
4 12 10 1.1892 1.186 0.8409 0.8432
5 15 11 1.1820 1.1682 0.846 0.8560
6 14 11 1.1529 1.1232 0.8674 0.8903
7 13 11 1.0906 1.0901 0.9169 0.9173
8 16 11 1.0886 1.0869 0.9186 0.9200
9 15 11 1.0786 1.0740 0.9271 0.9311
10 14 10 1.0563 1.0542 0.9467 0.9486
The k-DGG preliminary phase
We modify the way flow is reduced when moving terminals along the path from the sources to the sink in the
preliminary phase of the algorithm. In Figs. 1–3 we give an example on how the gap can be reduced by relaxing
the uniformity constraints in this phase, and the expected advantage in terms of congestion. Let us introduce the
quantity Di as the remaining quantity of demand to be satisfied for commodity i when processing the terminals in the
preliminary phase. When the algorithm starts, Di = di,∀i ∈ C. Let us now describe the modified preliminary phase.
When moving the first terminal t1i of a certain commodity i, we consider all the arcs with head node in t
1
i and a flow
value greater than or equal to dji = di/k. Once an arc e is selected, instead of reducing immediately the flow on e
by dji and eventually deleting e if its flow completely vanishes, one can simply store the choice of e in path P 1i and
go on trying to move further this terminal towards the source, until either it is no more possible to move t1i (due to
a flow quantity on all the incoming arcs less than dji ), or the source has been reached. In the former case, the flow on
P 1i will be reduced by d
j
i and the next terminal will be processed. In the latter case, we can update the demand for
this terminal, setting d1i equal to the minimum between Di and the minimum flow value along the arcs of the current
P 1i path. Then we reduce the flow along the path by d
1
i . Once the flow reduction has been performed, two operations
can be carried out: the arcs on P 1i whose flow has been completely deleted can be eliminated from the graph, as for
the original DGG algorithm. Moreover, the remaining quantity of demand Di to be satisfied for commodity i can be
reduced by d1i , and, if d
1
i had been increased with respect to di/k, the demand on terminals t
2
i , . . . , t
k
i is updated as
d
j = Di/(k − 1),∀j  2. Note that such new values for demands are strictly lower than di/k. In order to move thei
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Computational results of the DGG and k-DGG algorithms on a 4-unbalanced set of dense acyclic networks
n m k Time Congestion Throughput
DGG k-DGG DGG k-DGG DGG k-DGG
20 190 1 0 0 3.0298 3.0298 0.3301 0.3301
2 0 0 2.3595 1.8949 0.4238 0.5277
3 0 0 1.7227 1.6146 0.5805 0.6193
4 0 0 1.5681 1.5328 0.6377 0.6524
5 1 1 1.4816 1.3803 0.6749 0.7245
6 0 1 1.3464 1.3336 0.7427 0.7499
7 1 1 1.2806 1.2805 0.7809 0.7809
8 1 1 1.2599 1.2494 0.7937 0.8004
9 1 1 1.2375 1.214 0.8081 0.8237
10 1 1 1.2104 1.1525 0.8261 0.8677
30 435 1 1 1 3.5692 3.5692 0.2802 0.2802
2 1 1 2.047 1.9544 0.4885 0.5117
3 1 1 1.9121 1.7636 0.5230 0.5670
4 1 2 1.6293 1.6113 0.6138 0.6206
5 2 2 1.5377 1.4542 0.6503 0.6877
6 2 1 1.4449 1.3941 0.6921 0.7173
7 2 2 1.3616 1.3382 0.7345 0.7473
8 1 2 1.3350 1.2881 0.7490 0.7764
9 2 2 1.2839 1.2810 0.7789 0.7806
10 2 2 1.2758 1.1202 0.7838 0.8927
40 780 1 3 3 2.9265 2.9265 0.3417 0.3417
2 3 4 2.3058 1.9369 0.4337 0.5163
3 4 3 1.6859 1.6837 0.5932 0.5939
4 3 4 1.6822 1.5398 0.5944 0.6494
5 3 3 1.5241 1.4919 0.6561 0.6703
6 4 3 1.4759 1.4255 0.6775 0.7015
7 4 4 1.4192 1.3828 0.7046 0.7232
8 4 4 1.3648 1.3246 0.7327 0.7550
9 4 4 1.3221 1.2933 0.7564 0.7732
10 3 4 1.2926 1.1737 0.7736 0.8520
next terminal t2i , the same steps will be performed. If Di goes to zero before all terminals are processed, it just means
that less than k paths were needed in order to support flow of commodity i in the input flow assignment. When, at
the end of the preliminary phase, all terminals have been processed, those still remaining on nodes different from the
source are associated with a demand less than or equal to di/k, and can be processed by the augmenting cycle loop
as in the original DGG algorithm, preserving in such a way the approximation ratio. The choice between two or more
incoming arcs can be done by selecting always those arcs with a higher incoming flow value, as proposed in [5] for
the augmenting cycle step. Moreover, commodities will be processed according to a decreasing ordering with respect
to demand values. In Table 3 a scheme of the modified preliminary phase of the k-DGG algorithm is presented.
3. Computational results
3.1. Experimental framework
The DGG algorithm and its improved variant, the k-DGG algorithm, were implemented in the Ansi C++ language.
While presenting the results, we will refer to the DGG algorithm as the simple adaptation of the original DGG to
the k-splittable flow problem. For any instance of the single-source k-splittable flow problem, the related minimum
congestion fractional flow problem is solved at the optimum by invoking the ILOG Cplex 7.1 LP solver. After that,
the fractional solution must be processed by eliminating all flow cycles, and by introducing k terminals for each
commodity, with a fraction 1/k of the original demand. Then, the original DGG algorithm scheme presented in
Table 1 is carried out.
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Computational results of the DGG and k-DGG algorithms on a 4-unbalanced set of dense acyclic networks
n m k Time Congestion Throughput
DGG k-DGG DGG k-DGG DGG k-DGG
50 1225 1 7 6 3.2389 3.2389 0.3088 0.3088
2 7 6 1.8799 1.7866 0.5320 0.5597
3 7 6 1.7113 1.6871 0.5844 0.5927
4 6 8 1.6513 1.5378 0.6056 0.6503
5 7 7 1.5015 1.4323 0.666 0.6982
6 7 7 1.4095 1.4071 0.7095 0.7107
7 6 7 1.3951 1.3709 0.7168 0.7294
8 8 8 1.3345 1.3104 0.7494 0.7631
9 7 8 1.2490 1.1949 0.8006 0.8369
10 7 8 1.1356 1.1100 0.8806 0.9009
60 1770 1 11 10 2.2754 2.2754 0.4395 0.4395
2 12 11 2.2584 2.2417 0.4428 0.4461
3 10 12 1.7705 1.6512 0.5648 0.6056
4 11 11 1.6050 1.5942 0.6230 0.6273
5 11 13 1.5226 1.4561 0.6568 0.6867
6 11 10 1.4207 1.4099 0.7039 0.7092
7 11 13 1.4099 1.3696 0.7093 0.7301
8 13 13 1.3226 1.3215 0.7561 0.7567
9 12 12 1.3203 1.2016 0.7574 0.8323
10 13 12 1.1101 1.0863 0.9008 0.9205
70 2415 1 17 19 2.3670 2.3670 0.4225 0.4225
2 16 17 2.2565 1.7199 0.4432 0.5814
3 18 19 1.6134 1.5057 0.6198 0.6642
4 16 17 1.4610 1.4592 0.6845 0.6853
5 18 17 1.4585 1.4581 0.6856 0.6858
6 17 17 1.3422 1.3297 0.7450 0.7520
7 21 19 1.3135 1.2406 0.7613 0.8060
8 17 21 1.1992 1.1952 0.8339 0.8367
9 20 20 1.1933 1.1362 0.8380 0.8802
10 21 19 1.0448 1.0233 0.9571 0.9772
The implementation of the k-DGG algorithm differs only for the preliminary phase, that is implemented following
the scheme in Table 3.
As a testbed for these algorithms, we considered two sets of dense acyclic networks with randomly generated arc
capacities and commodity demands. Indeed, due to the presence of a very high number of arcs in such networks, and
consequently to the possibly huge quantity of different paths connecting terminals, the task of turning an arbitrary
splittable flow in a k-splittable one results particularly challenging on these networks. The first set of instances is
balanced, since parameters were fixed in such a way that the maximum demand does not exceed the minimum arc
capacity. The second set is 4-unbalanced, being the maximum ratio between demand and capacities equal to 4. Both
the sets were generated in such a way to obtain an optimal fractional flow equal to 1. Both the algorithms were tested
on a 1500 MHz Pentium 4 PC with 512 MB of RAM.
3.2. Analysis of the results
In Tables 4–7 the results obtained on dense acyclic networks are presented for both balanced and 4-unbalanced
classes of instances. Note that computational times do not take into account neither the time requested by the solver
to provide the fractional optimum, nor the time required for cleaning the original network from the arcs with zero
flow, since times were measured starting from the beginning of the preliminary phase. Moreover, being the instances
based on acyclic networks, it was possible to skip the flow cycles detection during the initialization phase, by applying
the algorithm directly to the fractional flow. Results are presented in the tables in terms of both minimum congestion
achieved and corresponding maximum routable demand fraction, or throughput, in order to improve the readability of
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the results. The k-DGG algorithm, by exploiting the chance to assign different flow values on each of the k paths, out-
performed in many cases the original version of the DGG algorithm. The average congestion is higher on unbalanced
instances for both the two versions of the algorithm, since arcs have to cope with a higher flow increase with respect
to the fractional solution. On unbalanced instances, the advantage of relaxing the uniformity constraints during the
preliminary phase is clearer, even if it is still present for balanced instances. The theoretical gap between the minimum
congestion k-splittable flow and the uniform exactly k-splittable variant is partly filled by the modified preliminary
phase. In general, the algorithms confirm a better experimental performance than the theoretical one on both balanced
and unbalanced instances. From the computational time point of view, we can observe that measured values for the
two algorithms are quite similar, sometimes with a slight increase for the DGG algorithm. This can be motivated by
the fact that, due to the uniformity constraints in the original preliminary phase, a higher quantity of flow has to be
processed on average in the main routine for the DGG algorithm than for k-DGG. Recall that augmenting cycle loops
run in time O(n · m), while the preliminary phase has a O(k · m) × complexity.
Chart in Fig. 4 shows the improvements of the k-DGG algorithm with respect to DGG: being congDGG the con-
gestion value found by DGG and congk-DGG that of the improved one, we define gain(%) = (congDGG−congk-DGG)∗100congDGG ,
and compute the average of such values for all the instances of the two classes. The results are presented with respect
to increasing values of k.
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