Abstract. Let the function f : R 
We recall (see [6] by A. Pringsheim) that the double series (1.1) is said to converge in Pringsheim's sense to the sum s ∈ C, in symbols:
s m,n = s if for every ε > 0 there exists κ 1 = κ 1 (ε) ∈ N such that (1.3) |s m,n − s| < ε if min{m, n} > κ 1 .
We note that A. Zygmund uses this convergence notion without the term "in Pringsheim's sense"; see in [9, on p. 303, just after the formula (1.18), and he actually defines it for
It has been observed by many authors that the convergence of a double series in Pringsheim's sense implies neither the boundedness of its terms a j,k , nor the convergence of its so-called 'row' and 'column' series defined respectively by
For the reader's convenience, we give the following Examples 1 and 2 of these phenomena.
Example 1. Let the terms a j,k of (1.1) be given in Figure 1 below. Clearly, we have 
Example 2. Let the terms a j,k of (1.1) be given in Figure 2 . In this case, each row series and each column series of (1.1) contains only two nonzero terms, but ( The converse situation may also occur when the double series (1.1) converges in Pringsheim's sense, while each row series and each column series of (1.1) diverges. See, e.g., the following
We observe that if the double series (1.1) converges in Pringsheim's sense, then it follows from (1.2) and (1.3) that for every ε > 0,
In contrast to single sequences, the fulfillment of (1.5) for every ε > 0 does not imply the convergence of (1.1) in Pringsheim's sense. See, e.g., the following Example 4. Let the terms a j,k of (1.1) be given in Figure 4 below. In this case, (1. rediscovered by the present author in [4] , where it was defined by an equivalent condition, and it was called there as 'convergence in a restricted sense'. Our definition reads as follows:
(1.1) is said to converge in a restricted sense if for every ε > 0 there exists
The essential difference between (1.5) and (1.6) is that the term 'min' is changed for 'max' relating to the lower limits of the double sums involved in them.
It follows from (1.6) that
Since this is true for every ε > 0, by the Cauchy convergence criterion, the convergence of (1.1) in a restricted sense implies its convergence in Pringsheim's sense, and therefore the sum of a double series which satisfies condition (1.6) is well defined. Furthermore, taking M = m or N = n in (1.6), we see that each of the row and column series in (1.4) satisfies the ordinary Cauchy convergence criterion; consequently, each of them converges.
This shows that our definition (1.6) implies the fulfillment of the definition of regular convergence given by Hardy. To check the converse implication, it is enough to refer to condition (1.5) and to the fact that a finite number of convergent row and column series converge uniformly. From now on, we will use the term 'regular convergence' for double series (1.1) which satisfy condition (1.6).
It is obvious that if the double series (1.1) converges absolutely, that is, if
then it also converges regularly. The converse implication is not true in general. See, e.g., the following Example 5. Let the terms a j,k of (1.1) be given in Figure 5 . In this case (1.1) converges regularly, but it fails to converge absolutely.
. . . . . . We recall that if the double series (1.1) converges absolutely, then its sum can be also computed by successive summation as follows:
The following Theorem 1 is folklore. For the reader's convenience, in the sequel we present a proof of Theorem 1. Since the double series (1.1) converges regularly, it converges in Pringsheim's sense, and each of its row and column series also converges. Denote by s the sum of the double series (1.1), and by r j the sum of its jth row series, that is,
Given any ε > 0, by (1.6), we have
Letting N → ∞ gives
By (1.8), we may write that
It follows from (1.2), (1.9) and (1.10) that
Combining the inequality just obtained with (1.3) yields
Since ε > 0 is arbitrary, this proves the first equality in (1.7).
The proof of the second equality in (1.7) runs along analogous lines. The proof of (1.7) is complete. ⊔ ⊓ convergence of the family of double sine integrals of the form
and the double sequence {a j,k } ⊂ C satisfies one of certain generalized monotonicity conditions. Now, we proved the following
then the regular convergence of the double sine series (1.11) is uniform in (x, y).
Conversely, if {a j,k } ⊂ R + is such that the regular convergence of the double sine series (1.11) is uniform in (x, y), then condition (1.12) is satisfied.
On the other hand, all our attempts have failed so far to prove an analogue of Theorem A when regular convergence is exchanged for convergence in Pringsheim's sense, and the 'max' is exchanged for 'min' in (1.12). To be more precise, the proof of the sufficiency part of any analogue of Theorem A seems to be hopeless in the case of convergence in Pringsheim's sense uniformly in (x, y); while the proof of the necessity part of the analogue of Theorem A is routine.
Remark 2. In Harmonic Analysis (e.g., Fourier series, see in [9, Ch. XVII] by A. Zygmund) one frequently meets double series of the form
Using the notion of symmetric rectangular partial sum defined by
the convergence of (1.13) in Pringsheim's sense is also defined by (1.3). Accordingly, the so-called row series of (1.13) are defined by
and the column series of (1.13) are defined analogously (cf. (1.4) ).
In the definition of the regular convergence of (1.13), instead of (1.6) we require the fulfillment of the following condition: Keeping definition (1.6) in mind , the double sequence (s m,n ) is said to converge regularly if for every ε > 0 there exists some κ 2 = κ 2 (ε) ∈ N such that
It is routine to check that the regular convergence of a double sequence implies its convergence in Pringsheim's sense. Therefore, the finite limit of a regularly convergent double sequence is well defined. Furthermore, if a double sequence (s m,n ) converges regularly, then each of the single sequences (s m,n : m ∈ N) for fixed n ∈ N, and (s m,n : n ∈ N)
for fixed m ∈ N, converges; and similarly to Theorem 1, we have 
Convergence of double integrals of locally integrable functions over R

+
We consider the double integral (2.1)
The rectangular partial integrals of (2.1) are defined by
where f :
for every bounded rectangle
). Analogously to the case of double series, the double integral (2.1) is said to converge in Pringsheim's sense to some I ∈ C , or it is equivalently said that I is the sum of (2.1) in Pringsheim's sense, in symbols:
I(x, y) = I, if for every ε > 0 there exists
We note that if the double integral (2.1) converges in Pringsheim's sense, then it follows from (2.2) and (2.5) that for every ε > 0, (2.6) 
Then the double integral (2.1) fails to converge in Pringsheim's sense, while (2.6) is satisfied since
We recall (see in [5] ) that the double integral (2.1) is said to converge regularly if for every ε > 0 there exists ρ 2 = ρ 2 (ε) ∈ R + such that (2.8)
The essential difference between (2.5) and (2.8) is that the term 'min' is changed for the term 'max' relating to the lower limits in the double integrals involved in them.
It follows from (2.8) that
Since this is true for every ε > 0, by the Cauchy convergence criterion, the regular convergence of (2.1) implies its convergence in Pringsheim's sense, and therefore the sum of a regularly convergent double integral (2.l) is well defined. The converse statement is not true in general. For example, consider the double series (1.1) in Example 1 of Section 1, and define the function f by (2.7). Then the double integral (2.1) converges to 0 in Pringsheim's sense, but it fails to converge regularly.
It is obvious that if f ∈ L 1 (R 2 + ), then the double integral (2.1) converges regularly, and its sum I equals the integral of f over the whole first quadrant R in this case, we mean that for every c ∈ R + the finite limits in (2.9) exist uniformly in (y, y 1 ), where 0 ≤ y < y 1 ≤ c. In other words, for every c > 0 and ε > 0, there exists ρ 3 = ρ 3 (c, ε) > 0 such that
Analogously, if the double integral (2.1) converges regularly, then the finite limit of the so-called 'vertical strip' integral (2.10) (ii) the finite limit of the 'horizontal strip' integral in (2.9) exists locally uniformly in (y, y 1 ), where y 1 > y ≥ 0; as well as the finite limit of the 'vertical strip' integral in (2.10) exists locally uniformly in (x, x 1 ) , where x 1 > x ≥ 0.
Proof of Theorem 2. It is routine.
In the following Example 7 we show that (contrary to the case of double series) the sufficiency part of Theorem 2 fails if we drop the requirement "locally uniformly" in condition (ii).
, where k = 0, 1, 2, . . .; 0 otherwise;
, the double integral (2.1) converges to 0 in Pringsheim's sense, all its 'horizontal strip' integrals as well as all its 'vertical strip' integrals converge to 0, but not locally uniformly, and the double integral (2.1) fails to onverge regularly. We even observe that the marginal functions then the regular convergence of the double sine integrals (2.11) is uniform in (x, y).
) and the regular convergence of the double sine integrals (2.11) is uniform in (x, y), then condition (2.12) is satisfied.
On the other hand, all our attemps have failed so far to prove an analogue of Theorem B when regular convergence is exchanged for convergence in Pringsheim's sense, and the 'max' is exchanged for 'min' in (2.12) and (2.13). Similarly to our remark made after Theorem A, the proof of the sufficiency part of any analogue of Theorem B seems to be hopeless in the case of convergence in Pringsheim's sense uniformly in (x, y); while the proof of the necessity part of the analogue of Theorem B is routine. 
Using the notion of symmetric rectangular partial integral defined by
the convergence of (2.14) in Pringsheim's sense is also defined by (2.5). In the definition of the regular convergence of (2.14), instead of (2.8) we require the fulfillment of the following condition: for every ε > 0 there exists ρ 2 = ρ 2 (ε) ∈ R + such that almost all fixed v 0 ∈ R + and u 0 ∈ R + , respectively, and
Before formulating our main Theorem 3 below, we make the following observation.
and the marginal function
Since a countable union of sets of measure zero is also of measure zero, it follows that if f ∈ where I ∈ C is the sum of the double integral (2.1) in Pringsheim's sense.
In order to reformulate Theorem 3 in a transparent form, first we introduce the following formal notations: Using these notations, (3.4) can be rewritten into the following form: Since ε > 0 is arbitrary in (3.8) , by virtue of the Cauchy convergence criterion, the finite limit in (3.2) exists, which we denote by I 1 (A); and this limit exists even uniformly in A > 0.
An analogous argument proves the existence of the finite limit in (3. Setting y 1 := B in the inequality just obtained, we find that for all 0 < A < ∞, In particular, it follows from (2.5) and (3.9) -(3.11) that Since ε > 0 is arbitrary in (3.12) and (3.13), we conclude (3.4) to be proved. ⊔ ⊓
