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Abstract
We present a general theory of quantum information propagation in
chaotic quantum many-body systems. The generic expectation in such
systems is that quantum information does not propagate in localized form;
instead, it tends to spread out and scramble into a form that is inacces-
sible to local measurements. To characterize this spreading, we define
an information speed via a quench-type experiment and derive a general
formula for it as a function of the entanglement density of the initial
state. As the entanglement density varies from zero to one, the informa-
tion speed varies from the entanglement speed to the butterfly speed. We
verify that the formula holds both for a quantum chaotic spin chain and
in field theories with an AdS/CFT gravity dual. For the second case, we
study in detail the dynamics of entanglement in two-sided Vaidya-AdS-
Reissner-Nordstrom black branes. We also show that, with an appropriate
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decoding process, quantum information can be construed as moving at the
information speed, and, in the case of AdS/CFT, we show that a locally
detectable signal propagates at the information speed in a spatially local
variant of the traversable wormhole setup.
UT preprint: UTTG-06-2019
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1 Introduction and results
Quantum information provides a unifying language that bridges the subjects of
quantum many-body physics, quantum field theory, and quantum gravity. For
example, in many-body physics, entanglement plays a crucial role in the classi-
fication of quantum phases of matter [1, 2, 3] and leads to powerful numerical
tools [4, 5]. In AdS/CFT [6, 7], it underlies the holographic emergence of space-
time [8, 9]. More generally, ideas and tools related to computational complexity
[10, 11, 12, 13], entanglement [14, 8, 15, 16], quantum error correction [17, 18],
and much else have led to new insights into all of the above areas of physics.
Our focus here is on the dynamics of quantum information in chaotic sys-
tems. The effect of interest is the scrambling of initially simple information into
a form that is inaccessible to local measurements [19, 20, 21]. For example, in
a chaotic system, two initial states with the same average energy but differing
in some local observable will rapidly become nearly indistinguishable from the
perspective of all local measurements. Related quantum information perspec-
tives on chaos and thermalization have recently shed on light on the physics of
systems ranging from spin chains to black holes [22, 23, 24, 25, 26, 27, 28, 29,
30, 31, 32, 33, 34, 35, 36, 36, 37, 38, 39, 40, 41, 42, 43, 44].
In this work, we consider spatially local systems and discuss a setup which
can be used to sharply measure the way initially localized quantum information
spreads in space as a function of time. For the class of models considered
here, we find that information spreads ballistically, at an information speed vI .
Moreover, we find that this speed is precisely related to two other characteristic
speeds, the entanglement speed vE , which measures how rapidly entanglement
grows after a quantum quench [45], and the butterfly speed vB , which measures
how rapidly perturbations spread in space [46, 47].
The setup we consider is a quench experiment with two ingredients. First,
given some spatially local chaotic system, we prepare an initial pure state |ψ〉
of some given energy density ε above the ground state. This state may be out
of local equilibrium, but chaos will lead to a late time state that is effectively
thermal at some temperature T (ε). At the initial moment, the entanglement
of any region A is taken to be a fixed fraction f of its thermal value, S(A) =
fs|A|+ · · · where 0 ≤ f ≤ 1, s is the thermal entropy density, and · · · denotes
subleading terms.
Second, we take an auxiliary qubit (or set of qubits) and maximally entangle
it locally with the system. This extra system is called the reference; it undergoes
no dynamics, except for this initial entangling operation. Now the system is
allowed to evolve for a time t. The goal is to recover the entanglement with the
reference using as small a system region as possible.
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Any subsystem whose mutual information with the reference is nearly max-
imal can recover the information. However, the size of the smallest such region
is expected to grow with time as the local information spreads. Restricting
to models with no chirality or preferred direction and considering the asymp-
totic limit of large regions and times, we find that local information spreads
isotropically at an information speed vI given by
vI =
vE(ε, f)
1− f . (1)
Here vE(ε, f) is the entanglement speed, which measures the rate of entangle-
ment growth starting from an initial state of energy density ε and entanglement
fraction f . We note that the prior literature on entanglement growth has fo-
cused primarily on the case f = 0, so what is commonly called the entanglement
speed is the single number vE(f = 0) in our notation.
Eq. (1) is our main result; the evidence for it comes from three sources, a
general quantum information argument, a microscopic spin chain calculation,
and holographic calculations using AdS/CFT. As such, we conjecture that it
holds generally for translation invariant chaotic quantum systems ranging from
spin chains to black holes. As a function of f , we find that vI ranges from
vE(f = 0) at f = 0 to vB at f = 1. Hence, our setup unifies the entanglement
speed vE(0) and butterfly speed vB by showing that they are particular limits
of a general information speed. We also find that the various velocities depend
only on energy density and other conserved quantities and, in the case of vE ,
on the entanglement fraction f .
In fact, we argue for a more general formula of the form
vI = min
(
vE(, f)
1− f , vB()
)
, (2)
but, when we can calculate reliably, we find
vE(f)
(1− f) ≤ vB (3)
and
lim
f→1
vE(f)
1− f = vB . (4)
In particular, the statement that vE(f) ∼ vB(1 − f) + · · · near f = 1 has
appeared independently in recent membrane models of entanglement growth [48,
49].
From the perspective of our work, these statements would follow if the infor-
mation speed were a non-decreasing function of the fraction f . This conjecture
seems plausible since, as discussed below, more entanglement should only make
information transmission easier. In App. C we give a precise but non-rigorous
physical argument for the inequality vE(f) ≤ (1 − f)vL where vL is an ef-
fective light-cone speed at a given energy density; under the assumption that
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vL = vB , which we also argue for, the above bound follows. We note that the
coarse-grained entanglement growth model in Refs. [48, 49] also imply such an
inequality.
The key idea underlying Eq. (1) is a generalization of the Hayden-Preskill
protocol [19], which enables us to track where the information is located as a
function of time. That protocol has two key ingredients: a highly entangled
state and a scrambled output. The appearance of the minimum over vE and
vB in Eq. (2) arises because one or the other of these ingredients serve as a
bottleneck to information flow. The reason why the simpler Eq. (1) is obtained
is that entanglement generation appears to always be the slower process in the
cases we considered.
Interpreted directly, these results apply to the spreading and complexifica-
tion of information. They do not immediately imply that the information can
be read out locally. Indeed, this is generally thought to be impossible in chaotic
systems, unlike in weakly interacting systems where information can propagate
in localized wave-packets. However, with the right notion of signaling, we show
that information does actually move at the speed vI , although the decoding
operation may be quite complex. We also discuss a local variant of the re-
cent traversable wormhole setup [50, 51] in the limit f = 1 and show that, for
this particular situation, there is a coherent local signal that moves at speed
vI(f = 1) = vB . The possible extension of these wormhole results to more
generic models and away from f = 1 is an interesting open question.
We now outline in somewhat more detail the main results of the paper. In
section 2, we give a general quantum information theoretic argument for Eq. (1)
based on two streamlined assumptions about entanglement growth and operator
growth. The main technical tool is a variant of the Hayden-Preskill protocol.
The key result is that any region centered on the initial location of the quantum
information can recover said information provided the region’s entanglement
entropy has not yet saturated. Hence, the information velocity is
vI = lim
t→∞
Rsat(t)
t
, (5)
where Rsat(t) is the radius of the region whose entanglement has just saturated
at time t. Assuming the entanglement velocity sets the saturation time, then
Eq. (1) follows immediately. Of course, in general the entanglement of a region
will not exactly saturate at any fixed time, but we expect that generalizing to
the case of near saturation does not change the asymptotic scaling.
In section 3 we calculate the mutual information between system subregions
and the reference using a numerical Krylov technique applied to a spin chain
with 22 sites at energy densities corresponding to infinite temperature. The
information speed is directly measured by extracting the level sets of the mutual
information as a function of system size and time. The butterfly speed and the
entanglement speed are also independently measured. Combining these, we find
excellent agreement with Eq. (1) for small f and qualitative agreement for larger
f . We expect a significant finite size effect on the measurement of vE at large
f , so our results are consistent given the system sizes accessible to us.
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In section 4, we compute the information speed for strip-regions in any di-
mension as a function of temperature and charge density using planar charged
Vaidya-AdS-Reissner-Nordstrom black holes. This is done by computing HRT
surfaces [52] to determine which boundary regions have entanglement wedges [53,
54, 55, 56] that contain an infalling particle that is entangled with the reference.
The charge is a convenient additional handle which allows us to tune the ra-
tio of vE(0) to vB . The entanglement fraction is incorporated by studying a
thermofield double state at some pre-quench energy density which is quenched
to a higher energy density by a unitary perturbation. Our calculations are a
significant generalization of recent calculations corresponding to the f = 1 case
in CFTs [57]. With this setup, we show that both Eq. (1) and Eq. (5) are valid
in AdS/CFT. We are also able to compute vE(f) and verify that Eq. (4) holds.
While we focus on strips in any dimension, the results of this section could be
easily generalized to more general shapes.
In section 5 we discuss the problem of information transmission and its rela-
tion to scrambling. Turning again to Hayden-Preskill, we show that information
can in some sense be transmitted at the speed vI . More precisely, if some infor-
mation is initially encoded locally at position x = 0, then after a time t it will
be spread over a region of size vIt but we only need a small bit of the region
|x| < vIt plus the rest of the system to decode the information. We also gener-
alize the recent traversable wormhole story in AdS/CFT to the spatially local
case with f = 1. In this context, we show that there is even a locally detectable
signal moving at speed vI(f = 1) = vB , at least at large N .
Finally, in section 6 we summarize our results and discuss numerous exten-
sions and open questions raised by our work.
2 Quantum information argument
This section develops a general quantum information argument for the relation
in Eq. (1) for a broad class of chaotic systems. The argument focuses on the
asymptotic limit of large sizes and times, although the discussion can be re-
fined to include finite-size effects. For simplicity, we consider a one-dimensional
parity-symmetric chaotic system, although generalizations to higher dimensions
are possible.1
2.1 Assumptions and tools
The first main assumption concerns entanglement growth. Let |ψ〉 be a translation-
invariant pure state of energy density ε above the ground state. The general
expectation in a chaotic system is that any two such states behave identically as
far as local probes are concerned, except at early time before local equilibrium
has been reached. For our purposes, it suffices to assume that such states fea-
ture volume law entanglement and linear-in-time entanglement growth. More
1One subtlety in higher dimensions (or without the parity assumption) is that the infor-
mation speed can be anisotropic. Relatedly, one also needs to consider shape dependence.
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precisely, the entropy of a simply-connected region A is assumed to be
S[A,ψ(t)] = min {fs(ε)|A|+ vE(ε, f)s(ε)|∂A|t, s(ε)|A|} (6)
where s(ε) is the thermal entropy density at energy density ε and vE(ε, f) is
the above entanglement speed.
Hence, the states of interest exhibit possibly sub-thermal (corresponding to
f < 1) volume law entanglement at early time and a constant entanglement
growth rate until saturation. More realistically, one expects subleading in sys-
tem size corrections to the entropy and more complicated time-dependence.
However, the volume law component of the entanglement and the period of
constant entanglement growth are expected to dominate the physics at large
size and long time.
The second main assumption concerns chaos and operator growth. To set
the stage, the local physics is assumed to be describable in terms of a model
of “thermal cells”. There is a length scale ξ(ε) such that local observables
are approximately uncorrelated beyond range ξ(ε). Chunks of linear size ξ are
described by a Hilbert space of size esξ (in one-dimension), and the thermal
dynamics takes place in the tensor product space built from these local cells.
Consider a local perturbation created by an operator W restricted to a single
thermal cell. The growth of the perturbation can be measured using the size of
the Heisenberg operator W (t). We assume that this operator acting on a state
of a given energy density is approximately supported on an interval of length
2vB(ε)t. This means that on any state of the same energy density, we may
replace
W (t)|ψ〉 → W˜ (t)|ψ〉 (7)
where W˜ (t) is supported on an interval of length 2vBt or, equivalently, on
2vBt
ξ thermal cells. The spreading is assumed to be uniform in a precise sense
discussed below.
We will assume vE ≤ vB , as this is true in all known cases. However,
this inequality is not rigorously proven; for Lorentz-invariant field theories, the
weaker statement that vE ≤ c, with c the speed of light, is proven [58, 59]. We
assume that vB functions like the effective maximum speed limit at the given
energy density [47].
Given these assumptions, the main technical tool below is a generalization
of the Hayden-Preskill protocol. This protocol is illustrated in Figure 1; the top
panel illustrates the conventional Hayden-Preskill protocol, while the bottom
panel shows our generalized Hayden-Preskill protocol. Conventional Hayden-
Preskill considers three systems, a reference, a system, and a memory. After an
initial entangling operation, the system is the only party which has non-trivial
dynamics. One then finds that once the system is scrambled, access to the
memory plus a few bits of the system suffice to recover the information.
The simplest heuristic for this phenomenon comes from the no cloning theo-
rem. Suppose a reference is maximally entangled with a system in some complex
quantum state. Then we should be able to recover the entanglement with the
reference from any part of the system that contains a little more than half the
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Figure 1: Panel A (top): Conventional Hayden-Preskill protocol for a spatially
local scrambler. The right side of the dot-dashed line is the memory which is
maximally entangled with the system at time zero and frozen thereafter. The left
side of the dot-dashed line contains the system which undergoes local scrambling
unitary dynamics. Once the information correlated with the reference (red
circle) spreads over the whole system, access to the memory plus a few bits of
the system suffice to recover the entanglement with the reference.
Panel B (bottom): For f = 0 (or more generally f < 1), there is no (or
submaximal) entanglement with the memory. Instead, the local scrambling
dynamics will also dynamically generate the memory in addition to spreading
the information. The bottleneck step turns out to the generation of the memory,
hence relating the success of this generalized Hayden-Preskill protocol to the
generation of maximal entanglement.
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degrees of freedom. If we could get away with fewer than half, then we could
recover the entanglement in two different places simultaneously, violating no
cloning. The whole memory plus a little bit of the scrambled system is more
than half the degrees of freedom of system plus memory, so we expect recovery
of the reference entanglement to be possible.
Relative to conventional Hayden-Preskill, the key difference in our case is
that, except when f = 1, some or all of the “memory” which is entangled
with the “system” must be dynamically generated. Indeed, the “system” and
“memory” are all part of one large evolving system. Hence, even when maximal
entanglement has been generated, it will not be of simple Bell pair type as in
conventional Hayden-Preskill. However, this will not affect the criterion for
decoding since the distillation to Bell pairs can be done entirely within the
memory part (the complexification of the entanglement will likely make the
decoding more difficult).
2.2 Argument
Now for the main argument. Consider an initial state ψ0 which has entanglement
fraction f . All quantities considered below can depend on energy density, but
the explicit argument is suppressed for notational simplicity. At time zero, the
system is locally entangled with a reference system REF consisting of |REF|
qubits. This entanglement is produced by generating 2|REF| orthogonal states
using local operators restricted to a few thermal cells near the origin of space,
x = 0. Although REF can be more than a single qubit, the entangling operations
should not significantly change the energy density. However, some local energy
may be added to increase the number of active local degrees of freedom.
After the initial entangling operation, the reference is set aside, and the
system is allowed to evolve for a time t. The question, as outlined in the
introduction, is what is radius RI(t) of the smallest sized interval (of total
width 2RI) centered at the origin which can just recover the entanglement
with the reference. Some region A can recover the entanglement if the mutual
information is nearly maximal,
I(A : REF) = 2|REF| → recovery possible. (8)
Throughout the argument, A denotes an interval of radius R centered at the
origin.
Consider first the case of f = 1, so that the initial state is maximally ther-
mally entangled and in local thermal equilibrium on all scales. By assumption,
vB is the maximum speed limit; hence no information can travel faster than vB ,
so RI ≤ vBt. This statement should be understood as being valid on the scale
of a few thermal cells.
To show that actually RI = vBt, we argue that RI ≥ vBt. This is done by
asking under what conditions the complement Ac of a region A can recover the
entanglement. Because the overall state is pure, the mutual information obeys
I(A : REF) + I(Ac : REF) = 2|REF|, (9)
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so if I(A : REF) = 0 then necessarily Ac can recover the entanglement with
REF and vice versa. Because vB sets the growth speed of local operators
and because the initial state is highly entangled, the Hayden-Preskill protocol
implies that the information can be recovered in the complement if R < vBt.
Here is the precise argument. Let ∆A denote a chunk of A consisting of
a few thermal cells. If the radius of A is less than or equal to vBt, then this
chunk contains some of the output of the chaotic dynamics that has scrambled
the initial entanglement. As such, if this piece is sent to the complement of A,
then because Ac and A are maximally entangled, the Hayden-Preskill protocol
implies that the entanglement is now recoverable in the augmented complement,
Ac + ∆A. Hence, RI ≥ vBt. Combined with the upper bound RI ≤ vBt, we
learn that RI = vBt when f = 1.
The equality vI = vB will continue to hold for f < 1 if vB ≤ vE(f)/(1− f)
since the relevant regions will become maximally entangled fast enough for op-
erator growth to remain the bottleneck process. However, we should emphasize
that, apart from some unreliable large f spin chain numerics, we do not have
an example where vB < vE(f)/(1− f) for f < 1. It may be impossible.
More generally, when f 6= 1, it becomes necessary to track both the location
of the chaotic output and the degree of entanglement. This is because success
in Hayden-Preskill requires both access to the output and maximal entangle-
ment. It is now possible to recover the entanglement in A even when R < vBt
(assuming vE(f) < vB(1−f)) because even though the complement holds some
of the chaotic output, it does not yet have enough entanglement with A to use
the Hayden-Preskill protocol.
In fact, assuming vB > vE(f)/(1 − f), the minimum size region which can
recover the entanglement at a given time t is the one whose entanglement is just
about to saturate. To show this, consider a family of regions of different sizes
centered on the initial location of the information.
For this class of regions, we need to calculate the effective size of the system
plus memory in Hayden-Preskill. At a given moment in time, the overall system
has dynamically generated an effective “system” and “memory” for the purposes
of Hayden-Preskill. The effective size of the “system” plus “memory” is equal
to twice the size of the largest region whose entropy has just saturated. The
region that has just saturated is the “system” and the part of the complement
it is entangled with is the “memory”. Then any region has entropy has not yet
saturated has access to both the whole “system” and part of the “memory” and
hence can recover the information. By contrast, if a region has saturated its
entropy, it contains only part of the “system” and none of the “memory,” and
hence does not have access to the information (because its complement does,
by Hayden-Preskill).
The saturation time for a region of size R is
tsat = R(1− f)/vE(f), (10)
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so the information velocity is
vI =
R
tsat
=
vE(f)
1− f . (11)
Note that while the discussion here focused on pure states, it can be straight-
forwardly generalized to mixed states which are purified by some other system,
distinct from the reference. In this case, recovering information in the comple-
ment typically requires access to part of the purifying system as well.
3 Spin chain calculations
To be concrete, we study the above information protocol in a context of spin
chains with local interaction. Consider the following initial state,
|Ψ〉 = 1√
2
(|↑〉REF |ψ↑〉+ |↓〉REF |ψ↓〉) (12)
where the two states in the system ψ↑/↓ are orthonormal so that the reference
spin REF is maximally entangled with the system. Initially, we set the two
states as,
|ψ↑,↓〉 = P↑,↓ |Ψ〉 (13)
with proper normalization, where P projects the local state at site 0 to spin up
or spin down. As a result, the reference is entangled with the system through
the first spin. The dynamics of the system is governed by a local Hamiltonian
H, which does not affect the reference. As time increases, it is expected that
more and more spins start to participate in the entanglement between the ref-
erence spin and the system and that the local information spreads out. The
entanglement expansion is tracked by the mutual information,
I(REF, A) = SREF + SA − SREF∪A = SREF + SA − SA¯. (14)
where A¯ labels the compliment of A. The reduced density matrix of region A is
given by
ρA =
1
2
trA¯ (|ψ↑〉 〈ψ↑|+ |ψ↓〉 〈ψ↓|) , (15)
similar expression for ρA¯, from which SA and SA¯ can be calculated.
To study how the information velocity depends on the entanglement density
of the initial state, we prepare the initial state for the L sites spin chain as,
|Ψ〉 =
L/2∏
r=1
aσσ′ |σr〉 |σ′r+L/2〉 . (16)
where the coefficient a is chosen so that the entanglement between the spin on
site r and site r + L/2 is f log 2. The state |Ψ〉 is a generalization of L/2 Bell
pair, in which the entanglement between two spins in a pair is not maximal but
f log 2. As a result, |Ψ〉 has the required entanglement density f .
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Figure 2: (a) Comparing the information expansion between a product state
and a maximally entangled state. Evidently, the information expansion in the
maximally entangled case is faster. (b) The information speeds increases with
the entanglement density f , up to approximately the butterfly speed as f goes
to 1 and is tracked by vE(f)/(1− f). The entanglement speed as a function f
is shown in the inset.
After discussing the general set-ups, we study a specific example where the
Hamiltonian is given by the following mixed-field quantum Ising model in one
dimension,
H = −
(
J
L−1∑
r=1
ZrZr+1 + hz
L∑
r=1
Zr + hx
L∑
r=1
Xr
)
(17)
where Zr and Xr are local Pauli operators. We set the parameters J = 1,
hx = 1.05, and hz = 0.5. This model is generally non-integrable and has been
widely used to study quantum chaos and thermalization. In this problem, the
coefficient a in Eq. 16 is set to
a(f) =
(
1
2
I + ξY
)1/2
(18)
where ξ satisfies −(1/2+ξ) log(1/2+ξ)−(1/2−ξ) log(1/2−ξ) = f log(2). With
this set-up, the local density matrix is orthogonal to the energy density operator.
In other words, initial states with different f all have total energy 0. They are
all in the middle of spectrum and their entanglement entropy after long-time
unitary evolution is only bounded by the local Hilbert space dimension.
We apply the information protocol for systems with 22 spins. The unitary
time evolution is implemented by the standard Krylov subspace method. In
practice, we put the initial entangled spin on the boundary to allow for more
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space for information expansion. The mutual information between the reference
and subsystem with increasing length is shown in Fig. 2(a) for f = 0, i.e. a
product state and f = 1, a maximally entangled state. The comparison between
the two cases clearly indicates that information transport is slower for small
f , consistent with the general argument. We extract the information velocity
by a linear fit on the wavefront of the mutual information and plot it as a
function of f in Fig. 2(b). As f increases, the information velocity increases up
to approximately the butterfly speed from the out-of-time ordered correlator.
Furthermore, the f dependence of vI is captured by the general formula Eq. 1.
When f is large, it is difficult to extract vE accurately because the finite size
only allows limited room for the entanglement growth before saturation, and
any inaccuracy is amplified by (1− f)−1 when comparing Eq. 1 to vI , leading
to the deviation.
In condensed matter systems, the various speeds are usually difficult to cal-
culate analytically. One exception is the random circuit model in the large
spin limit, where it is shown that vB = 1 [36, 37], only restricted by geometry
structure of the unitary operators, and vE(f) = (1− f)−1 [60, 49, 61], obtained
from the subadditivity of the entanglement entropy. Applying the formula 1, we
obtain that vI = vB = 1, regardless of the entanglement fraction of the initial
state. This meets the expectation that the information should propagate as fast
as possible in this case, providing further support of our theory. Exploring the
information speed at finite q would be an interesting future research direction.
4 Holographic calculations: vI from HRT sur-
faces
We now turn to calculations using AdS/CFT to provide further evidence in
support of formula (1).
4.1 Information velocity from HRT surfaces
The scrambling of the entanglement between the system and the reference REF
is captured holographically by letting a particle entangled with REF fall into
the bulk from the boundary. The particle is contained inside the entanglement
wedge of some boundary region if and only if the entanglement between the sys-
tem and REF is recoverable inside that boundary region. This follows from a
direct computation of the mutual information using the quantum corrected RT
formula [62]. As the particle falls further and further into the bulk, the smallest
possible entanglement wedge that contains the particle grows in size, reflecting
the boundary statement that the system-reference entanglement is scrambled
over a larger and larger boundary region. We will study two examples of bulk
spacetimes:
(1) a planar black hole formed from the collapse of a thin, electrically charged
shell, i.e., the single-sided AdS-Reissner-Nordstrom-Vaidya solution, and
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(2) a charged, collapsing thin shell on top of the eternal AdS-RN black hole,
i.e., the 2-sided AdS-RN-Vaidya solution.
In each case, we let a particle fall into the bulk, and we find numerically
the smallest entanglement wedge containing that particle at different times on
the boundary. For simplicity, we will specialize to the case where the boundary
region is a strip with some extent [−R,R] along the x1-direction, and with
the other xi directions ranging from −∞ to ∞. The rate of expansion of that
smallest entanglement wedge gives us vI , which is the left-hand side of equation
(1):
vI = min
(
vE(f)
1− f , vB
)
(19)
As for the right hand side, vB is known independently and in the case of the
single-sided Vaidya solution, where f = 0, vE is also known analytically (see
the next paragraph). In the case of the two-sided Vaidya solution, we employ
analytic expressions derived in appendix A for vE(f), as well as perform an in-
dependent numerical study of the rate of growth of the entanglement entropy of
boundary strips with a fixed (but large) width as a consistency check of vE(f).
Using both methods we compare the left-hand side with the right-hand side for
f ranging from 0 to 1.
The reason why we include electric charge is that the near-extremality limit
allows for a parametric separation between the two velocities vE and vB , which
allows for cleanly verifying formula (1). To see this parametric separation, we
first record the formulae for vB and vE for the AdS-RN black hole in (d + 1)
dimensions. The butterfly speed is given by [63, 47]:
vB =
√
2piz+T
d− 1 (20)
where T is the temperature and d is the boundary spacetime dimension (and
we have set L = 1). The entanglement speed is given by [45, 64]:
vE =
√
1
η − 1
((
1− u
η
)η
− (1− u)
)1/2
(21)
with η ≡ 2(d−1)d and u ≡ 4piz+Td . We will focus on the near-extremality limit,
since in this limit the two velocities above are parametrically separated. In-
deed, vB scales as
√
T near extremality, while vE scales as T . Thus, vE is much
smaller than vB near extremality.
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Figure 3: Penrose diagram of the planar, 1-sided AdS-RN-Vaidya spacetime.
The infalling shell is in blue. The infalling particle is in green. The horizons are
in dashed gray, and the timelike singularities in red.
4.2 Single-sided AdS-RN-Vaidya
Thanks to the parametric separation between vE and vB mentioned above, we
expect that, for the single-sided AdS-RN-Vaidya solution:
vI = vE (22)
and this is what we would like to check holographically. The metric in this case
reads:
ds2 =
1
z2
[−f(z, v)dv2 − 2dzdv + d~x2] (23)
with
f(z, v) =
{
1 v < 0
1−mzd + q2z2d−2 v > 0 (24)
We draw the Penrose diagram of this spacetime in figure 3, together with the
null trajectory of an infalling particle which falls into the bulk at some time t0
on the boundary. We take t0 > 0 so that the particle falls in after the shock does.
In this spacetime, there exists two qualitatively different types of extremal
surfaces:
(1) the ones that pierce the infalling shell and poke into the empty AdS region,
and
(2) the ones that stay entirely outside the infalling shell.
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Figure 4: Phase diagram with the parameters z+ = 1 and z− = 1.001. The blue
dots lying on the green curve are numerically computed, and the green curve is
the interpolation of the blue dots.
We will refer to the first type as O-type extremal surfaces (O for out-of-equilibrium),
and the second type as E-type extremal surfaces (E for equilibrium). It might
be that both an E-type surface and an O-type surface exist, which are anchored
at the same boundary strip at the same boundary time. In that case, the HRT
surface is the extremal surface with the smallest area. The terminology E- and
O-type is motivated by the results of [45, 64]: this work found that - for a bound-
ary strip of a fixed width - the HRT surface is of O-type at intermediate times
(before thermalization), and the entanglement entropy grows linearly with time.
At sufficiently late time, the HRT surface is of E-type, and the entanglement
entropy has saturated to its final value.
We relegate to A the technical details of how to find extremal surfaces.
Appendix A works out the extremal surfaces in the more general case of the
2-sided Vaidya solution, but the single-sided case can be recovered as a special
case (where f = 0). We present the final numerical results in Figure 4 below
in the form of a “phase diagram”. The horizontal axis of the phase diagram is
the half-width R on the boundary, and the vertical axis is the boundary time
tb. Thus, points on the phase diagram scan over all possible boundary strips.
We numerically plot three curves (red, green and blue) which contain infor-
mation about whether the E- and O-type extremal surfaces exist for a given R
and tb, and whether the HRT surface is of E- or O-type. The meaning of each
of the three curves is as follows:
• The red curve tracks the boundary strips whose E-type surface barely
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contains the infalling particle. The intersection of this curve with the
vertical axis gives the boundary time at which the particle falls into the
bulk. Varying this time of in-fall corresponds to shifting the red curve in
the vertical direction. The reciprocal of the slope of the red curve at large
R, large tb is the butterfly speed vB .
• The blue curve follows the largest possible half-width R, for a given tb,
such that an E-type surface exists. In other words, points on the blue
curve are E-type surfaces whose tip lie on the infalling shell. If a point
(R,tb) on the phase diagram lies to the right of the blue curve, then there
is no E-type surface corresponding to those values of R and tb.
To see this, consider the eternal black hole geometry obtained by maxi-
mally extending the geometry to the future of the shell. Then the E-type
surface in that geometry, which is anchored at (R,tb), intersects the loca-
tion of the trajectory of the infalling shell in the Vaidya geometry. Sim-
ilarly, if a point (R, tb) on the phase diagram lies to the left of the blue
curve, then there exists an E-type anchored at that value of R and of tb.
• The dashed green curve represents boundary strips (R,tb) such that the E-
and O-type extremal surfaces both exist and have equal area. If a point
(R,tb) on the phase diagram lies to the right of the green curve (but to the
left of the blue curve), then both the E- and O-type surfaces exist, and
the HRT surface is of O-type. If a point (R,tb) on the phase diagram lies
to the left of the green curve, then both the E- and O-type surfaces exist,
and the HRT surface is of E-type.
From the phase diagram, we can infer the smallest entanglement wedge con-
taining the infalling particle. That wedge is given by either the red or the green
curve, whichever is closer to the vertical axis. When the particle has barely
fallen into the bulk, the red curve lies closer to the vertical axis than the green
one, and the smallest entanglement wedge containing the particle is of E-type.
At later times, however, the green curve lies closer to the vertical axis than
the red one, and the smallest entanglement wedge containing the particle is of
O-type. Since we are only interested in the late-tb, large-R limit, we conclude
that vI is the reciprocal of the slope of the green curve.
Numerically, vE ≈ 0.00122291 for our choice of z+ and z−, whereas the recip-
rocal of the slope of the green curve is found to be around 0.00121461, agreeing
with vE to within better than 1%. Finally, we also note that the fact that the
reciprocal slope of the green curve is vE can be derived analytically. We present
that derivation in appendix (A) in the more general framework of the 2-sided
AdS-RN-Vaidya solution.
4.3 2-sided AdS-RN-Vaidya
Next, we study the case of 2-sided AdS-RN-Vaidya. The main advantage of this
case, compared to the single-sided case, is that we can vary the entanglement
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fraction f away from f = 0. The metric is given by:
ds2 =
1
z2
[−h(z, v)dv2 − 2dzdv + d~x2] (25)
with
h(z, v) = hi(z) + Θ(v) (hf (z)− hi(z))
hi(z) = 1−mizd + q2i z2d−2
hf (z) = 1−mfzd + q2fz2d−2
(26)
and Θ(v) is a Heaviside step function. Here mi, qi are the initial mass and
charge, and mf , qf are the final mass and charge. We will also denote by zi,+
and zi,− the two roots of h(z, v) before the shell, and zf,+ and zf,− the two
roots of h(z, v) after the shell.
The equilibrium entropy density after thermalization is holographically given
by:
seq =
1
4GN
(
L
zf,+
)d−1
(27)
and the entanglement fraction f is:
f =
(
zf,+
zi,+
)d−1
(28)
We keep fixed the geometry to the future of the shell in order to keep vB fixed
(since vB only depends on the geometry to the future of the shell for a particle
falling into the bulk after the shell does), and vary the geometry to the past of
the shell in order to vary f . Taking advantage of the fact that vB and vE(f = 0)
are parametrically separated near extremality, we choose the future geometry
to be fixed zf,+ = 1 and zf,− = 1.01. For these values, equations (20) and (21)
give vB ≈ 0.121 and vE(f = 0) ≈ 0.012.
For each value of f , on the one hand, we produced a “phase diagram” similar
to the one for the single-sided AdS-RN-Vaidya solution shown previously. From
this phase diagram, we extracted vI from the slope of the green curve. On the
other hand, we compute the entanglement velocity through two methods. First,
we employ the results of appendix A that
vE =
zd−1f,+
zd−1i,+
√√√√−hf (zm)(z2(d−1)i,+
z
2(d−1)
m
− 1
)
(29)
with zm being the location of the local minimum of the function hf (z)
(
z
2(d−1)
i,+
z2(d−1) − 1
)
between zf,+ and zi,+. As a consistency check, we also compute vE numerically
through the following method. We first compute the entanglement entropy as a
function of time for a boundary strip with a fixed but large half-width R. From
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Figure 5: Left panel: Red and greed dots are vI and vE(f)/(1−f), respectively,
computed numerically for a range of values of the entanglement fraction f . The
blue line is vE(f)/(1−f) as obtained through equation (29). Right panel: Green
dots show numerically obtained values of vE , while the blue line is vE(f) from
equation (29).
this, we extract the value of vE corresponding to that value of f from the rate
of growth of the entanglement entropy at the moment of saturation.
With these results in place, we then compare the two sides of equation (1)
and present the findings in figure 5.
As can be seen from the left panel of figure 5, there is very good agreement
between vI and vE/(1−f). This constitutes evidence in support of formula (1).
Let us make a few more comments about this figure:
• As f → 0, our numerical checks and analytic expression for vE(f) agrees
with the analytical formula given in [64, 45] for AdS-RN.
• We note also that vE/(1 − f) is always smaller than vB over the whole
range of f . This is a striking difference from the spin-chain plot (figure
2), where vE/(1 − f) exceeds vB for f close enough to 1, resulting in a
“plateau” where vI saturates at large f . In the holographic case, we have
instead that vE tends to vB(1− f) as f → 1. This is checked analytically
in appendix A.9, and is consistent with the findings in [65].
• From equation (28) for f , we note that f is not dependent on the parameter
zi,− (this is the location of the inner horizon of the black hole if there were
no infalling shell). A priori, it might be that vE is dependent on both f
and zi,−. In CFT terms, such a dependence would mean that vE depends
on both f and another parameter characterizing the initial state, such as
the pre-quench charge density. While the behavior of extremal surfaces
which probe the pre-shock geometry (type O) is in principle effected by
other parameters of that geometry, the limit of large regions and late times
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which defines vE eliminates dependence on pre-shock parameters besides
zi,+, as is evident in equation (29). Therefore vE is only a function of f ,
not of zi,−.
5 Information transmission and decoding
In this section, we discuss in what sense information is actually being transmit-
ted at the speed vI . What we have shown so far is that information is spreading
in space at a speed vI , but as discussed in the introduction, we do not expect
this spreading effect to manifest as a localized motion. Instead, the information
is being scrambled up into more complex degrees of freedom. However, we show
that if one is willing to complete a complex decoding process, one can view the
information as being transmitted at speed vI . We also analyze a spatially local
variant of the traversable wormhole story and show that information is again
being sent at speed vI , this time in a locally detectable form.
5.1 Signalling protocol using Hayden-Preskill
What should we mean by information transmission? If transmission is taken to
mean local detectability, then barring special protected modes (e.g., hydrody-
namic sound), information is simply not transmitted in a fashion that is locally
detectable in chaotic systems. On the other hand, if we are allowed to act over
a large region with a complex quantum operation, then information might be
transmitted.
Let us say that information initially located at position x = 0 is transmitted
at speed vT if it is the largest speed v such that information can be decoded
by acting only on degrees of freedom with |x| & vt. In other words, vT is the
largest speed such that we can decode the information without access to any
degree of freedom within vT t of x = 0. We are allowed to use arbitrary degrees
of freedom that are further than vT t from x = 0.
For information traveling in localized form, say in some kind of wavepacket,
the transmission speed is the wavepacket speed. If vT were higher than the
wavepacket speed, then we could not get the information since it is localized
in the wavepacket. If vT were less than the wavepacket speed, we could re-
cover the information (since we can act on everything else which includes the
wavepacket), but this would be the fastest speed with this property. Hence, vT
is the wavepacket speed.
The key result of this section is that, with vT defined as above, the Hayden-
Preskill protocol implies that vT = vI . This is because given access to the
complement, we only need a small piece of the region |x| ≤ vIt to recover the
information. In other words, if one controls all of a system with |x| ≥ R, then
one has access to the information after a transmission time tT = R/vI . The
conventional dynamics of the system could be switched off at that time, and
the information could be recovered by applying a complex quantum operation
to the degrees of freedom in the region |x| ≥ R.
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5.2 Signalling protocol using traversable wormholes
We now turn to the setting of traversable wormholes and consider an eternal
black hole rendered traversable by coupling the two boundaries with a spatially
localized coupling. For previous related studies, see [50, 51, 66, 67, 68, 69]. More
specifically, we will compute a certain squared commutator which quantifies the
degree of traversability of the wormhole. We will show that there is a time
window (“the sweet spot”) where the traversability is the largest, that this
sweet spot starts to appear around the scrambling time, and that the sweet
spot propagates at the information speed. To discuss the simplest possible case,
we consider a two-dimensional conformal field theory in which the information
speed is equal to the speed of light for all f and an initial state with f = 1.
5.2.1 A few generalities
This subsection reviews the formalism of traversable wormhole as presented in
[51]. Consider a generic eternal black hole. In Kruskal coordinates, the metric
takes the form:
ds2 = −a(UV )dUdV + r2(UV )dy2 (30)
We define a0 = a(0) to be the value on the horizon of the functions a, and denote
by r+ the horizon radius. We take the time coordinate to increase upward on
both boundaries. We insert a localized coupling between the two boundaries of
the form:
δH(t0, x0) =
g
K
K∑
i=1
OiR(t0, x0)OiL(t0, x0) (31)
where we use a large number K of light fields, all of which have the same
conformal dimension, to take advantage of certain simplifications. Note that
the coupling is nonzero only at time t0 and position x0. Also, we would like to
send a signal using φ-quanta from the location (tL, xL) on the left boundary to
the location (tR, xR) on the right boundary. We illustrate this general set-up
in figure 6. Coupling the two boundaries generates negative null energy in the
bulk [50]. As the φ-quanta sail through this negative null energy, it undergoes
a Shapiro time advance (rather than the usual time delay) and escapes to the
other side. On the other hand, the backreaction of the φ-quanta generically
make the wormhole longer and therefore less traversable. Due to these two
competing effects, we expect traversability to be limited to certain sweet spots.
We will detect traversability by studying the commutator
〈[φL, φR]〉V ≡ 〈[φL, e−iVφReiV ]〉 (32)
where φL,R have boundary spacetime labels φL = φL(tL, xL), φR = φR(tR, xR),
and V = ∫ t
t0
dt1δH(t1, y0). We will often not explicitly write the spacetime label
for φL,R for compactness of notation. As argued in [51], a nonzero value of
the commutator above means we have managed to send information across the
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Figure 6: Setup of the traversable wormhole calculation. The coupling between
the two sides gives rise to a wavefunction which has negative null energy (in
red). The message (in green) undergoes a negative Shapiro delay.
wormhole.
Assuming the operators are Hermitian, we can equivalently study the correlator:
C ≡ 〈e−iVφReiVφL〉 (33)
since the original correlator is proportional to the imaginary part of C. Using
large-K factorization, we moreover have:
C = e−i〈V〉C˜ (34)
with
C˜ = 〈φReiVφL〉 (35)
After some manipulations, the details of which we will skip here but which we
describe in appendix B, we can express C˜ in the form:
C˜ = α
∫
dpUdxpUΨ∗2(p
U , x)Ψ3(p
U , x)eiD (36)
with
D = αg
∫
dqV dyqV Ψ∗1(q
V , y)Ψ4(q
V , y)eiδ(s,b) (37)
and
α =
a20
4pird−1+
(38)
δ =
4piGNa0
rd−3+
pUqV f(|x− y|) (39)
f(|x− y|) = µ
(d−4)/2
2(2pi|x− y|)(d−2)/2 e
−µ|x−y| (40)
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µ2 =
2pi(d− 1)r+
β
(41)
In the above, eiδ is basically the scattering amplitude coming from a certain
shockwave computation (as explained in appendix B). Furthermore, the function
Ψ1, . . . , Ψ4 are the wavefunctions of the quanta, which are also the Fourier
transform along the horizon of the bulk-to-boundary propagator:
Ψ1(p
V , x) =
∫
dUeia0p
V U/2〈ΦO(U, V, x)OL(t1)〉|V=0 (42)
Ψ2(p
U , x) =
∫
dV eia0p
UV/2〈Φφ(U, V, x)φR(tR)〉|U=0 (43)
Ψ3(p
U , x) =
∫
dV eia0p
UV/2〈Φφ(U, V, x)φL(tL)〉|U=0 (44)
Ψ4(p
V , x) =
∫
dUeia0p
V U/2〈ΦO(U, V, x)OR(t1)〉|V=0 (45)
where ΦO is the bulk field dual to O, and Φφ is the bulk field dual to φ. We will
also adopt the notation K(U, V, x;U1, x1) for the bulk-to-boundary propagator
between point (U, V, x) in the bulk and point (U1, x1) on the boundary.
5.2.2 Example of planar BTZ black hole
We now specialize to the planar BTZ black hole in order to have analytic
tractability. The disadvantage of specializing to this solution is that vB is just
the speed of light in 3 dimensions. Nevertheless, this will be sufficient for our
purposes.
The bulk-to-boundary propagator for the planar BTZ is given in Kruskal coor-
dinates by:
K(U, V, x;U1, x1) =
r∆+
2∆+1pi
[
1 + UV
(1− UV ) cosh (r+∆x) + U1V − UU1
]∆
(46)
where ∆x = x − x1. Also, the specific forms of the wavefunctions Ψ1, Ψ2, Ψ3
and Ψ4 are written down in the appendix (see equations (107)- (110)). Plugging
those wavefunctions into (36) and (37), and performing the qV integral exactly
gives:
C˜ = αψe
r+∆ψ(tL−tR)
∫ ∞
0
dpU
∫ ∞
−∞
dx(pU )2∆ψ−1e2ip
U [cosh (r+(x−xR))e−r+tR+cosh (r+(x−xL))er+tL ]
× exp
{
igeipi∆OΓ(2∆O)αO
∫ ∞
−∞
dy
[
4 cosh (r+(y − x0)) cosh (r+t0) + 8pipUGNe−r+|x−y|
]−2∆O}
where we’ve defined
αψ = α
r
2∆ψ
+
4
e−ipi∆ψ
(Γ(∆ψ))2
(47)
23
αO = α
r2∆O+
4
e−ipi∆O
(Γ(∆O))2
(48)
Let us now focus on the innermost integral (over y). With u = r+(y − x0) this
integral becomes:
1
r+
∫ ∞
−∞
du
[
4 cosh (u) cosh (r+t0) + 8piGNp
Ue−|r+(x−x0)−u|
]−2∆O
(49)
This is a difficult integral to evaluate analytically, so we seek an approximate
form. Numerical investigation reveals that, to a good approximation, the inte-
gral above only depends on pU and x through the combination pUe−r+|x−x0|,
and is well approximated by
2−(2∆O+1)Γ(∆O)2
r+Γ(2∆O)
(
cosh (r+t0) + 4piGNp
Ue−|r+(x−x0)|
)−2∆O
(50)
With this approximation and a shift of the integration parameter x → x + x0,
C˜ becomes
C˜ = αψe
r+∆ψ(tL−tR)
∫ ∞
0
dpU
∫ ∞
−∞
dx(pU )2∆ψ−1e2ip
U [cosh (r+(x−∆xR))e−r+tR+cosh (r+(x−∆xL))er+tL ]
× exp
[
igH(∆O)
(
1 +
4piGNp
U
cosh (r+t0)
e−r+|x|
)−2∆O]
(51)
where we have introduced the notation ∆xR = xR − x0, ∆xL = xL − x0, and
defined
H(∆O) =
α
4
r2∆O−1+
22∆O+1
(cosh (r+t0))
−2∆0 (52)
To facilitate the identification of the “sweet spot” for communication we change
variables to u = ApUer+x and v = BpUe−r+x, with
A = (e−r+(∆xR+tR) + e−r+(∆xL−tL))
B = (er+(∆xR−tR) + er+(∆xL+tL))
(53)
The integral can then be brought to the form:
C˜ =
αψ
2r+
er+∆ψ(tL−tR)(AB)−∆ψ
×
(∫ ∞
0
dvv∆ψ−1 exp
[
iv + igH(∆O)
(
1 +
4piGN
cosh (r+t0)
v/B
)−2∆O]∫ ∞
v AB
duu∆ψ−1 exp(iu)
+ (A↔ B)
)
(54)
We write the inner integrals in terms of the exponential integral function:∫∞
a
du u∆−1 exp(iu) = a∆E1−∆ (−ia). Now we recall that C differs from C˜
24
by a phase factor (C = e−igH(∆O)C˜), which can be computed using the same
method as the computation of C˜ presented here (see Appendix B). And so we
arrive at the following expression for C to be integrated numerically:
C =
αψ
2r+
er+∆ψ(tL−tR)(AB)−∆ψ ×
∫ ∞
0
dv v2∆ψ−1[(
A
B
)∆ψ
E1−∆ψ
(
−iv A
B
)
exp
(
iv − igH(∆O)
(
1−
(
1 +
4piGN
cosh (r+t0)
v
B
)−2∆O))
+ (A↔ B)
]
(55)
5.2.3 The light-cone
Equation (55) gives us C as a function of xL, xR, tL and tR. Note that the
dependence on those four boundary spacetime coordinates is entirely through A
and B. In order to see the “sweet spot” of traversability from (55), we now set
t0 = 0, −tL = tR ≡ T and ∆xL = ∆xR = X, and study the function C(T,X).
C(T,X) =
αψ
2r+
ei
pi
2 ∆ψ ×
∫ ∞
0
dv v2∆ψ−1[
Γ
(
∆ψ,−ive−2r+X
)
exp
(
iv − igH(∆O)
(
1−
(
1 + 2piGNve
r+(−X+T )
)−2∆O))
+ (X ↔ −X)
]
(56)
We present 3-dimensional plots in Figure 7 for the imaginary part of this func-
tion over X and T for various values of g.
As can be see from the plot, the quantity C is essentially zero outside a light-
cone centered at the bilocal coupling (i.e. at X = 0). Furthermore, C has the
largest magnitude near the edge of the lightcone, an effect which is more pro-
nounced for larger coupling g. This indicates that there is indeed a sweet spot
of traversability that propagates that the speed of light.
It is possible to give an analytical argument for the presence of this lightcone,
as follows. We first define the variable δ by X = T − δ. We then have
A = 2 exp (r+(−2T + δ)) (57)
B = 2 exp(−r+δ) (58)
In the limit of large X, T , at fixed δ, A  1. Looking back to equation (54)
for C˜, the lower limits on the two nested integrals are sent to vAB → 0 and
uBA →∞. This allows us to ignore the latter integral and approximate (54) as
C˜ ≈ αψ
2r+
∫ ∞
0
dvv∆ψ−1 exp [iv + igH(∆O)(1 + 4piGNv/B)−2∆O ]
∫ ∞
0
duu∆ψ−1eiu
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Figure 7: Plot of the imaginary part of C as a function of T and X, for two
choices of parameters. Both plots use ∆O = ∆ψ = 0.7, and tscr = 5. The upper
figure has g = 30 while the lower figure has g = 300.
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In the form above, C˜ depends on X and T only through the combination
GN/B =
1
2GNe
r+δ, and this combination is of order one when T = X+L
2
r+
ln 1GN
(momentarily restoring the AdS scale).
This shows not only that the sweet spot propagates at the speed of light, but
also that the lightcone starts to open a time of the order the scrambling time
after the bilocal coupling.
We end by noting that our computation of the correlator C is expected to be-
come unreliable when the “message” is sent at very large T . This is because the
scattering amplitude eiδ that we used is valid in the elastic eikonal approxima-
tion (where GNs is of order unity, with s being the Mandelstam parameter of
the scattering). At very large T , the relative boost between the φ-quanta and
the O-quanta is very large, and GNs (where s is the Mandelstam parameter of
the collision) is no longer of order unity. In that regime, inelastic effects are
expected to become important [66].
6 Discussion
In this paper, we presented a comprehensive theory of quantum information
propagation in generic chaotic systems. Our general theory uses information-
theoretic ideas, specifically the Hayden-Preskill protocol, to track the flow of
quantum information in spacetime. We also gave strong evidence that the the-
ory applies to both quantum spin chains and holographic quantum field theo-
ries. Much of the analysis focused on one dimensional systems or simple strip
regions, but the generalization to higher dimensions and more complex shapes is
straightforward. One simply needs to track the entanglement of various regions
and the growth of local operators.
In the case of holography, our results gave new insights into the way dynamics
in the dual holographic geometry are related to chaos and strong coupling speed
limits on the boundary. In particular, the motion of the HRT surface was very
sharply constrained by general features of local quantum chaotic systems.
We also gave a preliminary discussion of information transmission, by show-
ing that information can in some sense be transmitted at the speed vI . However,
the resulting output is highly scrambled and may be difficult to decode. In the
special case of f = 1, we were able to set up a fine-tuned initial state where
there was a locally detectable signal that propagated at speed vB . This is a
spatially local analogue of the recently studied traversable wormhole setup.
More generally, one can verify that the initially localized information is in-
deed fully scrambled in the sense that any piece of the scrambled output, when
sent to the complement, is sufficient to recover the entanglement. In AdS/CFT,
this is a statement about the behavior of HRT surfaces when thermal scale
fragments of a region are removed.
There are numerous questions and directions. Here are a few, in no particular
order:
• One interesting direction is to further quantify the properties of the quench
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experiment discussed here when viewed as a communication channel. In
particular, in the traversable wormhole setup, a local signal is detectable,
but it is not clear to what extent this local signal corresponds to a high
fidelity transmission of quantum information.
• Recent work has raised the possibility of multiple butterfly speeds depend-
ing on different “thermal regulators” used to define the out-of-time-order
correlator [70, 71]. Given our work, it is natural to identify the true chaos
speed as the one related to information propagation. If the butterfly speed
does depend on the regulator, one may speculate that the symmetric reg-
ulator is the one related to information propagation, but this remains
open.
• Another important question is the effect of fluctuations. Recent work
has argued that the growth of operators generically yields a wavefront
that broadens with time [72]. As long as the broadening is sub-ballistic,
the identification of the information speed should be unaffected in the
asymptotic limit. However, fluctuations will make the transition from
recoverability in A to recoverability in Ac rather non-sharp. It would be
extremely interesting to understand these effects in holography, especially
their impact on entanglement wedge reconstruction and the traversable
wormhole setup.
• It would also be interesting to extend to our analysis to cases without
translation symmetry, including random disorder and quasiperiodic po-
tentials, where new slow dynamics can emerge [40].
• Throughout this work, we have focussed on large subregions in the CFT.
It is interesting to understand the features associated with thermalization
of small subregions, such as the ones discussed in [73, 74], in terms of
spreading and propagation of quantum information. It is also interesting
to construct spin chain models that exhibit the same phenomenology.
• The quench protocol that defines our information speed provides a gener-
alization of Hayden-Preskill where the necessary entanglement is not per-
formed. As we discussed extensively, it becomes necessary first to generate
nearly maximal entanglement. As such, our protocol may be adaptable
to diagnose the difference between weak and strong scrambling recently
discussed by Shor [75].
• Hydrodynamic sound (and related protected modes, like Goldstone modes)
provides an exception to the general expectation that local excitations
cannot propagate in a strongly chaotic system. The chaotic spin chain we
studied does not exhibit such a mode at infinite temperature, and we did
not include such modes in our holographic analysis. Presumably, as a hy-
drodynamic excitation, sound is not able to coherently transport quantum
information; however, it is important to better understand how the exis-
tence of a hydrodynamic sound mode interacts with the setup presented
here.
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• Finally, it is important to devise methods to probe the information speed
in experiment. Of course, the relevant entropies can be extracted from a
full tomography of the state, but that approach is not scalable to large
size. The traversable wormhole setup is one approach that is scalable given
access to a sufficiently sophisticated quantum simulator or fault-tolerant
quantum computer. In that context, it is important to understand the
effects of fluctuations and whether the setup can be extended to f < 1. We
are also studying other schemes to track measures of information spreading
based on wavefunction overlaps.
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A Holographic Derivation of vE, vI for general f
In this appendix, we adapt the procedure of Liu and Suh ([64],[45]) to a deriva-
tion of entanglement velocity for the case of nonzero initial entropy fraction f . In
[64], the time dependence of entanglement entropy and related variables under
a thermal quench are studied holographically through the behavior of bulk ex-
tremal surfaces associated with fixed boundary regions. The corresponding bulk
geometries are vacuum AdS in the past, transitioning to a black hole spacetime
in the future via a uniform null shell stress tensor (or “shockwave”). Several
universal features of the time dependence are identified. Among these is the
entanglement velocity vE , which quantifies a period of linear growth of entan-
glement entropy associated with large boundary regions after the quench and
before equilibration:
∆SΣ = seqAΣvEt+O(1)
Here ∆SΣ is the regularized entanglement entropy of a boundary region Σ,
computed as the difference between the minimal area (divided by 4GN ) among
bulk extremal surfaces homologous to Σ and the minimal area (divided by 4GN )
associated with the same boundary region in empty AdS. AΣ is the boundary
“area” (or volume) of Σ, and seq is the equilibrium entropy density.
In this section, we consider as initial states not vacuum AdS, but another
black hole metric corresponding to a nonzero initial entropy density. The entan-
glement fraction f is the ratio of initial entropy density to final entropy density,
and we seek the analogue of the above expression for general f . We specialize
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to the case of “strips” as boundary regions, though we expect the results to
generalize to other large boundary regions, much as is argued in section IX.B
of [64].
A.1 Metric and notation
We consider a special case of AdS-Vaidya style metrics, given by
ds2 =
L2
z2
(−h(v, z)dv2 − 2dvdz + d~x · d~x)
h(v, z) = hi(z) + Θ(v)(hf (z)− hi(z))
(59)
where Θ(v) is a Heaviside step function, so hi(z) and hf (z) describe the black
hole geometry in the initial (v < 0) and final (v > 0) regions, respectively,
separated by the shock at v = 0. Either hi(z) or hf (z) could describe a static,
planar black hole in AdS (with h(0) = 1), with metrics in terms of static time
t given by
ds2 =
L2
z2
(−h(z)dt2 + h(z)−1dz2 + d~x · ~x)
Both may or may not have multiple horizons, but since the outermost horizon
in each region will be of special interest to us, we’ll designate these as zi,+ and
zf,+. We assume these static geometries can be glued together with a sensible
shockwave profile, which at least requires that zf,+ < zi,+ for a positive energy
injection.
In addition to the instances above, throughout this appendix we’ll use sub-
scripts i and f to denote “initial” and “final” regions. For these metrics, we
also define the equilibrium densities aeq =
(
L
zf,+
)n
1
4GN
, seq =
(
L
zf,+
)d−1
1
4GN
,
and the initial entanglement fraction f =
(
zf,+
zi,+
)d−1
.
A.2 Boundary strips
The simplest boundary regions to consider are generalized “strips” of finite
width in the x1 direction (-R toR), infinite extent in the x2 through xn direction,
and xn+1, ..., xd−1 set to zero. The case immediately of interest to us is n = d−1,
and the corresponding boundary observable is an entanglement entropy. The
formulas reported here do not assume this however.
For the associated extremal surfaces, symmetry dictates that we can parametrize
the surface v and z coordinates as a function of x1 → x and pull out an overall
(infinite) factor of the area in the x2 through xn transverse space, which we
denote An−1. The area functional is then:
A = An−1Ln
∫
z−n
√
Q dx
with
Q = Q(v, z) =
(
1− h(v, z)(v′)2 − 2v′z′)
(60)
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Here and in the rest of this appendix we will often suppress the arguments of
functions such as Q, h,...etc for compactness. The z and v equations of motion
are given by
∂zQ− 2nz−1Q = zn
√
Q∂x
(
∂z′Q
zn
√
Q
)
∂vQ = z
n
√
Q∂x
(
∂v′Q
zn
√
Q
)
A.3 Symmetries and Conserved Quantities
The lack of explicit x dependence results in a constant of motion on extremal
surfaces:
J = zn
√
Q = zn
√
1− h(v, z)(v′)2 − 2v′z′ (61)
This allows us to simplify both equations of motion:
∂zQ− 2nz−1Q = ∂x∂z′Q (62)
∂vQ = ∂x∂v′Q (63)
In both regions v > 0 and v < 0, the metric (59) is independent of v. Setting
∂vhi,f = 0 in the v equation (63) gives a quantity which carries a constant value
on either side of the shock:
E = z′ + hv′
= Ei + Θ(v) (Ef − Ei)
(64)
Using this to eliminate v′ from (61) gives a useful differential equation for z
which can then be inverted and integrated to find x(z).
z′ = ∓
√
h
(
J2
z2n
− 1
)
+ E2 (65)
In conjunction with (64) this can be used to find an equation governing v(z):
dv
dz
= −h−1
1± E√
h
(
J2
z2n − 1
)
+ E2
 (66)
Finally, employing these in the area functional (60) yields
dA
dx
= An−1LnJz−2n (67)
The solutions to these equations can be uniquely specified, up to surfaces
equivalent through symmetry, by the coordinate position of the “tip”, or the
deepest point of the extremal surface: z = zt and v = vt (we also use a subscript
“t” for other quantities evaluated at this “tip”). At this point, smoothness of
the surface dictates that v′t = z
′
t = 0, implying through (64) that Ei = 0, so we
may use E = Θ(v)Ef . Equation (65) then indicates that J = z
n
t .
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A.4 Junction conditions
It still remains to determine the value of Ef for a given zt, vt. To do this we
examine the effect of the shock itself on the extremal surface. The function
h(v, z) is not independent of v at the shock, so we must return to equations (62)
and (63). Let the subscript “c” denote quantities evaluated at the position of
shock crossing, and suppose the extremal surface meets the shock (v = 0) at
z = zc, x = xc. Integrating across the shock from x = xc−  to x = xc + , and
sending → 0 gives give junction conditions for v′ and z′, though the former is
trivial.
v′f,c = v
′
i,c
z′f,c =
z′i,c
2
(
1 +
hf (zc)
hi(zc)
)
(68)
Considering the implications for J and E on either side of the shell confirms the
constancy of J and determines the value of Ef .
Ef =
z′i,c
2
(
1− hf (zc)
hi(zc)
)
= −1
2
√
hi(zc)
(
z2nt
z2nc
− 1
)(
1− hf (zc)
hi(zc)
)
(69)
where we’ve used equation (65) and restricted to surfaces with z′(x) < 0 before
the shock (surfaces initially heading toward the boundary).
A.5 Governing equations
Everywhere off the shock itself, the governing equations which we will integrate
to find R, t, and A become:
dx
dz
=
∓1√
H(z)
dv
dz
=
−1
h(z)
(
1± E√
H(z)
)
dA
dz
= An−1(Lzt)n
∓1
z2n
√
H(z)
(70)
with
H(z) = h(z)
(
z2nt
z2n
− 1
)
+ E2
The top signs are used if z(x) is a monotonically decreasing function, but in
regions where z increases with x the lower sign is used. Note that because h(z)
and E effectively take on different meaning for v > 0 and v < 0 according to
h(z) = hi(z) + Θ(v) (hf (z)− hi(z))
E = Θ(v)Ef
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H(z) can also be thought of as piecewise function.
H(z) = Hi(z) + Θ(v) (Hf (z)−Hi(z))
Hi(z) = hi(z)
(
z2nt
z2n
− 1
)
Hf (z) = hf (z)
(
z2nt
z2n
− 1
)
+ Ef
Thus far, it has been convenient to specify surfaces by their tip coordinates
(zt, vt). However, from here it will be convenient to think of the same family of
surfaces as parametrized by zt and zc (of course, the middle of equations (70)
can be integrated on the pre-shock side to find zc(vt, zt)).
A.6 Surfaces at late time t
We are interested in areas of extremal surfaces associated with late times t and
large boundary width R. With the boundary time set to track time elapsed
after the shock, we let t = v on the boundary. The boundary time associated
with an extremal surface is then obtained by integrating the middle of equations
(70) only over the region outside the shock. This indicates that large t may be
reached when Hf (z) is near zero for a substantial portion of the integration
range. This expectation is confirmed by more detailed analysis in section V II
of [64], which we cursorily summarize here.
It will be useful to examine Hf (z) as a multivariate function of z, zt, zc:
Hf (z) = Hf (z, zt, zc) = hf (z)
(
z2nt
z2n
− 1
)
+ E2f (zt, zc)
E2f (zt, zc) =
1
4
hi(zc)
(
z2nt
z2nc
− 1
)(
1− hf (zc)
hi(zc)
)2 (71)
We now define several critical quantities: zm(zt), z
∗
c (zt), zs, and z
(s)
t . Although
we will usually leave the zt dependence implicit, the first two can be thought
of as functions of the tip depth zt. The latter two are fixed values in a given
spacetime.
The following discussion applies to zt > zf,+. First define zm as the location
of the local minimum of Hf (z) between and zf,+ and min(zt, zf,−), zf,− being
the second smallest positive real root of hf (z), if it exists.
Next define z∗c (zt) = z
∗
c to be the smallest value of zc > zf,+ which results in
Hf (zm, zt, z
∗
c )=0. A surface which crosses the shock close to this value results a
trajectory which lingers very near zm for a long time while the area and width
grow (lingering where H(z) is small). Crossing the shock at z∗c itself results in
a surface which approaches zm and remains there indefinitely as v →∞.
Even among those surfaces which do reach the boundary, some do so non-
monotonically (in terms of z(x)). To understand this, note that if
hf (zc)
hi(zc)
< −1,
the latter of equations (68) indicates that as zc crosses this value it results in a
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sign change for z′ as the surface crosses the shock. Define zs as the smallest z
greater than zf,+ such that
hf (zs)
hi(zs)
= −1.
Lastly, considering zm as a function of zt, there might occur a special value
of zt, denoted z
(s)
t , such that zm(z
(s)
t ) = zs. It also so happens that at such a
point z∗c (z
(s)
t ) is also equal to zs, so at this point we have:
zm(z
(s)
t ) = z
∗
c (z
(s)
t ) = zs
We now restrict to considering surfaces with zc close to but less than z
∗
c ,
setting through zc = z
∗
c (1 − ) with  << 1. One of two basic scenarious
then occurs: if zt < z
(s)
t , then z(x) decreases monotonically toward the bound-
ary while if zt > z
(s)
t , the surface initially falls inward before turning around
and heading to the boundary. In the monotonic case, from equations (70) the
boundary parameters are given by
R =
∫ zc
0
dz√
Hf (z)
+
∫ zt
zc
dz√
Hi(z)
(72)
t =
∫ zc
0
dz
hf (z)
(
Ef√
Hf (z)
+ 1
)
(73)
A
An−1
(Lzt)
−n
=
(∫ zc
zcutoff
dz
z2n
√
Hf (z)
+
∫ zt
zc
dz
z2n
√
Hi(z)
)
(74)
while for the non-monotonic case we have
R =
(∫ zr
0
dz +
∫ zr
zc
dz
)
1√
Hf (z)
+
∫ zt
zc
dz
1√
Hi(z)
(75)
t =
(∫ zr
0
dz +
∫ zr
zc
dz
)(
1
hf (z)
(
Ef√
Hf (z)
+ 1
))
(76)
A
An−1
(Lzt)
−n
=
((∫ zr
zcutoff
dz +
∫ zr
zc
dz
)
1
z2n
√
Hf (z)
+
∫ zt
zc
dz
1
z2n
√
Hi(z)
)
(77)
where zr is the root of H(z) which is below zm.
For fixed zt, as → 0 each of the above integrals is dominated by the part of
the surface approaches and lingers near zm. To approximate the contribution
from this region, first expand Hf (z) around z = zm and also in small . Using
the fact that H(zm) = 0 when  = 0, we have
Hf (z) ≈ b+Hf2 (z − zm)2 (78)
with b = −z∗c dE
2
dzc
∣∣∣∣
zc=z∗c
and Hf2 =
1
2
d2Hf
dz2
∣∣∣∣
z=zm
.
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Integrating across this crucial region, to leading order in small , R, t, and
A receive contributes as
t = − E(z
∗
c )
hf (zm)
√
Hf2
log + ...
R = − 1√
Hf2
log + ...
∆A
An−1
(Lzt)
−n
= − 1
z2nm
√
Hf2
log + ...
(79)
In the last line, ∆A = A − Avac and we have subtracted off the area of a
region of the same R in empty AdS, which eliminates the divergent part of the
area but otherwise contributes negligibly. At this point, the ellipses contain
all the other parts of the integrals. The remaining contributions between the
boundary and zc are at most O(zf,+).
We now proceed to estimate the size of the contributions to A and R from
the region prior to the shock, the integrals from zc to zt.
R ⊃
∫ zt
zc
dz
1√
Hi(z)
(80)
A
An−1
(Lzt)
−n ⊃
∫ zt
zc
dz
1
z2n
√
Hi(z)
(81)
A.7 Limit f → 0
For pre-shock geometries with relatively small mass, zi,+ >> zf,+ (or in the
limit of empty AdS), we can push zt >> zf,+, z
∗
c . In this case, R receives a
contribution linear in zt, while area and time receive negligible contributions.
Thus by sending zt arbitrarily large we can reach a regime where R >> t >>
zf,+, and equations 79 then indicate that
∆A = t× z
n
t
z2nm
hf (zm)
E(z∗c )
LnAn−1 + ...
= t× z−nm
√
−hf (zm)
(
1− z
2n
m
z2nt
)− 12
LnAn−1 + ...
where in the last equality we used (71) and the definition of z∗c as a root of
Hf (z). For general n we let aeq =
Ln
znf,+
and for zt >> zm this becomes
∆A ≈ aeqAn−1vnt+ ...
vn =
znf,+
znm
√
−hf (zm)
(82)
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In the case of n = d− 1, using seq = 14G L
d−1
zd−1f,+
, we can rewrite this as
∆S ≈ seqAd−2vEt+ ...
vE = vd−1
(83)
This is the result reported by Liu and Suh. It is crucial that for large zt,
zm(zt) is a very slow-changing function of zt, or that for fixed R, zt remains
essentially fixed as t increases (in practice for f = 0 it is the former that happens,
and in this regime zm(zt) is often well approximated by its value in the zt →∞
limit). In either case, the prefactor gives a constant velocity, and this is a “linear
growth regime” for fixed R.
A.8 Finite f
In the case that there is a horizon zi,+ ∼ zf,+, zt cannot be pushed arbitrarily
large. To reach an analogous large R limit, zt is pushed extremely close to the
outermost pre-shock horizon. Let zt = zi,+(1 − δ). As δ → 0, the dominant
pre-shock contributions to A and R then come from the region where Hi(z) =
hi(z)
(
z2nt
z2n − 1
)
is smallest. Note this function has a local minimum between
zt and zi,+ which we’ll denote zM . Expanding around zM , to leading order in
small δ we have
Hi(z) ≈ Hi(zM ) + (zM − z)2Hi2
Hi2 =
1
2
H ′′i (zM )
(84)
Noting that, to lowest order in δ, the first term isHi(zM ) = −δ2z2i,+ d
2Hi(zM )
dz2t
∣∣∣∣
zt=zi,+
we add the contributions from integrals (80) near the upper limit, and find that
to leading order in the small , small δ expansion
t = − E(z
∗
c )
hf (zm)
√
Hf2
log + ...
R = − 1√
Hf2
log − 1√
Hi2
log δ + ...
∆A
An−1
(Lzi,+)
−n
= − 1
z2nm
√
Hf2
log − 1
z2ni,+
√
Hi2
log δ + ...
(85)
Here we’ve used the fact that, as δ → 0, zt and zM both tend to zi,+ (recall
that zM is sandwiched between zt and zi,+). These can be rearranged to find
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that in the large R, large t limit, there is a linear growth regime governed by
∆A = aeqAn−1
(
t× vn +
znf,+
znf,−
R+ ...
)
vn =
znf,+
znm
√
−hf (zm)
(
1− z
2n
m
z2ni,+
) 1
2
(86)
where the final manipulations are directly analogous to those of section A.7.
Rearranging slightly and specializing to n = d − 1 we find the entanglement
velocity to be
vE =
zd−1f,+
zd−1i,+
√√√√−hf (zm)(z2(d−1)i,+
z
2(d−1)
m
− 1
)
(87)
Recall that zm in this expression is defined as the minimum with respect to z of
the function hf (z)
(
z2ni,+
z2n − 1
)
between zf,+ and zi,+. We find the expression (87)
to be substantiated by purely numerical investigations into the linear growth
regime for fixed boundary regions.
A.9 Limit f → 1
In general spacetimes and dimensions, analytic expressions for zm are hard to
come by, but considering the large f limit allows some insight. As the pre-
shock outer horizon is pushed to the post-shock outer horizon (so the initial
entanglement fraction f → 1), the minimum is sandwiched halfway between
these horizons as long as the h′′f (xm) 6= 0. Letting
zh− = zf,+(1 + x)
zm = zf,+
(
1 +
1
2
x+ ...
)
equation (87) becomes, to leading order in small x,
vn = x
√
−1
2
nzf,+h′f (zf,+)
Or, with n = d − 2 and trading x for f =
(
zf,+
zi,+
)d−2
= 1 − (d− 2)x + ..., we
have
ve =
f→1
(1− f)
√
2pizf,+T
d− 2 + ... = (1− f) vb + ...
This agrees with findings of [65].
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A.10 Saturation time and vI
Return now to equation (86):
∆A = aeqAn−1
(
t× vn +
znf,+
znf,−
R
)
This tracks ∆A for a minimal extremal surface only up to the saturation time,
when the area is equal to its equilibrium value. For larger t type “E” sur-
faces, those which do not probe the pre-shock geometry, take over. We can
approximate this saturation time tsat for R >> t >> vf,+ by setting ∆A to it’s
equilibrium value: ∆Aeq = aeqAn−1R. This gives
tsat =
(1− z
n
f,+
zni,+
)
vn
R (88)
In the case of n = d − 1, turning this expression around to give the half
width of the boundary region which has just reached entanglement saturation.
Rsat =
vE(f)
(1− f) t (89)
At late times this gives the smallest HRT surface to contains the particle, and
we have
vI =
vE(f)
(1− f) (90)
B Details of traversable wormhole calculation
In this appendix, we fill in a few intermediate steps in the derivation of the
quantities C˜ and C in section 5.2. We emphasize that the treatment here is
only a slight twist of the treatments found in [67, 51].
B.1 Derivation of C˜
First, we discuss the steps involved in the derivation of equations (36)-(45) for
C˜. Starting with the definition (35) of C˜, let us expand the exponential in that
definition in series:
C˜ =
∑
n
(ig)n
n!
〈
φR
(
1
K
K∑
i=1
OiRO
i
L
)n
φL
〉
(91)
We now focus on computing the term with n = 1 and some particular value of
i (from 1 to K), i.e. the 4-point function 〈φROROLφL〉.
We note that this 4-point function can be written as the overlap 〈ψ′|ψ〉 between
an in-state |ψ〉 and an out-state |ψ′〉:
|ψ〉 = ORφL|TFD〉 (92)
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|ψ′〉 = OLφR|TFD〉 (93)
Due to the exponential gravitational blueshift, there is a large relative boost
between the O-wavefunction and the φ-wavefunction. For such a high energy
scattering process, it is convenient to use a basis of the Hilbert space labeled
by the longitudinal momentum pU (or pV ) and the transverse position x. The
wavefunctions for the four sources OL,R, φL,R are then functions of p
U , pV and x,
and in fact, they are the Fourier transform of the bulk-to-boundary propagators
along the horizon. Explicitly:
ΨOL(p
V , x) =
∫
dUeia0p
V U/2〈ΦO(U, V, x)OL(t0, x0)〉|V=0 (94)
ΨOR(p
V , x) =
∫
dUeia0p
V U/2〈ΦO(U, V, x)OR(t0, x0)〉|V=0 (95)
ΨφL(p
U , x) =
∫
dV eia0p
UV/2〈Φφ(U, V, x)φL(tL, xL)〉|U=0 (96)
ΨφR(p
U , x) =
∫
dV eia0p
UV/2〈Φφ(U, V, x)φR(tR, xR)〉|U=0 (97)
The 4 wavefunctions above are precisely equations (42)-(45) in section 5.2. In
that subsection, to avoid notational overload, we use the subscripts 1, 2, 3, 4 for
OL, φR, φL and OR respectively.
The in-state and out-state can be expressed in terms of the wavefunctions above
as:
|ψ〉 =
∫
Ψ3(p
U , x3)Ψ4(p
V , x4)|pUx3; pV x4〉in (98)
|ψ′〉 =
∫
Ψ1(p
V , x1)Ψ2(p
U , x2)|pV x1; pUx2〉out (99)
The 4-point function becomes:
〈ψ′|ψ〉 =
∫
Ψ∗1(q
V , x1)Ψ
∗
2(q
U , x2)Ψ3(p
U , x3)Ψ4(p
V , x4)out〈qV x1; qUx2|pUx3; pV x4〉in
(100)
Due to the high energy of the scattering process, the amplitude is basically
diagonal in the basis above (see for example [66]):
|pV , x1; pU , x2〉out ≈ e−iδ(s,b)|pV , x1; pU , x2〉in + |χ〉 (101)
with δ some phase, and |χ〉 is a state orthogonal to all in-states. In addition,
the high energy of the scattering implies that the leading contribution to the
amplitude comes from gravitational interaction, and we can take eiδ to come
from a gravitational shockwave. The expression (39) given in section (5.2) is
precisely the amplitude coming from a shockwave computation. For more details
about that shockwave amplitude, see [66] and references therein.
Using the facts above, combined with the normalization of single-particle states:
〈pV , x|qV , y〉 = a
2
0p
V
4pir+
δ(pV − qV )δ(x− y) (102)
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we find the inner product
out〈qV , x1; qU , x2|pU , x3; pV , x4〉in = eiδ
(
a20
4pir+
)2
pUpV δ(pU − qU )δ(pV − qV )δ(x1 − x4)δ(x2 − x3)
(103)
Hence, the 4-point function takes the form:
〈φROLORφL〉 = α
∫
dpUdxpUψ∗2(p
U , x)ψ3(p
U , x)
[
α
∫
dpV dypV ψ∗1(p
V , y)ψ4(p
V , y)eiδ(s)
]
(104)
with
α =
a20
4pir+
(105)
Next, consider a general term in the summation over n in equation (91), which
occurs at order gn: 〈φROnLOnRφL〉. As pointed out in [51], at higher orders
in g, the gravitational interaction continues to dominate over other kinds of
interactions, and we can view the term above as consisting of n independent
scattering events. After multiplying the phases together and resumming the
series over n, we find:
C˜ = α
∫
dpUdxpUψ∗2(p
U , x)ψ3(p
U , x)exp
[
iαg
∫
dpV dypV ψ∗1(p
V , y)ψ4(p
V , y)eiδ(s)
]
(106)
We have thus derived equation (36). For the example of the planar BTZ black
hole discussed in the main text, we also write down here the four wavefunctions
Ψ1, Ψ2, Ψ3 and Ψ4:
Ψ1(p
V , x) =
r∆O+
2
e−r+t0∆Oe−2ip
V cosh (r+(x−x0))e−r+t0 θ(pV )(pV )∆O−1
eipi∆O/2
Γ(∆O)
(107)
Ψ2(p
U , x) =
r
∆ψ
+
2
e−r+tR∆ψe−2ip
U cosh (r+(x−xR))e−r+tR θ(pU )(pU )∆ψ−1
eipi∆ψ/2
Γ(∆ψ)
(108)
Ψ3(p
U , x) =
r
∆ψ
+
2
er+tL∆ψe2ip
U cosh (r+(x−xL))er+tL θ(pU )(pU )∆ψ−1
e−ipi∆ψ/2
Γ(∆ψ)
(109)
Ψ4(p
V , x) =
r∆O+
2
er+t0∆Oe2ip
V cosh (r+(x−x0))er+t0 θ(pV )(pV )∆O−1
e−ipi∆O/2
Γ(∆O)
(110)
B.2 From C˜ to C
Having computed C˜ in the previous subsection, we need relate this to the
quantity C, the imaginary part of which indicates communication through the
wormhole. Recalling that C = e−i〈V 〉C˜, the two differ by an overall phase
〈V 〉 = gK
∑K
i=1〈OiR(t0, x0)OiL(t0, x0)〉 = gK
∑K
i=1〈OiROiL〉, where we adopt the
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same compact notation as the previous section. We focus pn one term in the
summation over i. We think of this 2-point function as the overlap between 2
states, and in-state |ψ〉 and an out-state |ψ′〉:
|ψ〉 = OR|TFD〉 (111)
|ψ′〉 = OL|TFD〉 (112)
We can borrow the the two relevant wavefunctions from the previous subsec-
tion of this appendix. With the subscripts 1 and 4 representing OL and OR
respectively we have
|ψ〉 =
∫
Ψ4(p
V , x4)|pV x4〉in (113)
|ψ′〉 =
∫
Ψ1(p
V , x1)|pV x1〉out (114)
and the 2-point function becomes:
〈ψ′|ψ〉 =
∫
Ψ∗1(q
V , x1)Ψ4(p
V , x4)out〈qV x1|pV x4〉in (115)
This is simply proportional to (37) in the main text, but lacking a phase shift
(i.e. with GN = 0). Following through the integrals as in the main text simply
results in H(∆O) of equation (52). So C relates to C˜ through
C = exp (−igH(∆O)) C˜ (116)
C Bounding the information velocity
In this appendix, we argue for the inequality
vE(f)
1− f ≤ vB . (117)
This is done by generalizing an argument due to Afkhami-Jeddi and Hart-
man [58]. In that work, it was shown for Lorentz invariant field theories that
vE(f) ≤ c, where c sets the microcausal speed limit beyond which commutators
identically vanish.
We propose to improve this bound in two ways. First, the microcausal speed
limit c should be replaced by an effective light-cone speed limit vL. Later we will
argue that vL = vB . Second, the explicit dependence on f should be brought
out. While Ref. [58] does actually bound the general vE(f), the bound is quite
loose near f = 1.
As in the main paper, we focus on strip regions in any dimension. The
important quantity is the relative entropy between a non-equilibrium state of
a given energy density and entanglement fraction, ψ, and the corresponding
thermal equilibrium state, σ ∝ e−H/T ,
Srel(A, t) = S(ψA(t)|σA). (118)
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Figure 8: Schematic illustrating the decomposition of the time-evolution opera-
tor, U ≈ UA′UAc , along the effective light-cone set by the butterfly velocity vB
(or by the light-cone speed vL, when this is not equal to vB).
In the first part of this appendix, we sketch the argument in simplified form,
ignoring various subtleties. In the other two parts, we argue for vL = vB and
clarify some technical details that are glossed over in the simplified argument.
C.1 Simplified argument
Let us assume there is a light-cone velocity vL, potentially depending on energy
density , such that information does not significantly propagate beyond the
effective light-cone. Here is a precise version: Given a strip A, we can widen
A by an amount vL∆t on each side (see Figure 8) to produce a region A
′ such
that the time evolution U can be decomposed as
U ≈ UA′UAc (119)
when acting on any translation invariant state of the given energy density. Here
UAc is supported entirely on the complement A
c of A and UA′ is supported
entirely on A′. We will specify the precise meaning of ≈ in the detailed argument
below.
One implication of this statement is that, given access to region A′ at time
t+ ∆t, the dynamics can be entirely reversed as far as A is concerned. In this
sense, any information that was initially in A is definitely in A′ at later time
since the state of A can be recovered from the state of A′ by applying U−1A′ .
With this decomposition, we have the following monotonicity result,
Srel(A
′, t+ ∆t) ≥ Srel(A, t), (120)
where, again, A′ is the widening of A by vL∆t. This is proven using the unitary
invariance and monotonicity of the relative entropy.
Given the modular Hamiltonian KA of σA, the relative entropy is
Srel(A, t) = S(σA)− S(ψA(t))− 〈KA〉σ + 〈KA〉ψ(t). (121)
Using the fact that the modular Hamiltonian of the thermal equilibrium state in
region A is the restriction of the Hamiltonian to A, up to edge effects, it follows
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that the modular Hamiltonian terms cancel in the relative entropy formula since
ψA and σA have the same energy density. Hence, the relative entropy reduces
to
Srel(A, t) = S(σA)− S(ψA(t)). (122)
Using the monotonicity result combined with this formula for the relative en-
tropy gives
S(σA′)− S(ψA′(t+ ∆t)) ≥ S(σA)− S(ψA(t)). (123)
We now need to compute several entropy differences. The difference of ther-
mal state entropies is
S(σA′)− S(σA) = s(|A′| − |A|). (124)
Hence, we have
S(ψA′(t+ ∆t))− S(ψA(t)) ≤ s(|A′| − |A|). (125)
If the entropy of A is not yet saturated, the specified entanglement fraction
implies
S(ψA(t)) = S(ψA′(t))− fs(|A′| − |A|). (126)
Using the definition of vE , the difference of entanglement of A
′ at time t and
t+ ∆t is
S(ψA′(t+ ∆t))− S(ψA′(t)) = 2Ld−1svE(f)∆t, (127)
where L is the length of the strip in the transverse directions. The volume
difference can also be expressed in terms of the same ingredients,
(volA′ − volA) = 2Ld−1vL∆t. (128)
Combining these entropy relations for A and A′ into the monotonicity rela-
tion gives
2Ld−1vE(f)∆t ≤ 2Ld−1(1− f)svB∆t. (129)
Cancelling the factors of size and entropy, we finally have the result,
vE(f) ≤ (1− f)vL. (130)
Assuming that vL = vB gives the desired result; this is argued for in the next
subsection below.
C.2 Light-cone velocity and butterfly velocity
Here we argue that vL = vB . This is done by directly constructing the approx-
imation U ≈ UA′UAc . The main idea is to break the Hamiltonian up into two
pieces, one in (A′)c and one in A′. Using the interaction picture, the evolution
then breaks up into a piece strictly contained in A′ and a piece initially con-
tained in (A′)c which spreads with time. If the distance between (A′)c and A is
big enough, then we can truncate the second part of the evolution to sit entirely
inside Ac. This yields the desired form.
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We use a lattice notation where the Hamiltonian is
H =
∑
r
hr. (131)
We have not made the effort to a fully continuum argument, so any field theory
will have be viewed as lattice regulated. Let HA′ denote the sum of all terms
strictly contained in A′:
HA′ =
∑
r:hr∈A′
hr. (132)
The remainder is
Hˇ = H −HA′ . (133)
Note that Hˇ and HA′ do not commute in general.
The interaction picture with respect to HA′ is defined by the unitary UI
obeying UI(t
′ = 0) = 1 and
i
dUI(t
′)
dt′
= eiHA′ t
′
Hˇe−iHA′ t
′
UI , (134)
such that the total time evolution is
U = e−iHA′ tUI(t′ = t). (135)
The goal is to truncate UI so that it lies entirely inside A
c. To do so, we need
to understand the size of eiHA′ tHˇe−iHA′ t.
At t = 0, this operator lies entirely in (A′)c which we take to be a distance
` from A. At a time t, the question is then how large does ` need to be such
that eiHA′ tHˇe−iHA′ t has little support in A? However, as we emphasized this is
too imprecise: what we care about is not the total support of this operator, but
its effective support acting on states of a given energy density. The idea is that
the square commutator in the thermal state of the same energy density should
measure the effective size of operators. Based on this, we above assumed that
` = vBt sufficed. To make this estimate more precise, we should consider the
effects of wavefront broadening.
Following Ref. [72], we will assume that an initially local operator evolved
for time interval ∆t (t → ∆t in the above formulas) at energy density can be
localized  well on an interval of radius
`0 = vB∆t+
(
vB(vB∆t)
p
λ
log
C0

) 1
1+p
(136)
for constants p, λ, and C0. This formula is chosen so that the squared commu-
tator of the time-evolved local operator with any operator more than `0 away is
less than . This estimate is obtained assuming the squared commutator takes
the form
C(r, t) ∼ C0 exp
(
−λ (r − vBt)
1+p
vB(vBt)p
)
(137)
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when r  vBt [72].
Observe that eiHA′ tHˇe−iHA′ t is a sum of local terms each of which is initially
at least ` (the distance between A and (A′)c) away from A. Using the above
estimate for operator size, we suppose that, if ` > `0, then all the terms in
eiHA′ tHˇe−iHA′ t can be at least  well localized on Ac. Indeed, there is a further
suppression the further away from A the terms originate. Hence, if ` > `0,
we argue that UI , when acting on a state of the given energy density, can be
replaced by an operator supported on just Ac to precision . Hence, the full
time evolution can be approximated as U ≈ UA′UAc to precision  assuming
` > `0.
While this result is of course non-rigorous, it captures our expectation that
vB sets the effective speed limit. At infinite temperature, we believe the ar-
gument can be made rigorous using the trick of averaging over all operators to
bound the deviation from the identity operator and using the bounds in Ref. [72]
to bound commutators of complex operators in terms of those of simpler oper-
ators.
We also comment that we have assumed that HA′ has the same butterfly
speed as H, at least far from the cut separating A′ and (A′)c. In a similar vein,
one could worry that these cuts are rather drastic and introduce high energy
perturbations to the analysis. Both effects can be mitigated by smearing the
terms in H a little in time to restrict their off-diagonal matrix elements to a low
energy shell and by making the transition from A′ to (A′)c soft by including a
slowly varying envelope function into the definition of HA′ .
C.3 Some technical points
While the above discussion captures the conceptual essence of the argument,
which is a minor variation of that in Ref. [58], there are several technical details
that are not properly addressed. We next turn to these detailed points to make
a more careful argument.
The first key point, as discussed in the preceding subsection, is that the
separation between A and (A′)c must be somewhat larger than vBt due to
wavefront broadening in the squared commutator. As discussed above, to have
 accuracy in the decomposition of the time-evolution operator, we must take
the separation between A and (A′)c to be `0 from Eq. 136. We note that `0
depends only logarithmically on , so even if  is taken to scale as 1/|A| (the
size of A), the required value of `0 does not change dramatically.
The idea as above is to use the monotonicity of relative entropy. We are
directly interested in the change in entropy of ψ after evolving with U(∆t).
However, the strategy is to use monotonicity of relative for a closely related
state, and then bound the entropy differences later using the Fannes-Audenaert
inequality. Throughout this subsection, U will refer to the evolution operator
for a time ∆t; note that ∆t will not necessarily be small. The monotonicity
statement we use is
S([UA′UAcψU
†
AcU
†
A′ ]A′ |[UA′UAcσU†AcU†A′ ]A′) ≥ S(ψA|σA). (138)
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This is proven from monotonicity after using unitary invariance to remove the
UA′ factors on the left hand side.
The relative entropy between two states ρ and σ is
S(ρ|σ) = −S(ρ)− tr(ρ lnσ), (139)
so we must specify the modular Hamiltonian of σ to compute the relative en-
tropy. In our case, σ is a thermal state or the restriction of a thermal state to
a subsystem. We will assume that the modular Hamiltonian of such a state is
log σA = −β(HA + δHA) + const (140)
where β = 1/T , HA is the physical Hamiltonian restricted to A, and δHA is a
correction term localized near the boundary of A.
Hence, the relative entropy of state ψ(t) with respect to σ is
S(ψA(t)|σA) = S(σA)−S(ψA(t))+〈β(HA+δHA)〉ψ(t)−〈β(HA+δHA)〉σ. (141)
However, the monotonicity statement above connected relative entropies for
states evolved with the approximate evolution. We must also specify how the
modular Hamiltonian of [UA′UAcσU
†
AcU
†
A′ ]A looks. Since σ is exactly preserved
by the true evolution, we assume that the approximate evolution approximately
preserves σ (to  accuracy).
In particular, modifications to σA should be localized near the edge of A.
Hence, combined with the effects of the correction term δHA, we have
S([UA′UAcψU
†
AcU
†
A′ ]A′ |[UA′UAcσU†AcU†A′ ]A′) =
s|A′| − S(ψA′(t+ ∆t)) +O(|∂A′|) +O(|A′|). (142)
The first two terms appeared in the ideal argument and are what we want,
while the second two reflect corrections due to uncontrolled edge effects (both
from δHA and the approximate time evolution) and possible changes in entropy
between the exact evolvted state ψA(t) and the approximately evolved state.
With the above formula, monotonicity implies
s(|A′| − |A|) +O(|∂A′|) +O(|A′|) ≥ S(ψA′(t+ ∆t))− S(ψA(t)). (143)
Taking   1/|A′| suffices to make the O(|A′|) term small without causing a
significant blow-up in the value of `0. The O(|∂A′|) term can be made to give
a relatively small contribution by making ∆t large.
Specifically, if the difference in volumes is
|A′| − |A| = 2Ld−1`0, (144)
and if, by assumption, the difference of ψ entropies is
S(ψA′(t+ ∆t))− S(ψA(t)) = 2Ld−1svE(f)∆t+ fs(|A′| − |A|), (145)
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then it follows that
2Ld−1s(1− f)`0 +O(|∂A′|) ≥ 2Ld−1svE(f)∆t. (146)
Using the expression for `0 (Eq. 136) and dividing through by 2sL
d−1∆t gives
(1− f)vB +O
(
1
∆t
(
vB(vB∆t)
p
λ
log
C0

) 1
1+p
,
|∂A′|
sLd−1∆t
)
≥ vE . (147)
The crucial final claim is that we can choose |A| and ∆t large enough such
that the linear entanglement growth assumption is valid and the correction
terms in Eq. (147) are small. Since |∂A′| ∼ Ld−1 (and since we argued that the
length scale of these corrections was bounded), the only dangerous term is the
first one. As long as p/(1 + p) < 1, which is p > 0, these conditions can be met
by choosing
width of |A|  vE∆t vB
λ
log
C0

. (148)
The first inequality guarantees that we are still in the linear growth regime and
the second inequality guarantees that the correction term is small. Since we
may take  ∼ 1/|A′|, these conditions are simultaneously achievable since they
are roughly of the form width ∆t log width.
Hence, we conclude that
(1− f)vB ≥ vE(f)− δ (149)
for any δ > 0. More generally, if the light-cone speed is vL with vL 6= vB , we
learn that
(1− f)vL ≥ vE(f)− δ. (150)
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