We consider the following problem arising from the study of human problem solving: Let G be a vertex-weighted graph with marked "in" and "out" vertices. Suppose a random walker begins at the invertex, steps to neighbors of vertices with probability proportional to their weights, and stops upon reaching the out-vertex. Could one deduce the weights from the paths that many such walkers take? We analyze an iterative numerical solution to this reconstruction problem, in particular, given the empirical mean occupation times of the walkers. In the process, a result concerning the differentiation of a matrix pseudoinverse is given, which may be of independent interest. We then consider the existence of a choice of weights for the given occupation times, formulating a natural conjecture to the effect that -barring obvious obstructions -a solution always exists. It is shown that the conjecture holds for a class of graphs that includes all trees and complete graphs. Several open problems are discussed.
Introduction
Single-agent search problems are commonly modeled as a graph G, with an edge from x ∈ V (G) to y ∈ V (G) (i.e., x ∼ y) if it is possible to move from state x to state y. We will assume throughout that such "moves" x → y are reversible, so that G is an undirected graph. One particular vertex v out is the "finish" and another vertex v in is the "start." The former is intended to model the solution of the problem being considered, and the latter the initial state of the solver.
We model the solution process as a random walk on the graph G, starting at v in and ending at v out . Vertex weights specify the proportional probabilities of moves, and encode the aforementioned value function. A novice solver is presumed to follow a uniform random walk; that is, the transition probability to go from a state to one of its neighbors is the same for each neighbor. The expert solver follows a more direct route from start to finish, as they are inclined to move closer to the solution state with each move.
In the next section, we describe our model in greater detail and relate the vertex weights to empirical mean occupation times. The following section relates an iterative algorithm for the numerical solution of the problem of determining the weights from occupation times. The analysis requires differentiation of a matrix pseudoinverse, something which may have independent interest. Next, we discuss the matter of solution existence: When is it possible in principle to reconstruct the vertex weights? We formulate a natural conjecture and prove that it holds for a class of graphs that includes all trees and complete graphs. The final section discusses several open problems that have arisen in this context.
The Model
For each pair of vertices x, y ∈ V , we denote by d(x, y) the graphical distance between x and y, i.e., the length of the shortest path that begins at x and ends at y. N(x) denotes the "neighborhood" of x, i.e., the set of all vertices adjacent to v. The quantity deg(v), the "degree" of v, refers to the number of edges incident to v ∈ V .
Let ρ : V → R ≥0 be nonincreasing in distance from v out , i.e., d(x, v out ) ≥ d(z, v out ) ⇒ ρ(x) ≤ ρ(z) for each x, z ∈ V . Then we define P (x, y), the probability that the solver transitions from state x to state y by P (x, y) = ρ(y)
.
We also use the notation P (t) (x, y) to mean the probability that a walker starting from x arrives at y after exactly t steps. Such a distribution corresponds precisely to a reversible Markov chain, starting from v in and halted at v out .
Given such a group of solvers, we have an empirical mean "occupation time" for each vertex V , given bŷ
where τ k (v) is the number of visits to site v that subject k makes before arriving at v out . It would be useful to understand how ρ relates to τ . Suppose that we perform a random walk on G according to the distribution P arising from ρ as above, starting at v in and stopping at the hitting time of v out . Note that the random walk arising from P is also the random walk one gets by taking edge weights wt(x, y) = ρ(x)ρ(y), since the ratio of weights of neighbors of a point is the same. If we definẽ ρ(x) = y∼x wt(x, y) = ρ(x) y∼x ρ(y), then the corresponding stationary distribution at the point x isρ(x)/ vol(G), where
wt(y, z).
Applying [1] , Chapter 2, Lemma 9, we have
where (x → y) is the time that a walk begun at x hits y for the first time.
(We adopt the convention that (x → x) = 0.) Furthermore, we have ( [3] , Theorem 8)
where G(x, y) is the discrete Green's function for G with weights ρ(·), whence
The matrix G of values G(x, y) is given by ([3] , (16))
where T = diag(ρ 1 , . . . ,ρ n ), 0 = λ 0 < λ 1 ≤ · · · ≤ λ n−1 are the eigenvalues of the normalized Laplacian L and φ 0 , . . . , φ n−1 are the corresponding eigenvectors. The normalized Laplacian is, in turn, defined to be T −1/2 LT −1/2 where L is the combinatorial Laplacian:
otherwise.
Numerical Solution
Ultimately, our objective is to reconstruct the function ρ fromτ . There are n − 1 unknowns that define ρ(·) (recall that ρ(v out ) = 1) and n − 1 degrees of freedom inτ , so that such a reconstruction is reasonable to attempt. A maximum-likelihood estimator for ρ seems out of reach, however, since the relationship defining τ from ρ is so complicated. Therefore, we adopt a standard simplification: the method of moments. That is, we try to solve E(τ ) =τ for ρ. This problem, though simpler, is still analytically intractable. Nonetheless, one can approximate ρ by iterative numerical methods. Consider the following algorithm:
1. For each solver, track how many times they visit each site v ∈ V as they traverse the graph from v in to v out . Let the average number of visits for each group beτ (v).
2. Without loss of generality, we restrict our attention to the induced subgraph G[supp(f )].
3. Start with a uniform distribution ρ 0 :
4. Apply a steepest-descent strategy to the cost function ϑ (defined below).
Meaningful information could be extracted from the resulting ρ final by, for example, performing a regression against some notion of distance to v out : graphical distance, electrical resistance, etc. Define τ ρ = E(τ ), and let
where we are treating functions of V as vectors in R n . Let
We may then apply, for example, steepest-descent, guided by the gradient vector ∆ x x∈V . Applying (2), we have
To simplify this, first note that dρ(y)/dρ(x) is ρ(y) if y ∼ x, y∼x ρ(y) if y = x, and 0 otherwise. Furthermore,
Hence, it remains to compute dG/dρ(x). To that end, we have the following result. Define the Moore-Penrose pseudoinverse (or just pseudoinverse for short) of a real symmetric matrix B of rank n − k to be a matrix A so that if 
where
Proof. Let P j = x j x * j , let x 0 , . . . , x n−1 be orthonormal eigenvectors for B (including the null vectors), and let 0 = λ 0 = · · · = λ k−1 < λ k < · · · λ n−1 be the corresponding eigenvalues. Then, differentiating AB = I − j P j ,
Then right-multiplying by A the expression for A ′ B above,
so we may rewrite this as
On the other hand,
which we may apply to (3) to get
since T α and T ′ are diagonal, and therefore commute with each other. The diagonal of dT /dρ(x) has y-coordinate ρ(y) if x = y and x ∼ y, y∼x ρ(y) if x = y, and 0 otherwise. We may apply Theorem 1 to G, since G is the pseudoinverse of L. Then (abbreviating by the operator d/dρ(x) by (·) ′ ),
In this expression,
and the y coordinate of φ 0 is ρ(y)/ vol(G), whence the y coordinate of φ
Finally, L ′ has (y, z) entry 0 if y = z, and, if y = z,
where we are denoting the indicator function of an event E by χ(E).
Solution Existence
It would be useful to know for certain that, for eachτ , there does indeed exist a set of weights ρ : V → R >0 which gives rise to the desired expected visitation times. In other words, we wish to show the existence of a ρ so that
One could view such a ρ as a Method-of-Moments estimator for the weight function of V . Note that it is certainly impossible to solve for ρ ifτ has disconnected support as an induced subgraph of V . Indeed, the set of vertices visited by a random walk
Write tr ω , the "trace" of ω to be the function tr ω (·) : V → Z whose value at v is simply the number of occurrences of v in ω, i.e.,
We say that a walk
Recall that, for a function ρ : V → R and v ∈ V = V (G), we define τ ρ (v) to be the expected number of visits to v of a random walk that starts at v in , navigates G according to ρ, and ends at its first encounter with v out . We say that the equation τ ρ = r is "solvable" if there exists a ρ with all positive coordinates so that the equation holds. Note that we may restrict our attention to those G so that G ′ = G \ v out is connected, since any component of G ′ not containing v in cannot be visited by any proper walk. Finally, define χ v to be the characteristic function of the vertex v ∈ V (G) and χ e to be χ x + χ y for any edge e = {x, y} ∈ E(G).
For any choice of ρ, one can write
where P(ω) is the probability that the walk ω occurs given the weighting ρ. Therefore, if τ ρ = r is solvable, then r lies in the convex hull of the traces of all proper walks tr ω . It is not hard to see that r actually lies in Ψ G , the interior with respect to a minimal containing hyperplane of the convex hull of the vectors tr ω ∈ R n . This minimal containing hyperplane H is not full-dimensional, as the next lemma describes.
Proof. First of all, dim(H) ≤ n − 1, since tr ω (v out ) = 1. We may write
for any proper walk ω. It therefore suffices to determine the dimension of S = span({tr ω − tr ω ′ } ω ′ ), for ω = (v 0 , . . . , v T ) some fixed proper walk which passes through every edge not incident to v out . Such a walk exists, since
where t is the least index so that {v t , v t+1 } = e. Then
If v is adjacent to a vertex w which is adjacent to v in , then
Proceeding inductively, we see that, if there is a path of length ℓ from
Since the functions χ v are linearly independent for v ∈ G ′ , this shows immediately that dim(S) ≥ n − 2.
Suppose that G is not bipartite. Since G ′ is connected, there are two proper paths of length ℓ 1 and ℓ 2 , where ℓ 1 and ℓ 2 differ in parity, from v in to v out . Therefore,
Subtracting this quantity from (4), we have that χ v ∈ S for all v ∈ V (G ′ ), so dim(H) = n − 1. On the other hand, if G is bipartite, then there is a function c : V (G) → {−1, 1} inducing the bipartition. For any proper walk ω ′ = (w 0 , . . . , w T ′ ), c(w j ) alternates as j goes from 0 to t. Hence, c · tr ω ′ ∈ {−1, 0, 1} (where we think of both factors in this dot product as vectors in R n ) has the same value for any proper walk ω ′ . We may conclude that c · (tr ω − tr ω ′ ) = 0, so that S ⊥ span{c, χ vout }. Since this span is clearly two-dimensional, dim(H) = dim(S) = n − 2. Necessity is immediate, by considering the set of all proper walks weighted by their probabilities. We begin our attack on sufficiency modestly. Define
and write e w for the elementary vector with nonzero coordinate at w ∈ V , i.e., the indicator function of w.
Proof. By hypothesis, we can solve
Call a visit to v "initial" if it is not immediately preceded by a visit to v ′ . Note that, at every visit to v of a random walk according to ρ ′ , the probability of visiting v ′ on the next step is
. Hence, the expected number of visits to v ′ that occur with each initial visit to v is
On the other hand, since each visit to v ′ is immediately followed by a visit to v, the expected number of visits to v under ρ ′ is simply
Finally, since projecting the ρ ′ -walk onto G via excision (as described above) yields a ρ-walk, τ ρ ′ (w) = τ ρ (w) = r(w)
for each w ∈ G \ {v, v ′ }. This in turn implies that τ ρ ′ = r ′ is solvable.
Corollary 4.
Suppose that τ ρ = r is solvable for every r ∈ Ψ(G). Let G ′ be the graph obtained from G by attaching a vertex v ′ of degree 1 to v ∈ V , and let r ′ : G ′ → R be defined by
Proof. By the preceding theorem, we need only show that r ′ ∈ Ψ(G ′ ) implies r − αe v ∈ Ψ(G). Therefore, suppose that r ′ ∈ Ψ(G ′ ), so we may write
For each G ′ -walk ω, let ω be the walk obtained from ω by the excision process described in the preceding proof. Note that
Hence,
To see that the point r − αe v is actually in the interior of the convex hull, simply note that the open mapping theorem implies that the map (x 1 , . . . , x n ) → (x 1 , . . . , x n−2 , x n−1 − x 1 ) (and any map obtained by permuting coordinates) from the minimal containing hyperplane of Ψ G to its image preserves open sets. The conclusion follows immediately.
Theorem 5.
Assume that G has two vertices v, w ∈ G \ {a, b} such that
Since r ′ ∈ Ψ(G ′ ), we can write r ′ = ω λ ω tr ω . It is easy to see that, if we write ω ′ for the walk obtained from ω by replacing each occurrence of w with v, then r = ω λ ω tr ω ′ .
Since v and w have identical neighborhoods, ω ′ is a bona fide G-walk for each G ′ -walk ω. The open mapping theorem implies that the map (x 1 , . . . , x n ) → (x 1 , . . . , x n−2 , x n−1 + x 1 ) (and any map obtained by permuting coordinates) from the minimal containing hyperplane of Ψ G to its image preserves open sets. Hence, r ∈ Ψ(G), and, by hypothesis, we can solve τ ρ = r ′ . Now, for α ∈ [0, 1], let ρ α agree with ρ on G \ {v, w}, ρ α (v) = αρ(v), and ρ α (w) = 1 − αρ(v). A ρ α -walk visits the set {v, w} an expected r(v) + r(w) number of times, with each visit going to v with probability α and going to w with probability 1 − α. Therefore, the expected number of visits to v is (r(v) + r(w))α and the expected number of visits to w is (r(v) + r(w))(1 − α). We can set α = r(v)/(r(v) + r(w)) so that τ ρα = r.
Dealing with the case of a path would be useful at this point. In that case, we write the vertices of G in order:
Write R + for the nonnegative reals and R ++ for the positive reals. Proof. We actually show that the topological closureΨ of Ψ G is of the form
It is easy to see that the conclusion ½ + n−1 j=2 R ++ f j = Ψ G then follows, since non-boundary points x can be perturbed by some n−1 j=2 ǫ j f j for ǫ j > 0 without leaving the set, implying that the projection of
Let η(j, k) denote the walk from v in to v out of the form
that is, a direct path with k "steps back" at j added, k ≥ 2 and 2 ≤ j ≤ n−1.
(Write η for the path with no steps backwards.) Clearly, tr η(j,k) = kf j + ½.
By taking convex combinations of tr η(j,k) and tr η for sufficiently large k, one can construct any αf j + ½ with α ≥ 0. Then, by taking convex combinations of the resulting vectors, the inclusion ½ + n−1 j=2 R + f j ⊂Ψ follows.
For the opposite inclusion, it suffices to show that tr ω ∈ ½ + n−1 j=2 R + f j for each proper walk ω. We show this inductively: if ω = η, the statement evidently holds. Hence, assume that, for some t > 0, ω(t + 2) = ω(t) = v j and ω(t + 1) = v j+1 . Every proper walk other than η admits such a t since, for example, we may take v j → v j+1 → v j to be the last step backwards. Then tr ω = tr ω ′ + f j where ω ′ is the proper walk ω with steps t + 1 and t + 2 removed. Clearly, by iterating this argument, we arrive at a representation of the form
We need the following lemma, which allows us to compute expected occupation time vectors as eigenvectors of a certain matrix.
Lemma 7. Let n = |V (G)|, where G is a weighted graph with wt(v)
There is a unique nonnegative vector r ∈ R V (G) so that r vout = 1, r 1 > 1, and Mr = r, where M ∈ R n×n is defined by
Furthermore, r v is the expected number of visits in a proper random walk on G with weights {β v } v∈V (G) .
Proof. Let Γ be the weighted digraph whose adjacency matrix is M. Then Γ consists of G with each edge incident to v out removed, plus a single directed edge from v out to v in . In particular, M n has all positive entries, except for the nondiagonal elements of its first column (which are 0). Suppose
Note that there exists some strictly positive vector u so that u·r = u·r ′ = 1: simply choose a positive vector orthogonal to r−r ′ and scale it so that its dot product with r is 1. (The vector r − r ′ has positive and negative entries since r and r ′ each have at least two positive entries, and they are not the same vector.) If we replace the first row of M n with the vector u, obtaining a new matrix
The PerronFrobenius Theorem implies that r has all positive entries. However, its first coordinate is 0, a contradiction unless r = r ′ , which is also a contradiction. Hence, the solution to Mr = r is unique.
We therefore need only show that the vector r of expected number of visits satisfies Mr = r, since r vout = 1 and r has additional nonzero entries.
It is clear that (Mr) vout = 1 = r vout . Since r w is the β v / u∼w β u -weighted sum of r v for v ∼ w, where v = v in , v out , the claim also holds for these v's. As for r v in , the expected number of visits to v in is the weighted sum of its neighbors' expected number of visits, plus 1, since the first visit to r v in is not preceded by a visit to any other vertex. However, this extra "1" comes from the (v, w) = (v in , v out ) term in M, because r vout = 1.
Proof. By Proposition 6, we may assume that r = ½+ n−1 j=2 α j f j with α j > 0 for all j, 2 ≤ j ≤ n − 1. Let ρ(v 1 ) = 1, ρ(v 2 ) = 1, and, for j > 2,
where we interpret an empty product as 1. Let β j = ρ(v j ). To see that τ ρ = r, we need to show that Mr = r, where M is the matrix given by 
This will suffice to provide the result, since by Lemma 7, r is the unique solution to Mr = r with r(b) = 1.
Recall that
Hence, the first coordinate of Mr is 1 = r(1). The second coordinate of Mr is
Let p j = β j /(β j−2 + β j ) and q j = β j /(β j + β j+2 ) = 1 − p j+2 . Then
,
Then, for 3 ≤ j ≤ n − 2, the j th coordinate of Mr is given by
and the n th coordinate of Mr is 1 + p n r(n − 1) = 1 + α n−1 1 + α n−2 + α n−1
(1 + α n−2 + α n−1 ) = 1 + α n−1 = r(n).
Theorem 9. For G = K n a complete graph with vertices
Proof. First we give a description of the solvable r's. In order to simplify our calculations, we will assume (without loss of generality) that the weights β 1 , . . . , β n sum to 1. Therefore, define M to be 
so that Mr = r by Lemma 7. Note that the lower-right (n − 1)
where J ∈ R (n−1)×(n−1) is the all ones matrix, and I is the identity. We show that the following is a solution to Mr = r (and therefore the unique one with r 1 = 1):
It is clear that (Mr) 1 = 1 = r 1 . If j = 1, 2, then
It remains to check r 2 :
Now, if r j = β j (1 − β j )/β 1 for each j ≥ 3, then
with ± interpreted to be addition if β j > 1/2 and subtraction otherwise. Note that at most one of the β j can exceed 1/2 since n j=1 β j = 1. Suppose for the moment that β j ≤ 1/2 for j ≥ 3. Then we can write β 2 = 1 − j =2 β j , whence
This expression is defined for β 1 ∈ (0, min j≥3 (4r j ) −1 ]. We will assume for convenience that r 3 = max j≥3 r j , so 0 < β 1 ≤ r
, where u j = 1 − 1 − 4r j β 1 , by L'Hôpitals' Rule. Since u j | β 1 =0 = 0 and
we have lim
On the other hand, if β 1 = (4r 3 ) −1 , then
Now, if β j > 1/2 for some j > 2, we may assume without loss of generality that j = 3. Note that
Then, we have again that r 3 = max j≥3 r j . Letting u j be as above for j > 3 and u 3 = 1 + √ 1 − 4r 3 β 1 , we have
This expression is again defined for any β 1 ∈ (0, ( 4r du j dβ 1 )
, since u j = 0 when β 1 = 0 except for u 3 , which is 2. Now, We claim that this inequality holds for all elements of Ψ G . To see the upper inequality, consider the fact that each visit (after the first) to v 2 of a proper walk is preceded by a visit to some v j with j > 2. Hence r 2 is at most one more than j>2 r j . To see the lower inequality, we write it thusly:
Again, every visit to v 3 in a proper walk is preceded by a visit to some v j with j = 1, 3. The inequality, and the theorem, follows.
Open problems
The following are unsolved problems that have arisen in the current study and which we would like to see addressed.
1. Conjecture 1: For which r is it possible to solve for the weights in the equation τ ρ = r?
2. Is it true that the iterated numerical solution described above always yields the correct answer, assuming a solution exists? To put it another way, is there a unique local minimizer of τ ρ − r 2 2 for a given r?
3. If more information is available about the routes that random walkers take than just the empirical mean occupation times, could one exploit this to more efficiently obtain the weights, or to obtain a "better" set of weights?
4. Suppose some measure of expertise is used after the weights are obtained. For example, one might ask for the correlation coefficient between the weights and the distance function f : V (G) → N given by f (v) = d(v, v out ). How well does this scheme classify novices and experts?
5. How well does the method-of-moments estimator we introduce above perform, in terms of bias or mean-squared error, for example?
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