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1. INTRODUCTION 
The method of invariant imbedding has been used quite effectively over 
the past decade for studying the reflection and transmission coefficients for 
linear transport problems [I]. More recently it has been used to study linear 
two-point boundary value problems arising in several diverse areas of mathe- 
matical physics [2, 31. The salient feature of the technique is the study of the 
unknown boundary conditions as the length of the interval is varied. How- 
ever, one of its major disadvantages has been in solving for the internal 
values. Several techniques have been suggested with varying degrees of 
success [4, 5, 61. 
In this paper a new technique is presented for calculating internal values 
for linear problems for a set of intervals xi, i = l,..., n. The method is 
unique in that only one integration of a basic set of four first order equations 
across a reference interval, 0 < z < X, is necessary. The internal values for 
each of the intervals xi ,( X, i = I,..., n, are then obtained by a simple alge- 
braic calculation. In addition, the method is more stable than classical super- 
position techniques. 
The technique is described in Section 2 for a system of two first order 
equations. In Section 3, the procedure is generalized to large systems of 
linear equations and in Section 4 it is applied to integro-differential equations 
of the Boltzmann type. The last section contains conclusions and possible 
extensions to nonlinear problems. 
2. FIRST ORDER EQUATIONS 
This section will consider the linear system of differential equations 
U,(% x) = u(z) 4% 4 + b(z) 4% x> + h+(z), (2.1, a) 
* This work is supported by the Atomic Energy Commission, U.S.A. 
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- ol(z, x) = C(Z) u(z, x) + d(z) v(z, x) + h-(x), 0 < z < x d X, (2.1, b) 
with the boundary conditions 
u(0, x) = a, 7(x, x) = p. P.Lc) 
Here the notation U(X, x), ZI(Z, x) is used to emphasize that the solutions are 
functions of the independent variable a, and the length of the interval x. 
The symbol ~~(2, x) denotes differentiation with respect to the first variable. 
Throughout this paper it is assumed that (2.1, a, b, c) has a unique solution 
onO<.z<x<X. 
The classical approach to the above problem would be to fix x and p 
and solve (2.1, a, b, c) using boundary-value techniques. Thus each time x or 
/3 is changed, a completely new problem is presented. The new approach 
described here will consider x as a variable and solve (2.1, a, b, c) for all x < X 
as a single initial-valued problem. 
By using the method of invariant imbedding and the linearity of (2.1, a, b), 
it is possible to write 
+A x) = $4 +b 4 + q(4. (2.2) 
The function P(Z) is the well-known reflection function of invariant imbed- 
ding, and the function q(z) is a consequence of the source (inhomogeneous) 
terms h+(z) and h-(z) and 01. 
By differentiating (2.2) with respect to z and using (2.1, a, b), the functions 
t(z) and q(z) are found to satisfy the following differential equations 
$ = &) + [a(4 + WI $4 + 44 yY4, (2.3, a) 
2 = [@> + 44 +)I q@) + $4 h-(z) + h+(z), (2.3, b) 
with the initial conditions 
Y(0) = 0, q(0) = a. (2.3, c) 
Since the function V(Z, x) satisfies a linear differential equation, namely, 
-- v&G x) = 44 M-g q-% x) -t &)I + d(z) 4% 4 + h-(4, (2.1,4 
it can be expressed as a linear combination of the functions t(z) and s(z) 
a(% x) = t(x) + b(z), (2.4) 
where t(z) is a particular solution of the inhomogeneous equation (2.1, d), 
s(z) is a solution of the homogeneous part of equation (2.1, d), and k, is a 
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constant dependent upon the particular value of x desired. The differential 
equations satisfied by r(z) and s(z) are 
- f = c(z) [T(Z) t(z) -k q(x)] + d(z) t(z) + h-(z), (2.5, a) 
- g = [d(z) + c(z) r(z)] s(z). (2.5, b) 
The initial conditions may be chosen for convenience. Here the most con- 
venient initial conditions are 
t(0) = 0, s(0) = 1. (2.5,~) 
The functions r(z), q(x), t(z), s(z) are not functions of x, since each satisfies 
an initial-value problem with the initial conditions being given at z = 0, 
and the functions a, b, c, d, hf and h- do not depend upon x. 
Equations (2.4) and (2.5, c) yield 
v(0, x) = k, . (2.6) 
The constant K, is calculated from (2.4) when z = x. Thus 
k = 4x> 4 - w B - 44 
2 
4-4 =s(x>- 
The relation for V(Z, x) can now be written as 
(2.7) 
It is easy to show that the above process does indeed solve the original 
linear problem. Define a function ~(2, x) by the relation 
+, x) = t(z) + b(4, (2.9) 
where t(z) and s(z) are defined by (2.5, a, b) and define a function ~(2, x) by 
the relation 
@(% 4 = 4q qz, x) + 4(-g, (2.10) 
where r(z) and q(z) are defined by (2.3, a, b). By differentiating (2.9) and (2.10) 
and using (2.3, a, b) and (2.5, a, b), it is seen that the functions U(Z, x) and 
V(Z, x) satisfy (2.1, a, b, c). 
In order to obtain the internal values of u(z, x), v(z, x), equations (2.3, a, b) 
and (2.5, a, b) with the initial conditions (2.3, c) and (2.5, c) are solved for 
0 < z ,( X. The internal values are then obtained by choosing a specific 
value of x, say x, , and using (2.8) and (2.2) with x = x1 , a purely algebraic 
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procedure. If another value of x is desired, say x2, then again (2.8) and (2.2) 
are used with x = x2 . Thus it is necessary to solve the differential equations 
(2.3, a, b) and (2.5, a, b) only once, and then the solutions for u, ZI for all 
lengths of the interval x < X can be found by a purely algebraic manipulation. 
In addition, the internal solutions for various values of the input /3 may be 
obtained from this process. It should be emphasized that the differential 
equations are all initial-valued. 
The process is very simple if (2.1, a) and (2.1, b) are homogeneous equa- 
tions, i.e., h+ = 0 and h- = 0, and if a = 0. In this case the terms q(z) and t(z) 
are identically zero. Otherwise the method is the same as for the above case. 
The above process was applied to the two first order equations 
u&, x) = 107.(x, x), 
- v&c, x) = - lOU(Z, x), 
u(0, x) = 0 (2.11, a) 
zl(x, x) = 1 (2.11, b) 
which have the analytic solutions 
(2.12, a) 
v(z, x) = 
cosh( 102) 
cosh( 10x) ’ 
(2.12 ,b) 
The numerical solutions were generated by integrating equations (2.3, a, b) 
and (2.4, a, b) for X = 2.0 with a fourth-order Runge-Kutta integration 
scheme. The internal values were then obtained by using (2.2) and (2.8) for 
x = 0.2, 0.4 )..., 2.0. Five place accuracy was obtained in each case, whereas 
direct integration of (2.11, a, b) is an unstable process. 
3. LARGE SYSTEMS OF DIFFERENTIAL EQUATIONS 
The application of the method for large systems of linear differential 
equations is relatively straightforward. The system (2.1, a, b) becomes 
U,(z, x) = A(z) qz, x) + B(z) f+, x) + H+(z), (3.1, a) 
- v&z, x) = C(z) U(z, x) f D(z) V(z, x) + H-(z), (3.1, b) 
where A, B, C, D are n x n matrices and U, L’, H+, H- are column vectors 
of order n. The boundary conditions are 
U(0, x) = u. , lqx, x) = v, . (3.194 
Again the functions R(z) and Q( x are related to U(z, x) and V(z, x) by ) 
U(z, x) = R(z) w4 x) + m+ (3.2) 
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However, the relation (2.4) becomes 
V(z, x) = T(z) + k~‘S”‘(Z) i- .*. + K$syz), (3.3) 
where StiJ(z) is a solution of the homogeneous equation with initial condition 
P’(O) = (O,..., I,..., O)t, the 1 appearing in the ith position. Here R(z) is an 
n x n matrix andQ(x), T(z), ,P)(z) are column vectors of order n. The system 
of equations (2.3, a, b) and (2.3, c, d) becomes 
dR 
- = B(z) + A(z) R(z) + R(z) D(z) + R(x) C(z) R(z), R(0) = 0 
dx 
(3.4, a) 
g = [A(z) + C(z) R(z)] G(z) + R(z) H-C.4 + W.4, G(O) = u, 
(3.4, b) 
- g = C(z) [R(z) T(x) + E(z)] + D(z) I’(x) + N-(a), T(0) = 0 
(3.4, c) 
- T = [D(z) + C(z) R(x)] W(x), W’(0) = (O,..., I,..., O)t i = I,..., n. 
(3.4, 4 
The constants kc), i = l,..., n, in (3.3) are determined from the boundary 
conditions at z = x by the solution of n simultaneous linear equations. 
4. INTEGRO-DIFFERENTIAL EQUATIONS 
The technique will now be applied to integro-differential equations of 
the Boltzmann type [for notation see (1,7)] 
m “(4 l 
P z 6% PL) + “(4 NC% CL) = 2 J K(z, CL? CL’) N@, CL’) 4’ + f+, CL), -1 
--I<p<l, (4.1, a) 
subject to the boundary conditions 
Define 
NO, PI = 0 for O<p<i (4.1, b) 
w-6 CL) = f(P) for --I<p<o. (4.1, c) 
U(G x, P> = N(% P), CL>0 
V% x> CL) = N@, PI, CL<0 
ff+(% d = WG CL), P*.>O 
f-f-c? CL) = 4% A P*<O 
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where again the x has been inserted as a variable to emphasize that the solu- 
tions change as x is varied. Then (4.1, a) becomes 
g (z, x, p) = - 9 u(z, x, p) + F j' K(.z, P, CL') u(z, x, CL') 4' 
0 
O I +4 
I 2cL -1 
qz, p, /ed) V(z, x, CL') 6' + fJ+h P>> 
(4.2, a) 
_ $ (z, x, p) = 3: v(z, x, p) - $f j' qz, p, P') u(z, x> $1 G' 
0 
“(4 O -- 
f 2cL -1 
K(Z, CL, $1 v@, x, CL’) dcL’ 
+ fl-(.? P), (4.2, b) 
and the boundary conditions become 
up, x, PI = 0, Q? x, P) = f(P)* (4.2, C) 
For p > 0 and any z, 0 < z < x, by Duhamel’s principle and analogy 
with (2.2), it is possible to write 
u(z, x, p) = &j" ~(2, CL, $1 v(z, xv P') 4' + 4x, 4. (4.3) 
-1 
The derivation of the differential equations for Y(X, II, CL’) and &z, p) pro- 
ceeds, at least formally, as in Section 2. By differentiating both sides of (4.3) 
with respect to z and using (4.2, a, b), the functions Y(Z, CL, II’) and q(.z, p) 
are found to satisfy 
Yl(% CL, CL’) = F Q, P, P’) 
(4.4 ,a) 
44 ” - __ j 
47r -1 
T(Z, /.L, A) $ j-’ K(z, A, v) q(.z, v) dv 
0 1 0 -- s 27r -1r(z, p, A) H-(x, A) dA +ff+(z, PCL), (4.4, b) 
with the initial conditions 
r(0, p, P’) = 0, q(O, CL) = 0. (4.4, 4 
Analogously to (2.4) define 
V((-“, x, /&) = qz, p) + j”, UP’) Sk b 4 d&* (4.5) 
Here k,(p’) is evaluated at a = x and is a solution of the integral equation 
W, x, CL) - T(x, CL) = jl, 4') Sk, CL, CL') dp'. (4.6) 
The differential equations satisfied by T(z, p) and S(z, p, p’) are 
- T~(z, p) = “0 T(Z, /A) - 9 I” I+, p, A) T(z, A) dh 
CL -1 
44 "(4 O - S,(,q p, p') = cL S(z, p, p') - -x&-j fq% CL> 4 SC% A P') dA 
-1 
- g j: K@, p, A) jr, +, A, v) S(z, v, CL’) dvdh (4.7, b) 
with 
qo, CL) = 0, S(O, CL, P’) = S(P - P’>* (4.7, c) 
As in Sections 2 and 3, in order to calculate the internal values of 
the Boltzmann equation for various thicknesses, xi (i = I,..., n), it is necessary 
to integrate the functions r(z, p, p’), q(z, p), T(z, p) and S(z, p, p’) only once 
over the interval which is greater than or equal to the maximum interval 
desired. The internal values for all other intervals may then be obtained by 
using (4.3) and (4.5). 
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5. CONCLUSIONS 
A new technique based upon invariant imbedding has been presented for 
the solution of a large class of linear problems. The method is quite valuable 
when the solutions of (2.1, a, b, c) are desired as the length of the interval 
and the input /I are varied, since the internal values for all subintervals may 
be obtained by integrating a set of four first order, initial-value, equations 
only once over the largest interval desired. 
In addition, the process, with a few modifications, may be combined with a 
method of linearization to handle nonlinear problems. A future paper will 
deal with this area. 
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