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1.   Introduction 
The drift-tearing mode [1] involves the combined effects of magnetic 
reconnection and electron density and temperature gradients, has an intrinsic 
frequency of oscillation related to these gradients, and is characterized by both a 
slower growth rate and significantly different eigenfunctions when compared to 
the purely resistive tearing mode [2,3].  The mode, that is driven primarily by 
the longitudinal current density gradient, is strongly connected with the 
transport of electron thermal energy, and can lead to the formation of relatively 
large magnetic islands. The relevant excitation threshold is the same as that of 
the resistive tearing mode, as long as the relevant electron equation of state is 
adiabatic. However, the mode was found to be practically impossible to excite 
in collisionless regimes [4] as a result of the combined effects of electron 
Landau damping and temperature gradient [4] or of the equivalent effects of 
parallel longitudinal electron conductivity and temperature gradient [5] in 
weakly collisional regimes.  On the other hand, as experiments with lower 
degrees of collisionality have been undertaken [6] modes of this kind, that 
produce magnetic reconnection, have been observed to persist together with the 
formation of the resulting macroscopic magnetic islands. 
In order to resolve this paradox we consider [7] that “mesoscopic reconnecting” 
modes develop from a background of “micro-reconnecting” modes with short 
scale distances ( pec ω1 ) that generate a series of strings of small magnetic 
islands and are driven by the electron temperature gradient.  The envisioned 
effects of the latter modes are to produce a significant increase of the ratio of the 
transverse thermal conductivity to the longitudinal conductivity.  This is shown 
to restore the excitation of mesoscopic mode driven mostly by the current 
density gradient and involving the combined effects of finite resistivity, electron 
thermal conductivities, and temperature gradients. 
The present paper is organized as follows:  In Section 2 a description is 
given of the micro-reconnecting modes that are driven by the electron 
temperature gradient and produce a sequence of small magnetic islands.   Their 
excitation is shown to lead to an increase of the ratio of the transverse to the 
longitudinal electron thermal conductivity. In Section 3 the key role that the 
electron thermal energy balance equation has on the characteristics of the 
weakly collisional mesoscopic mode is demonstrated and the intermediate 
asymptotic region, out of the three regions that the mode involves, is identified.  
In Section 4, the combination of the longitudinal electron momentum 
conservation equation and of the quasi-neutrality condition leads to the 
identification of the innermost region where the singularity characteristic of the 
present problem is removed.  This singularity concerns the function describing 
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the difference between the relative electron temperature fluctuation and the 
relative plasma displacement.  In Section 5 the equation characterizing the 
innermost region, where the effect of the magnetic diffusion coefficient is 
important, is given and the limits of its validity are discussed.  In Section 6 the 
solution of the innermost region equation is discussed and integrals of it that 
enter the expression for the mode growth rate are estimated.  In Section 7 the 
two characteristic components of the growth rate are derived from the matching 
condition of the asymptotic solution for the perturbed radial magnetic field over 
the three regions.  The main component of the growth rate is associated with the 
current density gradient and the other with the temperature gradient.  In Section 
8 comments concerning the relevance of the mesoscopic mode to the formation 
of the experimentally observed magnetic islands are given. 
2.   Micro-reconnecting Modes and Their Role 
In view of extending our results to more complex configurations we refer to 
a plane geometry where the magnetic field around a surface 0x x=  is 
represented as 
 ( ) ( )0z zB x x x By y′+ −B e e . (1) 
The mesoscopic mode that we consider is envisioned to develop from a 
background of excited microscopic modes that produce magnetic islands on 
smaller scales and are localized over distances not exceeding pec ω  around 
successive surfaces jx x=  contained in a finite interval centered on 0x x= . 
The micro-reconnecting modes are collisionless and driven by the electron 
temperature gradient. The relevant perturbed longitudinal electric field  has 
both  and 
Eˆ&
ˆ∇ Φ& ( ) ˆ1 c A t∂ ∂&  as significant components while ˆ ˆ⊥ ⊥−∇ ΦE  .  In 
particular we take ( ) ( )ˆ expj yA A x i t ik yω= Δ − +& &  where j jx x xΔ ≡ −  and (ˆ )jA A x= Δ& &  is an even function of jxΔ .  The frozen-in condition is broken by 
the effects of finite electron inertia.  Only  is involved in these modes as we 
consider  where
eT &
2 2 2 2
e e⊥k k dρ⊥  2 2 2yk k x⊥ 2= − ∂ ∂ .  Moreover  for 2 2 2vthekω &2
2v 2the e eT m=  and thi  where2 2 2vkω ⊥< 2v 2thi i iT m= and .  Here e2 2 1ik ρ⊥  ρ  and 
iρ  indicate the electron and the ion gyroradius, respectively.  We note that 
R Iiω ω ω= +  and that the mode frequency depends strongly on the values of ( ) ( )d ln d d ln de eT x n xη = &  in the sense that R Iω ω  is finite for 1eη   and 
can vanish if 1eη >  but not too large.  The equation for A&  that we consider, in 
the fluid limit where , Te1ekd > ω ω∗< , and  , is based on the 
collisionless longitudinal electron momentum conservation equation 
2 2 2vthekω > &
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B
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where we consider 1eη  .  We combine Eq. (2) with the electron thermal 
energy balance equation ˆ vˆe Ex eT t dT dx 0∂ ∂ + = , the electron mass 
conservation, and the relevant Maxwell’s equations to obtain 
( )2 23 2 2 2 2 2 2
2 2 ( ) ( ) 0
j
Te y se e y e Te
s
x dk c d k d A x A x
L dx
ω ω ω ω∗ ∗
⎡ ⎤Δ ⎛ ⎞⎢ ⎥+ − +⎜ ⎟⎢ ⎥ ⎝ ⎠⎣ ⎦
& &
   , (3) 
as ( || ||ˆˆ ˆ ˆi e i en n ne T k u )nω− Φ   . Here ( )|| ||ˆˆeu J n= − e is the longitudinal 
electron flow velocity, ( ) 2 2 2|| ||ˆˆ 4J c x k A ( )⎡π ⎤= − ∂ ∂ −⎣ ⎦ , '||k k B x BΔ y y j  
where ' 1y sB B L≡ defines the “shearing distance”, ˆ ˆVEx yE c B=( )
, 
Te k c eB dT dxω∗ ≡ − y e  is the frequency representing the mode driving factor 
and  ( )1/ 2ic T m≡
1A =
se e  is the “electron sound” velocity.  The boundary conditions 
are &  and 0dA dx =&  for 0x =  and  for .  Therefore we 
can derive the following quadratic form, from the Fourier transform of Eq. (3), 
0A →& 2x →∞
   
2
2
23 2
2 2
0
k
k k
YdY Y
dk k k
ω ω= − + +
   (4) 
where   ( )1/ 2 1/ 40 s sek C L cω ω− −≡ ,   ( )2 / 3 1/ 60 y ek k d C≡ ,  ( )2 22 i Te e e sC T r T Lβ≡ ,  
28e enT Bβ π≡ , ( )lnTe e er T d T dx≡  ,  ( )2 20k kY A k k≡ + , kA  is the Fourier 
transform of ( )A x&  and dk= ∫ .  This shows that there is a marginally stable 
mode for 0 0critk k<  and an unstable mode for 0 0critk k> .  The relevant phase 
velocity is in the direction of the electron diamagnetic velocity. 
The string of magnetic islands produced by this mode around the surface jx x=  
is represented by the magnetic surface function  
 ( ) ( )( ) ( )
2 2ψ cos
0
j
j j Is R y
A x x
jx x A
δ ω−∝ − + − =&
&

 t k y c  (5) 
with j const., c = ( )( ) (1/ 20 expIs y I )2A B tδ ω′≡ &  and ( ) 00 x yA B k=&  .  Clearly 
the linear theory is valid for ( )1/ 2 1/ 20Is x y e TeB B d r dδ e<∼  where y yB B r′∼ Te .  
In particular, we envision that a sequence of these strings of islands is produced 
over a macroscopic scale distance represented by y yB B′ ′′ .  These strings of 
islands can be a hindrance for the propagation of temperature along the field and 
can modify, considerably, mode-particle resonances that are relevant to the 
excitation of the drift-tearing mode in the collisionless regime [4]. 
 4
The effective transverse thermal diffusion coefficient that we associate 
with the micro-reconnecting modes, on the basis of the relevant quasi-linear 
theory [8], can be expected to be the order of ( ) ( )e d e Te eD d r cT eα⊥ ∼ B  where 
dα  is a numerical coefficient, ed c peω= , and 1 d lnTe er T dx≡ −  and we 
consider the ratio ||
e e
th D D⊥Δ ≡  to be increased further relative to the classical 
value by the expected reduction of the longitudinal thermal diffusivity  
resulting from the excitation of the same modes. 
eD&
We observe that the well known electrostatic modes, so called ETG modes, 
involving smaller scale lengths than the micro-reconnecting modes can also be 
excited.  Mode packets (quasi-modes) can be constructed [9] by a proper 
superposition of elementary electrostatic modes that are sharply localized in the 
x -direction like those found for ITG modes [9].  The quasi-modes can cover a 
macroscopic interval in the x -direction and can maintain temperature profiles 
that are localized along the magnetic field.  In particular, the expression for the 
electron temperature is given by 
( ) 2 20 22
2 2
22
ˆˆ exp
2
1exp
2
y I
e e R y
s s
y
R I
s
z kz iT T W x i t ik y x
L L
z k
t
L
σω σ
σ ωσ
⎡ ⎤⎛ ⎞− + − + ×⎢ ⎥⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
⎡ ⎤− +⎢ ⎥⎢ ⎥⎣ ⎦

    (6) 
where ( )W x  is a “weight” function localized over a macroscopic distance, 
elementary modes represented by ( ) ( )( )20 exp 2e jT x T xσ= − Δ   are considered, 
and R Iiσ σ σ= + .  Thus, we se that  is localized along the magnetic field 
over the scale distance 
ˆˆ
eT( )z s y RL L kσ σ∼  where 2 1ykσ ∼ .  This can be seen 
as a further contribution toward having a state of reduced effective longitudinal 
thermal conductivity.  
A more complete mode dispersion equation that does not have the 
limitations of the fluid limit in which Eq. (2) is derived and include mode 
particle resonances, has been derived by the so called drift approximation. In 
this case, the quadratic form replacing the one that can be obtained from Eq. (3) 
without taking its Fourier transform is  
 
2 2 02 2||2 2 * 0
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Here dx≡ ∫ ,  
 5
 
2 2 2
|| ||0 2
0 || || 2 2 2 2
|| || *
v (v )1 v (v )
v
e
Me
e Te
m
d F
n T k
3ω ω
ω ω
+∞
−∞
⎛ ⎞ −⎜ ⎟ℑ ≡ ⎜ ⎟ −⎝ ⎠∫
L
, (8) 
( ) ( )2 2||1 v exp v vMe the theF nπ⎡ ⎤= −⎣ ⎦ , *Teω ω ω≡  and 2 2 2|| ||(v ) v v 1/ 2the= −L . 
It is clear that the fluid limit corresponds to . 00 1ℑ 
Recently, a parallel, independent analysis of “long wavelength ( 0.1ekρ < ) 
electron temperature gradient driven modes” [10] has been announced but not 
presented. Therefore, a specific comparison of this analysis with the conclusions 
given in this section cannot be made. 
3.   Mesoscopic Mode and Relevant Electron Thermal Energy Balance 
Equation 
The perturbed magnetic field, for the mesoscopic mode, is represented by (ˆ ( )exp y )x i t ik yω= − +B B . The theory of this mode involves the analysis of 
three asymptotic regions of which the outer (macroscopic) region involves scale 
distances of the order of the radius a of the plasma column and in particular 
1 yk ∼ a . In this region the “hyperconductivity” condition ˆ ˆ 0c+ × =E v B  is 
held to be valid and the perturbed magnetic field is described by the quasi-
neutrality condition 
tot
∇⋅ , as the effects of finite ion inertia 
and Larmor radius can be neglected.  The relevant equation 
) )|| || 0tot J∇ =J 
 ( ) 2 2|| 2 0xx d BdB J k Bdx dx
⎛ ⎞+ ⋅ −⎜⎝ ⎠
k B
 x ⎟  (9) 
when solved over the plasma radius, leads to find a solution for  that is 
continuous at  but has a singular curvature 
( )xB x
0x = ( )2 xd B dx 2 .  Thus we argue 
that if aδ   represents the width of the transition region over which the 
singularity is removed 
 [ ]0 1 (x xB B xδ )ε ϕ δ+   (10) 
where aδε δ≡  and ϕ  is a finite function of /x δ . Moreover, if we define the 
displacement ξˆ  as ˆˆ iω= −V ξ  the hyperconductivity condition gives 
( )ˆ ˆx xB iξ = ⋅k B  that is also singular at 0x = . 
In the transition region, the relevant longitudinal momentum conservation 
equation is  
( ) ( )|| || ||ˆ ˆˆ ˆ0 Bei e e e T e e T enm u enE p n T p n Tν α− − − ⋅ ∇ + ∇ − ⋅ ∇ + ∇B B ˆ Bα ,  (11) 
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where Tα  is the thermal force coefficient and the other terms have standard 
definitions. The adopted electron thermal energy balance equation is 
ˆ ˆ3 ˆ ˆˆ ˆ
2 B
e e
BEx e e e e
T dTn V nT u q q
t dx e⊥ ⊥
⎛ ⎞ ⎛ ⎞∂ + + ∇ −∇ ⋅ + −∇ ⋅⎜ ⎟ ⎜ ⎟⎜ ⎟⎜ ⎟∂ ⎝ ⎠⎝ ⎠
B B q& & & & ,   (12) 
where ˆ ˆ ˆEx y yV cE B ick≡ − Φ B  and we define ˆ ˆEx ExiVξ ω≡ .  Moreover, 
( )2 2ˆˆ 3 2ee eD T x n⊥ ⊥ ⊥∇ ⋅ − ∂ ∂q  ,
( ) ( )( ){ }||ˆ ˆ ˆˆ ee e e x eq B q B ik D ik T B B dT dx⎡ ⎤−∇⋅ + − +⎣ ⎦B B& & & &  
and  ( ) ( )0 0y y y sk k B x x B k x x L′ − ≡ −&  . 
We note that the drift-tearing mode was found originally [1] in the 
(adiabatic) limit where the terms in the electron thermal energy balance due to 
the thermal conductivities are not important, while for the mesoscopic mode that 
we consider these terms are prevalent.  Moreover, we observe that it is not 
contradictory to envision weakly collisional mesoscopic modes excited from a 
background of collisionless microscopic modes as the relevant frequencies and 
growth rates have very different values.  In fact, the typical frequency of both 
modes is closely re la ted  to  ( )T y e Tek cT eBrω∗ ≡ .  Therefore  we require  
that  the  mean free  path  the eiveiλ ν= be in the following interval 
 1/ 2
1
eβ < 2
T
ei
Te e
a
r
ωλ
ρ γ
∗<  (13)   
that corresponds to a realistic range of plasma parameters. We note also that 
while in the case of microscopic modes Im Reγ ω ω≡ 2 , in the case of the 
mesoscopic modes Re Tγ ω ω∗ ∼ . 
We observe that Eq. (12) reduces to 
 ( ) 22 2 2 ˆ21 3
e e e
ex e
e Ex e e e
D D kB d TDT T ik k T i T
dx
ξ uω ω ω
⊥⎛ ⎞ Δ′ ′+ + + −⎜ ⎟⎜ ⎟ ⋅⎝ ⎠ k B
& & &
& &
   ω
& ,   (14) 
where e eT dT dx′ ≡  and 
 ( )x x EB B i xξΔ = − ⋅k B    .  (15) 
Thus in the outer region, where x xB BΔ    and the contributions to Eq. (14) 
associated with  and  are not significant, eD⊥ eu &
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eT  e ExT ξ ′−    (16) 
Then we introduce the following variables 
 e
e
T
L
T
≡ ′
    and   Ex Lξ≡ + L    (17) 
and rewrite Eq. (14) , for the transition region, as 
 
2
2 0
2
2
3
e
ex e
e
e
uB TD d L k L ik i
B TD dx D De e
ω⊥ ⎛ ⎞− − − −⎜ ⎟⎜ ⎟′⎝ ⎠
&
& &
& &
   
&
L , (18) 
for 0x xB B  .  Thus we identify the intermediate region by the scale distance 
 
1/ 2
1/ 4 s
I th
L
k
δ ⎛ ⎞≡ Δ ⎜ ⎟⎝ ⎠  , (19) 
where e eth D D⊥Δ ≡ & , and rewrite Eq. (18), considering ( ) exo e e eB Bu T T D′> & &  ,  
 
22
2
2
s
e
i Ld T x T x
dx D
ω⎛ ⎞− = − ⎜ ⎟⎜ ⎟⎝ ⎠&
L  ,   (20) 
where   ( ) ( )0I x yk i B Bδ ′≡  L L  ,   Ix x δ≡    and   ( ) ( )0I x yT k L B Bδ ′≡    .   If 
we define ( ) 0Ex I y xY i k B Bξ δ ′≡ −    we have 
 T Y= −L   and  0 1x xB B xY⎡ ⎤Δ −⎣ ⎦  .    (21) 
As we shall show, TL , T Y  in the Iδ -region and we consider 
2 1esL Dω & L .  In this case the equation for the temperature fluctuation  
decouples from the other equations.  In particular 
eT
Y  is given by  
 
 
2
2
2
d Y x Y
dx
x− −  (22) 
that yields 1Y  x  for 2 1x  as required by the asymptotic connection with 
the solution in the outer region.  We note that an approximate solution of Eq. 
(14-III) which reproduces the asymptotic limits of the actual solution for 
2 1x   and 2 1x   is ( ) ( )4 20 01 1Y x x x xα σ β ασ+ + + 60  where 0 0.1σ  , 
0.6α  , 0 0.4β  . 
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4.   Electron  and Total Momentum Conservation Equations 
After taking the x -component of ˆ ˆt c∂ ∂ = − ∇×B E  where ˆ ˆ ˆ BE⊥= +E E B& , 
ˆ ˆ
E c⊥ = − ×E V B  and  is given by Eq. (11), we arrive at the following 
equation 
Eˆ&
 ( ) ( ) 2 2 222 2vseTT xx m T
pe
k d BcB i iD
dx
δω ω ω ω∗ ∗
⎛ ⎞Δ ⋅ + −⎜⎜⎝ ⎠
k B &
&
  L ⎟⎟     (23) 
where  was defined in Section 3, L 2 2m ei peD v c ω≡ & , 2vse eT m≡ e , ( )1TT T Tω ω α∗ ∗≡ + , T TT ( )eω ω ω∗≡ + *T∗ ∗& , δω ω ω= − & ,  T c ek c eB dT dxω∗ = − , 
and we consider Tδω ω∗  . &
In order to complete the set of equations to be solved that include Eqs. (20) 
and (23) in particular, we consider the transition region that can be derived from 
the quasi neutrality condition n n 0J⊥ ⊥∇ +∇J & & ⋅  using the guiding center 
description.  Therefore 
n n 2 2
|| || 2 2
ˆ ˆ ˆˆJ J +ik J
ˆ4
x x
y
y
kB Bd c d B
B dx B kdx xπ⊥
B⎡ ⎤⎛ ⎞ ∂−∇ ∇ +⎢ ⎥⎜ ⎟ ∂⎢ ⎥⎝ ⎠⎣ ⎦
J && & &  ⋅  .    (24) 
We note that in the transition region the parity of xB  and 2 xd B dx 2  that is of 
interest in order to arrive at the expression of the growth rate is even in x .  For 
this reason and in order to simplify the analysis, which would require [3,11] a 
separate expansion of xB in lnε ε , where ε  is the small parameter, typical of 
the problem under consideration, we choose to consider the case where the term 
involving Jd dx&  can be neglected around 0x = . 
Moreover 
 n ( pˆ ˆ ˆJ v vx ix
i
ne
x x⊥
∂ ∂⎞∇ ⋅ +⎟∂ ∂⎠J   )FLR .  (25) 
where andpvˆ ˆ FLRv  are the polarization and the finite ion Larmor radius drifts, 
respectively.  In particular 
 ( ) ( ) 1 ˆˆ ˆv vp FLR diix
ci
c i i
B x
ω ω ∂⎛ ⎞+ − + −⎜ ⎟Ω ∂⎝ ⎠ Φ   (26) 
where vˆdi y dikω =  and ( )vˆdi ic eBn dp dx=  is the ion diamagnetic velocity.  
Then Eq. (24) reduces to  
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 ( )
2 2
2
2 2
4x i E
i
d B nm d
i
dx dx
xπ ξω− ⋅k B

  ,  (27) 
where (2 T Ti )diω ω ω ω∗ ∗≡ −& & .  In fact this can be derived also from the total 
momentum conservation equation [1].   Therefore Eq. (23) becomes 
 ( ) ( ) 2 2TT xx m d BB i k B iD dxδω ω∗Δ &
  L +  ,  (28) 
where 
 
2
2
2
T
diEx
s TT
d
dx
ω ωξρ ω
∗
∗
−≡ − & L L  , (29) 
and ( )2 2s e i ciT mρ ≡ Ω .  Consequently, 
 
2
2
2
T
diEx
Ex s TT
d
L
dx
ω ωξξ ρ ω
∗
∗
−= − + + &  L  (30) 
and considering Eq. (28) 
 ( )TT Exδω ω ξ∗  ∼L  .  (31) 
Thus  ExL ξ−    in the Iδ - region as we require that 1/ 2 2th s sk LρΔ > .  If, as we 
shall show, ( ) 2 20m x xD B d B dx δω<    in this region, we have  
 xoTT
y s
B
i
k x L
δω
ω∗
⎛ ⎞− ⎜⎜⎝ ⎠
 L L− ⎟⎟ . (32) 
Therefore  tends to become singular for L 0x →  and the consideration of 
an innermost region where this singularity is removed is necessary.  
5.   Innermost Asymptotic Region Acknowledgments 
We observe that Eq. (27) can be rewritten as  
 
2 2 2 2
2
02 2 2 2
1 1
v
x i
s
A
d B di B
kdx dx dx
ω α ρ d L⎡ ⎤⎛− − + ⎞⎢ ⎥⎜⎝ ⎠⎟⎣ ⎦&
  L   (33) 
where ( )0 T di TTα ω ω ω∗≡ −& ∗ .  Therefore,   
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2 2 20 0 0
2 2 2 2
1 1
v
x i x x
s
th thA
d B B Bd di B k L ik k L ik
k Bdx dx dx
ω α ρ⎧ ⎫⎛ ⎞ ⎛ ⎞⎪ ⎪− − − −⎨ ⎜ ⎟ ⎜Δ Δ⎪ ⎪⎝ ⎠ ⎝ ⎠⎩ ⎭& & & &&
    L
B
− ⎟⎬

 
and 
 ( )2 2 2 2 2 2002 2 2 21 .v vx i ix sthth A A
d B B di i B ik BL k
kdx dx
ω ω α ρ L⎧ ⎫− + + −⎨ ⎬ΔΔ ⎩ ⎭& &&
    L       (34) 
 
Then Eq. (28) becomes 
 
( ) 2 2 202
e
mT TT T m
x se
A thA
D D D B di i B k B i k L
D kD D dx
αδω ω ω ω ρ∗ ∗ ∗
⊥
⎛ ⎞ ⎛ ⎞− + Δ − + −⎜ ⎟ ⎜ ⎟⎜ ⎟ Δ⎝ ⎠⎝ ⎠
&
& & &
&
    L L &   (35) 
 
and this can be rewritten as 
( ) 22 202
0
1T TT Tx
I I I
th sx
B d ki i ix x T
x LdxB
αδω ω ε ω ω ε δ ρ∗ ∗ ∗ s
⎡ ⎤⎛ ⎞Δ ⎢ ⎥− + − + − ⎜ ⎟Δ⎢ ⎥⎝ ⎠⎣ ⎦
& &

 L L .  (36)  
Here ( )2 2 2 20 s I d Y dxα ρ δ≡ +L L ,  2v TA A diD ω ω∗≡ −&   ,  I thε ε∗≡ Δ  and we 
consider   
 
e
m
the
A
D D
D D
ε ⊥∗ ≡ ≡ Δ
&
  .  (37) 
Thus we see, from Eq. (36), that an innermost layer whose width is of the 
order of  
 
1/ 2
1/ 4 1/ 4 s
c m
L
k
k I
δ ε ε∗ ⎛ ⎞ δ≡ = <⎜ ⎟⎝ ⎠     (38) 
is to be considered.  This is the layer in which the effects of finite resistivity 
becomes important, and we note that the adopted two-fluid description requires 
that c iδ ρ> , iρ  being the ion gyro radius.  Clearly, the small parameter mε is 
the most appropriate to characterize the innermost region and its definition can 
be rewritten as  
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   ( )
2 2
2
2
T
m di ei s
m
ce pA
D k k
kL
L
ω ω ν ρε ω
∗ −= Ω
& ∼ s , (39) 
where, 2 2vA A
2Lω = s ,  ( )ce eeB m cΩ = , ( )2 2s e i ciT mρ = Ω  and 1 lnp er d p dx≡ − .  
Then we require ( )( )2 2ei ce i s p i eL kr T Tν ρΩ >  that gives a realistic condition on 
the range of temperatures allowed by the present theory.  We observe that the 
condition eiν ω>  corresponds to 2ei ce e pk rν ρΩ > . 
6.   Solution for the Innermost Region 
In the innermost region 
 ( ) 0xTT yc
B
Bk
δω
ω δ∗ ′
 ∼L    (40) 
and referring to the r.h.s. of Eq. (13) we have, in the same region, 
0 0x c x
s
B
k k
B L B
δ
&
 
∼ B     and    0
T
s x
e e
c
L B
k BD D
ω δω
δ
∗∗
& &
 ∼L .   Therefore the last two terms 
compare as  
 1/ 2ε∗  compares to seLD k
δω
&
  (41) 
As we shall verify a posteriori  esL kDδω &   is in fact smaller than 1/ 2ε∗ .  
Therefore T  can be evaluated independently of L  from Eq. (20) and Eq. (36) 
reduces to 
 
2
2
1T
I IT
di x i
x dx
δω ε α εω ∗
⎛ ⎞+ +⎜ ⎟⎝ ⎠&
 L  ,  (42) 
where T TT Tα ω ω∗ ∗ ∗≡ & , in the innermost region, for ( )2 2 2 1i c s Ik Lρρ δ δ < .  If we 
define 
 0
T
T
Ii
ω
δω ω ε
∗
∗
≡ +
&
&
L L , (43) 
Eq. (42) becomes 
 
2
0
0 21
T I dx i
x dx
εα∗ 0+ + LL = . (44) 
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Furthermore, it is convenient to introduce the finite variables c cx x δ≡  and   ( 0c c I )δ δ≡L L  as Eq.  (44) reduces to 
 
2
21
T c
c c
c c
dix
x dx
α∗ 0+ + LL = . (45) 
It is easy to see that for 2 1cx  ,  ( ) ( )2 51 2T Tc c cx i xα α∗− + ∗L   indicating that 
Im c ≡L LcI  is a more localized function of cx than Re c cR≡L L .  More 
generally Eq. (45) can be separated into 
 
22
2 2 2
1 1 11 T cRc cR T
c c c c
ddx
x dx x dx
α α∗ ∗
⎛ ⎞+ + ⎜⎝ ⎠
L
L ⎟ , (46) 
showing that  the  s ign of  T cRα∗ L  i s  independent of sgn Tα∗  while 
 
2
2 2
1
cI cRT
c
d
x dxα∗= −L L   (47) 
indicates that the sign cIL  is independent of that of 
Tα∗ .   In particular, in the 
next section we shall make use of the fact that the integral 
  ( ) 2 2c c cI c cR cI
c c
d ddx x dx
dx dx
⎡ ⎤⎛ ⎞ ⎛ ⎞⎢ ⎥= − +⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦∫ ∫L L L        (48) 
is negative, and that, since  
 ( )2 1 Tc c c cRdx x xα∗⎡ 0⎤+ =⎣∫ L ⎦ , (49) 
the integral  
 1 Tc cdx xα∗ cR⎡ ⎤+⎣ ⎦∫ L    
is positive. 
7.   Asymptotic Matching and Growth Rates 
Matching the solution of the outer region to that of the inner regions 
corresponds to taking 
 
2
2
0 00 0
1 1
I
x x x
x xx x
dB dB d B
dx dxB B dx
dx
δ→ + → −
⎧ ⎫⎪ ⎪′Δ ≡ − =⎨ ⎬⎪ ⎪⎩ ⎭ ∫       (50) 
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where  is evaluated from the solution in the outer region and the integral in 
Eq. (50) is taken over the 
′Δ
Iδ -region.  Thus integrating Eq. (33) over the same 
region, we have 
 ( ) ( )TTxi B k Bdx dxδω ω+∞ +∞∗
−∞ −∞
− Δ∫ ∫ &  L   +   0m xID Bδ⎛ ⎞′Δ⎜ ⎟⎝ ⎠  . (51) 
This indicates clearly that the growth rate has two components.  One depending 
on  being  and positive, as will be shown, and the other depending on  
.  If we use the finite variable 
′Δ 0≠
0Tω∗∗ ≠ 0L  defined by Eq. (43), Eq. (52) can be 
rewritten as 
       ( ) { } ( )0 01 T TT m
th I
i xY x xdx dxεδω α ω D δ
+∞ +∞
∗
∗ ∗
−∞ −∞
′Δ− + + + Δ∫ ∫ L L . (52) 
Then we make use of Eq. (44) and obtain 
 ( ) ( ){ }01 Tci xdxδω α+∞ ∗−∞− +∫ L Y−   (53) 
 1/ 4m
m
kD ε
′Δ   +  ( )3 / 4 1T
th
xY dxεω
+∞
∗
∗
−∞
⎛ ⎞ −⎜ ⎟Δ⎝ ⎠ ∫&   
 
for c cx x δ≡  and ( )0c c Iδ δ≡L L . In particular, defining 1 2δω δω δω≡ + , we 
have 
 
3/ 2
3 / 4 3 / 4
1 1/ 4 1/ 2
0
1
m m A
m s
k ki D D D
L
δω ε
′Δ− ℑ ∼  ,   (54) 
for  , and k′Δ ∼
 
3 / 43 / 43 / 4
2 03 / 4
0
1 eT T m
e
Ath
DD
i G
DD
εδω ω ω∗∗ ∗
⊥
⎛ ⎞⎛ ⎞− ⎜ ⎟⎜ ⎟ ⎜ ⎟ℑΔ ⎝ ⎠ ⎝ ⎠
&
& & ∼    (55) 
where 
 { }0 1 Tc c c R idx xα∗ℑ ≡ + ≡ ℑ + ℑ0 0 I∫ L  (56) 
and 
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 ( )0 1G xY≡ − dx∫ . (57) 
Then we note that most of the contribution to comes from the 0G Iδ  region and, 
referring to the solution of Eq. (22), we can conclude that this contribution is 
positive.  The same conclusion is valid for 0Rℑ  defined by Eq. (56).  In 
particular, the numerical solution of Eq. (46) leads to find 
1/ 4
0 2
T
R α∗ℑ  .  
Likewise, we can verify that ( )Re 0TTδω ω∗ < .  Moreover, if we consider the 
numerical solution of Eq. (22) we find .  0 2.2G 
Returning to Eq. (20) we note that the term x  on the r.h.s. can be 
considered prevalent in the innermost region if, consistently with Eq. (41), 
( ) ( )1/ 21/ 2 1/ 4 em sD kL Dε ε∗ > &∗ , for k′Δ ∼ . This implies that ( )1/ 21/ 4 es AkL D Dε∗ < & , 
a reasonable condition. 
8.   Relevant Comments 
We observe that the expression forδω  can be rewritten as 
 
 
1/ 2
01/ 4 3/ 4
0
1 1
T
m
s A th
ki D G
L D
ωδω ε
∗
∗
1⎡ ⎤⎛ ⎞ ′⎢ ⎥− Δ +⎜ ⎟ ℑΔ⎢ ⎥⎝ ⎠⎣ ⎦
& . (58) 
Thus the modes, in the considered regime where th ε∗Δ > , are excited if 
 
1/ 2
03 / 4
1
T
s A th
k G
L D
ω∗⎛ ⎞ ′Δ > −⎜ ⎟ Δ⎝ ⎠
& , (59) 
that is, even when  and the basic drift-tearing modes cannot be excited.  
In fact, we may write a rudimentary extension of Eq. (59) to the case where 
0′Δ <
0th ε∗Δ → , that is  
1/ 2 1/ 2
2 2
02 2 3 / 4
1 4
4
T
c th
s sth A th
k k G
L L
ωεε
∗
∗
∗ D
⎡ ⎤⎛ ⎞ ⎛ ⎞′ ′⎢ ⎥Δ > Δ − Δ⎜ ⎟ ⎜ ⎟Δ + Δ⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦
& ,    (60) 
where  is the (considerably high) critical value of  c′Δ ′Δ  that can be found for  
. 0thΔ =
We note that 
 
1/ 41/ 4 1/ 2 1/ 2
1/ 8
1m s s
c
A p
D L L n
D k B kr T
δ ⎛ ⎞⎛ ⎞ ⎛ ⎞ ⎛ ⎞∝ ⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠⎝ ⎠ ⎝ ⎠
∼ .              (61) 
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Therefore cδ  decreases quite slowly with temperature and it is clear that the 
present linearized theory breaks down when the width of the macroscopic 
magnetic islands that it can produce, as indicated by 
 
1/ 2
0x
Is
y
B
B k
δ ≡ ′

, (62) 
becomes the order of  cδ .  This corresponds to 1/ 20xB B ε∗ ∼   that is equivalent 
T
ci ce eiν ω∗Ω Ω &  ∼ ,  where ( )0ci x ieB m cΩ ≡   and ce ci i em mΩ ≡ Ω  .  Thus we may 
conjecture that when this limit is reached the effective value of cδ  will continue 
to grow until that of Iδ  is reached and that this will be the island saturation size.  
It is evident in any case that using the so-called Rutherford model, that is 
appropriate for the highly resistive tearing mode [2], is not justified for the 
weakly collisional regimes to which the theory we have presented applies. 
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