The proper orthogonal decomposition (POD) is employed to reduce the order of smallscale automotive multibody systems. The reduction procedure is demonstrated using three models of increasing complexity: a simplified dynamic vehicle model with a fully independent suspension, a kinematic model of a single double-wishbone suspension, and a high-fidelity dynamic vehicle model with double-wishbone and trailing-arm suspensions. These three models were chosen to evaluate the effectiveness of the POD given systems of ordinary differential equations (ODEs), algebraic equations (AEs), and differential-algebraic equations (DAEs), respectively. These models are also components of more complicated full vehicle models used for design, control, and optimization purposes, which often involve real-time simulation. The governing kinematic and dynamic equations are generated symbolically and solved numerically. Snapshot data to construct the reduced subspace are obtained from simulations of the original nonlinear systems. The performance of the reduction scheme is evaluated based on both accuracy and computational efficiency. Good agreement is observed between the simulation results from the original models and reduced-order models, but the latter simulate substantially faster. Finally, a robustness study is conducted to explore the behavior of a reducedorder system as its input signal deviates from the reference input that was used to construct the reduced subspace. 
Model Reduction
The demand for high-fidelity simulation models in the automotive industry has been increasing in recent decades. A state-of-theart design and analysis of automotive systems, from suspensions to powertrains, benefit from more realistic simulation models in several respects. Most significantly, experimental costs can be reduced by providing virtual design environments. Furthermore, high-fidelity models can incorporate more complex physical phenomena in the simulation of mechanical systems, which can result in a more reliable, identifiable, and controllable model. Modern computers with fast processors coupled with sophisticated commercial software packages built on advanced computational algorithms provide the essential tools to create complex dynamic models of automotive systems.
For a dynamic system to be proper for a particular application, it should perform accurately with a minimal degree of complexity [1] -that is, elementary principles in the dynamic behavior of the system must not be violated, but the computational effort must be minimized for a particular application of the simulation model (e.g., system identification or advanced control design purposes). Since computation time and storage requirements play key roles in computational aspects of simulation systems analysis, the task of model order reduction is quickly flourishing in the design of dynamical systems. Reducing the complexity of a model while preserving the input-output behavior of the system is an essential part of the design process and can facilitate simulation when faced with computational limitations.
Nearly all reduction schemes, regardless of the sophisticated mathematical techniques or different physical perspectives on which they are based (such as energy and characteristic speeds), follow the basic strategy of determining the components whose contributions dominate the dynamic response of the system and must be retained in the reduced-order model. Model reduction approaches can be divided into two broad classes: structurepreserving schemes and altered-structure methods. The former focuses on reducing the model while still employing physical elements of the original system to govern the dynamic behavior of the reduced-order model (e.g., singular perturbation and energy methods); the latter exploits abstract math-based transformations (e.g., aggregation algorithm and projection methods), where the physical significance of each state variable is not preserved.
A broad survey of model order reduction schemes was conducted by Ersal et al. [1] , who performed a comparative study of established approaches and classified those approaches into frequency-, projection-, optimization-, and energy-based methods. Although most model reduction algorithms are inspired by a particular physical interpretation, few preserve the real physical structure of the original model. The notion of tracking the energy/ power flowing through the components of a physical system [2] [3] [4] , performing singular perturbation analyses [5, 6] or using sensitivity information [7] are among the realization-preserving practices in model simplification.
Model reduction schemes have generally been designed for large-scale systems, where there are many candidate components for reduction. The application of model reduction strategies to small-scale systems, such as automotive systems, where computationally efficient models are essential for design and control purposes, is the primary motivation for the present work. We seek strategies for applying existing reduction schemes to approximate small-scale systems. In particular, we explore the use of the POD, a projection scheme, because it is a versatile approach for reducing nonlinear dynamic systems. The POD does not preserve the physical structure of the original higher-dimensional system; rather, it distils information obtained from a nonlinear dynamic system as it responds to a particular set of inputs.
POD, also called the Karhunen-Loève decomposition, has been widely used for reducing nonlinear systems. A broad range of applications, from vibration and turbulence analysis to heat diffusion system analysis and control [8, 9] , have established the POD as a useful and versatile tool for reducing various engineering problems. The POD projection-based model reduction framework aims to form a lower-dimensional approximation from a general nonlinear dynamic system using singular value decomposition (SVD), which facilitates retaining as many "interesting" phenomena as possible. Data from experiments or high-fidelity simulation models are used to construct the basis onto which the original states of the system are projected.
The ability of the POD to reduce nonlinear systems distinguishes this reduction scheme from Krylov-space procedures and balanced truncation methods, which are designed for linear timeinvariant systems. Marquez et al. [8] used the POD and Galerkin projections to reduce a distributed reactor model, then developed a model-predictive control scheme based on the reduced-order model. A holistic reduction approach involving both model and controller (in contrast to "design-then-reduce" and "reduce-thendesign" paradigms) was proposed by Atwell [10] to increase the performance and robustness of a reduced-order, control-oriented problem. The application of POD to characterizing and reducing both linear and nonlinear mechanical systems, such as vibroimpacting continuous systems and coherent spatial structures, was studied by Kerschen et al. [11] . Masoudi et al. [12] applied POD to reduce small-scale systems in automotive applications, including vehicle dynamics, battery, and suspension systems. The performance and robustness of the reduction scheme were examined using complex physics-based models governed by ODEs and DAEs. They used the -embedding approach to obtain ODEs from the original DAEs and AEs governing the dynamic behavior of the battery and suspension models, respectively.
In this work, the equations governing the kinematics and dynamics of automotive systems are generated symbolically, then optimized for efficient simulation. In particular, we examine three models of increasing complexity: a simplified dynamic vehicle model with a fully independent suspension, a kinematic model of a single double-wishbone suspension, and a high-fidelity dynamic vehicle model with double-wishbone and trailing-arm suspensions. The POD, a popular reduction scheme for large-scale nonlinear systems, is applied to explore its efficacy in reducing small-scale nonlinear multibody systems, which is essential for design, control, and optimization tasks-particularly in automotive systems applications. Capability of POD in reducing the kinematic model of the double-wishbone suspension system with AEs as governing equations is also examined, which shows a great improvement compared to the results presented earlier [12] . Furthermore, we study the robustness of the reduced-order suspension model to inputs different from those used to perform the reduction. Suitable parameters for the reduction scheme are determined based on the desired precision (i.e., the acceptable amount of deviation from the original state trajectory) and the computational efficiency demanded by the particular application.
Proper Orthogonal Decomposition
Model order reduction is the process of reducing the size of a system by either projecting the original (linear or nonlinear) space into a space of lower dimension or removing components whose contributions to the phenomena of interest are negligible. Energy/ power [2] [3] [4] , singular perturbation [5, 6] , and sensitivity analysis [7] strategies can be used to identify the most meaningful components. Mathematically, the original equations can be expressed as follows:
X : _ xðtÞ ¼ f ðt; xðtÞ; uðtÞÞ yðtÞ ¼ gðt; xðtÞ; uðtÞÞ
where xðtÞ 2 R n is the state vector with initial conditions xð0Þ ¼ x 0 ; yðtÞ 2 R m is the output vector, and uðtÞ 2 R p are the inputs to the system. The reduced-order form can then be expressed as follows:
X : _ xðtÞ ¼f ðt;xðtÞ; uðtÞÞ yðtÞ ¼ĝðt;xðtÞ; uðtÞÞ
wherexðtÞ 2 R r andŷðtÞ 2 R m are, respectively, the state and output vectors in the reduced-order space, uðtÞ are the same inputs applied to the original system (Eq. (1)), and r ( n. The reduced systemR is assumed to be generated so as to satisfy the following condition:
where n is the tolerance and U is the domain of the inputs to the model. The ultimate objective is to build a proper reduced-order model that is both accurate and simple. The highly nonlinear nature of the dynamic models used in this work restricts the problem to a few particular model order reduction methods. The philosophy behind the POD is to provide an orthogonal basis to represent "snapshots" from the response of a dynamical system, collected from theoretical or experimental data, in a leastsquares optimal sense. Mathematically, the task is to project the original space of the dynamic system into a lower-dimensional subspace for the trajectory x using a projection operator S of rank r ( n. The optimal projection is obtained by minimizing the following residual [13] :
A symmetric, positive, semidefinite correlation matrix (the Gramian) is constructed to solve the optimization problem
which is then spectrally decomposed using an orthogonal set of eigenvectors
where
The decomposition expressed in Eq. (6) is simply a SVD of the correlation matrix. The projection operator S used to approximate the reduced subspace (of dimension r) can be evaluated as follows [13] :
which minimizes the residual
In fact, orthogonal columns of S span the optimal subspace of dimension r. In applying the POD technique, the mapping x ¼ Sx restricts the ODEs represented by Eq. (1) to the obtained optimal subspace; the reduced-order system will be in the following form:
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To examine the efficacy of the proposed reduction scheme in small-scale dynamic systems, three well-established multibody models of automotive systems (whose governing dynamic equations are of different types) have been considered in this paper. A comparative study in terms of computational cost and relative error between the original and reduced-order models is conducted to explore the performance of the proposed approach in various applications in the automotive industry. All models are developed symbolically in this work using linear graph theory introduced in MapleSim [14] , an advanced modeling and simulation tool, to facilitate analysis of these models using different numerical parameters.
The process of applying the proposed model reduction scheme can be summarized as follows:
(1) Construct the response matrix using m observations (snapshots) from the system response
(2) Form a zero-mean ensemble from the discretized snapshot data
Perform a SVD on the statistically modified snapshots
where U 2 R nÂn is a left-singular matrix, V 2 R mÂm is a right-singular matrix, and D 2 R nÂm is a rectangular diagonal matrix, whose entries are the singular values of the modified snapshot matrix X. Several models with different levels of fidelity have been developed by automotive researchers for various dynamic analyses and control design purposes. Sayers and Han [15] introduced a simplified, yet sufficiently reliable, multibody dynamic model of a generic four-wheeled vehicle with a fully independent suspension. As illustrated in Fig. 1 , four lumped masses (m s ), each representing one-quarter of all suspension components, are connected to the vehicle chassis by prismatic joints; springs (K s ) and dampers (C s ) placed in parallel represent the suspension compliance. Each wheel is connected to its corresponding lumped mass with a revolute joint (h(t)), which allows the wheel to spin. Vertically oriented revolute joints on the front wheels (d(t)) are used to steer the vehicle through a trajectory that is either predetermined, calculated by a driver model, or prescribed by a human driver. The tire-road interaction is modeled using the Pacejka Magic Formula [16] . A multibody dynamic model of this 14 degrees of freedom (DOF) vehicle system is constructed, resulting in a set of ODEs of the following form:
The symbolic equations are then optimized and exported to MATLAB for further analysis and model order reduction. The vehicle performs a single-lane-change maneuver (as shown in Fig. 2 ) on a flat surface, and the data from the full-order simulated model are used to construct the response matrix of snapshots. The initial speed of the vehicle is 20 m/s and all wheel torques are assumed to be zero throughout the 25 s simulation. To increase the accuracy of the estimated subspace in the POD procedure, we divide the simulation into control periods of duration 0.5 s and estimate the optimal subspace in each control period. This approach resembles the operation of onboard model-predictive controllers, which update at regular intervals. Simulation results using the original and reduced-order models are shown in Fig. 2 (vehicle trajectory) and Fig. 3 (pitch and yaw angles) ; errors for pitch and yaw angles are shown in Fig. 4 , with root-mean-square errors of 5:18 Â 10 À4 rad and 7:59 Â 10 À5 rad, respectively. Clearly, the simulation results obtained using the reduced-order model closely match those obtained using the original model; Fig. 1 Vehicle model with a fully independent suspension. The dynamics of this 14DOF system are governed by a set of pure ODEs. Fig. 2 Simulated trajectory of the independent-suspension vehicle using original and reduced-order models however, the simulation time was reduced by 20%, demonstrating the utility of this reduction scheme. In the reduced-order model, the number of states has been reduced from 14 to 3-that is, only three states are required to retain most of the information content in the response. Note that the simulation time can be reduced substantially by expanding the control period-provided some deviation is permissible between the trajectory of the reduced-order system and that of the original model (e.g., if the reduced-order model is used within a model-based controller).
Kinematic
Analysis of a Single Double-Wishbone Suspension System. A schematic of a double-wishbone suspension, which was used by Uchida and McPhee [17] in a kinematic analysis study, is shown in Fig. 5(a) . The ability to adjust many aspects of its kinematics makes the double-wishbone suspension popular on high-performance vehicles [18] ; its load-handling capabilities also make it suitable for use on the front axle of medium-and heavy-duty vehicles [19] . The upper and lower control arms are connected to the wheel carrier with spherical joints (S) and to the chassis with revolute joints (R). One end of the tie rod is connected to the wheel carrier with a spherical joint; a universal joint (U) at the other end connects it to either the rack (on the front axle) or the chassis (on the rear axle). All geometric suspension parameters are provided in Ref. [14] . The system is modeled using joint coordinates q ¼ ff; g; n; u h; l h; a; b; sg, as labeled in Fig. 5(b) . The configuration of the universal joint is specified by its angles of rotation about the global Z-axis (a) and the rotated X-axis (b); ff; g; ng represent the 3-2-1 Euler angles associated with the spherical joint between the upper control arm and the wheel carrier [17] .
The kinematics of the double-wishbone suspension system are designed to control and optimize the motion of the wheel efficiently. Furthermore, the large number of design and functional parameters involved in this suspension system make model reduction an essential tool for design purposes. A multibody model of the double-wishbone suspension is developed and the governing dynamic equations are obtained in symbolic form using a Maple postprocessor. We apply the POD reduction scheme to the kinematic analysis of this system, which demonstrates the versatility of the reduction technique in treating various nonlinear problems. A sinusoidal input of amplitude 0.1 m and frequency 0.1 Hz is applied to the wheel axle (in the Z-direction) for 10 s-that is, zðtÞ ¼ 0:1 sin ð2p0:1Þt ð Þ . We apply the POD approach to reduce the number of states from 8 to 3, use a control period of 5 s, and collect ten snapshots in each control period. Simulation results for the spindle (wheel carrier) translational displacement in the Y-direction and the second Euler angle are shown in Fig. 6 for the original and reduced-order models. Once again, the original and reduced-order models produce nearly identical results (as shown in Fig. 7) ; the root-mean-square errors are 7:57 Â 10 À5 m and 2:4 Â 10 À5 rad for the spindle translation and second Euler angle, respectively. In this case, the reduced-order model simulates 65% faster than the original model.
Dynamic Analysis of a High-Fidelity Vehicle Model.
The simulation of complex mechanical systems can benefit from the use of high-fidelity components in several applications (e.g., control design and optimization); however, low-order simulation models are preferred in real-time applications and virtual design environments. In this section, we consider a high-fidelity model of a vehicle with double-wishbone front suspensions and trailingarm rear suspensions, as shown in Fig. 8 . The model is developed using the graph-theoretic approach, from which we obtain fully symbolic DAEs. We then apply the POD technique to generate a more computationally efficient model for simulation. The vehicle is modeled using 26 generalized coordinates coupled by 12 algebraic constraints, thereby resulting in 14DOF. The dynamic behavior of the multibody system is governed by DAEs of the following form:
where E is singular due to the algebraic constraints. The DAEs described by Eq. (11) are converted into a system of pure ODEs using Baumgarte constraint stabilization [20] , which combines the constraint equations at the position, velocity, and acceleration levels to prevent the accumulation of constraint violations. The Fiala tire model [21] is used to simulate the interaction between the tire contact patch and the road. A single-lane-change maneuver is simulated with an initial vehicle speed of 20 m/s. All numeric parameters associated with the vehicle body, suspension systems, and tires are obtained from Ref. [14] . Simulation results obtained from the original model and a reduced-order model with only one state, along with the corresponding errors, are shown in Figs. 9 and 10, once again demonstrating excellent agreement. Root-mean-square errors for the lateral speed and vertical oscillation speed are 0.0198 m/s and 0.0143 m/s, respectively. In this case, the reduced-order model simulates 23% faster than the original model when using a control period of 0.1 s and five state snapshots in each control period.
Discussion
Due to the nonlinear nature of the dynamic systems considered in this work, the reduced-order models may deviate from the original models in some situations. We investigated the robustness of the POD approach by applying a perturbed input to the lowerdimensional single double-wishbone system. In particular, we increased the frequency of the input function by 20%, but continued to use the unperturbed signal in the reduction procedure. As shown in Fig. 11 , increasing the frequency of the input function does not affect the translational displacement of the spindle, but its second Euler angle diverges from that of the original model at the end of the simulation. Note, however, that the response of a reduced-order model need not exactly match that of the original system. In general, we define an acceptable threshold of deviation based on the required performance of the reduced-order model, which depends on the application. Decreasing the control period used in the POD algorithm would reduce the deviation observed in Fig. 11 , but would increase the computational expense. Now consider Fig. 12 , where we performed a similar experiment, but increased the amplitude of the input function by 20%. In this case, the results do not diverge substantially, indicating that the projection operator is insensitive to the amplitude of the input signal (i.e., a similar projection would have been obtained if the high-amplitude input signal was used in the reduction procedure). Examining the sensitivity of a reduced-order model to perturbations in the inputs is a useful tool for assessing the suitability of a model in a particular application, and for determining whether the model is proper. Figure 13 illustrates root-meansquare errors for the spindle translational displacement and second Euler angle of the double-wishbone suspension for different perturbations in the frequency and amplitude of the input signal, using the same parameters for the reduction scheme as before. The obtained results indicate that increasing the amplitude or the frequency of the input signal does not necessarily generate more deviations from the base reduced-order system, which can be attributed to the nonlinear behavior of the dynamic system. Furthermore, the spindle second Euler angle is nearly more sensitive To further establish the performance of the reduction scheme and the proposed numerical algorithm, we consider the case in which the input signal frequency is increased by 100%, for which there is a significant error between the original model and the reduced-order model for the spindle second Euler angle (Fig. 14) . It is important to note that, by increasing the input signal frequency, some of the components ignored in the reduced-order model will begin contributing to the dynamic response of the system-that is, the energy content in the system will no longer be predominantly contained in the three modes considered for the reduced-order model. By increasing the number of states in the reduced-order model to 6, the results are once again close to those of the original model, as expected (see Fig. 14) . Although, the simulation time for the model with six states was longer compared to the model with three states, it is still faster than the original model by 50%, indicating the great performance and robustness of the POD reduction scheme.
Conclusion
This work focuses on the reduction of small-scale, nonlinear multibody models in automotive systems using the POD, a wellestablished reduction scheme for large-scale models. We demonstrated the versatility of the POD approach by generating reduced-order systems governed by pure ODEs, nonlinear AEs, and DAEs. Specifically, we analyzed the dynamics of a simplified vehicle model with a fully independent suspension, the kinematics of a single double-wishbone suspension system, and the dynamics of a high-fidelity vehicle model with double-wishbone and trailing-arm suspensions. The reduced-order models, we obtained produced simulation results that were in close agreement with the results obtained using the original models while demanding substantially less computational effort. A sensitivity study indicated that the reduced-order kinematic model of the double-wishbone suspension is more robust to perturbations in amplitude than frequency of the input signal. Ultimately, we conclude that the POD is a reliable model reduction tool for small-scale, nonlinear multibody systems.
To summarize, we verified the performance of the POD in small-scale systems, focusing on multibody models used in automotive systems; established applicability of the reduction scheme to kinematic analysis of multibody systems; proposed an efficient computer algorithm capable of retaining the accuracy of reducedorder systems; and investigated the robustness of reduced-order models, when applying a different input from the one used to extract the projection bases. It is important to note that the reduced-order models are primarily intended for use in highfidelity yet computationally low-cost full vehicle models in control-oriented and design optimization problems (e.g., power management systems design in hybrid and plug-in hybrid electric vehicles). In these applications, reducing the size of each component can play an important role when simulating the system as a whole, especially if real-time performance is required (e.g., hardware-in-the-loop and software-in-the-loop applications). The error plots we have shown demonstrate that a reduced-order model can follow the trajectory of the original nonlinear model precisely. Depending on the requirements of the application, however, the computational cost and time may be further improved by reducing the accuracy of the reduced-order model. 
