Computing a global illumination solution in real-time is still an open problem. We introduce Voxel-based Global Illumination (VGI), a scalable technique that ranges from real-time near-field illumination to interactive global illumination solutions. To obtain a voxelized scene representation, we introduce a new atlas-based boundary voxelization algorithm and an extension to a fast rayvoxel intersection test. Similar to screen-space illumination methods, VGI is independent of the scene complexity. Using voxels for indirect visibility enables real-time near-field illumination without the screen-space artifacts of alternative methods. Furthermore, VGI can be extended to interactive, multi-bounce global illumination solutions like path tracing and instant radiosity.
Introduction
Given a large and dynamic scene, computing global illumination in real-time is still a big problem. Using the original polygonal scene description to compute the light transport is often too timeconsuming. As a simplification, many fast screen-space illumination algorithms were developed. These methods have limitations since they can only simulate what is visible in the camera image: If blockers or senders of indirect light become invisible in the camera image, the corresponding illumination effect vanishes. We therefore propose to use a voxel-based model to compute the indirect light. This proved to be a good compromise between the accurate, but slow polygons and the fast, but imprecise screen pixels. Using a voxel-based model has several advantages: This is a geometryindependent scene description and many fast voxelization methods were developed recently that allow fully dynamic scenes. Based on a new voxelization method and an improved ray-voxel intersection test, we show that voxel models can be used to simulate near-field illumination with occlusion in real-time. Global illumination simulations can be accelerated, since the low-frequency indirect light and visibility can be well approximated with a coarse voxel model.
We introduce the following contributions:
• A new atlas-based voxelization method and an improved rayvoxel intersection test
• Real-time near-field illumination with voxel visibility
• Interactive global illumination with voxel visibility
The paper is structured as follows: First, we review the related work in Sec. 2. We then describe our atlas-based voxelization method in Sec. 3 and the ray-voxel intersection test in Sec. 4. The illumination methods with voxel-based visibility are described in Sec. 5. In Sec. 6 we show our results before we conclude in Sec. 7.
Related Work
Voxelization Scene voxelization describes the process of turning a scene representation consisting of discrete geometric entities (e.g. triangles) into a three-dimensional regular spaced grid. Each cell of the grid encodes specific information about the scene. Depending on the type of voxelization, this information can be different. In the case of a binary voxelization, a cell stores whether geometry is present in this cell or not. The cells can be represented by single bits in a bitmask. In a multi-valued voxelization, the cell can also store information like material or normals. Furthermore, voxelization can be divided into boundary or solid voxelization. Boundary voxelization encodes the object surfaces only, whereas solid voxelization captures the interior of a model as well.
A voxelization method based on slicing was first presented by Fang et al. [2000] . The algorithm made use of multiple settings of the near and far plane of an orthogonal camera to capture differ-ent slices of the scene geometry. Another method based on slicing was presented by Crane et al. [2007] . They used the geometry shader to intersect all triangles of the scene with each plane of the three dimensional grid to successively fill each layer. Using custom rasterizers, allowing a more flexible voxelization and thus arbitrary storage methods, was proposed by [Schwarz and Seidel 2010] . A fast binary scene voxelization method was presented by Eisemann et al. [2006] . It uses the RGBA-channels of a texture as a binary mask to encode the boundary of the scene geometry. The depth of a fragment is used as an indicator as to which bit in the mask has to be set. Dong et al. [2004] made the algorithm more robust for geometry which lies parallel to the viewing direction of the voxelization camera. Furthermore, Zhang et al. [2007] proposed to use a conservative rasterization approach to capture more details of the scene geometry. The original authors also proposed an extension for solid voxelization [Eisemann and Décoret 2008] . Voxelization methods based on depth-peeling were proposed by Passalis et al. [2007] and Li et al. [2005] . These methods have the advantage over slicing methods that they depend on the depth complexity of the scene, which in most cases is significantly lower than the number of layers in a volume. Our voxelization method replaces the peeling process by rendering texture atlases for the scene objects. Therefore it is independent of the scene's depth complexity and does not exhibit problems with polygons parallel to the voxelization direction.
Near-field illumination One way to achieve real-time global illumination is to restrict the light transport to the near-field around the receiver point. A simple method is Ambient Occlusion [Landis 2002] , here an average visibility value is precomputed and stored on the surface. To extend this for large and dynamic scenes, several screen-space methods (SSAO) were developed [Mittring 2007; Shanmugam and Arikan 2007; Dimitrov et al. 2008] . This can be extended to directional occlusion (SSDO) ], that computes directional shadows and bounces of indirect light in image space. Since only information from the deep framebuffer is used for occlusion calculation, all these methods show artifacts if the camera is moving and occluders or sources of indirect light become invisible in screen-space. Reinbothe et al. [2009] presented a voxel-based ambient occlusion method that overcomes these problems. Our approach further improves on this idea: We demonstrate how a voxel-based model can be used to display real-time, near field illumination, including directional occlusion and indirect light. Our method is independent of the camera position, so blockers or senders of indirect light need not be visible in screen-space. In a perceptual experiment, Yu et al. [2009] showed that visibility for indirect light can be approximated without a visible difference. This motivates our approach to use voxels for indirect visibility.
Real-time Global Illumination A real-time global illumination simulation is often only achieved by approximations, here the concept of the Irradiance Volume [Greger et al. 1998 ] attracted more research interest recently. Being known for their applicability to real-time rendering [Oat 2006 ] of static indirect lighting, Kaplanyan demonstrated their usage for dynamic indirect lighting [Kaplanyan 2009 ]. A view-dependent extension to this idea was presented in [Kaplanyan and Dachsbacher 2010] . Although the light propagation is very fast, it is done on a very coarse level which might miss important visual details. In contrast to this, our method is viewindependent and works on a much finer resolution.
A whole new class of rendering algorithms based on virtual point lights (VPLs) were inspired by the ideas presented in the context of an Instant Radiosity simulation [Keller 1997 [Wald et al. 2007] . As the programming model of the GPU becomes more flexible, real-time Ray Tracing systems target the GPU as well [Parker et al. 2010] . Since the light that results from multiple diffuse indirect bounces has often a low-frequency nature, using a simplified, voxel-based model of the scene can be an alternative.
Binary and Multi-valued Boundary Voxelization
In this section, we present our new boundary voxelization method. It can be used as a binary voxelization, where the bits of the RGBAchannels of a 2-dimensional texture are used to encode the voxels, as done by [Eisemann and Décoret 2006] . It can also be used as a multi-valued voxelization, where the information is stored in a 3-dimensional texture (one texel per voxel). With the help of a multi-valued voxelization, any type of data (e.g. radiance for diffuse objects, normals or BRDF) can be stored in a voxel grid. The proposed voxelization method extracts the boundaries of the object. There are no restrictions to the objects (e.g. watertight). The method is applicable for dynamic rigid bodies and moderately deforming models as well. The only prerequisite is, that the objects can be stored in a texture atlas and that an appropriate mapping is already generated for the models. 
Algorithm
Our voxelization algorithm basically follows the same idea as voxelization via depth peeling. Peeling an object and saving its layers to textures before voxelization is replaced by rendering the complete object to a single atlas texture image in one rendering pass (see Figure 2 ). World-space positions have to be written to the atlas and during that process arbitrary other data can be stored as well. As most mappings from objects to a texture atlas leave unused space in the atlas texture, these unused texels have to be flagged as invalid. Afterwards, all valid entries in the texture atlas are inserted into the grid storing the voxel data using point rendering. As the grid has its own coordinate system, a voxelization camera is defined for that purpose. Please note that the position and orientation of this camera are completely arbitrary. The voxelization camera's frustum defines the region that is voxelized. A vertex is generated for each valid texel of the atlas texture. During a vertex texture fetch, the atlas data is read. The world-space position is used to transform the vertex into the coordinate system of the voxel grid. If a binary voxelization is used, a fragment shader creates a bitmask according to the depth of the point and the corresponding bit is set in the voxel grid (please see [Eisemann and Décoret 2006] for more details). If a multi-valued voxelization is used, the data must be inserted into a 3D-texture. A geometry shader is used to select the appropriate layer of the 3D-texture and the fragment shader outputs the desired data. As modern OpenGL implementations allow to have multiple 3D-textures attached as a render target, a variety of data can be inserted into multiple voxel-grids simultaneously.
Performance Considerations
Since we draw at least one vertex for each non-empty voxel, the performance is directly related to the number of rendered vertices. This in turn depends on the density of the voxelized model (ratio of full voxels to all voxels). The atlas resolution should therefore be chosen carefully: If we assume that one atlas texel always covers roughly the same surface area in world space, the ideal resolution is achieved if we get a one-to-one mapping from an atlas texel to a voxel position. As shown in Figure 3 , using a lower atlas resolution can lead to holes between the voxels. If the atlas resolution is too high, we may end up with overdraw and the same voxel is filled multiple times. In our experiments we manually chose sufficient atlas resolutions. Statistics about our method are given in Table1 and 2. Our test system is specified in Sec. 6. As can be seen, our proposed voxelization approach is very fast and thus suitable for real-time applications.
Since many scenes consist of static and dynamic objects, we use a pre-voxelization of all the static parts. At run-time, we only vox- elize dynamic objects in each frame and insert them into the static voxelization.
Comparison
In comparison with other boundary voxelization algorithms, the atlas-based method avoids problems with polygons which are viewed from a grazing angle (cf. Figure 4) . Alternative methods fill the resulting holes in multiple passes by voxelizing the scene from different viewing directions which are then combined into a single voxel grid. This is more time-consuming and assumes a cube as bounding volume of the scene, wasting lots of empty space. Depth-peeling voxelization approaches also need multiple render passes and depend on the depth complexity of the scene. In contrast, the atlas-based method generates a voxel model that tightly fits the bounding volume of the scene within two render passes: atlas rendering and voxelization (per object).
Solid voxelization (for example by Eisemann et al. [2008] ) would be an alternative single-pass voxelization method. In general, solid voxelization requires watertight models and we did not want to limit ourselves to these.
A restriction of our method is that it does not allows strong deformations of the object. Strong deformations can corrupt the mapping from the object to the texture atlas and lead to holes in the voxelgrid. If the deformations are known in advance, one can use different atlas mappings for each stage of the deformation to prevent this. We did not observe this problem for the animated objects we used. Here, a binary voxelization is used which is stored in a 2D texture. Each bit of a texel encodes the presence of geometry at a certain depth. The texture is used to generate an octree-like structure, where each new node is generated with a logical OR operation of the child nodes' bitmasks. This way, the resolution of the depth stays the same at each level. A node effectively represents a column of voxels along the direction of 'depth'. The structure is traversed with a parametric traversal algorithm proposed in [Revelles et al. 2000] . The higher depth-resolution at each node allows it to decide more precisely, if the children of a node have to be traversed or not. This is done by intersecting the ray with the extents of the column of the active node. A bitmask, representing the voxels which are intersected by the ray, is generated. This bitmask is compared with the bitmask stored at the node to decide whether an intersection occurs and the node's children have to be traversed.
We propose to use a different traversal method, which does not need the overhead of an octree. In addition to determining the visibility between two points, we present a method to find the first intersection point along a ray as well.
Visibility between two points in space
Similar to [Forest et al. 2009 ] we use a binary voxelized scene representation and build a mip-map hierarchy on top of it, whereas the 'depth-direction' keeps its resolution on every mip-map level (cf. Figure 5) . To traverse the hierarchy, we start at the coarsest mip-map level and transform the ray into normalized device coordinates NDCs ([0..1] 3 ). The starting point of the ray is projected onto the mip-map texture and used to select the appropriate texel at the current mip-map level. The bounding box in NDCs corresponding to this texel is generated and the intersection with the ray is computed (please note that the intersection with the bounding box must be computed in [Forest et al. 2009 ] as well). Because one texel stores the full depth resolution, an adaptive bitmask, representing the voxels the ray intersects at the whole column, can be generated. This bitmask and the bitmask stored in the texel of the mip-map hierarchy are used to determine if an intersection occurs. If no intersection occurs, the starting point of the ray is advanced to the last intersection point with the bounding box of the column and the mip-map level is increased. If an intersection occurs, the mipmap level has to be decreased to check whether the intersection still occurs on a finer resolution of the voxelization until the finest resolution of the hierarchy (mip-map level 0) is reached. The algorithm stops if a hit is detected or the length of the remaining ray segment becomes zero. See Figure 6 for an example.
Figure 6: Hierarchy traversal in 2 dimensions. The rows show from top to bottom: the current extent of the ray (blue) and the bounding box of the current mip-map level (orange), the current mip-map level, the bitmasks of the current mip-map level and the active texel (determined by projecting the start position of the ray onto the image plane), the bitmask of the intersection of the ray with the bounding box at the current mip-map level and finally the intersecting bits of the bitmask of the active texel and the adaptive ray mask.

First intersection point along a ray
Up until now, the intersection test can only tell if there is an occluder anywhere in space between two points. We extend the algorithm to determine the position of the first intersection along the ray as well. This can be done by finding the first bit which is set in both the bitmask of the ray and the bitmask of the texel of the mip-map hierarchy. The position of the bit inside the mask can be used to determine its depth in NDCs. The depth can then be used to calculate the position of the intersection along the ray in world coordinates. To find the foremost bit, a logarithm to the base 2 can be used. If the ray direction is opposite to the direction of the voxelization, the position of the last bit has to be found. This can be done by extracting the last bit first (for example with the operation x = x xor (x-1)) prior to determining its position.
Illumination Methods
The combination of our voxelized scene representation with the optimized intersection test allows us to compute the indirect illumination in several different ways. The goal is to compute the outgoing radiance Lo in direction ωo at a point x
where f (x, ωo, ωi) is the BRDF at x for the incoming direction ωi and outgoing direction ωo. The angle between the receiver normal and ωi is denoted θ. Using Monte-Carlo Integration, Lo can be approximated as:
where p(ωi) is an arbitrary probability density function and ωi are N sample directions, generated from p.Li is the incoming radiance that we approximate based on a voxel model.
As the proposed intersection test effectively traverses the voxelized scene representation along the ray, the time to find the foremost intersection point largely depends on the length of the ray. Keeping the ray-length short allows us to compute the near-field single bounce indirect illumination in real-time while still evaluating the visibility of the indirect light. If we do not limit the extent of the ray, we are also able to evaluate the visibility of distant virtual points lights (VPLs), capturing the indirect illumination of the whole scene. Furthermore, with our multi-valued voxelization approach we realized a path tracing system which is capable of computing multiple bounces of indirect lighting accurately and very fast. Our method works for diffuse as well as glossy BRDFs.
All approaches handle the voxelization of the scene in the same way. At startup, the static scene elements are voxelized. The scene bounding box defines the region to be voxelized. For each frame, only the dynamic scene elements need to be voxelized by inserting their voxels into a copy of the grid storing the static elements. This improves performance for dynamic scenes with large amounts of static geometry.
Real-Time Near-Field Single Bounce Indirect Light
For a fast near-field illumination, we generate a reflective shadow map (RSM) [Dachsbacher and Stamminger 2005] that contains direct light, position and normal for each pixel. We render shadow maps for spot lights and cube maps for point lights. To obtain the indirect light for a pixel in the camera image, we use a gathering approach to compute one-bounce near-field illumination. To solve Eq. 2, we compute N rays starting from the receiver position x with a maximum distance r, as shown in Figure 7 . We noticed that splitting up the computation into multiple passes with one pass per ray increases rendering speed. For each ray, we use our proposed intersection test to determine the first intersection point. If we hit a voxel along the ray we need to determine the direct radianceLi at this point. The naive solution would be multi-valued voxels wherẽ Li is written to atlases and stored at each voxel. However, this can be implemented more efficiently -especially less memory consuming -by a back-projection of the hitpoint into the RSM which allows us to read the direct radiance stored in the RSM pixel. The direct radiance is valid if the distance between the 3D position of the hitpoint and the position stored in the RSM pixel is smaller than a threshold . Otherwise the direct radiance is set to zero because the hitpoint is in shadow of the light source. The threshold has to be adjusted to the voxelization discretization v, the RSM pixel size s, the perspective projection, and the normal orientation α. As shown in Figure 7 , this leads to = max(v,
This technique allows the computation of one-bounce indirect light within a radius of r -keeping this value small leads to real-time frame rates. In contrast to image-space approaches, the voxel-space method does not depend on the camera position: Senders and blockers which are invisible in the camera image are always detected. As we store the information about the receivers of the direct illumination in the RSM, we do not rely on a multi-valued voxelization and can use our fast binary voxelization instead. Similar to many previous methods, we always compute the indirect light on a lower resolution, with interleaved sampling and a geometry-aware blur. We found that the voxel discretization and particularly the blur prevent glossy materials, so we only use diffuse BRDFs and generate the rays from a cosine density function. Although the accuracy of the reprojection decreases in distant regions of the light source (due to the perspective projection of the RSM), we found the resulting error acceptable because of the quadratic fall-off of the light source. 
Voxel Path Tracing
Extending the approach described in Sec. 5.1, a fast Path Tracer based on a voxelized scene representation can be built. Typically, Eq. 1 is split into the sum of the direct L d (x, ωo) and indirect light L id (x, ωo) emitted from x into direction ωo. Both integrals are solved with the help of a Monte Carlo approach (Eq. 2). The direct light is computed by explicitly sampling the light sources. The indirect illumination is computed recursively: a single direction ωs ∈ Ω = 2π is chosen using importance sampling of the BRDF f (x, ωo, ωi) of the respective surface element x. A ray is cast into that direction and at the hitpoint y, Eq. 1 is evaluated again to determine the radiance Lo(y, −ωs). This is typically repeated until a given length of the path is reached. This recursive approach can not be translated to a GPU Path Tracer directly. Instead, an iterative solution must be used. Our Voxel Path Tracer traces paths up to a certain length l by creating textures t1, .., t l for each possible hitpoint along the path. In the case of diffuse surfaces, the direct radiance L d at the hitpoint as well as the BRDF are stored. If all textures are filled, the light is transferred from texture t l to t l−1 , then from t l−1 to t l−2 , and so on until the final radiance value arrives at t1. In the following, we will describe the approach in more detail. For the sake of simplicity, we will limit ourself to diffuse BRDFs only for the subsequent explanations. As already described, the directly illuminated scene elements are captured in RSMs, storing their respective radiant intensity, normal and position. The scene is rendered into a deep framebuffer, storing the position, normal and BRDF. For each pixel of the deep framebuffer, importance sampling of the BRDF is performed and a ray is shot into the hemisphere. In contrast to a one-bounce approach, a binary voxelization is not sufficient here, as the ray may hit geometry which is not covered in the RSMs. Therefore, we need a multi-valued voxelization, storing normals and the BRDFs. If a hitpoint is found, the direct lighting is evaluated. This is done by reprojecting the hit-position into the RSMs (see Sec. 5.1) . If the point is not shadowed, the direct radiance, as well as the normal and BRDF are retrieved from the RSM and written to a texture. If the point is shadowed, the voxel-grid must be used to retrieve the normal and BRDF. Furthermore, the hit-position is stored in a texture. To continue tracing the ray this position is used as the new starting point and the process is repeated again. To generate a random direction in the hemisphere above the position, the normal is fetched from the 3D voxel texture. After the ray is traced through the scene, the information stored in the textures can be used to propagate the energy backwards along the ray, until the final radiance value at the image plane is computed. A progressive rendering scheme is used to successively trace more rays per pixel.
Results show that images produced by a voxel path tracing approach may visually compete with such created by a conventional path tracer.
VPL-based Methods for Indirect Light
The proposed intersection test can also be used to evaluate the visibility of virtual point lights (Instant Radiosity). For a single bounce, only a binary voxelization of the scene is needed. In a first step, the VPLs are scattered in the scene using the approach of [Dachsbacher and Stamminger 2005] . To compute the radiance for a pixel in the camera image, we gather from the VPLs and use our voxel-based visibility.
This method can be extended to compute multiple bounces of VPLs as well. After the first-bounce VPLs are identified, the position and normal of each VPL is used to trace a ray into the scene (see Sec. 4.2) using an importance sampling of the BRDF. As the hitpoint might be anywhere in the scene (not visible in the RSM), a multivalued voxelization of the scene, storing normals and BRDFs is needed. At the hit position, a VPL is generated and stored in an additional texture. During rendering the multiple-bounce VPLs are evaluated as well to determine the radiance arriving at a pixel in the camera image.
Results
The voxel-based visibility allows interactive to real-time illumination from the near-field around a receiver point. Figure 9 shows examples for near-field illumination in dynamic scenes. The relevant components of our test system are an NVIDIA GeForce GTX 295 and an Intel Core2Duo 3.16 GHz with 4 GB RAM. All important steps of our methods are running on the GPU. Our implementation uses OpenGL and the GL shading language. The radius r of the near-field illumination is a time-quality parameter: Figure 10 displays the different appearances of a scene when changing the radius from small to large. In comparison to screen-space approaches, VGI does not depend on the content of the deep framebuffer of the viewer camera. As shown in Figure 11 , VGI displays indirect light and directional occlusion without the typical screen-space artifacts. Due to the voxel discretization, care must be taken to avoid wrong self-occlusions, as can be seen in Figure 12 . Global Illumination examples are shown in Figure 13 , here a path tracing solution is shown which is based on voxel visibility. This scene contains diffuse as well as glossy materials. The obtained results are similar to a conventional path tracer, as shown in Figure 14 . The overall radiance distribution is maintained, only thin structures lead to over-darkening in indirect shadows due to voxelization. The image in Figure 1 (right) is an example of a two-bounce VPL-based illumination solution with voxel visibility. Figure 15 offers a detailed timing breakdown of the various steps of our near-field method.
Conclusion and Future Work
We presented voxel-based global illumination (VGI). Using a voxel-based visibility for indirect light allows real-time near-field illumination and interactive global illumination computation. Furthermore, we introduced a new atlas-based voxelization method and an improved ray-voxel intersection test. As future work we would like to extend our method to large voxel models (e.g. Giga Voxels [Crassin et al. 2009] ) and adjust the voxelization to the camera position. Currently, glossy materials are still an open problem since the discretized geometry can become visible in the glossy reflection. For large and animated scenes, the inclusion of a temporal filter should be further investigated to reduce noise and to improve the slight flickering which is sometimes visible if the voxel model changes due to moving geometry. Another interesting direction is volumetric illumination [Ropinski et al. 2008] based on a voxel model. 
