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Abstract
Landcover mapping is an important tool for natural resource managers. The 
incorporation of remotely sensed data to produce landcover maps is becoming 
more common, as a result of lower cost and greater availability of image data. 
One factor that can negatively affect landcover classifications is topographic 
variation, particularly in mountainous areas. For this study, four unsupervised 
classification methods were compared using Landsat Thematic Mapper data 
(TM) to test the effect of topography on landcover classification. One scenario 
involved using only TM data, another combined TM data with an Incidence 
channel, a third used principal component analysis (PCA) and the last used 
selective principal component analysis (SPCA). Each classification was tested 
for two different classification legends. The first was based on habitat mapping 
while the other was a general landcover legend taken from a national mapping 
project. In each case, the imagery was pre-stratified using a normalized 
difference vegetation index and was clustered with the K-Means unsupervised 
classification method. Results showed that the combination of TM bands 3, 4, 5 
and Incidence modestly increased the classification accuracy for both legends 
although accuracies were lower than 62%. The PCA and SPCA scenarios, 
which other research had shown held promise as a means of topographic 
compensation, did not produce higher accuracy without considerable class 
aggregation.
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1 Introduction and Research Objectives
f .f  /nfmcfucf/on
Landcover mapping is an important tool for natural resource managers. 
There are many methods employed such as forest cover maps, which are 
invaluable tools in forestry, but they lack ecosystem information required by 
wildlife managers. In British Columbia, Terrestrial Ecosystem Mapping (TEM) 
was developed to provide a classification that not only included information about 
the forest structure but also included ecological information particularly in areas 
without merchantable timber.
7.7.7 Ecosysfem Wapp/ng /n Bnf/sh Co/umb/a
The Resources Inventory Committee of British Columbia initiated TEM in 
1995 to map ecological systems (Resources Inventory Committee, 1998). TEM, 
in a broad sense, is a two-step process that includes stratification of the 
landscape by highly trained individuals using aerial photography and field 
sampling within the stratified areas to assess accuracy of the stratification.
Those data collected during the field sampling process, which include ecosystem 
class, stand structure, age class, soil type, aspect, slope, and species 
composition, can then be entered into a geographic information system (GIS) 
and form the basis for resource maps used in planning. After eight years and 
roughly 13% completion of the province, TEM, a costly and very time-consuming
endeavor, has given way to alternate mapping methods such as Predictive 
Ecosystem Mapping (PEM).
PEM combines available geographic and inventory data to predict 
ecosystem occurrence within a region at a fraction of the cost of TEM. Often the 
available data have included sources such as forest cover, soils, biogeoclimatic 
zones, and elevation models. Another source of data can be remotely sensed 
data, notably medium resolution data such as Landsat Thematic Mapper (TM) 
data.
T f .2 Landcover Map of Canada
The Canadian Forest Service, as part of the National Forest Inventory 
program, has initiated Earth Observation for Sustainable Development of Forests 
(EOSD). One aspect of EOSD is to create a landcover classification for all of 
Canada using Landsat TM data. The EOSD uses an unsupervised classification 
strategy involving the six reflective Thematic Mapper bands and a 'within pixel' 
variance channel derived from the panchromatic band. The classification 
scheme uses 22 landcover classes, nine of which are forested.
f . 1.3 D/g/fa/ Safe///fe /magery data /or use /n Landcover C/ass/iR c^a//on
Digital (remotely sensed) satellite imagery data have been used for 
resource mapping since the first launch of the Landsat series in 1972 (Lillesand 
and Kie^r, 1994). For reasons that include data availability, data resolution, 
understanding, accuracy constraints and cost, landscape classification methods 
that use satellite data have not gained mainstream industrial use. More recently.
remote sensing platforms such as later versions of the Landsat series, the 
Safe/Z/fe Pour /'Observaf/on de /a Terre (SPOT) series and the Indian Remote 
Sensing (1RS) series have provided improved spatial and spectral data 
resolutions. This influx of remote sensing platforms has also led to greater 
overall coverage of the Earth's surface. There have also been developments in 
image processing incorporating greater use of procedures such as principal 
component analysis, vegetation indices and integration of increasingly available 
ancillary data. These have increased the potential for greater accuracy and 
hence the viability of landscape classification based on remotely sensed data for 
resource managers. This could benefit resource mapping by removing the need 
for extensive pre-classification field work while maintaining or increasing the 
accuracy of these maps compared with other widely used methods.
f .2 Research 06 /ecffves
The primary objective of this thesis was to examine how well different 
unsupervised classifications of Landsat TM data perform when applied to 
landcover mapping in north central BC in the face of topographic variation. 
Unsupervised procedures are of particular interest since they are better suited for 
automation or semi-automation than supervised techniques which can be more 
susceptible to user input bias or error (see discussion in chapter 2). Topographic 
variation in areas of high relief has been identified as one factor that decreases 
classification accuracy for remote sensing-based models (e.g. Wulder and 
Franklin, 2003; Cihlar ef a/., 1997; Conese ef a/, 1993). A secondary objective 
was to examine the effectiveness of the inclusion of digital elevation data or the
use of principal components, on overall accuracy when compensating for 
topographic effect in unsupervised classification. The following research tasks 
were carried out:
# identify which combination of TM bands contain the most useful information 
for use in landcover classification;
# perform principal components analysis and selective principal components 
analysis to develop channels for identifying landcover while reducing the 
effects of topography;
# perform an unsupervised classification of the study area using TM bands 
alone and using TM bands and digital elevation data;
# perform an unsupervised classification of the study area using the channels 
created by PCA and SPCA;
# perform an accuracy assessment for each of the four models to evaluate their 
effectiveness for landcover mapping;
# provide recommendations for resource managers about using remote sensing 
methods for landcover mapping based on the results of the study.
f .3 Organ/zaf/on of Tlbas/s
This thesis consists of 5 chapters. The objectives of the research are 
outlined in Chapter 1. Chapter 2 provides a summary of relevant literature in 
support of the research objectives. Current landcover mapping and image 
analysis techniques are described. A description of the study area and 
reasoning for its selection are included in Chapter 3 along with a detailed 
explanation of the methodologies used for the thesis. The results of image
analysis and accuracy assessment are presented in Chapter 4. Chapter 5 
provides a summary of the results and presents the conclusions, 
recommendations and suggestions for further research.
2 Literature Review
2.f /nfmducf/on
A survey of the available literature is presented in this chapter. This 
includes a brief history of the use of remote sensing data for resource mapping, 
in particular the use of Landsat TM data. Accuracy assessment and methods for 
improving classification accuracy in resource mapping using remotely sensed 
data are described. Supervised classification, unsupervised classification and 
hybrid classification methods are explained as are techniques for dealing with 
topographic effect.
2.2 0 /g/fa/ Safe///fe /magery and Resource Mapp/ng
Remotely sensed data are defined as any collection of information about 
an object that has been obtained from a distance (i.e. without direct contact) 
(Aronoff, 1989). This covers a broad range of imagery that includes aerial 
photography and satellite image data. Air photo interpretation in conjunction with 
field sampling is still the primary method for resource mapping. Developments in 
image processing software, data availability and cost, combine to make 
landscape classification based on remotely sensed data a potentially viable 
option to augment (or replace) current mapping systems used in the Geomatics 
industry. However, difficulties in meaningfully quantifying accuracy continue to 
preclude the application of (semi-)automated landcover classification techniques 
using remote sensing (Kiefer and Sutherland, 1994).
2.3 Landsaf TAemaffc Mapper Oafa
Considerable research has been devoted to the classification of landcover 
using satellite image data. While data from different platforms such as Landsat 
and SPOT have been employed, much of this research has involved the use of 
Landsat TM data in particular. TM data are collected at a spatial resolution of 30 
metres (i.e. pixels are 30-m x 30-m) and resampled using nearest neighbour, 
bilinear interpolation or cubic convolution to 25 metres during geometric 
correction to fit the UTM grid. One data scene covers an area 185 km x 175 km, 
which is desirable for large scale regional mapping projects. An 80% reduction in 
price of TM data in 1999 and the relaxing of copyright restrictions have further 
increased its feasibility for resource mapping. The Landsat 4 and 5 satellites 
were equipped with multispectral sensors that collect data in seven spectral 
ranges or bands. These bands include three in the visible spectrum (red, blue 
and green), one near-infrared band, two mid-inffared bands, and one thermal 
infrared band (Table 2.1).
Table 2.1 - Properties of the Landsat 5 TM Sensor (Lillesand and Kiefer, 1994).
TM Band Spectrum Region Wavelength (nm) Resolution (m)
1 Blue (Visible) 0.45 -  0.52 30
2 Green (Visible) 0.52 -  0.60 30
3 Red (Visible) 0.63 -  0.69 30
4 Near Infrared 0.76 -  0.90 30
5 Mid Infrared Ï.5 5 -1 .7 5 30
6 Thermal Infrared 10.4 -12.5 120
7 Mid Infrared 2 .0 8 -2 .3 5 30
Landsat 7 data are collected for the same seven bands but the resolution of band 
6 has been increased to 60 metres, and a 15-metre panchromatic band is 
collected in addition.
2.4 /Accuracy Assessment
Quantitative accuracy assessment is critical for evaluating any method of 
classification for remotely sensed data to be used with confidence in resource 
mapping. Accuracy assessment allows us to identify and correct sources of error 
as well as compare different methods of classification to test which works best 
(Congalton and Green, 1999). Natural landcover classes may have small patch 
sizes and/or be heterogeneous in nature, which can reduce the accuracy of a 
classification and should be considered within the assessment (Smith ef a/.
2002). The standard method of accuracy assessment is an error matrix, or 
confusion matrix, that compares reference data to the classified data for a 
number of sample areas on a pixel-by-pixel basis (Congalton and Green, 1999). 
This process, however, may inherently contain some drawbacks. Misregistration 
of the reference data and the classified data, generalization of classes, and 
existence of mixed pixels (within pixel variation) often undermine the basic 
assumptions underlying accuracy assessment. These include having good 
positional accuracy, strong class identification and obtaining enough samples for 
all desired classed (Foody, 2002). While it is not likely that one could completely 
remove these problems from the accuracy assessment, steps can be taken to 
help mitigate these issues. These include selection of reference data that are not 
near cover type boundaries and therefore not influenced by registration errors,
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increasing the sample size, and selecting samples that are geographically 
diverse and homogenous representations of cover type (Lillesand and Kiefer, 
1994). Accuracy is also affected by the cover types being identified in the 
classification. Distinguishing between two classes that are very distinct is more 
straightforward than trying to distinguish between two quite similar classes, which 
can lead to high variation in reported accuracies. An alternative to using pixel- 
by-pixel comparison is to test agreement between the primary label, or the 
alternate label, and the mode of the Landcover label within a 3x3 pixel 
neighbourhood as described by Yang ef a/. (2001). The label is the landcover 
class assigned to a post-classification cluster by the analyst. An alternate label 
would be the most likely second class choice. This situation arises in transition 
zones or areas where ground data are not as diffinative.
There has also been an increased use of the KHAT statistic or Kappa 
coefficient, a strong estimator of classification accuracy (Conese eta/., 1993; 
Stehman, 1996; Joria and Jorgenson, 1996; and Vogelmann ef a/., 1998). The 
KHAT statistic is a measure derived from Kappa analysis, a discrete multivariate 
technique used to determine the amount of data in the matrix assessed as 
correct due to random chance and is the difference between the actual 
agreement (major diagonal axis) and the chance agreement (row or column 
totals) (Congalton and Green, 1999). Ideally, the classifier will not only result in 
high overall accuracy but also a high KHAT statistic. KHAT values range from 
0.0, no agreement, to 1.0, perfect agreement (Mather 1999). Mather (1999) 
suggested that this statistic was good for comparing classification procedures
applied to the same data set even though percentage accuracy provides as 
much information. Plourde and Congalton (2003) suggested that KHAT is of 
particular use where methods do not involve simple random sampling, but rather 
stratified or systematic random sampling. They also suggested that sample 
placement was more important in accuracy assessment than the sampling 
method.
2.4. f Error Maf/fces
An error matrix is a table that consists of classified data labels in rows and 
reference data labels in columns. A pixel-by-pixel comparison of the classified 
data with the reference data provides the data for the table, the error or confusion 
matrix. This identifies the percentage correct (the diagonal values of the matrix) 
as well as errors of commission and errors of omission. Errors of commission 
are pixels that are assigned to a specific class to which they do not belong, while 
errors of omission are pixels that should have been assigned into a specific class 
and were not (Congalton and Green, 1999). A key to a strong accuracy 
assessment is that the majority of the study area is fully classified into the 
predicted classes, i.e. fewer pixels are classified into the "null" class, reserved for 
those pixels that cannot be fully separated.
The use of error matrices to report accuracy in remote sensing is 
widespread but not used on every occasion. Homer ef a/. (1993) tested 'model 
fit' after creating a sage grouse habitat model based on remotely sensed data 
and did not report an error matrix. Vogelmann ef a/. (1998) used available 
sources of land-cover information to perform consistency checks for their
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classification. Some simply don't have the funding to complete the fieldwork 
required for accuracy assessment (Markon, 1992) and must rely on observation 
rather than assessment. Other authors suggest that hard' classifications are not 
appropriate for remotely sensed data and that a fuzzy" classification system can 
be employed (Foody, 1999; Mickelson eta/., 1998). This system accounts for 
mixed pixel values both in the image data and on the ground.
2.4.2 .Accuracy SfaW/cs
Overall accuracy is the most commonly reported statistic and is 
determined by adding the number of pixels classified correctly for each class and 
dividing the result by the total number of reference pixels used in the pixel-by- 
pixel assessment. Other accuracy statistics that can be calculated include 
producer's accuracy and user's accuracy. Producer's accuracy, how well a 
certain type can be classified, is calculated by dividing the number of correct 
samples for a given class by the total number of samples for that class in the 
ground truth (reference) data. User's accuracy, the probability that the classified 
pixel on the map accurately represents the same category on the ground, is a 
stronger measure than producer's accuracy. User's accuracy is calculated by 
dividing the number of correct samples for a given class by the total number of 
pixels classified as that class (Jensen, 1996). The producer's accuracy could be 
significantly higher than the user's accuracy and if this were the case, only 
reporting the producer's accuracy would be misleading.
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24 .3  Samp/e S/ze
The question of how many sample areas are needed for each class to 
assess accuracy confidently is a serious constraint, especially in remote areas. 
Lillesand and Kiefer (1994) suggested that 250 test pixels were needed to 
estimate the mean accuracy ±5%, while Congalton and Green (1999) suggested 
that 50 sample areas for each class was a good starting point. In general, the 
more reference samples that can be obtained for each class the better. It is 
important, however, to collect samples that are homogenous representations of 
type and geographically diverse. Limitations to obtaining field data often have to 
do with access to the field sites, financial constraints and time. The primary 
drawback to using fewer reference samples is that the confidence limit of the 
observed accuracy widens. If obtaining reference data is constrained, the focus 
should be put on obtaining samples for classes with a higher relative importance 
(Congalton and Green, 1999).
2.5 C/ass/frcaffon Tec/m/ques
There are two main classification strategies, supervised classification and 
unsupervised classification. Supervised classification involves creating classes 
based on the user knowledge of the study area, a pnon, and training' the 
classifier to associate certain spectral combinations, or signatures, with each 
desired class. Each pixel in the image is then compared to the training areas 
and assigned to the appropriate class (Lillesand and Kiefer, 1994). In the 
unsupervised classification approach, image pixels are clustered into a set
12
number of classes with respect to spectral similarities. Labels are then assigned 
to each specific cluster based on post-classification fieldwork (Lillesand and 
Kiefer, 1994).
There is no standard procedure for landcover classification using 
multispectral data. As such, variations on supervised classification and 
unsupervised classification as well as the hybrid of supervised and unsupervised 
methods have been explored for resource mapping. An explanation of each 
classification method, supervised and unsupervised, is included in this review.
2.6 SuperWsed C/assWcaffon
Supervised classification requires an initial step in which an analyst 
identifies representative training areas for each landcover type of interest or class 
in the scene based on spectral attributes. The criteria for determining a 
landcover type of interest vary between studies, although there are limits related 
to the spectral variability within the image data. In general, vegetated landcover 
types are based on vegetation overstory and cannot necessarily predict the 
content of the understory vegetation. During the classification stage, each pixel 
of the image is assigned to one of the predetermined output classes, dependant 
on its statistical similarity to the training areas (Lillesand and Kiefer, 1994). 
Accuracy assessment, using the supervised approach to landcover classification, 
is affected by factors that include the number of classes, class definitions, 
spectral contrast, and terrain complexity. Karteris (1990) yielded an overall 
classification accuracy of over 90% for a supervised classification of nine 
landcover classes using a six-band combination of TM data in a low relief
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forested area of central Michigan. Similarly, Boresjo (1989) found that a six-band 
combination of TM data provided the best results (98% training site classification 
accuracy) for classifying 16 classes in a low relief forested area of central 
Sweden. In another study, Knick ef a/. (1997) used all seven TM bands in a 
supervised classification of an area of flat rangeland. An overall accuracy of 80% 
was obtained when separating grasslands from shrublands; however, accuracy 
was reduced to 64% when further separating the dominant grass and shrub 
vegetation classes. Supervised classification of TM data has also been 
performed in other areas of low relief such as tropical forests (Brondizio ef a/., 
1996) and urban landscapes (Harris and Ventura, 1995) with overall accuracies 
of 94% (14 classes) and 77% (13 classes) respectively. These studies suggest 
that TM data may be better suited for determining fewer general classes even in 
areas where relief is not a factor.
In mountainous areas, however, classification accuracy is usually much 
lower. A study in the Kananaskis region of Alberta yielded an overall accuracy of 
only 66% for 11 mountain classes using a supervised classification method 
(Franklin, 1992). Huber and Casier (1990) used supervised classification to 
distinguish 13 forest classes for elk habitat mapping in the mountains of central 
Colorado with an overall accuracy less than 50%. In a supervised classification 
of 13,000 km  ^of northeastern Alaska, Joria and Jorgenson (1996) obtained only 
43% accuracy for 14 classes associated with the Arctic National Wildlife Refuge 
coastal plain.
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The primary drawback of using supervised classification of TM data alone 
for resource mapping, as with other classification methods, is that the accuracy 
of the maps created is often not high enough for operational use (Foody, 1999). 
There is also the possibility of bias in the selection of training areas that would 
lead to the misrepresentation of certain classes. This means that the full range 
of statistical variability required to adequately characterize a class may not be 
contained in a given training sample (Peddle ef a/., 1997). To address this 
concern, it is important to maximize the number of training areas for each class.
It is also important to obtain training areas that are geographically diverse in the 
scene to be classified.
This type of classification requires considerable groundwork, both to 
develop training areas as well as to assess accuracy. Separation of training 
areas from accuracy assessment sites is critical to assess overall accuracy. 
Training areas are usually clear, homogenous examples of each class, such that 
one would expect that classification accuracy using these sites would be high 
(Lillesand and Kiefer, 1994). Therefore, it is important to obtain an independent 
set of data for accuracy assessment. This increases the cost of data collection 
and can provide more opportunity for the introduction of bias to the classification. 
There is also the potential for increased classification confusion, errors of 
commission and errors of omission, when all seven bands are used. When more 
bands are included, there is a greater potential for the signature to become too 
specific for any given class. Alternately, there can be a loss of critical data if 
bands are dropped from the classification. Image component analysis, band
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ratioing and indices, and removing bands that contain redundant information are 
methods for addressing this issue that are described later in the thesis.
2.7 Unsuperv/sedC/assffrcaf/on
Unlike supervised classification, unsupervised classification does not 
require a pnon knowledge of the study area. Pixels in the image are grouped 
together on the basis of spectral similarity while maximizing the statistical 
difference between these clusters. In supervised classification, useful 
information categories or classes are defined and their spectral separability is 
determined. Conversely in unsupervised classification, spectral separability is 
used to create classes and their informational utility is determined after 
classification (Lillesand and Kiefer, 1994). The primary advantage of the 
unsupervised method is removal of bias associated with forcing the classification 
into predetermined classes, thereby allowing an increased opportunity to identify 
all spectrally distinct classes. Fewer studies have been made using 
unsupervised classification in comparison with supervised classification, but 
these studies have met with mixed results.
Forest mapping of the southern peaks of the Cascade Mountain range, for 
vegetation species at the genus level, was determined with 73% accuracy (White 
ef a/., 1995) using an unsupervised classification of Landsat TM bands 1-5 and 7. 
However, using the same method for species-level maps, classification accuracy 
dropped to 58%. In a study of arctic terrain in northeastern Alaska, Joria and 
Jorgenson (1996) tested both supervised and unsupervised classification of TM 
data for 15 classes. The study yielded only 46% accuracy with the unsupervised
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classification, slightly higher than the 43% accuracy obtained for the supervised 
classification. Homer ef a/. (1993) developed an ecological model using the 
results of an unsupervised classification of TM bands 2, 3, 4, and 5 to help 
determine sage grouse habitat. Traditional accuracy assessment was not 
reported, although the overall result was an excellent model fit where 5 of the 6 
shrub classes were used as predicted.
There are two principal challenges in using unsupervised classification. 
These are determining landcover types of interest following classification and 
then fitting the clusters to these classes with a high degree of confidence. In a 
supervised classification the analyst has direct control over the classes and can 
steer the classification to target specific classes if desired. This same control 
does not exist in the unsupervised classification process, but the potential for 
error induced by control is also reduced.
2.8 Unsuperv/sed/Supefv/sed Hybnd C/ass/ffcadon
While supervised and unsupervised classifications are considered the 
standard procedures, there is an alternate method that can be described as a 
hybrid of the supervised and unsupervised methods. This hybrid technique 
begins with the unsupervised clustering of data into spectrally distinct classes 
within sub-areas of the full study area. The clustered sub-areas are analyzed to 
determine spectral separability and the operator then refers to landcover 
information contained in ancillary data layers along with study area knowledge to 
combine similar classes. These combined classes are used as the training
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classes for a supervised classification of the full study area (Lillesand and Kiefer, 
1994).
Joria and Jorgenson (1996) developed a model that follows the hybrid 
approach. In their study the authors used ancillary data layers for a post­
classification sorting of the original unsupervised classes. The model, at 48% 
overall accuracy, was only marginally better than either the supervised 
classification (43%) or the unsupervised classification (46%) tested for an area in 
northeast Alaska.
Vogelmann ef a/. (1998) used TM data for an unsupervised/supervised 
classification of 30 million hectares in the southern US. The study area was 
predominantly forested, although it also contained wetlands, agricultural, water 
and urban areas and the terrain ranged from flat landscape to mountainous.
While a standard accuracy assessment was not conducted, consistency checks 
showed 74% overall accuracy (66% Kappa coefficient), a promising result 
considering the size and diversity of the study area. These results highlighted 
the potential for using hybrid classification for large study areas containing 
variable terrain.
2.9 Topogn@p/f/c EfPecf
In both supervised and unsupervised classification methods, there is a 
strong influence of topography in mountainous terrain related to the sun angle at 
the time of image capture (which is aproximately 10:00 am local time for Landsat 
5 data). Classifications in areas of low relief had higher accuracy (Knick ef a/., 
1997; Karteris, 1990; Boresjo, 1989) than those performed in mountainous
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The issue with topography is that rough terrain casts shadows, based on angle of
reducing the values of reflectance in areas of shadow (Giles, 2001). This can
affecting the classifier, causing dissimilar landcover classes to be classified as 
the same and vice versa, unless the area of study is relatively flat or has a 
consistent aspect (Wheate and Franklin, 1991).
2.Y0 OenvedOafa
The inclusion of derived data can be used to improve the classification of 
landcover classes. Derived data are often used to compensate for the effect of 
topography on a classification and can also be used to reduce band 
dimensionality (the number of bands used in a classification). Derived data 
sources include digital elevation models and related slope, aspect and incidence 
data. They also include 'channels' created from mathematical processing of the 
data such as band ratioing or principal component analysis of existing bands.
digital elevation data. These data include layers such as aspect (or incidence).
DEM data layers. Franklin (1992) found that the inclusion of DEM-derived layers
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(elevation, slope, and incidence) increased classification accuracy of supervised 
classifications in these high-relief areas from 66% to 78% versus using TM data 
alone. The inclusion of DEM-derived layers for a classification of the dominant 
vegetation communities in the Colorado Rocky Mountains resulted in more than 
73% agreement to an existing vegetation map (Frank, 1988). Huber and Casier 
(1990) used supervised classification to distinguish 13 forest classes for elk 
habitat mapping in the mountains of central Colorado. The inclusion of aspect 
derived from a DEM raised the accuracy to 62.8% for the TM + Aspect from 50% 
using TM data alone.
Unfortunately, OEMs are not always available at the proper resolution for 
a given study area and their quality may be poorly documented. Peddle and 
Duguay (1995) found that the DEM available for their study area in the Front 
Range of the Colorado Rocky Mountains possessed systematic errors in the data 
known as banding or striping. The original DEM had been generated by the 
United States Geological Survey photogrammetrically from stereo aerial 
photography. The errors identified are caused by inadequate data sampling and 
poor interpolation and would adversely affect derived slope and aspect layers 
critical to analysis. To compensate for these errors, they found it necessary to 
recreate their own DEM by digitizing contours from a 1:24000 scale topographic 
map. While they deemed the new DEM to be more accurate than the existing 
DEM, there may still be errors in the existing topographic map and there is also 
the risk of transcription errors when digitizing. This example shows that a DEM 
may not necessarily be the first choice for dealing with topographic effect.
2 0
Alternative approaches to reducing the effects of topography are the use of band 
ratios and/or principal components.
2  f 0.2 Band Raf/o/ng and /nd/ces
Lillesand and Kiefer (1994) provided a detailed explanation of how 
topographic effects could be reduced using band ratios. In general, band ratioing 
involves the creation of new data channels by the mathematical combination of 
existing bands in either simple or complex ratios. Band ratios between dissimilar 
bands (usually in non-adjacent portions of the electromagnetic spectrum) can be 
useful in reducing the effect of topography on the classification by highlighting the 
differences and reducing the similarities while ratios between similar bands tend 
to emphasize noise (Eliason ef a/., 1981, Conese ef a/., 1988, Frank, 1988; 
Lillesand and Kiefer, 1994).
Pacific Meridian Resources (PMR) (1995) used Landsat TM data bands 1- 
5 and 7 to classify wetland habitat. Accuracy of the classification was improved 
by creating a channel from the ratio of TM band 5 and TM band 4, which reduced 
the confusion due to shadowing.
Frank (1988) demonstrated that several channels created from different 
band ratios along with DEM-derived data could be used in a supervised 
classification to map the vegetation communities of three different regions in the 
Colorado Rocky Mountain Front Range. The sub-alpine region was a transition 
zone and consisted of several forested classes as well as two shrub classes. 
Three herbaceous meadow species, which vary in moisture content and 
relationship to timberline, made up the meadow region. The montane
21
communities consisted of three coniferous species and one deciduous tree 
species. The overall accuracy for all 13 classes, in the three regions combined, 
was 73.56%. The accuracies for classes in the sub-alpine region and in the 
meadow region were 76.33% and 80.06% respectively, but limitations of the 
method were shown in the montane region where accuracy was only 55.83% due 
to poor separability of the coniferous classes in that region.
Generally, band ratios are chosen to highlight specific information or 
features in an image. For example, Walsh et al. (1990) used band ratios to 
enhance hydrologie features such as streams, lakes, ponds and glaciers within a 
mountainous region. They can also be effective for separating vegetation 
classes. A frequently used modification is the Normalized Difference Vegetation 
Index (NDVI), which is particularly noted as an indicator of biomass, highlighting 
vegetation health and green-up.
While band ratioing may help compensate for topographic effect and can 
be useful for highlighting specific land features, there are negative aspects. In 
particular, a band ratio may result in two dissimilar classes appearing identical if 
they have different radiance values but a similar slope in the spectral reflectance 
curve (Lillesand and Kiefer, 1994).
2.10.3 /mage Component Ana/ys/s
Another method that can be used to reduce topographic effect is Principal 
Component Analysis (PCA), which transforms highly correlated original data into 
new channels that are statistically independent and account for the maximum 
variance along orthogonal axes (Chavez and Kwarteng, 1989). Invariably for TM
2 2
data, more than 95% of the total variance is found within the first four PC 
channels. Therefore, PCA can be a valuable tool to reduce the dimensionality of 
the data while minimizing the loss of information held within the raw TM data 
(Conese ef a/., 1988; Chavez and Kwarteng, 1989). A variation of PCA,
Selective Principal Component Analysis (SPCA) performs the same 
mathematical transformation as PCA except that it is done on a user-specified 
subset of the available bands. PCA (and SPCA) may also be used to help 
reduce the effect of shadows and changes in reflectance, due to season and sun 
angle, that can obscure spectral differences and would otherwise identify a 
particular ground feature (Conese ef a/., 1988; Walsh ef a/., 1990). Individual PC 
channels can also highlight specific geographic features (Walsh ef a/., 1990; 
Wheate and Franklin, 1991; Siljestrom ef a/., 1997). Huber and Casier (1990) 
found that the use of the first two principal component channels with the aspect 
layer raised the accuracy of the classification to 56.9%, a 6.9% increase over 
using TM data alone.
The effects of topography on a supervised classification were significantly 
reduced for highly rugged forested terrain area in northern Italy by removing the 
first principal component for each class (Conese ef a/., 1988). In a related study 
of the same area, Conese ef a/. (1993) found that the removal of information 
related to the first component (PC I) of the TM data increased the accuracy of a 
supervised classification. While removing the fir^t component seems counter­
intuitive because it is loaded by all seven bands, much of the information is from 
variation caused by topographic effect, particularly in mountainous areas. The
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loss of potentially useful data from the first principal component is acceptable due 
to the amount of additional data provided from the seven TM bands (Conese ef 
a/. 1988).
Wheate and Franklin (1991) performed a supervised classification of a 
forested sub-alpine region in Alberta. They compared several TM data 
combinations to several PCA channel combinations of the TM data (both with 
and without DEM-derived channels) and found that the PCA-derived channels 
either improved classification accuracy or at least remained equal.
While in many instances PCA increases the accuracy of classifiers over 
using raw TM data, this is not always the case. Abeyta and Franklin (1998) 
found that a three-band combination of TM data was better at distinguishing 
vegetation boundaries derived from image segmentation than PCI-4 in a 
Californian desert environment.
The application of principal component-derived channels has also been 
used with some success in hybrid classification systems. In 1996 and 1997,
PMR was involved with two studies that used an unsupervised/supervised hybrid 
classification (PMR, 1996; 1997). In the 1996 study, an area of northern Alaska 
was classified using both Landsat TM data and SPOT data. In both studies the 
TM data were classified using subsets of eight available channels. Six of the 
eight channels consisted of TM bands 1 - 5  and 7 while the remaining two 
channels were mathematical derivations of the TM channels. The first derived 
channel was created from a ratio of TM bands 3 and 4 and the second channel 
from the first principal component of TM bands 1, 2 and 3. The 1996 PMR study
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found 88% overall accuracy for seven 'major" landcover categories and 75% 
overall accuracy for 17 "minor" landcover categories. The 1997 PMR study 
resulted in 82% overall accuracy for 15 of 24 landcover classes.
Correspondence Analysis is an alternative method to PCA that relies on 
squared deviations between true (normalized) pixel values and their expected 
values following the chi-square metric. The expected values are joint 
probabilities computed as the product of the sum of all pixels in one spectral 
band and the sum of pixel values across all bands at a given pixel position. In a 
study by Carr and Matanawi (1999), the outcome was a similar transformation to 
Principal Components Analysis or Factor Analysis (standardized PCA), but it 
compressed all image variance into one fewer component channels. This may 
have occurred in the Carr and Matanawi (1999) study because the study site was 
a coastal area of the Bahamas, and the image was dominated by water.
2.10.4 0/g/fa/ Mas/rs
Another type of ancillary data that can be used to improve image 
classification is a digital mask. A digital mask can either be used to exclude a 
group of data from the classification process or isolate the data to which the 
classification is applied. Masks that exclude easily identifiable classes such as 
water, urban areas and forest clear-cuts can function to reduce class confusion 
for the remaining imagery. Digital masks that include data act as a pre­
stratification of the data. For example, masks created from a NDVI channel can 
be used to separate forested areas from non-forested areas in an image. This 
information can then be used to improve the classification under the mask.
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Relatively little research that focuses on the use of digital masks to improve 
classif cation exists in the literature reviewed. However, the potential of digital 
masks to enhance classification accuracy should not be overlooked.
This idea can be applied in other ways where the results of one 
classification can be used to improve further classifications. In a study to 
determine sage grouse habitat, Homer ef a/. (1993) first determined 20 classes 
using an unsupervised clustering algorithm classification. Ancillary data including 
aerial photography, orthophotography, and the analyst's knowledge of the study 
area were used to associate each class with vegetation cover. Of the 20 original 
classes, three were determined to have sagebrush, a key component of sage 
grouse habitat. The study area was reclassified using an unsupervised method 
with the 17 non-sagebrush classes acting as a mask. This resulted in 20 new 
sagebrush sub-classes of which nine were determined, via fieldwork, to be sage 
grouse habitat. Giles and Connolly (2000) described an approach where 
classification becomes more detailed iteratively. The data are classified and the 
resulting classification is then classified again. They found that overall accuracy 
was not significantly improved by the hierarchical classification versus the single- 
stage classification, but certain classes were improved. The improvement of 
certain classes could be beneficial depending on the mandate of the analysis.
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3 IVIaterials and Methods
3. Y Sfud/Area
The Germansen study area was comprised of 2500 km  ^in the Mackenzie 
Forest District in north central British Columbia approximately 250 km northwest 
of Prince George (Figure 3.1). The centroid of the study area is located at 
124°48', 55°46'N. The Omineca River flows south from the northern extent of the 
Wolverine mountain range towards Germansen Landing where its course alters 
to flow east-west past the centre of the western extent of the study area. The 
Wolverine mountain range frames the eastern extent and Germansen Lake is 
located in the southwest. Germansen Landing and Manson Creek are the only 
communities in the area.
The study site was chosen for several reasons. The Caribou habitat 
mapping project by Johnson ef a/. (2003) provided an excellent resource for both 
ground data and landscape knowledge of the study area. In conjunction with 
these data there was a range of other data available. More than 60% of the 
study area was mapped as part of the Omineca Biophysical Mapping Project 
(McKenzie, 1993) and the field data and hardcopy map were acquired. There 
were also BC provincial forest cover data, digital orthophotography, and 
biological ecosystem classification (BEC) map data for the area. A g ridded 25-m 
digital elevation model (DEM) derived from 1:20,000 Terrain Resource Inventory 
Management (TRIM) sheets is available for the entire province. A virtually cloud- 
free Landsat 5 TM scene from August 22,1992 acquired for the Caribou
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Figure 3.1 - Germansen Study Area
The study area is approximately 
250 km NW of Prince George BC. 
The image is a composite of 
TM bands 5, 4 and 3
mapping project (Johnson, 2003), was also used for this project.
The Engelmann Spruce-Subalpine Fir (ESSF), Boreal White and Black 
Spruce (BWBS), Sub-Boreal Spruce (SBS) and Alpine Tundra (AT) 
biogeoclimatic zones and their associated sub-zones and variants dominating the 
area provide wide ecological diversity within the study area. The terrain is also 
variable ranging from lower elevation pine flats and marshes (as low as 670 m) to 
steep alpine areas (up to 2170 m). The dominant variant for the study area is the 
ESSFmvS. The ESSF zone occurs at higher elevations, generally above the 
SBS and BWBS zones, greater than 1000-1200 m but below the ATn. P/cea 
enge/mann// and Ab/es /as/ocarpa are the climax tree species with 
Pbodbdendron a/b^omm and A/nus cbspa ssp. smaafa being indicator shrub 
species (Meidinger and Pojar, 1991; McKenzie, 1993). The BWBSdkl subzone 
is the second most prevalent subzone and can be found below 1200 m similar to 
the SBS zone. The climax tree species tend to be P/cea g/aaca x enge/maan// 
and P/aas coafoafa. Sbepbeay/a caaadeas/a, V7beraaa? eda/e, Co/aaa 
caaadeas/s and L/aaaea borea//s are dominant in the understory of climax stands 
(Meidinger and Pojar, 1991; McKenzie, 1993). The SBS zone appears in the 
study area to a lesser extent. It is characterized by P/cea g/aaca x eage/maaa// 
and Ab/es /as/ocarpa as the climax species and at elevations up to 1200 m 
depending on the terrain and aspect. Three SBS variants exist in the study area, 
the SBSmkI, SBSmk2 and SBSwk2. P/nas confoda, Popa/as frema/o/des, A//?as 
spp. and Sa//x spp. are dominant serai species of the SBSmkI. The understory 
is characterized by A/nas spp., Vacc/n/a/n memb/anaceam, Comas canadens/s.
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and mosses. Lon/ce/a /n/o/uc/afe, Op/opanax /lomdus, Gymnocarp/um 
dryopfens and Equ/sefum spp. are indicative of wetter sites while C/ad/na spp. 
and other lichens are dominant in dry sites. The SBSmk2 differs slightly from 
SBSmkI in that Befu/a papyed/era and understory species such as V//6emum 
edu/e and Rosa ac/cu/ads are more common. The SBSwk2 variant is wetter and 
cooler than the other SBS variants. Op/opanax dorddus and Gymnocarp/um 
dryopfeds are quite common understory species, /t/nus cdspa ssp. s/nuafa, 
VYbemum edu/e, yacc/n/um membranaceum and Ara//a nud/cau//s are 
characteristic shrub species while feather mosses dominate the ground cover 
(Meidinger and Pojar, 1991; McKenzie, 1993). The ATn subzone generally 
occurs at elevations greater than 1600 m. Sa//x spp. and Befu/a g/andu/osa 
occur in thickets, as do krummholz patches of Ab/es Zas/oca/pa in an otherwise 
treeless environment. Ca/ax spp., Fesfuca a/fa/ca, S/Zene aucaZZs, Adem/sZa spp. 
and various lichens make up the ground cover (Meidinger and Pojar, 1991; 
McKenzie, 1993).
The area is important to many wildlife species including grizzly bear 
(LZ/sus a/cZos bo/dbZZZs), black bear (LZrsus amedcanus), moose (AZces aZces), 
mule deer (Odoco/Zeus bemZo/rus), wolverine (GuZo guZo), fisher (ZWarfes 
pe/?nanZZ), and marten (ZVfades amedcana). It is also within the range of an 
important herd of woodland caribou (RangZZer Za/andus cadbou) (Johnson eZ aZ., 
2003; Wood, 1996). The Committee on the Status of Endangered Wildlife in 
Canada (COSEWIC) has listed this species of caribou as vulnerable in BC. It is 
believed that woodland caribou are experiencing reduced numbers due to the
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depletion of their habitat (Environment Canada, 1997). Mineral mining and 
prospecting are common in the area and although forest companies operate in 
the area, the majority of the study area remains relatively untouched by timber 
harvesting. However, fire and forest management practices are the main 
disturbance influences for the study area (Hansen ef a/., 2001 ; Meidinger and 
Pojar, 1991; MacKinnon ef a/., 1990).
The work previously undertaken by Johnson ef a/. (2003) and the 
generous provision of ground data and landscape knowledge for the study area 
were key elements for the selection of this study area. Combined with the 
topographic variation, the ecological diversity within the study area as well as the 
availability of ancillary data and importance to wildlife species made it a desirable 
location to compare digital classification techniques.
3.2 Data AcqufsWon and Preparadon
Several ancillary data sets were obtained to assist with the aggregation 
and labeling process after classification and in the accuracy assessment. These 
included a virtually cloud-free Landsat 5 scene, a g ridded 25-m DEM, 
biogeoclimatic ecological classification map data, BC provincial forest cover data, 
digital orthophotography, Caribou habitat mapping project ground data and 
Omineca Biophysical Mapping Project ground data and hardcopy map. Each 
ancillary data set was imported into the geographic information system (GIS) and 
clipped to the extents of the study area if necessary. A brief description of the 
data and how they were used exactly is provided in the following sections.
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3.2. Y Landsaf 5 /mage Oa/a
The Thematic Mapper data, path 50 / row 21 from the Landsat 5 satellite, 
used in this project were collected in August of 1992 and archived in their raw 
data format as a full scene covering approximately 32,000 km  ^(185 km wide and 
-175 km long). The raw data were imported into a single 7-band image dataset.
Geometric correction was carried out on this subset using vector data from 
TRIM, including lakes, rivers and roads to find the necessary ground control 
points (GCPs). Each GCP is an x and y coordinate on the reference vector that 
has been matched up with a pixel and line coordinate on the uncorrected image. 
For this project, 12 GCPs were selected such that they were distributed evenly 
throughout the image. The root mean square (RMS) error for all GCP locations 
combined was less than 0.5 or half of one pixel.
The image was orthorectified to UTM zone 10 North American Datum 
1983, using the GCPs in a 2"  ^order polynomial function and resampled to 25 m 
using the bilinear transform. The resulting RMS error was 0.05 pixels in X and 
0.07 pixels in Y. Once rectified, the image was clipped to the 2500 km  ^extents 
of the study area.
3.2.2 0/g/fa/ E/e vat/on Data
A digital elevation model (DEM) was acquired through the BC Ministry of 
Environment, Lands and Parks (now the BC Ministry of Sustainable Resource 
Management) at 25-m resolution (± 10 m positional accuracy), interpolated from 
1:20,000 provincial TRIM point data. The DEM was clipped to the extents of the
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study area and then imported into the corrected image as a separate channel. 
From the DEM, a separate incidence channel was created. Incidence is a 
mathematical combination of slope and aspect determined using the formula 
from Campbell (1981):
COS (Incident) = COS (Solar Alt.) - SIN (Slope) - COS (Solar Azimuth - Aspect) + 
SIN (Solar Alt.) COS (Slope) [1 ]
The incidence layer gives a measure of solar radiation at the time of 
image capture (approximately 10:00 am local time) and can be used to explain 
variations in illumination in the image data. A graphical representation of 
incidence is shown in Figure 3.2.
3.2.3 Anc/Z/ary Data
Biogeoclimatic ecological classification (BEC) map data (at 1:250,000 
scale) for the study area were obtained from BC Ministry of Forests. These data 
provide broad information on the biogeoclimatic zone, subzone, and variant, as 
described by Meidinger and Pojar (1991) and assisted in the ecosystem class 
determination of the field data.
Provincial forest cover data and associated polygon data were obtained 
from the BC Ministry of Forests through the Canadian Forest Service (CFS). The 
forest cover polygon data were derived by interpretation of aerial photography by 
trained forestry professionals and verified by field work sampling. The data 
consisted of portions of four mapsheets (093n, 093o, 094b, 094c), each
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Figure 3.2 - Incidence layer for the Germansen study area derived from slope, aspect, solar 
azimuth and solar altitude using the formula of Campbell (1981).
a *
containing 100 maptiles at 1:20,000. These mapsheets were appended into a 
single large coverage (layer). Forest cover data were primarily used to help 
determine density classes and primary species type during the aggregation and 
labeling process.
Digital orthophotos in MrSID format and stored by NTS mapsheet were 
also obtained for the study area from the CFS. These images provided a level of 
detail (one metre resolution) that was useliil for aggregating and labeling several 
classes within the classification and particularly for areas in transition.
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3 .24  F/e/dOafa
The field data for this project were drawn from three sources. The 
majority were used for the accuracy assessment of each of the classification 
models tested. However, some of the field data were also used in the post­
classification assignment of ecosystem classes.
The first source of data were 35 field sites and associated hardcopy maps 
(at a scale of 1:50,000) sampled in 1990 for the Omineca biophysical mapping 
project (McKenzie, 1993). These sites covered many cover types and 
vegetation information for each site was recorded on provincial Vegetation 
Description Forms (ENV 1915). Organized by stratum (i.e. tree, shrub, herb, 
etc.), information about the percent cover, distribution pattern and general vigor 
of each vegetation species observed was recorded. A BEC classification and 
biophysical mapping classification were also recorded for each site. The second 
source of data came from 246 sites sampled for an ecosystem mapping project 
(Johnson ef a/., 2003). These sites included both field sites and photo­
interpreted locations distributed throughout the study area and contained most 
cover types. The ecosystem mapping class (from Johnson ef a/., 2003) and a 
BEC class were determined for each of the field sites. It was not possible to 
determine the BEC classes for the photo-interpreted sites as ground data were 
required to confidently assign a BEC class. The third source of field data were 25 
field data sites initially identified in a field reconnaissance of the study area 
performed in the summer of 1998 by the author of this thesis. During the initial 
visit only the location and general cover information were recorded. Full
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vegetation and environmental data were recorded for each of these sites 
according to the methods detailed below during the summer of 1999. The 
information was used to determine the appropriate classes for two mapping 
legends used in the thesis (see section 3.4, Classification Legends).
3.2.4.1 Field data collection procedure
A field data collection procedure was developed to help verify the original 
BEC and ecosystem mapping classifications of the source data. In addition, the 
procedure helped to establish if there were any systematic errors in the collection 
of data from different sources (i.e. Mackenzie (1993) biophysical mapping, 
Johnson ef a/. (2003) ecosystem mapping and this study), as well as to add 
additional data for analysis.
Ancillary data such as roads, trails, rivers and lakes were ot)tained from 
the BC provincial government's Terrain Resource Inventory Management (TRIM) 
program. A query was constructed using TRIM data with the field data to 
determine which of the 281 pre-existing sites (35 sites from McKenzie, 1993 and 
246 sites from Johnson ef a/., 2003) fell within 500 m of road access. It was 
estimated that a distance of 500 m would be the most that one could effectively 
hike through mature timber and still maximize the number of sites visited. There 
were 88 sites that satisfied the query. The 25 sites from the 1998 field 
reconnaissance were added to this set, resulting in 113 sites marked for field 
data collection. To create field operation maps these 113 sites were plotted with 
the associated lake, river and road data.
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A global positioning system (GPS) was used to navigate to the UTM 
location for each of the field sites with an accuracy of about 100 m (given that 
'selective availability" was still operational in 1998-99). Field maps and 
compassing were then used to get as close to the actual plot location as possible 
to ensure landcover type could be accurately discriminated at the site of the 
original plot with an approximate radius of 10 m. During the course of the field 
work, 13 of the 88 sites identified in the query were inaccessible and had to be 
dropped from the field data collection leaving a total of 100 sites to be visited.
Information was recorded for each of the 100 remaining sites using 
Ground Inspection Forms (Appendix 1) obtained from the BC Ministry of Forests. 
At each site, the leading species for each of four strata (tree, shrub, herb, and 
moss) was recorded. A soil pit was used to determine the soil type, texture, 
fragment content, and drainage. Crown closure, aspect, slope and average tree 
age were also recorded. The vegetation and soil information was used to 
determine the soil and nutrient regime for the site. The complete information 
from each ground inspection form, in conjunction with a map of BEC zones and 
the Ministry of Forests field guide (MacKinnon ef a/, 1990), were used to 
determine the biogeoclimatic classification down to site series for each site. An 
ecosystem mapping classification for each site was determined using information 
in the "Omineca biophysical mapping project: maps and legend" report
information.
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3.3 /mage ^ na/ys/s Afethodo/ogy
To investigate the effect of topography on unsupervised classification, five 
scenarios were employed. The first scenario (1) involved using all six TM 
channels alone as input for the classification. The second scenario (2) involved 
using least correlated TM data with an incidence channel derived from the DEM, 
as input for the classification. The third scenario (3) involved using channels 
derived from principal component analysis while the fourth scenario (4) used 
channels derived from selective principal component analysis of the TM data as 
input for the classification. For these first four scenarios, the image data were 
stratified into four classes (water, non-vegetated, low reflectance 
vegetated/coniferous and high reflectance vegetated/deciduous) using masks 
created from the Normalized Difference Vegetation Index prior to classification.
A # h  scenario (5) was employed to create a comparison to a supervised 
classification for the same study area (Johnson ef a/., 2003). This last scenario 
used TM data plus incidence and slope derived from the DEM and did not involve 
pre-stratification of the imagery before classification. Classifications were applied 
to two separate legends for the first four scenarios while the final scenario was 
only applied to the Habitat legend (see section 3.4, Classification Legends). The 
clusters from each classification were interpreted and aggregated into the 
appropriate class based on the desired legend as suggested by Vogelmann ef a/. 
(1998).
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Table 3.1 provides a summary of classification scenarios employed in this 
study. A detailed description of each scenario is explained in the following 
sections.
Table 3.1 -  Summary of classification scenarios empioyed in the Germansen study area.
Classification Scenario
1 2 3 4 5
Preprocessing Stratify with 4 NDVI layers
Stratify with 4 
NDVI layers
Stratify with 4 
NDVI layers
Stratify with 4 
NDVI layers None
Classification
Inputs
All 6 TM 
bands
TM 3,4,5 plus 
incidence from 
DEM
PCA channels 
2 to 4 for 6 TM 
bands
SPCA channel 
2 for 3 sets of 
TM bands
TM 3,4,5 plus 
Incidence and 
slope from 
DEM
Algorithm for 
Ciassification
K-Means (max 
150 clusters 
for each NDVI 
mask)
K-Means (max 
150 clusters 
for each NDVI 
mask)
K-Means (max 
150 clusters 
for each NDVI 
mask)
K-Means (max 
150 clusters 
for each NDVI 
mask)
K-Means (max 
150 clusters)
Legends Caribou Habitat, EOSD
Caribou 
Habitat, EOSD
Caribou 
Habitat, EOSD
Caribou 
Habitat, EOSD
Caribou
Habitat
3.3. f /Vo/Tna/Zzed D /^/ence t/egefaf/on /ndex
NDVI is a mathematical procedure that creates a new channel from the 
ratio of band 3 (red) and band 4 (near-infrared) and can be expressed as:
NDVI = ( TM4 - TIVI3 ) /  ( TM4 + TM3 ) [2]
The equation can be altered to automatically scale the output to avoid real 
number (decimal) values as per Wulder ef a/. (2001):
NDVI (8bit) = ( ( (  TM4 - TIVI3 ) /  ( TIVI4 + TM3 ) + 1) * 127) [3]
Figure 3.3 shows the NDVI channel used in this study. Black areas are those 
with little or no vegetation such as water, rock and exposed land surfaces. Dark 
gray areas generally represent low reflectance coniferous vegetation and the
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light gray and white areas generally represent high reflectance deciduous 
vegetation.
Figure 3.3 -  Normalized Difference Vegetation Index (NDVI) channel for the Germansen 
study area. Brighter values highlight vegetated areas while darker values Indicate little or 
no vegetation.
............... ..................... .................  ...........  .......
3.3.2 Creaf/on of /VO W mas/rs
The NDVI channel was analyzed to create four separate masks: water, 
non-vegetated land, low reflectance (coniferous) vegetation, and high reflectance 
(deciduous) vegetation. These areas are considered 'parent' classes and are not 
exclusive. That is, they represent a generalized condition and theoretically any
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of the desired classes can be found under each mask. The likelihood of finding a 
class not related to the parent class is lower. This initial class separation helps to 
add separability to clusters in the unsupervised classification process and was 
included to improve the overall classification accuracy for the models tested.
3.3.3 Se/ecf/on of Raw TAf data
Two scenarios were explored for the classification using raw TM data.
The first approach included all six reflective TM bands (i.e. excluding the thermal 
band 6 only) and was used as a benchmark against which to measure all other 
classifications (Table 3.1). The use of the thermal band was rejected because its 
resolution (120 m) does not match that of the rest of the imagery (30 m). 
Furthermore, it is more significantly affected by temporal factors including recent 
weather and the time of day the image was obtained. This methodology is similar 
to Wulder ef a/. (2001) who used TM bands 1-5, 7 in an unsupervised 
classification (and in addition, a "within pixel" variance channel derived from the 
Landsat 7 panchromatic data, not available with the Landsat 5 sensor).
The second scenario was to use the least correlated 3-band set as input in 
the classification (Table 3.1). There is generally high correlation, or redundancy, 
between the three visible bands (bands 1, 2, and 3) as well as between bands 5 
and 7 (Horler and Ahern, 1986, Wheate and Franklin, 1991). For this reason, all 
TM bands were analyzed statistically to determine the inter-band correlation.
The formula follows Jensen (1996):
Correlation(ij) = Cov(ij) /  SD(i) * SD(,) , where [4]
Cov = Covariance and SD = Standard Deviation
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Table 3.2 was generated using this formula to show the correlation between each 
of the bands, which in turn can be used to help select the most appropriate 3- 
band combination for input in a classification.
Table 3.2 - Image Band Correlation Matrix for the study area.
Band 1 2 3 4 5 6 7
1 1.00 0.92 0.93 0.48 0.85 0.72 0.89
2 0.92 1.00 0.96 0.60 0.91 0.74 0.92
3 0.93 0.96 1.00 0.54 0.92 0.75 0.94
4 0.48 0.60 0.54 1.00 0.72 0.57 0.57
5 0.85 0.91 0.92 0.72 1.00 0.80 0.96
6 0.72 0.74 0.75 0.57 0.80 1.00 0.77
7 0.89 0.92 0.94 0.57 0.96 0.77 1.00
Band 4 is an obvious choice as it represents the near infrared and has 
relatively low correlation with all other bands. Band 5 is slightly less correlated 
with the visible bands than band 7, so it was also selected. The selection of a 
visible band is more complicated. While bands 1 and 2 are less correlated with 
the other bands in the matrix than band 3, they are also more affected by haze. 
Haze has two properties that can negatively affect a classification: it will reduce 
the energy illuminating a ground object and it will also reflect a scattered light of 
its own (Lillesand and Kiefer, 1994). The result is that bands 3, 4 and 5 were 
selected as input channels for this analysis. This band combination coincides 
with that used by Johnson ef a/. (2003) who also selected bands 3, 4 and 5 for 
the same reasons. As in Johnson ef a/. (2003), the incidence channel was 
introduced as input to help account for topographic effect. Originally, both slope 
and elevation (a 16-bit channel) were included as input channels similar to 
Johnson eta/. (2003), but early runs of the classification revealed patterns in the 
output data that seemed directly related to the slope and elevation channels
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rather than the œver types in the legends. Only after removing both of these 
input channels did the patterns disappear from the output classification.
3.3.4 Pnnc^a/ Component vAna/ys/s
The third unsupervised classification scenario being tested to compensate 
for topography involved using the channels derived from principal components 
analysis (PCA) of the image data as direct inputs for the classification process 
(Table 3.1). This technique provides an opportunity to reduce the number of 
bands from the data set while minimizing data loss, and potentially can also 
reduce the effects of topography. Each principal component contains a 
percentage of the total image variance. The first component contains the most 
variance and successive components contain progressively less of the image 
variance. The effect of this distribution of variance is that each new channel then 
highlights certain aspects of the data based on the band or bands that contribute 
most to that component. For example, the first component is usually related to 
the image "brightness" and is contributed to by all seven bands. This first 
principal component emphasizes topography and geologic structure (Wheate and 
Franklin, 1991) and may negatively impact the classification in a mountainous 
region (Conese ef al, 1988 and 1993).
The component that is loaded predominantly by the near-infrared band, 
usually PC2, is referred to as "greenness", while the component that reflects the 
contribution from the mid-infrared bands (or short-wave infrared bands, hence 
"swirness") is usually PC3. The fourth component commonly reflects the 
contribution of the thermal band and is often not included in classification studies
43
as the thermal band is not usually consistent with the other bands; however, it 
can contain useful information about soil moisture and was considered as an 
input in this classification. As PCA is scene-specific components 2, 3 and 4 as 
defined can be interchangeable in their sequence.
Principal component analysis of the image data produced six new data 
channels, and components 2 through 4 were used as inputs in the classification 
step. The first component, which contains the variation in the image due to 
scene brightness, or topographic effect, was dropped to reduce this effect as per 
Conese ef. a/. (1993). The final two principal components were dropped as they 
contained less than 1% of the variance and were dominated by image noise.
3.3.5 Se/ecf/ve Pnnc/pa/ Component Ana/ys/s
As a modified alternative to PCA, selective principal component analysis 
(SPCA) was also performed on subsets of the TM bands as a fourth classification 
scenario (Table 3.1). This technique similarly reduces band dimensionality and 
can be used to reduce the chance that information of interest is mapped to 
unused channels (Chavez and Kwarteng, 1989). Following Chavez and 
Kwarteng (1989), the first and second principal components were generated for 
three sets of TM bands:
Visible (TM 1, 2 and 3) and TM 4
Visible (TM 1, 2 and 3) and Mid-infrared (TM 5 and 7)
TM 4 and Mid-infrared (TM 5 and 7)
The similarities of the band pairs are loaded into the first component, while 
unique information between the bands is loaded into the second component 
(Chavez and Kwarteng, 1989; Siljestrom eta/., 1997). The classification
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procedures were tested using the PCA channels and SPCA channels separately 
to determine any significant difference k»etween the techniques.
3.3.6 C/ass/fcaf/or? usmg TM 3, 4, 5; /nc/dence; S/ope and A/OW
Input channels for a fifth classification scenario Included Landsat TM 
bands 3, 4, and 5, the NDVI channel, as well as Incidence and slope channels 
(Table 3.1). This method mimics the supervised classification used by Johnson 
ef a/. (2003) with the exception of elevation data being excluded. Initially, 
elevation was to be Included as an Input channel, but distinct elevation-related 
artifacts were noted In the classified product such that Including elevation was 
abandoned. Removal of the NDVI masks was the significant change from the 
four other classification scenarios.
3.4 C/assWcadon Legends
Two separate classification legends were chosen to represent the study 
area, each legend differing slightly In complexity and targeted goals. The first 
legend (Table 3.3) was chosen for reasons of comparison with the habitat 
mapping study of Johnson ef a/. (2003). Classes were developed with regard to 
caribou habitat mapping, but were based on a terrestrial ecosystem mapping 
standpoint. The second legend (table 3.4) Is more general and Is designed to 
suit the needs of the federal government's Earth Observation for Sustainable 
Development of Forests program (EOSD). The EOSD program Is part of the 
National Forest Inventory program (Wulder ef a/., 2001). The Habitat legend
45
Table 3.3 - Caribou Habitat Mapping Legend (adapted from Johnson eta/., 2003) for use In
the Germansen study area.
RS
Code Cover type (Code) Description
0 No data (ND) No Data
1 Cloud (CL) Cloud
2 Shadow (SH) Shadow
3 Snow/ice (SI) Snow and/or Ice dominate the site
4 Rockfhll (R f) Steep rocky terrain with sparse vegetation in pockets
5
Bedrock/no vegetative cover 
(BR) Rocky terrain with sparse vegetation in pockets
6 Alpine-little vegetation (A LV)
Wind-swept alpine ridge-tops or upper slopes with little vegetative cover 
and 40-60% rock
7 Road/trail (RD) Roads and trails primarily used for motor vehicle access
8 Anthropogenic (AN) Agricultural lands or area disturbed by placer mining
9 Lake (LA) Permanent water bodies of all depths and sizes
10 River (R I) Moving watercourses
11 Clearcut (CC) Areas recently harvested (<20 years) and are at an early stage of succession
12 Alpine-grass shrub (AGS) Sites with deep soil on gentle to moderate slopes; grass dominated cover
13 Alpine-moist shrub (AMS) Moist meadow typically in alpine bowls or cirques dominated by forbs and grass species
14 Avalanche track (AVTK) Active avalanche chutes and associated colluvial fans; sites are shrub dominated with herbaceous openings
15 Alpine shrub (AS) Moderate to steep slops with extensive cover (-75%) of shrub
16 Krummholz (KZ) Shrub cover of subalpine fir on gentle to moderate slopes at lowerelevations of the alpine tundra zone; forb/grass/lichen understory
17 Black spruce (SB) Open stunted forests of P. mariana where water table is at or near the surface
18 Shrub bog (SHBOG) Drier variant of sedge/sphagnum bog with -50%  cover of shrub species and 5 -10% P. mwmna
19 Sedge bog (MSBOG) Shrub/sedge and forb dominated wetlands on depression landscapes with high water tables
20 Spruce (SX) Dominated by P. gMge/mawd x P. g/ouca (-80% ), variable understory development
21 Spruce-pine (SXPL) Level to steep slopes at lower elevations consisting of P. engB/mawuV x P. g/auca and P. conTorta; poor to moderate development of shrub layer
22 Pine (PL) Dominated by P. contorra but may occur with a component of P/cea man ana or Picga enge/mawuV x P. g/awca
23 Pine-lichen terrace (PLT) Level glaciofluvial terraces and other features with well-drained soils that support stands of P. canTw/a and have a high lichen content
24 Pine-black spruce (PLSB) Older P. coarorta - P. mar/aaa stands found on level to moderate slopes; feathermosses and shrubs in the understory
25 Abies (BL) Mid-elevation stands on moderate to steep slopes dominated by zlbies /asiocarpa widi shrub understory
26 Abies-pine (BLPL) Dry shedding ridge tops composed of open stands of zl. fas/oca/pa and P. caafarta; shrubs and feathermoss in understoiy
27 Abies-spruce (BLSX) Mid-elevation stands on moderate to steep slopes dominated by vf 6/es /as;ocaf%?a and P. engE/maMW: with shrub understory
28 Abies-spruce-pine (BLSXPL) Mid-elevation stands composed of ,4. /asfoaarpa, P. enge/mawza and P. cantorta found on moderate to steep slopes; shrub and moss understory
29 Aspen (AT) Closed stands of Pppa/ws tremM/aidks with vigorous shrub understory (may be associated with Pi/ms cantorra)
30 Cottonwood (AC) Active floodplains dominated by P. ùakamifëra, &dcc spp., and dfmw fncana
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Table 3.4 - EOSD Map Legend (Wulder ef a/., 2001) for use in the Germansen study area.
RS
Code Cover type (Code) Description
0 No data (ND) No Data
1 Shadow (SH) Shadow
2 Cloud (CL) Cloud
3 Suow/ice (SI) Glacier/snow
4 Rock/rubble (RO) Bedrock, rubble, talus, blockfield, rubbley mine spoils, or lava beds.
5 Exposed land (EL)
River sediments, exposed soils, pond or lake sediments, reservoir margins, 
beaches, landings, burned areas, road surfaces, mudflat sediments, 
cutbanks, moraines, gravel pits, tailings, railway surfaces, buildings and 
parking, or other non-vegetated surfaces.
6 Water (WA) Lakes, reservoirs, rivers, streams, or salt water.
7 Shrub-tall (ST) At least 20% ground cover which is at least one-third shrub; average shrub height greater than or equal to 2 m.
8 Shrub-low (SL) At least 20% ground cover which is at least one-third shrub; average shrub height less than 2 m.
9 Herb (HE)
Vascular plant without woody stem (grasses, crops, forbs, gramminoids); 
minimum of 20% ground cover or one-third of total vegetation must be
herb.
10 Bryoids (BY)
Bryophytes (mosses, liverworts, and homworts) and lichen (foliose or 
fmticose; not crustose); minimum of 20% ground cover or one-third of 
total vegetation must be a bryophyte or lichen
11 Wetland-treed (W T)
Land with a water table near/at/above soil surface for enough time to 
promote wetland or aquatic processes; the majority of vegetation is
coniferous, broadleaf, or mixed wood.
12 Wetland-shrub (WS)
Land with a water table near/at/above soil surface for enough time to 
promote wetland or aquatic processes; the majority of vegetation is tall, 
low, or a mixture o f taU and low shrub.
13 Wetland-herb (WH) Land widt a water table near/at/above soil surface for enough time to promote wetland or aquatic processes; the majority of vegetation is herb.
14 Coniferous-dense (TCD) Greater than 60% crown closure; coniferous trees are 75% or more of total basal area.
15 Coniferous-open (TCO) 26-60% crown closure; coniferous trees are 75% or more of total basal area.
16 Conilerous-sparse (TCS) 10-25% crown closure; coniferous trees are 75% or more of total basal area.
17 Broadleaf-dense (TBD) Greater than 60% crown closure; broadleaf trees are 75% or more of total basal area.
18 Broadleaf-open (TBO) 26-60% crown closure; broadleaf trees are 75% or more of total basal area.
19 Broadleaf-sparse (TBS) 10-25% crown closure; broadleaf trees are 75% or more of total basal area.
20 Mixed wood-dense (TMD) Greater than 60% crown closure; neither coniferous nor broadleaf tree account for 75% or more of total basal area.
21 Mixed wood-open (TMO) 26-60% crown closure; neither coniferous nor broadleaf tree account for 75% or more of total basal area.
22 Mixed wood-sparse (TMS) 10-25% crown closure; neither coniferous nor broadleaf tree account for 75% or more o f total basai area.
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only was used for labeling in classification scenario five, to provide a direct 
comparison with Johnson ef a/. (2003). Since the study area had not been 
classified under the EOSD program, a comparison of classification results with 
the EOSD legend was not pursued under this scenario.
Field data sites used in the labeling process were not used to test 
classification accuracy in order to maintain the integrity of the accuracy 
assessment. Field sites were grouped to show overlap between the two legends 
and several sites from each paired grouping were selected for use in the labeling. 
If any one grouping had less than two sites available for analysis, none were 
used for labeling. The result was that 76 sites were removed from the original 
306 (35 McKenzie, 1993), 246 (Johnson ef a/., 2003) and 25 (this study)) for use 
in the labeling procedure, leaving 230 for accuracy assessment. Sites were 
checked for positional accuracy using imagery, MrSID' air photos and forest 
cover (FC) data. There were three classes that were either non-existent or 
poorly represented in the existing field data including Lake, River and Rockfall. 
Ancillary data were used to determine 10 Lake points, four River points and three 
Rockfall points that were then added to the validation dataset resulting in 247 
validation points. All 76 calibration sites and all 247 validation sites were used 
with each scenario tested in the study.
3.5 A/gofWfms A)r Lfnsupervfsed C/assfflcaf/on
The five unsupervised classification scenarios were chosen to test each of 
the datasets. This requires no a pnon knowledge of existing classes and helps to 
remove pre-classification bias. Some risk of bias still remains as the analyst
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decides the maximum number of clusters available for classification and is also 
involved in the labeling of the resultant clusters to desired classes. There are 
several algorithms that can be used for unsupervised classification including 
ISODATA and K-Means.
3.5. f K-Means and /SOOA TA C/ass//7caf/on A/gonfAms
The K-Means clustering algorithm was chosen for use with all data sets for 
reasons described below. In this approach, the algorithm randomly locates a 
centre for the number of clusters required. Pixels in the image are then assigned 
to the cluster for which the mean vector is closest. Mean vectors are then 
recalculated for each of the clusters. These revised means are used to reclassify 
the data and the process repeats itself until there is no significant change in the 
location of the class mean vectors (Lillesand and Kiefer, 1994).
ISODATA is similar to K-Means except that the number of clusters is 
known for K-Means while ISODATA allows for different numbers of clusters that 
can be split and merged (Jensen, 1996). While potentially more robust than K- 
Means, ISODATA was shown by Cihlar ef a/. (2000) to differ very little from K- 
Means in terms of within-cluster standard deviations and average spectral 
difference of pixels within clusters from the cluster centre. K-Means was also 
selected by the CFS for their landcover mapping project (Wulder ef a/., 2001).
3.5.2 K-Weans Paramefe/s
The specific parameters for the K-Means algorithm included setting the 
maximum number of classes to 150 and running through 10 iterations using a
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sampling rate of 50%. This is modified from the CFS procedure slightly, which 
used 241 classes and 12 iterations (Wulder ef a/., 2001). It was felt that due to 
the relatively small size of the data set, 150 classes and 10 iterations would be 
more than adequate to provide the clusters to be used in the aggregation and 
labeling step. The procedure samples 50% of the pixels beneath each mask 
raised from the 10% software default, allowing an increased chance to encounter 
weakly represented classes. The choice of 150 classes provides the opportunity 
for 600 total classes (using four vegetation mask layers) in any given analysis 
and this represents more than 10 times the amount of available classes. Even 
so, these parameters allow the classifier a significant amount of latitude in 
determining distinct classes while reducing the chance of missing poorly 
represented classes. The primary drawback to having so many initial classes is 
the increase in time it takes to aggregate and label.
3.6 /Accuracy
The field site data were used as the reference data in the accuracy 
analysis for each classification method tested. Accuracy was measured for each 
classification using a statistical analysis software package that performs a pixel- 
by-pixel comparison of the classified data with the reference data. The result is a 
confusion matrix, which identifies percentage correct, errors of commission 
(pixels assigned to a specific class to which they do not belong) and errors of 
omission (pixels that should have been assigned into a specific class and were 
not).
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The number of sites in each class does have an affect on how well 
accuracy can be determined. The primary limitations to obtaining accuracy 
assessment sites had to do with access to field sites, financial constraints and 
time. The drawback to having fewer test pixels is that there is a greater chance 
that there will be clusters that cannot be evaluated using the accuracy 
assessment procedures outlined.
All classification scenarios were evaluated using the same accuracy 
assessment sites to provide consistency between tests. Each field site 
represented one pixel on the ground that could then be compared with one pixel 
in the classified image. Accuracy assessment was completed for each scenario 
using the available site data for all classes for which there were sites. For 
classes that did not have accuracy assessment sites, qualitative observations 
were made comparing the classification data with existing ancillary data.
3.6.Y KHATSfaf/sf/c
In addition to a standard pixel-by-pixel accuracy assessment, the KHAT, 
or Kappa, statistic was calculated which some authors feel to be a strong 
estimator of classification accuracy (Conese ef a/., 1993; Stehman, 1996; Joria 
and Jorgenson, 1996; Vogelmann ef a/., 1998. The KHAT statistic was 
calculated for each classification model tested and was used to help compare the 
classification models to each other.
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4 Results and Discussion
4 .f Pnnc^a/ Components CAenne/s
PCA was performed on all seven bands in the image. Eigenvectors 
indicate how much each band contributes to the variance of each component. 
The sign associated with the eigenvector value determines whether the 
contribution of a particular band to a component is negative or positive. The 
eigenvectors for each eigenchannel from PCA are presented in Table 4.1. They 
indicate that PC1 is weighted by all bands, but more heavily by band 5 (mid infra­
red). PC2 is dominated by band 4 (near infra-red) and is a measure of the 
greenness' of vegetation biomass. PC3 is most heavily weighted by the thermal 
band (band 6) and the PC4 is the difference between the mid-infrared (band 5), 
and the visible and near-infrared (referred to by some authors as 'swirness', e.g. 
Horler and Ahearn, 1986). The remaining components represent minor effects 
and may be discounted as noise.
Table 4.1 - Eigenvectors and Eigenvalues from principal component analysis of all Image 
bands for the Landsat 5 Imagery In the Germansen study area.
1 2 3
Band
4 5 6 7 Eigenvalue % Variance
1 0.14215 0.10581 0.19951 0.37266 0.80218 0.18383 0.33562 841.01 87.38%
2 0.15738 0.06535 0.18664 -0.89673 0.19302 0.0641 0.30104 93.04 9.67%
c
c 3 -0.03326 0.01376 0.03701 0.01273 0.1551 -0.97678 0.1379 15.04 1.56%
(0
-£=
O 4 0.62538 0.3205 0.54116 0.18861 -0.40711 -0.04431 0.10028 8.39 0.87%
C
<D 5 -0.20257 -0.0497 -0.20716 0.14027 -0.35262 0.06766 0.87463 2.37 0.25%
LU 6 -0.70451 0.1236 0.69405 0.01007 -0.06762 0.03609 -0.02358 1.94 0.20%
7 -0.15955 0.92945 -0.32637 -0.03844 0.02333 0.00285 -0.04609 0.63
Total 96242
0.07%
100.00%
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4.2 Se/ecÉfye Pnnc^a/ Component C/?anne/s
The second principal component (PC2) was selected from analysis of 
three separate band combinations: bands 1, 2, 3 and 4 (SPCA1); bands 1, 2, 3, 5 
and 7 (SPCA2); and bands 4, 5 and 7 (SPCA3). As stated earlier, the first 
principal component of the SPCA highlights the similarities between the bands 
compared while the second principal component contrasts the unique information 
between the bands. The variances within the PC2 of SPCA1, SPCA2 and SPCA 
were 16.7%, 10.3%, and 1.8% respectively. The eigenvectors and eigenvalues 
for each SPCA method tested are provided in Table 4.2 throughTable 4.4. In 
each SPCA case, PCI was weighted by an infrared channel and where band 5 
was included, it dominated. PC2 was about equally loaded by all bands except 
for the SPCA 4, 5, 7 where it was weighted by the near infrared (band 4).
Table 4.2 - Eigenvectors and eigenvalues for SPCA1 (bands 1, 2,3 and 4) of Landsat 5 
imagery for Germansen study area.
Band
C/3
1 2 3 4 Eigenvalue % Variance
0
C 1 -0.20699 -0.16766 -0.29589 -0.91733 219.83 82.29%
cm 2 0.53687 0.31808 0.67335 -0.39647 44.51 16.66%
Ü
c 3 -0.8006 0.0622 0.59552 -0.02281 2.16 0.81%0)
O)
iu 4 0.1672 -0.93105 0.32311 0.02822 0.64 0.24%
Total 267.14 100.00%
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Table 4.3 - Eigenvectors and eigenvalues for SPCA2 (bands 1, 2,3,5 and 7) of Landsat 5 
Imagery for Germansen study area.
1 2
Band
3 5 7 Eigenvalue % Variance
Q) 1 0.16038 0.11716 0.22399 0.87654 0.37691 707.93 97.38%
Cc 2 0.55111 0.23505 0.51826 -0.4445 0.41816 12.73 1.75%
x:o 3 0.41573 0.2302 0.26681 0.17736 -0.81947 3.69 0.51%c0)
O )
4 -0.68529 0.12905 0.71045 -0.03566 -0.08781 1.96 0.27%
ÜJ 5 -0.16765 0.9281 -0.3245 -0.03711 0.06198 0.69 
Total 726.99
0.09%
100.00%
Table 4.4 - Eigenvectors and eigenvalues for SPCA3 (bands 4,5 and 7) of Landsat 5 
Imagery for Germansen study area.
<D 4
Band
5 7 Eigenvalue % Variance
C
C 1 0.40291 0.84531 0.35088 754.23 89.38%(U
Ü 2 -0.89531 0.28446 0.34278 86.63 10.27%
s 3 0.18994 -0.45226 0.87143 2.97 0.35%
UJ Total 843.82 100.00%
4.3 A/0V7 MasArs
The use of NDVI for pre-stratification, a hierarchical classification strategy, 
was based on work by the Canadian Forest Service (Wulder ef a/., 2001) and its 
effectiveness was not analyzed directly. The primary assumption is that NDVI 
masks will improve the classification because the classifier has an increased 
chance of discriminating classes underneath each mask. The values of the NDVI 
channel spanned from 0 to 241 and were divided into four ranges to roughly 
represent the different parent' classes: water; non-vegetated land; low 
reflectance vegetation (coniferous); and high reflectance vegetation (deciduous). 
These ranges were used to generate bitmaps and were stored in the image 
database for use in the classification as masks. Using the histogram for the
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NDVI channel in conjunction with visual estimation, the ranges were determined 
as shown in Table 4.5 (below).
Table 4.5 - Range of digital numbers and percent area of Imagery covered for each mask 
created from the NDVI for the Germansen study area.
Mask Digital Number 
Range
Percentage of 
image data
Water 0 — 40 1.9%
Non-vegetated land 4 1 -1 1 4 9.0%
Low reflectance vegetation (coniferous) 1 1 5 -1 7 0 74.9%
High reflectance vegetation (deciduous) 171 -2 4 1 14.2%
During the NDVI data slicing to create the classification masks, it was 
clear that the iow-reflectance vegetation mask covered the broadest range of 
classes. The result was that most imagery was processed under the low 
reflectance vegetation mask, which may have reduced the potential effectiveness 
of the method, in comparison with an area less dominated by coniferous forest. 
Both the water" mask and the "non-vegetated" mask represented a small amount 
of the imagery and there was a considerable amount of redundant clusters in the 
aggregation process. These two parent classes could have been more efficient if 
joined into one non-vegetated mask. For this study each mask was classified 
with a target of 150 clusters. This number of clusters served to divide the 
imagery underneath the mask too finely and fewer clusters would have been an 
adequate target for each mask and translate into less work during the 
aggregation and labeling process.
4.4 C/assfffcatfon resuMs usmg Habffaf /egencf
The Habitat legend was adapted from one developed in a Caribou habitat 
mapping project (Johnson ef a/., 2003). Some adaptations were to add several
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classes that existed in the imagery, but which were not represented in the 
original legend such as Cloud (1), Shadow (2), and Snow/Ice (3). The use of this 
legend allowed a comparison to be made between the supervised (Johnson ef 
a/., 2003) and unsupervised approach for the same region. The importance of 
woodland Caribou in the region and the relatively undisturbed nature of the area 
made this comparison desirable when considering the importance of mapping to 
management strategies. Johnson ef a/. (2003) used ancillary data to add several 
classes (e.g. Anthropogenic (8), Road/Trail (7), and Clearcut (11); Table 3.3) that 
were not classified by image processing. Shadow (2) and Cloud (1) do exist in 
the final adapted habitat legend, but in such small quantities that they are not 
visible at the scale presented in Figure 4.1. Reference sites for the Ab/es (25) 
class and Snow/Ice (3) class were not identified in the field data collection 
process.
The results of the classification using the TM bands alone as input served 
as a 'control' with no attempt to account for the effects of topography in the 
classification. Digital elevation data in the form of an incidence layer were added 
to TM bands 3, 4, and 5 to help compensate for topography (e.g.. Figure 4.1). 
Principal component analysis and selective principal component analysis were 
used to account for topographic effect by removing the components within each 
method that contained most of the variation attributed to topography. The error 
matrices and summary statistics for each of the four methods using the Habitat 
legend are located in Table 4.6 through Table 4.9.
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Figure 4.1 - Classification of the Germansen study area using TM 3,4,5 + Incidence as 
input channels classified to the Habitat Legend.
HabHat Classification Legend
Shadow 'er ! Krummholz Sprjce-pine ss-pine
Rockfall Abine-grass/shrub ' Black spruce Abies-spruce
Bedrock i Alpine-moist'shrub Shrub bog =>ins-ilchen terrace _ Abies-spruce-pine
Alptne-Klla vegetation I Avalanctie track Sedge/sptiagnum t)og ^ tc -b la ck  spruce Aspen
Lake i Alpine shnjb Sorcce Abies ! Cottonwood
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4.4. f TM bands t  2, 3, 4, 5, and 7
The 6-band TIVI combination (TM alone) provides a benchmark for the 
other classification methods. Classification of TM alone using the Habitat legend 
resulted in an overall accuracy of 46.2% and a Kappa statistic of 0.412. Errors of 
commission and errors of omission were greater than 50% for many of the 
classes (Table 4.6, refer to Table 3.3 for cover type class names).
Table 4.6 - Error Matrix of 22 landcover classes for the classification of the Germansen 
study area using TM alone and the Habitat legend.
Classified image
4 5 @ 9 10 12 13 14 15 16 17 13 19 20 21 22 23 24 27 28 29 30 Total
User’s
Accuracy
Errors o f 
O m ission
4 1 2 1 5 0.20 0.80
5 2 0.50 0.50
6 1 4 19 1 25 0.76 0.24
9 10 10 1.00 0.00
10 4 4 1.00 0.00
12 1 2 1 0 4 0.00 1.00
13 0 0 0.00 1.00
14 1 1 2 3 7 0.14 0.86
15 1 3 4 0.75 0.25
16 1 3 4 2 5 6 1 23 0.17 0.83
17 1 1 2 2 1 2 1 11 0.09 0.91
18 1 5 5 1 1 2 1 3 1 20 0.05 0.95
19 2 1 0 3 0.00 1.00
20 1 2 5 1 9 0.11 0.89
21 1 0 1 4 6 0.00 1.00
22 1 1 7 4 4 17 0.41 0.59
23 1 1 41 8 2 53 0.77 0J23
24 1 1 4 4 11 0.36 0.64
27 t 2 0.50 0.50
28 1 1 1 1 0 4 0.00 1.00
29 1 4 2 13 2 22 0.59 0.41
30 1 2 2 5 0.40 0.60
Total 3 9 21 12 5 2 7 16 8 2 0 10 0 24 51 19 20 1 29 6 247
0.33 0.11 0.90 0.83 Q i
Producer's Accuracy
0.00 0,00 1.00 0.19 0.50 0.50 1.00 0.00 0.10 0.00 0.29 0.( 
  Errors o f com m ission
0.21 0.05 0.00 0.45 0.33
0.67 0.89 0.10 0.17 0.20 1.00 1.00 0.00 0.81 0.50 0.50 0.00 1.00 0.90 1.00 0.71 0.20 0.79 0.95 1.00 0.55 0.67
Overall Accuracy and Kappa S tatistic
46.2% 0.412
Though not shown directly by accuracy analysis, there was considerable 
confusion between the Lake (10) class and mountain shadows in the north-west. 
In terms of Caribou habitat, the high accuracy for the Pine-lichen terrace (23) 
was encouraging. It also had the highest number of sample sites in the analysis, 
which increases the confidence in the accuracy for that class. Considerable 
confusion between classes with v4b/es /as/oca/pa as the leading species was 
noted during the labeling process, although the error analysis pointed to
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confusion with P/nus conWa-leading classes. Black spruce (17) was 
misclassified equally with several of the other coniferous classes such as Pine 
(22) and Spruce (20). Several classes were not well discriminated within the 
classification and were consistently misclassified including Alpine-grass shrub 
(12), Alpine-moist shrub (13), Shrub bog (18), Spruce-pine (21) and Abies- 
spruce-pine (28). The Alpine-grass shrub (12) class was confused with the non- 
vegetated and sparsely vegetated classes Rockfall (4), Bedrock (5) and Alpine- 
little vegetation (6). This may be explained by similarities between the albedo of 
deciduous leaves and the albedo of the substrate. Five of the seven Alpine- 
grass shrub (12) sites were misclassified as Shrub bog (18) and indicated that 
based on ancillary information, it was not possible to reliably distinguish classes 
of a wetland nature. A very common confusion noted in the labeling process was 
between the Krummholz (16) class and the Alpine shrub (15) class. It is likely 
that the low height and sparse cover of the Krummholz provides a signature 
similar to that of low Alpine shrub cover. The Aspen (29) and Cottonwood (30) 
classes were also difficult to discriminate, since these two tree species have a 
very similar physical appearance and belong to the same genus (Popu/us).
4.4.2 TAf 3, 4, 5 + /nc/dence
Removal of redundant image information (bands) and the addition of the 
incidence channel improved overall accuracy to 49.0% with a Kappa of 0.472 
(Table 4.7).
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Table 4.7 - Error Matrix of 23 landcover classes for the classification of the Germansen 
study area using TM 3,4,5 + Incidence and the Habitat legend.
CI*wlMed lm»oe
4 S S 9 10 12 13 14 IS IS 17 19 19 20 21 22 23 24 26 27 28 23 30 Total Accuracy
Errors o f 
Omission
4 5 5 1,00 0.00
g 1 2 0.50 0.50
S 23 25 0.92 0.08
9 10 10 1.00 0.00
10 4 4 1.00 0.00
12 3 4 0.25 0.75
13 0 0 0.00 1.00
14 3 3 7 0.14 0.86
15 2 4 0.50 0.50
19 4 4 4 8 23 0.17 0.83
17 0 4 4 11 0.00 1 00
18 5 7 a 1 20 0.25 0.75
19 2 1 0 3 0.00 1.00
20 1 1 1 2 1 9 0.11 0.89
21 1 0 2 2 1 6 0.00 1.00
22 8 2 7 17 0,47 0.53
23 1 3 30 IS S3 0.57 0.43
24 1 1 9 11 0.82 0.18
26 0 0 0.00 1.00
27 1 0 1 2 0.00 1.00
28 1 1 1 1 0 4 0.00 1.00
29 1 3 2 14 2 22 0.64 0.36
30 1 3 5 0.60 0.40
Total 6 2 29 12 4 1 3 1 18 6 G 5 0 3 2 29 35 44 S 4 28 5 247
Producer's Accuracy
0.83 0.50 0.82 0-83 1.00 1.00 0.00 1.00 0.11 0.67 0.00 1.00 0.00 0.33 0.00 0.28 0.86 0.20 0.00 0.00 0.00 0.50 0.60
____________________________________________ Errore o f commission____________________________________________
0.17 0.50 0-18 0.17 0.00 0.00 1.00 0,00 0.89 0.33 1.00 0.00 1.00 0.67 1.00 0.72 0.14 0.80 1.00 1.00 1.00 0.50 0.40
Overall Accuracy and Kappa Statistic
The inclusion of incidence resulted in better discrimination of classes on 
shadowed mountainsides. This reflected the impact of the incidence layer to 
help separate classes affected by topographic effect (see Figure 4.1). Some 
confusion was observed between the Bedrock (5) and Alpine-little vegetation (6) 
classes in the labeling process, although the accuracy analysis shows that there 
was good separation between them. The Pine-lichen terrace class (23) 
experienced a slight increase in producer's accuracy compared to TIVI alone, but 
the user's accuracy dropped considerably with increased misclassification to the 
Pine-black spruce (24) class. In general, the Pine-leading classes had an 
increase in inter-class confusion. Considerable confusion between the Pine (22) 
and Pine-black spruce (24) classes during the labeling process is also reflected 
in the error matrix. The understory for each of these classes is often relatively 
sparse shrub vegetation and difficulties arise between these classes when the
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Pine-leading classes, primarily Pine (22) and Pine-black spruce (24). There was
shrub (13) and Alpine shrub (15) was significant. Classes that were not clearly 
distinguished in this classification strategy included Alpine-moist shrub (13),
Black spruce (17), Sedge bog (19), Spruce-pine (21), Abies-pine (26), Abies- 
spruce (27), and Abies-spruce-pine (28). The structural similarities between 
spruce (P/cea g/auca X  enge/mann/^ and sup-alpine fir (Ab/es /as/ocarpa) may 
have led to the cross confusion between the spruce-leading and Ab/es-leading 
classes observed in the labeling process and echoed in the error matrix. Errors 
of commission were high for the Alpine-grass shrub (12) and Alpine shrub (15) 
classes, accounting for reduced accuracy for the Shrub bog (18) and Sedge bog 
(19) classes in particular. Krummholz (16) was misclassified equally between the 
Alpine shrub (15) and Pine (22) classes, suggesting that the Krummholz 
represents a mix of the qualities of both those classes. The amount of crown 
closure may determine how well the classifier is able to distinguish Krummholz 
from the others. Spruce (20) had very low accuracy within the classification and 
was confused with both Pine-leading and Ab/es-leading classes.
4.4.3 Pnnc^a/ Component Ana/ys/s
increase accuracy by reducing topographic effect. However, the PCA approach 
resulted in a decrease in the overall accuracy to 34.8% with a Kappa of 0.294,
considerably lower than the baseline accuracy of the TM alone classification 
(Table 4.8).
Table 4.8 - Error Matrix of 21 landcover classes for the classification of the Germansen 
study area using PCA and the Habitat legend.
Classified Image
4 5 6 a 10 12 14 15 16 17 IS 19 20 21 22 23 24 27 28 29 30 ToW
User's
Accuracy
Errors of 
O m ission
4 4 6 0.8Ô 0.2Ô
5 2 0.50 0.50
6 6 2 13 1 2 26 0.52 0.48
0 9 10 0.90 0.10
10 4 4 1.00 0.00
12 2 1 Ü 4 0.00 1.00
14 0 2 1 4 7 0.00 1.00
15 2 1 4 0.50 0.50
16 4 0 4 1 1 3 10 23 0.00 1.00
17 2 0 1 2 5 1 11 0.00 1.00
18 2 3 0 1 2 2 4 5 20 0.00 1.00
19 0 2 1 3 0.00 1.00
20 1 2 4 2 9 0.11 0.89
21 1 0 3 2 6 0.00 1.00
22 1 1 2 2 7 3 1 17 0.12 0.88
23 7 1 27 16 2 53 0.51 0.49
24 1 8 11 0.73 0.27
27 1 1 0 2 0.00 1.00
28 1 1 2 0 4 0.00 1.00
29 1 4 2 15 22 0.68 0.32
30 1 4 0 5 0.00 1.00
Total 12 5 23 9 4 0 0 14 4 0 0 2 6 0 20 35 54 15 2 41 1 247
Producer's Accuracy
0.33 0.20 0.57 1.00 1.00 0.00 0.00 0.14 0.00 0.00 0.00 0.00 0.17 0.00 0.10 0.11 0.15 0.00 0.00 0.37 0.00
__________________________________________Errors of commission__________________________________________
0.67 0.80 0.43 0.00 0.00 1.00 1,00 0.86 1.00 1.00 1.00 1.00 0.83 1.00 0.90 0.89 0.85 1.00 1.00 0.63 1.00
Overall Accuracy and Kappa Statistic
34.8% 0,294
During the labeling process it was noted that many of the clusters were 
very large, covering multiple landcover types. The classified image has the 
appearance of class separation based on elevation, /tb/es-leading classes 
appear at higher elevations and the valleys seem dominated by Pine (22) and 
Spruce-leading classes. Meaningful discussion of the numerous confusions 
observed is difficult. Pine-lichen terrace (25) occurred in large patches where 
expected on glaciofluvial terraces with well drained soils, but also in large 
quantities along the edges of rivers and other water bodies where wetter classes 
might be expected. Several of the treed classes, particularly /\b/es-spruce-pine 
(28), were misclassified as Rockfall (4) and Bedrock (5) on shaded mountain 
sides. Krummholz (16) was misclassified as Aspen (29), Alpine shrub (15), Pine
62
(22) and /Ib/es-spruce (27). As found with the other classification strategies, 
Shrub bog (18) and Sedge bog (19) were poorly distinguished. Essentially, 
based both on the observed results and the error matrices, the method was not 
appropriate for this level of classification. Removal of PCI did not adequately 
reduce the effects of topography and negatively impacted the accuracy for all 
classes in the legend.
4.4.4 Se/ecf/ve Pnhcipa/ Component Ana/ys/s
The selective principal component analysis used the 2"  ^principal 
component from PCA of three different TM band combinations. Similar to the 
PCA approach, the hypothesis was that removal of the 1^ principal component 
for each band combination analyzed would effectively reduce the topographic 
effect. Like the PCA approach, the SPCA approach resulted in a lower overall 
accuracy than the baseline method (TM alone). SPCA showed even further 
reduction in overall accuracy to 26.7% with Kappa of 0.221 compared to the PCA 
approach (Table 4.9).
Cluster sizes were smaller than those in the PCA method, but accuracies 
were lower for almost all classes. Evidence of the inability of PCA to reduce 
topographic effect, in this case, was that shaded mountain slopes were often 
misclassified as water. Error for the Krummholz (16) class shifted from confusion 
with Aspen (29) to Pine (22). This error is more understandable considering both 
the Krummholz (16) and Pine (22) classes are evergreen and would presumably 
share more similarities than a deciduous class such as Aspen (29). Some
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Table 4.9 - Error Matrix of 22 landcover classes for the classification of the Germansen 
study area using SPCA and the Habitat legend.
CSass f^lecJ image
4 5 S 9 10 12 14 15 16 17 18 19 20 21 22 23 24 26 27 28 29 30 Total
User's
Accuracy
Errors o f 
O mission
4 0 4 S 0.00 1.00
5 1 2 0.50 0.50
§ 6 14 26 0.56 0.44
9 10 10 1.00 0.00
10 4 4 1.00 0.00
12 2 2 Q 4 0.00 1.00
14 0 2 1 4 7 0.00 1 00
16 0 3 4 0.00 1.00
16 2 3 3 10 4 23 0.13 0.87
17 0 4 2 11 0.00 1.00
16 5 S 2 2 2 3 20 0.10 0.90
19 1 0 1 3 0.00 1.00
20 0 1 3 1 4 9 0.00 1.00
21 0 2 1 2 6 0.00 1.00
22 1 3 3 8 17 0.18 0.82
23 1 3 2 11 36 53 0.21 0.79
24 1 1 3 6 11 0.27 0.73
26 Q 0 0.00 1.00
27 1 1 2 0.50 0.50
28 1 1 2 0 4 0.00 1.00
29 1 1 4 2 14 22 0.64 0.36
30 1 4 0 5 0.00 1.00
Total 1 15 16 14 4 7 0 12 23 0 2 0 1 S 19 12 58 2 24 1 31 0 247
Producer’s Accuracy
0.00 0.07 0.88 0.71 1.00 0.00 0.00 0.00 0.13 0.00 1.00 0.00 0.00 0.00 0,16 0.92 0.05 0.00 0.04 0.00 0.45 0.00
 ____________________________________ Errors of commission___________________________________________
1.00 0.93 0.13 0.29 0.00 1.00 1.00 1.00 0.87 1.00 0.00 1.00 1.00 1.00 0.84 0.08 0.95 1.00 0.96 1.00 0.55 1.00 
 _____________________________ Overall Accuracy and Kappa Statistic____________________________________
confusion between classes was predictable such as that between Avalanche 
track (14) and Aspen (29), Alpine-grass shrub (12) and Alpine-moist shrub (13). 
The similarities in cover types with a deciduous nature would be difficult to 
separate and may have more to do with position in the landscape, content of the 
understory and stand density. Aspen stands often have a prominent shrub 
understory creating confusion with pure shrub stands.
4.4.5 TM 3, 4, 5 + NOW, /nc/dence and S/ope
Unlike the previous methods, the classification using TM 3, 4, 5 plus 
NDVI, incidence and slope did not employ pre-stratification using NDVI, to 
separate imagery into water, non-vegetated, low reflectance vegetated and high 
reflectance vegetated parent classes. This classification resulted in an overall 
accuracy of 47.0% and a Kappa statistic of 0.425 (Table 4.10). The output from
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Table 4.10 - Error Matrix of 22 landcover classes for the classification of the Germansen 
study area using TM 3,4,5 + NDVI, Incidence and Slope and the Habitat legend.
Clawlfled Image
4 B S 9 10 12 14 15 18 17 18 19 20 21 22 23 24 26 27 28 29 30 Total
User's
Accuracy
Errors of 
Omission
4 4 5 0.80 0.20
6 0 1 2 0.00 1.00
a 5 17 2 25 0.38 0.32
9 9 10 0.00 1.00
10 2 2 4 0.50 0.50
12 1 4 0.25 0,75
14 1 4 7 0.14 0-SS
15 3 4 0.75 0.25
16 1 5 2 5 2 6 23 0.22 0.78
17 1 0 1 3 1 4 1 11 0.00 1.00
18 3 15 1 20 0.75 0,25
19 1 1 0 1 3 0.00 1.00
20 0 2 1 1 2 2 9 0.00 1,00
21 Û 3 1 1 6 0.00 1.00
22 1 7 2 6 1 17 0.41 0.59
23 1 1 4 28 14 1 3 1 53 0.53 0.47
24 1 1 8 11 0.73 0.27
26 0 0 0.00 1.00
27 1 1 0 2 0.00 1.00
28 1 1 2 0 4 0.00 1.00
29 1 1 2 1 16 22 0.73 0.27
30 1 4 0 5 0.00 1.00
Total 6 7 20 11 5 2 1 12 7 0 24 0 3 0 25 33 40 4 4 11 32 0 247
Producer's Accuracy
0.67 0,00 0,85 0.82 0,40 0,50 1,00 0,25 0,71 0.00 0.00 0,00 0,00 0,00 0,28 0,85 0,20 0.00 0,00 0,00 0,50 0.00
Errors of commission
0,33 1,00 0,15 0.18 0,60 0,50 0,00 0,75 0,29 1,00 1,00 1,00 1,00 1,00 0,72 0,15 0,80 1,00 1,00 1,00 0.50 1,00 
_________________________________ Overall Accuracy and Kappa Statistic_________________________________
47,0% 0,425
classification is in Figure 4.2. The results for this classification are marginally 
worse than the TM 3, 4, 5 + Incidence classification. Predictably there was 
confusion between classes such as Rockfall (4), Bedrock (5) and Alpine-little 
vegetation (6). The Alpine-grass shrub (12) class was poorly distinguished in 
general, although there was considerable improvement in the Shrub bog (18) 
class compared with other methods tested. As with those, there was 
considerable confusion between the pine-leading classes. Aspen (29) was 
correctly identified, but the Cottonwood (30) class was largely misclassified as 
Aspen (29). Krummholz (16) was confused with several classes probably due to 
its sparse canopy and varied understory.
Johnson ef a/. (2003) obtained an overall accuracy of 76.7% (K = 0.748) 
using the Habitat legend, which was considerably higher than the unsupervised
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Figure 4.2 - Classification of the Germansen study area using TM 3,4, 5 + NDVI, Incidence 
and Slope as Input channels classified to the Habitat legend.
HabHat Classification Legend
I Shago*
I RocWa:
I Bedrock
I Alplno-lllllevegolallon 
I Lake
j River
j AJpine-grass/shrub 
I Alpine-moisî/shrub 
Avalanche track 
Alpine elTub
Krummholz 
Black spruce 
Shrub bog
Sedge/ephagnum bog 
Spnrce
dp,-'-; ce-pine 
=
Pine-iidien terrace 
Pne-jleck spruce 
Ab&ae
I Abtes-ptnm
Abies-spruce 
Abies-spruce-pine 
I Aspen 
Cottonwood
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method tested (TM 3, 4, 5 + Incidence) in this thesis. Several classes in the 
Johnson eta /. (2003) study, particularly Road/Trail (7), Anthropogenic (8), River 
(10), and Clearcut (11), were not generated by the supervised classification, but 
rather came from ancillary data and were not assessed for accuracy. They relied 
on less than 10 sites for 10 of the 23 classes and the study encompassed a 
larger area, which may have prevented them from achieving a higher overall 
accuracy. Although the study area for this thesis was smaller than that of 
Johnson e f a/. (2003), even fewer existing sites were available for many of the 
classes, resulting in a lower accuracy assessment. Budget and accessibility 
were factors that significantly affected the ability to obtain the desired sites for all 
classes.
Qualitatively, the Road/Trail (7) and Anthropogenic (8) classes predictably 
were most often confused with the Bedrock (4) class in the aggregation and 
labeling process. Clearcuts (11) appeared to be in various stages of 
regeneration and understandably were misclassified into a number of classes, 
often with a significant shrub component.
4.5 C/assA7c@f/on resu/fs us/ng EOSO /egend
The Earth Observation for Sustainable Development of Forests (EOSD) 
program (Wulder eta/., 2001) employs the same unsupervised classification 
strategy used for this research. Topographic effect, however, is not considered 
and the input channels for the classification are TM bands 1 to 5 and 7, in 
addition to a variance channel created from the panchromatic band (only on the 
Enhanced Thematic Mapper on Landsat 7). Classification using this legend will
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allow recommendations to be made about whether one of the scenarios is 
suitable for reducing topographic effect in the EOSD project. As with the Habitat 
legend, the Cloud (2) class occurred in very small amounts and was not visible 
(e.g., Figure 4.3). Therefore, it was not included in the legend. Field data 
collection did not yield reference sites for the Snow/Ice (3) class or for the Bryoid 
(10), Wetland herb (13), and Mixed wood-dense (20) classes. Table 4.11 
through Table 4.14 contain the error matrices and summary statistics for each of 
the four scenarios explored.
4.5.1 TM bands 1, 2, 3, 4, 5, and 7
Overall accuracy for the TM alone approach was 57.5% with a Kappa of 
0.476 (Table 4.11). As with the Habitat legend, errors of commission and 
omission were high for most classes.
Exposed land (5), Water (6), and Coniferous-open (15) classes were 
classified with producer's and user's accuracies greater than 70%. Rock/rubble 
(4) was poorly discriminated in the classification, and commonly confused with 
Exposed land (5), Water (6), Coniferous-open (15) and Shadow (1). Shaded 
hillsides in general were not discriminated well, creating confusion with Exposed 
land (5) and Water (6). Confusion between the coniferous classes was common; 
in particular the Coniferous-dense (14) class had high commission and omission 
errors. Considerable confusion existed for the Coniferous-sparse (16) class, 
primarily with the Coniferous-open (15) class, but also with Shrub low (8), 
Broadleaf-open (18) and Mixed wood-open (21). This suggests that the
68
Figure 4.3 - Classification of the Germansen study area using TM 3,4,5 + Incidence as 
input channels classified to the EOSD legend.
Emm
EOSD Classification Legend
I Shadow
I Rock/rubble
j  Exposed land 
■  Water 
I Shrub (all
Shrub low
Herb
i Coniferous dense 
! Coniferous open 
Coniferous sparse
I Broadleaf dense 
' Broadleaf open 
: Broadleaf sparse 
MIxedwood dense 
Mixed wood open
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Table 4.11 - Error Matrix of 17 landcover classes for the classification of the Germansen 
study area using TM alone and the EOSD legend.
Cla$slfed Image
1 4 a S 7 a 9 11 12 14 15 16 17 IS 19 21 22 Total
User's
Accuracy
Errors of 
Omission
1 0 0 0.00 1,00
4 2 1 1 1 2 7 0.14 0.86
5 1 18 2 1 22 0.-32 0.18
6 14 14 1.00 0.00
7 0 1 1 0.00 1.00
S 2 5 1 1 10 0.50 0.50
9 3 2 4 11 0.36 0.64
11 1 0 5 1 7 0.00 1.00
12 3 11 0 2 4 20 0.00 1.00
14 4 6 10 0.40 0.60
IS 1 5 81 1 88 0.92 0.08
16 4 2 11 5 1 3 1 3 30 0.17 0.83
17 1 1 1 3 0.33 0.87
18 2 1 3 7 1 14 0.50 0.50
19 2 1 3 0,67 0.33
21 1 3 1 0 5 0.00 1.00
22 2 0 2 0.00 1.00
Total 2 3 23 15 8 25 7 0 0 11 112 7 5 18 6 5 0 247
Producer's Accuracy
0.00 0.33 0.78 0.93 0.00 0.20 0.57 0.00 0.00 0.36 0.72 0.71 0.20 0.39 0.33 0.00 0.00
Errors o f commission
1.00 0.67 0.22 0.07 1.00 0.80 0.43 1.00 1.00 0.64 0.28 0.29 0.80 0.61 0.67 1.00 1.00
Overall Accuracy and Kappa Statistic
57.5% 0.476
understory associated with the class had a significant impact on the classifier. 
High shrub content in the understory would create confusion to varying degrees 
depending on actual coverage. Mixed wood classes were not well discriminated 
for this scenario. While areas of mixed wood were noted in the labeling, the 
coniferous or broadleaf component dominated. Identifying a homogenous mixed 
wood stand was difficult as often the different tree types occurred in patches and 
not in the evenly distributed manner that would lead to a mixed wood 
classification. This situation was also noted during the field data collection. The 
Wetland shrub (12) class had high commission error and was misclassified as 
Shrub low (8). This particular error was persistent throughout the labeling of the 
other scenarios as well. Misclassification along type boundaries was also 
common. Confusions between Shrub low (8) and Herb (9), Shrub low (8) and
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Shrub tall (7), Broadleaf-open (18) and Broadleaf-dense (17), as well as 
Coniferous-open (15) and Coniferous-dense (14) were all noted in the labeling 
process.
4.5.2 TM 3, 4, 5 + /nc/dence
The 3-band TM combination with the incidence channel modestly 
increased the overall accuracy to 61.1% with a Kappa of 0.529 (Table 4.12). 
User's accuracy and producer's accuracy increased or stayed the same for most 
classes compared with TM alone. The primary exception was the Broadleaf- 
sparse class (19), which dropped to zero for both producer's and user's 
accuracy.
Table 4.12 - Error Matrix of 16 landcover classes for the classification of the Germansen 
study area using TM 3,4,5 + Incidence and the EOSD legend.
4 6 8 7 8 9 11 12 14 18 18 17 18 19 21 22 Total
User's
Accuracy
Errors of 
Omission
4 4 2 1 7 0.57 0.43
5 19 2 1 22 0.86 0.14
6 14 14 1.00 0.00
7 0 1 1 0.00 1.00
8 1 S 1 2 1 10 0.50 0.50
9 4 2 4 1 11 0.36 0.64
11 1 1 0 4 1 7 0.00 1.00
12 7 11 0 2 20 0.00 1.00
14 9 1 10 0.90 0.10
18 8 80 88 0.91 0.09
18 4 3 13 8 2 1 1 1 30 0.17 0.83
17 2 1 3 0.67 0.33
18 1 1 1 9 2 14 0.64 0.36
19 2 0 1 3 0.00 1.00
21 1 3 1 0 8 0.00 1.00
22 1 1 0 2 0.00 1.00
Total 4 25 16 9 28 7 0 0 28 100 7 8 16 4 3 0 247
Producw'* Accumcy
1.00 0.7G 0.83 0.00 0.19 0.57 0.00 0.00 0.36 0.80 0.71 0.33 O.SG 0.00 0.00 0.00
Emor# of Commlwlon
0.00 0.24 0.07 1.00 0.81 0.43 1.00 1.00 0.64 0.20 0.29 0.67 0.44 1.00 1.00 1.00 
  OvermB Accurmcy #nd Kappa Statktk______________________
61.1% 0.529
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While there was still some confusion between the Rock/Rubble (4), 
Exposed land (5) classes and Water (6), it was decreased for Shadow (1) 
classes in the mountainous areas. The primary confusion was between the 
Rock/Rubble (4) and Exposed land (5) classes, which could be explained by the 
similar nature of the classes. There was considerable confusion of the Wetland 
shrub (12) class with Shrub low (8) and Shrub tall (7) indicating that the influence 
of the vegetation was as strong as that of the wet substrate. The coniferous 
classes still exhibited confusion between them though it was slightly reduced. 
Coniferous-sparse (16) was still most greatly affected by confusion with other 
non-coniferous classes such as Shrub low (8), broadleaf and mixed wood 
classes, highlighting the impact of the understory on that particular class. 
Discrimination of the broadleaf classes was slightly improved and the primary 
confusion was with other broadleaf classes including Shrub low (8) and Shrub tall 
(7). Even in field data collection, it was hard to distinguish consistently between 
Shrub tall (7) and the broadleaf classes. Broadleaf stands with a thick shrub 
understory would have increased risk of confusion based on density.
4.5.3 Pnnc^a/ Component /\na/ys/s
Accuracy decreased, as it did with the Habitat legend, for the PCA 
approach resulting in 51.0% overall accuracy with a Kappa of 0.379 (Table 4.13). 
Errors of commission and errors of omission were greater than 50% for 12 of the 
16 classes in the error matrix. Rock/Rubble (4), Exposed land (5), Water (6) and 
Coniferous-open (15) were the only classes where producer's and user's 
accuracy exceeded 50% for this method.
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Table 4.13 - Error Matrix of 16 landcover classes for the classification of the Germansen 
study area using PCA and the EOSD legend.
Classified Image
4 6 8 7 8 9 11 12 14 16 16 17 18 19 21 22 Totml
User"*
Accuracy
Error* o f  
Om balon
4 4 1 2 7 0.57 0.43
S 1 18 1 1 1 22 0.82 0.18
8 14 14 1.00 0.00
7 0 1 1 0.00 1.00
8 4 1 4 1 10 0.40 O.GO
9 1 3 1 0 1 5 11 0.00 1.00
11 1 0 4 2 7 0,00 1.00
12 1 0 1 7 4 3 4 20 0.00 1.00
14 0 9 1 10 0.00 1.00
18 1 3 6 76 1 2 88 0.85 0.15
18 2 1 16 3 2 3 3 30 0.10 0.80
17 0 3 3 0.00 1.00
18 1 1 1 7 4 14 0.50 0.50
19 3 0 3 0.00 1.00
21 3 1 1 6 0.20 0.80
22 1 1 0 2 0.00 1.00
Totml 6 24 14 0 12 7 0 0 3 126 11 3 26 0 18 0 247
Producer's Accuracy
0.67 0.75 1.00 0.00 0.33 0.00 0.00 0.00 0.00 0,60 0.27 0.00 0.28 0,00 0.06 0.00
Erro rs of Commission
0.33 0.25 0.00 1.00 0.67 1.00 1.00 1.00 1.00 0.40 0.73 1.00 0.72 1.00 0.94 1.00
Overall Accuracy and Kappa Statistic
51.0% 0.379
As discussed for the Habitat legend, the PCA approach created clusters 
that were geographically very large. The result was that one cluster covered 
many different conflicting landcover classes. This was quite apparent with the 
Coniferous-open (15) class for which 126 points were labeled as Coniferous- 
open (15) compared to the 88 actual Coniferous-open (15) reference locations. 
Similarly, five reference points existed for the Mixed wood-open class (21) in 
contrast to the 16 points that were labeled as Mixed wood-open (21). Even 
though the overall accuracy was greater than 50%, the method was not reliable 
for discriminating classes at this level of interpretation. The increased accuracy 
of non-vegetated classes in the mountain areas was offset by the inability of the 
classifier to distinguish vegetated classes throughout the remainder of the image.
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4.5.4 Se/ecf/v^ e Pnnc/pa/ Component ,4n@ s^/s
As with the SCPA classification using the Habitat legend, accuracy for this 
method was lower than all other methods tested. The overall accuracy was 
49.0% with a Kappa of 0.373 (Table 4.14). User's accuracy and producer's 
Accuracy were lower than 40% for all but three classes: Exposed land (5), Water 
(6) and Coniferous-open (15).
Table 4.14 - Error Matrix of 16 landcover classes for the classification of the Germansen 
study area using SPCA and the EOSD legend.
Clawified Image
4 6 8 7 8 9 11 12 14 18 18 17 18 19 21 22 Total
Ua#f%
Accuracy
Errora of 
Omlaalon
4 0 1 4 1 1 7 0.00 1.00
5 2 17 2 1 22 0.77 0,23
6 14 14 1.00 0 .0 0
7 0 1 1 0.00 1.00
8 2 1 1 3 3 10 0.10 0.90
9 1 3 1 2 1 3 11 0.18 0.82
11 1 0 3 3 7 0.00 1.00
12 3 1 0 3 10 1 1 1 20 0.00 1.00
14 1 5 3 1 10 0.10 0.90
16 3 3 4 7 2 5 1 88 0,82 0.18
18 3 10 9 1 3 1 3 30 0.30 0.70
17 0 3 3 0.00 1.00
18 3 1 6 5 14 0.36 0.64
18 1 2 0 3 0.00 1.00
21 3 2 0 6 0.00 1.00
22 2 0 2 0.00 1.00
Total 3 26 18 9 9 6 0 0 6 100 39 1 20 3 10 0 247
P roducer’s Accuracy
0.00 0,68 0.78 0.00 0.11 0.40 0.00 0.00 0.20 0.72 0.23 0.00 0.25 0.00 0.00 0.00
ErroMof CommlMlon
1.00 0.32 0.22 1.00 0.89 0.60 1.00 1.00 0.80 0.28 0.77 1.00 0.75 1.00 1.00 1.00
Overall Accuracy and Kappa S**H»Uc
49.0% 0.373
Similar to the PCA approach though less pronounced, many of the 
clusters from the SPCA were geographically large covering several classes. As 
with the PCA approach, the Coniferous-sparse (16) class had high omission and 
commission errors and was misclassified across most of the vegetated ciasses.
74
More confusion was noted between the Rock/rubble (4) and Exposed land (5) 
classes and the mixed wood classes were not well discriminated. Although the 
overall accuracy was lower than for the PCA method, errors did not seem as 
random and misclassifications were closer to the expected class. This suggests 
that the SPCA method may have more potential if modified. At this level though, 
this method was not effective for landcover mapping.
4L 6 Sf/mma/y of C/aas^caf/oo Resu/fs
Table 4.15 provides a summary of the overall accuracy and Kappa 
statistics for each of the classification scenarios investigated. The Habitat legend 
was more complex, having a greater number of classes that identify more 
specific cover types, than the EOSD legend. The # h  scenario listed under the 
Habitat legend differed from the first four, as NDVI was not used as a pre­
stratification tool, but rather as an input channel for the classification. This 
allowed for direct comparison with Johnson ef a/. (2003).
Calculated accuracies for the classification scenarios tested using the 
EOSD legend were consistently higher than accuracies for scenarios tested 
using the Habitat legend. The relative simplicity of the EOSD legend (23 
generalized land cover classes) compared to the Habitat legend with 27 habitat 
level classes, which attempts to distinguish different tree species and the 
relationship between the understory and overstory, was probably the primary 
reason for the improvement in accuracy observed. The classification algorithm 
had to meet fewer criteria to distinguish a class in the EOSD legend, reducing the
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Table 4.15 - Complete Summary of Classification Results
Classification Method Overall
Accuracy
Kappa
HabAaf Legend
TM 1,2, 3, 5,and 7 46.2% 0.412
TM 3, 4, 5 and Incidence 49.0% 0.447
PCA 34.8% 0.294
SPCA 26.7% 0.221
TM 3, 4, 5 + NDVI, Incidence, and Slope 47.0% 0.425
EOSO Legend
TM 1,2, 3, 5,and 7 57.5% 0.476
TM 3, 4, 5 and Incidence 61.1% 0.529
PCA 51.0% 0.379
SPCA 49.0% 0.373
chance for error. The Habitat legend also contained more classes that were 
similar to each other than the EOSD legend, which increased the potential for 
error.
For each legend, the scenarios ranked in the same order from best to 
worst: TM 3, 4, 5 + Incidence; TM 1, 2, 3, 4, 5 and 7; PCA and SPCA. In most 
cases, one or more classes in the Habitat legend translated directly into only one 
class in the EOSD legend. As the same set of validation sites was used for each 
legend, this may help explain why each scenario ranked the same regardless of 
the legend used. However, not all classes in the Habitat legend directly 
translated to classes in the EOSD legend. Notably, there were cases where a 
forested class in the Habitat legend fit more than one forested class in the EOSD 
legend depending on crown closure. There were also subtle differences that 
may be related to how well certain classes in each legend were distinguished by 
the particular scenario tested. When the accuracy results for each classification 
scenario were directly compared, with respect to each of the two legends used
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(Figure 4.4), the observed trend was curvilinear rather than linear as might be 
expected and may be a result of the subtle differences observed.
Figure 4.4 - Accuracy results of the Habitat legend versus the EOSD legend for the 
classification scenarios tested.
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How these factors impact usefulness to resource managers would be 
directly related to the needs of the project. The EOSD legend provides a simple 
baseline-type mapping structure while the Habitat legend provides a more 
detailed level of classification including information on overstory tree species 
coverage. Selection of a classification strategy cannot necessarily be made 
strictly on the accuracy of the method, but must also relate to the users' specific 
needs.
Accuracy assessment is a challenging process in image analysis. 
Accuracy is affected by such factors as number of validation sites (both overall 
and per class), quality of the validation sites, relationship between the time of
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validation data collection and image capture, the number of classes in the legend 
and class complexity. Obtaining an adequate number of sites for each desired 
class becomes increasingly difficult as the area of study increases.
Consequently, a target sample size of 50 sites for each class (Congalton and 
Green, 1999) is often not feasible. It stands to reason that an increase in the 
number of sites would provide a better mechanism for assessing accuracy 
because greater knowledge of actual ground conditions related to a larger 
sample size increases the confidence of accuracy assessment. In this study, the 
number of sample sites was seriously limited by access to remote sections of the 
study area. Certain classes by their nature do not occur as large homogenous 
patches and finding good representative samples can prove very difficult. As a 
result many classes were under-represented in the assessment. These issues 
extended to the sites used for the labeling procedure and it is reasonable to 
assume that a more complete set of points would improve each of the 
classification scenarios tested.
Calibration of ground data to the satellite sensor reflectance values was 
also problematic, particularly when the data collected did not coincide with time 
of image acquisition such as in this study. Some of the ground data were 
collected in the same period as image acquisition, but most information was 
collected several years aftenvards. Although the data were collected during the 
same growing season, the difference in years might have an effect on the 
structure of the landcover type, particularly those that are subject to rapid change 
such as recently disturbed areas. This was unavoidable given the limited
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availability of cloud-free satellite image data for this area. Data were also 
collected by several different observers and for different purposes, which 
reduced the overall confidence in the data. There was also some concern with 
the registration of the field data with the imagery, since most of the field sites 
were collected independently of the imagery (that is, prior to its capture). 
Standardized data collection techniques can help to reduce these types of errors. 
In particular, site size was determined subjectively in the field. The use of a 
basal prism sweep, as used in forestry surveying, to identify whether trees fall in 
or out of the site would have provided greater standardization (see Luttmerding 
eta/., 1990, page 125). Furthermore, density classes were estimated in the field 
and then compared with existing forest cover data values for verification. In 
hindsight, the use of a spherical densiometer calibrated to a known site would 
have been useful particularly for the EOSD legend. Otherwise, there were no 
feasible alternatives to the use of the existing ground data.
Accuracy analysis for this study employed a pixel-by-pixel comparison 
method, but using single pixel locations may not represent a large enough 
homogenous area for confident comparison. To reduce this problem, the 
classified data were subjected to a sieve filter. This process removed polygons 
smaller than 16 pixels, or 1 hectare by converting pixels to the most likely 
neighbour. An alternative to the pixel-by-pixel comparison may be a polygon-to- 
polygon comparison method. This would require a modification to the methods 
employed in this study so that ground data were collected for polygons rather 
than points.
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5 Summary and Recommendations
5 f Summary
Unsupervised classification of landcover for management purposes was 
examined as an alternative to other methods including traditional Terrestrial 
Ecosystem Mapping and supervised classification of remotely sensed imagery.
In principle, unsupervised classification of landcover for management purposes 
might potentially provide a mechanism for increased process automation and 
transferability across different regions.
Unsupervised classification using the TM bands alone was used as a 
baseline to compare against the three other scenarios. TM data alone were not 
adequate for landcover mapping at the level described in either the Habitat 
legend or EOSD legend. Inclusion of an incidence layer generated from a 25-m 
resolution DEM along with the three identified TM bands increased classification 
accuracy over the use of TM bands alone. Overall accuracy levels achieved with 
this approach, however, were much lower than the supervised method used in 
the same study area by Johnson ef a/. (2003). While the unsupervised methods 
tested did attempt to reduce the effects of topography, classes may have been 
split unnecessarily based on differences in terrain alone. Johnson ef a/. (2003) 
were able to select training areas that represented each class over the diverse 
terrain of the study area.
The removal of the first principal component (PC1), as per Conese ef a/. 
(1993), in a K-Means unsupervised classification to help account for topographic
8 0
effect was not supported by this study. Removal of the PC1 channel, which 
contained 87% of the variation, did reduce misclassif cation on shaded mountain 
slopes. However, discrimination of the vegetated classes was also greatly 
reduced, negating the benefits associated with a reduction of topographic effect. 
This likely because the variation in the vegetative cover contributed as much to 
the first component as did the topographic variation in the study area. This 
method created very large clusters that spanned multiple vegetation types and 
were very difficult to label. This large cluster effect was not as pronounced in the 
Selected Principal Component Analysis (SPCA), but did still exist and led to 
misclassification of landcover types. Another method used for reducing 
dimensionality of imagery is Tasseled Cap analysis (Lillesand and Kiefer, 1994; 
Hansen ef a/., 2001) and it may be worth investigating the merits of that 
approach in an unsupervised classification.
The limitations of the two legends employed for the study may have had a 
significant impact on the classifications. The EOSD legend was not specifically 
designed for use in remote sensing analysis, but as part of the larger National 
Forest Inventory program. Consequently, the class descriptions for the EOSD 
legend are not mutually exclusive and create a situation where classes are 
subjective and can overlap. This subjectivity led to confusion when undertaking 
the field data collection and also in the subsequent aggregation and labeling 
process. The Habitat legend focused more on alpine classes and omitted 
potential classes such as lowland meadow/grass and lowland shrub. There was 
no mixed-wood class in the Habitat legend, but there were occasions where a
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mixed-wood class might have been the best choice and a label was assigned to 
the leading tree species class instead. The Habitat legend also included several 
classes derived from ancillary data making it difficult to compare directly to the 
unsupervised scenarios tested.
The ability to distinguish between classes that have a similar structure is 
challenging when using Landsat data. While resolution of the image data may 
have some impact, the surface reflectance values limit the features that can be 
adequately distinguished, given the overall complexity of natural vegetation 
cover. It may be more appropriate to use unsupervised classification of satellite 
image data to first learn what features or classes can be distinguished in the 
data, then use those results to see how it applies to resource mapping.
Obviously reducing the number of classes as per Huber and Casier (1990) 
should normally increase classification accuracy. After initial accuracy 
assessment, existing classes for each legend were evaluated to determine how 
best to aggregate them and it was found that only when reduced to as few as six 
vegetated classes did accuracy increase significantly. In particular, classes that 
contained a wetland or high water content component, were not well 
discriminated and were merged with the closest non-wetland class. An 
unsupervised classification with fewer classes could be used as the base for a 
supervised classification creating a hybrid technique (similar to Joria and 
Jorgenson (1996) and Vogelmann ef a/. (1998)). The aggregated legends 
seemed to identify the primary component of each class and in this context.
8 2
Hansen ef a/. (2001 ) suggested that remote sensing data may be more useful in 
determining stand structure, rather than distinguishing individual classes.
Considering the costs associated with traditional non-remote sensing 
based landcover mapping, one of the underlying goals of the study was to 
develop a process that could be used in the automation of image classification. 
More study is required to determine if an unsupervised method can be a part of 
this processing automation. It may be that an unsupervised classification method 
might be better used as valuable input for processes such as predictive 
ecosystem mapping that use existing geographic and inventory data. The 
methods tested in this study may not be the answer, but may provide some 
direction for future studies.
5.2 Recommendaf/ons
This study may provide useful information to forest and environmental 
managers. These recommendations come not only from the results, but also 
from my experiences in conducting the research.
Elevation data were originally considered for use as an input source in the 
classification. Nothing in the literature reviewed indicated that inclusion of 
elevation data in an unsupervised classification would have undesirable results. 
However, early results showed that an unsupervised classification of the image 
using elevation data created a regular banding pattern. The pattern looked 
similar to contour lines and seemed to be heavily weighted by the elevation 
information. This approach to classification was halted at this point as class 
labeling would not have been effective. The elevation data used in this research
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was 16-bit, scaling the data to 8-bit was not tested but may be worth considering 
if elevation is to be included in analysis. The inclusion of slope and NDVI as 
input channels in the unsupervised classification did not improve this 
classification and in fact decreased the accuracy.
It is difficult to determine whether pre-stratification using NDVI is a 
desirable step in unsupervised classification. The removal of the pre­
stratification using NDVI in the TM 3, 4, 5 + NDVI, Incidence and Slope 
combination did speed the labeling process considerably, but did not improve 
overall accuracy which was slightly lower than the TM 3, 4, 5 + Incidence 
method that did employ NDVI pre-stratification. It would be difficult to 
recommend one method over the other without further investigation.
The simplicity of the K-Means method made it desirable for use in this 
study and its selection is supported in the literature (Cihlar, 2001, Wulder ef a/. 
2001). ISODATA classification, which allows creation and destruction of clusters 
in the iteration process, may be more effective for identifying classes that occur 
infrequently. This potential drawback in the K-Means method was reduced by 
increasing the pixel sampling rate to 50%. Future investigation into the impact of 
K-Means versus ISODATA in habitat mapping might be useful.
The number and location of reference sites is very important for evaluating 
accuracy of classification. Having as much control over the reference sites for 
both calibration and validation is highly desirable. Having to rely on data from 
external sources reduces confidence in the accuracy assessment.
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The labeling process is time-consuming and tedious. The potential of 
using fewer clusters (n = 30 versus n = 150 or more) to speed the labeling 
process was investigated and it was quickly determined that this option did not 
provide the separability necessary for the classification. Having good ancillary 
data can greatly improve the labeling process. Whenever possible it is 
recommended that the following data sources be used: orthophotos, forest cover 
data, digital elevation data, and strong calibration data sites.
The Canadian Forest Service's EOSD project has augmented the final 
classification with a modeling step. Models are developed using National 
Topographic Database (NTDB) information and DEM data as inputs. This 
process has increased their ability to distinguish some of the more difficult 
classes such as Wetland herb. Wetland shrub, Wetland treed and Bryoid (Wulder 
ef a/., 2001). Greater success in approximating more traditional methods of 
landcover mapping using unsupervised classification would seem to require 
additional supplementation of data sources beyond the methods attempted in this 
thesis.
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