A useful technique for adversary activity graph analytics is to perform subgraph isomorphism; searching for a specific graph pattern within a larger graph. Many of the networks that may be useful for adversary activity analysis are temporal networks, in which the chronological ordering of the edges has importance to the meaning of the data. Performing temporal subgraph matching requires the edges in the subgraphs to match the order of the temporal graph motif we are searching for. Previous methods for solving this rely on the use of static subgraph matching to find potential matches first, before filtering them based on edge order to find the true temporal matches. We present a new algorithm for temporal subgraph isomorphism that performs the subgraph matching directly on the chronologically sorted edges. By restricting our search to only the subgraphs with chronologically correct edges, we can improve the performance of the algorithm significantly in many cases. We present experimental timing results to show significant performance improvements on publicly available datasets for a number of different temporal query graph motifs with four or more nodes. We also demonstrate a practical example of how temporal subgraph isomorphism can produce more meaningful results than traditional static subgraph searches.
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I. INTRODUCTION
An essential part of graph analytics in any domain is ensuring that the technique you are using is applicable for the data you are applying it to. Many of the datasets that are most applicable to adversary activity analytics are best described as temporal networks [10] . Temporal networks differ from static networks in that edges are time-stamped according to when the link occurred in the network. One common example is a social network, where the edges can represent communications or interactions that occur between people at different points in time. Such networks are typically treated as multi-digraphs, where edges are directed and multiple edges can exist between pairs of nodes. By including the temporal information, an analyst can hope to have a more informed understanding of the network than they would if they ignored the temporal ordering of edges.
When searching for particular activities of interest within data represented as a graph, a common technique is to perform subgraph isomorphism (sometimes referred to as subgraph matching) [18] . Given a graph G = (V G , E G ) and a smaller graph of interest M = (V M , E M ), the aim of subgraph isomorphism is to find all matching subgraphs H 1 ...H n ∈ G that are isomorphic to M . By doing so, we hope to find a set of interactions that match a particular pattern of interest. An example might be financial transactions that are emblematic of money laundering, or a graph that represents the behavior of a piece of malware in a cyber network. Such subgraph matching often involves datasets with attributes on either the nodes or the edges, which can reduce the number of matches.
In some use cases, only the total count of matching subgraphs is needed. In this usage, the subgraph patterns we seek to find are typically referred to as network motifs, and the total count of each pattern is used as a way of characterizing the network as a whole [11] . It is also possible to use the count of matching subgraphs as a way of characterizing individual nodes in a network, based on the number of matching subgraphs each node lies on. Network motif analysis has found a wide range of uses including analyzing biological networks [16] , social networks [4] and computational graphs [19] .
The subgraph isomorphism problem has long been known to be NP-complete [1] , however it can often be computed relatively efficiently in practice. The exponential performance of the subgraph matching algorithm is usually only exponential in regards to the number of nodes or edges in M . This means searching for a small subgraph can actually be quite efficient in many cases, particularly if node and edge attributes are used to restrict the number of potential matches.
While a number of techniques exist for finding matches in static networks, most do not take the temporal order of the edges into account when finding instances of M in G. However, the ordering of these edges be essential to the meaning of the query graph or motif. A simple example is that of a sequential cycle, in which each edge in the cycle occurs before the one following it. If time is not taken into account, non-sequential cycles may be found instead, which could have completely different meaning given the use case. For an example see Figure 1 , in which we are looking for a sequentially ordered 3-cycle in our graph. While a number of 3-cycles exist, only one matches this ordering criteria correctly.
In addition to a simple temporal ordering restriction, it can also be useful to add a restriction on the length of time This temporal graph has two sequential 3-cycles, but only one that meets our restriction δ = 1:00 (B,C,D). The 3cycle (A,B,C) is also sequential, but extends beyond the 1:00 time period specified by the δ-temporal motif.
permitted between edges in the subgraph. This is referred to as a δ-temporal motif [13] . In a δ-temporal motif approach, all edges in the matching subgraph must occur within a period of δ time units. This added restriction prevents us from including edges that may have occurred long after the initial edges in our subgraph. This can improve both the usefulness of the results as well as the performance time required to find the matching subgraphs. See Figure 2 as an example of a sequential 3-cycle, with δ = 1 hour. In this case the cycle between A, B and C would not be included, despite having the correct ordering, due to the edge between C and A occurring several hours later.
In this paper we present a new algorithm for finding matching subgraphs in a temporal network that inherently takes the ordering of the edges into account. We do this through a chronologically sorted edge-driven approach that only searches through edges that occur in the correct order. By doing so, we can have a significantly more efficient approach for general temporal subgraph matching than was previously possible.
II. RELATED WORK
Subgraph matching algorithms have existed since at least the time of the publication of Ullmann's algorithm in 1976 [18] . Since then, many modifications have been made to this approach to improve its performance. One of the most commonly used is known as the VF2 algorithm [3] , itself an extension of the VF algorithm [2] (named for two of its authors, Vento and Foggia). While this approach can be used to find patterns in static networks, by default it ignores the chronological ordering of edges, and only expects them to match a particular topological configuration. While it may be possible to add edge restrictions to enforce some temporal requirements in how the subgraphs are matched, it is not a natural part of the algorithm.
Motif analysis on temporal networks is a much more recent area of research. Kovanen et al. provide an algorithm for finding temporal subgraphs, but have the added restriction that edges in the motif must represent consecutive events for the node [7] . Gurukar et al. present a heuristic for counting temporal motifs, but provide only an estimated count with their approach, and do not exhaustively find all exact temporal subgraph matches [6] . Another closely related work is that of Redmond and Cunningham [14] [15] . Their definition of temporal subgraph isomorphism has some similarities to our own, but also has some distinct differences. The most significant difference is that the query graphs do not have their edges time-stamped. Instead, a subgraph is considered to be a temporal match if all of the edges occur within a particular δ and incoming edges occur before outgoing edges. Since their query graphs do not have any particular ordering to their edges (beyond that incoming edges must occur first), there is no way to directly compare the results of their algorithm to our own.
Closer in spirit to our work is the recent publication by Parnajape, Benson and Leskovec [13] . Their research uses an equivalent definition of temporal subgraph matching to our own. Their algorithmic approach, however, is quite different. When it comes to the general subgraph matching use case, their approach is to first perform a static subgraph match to find potential temporal matches. After these potential matches are found, a separate algorithm is used to find all temporal subgraph matches from these potential matches. While the running time of this secondary algorithm is linear, it requires all potential matches to be found first. This means that in some cases significantly more subgraphs will be initially found than needed, slowing down the overall performance of the algorithm. In theory, this difference could be exponential, requiring exponentially more time than an approach that finds only the true temporal matches would. A particularly bad example would be looking for a δ-temporal motif in a complete graph, where only one δ-temporal match existed. Without any additional restrictions, an exponential number of subgraphs would be returned by the intial static subgraph matching phase, despite there be only one actual temporal subgraph match.
In addition to their general temporal subgraph matching algorithm, the authors also present a faster algorithms for counting 2-node, 3-edge star and triangle temporal motifs [13] . These approaches are significantly faster than their approach for general temporal subgraph matching, but have the downside of working for only a particular set of graph patterns. While these differ significantly from both our approach and earlier static approaches, it is similar to ours in regards of being chronologically edge-driven, with the edges iterated over in chronological order to find the matching subgraphs. Their timing experiments show them to be very efficient at finding 2-node, 3-edge star and triangle temporal motifs. While it is common to perform motif analysis on small graphs such as these, there are many known cases where larger motifs are needed or useful [19] , [20] , [21] . The need to support efficient temporal subgraph matching on larger query graphs was a main factor driving our own algorithm research.
III. EXAMPLE APPLICATION
To give an example of the usefulness of temporal graph isomorphism, we will demonstrate how a targeted temporal subgraph query can produce practical results from a publicly available dataset, and how the results vary significantly if the temporal ordering is ignored. The data used was collected from the Carnegie Mellon CERT Insider Threat Tools dataset, a synthetically generated insider cyber test dataset [5] . The data represents a fictitious company, with the nodes representing the employees, their computers, files, removable media and websites they visited. Edges represent actions connecting these nodes together (e.g., download a file, log in to a PC, etc.). For our analysis, we have selected data taking place in the month of April 2011, which represents 315K nodes with 21.8M temporal edges.
The particular insider threat we have focused on is the case where an employee is repeatedly stealing information from their co-workers by logging into their machines, opening files, and sending them to his home e-mail address. A motif that may be indicative of such a threat is shown in Fig 3. While not all actions matching this query would necessarily indicate malicious behavior, observing an employee with an unusually high rate of matching subgraphs may indicate closer observation may be needed. For our use case, we have selected a δ = 1 hour, as we are expecting this pattern to represent actions that occur in a relatively short period of time. When searching for this temporal query graph in our dataset, we find the exact employee we were expecting (CDE1846), who was in fact the perpetrator in the dataset.
We also compared how searching for this same motif with an unordered static subgraph isomorphism algorithm would effect the results. The results of our experiments can be seen in Table 1 . The first column represents the subgraph isomorphism technique being used. The second column has the value of δ (where appropriate). The third column lists the number of employee nodes that were found on matching subgraphs. The fourth column tells the rank of the perpetrator node in our search, based on the number of matching subgraphs that node was found on. A value of 1 means the perpetrator was found on the largest number of matching subgraphs.
While our targeted temporal search gave us the exact correct answer, a static search gave back a much larger number of employees lying on matching subgraphs. A total of 2,297 matching nodes were found, with the perpetrator having a rank of only 410 in the list. There are actually a number of reasons why temporal order is so important in this use case. One important factor is the use of the δ value. By restricting the time to one hour, we are describing a particular set of actions: one that occurs in a relatively short amount of time. If we make this value too high, we can get inferior results, even with the correctly temporal ordering. When this same pattern occurs over a period of several hours, it may represent a normal employee going about his normal daily business, instead of the pattern we are actually looking for, which is someone logging into multiple PCs quickly to pilfer files from their co-workers. As can be seen in Table 1 , as the value of δ increases, we get increasingly more employees found in matching subgraphs, despite the fact these employees were innocent. When δ increases to the size of 1 day, the ranking of the perpetrator drops as well.
Another important factor is that there is a different meaning depending on the order of these events/edges. A user who is opening a file after sending it suggests he is already familiar with the contents. A user who opens it first suggests someone who is unsure of the contents, and may be looking for something in particular before sending it. While the difference between these actions may be subtle, they do represent actual differences in behavior. As an example, if we flip the order of these events, we get significantly worse results, as can be seen in the rows marked Temporal (Alt. Order). Not only is there an increasing number of matching employees, but we also begin to see the actual perpetrator drop in rank as δ increases. The larger number of results for this alternate ordering implies this particular is much more common than the query we were initially seeking. While the perpetrator is still ranked relatively high in this list, it produces many more false positives than our initial query, highlighting the importance of selecting an appropriate temporal ordering for the query graph.
IV. ALGORITHM
While our approach could be modified to do simple subgraph counting, our desire was to return a set of all instances of subgraphs H 1 ...H n ∈ G that were isomorphic to M . We also wanted an algorithm that was not limited to any particular size or structure of query graph or motif. The heart of the algorithm is described in the function TEMPORALMATCH in Algorithm 1 as well as the related subroutine FINDNEXTMATCH listed in Algorithm 2. Some important bookkeeping is necessary to make sure the nodes and edges of the graph are being matched correctly:
• E G : A list of edges ∈ G, sorted chronologically by time stamp. • E M : A list of edges ∈ M , sorted chronologically by time stamp. • map GM : A mapping of nodes in G to nodes in M . In practice, this is an array of length |V G |. If a node is not assigned to node in M , it will have a value of -1. • map M G : A mapping of nodes in M to nodes in G. In practice, this is an array of length |V M |. If a node is not yet assigned to node in G, it will have a value of -1. • edgeCount: A mapping of nodes in G to the number of adjacent edges that have been mapped to them for our motif M . When this value drops to zero, that vertex is free to be reassigned to another node in M if necessary. • eStack: A stack used to keep track of what edges in G are currently mapped to edges in M . They are always mapped in chronological order, so that the first one will map to the first edge in M . • t : The latest time an edge can have in our matching subgraph, given the time for the first edge and δ. This is initially infinity until the first edge is added. It gets reset when eStack is empty. • results: A set of matching subgraphs to return at the completion of the algorithm. The algorithm works by iterating over each edge index e M in E M in chronological order. Before the next edge in M can be reached, a matching edge e G in E G must be found. (Note: e M and e G are integer indices into the sorted list of edges E M and E G , and not actual edge structures). If an appropriate e G is found, we map the source and destination nodes accordingly, and continue on to find a match for the next edge in M . Once the remaining edges in M are accounted for, we can add that subgraph to our results list, and continue on to find an alternative edge e G in G that can also map to the last edge e M . If we iterate over all remaining edges before all edges in E M are accounted for, we must pop the last matched edge from our stack, and try again from that point in the list of edges.
To determine which edge in E G we can try next, we have the FINDNEXTMATCH subroutine specified in Algorithm 2. This takes into account whether or not either the source or destination node have already been mapped, as well as the sequential ordering of the most recently mapped edge. If these are not taken into account, the performance of the algorithm may drastically slow down. Other attribute based approaches may also be used to help improve this narrowing process as well.
A. Time Complexity
A worst case computational time complexity can be calculated to be O(|E G | |E M | ). This would occur when each edge in Algorithm 1 Algorithm for chronologically sorted edge-driven temporal subgraph matching. Exhaustively finds all subgraphs isomorphic to our motif, including the chronological ordering of their edges. -Loop until all matching subgraphs are found - 14: while true do 15: eG ← FINDNEXTMATCH(G, eM , eG,mapMG,mapGM , t ) 16: if eG < |EG| then Create graph H from edges in eStack 20: Add H to results 21 return results Algorithm 2 Subroutine for finding the next matching temporal edge that matches edge e M in our motif M . -Try each edge until a match is made - 14: for e G ∈ S do 15: if attribute match criteria are met then 20: return e G
21:
-Only reached if no suitable match found -
22:
return |EG| E G could be matched to each edge in E M , and the value of δ exceeds that of the time range for E G . An example would be a complete graph with an exponential number of subgraphs isomorphic to the query graph. For every edge in E M we could expect it to match to every edge in E G subsequent in time to the selected edge. Even with the temporal restriction that the edges must be subsequent to each other, we can still have an exponential asymptotic complexity, since the sum of a linearly decreasing series is still exponential (e.g., n i=0 n − i = n(n+1) 2 = O(n 2 )).
In practice, we can expect the runtime to be typically less than this. If the number of edges expected within δ is a constant k, we can calculate the time complexity to be O(|E G | · k |E M |−1 ). The proof for this is straight forward: In a worst case scenario (where each edge in E G is a match for every edge in E M ) at most k edges need to be visited for every edge in E M . In real-world scenarios, we can actually expect performance to be even better than this, since in most situations not every edge should be a match. This also helps to shed light on how the value of δ can have such a large impact in the overall performance time.
In comparison to existing approaches, using VF2 to perform static subgraph matching has a worst case computational time complexity of O(|V G |! · |V G |) and a best case of O(|V G | 2 ) [3] . To perform the additional steps needed to perform the general temporal subgraph matching of Paranjape et al., there is an additional time of O(|H| |E M | · |S |), where H is the static subgraph induced by M and S is the temporal edges between pairs of nodes in H [13] . As the values of |H| and |E M | tend to be very small, the authors consider this value to be essentially a constant, and consider the performance of this secondary step linear in regards to |S |. As long as the number of potential temporal edge matches (|S |) does not exceed |V G | 2 , we can consider the overall time complexity of the approach of Paranjape et al. to be asymptotically equivalent to VF2.
V. TIMING EXPERIMENTS
Determining which method should work faster analytically is a challenge, as the performance of both approaches is exponential in a worst case scenario, and many factors can come into play in determining the exact time complexity. Instead, we have opted to do a number of timing experiments comparing the performance time of our algorithm against that of VF2. As this is actually just the first step in the previously published approach, in practice the actual time required should be longer. However, we believe this should give us a decent baseline to compare our performance against, as the secondary step of Paranjape et al. is performed in linear time, and the implementation of their general temporal subgraph isomorphism algorithm is currently unavailable to us.
For our experiments we have selected four temporal network datasets from the SNAP graph library [9] and Koblenz Network Collection (KONECT) [8] . Information about each of the datasets can be seen in Table 2 . CollegeMsg represents a set of private messages between users of an online social network at University of California, Irvine [12] . Email-Eu represents a collection of emails between members of an anonymous European research institution [13] . MathOverflow represents comments on a popular online messageboard on mathematics, where an edge represents a comment between users [13] . Enron contains edges representing the email traffic between employees of the Enron corporation between 1999 and 2003 [8] . Each networks has its own unique topological characteristics, which can be seen to some extent by the varying results from the temporal motif counting in Table 3 .
The motifs used can be seen in Fig 4. These represent six different temporal subgraph patterns, between 4 and 5 nodes in size. These were selected in part as they cannot currently be found by the more efficient algorithms of Paranjape et al., which only work for 2-node, triangle and 3-edge star motif patterns [13] . We chose query graphs which we believed would give a wide range of results on our test datasets. We performed our experiments using δ = 1 hour and δ = 1 day for CollegeMSG and Email-Eu datasets, and δ = 1 day and δ = 1 week for the MathOverflow and Enron datasets. The latter was necessary due to the longer periods of time between interactions in these networks.
To give an idea of the efficiency of our approach over that of using a static subgraph matching algorithm, we have calculated the following for each of our motifs:
can be very dramatic. The most extreme case was that of the MathOverflow graph, which had around 285,000 static subgraphs matching M 4 , but none matching that pattern when time was taken into account for δ values of 1 day.
In other cases, the number of δ-temporal subgraphs was actually higher than the number of static subgraphs. This is due to the fact that we were merged parallel edges when computing static subgraph isomorphism with VF2. In some of these cases our approach was still significantly faster. Examples include the CollegeMSG graph, when δ = 1 day, for motifs M 1 , M 2 , M 3 , M 4 , and M 6 . In each case, the number of temporal isomorphic subgraphs was significantly higher than the number of static isomorphic subgraphs, and yet there was still speed up between 1.26x and 4.66x. We see a similar pattern with the Email-Eu datasets with δ = 1 day as well. In all but one case, our approach was faster than that of VF2, despite having more isomorphic subgraphs.
Generally speaking, increasing δ does decrease the performance of our approach. In fact, when searching for the M 4 motif with δ = 1 day in the Email-Eu graph, we actually found our algorithm to be slower than VF2. We suspect this would continue to be the case for many of the datasets as δ continues to increase, although it can depend on many factors about the graph, such as the number of parallel edges between nodes, and the range of time represented in the network.
For the most part, the performance of our algorithm was vastly faster than that of VF2 for the given motifs. This was especially true for the largest of the graphs, the MathOverflow and Enron datasets. For these graphs, when δ = 1 day, we had speed up between 1000 and over 4 million times that of the VF2 algorithm, with 4 of the motifs for the MathOverflow producing over 1 million times speed up. While the speed up decreased when δ = 1 week, we still saw speed ups between around 14x to over 100,000x that of VF2, with most motifs giving a speed up in the thousands.
To gain a better understanding of how the number of matching subgraphs effects the speed up of the algorithm, we created a chart plotting the ratio of static subgraphs over temporal subgraphs on the x-axis, with the amount of speed up on the y-axis. The resulting log-log plot can be seen in Fig 5. While there is some fluctuation in the results, there is a clear positive correlation between the ratio of matching subgraphs and the speed up of the algorithm. While there are undoubtedly a number of factors that impact the overall performance, the reduction in number of matching subgraphs seems to be one of the biggest factors in our algorithm's performance improvement over using VF2.
VI. CONCLUSION AND FUTURE WORK
As our experiments have shown, a significant speed up can be had by applying a chronological edge-based matching approach to the temporal subgraph isomorphism problem. Not surprisingly, the data also shows that the choice of δ can have a significant impact on the performance as well. In situations where δ grows large, other techniques for temporal subgraph matching may prove to be more efficient. This ultimately seems to depend heavily on the total number of matching subgraphs. If the number of temporal isomorphic subgraphs greatly exceeds the number of static isomorphic subgraphs, it may end up being more efficient to follow the techniques that apply the static subgraph matching first, and filter for temporal matches second. Further study will be needed to see if the secondary filtering technique of Paranjape et al [13] is efficient enough to outperform our algorithm in these situations.
While our approach does not currently support a notion of simultaneous edges (that is, edges with identical time stamps), some slight modifications might be possible to enable this. One potential solution would be to always iterate over all edges occurring at a given time stamp (instead of just the next subsequent edges) when the query graph has set two or more of the temporal edges to occur at the same instant. We hope to implement this approach in an upcoming new version of our algorithm. Likewise, our approach could be potentially modified to support noisy edges, where time stamps can be off by a given variable amount. This could be solved by including the edges prior in time (by the appropriate amount, based on our tolerance for noise) when we search for the next matching edge. While this would slow down the algorithm, it could be beneficial for certain use cases where a strict temporal ordering is undesirable.
While smaller query graphs may suffice for many uses of motif analysis, we believe the ability of our approach to generalize to larger subgraphs could be useful to many. It also shows that a more efficient general approach to the temporal subgraph matching problem is possible. By performing the matching against the edges and not the nodes, we can take the ordering of the edges into account and match only those that are in the correct chronological sequence. By making these algorithmic improvements, we can enable a speed up of performance by the thousands or even millions in some cases.
Subgraph matching and motif analysis have become an increasingly powerful tools for performing data mining and graph analytics. As the number of temporal datasets being collected increases, the importance of taking advantage of the dimension of time when performing subgraph isomorphism becomes more and more apparent. This is particularly true for adversarial activity analytics, in which data might represent such time-centric activities as communications, procurements, financial transactions, travel patterns and cyber activites. Capturing the chronological ordering of these events may often be essential to the underlying meaning of the activity being investigated. By using our temporal subgraph isomorphism approach, we believe we can enable a more efficient and accurate approach for finding adversarial patterns of interest in many use cases.
