In this paper we consider the Hamiltonian formulation of the equations of incompressible ideal fluid flow from the point of view of optimal control theory. The equations are compared to the finite symmetric rigid body equations analyzed earlier by the authors. We discuss various aspects of the Hamiltonian structure of the Euler equations and show in particular that the optimal control approach leads to a standard formulation of the Euler equationsthe so-called impulse equations in their Lagrangian form. We discuss various other aspects of the Euler equations from a pedagogical point of view. We show that the Hamiltonian in the maximum principle is given by the pairing of the Eulerian impulse density with the velocity. We provide a comparative discussion of the flow equations in their Eulerian and Lagrangian form and describe how these forms occur naturally in the context of optimal control. We demonstrate that the extremal equations corresponding to the optimal control problem for the flow have a natural canonical symplectic structure. 0-7803-6638-7/00$10.00 0 2000 IEEE
Introduction
In this paper we consider the Hamiltonian formulation of the equations of incompressible ideal fluid flow from the point of view of optimal control theory. Our goal in this work is to compare the fluid equation arising in this fashion with the symmetric generalized rigid body equations derived in Bloch and Crouch [1996] , ' Marsden and Ratiu [1998] . In these papers we showed that a natural control approach led to a form of the rigid body equations on SO(n) x SO(n) rather than on T*SO(n). In contrast here we show that the optimal control approach leads to a standard formulation of the Euler equationsthe so-called impulse equations in their Lagrangian form. A nice survey of the impulse equations in the various forms can be found in Russo and Smereka [1999] (see also Kuz'min [1983] , Osledets [1989] and Maddocks and Peg0 [1995] for related work). LiePoisson reduction is an important tool in rationalizing many of these approaches (see e.g. Marsden and Weinstein [1984] ). In particular, the Hodge projection to the divergence free vector fields, is a Poisson map since it may be regarded as the dual of the natural inclusion (this is a standard result; see Marsden and Ratiu [1994] ). Thus, the Hodge projection naturally takes the unconstrained Poisson system to the constrained one. Russo and Smereka and others concern themselves with the numerical aspects of these equations, something we do not consider here.
These impulse equations are not symmetric in the same sense as the symmetric rigid body equationsi.e. we do not obtain two symmetric equations evolving on two copies of the diffeomorphism group, but it is possible to get a more symmetric formulation which we intend to discuss in a forthcoming publication and that we mention briefly in the conclusions.
In the remainder of the introduction we recall the standard and symmetric rigid body equations. 
where Q E SO(n) denotes the configuration space variable (the attitude of the body), R = Q-lQ E so(n) is the body angular velocity, and
is the body angular momentum. Here J : 50(n) -+ so(n) is the symmetric (with respect to the above inner These equations can be derived from the following optimal control problem:
Definition 1 Let T > 0, Q~, Q T E SO(n) be given and fied. Let the rigid body optimal control problem be given by subject to the constraint on U that there be a curve
(1.3)
Proposition 2
The rigid body optimal control problem 1 has extrema1 evolution equations (1.1) where P is the costate vector given by the maximum principle. The optimal controls an this case are given by
(1.4)
In §3 we derive the impulse equations for fluid flow from the optimal control point of view.
Inviscid, Incompressible, Fluid Flow
In this section we introduce the usual dynamics for inviscid, incompressible fluid flow, impulse density and the vorticity dynamics. The basic equations we consider are:
We assume, for simplicty only that the flow is in all of space or in a periodic box so we do not need to deal with boundary conditions. This is not an essential rest riction .
Here, v is the fluid velocity and p is the pressure. We introduce the impulse density z ,
where k is an arbitrary scalar field, k = k ( z , t ) . Notice that the preceding equation gives the (Helmholtz)-Hodge decomposition of z. In other words, the projection of z to v is the Hodge projection of z. We return to this important remark in the conclusions to gain deeper insight into what is going on with the calculations to follow.
Take the time derivative of (2.2) to get
where A is called the gauge. Any choice of gauge is possible, but to be concrete, we consider the "geometric gauge"
With this choice -82 + (U . grad)z + (gradv)Tz = 0, divv = 0 at and k is now fixed by the equation
Thus the impulse density is governed by: divv = 0.
(2.4)
at Hence by applying the exterior differential operator we obtain a -da + C,dd = 0 , at divv = 0.
Lemma 3 w = curlz = curlv satisfies the vorticity equation:
where iib = a x b. We may now compute:
We now quickly review the two coordinate systems associated with the fluid system. We denote the Lagrange or material variables by X i and the Euler or spatial variables by xi, and set xz = q5i(X,t), 1 5 i 5 3.
We assume q5 : R + R is a volume preserving diffeomorphism, with Jacobian equal to unity, 14*1 = 1.
Let v ( x , t ) = spatial velocity, so that (d(X,t) ) is the material velocity.
Hence or -=vo@. at ' We note the "right invariance" of. this system and its evolution on the "Group" G = Diff,,l(R) of volume preserving diffeomorphisms of R. Setting and using = 1, we obtain the identity
With this introduction we may introduce the total vorticity equations:
(2.7)
a4 at at It is interesting to compare these equations with the right invariant Euler equations for the rigid body: *S0(3) , with the canonical symplectic structure. The equivalent statements about (2.7) have been well studied, (see references in the introduction). However, the derivation of the symmetric version as in (1.1) provides our motivation for this new study.
Optimal Control Problem
In this section we introduce an optimal control prob-The lem and discuss the corresponding extremals. problem can be posed as: This optimal control problem is of course identical to the standard Hamilton principle for ideal fluid mechanics. However our goal here is to analyze it from the point of view of the Pontryagin maximum principle.
We solve this problem by introducing Lagrange multipliers and the cost The problem (3.1) may be recast as: min J , subject to divv = 0, 2 = U o 4, and boundary conditions. We may prove the following result:
Theorem 4 The extremals of problem (3.1) are given by Sketch Proof a at T 6 J = 1 ( ( T ,~v 
The system (3.2) follows immediately.
I
We note that the system (3.2) should be interpreted in terms of Lagrange and Euler variables in the form and v(x,t) =noq5-'(x,t) -gradk(x,t).
We now study the Hamiltonian for the extremal flow. Employing the maximum principle we know that the Hamiltonian corresponding to the problem (3.1) is 1 H ( n , 4) = (n, 21 O 4 -#4v>.
We introduce the vector potential for v v = curl $; div 11, = 0, (and $ + 0 at infinity in all of space). Thus
Thus $ = Aw where A is an integral operator. From these identities we may write: Hence the pressure p is also determined by the flow.
Lemma 7 By augmenting the cost functional in the optimal control problem (3.1) by a potential function 77 the extremal flow satisfies the system (2.1) with the pressure determined by
k and v are determined from (3.9).
Thus any pressure p may be obtained via a suitable potential r].
Hamiltonian Structure of Extremals
We now briefly explore the Hamiltonian nature of (2.1) and the extremal equations (3.2). Ifu is a smooth function of x and t , and h[u] is a function of x , t and the jet of U , let
Define
We have the following result: at and 1c, evolves on the diffeomorphim group. Thus we do get symmetric equations for 4 and 1c, coupled to an interesting radial equation for r. This also has an analogue in the finite-dimensional settingone allows P to be in Gl(n) and considers the polar decomposition P = RK where R is symmetric positive definite and K lies in SO(n). We shall describe the details of this analysis in a forthcoming publication.
In addressing these issues, a deeper understanding of both the Hamiltonian and variational structure as well as the geometry is needed. For example, we can obtain more insight into some of the calculations done in this paper as follows. Consider the Hodge projection P : X -+ Xvol taking a vector field z to its divergence free part parallel to the boundary. Ebin and Marsden [1970] . Many of these issues are addressed in work of Brenier; see, eg, Breniers[1999] .
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Thus we have expressed the extremal equations (3.2) in terms of a canonical Hamiltonian system.
Conclusions
As described.earlier, the Euler (impulse) equations (3.2) are not quite in the symmetric form that we obtain in the rigid body settingi.e. we do not get a symmetric flow on two copies of the diffeomorphism group. However, it is possible to extend the analysis to this setting by factoring T as 
