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ON BINOMIAL IDENTITIES IN ARBITRARY BASES
LIN JIU AND CHRISTOPHE VIGNAT
Abstract. We extend the digital binomial identity as given by Nguyen el al. to an identity in an arbitrary base b, by
introducing the b−ary binomial coefficients. We then study the properties of these coefficients such as orthogonality,
a link to Lucas’ theorem and the corresponding b−ary Pascal triangles.
1. Introduction
In a series of recent articles, H.D. Nguyen [6, 7] himself and also together with T. Mansour [4, 5], have introduced
different versions of the binomial identity, in which the usual integer powers are replaced by arithmetical functions
that count the digits of these powers in some base b. See for example [2, Section 3].
Choose an integer n in base b, then denote S
(k)
b (n) the number of k
′s in the b−ary expansion
(1.1) n =
∑
i
nib
i
and Sb (n) the sum of these digits,
(1.2) Sb (n) =
b−1∑
j=0
kS
(k)
b (n) .
The main extension of the binomial identity as given by Nguyen is for base b = 2 and reads as follows [6, 7]
(X + Y )
S2(n) =
∑
0≤k≤n
(k,n−k)carry-free
XS2(k)Y S2(n−k),
where the sum is over all values of k such that the addition of k and n− k in base b is carry-free; remarking that
this condition is verified if and only if S2 (k) + S2 (n− k) = S2 (n), Nguyen’s formula is also stated equivalently in
the beautifully symmetric form
(X + Y )
S2(n) =
∑
S2(k)+S2(n−k)=S2(n)
XS2(k)Y S2(n−k).
This result is proven in [7] using a polynomial generalization of the Sierpinski triangle, which is the Pascal triangle
modulo 2.
An extension of this result to an arbitrary base b is given in [6] in the form
(1.3)
N−1∏
i=0
(
x+ y + ni − 1
ni
)
=
∑
0≤k>bn
N−1∏
i=0
(
x+ ki − 1
ki
)(
x+ ni − ki − 1
ni − ki
)
,
where the summation range 0 ≤ k >b is over all integers k such that the digits of which satisfy ki ≤ ni, for all i ∈
{0, . . . , N − 1} .
The aim of this paper is to show that these results are a consequence of an elementary identity stated in the
next section. This approach makes Nguyen’s results more accessible and provides a number of generalizations. The
paper is organized as follows.
In Section 2, we state a general formula on the sum over digits of an integer number. In Section 3, we provide
a new version of the binomial expansion in base b that involves a corresponding b−ary binomials coefficients; some
of the properties of these coefficients such as the link with Kummer’s theorem and orthogonality are presented in
Section 4. The last section exhibits the construction rules for a Pascal type triangle built from these coefficients.
Key words and phrases. digital binomial identity, generalized binomial coefficients, Pascal triangles.
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2. A general formula
Formula (1.3) is proved by Nguyen using a polynomial extension of Sierpinski’s matrices. We show here another
more elementary approach.
We start to remark that the formula (1.3) can be restated equivalently as
N−1∏
i=0
(x+ y)ni
ni!
=
N−1∏
i=0
∑
0≤ki≤ni
(x)ki
ki!
(y)ni−ki
(ni − ki)!
,
where (x)k =
Γ(x+k)
Γ(x) is the Pochhammer symbol. Next we realize that this identity holds in fact component-wise,
i.e. for all i ∈ {0, . . . , N − 1} and arbitrary integer ni, it holds that
(2.1)
(x+ y)ni
ni!
=
ni∑
ki=0
(x)ki
ki!
(y)ni−ki
(ni − ki)!
which is actually the Chu-Vandermonde identity. Since this identity is a consequence of the fact that the Pochham-
mer sequence (x)k is a binomial-type sequence
1, it suggests the following result.
Proposition 2.1. Assume that {an} , {bn} and {cn} are three sequences related as
(2.2) cn =
n∑
k=0
(
n
k
)
akbn−k,
then
(2.3)
N−1∏
i=0
cni
ni!
=
∑
0≤k>bn
N−1∏
i=0
aki
ki!
bni−ki
(ni − ki)!
.
We now apply this general formula to obtain a base b generalization of the binomial identity.
3. A generalized Binomial Identity
Theorem 3.1. With the notations (1.1) and (1.2), the identity
(3.1) (X + Y )
Sb(n) =
n∑
k=0
(
n
k
)
b
XSb(k)Y Sb(n−k).
holds for all X,Y ∈ C, where the b−ary binomial coefficients
(
n
k
)
b
are defined as follows. Suppose n and k have
expansions 

n =
Nn−1∑
l=0
nlb
l ,
k =
Nk−1∑
l=0
klb
l ,
in base b, where Nn and Nk are the number of digits of n and k, respectively in base b. Then letting N :=
max {Nn, Nk}, we have
(3.2)
(
n
k
)
b
=
N−1∏
l=0
(
nl
kl
)
.
Proof. It only suffices to assume that ∀l = 0, · · · , N − 1, 0 ≤ kl ≤ nl, since other cases gives
(
n
k
)
b
= 0. In this case,
we could compute
n− k =
N−1∑
l=0
(nl − kl) b
l,
which is equivalent to both
Sb (k) + Sb (n− k) = Sb (n)
and also the assumption that the addition of k and n− k is carry-free in base b, as mentioned before.
1a sequence of polynomials pn (x) is of binomial type (see [8, p.26]) if it satisfies the convolution identity
pn (x+ y) =
n∑
k=0
(n
k
)
pk (x) pn−k (y) .
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Applying the convolution relation (2.3) to get
(3.3)
N−1∏
l=0
cnl =
N−1∏
l=0
nl!
nl∑
kl=0
akl
jk!
·
bnl−kl
(nl − kl)!
=
∑
Sb(k)+Sb(n−k)=Sb(n)
(
N−1∏
l=0
(
nl
kl
)
aklbnl−kl
)
.
Now the choice 

cnl := (X + Y )
nl ,
akl := X
kl ,
bnl−kl := Y
nl−kl ,
satisfies the property (2.2); with this choice, we obtain
N−1∏
l=0
(X + Y )
nl =
∑
Sb(k)+Sb(n−k)=Sb(n)
(
N−1∏
l=0
(
nl
kl
)
XklY nl−kl
)
.
Notice that the left-hand side reads
N−1∏
l=0
(X + Y )
nl = (X + Y )
N−1∑
l=0
nl
= (X + Y )
Sb(n) ,
while the right-hand side is
N−1∏
l=0
nl∑
kl=0
(
nl
kl
)
XklY nl−kl =
n∑
k=0
(
N−1∏
l=0
(
nl
kl
))
X
N−1∑
l=0
kl
Y
N−1∑
l=0
(nl−kl)
=
n∑
k=0
(
N−1∏
l=0
(
nl
kl
))
XSb(k)Y Sb(n−k).
This completes the proof. 
Remark 3.2. When b > n, then in the b-ary expansion, n has only one digit, i.e., n = n0. And so do k and n− k,
since k ≤ n. Then, we have 

Sb (n) = n0 = n ,
Sb (k) = k, Sb (n− k) = n− b ,(
n
k
)
b
=
(
n
k
)
,
so that 3.1 reduces to
(X + Y )
n
=
n∑
k=0
(
n
k
)
XkY n−k,
namely the usual binomial identity.
Corollary 3.3. When b = 2, i.e. in the binary case, we recover the identity
(X + Y )
S2(n) =
∑
S2(k)+S2(n−k)=S2(n)
XS2(k)Y S2(n−k)
since the coefficients
(
n
k
)
2
take the value
(
0
0
)
=
(
1
0
)
=
(
1
1
)
= 1 and 0 otherwise.
In the case b = 3, all
(
n
k
)
3
= 0 if S3 (k) + S3 (n− k) 6= S3 (n) ; otherwise,
(
n
k
)
= 1 except for
(
2
1
)
= 2. Therefore,
we have the equivalent expression
(X + Y )
S3(n) =
∑
S3(k)+S3(n−k)=S3(n)
2S
(2)
3 (n)−S
(2)
3 (k)−S
(2)
3 (n−k)XS3(k)Y S3(n−k).
Remark 3.4. Different choices of {an}, {bn} and {cn} lead to different identities. For instance, another possible
choice is 

cn = (X + Y )n ,
an = (X)n ,
bn = (Y )n .
The generating function ∑
n≥0
(X)n
n!
zn =
1
(1− z)
X
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shows that the convolution property (2.2) holds. Then from (3.3), we deduce
N−1∏
l=0
(X + Y )nl
nl!
=
∑
Sb(k)+Sb(n−k)=Sb(n)
(
N−1∏
l=0
Xjl
jl!
·
Ynl−jl
(nl − jl)!
)
,
or equivalently
N−1∏
l=0
(
X + Y + nl − 1
nl
)
=
∑
0≤k>bn
[
N−1∏
l=0
(
X + jl − 1
jl
)(
Y + nl − jl − 1
nl − jl
)]
,
which appears as [6, Thm.2]. Then, for the binary case b = 2, nl ∈ {0, 1} yields nl! = 1 for all l, and from
(X + Y )nl =
{
X + Y, if nl = 1
0, if nl = 0
we deduce
(X + Y )
S2(n) =
∑
S2(k)+S2(n−k)=S2(n)
XS2(k)Y S2(n−k).
4. Properties of the Binomial Coefficients
We state in this sections some properties of the generalized binomial coefficients defined by (3.2). The first one
is a generating function for these coefficients.
4.1. Generating function.
Theorem 4.1. A generating function for the b−ary binomial coefficients
(
n
k
)
b
is
(4.1)
n∑
k=0
(
n
k
)
b
xk =
N∏
l=0
(
1 + xb
l
)nl
.
Proof. Define the right hand side as P (x), a polynomial with degree
degP =
N−1∑
l=0
nlb
l = n.
Denote a
(n)
k the coefficient of x
k in P (x) and remark that a
(n)
k = 0 if and only if there is a carry in the addition of
k and n− k in base b. An elementary enumeration shows that
a
(n)
k =
(
nN−1
kN−1
)(
nN−2
kN−2
)
· · ·
(
n0
k0
)
which gives the desired result. 
4.2. Multinomial version. The next property is the extension of the previous result to the multinomial case.
Theorem 4.2. [The Multinomial Version] Define the multinomial coefficient(
n
k1, · · · , km
)
b
=
N−1∏
l=0
(
nl
(k1)l , · · · , (km)l
)
b
where (ki)l denotes the rank-l digit in the expression of ki in base b.
Then
(X1 + · · ·+Xm)
Sb(n) =
∑
k1,··· ,km
(
n
k1, · · · , km
)
b
X
Sb(k1)
1 · · ·X
Sb(km)
m .
Proof. The proof is straightforward from the binomial expansion (3.1) and (3.2). 
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4.3. Symmetries.
Theorem 4.3. The b−ary binomial coefficients satisfy
(1) the symmetry property (
n
k
)
b
=
(
n
n− k
)
b
(2) the recurrence (
n
k
)
b
=
(
n− b
k − b
)
b
+
(
n− b
k
)
b
.
Proof. The symmetry property is easily deduced from the definition (3.2) and the invariance kl 7→ nl − kl of each
term.
For the recurrence property, assume that each k and n have a non-zero rank first digit, i.e. k0 > 0, n0 > 0.
Then, (n− b)0 = n0 − 1 and (k − b)0 = k0 − 1 and(
n− b
k − b
)
b
=
(
nN−1
kN−1
)
· · ·
(
n0 − 1
k0 − 1
)
,
(
n− b
k
)
b
=
(
nN−1
kN−1
)
· · ·
(
n0 − 1
k0
)
and we deduce(
n− b
k − b
)
b
+
(
n− b
k
)
b
=
(
nN−1
kN−1
)
. . .
[(
n0 − 1
k0 − 1
)
+
(
n0 − 1
k0
)]
=
(
nN−1
kN−1
)
· · ·
(
n0
k0
)
=
(
n
k
)
b
.
This extends easily to the case where one or two of the numbers (k0, n0) is equal to 0. 
4.4. Link with Lucas’ theorem. The definition (3.2) will look familiar to those readers who have already met
Lucas’ famous theorem which we restate here (see also [3])
Theorem 4.4. [Lucas] For p a prime number, the binomial coefficients satisfy(
n
k
)
≡
(
nN
kN
)
. . .
(
n0
k0
)
mod p.
Under the same condition, this theorem is concisely rephrased in our notations as(
n
k
)
≡
(
n
k
)
p
mod p.
Remark 4.5. The Sierpinski matrix that is used by Nguyen et al. to prove their results contains the coefficients
(
n
k
)
mod p, or equivalently
(
n
k
)
p
mod p, which do not coincide with the coefficients
(
n
k
)
p
studied here, but are congruent
to them.
4.5. Orthogonality Relations. There are many elementary identities involving the usual binomial coefficients
that can be transferred to the case of the b−ary binomial coefficients. Here, we only show one as an example.
Example 4.6. If two sequences {an} and {cn} are related as
an =
n∑
k=0
(−1)
k
(
n
k
)
cn
then
cn =
n∑
k=0
(−1)
k
(
n
k
)
ak;
these identities are know as inverse relations. Note that they are equivalent to the orthogonality conditions
n∑
k=j
(
n
k
)(
k
j
)
(−1)
k+j
= δn,j =
{
1 j = n
0 otherwise
.
The generalization to the b−ary case is as follows.
ON BINOMIAL IDENTITIES IN ARBITRARY BASES 6
Theorem 4.7. The b−ary binomial coefficients satisfy the orthogonality relations
(4.2)
n∑
k=j
(
n
k
)
b
(
k
j
)
b
(−1)
Sb(k)+Sb(j) = δn,j ,
namely
aSb(n) =
n∑
k=0
(−1)
Sb(k)
(
n
k
)
b
cSb(n) ⇒ cSb(n) =
n∑
k=0
(−1)
Sb(k)
(
n
k
)
b
aSb(n).
Proof. Since (
n
k
)
b
=
N−1∏
l=1
(
nj
kl
)
,
(
k
j
)
b
=
N−1∏
l=1
(
kl
jl
)
, Sb (k) =
N−1∑
l=0
kl and Sb (j) =
N−1∑
l=0
jl,
we get
n∑
k=j
(
n
k
)
b
(
k
j
)
b
(−1)
Sb(k)+Sb(j) =
N−1∏
l=1
nl∑
kl=jl
(
nj
kl
)(
kl
jl
)
(−1)
kl+jl =
N−1∏
l=1
δnl,jl = δn,j.

5. Pascal triangles
In this last section, we look at the equivalent of Pascal triangles that can be built from the b−ary binomial
coefficients
(
n
k
)
b
. Let us start with two examples, where we systematically replace each null binomial entry with a
dot (.) symbol to make the structure of the triangle more apparent; remember that these null entries correspond
to the couples (n, k) for which the addition of k and n− k is not carry-free in base b.
Example 5.1. In base b = 3, the first 9 rows of the Pascal triangle are
T
(3)
2 =
1
1 1
1 2 1
1 . . 1
1 1 . 1 1
1 2 1 1 2 1
1 . . 2 . . 1
1 1 . 2 2 . 1 1
1 2 1 2 4 2 1 2 1
Denote as
T
(3)
1 =
1
1 1
1 2 1
the first 3 top rows of this triangle and
∗ =
. .
.
=
0 0
0
the elementary reverse triangle built with zero entries, and notice that
T
(3)
2 =
T
(3)
1
T
(3)
1 ∗ T
(3)
1
T
(3)
1 ∗ 2T
(3)
1 ∗ T
(3)
1
.
It appears that, with obvious notations,
T
(3)
2 = T
(3)
1 ⊗ T
(3)
1
from which we deduce
T (3)m =
[
T
(3)
1
]⊗m
.
The operator ⊗ will be defined and discussed in the Proposition 5.3 below.
Example 5.2. In base 4, the first 16 rows of the binomial triangle T
(2)
4 are as follows.
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T
(2)
4 =
1
1 1
1 2 1
1 3 3 1
1 . . . 1
1 1 . . 1 1
1 2 1 . 1 2 1
1 3 3 1 1 3 3 1
1 . . . 2 . . . 1
1 1 . . 2 2 . . 1 1
1 2 1 . 2 4 2 . 1 2 1
1 3 3 1 2 6 6 2 1 3 3 1
1 . . . 3 . . . 3 . . . 1
1 1 . . 3 3 . . 3 3 . . 1 1
1 2 1 . 3 6 3 . 3 6 3 . 1 2 1
1 3 3 1 3 9 9 3 3 9 9 3 1 3 3 1
.
Starting from the elementary triangles,
T
(4)
1 =
1
1 1
1 2 1
1 3 3 1
, ∗ =
. . .
. .
.
=
0 0 0
0 0
0
,
we notice that
T
(4)
2 =
T
(4)
1
T
(4)
1 ∗ T
(4)
1
T
(4)
1 ∗ 2T
(4)
1 ∗ T
(4)
1
T
(4)
1 ∗ 3T
(4)
1 ∗ 3T
(4)
1 ∗ T
(4)
1
and more generally
T (4)n =
[
T
(4)
1
]⊗n
.
These observations are now extended to an arbitrary value of the base b.
Proposition 5.3. The structure of the triangle built from the coefficients
(
n
k
)
b
satisfies
(1) T
(b)
1 is made of the first b rows of the usual Pascal triangle;
(2) for m > 1, T
(b)
m is obtained from T
(b)
m−1 by the associative operation
T (b)m = T
(b)
m−1 ⊗ T
(b)
1 ,
defined as
T (b)m =
(
0
0
)
T
(b)
m−1(
1
0
)
T
(b)
m−1
(
1
1
)
T
(b)
m−1
. .
. . . .(
b−1
0
)
T
(b)
m−1 . . .
(
b−1
j
)
T
(b)
m−1 . . .
(
b−1
b−1
)
T
(b)
m−1
so that
T (b)m =
[
T
(b)
1
]⊗m
;
(3) T
(b)
m has bm rows since
#rows
(
T (b)m
)
= b×#rows
(
T
(b)
m−1
)
;
(4) the bottom row of T bm has b
m entries.
Proof. These properties are a direct consequence of (3.2). Since properties (3) and (4) are elementary, only properties
(1) and (2) need to be verified and here we use induction.
(i) For m = 1, T
(b)
1 contains the first b rows of the triangle, made of coefficients
(
n
k
)
b
where
0 ≤ n ≤ b− 1,
so that the b−ary expression of n consists of a single digit:n = n0. In this case,
(
n
k
)
b
coincides with
(
n
k
)
making the
first b rows coincide with those of the Pascal triangle (see Remark 3.2)
(ii) Consider T
(b)
m by assuming that properties (1) and (2) hold for T
(b)
1 , . . . T
(b)
m−1. Then, the b
m elements are
exactly the case
0 ≤ n ≤ b+ · · ·+ bm − 1,
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which implies that n could have at most m digits, namely
n = nm−1b
m−1 + · · ·+ n0.
Thus, (
n
k
)
b
=
(
nm−1
km−1
) m−2∏
l=0
(
nl
kl
)
︸ ︷︷ ︸
Copy of T
(b)
m−1
.
Since 0 ≤ nm−1 ≤ b − 1,
(
nm−1
km−1
)
gives a copy of T
(b)
1 while the rest of the product gives a copy of T
(b)
m−1. Thus, by
induction
T (b)m =
[
T
(b)
1
]⊗m
.

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