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a b s t r a c t
In computer aided geometric design a polynomial is usually represented in Bernstein form.
This paper presents two compensated algorithms to accurately evaluate a polynomial and
its derivative in Bernstein form with floating point coefficients. The principle is to apply
error-free transformation to improve traditional de Casteljau algorithm. Forward error
analysis and numerical experiments illustrate the accuracy of our algorithms.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
In computer aided geometric design, polynomials are usually expressed in Bernstein form. A polynomial p(t) of degree
n on t ∈ [0, 1] is
p(t) =
n∑
i=0
biBi,n(t), Bi,n(t) =
(
n
i
)
(1− t)n−it i, i = 0, 1, . . . , n, (1)
where Bi,n(t) is the Bernstein polynomial of degree n.
Because the tangent vector of a curve plays the key role in computer aided geometric design, the literature often focuses
on the first derivative, which satisfies
p′(t) = n
n−1∑
i=0
(4bi)Bi,n−1(t), 4bi = bi+1 − bi. (2)
The polynomials in the forms (1) and (2) are usually evaluated by the de Casteljau algorithm and its extended algorithm.
The error analyses of these algorithms have been considered in [1,2] and [3]. The relative accuracy bound of the computed
values pˆ(t) and pˆ′(t) by the algorithms above verifies the following inequalities,
|p(t)− pˆ(t)|
|p(t)| ≤ cond(p, t)× O(u), (3)
|p′(t)− pˆ′(t)|
|p′(t)| ≤ cond(p
′, t)× O(u), (4)
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where u is the computing precision and the condition number cond(p, t) and cond(p′, t) are the scalars depending on t , p
and p′ (their expressions will be given further). Nevertheless for ill-conditioned problem, such as evaluating the polynomial
p in the neighborhood of a multiple root, the condition number may be arbitrarily larger than 1/u, then most of the digits
of the evaluated result can be false.
Recently, Graillat and Langlois proposed a compensated Horner algorithm to evaluate the polynomial in monomial ba-
sis in [4,5]. The algorithm can yield a full precision accuracy for not too ill-conditioned polynomial. The core technology is
to apply error-free transformation which is exhaustively studied by Rump and Ogita [6–8]. Graillat also applied this com-
pensated Horner algorithm to improve Newton’s method for the computation of a simple zero of a polynomial (see [9]).
Their research motivates this paper where we present the compensated algorithms to evaluate the polynomial and its first
derivative in Bernstein form.
The relative accuracy of the computed values by our algorithms satisfies
|p(t)− p¯(t)|
|p(t)| ≤ u+ cond(p, t)× O(u
2), (5)
|p′(t)− p¯′(t)|
|p′(t)| ≤ 2u+ cond(p
′, t)× O(u2). (6)
The inequalities above tell us that the computed values can be accurate to the last few bits as long as the second terms
cond(p, t)× O(u2) and cond(p′, t)× O(u2) are smaller than the working precision u.
The paper is organized as follows. Section 2 introduces some basic notations and results about floating point arithmetic,
error-free transformation and de Casteljau algorithm. In Section 3, the first compensated algorithm for polynomial evalua-
tion is provided and a forward error analysis is performed. Based on the first compensated algorithm, we describe the other
compensated algorithm for the evaluation of the first derivative in Section 4, a priori error bound is also presented later.
Finally, in Section 5 we give numerical tests to illustrate the practical efficiency of our algorithms.
2. Basic notations and results
Throughout this paper we assume that the computation in floating point arithmetic obeys the model
a op b = fl(a ◦ b) = (a ◦ b)(1+ ε1) = (a ◦ b)/(1+ ε2), (7)
where op ∈ {⊕,	,⊗,}, ◦ ∈ {+,−,×,÷} and |ε1|, |ε2| ≤ u. The symbol u is the unit round-off and ‘op’ represents
the floating point computation, e.g. a ⊕ b = fl(a + b). We also assume that the computed result of α ∈ R in floating
point arithmetic is denoted by aˆ or fl(a) and F denotes the set of all floating point numbers (see [10] for more details).
Following [10], we will use the following classic properties in error analysis.
(1) if δi ≤ u, ρi = ±1, then∏ni=1(1+ δi)ρi = 1+ θn,
(2) |θn| ≤ γn := nu/(1− nu),
(3) (1+ θk)(1+ θj) ≤ (1+ θk+j),
(4) γk + γj + γkγj ≤ γk+j.
(5) (1+ u)j ≤ 1/(1− ju).
Now let us introduce some results concerning error-free transformation (EFT). For a pair floating point numbers a, b ∈ F,
there exists a floating point number y satisfying a◦b = x+y, where x = fl(a◦b) and ◦ ∈ {+,−,×,÷}. The transformation
(a, b) −→ (x, y) is regarded as an error-free transformation. The error-free transformation algorithms of the sum and
product of two floating point numbers used later in this paper are TwoSum algorithm by Knuth [11] and TwoProd algorithm
by Dekker [12], respectively. The following theorem exhibits the important properties of TwoSum and TwoProd algorithms
(see [8]).
Theorem 1 ([8]). For a, b ∈ F and x, y ∈ F TwoSum and TwoProd verify
(1)[x, y] = TwoSum(a, b), x = fl(a+ b), x+ y = a+ b, y ≤ u|x|, y ≤ u|a+ b|
(2)[x, y] = TwoProd(a, b), x = fl(a× b), x+ y = a× b, y ≤ u|x|, y ≤ u|a× b|.
Next, we revive de Casteljau algorithm which is a recursive method to evaluate polynomials in Bernstein form (1). The
algorithm and its forward error bound are shown as follows:
Algorithm 1. de Casteljau algorithm for polynomial evaluation
function res = deCasteljau(p, t)
b(0)i = bi, i = 0, . . . , n, r = 1− t .
for j = 1 : 1 : n
for i = 0 : 1 : n− j
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b(j)i = b(j−1)i r + b(j−1)i+1 t
end
end
res = p(t) = b(n)0
Theorem 2 ([1]). If p(t) =∑ni=0 biBi,n(t) and pˆ(t) is the computed value by the de Casteljau algorithm then
|p(t)− pˆ(t)| ≤ γ2n
n∑
i=0
|bi|Bi,n(t). (8)
Remark 1. Formula (2) suggests us the following steps to calculate the first derivative. Using 4bi = bi+1 − bi as the
coefficients of a polynomial of degree n − 1, we apply de Casteljau algorithm to evaluate this polynomial and multiply
it by the factor n in the end.
We denote the algorithm of Remark 1 by the extended de Casteljau algorithm. The following theorem provides a forward
error bound.
Theorem 3 ([3]). Let p(t) be a polynomial in the Bernstein form (1) and p′(t) = n∑n−1i=0 4biBn−1,i(t) (see (2)). If 2nu 1, the
computed result pˆ′(t), t ∈ [0, 1], by the extended de Casteljau algorithm satisfies
|p(t)− pˆ(t)| ≤ 2n2u
n−1∑
i=0
|4bi|Bi,n−1(t)+ O(u2). (9)
The relative condition number of the evaluation of p(t) = ∑ni=0 biBi,n(t) in Bernstein form used in this paper is (see
[1,13]):
cond(p, t) =
n∑
i=0
|bi|Bi,n(t)∣∣∣∣ n∑
i=0
biBi,n(t)
∣∣∣∣ , (10)
where Bi,n ≥ 0. The condition number of the first derivative evaluation is similar, that is cond(p′, t) = ∑n−1i=0 |4bi|
Bi,n−1(t)/|∑n−1i=0 4biBi,n−1(t)|.
3. Compensated algorithm for polynomial evaluation
In this section we exhibit the exact round-off errors generated by the de Casteljau algorithmwith error-free transforma-
tion. After analyzing the relationship between the error of the final numerical result and these round-off errors, we propose
the compensated de Casteljau algorithm. Finallywe provide the accuracy behavior of this compensated algorithmpreciously
announced by formula (5).
3.1. EFT for de Casteljau algorithm
In practical computationwith the de Casteljau algorithm, there exist round-off errors for every elementary floating point
operation. First concerning to the theoretical result r = 1− t , we have the corresponding computed result
rˆ = 1	 t, (11)
where the symbols	 represents the floating point subtraction. We give an error-free transformation for this operation
[rˆ, ρ] = TwoSum(1,−t), (12)
then it can be derived from Theorem 1 that
rˆ = r − ρ. (13)
Next we describe the recurrence relation at jth step of the de Casteljau algorithm as follows:
b(j)i = b(j−1)i r + b(j−1)i+1 t, (14)
bˆ(j)i = bˆ(j−1)i ⊗ rˆ ⊕ bˆ(j−1)i+1 ⊗ t, (15)
where b(j)i represents the theoretical value and bˆ
(j)
i denotes the numerical result for i = 0, . . . , n − j and j = 0, . . . , n, the
symbols⊕ and⊗mean the floating point addition and multiplication, respectively.
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Applying error-free transformation to (15), we obtain
[bˆ(j−1)i ⊗ rˆ, pi (j)i ] = TwoProd(bˆ(j−1)i , rˆ),
[bˆ(j−1)i+1 ⊗ t, σ (j)i ] = TwoProd(bˆ(j−1)i+1 , t),
[bˆ(j)i , β(j)i ] = TwoSum(bˆ(j−1)i ⊗ rˆ, bˆ(j−1)i+1 ⊗ t).
From Theorem 1, we get
bˆ(j−1)i ⊗ rˆ = bˆ(j−1)i rˆ − pi (j)i ,
bˆ(j−1)i+1 ⊗ t = bˆ(j−1)i+1 t − σ (j)i ,
bˆ(j−1)i ⊗ rˆ ⊕ bˆ(j−1)i+1 ⊗ t = bˆ(j−1)i ⊗ rˆ + bˆ(j−1)i+1 ⊗ t − β(j)i .
Then we have
bˆ(j)i = bˆ(j−1)i rˆ + bˆ(j−1)i+1 t − (pi (j)i + σ (j)i + β(j)i ).
By (13), we can deduce
bˆ(j)i = bˆ(j−1)i r + bˆ(j−1)i+1 t − (pi (j)i + σ (j)i + β(j)i + bˆ(j−1)i ρ). (16)
Now let
err b(j)i = b(j)i − bˆ(j)i , i = 0, . . . , n− j, j = 0, . . . , n, (17)
we find
err b(n)0 = b(n)0 − bˆ(n)0 = p(t)− pˆ(t). (18)
The sum of pˆ(t) and err b(n)0 is equal to the theoretical exact value p(t), so our goal is to find the approximate value of err b
(n)
0 .
From (13), (14), (16) and (17), we obtain
err b(j)i = err b(j−1)i r + err b(j−1)i+1 t + w(j)i ,
w
(j)
i = pi (j)i + σ (j)i + β(j)i + bˆ(j−1)i ρ.
(19)
Taking into account that err b(0)i = b(0)i − bˆ(0)i = bi − bi = 0 for all i = 0, . . . , n, it is feasible to compute err b(n)0 with
these initial values and the recurrence relation (19). Therefore, we hope to find the approximate err bˆ(n)0 of the final error
err b(n)0 in (18) to correct the original result pˆ(t) generated by de Casteljau algorithm. The previous discussion leads to the
following compensated algorithm.
Algorithm 2. Compensated algorithm for polynomial evaluation
function res = CompdeCasteljau(p, t)
bˆ(0)i = bi, err bˆ(0)i = 0, i = 0, . . . , n.[rˆ, ρ] = TwoSum(1,−t)
for j = 1 : 1 : n
for i = 0 : 1 : n− j
[s, pi (j)i ] = TwoProd(bˆ(j−1)i , rˆ)
[v, σ (j)i ] = TwoProd(bˆ(j−1)i+1 , t)
[bˆ(j)i , β(j)i ] = TwoSum(s, v)
wˆ
(j)
i = pi (j)i ⊕ σ (j)i ⊕ β(j)i ⊕ bˆ(j−1)i ⊗ ρ
err bˆ(j)i = err bˆ(j−1)i ⊗ rˆ ⊕ (err bˆ(j−1)i+1 ⊗ t ⊕ wˆ(j)i )
end
end
res = b¯(n)0 = bˆ(n)0 ⊕ err bˆ(n)0
3.2. Error bound for polynomial evaluation
First let us give a lemma about the de Casteljau algorithm.
Lemma 1. Let p(t) = ∑ni=0 biBi,n(t) be a polynomial in the Bernstein form and t ∈ [0, 1], Then the de Casteljau algorithm
satisfies
n−j∑
i=0
|b(j)i |Bi,n−j(t) ≤
n−j+1∑
i=0
|b(j−1)i |Bi,n−j+1(t) ≤ · · · ≤
n∑
i=0
|bi|Bi,n(t), (20)
where b(j)i is the value obtained after j steps by Algorithm 1.
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Proof. Using the recurrence ship b(j)i = b(j−1)i (1− t)+ b(j−1)i+1 t and by t ∈ [0, 1], we obtain
|b(j)i | ≤ |b(j−1)i |(1− t)+ |b(j−1)i+1 |t.
With the property of the Bernstein polynomial
Bi,k(t) = (1− t)Bi,k−1(t)+ tBi−1,k−1(t), (21)
we can derive that
n−j∑
i=0
|b(j)i |Bi,n−j(t) ≤
n−j∑
i=0
(|b(j−1)i |(1− t)+ |b(j−1)i+1 |t)Bi,n−j(t)
≤ |b(j−1)0 |B0,n−j+1(t)+
n−j∑
i=1
|b(j−1)i |((1− t)Bi,n−j(t)+ tBi−1,n−j(t))+ |b(j−1)n−j+1|Bn−j+1,n−j+1
=
n−j+1∑
i=0
|b(j−1)i |Bi,n−j+1(t).
Thus, formula (20) can be deduced. 
Next, we perform the error analysis of the compensated algorithm. From Algorithm 2, we have
|b¯(n)0 − p(t)| = |(bˆ(n)0 ⊕ err bˆ(n)0 )− p(t)|
= |(1+ δ)(bˆ(n)0 + err b(n)0 − err b(n)0 + err bˆ(n)0 )− p(t)|.
Using (18) and |δ| ≤ u, we obtain
|b¯(n)0 − p(t)| ≤ u|p(t)| + (1+ u)|err b(n)0 − err bˆ(n)0 |. (22)
Now, our purpose is to get the bound of |err b(n)0 − err bˆ(n)0 |. First of all, we express the de Casteljau algorithm in matricial
form. Let b(j) = (b(j)0 · · · b(j)n−j)T be the vector value obtained after j steps by the de Casteljau algorithm, then
b(j) = Uj−1b(j−1) = Uj−1 · · ·U0b(0), (23)
where Uj is the (n− j)× (n− j+ 1)matrix of the form
Uj =

1− t t 0 · · · · · · 0
0 1− t t . . . ...
...
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . . 0
0 · · · · · · 0 1− t t
 ,
for j = 0, . . . , n− 1. When j = n, we let Un = 1.
Theorem 4. Consider the computed result err bˆ(n)0 of Algorithm 2 and the theoretical result err b
(n)
0 from (19), if no underflow
occurs and n ≥ 2, then
|err b(n)0 − err bˆ(n)0 | ≤ 2γ3n+1γ3(n−1)
n∑
i=0
|bi|Bi,n(t). (24)
Proof. Let us first prove that
|err b(n)0 − err bˆ(n)0 | ≤ γ3n+1
n∑
j=1
n−j∑
i=0
W (j)i Bi,n−j(t).
W (j)i = |pi (j)i | + |σ (j)i | + |β(j)i | + |bˆ(j−1)i ||ρ|.
(25)
We express (19) in matricial form
err b(j+1) = Ujerr b(j) + w(j), (26)
where err b(j) = (err b(j)0 · · · err b(j)n−j)T and w(j) = (w(j)0 · · ·w(j)n−j)T . Taking into account that err b(0) = (0, . . . , 0)T , we can
write
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err b(n) =
n−1∏
i=0
Uierr b(0) +
n∑
j=1
(
n∏
i=j
Ui
)
w(j) =
n∑
j=1
(
n∏
i=j
Ui
)
w(j), (27)
that is
err b(n)0 =
n∑
j=1
n−j∑
i=0
w
(j)
i Bi,n−j(t). (28)
In numerical computation, according to Theorem 1, it is obvious that rˆ = r(1+ ε), |ε| ≤ u. Then from Algorithm 2 and
the properties of floating point arithmetic, we have
err bˆ(j)i = err bˆ(j−1)i ⊗ rˆ ⊕ (err bˆ(j−1)i+1 ⊗ t ⊕ wˆ(j)i )
= err bˆ(j−1)i r(1+ θ3)+ err bˆ(j−1)i+1 t(1+ θ3)+ wˆ(j)i (1+ θ1),
and in matricial form
err bˆ(j) = Uj−1err bˆ(j−1)(1+ θ3)+ wˆ(j)(1+ θ1). (29)
Due to err bˆ(0) = (0, . . . , 0)T , we can obtain
err bˆ(n)0 =
n−1∏
i=0
Uierr b(0)(1+ θ3n)+
n∑
j=1
(
n∏
i=j
Ui
)
wˆ(j)(1+ θ3(n−j)+1) (30)
=
n∑
j=1
(
n∏
i=j
Ui
)
wˆ(j)(1+ θ3(n−j)+1)
=
n∑
j=1
n−j∑
i=0
wˆ
(j)
i (1+ θ3(n−j)+1)Bi,n−j(t). (31)
Since
wˆ
(j)
i = pi (j)i ⊕ σ (j)i ⊕ β(j)i ⊕ bˆ(j−1)i ⊗ ρ
= pi (j)i (1+ θ3)+ σ (j)i (1+ θ3)+ β(j)i (1+ θ2)+ bˆ(j−1)i ρ(1+ θ2), (32)
by (31), (32) and (28), we deduce
err bˆ(n)0 = err bn0 +
n∑
j=1
n−j∑
i=0
[(pi (j)i + σ (j)i )θ3(n−j)+4 + (β(j)i + bˆ(j−1)i ρ)θ3(n−j)+3]Bi,n−j(t).
Therefore
|err b(n)0 − err bˆ(n)0 | ≤ γ3n+1
n∑
j=1
n−j∑
i=0
(|pi (j)i | + |σ (j)i | + |β(j)i | + |bˆ(j−1)i ||ρ|)Bi,n−j(t).
Next, let us prove
n∑
j=1
n−j∑
i=0
W (j)i Bi,n−j(t) ≤ 2γ3(n−1)
n∑
i=0
|bi|Bi,n(t),
W (j)i = |pi (j)i | + |σ (j)i | + |β(j)i | + |bˆ(j−1)i ||ρ|.
(33)
From Theorem 1, we can obtain
|ρ| ≤ u|r| and |rˆ| ≤ |r|(1+ u), (34)
|pi (j)i | ≤ u|bˆ(j−1)i rˆ| ≤ (u+ u2)|bˆ(j−1)i ||r|, (35)
|σ (j)i | ≤ u|bˆ(j−1)i+1 t|, (36)
|β(j)i | ≤ u|bˆ(j−1)i rˆ + bˆ(j−1)i+1 t − pi (j)i − β(j)i |
≤ (u+ 2u2 + u3)|bˆ(j−1)i ||r| + (u+ u2)|bˆ(j−1)i+1 ||t|. (37)
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From (34)–(37), we derive
W (j)i ≤ 3u(|bˆ(j−1)i ||r| + |bˆ(j−1)i+1 ||t|) (38)
then we have
n−j∑
i=0
W (j)i Bi,n−j(t) ≤ 3u
n−j∑
i=0
(|bˆ(j−1)i ||r| + |bˆ(j−1)i+1 ||t|)Bi,n−j(t). (39)
Since t ∈ [0, 1] and r = 1− t , we have r, t ≥ 0, then by the recurrence relation of Bernstein polynomial (21), we deduce
n−j∑
i=0
(|bˆ(j−1)i ||r| + |bˆ(j−1)i+1 ||t|)Bi,n−j(t) = |bˆ(j−1)0 |(1− t)B0,n−j(t)+
n−j∑
i=1
|bˆ(j−1)i |(1− t)Bi,n−j
+
n−j∑
i=1
|bˆ(j−1)i |tBi−1,n−j(t)+ |bˆ(j−1)n−j+1|tBn−j,n−j(t)
= |bˆ(j−1)0 |B0,n−j+1 +
n−j∑
i=1
|bˆ(j−1)i |Bi,n−j+1(t)+ |bˆ(j−1)n−j+1|Bn−j+1,n−j+1(t)
=
n−j+1∑
i=0
|bˆ(j−1)i |Bi,n−j+1(t). (40)
Similar to (23),
bˆ(j) = Vj−1 · · · V0bˆ(0)(1+ θ2j) (41)
is obtained from [1]. (It must be noticed that [1] assumes that there is no round-off error generated by the evaluation of
r = 1− t . See [1] p. 46 for details). Here Vj is the (n− j)× (n− j+ 1)matrix of the form
Vj =

rˆ t 0 · · · · · · 0
0 rˆ t
. . .
...
...
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . . 0
0 · · · · · · 0 rˆ t
 ,
for j = 0, . . . , n − 1. When j = n, we let Vn = 1. Since |rˆ| < (1 + u)|r| and r , t , and rˆ ≥ 0, we have Vj ≤ (1 + u)Uj. Thus
from (41) we can obtain
|bˆ(j)| ≤ (1+ u)j(1+ γ2j)|b(j)|. (42)
With the properties (2) and (5) of floating point arithmetic in Section 2, we obtain (1+ u)j(1+ γ2j) ≤ (1+ γ3j). Therefore,
according to 1 ≤ j ≤ n, we have
n−j+1∑
i=0
|bˆ(j−1)i |Bi,n−j+1(t) ≤ (1+ γ3(n−1))
n−j+1∑
i=0
|b(j−1)i |Bi,n−j+1(t). (43)
Applying Lemma 1, we deduce
n−j+1∑
i=0
|bˆ(j−1)i |Bi,n−j+1(t) ≤ (1+ γ3(n−1))
n∑
i=0
|bi|Bi,n(t). (44)
From (39), (40) and (44) we obtain
n∑
j=1
n−j∑
i=0
W (j)i Bi,n−j(t) ≤ 3nu(1+ γ3(n−1))
n∑
i=0
|bi|Bi,n(t).
Taking into account 3(n−1)u(1+γ3(n−1)) = γ3(n−1) and n ≥ 2, we obtain 3nu(1+γ3(n−1)) ≤ 2γ3(n−1), then we can deduce
(33).
Finally, from (25) and (33), we can finally derive (24). 
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Theorem 5. Let p(t) be a polynomial in Bernstein form (1) and p¯(t) be computed by Algorithm 2. If t ∈ [0, 1] and n ≥ 2, then
|p(t)− p¯(t)|
|p(t)| ≤ u+ 2γ
2
3ncond(p, t). (45)
Proof. From (22) and Theorem 4, we have
|b¯(n)0 − p(t)| ≤ u|p(t)| + 2(1+ u)γ3n+1γ3(n−1)
n∑
i=0
|bi|Bi,n(t).
Since (1+ u)γ3(n−1) ≤ γ3n−2, γ3n+1γ3n−2 ≤ γ 23n and b¯(n)0 = p¯(t), we can deduce
|p¯(t)− p(t)| ≤ u|p(t)| + 2γ 23n
n∑
i=0
|bi|Bi,n(t). (46)
Using the condition number (10) of polynomial evaluation, we can obtain (45). 
From the Theorem 5, we can observe that, if 2γ 23ncond(p, t) < u, the relative error of the result computed by Algorithm 2
is bounded by the constant value u. It is obvious that our error bound is lower than that in Theorem 2. Meanwhile, formula
(5) can be easily deduced from Theorem 5 and it illustrates that the computed value is as accurate as the result computed
by the de Casteljau algorithm with twice working precision and then rounded to the working precision.
4. Compensated algorithm for evaluation of the first derivative
In this section we apply the scheme described in the previous section to obtain a compensated algorithm for evaluation
of the first derivative of the polynomial in Bernstein form (2). Its forward error bound is also performed.
In the extended de Casteljau algorithm (Remark 1), round-off errors exist in the following parts: firstly the calculation
of the coefficients 4bi and r = 1 − t could generate round-off errors; next most of errors come from the evaluation of
the polynomial with the coefficients 4bi of degree n − 1 by the de Casteljau algorithm; finally, the cancelation occurs in
multiplication by the factor n. The previous discussion yields the following algorithm.
Algorithm 3. Compensated algorithm for the first derivative evaluation
function res = CompdeCasteljauDer(p, t)
[rˆ, ρ] = TwoSum(1,−t)
for i = 0 : 1 : n− 1
[4bˆ(0)i , ϕi] = TwoSum(bi+1,−bi)
err4bˆ(0)i = ϕi
end
for j = 1 : 1 : n− 1
for i = 0 : 1 : n− 1− j
[s,4pi (j)i ] = TwoProd (4bˆ(j−1)i , rˆ)
[v,4σ (j)i ] = TwoProd(4bˆ(j−1)i+1 , t)
[4bˆ(j)i ,4β(j)i ] = TwoSum(s, v)
4wˆ(j)i = 4pi (j)i ⊕4σ (j)i ⊕4β(j)i ⊕4bˆ(j−1)i ⊗ ρ
err4bˆ(j)i = err4bˆ(j−1)i ⊗ rˆ ⊕ (err4bˆ(j−1)i+1 ⊗ t ⊕4wˆ(j)i )
end
end
4b¯(n−1)0 = 4bˆ(n−1)0 ⊕ err4bˆ(n−1)0
res = 4b¯(n−1)0 ⊗ n
The principle of Algorithm 3 resembles that of Algorithm 2. There is a difference between the initial values of the noted
errors, that is err b(0)i = 0 and err4b(0)i = ϕi.
The next theorem provides the forward error bound of Algorithm 3. It is observed that the bound is similar to the known
error bound (46) of polynomial evaluation in Theorem 5.
Theorem 6. Let p(t) be a polynomial in Bernstein form (1) and p′(t) = n∑n−1i=0 4biBi,n−1 (2). We compute p¯′(t) by Algorithm 3.
If t ∈ [0, 1] and n ≥ 3, then
|p¯′(t)− p′(t)| ≤ γ2|p′(t)| + 2γ 23(n−1)n
n−1∑
i=0
|4bi|Bi,n−1(t). (47)
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Proof. For each i and j, let
err4b(j)i +4bˆ(j)i = 4b(j)i . (48)
Referring to (27) in Theorem 4, we have
err4b(n−1)0 =
n−1∑
j=1
n−1−j∑
i=0
4w(j)i Bi,n−1−j(t)+
n−1∑
i=0
ϕiBi,n−1(t) (49)
where4w(j)i = 4pi (j)i +4σ (j)i +4β(j)i +4bˆ(j−1)i ρ and ϕi = err4bˆ(0)i = err4b(0)i .
Also similar to (30), there exists
err4bˆ(n−1)0 =
n−1∑
j=1
n−1−j∑
i=0
[(4pi (j)i +4σ (j)i )(1+ θ3(n−1−j)+4)+ (4β(j)i +4bˆ(j−1)i ρ)(1+ θ3(n−1−j)+3)]Bi,n−1−j(t)
+
n−1∑
i=0
ϕi(1+ θ3(n−1))Bi,n−1(t). (50)
We can deduce from (49) and (50) that
|err4bˆ(n−1)0 − err4b(n−1)0 | ≤ γ3(n−1)+1
[
n−1∑
j=1
n−1−j∑
i=0
|4pi (j)i | + |4σ (j)i |
+ |4β(j)i | + |4bˆ(j−1)i ||ρ|Bi,n−1−j(t)+
n−1∑
i=0
|ϕi|Bi,n−1(t)
]
. (51)
From Theorem 1, we get |ϕi| ≤ u|4bi|. Then taking into account (33), we derive that
|err4bˆ(n−1)0 − err4b(n−1)0 | ≤ γ3(n−1)+1(2γ3(n−2) + u)
n−1∑
i=0
|4bi|Bi,n(t). (52)
For the expanded de Casteljau algorithm (Remark 1), we know n × 4b(n−1)0 = p′(t). Meanwhile, we can derive, by
err4b(n−1)0 +4bˆ(n−1)0 = 4b(n−1)0 (see (48)), that
p¯′(t) = n⊗ (4bˆ(n−1)0 ⊕ err4bˆ(n−1)0 )
= n× (4bˆ(n−1)0 + err4bˆ(n−1)0 )(1+ θ2)
= n× (4bˆ(n−1)0 + err4b(n−1)0 − err4b(n−1)0 + err4bˆ(n−1)0 )(1+ θ2)
= [p′(t)+ n(err4bˆ(n−1)0 − err4b(n−1)0 )](1+ θ2).
Hence, the forward error bound of Algorithm 3 is
|p¯′(t)− p′(t)| ≤ γ2|p′(t)| + (1+ γ2)n|err4bˆ(n−1)0 − err4b(n−1)0 |. (53)
Applying (52), we deduce that
|p¯′(t)− p′(t)| ≤ γ2|p′(t)| + (1+ γ2)γ3n−2(2γ3(n−2) + u)n
n−1∑
i=0
|4bi|Bi,n(t). (54)
Since (1+γ2)u = γ2/2 ≤ 2γ2, by the property (4) of floating point arithmetic in Section 2,we get (1+γ2)(2γ3(n−2)+u) ≤
2γ3n−4. According to γ3n−2γ3n−4 ≤ γ 23(n−1), finally we can get the result (47). 
Using the condition number (10), we interpret Theorem 6 in the following way:
|p¯′(t)− p′(t)|
|p′(t)| ≤ γ2 + 2γ
2
3(n−1)cond(p
′, t), (55)
where
cond(p′, t) =
n−1∑
i=0
|4bi|Bi,n−1(t)∣∣∣∣n−1∑
i=0
4biBi,n−1(t)
∣∣∣∣ . (56)
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Fig. 1. Evaluation of p(t) = (t − 0.75)7(t − 1) and its first derivative in the neighborhood of its multiple root 0.75.
Formula (6) follows taking into account that γ2 = 2u + O(u2). Obviously, our error bound is much lower than that
in Theorem 3. We can affirm that Algorithm 3 can yield a nearly full precision result as long as the condition number
cond(p′, t) ≤ γ2/2γ 23(n−1) ≈ 1/9(n− 1)2u.
5. Numerical experiments
All our experiments are performed using IEEE-754 double precision with MATLAB 7.0. As problem we consider the
evaluation in the neighborhood of its multiple root 0.75 of p(t) = (t − 0.75)7(t − 1), written in Bernstein form. In order
to compute the relative error, we use the Symbolic Toolbox to accurately evaluate the polynomial and its first derivative.
The conversion algorithm from power series representation into Bernstein representation is obtained in [14]. The reason of
choosing p(t) = (t − 0.75)7(t − 1) is that the transformation doesn’t generate round-off error, which can be proved by
symbolic methods.
Fig. 1 presents the evaluation for 400 equally spaced points in the interval [0.74995, 0.75005]with the six algorithms. The
de Casteljau algorithm (Algorithm 1) and CompdeCasteljau algorithm (Algorithm 2) evaluate the polynomial in Bernstein
form (left). Horner and CompHorner algorithms (see [4] formore details) give the evaluations of the polynomial inmonomial
basis (center). De CasteljauDer algorithm is the expand de Casteljau algorithm (Remark 1) for the first derivative evaluation
of a polynomial in Bernstein form. We show the evaluations of the polynomial’s first derivative with the de CasteljauDer
algorithm and the CompdeCasteljauDer algorithm (Algorithm 3) on Fig. 1 (right). It is clear that our algorithms (Algorithms 2
and 3) givemuchmore smooth drawing than the original de Casteljau algorithmandde CasteljauDer algorithm, respectively.
Ref. [1] has illustrated the fact that de Casteljau algorithm has better stability properties than the Horner algorithm,
analogically we observe that our compensated de Casteljau algorithm is also more stable than the CompHorner algorithm.
In the next experiment, we focus on the forward error bound of our compensated de Casteljau algorithm. From the
condition number (10), we notice that the closer the argument is to the root, the more ill-conditioned the evaluation is.
Therefore, we evaluate the Bernstein form of polynomial p(t) = (t − 0.75)7(t − 1) at the floating point entries generated
by formula t = 0.75 − (1.3)(i−45), for i = 40 : −1 : 1. Results are reported on Fig. 2. As we can see, the compensated de
Casteljau algorithm exhibits the expected behavior. When the condition number is smaller than 1/u, the relative error of
Algorithm 2 is equal to or smaller than u. This relative error increases linearly for the condition number between 1/u and
1/u2. The forward error bounds of Algorithms 1 and 2 (see (8) and (45), respectively) are shown on Fig. 2.
Analogous results are reported on Fig. 3 for the evaluation of the first derivative of the polynomial in Bernstein form. Here
the generation formula of the floating point entries is changed to t = 0.75− (1.37)(i−45), for i = 40 : −1 : 1 for the scope
of the condition number. The forward error bounds of the de CasteljauDer algorithm (see Theorem 3 and from Theorem 5
in [3], we easily obtain that the forward error bound is γ2ncond(p′, t)) and Algorithm 3 (see (47)) are illustrated.
Finally, we compare the floating point operations of our compensated algorithms with those of the original algorithms
using double–double arithmetic. The de Casteljau algorithm and the de CasteljauDer algorithm need 1.5n2 + 1.5n + 1
and 1.5n2 − 0.5n + 1 flops, respectively. As we know, TwoSum requires 6 flops and TwoProd requires 17 flops, then
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Fig. 2. Accuracy of evaluation of p(t) = (t − 0.75)7(t − 1) represented in Bernstein form with respect to the condition number.
Fig. 3. Accuracy of the first derivative evaluation of p(t) = (t − 0.75)7(t − 1) represented in Bernstein form with respect to the condition number.
it is easy to obtain that Algorithm 2 requires 24n2 + 24n + 7 flops and Algorithm 3 needs 24n2 − 18n + 8 flops. We
denote the original de Casteljau and de CasteljauDer algorithms with the double–double format by DDdeCasteljau and
DDdeCasteljauDer algorithms, respectively. Since the double–double addition andmultiplication algorithms require 20 and
25 flops (see [15] p. 28), the required floating point operations of DDdeCasteljau and DDdeCasteljauDer algorithms are
35n2+35n+20 and 35n2−15n+25. For every new proposed algorithm, wemeasure the ratio of its required flop over that
of the original algorithms.We display the results with respect to the polynomial with degree varying from 4 to 100 on Fig. 4.
From Fig. 4 we observe that the compensated algorithms require approximate 16 times flop than the original algorithms.
Meanwhile, the algorithms with double–double format need nearly 23 times flop than the original algorithms. Therefore,
we affirm that our compensated algorithms are as accurate as the original algorithms with double–double format but only
require 70% of the floating point operations of these algorithms.
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Fig. 4. The ratios of the floating point operations of the compensated algorithms and the original algorithms with double–double format over those of the
original algorithms.
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