In this paper we analyze the impact of memory hierarchies on time-energy trade-off in parallel computations. Contemporary computing systems have deep memory hierarchies with significantly different speeds and power consumptions. This results in nonlinear phenomena in the processing time and energy usage emerging when the size of the computation is growing. In this paper the nonlinear dependence of the time and energy on the size of the solved problem is formalized and verified using measurements in practical computer systems. Then it is applied to formulate a problem of minimum time and minimum energy scheduling parallel processing of divisible loads. Divisible load theory is a scheduling and performance model of data-parallel applications. Mathematical programming is exploited to solve the scheduling problem. A trade-off between energy and schedule length is analyzed and again nonlinear relationships between these two criteria are observed. Further performance analysis reveals that energy consumption and schedule length are ruled by a complex 
Introduction
Moving end-user information services, scientific computations, data storage and processing to the cloud is a very active trend in the current information technology. Huge datacenters hosting thousands of servers are the driving force behind the cloud metaphor. Similarly to the heavenly clouds which have considerable size and weight, the compute-cloud has non-negligible cost and environmental footprint. Datacenter energy consumption is a key determinant of the cost of running the compute-cloud. Thus, limiting datacenter energy consumption is a must to curb operational costs and to meet the requirements of environmentallyfriendly computing. Furthermore, power grids have their limitations which restrict the further growth of the datacenters [16, 21, 22] . Not only 'big iron' datacenters are affected by energy limitations. Energy consumption is a significant aspect also in the lightweight end of the computer systems spectrum: in mobile devices, sensor networks, and in aerospace applications.
Energy savings may be obtained by commissioning new hardware, refactoring software, but also by effective planning and scheduling of the computations. This results in increasing interest in energyefficient scheduling of machines at the grid level [10, 31, 33] . Proper planning is especially important in the distributed case because communications and computations must be coordinated to avoid wasting energy in idle machines. What is more, some machines may be in energy-saving modes, such as suspension to disk (hibernation), so it is costly to start them. Situation becomes even more complicated if we take into account the fact that computer systems have deep memory hierarchies with significant differences in speed and power consumption. Then, we have a number of design dilemmas and questions. For example, should the work be done on a given set of machines with the higher cost of using slower memory, or on a larger number of machines at the cost of powering them on? What is the trade-off between energy and schedule length? How does this trade-off change if the number of machines, problem size, speed of storage change? Note that energy and time of computation, communication, machine activation cannot be considered separately because savings achieved in one dimension of scheduling may expose deficiencies or bottlenecks elsewhere [7] .
In this paper we analyze scheduling parallel computations in systems with hierarchical memory. Although memory hierarchy is present in almost all current computing systems, it is rarely taken into account in scheduling or energy considerations. We assume two memory levels: for on-core and for outof-core computations. Each memory level has different speed and electric power consumption which results in nonlinear dependencies between computation time, energy consumption and memory usage. The dependencies are formalized and empirically validated. Then a problem of scheduling computations on a distributed system with hierarchical memory is formulated. Time and energy costs of communication and machine activation are taken into account. Parallel computations are represented as divisible loads. Divisible load theory (DLT) [6, 12, 17] has been developed to schedule and analyze performance of data-parallel (i.e. Big Data) computations in distributed systems. Thus, the methodology of DLT is well suited to represent, e.g., cloud-oriented batch processing operations.
DLT is further introduced in Section 2. Note that in our problem we have two criteria: schedule length (makespan) and energy which makes the problem effectively bicriterial. It can be expected that a tradeoff between these two criteria may arise and schedule length may be shortened at the cost of higher energy consumption. The scheduling problem is formulated as a mathematical program minimizing one criterion subject to a limit on the other criterion. In order to address the questions risen above we evaluate by simulation the changes in the time-energy trade-off under varying problem size, system size, speeds and power usage. The key contributions of this paper can be summarized as follows: -A new model of energy-aware parallel computation with memory hierarchy suitable for the compute-cloud is proposed. -The assumptions in the model are verified experimentally. -Time-energy performance trade-off under varying system and application parameters is studied to discover existing relationships and bottlenecks.
The organization of the paper is the following. In the next section we discuss related research on the considered subject. In Section 3 we introduce a mathematical model of the time and energy dependence on the computation size, and report on the experiments conducted to verify this model. The problem of scheduling divisible computations under energy limitations is formulated in Section 4. Section 5 is dedicated to a detailed delineation of energy and time relationships arising as a result of interactions between on-core, out-of-core computations, communications, idle waiting and machine activation costs. In Section 6 we give a broader view of the impact of the system and application parameters on time and energy performance of parallel computations. The final conclusions are drawn in Section 7. The notation used through the paper is summarized in Table 2 .
Related Work
In this section we report on issues immediately related to our study: hierarchical memory performance, out-of-core computations, and divisible load theory (DLT).
Almost all contemporary computer systems use hierarchical memory to deal with the disparity of CPU and storage speeds. Memory hierarchy may include the following levels:
1. CPU registers, 2. CPU cache levels L1, L2, L3 and even L4, 3. Random Access Memory a.k.a. core memory (often acting as a cache for lower memory levels), 4. Solid State Drives (also acting as a cache of HDD [18] ), 5. Hard Disk Drives (also acting as a cache for remote storage), 6. network storage (e.g. NAS using AoE, FCoE, NFS, SMB, and similar), 7. tape, optical devices and other forms of long-term storage.
When we go down the hierarchy, from CPU registers to the external storage, several things change: Capacity increases while time performance decreases. Usually time performance deteriorates both in terms of latency and throughput. The size per storage device increases and price per storage unit (e.g. GB) decreases while moving down the list. The last two issues play more of a key role when designing datacenters rather than in scheduling parallel applications. Things get more complicated if one includes in this scheme the memory of modern graphics cards [27] . Introducing new forms of fast storage, such as SSD, between RAM and HDD, shifts the balance in time and energy costs between the I/O software stack and hardware. Since the intermediate SSD storage is faster, the I/O operations are called more often thus exposing the computational costs of the I/O software stack [39] . Such complex interactions lead to counterintuitive conclusions (cf. "Software Considered Harmful" in [39] ). It demonstrates that a deeper study of the impact of changing system parameters on time and energy performance is needed. Memory architecture is a broad research and engineering field certainly exceeding the scope of this paper. Interested readers may find further details, e.g., in [18, 32, 38] . In this paper we focus on data-parallel applications processing volumes of data in the order of GBytes and bigger. Such computations run for minutes and longer. Therefore, instruction level parallelism corresponding with operations at memory levels 1 and 2 does not conform with the level of abstraction considered here. Contrarily, it makes a great difference whether the computations are performed in the core memory (i.e. in RAM) or with the use of the external storage. Hence, in the further considerations we will distinguish just two types of computation: at memory levels 1-3 in the above classification which will be conventionally called on-core processing, as opposed to the operations involving also levels 4 and upper which will be conventionally called out-of-core processing. It is obviously advantageous to perform computations with data entirely stored in RAM compared to the use of external storage. However, since fast memory levels, such as RAM, are always scarce it is sometimes unavoidable to conduct computations with the use of external storage. Thus, out-of-core computations come in handy: they are slower, but more data can be processed.
Research on out-of-core computations considers specialized algorithms, dedicated data partitioning and data access scheduling, recently also with the use of GPU platforms [2, 36] . One essential out-of-core application is sorting big volumes of data [20, 23, 41] . Furthermore, sorting is a key component of the MapReduce distributed processing paradigm [9, 40] . Thus, MapReduce applications performing numerous operations on external storage in text, measurement, image processing, machine learning, and simulation can be considered, broadly speaking, out-of-core computations [24, 26] . Another type of application typically performing computations on many levels of memory are database management systems. Not surprisingly the technology of MapReduce is becoming a component of the NoSQL databases [4, 11, 30] . Rarely in the context of scheduling and performance tuning in such applications is a balance between the on-core and out-of-core computations searched. A recent trend in cloud computing, DBMSes and MapReduce applications, is to fit all the data in RAM [42] . On the one hand it is a reasonable tendency, on the other hand coercing data and code to fit in RAM may have a big price exceeding the costs of the economical use of external storage. It may also be impractical with large volumes of data. Thus, a second trend can be observed of proposing solutions using RAM as a framework for greater amounts of data stored on lower levels of hierarchy, and doing so transparently from the point of view of the applications [28] . This way computations fluently go out-of-core. In this paper we explore options for finding an optimum balance in partitioning the data and computations between the two main memory levels and we will show (Section 6) that putting everything in RAM is not always the best option.
Divisible Load Theory (DLT) is a paradigm of scheduling and modeling data-parallel computations. A central assumption of DLT paradigm is that the computation consists in processing big volumes of data (here called load) which can be partitioned into parts of arbitrary sizes to be processed independently in parallel. In other words, it means that grains of data are small enough in relation to the whole data volume to allow almost continuous partitioning of the input volume. Moreover, the grains are mutually independent which allows for parallel processing without precedence constraints. DLT was introduced independently in [3] to schedule distributed parallel computations and in [8] to plan distribution of computations and communications in a network of intelligent sensors. In the following years DLT proliferated in many directions to cover various interconnection topologies, alternative communication and computation scheduling strategies, systems with flat memory, time-dependent machine availability or speed. DLT is a valuable scheduling and performance modeling instrument because its assumptions are detailed enough to incorporate many important features of real systems, but at the same time DLT is general enough to allow both flexible analytical modeling and low complexity solutions. Due to space limitations we direct readers interested in the research on DLT to the surveys [6, 12, 17, 34, 35] . As the DLT model is based on a few simple assumptions, its accuracy has been tested in studies [3, 14, 25] . The difference between the model and reality was in the range of 1 % and better. Recent papers confirm the utility of DLT in cloud computing [1, 19] and MapReduce [5] .
Energy performance studies in DLT emerged relatively recently. Energy can be modeled as some form of cost. Scheduling DLT for minimum costs of computation has been analyzed in [29, 37] . Scheduling divisible loads for minimum schedule length and cost in general has been studied as a bicriterial optimization problem in [37] . In order to grasp the relationships guiding energy consumption in divisible computations the connections between system and application parameters in determining energy usage were represented as two-dimensional maps in [13] . With respect to memory hierarchy, [15] is the only paper considering scheduling divisible computations. In this paper we depart from the assumptions of the earlier research. Firstly, we focus on the specific cost of energy, which has several consequences: Machines may wait in several types of energy-saving modes. Waking a machine up incurs costs both in time and in energy. Though startup times are not new in DLT [12] , not all papers take them into account. Initial energy costs are a new component in divisible load scheduling. Secondly, we consider hierarchical memory which introduces a nonlinear dependence of time and energy consumption on the size of the processed load. In the following section we present our model in more detail.
Timing and Energy Use Model
The size of used data structures impacts the speed of processing and energy consumption. External storage is much slower than RAM and out-of-core processing takes much longer time. Simultaneously, energy use is much greater. There is a simple explanation of this phenomenon. When a computer is woken up and idly waiting, conducting no computations, it is utilizing some amount of idle state power which will be denoted P I (even as much as 80-100W [31] ). In such a situation the utilization of the CPU is close to 0 %. When computing on data that fits entirely in RAM, CPU utilization goes close to 100 % while using running power P R (more than 140W). If the problem size exceeds the available memory, computations get much slower because the external storage cannot keep up with the transfer rate of RAM. The CPU must wait, and its utilization decreases while power consumption becomes closer to P I . However, computer systems are not energy-proportional. Although CPU utilization drops from nearly 100 % to nearly 0 %, power consumption does not drop proportionally; it only decreases toward P I which is far from zero. Although the CPU may be using slightly less power in the out-of-core computation mode the savings are not proportionate to the decrease of computing speed. Consequently, energy consumption significantly grows. A turning point of switching between two levels of power consumption is the size of RAM memory.
To support our assumptions on time and energy consumption in systems with memory hierarchy, we made a series of experiments with several computer architectures and applications. Using a DW-6090 Power Analyzer we were measuring energy consumption for growing problem sizes up to definitely exceeding RAM memory size. Example results are shown in Fig. 1 . Details of the system configuration are shown in Table 1 as the first computer configuration. The shapes of the relationships for the other two machines are the same. Similar dependence of time on load size was reported in [15] . We observed that energy consumption and time can be modeled by linear functions of load sizes: one for loads smaller than available core memory and the second for loads exceeding it. This can be seen in Fig. 1 for systems with 512MB and 1024MB RAM. So for some computer M i we have relationships for time and energy, respectively:
where α i is the size of the load processed by M i . Let us now discuss the meaning of the parameters in these functions on the example of the computation time equation (1) . There are two linear functions in (1) representing proportional growth of the execution time with the increasing problem size α i . Parameters a 0 and a represent the angle of the lines; a is greater than a 0 and hence its line is steeper. This is because in the area of out-of-core computations, more time is necessary to process the same portion of the load. Parameter a 0 can be called the on-core computing rate (1/throughput, in seconds per megabyte), while a and b together define the out-of-core computing time. The b parameter decides that both lines will cross in the point where problem size exceeds available memory, so that the out-of-core takes over. Consequently, the value of b is negative. The same applies to the energy use model. Parameters k 0 and k (in Joules per megabyte) with l (in Joules) define energy costs. The values of b and l in equations (1), (2) are linked by RAM size of the machine. Precisely,
where ρ is the size of RAM available for the data. Hence, the value of k 0 is connected with a 0 as well as k with a. Faster computations mean shorter time and lower energy consumption. A reverse connection not necessarily exists. For example, we could imagine two generations of processors, with the same speed, but the latter being more energy-efficient. Thus, for both of them, the values of a 0 representing speed would be the same; however values of k 0 representing energy usage would differ.
In Table 1 we present example values of a 0 , a, k 0 , k obtained by linear regression on the measured data presented in Fig. 1 . By no means are they any ultimate values, as they change with machine and application. Still we chose different hardware configurations to discuss how these values work. As we see machine 2 is faster than machine 1 both in on-core computations and in out-of-core computations, because lower a 0 or a mean shorter processing time. However, this comes at a cost and machine 2 is less energy-efficient in outof-core computations: bigger k means more energy used. This is a result of generally higher power usage of this machine, since waiting for HDD in out-of-core computations is costly. For a comparison at position 3 we present faster disk storage; here HDD was replaced by SDD. The improvement in speed and energy efficiency of out-of-core computations is easily noticeable. As always this comes at some cost. With SDD it is the cost of equipment and its faster wearing off. The values of b, l can be calculated from the data in Table 1 by the fact that the out-of-core and on-core lines cross at ρ which is the size of RAM available for data.
Mathematical Model and Solution Procedure
In this section we formulate a problem of time-and energy-efficient scheduling of divisible loads in systems with hierarchical memory. The notation used through the paper is summarized in Table 2 . We assume that there is a load of size V to be processed on m homogeneous machines. We will be looking for the shortest processing time T subject to the lowest possible energy E.
The time schedule of communications and computations is shown in Fig. 2a important element of the DLT model, because without it, an arbitrary number of processors may be activated, which is unrealistic [6, 12] . When the transfer of a chunk of load to machine M i is finished, M i starts processing it, while the originator activates machine M i+1 in order to send load α i+1 to it. The procedure is repeated until starting computations on all m processors. It is often assumed in DLT that the time of returning results is negligible. With such an assumption it can be shown [6, 8, 34] [6, 8, 12, 34] . For intelligibility of the further analysis such alternative communication and computation strategies are not considered.
It is assumed that a machine can be in one of four states: idle (I ), starting up (S), networking (N) or running, i.e. performing computations (R). With these states power consumption rates P I , P S , P N , P R and durations t I i , t S , t N i , t R i are connected, respectively. As these states might be of complicated nature, we assume that the powers are averages well representing the on-going processes, so that the product of power consumption and time gives overall energy usage E X = t X P X , where X represents one of the states: I, S, N, R. Startup time t S is the time a machine needs to wake up from idle and become operational, i.e. start networking or computations. The value of t S is equal for all machines. What is called idle here can represent various states in reality. Firstly, the machine can be turned off or hibernated to HDD and waiting for a signal to boot up. The corresponding P I value will be the lowest, possibly a few Watts, but the startup time will be the longest one, even up to dozens of seconds depending on the software to be loaded. Secondly, the machine can be suspended to RAM, then the startup time will be at the level of seconds, but the power consumption will be around several dozens of Watts. Finally, the machine can be on and waiting to start operating on a new task within a second, but the idle power rate will be up to 100W.
The energy consumed by machine M i can be calculated as:
The running energy E R i depends on the size of assigned load α i as determined by equation (2) . As the communication rate is C, the total communication time is calculated as t N i = Cα i and energy as E N i = P N Cα i . If some machines are not used in the schedule, their loads are α i = 0 so in effect E N i = 0 and E R i = 0. However, we need a binary decision variable x i indicating whether machine i is used in the schedule. Thus, the energy consumed in the startup is E S i = x i t S P S . The idle time can be calculated from the length of the schedule T and the remaining three times t I i = T − t S x i − Cα i − t R i . Hence, we get:
Energy E 0 consumed by the originator M 0 is calculated differently. It uses power P N when other machines are starting up or during communication and the originator goes idle when all the load is distributed. The originator cannot go idle when some other machine is waking up, because this would require some wake up time from him too. Including this into the model complicates it beyond any precision gained with such an addition. Thus, we get:
Considering that (4) can be transformed to a more convenient form: 
The problem of time-and energy-efficient scheduling can be formulated as an integer linear programming model for minimizing schedule length:
or for the minimization of energy consumed:
where T is some limit on makespan. In both cases, it is further required that:
In the above formulations, the sum of all load chunk sizes must be equal to the whole load (10) . Inequality (11) (11) is an implicit equivalent of the optimality criterion used in DLT. Equation (12) (14) energy E necessary for that schedule is calculated from (7) . When minimizing the energy usage with the objective function (9), and constraints (10)-(14) schedule length T have to be given, as we cannot perform direct bicriterial optimization with the above formulation.
Time-Energy Trade-off in Close-up
In our model we have a set of 12 parameters: V , C, t S , P S , P I , P N , k 0 , k, a 0 , a, size of the RAM indirectly represented by l and b, and machine number m. Testing all relations between all possible values of these parameters is not doable in the limited space of this paper. Thus, we decided to stick to the analysis of the relationships between schedule length and energy consumption. In the following charts all parameters have fixed values except for m and one parameter the impact of which will be analyzed. With that setting we generate a series of (T , E) values using increasing number of available machines. A guide to the analyzed parameter ranges is given in Table 3 . Now let us discuss shortly the default values we used in our analysis. The units used are seconds, MegaBytes, Watts. The size of the load V = 10000 is 10GB. The value of C = 0.006 means that 1MB of data will be transfered in 0.006s and represents network with bandwidth ca. 1300Mbit/s. Power consumption values P I = 6, P S = 101, P N = 91 are chosen from the range of values observed on real machines in the experiments described in Section 3. The power rate at the startup P I = 6 and the startup time t S = 70s represent computers waking up from hibernation to HDD, and then loading system or other necessary software. This is again a real measured value and the time of 70s is acceptable in schedules of lengths usually between 1000s and 10000s. Unless stated otherwise the above values were used for all charts. Parameters describing processing rate and energy cost of computations a 0 = 0.08, a = 2.37, k 0 = 13.00, k = 294.43 were chosen from the range of measured values presented in Table 1 . The machine simulated in this analysis had 996MB of RAM available for the data. This may represent a 1GB machine with lightweight operating system and software, or for example 1.5GB VM or even 2GB machine with much heavier environment. Values of l = −280303.72 and b = −2274.89 where calculated to represent RAM of 996MB.
To obtain data for the charts presented in this study, the ILP model proposed in the previous section was programmed in CPLEX 12.6 software. Time minimization (8) was performed with changing the number of machines available for the computations: every point in a chart is the result of solving one minimization problem. Usually values of m up to 20 or 30 were tested, because larger values increase solution time beyond a few minutes per optimization. Since changes of m are of discrete nature, the corresponding points in the charts are connected with dashed lines to show the data series. We start with a close analysis of the relationship between makespan and energy cost for a given number of machines. Thus, for the selected numbers of machines we examined minimum energy derived from (9) with increasing schedule length. As this change is continuous in nature (any arbitrary time value can be used) we marked these schedules with solid lines.
In Fig. 3 energy and makespan for two different problem sizes V are depicted. This figure will suit us to discuss some phenomena, but also to explain how to read the following charts, as they contain many different curve shapes. The diagonal dashed lines for V = 5000 and V = 10000 mean that allowing more machines for computations was both decreasing schedule length and energy used. However, the curves have pipe-like shape, i.e. the set of points on the left end of the curve forms a vertical line. This means that allowing more computers than in the point at the bottom of the pipe did not shorten schedule. The reason is simple: it is impossible to use more machines. Machines start in sequence; machine M j can start computations at time
and at some number of machines j this time exceeds T . Thus, the machines that were available, but not used, were only wasting power P I in the entire time T . Note that the maximal number of usable computers changes with V and should be set prior to computations to save the energy. Due to the sequential starting of the machines the loads α i are uneven. Consequently, for both data series (the dashed lines of the shortest schedules) virtually all machines performed out-of-core computations. For example, for V = 10000 only the last two machines are computing on-core. If we increase schedule length, more machines can get a load equal to 996MB of RAM and compute on-core which is energetically cheaper. For V = 10000 it is possible to give 996MB to at most nine machines and 1036MB to the remaining one, in this way obtaining the schedule with the lowest energy marked on the chart by a triangle. Between the point of the shortest time (bottom of the pipe) and the point of the lowest energy (triangle) we have a line of the minimal energy for a given schedule length. This line can be understood as a trade-off line where we can reduce computation time at the cost of increased energy consumption. And vice versa, we can reduce energy intake, but at the cost of longer processing. Now let us zoom on the area of points representing the shortest schedules with 7 to 10 machines and follow the analysis in Fig. 4 . We extended the line representing the minimum energy schedules from the point of the lowest energy to the right. It is visible that the energy grows with time; this is due to the idle time of machines in the schedule. Actually with every second (m + 1) * P I of energy is added. This also separates the region of infeasible solutions below the line. Similar lines have been observed for smaller machine numbers. For m = 9, the energy savings that can be achieved by the time-energy trade-off are more limited. Due to the sequential start of the machines, it is not possible to build a better schedule than with only two machines operating on-core. Similarly, for m = 8 and m = 7 no energy savings below the level achieved at the shortest schedule are possible by lengthening the schedules. Here the schedules with some machines operating on-core use more energy because of overloading the machines computing out-of-core. Figure 5 shows these phenomena for schedules on 9 to 15 machines with even higher resolution. It is visible now that the time-energy trade-off line for m = 10 has two knees. Let us trace the line rightward from the point of the shortest makespan. We start in the steepest descent area, where only the last two machines are receiving loads α i smaller than their RAM size, again due to sequential start of machines. Lengthening the schedule allows to shift the load processed out-of-core in the eight first machines to the last two machines. When the schedule is long enough, the penultimate machine receives a load of the RAM size and only the last machine can receive a load smaller than the RAM size, then the minimum energy line reaches its first knee. The process of shifting the load to the last machine, still working on-core, continues with increasing schedule length until arriving at the second knee (being the point of the lowest energy). Here the last machine receives a load equal to its RAM size. The line is steeper in the area where the RAM of the two last machines is being progressively filled with load than in the area where this happens only to the last machine. Another interesting effect can be observed with the minimum energy line for m = 11. The machines can finally conduct all the computations on-core, but the schedule must be long enough to start m = 11 processors. When such length is reached, the line gets another bend, and in a small area computations on 11 machines are more energy-efficient than on 10. All the lines for m > 11, here portrayed only for m = 15, expose the same shape because it is not effective to include more than 11 machines in the schedule. The lines differ only by an offset of the energy used by the excessive idle machines. Figure 6 presents a system where machines start quicker, i.e. in t S = 7. The rest of the parameters remain unchanged. The figure shows minimum energy lines for m = 10 to m = 15 machines. The (dashed) line of the shortest schedules turns up slightly milder than before which will be discussed in the next section (see Fig. 9 ). As the startup is shorter it is possible to use more machines in the schedules and thus reduce the makespan. As previously, the (solid) lines of the time-energy trade-off start at the points of the shortest schedule. The shapes of the minimum energy lines for m = 10 and m = 11 are similar as in the previous examples; however for m > 11 new phenomena emerge. Previously, straight lines run from the knee of the lowest energy to the rightmost part of the chart. Now they have segments where the minimum energy is stair-casing down. Note that the steps and points of minimum energy always happen at the same schedule length T . Each step represents excluding one machine from the schedule. The size of the drop in energy is t S (P N + P S ) − 2t S P I which is the energy consumed by starting a machine and the originator waiting for the machine to start. The number of steps depends on the number of machines that can be switched off to reach the lowest energy schedule. Here, the lowest energy is achieved at m = 11, with all machines operating on-core. Thus, e.g. the schedule with m = 12 can switch off one machine, giving it one drop, and so on.
Impact of Other Parameters on the Time-Energy Trade-off
In this section we will trace the relation between time and energy consumption in a broader scene. Therefore, we will analyze mainly the shortest schedules, skipping in some charts the whiskers of the timeenergy trade-off for clarity. The time-energy trade-off will be still present in the discussion; however we will focus on the impact of the system parameter changes on the performance of the computations.
In Fig. 7 we analyze the impact of the problem size V . For V = 200 we observe a straight vertical line, perpendicular to the time axis. This means that the time of the computations could not be improved by applying more machines while the energy cost was still growing. The reason is very simple: there was not enough load to exploit more than one computer and all machines beyond M 1 were merely wasting energy in the idle state for the entire time T . The lines for V = 5000 and V = 10000 were discussed previously. For V = 50000 and especially for V = 100000 the curve becomes nearly horizontal, i.e. almost perpendicular to energy axis. In this area it is possible to significantly shorten computations by adding more machines, but savings in the energy will be very limited because for V > 1000 virtually all machines perform out-of-core computations.
In Fig. 8 we can observe how different values of communication rate C affect the computations. For the slowest communication at C = 0.1, the number of machines that can receive a load is the smallest (m = 8) and the schedules are longer and more energyconsuming. We get better results with C = 0.01 and C=1E-5; however the difference between them seems small considering the range of change in the network speed. The curves for communication rate C <1E-5
are not visible in the chart because they overlap the curve of C =1E-5. This shows that there are limitations of speeding the computations up and reducing the energy usage by means of improving only the networking capabilities.
Startup time t S is a parameter limiting the number of machines that can be included in the schedule. In the previous charts the significant value of t S was one of the main bottlenecks preventing the increase of machine number. In Fig. 9 we study the effect of changing t S on the performance of the computations. For t S = 100 it is possible to use only 8 machines and we can see a very clear pipe-like shape in Fig. 9 . For t S ≥ 50 the shortest schedule is also the one with the minimum energy. However, for t S ≤ 10 the minimum energy is reached before hitting the limit of the number of machines that can be used in the schedule. Although it could be expected that the minimum energy is achieved when all, or as many as possible, machines receive a load small enough to process it in RAM, it is not the case. For t S = 10 half of the machines still perform out-of-core computations in the minimum energy schedule. In the case of t S = 1 it grows to 28 machines, and the pipe shape is more outstretched, but the limit still exists. With decreasing t S the share of machines computing out-of-core shrinks, but actually never disappears. For really small startups, such as t S = 0.5 and t S = 0.1, the impact of the startup time on the number of usable machines is milder as we see no sharp upright pipe shape. Since the curves noticeably bend upward at their leftmost ends it means that the shorter computation time is gained at the cost of increased energy consumption. Yet, this depends on the load size V (see Fig. 7 ).
The impact of computation rate a 0 is shown in Fig. 10 . Let us observe that computation rate a 0 and energy cost k 0 are not independent. Decreasing a 0 means shorter computation and consequently smaller energy consumed per load unit. Yet, as observed in Section 3 this relationship is not linear because Figure 10 zooms in on the area of pipes, where the most interesting observations can be made. The processing rate here affects the number of machines that can be used in a schedule. For the fastest processing at a 0 = 0.025 and a 0 = 0.05 it is m = 9, and it increases for the cases of slower processing, up to m = 12 at a 0 = 0.1. For slower processing there are visible schedules with lower energy which may seem to be a paradox. The explanation is as follows. For m = 9 (marked on chart) still all processing is done out-of-core, and with slower computations more machines can be included into the schedule and the load is divided into smaller chunks. Thus, on some machines it is fitting into memory, in effect allowing more energy-efficient on-core computations. Now let us discuss whiskers marking the lines of minimum energy. For clarity of the chart, whiskers are shown only for the border values a 0 = 0.4 and a 0 = 0.025, and are drawn only partially in the area of the linear growth. Careful readers will easily notice that the shapes of the whiskers for a 0 = 0.4 resemble the ones discussed earlier. The minimum energy curve for m = 9 has the same shape as in Fig. 5 and for the cases of m = 11, m = 12 there are staircase patterns as in Fig. 6 . The curve for m = 10 has one more bending point. The curve is changing its slope three times, because in the shortest schedule there were three machines with load α i smaller than RAM size. This allowed to off-load the out-ofcore computations and fill the three machines up to the RAM size in three stages of increasing the makespan. However, a completely new shape of minimum energy line can be observed for a 0 = 0.025 and m = 10. Within the minimum length schedule it is not possible to include the tenth machine into computations. Still, for its minimum energy line two steps can be seen. Firstly it obtains energy minimum using only 9 machines. The line is slightly higher than the one for m = 9 because of the idle energy of the tenth machine. Then after adding some more time to the makespan the tenth machine can be included in the computation, reaching the energy-optimal energy point for the computation rate a 0 = 0.025.
In Fig. 11 the impact of changing the energy cost of out-of-core computations k on total energy consumption is depicted. Out-of-core computations are the costliest part of the analyzed schedules. The startup time was shortened to t S = 7 to allow better insight into the discussed phenomena. At a given value of is even more apparent because more machines operate on-core. This shows that the reductions of the energy intake of the equipment have limits. Oppositely, energy costs of worse hardware can be often made up with better parallelism. Figure 12 represents an example of a slightly different configuration. Parameters a 0 = 0.066, a = 0.53 represent a faster machine with SSD drive. This results in higher energy demand k 0 = 9.03, k = 82.66, P S = 112, P N = 116. Machines are waiting almost ready to start processing with t S = 5 and P I = 79. Also communication is faster, C = 0.002, which represents effective connection speed of ca. 4000 Mbit/s. The parameter changed in Fig. 12 is RAM size ρ on the machines. Parameters b and l were changing accordingly. For ρ =10GB, all the data fit into RAM. The curve here has a quite wide area of time-energy trade-off. For ρ =5GB and ρ =2GB with increasing number of computers the chunks of load start fitting into memory, and the curves are overlaying with the one for ρ =10G. For the remaining four sizes of RAM, we observe pipes similar to the previous charts. Still, there are differences: the number of machines that can be included into the schedule before the curve turns upright greatly increases. This also broadens the area near the optimum energy, from a few machines up to 20 for RAM=100MB.
Conclusions
In this paper the problem of scheduling divisible loads for the criteria of energy and makespan in homogeneous systems with memory hierarchy has been considered. Although all of the computer systems have hierarchical memory, the memory hierarchy is still novel in the performance and scheduling models of parallel computations. Models always simplify reality at some point, but at the same time allow to gain new insights into the studied systems. The scheduling model proposed in this paper turns out a valuable instrument in analytically modeling the performance of distributed systems. The performance evaluation has shown that there is a trade-off between energy cost and schedule length. The trade-off as well as the overall performance is ruled by a complex interplay between the speed and power of computing on-core vs out-of-core, costs of activating new machines, communication delays, and the size of the solved problem.
Overall, it can be concluded that in the wide ranges of system parameters parallel processing has a synergistic effect on energy and makespan: it is possible to economize on both criteria by adding new machines. However, this phenomenon is limited to big size computations and short startup times. Bigger startup times quickly cut off chances for time and energy savings. Thus, we could say that parameters defining the parallelism will strongly affect optimality of the schedules length, as well as energy used, and should be chosen carefully before the computations. Moreover, it could be observed that the energy savings obtained by the change of one parameter, or one part of equipment, are usually limited. Progress in all areas is needed for a steady reduction of power consumption required to fuel high performance computations and big datacenters.
In this paper we examined homogeneous systems. Therefore, heterogeneous systems are an attractive subject of the future work. An interesting case is created by datacenters with a few types of machine instances. Designing time and energy-efficient scenarios of partitioning datacenters into several hibernated, sleeping, idle waiting, and running machines is another challenging research area. A very rudimentary load distribution method has been assumed. Hence, the impact of more advanced load distribution algorithms and networks should be considered.
