The availability of large-scale protein-protein interaction data provides us with many opportunities to study molecular pathways involving proteins. In this paper we propose to mine temporal relations in molecular pathways by proteinprotein interaction data. In particular, we model the assembly pathways of protein complexes with interval graphs and determine the temporal order of joining the pathway for proteins by ordering the vertices in the interaction graph. We develop a tool called Xronos to perform such a computation. We then apply Xronos to the ribosome assembly pathway and present validation results for the obtained ordering. The results are promising and show the potential usage for Xronos in the study of molecular pathways.
INTRODUCTION
The ultimate goal of proteomics is to elucidate all proteinrelated molecular processes in vivo, which in turn requires full knowledge of which proteins participate in each cellular process and how they interact with each other during the process. Examples of such processes and components include: relatively stable protein complexes like the ribosome Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. or the nucleosome; metabolic pathways; and protein complex assembly pathways, such as the process that leads to the assembly of the ribosome.
The recent advent of high-throughput biochemical methods for detecting protein-protein interactions (ppi) has provided a new approach for understanding known cellular processes and for discovering new complexes and pathways. We can model the set of interactions as a graph, which we refer to as the PPI graph, where the nodes represent proteins and each edge represents a detected (or inferred) ppi. Note that some lab techniques can determine not only that two proteins bind directly, but that they belong to the same complex. That is, the lab techniques can determine some part of the transitive closure of the direct interaction graph. The PPI graph would equal its transitive closure in the absence of lab errors if each protein participated in one complex and if the protein complexes didn't change over time.
One of the important ways in which complexes change over time is that protein complexes get assembled via some pathway. For example, the ribosome has many helper proteins -somewhat confusingly referred to as nonribosomal proteins -that participate in its assembly but don't appear in mature ribosomes, more about which later. While quite a bit of work has been done on mining the PPI graph for heretofore unknown protein complexes and pathways, we know of no work that tries to extract the temporal sequence of protein interactions in assembly pathways.
In this paper, we develop such a tool, which we call Xronos, and show the results of applying Xronos to the proteins from the ribosome assembly pathway. While a fair amount of ad hoc information is known about the assembly of the ribosome, Xronos replies only on the PPI graph restricted to the proteins in the pathway, so we believe that Xronos will generalize to other pathways.
We provide the road map of this paper as follows: In Section 2, we provide more background information, including some details of ribosomal assembly and the detection of ppi's. In Section 3, we describe our model of assembly pathways. Section 4 describes our algorithm and its implementation. Section 5 shows experimental results and provides two validation tests. Section 6 concludes this paper and addresses our future work.
BACKGROUND

Protein-protein interactions
Molecular pathways are mainly determined by interactions among biological molecules, which include but are not limited to protein-protein interactions, protein-nucleic acid interactions and interactions between proteins and other small molecules. Among these, protein-protein interactions play important roles in almost every biological process, such as signal transduction, DNA replication, DNA repair, transcription and translation. Traditionally, people studied protein-protein interactions individually by biochemical and biophysical experiments. The experiments only focused on a few proteins at a time and their possible interactions. The rate of accumulation of protein interaction data was rather slow.
Recent techniques have led to an explosion in the quantity of such measured interactions. These techniques include correlated mRNA expression analysis [9] , yeast two-hybrid systems [24, 12] , and protein complex purification with mass spectrometry [6, 8] (mass spec, for short). Some authors have attempted to use genome analysis and other techniques to predict other interactions [14, 19, 18] .
Our data come from a couple of large-scale studies that used mass spec, so we give a brief sketch of the method here. First, DNA sequences encoding a tandem affinity tag are recombined at the 3' end of target ORFs in the genome, to enable tandem affinity purification of the protein (and associated molecules) from cells. These target proteins are known as bait proteins. They then form protein complexes with other proteins in vivo. Each bait protein is then extracted from the yeast culture using its tag. The baits often remain in their complexes, so the non-bait proteins are brought along with the bait. Finally, the complexes are analyzed by mass spectrometry to identify their protein components.
Several specialized interaction databases have been built for depositing protein interaction data, such as DIP [25] , BIND [1] , GRID [3] and MIPS [16] . Most of the data in these databases were obtained using various high-throughput methods.
Prior work on the PPI Graph
Many groups have attempted to identify proteins that coordinate to achieve a specific biological task. Segal et al. [22] used a probabilistic network, which was learned from both protein interaction data and gene expression profiles using the EM algorithm. Ideker et al. [11] combined proteinprotein interaction, protein-DNA interaction and mRNA expression profile data and used simulated annealing to identify active subnetworks, which are connected regions showing significant changes in expression. Friedman et al. [5] employed Bayesian Network to recover the the causal relations among proteins.
However, much of the previous work focuses on identifying groups of genes/proteins that are likely to interact with each other, or find the causal relationship among those proteins. To the best of our knowledge, no one tried to extract the temporal information from available data.
The Ribosome
Despite the central and highly conserved role of ribosomes in biology (catalyzing the synthesis of proteins by translation of the genetic code in messenger RNA), we know little about the assembly pathway of ribosomes. In eukaryotes, these ribonucleoprotein particles contain 80 different ribosomal proteins and 4 different ribosomal RNAs, which are assembled together with each other primarily in the nucleolar subcompartment of the nucleus of cells. Some late steps of assembly occur in the nucleoplasm or in the cytoplasm. Recent genetic and biochemical studies in yeast have identified more than 150 different "nonribosomal" proteins that are necessary for assembly of yeast ribosomes, but which do not end up in mature ribosomes [17] . Genetic analysis of yeast strains mutant for these proteins suggests steps in assembly of ribosomes requiring their function, thus providing some temporal coordinates for function. Subcellular localization of the proteins (nucleolar, nucleoplasmic, and/or cytoplasmic) also indicates spatial coordinates, and thus temporal coordinates. Proteins localized in the nucleolus are thought to function in early steps, nucleoplasmic proteins in middle steps, and cytoplasmic proteins in late steps.
The ribosomal assembly pathway consists of an initial segment before the ribosomal RNA is cleaved, followed by two separate pathways for two final ribosomal complexes, the so-called 40S and 60S particles. In our study below, we concentrate on proteins involved in the formation of the 60S particle.
Thus, we have some general ideas of the order in which proteins associate with the forming ribosome and the order in which they dissociate -in the case of "nonribosomal" proteins but this map is far from detailed. Such an ordered pathway will be a key step to learn the mechanisms of ribosome assembly in yeast and other eukaryotes. This pathway is intimately linked with the growth and proliferation of cells, and understanding ribosome biogenesis is a significant goal.
METHODS
Modeling molecular pathways
There are several types of models for molecular pathways, especially for gene signaling pathways [23] . We will consider only protein-complex assembly pathways, and so we can use a very simple model. On the time axis, the pathway starts at point tstart, which we can take to be time 0. Then at some point te,i the protein pi "enters" the pathway by binding to other proteins in the complex. Note that we assume that each protein only enters the pathway once. At time t l,i , if protein i is a helper protein, it "leaves" the complex, that is, it stops binding to the other proteins in the complex. If it is a component of the complex, t l,i can be set to t end since the protein will stay in the final product of the pathway. When the pathway completes, at time t end , the complex is mature. Clearly, tstart and t end can be arbitrary, as long as for ∀i, te,i ≥ tstart and t l,i ≤ t end . One such pathway is showed in Figure 1 (a).
Our simple model assumes that there is no branching in the pathway, which is not true of the ribosomal pathway. But as noted above, our experimental evaluation will deal with only one branch of the pathway, the 60S branch.
Given such a representation of the pathway, we may construct a graph Gt for the pathway, where vertex vi corresponds to the time interval (te,i, t l,i ) associated with protein pi, and there is an edge between two vertices if and only if the two corresponding intervals intersect. Such a graph will be be an interval graph. The definition of interval graph is:
a set of intervals on the real line, a graph G = (V, E) is called an interval graph if the edge set is
E = {(vi, vj )|vi ∩ vj = ∅}, i.e.,
two vertices are connected by an edge if and only if the two intervals intersect. The set of intervals is called an interval representation, realization or model of the graph.
Suppose we consider mass spec data for proteins known to participate in some pathway. Then we can assume that two proteins, pi and pj, for which a mass spec interaction is detected have overlapping time intervals, that is vi and vj are adjacent in Gt. As a result, we are able to make the following observation: The above observation casts some light on discovering temporal relation of molecular pathway from protein-protein interactions. An important characterizations [4] of interval graphs is that a graph is interval iff there exists an I-ordering of its vertices. The definition of I-ordering is as follows:
Suppose Gt is interval, and order the vertices by the left end point te,i of their corresponding intervals. Such an ordering is, in fact, an I-ordering. Thus the I-ordering of the graph Gt(or Gi) lets us decide the correct arrangement of time intervals on the pathway. To summarize, We may discover the temporal order by which proteins enter the pathway and the order by which protein-protein interactions occur on the pathway by studying protein-protein interaction data.
So far, we have considered what happens when the protein interaction network is fully computed. But in mass spec, we measure interactions between bait proteins and all others in each experiment. In the absence of complete information, this type of data is better modeled by a probe interval graph. The probe interval graph [26, 27] was first proposed to model physical mapping of DNA sequences. McMorris et al. [15] discovered several important properties about them, such as that probe interval graphs are perfect and that their intrinsic matrices have consecutive-1's. Johnson and Spinrad [13] designed the first O(n 2 ) algorithm for recognizing probe interval graphs when the probe/non-probe partition is given.
Given protein interaction data from mass spec, we can obtain an interaction graph, where bait proteins correspond to probes and other proteins correspond to non-probes. Obviously, every edge is incident on at least one probe. In the absence of error, the interaction graph will be a probe interval graph. By modeling our data as a probe interval graph, we can deal with partial information.
In the absence of errors, we could use Johnson and Spinrad's recognition algorithm to generate all possible interval representations corresponding to a probe interval graph. One of them should be the correct arrangement of time intervals (te,i, t l,i ) on the pathway.
Algorithm for vertex ordering
Suppose we get Gi from complete protein-protein interaction data, and so Gi is interval. The interval representation of Gi gives us the arrangement of proteins in their temporal order. Although there are many false-positives and false-negatives in current protein-protein interaction data, computing the ordering of vertices for interaction graph Gi is still a good start.
We apply the 5-sweep LBFS algorithm [21] on Gi to compute the ordering of the vertices. The LBFS algorithm recognizes an interval graph by generating and then checking one vertex ordering. The algorithm consists of two passes: first, produce an ordering of the vertices; second, determine whether the graph is interval by checking whether the ordering is an I-ordering. For our purposes, the crucial property of this algorithm is that if the underlying graph is not an interval graph, but some of its subgraphs are interval graphs, the algorithm will still output an ordering that will be an I-ordering for the interval subgraph, that is, the vertices of the interval subgraphs are correctly ordered. Which particular interval subgraphs get correctly ordered will depend on the order in which the nodes of the graph are encountered.
THE PARTICULARS OF XRONOS
We begin by considering the nonribosomal proteins only associating with precursors to the 60S subunit of the yeast ribosome. Recall that the nonribosomal proteins are the proteins that transiently associate with assembling ribosomes and perform some function necessary for the maturation of ribosomes. But none of them ends up in the mature ribosome. Note that the final product of the constructed pathway will not be 60S subunit. Instead, it will show the order in which those nonribosomal proteins join the pathway. About 50% of the protein data come from Dr. Woolford's lab or published papers. The other data only include proteins that are copurified with each epitope-tagged protein and account for the other 50%. These are only from the large-scale mass spec study of Gavin et al. [6] . The gene for each protein might have several names in the literature, so we canonicalize by ORF names, merging the adjacencies of proteins with the same ORF name.
The adjacency matrix is so derived, where the columns indicate which proteins bait proteins are adjacent with. However, this matrix needs further cleaning, since the submatrix induced by bait proteins need not be symmetric. We solve this problem by considering two proteins to be adjacent if either adjacency is present in the matrix.
Finally we obtain a 96 × 25 protein-protein interaction matrix. There are 25 bait proteins and a total of 96 proteins in the matrix. 514 interactions are found in the matrix among which 24 are self-interactions.
Xronos.. The input of Xronos is the cleaned adjacency matrix. The output is a (hopefully small) set of orderings of the proteins, which will correspond to their temporal ordering. Xronos randomly permutes the rows and columns of the interaction matrix. On each permutation, it applies the 5-sweep LBFS algorithm to compute a vertex ordering. Repeating the process many times, we record the rank of each vertex in each ordering.
EXPERIMENTAL RESULTS
We ran Xronos on our input, using 5000 iterations. In the worst case, each protein could end up with 96 different ranks. Interestingly, though Gi is not an interval graph, we found that most of vertices only have two different ranks and can be arranged in two orderings. The vertices with degree 1 that share the same adjacent vertex have more than two ranks. Those vertices can be grouped according to their adjacent vertex. For example, YPR010C, YGL036W and YNL021W are in one group, since they are all adjacent only to YPR016C. They have 6 ranks: 46, 47, 48, 86, 87 and 88. If we substitute one pseudo-vertex for each of such group of vertices all vertices, including pseudo-vertices, can be arrange in those two orderings. Let the two orderings be O1 and O2, where O1 appears 2947 times and O2 appears 2053 times. Thus, while an ordering was not recovered completely unambiguously, there was enough of a signal so that only two orderings emerged, and one of these was dominant.
Validation tests for the ordering
Since there are no experiment data for us to check the accuracy of our computed ordering, we designed two validation tests to verify the orderings O1 and O2. First, we noticed that there are some protein-protein interactions in the GRID database that were not part of our input. Indeed, there are 54 such interactions. We refer to the interacting pairs in our input as P airc1 and the pairs from GRID not in our input set as P airc2. We note that this is not simply the "withhold 10% at random" type of validation, because the 54 interactions in P airc2 were obtained using different lab techniques than the 490 pairs (the final number of interactions after all the filtering was done) in P airc1.
We model the problem of measuring how one particular ordering arranges those two classes of interacting pairs as the minimum linear arrangement problem. The minimum linear arrangement problem can be stated as follows: given the graph G = (V, E) and the function f : V → [1 . . . |V |] are given, we try to find a vertex ordering to minimize the objective function
It is well known that this problem is an NP-hard problem in general. There are only approximation algorithms [20, 2] . Gi is the input interaction graph, the ordering we obtain from Gi can be viewed as mapping f , the rank of the protein in that ordering can be viewed as the value of f on the corresponding vertex in the interaction graph, and the mean of distance of interacting pairs in Gi is just the objective function. Furthermore, we define the distance of one interacting pair, so that it corresponds to |f (u) − f (v)|.
Definition 5. Given the ordering O and the interacting protein pair (pi, pj), the distance of the pair in the ordering
O is the difference between ranks of pi and pj in the ordering.
The reason we want to measure the mean of distance of interacting pairs is based on the following intuition: the ordering of the true pathway should minimize the distance of interacting pairs somehow, because it tends to arrange proteins proximally those proteins that interact with one another in proximity. Hence, the ordering with a smaller objective function value indicates it can be a better approximation for the pathway. Table 1 : Mean and standard deviation of distance of two classes of interacting pairs in orderings O1 and O2. P airc1 is the class of interacting pairs in our input dataset, and P airc2 is the class of interacting pairs which are not in the input dataset but found in the GRID database
For all those interacting pairs we compute their distance in each ordering. To give a simple example, consider an ordering with only four proteins. Let the ordering be [p3, p4, p2, p1] where ranks for proteins p1, p2, p3 and p4 are 4, 3, 1 and 2 respectively. Suppose in the input data (p1, p4), (p2, p3) and (p4, p2) are interacting pairs. And suppose (p1, p3) and (p3, p4) are in the class P airc2. The distance for one interacting pair is defined to be the difference between ranks of two proteins. Thus the distances for (p1, p4), (p2, p3) and (p4, p2) in that ordering are 2(2 = |1 − 3|), 2(2 = |2 − 4|) and 1(1 = |3 − 2|), while the distances for (p1, p3) and (p3, p4) are 3 and 1. So the mean of distance of interacting pairs in the P airc1 is 2+2+1 3 , while the mean of distance of interacting pairs in the P airc2 is . For those vertices that have more than two ranks we arrange them in O1/O2 by their ranks which get most/least hits during 5000 times of running. In the Table 1 we give the mean and standard deviation of distance of the two classes of interacting pairs in the two orderings.
The expected distance for an interacting pair in a random ordering is:
where k denotes distance of the pair, n − k denotes the number of times such a distance can occur in all possible orderings, and n 2 ¡ is the number of possible orderings for n proteins without considering the relative order of the two proteins in that pair. So the expected distance is 32.33 when n = 96. The mean of distance of interacting pairs in orderings O1 and O2 are clearly less than the random orderings. The distribution of distance is shown in Figure 2 and Figure  3 . Each data point (x, y) in the figure shows that there are y interacting pairs having distance x in one ordering. The Figure 2 shows the distribution for interacting pairs in O1 and Figure 3 shows the distribution for interacting pairs in O2. We make two observations here: Compared to interacting pairs only found in GRID, unseen in the input data, interacting pairs in the input data are arranged much closer in both orderings by the algorithm; Interacting pairs are closer in O1 than O2. Our conjecture is that O1 is better approximation than O2.
For the second validation test, we compute the orderings of vertices in random graphs and then compute the distance of interacting pairs in the the random graphs and the distance of interacting pairs only found in GRID. If Xronos generated few orderings for random graphs, or gave orderings with small linear-arrangement scores, then the above scores would merely indicate that Xronos does non-random Table 2 : Mean of the distance of two classes of interacting pairs during 10-time random graph test. P airc1 is the class of interacting pairs in the random graph, and P airc2 is the class of interacting pairs which are not in the input dataset but found in the GRID database things to graph, rather than that it is capturing interval structure of the graphs. This way we can test the null hypothesis that the interaction graph constructed from our protein interaction dataset is a random graph. We generate random graphs which have the same degree sequence with the input interaction graph. Based on the idea in [7] , we implemented an algorithm to simulate a Markov chain on connected graphs with given degree sequence. It can be showed that if we simulate the Markov chain, in the limit the graphs generated by such a Markov chain with the given degree sequence will distribute uniformly at random. In one test we ran the Markov chain for 1 million steps to generate one random graph.
We then ran Xronos on the random graph, once again iterating 5000 times. Each time we record the rank of each vertex. Finally, for each vertex, we take the rank which gets the most hits in 5000 times as the rank of the vertex in the output ordering. Finally we compute the mean of distance of "interacting pairs" in P airc1, which correspond to edges in the random graph, and interacting pairs in P airc2 based on the output ordering. We perform this test 10 times. In Table 2 . we show the distance of interacting pairs in the P airc1 and the distance of interacting pairs in the P airc2
We perform a one-sample one-tailed T-test: H0 : µ = 20.27 H1 : µ > 20.27 where 20.27 is the mean of the distance of interacting pairs in our input dataset(see Table 1 ) in the ordering O1, and µ is the mean of the distance of "interacting pairs" corresponding to edges in the random graph. The null hypotheses can be rejected with P < 0.0001.
CONCLUSIONS AND DISCUSSIONS
In this paper, we present techniques for analyzing an exciting new source of biological data -the burgeoning set of measured protein-protein interaction. We present a tool Xronos for analyzing assembly pathways in the data, and show that the data contain of surprisingly robust temporal signal.
Here we discuss some of future directions regarding our work. Generally, assembly pathway can be divided into two classes: stepwise assembled pathway and the pathway with preassembled subunits. In the former, each protein in the pathway joins the complex one by one by binding some proteins already in the premature complex. In the latter, some proteins bind together to form several preassembled subunits. Then those subunits interact with each other to form the mature complex. For the stepwise assembled pathway we can directly use our tool to recover the pathway. For the pathway with preassembled subunits, we need to first identify proteins involving each subunit, which can be done by analyzing interaction data with mRNA expression data. Then we apply the tool to construct the assembly pathway of subunits. Finally we try to assemble those subunits into the final product. Recently some large-scale experiments were carried out to decide the cellular locations of proteins [10] . Such spatial information will be very helpful to discover temporal relation in the pathway. As we have mentioned before, when two proteins interact they must be in the same cellular location. If we can find some efficient way to analyze protein location data with protein-protein interaction data at the same time, we are able to decide which interactions are more likely to be false positive and adjust the ordering accordingly. One of the key assumptions we made for our model is that the pathway is of linear shape. One of our future work is to consider a more general model to remove this assumption, for example, we may model the pathway by a tree or even a forest. That kind of model should qualify to study more pathways.
