Abstract. We study nonlinear diffusion problems of the form ut = uxx + f (u) with free boundaries. Such problems may be used to describe the spreading of a biological or chemical species, with the free boundaries representing the expanding fronts. For monostable, bistable and combustion types of nonlinearities, Du and Lou [7] obtained rather complete description of the long-time dynamical behavior of the problem and revealed sharp transition phenomena between spreading (limt→∞ u(t, x) = 1) and vanishing(limt→∞ u(t, x) = 0). They also determined the asymptotic spreading speed of the fronts by making use of semi-waves when spreading happens. In this paper, we give a much sharper estimate for the spreading speed of the fronts than that in [7] , and describe how the solution approaches the semi-wave when spreading happens.
Introduction and Main Results
We are interested in obtaining sharp estimates for the spreading speed determined by the following free boundary problem: where x = h(t) and x = g(t) are the moving boundaries to be determined together with u(t, x), µ is a given positive constant, f : [0, ∞) → R is C 1 , f (0) = 0 and is of monotstable, or bistable, or of combustion type. The initial function u 0 belongs to X (h 0 ) for some h 0 > 0, where
, g(t) < x < h(t), u(t, g(t)) = u(t, h(t)) = 0, t > 0, g ′ (t) = −µu x (t, g(t)) t > 0, h ′ (t) = −µu x (t, h(t)), t > 0, −g(0)
For any h 0 > 0 and u 0 ∈ X (h 0 ), a triple (u(t, x), g(t), h(t)) is a (classical) solution to (1.1) for 0 < t ≤ T if it belongs to C 1,2 (G T 
= {(t, x)|t ∈ (0, T ], x ∈ [g(t), h(t)]}.
Problem (1.1) with f (u) = au−bu 2 was introduced by Du and Lin [6] to describe the spreading of a new or invasive species. The free boundaries x = g(t) and x = h(t) represent the spreading fronts of the population whose density is represented by u(t, x). The results in [6] were extended by Du and Guo [5] to higher dimensions in a radially symmetric setting. A deduction of the free boundary condition based on ecological assumptions can be found in [4] .
Problem (1.1) with a rather general f (u) was recently studied by Du and Lou [7] . In particular, if f (u) is monostable, or bistable, or of combustion type, it was shown in [7] that (1.1) has a unique solution which is defined for all t > 0, and as t → ∞, the interval (g(t), h(t)) converges either to a finite interval (g ∞ , h ∞ ), or to (−∞, +∞). Moreover, in the former case, u(t, x) → 0 uniformly in x, while in the latter case, u(t, x) → 1 locally uniformly in x ∈ (−∞, +∞) (except for a non-generic transition case when f is of bistable or combustion type). The situation that When spreading happens, it is shown in [7] that there exists c * > 0 such that
The number c * is therefore called the asymptotic spreading speed determined by (1.1).
The main purpose of this paper is to obtain a much better estimate for g(t) and h(t) for large t when spreading happens, and at the same time obtain a much better understanding of the behavior of u(t, x) as t → ∞.
Before describing our main results, let us be more precise about the three types of nonlinearities of f mentioned above:
(f M ) monostable case, (f B ) bistable case, (f C ) combustion case. In the monostable case (f M ), we assume that f is C 1 and it satisfies
In the bistable case (f B ), we assume that f is C 1 and it satisfies
) . In the combustion case (f C ), we assume that f is C 1 and it satisfies
for some θ ∈ (0, 1), and there exists a small δ 0 > 0 such that
The asymptotic spreading speed c * mentioned above is determined by the following problem, [7] to satisfy q ′ c * (z) > 0 for z ≥ 0. We call q c * a semi-wave with speed c * , since the function v(t,
Our main result is the following theorem. 
and
We would like to remark that while problem (1.1) is relatively new, the corresponding Cauchy problem
has a long history and has been extensively studied. For example, the classical paper of Aronson and Weinberger [1] contains a systematic investigation of this problem (and [2] contains its higher dimensional extension). Various sufficient conditions for lim t→∞ u(t, x) = 1 ("spreading" or "propagation") and for lim t→∞ u(t, x) = 0 ("vanishing" or "extinction") are known, and when u 0 is nonnegative and has compact support, the way u(t, x) approaches 1 as t → ∞ has been used to describe the spreading of a (biological or chemical) species, which is characterized by certain travelling waves, and the speed of these traveling waves determines the asymptotic spreading speed of the species; see for example [1, 2, 8, 9, 11, 12, 14] . The relationship between the spreading speed determined by (1.1) and that determined by (1.5) is given in Theorem 6.2 of [7] . We remark that at the level of accuracy for the spreading speed considered here, the theory for the free boundary model (1.1) and that for the Cauchy problem (1.5) exhibit some sharp differences. While all three basic cases (f M ), (f B ) and (f C ) can by covered in a unified fashion for the free boundary model (see Theorem 1.2 above), this is not the case for the Cauchy problem.
A classical result of Fife and McLeod [8] shows that for f of type (f B ), and for appropriate initial function u 0 , the solution u to (1.5) satisfies
Here U (x) is the unique traveling wave solution (with speed c, and U (0) = 1/2), x 0 , x 1 ∈ R, and K, ω are suitable positive constants. More precisely, (U, c) is the unique solution of
In the monostable case, significant differences arise. First, for such f , (1.6) has multiple solutions: There exists c 0 > 0 such that (1.6) has a unique solution U c for every c ≥ c 0 , and it has no solution for c < c 0 (see [2] ). Second, there is an essential difference on how the solution of (1.5) approaches the traveling waves: When (f M ) holds and furthermore f (u) ≤ f ′ (0)u for u ∈ (0, 1), there exist a constant C > 0 and functions
The term
ln t is known as the logarithmic Bramson correction; see [3, 10, 13, 14] for more details.
Some Basic and Known Results
In this section we give some basic and known results which will be frequently used later. The first two results are for f (u) more general than the three types of nonlinearities in Theorem 1.2. They only require
u(t, x) ≤ u(t, x) for t ∈ (0, T ] and g(t) < x < h(t).
The function u, or the triple (u, g, h) in Lemma 2.1 is usually called an upper solution of (1.1). We can define a lower solution by reversing the inequalities in the obvious places. There is a symmetric version of Lemma 2.1, where the conditions on the left and right boundaries are interchanged. We also have corresponding comparison results for lower solutions in each case. Lemma 2.2 (Lemma 2.6 of [7] ). Suppose that (2.1) holds, (u, g, h) is a solution to (1.1) defined for t ∈ [0, T 0 ) for some T 0 ∈ (0, ∞), and there exists C 1 > 0 such that
Then there exists C 2 depending on C 1 but independent of T 0 such that
Moreover, the solution can be extended to some interval (0, T ) with T > T 0 .
Lemma 2.3 (Lemma 6.5 of [7]). Suppose that f is of
be the unique solution of (1.1) for which spreading happens. For any c ∈ (0, c * ) there exist
Throughout this section we assume that f is of type (f M ), or (f B ), or (f C ) and (u, g, h) is a solution to (1.1) for which spreading happens. Our proof is divided into three parts, each consisting of a subsection. In part 1, we show that |g(t) + c * t| and |h(t) − c * t| are both bounded for all t > 0. This is achieved by constructing suitable upper and lower solutions. In part 2, we show that along any sequence t n → ∞, there is a subsequence {t n } and a constantĤ ∈ R such that h(
. This is a crucial technical step and relies on an energy argument and various parabolic estimates. The proof of Theorem 1.2 is completed in part 3, by constructing finer upper and lower solutions based on the result in part 2. Our approach in parts 2 and 3 is motivated by the method of Fife and McLeod [8] .
Bound for |g(t) + c * t| and |h(t) − c * t|.

Proposition 3.1. There exists C > 0 such that
We will show (3.1) for h(t) only, since the proof for g(t) is similar. Our arguments are based on the construction of suitable upper and lower solutions.
Fix c ∈ (0, c * ). From Lemma 2.3, there exist δ ∈ (0, −f ′ (1)), M > 0 and T * > 0 such that for t ≥ T * , (2.2), (2.3) and (2.4) hold. Since 0 < δ < −f ′ (1) we can find some η > 0 such that
By enlarging T * we may assume that
We take
Since q c * (z) → 1 as z → 1, we can find X 0 > 0 such that
We now construct an upper solution (u, g, h) to (1.1) as follows:
where σ > 0 is a positive constant to be determined.
Lemma 3.2. For sufficiently large σ > 0, u(t, x) and h(t) satisfy
Proof. We check that (u, g, h) is an upper solution for t > T * , that is,
Clearly u satisfies (3.5) since u(t, g(t)) = u(t, g(t)) = 0. We now show (3.6). It is obvious that u satisfies u(t, h(t)) = 0. Direct computations yield that
Hence (3.6) holds for σ > 0 satisfying c * ≤ σδ.
Next we show (3.7). From the definition of h we see that h(T * ) ≤ h(T * ). By (2.4) and the choice of
Finally we show that (3.4) holds for sufficiently large σ > 0. Put z = h(t) − x. Since
The mean value theorem yields
where θ ′ = θ ′ (t, z) ∈ (0, 1), and we have used M ′ e −δt ≤ η for t ≥ T * and (3.2).
On the other hand for 0 ≤ h(t) − x ≤ z η , we obtain
where
for sufficiently large σ > 0. We may now apply Lemma 2.1 to conclude that
This completes the proof of the lemma.
Next we bound u and h from below by constructing a lower solution (u, g, h) to (1.1). For η given in (3.2), we define constants ζ η ∈ (0, ∞) and Q ′ η as follows:
Then we take T * * > T * so that
Let c, M and δ be as before. We now define g(t), h(t) and u(t, x) as follows:
Lemma 3.3. For sufficiently large σ > 0, u(t, x) and h(t) satisfy
Proof. We will check that (u, g, h) is a lower solution to (1.1) for t ≥ T * * . First, from (2.3) we can easily see that u ≤ u at x = g(t) since for t ≥ T * * , g(t) ).
Next we check that h and u satisfy the required conditions at x = h(t). It is obvious that u(t, h(t)) = 0. Direct computations yield that
from which we see h
Finally we will prove
For ζ ≥ ζ η we can apply the mean value theorem to F (ξ, u) as before to obtain
for some θ ′′ = θ ′′ (t, z) ∈ (0, 1). Here we have used the fact that for ζ ≥ ζ η , due to (3.8),
and hence, by (3.
by taking σ > 0 sufficiently large. This completes the proof of the lemma.
Proof of Proposition 3.1. From Lemmas 3.2 and 3.3, for t ≥ T * * we have
Hence if we define
This completes the proof of Proposition 3.1. 
Convergence along a subsequence of t n → ∞. Set
H(t) := h(t) − c
|v(t n , z) − q c * (Ĥ − z)| = 0.
Here we have used the convention that q c * (z) = 0 for z ≤ 0 and v(t, z) = 0 for z ≥ H(t).
We will need the following energy functional
Lemma 3.5. The functional E(t) is bounded from below and satisfies
Proof. We first observe that E(t) is bounded from below since H(t) and F (v(t, z)) are bounded, and lim t→∞ (g(t) − c * t) = −∞.
Direct calculation yields that
Let us consider the term
Differentiating the identities v(t, h(t) − c * t) = 0 and v(t, g(t)
− c * t) = 0 in t we obtain
It follows that
Using these identities we obtain
This completes the proof.
Let us define
Proof. It is easily seen thatẼ(t) satisfies
we have
IfẼ ′ (t) is uniformly continuous, then we necessarily have lim t→∞Ẽ ′ (t) = 0, for otherwise there exist a sequence {t n } with lim n→∞ t n = ∞ and ε > 0 such thatẼ
is uniformly continuousẼ ′ (t) ≤ −ε/2 holds for t ∈ [t n , t n + δ] with some δ > 0 independent of n. Then we have, by passing to a subsequence of {t n } if necessary,
This contradiction confirms our claim. Moreover, since
to show lim t→∞Ẽ ′ (t) = 0, by the above discussion, we actually only have to show that the second term in the expression ofẼ ′ (t) is uniformly continuous in t for all large t, and this will be the case if for any L > 0, v, v z and v zz are uniformly continuous in
We first consider these functions over the domain
≤ C for some C > 0 which does not depend on t 0 . Here we have used the fact that H(t 0 ) = h(t 0 )−c * t 0 has a bound independent of t 0 > 0. By Sobolev imbedding we have
Using this and Schauder estimate we obtain
for some C ′′ > 0 which does not depend on t 0 .
Next we consider the domain
(t) and w(t, y) = v(t, y + H(t)).
Since
Now we examine v n . It is easily checked that
For any ε > 0 we consider (3.13) over
Applying the parabolic Schauder estimate we have by passing to a subsequence
Since ε > 0 is arbitrary, by passing to a further subsequence we may assume v n →v in
Next we showv t ≡ 0 andv(t, z) ≡v(z). By Lemma 3.6 we havẽ
as n → ∞. Since the first term on the right side of the above identity converges to 0, it follows that for any K > 0 and ε > 0,
Since ε, K > 0 are arbitrarily, we obtain
To determine the boundary condition ofv at z =Ĥ(t), we considerv on
We observe that
and by (3.12),
if we define w n (t, y) = 0 for y ≥ 0 andŵ(t, y) = 0 for y ≥ 0. It follows thatv(t, z) ≡ŵ(t, z−Ĥ(t)). Hencev(t,Ĥ(t)) = 0 andĤ
From 0 =v(t,Ĥ(t)) =v(Ĥ(t)) and the fact thatv(z) > 0 for z <Ĥ(t) we obtain by the Hopf lemma thatv z (t,Ĥ(t)) =v z (Ĥ(t)) < 0. On the other hand, from 0 =v(Ĥ(t)) we deduce 0 =v z (Ĥ(t))Ĥ ′ (t). ThereforeĤ ′ (t) ≡ 0 andĤ(t) ≡Ĥ. It follows that c * = −µv z (Ĥ). Together withv
this implies, by the uniqueness of q c * , thatv(z) = q c * (Ĥ − z). The proof is now complete.
Proof of Proposition 3.4. By Lemmas 3.2 and 3.3 we have
( Using this and the boundedness of the functions h(t) − c * t and h(t) − c * t, we easily see that there exists some
By (3.14) we have
Therefore, for any ε > 0, there exists K > 0 and T > 0 such that
for t n > T . On the other hand from Lemma 3.7, for all large t n ,
Hence we have
for all large n. This completes the proof of the proposition.
3.3.
Completion of the proof of Theorem 1.2. With the help of Proposition 3.4, we are now able to refine the upper and lower solutions used in proving Proposition 3.1, which will lead to the required estimates in Theorem 1.2.
First we construct an upper solution. Take an arbitrary ε > 0, and fix t n such that (3.15), (3.16) hold and e −δtn ≤ ε. From (3.16) and (3.15) we have
We note that we can find N > 1 independent of ε > 0 such that
and hence the required inequality holds when δ 0 (N − 1) ≥ 1. Now we define an upper solution (u, g, h) as follows:
g(t) = g(t).
We will check (u, g, h) satisfies the conditions in Lemma 2.1 for t ≥ t n , that is,
and so h(t n ) ≤ h(t n ). We also have
By Lemma 2.8 in [7] , we have
. This proves (3.26).
Next we show that (3.24) holds. We have
On the other hand from Lemma 2.3 we have
Since we may assume N ≥ M , we obtain u(t, g(t)) ≤ u(t, g(t)), and (3.24) is proved. We now show (3.25) . By the definition of u, we have u(t, h(t)) = 0, and direct calculation gives
δ(t−tn) .
Hence if we take σ > 0 so that c * ≤ σδ then h
′ (t) ≤ −µu x (t, h(t)).
Finally we can show (3.23) in the same way as in the proof of Lemma 3.3. We also note that (3.23) holds for σ > σ 0 where σ 0 depends only on f and δ.
We may now apply the comparison principle to obtain Finally from H(t) →Ĥ as t → ∞ we conclude that in Lemma 3.7, the conclusion H(t n +·) →Ĥ in C 1 loc (R) as n → ∞ can be strengthened to H(t + ·) →Ĥ in C 1 loc (R) as t → ∞. This implies that H ′ (t) → 0 as t → ∞, and hence h ′ (t) → c * as t → ∞.
The proof for g ′ (t) → −c * as t → ∞ is similar. Theorem 1.2 is now proved.
