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Az alábbi feltételek érvényesek minden, a Központi Statisztikai Hivatal (a továbbiakban: KSH) Statisztikai 
Szemle c. folyóiratában (a továbbiakban: Folyóirat) megjelenő tanulmányra. Felhasználó a tanulmány, 
vagy annak részei felhasználásával egyidejűleg tudomásul veszi a jelen dokumentumban foglalt felhaszná-
lási feltételeket, és azokat magára nézve kötelezőnek fogadja el. Tudomásul veszi, hogy a jelen feltételek 
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c) részletének idézésére – az átvevő mű jellege és célja által indokolt terjedelemben és az 
eredetihez híven – a forrás, valamint az ott megjelölt szerző(k) megnevezésével. 
4. A Felhasználó nem jogosult a tanulmány továbbértékesítésére, haszonszerzési célú felhaszná-
lására. Ez a korlátozás nem érinti a tanulmány felhasználásával előállított, de az Szjt. szerint 
önálló szerzői műnek minősülő mű ilyen célú felhasználását. 
5. A tanulmány átdolgozása, újra publikálása tilos. 
6. A 3. a)–c.) pontban foglaltak alapján a Folyóiratot és a szerző(ke)t az alábbiak szerint kell 
feltüntetni: 
„Forrás: Statisztikai Szemle c. folyóirat 97. évfolyam 5. számában megjelent, Szüle Borbála ál-
tal írt, ’Klaszterszám-meghatározási módszerek összehasonlítása’ című tanulmány (link csa-
tolása)” 
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A matematikai előfeltevések hiánya miatt a klasz-
terelemzés rugalmasan alkalmazható többféle adatbá-
zis esetén, továbbá a klaszterezés megfelelőségének 
kérdése is sok szempontból közelíthető meg. Jelen ta-
nulmány az optimális klaszterszám meghatározásával, 
valamint a különböző módszerek konzisztenciájával 
foglalkozik. A gyakran alkalmazott „könyök-” és a 
sziluettmódszert homogén és heterogén adatbázisok 
esetében hasonlítja össze a szerző. A gyakorlat szem-
pontjából fontos eredmény, hogy mindkét eljárás ese-
tén jelentős különbség van az alkalmazott kétféle adat-
bázis között: a heterogén adatbázisnál az optimális 
klaszterszám egyértelműbben megtalálható, és ennek 
értékét a dimenziószám (a változók száma) csak kis-
mértékben befolyásolja. A tanulmány eredményei 
alapján arra lehet következtetni, hogy a dimenziószám-
tól függetlenül mindkét módszer egyformán jól alkal-
mazható az adatbázis heterogenitásának felderítésére, 
és a klaszterszám-meghatározás során is csak kis kü-
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A kvantitatív kutatások során gyakran felmerül a kérdés, hogy vannak-e az 
adatbázisban egymástól elkülönülő csoportok (klaszterek). Erre a kérdésre nagy  
(2-nél több változót tartalmazó) adatbázisoknál általában nem egyszerű a vizualizált 
adatok megtekintése alapján válaszolni, de a helyes válasz megtalálása jelentős elő-
nyökkel járhat (például, ha sikerül olyan fogyasztói szegmenst találni, amely részére 
jövedelmezően lehet értékesíteni valamely terméket). A klaszterelemzés mint tanító 
nélküli (unsupervised) módszer (Kovács–Legány–Babos [2006]) pontosan az ilyen 
típusú kutatási kérdéseknél alkalmazható, a többdimenziós csoportok megtalálásához 
nyújthat hatékony segítséget. Jelen tanulmány fő kérdése, hogy más-más módszerek-
kel számolva mennyire konzisztensek az optimális klaszterszámra vonatkozó ered-
mények különböző feltételek esetén (például eltérő heterogenitású és 
dimenzionalitású adatbázisoknál).  
A klaszterelemzésnek általában nincsenek matematikai előfeltevései (például a 
változók eloszlására vonatkozóan), ezért az eredmények „jóságának” mérésére sincs 
egyetlen optimális indikátor. Az eredmények értékelése során általában a kohézió  
(a klaszteren belüli közelség) és a szeparáció (a klaszterek közötti távolság) szem-
pontjait szokás figyelembe venni (Mur et al. [2016]). Az általánosan alkalmazható 
„jósági” mutatószám kialakítását az is nehezíti, hogy nagyon sokféle klaszterezési 
módszer van; a gyakran alkalmazott nemhierarchikus és hierarchikus (divizív vagy 
agglomeratív) klaszterelemzésen belül is számos algoritmus választható az elemzés-
hez (Liang et al. [2012]). Ezenkívül a szakirodalom is folyamatosan bővül, az új 
módszerek fejlesztésekor az egyik fontos szempont például a számítási gyorsaság 
(Zhou–Xu [2018], Kolesnikov–Trichina–Kauranne [2015], Tîrnăucă et al. [2018]).  
A klaszterezési algoritmusok eredményeinek értékelésekor a klasztervaliditás el-
nevezést szokás alkalmazni (Charrad et al. [2014]), amely a szakirodalom (például 
Charrad et al. [2014]) alapján 3 szempontból vizsgálható: a külső kritériumok esetén 
a klaszterelemzés eredményét egy külsőleg adott csoportosításhoz lehet hasonlítani, a 
belső kritériumoknál a klaszterezési eljárás során létrejött illeszkedési adatok ele-
mezhetők, a relatív kritériumok tekintetében pedig egy adott klaszterezési eredményt 
egyéb (azonos algoritmussal, de más paraméterekkel számolt) klaszterezési eredmé-
nyekkel lehet összevetni. A relatív kritériumos klasztervaliditási vizsgálatok közé 
tartozik a klaszterszámváltozás eredményekre gyakorolt hatásának felmérése is.  
A klaszterszám kiválasztása a klaszterelemzés egyik központi és nem kizárólag 
matematikailag megoldható feladata. A szakirodalom (például Simon [2006]) alapján 
a klaszterszámra vonatkozóan lehet előzetes vagy elméleten alapuló feltevés, illetve 
egyéb megfontolások (például a hierarchikus klaszterelemzésnél a dendrogram) se-
gíthetik a klaszterszámválasztást, például a relatív kritériumos klasztervaliditási in-
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dexek (Charrad et al. [2014]). A sokféle, elméletileg kiszámolható klasztervaliditási 
index között nincs olyan, amelyik minden szempontból „jobb” lenne, mint a többi, a 
gyakorlati elemzésekben is sokféle mutatószám fordul elő. A tanulmány további 
fejezeteiben a „klaszterkönyök-” (például Deb–Lee [2018], Paternina et al. [2018], 
Estiri–Omran–Murphy [2018], Natale–Carvalho–Paulrud [2015], Lino et al. [2019]) 
és a sziluettmódszerrel (például Zhou–Xu [2018], Lord et al. [2017], Bhargavi–
Gowda [2015], Fujita–Takahashi–Patriota [2014]) foglalkozunk, amelyek viszony-
lag gyakran szerepelnek a klasztervaliditási indexeket összehasonlító vizsgálatokban, 
ugyanakkor hangsúlyozni kell, hogy nagyon sok egyéb mutatószám is elemezhető 
lenne. A könyök- és sziluettmódszer fontosságát jelzi, hogy néhány elemzés kiemel-
ten foglalkozik ezek eredményeivel (például Yahyaoui–Own [2018], Masud et al. 
[2018]). Vizsgálatunkban e két módszer összehasonlítása – egyetlen mutatószám 
elemzése helyett – amiatt lehet előnyös, mert a klasztervaliditási indexeken alapuló 
megoldásoknál nem garantálható, hogy a különböző klaszterezési algoritmusok és 
adatstruktúrák esetében az eredmény konzisztens lesz (Masud et al. [2018]). A sok-
féle mutatószám együttes áttekintése helyett e két, széleskörűen ismert és alkalma-
zott módszer összehasonlítása, elsősorban terjedelmi okok miatt lehet előnyös.  
A tanulmányban szimulációval előállított adatbázisok alapján számított eredmé-
nyeket hasonlítunk össze a könyök- és sziluettmódszer segítségével. Az optimális 
klaszterszám a könyökmódszernél az ábrázolt értékek nagymértékű meredekség-
változása (például Kovács [2014] 80.old.), a sziluettmódszernél pedig az átlagos 
sziluettérték maximuma alapján azonosítható (Rousseeuw [1987]). Mivel a klaszter-
elemzési algoritmusok konkrét eredményei általában nem vezethetők le matematikai 
módszerekkel, ezért a szimulációval előállított adatbázisok elemzése gyakran szere-
pel a szakirodalomban (például Zhou-Xu [2018], Estiri–Omran–Murphy [2018], 
Lord et al. [2017], Bhargavi–Gowda [2015], Kothari–Pitts [1999], Fang–Wang 
[2012], Fujita–Takahashi–Patriota [2014], Hardy [1996], Zhang et al. [2017], Yu–
Liu–Wang [2014]).  
Elemzésünk hasonlít a korábbi szakirodalomhoz a szimulációs módszertan al-
kalmazása miatt, valamint a homogén és heterogén adathalmazok összehasonlítása 
sem ritka (például Fujita–Takahashi–Patriota [2014], Hardy [1996]). A saját új 
klaszterező módszereket bemutató tanulmányokhoz képest az egyik különbség, hogy 
mindössze két, a korábbi szakirodalomból ismert könyök- és a sziluettmódszer tulaj-
donságait hasonlítjuk össze egy kiválasztott hierarchikus klaszterelemzési eljárással 
(amely azonban viszonylag hasonló több más klaszterezési algoritmushoz). A nem új 
módszereket bemutató, hanem elsősorban a meglévők tulajdonságainak leírására 
fókuszáló szakirodalomhoz (például Charrad et al. [2014], Kovács–Legány–Babos 
[2006]) képest különbség, hogy a dimenzionalitás hatása az elemzésünk egyik fő 
témája. A tanulmányban az optimális klaszterszám lehetséges definícióit az 1. fejezet 
foglalja össze, a 2. fejezetben találhatók a saját számítások eredményei, a következte-
téseket a 3. fejezet összegzi.  
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1. Az optimális klaszterszám definíciója 
A klaszterszám-meghatározás legfontosabb jellemzője, hogy nincs olyan mutató-
szám, amely minden esetben alkalmazható lenne. A klaszterelemzés során a kutató 
hozhat döntést, hogy melyik klaszterszámhoz tartozik a legjobbnak tekinthető meg-
oldás (például olyan kutatás, amelyben van előzetes vagy elméleten alapuló feltevés 
az elérendő klaszterszámról) (Simon [2006]). Amikor a klaszterek száma nem előre 
adott az elemzésben, sok módszer segítheti a klaszterszám kiválasztást. Kisebb adat-
bázisok hierarchikus klaszterelemzésénél alkalmazható lehet például a dendrogram 
(Simon [2006], Dobos–Michalkó–Nováky [2017], Rencher–Christensen [2012]  
413. old.), és számos egyéb mutatószám is rendelkezésre áll. A gyakorlatban a 
klasztervaliditás kritériumai közül gyakran választják a relatív mutatószámokat, ami-
kor valamely klasztervaliditási index értékei összehasonlíthatók, és az optimális érték 
(illetve az index értékhez kapcsolódó egyéb megfontolás és számítás eredménye) 
utalhat a „legmegfelelőbb” klaszterszámra. Néhány kiválasztott klasztervaliditási 
index jellemzőit Charrad et al. [2014] alapján az 1. táblázat foglalja össze.  
Az 1. táblázatban szereplő indexek esetében Charrad et al. [2014] tartalmazza a 
képleteket és az indexeket részletesen leíró tanulmányok bemutatását, a következők-
ben ezeket az indexeket az optimális klaszterszám meghatározásának módjára fóku-
szálva hasonlítjuk össze. 
1. táblázat 
Klasztervaliditási indexek és az optimális klaszterszám meghatározása 
Klasztervaliditási index A megfelelő klaszterszám jellemzője 
Calinski–Harabasz-index Maximális érték 
Duda–Hart-index 
A legkisebb klaszterszám, amelynél az index nagyobb vagy 
egyenlő, mint egy meghatározott érték 
Pseudo t2-index 
A legkisebb klaszterszám, amelynél az index kisebb vagy  
egyenlő, mint egy meghatározott érték 
C-index Minimum érték 
Gamma-index Maximum érték 
Beale-index F eloszláshoz hasonlítva határozható meg 
CCC-index  Maximális érték 
Pontbiszeriális korreláció Maximális érték 
Gplus-index Minimum érték 
Davies–Bouldin-index Minimum érték 
(A táblázat folytatása a következő oldalon.) 
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(Folytatás.) 
Klasztervaliditási index A megfelelő klaszterszám jellemzője 
Frey–Van Groenewoud-index Egy számolt hányados értékének 1 alá csökkenése alapján  
számolható 
Hartigan-index Hierarchiaszintek közötti maximális távolság alapján számolható 
Tau-index Maximális érték 
Ratkowsky–Lance-index Maximális érték 
Scott–Symons-index Hierarchiaszintek közötti maximális távolság alapján számolható 
Marriot-index 
Egymást követő szintek közötti maximális távolság alapján 
számolható 
Ball–Hall-index Szintek közötti maximális távolság alapján számolható 
A klasztereken belüli „pooled” 
kovarianciamátrix nyoma Szintek közötti maximális távolság alapján számolható 
A klasztereken belüli szóródási 
(dispersion) mátrix nyoma A második különbségértékek maximuma 
Friedman–Rubin- [1967] cikkből  
az egyik index Értékek közötti maximális távolság alapján számolható 
Friedman–Rubin- [1967] cikkből  
a másik index  
Szintek közötti második távolságok minimuma alapján  
számolható 
McClain–Rao-index Minimum érték 
Krzanowski–Lai-index Maximális érték 
Sziluettindex Maximális érték 
Gap-index 
A legkisebb klaszterszám, amelynél a gap-értékek közötti  
különbségre adott összefüggés teljesül 
D-index A klaszterezési „haszon” minimalizálásával számolható 
Dunn-index Maximális érték 
Hubert–Arabie-statisztika Második különbségértékek alapján számolható 
SD-index Minimum érték 
SDbw-index Minimum érték 
Forrás: Saját szerkesztés Charrad et al. [2014] alapján.  
 
A klasztervaliditási indexek között fontos különbség lehet, hogy néhányuk csak 
hierarchikus klaszterelemzésben alkalmazható, például az 1. táblázatban ez jellemző 
a pseudo t2- és a Frey–Van Groenewoud-indexre. A klasztervaliditási indexek alkal-
mazásakor az optimális klaszterszám esetében gyakran a klaszterszám függvényében 
változó valamely érték minimumát vagy maximumát keressük, erre az 1. táblázatban 
is számos példa található. A klasztervaliditási indexek összefügghetnek statisztikai 
hipotézisvizsgálattal is, a Beale-index esetében például az egyetlen klaszter meglété-
re vonatkozó (statisztikai) nullhipotézis elfogadása vagy elvetése F-eloszlású teszt-
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statisztikával vizsgálható, és az elemzés során különböző klaszterszámokat lehet 
figyelembe venni (Charrad et al. [2014]). Az 1. táblázatban nem említett mutató-
számok köre is széles, a klaszterezés megfelelőségének értékelésénél alkalmazható 
például a Vargha–Borbély [2017] által említett módosított Xie–Beni-index (amely 
azt mutatja meg, hogy mennyivel kisebb az átlagos távolság a saját klaszter közép-
pontjától, mint az egymáshoz legközelebbi két klaszter távolsága).  
A klaszterelemzés „jóságának” két fontos jellemzője a kohézió, valamint a szepa-
ráció (Mur et al. [2016]), és mindkettő sokféleképpen mérhető. Az egyik lehetséges 
megközelítésben a mérésnél a klasztereken belüli és klaszterek közötti „szóródási” 
(például kovariancia-) mátrixok alkalmazhatók. Az 1. táblázatban szereplő mutató-
számok közül több is kapcsolódik ezekhez a mátrixokhoz, például a Calinski–
Harabasz-index számításában mindkét szóródási mátrix szerepet játszik, de vannak 
olyan mutatószámok (például a Duda–Hart-index) amelyeknek a számításához csak a 
klaszteren belüli szóródási mátrix szükséges. Néhány mutató nem közvetlenül ezek-
ből a mátrixokból számítható, érdekes például a pontbiszeriális korreláció, amely a 
kezdeti távolságmátrix és egy ennek megfelelő, 0 és 1 értékeket tartalmazó mátrix 
elemeiből állítható elő (a mátrixban az ugyanolyan klasztertagságra 1 értékkel utal-
va) (Charrad et al. [2014]). 
A klasztervaliditási indexek, illetve az optimális klaszterszám meghatározásához 
alkalmazható mutatószámok köre nagyon széles, az 1. táblázatban szereplő indexeken 
kívül is sokféle mutatószám szerepel a gyakorlati számításokban. Kadlecsik [2013] a 
kétfázisú klaszterezés során, a változók normális eloszlását feltételező loglikelihood 
távolságmérték és Schwarz-féle bayesi információs kritérium segítségével a modell 
által „javasolt” klaszterszámot alkalmazza elemzésében. Yu–Liu–Wang [2014] egy új 
klasztervaliditást értékelő függvényt és egy olyan hierarchikus klaszterezési algorit-
must mutatnak be, amely automatikusan megáll a tökéletes klaszterszámnál. 
Chakraborty–Das [2018] olyan algoritmust írnak le, amely szimultán módon foglalko-
zik a klaszterszám megtalálásával és a különböző változókhoz súlyok rendelésével. 
Shen et al. [2005] dinamikus validitási indexet mutatnak be, Fang–Wang [2012] pedig 
bootstrap módszerrel határozzák meg a klaszterezési instabilitást, és a becsült klaszte-
rezési instabilitást minimalizáló klaszterszámot választják az elemzésben. Különböző 
klaszterminőségi mutatószámok összehasonlításához kapcsolódóan Vargha–Bergman–
Takács [2016] arra is felhívják a figyelmet, hogy a klaszterezés eredményeinek megfe-
lelőségénél érdemes azt is vizsgálni, hogy „igazi” klaszterstruktúráról van-e szó. Var-
gha–Bergman–Takács [2016] ezen vizsgálathoz a MORI- (measure of relative 
improvement – relatív megfelelőség mértéke) mutatószámot javasolják, amely a valódi 
és szimulációkkal (független változókkal) előállított adatokkal számítható klasztermi-
nőségi mutatószámok összevetésével határozható meg.  
Az optimális klaszterszám kiválasztása során a különböző indexek számítása né-
ha elegendő, más esetekben az egyéb megfontolások kiegészítő eredményt jelente-
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nek. Kosztyán–Telcs–Török [2015] például inhomogenitási index minimalizálásával 
határozták meg a klaszterek számát, míg Nezdei–Alpek [2018] a klaszterszám meg-
határozásakor a Calinski–Harabasz- és a Duda–Hart-index értékeit is kiszámították, 
valamint az értelmezhetőséget és a klaszterek elemszámait is figyelembe vették.  
A klaszterelemzés folyamatosan fejlődő szakirodalmában a klaszterezés „jóságá-
nak” szempontjairól is szó van. Lee–Olafsson [2013] a klaszterminőség egy új jel-
lemzőjeként mutatja be a diszkonnektivitást, amely elemzésükben kiegészíti a koráb-
bi szakirodalomban elterjedt kompaktsági szempontokat a klaszterszám meghatáro-
zása során. Lee–Olafsson [2013] megállapítása szerint több kompaktsági mutatószám 
(például a „gap”) esetében a klaszterszám meghatározás egy kompaktsági ábrán 
könyökpont keresésével függ össze, olyan módon, hogy a kompaktsági mutatószám 
értéke monoton csökken a klaszterszám növekedésekor úgy, hogy bizonyos klaszter-
szám felett már „laposabb” az ábrázolt függvény. Elemzésükben a kompaktsági és 
diszkonnektivitási szempontok együttes figyelembe vételével Lee–Olafsson [2013] is 
könyökpont keresésével foglalkoznak.  
Az 1. táblázatban felsorolt indexek között a „klaszterkönyök-mutatószám” ilyen 
néven nem szerepel, bár ez a klaszterszám meghatározási módszer is nagyon elterjedt. 
Zhang et al. [2017] megállapítják, hogy a megfelelő klaszterszám keresésekor néhány 
módszer esetén valamely értékelő függvényt szokás készíteni, amelynél a vízszintes 
tengelyen a klaszterszám, a függőleges tengelyen pedig az adott függvény értékei sze-
repelnek, és ezen az ábrán egy „térdet”, illetve „könyököt” szokás keresni. Zhang et al. 
[2017] elgondolásuk hasonló: az értékelő függvény a klasztereken belüli variancia 
(amely monoton csökkenő), a helyes klaszterszámnak pedig a függvény „térdénél” 
szereplő értéket tekintik. A könyök csökkenő függvényen keresése a klaszterszám 
meghatározásakor elterjedt a szakirodalomban (például Lino et al. [2019], Deb–Lee 
[2018], Paternina et al. [2018]). Lino et al. [2019] úgy vélik, a könyökkritérium amiatt 
alkalmazható, mert a klaszterszám függvényében a megmagyarázott varianciát elemzi. 
A könyökkritérium tehát nem kötődik szorosan egy adott értékelő függvényhez, inkább 
gyakran egy olyan szemlélet alkalmazását jelenti, amely esetén a klaszterszám akkor 
megfelelő, ha már eléggé nagy a magyarázott variancia. Azonban ez a meghatározás 
sem teljesen átfogó, mivel a szakirodalom egy részében (például Sajtos–Mitev [2007] 
308. oldal) a könyökkritérium alapján úgy határozható meg a klaszterszám, hogy a 
hierarchikus klaszterelemzésnél a könyök keresése azon az ábrán történik, amelyen a 
vízszintes tengelyen az összevonási lépések sorszáma, a függőleges tengelyen pedig az 
összevonásokhoz tartozó együtthatók értékei szerepelnek. Az 1. táblázatban szereplő 
mutatószámok közül a gap-index kapcsolatban van az elterjedt „klaszter-
könyökmódszerrel”, Estiri–Omran–Murphy [2018] szerint a gap-módszer a könyök-
módszer szerinti összehasonlításokat standardizálja.  
A könyökmódszert Estiri–Omran–Murphy [2018] úgy definiálják, hogy ebben az 
esetben a teljes klaszteren belüli négyzetösszeg értékét számítják (és ábrázolják) 
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különböző klaszterszámokra, és az optimális klaszterszám az, amelyiknél ezen az 
ábrán egy „térd” található. Yahyaoui–Own [2018] ehhez hasonlóan írja le a könyök-
módszert, azt is kiemelve, hogy a teljes klaszteren belüli négyzetösszeg az összes 
objektumnak a klasztercentroidjától való távolságai négyzetének összegeként szá-
mítható. A szakirodalomban elterjedt könyökmódszer-definíciókban (például Estiri–
Omran–Murphy [2018], Yahyaoui–Own [2018], Masud et al. [2018]) a 
klaszterkönyökábra gyakran csökkenő, azonban van másfajta megközelítés is.  
Kovács ([2014] 62. old.) leírása alapján a klaszterkönyök ábrázolásához először két 
klaszteres esetben szórásfelbontó (ANOVA [analysis of variance – varianciaanalí-
zis]) táblázatban ellenőrizzük a klaszterelemzésben szereplő változók megkülönböz-
tető erejét, és ha a változókra vonatkozó F-statisztika értékei megfelelően alacso-
nyak, akkor kettőnél több klaszter esetében is összehasonlítjuk az eredményeket.  
A klaszterkönyök ábrázolásakor a klaszterazonosítóknál és a klaszterelemzésben 
szereplő változóknál (figyelembe véve, hogy a változók gyakran standardizáltak) 
ANOVA segítségével összegezzük a változókra számolt külső eltérések négyzetösz-
szegét, valamint a teljes eltérések négyzetösszegét, és e két összeg hányadosait ábrá-
zoljuk a klaszterszám függvényében, a grafikonon pedig egy „könyökértéket” kere-
sünk. A Kovács ([2014] 62. old.) által leírtak alapján készíthető klaszterkönyökábra a 
klaszterszám függvényében monoton növekvő, de a klaszterszám-kiválasztás e mód-
szer esetében hasonló szemléletű, mint a monoton csökkenő könyökábránál (például 
Estiri–Omran–Murphy [2018], Yahyaoui–Own [2018]). A továbbiakban a könyök-
módszernél a Kovács ([2014] 62. old.) által leírtak alapján készült számításokat al-
kalmazzuk.  
A klaszterkönyök meghatározása kapcsán (például Estiri–Omran–Murphy 
[2018]) két fontos probléma adódhat: egyrészt az eljárás „számításintenzív” (ami 
miatt nagy adatbázisoknál viszonylag lassan számíthatók az eredmények), másrészt a 
könyökpont megtalálása olykor nehézségekbe ütközik, hiszen az ábrán nem mindig 
rajzolódik ki a könyök alakzat (Masud et al. [2018]).  
A szakirodalomban a könyökmódszeren kívül sokféle mutatószám terjedt el a 
klaszterszám kiválasztásához kapcsolódóan, ezek közül a továbbiakban a 
(Rousseeuw [1987]) által leírt sziluettmódszerrel foglalkozunk. A sziluettérték min-
den elemre („megfigyelésre”, „objektumra”) számítható (Rousseeuw [1987]):  
 
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ahol az ai érték az i-dik eset („megfigyelés”, „objektum”) saját klaszteren belüli más 
esetektől való átlagos távolságát mutatja, a bi érték pedig úgy számítható, hogy elő-
ször az adott elem más klaszterekbeli elemektől vett átlagos távolságát határozzuk 
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meg minden más klaszterre külön, aztán ezen értékek közül a minimális bi értéket 
vesszük. Rousseeuw [1987] a sziluettmódszer definiálásakor hangsúlyozza, hogy a 
távolság értékek arány mérési szinten mértek (ratio scale), például az euklideszi tá-
volság arány mérési szintűnek tekinthető. Az optimális klaszterszám az az érték, 
amely esetében az átlagos sziluettérték maximális (Rousseeuw [1987]), és ha a 
sziluettérték 1-hez közeli, akkor a klaszterezés eredménye meglehetősen jónak te-
kinthető.  
A sziluett képletéből jól látható, hogy az adatbázisban minden esetre külön szá-
molt értékről van szó, és a klaszterek „közös” tulajdonságai nincsenek figyelembe 
véve a számítások során. Zhou–Xu [2018] ezt a módszer hiányosságának tekintik, és 
írásukban egy olyan klasztervaliditási indexet mutatnak be, amely néhány esetben a 
sziluettmódszer gyorsabb alternatívájának tekinthető.  
A továbbiakban a könyök- és a sziluettmódszert alkalmazzuk. Az empirikus szá-
mítások során elsősorban annak a kérdésnek a megválaszolására törekszünk, hogy a 
két módszer eredményei különböző dimenzionalitású adatbázisokban mennyire te-
kinthetők konzisztensnek.  
2. Szimulációs adatokkal számolt eredmények 
Az optimális klaszterszámra vonatkozó eredmények általában nem vezethetők le 
matematikai képletekkel, ezért a következőkben a szimulációval előállított adatbázi-
sokat elemezzük, amelyre gyakori példát találunk a szakirodalomban (például Zhou-
Xu [2018], Estiri–Omran–Murphy [2018], Lord et al. [2017], Bhargavi–Gowda 
[2015], Kothari–Pitts [1999], Fang–Wang [2012], Fujita–Takahashi–Patriota 
[2014], Hardy [1996], Zhang et al. [2017], Yu–Liu–Wang [2014]). A tanulmányban 
viszonylag nagyméretű adatbázisok jellemzőivel foglalkozunk: 1000 eleme van a 
homogén és 3000 a heterogén (3 csoportot tartalmazó) adatbázisnak. E méretek miatt 
a számítások időigénye is viszonylag nagy. A klaszterek optimális számának kivá-
lasztása során figyelembe vesszük a szakirodalomban említett egyik hüvelykujjsza-
bályt a klaszterek maximális elemszámáról: n elem esetében a maximális klaszter-
szám 2n  (Kovács [2014] 62. old.). Ennek alapján az 1000 elemnél 
1000 2 22,36  lehetne a maximális klaszterszám, ezért a klaszterszámokat  
2 és 23 között vesszük figyelembe a számítások során. A heterogén adatbázisnál 
ennél nagyobb klaszterszám adódna a hüvelykujjszabály alapján, de a homogén 
adatbázissal való összehasonlítás miatt a heterogén adatbázisnál is 23 a legnagyobb 
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klaszterszám. Ez a maximális klaszterszámválasztás a számítások időigényessége 
szempontjából is előnyös, ezenkívül az elemzésben a heterogén adatbázisnál 3 a 
csoportok száma, ezért a 23-nál nagyobb klaszterszámoknál az eredményeknek nincs 
igazán jelentős információtartalma olyan szempontból, hogy megfigyelhető-e a 3 
mint optimális klaszterszám.   
A szakirodalom alapján (például Hajdu [2003] 122. old.) néhány esetben az 
outlierek kizárása lenne javasolható, a tanulmányban ezzel a feladattal nem foglalko-
zunk. A szimulációval előállított adatbázisoknál nem minden esetben nagy az elem-
szám, vizsgálatunkban ez a feltételezés elsősorban amiatt szerepel, hogy az eredmé-
nyek lehetőleg ne néhány egyedi adatra vonatkozzanak, illetve csökkenjen a kiugró 
értékek befolyásoló hatása. E célok teljesülését segítheti elő az is, hogy a szimuláci-
óval előállított adatokat p dimenziós „gömbök” alkotják (esetünkben p 2 és 8 közötti, 
a „gömb” kifejezés pedig arra utal, hogy a változók elméletileg korrelálatlannak 
tekinthetők). A „gömbstruktúra” azzal függ össze, hogy az adatok szimulációja során 
a normális eloszlás nagy szerepet kap. A p = 2 esetében előállított adatbázisokat az  
1. ábra szemlélteti. Érdemes megemlíteni, hogy a gyakorlati adatbázisokban általá-
ban nem tapasztalható a változók közötti korrelálatlanság, ez a feltételezés az elem-
zésben mindössze a minél áttekinthetőbb eredmények számítása érdekében szerepel. 
1. ábra. Szimulációval előállított adatok p = 2 esetén 



























A normális eloszlás feltételezése a szakirodalomban például Fujita–Takahashi–
Patriota [2014] írásában szerepel, ahol mindegyik szimulációval előállított adathal-
maz 100 olyan megfigyelésből áll, amelyeket kétváltozós normális eloszlású soka-
ságból származónak lehet tekinteni (a feltételezések szerint a kovarianciamátrix az 
egységmátrix). Jelen tanulmányban a változók korrelálatlanságának feltevése hason-
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lít a Fujita–Takahashi–Patriota [2014] által alkalmazotthoz, a normális eloszlásra 
vonatkozóan ugyanakkor a vizsgálatunkban mindössze azt feltételezzük, hogy  
a p dimenziós gömböknél a változók peremeloszlása normális, a többdimenziós 
normális eloszlás tesztelésével nem foglalkozunk.  
Az elemzésben minden dimenziószámhoz (2 és 8 dimenzió között) egy homogén 
és egy heterogén adatbázist állítottunk elő. A homogén adatbázisnál minden dimen-
zió (szimulációval előállított változó) esetében a normális eloszlás várható értéke 0, 
az elméleti szórása 1 volt (a változók elméleti függetlenséget feltételezve). A hetero-
gén adatbázis a feltételezések szerint 3 csoportból (p dimenziós „gömb”) állt, és az 
adatok előállítására egyenként – a homogén adatbázishoz hasonló módon, de részben 
más paraméterekkel – került sor: a normális eloszláshoz tartozó elméleti szórás érté-
ke egységesen 1, az elméleti várható érték pedig 0, 3,5 és 7 volt mindegyik dimenzió 
(szimulációval előállított változó) esetében. E feltevések alapján a heterogén adatbá-
zisban nem volt egymástól tökéletesen elkülönülő a 3 csoport, bár meglétük egyér-
telmű az 1. ábra alapján. A heterogén adatbázis hasonlít Zhang et al. [2017] tanul-
mányukban szereplő egyik adatbázisra (bár Zhang et al. [2017] elemzésében a válto-
zók szórása a 2 dimenziós adatbázisban nem egyenlő a 3 csoportban). A szakiroda-
lomban az is előfordul, hogy a szimulációval előállított adatbázisok között homogén 
és heterogén adatbázisok is vannak, Fujita–Takahashi–Patriota [2014] írásában 
például az egyik (szimulációval előállított) adatbázis egyklaszteres (vagyis homo-
génnek tekinthető), valamint Hardy [1996] tanulmányában is szerepel homogén és 
heterogén adathalmaz egyaránt. A homogén adathalmazok jellemzőinek vizsgálata 
többek között amiatt lehet érdekes, mert néhány módszer akkor is jelezheti csoportok 
jelenlétét, amikor ténylegesen nincsenek az adatbázisban (Hardy [1996]).  
Elemzésünk hierarchikus klaszterelemzéssel készült. Mivel a szimulációval előál-
lított változók arány mérési szintűnek tekinthetők, ezért az elemek közötti távolság 
mérésére az euklideszi távolságot alkalmaztuk, az összevonást pedig a legtávolabbi 
szomszéd módszerrel hajtottuk végre. Simon [2006] alapján a legtávolabbi szomszéd 
módszer a tértágító eljárások közé tartozik. Kovács ([2014] 56. old.) szerint a tértágí-
tó hatás arra utal, hogy a hierarchikus klaszterezési algoritmus alkalmazásakor vala-
mely lépésben inkább új klaszterek képződnek, és nem a meglevőkhöz kapcsolódnak 
újabb elemek. Simon [2006] megállapítása, hogy a legtávolabbi szomszéd módszer-
nél a klaszterek összevonása a legtávolabbi pontok alapján történik, és az a két klasz-
ter vonható össze, amelyeknek a legkisebb a távolsága. Ezzel a módszerrel nagyjából 
hasonló nagyságú csoportok képezhetők. A választott klaszterezési algoritmus  
(a legtávolabbi szomszéd módszer és az euklideszi távolság alkalmazása) jelen elem-
zésben megfelelőnek tekinthető, hiszen az nem feltételezhető, hogy sok egyelemű 
klaszter képződne, hanem hasonló méretű csoportok várhatók (hasonlóan a heterogén 
adatbázishoz, amelyben a tényleges csoportok egyenlő méretűek). A szimulációval 
létrehozott adatbázisainkban a változók standardizált változata szerepelt, a klaszter-
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elemzési és sziluettértékekkel kapcsolatos számítások az SPSS programmal készül-
tek (IBM Corporation Released 2017. IBM SPSS Statistics for Windows, Version 
25.0. Armonk, New York). A Függelékben található leírás (2 dimenziós példákon 
keresztül) az elemzés során alkalmazott adatbázisok struktúráját és a különböző 
klaszterszám esetén számolható eredményeket illusztrálja. Ezek az adatbázisok  
(mivel ezekben elméletileg mindegyik szimulációval előállított érték változhat) nem 
pontosan ugyanazok, amelyek a könyökábra és a sziluettértékek számításánál szere-
pelnek, ugyanakkor a nagy elemszám miatt feltételezhető a hasonlóságuk.   
Elsősorban a dimenzionalitás hatásának elemzésével törekszünk hozzájárulni a 
korábbi szakirodalomhoz (például Vargha–Bergman–Takács [2016] mutattak rá, 
hogy a változók száma jelentősen befolyásolhatja a klaszterelemzés eredményeit). 
Az elemzésekben a dimenziószám (vagyis az elemzésekben szereplő változók szá-
ma) 2 és 8 között változik, és a klaszterkönyökértéket, valamint a sziluettértékeket is 
különböző dimenziószám esetében hasonlítjuk össze a homogén és heterogén adat-
bázisban. A klaszterkönyök-számítással kapcsolatos eredményeket a 2. ábra foglalja 
össze, az átlagos sziluettértékek (a klaszterszám függvényében) pedig a 3. ábrán 
találhatók.  
2. ábra. A klaszterkönyök-számítás eredményei 
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A klaszterkönyök-számítások a Kovács ([2014] 62. old.) által leírtak alapján ké-
szültek, vagyis az ábrán az értékek monoton növekedők, és az 1-hez közeli értékek 
utalnak a klaszterezés jó eredményére. A sziluettszámításoknál is az 1-hez közeli 
érték utal arra, hogy az adott klaszterszám mellett jónak tekinthető a klaszterezés. 
Ennél pontosabban általában nem lehet meghatározni a jóság feltételét, a szakiroda-
lom mindössze néhány mutatószám esetében utal konkrétabb értékre. Simon [2006] a 
könyökpont-kritériumnál arra utal, hogy a klaszterszám függvényében ábrázolni 
lehet, mikor csökken jelentősen a belső varianciaösszeg, és ha nincs jelentős ugrás 
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(vagyis nincs könyök), akkor egy hüvelykujjszabály alapján az 50-50 százalékos 
belső és külső varianciaarányt érdemes figyelembe venni. Vargha [2016] megállapí-
tása alapján sikeres osztályozás esetén a mutatószám (a megmagyarázott variancia-
arány, amit úgy lehet definiálni, hogy összevetjük az adott osztályozás 
összheterogenitását és a lehető legnagyobb összeheterogenitást) eléri a 0,65 értéket.  
A tanulmányban a klaszterkönyökkel kapcsolatos számításokban a 2.a) ábrán a leg-
nagyobb értékek a legkisebb dimenziószámhoz (p = 2 esethez) tartoznak, és nagyobb 
dimenziószámnál általában kisebbek a klaszterkönyökértékek. A 2.b) ábra azt mutatja, 
hogy dimenziószámtól függetlenül nagyjából ugyanolyan a klaszterkönyökérték, 
ugyanakkor az is látható, hogy nagyobb dimenziószám esetén pontosabban kirajzolód-
nak a könyökpontok, mint 2 dimenziót (változót) véve, ahol ezek azonosítása nem 
annyira egyértelmű. Ez az eredmény szemlélteti az Estiri–Omran–Murphy [2018] által 
említett problémát, mivel kizárólag a klaszterkönyökábra értelmezése alapján (a tény-
leges csoportszámot figyelmen kívül hagyva) akár 5 is lehetne a választott optimális 
klaszterszám, miközben a tényleges csoportszám az adatbázisban 3.  
A homogén és heterogén adatbázis különbségei a klaszterkönyökábrán nagyon jól 
felismerhetők, azonban ebben az esetben is figyelemre méltó, hogy alacsony dimenzió-
számnál kizárólag az ábra alapján (amikor az elemzésben szereplő változók száma 2), 
optimális megoldásként jó választásnak tűnhet a 8 klaszter, ennyi klaszter esetében az 
ábrázolt értékek is viszonylag magasak. Ez az eredmény a Hardy [1996] által leírt 
problémát szemlélteti, vagyis hogy néhány esetben a klaszterszám-választáshoz alkal-
mazott módszer akkor is jelezheti csoportok jelenlétét, amikor azok ténylegesen nin-
csenek az adatbázisban (vagyis homogén az adatbázis).  
3. ábra. Átlagos sziluettértékek a klaszterszám függvényében 
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Az átlagos sziluettértékek esetében az eredmények hasonlók a klaszterkönyök-
módszerrel meghatározottakhoz, ezért a tanulmány egyik fő kérdésére az a válasz 
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adódik, hogy az elemzésben szereplő adatbázisoknál a klaszterkönyök- és a 
sziluettmódszer eredményei konzisztensnek tekinthetők. A sziluettmódszernél is 
teljesül az (ami a klaszterkönyökmódszer esetében megfigyelhető volt), hogy a ho-
mogén és a heterogén adatbázisoknál számolt eredmények nagymértékben külön-
böznek, és az eredményeket a dimenzionalitás (az elemzésben szereplő változók 
száma) is befolyásolja, bár ennek hatása nem tekinthető nagymértékűnek.  
A sziluettmódszer esetében a legkisebb dimenziószámnál (amikor az elemzésben 
szereplő változók száma 2) a módszer által optimális klaszterszámként azonosítható 
érték (az elemzésben szereplő adatbázisban 2) nem egyezik meg a tényleges csopor-
tok számával a heterogén adatbázist tekintve (ebben az adatbázisban 3). A homogén 
adatbázis esetében az átlagos sziluettértékeknél nem található olyan kiemelkedő 
maximális érték, ami az ábrán egyértelműen optimális klaszterszámként lenne azo-
nosítható, és az is megfigyelhető, hogy a homogén adatbázisnál a legkisebb dimen-
ziószámhoz tartoznak a legnagyobb értékek.  
Egészében véve az eredmények arra utalnak, hogy a klaszterkönyökábra és az át-
lagos sziluettértékeket a klaszterszám függvényében ábrázoló ábra nagy segítséget 
jelenthet az adatbázisok heterogenitásának, valamint homogenitásának megítélésé-
ben, illetve, hogy nagyobb dimenziószámnál (amikor az elemzésben több változó 
szerepel) kevésbé valószínű, hogy a heterogén adatbázisoknál a tényleges csoport-
számtól eltér a módszer eredményeként választott optimális klaszterszám.   
3. Következtetések 
A klaszterelemzés során az egyik központi kérdés, hogy mennyi klasztert lehet 
megkülönböztetni az adatbázisban. A klaszterszám lehet szakmai szempontok miatt 
külsőleg adott, de gyakran különböző klasztervaliditási indexek segítenek az optimá-
lis klaszterszám kiválasztásában. Tanulmányunkban a sok lehetőség közül a klasz-
terkönyök- és sziluettmódszereket hasonlítottuk össze. Ezek meglehetősen gyakoriak 
a klaszterelemzés dinamikusan fejlődő szakirodalmában, amihez mi a 
dimenzionalitás hatásának kutatásával törekedtünk hozzájárulni. Az elemzésünk 
során alkalmazott adatok is hasonlítanak korábbi tanulmányokban szereplő adatbázi-
sokhoz. Egyik fontos eredményünk, hogy a vizsgálatunkban szereplő adatok eseté-
ben mindkét módszerrel egyaránt jól felismerhető, hogy homogén vagy heterogén 
adatbázisról van-e szó. Egy másik, a gyakorlati kutatások számára lényeges ered-
mény arra utal, hogy az optimális klaszterszám a heterogén adatbázisoknál mindkét 
módszerrel hasonló értékű (a vizsgált adatbázisokban), és mindössze alacsonyabb 
dimenziószámnál fordul elő kismértékű eltérés.  
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A tanulmány eredményeinek értelmezése során természetesen figyelembe kell 
venni, hogy a klaszterelemzési algoritmusok sajátosságai miatt nem matematikailag 
levezetett eredményekről van szó, így az alkalmazott adatbázisok tulajdonságai 
nagymértékben befolyásolják azokat. A témával kapcsolatos további kutatásokban 
emiatt elsősorban az elemzésben szereplő adatbázisok paramétereinek (méretének, a 
változók eloszlásának) változtatásával érdemes foglalkozni.  
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Summary 
Clustering is a widespread and very popular data analysis method. Although the lack of math-
ematical assumptions makes cluster analysis applicable in numerous databases, the „goodness” of 
clustering can also have several aspects. Among „goodness” related questions, this paper focuses 
on the determination of the optimal number of clusters, and on the consistency of the methods for 
cluster number selection. The author uses the frequently applied cluster elbow method and the 
silhouette method for the analysis of homogeneous and heterogeneous databases. The empirical 
results suggest that both methods highlight the difference between homogeneous and heterogene-
ous databases: in the heterogeneous database, the optimal number of clusters can be identified more 
clearly, on which the number of dimensions (variables) has only limited effect. Overall, the paper 
indicate that both methods can be applied to explore the heterogeneity of a database, and the opti-
mal numbers of clusters identified by these methods are similar.  
