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Abstract
Channel state information (CSI) in the interference channel can be used to precode, align, and
reduce the dimension of interference at the receivers, to achieve the channel’s maximum multiplexing
gain, through what is known as interference alignment. Most interference alignment algorithms require
knowledge of all the interfering channels to compute the alignment precoders. CSI, considered available
at the receivers, can be shared with the transmitters via limited feedback. When alignment is done by
coding over frequency extensions in a single antenna system, the required CSI lies on the Grassmannian
manifold and its structure can be exploited in feedback. Unfortunately, the number of channels to be
shared grows with the square of the number of users, creating too much overhead with conventional
feedback methods. This paper proposes Grassmannian differential feedback to reduce feedback overhead
by exploiting both the channel’s temporal correlation and Grassmannian structure. The performance of
the proposed algorithm is characterized both analytically and numerically as a function of channel length,
mobility, and the number of feedback bits. The main conclusions are that the proposed feedback strategy
allows interference alignment to perform well over a wide range of Doppler spreads, and to approach
perfect CSI performance in slowly varying channels. Numerical results highlight the trade-off between
the frequency of feedback and the accuracy of individual feedback updates.
This work was supported by the Office of Naval Research (ONR) under grant N000141010337.
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I. INTRODUCTION
Interference alignment (IA) is a precoding strategy that attempts to align interfering signals in time,
frequency, or space. By aligning signals, IA reduces the dimension of the interference observed at each
receiver and achieves the channel’s maximum multiplexing gain. With alignment, network sum rate can in-
crease linearly with the number of communicating users [1]. Various methods of calculating IA precoders
have been proposed [2]–[9]. While [2]–[9] are algorithmically different, they share the common feature
that channel state information (CSI) for the interference channels is required to compute the IA solution.
In network architectures envisioned for IA, the channels would be known at a centralized processor that
computes the IA precoders and distributes the solution to the transmitters, or each transmitter would
have joint knowledge of all the CSI to compute the solution independently. In either case, a reasonable
approach for satisfying the CSI requirement is to feedback quantized CSI through limited feedback, of
which a detailed overview can be found in [10] and the references therein. A straightforward application
of limited feedback, however, incurs significant overhead in IA networks. The reasons are that (i) feedback
about every interfering link is required from every receiver and (ii) high resolution CSI is required to
achieve alignment. As a result, low-overhead methods to transfer CSI must be designed to realize the
data rates promised by IA.
Several approaches have been proposed to reduce feedback overhead in IA networks [11]–[15]. In [11],
knowledge of channel gains is used to partition the network into optimally sized alignment sub-groups.
In [12], IA is applied to partially connected interference channels. Exploiting the network structure as in
[11], [12] limits the number of channels that must be fed back but does not provide better compression
or higher quality CSI. To reduce the number of bits needed to feedback a channel response, [13] uses
Grassmannian codebooks to quantize the channel coefficients in single-input single-output (SISO) systems
with frequency extensions. The work in [14] extends that of [13] to systems with multiple antennas.
Both [13] and [14] show that IA with limited feedback can achieve a system’s degrees of freedom as
long as feedback bits scale sufficiently with SNR. As the number of feedback bits increases, however,
complexity increases and limited feedback becomes less practical as very large codebooks are undesirable.
Analog feedback overcomes the problem of scaling complexity since the CSI distortion decreases naturally
with SNR [15]. Analog feedback, however, is only optimal when the number of feedback channel uses
matches the number of symbols being fed back [16]. Further, a main limitation of the feedback strategies
in [13]–[15] is that they neglect the temporal correlation in the channel that can be exploited to further
reduce overhead and improve CSI quality.
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Differential and predictive feedback strategies have been proposed for compressing various forms of CSI
in time-varying channels [17]–[24]. Simplified differential strategies, such as [17], have been considered
in commercial wireless standards to feedback channel quality indicators. In [19] differential feedback
of multiple-input multiple-output (MIMO) channel correlation matrices is proposed by leveraging the
geometry of positive definite Hermitian matrices. The strategy in [19] was shown to work well when
implemented on a wireless testbed [20]. In [21] the differential feedback of unitary precoders is considered
in a single-user MIMO setting. The geometry of IA’s required CSI, however, neither fits the structure
considered in [17], [19]–[21], nor the parametrization derived in [22]. Thus, the feedback strategies in
[17], [19]–[22] cannot be used. In [18], tree-structured beamforming codebooks are constructed allowing
receivers to feedback differentially encoded information about a local neighborhood in the feedback
tree. In [23] differential feedback is applied to beamforming vectors that are gradually rotated on the
Grassmann manifold using a Householder matrix to improve quantization accuracy. In [24] Grassmannian
beamforming vectors are fed back and reconstructed using predictive vector quantization tools, leveraging
manifold concepts such as tangent vectors and geodesic curves. Unlike the single-user system considered
in [23], however, IA systems are sensitive to leakage interference, and require more feedback than the
broadcast channel [18], [24]. As a result, the application of [18], [23], [24] to IA networks is non-trivial
and it is not clear whether they can achieve sufficient performance with practical codebook sizes.
In this paper, we propose a limited feedback strategy based on Grassmannian differential feedback
to fulfill the CSI requirement in wideband single antenna systems using IA over frequency extensions.
Frequency extensions provide a practical source of dimensionality for IA precoding in SISO interference
channels and play an integral role in achieving the maximum multiplexing gain in both single and multiple
antenna systems [1]. Although we present results for single antenna systems, the feedback strategy can
be generalized to systems with multiple antennas in a manner similar to [14]. The proposed strategy
tracks the slow evolution of the normalized channel impulse responses on the Grassmannian manifold.
At each feedback update, a quantized tangent vector relating consecutive channel realizations is used at
the transmitter to reconstruct the channel. Since the tangent space geometry changes at each iteration, and
varying Doppler spreads lead to different channel dynamics, we construct quantization codebooks that
adapt to the channel’s geometry and dynamics. Unlike [24], no prediction is performed and differential
feedback is used in the new context of SISO interference channels. We show that the performance of the
proposed differential strategy cannot be improved upon by a simple yet commonly used class of linear or
geodesic predictors. Thus, the development of more sophisticated prediction algorithms that can further
improve CSI quality remains a promising venue for future work.
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We derive an approximation for the average distortion achieved by the proposed algorithm and show
that it is accurate for a wide range of channel and feedback parameters. Unlike the analysis of the
Householder strategy in [23] and the predictive strategy in [24], which neglect either the quantization
process or the channel’s Doppler spread, the derived performance characterization captures the effects of
both fading speed and codebook size. Simulation results show that the proposed algorithm outperforms
memoryless quantization and other competitive feedback strategies for temporally correlated channels
[24]. Through simulation, we highlight also the trade-off between feedback refresh rate and codebook
size [25]. We show that, from a CSI distortion perspective, frequent updates using smaller codebooks
may often be preferred to less-frequent updates with a large codebook. Finally, while scaling codebook
size is still required to preserve multiplexing gain, we show that IA with the proposed feedback strategy
performs well in the range of medium to high SNR with a relatively small number of feedback bits.
This paper is organized as follows. Section II introduces the SISO wideband interference channel model
with orthogonal frequency division multiplexing (OFDM). Section III reviews the concept of interference
alignment over frequency extended channels and highlights the degradation due to imperfect channel
knowledge. Section IV presents the proposed feedback framework while Section V elaborates on its
main design parameters. Sections VI and VII present analytical and numerical results respectively on
the performance of the Grassmannian differential feedback, as well as the performance of IA when the
proposed strategy is used for CSI feedback. We conclude with Section VIII.
We summarize the notation employed in this paper: A is a matrix; a is a vector; and a is a scalar;
(·)∗ denotes the conjugate transpose; A ◦ B is the Hadamard product; ‖A‖F is the Frobenius norm of
A and trace(A) is its trace; ‖a‖ is the 2-norm of a; |a| is the absolute value of a; IN is the N × N
identity matrix; 0N is the N-dimensional zero vector; FN is the N -point discrete Fourier transform (DFT)
matrix; diag(a) is the diagonal matrix obtained by putting the elements of a on its diagonal; [a,b] is a
horizontal concatenation of vectors a and b, CN is the N -dimensional complex space; CN (a,A) is a
complex Gaussian random vector with mean a and covariance matrix A. Expectation is denoted by E [·].
II. SYSTEM MODEL
Consider a frequency selective SISO interference channel with K communicating user pairs. Each user
k communicates desired data to its paired receiver k and interferes with all other receivers ℓ 6= k. The
wideband channel between transmitter ℓ and receiver k at time t is given by the L-tap channel impulse re-
sponse vector hk,ℓ[t] = [hk,ℓ[t, 0]∗,hk,ℓ[t, 1]∗, . . . ,hk,ℓ[t,L− 1]∗]∗ ∀k, ℓ ∈ {1, . . . ,K}. Channel impulse
responses are drawn independently across k and ℓ from a continuous distribution and have covariance
Revision 9 on August 21, 2018 5
matrix E [hk,ℓ[t]hk,ℓ[t]∗] = Rhk,ℓ , ∀k, ℓ ∈ {1, . . . ,K} and ∀t. Letting ρk,ℓ be the average attenuation of
user ℓ’s signal at user k’s receiver, the channel response satisfies trace
(
Rhk,ℓ
)
= ρk,ℓ. In the case of
uncorrelated channel taps, Rhk,ℓ = diag (pk,ℓ), where pk,ℓ is the L× 1 vector representing the channel’s
power delay profile.
Using orthogonal frequency division multiplexing (OFDM), the transmitters transform the observed
frequency selective channels into a set of Nsc non-interfering narrowband subcarriers. Stacking each
received OFDM symbol in a vector, the input-output relationship can be written in matrix form as
yk[t] = Hk,k[t]xk[t] +
∑
ℓ 6=k
Hk,ℓ[t]xℓ[t] + vk[t], (1)
where xk[t] is the OFDM symbol sent by user k at time t with the average power constraint E
[
‖xk[t]‖
2
]
=
NscP , the Nsc×Nsc matrix Hk,ℓ[t] = diag
(
FNsc
[
h∗k,ℓ[t], 0Nsc−L
]∗)
represents the channel frequency
response between transmitter ℓ and receiver k at time t, and vk[t] is the i.i.d. CN (0,σ2nINsc) thermal
noise observed by user k. The system model assumes perfect time and frequency synchronization, and
a cyclic prefix that is long enough to accommodate the impulse response of all channels as well as the
potential propagation delay between users.
Further, the relationship in (1) implicitly assumes that the L-tap channels hk,ℓ[t] seen by the tth OFDM
symbol remain constant over the OFDM symbol time and pilots can be used to estimate them at the
receiver. The channels over consecutive OFDM symbols, however, are considered to be slowly varying. Let
fD be the Doppler frequency of the channel and Ts be the OFDM symbol time. We assume channels are
temporally correlated according to the model proposed by Clarke [26], i.e E
[
ρ−1k,ℓ
∣∣∣h∗k,ℓ[t−m]hk,ℓ[t]∣∣∣] =
J0(2πfDTsm) where J0 is the 0-th order Bessel function of the first kind. A main underlying assumption,
however, is that while the channels vary slowly over time, their length L remains fixed. Since channel
response length, is likely to vary slower than the channel response itself, and since it is constrained to
be a small integer, the channel length can be fed back to the transmitter if necessary at a small extra
overhead cost. In general, the proposed feedback algorithm can be applied to all correlated channels,
however, further details on the mathematical structure of the temporally correlated channel are given
whenever a result is model-dependent.
Throughout the remainder of this paper we make the following two system-level assumptions:
• We assume that the channels hk,ℓ[t] ∀ℓ are known to receiver k. This implicitly assumes that the
set of K transmitters coordinate (or orthogonalize) their pilot transmissions allowing receivers to
estimate all incoming channels. We make a further simplification by assuming receiver CSI is perfect.
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• We assume each receiver has an error-free logical feedback link to all transmitters. The feedback
link from receiver k to transmitter ℓ may either be a direct link, or a link through other nodes such
as transmitter k and/or a centralized processor. Effectively, this allows obtaining global CSI at at
least one node to enable the calculation of IA precoders which, if needed, can be forwarded to the
other transmitters.
While the importance of transmitter channel knowledge makes the two assumptions rather standard
in the literature on precoding for the interference channel [1], [2], [6]–[8], [11]–[15], or interference
coordination in general [27], they are by no means trivial. Coordinating training phases, feedback phases,
and centralized processing constitutes significant complexity in both cellular and ad-hoc systems. We
refer the interested reader to [27] and the references therein for a detailed discussion of the limitations,
the benefits, and the possible solutions that enable coordination in the case of cellular systems.
III. INTERFERENCE ALIGNMENT IN FREQUENCY
In this section we review the concept of IA over frequency extensions when perfect channel state
information is available at the transmitter W then summarize the effect of imperfect transmitter channel
knowledge on the performance of IA.
A. IA with Perfect CSI at the Transmitter
IA for the SISO interference channel can achieve the maximum degrees of freedom when coding over
infinite channel extensions [1]. Using IA over N frequency extensions, each transmitter k at time t sends
dk < N symbols, xmk [t], along the N × 1 precoding vectors fmk [t]. As a result, the transmitted symbol is
xk[t] =
dk∑
m=1
fmk [t]x
m
k [t], (2)
where ‖fmk [t]‖2 = 1 and E
[
|xmk [t]|
2
]
= NP/dk, such that the power in each N subcarriers is NP [28].
The transmit directions fmk [t] are calculated such that the interference from K − 1 users is aligned at all
receivers, leaving at least dk interference free dimensions for the desired signal. The number of transmitted
symbols dk can be chosen according to the original strategy in [1] or the improved method in [7], both
of which asymptotically achieve the maximum degrees of freedom, i.e. limN−→∞ 1N
∑
dk = K/2.
Note that users need not code over all Nsc subcarriers since algorithm complexity increases significantly
with the number of subcarriers whereas the achieved multiplexing gain may increase very slowly with
Nsc as demonstrated by the IA solutions in [1]. Users could potentially treat any N -subset of subcarriers
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as an independent coding group and thus have ⌊NscN ⌋ parallel alignment groups in an OFDM symbol. In
this case (2) applies to each group of subcarriers, and one can write ⌊NscN ⌋ relationships for each OFDM
symbol. For simplicity of exposition, in the remainder of this section we assume ⌊NscN ⌋ = 1.
To quantify concisely the degradation due to imperfect CSI, we consider a zero-forcing receiver; other
receiver designs can be used. At the output of the linear receivers wmk [t], the received signal is
wmk [t]
∗yk[t] =wmk [t]
∗Hk,k[t]fmk [t]x
m
k [t] +
∑
ℓ 6=m
wmk [t]
∗Hk,k[t]f ℓk[t]x
ℓ
k[t]
+
∑
i 6=k
di∑
ℓ=1
wmk [t]
∗Hk,i[t]f ℓi [t]x
ℓ
i [t] +w
m
k [t]
∗vk[t],
(3)
for m ∈ {1, . . . , dk} and k ∈ {1, . . . ,K}, where ‖wmk [t]‖2 = 1. Assuming a zero-forcing receiver, the
conditions for perfect interference alignment are
wmk [t]
∗Hk,k[t]f ℓk[t] = 0 ∀k, ℓ 6= m (4)
wmk [t]
∗Hk,i[t]f ℓi [t] = 0 ∀i 6= k, and ∀m, ℓ (5)
|wmk [t]
∗Hk,k[t]fmk [t]| ≥ c > 0 ∀k,m (6)
where alignment is achieved by (4) and (5), while (6) ensures the decodability of the dk desired streams.
The sum rate achieved by the linear zero-forcing receiver [29], assuming Gaussian input signals, is
R¯sum =
K∑
k=1
dk∑
m=1
1
Nsc
log2
(
1 +
NscP
dk
|wmk [t]
∗Hk,k[t]fmk [t]|
2
I1k,m[t] + I
2
k,m[t] + σ
2
n
)
, (7)
where I1k,m[t] is self-interference from other transmit streams and I2k,m[t] is the interference from other
users. The two interference terms are
I1k,m[t] =
∑
ℓ 6=m
NscP
dk
∣∣∣wmk [t]∗Hk,k[t]f ℓk[t]∣∣∣2 ,
I2k,m[t] =
∑
i 6=k
di∑
ℓ=1
NscP
di
∣∣∣wmk [t]∗Hk,i[t]f ℓi [t]∣∣∣2 . (8)
If perfect channel knowledge is available, and the number of symbols dk are feasible, equations (4)-(6)
can be satisfied with probability one and thus I1k,m = I2k,m = 0. This gives
lim
P→∞
R¯sum
log2 P
= lim
P→∞
∑
k,m
1
Nsc
log2
(
1 +
NscP
dk
|wmk [t]∗Hk,k[t]fmk [t]|2
σ2n
)
log2 P
=
1
Nsc
∑
k
dk
Nsc→∞−→
K
2
,
(9)
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which confirms the fact that IA achieves the K/2 degrees of freedom of the K user interference channel.
While the achievability proof in [1] assumed independent fading across subcarriers, [13] has claimed that
fading on each subcarrier need not be independent provided that the channel impulse response is long
enough.
B. The Effect of Limited Feedback
In practical systems, receivers cannot feedback the channels hk,i[t] with infinite precision, thus only a
distorted version of hk,i[t] is available when calculating IA precoders. The distortion caused by limited
feedback implies that interference will not be perfectly aligned. The power of residual misaligned
interference increases along with transmit power and causes the SINR in the desired signal subspace
to saturate, which limits sum rate at high SNR [29]. As a result, low overhead feedback strategies must
be designed to improve CSI accuracy and allow good IA performance.
To establish the impact of limited feedback on IA sum rate, and to develop insights into the structure of
a good quantizer, we summarize the calculations in [13], [15]. In [15], it is shown that if the transmitters
use the estimated or quantized channels Ĥk,i, ∀k, i ∈ {1, 2, . . . , k} to calculate IA precoders, then the
mean loss in sum rate can be upper bounded by
∆R¯sum ≤
∑
k,m
1
Nsc
log2
1 + EH
[
I1k,m + I
2
k,m
]
σ2n
 . (10)
Using the results from [13, Section IV-B], the components of the sum leakage interference, I1k,m+I2k,m,
can be bounded by
NscP
di
∣∣∣ŵmk [t]∗Hk,i[t]̂f ℓi [t]∣∣∣2 ≤ NscPdi ‖ŵmk [t] ◦ f̂ ℓi [t]‖2‖hk,i[t]‖2
1− ∣∣∣∣∣ hk,i[t]∗ĥk,i[t]‖hk,i[t]‖‖ĥk,i[t]‖
∣∣∣∣∣
2
 , (11)
where f̂ ℓi [t] and ŵmk [t] are the precoders and combiners calculated using imperfect CSI. The bound
in (11) relates the power of leakage interference to the quality of the quantized CSI and suggests
mathematical structure that can be exploited by the quantizer. The last term in (11) indicates that only
knowledge of the normalized channels hk,i[t]‖hk,i[t]‖ is necessary for IA, further the CSI is phase invariant since∣∣∣ hk,i[t]∗ĥk,i[t]‖hk,i[t]‖‖ĥk,i[t]‖ ∣∣∣2 = ∣∣∣ ejθhk,i[t]∗ĥk,i[t]‖ejθhk,i[t]‖‖ĥk,i[t]‖ ∣∣∣2. This is not surprising since, if an interfering channel is scaled
and rotated by α ∈ C, the interference subspace remains unchanged, i.e., diag (FNscαhk,i[t]) fmi [t] =
αdiag (FNschk,i[t]) f
m
i [t]. As a result, the CSI needed for IA with frequency extensions evolves on the
manifold of L-dimensional unit norm, rotationally invariant vectors otherwise known as the Grassmannian
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manifold GL,1 [30]–[33]. Define the chordal distance between two points on the Grassmannian manifold,
x1 and x2, as d(x1,x2) =
√
1− |x∗1x2|
2
. The bound in (11) can be rewritten as
NscP
di
∣∣∣ŵmk [t]∗Hk,i[t]̂f ℓi [t]∣∣∣2 ≤ NscPdi ‖ŵmk [t] ◦ f̂ ℓi [t]‖2 ‖hk,i[t]‖2 d(gk,i[t], ĝk,i[t])2, (12)
where gk,i[t] , hk,i[t]‖hk,i[t]‖ and ĝk,i[t] ,
ĥk,i[t]
‖ĥk,i[t]‖ , showing that leakage interference can be bounded using
the chordal distance between the true and quantized channels [34].
IV. GRASSMANNIAN DIFFERENTIAL FEEDBACK
In this section, we present the proposed feedback algorithm. Under some conditions, we show that
differential quantization, a special case of predictive vector quantization, cannot be improved upon using
a simple yet common class of predictors.
A. Differential Feedback Framework
We propose to differentially encode the normalized channel response vectors by exploiting both their
Grassmannian structure and temporal correlation. The proposed algorithm encodes CSI increments using
a tangent vector which defines the geodesic path between consecutive channel realizations. Our feedback
framework uses tools presented in [34], which were simplified and first used for MISO broadcast channel
feedback in [24]. We consider the separate quantization of the slowly varying normalized channel vectors
gk,i[t] ,
hk,i[t]
‖hk,i[t]‖ ∀t ≥ 0; joint quantization may offer higher performance at the expense of additional
complexity [35]. Therefore, we restrict our attention to one of the channels and drop the user subscripts.
The smooth structure of the manifold allows each two points to be related using the concept of a
geodesic path as shown in Fig. 1. The geodesic curve describing the path between g[t − 1] and g[t] is
given by
G(g[t − 1], e[t], ℓ) = g[t− 1]cos (‖e[t]‖ℓ) +
e[t]
‖e[t]‖
sin (‖e[t]‖ℓ) . (13)
where the vector e[t], also shown in Fig. 1, is known as the tangent vector. The tangent vector can be
viewed as a length-preserving unwrapping of the geodesic path onto the tangent space at g[t − 1]. The
tangent vector is given by
e[t] = tan−1
(
d[t]
ρ[t]
)
g[t]/ρ[t] − g[t− 1]
d[t]/ρ[t]
, (14)
where ρ[t] = g[t − 1]∗g[t] and d[t] =
√
1− |ρ[t]|2 [34]. From (13), it can be verified that G(g[t −
1],g[t], 0) = g[t− 1], G(g[t− 1],g[t], 1) = g[t] and that ‖G(g[t− 1],g[t], ℓ)‖ = 1, ∀ℓ since the tangent
vector e[t] is orthogonal to the base vector g[t− 1].
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Tangent vector (e[t])
Geodesic curve (G(g[t-1],e[t],l))
Previous channel (g[t-1])
Current channel (g[t])
Tangent codebook
Fig. 1. A 3D visualization of the Grassmann manifold and the tangent vector quantization process. The quantized tangent
which is selected from the tangent codebook is also marked in red.
Calculate
Tangent
Quantize
Tangent
Update
Quantizer State
Observe
channel
Tangent
indices
Move Along
Geodesic
Move Along
Geodesic
Receive
Quantized
Tangent
Quantized
Channel
Update
Quantizer State
Receiver Transmitter
Feedback
Fig. 2. Block diagram of Grassmannian differential quantization and feedback at the transmitter and receiver.
The tangent vector and geodesic path, which together relate two points on the manifold, can be
used to build a differential feedback framework to track the evolution of CSI [24]. Given the previous
channel realization and a tangent vector received by feedback, the transmitter can reconstruct the current
channel by applying (13). The operation of the Grassmannian differential feedback algorithm at both
the transmitter and receiver is given in the block diagram of Fig. 2. For clarity, the pseudo code used
to encode the channel evolution over time is given in Algorithm 1. At each new channel realization,
the receiver estimates the normalized L-tap channel g[t]. Perfect channel estimation is assumed here to
decouple the quantization error from the estimation error. Given the current observation, and the quantized
channel in the previous iteration, ĝ[t− 1], the receiver calculates the tangent vector, e[t], from ĝ[t− 1]
to g[t]. The receiver then quantizes the tangent vector to produce a quantized tangent, ê[t]. The details
of the quantization method are given in depth in Section V. This quantized tangent is then fedback to
the transmitter over a delay and error free feedback link. Equipped with the previous quantized channel,
ĝ[t − 1], and the quantized error vector ê[t], both transmitter and receiver can now calculate the new
quantized channel ĝ[t]. This vector ĝ[t] will later serve as the base point in the next iteration. The
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Algorithm 1 Receiver
1: Input: ĝ[t− 1]
2: for all t = 1, 2, . . . do
3: Estimate the channel g[t]
4: Calculate tangent between ĝ[t− 1] and g[t] using (14)
5: Quantize and feedback the quantized tangent vector ê[t]
6: Reconstruct the quantized channel ĝ[t] = G(ĝ[t− 1], ê[t], 1)
7: end for
Algorithm 2 Transmitter
1: Input: ĝ[t− 1]
2: for all t = 1, 2, . . . do
3: Receive the feedback tangent vector ê[t]
4: Reconstruct the quantized channel ĝ[t] = G(ĝ[t− 1], ê[t], 1)
5: end for
6: Output: ĝ[t]
algorithm runs in parallel for all channels gk,i[t], ∀k, i and the transmitters use the estimated CSI vectors
ĝk,i[t], ∀k, ℓ to do interference alignment.
B. Comparing Differential vs. Predictive Quantization
The feedback framework of Section IV-A is a special case of predictive vector quantization, the main
difference being that the proposed strategy does not attempt to further improve CSI by predicting future
channel realizations. In this section, we begin by formalizing the main difference between predictive
and differential feedback. We then show that, for a class of channels, commonly used Grassmannian
predictors such as those in [23], [24], yield no performance enhancement over the differential strategy
presented. We note, however, that more sophisticated prediction functions may in fact further improve
performance. Thus, the development of more intelligent Grasmannian predictors is a promising area for
future work.
1) Predictive Quantization: The main idea behind differential feedback is to send the transmitter
information that allows it to move from the old quantized channel to the new channel realization. Thus,
a tangent vector e[t] is calculated between the base point ĝ[t− 1] and g[t], and is then quantized to give
ê[t]. Instead of starting the tangent vector at the point ĝ[t− 1], general predictive quantization calculates
the tangent starting at another point g˜[t], known as the predicted channel vector. The premise is that if
g˜[t] is “closer” to g[t] than ĝ[t− 1] (the base point used in differential feedback), quantization accuracy
can be further improved. The main difficulty now lies in constructing prediction functions that actually
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yield closer or better estimates of g[t].
Unfortunately, work on prediction on the Grassmann manifold is rather limited. In this paper, we
consider a class of linear predictors used in [23], [24]. Though the predictors in [23], [24] are presented
differently, the predicted channel vectors can be written in a unified manner as
g˜[t] = G(ĝ[t− 1], ep[t], ℓp) = ĝ[t− 1] cos (‖ep[t]‖ℓp) +
ep[t]
‖ep[t]‖
sin (‖ep[t]‖ℓp) , (15)
where ep[t] is the predicted tangent vector and ℓp is a predicted step size. Since the norm of ep[t] can
absorb any prediction step size ℓP , we enforce ℓp = 1 without loss of generality.
The challenge now is to use commonly known information, such as ĝ[t′ ] ∀0 ≤ t′ ≤ t − 1,1 to find
the best predicted tangent vector eoptp [t], i.e., the one that maximizes E
[
|g˜[t]∗g[t]|2
]
and makes g˜[t] the
best estimate of g[t]. Thus, the prediction problem can be summarized as solving
eoptp [t] = argmax
ep[t]
E
[
|g˜[t]∗g[t]|2
]
(16)
(a)
= argmax
ep[t]
E
[∣∣∣∣(cos (‖ep[t]‖) ĝ[t− 1] + sin (‖ep[t]‖) ep[t]‖ep[t]‖
)∗
h[t]
∣∣∣∣2
]
,
where (a) is by replacing g˜[t] by its definition in (15) and by noticing that maximizing E
[
|g˜[t]∗g[t]|2
]
is equivalent to maximizing E
[
|g˜[t]∗h[t]|2
]
. In what follows, we show that for a class of temporally
correlated channels, such a geodesic predictor yields no performance enhancement over the differential
feedback strategy presented. Therefore, to ensure that prediction does in fact improve performance,
more sophisticated predictors that better exploit the channel’s Doppler spectrum must be derived. The
development of such predictors is a promising topic for future work.
2) Performance Comparison & Prediction Gains: For the analysis in this section, we make the
following assumptions on the channel’s temporal structure.
Assumption 1: We assume that the channels h[t] are temporally correlated according to a first order
autoregressive model [36], and are thus given by h[t] = ηfh[t − 1] +
√
1− ηf 2z[t]. For simplicity, we
further assume that h[t] ∼ CN (0, 1LIL) which in turn implies that z[t] ∼ CN (0,
1
LIL).
While we present our analysis for channels satisfying Assumption 1, similar results can be shown
for other temporally correlated channel models in which changes in the channel are zero-mean and
independent of the previous channel realizations.
1In fact [23], [24] make the simplifying assumption that ĝ[t′ ] ∀0 ≤ t′ ≤ t− 1 is available during predictor design. We relax
this assumption, by only allowing access to ĝ[t
′
] ∀0 ≤ t
′
≤ t−1, at the cost of adding a milder assumption on the quantization
error in ĝ[t]. Results hold, and derivations are simplified, if we revert to the assumptions of [23], [24].
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Assumption 2: We assume that the quantization error introduced by our algorithm is isotropically
distributed, i.e., the direction of g[t] − ĝ[t] is uniformly distributed, and that the error direction and
magnitude are independent.
For a channel following a first order autoregressive model, the predictor’s objective function, E [|g˜[t]∗h[t]|2],
can be written as
E
[
|g˜[t]∗h[t]|2
]
= E
[∣∣∣∣(cos (‖ep[t]‖) ĝ[t− 1] + sin (‖ep[t]‖) ep[t]‖ep[t]‖
)∗ (
ηfh[t− 1] +
√
1− ηf 2z[t]
)∣∣∣∣2
]
= E
[
|ηf ([ĝ[t− 1], ep[t]]β)
∗
h[t− 1] + η¯fβ
∗x[t]|2
]
, (17)
where we define β = [cos (‖ep[t]‖) , sin (‖ep[t]‖)]∗, η¯f =
√
1− ηf 2 and x[t] =
[
ĝ[t− 1]∗, ep[t]∗
]∗
z[t]
to simplify notation. Since z[t] ∼ CN (0, 1LIL) by Assumption 1, and since the matrix
[
ĝ[t− 1], ep[t]
]
is unitary and independent of z[t] by definition, the vector x[t] has distribution CN (0, 1LI2) by the unitary
invariance of the Gaussian distribution [37]. Expanding the predictor’s objective function, we get
E
[
|g˜[t]∗h[t]|2
]
= E
[
ηf
2h[t− 1]∗ [ĝ[t− 1], ep[t]]ββ∗ [ĝ[t− 1], ep[t]]∗ h[t− 1]+
2Re {ηf η¯fh[t− 1]
∗ [ĝ[t− 1], ep[t]]ββ∗x[t]}+ η¯2f x[t]
∗ββ∗x[t]
]
(a)
= E
[
ηf
2h[t− 1]∗ [ĝ[t− 1], ep[t]]ββ∗ [ĝ[t− 1], ep[t]]∗ h[t− 1]
]
+ η¯2f
1
L
(b)
= ηf
2 cos2 (‖ep[t]‖)E
[
|h[t− 1]∗ĝ[t− 1]|2
]
+ ηf
2 sin2 (‖ep[t]‖)E
[
|h[t− 1]∗ep[t]|2
]
+ E
[
2Re
{
ηf
2 cos (‖ep[t]‖) sin (‖ep[t]‖)h[t− 1]
∗ĝ[t− 1]ep[t]∗h[t− 1]
}]
+ η¯2f
1
L
,
where (a) follows because x[t] is a zero-mean vector and independent of h[t− 1]∗ [ĝ[t− 1], ep[t]]ββ∗
and E [x[t]∗ββ∗x[t]] = 1L . The expectation of the third term in (b) is zero as a result of Assumption 2
and the fact that ep[t] and ĝ[t−1] are instantaneously orthogonal. Moreover, leveraging the independence
of ‖h[t− 1]‖ and h[t− 1]/‖h[t− 1]‖, and that E
[
‖h[t− 1]‖2
]
= 1, the objective function simplifies to
E
[
|g˜[t]∗h[t]|2
]
= ηf
2 cos2 (‖ep[t]‖)E
[
|g[t− 1]∗ĝ[t− 1]|2
]
+ ηf
2 sin2 (‖ep[t]‖)E
[
|g[t− 1]∗ep[t]|2
]
+ η¯2f
1
L
.
Letting ρ̂ = g[t− 1]∗ĝ[t− 1], the channel g[t− 1] can be written as ρ̂ĝ[t− 1]+
√
1− |ρ̂|2e˜[t− 1] where
e˜[t− 1] is a unit norm tangent vector representing the quantization error at time t− 1. By Assumption
2, e˜[t− 1] is uniformly distributed in the tangent space and independent of |ρ̂|, which results in
E
[
|g˜[t]∗h[t]|2
]
= ηf
2 cos2 (‖ep[t]‖)E
[
|ρ̂|2
]
+ ηf
2 sin2 (‖ep[t]‖) (1− E
[
|ρ̂|2
]
)E
[
|e˜[t− 1]∗ep[t]|2
]
+ η¯2f
1
L
(a)
= ηf
2 cos2 (‖ep[t]‖)E
[
|ρ̂|2
]
+ ηf
2 sin2 (‖ep[t]‖) (1− E
[
|ρ̂|2
]
)
1
L− 1
+ η¯2f
1
L
, (18)
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where (a) is since the isotropic distribution of e˜[t− 1] implies that the term |e˜[t− 1]∗ep[t]|2 is beta dis-
tributed with mean E
[
|e˜∗ep[t]|2
]
= 1/(L−1). Therefore the predictor’s objective function is independent
of the predicted direction of ep[t]. Further, E
[
|ρ̂|2
]
is practically such that E
[
|ρ̂|2
]
> (1−E
[
|ρ̂|2
]
), i.e.
the quantizer’s output is expected to be a more accurate estimate of the channel than a random vector.
Thus E
[
|ρ̂|2
]
> (1− E
[
|ρ̂|2
]
)/(L− 1) and E
[
|g˜[t]∗h[t]|2
]
is maximized in (18) by letting ‖ep[t]‖ = 0
which achieves
E
[
|g˜[t]∗h[t]|2
]
= ηf
2
E
[
|ρ̂|2
]
+ η¯2f
1
L
. (19)
As a result, the predictor’s objective function is maximized by selecting ‖ep[t]‖ = 0 and thus g˜[t] =
ĝ[t − 1]. This coincides with the differential feedback strategy presented, thus the performance of the
proposed framework can not be further improved by such a predictor for the channel model considered.
The derivation in this section, however, does not preclude potential benefits from more sophisticated
prediction functions, especially when the band-limited nature of the channel’s Doppler spectrum is
exploited. While a rich body of literature on channel prediction does exist [38]–[40], work on predicting
processes that evolve on the Grassmann manifold is limited to [23], [24] which use predictors and channel
models similar to the ones considered in this section. The design of more sophisticated Grassmannian
predictors that better exploit channel structure is left for future work.
V. DESIGN CONSIDERATIONS & CODEBOOK CONSTRUCTION
In this section, we discuss the proper initialization of the proposed algorithm and construct adaptive
quantization codebooks for the tangent magnitude and direction.
A. Initialization
The proper operation of the Grassmannian differential feedback algorithm is ensured by the fact that,
at each iteration, both transmitter and receiver can calculate a common quantized channel based on the
quantized tangent vector and the previous quantized channel. For the output of the algorithm to be the
same at the transmitter and receiver, however, a common initial vector, ĝ[0], is required. Reinitialization
can also be used to recover from feedback bit errors. This initial vector can, for example, be an estimate
of ĝ[0] that is fed back from receiver to transmitter in the first iteration along with ê[0]. Alternatively,
it can be based on a memoryless quantization of the channel using methods such as [30], [31]. The
additional overhead incurred is amortized when there are many subsequent feedback stages. Another
option is to initialize the estimate ĝ[0] to a common random vector from which the algorithm will be
able to recover. In this paper, we use memoryless quantization with a random vector codebook at t = 1.
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B. Tangent Magnitude Quantization
The tangent vector calculated in (14) can be decomposed into a tangent magnitude and a unit norm
tangent direction. We propose to quantize the tangent magnitude and direction separately, which ensures
that search complexity remains manageable. The problem of quantizing the tangent magnitude is that
of quantizing a non-negative scalar. We propose to quantize the tangent magnitude using a Euclidean
distance distortion metric
êmag[t] = argmin
ei∈Cmag
|‖e[t]‖ − ei| , (20)
where Cmag is the magnitude quantization codebook. The index of the minimizer is then sent to the
transmitter via a delay and error-free link that requires Nmag = log(|Cmag|) bits. A locally optimal
quantization codebook can be found algorithmically using Lloyd’s algorithm [41] given either the prob-
ability density function (pdf) of the tangent magnitude, or a training set of magnitudes which provide
an empirical probability mass function. Finding the exact pdf of the tangent magnitude, however, has
been intractable analytically thus far. Generating a good representative training set as input to the Lloyd
algorithm is also difficult. The difficulty in both these approaches is that the magnitude pdf depends
on the quantization process itself. That is to say that quantizing the tangent direction and magnitude
itself could change their distribution in the next step. What is needed is therefore finding a pdf that is a
fixed point of the quantization process, which has proven to be difficult. One solution which is adopted
in [24] is to uniformly quantize a range of magnitudes, ‖e[t]‖ ∈ [0, 1]. Unfortunately, [24] has shown
that quantization error in the magnitude creates an error floor beyond which CSI can not be improved
in highly correlated channels where predictive feedback is most useful. In the limit of perfectly static
channels, such magnitude quantization prevents feedback from converging to perfect CSI.
We propose to adapt the quantization range, [αêmin[t], βêmax[t]], to the dynamics of the system and
to uniformly quantize the magnitude in that range. To do so, the algorithm maintains a sliding window of
the quantization range of interest. This adaptive process maintains a running average of the tangent vector
magnitude and uses it to update the lower and upper limits of the quantization range. The quantization
range, or window, is calculated using quantities that are commonly available at both transmitter and
receiver. As a result, both nodes can independently keep track of the current quantization range.
The moving average of quantized tangent magnitudes is given by:
êavg[t+ 1] =
(
1−
1
τ
)
êavg[t] + τ êmag[t], (21)
where τ is the smoothing factor that can be adjusted by the system. At each iteration either limit of the
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quantization range is then updated as follows:
êmin[t+ 1] =

(
1− 1τ
)
êmin[t] +
1
τ êmag[t] êmag[t] ≤ êavg[t]
êmin[t] êmag[t] ≥ êavg[t]
êmax[t+ 1] =
 êmax[t] êmag[t] ≤ êavg[t](1− 1τ ) êmax[t] + 1τ êmag[t] êmag[t] ≥ êavg[t].
This allows the feedback algorithm to accurately track the statistics of the tangent magnitude and quantize
the current range of interest with higher resolution. In static channels, this allows the system to converge
to perfect CSI removing the error floor caused by constant magnitude codebooks.
The fixed scalars α and β must now be such that α < 1 < β to enable the flexible adjustment of
the window [êmin[t], êmax[t]]. To see this, note that to let êmin[t] decrease, it is necessary to be able
to quantize values less than êmin[t]. Similarly, allowing êmax[t] to increase requires quantizing values
greater than it. In simulation we use τ = 5, α = 1/2 and β = 2. While the chosen parameter values
yield good results as shown in Section VII, system performance can be further improved by optimizing
over the values of τ , α, and β.
C. Tangent Direction Quantization
The problem of quantizing the tangent direction vector is that of quantizing a unit norm vector which
lies in the tangent space orthogonal to the base vector ĝ[t− 1], that is e[t]∗ĝ[t− 1] = 0. Grassmannian
codebooks often used for limited feedback [30], [31] are not suitable for tangent vector quantization
since they do not enforce the structural constraint that requires the tangent direction codewords to be
orthogonal to the base vector ĝ[t−1]. If the quantized tangent vector is not orthogonal to the base vector
ĝ[t−1], the geodesic path is undefined and the output of G(ĝ[t−1], ê[t], ℓ) does not lie on the manifold.
Finally, note that the tangent space changes for each base vector ĝ[t − 1] and thus the codebook must
be adapted [42], i.e., fixed codebooks should not be used.
To respect the varying tangent space geometry and orthogonality constraints, we propose a canonical
generating codebook that is adapted at each iteration; only the canonical codebook is actually stored. This
canonical codebook quantizes the tangent space at a special L× 1 base vector. The canonical codebook
is rotated at each channel realization to match the geometry of the current tangent space.
Definition 3: The Ndir-bit canonical tangent codebook is a codebook of 2Ndir unit norm vectors
orthogonal to the special base vector xb := [1, 0, . . . , 0]. Because of the structure of xb, the generator
codebook, Cdir(xb), has elements, vℓ ∈ Cdir(xb), of the form vℓ = [0, v˜∗ℓ ]
∗ where v˜ℓ is an (L− 1)× 1
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unit norm vector.
The canonical codebook can be constructed by appending a leading 0 to a codebook of (L − 1) × 1
vectors. The canonical codebook, which can be used to quantize the tangent space at xb, can now be
rotated at each iteration (or channel realization) to quantize the tangent space at a new vector x. We
define this rotation as follows [23], [42].
Definition 4: Let U(x) : CL×1 7→ UL×L be the function that determines the unitary rotation matrix
that rotates xb to x, i.e. U(x)xb = x.
Perhaps the easiest way to find such a rotation is to consider the Householder matrix. Let H(x,xb) =
IL − uu
∗/u∗xb where u = xb − x [43]. Note that H(x,xb) is a unitary matrix and that if we let
U(x) = H(x,xb) then U(x)xb = x as required. Using the rotation operation it is possible to rotate the
canonical codebook to the direction of any particular base point and generate tangent direction codebooks
for an arbitrary channel. For a base point, ĝ[t−1], the quantizer chooses êdir[t] from the rotated codebook
êdir[t] ∈ Cdir(ĝ[t− 1]) = {U(ĝ[t− 1])v1,U(ĝ[t− 1])v2, . . . ,U(ĝ[t− 1])v2Ndir} .
It can be verified that all vectors U(ĝ[t−1])vℓ lie in the tangent plane at ĝ[t−1] since ĝ[t−1]∗U(ĝ[t−
1])vℓ = x
∗
bvℓ = 0, ∀ℓ.
The proposed codebook design allows us to rotate a canonical codebook to perfectly match the tangent
plane at each iteration. This ensures that the output of the Grassmannian differential feedback algorithm
remains on the manifold. Moreover, if changes in the channel are isotropic in the L dimensional space,
then so are the normalized tangent vectors, implying good performance with canonical codebooks that uni-
formly quantize the tangent space at xb. In Section VII, good performance is achieved even with random
vector canonical codebooks. In general, for a given correlation matrix Rhk,ℓ , good canonical codebooks
can be generated using Lloyd’s algorithm, and different codebooks can be stored for environments with
different correlation properties.
To formalize the tangent direction quantization, recall that the estimated channel in the next iteration is
G(ĝ[t− 1], ê[t], 1). Given that the loss in sum rate is related to the chordal distance between the channel
and its estimate, the quantized tangent direction is computed as
êdir[t][t] = argmin
xi∈Cdir(ĝ[t−1])
d(G(ĝ[t− 1], êmag[t]xi, 1),g[t]) = argmax
xi∈Cdir(ĝ[t−1])
|G(ĝ[t− 1], êmag[t]xi, 1)
∗g[t]|2, (22)
where the tangent magnitude, êmag[t], is given by the output of the magnitude quantization step. We note
that although (22) intuitively includes a rotation of the full canonical codebook, computational complexity
can be reduced by noticing that an equivalent rotation can be applied to the channels ĝ[t− 1] and g[t]
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instead, and the codebook need not be actually rotated. The details of this simplification are omitted but
can be seen by expanding the objective function d(G(ĝ[t− 1], êmag[t]xi, 1).
VI. ANALYTICAL PERFORMANCE CHARACTERIZATION
A complete performance analysis of differential or predictive quantization is difficult due to its recursive
nature and, in our case, due to the CSI’s Grassmannian structure [21]. Relevant performance analysis when
the quantized information evolves on the Grassmannian manifold is limited to incomplete performance
characterizations [23], [24]. The analysis of the Householder scheme in [23] is limited to characterizing the
performance of an open loop predictor, similar to Section IV-B. The resulting lower bound on performance
in [23] neglects the quantization process and is not a function of the number of feedback bits. The
performance analysis in [24] presents partial distortion bounds that are independent of the channel’s
temporal correlation and Doppler spread.
In this section we derive an approximation for the distortion achieved by the proposed quantization
strategy. Unlike the analysis in [23], [24], our characterization accounts for both the number of feedback
bits and the channel’s temporal correlation, thus capturing most of the fundamental system parameters.
Given the distortion expression, we leverage our analysis in [15] and the discussion in Section III-B to
characterize IA’s mean loss in sum rate when the proposed feedback strategy is used.
We derive an approximation for the quantizer accuracy defined as E
[
|g[t]∗ĝ[t]|2
]
, under three mild
assumptions. First, we specialize our analysis to the case of channels with relatively low Doppler spread
where differential feedback techniques yield the most gain [21], [23]. In the low Doppler setting, we
can make use of a small angle approximation [24], [34]. Second, we neglect the error introduced by the
tangent magnitude quantizer of Section V. Effectively we make the following assumption.
Assumption 5: We assume perfect magnitude quantization, i.e. êmag[t] = ‖e[t]‖,∀t.
This is a reasonable assumption for our analysis as the numerical results in Section VII-A indicate that
the magnitude quantizer adopted achieves very low quantization error with as little as one quantization
bit and approaches perfect quantization at all Doppler. Finally, the analysis re-invokes Assumption 1 for
simplicity of exposition.
We start by expanding D(ηf ,Ndir) = E
[
|g[t]∗ĝ[t]|2
]
as
D(ηf ,Ndir) = E
[∣∣∣∣(cos(‖e[t]‖)ĝ[t− 1] + sin(‖e[t]‖) e[t]‖e[t]‖
)∗
(cos(êmag[t])ĝ[t− 1] + sin(êmag[t])êdir[t][t])
∣∣∣∣2
]
= E
[∣∣∣∣cos(‖e[t]‖) cos(êmag[t]) + sin(‖e[t]‖) sin(êmag[t])e[t]∗êdir[t][t]‖e[t]‖
∣∣∣∣2
]
.
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By invoking Assumption 5, D(ηf ,Ndir) simplifies to
D(ηf ,Ndir) = E
[
cos4(‖e[t]‖) + 2 cos2(‖e[t]‖) sin2(‖e[t]‖)Re
{
e[t]∗êdir[t][t]
‖e[t]‖
}
+ sin4(‖e[t]‖)
∣∣∣∣e[t]∗êdir[t][t]‖e[t]‖
∣∣∣∣2
]
.
(23)
Recall that at each new channel realization the quantized tangent direction êdir[t] is selected to minimize
the chordal distance between g[t] and ĝ[t], equivalently maximizing |g[t]∗ĝ[t]|2. By invoking Assumption
5, maximizing |g[t]∗ĝ[t]|2 becomes equivalent to maximizing the instantaneous value of the right hand side
of (23). The distortion function in (23), however, is new; it is neither a Euclidean quantizer’s distortion
function nor is it a Grassmannian quantizer’s phase-invariant distortion function. As a result, neither
Euclidean nor Grassmannian quantization results can be used to find an expression for D(ηf ,Ndir).
By analyzing a similar alternative quantization strategy, however, it is possible to gain insight into the
behavior of (23) and derive an approximation for D(ηf ,Ndir). Instead of directly quantizing the tangent
direction to maximize the instantaneous value of (23), we propose to split êdir[t] into two components,
êdir[t] = e
−jθ̂e[t]êG[t]. The variables θ̂e[t] and êG [t] are then quantized separately using Nθ and NG bits.
To keep the amount of feedback constant, we require Nθ +NG = Ndir. Such separation, naturally incurs
an increase in distortion when compared to our original “joint” quantization strategy. Therefore, after
deriving a distortion expression for the separate quantization strategy, we pick Nθ and NG to optimize its
performance which leads to a more accurate characterization of the original “joint” quantization strategy.
Inserting the proposed tangent decomposition into (23) yields
D(ηf ,Ndir) = E
[
cos4(‖e[t]‖) + 2 cos2(‖e[t]‖) sin2(‖e[t]‖)Re
{
e−jθ̂e[t]e[t]∗êG [t]
‖e[t]‖
}
+
sin4(‖e[t]‖)
∣∣∣∣∣e−jθ̂e[t]e[t]∗êG [t]‖e[t]‖
∣∣∣∣∣
2
 (24)
≈ E
[
cos4(‖e[t]‖) + 2 cos2(‖e[t]‖) sin2(‖e[t]‖)
∣∣∣∣e[t]∗êG[t]‖e[t]‖
∣∣∣∣ cos(∠e[t]∗êG [t]− θ̂e[t])+
sin4(‖e[t]‖)
∣∣∣∣e[t]∗êG [t]‖e[t]‖
∣∣∣∣2
]
,
(25)
where ∠e[t]∗êG [t] is the phase of the inner product e[t]∗êG [t] and as a result Re
{
e−jθ̂e[t]e[t]∗êG [t]
}
=
Re
{
ej(∠e[t]
∗êG [t]−θ̂e[t]) |e[t]∗êG [t]|
}
= |e[t]∗êG [t]| cos
(
∠e[t]∗êG [t]− θ̂e[t]
)
. Due to the decomposition of
êdir[t] the distortion function decouples, i.e. the quantization of êdir[t] decouples into a scalar quantization
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step to minimize |∠e[t]∗êG [t] − θ̂e[t]| and a Grassmannian quantization step to maximize |e[t]∗êG [t]|.
Thanks to the decomposition, we can now use known results about scalar quantizers and Grassmannian
quantizers to analyze the performance of our decomposed strategy.
Recalling Assumption 1 and specializing the analysis to channels with relatively low Doppler as stated
earlier, we apply a small angle approximation which can be used to see that e[t] ≈
√
1− ηf 2z[t] [24],
[34]. Therefore by Assumption 1 and the small angle approximation, one can see that the tangent direction
e[t]/‖e[t]‖ is isotropic and independent of ‖e[t]‖ and that sin2(‖e[t]‖) = ‖e[t]‖2 = ‖
√
1− ηf 2z[t]‖
2
.
Using this fact, along with the approximation E
[
x2
]
≈ E [x]2, which is accurate when x has relatively
low variance, gives
D(ηf ,Ndir) ≈ ηf
4 + 2ηf
2(1− ηf
2)E
[
cos
(
∠e[t]∗êG [t]− θ̂e[t]
)]
E
[∣∣∣∣e[t]∗êG[t]‖e[t]‖
∣∣∣∣]+
(1− ηf
2)2E
[∣∣∣∣e[t]∗êG [t]‖e[t]‖
∣∣∣∣2
]
.
(26)
Now, using an Nθ-bit uniform codebook over [0, 2π] for θ̂e[t] yields
E
[
cos
(
∠e[t]∗êG [t]− θ̂e[t]
)]
=
sin(π/2Nθ )
π/2Nθ
, (27)
since the e[t] is isotropic which implies that ∠e[t]∗êG [t] is uniform [30]. Further, using an L − 1
dimensional Grassmannian codebook to construct the canonical codebook for êG[t] yields∣∣∣∣e[t]∗êG [t]‖e[t]‖
∣∣∣∣2 < 1− 42NG/(L−2) . (28)
The proof of (28) follows from the derivations in [31] and is thus omitted. Inserting (27) and (28) into
(26) yields the final result which we summarize in the following proposition.
Proposition 6: Under Assumptions 1 and 5, the accuracy achieved by the proposed Grassmannian
differential feedback strategy with a 2Ndir direction codebook is
D(ηf ,Ndir) ≈ max
Nθ, NG
ηf
4 + 2ηf
2(1− ηf
2)
sin(π/2Nθ )
π/2Nθ
√
1−
4
2NG/(L−2)
+ (1− ηf
2)2
(
1−
4
2NG/(L−2)
)
s.t. Nθ +NG = Ndir.
The values of Nθ and NG can be easily determined by a search over Ndir possibilities.
Finally, we note that the approximation in Proposition 6 can now shed light on the performance of IA
with the proposed feedback strategy. For example, it can be used in an identical manner as in [15] to
evaluate the mean loss in IA sum rate. Since deriving IA’s mean loss sum rate parallels our derivation
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in [15], and since the main results of [13], [15] have been summarized via (10) and (11), we present the
final result on sum rate loss and refer the reader to [15] for more detail. When the differential feedback
strategy, with Ndir bits for the tangent direction, is used to fulfill IA’s CSI requirement in a channel with
ηf = J0(2πfDTs), the mean loss in sum rate is such that
∆R¯sum >
∑
k
dk
Nsc
log2
(
1 +
NscP
σ2n
∑
ℓ
ρk,ℓ (dℓ − δℓ,k)
dℓ
(1−D(ηf ,Ndir))
)
, (29)
where δℓ,k is the Kronecker delta function. As a result of (29), IA sum rate with differential feedback
is such that R¯sum ? Ridealsum −∆R¯sum, where Ridealsum is the sum rate achieved with perfect CSI. We note,
however, that the characterization given in (29) and derived using the methods [15] is known to be rather
loose especially when CSI quality is poor, mainly due to the use of Jensen’s inequality. Tighter, yet more
involved, sum rate characterizations can be derived using alternative methods as in [44].
VII. SIMULATION RESULTS
In this section we present numerical performance results. First, we characterize the performance of
Grassmannian differential feedback in relation to Doppler and codebook size, and explore the trade-off
between codebook size and refresh rate. Second, we demonstrate the performance of IA when CSI is
obtained via the Grassmannian differential feedback strategy.
A. Quality of CSI
First, we examine the quantization error resulting from using the proposed algorithm to quantize the
channel’s impulse response. We consider L tap channels which are temporally correlated according to
the M -order autoregressive channel model defined in [36]. Unless otherwise stated, our simulations use
M = 200 and initialize the time series as in [36]. Although the analysis of Section IV specialized M = 1,
adopting a more complex higher order model in simulation provides more realistic performance results.
We restrict our attention to an uncorrelated uniform fading profile, that is Rh = 1LIL.The normalized
channel vectors, hk,ℓ[t]‖hk,ℓ[t]‖ constitute the correlated Grassmannian time series to be quantized.
Fig. 3 shows the chordal distance between the actual and quantized channel for a three tap correlated
channel with fDTs = 0.005. Comparing Grassmannian differential feedback to memoryless random
vector quantization, we see that the proposed algorithm achieves a much lower chordal distance as early
as the third or fourth iteration. The initial transient phase in which the quantization error is higher than
the steady state is due to initializing the algorithm with an all ones vector, i.e. ĝ[0] = 1√
3
[1, 1, 1]∗.
The quick convergence to the steady state performance indicates that there is limited loss due to random
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Fig. 3. Chordal distance, d(ĝ[t], g[t]), plotted over time for a slowly channel with normalized Doppler fDTs = 0.003. This
shows the high quality CSI achieved by the proposed algorithm with 6 and 2 bits for channel direction and magnitude respectively,
compared to [24] and memoryless quantization with a random codebook of 8 bits.
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Fig. 4. This shows the average chordal distance, or quantization error, versus the number of bits allocated for the tangent
magnitude (1 to 10 bits), while keeping direction bits fixed. This shows the good performance of the proposed algorithm when
compared with [24].
initialization. The proposed algorithm also achieves a much lower steady state error compared to the GPC
algorithm presented in [24] due to the adaptive codebooks presented. Examining the average quantization
error achieved by both the proposed algorithm and the GPC algorithm of [24], we see that the proposed
algorithm consistently outperforms. This can be seen in Figs. 4 and 5.
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Fig. 5. This shows the average chordal distance, or quantization error, versus the number of bits allocated for the tangent
direction, while keeping magnitude bits fixed. This shows the good performance of the proposed algorithm when compared with
[24].
Fig. 4 plots the average error of both algorithms vs. Doppler spread for a varying number of magnitude
quantization bits, Nmag. The adaptive magnitude codebook, with even 1 bit of feedback, achieves 1.5dB
lower distortion than the GPC algorithm with 10 bits of magnitude feedback. Adapting the codebook as
presented in Section V allows accurate quantization and leaves very little to be gained from increasing
the number of magnitude bits. Therefore, while [24] requires an increasing number of magnitude bits at
low Doppler, which is the case of interest, our proposed algorithm works well with 1 bit for all Doppler
spread. Moreover, if the total number of feedback bits is fixed, and the bits are allocated optimally across
the direction and magnitude codebooks, it can be numerically shown that the optimal number of bits
allocated to the magnitude is always 1.
Fig. 5 plots the average error for a varying number of direction quantization bits, Ndir, while keeping
Nmag constant. Fig. 5 again shows that the proposed algorithm consistently outperforms existing feedback
schemes. We can see that the proposed algorithm can achieve up to 13dB lower quantization error than
previous schemes. This is due to the proposed magnitude and tangent codebooks which adapt to the
geometry of each point on the manifold. Moreover, Fig. 5 shows that, for the proposed algorithm,
increasing the codebook size from 3 to 4, or 4 to 5 bits offers the greatest improvements in quantization
error, after which only marginal improvements are experienced. Interestingly, as opposed to further
increases in codebook size, going from 3 to 5 bits does not introduce a constant improvement at all
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TABLE I
MINIMUM DIRECTION BITS
Length of Channel Suggested Direction Bits
2 3
3 5
4 7
5 9
6 11
Doppler and instead changes the slope of the curve providing much larger gains in slow fading channels.
Investigating this phase transition behavior further we notice that an error floor exists at low Doppler
for all tangent direction codebooks smaller than 5 bits. Moreover, this phase transition is independent of
the number of bits allocated to the magnitude, i.e. quantizing the magnitude with infinite precision does
not change this behavior. Examining channels with more taps, we notice that this behavior is recurring,
and that the phase transition occurs according to Table I. It is interesting to note that this phase transition
behavior for an L-tap channel always occurs at 2L− 1 bits, which is the number of free variables in the
tangent direction. A formal investigation of this is left for future work.
Fig. 6 plots E
[
|g[t]∗ĝ[t]|2
]
vs. fDTs for a practical range of Ndir to evaluate the accuracy of the
performance characterization derived in Section VI. Similarly to Section VI, we consider the performance
of the differential algorithm for a first order auto regressive channel model. As expected, the performance
characterization is most accurate for slow fading channels and is reasonably accurate in faster fading
scenarios. The reason for this is that the small angle approximation used is naturally suited for relatively
low Doppler spreads. Moreover, the performance characterization gradually becomes more accurate as
Ndir increases. Recall that the result was derived using a “separate” quantization scheme in which the
tangent direction was decomposed into a phase angle, and a phase invariant direction. The bit allocation
between the 2 variables, Nθ and NG , was then optimized to better characterize the superior “joint
quantization” approach. The penalty due to such separate quantization is large when a small number of
bits is available as the “product” of the two codebooks does not efficiently fill the tangent space. As the
number of bits increases, the penalty due to such separate quantization diminishes and the performance
characterization becomes more accurate even at high Doppler. Such behavior is in line with previous
results on separate vs. joint quantization [41].
Finally, we highlight an issue that has often been overlooked in CSI feedback, with a few exceptions
such as the analysis in [25], [45] for single-user systems. Namely, the numerical analysis thus far has
Revision 9 on August 21, 2018 25
Fig. 6. This figure compares the simulated performance of differential feedback with the performance characterization derived in
Section VI. While the characterization is loose when feedback bits are low, due to the significant loss from separate quantization,
the characterization becomes increasingly accurate as resolution increases.
assumed a fixed normalized Doppler spread fDTs, and a fixed number of feedback bits. Both these
quantities, however, can be controlled by the system while keeping the overall overhead of feedback, i.e.
feedback bit rate, fixed. When such optimization is possible, feedback frequency and codebook size can
be traded-off depending on channel conditions, resulting in lower distortion. Fig. 7 shows that increasing
codebook size while keeping overall overhead constant can significantly deteriorate performance in fast
fading channels. On the one hand, slow fading channels can support a large delay between high resolution
feedback updates, since the channel does not change appreciably. On the other hand, decreasing the
feedback time Ts to counter the high Doppler frequency fD yields better performance even if each
update carries fewer bits. A formal analysis of this effect in the context of Grassmannian differential
feedback is left for future work.
B. IA Performance Analysis
In this section we present simulation results to demonstrate the performance of IA when channel
knowledge at the transmitter is obtained via the Grassmannian differential feedback strategy detailed
in Section IV. We assume that the channels are correlated according to the same autoregressive model
used in Section VII-A, and that all the channels have equal Doppler spreads. Moreover, we assume that
ρk,ℓ = ρ, ∀k, ℓ. Thus we define the signal-to-noise ratio as SNR = ρPσ2n . Since the frequency extended
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Fig. 7. Keeping the total feedback rate fixed at 5000 bits/s, this figure shows the average chordal distance or quantization error,
versus the number of feedback bits. This shows that it is most often optimal to send frequent low resolution feedback. While
slow fading channels can support and benefit from large feedback update periods, the performance in faster fading channels
significantly deteriorates if refresh rate is sacrificed for codebook size. In all cases Nmag = 1 and Ndir is varied.
system can be viewed as a virtual MIMO system, the sum rate achieved is calculated as [46], [47],
R¯sum =
K∑
k=1
1
Nsc
log2
∣∣∣∣∣∣I+ NscPdk
σ2I+ NscP
dk
∑
m6=k
Hk,mF̂mF̂
∗
mH
∗
k,m
−1 (Hk,kF̂kF̂∗kH∗kk)
∣∣∣∣∣∣ , (30)
and the precoders, F̂k =
[
f̂1k , f̂
2
k , . . . , f̂
dk
k
]
, are calculated given ideal or estimated CSI. We note here that
the sum rate calculated in (30) assumes that receivers use the perfect CSI available to them for decoding.
For the results in this section, we use a modified version of the interference alignment algorithm proposed
in [2], with the number of data symbols given by the conditions in [1]. Although a closed form solution
for the IA precoders exists for the single antenna frequency extended interference channel in [1], it has
been shown that the solution in [1] yields low sum rates if not further improved as in [48].
Fig. 8 shows the sum rate achieved by 3 users using IA over 16 channel extensions. CSI is obtained
by our proposed algorithm, the strategy in [24], and memoryless vector quantization. For all the feedback
strategies shown, each 3-tap channel is quantized using 10 bits. For our feedback strategy and that of
[24], 7 and 3 bits are used for the tangent direction and magnitude respectively. From Fig. 8, one can
show that, in the case of perfect CSI, the rate of increase of sum rate with SNR is 1.35, which approaches
the 1.46 degrees of freedom predicted in theory over 16 subcarriers.
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Fig. 8. This figure shows the performance of IA with imperfect CSI obtained through the proposed algorithm, the algorithm
in [24], as well as random vector quantization. This shows that for slowly varying channels, the proposed algorithm allows
interference alignment networks to come very close to the perfect CSI upper bound.
As for the performance of IA with Grassmannian differential feedback, Fig. 8 shows that the sum rate
achieved by IA is significantly improved by exploiting temporal correlation in the channel. Although
multiplexing gain will likely never be preserved with a constant number of feedback bits, we see that
for correlated channels, the proposed algorithm exhibits close to perfect performance over a wide range
of SNR. Practically, this is in fact what is needed. Since a system will almost never function in the
asymptotically high SNR regime, the goal in practical systems is to optimize for the medium to high SNR
regime where interference alignment is likely to be used. The proposed algorithm succeeds in providing
negligible sum rate loss at up to 30dB, in channels with a normalized Doppler of up to 10−2. In fact this
can be achieved with much less feedback bits as opposed to the 10 bit feedback performance shown in Fig.
8. The proposed algorithm continues to outperform memoryless quantization even at a significant Doppler
of fDTs = 0.05 regardless of whether random codebooks (RVQ) or optimized codebooks, generated
using the well-known Lloyd algorithm [41], [49], are used. The proposed algorithm also consistently
outperforms the GPC algorithm in [24] as a result of the adaptive magnitude and direction codebooks
used. Finally, Fig. 8 shows the analytical sum rate predicted by (29) for the case of fDTs = 0.003 and
0.01. As stated in Section VI, the rate characterization is seen to be rather accurate for high SNRs up
to 30dB, when 10 bits provide CSI of sufficient accuracy, but becomes progressively looser as SNR
increases further and the CSI requirement becomes more stringent.
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VIII. CONCLUSION
Limited feedback is a practical way to meet the CSI requirements of IA. To provide high resolution, we
proposed a feedback strategy based on Grassmannian differential coding that uses the channels temporal
correlation to track channel responses by moving along geodesic paths defined via quantized tangent
feedback. We showed that IA in conjunction with the proposed algorithm can benefit from more accurate
channel knowledge and provide better sum rate performance for a large range of SNR conditions and
a limited number of feedback bits. Moreover, our algorithm exhibits significant improvements over
earlier methods of feeding back correlated time series on the manifold due to the optimized tangent
and magnitude codebooks.
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