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Abstract
We consider a sparse linear regression model with unknown symmetric error under the high-
dimensional setting. The true error distribution is assumed to belong to the locally β-Ho¨lder
class with an exponentially decreasing tail, which does not need to be sub-Gaussian. We obtain
posterior convergence rates of the regression coefficient and the error density, which are nearly
optimal and adaptive to the unknown sparsity level. Furthermore, we derive the semi-parametric
Bernstein-von Mises (BvM) theorem to characterize asymptotic shape of the marginal posterior
for regression coefficients. Under the sub-Gaussianity assumption on the true score function,
strong model selection consistency for regression coefficients are also obtained, which eventually
asserts the frequentist’s validity of credible sets.
Key words: High-dimensional semi-parametric model; posterior convergence rate; Bernstein-von
Mises theorem; strong model selection consistency
1 Introduction
We consider the linear regression model
Y = Xθ + ǫ, (1)
where Y = (Y1, . . . , Yn)
T ∈ Rn is a vector of response variables, X = (xij) ∈ Rn×p is the n×pmatrix
of covariates whose i-th row is xTi = (xi1, . . . , xip), θ ∈ Rp is the p-dimensional regression coefficient
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and ǫ = (ǫ1, . . . , ǫn) ∈ Rn is the vector of random errors with ǫi i.i.d.∼ η for i = 1, . . . , n. Statistical
inference with the model (1) in high-dimensional settings has received increasing attention in recent
years. For the estimability of θ under large p, certain sparsity condition is often imposed which
assumes most components of θ are nearly zero. Under the sparsity assumption, regularization
methods have been at the center of statistical research due to their computational tractability, ease
of interpretation, elegant theory and good performance in practice. Some pioneering references
include Tibshirani (1996), Fan and Li (2001), Tibshirani et al. (2005), Zou and Hastie (2005), Zou
(2006), Candes and Tao (2007) and Zhang and Zhang (2014). We also refer to the monograph
Bu¨hlmann and van de Geer (2011) for reviews with abundant examples.
In a Bayesian framework, the sparsity can be expressed through a prior on θ for which there
are two well-known classes: spike-and-slab and continuous shrinkage priors. The former has been
considered as the gold standard for sparse priors supported by rich theory, see Castillo et al. (2015),
Rocˇkova´ and George (2018), Martin et al. (2017) and Chae et al. (2019b). Continuous shrinkage
priors have been developed as computationally efficient alternatives of spike-and-slab prior, see
Polson and Scott (2010), Carvalho et al. (2010), Armagan et al. (2013a), Armagan et al. (2013b)
and Bhattacharya et al. (2015).
With regard to the high-dimensional regression model (1), there are three fundamental prob-
lems attracting statistical interest: i) recovery of θ; ii) selection of nonzero coefficients; and iii)
quantifying the uncertainty of inference. Note that even for Bayesian methods, it is common to
analyse the performance of those methods from a frequentist’s perspective by assuming a true data-
generating distribution. Under the assumption that errors are i.i.d. from the standard Gaussian,
Castillo et al. (2015) investigated the posterior convergence rate, strong model selection consistency
and Bernstein-von Mises (BvM) theorem. Slightly different sets of conditions and priors also lead
to similar results, see Shin et al. (2015), Song and Liang (2017), Yang et al. (2016a), Martin et al.
(2017), Yang (2017). Although some of their results, e.g. the recovery of θ, tend to be robust to
the misspecification of error distribution, Gaussian models have certain limitations; for example,
they are vulnerable to outliers. Some theoretical justification for this can be found in Castillo et al.
(2015) and Bu¨hlmann and van de Geer (2011).
Another problem of a misspecified Gaussian model arises in model selection. It should be noted
that the sub-Gaussianity of the score function is a very important condition for consistent model
selection, see Kim and Jeon (2016) and Chae et al. (2019b). Although it is not clear whether this
is a necessary condition, empirical results given in Rossell and Rubio (2017) show that a Gaussian
model might lead to inconsistency in model selection when true error distributions are heavy-tailed.
There are a few works concerning Bayesian variable selection beyond the Gaussian assumption,
which however often suffered from lack of theory in high-dimensional setting. See Rossell and Rubio
(2017) and references therein for recent advances on Bayesian variable selection without Gaussianity.
Uncertainty quantification, in particular its theoretical justification, is perhaps the most difficult
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task. In Bayesian methods, the uncertainty of parameters based on posteriors is typically expressed
through a credible set, which has frequentist’s validity in a smooth parametric model by the BvM
theorem, see e.g. van der Vaart (1998). Although the BvM theorem cannot be fully extended to
high- or infinite-dimensional models, in some models with carefully chosen priors, credible sets
can provide valid confidence satisfying certain frequentist’s criteria of optimality, often called as
non- or semi-parametric BvM theorem, see Castillo and Nickl (2013), Castillo and Nickl (2014),
Castillo and Rousseau (2015), Panov and Spokoiny (2015) and Chae et al. (2019a). If the model is
misspecified, however, the credible set loses the frequentist’s validity even in a very simple para-
metric model (Kleijn and van der Vaart, 2012). Some adjusting techniques are known (Yang et al.,
2016b), but they are not applicable more generally.
In this paper, we study frequentist’s property of Bayesian methods for model (1) by investigating
large sample behavior of the posterior distributions. We assume a symmetric error density η rather
than assuming a Gaussian error density. The symmetric assumption might be slightly restrictive
in practice, but a good compromise for the theoretical analysis. In fact, a zero mean or median
condition might be more realistic, but without symmetric assumption, uncertainty quantification
is challenging in a semi-parametric Bayesian framework.
Asymptotic properties of the posterior distribution in a high-dimensional semi-parametric re-
gression model has been extensively studied in Chae et al. (2019b) under a rather strong assumption
on η. In particular, they assumed that η is a mixture of Gaussians with a compactly supported
mixing distribution, still falling into a sub-Gaussian framework. In this paper, we use the result
of Shen et al. (2013) to eliminate this strong assumption. Specifically, the true error density will
be assumed to be in a locally β-Ho¨lder class with an exponentially decreasing tail. This is a much
weaker assumption than that given in Chae et al. (2019b). In particular, the true error density need
to be neither a mixture of Gaussians nor sub-Gaussian. For the prior, a spike-and-slab and a sym-
metrized Dirichlet process (DP) mixture priors are imposed on θ and η, respectively. Asymptotic
results given in this paper provide reasonable sufficient conditions for the frequentist’s validity on
i) recovery of θ, ii) variable selection, and iii) uncertainty quantification.
It would be worthwhile to mention some technical contributions of this paper. First of all, our
results allow error densities whose tails are thicker than sub-Gaussian for which well-known con-
centration bounds such as the Hoeffding’s inequality make the proof simpler. Although the results
are limited to exponentially decaying tails, it is highly expected that recent advances on heavy tail
distributions (Canale and De Blasi, 2017) are also applicable. Secondly, we provide simpler proof
for posterior convergence rates compared to that of Chae et al. (2019b). To derive the posterior
convergence rates, they used the misspecified LAN (local asymptotic normality) and some bounded
conditions for empirical process, which turn out to be not necessary using our techniques.
The rest of the paper is organized as follows. In section 2, we define the model and prior with
some preliminary materials. In section 3, main results on posterior convergence rates, asymptotic
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shape and selection property are presented. Concluding remarks follow in section 4, and technical
proofs are given in the Supplementary Material.
2 Preliminaries
2.1 Notations
For any positive sequences an and bn, an = o(bn) implies that an/bn −→ 0 as n → ∞. We denote
an . bn, or equivalently an = O(bn), if an ≤ Cbn for all sufficiently large n and some constant C > 0,
which is an absolute constant or at least does not depend on n and p. For any x ∈ R, ⌊x⌋ is the
largest integer which is smaller than or equal to x. For any constants a and b, we denote a∨b as the
maximum of a and b. We denote the indicator function for some set A as IA(·) and I(· ∈ A). For any
θ ∈ Rp, the support of θ is denoted by Sθ, which is the nonzero index of θ, i.e. Sθ = {1 ≤ i ≤ p : θi 6=
0}. We denote the cardinality of Sθ as sθ = |Sθ|. For any index set S ⊆ {1, . . . , p} and n× p matrix
X, let θS = (θi)i∈S ∈ R|S|, θ˜S = (θiI(i ∈ S))1≤i≤p ∈ Rp and XS = (Xj)j∈S ∈ Rn×|S|, where Xj is
the j-th column of X. For any y ∈ R and density η, we denote ℓη(y) = log η(y), ℓ˙η(y) = ∂ℓη(y)/∂y,
ℓ¨η(y) = ∂
2ℓη(y)/(∂y)
2 and
...
ℓ η(y) = ∂
3ℓη(y)/(∂y)
3, whenever they exist. Similarly, for any x ∈ Rp
and θ ∈ Rp, let ℓθ,η(x, y) = ℓη(y − xT θ), ℓ˙θ,η(x, y) = ℓ˙η(y − xT θ)x and ℓ¨θ,η(x, y) = ℓ¨η(y − xT θ)xxT .
Let Eθ0,η0 be the expectation under Pθ0,η0 and Pθ,η be the probability measure corresponding to
the model (1). We denote Eη0 = E0,η0 for simplicity of exposition. For given a sequence of random
variables Yn, Yn = oP0(1) means that Yn converges to zero in Pθ0,η0-probability as n → ∞. For
given a real function f : Rp×R 7→ R and the data Dn = ((Yi, xi))ni=1 from the model (1), we define
Ln(θ, η) =
∑n
i=1 ℓθ,η(xi, Yi), Rn(θ, η) =
∏n
i=1 η(Yi − xTi θ)/η0(Yi − xTi θ0),
Pnf =
1
n
n∑
i=1
f(xi, Yi),
Gnf =
1√
n
n∑
i=1
{f(xi, Yi)− Eθ0,η0 [f(xi, Yi)]} and
Vn,η =
1
n
n∑
i=1
Eθ0,η0
[
ℓ˙θ0,ηℓ˙
T
θ0,η0(xi, Yi)
]
.
Note that Vn,η = νηΣ, where νη = Eη0(ℓ˙η ℓ˙η0), Σ = n
−1XTX. Let Nn,η,S be the |S|-dimensional
normal distribution with mean V −1n,η,SGn,η,S and variance V
−1
n,η,S , where Gn,η,S is the |S|-dimensional
projection of Gnℓ˙θ0,η, Vn,η,S = νηΣS and ΣS = n
−1XTSXS . For simplicity, we denote Gn,η0,S, Vn,η0,S
and Nn,η0,S as Gn,S, Vn,S and Nn,S, respectively. For given positive real numbers a and b, we
denote IG(a, b) as an inverse gamma distribution whose shape and scale parameters are a and b,
respectively. For given positive integer p, µ0 ∈ Rp and p× p positive definite matrix Σ0, we denote
Np(µ0,Σ0) as a p-dimensional normal distribution with mean µ0 and covariance matrix Σ0.
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For any θ ∈ Rp, denote the vector ℓq-norm as ‖θ‖q :=
(∑p
j=1 |θi|q
)1/q
. For any pair of densities
η1 and η2 with respect to a probability measure µ, define the total variation and Hellinger distance
as dV (η1, η2) :=
∫ |η1 − η2|dµ and d2H(η1, η2) := ∫ (√η1 − √η2)2dµ, respectively. For any pairs of
vectors θ1, θ2 ∈ Rp and densities η1, η2, we define the mean Hellinger distance as
d2n
(
(θ1, η1), (θ
2, η2)
)
=
1
n
n∑
i=1
d2H(pθ1,η1,i, pθ2,η2,i),
where pθ,η,i(y) = η(y − xTi θ).
2.2 Prior
As mentioned earlier, we consider the following model
Yi = x
T
i θ + ǫi,
ǫi
i.i.d.∼ η, i = 1, . . . , n,
where θ ∈ Rp and η is a symmetric density. We impose prior distributions on θ and η to conduct
Bayesian inference. Let Θ = Rp and H be the class of symmetric and continuously differentiable
densities equipped with the Hellinger metric. We use a product prior Π = ΠΘ×ΠH for (θ, η), where
ΠΘ and ΠH are Borel probability measures on Θ and H, respectively.
For the prior ΠΘ on the coefficient vector θ, we select (i) the number of nonzero components s
from a prior πp(s) on {0, . . . , p}, (ii) a random set S ⊆ {1, . . . , p} whose cardinality is s = |S| from
the uniform prior, and (iii) the nonzero values θS from a prior gS on R
|S| in turn. Specifically, we
consider the following prior distribution on (S, θ):
(S, θ) 7→ πp(|S|) 1( p
|S|
) gS(θS) δ0(θSc),
where δ0 is the Dirac measure at 0. This type of prior has been studied by George and Foster
(2000), Scott and Berger (2010), Castillo and van der Vaart (2012) and Castillo et al. (2015). For
the prior πp and gS , we assume that
A1p
−A3πp(s− 1) ≤ πp(s) ≤ A2p−A4πp(s− 1), s = 1, . . . , p (2)
gS(θS) =
(
λ
2
)|S|
exp(−λ‖θS‖1),
√
n
p
≤ λ ≤
√
n log p, (3)
for some positive constants A1, A2, A3 and A4. Note that the prior gS is the product of the Laplace
distribution g(θ) = λ exp(−λ|θ|)/2, i.e., gS(θS) =
∏
i∈S g(θi).
For the prior ΠH on the error density η, we consider the location mixture of a symmetrized DP,
η(x) =
∫
φσ(x− z)dF(z),
F ∼ DP (α),
σ2 ∼ G
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where φσ(x) := (
√
2πσ)−1 exp{−x2/(2σ2)},F := (F +F−)/2, dF−(z) := dF (−z) and DP (α) is the
Dirichlet process with a finite positive measure α. For the base measure α and the prior on σ2, we
further assume that
α ∈ M[−C ′n,C ′n], (4)
α([−x, x]c) ≤ exp(−C ′′xa1) for all sufficiently large x > 0, (5)
G(σ2 ≤ x) ≤ exp(−C ′′x−a2) for all sufficiently small x > 0, (6)
G(σ2 ≥ x) ≤ x−a3 for all sufficiently large x > 0, (7)
G(s < σ−2 < s(1 + t)) ≥ a6sa4ta5 exp(−C ′′sκ/2) for any s > 0 and t ∈ (0, 1), (8)
for some positive constants a1, . . . , a6, C
′, C ′′ and κ, where α = α/α([−C ′n,C ′n]) and M[a, b] is
the set of probability measures on (a, b). We assume that α has a positive density function on
(−C ′n,C ′n).
We need additional assumptions to achieve a distributional approximation and model selection
consistency. Specifically, we assume that
α ∈ M[−C ′(log n) 2τ , C ′(log n) 2τ ], (9)
G ∈ M[0, C ′ log n], (10)
andα= α/α([−C ′(log n) 2τ , C ′(log n) 2τ ]) has a positive density function on (−C ′(log n) 2τ , C ′(log n) 2τ ),
where τ > 0 will be used to define true parameter class (condition (D2)) in section 2.3.
Remark The above prior conditions are mild which include popular prior choices. If we choose
α as a truncated normal distribution on interval [−n, n], conditions (4) and (5) are satisfied with
a1 = 2. If we consider σ
m0 ∼ IG(a0, b0) for some positive constants a0, b0 andm0, conditions (6)-(8)
are satisfied with a2 = m0/2 and κ = m0. For conditions (9) and (10), it suffices to consider the
truncated normal and inverse-gamma distribution on (−C ′(log n) 2τ , C ′(log n) 2τ ) and (0, C ′ log n),
respectively, for some large constant C ′ > 0. As n grows to infinity, the above supports in (9) and
(10) are getting close to the whole supports, R and R+ = (0,∞).
2.3 True Parameter Class
We focus on the “large p and small n” setting, i.e. p ≥ n, throughout the paper. We assume θ0 ∈ Rp
to be a s0-sparse vector, which means the number of nonzero elements of θ0 is equal to s0. The
support of θ0 is denoted by S0 = Sθ0 . Further conditions on the sparsity s0 and the magnitude of
θ0 will be introduce in the main theorems in section 3. We introduce here conditions (D1)-(D5) for
the true error density η0:
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(D1) (Locally β-Ho¨lder class) for given positive constants β, τ0 and a real-valued function L,
η0 ∈ Cβ,L,τ0(R) where Cβ,L,τ0(R) is the class of every density η whose kth order derivative η(k)
exists up to k ≤ ⌊β⌋ and for k1 = ⌊β⌋,∣∣∣η(k1)(x+ y)− η(k1)(x)∣∣∣ ≤ L(x) exp(τ0y2)|y|β−⌊β⌋, ∀x, y ∈ R.
(D2) (Light tail) There exist positive constants a, b and τ such that
η0(x) ≤ exp(−b|x|τ ), |x| > a.
(D3) There exists a constant υ > 0 such that Eη0
(
|η(k)0 |/η0
)(2β+υ)/k
<∞ and Eη0 (L/η0)(2β+υ)/β <
∞ for 1 ≤ k ≤ ⌊β⌋.
(D4) (Symmetry) η0(x) = η0(−x) and η0(x) > 0 for all x ∈ R.
(D5) there exist positive constants γ1, γ2, γ3, b
′, Cη0 and τ ′ < τ such that for any y ∈ R,
|ℓ˙η0(y)| ≤ Cη0(|y|γ1 + 1), (11)
|ℓ¨η0(y)| ≤ Cη0(|y|γ2 + 1), (12)
|...ℓ η0(y)| ≤ Cη0(|y|γ3 + 1), (13)
and, for any small |x|,
η0(y + x)
η0(y)
≤ Cη0eb
′|y|τ ′ . (14)
Now we describe the above conditions in more details. Condition (D1), locally β-Ho¨lder class,
has been extensively studied in Kruijer et al. (2010), Shen et al. (2013), Canale and De Blasi (2017)
and Bochkina and Rousseau (2017). This class is much more general than the Ho¨lder class because
it only requires the local smoothness by adopting L(x) instead of a constant L > 0. Furthermore,
due to condition (D2), it is essentially weaker than the condition in Kruijer et al. (2010), which
assumes log η0 ∈ Cβ,L,τ0(R) (Shen et al., 2013).
Condition (D2) ensures that the true density has an exponentially light tail. It is mainly required
to prove the prior thickness condition for the density part and use the Hanson-Wright inequality
for the strong model selection consistency. The technical details for the former issue can be found
in Shen et al. (2013) (Lemma 2, Theorem 3 and Proposition 1). Recently, Bochkina and Rousseau
(2017) adopted much weaker tail condition,
∫∞
x y
2η0(y)dy ≤ C(1 + x)−τ for some constants C > 0
and τ > 0, which includes some polynomially decreasing tail densities. However, they considered
only the densities on R+, and it is unclear whether their techniques are applicable to the densities
on R.
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Condition (D3) is needed for the prior thickness condition for the density (Shen et al., 2013)
and implicitly controls the tail behavior of η0. It has been commonly used in literature including
Kruijer et al. (2010), Shen et al. (2013) and Bochkina and Rousseau (2017).
Condition (D4) is not needed for proving the optimal convergence results (Theorems 3.1 and
3.2). However, the symmetric assumption will play an important role in proving the BvM theorem
(Theorem 3.5). Based on current techniques in this paper, this assumption is also needed to prove
Corollary 3.3 and Corollary 3.4, although we suspect that this can be weakened.
Condition (D5) is required only for the BvM theorem and selection consistency results. This
condition is closely related to the tail of η0 and satisfied for a wide range of densities. For example,
if η0(y) ∝ exp(−a|y|b) for some constants a, b > 0 and every large enough |y|, condition (D5) is
met. In fact, it holds unless η0 has an extremely thin tail.
2.4 Design Matrix
We consider a fixed design matrix X ∈ Rn×p and assume that every element of the design matrix is
bounded by
√
log p up to some constant, i.e. supi,j |xij | ≤M
√
log p for some constant M > 0. The
upper bound for entries of the design matrix is introduced due to technical reasons, and some recent
works (Narisetty et al., 2019; Song and Liang, 2017) on high-dimensional Bayesian inference also
used similar conditions. In this paper, we require this condition mainly to (i) derive the posterior
convergence rate for ‖X(θ − θ0)‖2 using Corollary 3.2 of Chae et al. (2019b) and (ii) obtain upper
bounds for ℓ˙θ,η(x, y) (or its derivatives) based on ℓ˙η(y) (or its derivatives).
In high-dimensional linear regression model (1), certain regularity conditions have been imposed
on the design matrix X for the estimability of θ. In this paper, we define the uniform compatibility
number by
φ2(s) = inf
{
sθ · θ
TΣθ
‖θ‖21
: θ ∈ Rp, 0 < sθ ≤ s
}
and the restricted eigenvalue by
ψ2(s) = inf
{
θTΣθ
‖θ‖22
: θ ∈ Rp, 0 < sθ ≤ s
}
for any 1 ≤ s ≤ p, where Σ = n−1XTX, sθ = |Sθ| and Sθ is the support of θ. These quanti-
ties have been commonly used in literature (van de Geer and Bu¨hlmann, 2009; Bickel et al., 2009;
Castillo et al., 2015), and the bounded below conditions have been introduced for consistent estima-
tion. Note that the infimum, which is used to define compatibility number (or restricted eigenvalue),
is often taken over all S ⊆ {1, . . . , p} and θ ∈ Rp such that ‖θSc‖1 ≤ c‖θS‖1 for some constant
c > 0. However, our definitions for φ2(s) and ψ2(s) focus on sparse vectors θ such that 0 < sθ ≤ s.
For example, Castillo et al. (2015) uses similar definitions. Bounded below assumption on ψ(s) is
required for the convergence rate under ℓ2 norm and BvM result, while the same assumption on φ(s)
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is required for the convergence rate under ℓ1 norm. If the restricted eigenvalue ψ
2(s) is bounded
away from zero, it implies that ΣS is positive definite for any |S| = s. Note that ψ(s) ≤ φ(s) be-
cause ‖θ‖21 ≤ sθ‖θ‖22 by the Cauchy-Schwartz inequality. Thus, the restricted eigenvalue conditions
is stronger than the uniform compatibility number condition.
Because p ≥ n, if we consider, for example, a random design matrix X = (xij), where xij ’s are
random samples from the standard normal, supi,j |xij | ≤ M
√
log p and the restricted eigenvalue
condition are met with high probability tending to 1 as p → ∞. Furthermore, by Lemma 6.1 in
Narisetty and He (2014), these conditions are also satisfied with high probability tending to 1 if
the rows of X are independent isometric sub-Gaussian random vectors.
3 Main Results
3.1 Posterior Convergence Rates
The first theorem is about the model dimension which states that the posterior distribution puts
most of its mass on moderately small dimensional models. We denote the posterior distribution
based on Dn as Π(· | Dn).
Theorem 3.1 Assume that conditions (2)-(8) hold, λ‖θ0‖1 = O(s0 log p) and log p ≤ n2. Then,
for any η0 satisfying (D1)-(D4), there exists a constant Kdim > 1 not depending on n and p such
that
Eθ0,η0Π
(
sθ > Kdim
{
s0 ∨ nκ∗/(2β+κ∗)(log n)2t−1
} | Dn) = o(1)
where κ∗ := (κ ∨ 1) and t > {κ∗(1 + τ−1 + β−1) + 1}/(2 + κ∗β−1).
Since we use a Laplace prior for nonzero coefficients, the condition λ‖θ0‖1 = O(s0 log p) might
seem to a bit restrictive. Note that this condition can be avoided in Gaussian models by utlizing
explicit form of the log-likelihood, see Castillo et al. (2015), van der Pas et al. (2016) and Gao et al.
(2015). To use the same technique in our semi-parametric model, quadratic approximation of the
log-likelihood should be preceded, for which empirical process techniques can be applied. However,
quadratic approximation is highly difficult when models have many nonzero coefficients. Therefore,
the proof of Theorem 3.1 heavily relies on the prior, requiring an additional condition λ‖θ0‖1 =
O(s0 log p). An empirical Bayes approach proposed in Martin et al. (2017) might be an alternative
way to relax this condition. However, the choice of the least squared estimators as the center of the
prior may yield another problems when errors have heavier tails than the sub-Gaussian tail. Since
we believe the condition λ‖θ0‖1 = O(s0 log p) is not too restrictive under the large λ regime, we
leave the problem of relaxing this condition as future work.
For a given t > {κ∗(1+τ−1+β−1)+1}/(2+κ∗β−1), let sn := 2Kdim{s0∨nκ∗/(2β+κ∗)(log n)2t−1}.
Theorem 3.1 effectively reduces the meaningful parameter space when sn is not too big and makes
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the theoretical development easier. Theorem 3.2 describes a result on posterior convergence rate
under the mean Hellinger distance. The obtained rate has the term sn defined above, where s0 and
nκ
∗/(2β+κ∗)(log n)2t−1 come from the coefficient and density estimation, respectively.
Theorem 3.2 Assume that conditions (2)-(8) hold, λ‖θ0‖1 = O(s0 log p) and sn log p = o(n).
Then, for any η0 satisfying (D1)-(D4),
Eθ0,η0Π
(
dn
(
(θ, η), (θ0, η0)
)
> KHel
√
sn log p
n
∣∣∣∣ Dn
)
= o(1),
for some constant KHel > 0 not depending on n and p.
Remark The symmetric condition (D4) is not directly used in the proof of Theorems 3.1 and
3.2. Hence, they can be easily re-stated without (D4). We did not try to re-state them because it
entails a redefinition of the prior and a lot of minor changes. We need the symmetric assumption
for the BvM theorem, particularly for proving that the score function has zero expectation, that
is, Eθ0,η0 ℓ˙θ0,η = 0 for symmetric η. This will play an important role in the proof of the misspecified
LAN, see Lemma E.6 of the Supplement. Finally, we note that the current proof of Corollaries
1 and 2 below relies on the symmetric assumption (D4), but it might be possible to prove them
without it.
Based on Theorem 3.2, the posterior convergence rate of η and θ can be achieved as follows.
The proof of Corollary 3.4 is straightforward by Theorem 3.2 and similar arguments used in the
proof of Corollary 3.2 of Chae et al. (2016), so we omit the proof here.
Corollary 3.3 Under the conditions of Theorem 3.2, we have
Eθ0,η0Π
(
dH(η, η0) > Keta
√
sn log p
n
∣∣∣∣ Dn
)
= o(1),
for some constant Keta > 0 not depending on n and p, and for any η0 satisfying (D1)-(D4) with
2β + υ ≥ 2.
Corollary 3.4 Under the conditions of Theorem 3.2 and sn log p/φ(sn) = o(
√
n), we have
Eθ0,η0Π
(
‖θ − θ0‖1 > Ktheta sn
φ(sn)
√
log p
n
∣∣∣∣ Dn
)
= o(1),
Eθ0,η0Π
(
‖θ − θ0‖2 > Ktheta 1
ψ(sn)
√
sn log p
n
∣∣∣∣ Dn
)
= o(1),
Eθ0,η0Π
(
‖X(θ − θ0)‖2 > Ktheta
√
sn log p
∣∣∣∣ Dn) = o(1),
for some constant Ktheta > 0 not depending on n and p, and for any η0 satisfying (D1)-(D4).
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If we assume that φ(sn) is bounded away from zero, the condition sn log p/φ(sn) = o(
√
n) in
Corollary 3.4 becomes sn log p = o(
√
n). Similar condition was made by Chae et al. (2019b) to
convert the convergence rate of the mean Hellinger distance dn((θ, η), (θ0, η0)) to that of ‖θ− θ0‖1.
Note that Chae et al. (2019b) assumed sn
√
log p/φ(sn) = o(
√
n) under the bounded design matrix
assumption, supi,j |xij | ≤ M . If we assume supi,j |xij | ≤ M , the condition in Corollary 3.4 is
also relaxed to sn
√
log p/φ(sn) = o(
√
n). It is a quite natural condition to obtain a meaningful
convergence rate tending to zero under the ℓ1-norm.
The posterior convergence rate in Theorem 3.2 is nearly optimal if the hyperparameter κ is set
equal to 1. Note that κ∗ = 1 in this case. For example, if s0 ≥ n1/(2β+1)(log n)2t−1, the poste-
rior convergence rate with respect to the mean Hellinger distance is
√
s0 log p/n, leading to the
same marginal convergence rate for θ in ℓ2-norm. Note that the minimax rate is
√
s0 log(p/s0)/n
(Ye and Zhang, 2010). If s0 < n
1/(2β+1)(log n)2t−1, the marginal convergence for η rate with re-
spect to the Hellinger distance is n−β/(2β+1)×
√
(log n)2t−1 log p which is the minimax rate up to
a logarithmic factor and the same as that of Shen et al. (2013). In conclusion, the global rate for
the whole parameter (θ, η) is determined by the slower one among the two rates for θ and η, where
both of them are close to the minimax rate provided that log p is negligible relative to n.
3.2 Bernstein von-Mises Theorem
In this subsection, we study the distributional limit of the marginal posterior distribution for θ.
Assume for a moment that p is moderately slowly increasing and the model is not sparse. Since
we are working with a smooth semi-parametric model, it is highly expected that asymptotic shape
of the map θ 7→ Ln(θ, η) − Ln(θ0, η) is quadratic around θ0 for every η. Since the posterior mass
is concentrated around (θ0, η0), we only need to consider η’s that are sufficiently close to η0. The
assertion leads to the semi-parametric BvM theorem which guarantees the asymptotic efficiency of
Bayes estimator.
With a sparse model considered in this paper, the marginal posterior distribution cannot con-
verge to a single normal distribution unless posterior puts most of its mass on a single model. To
be more specific, note that the marginal posterior distribution of θ is given as
dΠ(θ | Dn) =
∑
S⊆{1,...,p}
wS dQS(θS) dδ0(θSc),
where
wS ∝ πp(|S|)( p
|S|
) ∫ ∫ exp(Ln(θ˜S , η)− Ln(θ0, η0)) dΠH(η)gS(θS)dθS
and
QS(θS ∈ B) =
∫
B
∫
exp
(
Ln(θ˜S, η) − Ln(θ0, η0)
)
dΠH(η)gS(θS)dθS∫ ∫
exp
(
Ln(θ˜S , η)− Ln(θ0, η0)
)
dΠH(η)gS(θS)dθS
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for every measurable set B ⊆ R|S|. Here, QS can be understood as the conditional posterior
distribution of θS given Sθ = S. If |S| is not too large, QS is expected to be asymptotically normal
as in the semi-parametric BvM theorem described in the previous paragraph. As a consequence, if
there is a limit distribution of the marginal posterior for θ, it should be a mixture of the form
dΠ∞(θ | Dn) =
∑
S⊆{1,...,p}
wS n
− |S|
2 dNn,S(hS) dδ0(θSc),
where hS =
√
n(θS − θ0,S), n−
|S|
2 is the determinant of the Jacobian matrix, and Nn,S is defined in
section 2.1. Theorem 3.5 says that the semi-parametric BvM theorem holds under slightly stronger
condition than those needed for the posterior convergence rate results.
Theorem 3.5 (Bernstein von-Mises) Assume that the prior conditions (2), (3), (5)-(10) hold
with a2 = 3, λ‖θ0‖1 = O(s0 log p) and λsnlog p = o(
√
n). Further assume that s6n{(log p)11 ∨
s
5
12
n (log p)
8+ 11
12 } = o(n1−ζ) holds for some constant ζ > 0 and ψ(sn) is bounded away from zero.
Then, we have
Eθ0,η0
[
dV (Π(·|Dn),Π∞(·|Dn))
]
= o(1)
for any η0 satisfying (D1)-(D5).
The bounded condition on ψ(sn) ensures that the quadratic term of log-likelihood ratio does
not vanish. The condition λsnlog p = o(
√
n) is required to wash out the prior effect and is a quite
mild condition if we consider the small λ regime such as λ =
√
n/p. To prove the BvM theorem,
Castillo et al. (2015) also used similar condition, λsn
√
log p = o(‖X‖), where ‖X‖ is the maximum
ℓ2-norm of the columns of matrix X. Note that if log p = o(n) and xij’s are random samples from
N(0, 1), it coincide with λsnlog p = o(
√
n) with high probability tending to 1, as p→∞.
The condition s6n{(log p)11 ∨ s
5
12
n (log p)
8+ 11
12 } = o(n1−ζ) for some constant ζ > 0, are sufficient
conditions for ∫
sup
η∈H∗n
(
ℓ˙η(y)− ℓ˙η0(y)
)2
dPη0(y)
converging to zero at a certain rate, where H∗n is a neighborhood of η0 to which the posterior
distribution contracts. See Lemmas 6 and 12 in Supplementary Material for details. To satisfy this
condition, a certain level of smoothness of η0 is essential. For example, suppose we consider the
prior σ6 ∼ IG(a0, b0) for some positive constants a0 and b0, i.e., a2 = 3 and κ = 6. Then, the
condition (sn log p)
6+ 5
12 (log p)
5
2 = o(n1−ζ) is satisfied when (s0 log p)6+
5
12 (log p)
5
2 = o(n1−ζ) and
n
77
4β+12 (log p)
107
12 = o(n1−ζ), which hold for β > 16.25 provided that log p is negligible relative to n.
Chae et al. (2019b) assumed (s0 log p)
6 = o(n1−ζ) for some constant ζ > 0 to establish the semi-
parametric BvM theorem. Our condition is slightly stronger due to relaxation on the tail condition
of η0.
12
3.3 Strong Model Selection Consistency
Theorem 3.6 states that the posterior probability of Sθ for the strict supersets of the true model S0
tends to zero. It implies that the posterior probability is asymptotically concentrated on the union
of some strict subset of S0 and possibly other coordinates of S
c
0.
Theorem 3.6 (No superset) Under the conditions of Theorem 3.5 and τ ≥ 2γ1, we have
Eθ0,η0Π(Sθ ) S0 | Dn) = o(1)
for any η0 satisfying (D1)-(D5), provided that A4 > Ksel for some constant Ksel depending only on
η0.
Since we assume that η0(y) . exp(−b|y|τ ) and |ℓ˙η0(y)| . |y|γ1 + C, the condition τ ≥ 2γ1 implies
that ℓ˙η0(yi − xTi θ0) is a sub-Gaussian random variable. The sub-Gaussian assumption enables us
to use the Hanson-Wright inequality (Hanson and Wright, 1971; Wright, 1973), which is one of
the key properties for proving Theorem 3.6. Note that a normal distribution and a location-scale
mixture of normal with compact mixing distribution satisfy the above condition. One important
consequence of Theorem 3.6 is that if we assume that
min
{
|θ0,j | : θ0,j 6= 0, 1 ≤ j ≤ p
}
≥ Ktheta
ψ(sn)
√
sn log p
n
, (15)
Corollary 3.4 and Theorem 3.6 guarantee the strong model selection consistency, which means
Eθ0,η0Π(Sθ = S0 | Dn) −→ 1 as n→∞. The above condition (15) is called the beta-min condition
commonly assumed to obtain the model selection consistency (Castillo et al., 2015; Song and Liang,
2017). The following corollary asserts that one can achieve the selection consistency and efficiently
capture the uncertainty of the nonzero coordinates under the beta-min condition.
Corollary 3.7 (Selection) Let θ̂S0 = n
−1/2V −1n,S0Gn,S0 + θ0,S0, Σ̂S0 = n
−1V −1n,S0, and δSc0 be the
Dirac measure at 0 ∈ R|Sc|. Denote θ ∼ N|S0|(θ̂S0 , Σ̂S0)⊗ δSc0 if θS0 ∼ N|S0|(θ̂S0 , Σ̂S0) and θSc0 = 0,
independently. Under the conditions of Theorem 3.6 and (15), we have
Eθ0,η0
[
dV
(
Π(·|Dn), N|S0|(θ̂S0 , Σ̂S0)⊗ δSc0
)]
= o(1)
for any η0 satisfying (D1)-(D5), provided that A4 > Ksel for some constant Ksel depending only on
η0.
Remark Yang (2017) proved the asymptotic normality for an individual coordinate θi without
the beta-min condition. However, her results focus on the posterior distribution of an individual
coordinate under the normal error distribution and cannot be extended to the posterior distribution
of the whole θ.
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4 Discussion
In this paper, we study asymptotic properties of posterior distributions for high-dimensional linear
regression models under unknown symmetric error. We extend the previous works on Bayesian
asymptotic theory to deal with much more general error densities beyond the sub-Gaussian class.
To the best of our knowledge, this is the first work that has proved posterior convergence rates
and BvM theorem for high-dimensional linear regression model without the sub-Gaussian assump-
tion. For the BvM theorem and selection consistency, the conditions, s6n(log p)
11 = o(n1−ζ) and
(sn log p)
6+ 5
12 (log p)
5
2 = o(n1−ζ), are needed, which requires that the true error distribution is
smooth enough.
Note that algorithms for sampling a DP mixture and a spike-and-slab prior can be suitably com-
bined to generate MCMC samples from the posterior distribution in our semiparametric model, see
Section 4 of Chae et al. (2019b). Although our theoretical analysis is limited to error densities with
exponentially decaying tails, results of numerical experiments in Chae et al. (2019b) demonstrate
that a semi-parametric estimator performs much better in prediction, model selection and uncer-
tainty quantification than a parametric counterpart when the tail of error density is polynomially
decaying. In particular, with a location-scale mixture of Gaussians with a conjugate DP prior, the
selection consistency and BvM phenomena seem to hold while a location mixture only does not
provide satisfactory results.
Future work will focus on the theoretical development of a location-scale mixtures with heavy-
tailed components such as the Student’s t distributions. This will likely entail new techniques for
Bayesian asymptotic, see Chae and Walker (2017) for example.
A Notation for Proofs
For given real-valued functions l and u, we define the bracket [l, u] as the set of all functions f such
that l ≤ f ≤ u. We call a bracket [l, u] an ǫ-bracket if d(l, u) < ǫ for a given constant ǫ > 0 and a
(semi-)metric d. For a given class of real-valued functions F , the bracketing number N[ ](ǫ,F , d) is
the minimal number of ǫ-brackets which is needed to cover F . The covering number N(ǫ,F , d) is
the minimal number of ǫ-balls, {g : d(f, g) < ǫ}, which is needed to cover F .
For given constant ǫ > 0, the class of real-valued functions F on Rp × R and the data Dn =
{(Y1, x1), . . . , (Yn, xn)}, we denote Nn[ ](ǫ,F) as the minimal number of partition {F1, . . . ,FN} of F
such that
sup
1≤j≤N
1
n
n∑
i=1
Eθ0,η0
[
sup
f,g∈Fj
|f(xi, Yi)− g(xi, Yi)|2
]
≤ ǫ2.
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We define the set of density functions
Hmix :=
{
η(·) =
∫
φσ(· − z)dF(z) : σ > 0, F ∈ M[−C ′n,C ′n]
}
(16)
for the constant C ′ > 0 used in (4). Recall that F = (F + F−)/2, dF−(z) = dF (−z) and φσ(z) =
(
√
2πσ)−1 exp{−z2/(2σ2)}, for any z ∈ R.
B Proofs for Posterior Convergence Rates
Lemma B.1 Assume that the prior conditions (2)-(8) hold and η0 satisfies (D1)-(D4). If log p ≤
n2, then there exists a constant Clower > 0 not depending on (n, p) such that the Pθ0,η0-probability
of the event ∫
Θ×Hmix
Rn(θ, η)dΠ(θ, η)
≥ exp [Clower{log πp(s0)− s0 log p− λ‖θ0‖1 − nǫ˜2n}] (17)
converges to 1 as n→∞, where ǫ˜n = n−β/(2β+κ∗)(log n)t0 and t0 = {κ∗(1 + τ−1 + β−1) + 1}/(2 +
κ∗β−1).
Proof Let σ˜β0n = ǫ˜n(log(1/ǫ˜n))
−1, and define
H˜n :=
{
η ∈ Hmix : Eη0 (log η0/η) ≤ Aǫ˜2n, Eη0 (log η0/η)2 ≤ Aǫ˜2n, (18)
σ−2 ≤ σ˜−20n (1 + σ˜2β0n)
}
,
for some constant A > 0, and
Θ˜n :=
{
θ ∈ Θ : ‖θ − θ0‖1 ≤ n−5, Sθ = S0
}
.
Note that ∫
Θ×Hmix
Rn(θ, η)dΠ(θ, η) ≥
∫
Θ˜n×H˜n
Rn(θ, η)dΠ(θ, η)
=
∫
Θ˜n×H˜n
Rn(θ, η)dΠ˜(θ, η) · Π(Θ˜n × H˜n),
where Π˜ = Π |Θ˜n×H˜n is the restricted and renormalized prior on Θ˜n × H˜n, that is, Π˜(·) = Π(· ∩
Θ˜n × H˜n)/Π(Θ˜n × H˜n). We will show that
Π(Θ˜n × H˜n) ≥ exp
[
C˜1
(
log πp(s0)− s0 log p− λ‖θ0‖1 − nǫ˜2n
)]
(19)
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for some constant C˜1 > 0 and all sufficiently large n, and
Pθ0,η0
(∫
Θ˜n×H˜n
Rn(θ, η)dΠ˜(θ, η) ≤ exp(−C˜2nǫ˜2n)
)
≤ 2(A+M
2)
(C˜2 −A− 2M)2nǫ˜2n
(20)
for some constant C˜2 > A+2M . Then, (19) and (20) complete the proof by taking Clower = (C˜1∨C˜2).
To obtain inequality (19), because Π(Θ˜n × H˜n) = ΠΘ(Θ˜n)ΠH(H˜n), we derive lower bounds for
ΠΘ(Θ˜n) and ΠH(H˜n) separately. By Lemma B.2, we have
ΠH(H˜n) ≥ exp(−CHnǫ˜2n) (21)
for all sufficiently large n and some constant CH > 0 not depending on (n, p). By the definition of
ΠΘ, we have
ΠΘ(Θ˜n) =
∫
Θ˜n
dΠΘ(θ) = πp(s0)
(
p
s0
)−1 ∫
Θ˜n
gS0(θS0)dθS0
and ∫
Θ˜n
gS0(θS0)dθS0
≥ e−λ‖θ0‖1
∫
Θ˜n
gS0(θS0 − θ0,S0)dθS0
= e−λ‖θ0‖1
∫
Θ˜n
(
λ
2
)s0
e−λ‖θS0−θ0,S0‖1dθS0
≥ e−λ‖θ0‖1
(
λ
2
)s0
e−λn
−5
∫
{θS0∈Rs0 :‖θS0−θ0,S0‖2≤(s0n10)−1/2}
dθS0
≥ e−λ‖θ0‖1
(
λ
2
)s0
e−λn
−1/2 πs0/2
Γ(s0/2 + 1)
(s0n
10)−s0/2.
Thus, the lower bound for ΠΘ(Θ˜n) is given by
ΠΘ(Θ˜n)
≥ πp(s0)
(
p
s0
)−1
e−λ‖θ0‖1−λn
−1/2
(
λ
√
π
2
√
s0n5
)s0 1
Γ(s0/2 + 1)
≥ πp(s0)p−s0Γ(s0 + 1)e−λ‖θ0‖1−
√
log p
(√
π
√
n/p
2
√
s0n5
)s0 1
Γ(s0/2 + 1)
≥ exp
{
log πp(s0)− s0 log p− λ‖θ0‖1 −
√
log p
}( 1√
s0n5p
)s0
≥ exp
{
log πp(s0)− s0 log p− λ‖θ0‖1 − 1
2
s0 log p− s0 log(√s0n5p)
}
≥ exp
[
8
{
log πp(s0)− s0 log p− λ‖θ0‖1
}]
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for all sufficiently large n because we assume p ≥ n. Thus,
Π(Θ˜n × H˜n)
= ΠΘ(Θ˜n)ΠH(H˜n)
≥ exp
[
8
{
log πp(s0)− s0 log p− λ‖θ0‖1
}]
exp(−CHnǫ˜2n)
≥ exp
[
(8 ∨ CH)
{
log πp(s0)− s0 log p− λ‖θ0‖1 − nǫ˜2n
}]
,
which implies (19) by taking C˜1 = (8 ∨ CH).
By the Jensen’s inequality,
Pθ0,η0
(∫
Θ˜n×H˜n
Rn(θ, η)dΠ˜(θ, η) ≤ exp(−C˜2nǫ˜2n)
)
≤ Pθ0,η0
(∫
Θ˜n×H˜n
n∑
i=1
{
log
η(Yi − xTi θ)
η0(Yi − xTi θ0)
}
dΠ˜(θ, η) ≤ −C˜2nǫ˜2n
)
= Pθ0,η0
(√
n(P˜n − P0) ≤ −C˜2
√
nǫ˜2n −
√
nP0
)
, (22)
where P˜n := n
−1∑n
i=1
∫
Θ˜n×H˜n log[η(Yi − xTi θ)/η0(Yi − xTi θ0)]dΠ˜(θ, η) and P0 := Eθ0,η0 [P˜n]. Note
that
−P0 ≤ max
i
Eθ0,η0
[∫
Θ˜n×H˜n
log
η0(Yi − xTi θ0)
η(Yi − xTi θ)
dΠ˜(θ, η)
]
= max
i
∫
Θ˜n×H˜n
Eθ0,η0
(
log
η0(Yi − xTi θ0)
η(Yi − xTi θ)
)
dΠ˜(θ, η)
= max
i
∫
Θ˜n×H˜n
Eθ0,η0
(
log
η0(Yi − xTi θ0)
η(Yi − xTi θ0)
+ log
η(Yi − xTi θ0)
η(Yi − xTi θ)
)
dΠ˜(θ, η)
≤ Aǫ˜2n +max
i
∫
Θ˜n×H˜n
∫
log
η(yi − xTi θ0)
η(yi − xTi θ)
η0(yi − xTi θ0) dyi dΠ˜(θ, η)
and ∫
log
η(y − xT θ0)
η(y − xT θ) η0(y − x
T θ0)dy
≤ |xT (θ − θ0)|
∫
|ℓ˙η(y − xT θ0 + txT (θ0 − θ))|η0(y − xT θ0)dy (23)
for some t ∈ [0, 1] by the mean value theorem. Note that for any y ∈ R,
sup
η∈H˜n
|ℓ˙η(y)| ≤ sup
η∈H˜n
1
σ2
∫ |y − z|φσ(y − z)dF(z)∫
φσ(y − z)dF(z)
≤ sup
η∈H˜n
1
σ2
(|y|+ C ′n)
≤ σ˜−20n (1 + σ˜2β0n)(|y|+ C ′n)
≤ n2(|y|+ n)
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for all sufficiently large n. The above supremum is essentially taken over (F, σ) satisfying (18)
because of definitions of (16) and (18). Thus, the right hand side of (23) is bounded above by
M
√
log p ‖θ − θ0‖1
∫
n2
(|y − xT θ0|+ |xT (θ − θ0)|+ n) η0(y − xT θ0)dy
≤ M
√
log p ‖θ − θ0‖1n2
×
{∫
|y − xT θ0|η0(y − xT θ0)dy +M
√
log p‖θ − θ0‖1 + n
}
≤ 2M
√
log p n−2 ≤ 2Mn−1
for all sufficiently large n on Θ˜n×H˜n, because we assume condition (D2) and log p ≤ n2. Therefore,
(22) is bounded above by
Pθ0,η0
(√
n(P˜n − P0) ≤ −C˜2
√
nǫ˜2n +
√
n(Aǫ˜2n + 2Mn
−1)
)
≤ Pθ0,η0
(√
n(P˜n − P0) ≤ −(C˜2 −A− 2M)
√
nǫ˜2n
)
≤ 1
(C˜2 −A− 2M)2nǫ˜4n
×max
i
Varθ0,η0
[∫
Θ˜n×H˜n
log η(Yi − xTi θ)− log η0(Yi − xTi θ0)dΠ˜(θ, η)
]
≤ 1
(C˜2 −A− 2M)2nǫ˜4n
×max
i
Eθ0,η0
[∫
Θ˜n×H˜n
(
log η(Yi − xTi θ)− log η0(Yi − xTi θ0)
)
dΠ˜(θ, η)
]2
≤ 1
(C˜2 −A− 2M)2nǫ˜4n
×max
i
Eθ0,η0
[∫
Θ˜n×H˜n
(
log η(Yi − xTi θ)− log η0(Yi − xTi θ0)
)2
dΠ˜(θ, η)
]
=
1
(C˜2 −A− 2M)2nǫ˜4n
max
i
∫
Θ˜n×H˜n
Eθ0,η0
(
log
η0(Yi − xTi θ0)
η(Yi − xTi θ)
)2
dΠ˜(θ, η)
for all sufficiently large n and any constant C˜2 > A+2M . The second and fourth inequalities follow
from the Chebyshev’s inequality and Jensen’s inequality, respectively. Note that
Eθ0,η0
(
log
η0(Yi − xTi θ0)
η(Yi − xTi θ)
)2
≤ 2Eθ0,η0
(
log
η0(Yi − xTi θ0)
η(Yi − xTi θ0)
)2
+ 2Eθ0,η0
(
log
η(Yi − xTi θ0)
η(Yi − xTi θ)
)2
≤ 2Aǫ˜2n + 2Eθ0,η0
(
log
η(Yi − xTi θ0)
η(Yi − xTi θ)
)2
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and ∫ (
log
η(y − xT θ0)
η(y − xT θ)
)2
η0(y − xT θ0)dy
≤ {xT (θ − θ0)}2
∫ ∣∣ℓ˙η(y − xT θ0 + txT (θ0 − θ))∣∣2η0(y − xT θ0)dy
≤ M2 log p‖θ − θ0‖21n4
{∫
2y2η0(y)dy + 4M
2 log p‖θ − θ0‖21 + 4n2
}
≤ M2n−1
for all sufficiently large n on Θ˜n × H˜n. Thus, we have
Pθ0,η0
(∫
Θ˜n×H˜n
Rn(θ, η)dΠ˜(θ, η) ≤ exp(−C˜2nǫ˜2n)
)
≤ 2(A+M
2)
(C˜2 −A− 2M)2nǫ˜2n
for all sufficiently large n, which completes the proof. 
Lemma B.2 Under the conditions in Lemma B.1,
ΠH(H˜n) ≥ exp(−CHnǫ˜2n),
for some constant CH > 0 not depending on (n, p), where H˜n and ǫ˜n are defined at (18) and Lemma
B.1, respectively.
Proof We closely follow the steps in the proof of Theorem 4 in Shen et al. (2013). We consider the
univariate density case while the original proof in Shen et al. (2013) considers d-dimensional case.
By Proposition 1 in Shen et al. (2013), there exist constants δ, s0, a0, B0 and K0 not depending
on (n, p) such that
dH(η0,Kσh˜σ) ≤ K0σβ (24)
and
Pθ0,η0(E
c
σ) ≤ B0σ4β+2ν+8
for any σ ∈ (0, s0), where Kσh˜σ =
∫
φσ(x − z)h˜σ(z)dz, h˜σ is a probability density function with
support inside (−aσ, aσ), aσ = a0{log(1/σ)}τ and Eσ := {x ∈ R : η0(x) ≥ σ(4β+2ν+8)/δ} ⊂ {x ∈
R : |x| ≤ aσ}. Fix b1 > {1 ∨ 1/(2β)} such that ǫ˜b1n {log(1/ǫ˜n)}5/4 ≤ ǫ˜n. Let Sσ˜0n = {σ > 0 : σ−2 ∈
[σ˜−20n , σ˜
−2
0n (1 + σ˜
2β
0n)]}, where σ˜0n = ǫ˜1/βn {log(1/ǫ˜n)}−1/β . Suppose that σ ∈ Sσ˜0n .
By Corollary B1 in Shen et al. (2013), there exists a probability measure Fσ =
∑N
j=1 pjδzj
satisfying
dH(Kσh˜σ, ηFσ ,σ) ≤ A˜1ǫ˜b1n {log(1/ǫ˜n)}1/4, (25)
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where N ≤ D0σ−1{log(1/σ)}1/τ log(1/ǫ˜n), zi ∈ [−aσ, aσ] (i = 1, . . . , n) and mini 6=j |zi−zj | ≥ σǫ˜2b1n ,
for some universal constants A˜1 and D0 > 0. Note that N ≤ D0σ−1{log(1/σ)}1/τ log(1/ǫ˜n) ≤
D1σ
−1{log(1/ǫ˜n)}1+1/τ for some universal constant D1 > 0.
Let Uj = {x ∈ R : |x− zj | ≤ σǫ˜2b1n /4} for all j = 1, . . . , N . Then, one can choose UN+1, . . . , UK
such that (i) {U1, . . . , UK} is a partition of [−aσ, aσ], (ii) each Uj (j = N + 1, . . . ,K) has a di-
ameter at most σ and (iii) K ≤ D2σ−1{log(1/ǫ˜n)}1+1/τ for some universal constant D2 > 0.
Furthermore, one can extend this to a partition {U1, . . . , UM} of [−C ′n,C ′n] such that M ≤
D′2σ
−1{log(1/ǫ˜n)}1+1/τ ≤ D′2ǫ˜−1/βn {log(1/ǫ˜n)}1+1/τ+1/β and D3σǫ˜2b1n ≤ α(Uj) ≤ 1 for all j =
1, . . . ,M and for some universal constants D′2 and D3 > 0 because of the continuity and positivity
of α.
Let pj = 0 for all j = N + 1, . . . ,M . Define Pσ˜0n as the set of probability measures F on
[−C ′n,C ′n] such that
M∑
j=1
|F (Uj)− pj| ≤ 2ǫ˜2b1n and min
1≤j≤M
F (Uj) ≥ 1
2
ǫ˜4b1n .
Then, we have ǫ˜2b1n M ≤ D′2ǫ˜2b1−1/βn {log(1/ǫ˜n)}1+1/τ+1/β ≤ 1 and min1≤j≤M α(Uj) ≥ D3σǫ˜2b1n ≥
D3ǫ˜
4b1
n for all large n. By Lemma 10 in Ghosal and van der Vaart (2007b),
π(Pσ˜0n) ≥ C1 exp
{− c1M log(1/ǫ˜n)}
≥ C1 exp
[− c1D′2ǫ˜−1/βn {log(1/ǫ˜n)}2+1/τ+1/β]
for some universal constants C1 and c1 > 0. In fact, C1 = Γ(α([−C ′n,C ′n])), but it can be replaced
with a universal constant not depending on n by considering Γ(α([−C ′n,C ′n])) ≥ Γ(α([−C ′, C ′])) =:
C1. Also note that, by (8),
π(Sσ˜0n) ≥ a6σ˜−2a40n σ˜2βa50n exp(−C ′′σ˜2β0n)
≥ D4 exp
[−D5ǫ˜−κ/βn {log(1/ǫ˜n)}κ/β]
for some universal constant D4 > 0 and some constant D5 > 0 depending only on C
′′ > 0 in (8).
Therefore, by Lemma B1 in Shen et al. (2013) with Vj = Uj for j = 1, . . . , N and V0 = ∪Mj=N+1Uj,
we have
dH(ηFσ ,σ, ηF,σ) ≤ A˜2ǫ˜b1n (26)
for any F ∈ Pσ˜0n , σ ∈ Sσ˜0n and some constant A˜2 > 0 not depending on (n, p). Thus, by (24)–(26),
dH(η0, ηF,σ) ≤ A˜3σ˜β0n
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for any F ∈ Pσ˜0n , σ ∈ Sσ˜0n and some constant A˜3 > 0 not depending on (n, p). Note that
d2H(η0, ηF,σ) = d
2
H(η0, ηF−,σ) due to condition (D4) and
d2H(η0, ηF¯ ,σ) =
∫ (√
η0 −√ηF¯ ,σ)2dµ
=
∫ (√
η0 −
√
(ηF,σ + ηF−,σ)/2
)2
dµ
=
∫
|√η0−√ηF,σ|>|√η0−√ηF−,σ|
(√
η0 −
√
(ηF,σ + ηF−,σ)/2
)2
dµ
+
∫
|√η0−√ηF,σ|≤|√η0−√ηF−,σ|
(√
η0 −
√
(ηF,σ + ηF−,σ)/2
)2
dµ
≤
∫
|√η0−√ηF,σ|>|√η0−√ηF−,σ|
(√
η0 −√ηF,σ
)2
dµ
+
∫
|√η0−√ηF,σ|≤|√η0−√ηF−,σ|
(√
η0 −√ηF−,σ
)2
dµ
≤ d2H(η0, ηF,σ) + d2H(η0, ηF−,σ) = 2d2H(η0, ηF,σ).
Therefore, we have
dH(η0, ηF¯ ,σ) ≤
√
2A˜3σ˜
β
0n
for any F ∈ Pσ˜0n and σ ∈ Sσ˜0n .
Note that for any F ∈ Pσ˜0n , σ ∈ Sσ˜0n and x ∈ [−aσ, aσ],
ηF¯ ,σ(x)
η0(x)
≥ {sup
t∈R
η0(t)}−1(2πσ˜20n)−1/2
∫
exp
{
− (x− z)
2
2σ˜20n
}
dF¯ (z)
≥ K1σ˜−10n {F (UJ(x)) ∧ F (UJ(−x))} ≥
K1
2
σ˜−10n ǫ˜
4b1
for some universal constant K1 > 0, where J(x) is the index j ∈ {1, . . . ,M} for which x ∈ Uj. On
the other hand, for any F ∈ Pσ˜0n , σ ∈ Sσ˜0n and x /∈ [−aσ, aσ ],
ηF¯ ,σ(x)
η0(x)
≥ K1σ˜−10n
∫
|z|≤aσ
exp
{
− (x− z)
2
2σ˜20n
}
dF¯ (z)
≥ K1σ˜−10n exp
(
− 2x
2
σ˜20n
)
F
(
Z : |Z| ≤ aσ
)
≥ K1σ˜−10n exp
(
− 2x
2
σ˜20n
)
(1− 2ǫ˜2b1n )
≥ K1
2
σ˜−10n exp
(
− 2x
2
σ˜20n
)
for all large n. The third inequality holds because F ∈ Pσ˜0n . Define ϑ = σ˜−10n ǫ˜4b1n K1/2, then
log(1/ϑ) ≤ K2 log(1/ǫ˜n) for some constant K2 > 0 depending only on b1. Then, for any F ∈ Pσ˜0n
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and σ ∈ Sσ˜0n ,
Eη0
[{
log
( η0
ηF¯ ,σ
)}2
I
(ηF¯ ,σ
η0
≤ ϑ
)]
≤
∫
|x|>aσ˜0n
{
log
( η0(x)
ηF¯ ,σ(x)
)}2
η0(x)dx
≤
∫
|x|>aσ˜0n
[
log
{2σ˜0n
K1
exp
(2x2
σ˜20n
)}]2
η0(x)dx
≤ K3
σ˜40n
∫
|x|>aσ˜0n
x4η0(x)dx
≤ K3
σ˜40n
(
Eη0X
8
)1/2
Pη0(E
c
σ˜0n)
≤ K4σ˜2β+ν0n
for some constants K3 and K4 > 0 not depending on (n, p) by construction of Eσ˜0n . Since ϑ < e
−1,
it implies that
Eη0
{
log
( η0
ηF¯ ,σ
)
I
(ηF¯ ,σ
η0
≤ ϑ
)}
≤ K4σ˜2β+ν0n .
Therefore, by Lemma B2 in Shen et al. (2013), for any F ∈ Pσ˜0n and σ ∈ Sσ˜0n ,
Eη0
{
log
( η0
ηF¯ ,σ
)}
≤ d2H(η0, ηF¯ ,σ)
{
1 + 2 log(1/ϑ)
}
+ 2Eη0
{
log
( η0
ηF¯ ,σ
)
I
(ηF¯ ,σ
η0
≤ ϑ
)}
≤ 2A˜23σ˜2β0n{1 + 2K2 log(1/ǫ˜n)}+ 2K4σ˜2β+ν0n
≤ 2A˜23(12 + 2K22 )ǫ˜2n
and
Eη0
{
log
( η0
ηF¯ ,σ
)}2
≤ d2H(η0, ηF¯ ,σ)
[
12 + 2
{
log(1/ϑ)
}2]
+ 8Eη0
[{
log
( η0
ηF¯ ,σ
)}2
I
(ηF¯ ,σ
η0
≤ ϑ
)]
≤ 2A˜23σ˜2β0n
[
12 + 2K22{log(1/ǫ˜n)}
]
+ 8K4σ˜
2β+ν
0n
≤ 2A˜23(12 +K22 )ǫ˜2n.
Thus, by taking A = 2A˜23(12 + 2K
2
2 ) in H˜n defined at (18), we have
ΠH(H˜n)
≥ ΠH
(
(F, σ) : F ∈ Pσ˜0n , σ ∈ Sσ˜0n
)
≥ C1D4 exp
[
− c1D′2ǫ˜−1/βn {log(1/ǫ˜n)}2+1/τ+1/β −D5ǫ˜−κ/βn {log(1/ǫ˜n)}κ/β
]
≥ C1D4 exp
[
− (c1D′2 ∨D5)ǫ˜κ
∗/β
n {log(1/ǫ˜n)}2+1/τ+κ
∗/β
]
≥ exp{− (c1D′2 ∨D5)nǫ˜2n}
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for all large n and some constants c1,D
′
2 and D5 > 0 not depending on (n, p). By taking CH =
(c1D
′
2 ∨D5), it completes the proof. 
Proof of Theorem 3.1 Suppose λ‖θ0‖1 ≤ Cλs0 log p for some constant Cλ > 0. Let B := {(θ, η) :
sθ ≥ R} for some R > s0 and En be the event (17), then we have
Eθ0,η0Π(B | Dn)
≤ Eθ0,η0 [Π(B | Dn)IEn ] + Pθ0,η0(Ecn)
≤ Eθ0,η0
[∫
B Rn(θ, η)dΠ(θ, η)∫
Rn(θ, η)dΠ(θ, η)
IEn
]
+ o(1)
≤ exp [Clower{− log πp(s0) + s0 log p+ λ‖θ0‖1 + nǫ˜2n}] ·Π(B) + o(1)
≤ exp
[
Clower
{
(A3 + 1)s0 log p+ s0 log p+ Cλs0 log p+ n
κ∗
2β+κ∗ (log n)2t0
}]
×Π(B) + o(1)
≤ exp
[
Clower(A3 + 2 +Cλ){s0 ∨ n
κ∗
2β+κ∗ (log n)2t0−1} log p
]
· Π(B) + o(1)
by Lemma B.1 and condition (2). Note that
Π(B) ≤
p∑
s=R
πp(s0)
(
A2
pA4
)s−s0
≤ 2πp(s0)
(
A2
pA4
)R−s0
≤ exp
{
− (R− s0)A4
2
log p
}
by condition (2). Thus, we have
Eθ0,η0Π(B | Dn)
≤ exp
[
−
{
(Kdim − 1)A4
2
− Clower(A3 + 2 + Cλ)
}
×{s0 ∨ n
κ∗
2β+κ∗ (log n)2t0−1} log p
]
+ o(1)
= o(1)
by taking R = Kdim{s0 ∨ n
κ∗
2β+κ∗ (log n)2t0−1} for some large constant Kdim > 1 + 2A−14 Clower(A3 +
2 + Cλ), which completes the proof. 
Proof of Theorem 3.2 Define
Θn :=
{
θ ∈ Θ : ‖θ − θ0‖1 ≤ p2(p+
√
n) + ‖θ0‖1, sθ ≤ sn/2
}
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and for positive constants C1 and C2, which will be described below, define
Hn :=
{
η(·) =
∫
φσ(· − z)dF(z) with F =
∞∑
h=1
πhδzh :
zh ∈ [−an, an], h ≤ Hn;
∑
h>Hn
πh < ǫn;σ
2 ∈ [σ20n, σ20n(1 + ǫ2n)Mn)
}
,
(27)
where aa1n = σ
−2a2
0n =Mn = n, ǫ
2
n = C1sn log p/n and Hn = ⌊C2sn log p/ log n⌋. We first prove that
Eθ0,η0Π(θ ∈ Θcn | Dn) = o(1) and (28)
Eθ0,η0Π(η ∈ Hcn | Dn) = o(1). (29)
Suppose λ‖θ0‖1 ≤ Cλs0 log p for some constant Cλ > 0. By Lemma B.1 and Theorem 3.1,
Eθ0,η0Π(θ ∈ Θcn | Dn)
≤ Eθ0,η0Π
(‖θ − θ0‖1 > p2(p+√n) + ‖θ0‖1 | Dn)+ Eθ0,η0Π(sθ > sn/2 | Dn)
≤ Eθ0,η0
[
Π
(‖θ − θ0‖1 > p2(p+√n) + ‖θ0‖1 | Dn) IEn]+ o(1)
≤ ΠΘ
(‖θ − θ0‖1 > p2(p+√n) + ‖θ0‖1) · exp{Clower(A3 + 2 + Cλ)
2Kdim
sn log p
}
+o(1),
where En is the event (17). Note that
ΠΘ
(‖θ − θ0‖1 > p2(p+√n) + ‖θ0‖1)
≤ ΠΘ
(‖θ‖1 > p2(p+√n))
=
p∑
s=1
ΠΘ
(‖θ‖1 > p2(p+√n) | sθ = s)πp(s)
≤
p∑
s=1
s · max
1≤h≤s
ΠΘ
(|θh| > p(p+√n)) · p−A4sAs2
≤ p · exp (−λp(p+√n))
≤ exp
{
−1
2
(n+ p)
}
because λp ≥ √n. Thus, (28) holds due to condition sn log p = o(n). On the other hand, by
24
Proposition 2 of Shen et al. (2013),
ΠH(Hcn)
. Hn exp(−C ′′aa1n ) +
{
eα(R)
Hn
log
1
ǫn
}Hn
+ exp(−C ′′σ−2a20n )
+σ−2a30n
(
1 + ǫ2n
)−2Mna3
≤ C2 sn log p
log n
exp(−C ′′n) + exp(−C2sn log p) + exp(−C ′′n)
+ exp(−C1a3sn log p)
≤ exp
{
− (C1a3 ∧ C2)
2
sn log p
}
.
Then, we have
Eθ0,η0Π(η ∈ Hcn | Dn)
≤ Eθ0,η0 [Π (η ∈ Hcn | Dn) IEn ] + o(1)
. ΠH(Hcn) · exp
{
Clower(A3 + 2 + Cλ)
2Kdim
sn log p
}
+ o(1)
≤ exp
[
−1
2
{
(C1a3 ∧C2)− Clower(A3 + 2 + Cλ)
2Kdim
}
sn log p
]
= o(1)
for some large constants C1 and C2 > 0. Thus, we have proved (28) and (29).
By Lemma 2 and Lemma 9 of Ghosal and van der Vaart (2007a), if for some nonincreasing
function ǫ 7→ N(ǫ) and some ǫ′n ≥ 0,
N
( ǫ
36
,Θn ×Hn, dn
)
≤ N(ǫ),
for all ǫ > ǫ′n, then there exists test functions φn such that
Pθ0,η0φn . exp
(
−n
2
ǫ2n + logN(ǫn)
)
and
sup
(θ,η)∈Θn×Hn
dn((θ,η),(θ0,η0))>ǫn
Pθ,η(1− φn) . exp
(
−n
2
ǫ2n
)
(30)
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for all ǫn > ǫ
′
n. For any (θ
i, ηi) ∈ Θn ×Hn, i = 1, 2,
d2H(η1(· − xT θ1), η2(· − xT θ2))
=
∫ (√
η1(y − xT θ1)−
√
η2(y − xT θ2)
)2
dy
≤ 2
∫ {√
η1(y − xT θ1)−
√
η1(y − xT θ2)
}2
dy
+ 2
∫ {√
η1(y − xT θ2)−
√
η2(y − xT θ2)
}2
dy
≤ 2
|xT (θ1 − θ2)|2
∫ (∫ 1
0
η˙1(y + td12)√
η1(y + td12)
dt
)2
dy + d2H(η1, η2)

≤ 2
{
M2 log p ‖θ1 − θ2‖21
∫ 1
0
∫ (
η˙1(y + td12)
η1(y + td12)
)2
η1(y + td12)dydt
+d2H(η1, η2)
}
≤ 2
{
M2 log p ‖θ1 − θ2‖21 · n1/a2 + d2H(η1, η2)
}
,
where d12 := x
T (θ1 − θ2). The last inequality holds because(
η˙(y)
η(y)
)2
η(y) =
{η˙(y)}2
η(y)
≤
{∫ |y−z|
σ2
φσ(y − z)dF(z)
}2
η(y)
≤
∫ (
y − z
σ2
)2
φσ(y − z)dF(z)
by Ho¨lder’s inequality and∫ (
η˙(y)
η(y)
)2
η(y)dy ≤
∫ ∫ (
y − z
σ2
)2
φσ(y − z)dF(z)dy
=
1
σ2
∫ ∫ (
y − z
σ
)2
φσ(y − z)dydF(z)
=
1
σ2
≤ σ−20n = n1/a2 .
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Thus, we have
logN
( ǫ
36
,Θn ×Hn, dn
)
. logN
(
ǫ
72Mn1/(2a2)
√
log p
,Θn, ‖ · ‖1
)
+ logN
( ǫ
72
,Hn, dH
)
≤ log
sn/2∑
j=0
(
p
j
)[p2(p+√n) + ‖θ0‖1
ǫ
72M
√
n1/a2 log p
]j
+K
{
Hn log
( an
σ0nǫ
)
+Hn log
(1
ǫ
)
+ logMn
}
≤ log
sn/2∑
j=0
[p{p2(p +√n) + ‖θ0‖1}
ǫ
72M
√
n1/a2 log p
]j
+K
{
Hn log
( an
σ0nǫ
)
+Hn log
(1
ǫ
)
+ logMn
}
≤ sn log
(p4
ǫ
)
+K
{C2sn log p
log n
log
(n1/a1+1/(2a2)
ǫ
)
+
C2sn log p
log n
log
(1
ǫ
)
+ log n
}
=: logN(ǫ)
for some universal constant K > 0 by Proposition 2 of Shen et al. (2013). Note that in the last
term, we do not have the term Mnǫ
2
n while Proposition 2 in Shen et al. (2013) includes this term,
because they considered d-dimensional densities. It is easy to see that from their proof, the term
Mnǫ
2
n can be omitted if we focus on univariate (d = 1) densities. Note that
logN(ǫn) ≤ 5sn log p+KC2
{
2 + a−11 + (2a2)
−1}sn log p
=
[
5 +KC2
{
2 + a−11 + (2a2)
−1}]sn log p
Thus, by (30), there exist test functions φn such that
Pθ0,η0φn . exp
(
−C1
2
sn log p+
[
5 +KC2
{
2 + a−11 + (2a2)
−1}]sn log p)
and
sup
(θ,η)∈Θn×Hn
dn((θ,η),(θ0,η0))>ǫn
Pθ,η(1− φn) . exp
(
−C1
2
sn log p
)
.
Therefore, by Lemma B.1, for a large constant C1 > 0 such that C1 > 10+2KC2
{
2+a−11 +(2a2)
−1}
27
and C1 > Clower(A3 + 2 + Cλ)/Kdim,
Eθ0,η0Π
(
dn((θ, η), (θ0, η0)) > ǫn
∣∣∣∣ Dn)
≤ Eθ0,η0Π
(
(θ, η) ∈ Θn ×Hn : dn((θ, η), (θ0, η0)) > ǫn
∣∣∣∣ Dn)+ o(1)
≤ Eθ0,η0
[
Π
(
(θ, η) ∈ Θn ×Hn : dn((θ, η), (θ0, η0)) > ǫn
∣∣∣∣ Dn) (1− φn)]
+o(1)
. sup
(θ,η)∈Θn×Hn
dn((θ,η),(θ0,η0))>ǫn
Pθ,η(1− φn) · exp
{Clower(A3 + 2 + Cλ)
2Kdim
sn log p
}
+ o(1)
= o(1).
It completes the proof by takingKHel =
√
C1 >
√
Clower(A3 + 2 + Cλ)/Kdim∨
√
10 + 2KC2
{
2 + a−11 + (2a2)−1
}
.

Proof of Corollary 3.3 Let (Tz(η))(x) = η(x+z). Note that for any η0 satisfying (D1)-(D4) and
η ∈ Hmix,
inf
z∈R
dH(η, Tz(η0)) ≤ dH(η, TxT (θ−θ0)(η0))
=
[∫ (√
η(y)−
√
η0(y + xT (θ − θ0))
)2
dy
]1/2
=
[∫ (√
η(y − xT θ)−
√
η0(y − xT θ0)
)2
dy
]1/2
= dH(η(· − xT θ), η0(· − xT θ0)),
thus
inf
z∈R
dH(η, Tz(η0)) ≤
[
1
n
n∑
i=1
d2H(η(· − xTi θ), η0(· − xTi θ0))
]1/2
= dn((θ, η), (θ0, η0)).
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For any z ∈ R,
d2H(η0, Tz(η0)) =
∫
(
√
η0(y + z)−
√
η0(y))
2dy
≤ z2
∫ (∫ 1
0
η˙0(y + tz)√
η0(y + tz)
dt
)2
dy
≤ z2
∫ ∫ 1
0
(
η˙0(y + tz)
η0(y + tz)
)2
η0(y + tz)dtdy
= z2
∫ 1
0
∫ (
η˙0(y + tz)
η0(y + tz)
)2
η0(y + tz)dydt
= z2Eη0
( η˙0
η0
)2
≤ z2Eη0
( |η˙0|
η0
)2β+ν
≤ z2C2β+ν
for some constant C2β+ν > 0 depending only on (β, ν) because of condition (D3) on η0 and 2β+υ ≥
2.
If |z| ≤ dH(η, η0)/(2
√
C2β+ν), then
dH(η, Tz(η0)) ≥ dH(η, η0)− dH(η0, Tz(η0))
≥ dH(η, η0)−
√
C2β+ν |z|
≥ 1
2
dH(η, η0),
and otherwise, if |z| > dH(η, η0)/(2
√
C2β+ν)
dH(η, Tz(η0)) ≥ 1
2
dV (η, Tz(η0))
= sup
B
|η(B) − Tz(η0)(B)|
≥
∣∣∣∣ ∫ ∞
0
η(y)dy −
∫ ∞
0
η0(y + z)dy
∣∣∣∣
=
∣∣∣∣ ∫ ∞
0
η(y)dy −
∫ ∞
−z
η0(y + z)dy −
∫ −z
0
η0(y + z)dy
∣∣∣∣
=
∫ |z|
0
η0(y)dy (31)
≥ { ∫ 1
0
η0(y)dy
} ∧ {(2√C2β+ν)−1dH(η, η0) inf
0≤y≤1
η0(y)
}
,
where (31) holds due to the symmetric assumption (D4) and η ∈ Hmix.
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Thus, we have
KHel
√
sn log p
n
≥ dn
(
(θ, η), (θ0, η0)
)
≥ inf
z∈R
dH(η, Tz(η0))
≥
[1
2
∧
{ 1
2
√
C2β+ν
inf
0≤y≤1
η0(y)
}]
dH(η, η0)
because sn log p = o(n), which completes the proof by takingKeta = KHel
[
1
2∧
{
1
2
√
C2β+ν
inf0≤y≤1 η0(y)
}]−1
.

C Proofs for Bernstein von-Mises Theorem
We first present three lemmas (Lemma C.1, Lemma C.2 and Lemma C.3), which directly appear
in the proof of Theorem 3.5. Other auxiliary results used to prove these lemmas will be provided
in Section E.
Lemma C.1 Assume that the prior conditions (2), (3) and (5)-(10) hold. Let
H′n =
{
η(·) =
∫
φσ(· − z)dF(z) with F =
∞∑
h=1
πhδzh :
zh ∈ [−an, an], h ≤ Hn;
∑
h>Hn
πh < ǫn;σ
2 ∈ [σ20n, log n ∧ {σ20n(1 + ǫ2n)Mn})
}
,
where an = (log n)
2
τ , ǫ2n = C1sn log p/n, Hn = ⌊C2sn log p/ log n⌋, σ−2a20n = sn log p, Mn = n for
some positive constants C1 and C2, and define
H∗n :=
{
η ∈ H′n : dH(η, η0) ≤ Keta
√
sn log p/n
}
. (32)
Then,
Eθ0,η0Π(η ∈ (H∗n)c | Dn) = o(1)
for any η0 satisfying (D1)-(D5).
Proof We have
Eθ0,η0Π(η ∈ (H∗n)c | Dn)
≤ Eθ0,η0Π
(
η ∈ (H′n)c | Dn)
+ Eθ0,η0Π
(
dH(η, η0) > Keta
√
sn log p
n
∣∣∣Dn
)
. (33)
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Note that Lemma B.1 still holds for the prior ΠH with the support conditions (9) and (10) because
the proof of Theorem 4 of Shen et al. (2013) can be easily modified for the priors with the restricted
support with (9) and (10). Thus,
Eθ0,η0Π
(
η ∈ (H′n)c | Dn)
≤ Eθ0,η0
[
Π
(
η ∈ (H′n)c | Dn) IEn]+ o(1)
≤ ΠH
( (H′n)c ) exp{Clower(A3 + 2 + Cλ)2Kdim s˜n log p
}
+ o(1),
where En is the event (17), s˜n = 2Kdim{s0 ∨ n
κ∗
2β+κ∗ (log n)2t0−1} and t0 = {κ∗(1 + τ−1 + β−1) +
1}/(2 + κ∗β−1). With a slight modification of the proof of Proposition 2 in Shen et al. (2013),
ΠH
( (H′n)c ) . Hn exp{− C ′′aa1n }+ {eα(R)Hn log
( 1
ǫn
)}Hn
+ exp(−C ′′σ−2a20n ) + σ−2a30n (1 + ǫ2n)−2Mna3
≤ exp
{
− 1
2
(C1a3 ∧C2 ∧ C ′′)sn log p
}
.
Thus,
Eθ0,η0Π
(
η ∈ (H′n)c | Dn)
. exp
{
− 1
2
(C1a3 ∧ C2 ∧C ′′)sn log p+ Clower(A3 + 2 + Cλ)
2Kdim
s˜n log p
}
+ o(1)
= o(1)
for some large constant Kdim > 1. Furthermore, it is easy to see that Corollary 3.3 also holds for
for the prior ΠH with (9) and (10), which implies that (33) is of order o(1). 
Lemma C.2 Suppose that (sn log p)
1+ 8
a2 = o(n1−ζ) holds for some constant ζ > 0. Further assume
that ψ(sn) is bounded away from zero. Let AS := {h ∈ R|S| : ‖h‖1 > Mnsn
√
log p} for some sequence
Mn such that
√
log p = o(Mn). Then
sup
S∈Sn
sup
η∈H∗n
∫
AS
exp
(
hTGn,η,S − 12hTVn,η,Sh
)
dh∫
R|S|
exp
(
hTGn,η,S − 12hTVn,η,Sh
)
dh
= oP0(1), (34)
where H∗n defined at (32) and
Sn :=
{
S : |S| ≤ sn
2
, ‖θ0,Sc‖2 ≤ Ktheta
ψ(sn)
√
sn log p
n
}
.
Proof Note that
Eθ0,η0
(
sup
S∈Sn
sup
η∈H∗n
‖Gn,η,S‖∞
)
. log p
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by Lemma E.7 and |hTGn,η,S | ≤ ‖h‖1 · ‖Gn,η,S‖∞. Also note that
hTVn,η,Sh = νη · hTΣSh
=
νη
n
· ‖XSh‖22
≥ νη · φ2(sn)‖h‖21 ·
1
sn
≥ νη · ψ2(sn)‖h‖21 ·
1
sn
.
Thus, we have
sup
S∈Sn
sup
h∈AS
sup
η∈H∗n
|hTGn,η,S |
hTVn,η,Sh
. sup
S∈Sn
sup
h∈AS
sup
η∈H∗n
‖h‖1 · ‖Gn,η,S‖∞ · sn
νηψ2(sn) · ‖h‖21
≤ oP0(1),
because
√
log p = o(Mn) and νη0 & 1 holds by Lemma E.2 and assumptions on η0. It implies that
sup
S∈Sn
sup
η∈H∗n
∫
AS
exp
(
hTGn,η,S − 1
2
hTVn,η,Sh
)
dh
≤ sup
S∈Sn
sup
η∈H∗n
∫
AS
exp
(−ChTVn,η,Sh) dh
≤
∫
AS
exp
(
−C˜‖h‖22
)
dh
≤ (√πM2nsn log p) sn2 exp(−13C˜ ′M2nsn log p
)
for some positive constants C, C˜ and C˜ ′, and all sufficiently large n with Pθ0,η0-probability tending
to 1. It is easy to show that ∫
exp
(
hTGn,η,S − 1
2
hTVn,η,Sh
)
dh
= (2π)
|S|
2 |Vn,η,S |−
1
2 exp
(
1
2νη
‖HSL˙n,η‖22
)
,
where HS = XS(X
T
SXS)
−1XTS and L˙n,η =
(
ℓ˙η(yi − xTi θ0)
)n
i=1
∈ Rn. Therefore, the log of the left
hand side of (34) is bounded above by
sn
2
log
(√
πM2nsn log p
)− 1
3
C˜ ′M2nsn log p−
|S|
2
log(2π) +
1
2
log |Vn,η,S |
− 1
2νη
‖HSL˙n,η‖22
≤ sn
2
log
(√
πM2nsn log p
)− 1
3
C˜ ′M2nsn log p+
sn
4
log
(
M2nνη
)
with Pθ0,η0-probability tending to 1. The last term tends to −∞ as n→∞, thus we get the desired
result. 
32
Define
Θ∗n :=
{
θ ∈ Θ : Sθ ∈ Sn, ‖θ − θ0‖1 ≤ Ktheta sn
φ(sn)
√
log p
n
, (35)
‖θ − θ0‖2 ≤ Ktheta 1
ψ(sn)
√
sn log p
n
, ‖X(θ − θ0)‖2 ≤ Ktheta
√
sn log p
}
,
and let MnΘ
∗
n be the variant of Θ
∗
n with MnKtheta instead of Ktheta.
Lemma C.3 (Misspecified LAN: version 2) Suppose that s6n(log p)
11 = o(n1−ζ), (sn log p)
1+ 15
a2 =
o(n1−ζ) and (sn log p)
6+ 5
4a2 (log p)
5
2 = o(n1−ζ) hold for some constant ζ > 0. Further assume that
ψ(sn) is bounded away from zero. Define Θ
∗
n and H∗n as (35) and (32), respectively, and let
rn(θ, η)
:= Ln(θ, η)− Ln(θ0, η)−
√
n(θ − θ0)TGnℓ˙θ0,η0 +
n
2
(θ − θ0)TVn,η0(θ − θ0).
Then, we have
Eθ0,η0
(
sup
θ∈MnΘ∗n
sup
η∈H∗n
|rn(θ, η)|
)
= o(1)
for any η0 satisfying (D1)-(D5) and some sequence Mn such that
√
log p = o(Mn).
Proof Define r˜n(θ, η) as in Lemma E.6. Note that
Eθ0,η0
(
sup
θ∈MnΘ∗n
sup
η∈H∗n
|rn(θ, η)|
)
≤ Eθ0,η0
(
sup
θ∈MnΘ∗n
sup
η∈H∗n
|rn(θ, η)− r˜n(θ, η)|
)
+Eθ0,η0
(
sup
θ∈MnΘ∗n
sup
η∈H∗n
|r˜n(θ, η)|
)
,
and, by Lemma E.6,
Eθ0,η0
(
sup
θ∈MnΘ∗n
sup
η∈H∗n
|r˜n(θ, η)|
)
.
M2ns
2
n
φ2(sn)
log p ·
√
sn(log p)3 + (sn log p)
3
a2 (log p)4
n
(sn log p)
ζ′
+
M3nsn
φ(sn)
√
log p
n
· sn(log p)
3
2
= o(1)
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for some small constant ζ ′ > 0 and some sequenceMn when (sn log p)
1+ 15
a2 = o(n1−ζ) and (sn log p)
6+ 5
4a2 (log p)
5
2 =
o(n1−ζ). Thus, it suffices to show that
Eθ0,η0
(
sup
θ∈MnΘ∗n
sup
η∈H∗n
|rn(θ, η)− r˜n(θ, η)|
)
= o(1).
By the definition of rn(θ, η) and r˜n(θ, η),
|rn(θ, η)− r˜n(θ, η)| ≤
√
n
∣∣∣(θ − θ0)TGn (ℓ˙θ0,η − ℓ˙θ0,η0)∣∣∣ (36)
+
n
2
∣∣(θ − θ0)T (Vn,η − Vn,η0)(θ − θ0)∣∣ . (37)
The supremum of (37) is easily bounded above by
sup
θ∈MnΘ∗n
sup
η∈H∗n
n
∣∣(θ − θ0)T (Vn,η − Vn,η0)(θ − θ0)∣∣
= sup
θ∈MnΘ∗n
sup
η∈H∗n
|νη − νη0 | · ‖X(θ − θ0)‖22
. sup
θ∈MnΘ∗n
sup
η∈H∗n
ǫ
2
5
−ζ
n M
2
nsn log p
by Lemma E.3, where ǫn = Keta
√
sn log p/n, which is of order o(1) under the assumption s
6
n(log p)
11 =
o(n1−ζ). Note that
√
n
∣∣∣(θ − θ0)TGn (ℓ˙θ0,η − ℓ˙θ0,η0)∣∣∣ ≤ √n‖θ − θ0‖1 · ‖Gn(ℓ˙θ0,η − ℓ˙θ0,η0)‖∞
.
Mnsn
φ(sn)
√
log p · sup
η∈H∗n
‖Gn(ℓ˙θ0,η − ℓ˙θ0,η0)‖∞.
Define
Ln,j :=
{
Mnsn
√
log p · eTj
(
ℓ˙θ0,η − ℓ˙θ0,η0
)
: η ∈ H∗n
}
and Ln := ∪pj=1Ln,j, where ej is the jth unit vector in Rp. Then Ln(x, y) := M
√
log p ·Mnsn
√
log p ·
supη∈H∗n |ℓ˙η(y)− ℓ˙η0(y)| is an envelop function of Ln, and
‖Ln‖n . Mnsnlog p ·
{
Eθ0,η0
[
sup
η∈H∗n
(
ℓ˙η(Y )− ℓ˙η0(Y )
)2]} 12
. Mnsnlog p ·
(
sn log p
n
) 1
5
−ζ
by Lemma E.3. We will use Corollary A.1 in Chae et al. (2019b), which implies
Mnsn
√
log p · Eθ0,η0
(
sup
η∈H∗n
‖Gn(ℓ˙θ0,η − ℓ˙θ0,η0)‖∞
)
.
∫ ‖Ln‖n
0
√
logNn[ ](ǫ,Ln)dǫ.
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Note that
Nn[ ](ǫ,Ln,j) ≤ N[ ]
(
ǫ
MMnsnlog p
,Gn, L2(Pη0)
)
,
where Gn := {ℓ˙η : η ∈ H∗n}, and
logN[ ] (ǫ,Gn, L2(Pη0)) ≤ logN[ ] (ǫγ ,H∗n, dH)
≤ logN[ ] (ǫγ ,Hn, dH) .
(38)
Let an = (log n)
2
τ , b1n = (sn log p)
− 1
2a2 and b2n =
√
log n. By Lemma 3 of Ghosal and van der Vaart
(2007b),
logN (ǫ,Hn, ‖ · ‖∞) . an
b1n
· log 1
ǫ
·
(
log
1
ǫ
+ log
an
b1n
)
.
Now we use the similar argument to the proof of Theorem 6 of Ghosal and van der Vaart (2007b).
Define
H(x) = b−11nφ
(
x
2b2n
)
I(|x| > 2an) + b−11n φ(0)I(|x| ≤ 2an),
where φ is the density function of the standard normal distribution. H is an envelop function for
Hn. For some ̺ > 0, let g1, . . . , gT be a ̺-net for ‖ · ‖∞, li := (gi − ̺) ∨ 0 and ui := (gi + ̺) ∧H.
Then, the brackets [li, ui] cover Hn. Let ̺ = Cǫ2(anb2n)−1[log(1/ǫ)]− 12 for some constant C > 0,
then for Dn = 2anb2n[log(1/ǫ)]
1
2 > 2an,∫
(ui − li) dµ . ‖ui − li‖∞ ·Dn +
∫
|x|>Dn
1
b1n
φ
(
x
2b2n
)
dx
. ̺ ·Dn + b2n
b1n
exp
(
− D
2
n
8b22n
)
. ǫ2 +
b2n
b1n
· ǫca2n
. ǫ2
for some constant c > 0 and any ǫ < 1. The second inequality follows from the Chernoff’s inequality.
Thus,
logN[ ] (ǫ,Hn, dH) ≤ logN[ ]
(
ǫ2,Hn, ‖ · ‖1
)
≤ logN
(
C · ǫ
2
anb2n
[
log
1
ǫ
]− 1
2
,Hn, ‖ · ‖∞
)
.
an
b1n
·
[(
log
1
ǫ
)2
+ (log n)2
]
,
35
and by (38),
logNn[ ] (ǫ,Ln) ≤ log p+ logN[ ]
(
ǫ
MMnsnlog p
,Gn, L2(Pη0)
)
. log p+ (sn log p)
1
2a2 [log n]
2
τ ·
[(
log
1
ǫ
)2
+ (log n)2
]
.
Then by Corollary A.1 in Chae et al. (2019b), we have
Eθ0,η0
(
sup
η∈H∗n
‖Gn(ℓ˙θ0,η − ℓ˙θ0,η0)‖∞
)
· Mnsn
φ(sn)
√
log p
.
∫ ‖Ln‖n
0
√
logNn[ ](ǫ,Ln)dǫ
.
∫ ‖Ln‖n
0
√
log p+ (sn log p)
1
4a2 [log n]
1
τ ·
(
log
1
ǫ
+ log n
)
dǫ
. ‖Ln‖n
√
log p+ (sn log p)
1
4a2 [log n]
1
τ
+1 ·
∫ ‖Ln‖n
0
log
1
ǫ
dǫ
. Mnsnlog p ·
(
sn log p
n
) 1
5
−ζ′ {√
log p+ (sn log p)
1
4a2 [log n]
1
τ
+1
}
(39)
because
∫ u
0 log(1/ǫ)dǫ ≤
∫ u
0 ǫ
−1+ζ′′dǫ . u1−ζ
′′
for any small ζ ′′ > 0 and 0 < u < 1. (39) converges to
zero as n→∞ under the assumptions (sn log p)6+
5
4a2 (log p)
5
2 = o(n1−ζ) and s6n(log p)11 = o(n1−ζ)
for some constant ζ > 0. Thus, we have shown (36), and this completes the proof. 
Now, we prove Theorem 3.5 using the above results (Lemma C.1, Lemma C.2 and Lemma C.3)
and posterior convergence rate results (Theorem 3.1, Corollary 3.3 and Corollary 3.4).
Proof of Theorem 3.5 Let Θ∗n and H∗n be defined as (35) and (32), respectively. Define Π˘Θ :=
ΠΘ |MnΘ∗n and Π˘H := ΠH |H∗n as the restricted and renormalized priors on MnΘ∗n and H∗n, respec-
tively. Let Π˘(·|Dn) be the posterior distribution corresponding to the prior Π˘ = Π˘Θ× Π˘H. We first
prove that
dV
(
Π˘(·|Dn),Π(·|Dn)
)
= oP0(1) and (40)
dV
(
Π˘∞(·|Dn),Π∞(·|Dn)
)
= oP0(1), (41)
where Π˘∞(·|Dn) := Π∞(·|Dn) |MnΘ∗n . Note that for any measurable set A ∈ Θ×H,
Π˘(A | Dn) = Π(A ∩ [MnΘ
∗
n ×H∗n] | Dn)
Π(MnΘ∗n ×H∗n | Dn)
=
Π(A | Dn)−Π(A ∩ [MnΘ∗n ×H∗n]c | Dn)
Π(Θ×Hmix | Dn)−Π([MnΘ∗n ×H∗n]c | Dn)
= Π(A | Dn) + oP0(1)
36
by Corollaries 3.3, 3.4 and Lemma C.1, which implies (40). Define
Sn :=
{
S : |S| ≤ sn
2
, ‖θ0,Sc‖2 ≤ Ktheta
ψ(sn)
√
sn log p
n
}
, (42)
Θ∗S := {θS ∈ R|S| : θ˜S ∈ MnΘ∗n} and HS :=
√
n(Θ∗S − θ0,S) for some sequence Mn such that√
log p = o(Mn) and
sup
θ∈MnΘ∗n
sup
η∈H∗n
|rn(θ, η)| = oP0(1),
where rn(θ, η) is defined in Lemma C.3. Then,
dΠ˘(θ | Dn) =
∑
S∈Sn
w˜S · dQ˜S(θS)dδ0(θSc),
dΠ˘∞(θ | Dn) =
∑
S∈Sn
w˜∞S · n−
|S|
2 dN˜n,S(hS)dδ0(θSc),
where Q˜S = QS |Θ∗S and N˜n,S := Nn,S |HS are the restricted and renormalized distributions,
w˜S :=
QS(Θ
∗
S)∑
S′∈Sn wS′QS′(Θ
∗
S′)
· wS ,
w˜∞S :=
Nn,S(HS)∑
S′∈Sn wS′Nn,S′(HS′)
· wS,
and hS =
√
n(θS − θ0,S) ∈ HS . It is easy to show that
sup
S∈Sn
∣∣∣∣1− wSw˜∞S
∣∣∣∣ = oP0(1) and (43)
sup
S∈Sn
dV
(
Nn,S, N˜n,S
)
= oP0(1) (44)
hold by Theorem 3.1 and Lemma C.2. Then, by Lemma 4.5 in Chae et al. (2019b),
dV
(
Π˘∞(·|Dn),Π∞(·|Dn)
)
≤ 2dV (w˜∞, w) +
∑
S∈S
wSdV (N˜n,S , Nn,S)
≤ 2
∑
S∈Sn
w˜∞S
∣∣∣∣1− wSw˜∞S
∣∣∣∣+ ∑
S∈Sn
wS · sup
S∈Sn
dV (N˜n,S, Nn,S)
+ 4
∑
S∈Scn
wS ,
where w = (wS)S∈S and w˜∞ = (w˜∞S )S∈Sn . It implies that (41) holds by (43), (44) and Theorem
3.1.
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Now we have (40) and (41), so it suffices to prove that
dV
(
Π˘(·|Dn), Π˘∞(·|Dn)
)
= oP0(1). (45)
Again by Lemma 4.5 in Chae et al. (2019b), if we show that
dV (w˜, w˜
∞) = oP0(1) and (46)
sup
S∈Sn
dV (Q˜S , N˜n,S) = oP0(1), (47)
where w˜ = (w˜S)S∈Sn , it implies the desired result, (45). Note that
dV (w˜, w˜
∞) =
∑
S∈Sn
|w˜S − w˜∞S |
=
∑
S∈Sn
∣∣∣∣1− w˜Sw˜∞S
∣∣∣∣ · w˜∞S
=
∑
S∈Sn
∣∣∣∣1−QS(Θ∗S) wSw˜∞S (1 + oP0(1))
∣∣∣∣ · w˜∞S
=
∑
S∈Sn
|1−QS(Θ∗S)(1 + oP0(1))| · w˜∞S
≤ sup
S∈Sn
(1−QS(Θ∗S)) + oP0(1) = oP0(1).
The third and fourth equality hold by Theorem 3.1, Corollary 3.4 and (43), respectively. Thus, we
have proved (46). For any measurable set B,
Π˘(θS ∈ B | Dn, η, Sθ = S)
=
∫
B∩Θ∗S exp
(
Ln(θ˜S, η) − Ln(θ0, η)
)
· gS(θS)/gS(θ0,S) dθS∫
Θ∗S
exp
(
Ln(θ˜S , η)− Ln(θ0, η)
)
· gS(θS)/gS(θ0,S) dθS
=
∫
B∩Θ∗S exp
(√
n(θS − θ0,S)TGn,η0,S − n2 (θS − θ0,S)TVn,η0,S(θS − θ0,S)
)
dθS∫
Θ∗S
exp
(√
n(θS − θ0,S)TGn,η0,S − n2 (θS − θ0,S)TVn,η0,S(θS − θ0,S)
)
dθS
+oP0(1)
by Lemma C.3 and
sup
S∈Sn
sup
θS∈Θ∗S
∣∣∣∣log gS(θS)gS(θ0,S)
∣∣∣∣ = sup
S∈Sn
sup
θS∈Θ∗S
∣∣∣∣ log exp (λ‖θ0,S − θS‖1) ∣∣∣∣
. sup
S∈Sn
λ · Mnsn
φ(sn)
√
log p
n
= o(1)
38
for some sequence Mn such that
√
log p = o(Mn) because we assume λsnlog p = o(
√
n). Then,
Q˜S(hS ∈ B) =
∫
H∗n
Π˘(hS ∈ B | Dn, η, Sθ = S)dΠ˘(η | Dn, Sθ = S)
=
∫
H∗n
N˜n,S(B)dΠ˘(η | Dn, Sθ = S) + oP0(1)
= N˜n,S(B) + oP0(1),
which implies supS∈Sn dV (Q˜S , N˜n,S) = oP0(1). 
D Proof for Strong Model Selection Consistency
Proof of Theorem 3.6 Define Sn and Π˘ as in the proof of Theorem 3.5. Define the set S ′n =
{S ∈ Sn : S ) S0}, then it suffices to show that Π˘(Sθ ∈ S ′n | Dn) −→ 0 by (40). Note that
Π˘(Sθ = S | Dn, η)
=
πp(|S|)
( p
|S|
)−1 ∫
Θ∗S
exp
(
Ln(θ˜S, η) − Ln(θ0, η)
)
gS(θS)dθS∑
S∈Sn πp(|S|)
( p
|S|
)−1 ∫
Θ∗S
exp
(
Ln(θ˜S, η) − Ln(θ0, η)
)
gS(θS)dθS
.
Then, by Lemma C.3,
Π˘(Sθ ∈ S ′n | Dn, η)
=
∑
S∈S′n πp(|S|)
( p
|S|
)−1 ∫
Θ∗S
exp
(
Ln(θ˜S , η)− Ln(θ0, η)
)
gS(θS)dθS∑
S∈Sn πp(|S|)
( p
|S|
)−1 ∫
Θ∗S
exp
(
Ln(θ˜S , η)− Ln(θ0, η)
)
gS(θS)dθS
≤
∑
S∈S′n
ŵS
ŵS0
e2ξn
.
sn/2∑
s=s0+1
πp(s)
πp(s0)
(
s
s0
)(
λ
√
π√
2νη0
)s−s0
×max
|S|=s
[
|XTS0XS0 |1/2
|XTSXS |1/2
exp
{
1
2νη0
‖(HS −HS0)L˙n,η0‖22
}]
for any η and some sequence ξn → 0, where
ŵS
∝ πp(|S|)
(
p
|S|
)−1
×∫
Θ∗S
exp
(√
n(θS − θ0,S)TGn,S − n
2
(θS − θ0,S)TVn,S(θS − θ0,S)
)
gS(θS)dθS .
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Note that, by the condition on πp and the definition of ψ
2(s), πp(s)/πp(s0) ≤ As−s02 p−A4(s−s0) and
|XTS0XS0 |/|XTSXS | ≤ (nψ2(sn))|S|−s0 for any S ∈ S ′n. Thus, it suffices to prove that
Pη0
( 1
2νη0
‖(HS −HS0)L˙n,η0‖22 > Ksel(s− s0) log p, for some S ∈ S ′n
)
= o(1) (48)
for some positive constant Ksel depending only on η0 such that A4 > Ksel.
The left hand side of (48) is bounded above by
sn/2∑
s=s0+1
(
p− s0
s− s0
)
Pη0
(
‖(HS −HS0)L˙n,η0‖22 > 2νη0Ksel(s− s0) log p
)
≤
sn/2∑
s=s0+1
(
p− s0
s− s0
)
e−t·2νη0Ksel(s−s0)(log p−νη0K
−1
sel
) × Eθ0,η0et‖(HS−HS0 )L˙n,η0‖
2
2
for any t > 0, where HS = XS(X
T
SXS)
−1XTS . Note that ℓ˙η0(yi − xTi θ0) is a sub-Gaussian by
assumption. By Lemma B.2 in Chae et al. (2019b) (Hanson-Wright inequality),
Eθ0,η0e
t0‖(HS−HS0)L˙n,η0‖22 . eC(|S|−s0)
for some positive constants C and t0 depending only on η0. Thus, if we choose Ksel = (νη0t0)
−1,
the left hand side of (48) tends to zero as n→∞. 
E Auxiliary Lemmas
We first introduce Lemma E.1, which is used to prove lemmas E.2, E.3 and E.4.
Lemma E.1 Let B be a subset of R and for given ǫ > 0, p and q be probability densities on R such
that d2H(p, q) ≤ ǫ2. Suppose M2δ :=
∫
B p(p/q)
δ <∞ for some δ ∈ (0, 1). Then,∫
B
p
(
log
p
q
)2
≤ 20ǫ2
[
1
δ
(
1 ∨ log Mδ
ǫ
)]2
.
Proof The main strategy for the proof is similar to the proof of Theorem 5 in Wong and Shen
(1995). Note that∫
B
p
(
log
p
q
)2
≤
∫
0<p/q≤K2
p
(
log
p
q
)2
+
∫
B∩(p/q>K2)
p
(
log
p
q
)2
for any K > 0. Let Kδ = e ∨ (Mδ/ǫ) > 1 and r =
√
p/q − 1. Then,∫
0<p/q≤K2
p
(
log
p
q
)2
=
∫
−1<r≤K−1
q(r + 1)2(2 log(r + 1))2
=
∫
−1<r≤K−1, r 6=0
qr2
(
r + 1
r
)2
(2 log(r + 1))2
≤ 16
∫
−1<r≤K−1, r 6=0
qr2(logK)2 ≤ 16ǫ2(logK)2
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because (x+1)/x log(x+1) is increasing for x > −1, x 6= 0 and ∫ qr2 = d2H(p, q) ≤ ǫ2 by assumption.
On the other hand,∫
B∩(p/q>K2)
p
(
log
p
q
)2
=
∫
B∩(p/q>K2)
p
(
p
q
)δ (log pq )2
(pq )
δ
≤
∫
B∩(p/q>K2)
p
(
p
q
)δ (2 logK)2
K2δ
≤ 4M2δ
(logK)2
K2δ
,
because log x/xδ is decreasing for x ≥ e1/δ . Thus, we have∫
B
p
(
log
p
q
)2
≤ 16ǫ2(logK)2 + 4M2δ
(logK)2
K2δ
≤ 20ǫ2
[
1
δ
(
1 ∨ log Mδ
ǫ
)]2
by the definition of K. 
The following lemma gives a (uniform) convergence rate for the score function, which plays an
important role in proving the BvM theorem. This lemma is used to prove lemmas C.2 and E.7.
Lemma E.2 Let ǫn = Keta
√
sn log p/n and assume that (sn log p)
2 = o(n). For any constant
ζ > 0, there exists a constant Kζ > 0 not depending on (n, p) such that∫
sup
η∈H∗n
(
ℓ˙η(y)− ℓ˙η0(y)
)2
dPη0(y) ≤ Kζ (ǫn)
4
5
−ζ (sn log p)
16
5a2
for any η0 satisfying (D1)-(D5) and all sufficiently large n, where H∗n defined at (32).
Proof We first state some inequalities that we frequently use in the proof. For any η ∈ H∗n and
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any y ∈ R,
|ℓη(y)| =
∣∣∣ log {∫ (2πσ2)−1/2 exp (− (y − z)2/(2σ2))dF(z)}∣∣∣
≤
∣∣∣ log{(sn log p) 12a2 exp(− (y2 + (log n) 4τ )(sn log p) 1a2 )}∣∣∣
≤ 1
a2
log(sn log p) +
{
y2 + (log n)
4
τ
}
(sn log p)
1
a2
≤ 2{y2 + (log n) 4τ }(sn log p) 1a2 ,
|ℓ˙η(y)| =
∣∣∣∫ −(y−zσ2 )φσ(y − z)dF(z)∫
φσ(y − z)dF(z)
∣∣∣
≤ 1
σ2
{|y|+ (log n) 2τ }
≤ {|y|+ (log n) 2τ }(sn log p) 1a2 ,
|ℓ¨η(y)| =
∣∣∣ η¨(y)
η(y)
−
{ η˙(y)
η(y)
}2∣∣∣
≤ |η¨(y)|
η(y)
+ |ℓ˙η(y)|2
≤ 1
η(y)
∣∣∣ ∫ 1
σ2
φσ(y − z)dF(z) +
∫
(y − z)2
σ4
φσ(y − z)dF(z)
∣∣∣
+2
{
y2 + (log n)
4
τ
}
(sn log p)
2
a2
≤ 1
σ2
+
2
σ4
{
y2 + (log n)
4
τ
}
+ 2
{
y2 + (log n)
4
τ
}
(sn log p)
2
a2
≤ 5{y2 + (log n) 4τ }(sn log p) 2a2
and
|...ℓ η(y)| =
∣∣∣ ...η (y)
η(y)
− η˙(y)η¨(y){η(y)}2 − 2ℓ˙η(y)ℓ¨η(y)
∣∣∣
≤ 1
η(y)
{∫ (y − z)
σ4
φσ(y − z)dF(z) +
∫
2|y − z|
σ4
φσ(y − z)dF(z)
+
∫ |y − z|3
σ6
φσ(y − z)dF(z)
}
+
{|y|+ (log n) 2τ }(sn log p) 1a2 3{y2 + (log n) 4τ }(sn log p) 2a2
+2
{|y|+ (log n) 2τ }(sn log p) 1a2 5{y2 + (log n) 4τ }(sn log p) 2a2
≤ 43{|y|3 + (log n) 6τ }(sn log p) 3a2 .
Assume that a small ζ > 0 is given. Let A = {y ∈ R : |y| ≤ C1 (log(1/ǫn))
1
τ } for some large
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constant C1 > 0. Note that∫
Ac
sup
η∈H∗n
(
ℓ˙η(y)− ℓ˙η0(y)
)2
dPη0(y)
.
∫
Ac
sup
η∈H∗n
(
ℓ˙η(y)
)2
dPη0(y) +
∫
Ac
(
ℓ˙η0(y)
)2
dPη0(y).
It is easy to show that ∫
Ac
sup
η∈H∗n
(
ℓ˙η(y)
)2
dPη0(y)
.
∫
y>C1(log
1
ǫn
)
1
τ
(
y2 + [log n]
4
τ
)
e−by
τ
dy · (sn log p)
2
a2
. (ǫn)
b
2
Cτ
1 · (sn log p)
2
a2 (log n)
4
τ . ǫn
for some constant large C1 > 0 by the assumption (sn log p)
2 = o(n). Since∫
Ac
(
ℓ˙η0(y)
)2
dPη0(y) .
∫
y>C1(log
1
ǫn
)
1
τ
(|y|γ1 + 1)e−byτ dy
. ǫn
for some large constant C1 > 0, we have∫
Ac
sup
η∈H∗n
(
ℓ˙η(y)− ℓ˙η0(y)
)2
dPη0(y) . ǫn.
Thus, it suffices to prove∫
A
sup
η∈H∗n
(
ℓ˙η(y)− ℓ˙η0(y)
)2
dPη0(y) ≤ Kζ (ǫn)
4
5
−ζ (sn log p)
16
5a2
for some positive constants ζ and Kζ not depending on (n, p).
Define for any x and y ∈ R,
dη(x, y) :=
ℓη(y + x)− ℓη(y)
x
− ℓη0(y + x)− ℓη0(y)
x
,
then we have that ∫
A
sup
η∈H∗n
(
ℓ˙η(y)− ℓ˙η0(y)
)2
dPη0(y)
.
∫
A
sup
η∈H∗n
(
ℓ˙η(y)− ℓ˙η0(y)− dη(x, y)
)2
dPη0(y) (49)
+
1
x2
∫
A
sup
η∈H∗n
(x dη(x, y))
2 dPη0(y). (50)
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One can obtain the upper bound for (49) using
|ℓ˙η(y)− ℓ˙η0(y)− dη(x, y)| ≤
∣∣∣∣ℓ˙η(y)− ℓη(y + x)− ℓη(y)x
∣∣∣∣
+
∣∣∣∣ℓ˙η0(y)− ℓη0(y + x)− ℓη0(y)x
∣∣∣∣
≤ |x| ·
{
|ℓ¨η(y1)|+ |ℓ¨η0(y2)|
}
. |x| ·
{
y2 + (log n)
4
τ
}
(sn log p)
2
a2
. |x|(sn log p)
2
a2 (log n)
4
τ
for any η ∈ H∗n, y ∈ A, small |x| and some |y − y1| ∨ |y − y2| ≤ |x| by the Taylor expansion. Thus,∫
A
sup
η∈H∗n
(
ℓ˙η(y)− ℓ˙η0(y)− dη(x, y)
)2
dPη0(y) . x
2 · (sn log p)
4
a2 [log n]
8
τ . (51)
Note that |x dη(x, y)| ≤ |ℓη(y + x)− ℓη0(y + x)|+ |ℓη(y)− ℓη0(y)| and∫
A
sup
η∈H∗n
(ℓη(y + x)− ℓη0(y + x))2 dPη0(y)
=
∫
A
sup
η∈H∗n
(ℓη(y + x)− ℓη0(y + x))2 η0(y + x) ·
η0(y)
η0(y + x)
dy
.
∫
A
sup
η∈H∗n
(ℓη(y + x)− ℓη0(y + x))2 η0(y + x) · eb
′|y|τ ′dy
provided that |x| is small, by condition (D5). To calculate the upper bound for (50), we first find an
upper bound for fη(y) := (ℓη(y) − ℓη0(y))2η0(y) on y ∈ A and η ∈ H∗n. Let δn := ǫn log(1/ǫn) and
B :=
{
y ∈ R : |y| ≤ 2C1(log(1/δn)) 1τ
}
, so that A ⊂ B for all sufficiently large n. By the triangle
inequality and the definition of H∗n,
|f˙η(y)| =
∣∣∣ 2(ℓη(y)− ℓη0(y))(ℓ˙η(y)− ℓ˙η0(y))η0(y) + (ℓη(y)− ℓη0(y))2η˙0(y) ∣∣∣
.
√
fη(y)
√
η0(y)
(
|ℓ˙η(y)− ℓ˙η0(y)|+ |ℓη(y)− ℓη0(y)| · |ℓ˙η0(y)|
)
.
√
fη(y) (sn log p)
1
a2 (log n)
4
τ ,
(52)
and
|f¨η(y)|
. η0(y)
{(
ℓ˙η(y)− ℓ˙η0(y)
)2
+ |ℓ¨η(y)− ℓ¨η0(y)| · |ℓη(y)− ℓη0(y)|
+ |ℓη(y)− ℓη0(y)| · |ℓ˙η(y)− ℓ˙η0(y)| · |ℓ˙η(y)|+ (ℓη(y)− ℓη0(y))2 |ℓ¨η0(y)|
}
. (sn log p)
3
a2 (log n)
8
τ
(53)
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for any η ∈ H∗n and y ∈ R. By the Taylor expansion,
|fη(y + x)− fη(y)|
. |x|
√
fη(y) (sn log p)
1
a2 (log n)
4
τ + x2 (sn log p)
3
a2 (log n)
8
τ
. (sn log p)
1
a2 [log n]
4
τ
{
|x|
√
fη(y) + x
2 (sn log p)
2
a2 (log n)
4
τ
}
for any y ∈ R and small |x|. If we take |x| ≤ C (sn log p)−
3
2a2 (log n)−
4
τ
√
fη(y) for some small
constant C > 0, it implies |fη(y+ x)− fη(y)| ≤ fη(y)/2 for any y ∈ R and small |x|. Therefore, for
any fixed y0 ∈ A, we have fη(y0 + x) > fη(y0)/2 for any |x| ≤ C (sn log p)−
3
2a2 (log n)−
4
τ
√
fη(y0)
for some small constant C > 0. Then,∫
B
fη(y)dy ≥
∫
|y−y0|≤C(sn log p)−
3
2a2 [logn]−
4
τ
√
fη(y0)
fη(y)dy
& (sn log p)
− 3
2a2 (log n)−
4
τ (fη(y0))
3
2 (54)
for any y0 ∈ A and η ∈ H∗n. On the other hand,
1/η(y) . (log n)
1
2 exp{2(sn log p)
1
a2 (log n)
4
τ }
for any y ∈ B and η ∈ H∗n, which implies∫
B
{η0(y)
η(y)
}δ
η0(y)dy .
∫
B
η0(y)
1+δ(log n)
δ
2 exp{2δ(sn log p)
1
a2 (log n)
4
τ }dy
. 1
by taking δ = (sn log p)
− 1
a2 (log n)−
4
τ . Thus, by Lemma E.1, we have∫
B
fη(y)dy . δ
2
n (sn log p)
2
a2 [log n]
12
τ (55)
for any η ∈ H∗n. By combining (54) and (55), it implies that
fη(y0) . δ
4
3
n (sn log p)
7
3a2 [log n]
32
3τ (56)
for any y0 ∈ A and η ∈ H∗n.
Next, we claim that if fη(y) . δ
d1
n (sn log p)
d2 [log n]d3 for some d1, d2 and d3 > 0, then we
have fη(y) . δ
1+ 3
8
d1−ζ
n (sn log p)
3
8
d2+
3
2a2 [log n]
3
8
d3+
7
τ for any y ∈ A and η ∈ H∗n. Suppose that
fη(y) . δ
d1
n (sn log p)
d2 [log n]d3 on y ∈ A and η ∈ H∗n for some positive constants d1, d2 and d3.
Due to (56), there exist constants d1 = 4/3, d2 = 7/(3a2) and d3 = 32/(3τ) satisfying fη(y) .
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δd1n (sn log p)
d2 [log n]d3 . Note that for any small constant ζ > 0,
|ℓ˙η(y)− ℓ˙η0(y)|
√
η0(y)
. |x|
(
|ℓ¨η(y1)|+ |ℓ¨η0(y2)|
)√
η0(y)
+
|ℓη(y + x)− ℓη0(y + x)|+ |ℓη(y)− ℓη0(y)|
|x|
√
η0(y)
(57)
. |x| (sn log p)
2
a2 [log n]
4
τ +
e
b′
2
|y|τ ′
|x| · δ
d1
2
n (sn log p)
d2
2 [log n]
d3
2
. |x| (sn log p)
2
a2 [log n]
4
τ +
1
|x|δ
d1
2
−4ζ
n (sn log p)
d2
2 [log n]
d3
2
for some |y − y1| ∨ |y − y2| ≤ |x|, thus
|ℓ˙η(y)− ℓ˙η0(y)|
√
η0(y) . δ
d1
4
−2ζ
n (sn log p)
d2
4
+ 1
a2 [log n]
d3
4
+ 2
τ (58)
on y ∈ A and η ∈ H∗n, by taking |x| = δ
d1
4
−2ζ
n (sn log p)
d2
4
− 1
a2 [log n]
d3
4
− 2
τ . Then, by (52),
|f˙η(y)| . δ
3
4
d1−2ζ
n (sn log p)
3
4
d2+
1
a2 [log n]
3
4
d3+
2
τ
for any y ∈ A and η ∈ H∗n, which implies that
fη(y + x) ≥ 1
2
fη(y)
for any y ∈ A, η ∈ H∗n, |x| ≤ C3δ
− 3
4
d1+2ζ
n (sn log p)
− 3
4
d2− 1a2 [log n]−
3
4
d3− 2τ fη(y) and for some small
constant C3 > 0, by the first-order Taylor expansion. Thus, similar to (54),∫
B
fη(y)dy & (fη(y0))
2 δ
− 3
4
d1+2ζ
n (sn log p)
− 3
4
d2− 1a2 [log n]−
3
4
d3− 2τ ,
for any y0 ∈ A, η ∈ H∗n and small ζ > 0. Again by (55),
fη(y) . δ
1+ 3
8
d1−ζ
n (sn log p)
3
8
d2+
3
2a2 [log n]
3
8
d3+
7
τ , (59)
for any y ∈ A, η ∈ H∗n and small ζ > 0.
Note that the upper bound (59) is obtained from the assumption supη∈H∗n fη(y) . δ
d1
n (sn log p)
d2 [log n]d3 .
Thus, by applying the claim repeatedly, one can check that supη∈H∗n fη(y) . δ
8
5
−2ζ
n (sn log p)
12
5a2 [log n]
56
5τ
for any y ∈ A and a given small constant ζ > 0.
Therefore, we finally obtain the following upper bound∫
A
sup
η∈H∗n
(
ℓ˙η(y)− ℓ˙η0(y)
)2
dPη0(y)
. x2 · (sn log p)
4
a2 [log n]
8
τ
+
1
x2
∫
A
sup
η∈H∗n
(ℓη(y + x)− ℓη0(y + x))2 η0(y + x) · eb
′|y|τ ′dy
. x2 · (sn log p)
4
a2 [log n]
8
τ +
δ
8
5
−2ζ
n (sn log p)
12
5a2 [log n]
56
5τ
x2
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by (51). By taking |x| = δ
2
5
− ζ
2
n (sn log p)
− 2
5a2 [log n]
4
5τ ,∫
A
sup
η∈H∗n
(
ℓ˙η(y)− ℓ˙η0(y)
)2
dPη0(y) ≤ Kζδ
4
5
−ζ
n (sn log p)
16
5a2 [log n]
48
5τ
≤ Kζǫ
4
5
−2ζ
n (sn log p)
16
5a2
for some constant Kζ > 0 not depending on (n, p). 
This lemma gives slightly faster convergence rate, under stronger condition, compared with Lemma
E.2, and is used to prove the misspecified LAN (Lemma C.3). Although Lemma E.3 seems similar
to Lemma E.2, we stated them separately to avoid assuming redundant conditions for Lemma E.2.
Lemma E.3 Let ǫn = Keta
√
sn log p/n. For any constant ζ > 0, there exists a constant Kζ > 0
not depending on (n, p) such that∫
sup
η∈H∗n
(
ℓ˙η(y)− ℓ˙η0(y)
)2
dPη0(y) ≤ Kζ (ǫn)
4
5
−ζ
for any η0 satisfying (D1)-(D5) and all sufficiently large n, provided that (sn log p)
1+ 15
a2 = o(n1−ζ),
where H∗n defined at (32).
Proof Assume that a small ζ > 0 is given. Let ϕn := ǫ
4
5
−ζ
n (sn log p)
6
5a2 [log n]
4
τ , A′ := {y ∈ A :
η0(y) & ϕ
2
n} and B′ := {y ∈ B : η0(y) & ϕ2n}, where A and B are defined in Lemma E.2. Note that∫
(A′)c
sup
η∈H∗n
(
ℓ˙η(y)
)2
dPη0(y) .
∫
Ac
sup
η∈H∗n
(
ℓ˙η(y)
)2
dPη0(y)
+
∫
A∩{y: η0(y).ϕ2n}
sup
η∈H∗n
(
ℓ˙η(y)
)2
dPη0(y)
. ǫn + ϕ
2
n (sn log p)
2
a2 [log n]
4
τ ·
∫
A
(y2 + 1)dy
. ǫn + ϕ
2
n (sn log p)
2
a2 [log n]
7
τ
. ǫ
4
5
−ζ
n ,
provided that (sn log p)
1+ 11
a2 = o(n). Similarly, it is easy to check that∫
(A′)c
sup
η∈H∗n
(
ℓ˙η0(y)
)2
dPη0(y) . ǫ
4/5−ζ
n .
Hence, it suffices to show that∫
A′
sup
η∈H∗n
(
ℓ˙η(y)− ℓ˙η0(y)
)2
dPη0(y) ≤ Kζ (ǫn)
4
5
−ζ
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for some positive constants ζ and Kζ .
Note that similar to (57),
|ℓ¨η(y)− ℓ¨η0(y)|
√
η0(y)
. |x| {|...ℓ η(y1)|+ |
...
ℓ η0(y2)|}
√
η0(y) +
e
b′
2
|y|τ ′
|x| |ℓ˙η(y)− ℓ˙η0(y)|
√
η0(y) (60)
. |x| (sn log p)
3
a2 [log n]
6
τ +
1
|x|δ
2
5
−ζ
n (sn log p)
8
5a2 [log n]
4
τ
for some |y − y1| ∨ |y − y2| ≤ |x| on y ∈ A′ and η ∈ H∗n by (58). Then, by taking appropriate |x|,
we have
|ℓ¨η(y)− ℓ¨η0(y)|
√
η0(y) . δ
1
5
−ζ
n (sn log p)
23
10a2 [log n]
5
τ (61)
. (sn log p)
4
5a2
on y ∈ A′ and η ∈ H∗n, because we assume that (sn log p)1+
15
a2 = o(n1−ζ). Suppose that supη∈H∗n |ℓ¨η(y)−
ℓ¨0η(y)|
√
η0(y) . (sn log p)
K and supη∈H∗n fη(y) . δ
d1
n (sn log p)
d2 [log n]d3 on y ∈ B′ for some pos-
itive constants K, d1, d2 and d3. Note that from the proof of Lemma E.2 and the definition of
B′,
η0(y)
η(y)
. exp
(
ϕn√
η0(y)
)
. 1
for any y ∈ B′ and η ∈ H∗n, then, similar to (55), it is easy to show that∫
B′
fη(y)dy . δ
2
n, (62)
by Lemma E.1. Applying (57),
|ℓ˙η(y)− ℓ˙η0(y)|
√
η0(y) . δ
d1
4
−ζ
n (sn log p)
d2
4
+K
2 [log n]
d3
4 (63)
for any y ∈ A′ and η ∈ H∗n. Then by (62) and the similar arguments to the proof of Lemma E.2,
we have
fη(y) . δ
1+ 3
8
d1−ζ
n (sn log p)
3
8
d2+
K
4 [log n]
3
8
d3
for any y ∈ A′ and η ∈ H∗n. By a recursion, one can check that d1, d2 and d3 converge to 8/5−ζ, 2K/5
and 0, respectively. Thus, by (63), we have
|ℓ˙η(y)− ℓ˙η0(y)|
√
η0(y) . δ
2
5
−ζ
n (sn log p)
3
5
K (64)
for any y ∈ A′ and η ∈ H∗n, and it implies that
|ℓ¨η(y)− ℓ¨0η(y)|
√
η0(y) . δ
1
5
−ζ
n (sn log p)
3
2a2
+ 3
10
K
[log n]
5
τ
. (sn log p)
3
10
K
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for any y ∈ A′ and η ∈ H∗n by (60). Thus, we obtain supη∈H∗n |ℓ¨η(y)− ℓ¨0η(y)|
√
η0(y) . (sn log p)
3
10
K
from the assumption supη∈H∗n |ℓ¨η(y) − ℓ¨0η(y)| ×
√
η0(y) . (sn log p)
K on y ∈ A′. Suppose that a
small constant ζ ′ > 0 is given, then we have supη∈H∗n |ℓ¨η(y)| . (sn log p)
ζ′ on y ∈ B′ by repeatedly
applying the above arguments. Finally, by (64),(
ℓ˙η(y)− ℓ˙η0(y)
)2
η0(y) . δ
4
5
−ζ
n
for some given constant ζ > 0, any y ∈ A′ and η ∈ H∗n. Therefore,∫
A′
sup
η∈H∗n
(
ℓ˙η(y)− ℓ˙η0(y)
)2
dPη0(y) ≤ Kζ (ǫn)
4
5
−ζ
for some positive constants ζ and Kζ not depending on (n, p). 
Lemma E.4 If (sn log p)
1+ 11
2a2 = o(n1−ζ) for some constant ζ > 0, we have
sup
η∈H∗n
∫ (
ℓ˙η(y)− ℓ˙η0(y)
)2
dPη0(y) = o(1)
for any η0 satisfying (D1)-(D5), where H∗n defined at (32).
Proof Note that∫ (
ℓ˙η(y)− ℓ˙η0(y)
)2
dPη0(y) = −
∫
(ℓη(y)− ℓη0(y))(ℓ˙η(y)− ℓ˙η0(y))η˙0(y)dy
−
∫
(ℓη(y)− ℓη0(y))(ℓ¨η(y)− ℓ¨η0(y))η0(y)dy
follows from the integration by parts. By Lemma E.1, (58) and (61), one can show that the absolute
value of the above equality is bounded above by ǫ
6
5
−ζ
n (sn log p)
33
10a2 for some constant ζ > 0, up to
some constant not depending on η, which implies the desired result. 
The following lemma is used to prove Lemma E.5.
Lemma E.5 Let sn be a sequence of positive integers. Define
Θn,1 := {θ ∈ Rp : sθ ≤ sn, ‖θ − θ0‖1 ≤ 1}
and fθ,θ¯,η := (θ − θ0)T ℓ¨θ¯,η(θ − θ0). If we assume (sn log p)1+
15
a2 = o(n1−ζ) for some constant ζ > 0,
then for any small constant ζ ′ > 0,
Eθ0,η0
(
sup
θ,θ¯∈Θn,1
sup
η∈H∗n
1√
n
∣∣∣∣Gnfθ,θ¯,η∣∣∣∣
)
.
(
sn(log p)
3 + (sn log p)
3
a2 (log p)4
n
) 1
2
(sn log p)
ζ′ (65)
for any η0 satisfying (D1)-(D5) and all sufficiently large n, where H∗n defined at (32).
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Proof Without loss of generality, we assume that θ0 = 0. For a given ζ
′ > 0, define
F˜n :=
{
f˜θ,θ¯,η = (sn log p)
−ζ′ (log p)−1 · fθ,θ¯,η : θ, θ¯ ∈ Θn,1, η ∈ H∗n
}
. (66)
Then for any f˜θ,θ¯,η ∈ F˜n,
|f˜θ,θ¯,η(x, y)|
≤ sup
θ,θ¯∈Θn,1
sup
η∈H∗n
(xT θ)2|ℓ¨η(y − xT θ¯)| (sn log p)−ζ
′
(log p)−1 =: F˜n(x, y).
F˜n is an envelop function of F˜n such that Eθ0,η0F˜ 2n(xi, Yi) . 1 for any i = 1, . . . , n because
Eθ0,η0F˜
2
n(x, Y )
=
∫
sup
θ,θ¯∈Θn,1
sup
η∈H∗n
(xT θ)4|ℓ¨η(y − xT θ¯)|2η0(y)dy · (sn log p)−2ζ
′
(log p)−2
.
∫
A′
sup
θ¯∈Θn,1
sup
η∈H∗n
|ℓ¨η(y − xT θ¯)|2η0(y)dy · (sn log p)−2ζ
′
+
∫
(A′)c
sup
θ¯∈Θn,1
sup
η∈H∗n
|ℓ¨η(y − xT θ¯)|2η0(y)dy · (sn log p)−2ζ
′
. (sn log p)
−2ζ′ +
∫
Ac
sup
θ¯∈Θn,1
sup
η∈H∗n
|ℓ¨η(y − xT θ¯)|2η0(y)dy · (sn log p)−2ζ
′
+
∫
A∩{y:η0(y).ϕ2n}
sup
θ¯∈Θn,1
sup
η∈H∗n
|ℓ¨η(y − xT θ¯)|2η0(y)dy · (sn log p)−2ζ
′
. (sn log p)
−2ζ′ + (sn log p)
4
a2 ϕ2n (sn log p)
−2ζ′ . (sn log p)−2ζ
′
provided that (sn log p)
1+ 15
a2 = o(n), where A,A′ and ϕn are defined in the proof of Lemma E.3.
Thus, ‖F˜n‖2n = n−1
∑n
i=1 Eθ0,η0F˜
2
n(xi, Yi) . (sn log p)
−2ζ′ . We will use Corollary A.1 in Chae et al.
(2019b), which implies
Eθ0,η0
(
sup
θ,θ¯∈Θn,1
sup
η∈H∗n
1√
n
∣∣∣∣Gnfθ,θ¯,η∣∣∣∣
)
.
∫ ‖F˜n‖n
0
√
logNn[ ](ǫ, F˜n)dǫ ·
(sn log p)
ζ′
√
n
log p. (67)
Now, we calculate Nn[ ](ǫ, F˜n) defined at (67). For θj, θ¯j ∈ Θn,1 and ηj ∈ H∗n, j = 1, 2, write
f˜θ1,θ¯1,η1 − f˜θ2,θ¯2,η2 ≡ f˜1 + f˜2 + f˜3,
where f˜1 := f˜θ1,θ¯1,η1−f˜θ2,θ¯1,η1 , f˜2 := f˜θ2,θ¯1,η1−f˜θ2,θ¯2,η1 and f˜3 := f˜θ2,θ¯2,η1−f˜θ2,θ¯2,η2 . It is easy to show
|f˜1(x, y)| . ‖θ1−θ2‖1·
(
y2 + 1
)
(sn log p)
2
a2 [log n]
4
τ and |f˜2(x, y)| . ‖θ¯1−θ¯2‖1·
(|y|3 + 1) (sn log p) 3a2 [log n] 6τ√log p.
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Then, we have
Eθ0,η0
(
sup
θ1,θ2
sup
η1,η2
|f˜θ1,θ¯1,η1(x, Y )− f˜θ2,θ¯2,η2(x, Y )|2
)
. sup
θ1,θ2
‖θ1 − θ2‖21 (sn log p)
6
a2 [log n]
12
τ log p+ Eθ0,η0
(
sup
θ1,θ2
sup
η1,η2
|f˜3(x, Y )|2
)
.
To deal with f˜3, define
G˜Kn :=
{
ℓ¨η · I[−Kn,Kn] : η ∈ H∗n
}
and H˜Kn := supη∈H∗n maxk=0,1 sup|y|≤Kn |ℓ¨
(k)
η (y)| for someKn > 0. Then, Theorem 2.7.1 of van der Vaart and Wellner
(1996), which implies for every ǫ > 0,
logN(ǫ) := logN(ǫ, G˜Kn , ‖ · ‖∞)
. Kn · H˜Kn ·
1
ǫ
. Kn ·K3n (sn log p)
3
a2 (log n)
6
τ
1
ǫ
.
By the definition of the covering number, there is a partition {Hl : 1 ≤ l ≤ N(ǫ)} of H∗n such that∫
|y|≤Kn−M
√
log p
sup
θ∈Θn,1
sup
η1,η2∈Hl
|ℓ¨η1(y − xT θ)− ℓ¨η2(y − xT θ)|2dPη0(y)
.
∫
|y|≤Kn−M
√
log p
ǫ2dPη0(y) ≤ ǫ2.
Let Kn = C(log(1/ǫ))
1/τ + C(log n)1/τ +M
√
log p for some constant C > 0, then∫
|y|>Kn−M
√
log p
sup
θ∈Θn,1
sup
η∈H∗n
|ℓ¨η(y − xT θ)|2dPη0(y)
.
∫
|y|>Kn−M
√
log p
y4e−b|y|
τ
dy · (sn log p)
4
a2 [log n]
8
τ
. e−
b
4
Kτn · (sn log p)
4
a2 [log n]
8
τ ≤ ǫ2.
Thus, we have ∫
sup
θ2,θ¯2∈Θn,1
sup
η1,η2∈Hl
|f˜3(x, y)|2dPη0(y) . ǫ2,
for some constant C > 0 and any 1 ≤ l ≤ N(ǫ).
By the above arguments,
logNn[ ](ǫ, F˜n) . logN(ǫ) + logN
(
ǫ (sn log p)
− 3
a2 [log n]−
6
τ [log p]−
1
2 ,Θn, ‖ · ‖1
)
. K4n (sn log p)
3
a2 (log n)
6
τ · 1
ǫ
+ sn log p+ sn log
1
ǫ
. ǫ−
3
2 · (sn log p)
3
a2 (log n)
6
τ (log p)2 + sn log p+ sn log
1
ǫ
.
Hence, by (67), we get the inequality (65). 
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The following lemma is used to prove Lemma C.3.
Lemma E.6 (Misspecified LAN: version 1) Let sn be a positive integer sequence and ǫn be
a sequence such that ǫn → 0. Define Θn,ǫn := {θ ∈ Θ : sθ ≤ sn, ‖θ − θ0‖1 ≤ ǫn} and r˜n(θ, η) :=
Ln(θ, η)−Ln(θ0, η0)−
√
n(θ−θ0)TGnℓ˙θ0,η+n(θ−θ0)TVn,η(θ−θ0)/2. If we assume that (sn log p)1+
15
a2 =
o(n1−ζ) for some constant ζ > 0, then
Eθ0,η0
(
sup
θ∈Θn,ǫn
sup
η∈H∗n
|r˜n(θ, η)|
)
. nǫ2n · ρn + ǫn
√
log p · sup
θ∈Θn,ǫn
‖X(θ − θ0)‖22, (68)
for any η0 satisfying (D1)-(D5) and all sufficiently large n, where H∗n defined at (32) and
ρn :=
(
sn(log p)
3 + (sn log p)
3
a2 (log p)4
n
) 1
2
(sn log p)
ζ′
for a given constant ζ ′ > 0.
Proof By the Taylor expansion, where θ(t) := θ0 + t(θ − θ0),
Ln(θ, η) = Ln(θ(1), η)
= Ln(θ0, η) +
∂
∂t
Ln(θ(t), η)
∣∣
t=0
+
∫ 1
0
∂2
∂t2
Ln(θ(t), η)(1 − t)dt.
Since Eθ0,η0 ℓ˙θ0,η = 0 for every η by (D4), we have that
∂
∂t
Ln(θ(t), η)
∣∣
t=0
=
√
n(θ − θ0)TGnℓ˙θ0,η
and
∂2
∂t2
Ln(θ(t), η) = n(θ − θ0)TPnℓ¨θ(t),η(θ − θ0).
Define
An1(θ, η) := n
∫ 1
0
(1− t) 1√
n
Gn(θ − θ0)T ℓ¨θ(t),η(θ − θ0)dt,
An2(θ, η) :=
∫ 1
0
(1− t)
n∑
i=1
[
(θ − θ0)TEθ0,η0
{
ℓ¨θ(t),η(xi, Yi)− ℓ¨θ0,η(xi, Yi)
}
(θ − θ0)
]
dt,
An3(θ, η) :=
1
2
n∑
i=1
(θ − θ0)TEθ0,η0 ℓ¨θ0,η(xi, Yi)(θ − θ0),
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then, it is easy to show that∫ 1
0
∂2
∂t2
Ln(θ(t), η)(1 − t)dt = An1(θ, η) +An2(θ, η) +An3(θ, η).
Since
1√
n
Gn(θ − θ0)T ℓ¨θ(t),η(θ − θ0) =
‖θ − θ0‖21√
n
Gn
(θ − θ0)T
‖θ − θ0‖1 ℓ¨θ(t),η
(θ − θ0)
‖θ − θ0‖1 ,
we have
Eθ0,η0
(
sup
θ∈Θn,ǫn
sup
η∈H∗n
∣∣∣An1(θ, η)∣∣∣
)
. nǫ2n · ρn
by (65) in Lemma E.5, provided that (sn log p)
1+ 15
a2 = o(n1−ζ) for some ζ > 0. Since An3(θ, η) =
−n/2 · (θ − θ0)TVn,η(θ − θ0), if we only need to show that
sup
θ∈Θn,ǫn
sup
η∈H∗n
∣∣∣An2(θ, η)∣∣∣ . ǫn√log p · sup
θ∈Θn,ǫn
‖X(θ − θ0)‖22,
where θ(t) := θ0 + t(θ − θ0) for 0 ≤ t ≤ 1. To show the above inequality, it suffices to prove that
(θ − θ0)T
{
Eθ0,η0 ℓ¨θ(t),η(xi, Yi)− Eθ0,η0 ℓ¨θ0,η(xi, Yi)
}
(θ − θ0) (69)
. |xTi (θ − θ0)T |2
√
log p‖θ − θ0‖1
for any i = 1, . . . , n. Note that (69) is bounded above by
|xTi (θ − θ0)|2
∣∣∣Eθ0,η0 (ℓ¨η(Yi − xTi θ(t))− ℓ¨η(Yi − xTi θ0))∣∣∣
. |xTi (θ − θ0)|2
√
log p‖θ − θ0‖1 ·
∣∣Eθ0,η0 ...ℓ η(Yi − xTi θ(t1))∣∣ ,
for some constant 0 ≤ t1 ≤ t. Also note that∣∣Eθ0,η0 (...ℓ η(Y − xT θ(t1))− ...ℓ η0(Y − xT θ(t1)))∣∣
=
∣∣∣∣∫ (...ℓ η(y − xT θ(t1))− ...ℓ η0(y − xT θ(t1))) η0(y − xT θ0)dy∣∣∣∣
=
∣∣∣∣∫ (ℓ˙η(y − xT θ(t1))− ℓ˙η0(y − xT θ(t1)) η¨0(y − xT θ0)dy∣∣∣∣
≤
[∫
(ℓ˙η(y)− ℓ˙η0(y))2η0(y)dy
] 1
2
×
[∫ (
η¨0(y − xT θ0)
η0(y − xT θ0)
)2
η0(y − xT θ0)
η0(y − xT θ(t1))η0(y − x
T θ0)dy
] 1
2
.
The above equality follows from the integration by parts, and the last inequality follows from the
Ho¨lder’s inequality. The last term is of order O(1) by Lemma E.4. Since
∣∣Eθ0,η0 ...ℓ η0(Y −xT θ(t1))∣∣ .
1, it completes the proof for (68). 
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Finally, the following lemma is used to prove Lemma C.2.
Lemma E.7 Suppose that (sn log p)
1+ 8
a2 = o(n1−ζ) holds for some constant ζ > 0, then
Eθ0,η0
(
sup
η∈H∗n
‖Gnℓ˙θ0,η‖∞
)
. log p
for any η0 satisfying (D1)-(D5), where H∗n defined at (32).
Proof Without loss of generality, we assume that θ0 = 0. Define
Fn :=
{
eTj ℓ˙θ0,η (log p)
− 1
2 : 1 ≤ j ≤ p, η ∈ H∗n
}
,
where ej is the jth unit vector in R
p. Then,
sup
η∈H∗n
‖Gnℓ˙θ0,η‖∞ = sup
f∈Fn
|Gnf |
√
log p.
We first show that Fn(x, y) := supη∈H∗n |ℓ˙η(y) − ℓ˙η0(y)|+ |ℓ˙η0(y)| is an envelop function of Fn and
Eθ0,η0F
2
n(xi, Yi) . 1 for any i = 1, . . . , n. Note that for any f ∈ Fn and x = (x1, . . . , xp)T ,
|f(x, y)| =
∣∣∣eTj ℓ˙θ0,η(x, y)∣∣∣ (log p)− 12
=
∣∣∣xj · ℓ˙η(y)∣∣∣ (log p)− 12
. sup
η∈H∗n
|ℓ˙η(y)− ℓ˙η0(y)|+ |ℓ˙η0(y)|.
By Lemma E.2, we have Eθ0,η0F
2
n(xi, Yi) . 1 if (sn log p)
1+ 8
a2 = O(n1−ζ) for some ζ > 0. Then, we
have
Eθ0,η0
(
sup
η∈H∗n
‖Gnℓ˙θ0,η‖∞
)
.
∫ ‖Fn‖n
0
√
logNn[ ](ǫ,Fn) dǫ
√
log p
.
∫ ‖Fn‖n
0
√
ǫ−1 + log p dǫ
√
log p . log p,
where the second inequality follows from Corollary 2.7.4 of van der Vaart and Wellner (1996). 
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