Obtaining adequate and precise anatomical information is mandatory to prevent vascular access-related complications in dialysis patients. For this purpose, we underwent Doppler ultrasound, vascular access angiogram, and plain computerassisted tomography scan of the arm with vascular access. With the use of computer graphics software, the anatomical structure of the vascular access can be visualized three dimensionally which is shared among the staffs for precise and better recognition. Furthermore, created object is applicable for virtual reality and/or augmented reality presentation that provides useful means for education and practical procedures in the management of vascular access.
Introduction
Failure in vascular access (VA) procedure is not an infrequent occurrence even with well-trained and experienced dialysis staffs. 1 Contributing factors often include fistula non-maturation, vasculature located deep below the skin, vascular deformation such as aneurysm or tortuousness, and so on. 2 Unsuccessful needle placement often results in local hematoma with or without inadvertent damage to the VA. Therefore, obtaining adequate and precise anatomical information is mandatory to prevent accessrelated complications. 3 We herein report that we developed a novel approach for needle placement with the aid of virtual recognition of the VA status. For this purpose, we first created threedimensional (3D) object of VA with computer graphical (CG) software from the conventional imaging data, then we used a virtual reality (VR) device so that the object could be visualized as virtual VA to be seen with head-mounted VR equipment before or during the needle placement procedure. 2 
Materials and methods

Creation of 3D CG object
In our clinic with over 220 patients on maintenance hemodialysis, those who had VA dysfunction routinely underwent both Doppler ultrasound (US; General Electric, Boston, MA, USA) and access angiography with fluorescent dye unless they had serious reaction to contrast agent.
Virtual reality and augmented reality applications and simulation in vascular access management with three-dimensional visualization
Simultaneously, 3D scanning of the arm surface was performed with a handy scanner (Sense 3D; 3D Systems Corporation, Rockhill South Carolina) for creation of 3D CG object of the whole arm. Between the period of March 2015 and 25 December 2017, 227 procedures, both of US and angiography, were performed on 145 patients. Since January 2017, computer-assisted tomography (CAT) scan (Aquilion Lightning; Toshiba Medical Systems, Tokyo) was performed in 111 patients. When the CT scan was taken, the patient was asked to place the arm with VA aside of the body so that the VA was also visualized in the scanned image. DICOM files were imported to 3D Slicer for 3D visualization and were processed for 3D object. 3D Slicer is an open source program which is freely downloadable from the Internet site. With this program, serially numbered image files are to be processed to create actual 3D object with the form of OBJ file. Adjusting the threshold of fluorescence intensity of a particular area of the tissue enabled bone, vein, and skin to be extracted as 3D (Figure 1 ). The 3D objects were then exported to 3D CG software (ZBrush: Pixologic) where VA geometric object was extracted and refined in its shape. At the same time, the skin surface of the arm and bone structures were also extracted and refined. These objects were exported to the other CG software (Cinema 4D: MAXON) for further refinement with texture materials and rendering (Figure 2) . Skin color photographs which were taken at the time of scanning of the arm were converted to bitmap files of color map as well as bump, displacement, and transparency maps.
US image showing cross section of the VA was also used for creation of the 3D object of the VA. During US procedure, the display image was recorded as a movie file. The movement of the US probe was also recorded so that the US image corresponded to the point of the US probe. Thus, the images were stored as a movie file consisting of a series . 3D CG objects of VA with bone and skin. 3D CG object of VA with bone structure (left) and with arm skin surface textured by transparency material (right). The objects were refined by its shape and textured with 3D CG software programs, for example, Cinema 4D and ZBrush.
of bitmap files at 30 flames per second. The bitmap files were imported in CG software (Cinema 4D) for creation of 3D CG objects. The contour of the VA was traced as spline curves from each US image and they were assembled and lofted to create 3D geometry as a hollow type object which defines a structure of the blood vessels (Figure 3 ). At the same time, the distance of the VA from the skin surface was measured so that the depth of the VA from the skin could be approximated for creation of arm object.
Angiography was taken after injecting fluorescent dye in both arterial and venous phases, from at least two different angles, initially with the palm flat on the film plate and then rotating the arm in right angle to it. As the whole arm could not be rotated exactly 90°, simply rotating the arm would not be sufficiently accurate to create 3D object. Nevertheless, they would help for estimation of its 3D shape. The two images were converted to alpha images in graphic software, Photoshop (Adobe), and then incorporated into the 3D CG software, ZBrush. A built-in tool called Shadowbox functions to create 3D CG object automatically by placing two alpha images in right angle to each other (Figure 4(a) ). These bitmap alpha images were used as a guide to create 3D object (Figure 4(b) ). This object roughly represents 3D structure and real shape of the VA. The objects were further refined referring to angiogram in ZBrush.
Application of the 3D CG object for virtual visualization
The 3D objects individually created by aforementioned methods composed of polygon faces usually up to half a million counts which were enough for virtual representation of the real object. Once the final 3D virtual objects were created, they were prepared for in-house staffs to view wherever the terminal display device was available via the Internet connection. This opportunity enables the staffs to conceptualize the status of the VA which would be of help for needle placement.
For this purpose, two methods are used: one simply by uploading them via Internet site of Sketchfab ( Figure 5 ) and the other to export the objects to Unity 2017. This program is one of the widely used game engines. The purpose of using Unity application is that one can interact with virtual 3D object. To acquire such capability, we applied Leap Motion (LM) device (Leap Motion, Inc., San Francisco, CA, USA). The LM is a 3D hand controller that the operator's hand motion is digitalized as virtual image in real time. 4 Therefore, the movement and position of the user's hands can be directly integrated with Unity and was used to interact with the virtual objects within the environment ( Figure 6 ).
Results
Viewing the 3D object uploaded in Sketchfab with smartphone mounted in a handy cardboard device makes it possible for the staff to access and observe the VA easily and freely in a virtual environment via wireless Internet connection. Therefore, the 3D images were able to be visualized even she or he was at bed side of a patient enabling virtual recognition in 3D environment. However, for better visualization of the object and for delicate interactive simulation purpose, HTC VIVE (HTC Corporation, New Taipei City) was more suitable than handy-type equipment. This device is also a headmounted tool which is slightly heavier than handy cardboard type and is connected to a computer with wire. However, HTC VIVE provides better perception of anatomical structure of the VA in relation to adjacent tissues. Moreover, HTC VIVE comes with hand controllers so that an operator can react with virtual objects.
Discussion
In the treatment of patients with chronic kidney disease on routine hemodialysis therapy, successful needle placement in the VA is of importance not only for maintaining adequate vascular integrity but also for keeping good relationship between the patients and professional staffs. 5 Success rate of VA procedure, mainly needle placement, is largely dependent on the operator's experience and his or her dexterity. As is often the case with vascular fistula (VAF), needle insertion site is not well recognizable as compared to vascular access graft (VAG) because the outline of the graft is well cognizable in VAG. 6 The traditional blind cannulation of a peripheral VA is fundamental techniques, although the procedure is often difficult to deal with when the arteriovenous (AV) fistula is deep below under the skin, small, or with stiff vascular wall. Real-time US-guided needle placement has been used in some centers and has proved to be useful. 1, 7, 8 Although it requires some technical experience and appropriate equipment and preparation, yet it has not been widely applicated as it should be.
Our plan was to develop an innovative new approach with the use of VR. VR is a technology that reproduces an environment through computer-simulated reality. It places a user inside a computer-generated environment 9 owing to the recent remarkable development in CG which has progressed up to 4K or 8K video images that are nearly indistinguishable from the real world. Therefore, our initial effort was to create a realistic environment based on precise and accurate anatomical information. For this purpose, we generated realistic 3D CG objects utilizing various diagnostic image information obtained from Doppler US, angiography of the VA, and CT scan of the arm with VA. ZBrush is a useful 3D CG software program particularly for sculpting an object. Cinema 4D is one of the popular integrated 3D CG software programs for creation of 3D environment. There are some other similar CG software programs which are also available and can be used for this purpose.
Advances in VR are having an impact on various medical fields not only for education and training but also for clinical procedures. 9 With the development of CG and sensors, VR has become a technology that can bring new opportunities for development of the diagnostic and therapeutic procedures used in the daily clinical management. Successful application of VR technique to VA procedure requires precise and accurate anatomical information of vascular anatomy. We were able to create the 3D object of VA with highly reliable CG demonstration with its geometrical and structural information by sophisticated CG software. Most of the widely used 3D CG software programs have capability of creating and exporting an object as a 3D scene file to make virtual environment.
Sketchfab is an Internet site where 3D VR content can be uploaded and shared. It provides an uploader to display 3D models on the web so that they can be viewed on any mobile or desktop browser or VR headset. It has, however, a certain drawback because it requires an overhead device for display which confines the performers' visual field limiting in the VR viewer. A 3D CG object can be uploaded in Sketchfab as an fbx extension file (FBX), through which viewers can appreciate virtual recognition with abundant information on anatomical structure and relationship to adjacent tissues. The information is easily viewed in the remote digital display from wherever network connection is available.
Augmented reality (AR) may be more ideal in this respect than VR because AR enables viewer to observe both virtual and real worlds of environment simultaneously. It uses superimposed images, video, or 3D models helping the procedure in real environment while observing the virtual image. 10 AR simulation is, in contrast to VR, composed of both virtual and real components. For educational purpose, AR presumably provides more ideal simulation setting than VR because physical (real) item such as a needle to be placed in virtual 3D vascular object as overlays of anatomical representations. 11, 12 We tested LM device to simulate optimal procedure for needle placement in VA. LM device enables controlling finger motion in virtual environment so that dynamical simulation can be achieved effectively. The controller was directly integrated with Unity 2017 and was used to interact with the virtual objects. However, the accuracy and efficacy of finger motion still need to be improved ( Figure 6 ). Density, palpable properties, and convex or concave surfaces are very challenging to simulate in a virtual environment. Moreover, the response rate and intensity feedback need to be strengthened to correctly emulate needle puncture procedure. An ideal VR or AR simulator for this type of skills training must satisfy several conditions, including multimodal training plans, artificial platform, accurate haptic feedback, and immersive visual technologies. 13 
