Three new fully implicit methods which are based on the (5,5) Crank-Nicolson method, the (5,5) N-H (Noye-Hayman) implicit method and the (9,9) N-H implicit method are developed for solving the heat equation in two dimensional space with non-local boundary conditions. The latter is fourth-order while the others are second-order. While the implicit methods developed here, like the scheme based on the standard implicit backward time centered space (BTCS) method, use a large amount of central processor (CPU) time, the high accuracy of the new fourth-order fully implicit scheme is signiÿcant. Like the BTCS method, the new methods are also unconditionally stable.
Introduction
Three new fully implicit methods which are based on the (5,5) Crank-Nicolson method, the (5, 5) N-H implicit method and the (9,9) N-H implicit method are developed. The problem to which the three methods are applied is the two dimensional time dependent di usion @u @t = x @ 2 u @x 2 + y @ 2 u @y 2 (1) with initial condition given by u(x; y; 0) = f(x; y); 06x; y61 (2) and boundary conditions u(0; y; t) = g 0 (y; t); 06t6T; 06y61;
u(1; y; t) = g 1 (y; t); 06t6T; 06y61; (4) u(x; 1; t) = h 1 (x; t); 06t6T; 06x61; (5) u(x; 0; t) = h 0 (x) (t); 06t6T; 06x61 (6) with the nonlocal boundary condition
u(x; y; t) dx dy = m(t); 06x; y61;
where f; g 0 ; g 1 ; h 0 ; h 1 ; d and m are known functions, while the functions u and are unknown. This kind of problem arises in many important applications in heat transfer, control theory, thermoelasticity and medical science [2] [3] [4] [5] [6] 8, 14] .
Numerical schemes for the solution of Eqs. (1)- (7) are described in Section 2. The iterative procedure which is used to incorporate (7) with unknown is described in Section 3.
The results produced by using these methods for a test are described in Section 4. In each case errors are tabulated. Section 5 summarizes the ÿndings of this article.
Finite-di erence methods
The domain [0; 1] 2 × [0; T ] will be divided into an M 2 × N mesh with spatial step size h = 1=M in both x and y directions and the time step size k = T=N , respectively.
Grid points (x i ; y j ; t n ) are given by x i = ih; i = 0; 1; 2; : : : ; M;
y j = jh; j = 0; 1; 2; : : : ; M;
t n = nk; n = 0; 1; 2; : : : ; N; (10) in which M is an even integer. We use u n i; j and n to denote the ÿnite di erence approximations of u(ih; jh; nk) and (nk), respectively.
The numerical methods suggested here are based on 3 approaches: Firstly, the standard fully implicit second-order BTCS method [10] , or the (5,5) Crank-Nicolson fully implicit method [7] , or the (5,5) N-H fully implicit method [12] , or the (9,9) N-H fully implicit method [12] , is used to approximate the solution of the two-dimensional di usion equation at interior grid points. Secondly, the Simpson's numerical integration scheme [9] is used to approximate the integral in Eq. (7) . Thirdly an iteration procedure is employed to handle the non-local boundary condition [1] .
The problem (1)- (6) is solved numerically at the spatial points (x i ; y j ), commencing with initial values u 0 i; j = f(x i ; y j ); i; j=0; 1; 2; : : : ; M; and boundary values (2)-(6) where (t) is computed using an iterative procedure.
Given numerical solutions of u and at time level n; n = 0; 1; 2 : : : ; an appropriate initial guess for is made at the time level n + 1, say at the time level n, then (1)-(6) by using any of those methods which are mentioned already to ÿnd the value of u at the time level n + 1. If the solution satisÿes the nonlocal condition (7) within a prescribed tolerance, then the present values of u and are accepted as the approximate solution for u and at the n + 1 level. Otherwise, a prediction for will be found from Eq. (7). Computations are then repeated with this new prediction until Eq. (7) is satisÿed within the given tolerance, and this is repeated for higher levels. 
The standard (5,1) BTCS method
The ÿve point BTCS [10] (backward Euler) for solving the two-dimensional partial di erential equation (1) uses the following formula:
for i; j = 1; 2; : : : ; M − 1; where
In the case x = y = , we have
and Eq. (11) becomes
For the classical boundary value problem values of u n+1 i; j on the boundaries x = 0; 1 and y = 0; 1 are provided by the boundary conditions (3)-(6) at the appropriate grid points.
The computational molecule of this method is given in Fig. 1 . In the following this will be referred to as the (5,1) method, because the computational molecule involves 5 gridpoints at the new time level and 1 at the old level.
The modiÿed equivalent equation for this method is as follows [15] :
12
(1 + 6s x ) @ 4 u @x 4 − y ( y) 2 
(1 + 6s y ) @ 4 u @y 4 + O{4} = 0;
so the scheme is second-order accurate with respect to h. 
The Crank-Nicolson (5, 5) method
If we replace all spatial derivatives with the average of their values at the n and n + 1 time levels and then substitute centred-di erence forms for all derivatives, we get the Crank-Nicolson (5,5) formula [7] 
In the case x = y = we have s x = s y = s, and the new ÿnite-di erence equation is
This scheme has the computational molecule which is shown in Fig. 2 . In the following this will be referred to as the (5,5) CN method, because the computational molecule involves 5 gridpoints at the new time level and 5 at the old level.
The modiÿed equivalent equation of the Crank-Nicolson formula (18) is as follows [15] :
It is second-order accurate in the spatial grid size with no second-order cross-derivative terms. However, there is no set of values of s for which the method will be fourth-order accurate.
The (5, 5) N-H implicit method
This method uses the following ÿnite-di erence formula [12] (1 − 6s x )(u 
In the case where s x = s y = s the above scheme uses the following simpliÿed form:
The computational molecule of this scheme is the same as the Crank-Nicolson formula shown in Fig. 2 .
The modiÿed equivalent equation of this (5,5) N-H implicit formula is [12] 
It contains only the second-order cross-derivative error term in its modiÿed equivalent equation.
The fourth-order (9, 9) N-H implicit method
This scheme uses the ÿnite di erence formula [12] −(s x + s y )(u
In the case where s x = s y = s we have 
This scheme has the computational molecule which is shown in Fig. 3 . In the following this will be referred to as the (9,9) N-H method, because the computational molecule involves 9 gridpoints at the new time level and 9 at the old level.
The modiÿed equivalent equation of this implicit formula is as follows [12] :
which veriÿes its fourth-order accuracy with respect to h. 
Simpson's numerical integration procedure
Given computed values of u and at time level n; n=0; 1; 2; : : : ; ÿrst a suitable initial estimate for is made at the n time level, then, (1)- (6) is solved by using any of methods mentioned previously to ÿnd the value of u at the time level n + 1. If the solution satisÿes the nonlocal condition (7) within a chosen tolerance, then the current values of u and are accepted as the solution for u and at the time level n + 1. Otherwise, a new estimate for will be found from (7). Computations are then repeated with this new guess until (7) is satisÿed with the given tolerance and then repeat this for higher levels [1] .
Consider the integral
Application of Simpson's composite 'one-third' rule [9] gives
in which
u(x i ; y; t n+1 ) dy;
where
and [ · ] represents the integer part of the argument. Substituting in the second integral of Eq. (29)
Replacement of u in the integral with a quadratic interpolating polynomial (the Newton's forwarddi erence formula) [13] through the grid values concerned, gives 
However, at all interior points we have computed u(x i ; y j ; t n+1 ) to say, rth-order, where
Substituting these approximations in Eq. (37) gives 
where q = min{r; 4}:
Putting
and using the approximation
then gives
Note that
where R n+1 is the summation in v n+1 excluding the values at the boundary y = 0. Since v n+1 is an approximation to the left-hand side of Eq. (7) it follows that
As seen above, the order of convergence of depends on two things: ÿrstly, the order of the ÿnite-di erence formula used at interior gridpoints and, secondly, the order of the numerical quadrature used to approximately evaluate (7). For example, if u n+1 is evaluated using a fourth-order formula, when q = 4; n+1 is only third-order convergent. If u n+1 is found at interior points by a second-order formula when q = 2 then n+1 is only ÿrst-order convergent. Here as a new estimate for n+1;p+1 we use the following:
If u n+1 is evaluated approximately using the (9,9) N-H implicit formula, when q = 4; n+1 is only third-order convergent. If u n+1 is found at interior points by any of the BTCS formula or Crank-Nicolson formula or the (5,5) N-H implicit formula, when q = 2 then n+1 is only ÿrst-order convergent.
Numerical test
A problem for which exact nonlocal boundary solutions are known is now used to test the methods described. Firstly, these methods are applied to solve Eqs. (1)- (6) g 0 (y; t) = exp(y + 2t); (49)
for which the exact solution is u(x; y; t) = exp(x + y + 2t):
The results for u N i; j with h=0:05; s=1=2 at T =1:0, using the four fully implicit methods discussed in Section 2 and deÿning (t) as in Eq. (53) and excluding Eq. (54), are shown in Table 1 . Note that the errors obtained when using the Crank-Nicolson scheme or the (5,5) N-H implicit method are generally more than a thousand times larger than those obtained using the (9,9) N-H implicit method. The errors with the BTCS method are generally 10 000 times larger than those obtained using the (9,9) N-H implicit method.
When the absolute value of the error e n i; j = u(ih; jh; nk) − u n i; j ;
at the point (0.5,0.5) at time T = 1:0 was graphed against h on a logarithmic scale for various values of s, it was found that the slopes of lines were always close to 2 for the BTCS formula, the (5,5) N-H implicit formula and the Crank-Nicolson formula, and were close to 4 for the (9,9) N-H implicit formula (see Figs. 4-7) . These results re ect the orders of convergence referred to in Section 2. 5 shows that the accuracy of the Crank-Nicolson method is not changed as s increases. This is because of the fact that the leading error term in (19) does not depend on the value of s for the same value of h. It is clear from Fig. 7 that the worst results obtained when using the (9, 9) N-H implicit method are better than the best results obtained when using the BTCS scheme, the Crank-Nicolson method or the (5,5) N-H implicit scheme.
Secondly, the fully implicit methods described in Section 2 are applied to solve Eqs. (1)- (7). The results obtained for with h = 0:05; s = 1=2, using the BTCS method, the Crank-Nicolson method, the (5,5) N-H implicit method and the (9,9) N-H implicit method, with m(t) deÿned as in (54), and (t) considered to be unknown and found by (46), are shown in Table 2 . Note that the Fig. 7 . Relation between error in u and grid spacing for the (9,9) N-H implicit method. Table 2 Results for with h = 0:05; s = 1=2 errors with the (9,9) N-H implicit method are less than one-thousandth of the errors obtained using the other methods. Also note that the tolerance was chosen to be 0.005 for the BTCS method, the Crank-Nicolson and the (5,5) N-H method, and 0.000005 for the (9,9) N-H method. When the absolute value of the error e n = (nk) − n ; at the point (0.5,0.5) at time T = 1:0 was graphed against h on a logarithmic scale for various values of s, it was found that the slopes of lines were always close to 1 for the BTCS formula, the Crank-Nicolson formula, and the (5,5) N-H implicit formula, but was close to 3 for the (9,9) N-H implicit formula (see Figs. 8-11 ). These results re ect the orders of convergence referred to earlier in Section 2. The interesting feature of these ÿgures is that the minimum discretisation error produced by the (9,9) N-H implicit scheme is smaller than the maximum discretisation error obtain when using the BTCS method, the Crank-Nicolson method or the (5,5) N-H implicit scheme. The absolute value of the discretization error at the point (0.5,0.5) at time T = 1:0 is graphed against the CPU time on a logarithmic scale for various values of s (see Figs. 12-15) . 
Conclusion
In this article three fully implicit methods, the Crank-Nicolson method, the (5,5) N-H implicit method and the (9,9) N-H implicit method, were applied to the two-dimensional di usion equa- tion. The latter worked very well for two dimensional nonlocal di usion problem because of its fourth-order accuracy. This method seems particularly suited for parabolic partial di erential equations with continuous boundary conditions. A comparison with the backward Euler scheme (BTCS) of [1] for the model problem clearly demonstrates the very high accuracy of the (9,9) N-H implicit scheme. The fully implicit methods developed in this report are unconditionally von Neumann stable. Note that the fully explicit schemes developed in [11] have greater restriction on stability, and are only useful over small time steps. The fully implicit (9,9) N-H scheme is slower than the others, but its fourth-order accuracy for every di usion number is signiÿcant. As in the implicit schemes the values at interior grid points at new time levels cannot be obtained before computing the values at boundaries, an iteration procedure is employed to handle the nonlocal boundary condition.
The numerical test applied to these methods gives acceptable results and suggests convergence to exact solution when h goes to zero.
