We investigated the extent to which people can discriminate between languages on the basis of their characteristic temporal, rhythmic information, and the extent to which this ability generalizes across sensory modalities. We used rhythmical patterns derived from the alternation of vowels and consonants in English and Japanese, presented in audition, vision, or touch. Experiment 1 confirmed that discrimination is possible on the basis of auditory rhythmic patterns, and extended it to the case of vision, using "aperture-close" mouth movements of a schematic face. In Experiment 2, language discrimination was demonstrated using visual and auditory materials that did not resemble spoken articulation.
DISCRIMINATING SPEECH RHYTHMS 9 computer keyboard). There was a 3000 ms response deadline. The participants were encouraged to find any possible difference between the two "Martian" languages being presented and to respond even if they were unsure of the correct answer. The next trial started 1000 ms after the participant"s response on the preceding trial. The stimulus pairs were randomly assembled during the experiment, with only two restrictions: (1) If one sentence appeared in the first position during the block, it was presented in the second position on its second appearance (or vice versa); (2) There were a minimum of 2 trials between the first and the second presentation of each sentence, in order to minimize any possible effect of recency from trial to trial. The percentage of same/different trials in each block was, in both cases, 50%.
Results and discussion
First of all, a correlation analysis was performed between overall sentence duration and performance to check whether participants might have used duration (i.e., the fact that the English sentences were, on average, 160 ms longer than the Japanese sentences) as a potential cue to aid discrimination. The basic idea behind this analysis was to see whether the duration of the sentences correlated positively with accuracy in English sentences (i.e., the longer the sentence, the better the performance) and negatively in Japanese sentences (i.e., the shorter the sentence, the better the performance). Only the data from those blocks of trials in which the participants performed at a level that was clearly above chance (that is, including data exclusively from the upper quartile of the distribution) were used in this analysis. No correlation was found between sentence duration and performance [R 2 = .001, F < 1; R 2 = .005, F < 1; R 2 = .022, F < 1 between duration and % correct for the auditory, the visual, and the audiovisual English sentences, respectively; and R 2 = .065, F = 1.24, p = .28 ; 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31 
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The percentage of correct discrimination responses was calculated for each participant and modality of presentation (visual, auditory, and audiovisual 
Non-parametric analyses (one-sample Wilcoxon signed rank test) confirmed that the whole group of participants (including English and Spanish speakers) discriminated English and Japanese at levels that were significantly above chance auditorily (z = 3.994, p < .0001), visually (z = 3.141, p=.002), and audiovisually (z = 3.603, p < .0001). One-sample
Wilcoxon tests performed for the English and the Spanish groups separately also confirmed that both groups were able to discriminate the sasasa patterns in the auditory ( In order to verify whether the results found in the visual condition were not due to the fact that some participants had previous experience with the same materials presented auditorily and/or audiovisually, we compared the discrimination performance of those participants who received the visual condition at the beginning of the experiment (i.e., before   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 DISCRIMINATING SPEECH RHYTHMS 11 the auditory and audiovisual conditions; 8 participants) with those who received the visual condition at the end of the experiment (12 participants). A Mann-Whitney U test revealed no statistical difference, in terms of discrimination, between these two groups (U = 46.5; p = .910).
The possible effects of prior experience with one of the languages used in the experiment were explored by comparing the discrimination performance of English and Spanish speakers. A subsequent repeated-measures ANOVA including the factors modality (visual, auditory and audiovisual) and participants' L1 (English vs. Spanish) revealed a marginally-significant effect of modality (F(2,58)=2.463, p=.094). No interaction was found between modality and participants' L1 (F(2,58)=2.3, p=.112).
-
In summary, the results of Experiment 1 show that it is possible to discriminate between different spoken languages using nothing more than the sight of the rhythmic movements of digitally-generated schematic articulators. This result would perhaps help to decipher the processes that may underlie the ability that humans show, even at just 4 months of age, to visually discriminate languages. Since other segmental (e.g., phonetics) or supra-segmental (e.g., intonation contour) linguistically-relevant cues had been removed from our materials, it can be concluded that the discrimination ability exhibited by the participants in Experiment 1 was based on rhythmic cues (i.e., the temporal distribution of consonant and vowel intervals in the speech signal; see Introduction). According to our results, the participants" prior experience with one of the languages did not increased rhythm discrimination of English and Japanese significantly.
An interesting question to emerge from the results of Experiment 1 concerns whether the mechanisms underlying the discrimination of speech rhythm are specific to language or else rely on more general abilities that also emerge while perceiving non-linguistic stimulus 8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 DISCRIMINATING SPEECH RHYTHMS 30 FOOTNOTES 1. A schematic face was used instead of a real face in order to avoid the semantic conflict of pairing an unnatural sound with a human face in the audiovisual condition. We tried to use a real face during the preparation of the stimulus materials, but the result of matching the audio and the "more realistic" video streams was less than optimal (and even distracting, according to some pilot testing).
The difference between the duration of the original vocalic and consonantal intervals in
Ramus and Mehler"s (1999) study and the duration of the same intervals in our materials was, on average, 9.97ms (SD = 5.8). The temporal distribution of the vowels and consonants was kept nearly as in the original sentences. More importantly, the results of all 3 experiments reported in the present study suggest that this subtle temporal modification applied to the original sentences did not remove the rhythmic information present in Ramus and Mehler"s original materials.
3. Considering previous results suggesting a role of linguistic experience in unimodal (visual) language discrimination (Soto-Faraco et al., 2007; Weikum et al., 2013) , more specific analyses were performed. A non-parametric Mann-Whitney U test corroborated the observation that the English speakers were significantly better than the Spanish speakers at discriminating the Japanese and the English temporal consonant-vowel patterns in the auditory condition (U = 53.5, p = .018), but not in the visual (U = 137.5, p = .26) or the audiovisual (U = 112, p = .95) conditions. 4. The sample for Experiment 2 included 6 English and 5 native speakers of other languages including Hebrew, Spanish, and German. In order to avoid any reference to language before or during this experiment, the participants were questioned about their native language after the experiment. Considering that cross-linguistic differences were 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 DISCRIMINATING SPEECH RHYTHMS 32 FIGURE CAPTIONS Figure 1 . A virtual emulation of the human language articulators, producing the phonemes /s/ and /a/, was used in Experiment 1. In order to isolate syllabic rhythm from other linguistic cues, the sentences corresponding to the flat sasasa condition in Ramus et al."s (1999) study were used to create new video (and auditory) streams of robot sasasa. Due to videoframe length constraints (25Hz, 1 frame = 40 ms), the consonant and vowel intervals were slightly adjusted (see the Methods section for details). Panels A and B show that discrimination between the transformed English and Japanese sentences was possible (i.e., performance was significantly better than chance; see asterisks) in all conditions (auditory, visual, and audiovisual) in Experiments 1 (language discrimination) and 2 (discrimination of "non-linguistic" patterns). These results demonstrate that the discrimination between sentences spoken in different languages is possible using not only the auditory rhythm, but also the visual information from the rhythmical movements of the mouth. A cross-experiment analysis revealed that participants" performance was overall better in the auditory and the audiovisual conditions than in the visual condition. The results of Experiment 3 (C) revealed that the discrimination between the English and Japanese rhythms is also possible when using only vibrotactile information delivered to the fingertip. However, in this case, performance was significantly above chance level only after the participants had acquired some experience in the discrimination task (where feedback about their performance was provided). The error bars indicate the standard error of the mean. 3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 DISCRIMINATING SPEECH RHYTHMS 33 Figure 1 .
