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Abstract
A new class of so-called q-adic Vandermonde-like matrices over an arbitrary nonalgebraically closed ﬁeld is
introduced. This class generalizes the ordinary Vandermonde-like matrices over the complex ﬁeld. Three kinds of
displacement structures and fast inversion formulas for this class of matrices are presented by using displacement
structure theory method, which generalize some of the well-known results for conﬂuentVandermonde-like matrices
in the closed ﬁeld case.
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1. Introduction
Undoubtedly, Vandermonde matrix and its extensions are important matrices in applied matrix theory.
They have many applications in functional approximation theory and interpolation problem, etc. Let
x1, x2, . . . , xn be n distinct complex numbers, the classical or simple Vandermonde matrix is deﬁned by
V (x)=(xji )n,n−1i=1,j=0,whichmay be seen being deﬁnedwith respect to a nodes sequence x=(x1, x2, . . . , xn)
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and the standard power basis
(x)= (1, x, . . . , xn−1) (1.1)
of the linear space Cn[x] of polynomials with degree less than n over the complex ﬁeldC. Note that V (x)
may be simply denoted by
V (x)=


(x1)
(x2)
...
(xn)

= col[(xi)]ni=1, (1.2)
hereafter col(ai) (row(ai)) denotes a column (row) vector with ai as its components.
Vandermonde matrix is an important class of displacement structure matrix. This means that Vander-
mondematrix may satisfy some special kinds of matrix equations, and their fast inversions and algorithms
can be obtained from these matrix equations. The concept of displacement structure matrix was ﬁrst intro-
duced by Kailath et al. in [7] (see also [6]). It originated from the study of Toeplitz and Hankel matrices.
For instance, Toeplitz matrix is almost invariant under the shifting one unit along main diagonal. Gen-
erally speaking, let ,, F,A be four given n× n complex matrices, which usually have simple forms
(for example, diagonal, tridiagonal or triangular), the generalized displacement operator and equation are
deﬁned by
∇{,,F,A}(R) ≡ R− FRA=GB, (1.3)
where G is of n×  and B is of × n. If  is independent of n or >n, then R is said to be structured or
a displacement structure matrix with respect to the displacement operator and equation deﬁned by (1.3),
 is referred as to the displacement rank of R and matrix pair {G,B} is called a generator of R. For the
details of displacement structure theory we refer the reader to the book of Heinig and Rost [4] and the
survey paper of Kailath and Sayed [10]. A special case of (1.3) will have a more simple Sylvester form
∇{,I,I,A}(R) ≡ R − RA=GB, (1.4)
which will be denoted by ∇{,A}(·)= ∇{,I,I,A}(·), for short.
For example, the displacement structure theory of classical Vandermonde-like matrices was discussed
in [2]. If
S =


0 0 · · · 0
1 0 0
...
. . .
. . .
...
0 · · · 1 0

 and I˜ =


0 · · · 0 1
0 · · · 1 0
...
...
1 0 · · · 0

 (1.5)
denote, respectively, the n×n forward shift and antiidentity matrices, then theVandermonde matrix V (x)
deﬁned in (1.2) possesses the following two displacement structures:
∇{Dx,S}(V (x))=DxV (x)− V (x)S =

x
n
1
...
xnn

 [0 · · · 0 1], (1.6)
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and
∇{D−1x ,ST}(V (x))=D−1x V (x)− V (x)ST =


1
x1
...
1
xn

 [1 0 · · · 0], (1.7)
(all xi = 0 in the latter case). Eqs. (1.6) and (1.7) mean that V (x) has the same displacement rank one
with respect to ∇{Dx,S}(·) and ∇{D−1x ,ST}(·) with different generators, respectively. Multiplying Eq. (1.7)
by I˜V (x)−1 from the left and byV (x)−1 from the right, then taking transpose and using the fact I˜ SI˜=ST,
yields
D−1x (V (x)−TI˜ )− (V (x)−TI˜ )ST = V (x)−T


1
0
...
0


[
1
x1
· · · 1
xn
]
V (x)−TI˜ . (1.8)
Eq. (1.8) implies that V (x)−TI˜ has the same type of displacement structure and the same displacement
rank as V (x), but with different generators. If we denote by c and d the solutions of two fundamental
equations
V (x)T(D−1x c)=


1
0
...
0

 and V (x)d =


1
x1
...
1
xn

 , (1.9)
then it is not difﬁcult to verify from (1.8) that the inversion of V (x) can be expressed by c and d as
V (x)−1 =H(d)V (x)Tdiag(c), (1.10)
whereH(d) denotes a upper triangular Hankel matrix with ﬁrst column d and diag(c) is a diagonal matrix
with the components of c as diagonal elements.
In the more general case, in [8,9,15] the displacement structure theories for Chebyshev–Vandermonde
and polynomial Vandermonde matrices have been discussed when the standard power basis (x) is
replaced by Chebyshev and general polynomial bases, respectively.
We remark that ordinaryVandermonde matrices mentioned above are deﬁned over the complex ﬁeldC
or an algebraically closed ﬁeld. In the present paper, our main aim is to extend theVandermonde matrices
over the complex ﬁeldC to the case of any nonalgebraically closed ﬁeld F, and investigate systematically
the displacement structure theory for this new kind of matrices. The paper is organized as follows. In
Section 2 we give the deﬁnition and some properties of q-adicVandermonde matrix. In Section 3 we give
three kinds of displacement structures and consequently, derive three kinds of fast inversion formulas for
q-adic Vandermonde-like matrices, which form the main results of the paper.
2. q-adic Vandermonde matrix
In this section we give the deﬁnition and some properties of q-adic Vandermonde matrix. First, let us
investigate the deﬁnition of conﬂuentVandermonde matrix over the complex ﬁeldC. Let x={(xi, ni)}si=1
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be an array of nodes with xi distinct pairwise and ni positive integer, the conﬂuent Vandermonde matrix
is deﬁned by
V (x)=

V (x1)...
V (xs)

 , (2.1a)
with
V (xi)=
[(
j
k
)
x
j−k
i
]ni−1,n−1
k=0,j=0
= col
[
(k)(xi)
k!
]ni−1
k=0
, (2.1b)
where ( j
k
)= 0 in case j < k. In other words, if we expand xj by Taylor expansion in terms of the powers
of (x − xi), i.e.,
xj = xji + jxj−1i (x − xi)+ · · · +
(
j
ni − 1
)
x
j−ni+1
i (x − xi)ni−1 + (x − xi)ni (∗), (2.2)
then the j th column of V (xi) is precisely formed by the ﬁrst ni coefﬁcients in the above expansion
of xj .
To extend the conﬂuent Vandermonde matrix to the case of an arbitrary nonalgebraically closed ﬁeld,
we need the following elementary Lemma from [5] or [12], which gives the q-adic expansion of a given
polynomial f (x) relative to a monic polynomial q(x).
Lemma 2.1. Let q(x) be a monic polynomial of degree l over an arbitrary ﬁeld F . If f (x) is any
polynomial over F , then there exist unique polynomials rj (x) over F of degree less than l,
such that
f (x)=
k∑
j=0
rj (x)[q(x)]j (2.3)
for some ﬁnite nonnegative integer k.
For an arbitrary polynomial f (x)= a0 + a1x + · · · + akxk , its standard coordinate column is deﬁned
and denoted by
f = [f ]st = col[ai]ki=0. (2.4)
Now for a given pair (q,m)made up of a polynomial q(x) of degree l and a positive integerm, the q-adic
expansion of f (x) may be written as
f (x)= r0(x)+ r1(x)q(x)+ · · · + rm−1(x)q(x)m−1 + q(x)m(∗), (2.5)
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where ∗ denotes the quotient after division by q(x)m. The q-adic coordinate column associated with f (x)
and the pair (q,m) is deﬁned by
[f ](q,m) =


r0
r1
...
rm−1


lm×1
, (2.6)
where ri is the standard coordinate column of ri(x) deﬁned as in (2.4).
Now we may deﬁne the so-called q-adic Vandermonde matrix. Let (x) be a foundation polynomial
with the prime factorization
(x)=
s∏
i=1
qi(x)
mi , (2.7)
with deg(qi)= li1 and deg()=∑si=1mili = n. By using the qi-adic expansion of the standard basis
elements xt as in (2.5), we have
xt =
mi−1∑
j=0
r
(t)
ij (x)qi(x)
j + qi(x)mi (∗), (2.8)
the qi-adic coordinate column [xt ](qi ,mi) may be formed as
[xt ](qi ,mi) =


r
(t)
i0
r
(t)
i1
...
r
(t)
i,mi−1

 , (2.9)
where r(t)ij is the standard coordinate column of r
(t)
ij (x). Lastly, collecting all coordinate columns, we set
Vi()= [(x)](qi ,mi) = [[1](qi ,mi), [x](qi ,mi), . . . , [xn−1](qi ,mi)] (2.10)
and construct the n× n q-adic Vandermonde matrix V () as
V ()=

V1()...
Vs()

 . (2.11)
It is clear that when all the qi’s are linear polynomials, Vi() in (2.10) reduces to V (xi) in (2.1b) and
V () to V (x).
As in the case of closed ﬁeld conﬂuent Vandermonde matrix has closed relation with Jordan canonical
form, q-adic Vandermonde matrix has closed relation with so-called hypercompanion matrix [1,3,12] or
generalized Jordan form. If q(x)= a0+ a1x + · · · + al−1xl−1+ xl , then the hypercompanion matrix for
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q(x)m is the m×m block matrix
Hqm =


Lq 0 · · · · · · 0
N Lq 0 · · · 0
0 . . . . . . . . .
...
...
. . . N Lq 0
0 · · · 0 N Lq

 , (2.12)
where
N =


0 · · · 0 1
0 · · · 0 0
...
...
0 · · · 0 0


l×l
, and Lq =


0 0 0 · · · −a0
1 0 0 · · · −a1
0 1 0 · · · · · ·
...
. . .
. . .
...
0 · · · 0 1 −al−1

 (2.13)
is the ordinary companion matrix of q(x). Note that N and Lq will be 2×2 matrices in the real ﬁeld case.
The following Lemma and its Corollary will be used in Section 3.
Lemma 2.2 (Mani and Hartwig [13,14]). Let q(x) be a monic polynomial of degree l and letHm=Hqm
be the ml × ml hypercompanion matrix deﬁned as in (2.12)–(2.13). If f (x) is any polynomial over F
with q-adic expansion
f (x)= 0(x)+ 1(x)q(x)+ · · · + m−1(x)q(x)m−1 + q(x)m(∗), (2.14)
and q-adic coordinate column i , then
f (Hm)=


A0 0 · · · 0
A1 A0 · · · 0
...
. . .
. . .
...
Am−1 · · · A1 A0

= [U, JU, · · · , Jm−1U ], (2.15)
whereA0=0(Lq), Ai=i(Lq)+i−1(Lq+N)−i−1(Lq), i=1, . . . , m−1,andU=[a, Hma, · · · , H l−1m a]
with J = q(Hm) and
a =


0
1
...
m−1

 .
Corollary 2.3. Let [f ](q,m) = a for polynomials f (x) and q(x) as in Lemma 2.2. Then
[xkf ](q,m) = (Hm)ka and [qkf ](q,m) = J ka. (2.16)
If we denote by ei = [0 · · · 0 1 0 · · · 0]T the ith unit column vector with 1 at ith position and
appropriate length, then since [1](qi ,mi) = e1, it is clear from Corollary 2.3 that [xk](qi ,mi) = Hki e1 with
Hi =Hqmii , which will be used elsewhere.
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3. Displacement structures and fast inversion formulas for q-adic Vandermonde-like matrices
In this section we derive three kinds of displacement structures and fast inversion formulas for q-adic
Vandermonde-like matrix, which form the main results of our paper.
3.1. Displacement structures
In this subsection we give the displacement structure equations for q-adic Vandermonde matrix V (),
which generalize some of the results in the closed ﬁeld case.
Theorem 3.1. Let V () and S be deﬁned as in (2.10)–(2.11) and (1.5), respectively, and let H =
diag(H
q
mi
i
)si=1 be the hypercompanion matrix corresponding to the foundation polynomial (x) as in
(2.7). Then V () satisﬁes the following Sylvester-type matrix equation:
∇{H,S}(V ())=HV ()− V ()S =

H
n
1 e1
...
Hns e1

 [0 · · · 0 1], (3.1)
where Hi =Hqmii .
Proof. First observe that the following equality is trivial:
x · [1 x · · · xn−1] − [1 x · · · xn−1]S = xn [0 · · · 0 1], (3.2)
then taking qi-adic coordinate column on both sides of (3.2), it follows from (2.10) and Corollary 2.3 that
HiVi()− Vi()S =Hni e1 [0 · · · 0 1], i = 1, . . . , s.
Combining the above together, Eq. (3.1) is obtained immediately, which completes the proof. 
Theorem 3.2. Let V (), S and H be given as in Theorem 3.1 and (0) = 0. Then V () satisﬁes the
following matrix equation:
∇{H−1,ST}(V ())=H−1V ()− V ()ST =

H
−1
1 e1
...
H−1s e1

 [1 0 · · · 0]. (3.3)
Proof. The following relation is trivial:
[1 x · · · xn−1] − x · [1 x · · · xn−1]ST = [1 0 · · · 0], (3.4)
then taking qi-adic coordinate column on both sides of (3.4), it follows from (2.10) and Corollary 2.3 that
Vi()−HiVi()ST = e1 [1 0 · · · 0]. (3.5)
Since (0) = 0 by assumption, then Hi is nonsingular and Eq. (3.5) is equivalent to
H−1i Vi()− Vi()ST =H−1i e1 [1 0 · · · 0], i = 1, 2, . . . , s.
Collecting the above together, Eq. (3.3) is easily obtained, the proof is completed. 
8 Z. Yang, Y. Hu / Journal of Computational and Applied Mathematics 176 (2005) 1–14
The third displacement structure equation involves the companion matrix of a given polynomial. Let
P(x) =∑nj=0 an−j xj be any monic polynomial of degree n and LP be the companion matrix of P(x)
deﬁned as in (2.13), then we have
Theorem 3.3. Let V (), S,H and LP be deﬁned as before. Then V () satisﬁes the following Sylvester-
type matrix equation:
∇{H,LP }(V ())=HV ()− V ()LP =

P(H1)e1...
P (Hs)e1

 [0 · · · 0 1]. (3.6)
Proof. It is easily veriﬁed that the companion matrix LP satisﬁes the following equality:
x · [1 x · · · xn−1] − [1 x · · · xn−1]LP = P(x) [0 · · · 0 1]. (3.7)
Then taking qi-adic coordinate column on both sides of (3.7), from (2.10) and Corollary 2.3 it follows
that
HiVi()− Vi()LP = P(Hi)e1 [0 · · · 0 1], i = 1, 2, . . . , s.
Combining all together, Eq. (3.6) is immediately obtained, completing the proof. 
Note that Theorems 3.1–3.3 show that V () has the same displacement rank 1 with respect to three
different displacement operators ∇{H,S}(·),∇{H−1,ST}(·) and ∇{H,LP }(·), respectively. Following the no-
tion of displacement structure theory, we may choose any of these three displacement operators to deﬁne
a new class of matrices with a low ∇{F,A}(·) displacement rank (>n), which we shall call the class of
q-adic Vandermonde-like matrices.
3.2. Solution of displacement equation
In order to get the inversions of q-adic Vandermonde matrix-like, in this subsection we give three
Lemmas, which show that how any matrix can be recovered from different displacement equations. To
this end, we introduce some notations . For a given column vector a of length n over F, let a be partitioned
into s subcolumns in accordance with (x) = si=1 qi(x)mi , i.e., a = col(ai)si=1 with ai having length
mili(i = 1, . . . , s). Hereafter, let
L(a)= diag[L(ai)]si=1, (3.8)
denote a block diagonal matrix, where
L(ai)= [Ui, JiUi, . . . , Jmi−1i Ui],
with Ui = [ai,Hiai, . . . , H li−1i ai] and Hi = Hqmii , Ji = qi(Hi). If let ai be further partitioned into mi
subcolumns, of which every one has length li and construct a polynomial, say fi with ai as its qi-adic
coordinate column, then L(ai) = fi(Hi) is a polynomial in Hi and is of block Toeplitz according to
Lemma 2.2.
Z. Yang, Y. Hu / Journal of Computational and Applied Mathematics 176 (2005) 1–14 9
Lemma 3.4. For two given matrices of the form
G= row(g(k))k=1 with g(k) = col[g(k)i ]si=1 g(k)i ∈ Fmili×1,
and
B = col(bk)k=1 with bk = row(bkj )nj=1 ∈ F1×n,
let H = diag(H
q
mi
i
)si=1,(0) = 0, i.e., (x) and xn be coprime, then the unique solution of the equation
∇{H,S}(R)=HR − RS =GB (3.9)
is given by
R =
∑
k=1
L(c(k))V ()


bkn 0 · · · 0
bk,n−1 bkn
. . .
...
...
. . .
. . . 0
bk1 · · · bk,n−1 bkn

 , (3.10)
where L(c(k)) is deﬁned as in (3.8) and
Hnrow[c(k)]k=1 =G or Hnc(k) = g(k). (3.11)
Proof. The uniqueness of the solution of Eq. (3.9) is obvious since the characteristic polynomials of H
and S are coprime by assumption, see [11]. It is sufﬁcient to prove that the R given by (3.10) satisﬁes
Eq. (3.9). Substituting R in (3.10) into (3.9), since L(c(k)) and H, and lower triangular Toeplitz matrices
commute, then using (3.1), we have
∇{H,S}(R)=
∑
k=1L(c
(k))[HV ()− V ()S]


bkn 0 · · · 0
bk,n−1 bkn
. . .
...
...
. . .
. . . 0
bk1 · · · bk,n−1 bkn


=
∑
k=1L(c
(k))


Hn1 e1
Hn2 e1
...
Hns e1

 [0 · · · 0 1]


bkn 0 · · · 0
bk,n−1 bkn
. . .
...
...
. . .
. . . 0
bk1 · · · bk,n−1 bkn

 .
Furthermore, we have
L(c
(k)
i )H
n
i e1=L(H−ni g(k)i )Hni e1=Hni L(H−ni g(k)i )e1=L(Hni ·H−ni g(k)i )e1=L(g(k)i )e1=g(k)i , therefore
∇{H,S}(R)=
∑
k=1
col(g(k)i )
s
i=1 [bk1 · · · bk,n−1 bkn] =
∑
k=1
g(k)bk =GB,
which completes the proof. 
Lemma 3.5. LetG, B be given as in Lemma 3.4 and (0) = 0, then the unique solution of the equation
∇{H−1,ST}(R)=H−1R − RST =GB (3.12)
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is given by
R =
∑
k=1
L(c(k))V ()


bk1 bk2 · · · bkn
0 bk1
. . .
...
...
. . . bk2
0 · · · 0 bk1

 , (3.13)
where
HG= row[c(k)]k=1 or c(k) =Hg(k). (3.14)
Proof. The uniqueness is obvious, it sufﬁces to check that the R given by (3.13) is the solution of Eq.
(3.12). Substituting R in (3.13) into (3.12), since L(c(k)) andH−1, and upper triangular Toeplitz matrices
commute, then using (3,3), yields
∇{H−1,ST}(R)=
∑
k=1L(c
(k))[H−1V ()− V ()ST]


bk1 bk2 · · · bkn
0 bk1
. . .
...
...
. . . bk2
0 · · · 0 bk1


=
∑
k=1
L(c(k))


H−11 e1
H−12 e1
...
H−1s e1

 [1 0 · · · 0]


bk1 bk2 · · · bkn
0 bk1
. . .
...
...
. . . bk2
0 · · · 0 bk1

 .
Moreover, we have L(c(k)i )H
−1
i e1 = L(Hig(k)i )H−1i e1 = H−1i L(Hig(k)i )e1 = L(H−1i · Hig(k)i )e1 =
L(g
(k)
i )e1 = g(k)i , therefore
∇{H−1,ST}(R)=
∑
k=1
col(g(k)i )
s
i=1 [bk1 bk2 · · · bkn] =
∑
k=1
g(k)bk =GB.
This completes the proof. 
To obtain the solution of the third kind of displacement equation, we need the following result about
companion matrix.
Proposition 3.6. Let P(x)=∑nj=0 an−j xj be any monic polynomial of degree n, A0(x)= 1, Aj (x)=
xAj−1(x) + aj be its associated polynomials, and LP is the companion matrix of P(x) deﬁned as in
(2.13), then
eTnAj (LP )= eTn−j , j = 0, 1, . . . , n− 1. (3.15)
i.e., the last row of Aj(LP ) is equal to eTn−j .
Proof. We prove the assertion by induction on j. The Proposition clearly holds for j = 0. Now assume
that eTnAj−1(LP )=eTn−j+1, then we have that eTnAj (LP )=eTnLPAj−1(LP )+aj eTn =eTnAj−1(LP )LP +
aj e
T
n = eTn−j+1LP + aj eTn = eTn−j − aj eTn + aj eTn = eTn−j , completing the induction. 
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Lemma 3.7. Let G, B be given as in Lemma 3.4 and (x), P (x) be coprime, then the unique solution
of the equation
∇{H,LP }(R)=HR − RLP =GB, (3.16)
is given by
R =
∑
k=1
L(c(k))V ()

 n∑
j=1
bk,n+1−jAj−1(LP )

 , (3.17)
where
P(H)[row(c(k))k=1] =G, or P (H)c(k) = g(k). (3.18)
Proof. It is sufﬁcient to check that the R given by (3.17) is the solution of Eq. (3.16) since the uniqueness
is an obvious fact by assumption. Substituting the R in (3.17) into (3.16), again since L(c(k)) and H
commute, then using (3.6) and by Proposition 3.6, we have
∇{H,LP }(R)=
∑
k=1
L(c(k))[HV ()− V ()LP ]

 n∑
j=1
bk,n+1−jAj−1(LP )


=
∑
k=1
L(c(k))

P(H1)e1...
P (Hs)e1

 [0 · · · 0 1]

 n∑
j=1
bk,n+1−jAj−1(LP )


=
∑
k=1
L(c(k))

P(H1)e1...
P (Hs)e1



 n∑
j=1
bk,n+1−j eTn+1−j


=
∑
k=1
L(c(k))

P(H1)e1...
P (Hs)e1

 [bk1 bk2 · · · bkn].
Furthermore,wehaveL(c(k)i )P (Hi)e1=L[P(Hi)−1g(k)i ]·P(Hi)e1=P(Hi)L[P(Hi)−1g(k)i ]e1=L[P(Hi)·
P(Hi)
−1g(k)i ]e1 = L(g(k)i )e1 = g(k)i , therefore, we get
∇{H,LP }(R)=
∑
k=1
col(g(k)i )
s
i=1 [bk1 bk2 · · · bkn] =GB,
which completes the proof. 
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3.3. Inversion formulas
To obtain inversion formulas for q-adic Vandrmonde-like matrix, we introduce a Hankel matrix q for
a monic polynomial q(x)= q0 + q1x + · · · + qk−1xk−1 + xk by
q =


q1 q2 · · · 1
q2 · · · 1 0
...
...
1 0 · · · 0

 . (3.19)
It is easily veriﬁed that Lqq =qLTq and qLq =LTqq . Also, if we deﬁne = diag[mi (qi)]si=1, where
mi (qi)= I˜mi ⊗ qi and I˜mi is mi ×mi antiidentity matrix deﬁned in the same manner as in (1.5), then
we have H= HT.
Theorem 3.8. IfR is a q-adicVandermonde-like matrix and is speciﬁed by its∇{H,S}(·)-generator {G,B}
on the right-hand side of
∇{H,S}(R)=HR − RS =GB, (3.20)
then
R−1 =
∑
k=1


0 · · · 0 dk1
... · · · dk1 dk2
0
...
dk1 dk2 · · · dkn

V ()TL(c(k))T · −1, (3.21)
where column vectors c(k) and row vectors dk = [dk1 dk2 · · · dkn] are determined from two
linear systems
RT[−1Hnrow(c(k))k=1] = BT and R[row(dTk )k=1] =G. (3.22)
Proof. Multiplying Eq. (3.20) by I˜R−1 from the left and byR−1 from the right, and then taking transpose,
and using the facts ST = I˜ SI˜ and H= HT, yields
HT(R−TI˜ )− R−TSTI˜ = (R−TBT)(GTR−TI˜ )
or equivalently
H(R−TI˜ )− (R−TI˜ )S = (R−TBT)(GTR−TI˜ ). (3.23)
Eq. (3.23) implies that R−TI˜ has the same type of displacement structure as Rwith different generators.
Now by writing (3.10) for the matrix R−TI˜ in (3.23), one obtains (3.21) easily. This completes the
proof. 
Theorem 3.9. Let q-adic Vandermonde-like matrix R be speciﬁed by its ∇{H−1,ST}(·)-generator {G,B}
on the right-hand side of
∇{H−1,ST}(R)=H−1R − RST =GB, (3.24)
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then
R−1 =
∑
k=1


dk1 dk2 · · · dkn
dk2 · · · dkn 0
...
...
dkn 0 · · · 0

V ()TL(c(k))T · −1, (3.25)
where c(k) and dk are determined from two linear equations
RT[−1H−1row(c(k))k=1)] = BT and R[row(dTk )k=1] =G. (3.26)
Proof. Multiplying Eq. (3.24) by I˜R−1 from the left and byR−1 from the right, and then taking transpose,
and using the facts ST = I˜ SI˜ and H= HT, we obtain
H−T(R−TI˜ )− R−TSI˜ = (R−TBT)(GTR−TI˜ ),
this is equivalent to
H−1(R−TI˜ )− (R−TI˜ )ST = (R−TBT)(GTR−TI˜ ). (3.27)
Eq. (3.27) means that R−TI˜ satisﬁes the same type of displacement equation as R with different gen-
erators. Now Lemma 3.5 being applied to Eq. (3.27), yields immediately the required inversion formula
(3.25), which completes the proof. 
Theorem 3.10. Let R be speciﬁed by its ∇{H,Lp}(·)-generator {G,B} on the right-hand side of
∇{H,LP }(R)=HR − RLP =GB, (3.28)
then
R−1 = −1P ·
∑
k=1

 n∑
j=1
dk,n+1−jAj−1(LTP )

V ()TL(c(k))T · −1, (3.29)
where vectors c(k) and dk are determined from two linear systems
RT[−1P(H)row(c(k))k=1] = BT and R(−1P row(dTk )k=1)=G. (3.30)
Proof. Multiplying Eq. (3.28) by PR−1 from the left and by R−1 from the right, and then taking
transpose, and using the facts PLP = LTPP and H= HT, yields
HT(R−TP )− R−TLTPP = (R−TBT)(GTR−TP ),
or equivalently,
H(R−TP )− (R−TP )LP = (R−TBT)(GTR−TP ). (3.31)
Eq. (3.31) shows thatR−TP has the same type of displacement structure as Rwith different generators.
Now by writing (3.17) for matrix R−TP in (3.31), we obtain formula (3.29) immediately. The proof
is completed. 
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Inversion formulas (3.21), (3.25) and (3.29) show that the inversions of q-adicVandermonde-likematrix
R can be expressed by the solutions of 2 linear systems of equations with the same coefﬁcient matrix
R or RT and different right hand vectors, see (3.22), (3.26) and (3.30). When >n or independent of n,
these inversion formulas are fast. For example, when = 1, the inversion of q-adic Vandermonde matrix
V () deﬁned in (2.11) may be expressed only by the solutions of 2 linear systems of equations with V ()
or V ()T as coefﬁcient matrix, which is fast compared with solving n linear equations for inverting a
general n× n nonsingular matrix without any special structure .
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