Abstract This work proposes an approach to automatically adjust the curve number (CN) to account for changes in vegetation density. Precipitation-runoff pairs from the MOdel Parameter Estimation EXperiment (MOPEX) dataset were used to estimate monthly simulated CNs (CN sim ). Remotely sensed greenness fraction (GF) was used as a proxy for vegetation density. A relationship was established between CN sim and GF values, and an adjustment factor was introduced. The coefficients of determination (R 2 ) between the simulated and observed runoff when using the unadjusted and adjusted CNs were 0.63 and 0.80, respectively. Likewise, Nash-Sutcliffe coefficients of -0.17 and 0.67, and root mean square error (RMSE) of 5.22 and 2.75 were also obtained for the unadjusted and adjusted CNs, respectively. The results demonstrate how the adjustments compensate for the runoff overestimation when the standard CN (CN std ) is used, and also imply that the adjustment is crucial for improved hydrological modelling, particularly, for flood and flash flood monitoring and forecasting.
INTRODUCTION
The Soil Conservation Service curve number (SCS-CN), currently referred to as the Natural Resources Conservation Service curve number (NRCS-CN) or simply curve number (CN), has been widely used in the United States and around the world to model rainfallrunoff processes. It is a simplistic and empirically developed hydrological model that estimates direct surface runoff depth from a given rainfall event. The CN methodology has been included in several hydrological models, such as: HEC-1 and HEC-HMS, both developed by the US Army Corps of Engineers; CREAMS (Knisel 1980) ; SPUR (Wight et al. 1987) ; AGNPS (Young et al. 1989) ; GLEAMS (Leonard et al. 1987) ; and others (Smith 1997 , Lim et al. 2006 ).
The CN is usually determined from look-up tables using two inputs, namely soil types and land use/land cover (LULC). The latter, although dynamic, it is usually assumed to be a static input. Moreover, the hydrological processes are affected by several other surface parameters, which are also dynamic and exhibit temporal and spatial variability such as vegetation growth, soil moisture condition, land surface temperature (LST), and soil type/infiltration. Accounting for these additional parameters should improve the performance of hydrological models. Recently, studies by Jacobs et al. (2003) , , , Michel et al. (2005) , Mishra and Singh (2006) , Sahu et al. (2007) and Beck et al. (2009) have proposed to account for soil moisture variability to improve the accuracy of CN-based models. They demonstrated that introducing soil moisture values in the model, through the adjustment of CN or the initial abstraction, improves the accuracy of the estimated runoff. A similar approach was adopted by the water supply division of the New York Department of Environmental Protection (Schneiderman et al. 2007 ) to account for the soil moisture spatial distribution with a particular focus on saturated zones.
On the other hand, several studies have already demonstrated the impact of vegetation on hydrological processes (Ishidaira et al. 2008 , Perry and Niemann 2008 , Temimi et al. 2010 . The change in vegetation cover throughout the seasons suggests that its effect on the rainfall-runoff transformation should be varying in time as well. Therefore, it is critical to account for the impact of vegetation cover on hydrological processes to improve the performance of the NRCS-CN method. Hawkins (1981) stated that the methodology allows for considering different LULC conditions and vegetation classes when determining the CN values from the look-up tables. On the other hand, Ponce and Hawkins (1996) reported a lack of accuracy of the method over a number of vegetation types, which may suggest the necessity of adjusting the CN to account for the changing canopy over time.
There were other attempts in the literature to address the impact of the vegetation on the CN model. Auerswald et al. (1996) developed a table of curve numbers based on vegetation cover of eight sites using artificial rain for German cropping conditions in autumn and spring seasons. Hawkins and Ward (1998) examined the behaviour of CN and vegetation cover for several bush and grassland sites in New Mexico (USA). Reitz (1999) , Mishra et al. (2003) , and Descheemaeker et al. (2006 Descheemaeker et al. ( , 2008 investigated the impact of vegetation on the CN over different land-cover types and established linear relationships between CN and vegetation density. Elhakeem and Papanicolaou (2009) estimated a range of the CN values in agricultural fields by means of runoff simulators and proposed a modification to the original CN equations for autumn and summer seasons. Wehmeyer and Weirich (2010) demonstrated how changes in land cover over time of four different watersheds in the USA augmented the CN by nearly 20%. Although the impact of vegetation on the values of CN was clearly confirmed as it was stated in the aforementioned studies, it is still necessary to implement an approach to systematically account for the vegetation impact and adjust the CN values to enhance the modelling performances.
The goal of this study is to investigate the seasonal variation of the CN, assess the role that vegetation growth plays in this variation, and propose a new method to adjust the CN to enhance runoff simulations. Ultimately, an adaptive CN is proposed to account for changes in surface conditions to improve the runoff estimated by means of the NRCS-CN method. A large sample of precipitation-runoff (P-Q) observations from nine watersheds with different surface conditions and vegetation density was selected to develop and test the proposed methodology.
NRCS-CN BACKGROUND
The CN is a dimensionless index developed by the US Department of Agriculture, Natural Resources Conservation Service (USDA-NRCS) to represent the potential for stormwater runoff within a drainage basin, given by:
with P > Q > 0 and P ≥ λS, otherwise Q = 0 (Schneider and McCuen 2005) , where Q is the direct runoff (mm or in.), P is the rainfall (mm or in), I a is the initial abstraction (mm or in.), λ is the initial abstraction coefficient, and S is the potential maximum retention (mm or in.). The CN is estimated by means of a series of look-up tables which can be found in the National Engineering Handbook, Section 4 (NEH-4) (USDA-SCS 1985) . These tables were both developed using a λ = 0.2 based on land use/treatment, surface conditions, hydrological soil type classified from A to D, with infiltration capacity decreasing from A to D. The CN serves to estimate S (equation (3)) which, along with P, is substituted into equation (1) to estimate Q:
Hawkins (1973) developed an alternative way to estimate what he called observed CNs (also referred to as asymptotic CN) from gauged values of P and Q from any time series. Both P and Q are sorted in descending order (frequency-matching method). A general expression for S (equation (4)) in terms of P, Q and λ is derived by plugging equation (2) into (1) (Chen 1982 , Ponce and Hawkins 1996 , Mishra and Singh 1999 , Schneider and McCuen 2005 , Beck et al. 2009 ), and CN is later computed via equation (3).
The observed CN for each P-Q pair is then scatterplotted as a function of the corresponding rainfall. The resulting CN-P plots show three different behaviours or patterns, namely, standard, complacent and violent (Hawkins 1993) . The standard behaviour is characterized by a CN decrease as P increases until it reaches a steady value which is assumed to be the CN of the watershed; this behaviour is the most typical and it will be later used as one of the criteria for watershed selection. In the complacent pattern, the CN also decreases steadily when P increases; however, it never becomes constant. A CN value cannot be determined in watersheds showing this response, and the equation Q = CP seems to be a better fit for the runoff estimation. Finally, in the violent behaviour, a constant CN value is seen as P increases.
The initial abstraction, which is the amount of effective rainfall before the runoff begins, was assumed to be constant (I a = 0.2S) for all watersheds in the original version of the CN methodology. Different studies have demonstrated that the initial abstraction is not constant as it varies from storm to storm as well as from watershed to watershed (Woodward et al. 2003 , Jain et al. 2006a , 2006b . It is influenced by the initial soil water content, geological and climatic conditions, and land use. All these variables are inherent and particular to every watershed and/or region (Ponce and Hawkins 1996, Baltas et al. 2007) . Limited information about the specifics in determining the ratio of I a to S has raised doubts about its applicability to all watersheds. Moreover, larger data sets have contributed to the detailed scrutiny and re-evaluation of this constant (Hawkins et al. 2009 , Singh et al. 2010 . The nonconstant nature of the initial abstraction has been mentioned in different studies (Ponce and Hawkins 1996 , Sharma et al. 2001 , Woodward et al. 2003 , Schneider and McCuen 2005 , Lim et al. 2006 , Mishra and Singh 2006 , Geetha et al. 2007 , Sahu et al. 2007 where this percentage has been subject to several reviews. Woodward et al. (2003) also obtained a better fit in 252 of the 307 watersheds analysed and proved more convenient especially at low values of P/S or Q/P (P/S < 0.46 or Q/P < 0.14) where a bias towards high CN values has been observed. In a later study, Jacobs and Srinivasan (2005) obtained higher correlation coefficients with λ = 0.05 and 0.1 than with 0.2. Lim et al. (2006) computed Q utilizing a λ = 0.05 in urbanized areas with hydrological soil group (HSG) D and also obtained better agreement than those with λ = 0.2 when compared with the observed ones. Beck et al. (2009) computed observed S in 186 Australian watersheds by means of P-Q pairs with the proposed λ = 0.05. In general, the 20% I a /S ratio has been found high, although, irrespective of its value, the relationship between the two parameters-I a and Spermits the reduction of the parameters to one (Ponce and Hawkins 1996) . In this study, sensitivity tests have shown that a value of λ = 0.05 produced better results in the estimation of simulated runoff than the standard 0.2.
DATA AND STUDY DOMAIN
In this study, nine small to mid-size watersheds ranging from 80.4 to 1104.2 km 2 were selected to develop and test the relationship to account for the vegetation growth in the CN-based model. Although the CN method was originally developed for small ungauged agricultural watersheds, the sample was not limited to small watersheds to test the applicability of our approach over different watershed sizes, similar to Crow et al. (2005) . Besides limiting their areal extent, the watersheds were selected according to the following criteria: (a) location below 40°N latitude to minimize snow effect and to avoid the bias introduced by the rapid vegetation growth cycle in higher latitudes; (b) no predominant presence of forests, urban and built-up areas, snow and ice, and water bodies within the studied watershed; and (c) the watershed should exhibit a standard behaviour.
The data used in this study include non-continuous gauged precipitation and streamflow. Daily observations of precipitation and streamflow were collected from 1948 to 2003. The streamflow and precipitation observations in the MOdel Parameter Estimation EXperiment (MOPEX) datasets were quality-controlled to assure: (a) a minimum of 10 years of data; (b) raingauge density according to the basin size; and (c) and that the streams had no anthropogenic intervention (Duan et al. 2006, Crow and Ryu 2009) . Also, greenness fraction (GF), dominant soil texture class (0-100 cm fractional distribution of USDA 16 soil texture class), and International Geosphere-Biosphere Programme (IGBP) vegetation classification for the selected watersheds were obtained from the MOPEX datasets. These parameters are well described in (Miller and White 1998 , Schaake et al. 2001 , Duan et al. 2006 . The greenness fraction (GF) is the vegetation seasonal trend of a given watershed, expressed as the green vegetation fraction and is extracted from the MOPEX database. The GF is calculated by means of the remotely sensed vegetation index known as the normalized difference vegetation index (NDVI), which, in turn, is determined using reflectance values (R) for channels 1 and 2 from the Advanced Very High Resolution Radiometer (AVHRR): NDVI = (R 2 -R 1 )/(R 2 + R 1 ). In the expression for GF (equation (5)), NDVI bs and NDVI dv indicate, respectively, the bare soil and dense vegetated NDVI (Gutman and Ignatov 1998) .
The monthly GF data used herein range from 0 (no vegetation) to 100 (maximum vegetation density) and serve to determine the seasonal variation of the vegetation density for different vegetation types (Table 1) . Plant growth cyclic patterns are expected to affect the CN values throughout the year. The analysis of the GF values showed that the annual minimum value in the central and eastern portion of the USA (between longitudes 70°W and 100°W approximately), where the studied watersheds are located, ranges between 10% (at really high latitudes) and 50% (lower latitudes). Lower GF values tend to occur from December to February; maximum values of about 90-100% occur during May-August. The mountainous portion reaches a maximum of only 40% around August and September.
METHODOLOGY
The proposed methodology consists first of removing the baseflow by means of the Web GIS Based Hydrograph Analysis Tool (WHAT) (Lim et al. 2005 ) and then excluding all P and Q less than 1 mm in order to reduce the bias towards high CN introduced whenever low values of both rainfall and runoff are used in the calculation. Second, estimation of monthly observed CN by averaging the daily runoff and precipitation values for each month over the nine watersheds is carried out using the P-Q pairs, which were grouped per month. Then, the monthly time series of CN and GF are compared for: (a) establishing a relationship between these Two-thirds of the dataset was selected for calibration purposes and the remaining third was used for validation. Table 2 shows the maximum and minimum values as well as the P and Q count for each watershed. The performance of the model is then analysed to assess the impact of accounting for the vegetation factor. Figure 1 illustrates the flowchart of the proposed methodology. To determine the variation of the CN over time, the frequency matching method was used. It is also known as the rankorder or asymptotic method, as described in Section 2, where the time series of P-Q pairs are sorted in descending order and then used to compute CN via equations (4) and (3). Typically, the CN of watersheds with standard behaviour, like those included in this study, is the asymptotic value resulting from the nonlinear least square fitting made to equation (5a); where P is precipitation, and CN inf (asymptotic CN) and k are the fitting constants (Hawkins 1993 (Hawkins , 2009 . Figure 2 shows an example of a typical standard behaviour of two watersheds among those selected in this study. It is clear according to Fig. 2 that the relationship between CN and P tends towards an asymptotic value which corresponds to the value of the watershed's representative CN.
This concept was applied on a monthly basis. So, for each month of the year, P-Q observations were sorted from largest to smallest and a monthly asymptotic CN (CN sim ) was determined. The fittingoptimization process was carried out by setting up initial values of 30 and 0.004 for CN inf and k, respectively, as the first guess in equation (6a):
Values of S were estimated through an iterative process from the monthly asymptotic CNs so that they minimized the discrepancy between observed and simulated runoff, given by the function F in equation All vegetation types were assumed to be in fair hydrological condition. Soils of type B and D were predominant in the sample. 
The CN sim -GF relationship
The monthly CN sim values were first grouped in one of the established 10-unit-increment intervals depending on their corresponding percentage of GF (from 10-20% to 90-100%), then averaged, since the mean is the best estimate when several CNs are present (Ponce and Hawkins 1996, Schneider and McCuen 2005) , and finally scatter-plotted against the GF's 10-unit increments. The established relationship between CN sim and GF across the sample of the selected watersheds is shown in Table 6 and Fig. 3 . The figure shows a noticeable decline, from 80 to 65, of the average CN sim values as the GF increases. A logarithmic relationship between CN sim and GF was established (equation (7)) as it corresponds to highest R 2 (=0.70). Other relationships were also established through linear and exponential regressions (Descheemaeker et al. 2006 (Descheemaeker et al. , 2008 :
The aforementioned findings shown in Fig. 3 indicate the existing relationship between CN sim and vegetation growth and corroborate the necessity of adjustments to the CN to account for what the original methodology lacks, which is the seasonal change of the vegetation density.
The vegetation adjustment factor (VAF)
The sensitivity of the CN sim with respect to the monthly changes of the vegetation density that were found in Section 4.2 demonstrates the dynamic nature of the index. We propose a technique to adjust the CN std derived from the look-up tables in order to account for the vegetation factor. There is no systematic approach to adjust the CN std based on surface conditions, especially on vegetation density change over time. We introduce a vegetation adjustment factor (VAF) to systematically account for the impact of GF on the CN values for a specific month. We assume that the CN std corresponds to the average vegetation density and propose to adjust its values based on the GF of a given month (m). The proposed VAF is written as:
where CN sim(m) and CN std are curve number values determined using equations (6a) and (6b), and from look-up tables, respectively; GF (m) is the greenness fraction in the watersheds for a given month (m); and GF is the average greenness fraction value over 12 months for each watershed. Therefore, the VAF captures the variable behaviour of the CN over time as a result of vegetation growth. It quantifies the discrepancy introduced in the CN std if the vegetation effect is accounted for by increasing or decreasing the CN std on a monthly basis for each watershed. The VAF values are determined offline using pairs of precipitation and runoff for each watershed. As the GF values change every month, VAF values are also determined on a monthly basis. Then, to verify the reliability of the proposed adjustment, another set of precipitation observations, different from the one used to determined VAF, is used to compute simulated runoff which is then compared to observed values. Precisely, the remaining one third of the time series of observed P-Q pairs and GF were used for validation. A new adjusted CN is obtained when solving equation (8) for CN sim(m) once a CN std is determined from the look-up tables as per TR-55 guidelines and for known values of GF and VAF (an example estimation is given in the 'Results' section). So, two different runoff estimates were calculated via equations (3) and (1); one by means of the unadjusted standard curve number (CN std ), and the other using the vegetation adjusted monthly curve number by solving equation (8) for CN sim(m) with the determined Fig. 3 Logarithmic relationship between GF and averaged CN sim of the watersheds. CN values are grouped-and then averaged-within one of nine 10%-increment intervals (from 10-20% to 90-100%). See Table 5 for further characterization.
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VAF values. Ultimately, the proposed VAF can be determined for a larger sample of watersheds across the United States and be considered as an additional entry to the look-up tables that are currently in use.
RESULTS AND DISCUSSION
The first simulations have led to the determination of the VAF across the sample of selected watersheds. The obtained VAF values in Table 7 show how the required adjustment to the standard CN varies both monthly and locally. During the months of April and October, the adjustment factor showed more variability and larger values consistently in all watersheds with standard deviations of 3.38 and 7.49, respectively. In October, the CN variation was typically more noticeable in most of the watersheds, and its magnitude varied from watershed to watershed. Watershed gauge 07147070 had a standard deviation of 5.06 which might imply larger changes in monthly CN values across the entire year; however, a closer look at the GF plot revealed a sudden unexpected drop of the vegetation density during the month of June that explains the high VAF (-9.46) necessary to adjust the CN. Across the sample, the end of the spring season and the beginning of the fall are mostly characterized for having monthly values of CN below the CN std ; whereas the opposite is typically the case for the winter and part of the fall (autumn).
In general, the sign and magnitude of the VAF is controlled by the difference between GF (m) and GF. Figure 4 depicts the relationship between these two parameters for the selected watersheds. Separate plots of VAF versus GF difference for each watershed unveiled how the percentage of the total area of the watershed covered by a specific vegetation type also influenced the adjustment factor value. In the seven watersheds where shrublands were dominant, a larger VAF was seen when the percentage of area covered by this vegetation type increased and the GF difference neared zero. This behaviour was not observed in the other two watersheds where savannah and permanent wetlands were present. Watershed 07147070 (65% of savannah) had a higher VAF than Watershed 07163000 (96% of savannah) as the GF difference approached zero.
Additionally, via equation (8), CN sim(m) was estimated (Table 8) for each watershed using VAF (m) and GF (m) values (Tables 1 and 7 , respectively) and then scatter-plotted against VAF (m) to assess the relationship between the two variables (Fig. 5) . Plots of watersheds 020305000, 03161000, 03473000, 03504000, 07147070 and 07163000 showed a CN sim(m) approaching an almost constant value as VAF (m) moved away from zero, whereas that behaviour was not observed in the remaining three watersheds in spite of also having different values of CN sim(m) within the data. The grey boxes in Table 8 indicate those values above the CN std . In Watershed 02138500, the adjusted CNs were greater than the CN std in eight months of the year, while in watersheds 03473000 and 0716300 the CN std was exceeded once. In general, the adjusted CNs values showed both the CN's dynamic nature and that the CN std in the existing look-up tables may often be high for runoff estimation, which in part explains the typical runoff overestimation when the original methodology is used.
Both the large range of CN sim(m) found between the maximum and minimum CNs and the variation of their values even within the same months across the selected watersheds demonstrate that other variables (i.e. initial soil moisture) are responsible for such non-homogeneous data set.
Runoff estimates using the adjusted and unadjusted CN were compared to the observed ones in Fig. 6 . A P-Q pair from December (denoted by the subscript 12) was randomly selected from USGS gauge 02030500 as an example for computing the two runoff estimates. The initial inputs were: P = 55.17 mm; Q = 11.65 mm; λ = 0.05; GF (12) = 37.54% (Table 1) ; GF = 62.96% (Table 1) ; VAF (12) = 0.48 (Table 7) ; and CN std = 80 (Table 5 ). The outcome was: CN sim(12) = 67.80 (equation (8)); S sim(12) = 120.63 and S std = 63.50 (equation (3)); Q adj = 14.22 mm and Q std = 21.12 mm (equation (1)). The use of standard CN values tended to cause an overestimation of the runoff.
Better agreement between the simulated and observed runoff was noticed when adjusted CN was used. The R 2 (equation (9)) and the RMSE (equation (10)) were computed to assess the goodness-of-fit and model performance of both the standard CN model and the proposed approach. In both equations, Q obs is the gauged value from the MOPEX dataset and Q sim is the simulated runoff estimated by first using the CN std and then the vegetation-adjusted CN sim . The R 2 indicates how close the data are to the best fit curve in terms of percentage, whereas the RMSE measures the model performance, a lower value indicating better performance.
Respective values of R 2 = 0.63 and 0.80 and RMSE = 5.22 and 2.75, were obtained for Q std and Q adj .
Also, the NSC (equation (11)) was estimated to determine the ability of the two approaches to predict the runoff (Sahu et al. 2010) :
The NSC ranges between -∞ and 1. Values equal to 1 are an indication of perfect agreement between observed and simulated runoff; a zero value means that the simulated runoff is as accurate as the mean of the observed one; and, values between -∞ and less than zero denote that the arithmetic mean of the observed runoff works better as the model predictor. The NSC for the Q obs -Q adj was 0.67; whereas the Q obs -Q std showed a value of -0.17. These results indicate that the vegetation adjustment compensates, in part, for the typical overestimation of the CN model (Schneider and McCuen 2005) ; and it also captures the temporal variability of the index.
It is important to point out several factors that could have introduced errors, either by defect or by excess, when estimating runoff using the two different approaches:
(a) the initial soil moisture prior to the precipitation events was not taken into consideration; thus, no correction for dry and wet conditions was carried out and only normal conditions known as antecedent moisture condition II-also referred to as antecedent runoff condition II in Ponce and Hawkins (1996) , Hawkins et al. (2009) -were assumed for all estimated CNs in this study. This might have affected the final outcome as, usually, the amount of runoff formed partially depends on the soil water content prior to the rainfall event; (b) inclusion of some non-significant precipitation events despite the initial filtration/elimination process-which leads to biased high CN values -could have negatively affected the derived equations; and (c) the intrinsic limitation(s) of the methodology to thoroughly capture all other variables involved in the runoff formation process and, as a consequence, it did not properly simulate the observed runoff for some of the rainfall events used (Woodward et al. 2003) .
Time series of the monthly CN sim and GF were both plotted in order to analyse their seasonal Fig. 6 Comparison between Q obs and Q simulated (both Q adj and Q std ). Performance of the CN model was assessed through runoff estimation using CN std and CN std adj . Better agreement is seen when the CN std adj is used. Q std adj and Q std gave respective values of R 2 = 0.80 and 0.63, and Nash-Sutcliffe coefficient (NSC) = 0.67 and -0.17.
behaviour. Most of the CN versus GF time plots, except that for Watershed 07147070, showed an increment in the vegetation density in early spring, which reaches its maximum during the beginning of the summer (Fig. 7) . Conversely, it starts to decrease at the end of summer, which continues during autumn and winter, with January and February showing the minimum values. This is in line with the findings of Van Mullem et al. (2002) and Descheemaeker et al. (2006) , where the vegetation density showed the same fluctuating behaviour throughout the year when they used ground-based observations. In the same vein, a fluctuation in the CN values was also observed throughout the year that seems to be out-of-phase with respect to the vegetation growth cycle, especially during the summer, where the index dropped well into the autumn in all watersheds but one (02030500), in which the decrease occurred in late August. In general and despite the aforementioned similarities in the summer, it was also noticed that the CN did not always follow a typical pattern of fluctuation as one may intuitively expect (high GF implies low CN and low GF supposes high CN). This indicates that other factors are affecting such CN variation, for instance, soil moisture.
The lag time between CN and GF, which determines the occurrence of one parameter in the presence of the other, was calculated by determination of the time period between their maximum values. Negative values of lag time indicate that the Greenness Fraction reaches its maximum before the curve number. Different values of lag times, mostly positive, were observed between the two variables over the studied watersheds. (Table 6 ).Watersheds where shrublands were the dominant vegetation type (covering ≥90% of the watershed area) showed a lag-time range of between 2 and 4 months, with an average of 3 months; this occurred between the months of March and June.
Further analysis of the shrubland-dominated watersheds showed that the additional presence of forested areas (3-7%) favoured lag times of 3 and 4 months, while the existence of a combination of forest (8-10%), urban/built-up area (2-5%), snow were present did not show a consistent trend. The additional presence of forests within these watersheds seemed to favour positive or less negative values; deeper investigation is necessary. The above-mentioned different pattern of vegetation growth in Watershed 07147070 is characterized by a maximum GF value in May which decreased during the months of June and July and increased again in August to almost the same maximum value reached in May. This influenced the behaviour of the CN, which, in turn, explains the lag time value of -7. Watershed area showed no influence on the CN-GF relationship and lag time. Notwithstanding, predominance of a vegetation type, its extent on the watershed area, and its geographical location, which are some of the factors that typically influence the vegetation growth cycle, did influence both the duration and variation of both the CN-GF lag time and the vegetation growth cycle. Also, it was noticed that watersheds with the same vegetation type showed similar lag times. However, the VAFs among them were different, which reaffirms the need for local adjustments. This was also mentioned by Jacobs and Srinivasan (2005) , who indicated that the model needed to be adapted to regional agroclimatic conditions.
CONCLUSIONS
Since its conception, the CN has worked as a constant input, a snapshot of the vegetation density assumed to be the same over time when in reality it is dynamic as it changes seasonally. The GF-a derived surrogate for the vegetation density and its variation-showed its potential for adjusting the standard CN. A vegetation correction factor was proposed based on a quantifiable correlation between the variation of the vegetation density and that of the CN that reflects the actual dynamic behaviour of the index. Runoff values estimated by means of the vegetation-adjusted CNs showed better agreement with the observed ones than those obtained using the standard CNs from the look-up tables without further adjustment.
FUTURE WORK
Despite the fact that the found CN-GF relationship demonstrated the varying nature of the CN, the index showed a behaviour that indicates that there still are other parameters (i.e. initial soil moisture) that influence it. Thus, as part of a future work, we will address the role of soil moisture as a new and complementary variable into the analysis for runoff estimation in order to develop a CN that includes adjustments for both soil moisture and vegetation density already proposed herein.
Also, given the findings of this study, we consider it relevant to evaluate: (a) the application of the proposed approach to other vegetation types; and (b) the integration of a soil-moisture and vegetationadjusted CN in the context of the spatially variable flash flood guidance Gridded Flash Flood Guidance (GFFG) developed by the Arkansas-Red Basin River Forecast Center (ABRFC) of the National Weather Service (NOAA-NWS) (Schmidt et al. 2007 ).
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