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2-LOCAL AUTOMORPHISMS ON AW ∗-ALGEBRAS
SHAVKAT AYUPOV, KARIMBERGEN KUDAYBERGENOV, AND TURABAY KALANDAROV
With the deep respect, we dedicate the article to the 65-th anniversary of Professor Ben de Pagter.
Abstract. The paper is devoted to 2-local automorphisms on AW ∗-algebras. Using
the technique of matrix algebras over a unital Banach algebra we prove that any 2-local
automorphism on an arbitrary AW ∗-algebra without finite type I direct summands is
a global automorphism.
1. Introduction and the Main Theorem
In 1990, Kadison [9] and Larson and Sourour [11] independently introduced the con-
cept of a local derivation. A linear map ∆ : A → M is called a local derivation if for
every x ∈ A there exists a derivation Dx (depending on x) such that ∆(x) = Dx(x). It
is natural to consider under which conditions local derivations automatically become
derivations. Many partial results have been done in this problem. In [9] Kadison shows
that every norm-continuous local derivation from a von Neumann algebraM into a dual
M-bimodule is a derivation. In [8] Johnson extends Kadison’s result and proves every
local derivation from a C∗-algebra A into any Banach A-bimodule is a derivation.
In 1997, Sˇemrl [12] initiated the study of so-called 2-local derivations and 2-local
automorphisms on algebras. Namely, he described such maps on the algebra B(H) of
all bounded linear operators on an infinite dimensional separable Hilbert space H .
In the above notations, a map ∆ : A → A (not necessarily linear) is called a 2-local
automorphism if, for every x, y ∈ A, there exists an automorphism Φx,y : A → A such
that Φx,y(x) = ∆(x) and Φx,y(y) = ∆(y).
Afterwards local derivations and 2-local derivations have been investigated by many
authors on different algebras and many results have been obtained in [1, 2, 3, 9, 10, 12].
In [6] it was established that every 2-local ∗-homomorphism from a von Neumann
algebra into a C∗-algebra is a linear ∗-homomorphism. These authors also proved that
every 2-local Jordan ∗-homomorphism from a JBW*-algebra into a JB*-algebra is a
Jordan *-homomorphism.
In the present paper we extend the result obtained in [1] for 2-local derivations on
AW ∗-algebras to the case of 2-local automorphisms on AW ∗-algebras .
If ∆ : A → A is a 2-local automorphism, then from the definition it easily follows
that ∆ is homogenous. At the same time,
∆(x2) = Φx,x2(x
2) = Φx,x2(x)Φx,x2(x) = ∆(x)
2
for each x ∈ A. This means that additive (and hence, linear) 2-local automorphism is
a Jordan automorphism.
The following Theorem is the main result of this paper.
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Theorem 1.1. Let M be an arbitrary AW ∗-algebra without finite type I direct sum-
mands. Then any 2-local automorphism ∆ on M is an automorphism.
The proof of this Theorem is based on representations of AW ∗-algebras as matrix
algebras over a unital Banach algebra with the following two properties:
(J): for any Jordan automorphism Φ on A there exists a decomposition A = A1⊕A2
such that
x ∈ A 7→ p1(Φ(x)) ∈ A1
is a homomorphism and
x ∈ A 7→ p2(Φ(x)) ∈ A2
is an anti-homomorphism, where pi is a projection from A onto Ai, i = 1, 2
(M): There exist elements x, y ∈ A such that xy = 0 and yx 6= 0.
Remark 1.2. Note that if an algebra A contains a subalgebra isomorphic to the matrix
algebra M2(C), then it satisfies the condition (M). Indeed, for matrices x =
(
0 1
0 0
)
and y =
(
1 0
0 0
)
, we have xy = 0 and yx 6= 0.
2. The proof of the main result
The key tool for the proof of Theorem 1.1 is the following.
Theorem 2.1. Let A be a unital Banach algebra with the properties (J) and (M) and
let M2n(A) be the algebra of all 2
n×2n-matrices over A, where n ≥ 2. Then any 2-local
automorphism ∆ on M2n(A) is an automorphism.
The proof of Theorem 2.1 consists of two steps. In the first step we shall show
additivity of ∆ on the subalgebra of diagonal matrices from Mn(A).
Let {ei,j}
n
i,j=1 be the system of matrix units in Mn(A). For x ∈ Mn(A) by xi,j we
denote the (i, j)-entry of x, where 1 ≤ i, j ≤ n. We shall, if necessary, identify this
element with the matrix from Mn(A) whose (i, j)-entry is xi,j , other entries are zero,
i.e. xi,j = ei,ixej,j.
Each element x ∈Mn(A) has the form
x =
n∑
i,j=1
xijeij , xij ∈ A, i, j ∈ 1, n.
Let ψ : A → A be an automorphism. Setting
ψ(x) =
n∑
i,j=1
ψ(xij)eij , xij ∈ A, i, j ∈ 1, n (1)
we obtain a well-defined linear operator ψ on Mn(A). Moreover ψ is an automorphism.
For an invertible element a ∈Mn(A) set
Φa(x) = axa
−1, x ∈Mn(A).
Then Φa is an automorphism and it is called a spatial automorphism.
It is known [4, Corollary 3.14] that every automorphism Φ on Mn(A) can be repre-
sented as a product
Φ = Φa ◦ ψ, (2)
where Φa is a spatial automorphism implemented by an invertible element a ∈Mn(A),
while ψ is the automorphism of the form (1) generated by an automorphism ψ on A.
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Consider the following two matrices:
u =
n∑
i=1
1
2i
ei,i, v =
n∑
i=2
ei−1,i. (3)
It is easy to see that an element x ∈ Mn(A) commutes with u if and only if it is
diagonal, and if an element a ∈Mn(A) commutes with v, then a is of the form
a =


a1 a2 a3 . . . . an
0 a1 a2 . . . . an−1
0 0 a1 . . . . an−2
...
...
...
...
...
...
0 0 . . . . a1 a2
0 0 . . . . 0 a1


. (4)
Further in Lemmata 2.2–2.5 we assume that n ≥ 2.
Lemma 2.2. For every 2-local automorphism ∆ on Mn(A) there exists an automor-
phism Φ such that ∆|sp{ei,j}ni,j=1 = Φ|sp{ei,j}ni,j=1 , where sp{ei,j}
n
i,j=1 is the linear span of
the set {ei,j}
n
i,j=1.
Proof. Take an automorphism Φu,v on Mn(A) such that
∆(u) = Φu,v(u), ∆(v) = Φu,v(v),
where u, v are the elements from (3). Replacing ∆ by Φ−1u,v ◦ ∆, if necessary, we can
assume that ∆(u) = u,∆(v) = v.
Let i, j ∈ 1, n. Take an automorphism Φ = Φa ◦ ψ of the form (2) such that
∆(ei,j) = aψ(eij)a
−1, ∆(u) = aψ(u)a−1.
Since ∆(u) = u and ψ(u) = u, it follows that [a, u] = 0, and therefore a has a diagonal
form, i.e. a =
n∑
s=1
ases,s, as ∈ A, s ∈ 1, n.
In the same way, but starting with the element v instead of u, we obtain
∆(ei,j) = bei,jb
−1,
where b has the form (4), depending on ei,j. So
∆(ei,j) = aei,ja
−1 = bei,jb
−1.
Since
aei,ja
−1 = aia
−1
j ei,j
and
[bei,jb
−1]i,j = 1,
it follows that ∆(ei,j) = ei,j.
Now let us take a matrix x =
n∑
i,j=1
λi,jei,j ∈Mn(C). Then
ej,i∆(x)ej,i = ∆(ej,i)∆(x)∆(ej,i) = Φej,i,x(ej,i)Φei,j ,x(x)Φej,i,x(ej,i) =
= Φej,i,x(ej,ixej,i) = Φej,i,x(λi,jej,i) =
= λi,jΦej,i,x(ej,i) = λi,jej,i,
i.e. ei,i∆(x)ej,j = λi,jei,j for all i, j ∈ 1, n. This means that ∆(x) = x. The proof is
complete. 
4 SHAVKAT AYUPOV, KARIMBERGEN KUDAYBERGENOV, AND TURABAY KALANDAROV
Further in Lemmata 2.3–2.8 we assume that ∆ is a 2-local automorphism on Mn(A)
such that ∆|sp{ei,j}ni,j=1 = id|sp{ei,j}ni,j=1 .
Let ∆i,j be the restriction of ∆ onto Ai,j = ei,iMn(A)ej,j, where 1 ≤ i, j ≤ n.
Lemma 2.3. ∆i,j maps Ai,j into itself.
Proof. Let us show that
∆i,j(x) = ei,i∆(x)ej,j (5)
for all x ∈ Ai,j.
Take x = xi,j ∈ Ai,j, and consider an automorphism Φ = Φa ◦ ψ of the form (2) such
that
∆(x) = aψ(x)a−1, ∆(u) = aψ(u)a−1,
where u is the element from (3). Since ∆(u) = u and ψ(u) = u, it follows that
[a, u] = 0, and therefore a has a diagonal form. Then ∆(x) = aiψ(xij)a
−1
j eij . This
means that ∆(x) ∈ Ai,j. The proof is complete. 
Lemma 2.4. Let x =
n∑
i=1
xi,i be a diagonal matrix. Then
ek,k∆(x)ek,k = ∆(xk,k) (6)
for all k ∈ 1, n.
Proof. Take an automorphism Φ of the form (2) such that
∆(x) = aψ(x)a−1 and ∆(xk,k) = aψ(xkk)a
−1.
If necessary, replacing xk,k by λe + xk,k (|λ| > ||xk,k||) we can assume that xk,k is
invertible. Using the equality (5), we obtain that ∆(xk,k) ∈ Ak,k. Since ∆(xk,k)a =
aψ(xkk),
0 = (∆(xk,k)a)k,i = xk,kak,i,
0 = (aψ(xk,k))i,k = ai,kψ(xk,k)
for all i 6= k. Since xk,k and ψ(xk,k) are invertible, we have that ai,k = ak,i = 0 for all
i 6= k. Further
∆(xk,k) = ek,k∆(xk,k)ek,k = ek,kaψ(xk,k)a
−1ek,k = ak,kψ(xk,k)a
−1
k,k.
Since x is a diagonal matrix and ai,k = ak,i = 0 for all i 6= k. we get
ek,k∆(x)ek,k = ek,kaψ(x)a
−1ek,k = ak,kψ(xk,k)a
−1
k,k.
Thus ek,k∆(x)ek,k = ∆(xk,k). The proof is complete. 
Lemma 2.5. Let x = xi,i ∈ Ai,i. Then
ej,i∆(x)ei,j = ∆(ej,ixei,j) (7)
for every j ∈ {1, · · · , n}.
Proof. The case when i = j has been already proved (see Lemma 2.4).
Suppose that i 6= j. For an arbitrary element x = xi,i ∈ Ai,i, consider y = x+ej,ixei,j ∈
Ai,i +Aj,j. Take an automorphism Φ of the form (2) such that
∆(y) = aψ(y)a−1 and ∆(v) = aψ(v)a−1,
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where v is the element from (3). Since ∆(v) = v and δ(v) = v, it follows that a has the
form (4). By Lemma 2.4 we obtain that
ej,i∆(x)ei,j = ej,iei,i∆(y)ei,iei,j = a1ψ(y)a
−1
1 ej,j,
∆(ej,ixei,j) = ej,j∆(y)ej,j = a1ψ(x)a
−1
1 ej,j.
The proof is complete. 
Further in Lemmata 2.6–2.11 we assume that n ≥ 3.
Lemma 2.6. ∆i,i is additive for all i ∈ 1, n.
Proof. Let i ∈ 1, n. Since n ≥ 3, we can take different numbers k, s such that
(k − i)(s− i) 6= 0.
For arbitrary x, y ∈ Ai,i consider the diagonal element z ∈ Ai,i + Ak,k + As,s such
that zi,i = x+ y, zk,k = x, zs,s = y. Take an automorphism Φ of the form (2) such that
∆(z) = aψ(z)a−1 and ∆(v) = aψ(v)a−1,
where v is the element from (3). Since ∆(v) = v and δ(v) = v, it follows that a has the
form (4). Using Lemmata 2.4 and 2.5 we obtain that
∆i,i(x+ y)
(6)
= ei,i∆(z)ei,i = a1ψ(x+ y)a
−1
1 ei,i,
∆i,i(x)
(7)
= ei,k∆(ek,ixei,k)ek,i
(6)
= ei,kek,k∆(z)ek,kek,i =
= a1ψ(x)a
−1
1 ei,i,
∆i,i(y)
(7)
= ei,s∆(es,iyei,s)es,i
(6)
= ei,ses,s∆(z)es,ses,i =
= a1ψ(y)a
−1
1 ei,i.
Hence
∆i,i(x+ y) = ∆i,i(x) + ∆i,i(y).
The proof is complete. 
As it was mentioned in the beginning of the section any additive 2-local automorphism
is a Jordan automorphism. Since Ai,i ∼= A has the property (J), by Lemma 2.6 there
exists a decomposition A = A1 ⊕A2 such that
x ∈ A 7→ p1(∆i,i(x)) ∈ A1
is a homomorphism and
x ∈ A 7→ p2(∆i,i(x)) ∈ A2
is an anti-homomorphism.
Suppose that p2 6= 0. By the condition (M) we can find elements x, y ∈ A such that
xy = 0 and yx 6= 0. Then
0 = p2(∆i,i(xy)) = p2(∆i,i(y))p2(∆i,i(x)).
On the other hand,
∆i,i(y)∆i,i(x) = Φx,y(y)Φx,y(x) = Φx,y(yx) 6= 0.
From this contradiction we obtain that p2 = 0. So, we have the following
Lemma 2.7. ∆i,i is an automorphism for all i ∈ 1, n.
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Denote by Dn(A) the set of all diagonal matrices from Mn(A), i.e. the set of all
matrices of the following form
x =


x1 0 0 . . . 0
0 x2 0 . . . 0
...
...
...
...
...
0 0 . . . xn−1 0
0 0 . . . 0 xn

 .
Let us consider an operator ∆1,1 of the form (1). By Lemmata 2.4 and 2.5 we obtain
that
Lemma 2.8. ∆|Dn(A) = ∆1,1|Dn(A) and ∆1,1|sp{ei,j}ni,j=1 = id|sp{ei,j}ni,j=1 .
Now we are in position to pass to the second step of our proof. In this step we show
that if a 2-local automorphism ∆ satisfies the following conditions
∆|Dn(A) ≡ id|Dn(A) and ∆|sp{ei,j}ni,j=1 ≡ id|sp{ei,j}ni,j=1 ,
then it is the identical map.
In following five Lemmata 2.9-2.13 we shall consider 2-local automorphisms which
satisfy the latter equalities.
We denote by e the unit of the algebra A.
Lemma 2.9. Let x ∈Mn(A). Then ∆(x)k,k = xk,k for all k ∈ 1, n.
Proof. Let x ∈ Mn(A), and fix k ∈ 1, n. Since ∆ is homogeneous, we can assume that
‖xk,k‖ < 1, where ‖ · ‖ is the norm on A. Take a diagonal element y in Mn(A) with
yk,k = e + xk,k and yi,i = 0 otherwise. Since ‖xk,k‖ < 1, it follows that e + xk,k is
invertible in A. Take an automorphism Φ of the form (2) such that
∆(x) = aψ(x)a−1 and ∆(y) = aψ(y)a−1.
Since y ∈ Dn(A) we have that y = ∆(y) = aψ(y)a
−1, and therefore
0 = ∆(y)i,k = ai,k(e+ xk,k),
0 = ∆(y)k,i = −(e + xk,k)ak,i
for all i 6= k. Thus
ai,k = ak,i = 0
for all i 6= k. The above equalities imply that
∆(x)k,k = ∆(y)k,k = xk,k.
The proof is complete. 
Lemma 2.10. Let x be a matrix with xk,s = λe. Then ∆(x)k,s = λe.
Proof. We have
es,k∆(x)es,k = ∆(es,k)∆(x)∆(es,k) = Φes,k ,x(es,k)Φes,k,x(x)Φes,k ,x(es,k) =
= Φes,k,x(es,kxes,k) = Φes,k,x(λes,k) = λ∆(es,k) = λes,k.
Thus
ek,k∆(x)es,s = ek,ses,k∆(x)es,kek,s = λek,s.
This means that ∆(x)k,s = λe. The proof is complete. 
Lemma 2.11. Let k, s be numbers such that k 6= s and let x be a matrix with xk,s = λe,
λ 6= 0. Then ∆(x)s,k = xs,k.
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Proof. Take a diagonal element y such that yk,k = xs,k and yi,i = λie otherwise, where
λi (i 6= k) are distinct numbers with |λi| > ‖xs,k‖. Take an automorphism Φ such that
∆(x) = Φ(x) and ∆(y) = Φ(y).
Then ya = aψ(y), and therefore
0 = (ya− aψ(y))ij = λjai,j − λiai,j = ai,j(λj − λi) for (i− j)(i− k)(j − k) 6= 0,
0 = (ya− aψ(y))i,k = ai,kψ(yk,k)− λiai,k = ai,k(ψ(xs,k)− λi) for i 6= k,
0 = (ya− aψ(y))k,j = ak,jλj − ψ(ykk)akj = (λj − ψ(xs,k))ak,j for j 6= k.
Thus ai,j = 0 for all i 6= j, i.e. a is a diagonal element. Since
λe = ∆(x)ks = akkλea
−1
ss ,
it follows that ak,k = as,s. Finally,
∆(x)s,k = as,sψ(xs,k)a
−1
k,k =
= ak,kψ(yk,k)a
−1
k,k = ∆(y)k,k = xs,k.
The proof is complete. 
In the next two Lemmata we assume that ∆ is a 2-local automorphism on M2(A).
Lemma 2.12. Let x =
(
x1,1 λe
x2,1 x2,2
)
and y =
(
x1,1 x1,2
x2,1 x2,2
)
, where |λ| > ||∆(y)1,2||.
Then ∆(x)2,1 = ∆(y)2,1.
Proof. Take an automorphism Φ such that
∆(x) = Φ(x) and ∆(y) = Φ(y).
Then(
0 λe−∆(y)1,2
(∆(x)−∆(y))2,1 0
)(
a1,1 a1,2
a2,1 a2,2
)
=
(
a1,1 a1,2
a2,1 a2,2
)(
0 λe− x1,2
0 0
)
.
Thus {
(λe−∆(y)1,2)a2,1 = 0,
(∆(x)2,1 −∆(y)2,1)a1,1 = 0.
Since |λ| > ||∆(y)1,2||, it follows that λe−∆(y)1,2 is invertible in A, and therefore the
first equality implies that a2,1 = 0. Thus a1,1 is invertible and the second equality gives
us ∆(x)2,1 = ∆(y)2,1. The proof is complete. 
Lemma 2.13. ∆ = id.
Proof. Let x ∈M2(A). By Lemma 2.9 we have that ∆(x)k,k = xk,k for k = 1, 2.
Let now k 6= s. Take a matrix y with ys,k = λe and yi,j = xi,j otherwise. By
Lemma 2.11 we have that ∆(y)k,s = xk,s. Further Lemma 2.12 implies that
∆(x)k,s = ∆(y)k,s = xk,s.
Thus ∆(x)k,s = ∆(y)k,s = xk,s for all k, s = 1, 2, and therefore ∆(x) = x. The proof is
complete. 
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Now we are in position to prove Theorem 2.1.
Proof of Theorem 2.1. Let ∆ be a 2-local automorphism on M2n(A), where n ≥ 2.
By Lemma 2.2 there exists an automorphism Φ1 on M2n(A) such that ∆|sp{ei,j}2ni,j=1 =
Φ1|sp{ei,j}2ni,j=1 . Replacing, if necessary, ∆ by Φ
−1
1 ◦∆, we may assume that ∆ is identical
on sp{ei,j}
2n
i,j=1. Further, by Lemma 2.8 there exists an automorphism Φ2 on M2n(A)
such that ∆|D2n = Φ2|D2n . Now replacing ∆ by Φ
−1
2 ◦∆, we can assume that ∆ acts as
the identity on D2n. So, we can assume that
∆|sp{ei,j}2ni,j=1 ≡ id|sp{ei,j}2
n
i,j=1
and ∆|D2n ≡ id|D2n .
Let us to show that ∆ ≡ id. We proceed by induction on n.
Let n = 2. We identify the algebra M4(A) with the algebra of 2× 2-matrices M2(B),
over B =M2(A).
Let {ei,j}
4
i,j=1 be a system of matrix units in M4(A). Then
p1,1 = e1,1 + e2,2, p2,2 = e3,3 + e4,4, p1,2 = e1,3 + e2,4, p2,1 = e3,1 + e4,2
is the system of matrix units in M2(B). Since ∆|sp{ei,j}4i,j=1 ≡ id|sp{ei,j}4i,j=1 , it follows
that ∆|sp{pi,j}2i,j=1 ≡ id|sp{pi,j}2i,j=1 .
Take an arbitrary element x ∈ p1,1M2(B)p1,1 ≡ B. Choose an automorphism Φ on
M2(B) such that
∆(x) = Φ(x), ∆(p1,1) = Φ(p1,1).
Since ∆(p1,1) = p1,1, we obtain that
p1,1∆(x)p1,1 = p1,1Φ(x)p1,1 = ∆(x).
This means that the restriction ∆1,1 of ∆ onto p1,1M2(B)p1,1 ≡ B maps B = M2(A)
into itself.
If D4 is the subalgebra of diagonal matrices from M4(A), then p1,1D4p1,1 is the sub-
algebra of diagonal matrices in the algebra M2(A). Since ∆|D4 ≡ id|D4, it follows that
∆1,1 acts identically on diagonal matrices from M2(A). So,
∆1,1|sp{ei,j}2i,j=1 ≡ id|sp{ei,j}2i,j=1 and ∆1,1|p1,1D4p1,1 ≡ id|p1,1D4p1,1.
By Lemma 2.13 it follows that ∆1,1 ≡ id.
Let D2 be the set of diagonal matrices from M2(B). Since
D2 =
(
B 0
0 B
)
and ∆1,1 = id, Lemma 2.4 implies that ∆|D2 ≡ id|D2. Hence, ∆ is a 2-local derivation
on M2(B) such that
∆|sp{pi,j}2i,j=1 ≡ id|sp{pi,j}2i,j=1 and ∆|D2 ≡ id|D2.
Again by Lemma 2.13 it follows that ∆ ≡ id.
Now assume that the assertion of the Theorem is true for n− 1.
Considering the algebra M2n(A) as the algebra of 2 × 2-matrices M2(B) over B =
M2n−1(A) and repeating the above arguments we obtain that ∆ ≡ id. The proof is
complete. ✷
Now we apply Theorem 2.1 to the proof of our main result which describes 2-local
automorphism on AW ∗-algebras.
First note that by [13, Theorem 3.3] (see also [7, Theorem 3.2.3]) any C∗-algebra, in
particular, AW ∗-algebra, has the property (J).
Proof of Theorem 1.1. Let M be an arbitrary AW ∗-algebra without finite type I
direct summands. Then there exist mutually orthogonal central projections z1, z2, z3 in
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M such thatM = z1M⊕z2M⊕z3M, where z1M, z2M, z3M are algebras of types I∞, II
and III, respectively. Then the halving Lemma [5, P. 120, Theorem 1] applied to each
summand implies that the unit zi of the algebra ziM, (i = 1, 2, 3) can be represented
as a sum of mutually equivalent orthogonal projections e
(i)
1 , e
(i)
2 , e
(i)
3 , e
(i)
4 from ziM. Set
ek =
3∑
i=1
e
(i)
k , k = 1, 2, 3, 4. Then the map x 7→
4∑
i,j=1
eixej defines an isomorphism between
the algebra M and the matrix algebra M4(A), where A = e1,1Me1,1. Moreover, the
algebra A has the properties (J) and (M) (see the Remark 1.2 after the definition of
property (M)). Therefore Theorem 2.1 implies that any 2-local automorphism on M is
an automorphism. The proof is complete. ✷.
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