Deep Learning in a Generalized HJM-type Framework Through Arbitrage-Free
  Regularization by Kratsios, Anastasis & Hyndman, Cody B.
ar
X
iv
:1
71
0.
05
11
4v
3 
 [q
-fi
n.M
F]
  1
2 A
ug
 20
18
Arbitrage-Free Regularization
Anastasis Kratsios
∗
Cody B. Hyndman
∗
August 12, 2018
Abstract
We introduce an unsupervised and non-anticipative machine learning algorithm which is
able to detect and remove arbitrage from a wide variety models. In this framework, fun-
damental results and techniques from risk-neutral pricing theory such as NFLVR, market
completeness, and changes of measure are given an equivalent formulation and extended
to models which are deformable into arbitrage-free models. We use this scheme to con-
struct a meta-algorithm which ensures that a wide range of factor estimation schemes return
arbitrage-free estimates and incorporate this additional information into their estimation
procedure. We show that using our meta-algorithm we are able to produce more accurate
estimates of forward-rate curves, specifically at the long-end. The spread between a model
and its arbitrage-free regularization is then used to construct a mis-pricing detection or clas-
sification algorithm, which is in turn used to develop a pairs trading strategy. Our theory
provides a sound theoretical foundation for a risk-neutral pricing theory capable of han-
dling models which potentially admit arbitrage but which can which can be deformed into
arbitrage-free models.
Keywords: Arbitrage-Free Regularization, Model Deformation, Arbitrage-Free Flow, NFLVR,
Unsupervised Learning, Regularization, Fixed-Income Arbitrage, Fundamental Theorem of As-
set Pricing, Arbitrage-Detection, Classification, Hidden Markov Models, Machine Learning,
Pricing Under Arbitrage, Functional Itoˆ-Calculus, Stochastic Differential Geometry, Uncertain
Stochastic Volatility, Consistent HJM models, Arbitrage-Free, Finite-Dimensional Realizations.
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1 Introduction
This paper introduces a novel machine learning framework founded on stochastic calculus and
arbitrage-pricing theory which extracts financial features from relevant time-series data in order
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to learn an arbitrage-free model describing the data. The framework we introduce is built on
the following modeling principles, analogous to those discussed in [25].
A modeling framework should produce interpretable models, in that the model learned should
either directly depend on factors which can easily be understood, or be as close as possible to
a model whose factors are interpretable. The models produced from the framework should be
describable. That is they should rely only on a finite number of factors and their evolution must
be described by a finite number of SDEs. The modeling approach should be data-driven. By
this we mean that the learned model should be dynamic and continuously updating according to
the statistical and financial features of any relevant incoming data. This self-updating property
should happen with minimal input from the user, and therefore produce a low modeling bias. All
models produced using the procedure should not conflict with the efficient market hypothesis.
More precisely, it will be required that any model produced by the framework should be self-
correcting, removing the potential for any arbitrage opportunities in an unsupervised fashion.
The modeling framework should be natural in that it applies to, relates, explains, and transfers
meaning between a variety of asset classes with minor changes. This requirement not only ensures
that the modeling framework is widely applicable, but that it captures core properties which
are fundamental to most market’s behavior irrespectively of the market asset’s particularities.
A commonly employed approach to for obtaining interpretable models is to use factor models
to either model the asset price or an auxiliary process. It was shown in [16] that for very
large classes of factor models for the term-structure of a zero-coupon bond introduce arbitrage
opportunities into the bond market. Since many empirically chosen factor models allow arbitrage
these models must disregard certain subtle financial features of the data and therefore are not
as data-driven as they may appear. Although employing empirically chosen factor models may
result in an interpretable and reusable picture of the market, this approach does not meet all of
our modeling principles.
In [10] it is argued that the absence of arbitrage and the related subtleties in the data are
not of great consequence. The authors empirically demonstrated that the predictive power of
certain arbitrage-free interest-rate models have comparable performance to their factor-model
approximation, at the short end of the curve. However, a detailed inspection of these results con-
firms that the performance of an empirically chosen factor model rapidly degrades for maturities
at the long end of the forward-rate curve. Therefore, a model which lacks a low-dimensional
representation, interpretability, or admits arbitrage opportunities is not practically tractable or
theoretically viable. To meet these three modeling requirements, we introduce the arbitrage-free
regularization algorithm. This algorithm extracts financial features from the realized time-series
and uses them to remove arbitrage opportunities from the empirical factor model. This predic-
tive advantage will be illustrated on the long-end of the forward-rate curve.
Our framework can be interpreted as producing a dynamically self-correcting model with a
factor model at its core. More precisely, our approach will begin by taking an interpretable em-
pirically chosen factor model φ and deforming it into a factor-like model Φt(φ). The predictable
function Φt can be interpreted as dynamically deforming the factor model φ in an optimal way
to remove arbitrage opportunities. The deformation Φt will be optimal in the sense that it
minimizes the objective function
D(φ,Φt(φ);xt) +AF (Φt(φ)), (1.1)
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where D is a distance measuring how far the deformed factor model Φt(φ) is from the inter-
pretable empirical factor model φ on the realized data’s path up to time t, that path will be
denoted by xt. Here AF is a penalty detecting the presence of arbitrage opportunities in Φt(φ).
A deformation which is far from the data or the empirical factor model would either be poorly
performing or uninterpretable. In contrast, a model which admits arbitrage fails to be theoreti-
cally sound and will be shown to have poorer predictive powers than the closest arbitrage-free
model. The Arbitrage-Free Regularization problem of Equation (1.1) is defined as the model
selection criteria for determining Φt(φ).
As a consequence of our methodology, we are able to use the spread between the optimal
model Φt(φ) and the model φ to detect and classify market mispricings. This is then used to
construct a pairs trading strategy which trades pairs of assets whose price frequently fluctuate
between over and under-priced states. The pairs trading strategy developed as an application
of the theory, serves as an alternative to the usual pairs trading strategy of [6] which can be
deployed on pairs assets exhibiting co-integration.
1.1 Relationship to Other Modeling Approaches
The Heath-Jarrow-Morton (HJM) framework of [26], provides a flexible modeling framework
which describes the evolution of bond prices for every maturity through an infinite dimensional
system of SDEs. We will refer to the extension of the HJM framework to other asset classes, as
in [12, 5], the Generalized-HJM (GHJM) framework and reserve the acronym HJM for the bond
setting. A central point of interest of the GHJM models, other than their flexibility, is that the
existence of arbitrage opportunities for the GHJM model representing the price of a bond, or
pair of a call option and stock have been characterized in [26, 32, 4] through specifications on
the driving process drift. However, there still is no general characterization of the existence of
arbitrage opportunities to the general GHJM models of [12, 5].
The infinite dimensionality of GHJM models make them computationally intractable. The
computational intractability of the infinite dimensionality of this approach is resolved in [3],
where finite-factor models could be found to be consistent with an infinite dimensional GHJM
model. These consistent finite dimensional models are called finite dimensional realizations of an
GHJM model (FDR-HJM), and the dimension reduction is achieved by turning to non-Euclidean
methods. FRD-HJMs characterize the HJM model which can be represented as a finite-factor
model. These additional benefits come with the cost that the characterization of the existence
of arbitrage opportunities is lost in the case of call options. Under certain assumptions, a
characterization of equivalent local martingale measures for FDR-HJMs representing the price
of a zero-coupon bond is provided by [16]. Furthermore a characterization of the existence of
arbitrage opportunities for FDR-HJMs modeling zero-coupon bonds whose factor model is an
exponential polynomial is given in [15].
Another drawback of the FDR-HJM models is that the introduction of factor models makes
them parametric. The parametric nature of FDR-HJM models is a further drawback since it
introduces model selection bias introduced by the user’s choice of model as opposed to being
learned non-parametrically. An alternative to the HJM and FDR-HJM approach is the non-
parametric principal component analysis approach. The FDR-HJM method is computationally
tractable, low-dimensional and generally interpretable, it’s factor model component is static.
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The static factor model component of the FDR-HJM methodology is not suited to the dynamic
nature of the financial landscape and is responsible for many of the drawbacks associated to
FDR-HJM models.
Flow models provide an alternative extension to the FDR-HJMs extension of GHJM mod-
els. Flow models are designed to be a general modeling framework on which Arbitrage-Free
Regularization is defined. Arbitrage-Free Regularization is an unsupervised learning method for
learning a what we will call a flow model from an empirical factor model. The method pre-
dictably deforms the empirical factor model until the objective measure P becomes risk-neutral
for the deformed model. Arbitrage-free regularized models are semi-parametric since they are
non-parametric deformations of parametric models.
The comparison of modeling approaches is summarized in this table.
Approach AF-Reg GHJM FDR-HJM PCA
N. Factors Finite N/A Finite Finite
N. Diffusions Finite Infinite Finite N/A
Path Dependence Yes No No No
Non-Euclidean Features Yes No Yes No
Estimation Semi-Param. NA Parametric Non-Parametric
Characterization of No-Arbitrage Yes Partial Partial No.
Table 1: AF-Reg abbreviates arbitrage-free regularization of flow models.
Section 3 introduces the class of models, called flow models, on which arbitrage-free regular-
ization is defined. This section focuses on providing example of flow models and characterizes
flow models which do not admit arbitrage opportunities. The mathematics of regularization
is subsequently developed in Section 4. Section 5 focuses of the theoretical implications of
arbitrage-free regularization. Specifically, central results to risk-neutral pricing theory such as
NFLVR, market completeness and the minimal martingale measure are shown to be have an
equivalent reformulations in terms of specific arbitrage-free regularization problems. Correc-
tions to models which admit arbitrage, such as the Arbitrage-Free Nelson-Siegel correction of
the Nelson-Siegel model, are shown to be model specific solutions to particular arbitrage-free
regularization problems. The arbitrage-free regularization framework provides a methodology
for removing arbitrage from models which is not model specific. Section 5 extends the classical
risk-neutral pricing theory beyond semi-martingales to models which admit arbitrage but are
deformable into models arbitrage-free flows models.
Computational aspects of arbitrage-free regularization are considered in Section 6, with nu-
merical illustrations set within the fixed-income setting. It is observed that the arbitrage-free
regularized models outperform their empirical factor counterparts. Their improved performance
is interpreted as the incorporation of financial features into learned model and this interpretation
is validated through information theoretic methods. In particular, it is observed that this newly
assimilated information yields more accurate price forecasts for bonds maturing in at-least 20
years. As an application, an algorithm exploiting the spread between the arbitrage-free regu-
larization of a factor model to detect and classifying types of mis-pricing in the bond market
is introduced. With the addition of Hidden Markov Model (HMMs) a low-risk trading strategy
simultaneously shorting overpriced bonds and going long on underpriced bonds is introduced as
situational alternative to classical pairs trading strategies.
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The next section discusses the conventions and notation used in this paper.
2 Preliminaries and Notation
For the remainder of this paper, we assume that all processes are defined on a stochastic base
(Ω,Gt,G ,P), with P-complete left-continuous filtration on which a Brownian motion Wt exists.
For the remainder of this paper, Xt(u) will denote the price of an asset depending on the
parameter u.
We denote the complete left-continuous sub-filtration of Gt, jointly generated by Xt(u) and
Wt by Ft, and the complete left-continuous sub-filtration of Gt generated by Xt(u) (resp. Wt)
by FXt (resp. F
W
t ). We will denote by µt, a ca´dla´g F
X
t -predictable process taking values in
the set of σ-finite Borel measures on U .
Moreover (M , gt) will denote a Riemannian manifold with time-dependent connection,
D([0, t];RD) (resp. D([0, t];S+d )) the space of paths with values in R
d (resp. S+d , the set of
d × d-positive-definite matrices), and U be a Borel subset of RD, for some D ≥ d. We will
denote the Lebesgue measure on [0,∞) by m and by Bt the Borel σ-algebra on [0,∞). A family
of functionals (Ft)t∈[0,∞) will be abbreviated by Ft and said to be non-anticipative if it they are
non-anticipative (resp. predictable) with respect to the paths of Xt(u) and of Wt. By H
s
µ(U) we
mean the Sobolev space W s,2µt (U) on U . By L2µ(Hs(U)µ;Hs(U)µ) we mean the square-integrable
Bochner-Lebesgue space.
The next section introduces and presents examples of flow models. Flow models which are
arbitrage-free are also characterized.
3 Arbitrage-Free Flows
Arbitrage-free flows are dynamically updating models motivated by empirical factor models.
The definition is presented and will be followed by a series of examples emphasizing the use and
necessity of each of a flow model’s defining components.
Definition 3.1 (Flow Model) Let Xt , {Xt(u)}u∈U be a family of price processes, such that
there exists (F, φ, βt, gt) such that for P⊗m⊗ µ-a.e. (ω, t, u) in Ω× [0,∞) × U
Xt(u) = Ft (φ(t, βt, u)|u) (3.1)
A flow model, denoted by (F, φ, βt), for Xt(u) is a triple satisfying the regularity conditions D.1,
D.2, and D.3 found in the Appendix, and is characterized by
(i) Stochastic Factors: An M -valued semi-martingale βt, these are the dynamic-factors for
the empirical factor model and M is their domain of definition,
(ii) Empirical Factor Model: A Ft-predictable process {φ(t, β, u)}t≥0 taking values in the
set of Borel-measurable maps from M × U to R which are twice differentiable in their M
component. The predictable time-inhomogeneity of the factor model φ(t, β, u) represents
the ability to update/recalibrate the factor model as new data is received,
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(iii) Encoding Functional: A non-anticipative functional
Ft(·|u) : D([0, t];R) × D([0, t];S+1 ) × U → R, this encodes the dynamic factor model into
the family of asset prices being modeled,
(iv) Factor Geometry: The family of Riemannian metrics {gt}t∈[0,∞) on M capture the
potentially non-Euclidean features present in the evolution of the stochastic-factors βt.
Remark 3.2. In the remainder of this paper simplified dynamics are assumed on the stochastic
factor process which rely on stochastic differential geometry to be stated ( See Appendix B for
details on stochastic differential geometry). For the remainder of this paper the stochastic factor
process will be assumed to be g-horizontal. When the context is clear, both the stochastic factor
process and its g-stochastic anti-development will be denoted by βt. The dynamics of the g-
horizontal anti-development of the stochastic factor process will be assumed to solve the diffusion
process
βt = β0 +
∫ t
0
µ(s, βs)ds+
∫ t
0
σ(s, βs)dWs, (3.2)
where Wt is a Brownian motion on the Euclidean space of the same dimension as M . The
g-horizontal lift of the stochastic factor process βt to the orthonormal frame bundle O(M ) with
initial frame ξ0 = Ξ will be denoted by ξt.
The set U is called the parameter space of the assets prices Xt(u), M represents the factor’s
domain of definition, and the process F (φ(t, βt, u)|u) is called the flow model’s realization. The
collection of all flow models with the same encoding functional F and stochastic factors βt, but
with possible different empirical factor models φ, is denoted by Cµ (F, βt).
Definition 3.3 (Arbitrage-Free Flow) If µ-a.e. member of the family of price processes {Xt(u)}u∈U
satisfies NFLVR for µ-a.e. u in U , then (F, φ, β) is said to be an Arbitrage-Free Flow.
Arbitrage-free regularization begins with a flow model and learns the closest arbitrage-free
flow to it. Flow models can be used to model the price of zero-coupon bonds, call options,
portfolios of stocks, amongst other asset prices.
Example 3.4 (Instantaneous Forward-Rate Curve). The time t price of a zero-coupon bond
with maturity T , denoted by B(t, T ), depends on the instantaneous interest rate in effect at that
time. This interest-rate is called the short-rate rt and as is related to the bond price through
B(t, T ) = E
[
e−
∫ T
t
rsds | F rt
]
,
here F rt is the filtration generated by the short rate rt. Modeling bond prices through using
short-rate models lacks the flexibility to easily calibrate to the realized initial term structure of
interest to the bond price as well as incorporating the term-structure of interest into the bond
price. This motives the framework of [26] which models B(t, T ) as a function of all the future
instantaneous interest rates between times t and T , as observed from the current time t.
This family of future interest rates are denoted by f(t, T ) and the map T 7→ f(t, T ) defines
a stochastic process called the instantaneous forward-rate curve (FRC), which is related to the
price of a zero-coupon bond and the short-rate by
B(t, T ) = e−
∫ T
t
f(t,s)ds; f(t, t) = rt. (3.3)
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Every maturity T defines a particular point on the FRC, and each individual FRC point’s
evolution is described by a SDE. This gives a description of f(t, T ) as system of infinitely many
SDEs makes working directly with FRC models computationally intractable.
In practice, this is typically overcome by modeling f(t, T ) by a factor model φ(t, β, T ). For
example, consider the following flexible extension of the typically used Nelson-Siegel model,
abbreviated by NS
φ (t, β, T ) =
N∑
i=1
βiϕi ;N ≥ 3
ϕ1 =1
ϕ2 =
[1− exp (−T/τ)]
T/τ
ϕ3 =
(
[1− exp (−T/τ)]
T/τ
− exp (−T/τ )
)
ϕi =
[
1− exp (−T ki/τ)]
T ki/τ
; i > 3, ki > 0.
(3.4)
The loadings β1, β2, β3, and τ are interpreted as level, slope, curvature, and shape parameters
respectively [11]. To capture the dynamic nature of the market the factors β1, β2, β3 are often
taken to be stochastic. The additional factors {φi}i>3 capture various decay rates of the FRC.
The price of a zero-coupon bond modeled within the HJM framework, modeled by a factor
model such as the extended Nelson-Siegel family of equation (3.4) has the following representa-
tion as a flow model:
(i) The manifold (M , gt) is an open subset of d-dimensional Euclidean space on which the
factors β of φ are defined,
(ii) The set of possible parameters U = [0,∞) are the possible times of maturity of the bond
B(t, T ),
(iii) The stochastic factors βt are the factors of φ, which in the extended Nelson-Siegel example,
captured the stochastic evolution of level, slope and curvature parameters, and decay rates,
(iv) The factor model φ is a low-dimensional factor model for the FRC,
(v) The functional F encoding the FRC into the price of a zero-coupon bond B(t, T ) is
F (·|u) , e−
∫ u
t
·ds.
Hence the FDR-HJM
B(t, T ) = e−
∫ u
t
f(t,u)du = e−
∫ u
t
φ(t,βt,T )ds = F (φ(t, βt, u)|u). (3.5)
Therefore the price of a zero-coupon bond B(t, T ) can be represented by the flow model(
e−
∫ T
t
·ds, φ(t, T, β), βt
)
.
Remark 3.5 (Relationship to FDR-HJMs). If φ is assumed to be deterministic and constant
in time, then equation (3.5) is precisely the definition of an FDR-HJM as introduced in [3]. In
this way FDR-HJMs are particular cases of flow models.
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Example 3.6 (Portfolio Value). Let (S1t , . . . , S
d
t ) be a set of risky assets, assume than an
equivalent martingale measure Q exists and that the log-returns of the risky assets follow a
d-dimensional diffusion process. Any self-financing portfolio with positions w = (w1t , . . . , w
d
t ) on
the risky assets is valued at a future time T via the risk-neutral pricing formula
VT (w) , EQ
[
d∑
i=1
witS
i
t | FSt
]
,
where FSt is the filtration generated by St. The value process VT can be represented by the
following flow model:
(i) The manifold (M , gt) is the d-dimensional Euclidean space,
(ii) The set of possible parameters U = [0,∞)d are take to be the weights u , w,
(iii) The stochastic factors βt are defined to be the log-returns
βit , ln
(
Sit
S0
)
,
(iv) The factor model φ will be taken to be the map aggregating the positions in each stock
φ(t, β, u) ,
d∑
i=1
witS
i
0e
βi ,
(v) The functional F encoding the factor model φ into the value of the portfolio VT (u) is the
path-dependent functional
F (·|u) , EQ [· | σ(S⋆)t] .
Hence the portfolio value can be represented by the flow model(
EQ [· | σ(S⋆)t] ,
∑d
i=1w
i
tS
i
0e
βit , (ln
(
St
S0
)
)
)
, with realization
VT (w) = EQ
[
d∑
i=1
witS
i
t | σ(S⋆)t
]
= F (φ(t, βt, u)|u).
Example 3.7 (Stochastic Local Volatility). In the Black-Scholes framework, the price of a
European call option on a stock is characterized by the Black-Scholes formula
C(t, St, T,K, σ) = N(d1)St −N(d2)Ke−r(T−t)
d1 =
1
σ
√
T − t
[
ln
(
St
K
)
+
(
r +
σ2
2
)
(T − t)
]
d2 = d1 − σ
√
T − t
dSt = σStdWt.
(3.6)
This formula depends only on the current price of the stock St, the time T at which the option
matures, its pre-agreed upon stike price K, and the stock’s volatility σ. All these quantities are
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known at time T except for the volatility σ which must be estimated. The volatility implied by
the realized market option prices C˜, is typically found by first viewing C(t, St, T,K, σ) solely a
function of the volatility σ and subsequently solving the inverse problem
C(t, St, T,K, σ) − C˜ = 0, (3.7)
for the volatility that best explains the realized market prices C˜.
Solving the inverse problem of equation (3.7) yields different values of σ for different strikes
and maturity times. Options with lower strike prices tend to have higher implied volatilities than
their high stike price counterparts which leads to the well known volatility smile phenomenon.
The surface obtained by solving this inverse problem for each strike and maturity time is called
the implied volatility surface of St.
Models in which the volatility σ is allowed to be stochastic have superior empirical perfor-
mance over their deterministic counterparts and their implied volatility surfaces takes on more
natural shapes (see [28, Chapter 6.1] for a more in depth discussion on the subject) and provide a
partial solution to this issue. Under a stochastic volatility model (SVM), the assets’ risk-neutral
dynamics is assumed to satisfy the following SDE
dSt = σtdWT
dσt = µ(t, σt)dt+ ν(t, t, σt)dBt
E [[W,B]t] = ρ; ρ ∈ [−1, 1],
(3.8)
where σt is the instantaneous volatility of St at time t called the instantaneous spot-volatility,
analogously to rt.
Just as the instantaneous spot-rate rt discussed in Example (3.4) was inflexible and difficult
to calibrate to daily observed market prices, the instantaneous spot-volatility σt suffers from the
similar shortcomings. In [12] both these issues are overcome by modeling the entire volatility
surface, denoted by σ(t, T,K), as a stochastic function of T and K. Analogously to equation
(3.3), it is shown in [5] that for such a model the price of Call options, denoted henceforth by
C(t, T,K) is the unique solution to the initial value problem
∂tC(τ,K) =
(
K2ν(t, τ,K)
2
)
∂2KC(τ,K)
C(0,K) =(St −K)+
dSt =σ(t, St,K)dWt
σ =ν2
τ ,T − t,
(3.9)
where ν = σ2, called the stochastic variance surface, is often used instead of σ for notational
and computational convenience.
Analogously to the FRC setting, this the dimensionality of the stochastic volatility surface
σ(t, T,K) leads to computational intractability. Analogously to the FRC setting, the curse of
dimensionality motivates the use of factor models for the stochastic variance surface in place of
The variance surface any tends to be numerically simpler to work with in general.
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modeling ν(t, T,K) directly as an infinite of SDEs. A common globally parameterized example
is the SVI-JW described in [21] for the stochastic volatility surface or locally parameterized
alternative can be described following wavelet model for the variance surface
ν(t, T,K) ,
d∑
i,j=1
βi,jt ψi,j(T,K);β
i,j
t > 0
ψi,j(t) =
1√
2−i
ψ
(
t− 1
j
2−i
)
ψ(x, y) =
1
πσ2
(
1− 1
2
(
x2 + y2
σ2
))
e−
x2+y2
2σ2
(3.10)
In Appendix B.3 a natural Riemannian metric gc is described on the space (0,∞), which ensures
that the factor model
∑d
i,j=1 β
i,j
t ψi,j(T,K) is well defined for all time by forcing the dynamic
factors βi,jt not to be able to escape (0,∞) in a finite amount of time. The price of a European
call option C(t, T,K) on the stock price can be represented by the following flow model:
(i) The manifold (M , gc) is the subset (0,∞)d2 of Rd2 equipped with the Riemannian metric
gc described in Lemma B.1,
(ii) The set of possible parameters U = [0,∞)× [0,∞) represents the set of all possible strikes
and times of maturity of a European option on St,
(iii) The stochastic factors βt are the loadings on the wavelet basis functions ψi,j,
(iv) The factor model φ is the map
φ(t, β, (T,K)) ,
d∑
i,j=1
βi,jt ψi,j(T,K),
(v) The functional Ft(·|(T,K)) encoding the stochastic variance surface ν into the price of a
European call option is the solution operator Σt(·|T,K) mapping a positive number ς to
the solution of the initial value problem
∂tc(τ,K) =ςc(τ,K)
c(0,K) =(St −K)+.
(3.11)
Therefore the price of a European call option on a stock with price St can be represented
by the flow model
(
Σt(·|T,K),
∑d
i,j=1 β
i,jψi,j(T,K);β
i,j
t > 0, β
c
t
)
, with realization
C(t, T,K) = Σt (ν(t, T,K)|(T,K)) = Σt (φ(t, β, (T,K))|(T,K)) = F (φ(t, βt, u)|u)
Example 3.8 (Price Of An Option with Uncertain Stochastic Volatility). Suppose µt is the
density of the log price of a risky asset at a maturity time t > 0. The value of an option at time
t with payoff-function f , denoted by pft , is computed in terms of the log-returns as
pft ,
∫
R
f(x)µt(x)dx. (3.12)
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Suppose µt itself is unknown, but has been estimated by the density wt and let lt be the likelihood
ratio
lt ,
gt
wt
.
Under suitable conditions (see [1] for details), the time t option price pft can be approximated
by
pf,Nt ,
N∑
n=0
fnl
n
t
fnt ,
∫
R
f(x)Hn(x)wt(x)dx,
lnt ,
∫
R
Hn(x)µt(x)dx,
(3.13)
where {Hn}n∈N is an orthonormal polynomial basis of the weighted space L2wt and fnt as well as
lnt are the projection of f and lt onto the span the span of each function Hn.
In general, making assumptions on the dynamics of the volatility is more subtle than mod-
eling those of the stock price since, since the volatility is unobservable. Therefore the exact
specification of the volatility’s evolution subject to a certain amount of model uncertainty. It is
therefore more realistic to consider a variety of dynamics for the asset’s volatility, each of which
describes a different model for the log-stock-price,
{
dSkt =σ
k
t dWt
dσkt =α
k(t, σkt )dt+ β
k(t, σkt )dBt
}d
k=1
E [[W⋆, B⋆]t] = ρ
(3.14)
where the correlation coefficient, denoted by ρ, is between −1 and 1, and Skt denotes the log-stock
price under the assumption that the volatility process follows σkt .
If µkt (x) denotes the density log-price of the asset under the volatility specification σ
k
t , then
it is more robust to select an optimally empirically performant mixture
d∑
k=1
β1+···+βd=1
βk>0
βkµkt (x)
that modeling the log-stock price using a single density specification.
The constraint set {
β ∈ Rd : β1 + · · ·+ βd = 1 and βk > 0,
}
(3.15)
may be difficult work with. Instead working with the geometry provided by the largest open
ball lying within this constraint set, defined by
B ,

x ∈ Rd+1 :
√√√√ d∑
i=0
x2i = 1 and x0, . . . , xd > 0 and d◦(x¯, x) <
π
4

 ,
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provides a convenient proxy to this constraint set; here d◦ is the distance intrinsic to the d-sphere.
This is because a geometry may be defined on B which provides a closed-form characterization of
all continuous semi-martingales which do not leave B in a finite amount of time. See Appendix
B.4 for a detailed treatment of this technical point.
To summarize, the approximation pf,Nt to the value of the option at time tmay be represented
by the following flow model:
(i) The manifold (M , g) is the largest open ball B lying in the intersection of the d-dimensional
sphere and the first orthant of Rd, and g a Riemannian metric defined in Appendix B.4.
(ii) The set of possible parameters U = {0} is a single dummy point,
(iii) The stochastically evolving mixture proportions of the hypothesized densities for the asset
log-price movements, are described by a B-valued continuous semi-martingale βct . The
precise definition of βct is given in Appendix B.4.
(iv) The factor model φ is the map mixing the densities g1, . . . , gd:
φ(t, β, u) ,
d∑
k=1
βkµkt (u),
(v) The functional F encoding a density µt(x) into approximate option value is
F (·|u) ,
N∑
n=0
fnt
(∫
R
Hn(x) · dx
)
.
Hence the approximate price of an option with payoff f under uncertain stochastic volatility
models can be represented by the flow model(
N∑
n=0
fnt
(∫
R
Hn(x) · dx
)
,
d∑
k=1
(βct )
k µkt (u), β
c
t
)
.
with realization
pf,Nt =
N∑
n=0
fnt l
n
t =
N,d∑
n=0,k=1
(βct )
k fnt
(∫
R
Hn(x)µ
k
t (x)dx
)
= F (φ(t, βct , u)|u).
Analogously to the FDR-HJM framework of [26] and its consistent analogue studied in [16],
their analogues to the HJM drift restriction and consistency conditions are given in the next
section to characterize the non-existence of arbitrage opportunities. These will play an integral
role in constructing an arbitrage-free penalty.
Remark 3.9. The terminology ”flow model” comes from the fact that the factors βt evolve on
a manifold with time-dependent Riemannian metric, which in differential geometry is called a
flow. Analogously to the static models of [3], if the mappings
{β 7→ (u 7→ φ(t, β, u))}t∈[0,∞) ,
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are invertible, they dynamically associates the manifold (M , gt) to open subset of the Sobolev
space W s(U) defined by their image at time t. The encoding functional terminology originates
from the GHJM setting, where an unobservable process, or codebook is encoded into the price
of an asset as introduced in [12].
Remark 3.10. In Lemma B.5 it is shown that if M ⊆ RD can be interpreted as a suitable set of
constraints on the factors β, then any continuous semi-martingale βt on R
d can be transformed
to a continuous semi-martingale βct on M such that it’s infinitesimal tangential movements are
βt and β
c
t does not leave M in a finite amount of time. If R
d = M = RD then βt and β
c
t are
indistinguishable. A time-dependence Riemannian metric gt is allowed so that the structure of
the factor’s domain M , may be updated.
3.1 Characterization of Arbitrage-Free Flows
By the tower law of conditional expectation all the flow models of Example 3.6 are martingales
and therefore cannot admit arbitrage opportunities. However, not all flow models are arbitrage-
free flows and in order to build an arbitrage penalty we will first characterize the existence
arbitrage for a flow model. First, recall that a local martingale measure (LMM) is a measure
dominated by the reference measure P, under which each Xt(u) is a local martingale. Unlike an
equivalent local martingale measure (ELMM), and LMM need not be equivalent to P (see [35]
for details on LMMs and ELMMs).
Theorem 3.11. LetQ≪ P, φ be deterministic, and (F, φ, βt, gt) be a flow model with realization
Xt(u) and let Q≪ P. For every u ∈ U , the measure Q is a LMM for Xt(u) if and only if
∫ t
0
DsF (s, ϕ
u
s , [ϕ
u]s|u)ds+
∫ t
0
VsF (s, ϕ
u
s , [ϕ
u]s|u)
[
∂φ
∂s
(s, βs, u) +
d∑
i=0
(ξsei)φ(s, βs, u)µ(s, βs)
+
1
2
d∑
i,j=1
Hessgt (φ(s, βs, u)) (βsei, βsej)[β
i, βj ]s

 ds
+
∫ s
0

1
2
tr[tV 2s F (s, ϕ
u
s , [ϕ
u]s)]
[
d∑
i=0
(ξsei)φ(s, βs, u)σ(s, βs)
]2
ds

 = 0
ϕut ,φ(t, βt, u),
(3.16)
is satisfied for Q ⊗ m-a.e. (ω, t) in Ω × [0,∞), here D and V are the horizontal and vertical
derivatives of [13] (see [19] for details). In particular, if Q ∼ P then Q is simultaneously an
ELMM for µ-a.e. {Xt(u)}u∈U if and only if equation (3.16) holds for Q ⊗m⊗ µ-a.e. (ω, t, u) ∈
Ω× [0,∞) × U . Here Hessgt is the Hessian on (M , gt) at time t.
Proof. See Appendix B.
Proposition 3.12 (Arbitrage-Free Characterization for the Forward-Rate Curve). Let Q≪ P,
φ be deterministic, and (F, φ, βt, gt) be the flow model of Example 3.4. The measure Q is a
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LMM for each {B(t, T )}T∈[0,∞) for m-a.e. Maturity T ≥ 0 if and only if, in local-coordinates,
∫ t
0
[
∂φ
∂t
(t, T, βt) +
d∑
i=0
(ξtei)φ(t, T, βt)µ(t, βt)dt
+
1
2
d∑
i,j=1
(
∂2φ
∂βiβj
(t, T, βt)−
d∑
k=1
Γki,j(t)
∂φ
∂βk
(t, T, βt)
)
σi(t, βt)σj(t, βt)
+
1
2
d∑
i,j=1
∂φ
∂xi
(t, T, βt)
∂φ
∂xj
(t, T, βt)σi(t, βt)σj(t, βt)

 ds = 0,
(3.17)
holds, Q⊗m⊗m-a.e. Γki,j(t) are the Christoffel symbols of the Riemannian metric gt at time t.
If (M , gt) is Euclidean space and we assume that µ(t, z) = µ(z) and σ(t, z) = σ(z) are
both smooth and deterministic then Corollary 3.12 can be simplified to a PDE and we recover
the consistency result of [17]. To see this, first consider the time reversal φ(t, τ(t), T ) where
τ 7→ T − t. Then since the integral equation (3.17) must hold for all t ≤ T and all initial
conditions of βt it follows that we may let t→ 0. Doing so and replacing t by x we obtain the
PDE found in [17, Proposition 9.1].
Proposition 3.13 (Arbitrage-Free Characterization of the Stochastic Local Volatility Surface).
Let (τ, x) be a pair of time-to maturity and log-strike, let Q ∼ P be a ELMM for St, and consider
stochastic local volatility surface setting of Example 3.7. The measure Q is an ELMM for the
call surface C(t, τ, x) for every pair (τ, x) ∈ [0,∞)× [0,∞) if and only if, in local-coordinates on
(M , gt),
∫ t
0
∆s(τ, x)
[
∂ϕ
∂x
(s, τ, x, βs) +
d∑
i=0
(ξsei)ϕ(s, τ, x, βs)µ(s, βs)
+
1
2
d∑
i,j=1
(
∂2φ
∂βiβj
(s, τ, x, βs)−
d∑
k=1
Γki,j(t)
∂φ
∂βk
(s, τ, x, βs)
)
σi(s, βs)σj(s, βs) ds
+
1
2
Γs(τ, x)
[
d∑
i=0
(ξsei)ϕ(s, τ, x, βs)σi(s, βs)
]2 ds = 0,
(3.18)
holds, P⊗m⊗m-a.e, where ∆s(τ, x) and Γs(τ, x) are the Greeks of the modified stock price S˜t
defined by the SDE
dS˜t =
Kσ(t, τ, x)√
2
dWt.
The Greeks can computed by
∆t(τ, x) ,
1
τz(S˜t)
E
[(
S˜τ+t − ex
)
+
ητt | F S˜t
]
Γt(τ, x) ,E
[
(S˜τ+t − ex)+ζxs,τ | FtS
]
,
(3.19)
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where the weight ζxs,T is defined by
ητt ,
∫ τ+t
t
zs
σ(Ss)
dWs
ζt ,
(ητ+t0 − ηs0)2
τ2z2t
− V σ(St)
σ(St)
(ητ+t0 − ηt0)
τzt
− 1
τσ2(St)
,
and zt is the first variation process of βt defined by
dzt = µ(t, zt)dt+ σ
′(St)ztdWt.
A consequence of equation (3.18) is that a necessary condition for a stochastic local volatility
surface to be arbitrage-free is for the option’s Gamma and Delta to evolve according to the ratio
ρt(τ, x) defined by
∆t(τ, x) = −ρt(τ, x)Γt(τ, x)
ρt(τ, x) ,
[∑d
i=0 ϕ
i
tσ
i
s
]2
2ϕ˙t +
∑d
i=0 ϕ
i
tµt +
∑d
i,j=1
(
ϕi,jt −
∑d
k=1 Γ
k
i,j(t)ϕ
k
t
)
σitσ
j
t
,
(3.20)
whenever the denominator of ρt(τ, x) is defined. Where µ
i
t, σ
i
t, ϕ
i
t, ϕ
i,j
t , and ϕ˙
i
t abbreviate
µi(t, βt), σi(t, βt),
∂ϕ(t,τ,x,βt)
∂βi
, ∂
2ϕ(t,τ,x,βt)
∂βiβj
, and ∂ϕ(t,τ,x,βt)
∂t
respectively. Note that Proposition 3.13
has different assumptions than the central result of [5]. Namely, the differentiability requirements
for α and β are weakened and the prescription on the dynamics on ν is relaxed.
Example 3.14 (Uncertain Volatility Model). Let (F, φ, βt, gt) be the flow model of Example
3.8, with d = 2. The maps φ and F are infinitely differentiable and constant in time. Therefore,
their derivatives may be readily computed to be
∂φ
∂t
=0
∇φ = (g1t , g2t )
∇2φ =0
V
N∑
n=0
fn
(∫
R
Hn(x) · dx
)
=
N∑
n=0
fnHn(x) · dx
V
2
N∑
n=0
fn
(∫
R
Hn(x) · dx
)
=
N∑
n=0
fnHn(x)dx
D
2
N∑
n=0
fn
(∫
R
Hn(x) · dx
)
=0
(3.21)
Substituting the quantities of equation (3.21) into equation (3.16) and noting that it is sufficient
for the integrand to be zero for all values of βct and of t, we conclude that an uncertain stochastic
volatility model is arbitrage-free if
gT
(
M(t, z) +
1
2
Γ(t, z) +
Σ(t, z)
2β(z)T g(x)
)
= 0 (3.22)
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holds for m-a.e. (t, x, z) ∈ [0,∞) × R× {z ∈ C : Im(z) > 0} where g,M,Σ, and β are:
g(x) ,(g1(x), g2(x));M(t, β) , (µ1(t, β1), µ2(t, β2)); Σ , (σ1(t, β1), σ2(t, β2));β , (β1, β2)
βk , cos(‖
~z − i
z + i
‖)
~
(
1√
2
,
1√
2
) + sin(‖
~z − i
z + i
‖)
~z−i
z+i
‖ ~z−i
z+i‖
; k = 1, 2.
(3.23)
Here Γ is the matrix of Christoffel symbols of the hyperbolic upper-half plane and the expression
for β is discussed in Appendix B.6. Rearranging and integrating both sides over R we obtain an
HJM-type drift restriction∫
x∈R
gT (x)M(t, z)dx = −
∫
x∈R
gT (x)
(
Γ(t, z)β(z)T g(x) + Σ(t, z)
2β(z)T g(x)
)
dx. (3.24)
Theorem 3.11 characterizes arbitrage-free flows. Flow models which are not arbitrage-free
may be minimally deforming them into arbitrage-free flows using Theorem 3.11 as well as a
suitable measure of deviation from the initial flow model. This deviation is introduced now.
4 Arbitrage-Free Regularization
Following the introduction of flow models, the formalization of arbitrage-free regularization
requires three components: a precise definition of what it means to deform a flow model, a
rigorous way to measure how far a deformation is from the undeformed reference model, and
a penalty detecting the existence of arbitrage opportunities permitted by the deformed model.
This section introduces these three components in order and uses them to develop arbitrage-free
regularization.
Definition 4.1 (Model Deviation) Let (F,ψ, βt, gt), (F, φ, βt, gt) be in Cµ (F, βt). Let ∆
D
t be a
non-anticipative functional from Cµ (F, βt)× Cµ (F, βt) to R satisfying
(i) Non-negativity ∆Dt is non-negative in both arguments.
(ii) Identity of Indiscernibles ∆Dt ((F,ψ, βt, gt), (F, φ, βt, gt)) = 0 if ψ(t, βt, u) = φ(t, βt, u)
for P⊗m⊗ µ-a.e. (ω, t, u).
(iii) Convexity ∆Dt is convex in its first argument,
(iv) Data-Driven ∆Dt is F
X
t -predictable,
where FXt is the σ-algebra generated by Xt(u). The non-anticipative functional Dt , ∆
D
t (·, φ)
is called a model deviation.
Lemma 4.2 (Effective Existence). Let g : R×R→ [0,∞] be a Borel-measurable function which
is convex in its first argument and let µt be a F
X
t -predictable ca´dla´g process taking values in
the set of σ-finite Borel measures on U equivalent to µ. The family of functionals
Dt(F,ψ, βt, gt) , E
[∫ t
0
∫
u∈U
g (ψ(s, βs, u), φ(s, βs, u))
dµs
dµ
µ(du)ds
]
defines a model deviation.
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Proof. By the monotonicity of integration (i) and (ii) hold. For every (ω, t, u) ∈ Ω× [0,∞)×U ,
the function g(·, φ(t, βt, u)(ω)) is strictly convex. Therefore, its integral is also convex by a result
of [34].
Definition 4.3 (Deformation of a Flow Model) Let (F,ψ, βt, gt), (F, φ, βt, gt) be in Cµ (F, βt).
The flow model (F,ψ, βt, gt) is said to be a deformation of (F, φ, βt, gt) if and only if there exists
an L2µ(H
s(U)µ;Hs(U)µ)-valued stochastic process Φt such that
1. (Deformation) Dt((F,ψ, βt, gt), (F,Φt(φ), β)) = 0, for P ⊗ m ⊗ µ-a.e. (ω, t, u) in Ω ×
[0,∞)× U ,
2. (Predictability) The process Φt is Bt ⊗Ft-predictable,
3. (Square Integrability) E
[∫
u∈U
∫∞
0 (Φt(φ)(t, βt, u))
2 dtµ(du)
]
<∞
We say that Φt deforms (F, φ, βt, gt) and we will interchangeably denote the deformation (F,ψ, βt, gt)
with Φt, and vice-versa depending on the context. The collection of all deformations of (F, φ, βt, gt)
will be denoted by D2µ(F, φ, βt, gt).
We will denote the family of price processes corresponding to the flow model (F,ψ, βt, gt) by
XΦt . For every u in U , the member of XΦt indexed by u will be denoted by XΦt (u).
Definition 4.4 (Arbitrage Penalty)
Let
(
AFt : D
2
µ(F, φ, βt, gt)→ [0,∞]
)
t∈[0,∞)
be a non-anticipative functional such that for every
t ∈ [0,∞] and every (F, φ, βt, gt) ∈ Cµ (F, βt),
AFt(F, φ, βt, gt)(t, βt, u) = 0; P⊗m⊗ µ− a.e.
if and only if the subset of parameters in U for which P is not an ELMM for Xt(u) has µ-measure
0. AFt is called an arbitrage penalty for (F, φ, βt, gt).
Equation (3.16) characterizes the measures Q≪ P under which Xt(u) is a local-martingale as
the measures under which LHS of equation (3.16) is equal to 0. Denote the LHS of equation (3.16)
by Λ(F, φ, βt, gt). An arbitrage-penalty can be built by integrating the square of Λ(F, φ, βt, gt)
over all the relevant states.
Theorem 4.5 (Effective Existence). For any (F,ψ, βt, gt) inD
2
µ(F, φ, βt, gt), the non-anticipative
functional AFt defined by
AFt(F,ψ, βt, gt) , E
[∫
u∈U
∫ t
0
[Λ(F, φ, βs, gs)(ω, s, u)]
2 dsµ(du)
]
, (4.1)
is an arbitrage penalty on any subset A of D2µ(F, φ, βt, gt).
Proof. Since the map (F,ψ, βt, gt) 7→ Λ(F,ψ, βt, gt) is non-anticipative, then AFt is a non-
anticipative functional. Let A ⊆ D2µ(F, φ, βt, gt). For any (F,ψ, βt, gt) ∈ A the process
Λ(F,ψ, βt, gt)(ω, s, u) equals 0 P⊗m⊗µ-a.e. if and only if the SPDE of Theorem 3.11 holds for
P⊗m⊗µ-a.e. (ω, t, u) ∈ Ω× [0,∞)×U , were φ is replaced with ψ. For µ-a.e. u ∈ U the process
Λ(F,ψ, βt, gt) is real-valued and therefore the process [Λ(F,ψ, βt, gt)]
2 takes values in [0,∞] and
the monotonicity of integration implies that Definition 4.4 part (ii) holds.
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Including all the possible deformations of a flow model may be computationally intractable,
thus limiting the problem defined in equation (1.1) to a more narrow subset of D2µ(F, φ, βt, gt)
is advantageous. Within such a subset of D2µ(F, φ, βt, gt), it may happen that there is more
than one optimizer of equation (1.1). All these optimizers exhibit equal model deviation from
the empirical factor model φ and none of them admits arbitrage opportunities. Classes of
deformations are introduced to address these two issues.
Lemma 4.6 (Equivalent). The relation Φt ∼ Ψt on elements of D2µ(F, φ, βt, gt) defined by
Dt(Φt) = Dt(Ψt) and AFt(Φt) = AFt(Ψt),
describes an equivalence relation on D2µ(F, φ, βt, gt).
Proof. The equivalence property follows directly from the fact that equality is an equivalence,
together with the properties of conjunctions.
Let τ denote the topology on Cµ (F, βt) generated by the functionals
{
∆Dt
}
together with
the sets {AF−1t (−∞, ǫ] : ǫ ∈ R}. The subspace topology of τ relative to D2µ(F, φ, βt, gt) makes
D2µ(F, φ, βt, gt) into a topological subspace of Cµ (F, βt). Since
D∼
AF
defines an equivalence relation
on D2µ(F, φ, βt, gt), its set of equivalence classes inherits the quotient topology of D
2
µ(F, φ, βt, gt)
relative to the equivalence relation
D∼
AF
. This topological space will be denoted by D2µ(F, φ, βt, gt).
Remark 4.7. By construction of τ AFt is lower semi-continuous on D
2
µ(F, φ, βt, gt).
Definition 4.8 (Class of Deformations) Let D2µ(F, φ, βt, gt) denote, D
2
µ(F, φ, βt, gt)/ ∼ where ∼
is the equivalence relation defined in Lemma 4.6 by D2µ(F, φ, βt, gt). A subset A of D
2
µ(F, φ, βt, gt)
is said to be a class of deformations for (F, φ, βt, gt) if and only if
1. The equivalence class of the trivial deformation I˜t defined by
I˜t(ψ) 7→ ψ, (4.2)
is an element of A ; ψ ∈W s,2µt (U)
2. The subset {Φt ∈ A : AFt (Φt) = 0}is non-empty,
3. For every Φ1,Φ2 ∈ A there exists some Φ1,2 ∈ A such that
Φ2t (Φ
1
t (φ)) = Φ
1,2
t (φ).
Remark 4.9. For simplicity of notation, unless unclear within its context, the equivalence
relation
D∼
AF
will be denoted simply by ∼. Likewise the trivial deformation I˜t may be denoted by
the empirical factor model φ. Furthermore the equivalence relation ∼ ensures that AFt and Dt
are well-defined on D2µ(F, φ, βt, gt).
Definition 4.10 (Arbitrage-Free Regularization Operator) A model divergence Dt and an arbi-
trage penalty AFt on D
2
µ(F, φ, βt, gt). Let Dom(F, φ, βt, gt) denote the collection of pairs (Ψt,A ),
of a deformation Ψt in D
2
µ(F, φ, βt, gt) and a subset A of D
2
µ(F, φ, βt, gt) satisfying
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1. limλ7→0+ arginf
Φt∈A
Dt(Φt(Ψt(φ))) +
1
λ
AFt(Φt(Ψt(φ))) ∈ D2µ(F, φ, βt, gt),
2. limλ7→0+ infΦt∈A Dt(Φt(ψ)) +
1
λ
AFt(Φt(ψ)) <∞.
The map Aφ [·|·] : Dom(F, φ, βt, gt) → D2µ(F, φ, βt, gt) is called the arbitrage-free regularization
operator with domain Dom(F, φ, βt, gt). We will call Aφ [Φt|A ] the arbitrage-free regularization
of (F,Φt(φ), βt) with respect to the class of deformations A and we will denote by
XAt (u) , F
(
Aφ [φt|A ] (t, βt, u), [Aφ [φ|A ] (⋆, β⋆, u)]t
)
,
the price of asset under the arbitrage-free regularized model.
Lemma 4.11 (Arbitrage-Free Regularization). Let Aφ [·|·] be an arbitrage-free regularization
operator. For any (Ψt,A ) in Dom(F, φ, βt, gt), X
A
t (u) is a P-local martingale.
Proof. Definition 4.8 (iii) implies that the minimizers of Aφ [Ψ|A ] and of Aφ [φ|A ] are the same.
Therefore, without loss of generality Φλt will denote a minimizer of Dt(Φt(φ)) +
1
λ
AFt(Φt(φ))
over A .
Suppose that limλ→0+ AFt
(
Φλt
) 6= 0. Since the non-anticipative functional AFt is non-
negative, there must exist a real number c > 0 and a sequence {Φλnt }n∈N with λn 7→ 0+, such
that limn 7→∞AFt
(
Φλnt
)
= c.
The functional Dt is non-negative, therefore
∞ = lim
n 7→∞
1
λn
c (4.3)
= lim
n 7→∞
1
λn
AFt(Φ
λ
t ) (4.4)
≤ lim
n 7→∞
Dt(Φ
λ
t ) +
1
λn
AFt(Φ
λ
t ), (4.5)
contradicting Definition 4.10 (ii). Therefore limλ→0+ AFt
(
Φλt
)
= 0. Since AFt is non-negative
and lower semi-continuous in the topology of D2µ(F, φ, βt, gt), it follows that
0 ≤ AFt
(
lim
λ→0+
Φλt
)
= lim
λ→0+
AFt
(
Φλt
)
= 0.
Since Aφ [Ψ|A] is defined to be limλ→0+ Φλt , Definition 4.4 implies that XAt (u) is a P-local
martingale.
This section introduced and justified the theoretical machinery needed to formalize the
arbitrage-free regularization problem. The next section discusses examples, applications, and
connections to other theories and practices in finance.
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5 Extensions of Classical Risk-Neutral Pricing Theory
For a particular class of deformations, the Fundamental Theorem of Asset Pricing (FTAP) of
[8], can be expressed in terms of the existence and uniqueness of the arbitrage-free regularization
operator’s output. In this section we show how the FTAP, and the minimal martingale mea-
sure of [35] are both particular formulations of the arbitrage-free regularization problem. This
fact used to motivate arbitrage-free regularization over more general classes of deformations
than those corresponding to measure changes. Consequentially arbitrage-free regularization ex-
tends the reach of classical risk-neutral pricing theory and techniques to flow models which
permit arbitrage-opportunities, since they are minimally deformable into arbitrage-free flows
using arbitrage-free regularization.
5.1 A New Characterization of NFLVR
In [35, Corollary 3 and Theorem 1] it was shown that for a sufficiently well-behaved wealth
process, there exists an equivalent local martingale measure (ELMM) to the real-world measure
P which is most similar to P. Dissimilarity between measures is quantified in terms of the lack of
information, which is quantified by entropy (or Kullback-Leibler divergence divergence) defined
by
H(Q‖P) ,
{
EQ
[
log(dQ
dP
)
]
if Q≪ P
∞ else
, (5.1)
see [36] for a discussion between information and entropy. For this reason, the minimizer of the
relative entropy over the collection of ELMMs measure is called the minimal martingale measure
and will be denoted by Pˆ.
Consequentially, under the assumptions of [35, Theorem 7], the existence of the minimal
martingale measure is equivalent to the set of equivalent martingale measures being non-empty.
This property, as shown in [8], is equivalent to the NFLVR formulation of no-arbitrage holding
for Xt (see Appendix A or [8] for details on NFLVR. Alternatively, see [18] for a discussion on
various no-arbitrage conditions).
We view this argument as a special usage of the arbitrage-free regularization framework by
considering the class of deformations AP defined by mapping φ to a factor model Φt(φ) satisfying
Definition 5.1 (Family of ELMMs) A family of measures Q , {Qu}u∈U such that for µ-a.e.
u in U , Xt(u) is a local-martingale under Qu, will be called a family of LMMs. If moreover for
µ-a.e. u in U , Qu is equivalent to P, the we call Q a family of ELMMs to P.
Definition 5.2 (Equivalent Measure-Deformations) A deformation of φ is in AP if and only if
there exists a family Q , {Qu}u∈U of equivalent measure to P whose ca´dla´g versions of their
density process ZQut satisfy
ΦQt (φ)(t, ·, u) = φ(t, ZQut ·, u).
Lemma 5.3. The operator
A
H,AˆF
φ,µ [φ|·] ,arginf
Φt∈AP
E
[∫ T
0
Hˆ (Φt) dt
]
+ AˆF
(
ΦQt
)
, (5.2)
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where
Hˆ (Φt) ,
{∫
u∈U H(Qu‖P)2µ(du) if (∃ΦQt ∈ AP)ΦQt (φ) = Φt
∞ else
AˆF
(
ΦQt
)
,
{
0 if
∫
u∈U Λ (Φt(φ)(t, βt, u))µ(du) = 0
∞ else ,
(5.3)
defines an arbitrage-free regularization operator on the class of deformations AP.
Proof. The relative entropy H(·‖·) is a functional Bregman divergence, as shown in [20], and
therefore is convex in the first argument, non-negative and zero if and only if Q and P are the
same up to a set of measure 0. Since x2 is convex then H(·‖·) is also convex. Setting µt to be
Lebesgue measure m, it follows that µt is deterministic and therefore F
X
t -predictable. Hence
Lemma 4.2 implies that Hˆ(Q‖P) is a model deviation.
Since Hˆ only takes on finite values for deformations which are identifiable with measure
changes we will only consider those for the following and subsequently identify Hˆ with H. The
non-anticipative functional AˆF t is non-negative and takes value 0 if and only if Q is an ELMM,
then it defines an arbitrage-penalty. The non-anticipative functional AˆFt takes constant values
0 or ∞ therefore for any λ > 0, a minimizer of
E
[∫ T
0
H (Q‖P) dt
]
+
1
λ
AˆF
(
ZQt
)
and of
E
[∫ T
0
H (Q‖P) dt
]
+ AˆF
(
ZQt
)
must be equivalent. Therefore
lim
λ↓0+
arginf
ΦQt ∈·
E
[∫ T
0
H (Q‖P) dt
]
+
1
λ
AˆF
(
ZQt
)
=arginf
ΦQt ∈·
E
[∫ T
0
H (Q‖P) dt
]
+ AˆF
(
ZQt
)
=AH,AˆFφ,µ [φ|·]
Hence AH,AFFφ,µ [φ|·] defines an arbitrage-free regularization operator, with AP ∈ Dom(F, φ, βt, gt).
Theorem 5.4 (Arbitrage-Free Regularization Formulation of NFLVR). Let βt be a continuous
M -valued semi-martingale satisfying regularity conditions D.1 as well as D.2, and assume that
µ, σ and F are deterministic functions. Then for µ-a.e. u in U , Xt(u) satisfies NFLVR if and
only if the arbitrage-free regularization
A
H,AFF
φ,µ [φ|AP]
exists. Moreover, if AH,AFFφ,µ [φ|AP] does exist, then for µ-a.e. u in U
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1. P is an ELMM for every XAPt (u),
2. AH,AFFφ,µ [φ|AP] = φ(t, Z Pˆut βt, u) where for every Z Pˆut is the density process of the minimal
martingale measure for Xt(u) relative to P.
Proof. The proof of Theorem 5.4 will be deferred to the appendix.
We take a moment to discuss it and examine one of its consequences. To reformulate NFLVR
for portfolios of a (finite) number of assets we refine the class of deformations AP to a smaller
subclass. The subset of A¯P by
A¯P ,
{
ΦQt ∈ AP : (∃Q ∼ P)µ ({u ∈ U : Qu 6= Q}) = 0
}
.
We denote elements of A¯P by Φ
Q
t , where Q is the µ-a.e. unique measure equating to all the
members of the family Q.
Corollary 5.5 (Arbitrage-Free Regularization Formulation of NFLVR). Consider the a sub-
market M , {Xt(u1), . . . ,Xt(uN )} of {Xt(u)}u∈U . Then NFLVR holds on M if and only if
1. AH,AFFφ,µ [φ|AP] exists,
2. AH,AFFφ,µ [φ|AP] = AH,AFFφ,µ
[
φ
∣∣A¯P] ,
where µ is taken to be the measure defined on subsets B of U by
µ(B) , #(B ∩ {u1, . . . , uN}).
Proof. By Theorem 5.4 for each ui, Xt(ui) satisfies NFLVR if and only if there exists a unique
ΦQt in AP solving the arbitrage-free regularization problem defining A
H,AFF
φ,µ [φ|AP]. The Fun-
damental Theorem of Asset Pricing implies that any portfolio on {Xt(ui)} satisfies NFLVR
(jointly) if and only if there exists an ELMM Q ∼ P simultaneously making every {Xt(ui)}
a local-martingale. [35, Theorem 7] implies that if such an ELMM exists then there exists a
unique minimal martingale measure Pˆ minimizing H(·‖P), across equivalent measures such that
each Xt(ui) are simultaneously local-martingales. By definition of A
µ
P , this implies that the
unique element of AP solving the arbitrage-free regularization problem defining A
H,AFF
φ,µ [φ|AP]
is an element the element of A µP of the form Φ
Q
t ; Qui = Pˆ; i = 1, . . . , N.
In Remark 3.5 the FDR-HJM models of [3] were related to flow models representing the price
of a zero-coupon bond for which the additional assumptions that σ, µ, and φ are deterministic and
constant in time are made. In [16] it is shown that most FDR-HJM models fail to be arbitrage-
free. Results such as [16, 15, 5] required that there exist a unique ELMM simultaneously making
every {Xt(u)}u∈U into a local-martingale. However as pointed out in Corollary 5.5, NFLVR is
equivalent to this requirement holding for a finite number of the members of the infinitely large
market {Xt(u)}u∈U . On the other hand, Theorem 5.4 showed that P can be viewed as an ELMM
by considering the arbitrage-free regularization φ(t, Z Pˆut βt, T ) in place of φ(t, βt, T ). However,
φ(t, Z Pˆut βt, T ) fails to be an FDR-HJM model, since the empirical factor model φ(t, Z
Pˆu
t β, T ) is
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itself predictable and therefore is not deterministic. Therefore arbitrage-free regularization of
FDR-HJM models, viewed within the flow model framework, may be an appropriate relaxation
of the FDR-HJM formulation which freely allows for the existence of arbitrage-free factor models
for the FRC.
5.2 Market Completeness and Independence of Construction
The Fundamental Theorem of Asset Pricing of [8], states that every contingent claim can be
replicated by a portfolio of market assets if and only if there exists a unique ELMM. In particular
this implies that there exists a unique Q ∼ P under which (F, φ, βt, gt) is arbitrage-free. In
the language of arbitrage-free regularization, there must exist a unique ΦQt ∈ AP such that
(F, φ, βt, gt) is a local-martingale. However, this implies that market completeness is equivalent
to the independence of the choice of model deviation or arbitrage-penalty when defining an
arbitrage-free regularization operator on AP.
Theorem 5.6 (Arbitrage-Free Regularization Formulation of Market Completeness).
Let (F, φ, βt, gt) be a flow model. For µ-a.e. u in U , the market generated by Xt(u) is com-
plete if and only if for every pair of arbitrage-free regularization operators AD,AFφ,µ [φ|AP] and
A
D˜,A˜F
φ,µ [φ|AP],
A
D,AF
φ,µ [φ|AP]
D∼
AF
A
D˜,A˜F
φ,µ [φ|AP] .
Proof. If for µ-a.e. u in U the market generated by Xt(u) is complete, then the family min-
imal martingale measures Q , {Pˆu}u∈U for {Xt(u)}u∈U is the unique family of ELMMs for
{Xt(u)}u∈U . Equivalently, there exists a unique ΦQt ∈ AP such thatXAPt (u) is a local-martingale.
Assume that there exists and AF penalty and a deformation ΦQ˜t of (F, φ, βt, gt) in AP minimizing
Aφ [φ|AP] such that for µ-a.e. u in U Qu are not the minimal-martingale measures. It follows
that
lim
λ7→0+
inf
ΦQ˜t ∈A
Dt(Φ
Q˜
t ) +
1
λ
AF t(Φt) = lim
λ7→0+
Dt(Φ
Qˆ
t ) +
1
λ
AF t(Φ
Qˆ
t ) ≥ lim
λ7→0+
1
λ
AF t(Φ
Qˆ
t ).
Since AF t takes finite values if and only if {XAPt (u)}u∈U are local-martingales for µ-a.e u in U ,
which by market completeness only happened if for µ-a.e. u in U Q˜u is Pˆu. Therefore the LHS of
equation (5.2) must be infinite for ΦQˆt . This is a contradiction the finiteness condition Definition
4.10 (ii). Therefore there exists a µ-a.e. unique minimizer of every arbitrage-free regularization
with respect to AP in a complete market.
Conversely, assume that every arbitrage-free regularization operator on AP has a unique
value (F,ψ, βt, gt), up to the equivalence relation ∼, of Lemma 4.6. In the first cast that for
µ-a.e. u in U , {Xt(u)}u∈U is a P-local martingale then by Definition 4.4 (ii) it follows that for
any arbitrage-penalty AFt,
AFt(I˜) = 0. (5.4)
Similarly, by Definition 4.1 (ii), it follows that for any model deviation Dt,
Dt(I˜) = 0. (5.5)
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Since any model deviation and any arbitrage-penalty are non-negative, then Equations (5.4)
and Equations (5.5) imply that for every model deviation Dt, every arbitrage-penalty AFt,
every t ≥ 0 and every λ > 0
0 = Dt(I˜) +
1
λ
AFt(I˜) ≤ arginf
ΦQt ∈AP
Dt(Φ
Q
t ) +
1
λ
AFt(Φ
Q
t ). (5.6)
It follows that for every Dt and AFt, Xt(u) must be in the same equivalence class as Aφ [φ|AP].
For the case where P itself is not an ELMM, assume that the market is not complete. Then
there exist families of ELMMs for which the set{
u ∈ U : Qu 6= Q˜u
}
,
has positive µ-measure. For a family of ELMMs Q , {Qu}u∈U , define the non-anticipative
functional
DQt (Φt) ,


0 if Φt = I˜∫
u∈U H(Q˜u‖Qu)2µ(du) if (∃ΦQ˜t ∈ AP)ΦQ˜t (φ) = Φt and Q˜u 6= P, µ− a.e
∞ else
where we have abbreviated {Q˜u}u∈U by Q˜.
The non-anticipative functional DQt is non-negative, convex and has value 0 if (F,ψ, βt, gt)
and (F, φ, βt, gt) define the same price processes P ⊗ m ⊗ µ-a.e. Hence DQt defines a model
deviation. Moreover any arbitrage-penalty AFt such that Definition 4.10 (ii) holds,
A
Q,AF
φ,µ [Φ|A ] , lim
λ7→0+
arginf
Φt∈A
DQt (Φt) +
1
λ
AFt(Φt)
defines an arbitrage-free regularization operator. Moreover, by construction the only unique
minimizers of DQt are the deformations I˜t and Φ
Q
t . Since Q is a family of ELMMs and P is not,
it follows that for any arbitrage-penalty AFt
AFt
(
I˜t
)
> 0; AFt
(
ΦQt
)
= 0. (5.7)
Therefore,
lim
λ7→0+
DQt
(
I˜t
)
+
1
λ
AFt
(
I˜t
)
≥ lim
λ7→0+
1
λ
AFt
(
I˜t
)
=∞
lim
λ7→0+
DQ˜t
(
ΦQ˜t
)
+
1
λ
AFt(Φ
Q˜
t ) = D
Q˜
t
(
ΦQ˜t
)
> 0
lim
λ7→0+
DQt
(
ΦQt
)
+
1
λ
AFt
(
ΦQt
)
= 0
,
where Q˜ , {Q˜u}u∈U is any family of ELMMs for which the set
{u ∈ U : Q˜u 6= Qu}
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has positive µ-measure. Hence, ΦQt is the unique minimizer of A
Q,AF
φ,µ [·|A ]. Therefore, for
distinct families of ELMMs Q and Q˜,
(
F,ΦQt (φ) , βt, gt
) DQt6∼
AFt
(
F,ΦQ˜t (φ) , βt, gt
)
,
contradicting the assumption that every arbitrage-free regularization operator of (F, φ, βt, gt)
has a unique value up to ∼ on AP. Therefore there must exist a unique family of ELMMs.
Hence for µ-a.e. u in U the market generated by Xt(u) must be complete by the Fundamental
Theorem of Asset Pricing part 2.
Theorem 5.4 reformulated the FTAP in terms of the existence and uniqueness of a particu-
lar arbitrage-free regularization problem which could be understood as deformations by measure
change, for equivalent measures to P. This intuition of the FTAP as particular types of defor-
mations of a model may be extended to other types of deformations under which the flow model
becomes arbitrage-free. This is explored in the next section.
5.3 Proximal Risk-Neutral Pricing Formula
The Fundamental Theorem of Asset Pricing gives mathematical meaning to risk-neutral pricing
through conditions for the existence and uniqueness of the risk-neutral value of a contingent
claim with payoff function f , on an asset whose price process follows Xt defined by
vT , EPˆ [f(XT ) | Ft] . (5.8)
When Xt can be represented by a flow model (F, φ, βt, gt), Theorems 5.5 and 5.6 stated that if
XΦt (u) satisfies NFLVR then the risk-neutral pricing formula may be expressed as
vT (u) = EPˆ [f (XT (u)) | Ft] =EP
[
f
(
XAPT (u)
)
| Ft
]
, (5.9)
with this formulation being unique if and only if the market is complete. Equation (5.9) im-
plies that pricing f(XT (u)) under the minimal martingale measure is equivalent to pricing the
arbitrage-free regularization f
(
XAPT (u)
)
directly under P, by minimally deforming the factor
model φ according to AP instead of by requiring a measure change from P to Pˆ.
More generally, Theorem 4.11 implies that for any class of deformations A , P is always
an ELMM for XAt (u). Therefore the right-hand side of equation (5.9) is always the risk-
neutral price for the model XAt (u). Therefore the right-hand side of equation (5.9) provides an
alternative to the classical risk-neutral pricing formula when the change of measure from P to Pˆ
is intractable, or does not exist. Moreover, other classes of deformations that AP may provide
better forecasts than pricing using XAPt (u). Hence pricing derivatives on Xt (u) is equivalent to
the price of derivatives on the minimally deformed model XAt (u), is a consistent extension of
the classical change-of-measure approach to risk-neutral pricing.
Definition 5.7 (Proximal Risk-Neutral Pricing Formula) Let (F, φ, βt, gt) be a flow model, A be
a class of deformations in Dom(F, φ, βt, gt), and Aφ [·|·] an arbitrage-free regularization operator.
Let f be a Borel-measurable function representing the payoff of a contingent claim at time T on
the underlying asset whose price follows Xt (u). If
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1. (Proximal No-Arbitrage) the arbitrage-free regularization Aφ [φ|A ] exists and
2. (Proximal Market Completeness) the process defined by the arbitrage-free regulariza-
tion is independent of choice of model deviation and arbitrage-penalty up to ∼,
then the proximal risk-neutral price of the contingent claim f(XT (u)) is defined to be
vt (u|A ) , EP
[
f
(
XAT (u)
)
| Ft
]
. (5.10)
To motivate equation (5.10), a particular arbitrage-free regularization problem both admit-
ting a closed form solution and not requiring the existence of an ELMM will now be developed.
This arbitrage-free regularization problem’s closed form expression will be the central component
of efficient arbitrage-free estimation procedures introduced in the final section of this paper.
5.3.1 Moving Beyond Measure Changes with Spread Deformations
When the dynamics factors βt are assumed to follow an OU-process, a correction to this draw-
back is proposed in [7] by adding a deterministic spread C(t, T ) over the Nelson-Siegel curve
φNS(t, βt, T ), the resulting model is called the Arbitrage-Free Nelson-Siegel model (AFNS). The
addition of a spread over the factor model is a type of deformation which we illustrate in more
generality here.
Definition 5.8 (Spread Deformations) The set of maps{
φ 7→ φ+ C(t, u) : u 7→ C(t, u) ∈ C1(U ;U) and t 7→ C(t, u) is Fβt -predictable
}
,
under the equivalence relation defined in Lemma 4.6, is called the class of spread deformations.
It will be denoted by A+.
Lemma 5.9 (Least-Squares Arbitrage-Free Regularization). The non-anticipative functional
D2t , E
[∫ t
0
∫
u∈U
(ψ(t, βt, u)− φ(t, βt, u)) dµt
dm
µ(du)ds
]
,
defines a model deviation. In particular if AFt is as in Theorem 4.5 and ΛB represents the
left-hand side equation (3.17) then
A
2,B
φ,µ [Φ|A ] , lim
λ7→0+
inf
Φt∈A
D2t (Φt(ψ)) +
1
λ
AFBt (Φt(ψ))
AFBt (F,ψ, βt, gt) ,E
[∫
u∈U
∫ t
0
{ΛB(F,ψ, βs, gs)}2 dsµ(du)
]
, (5.11)
defines an arbitrage-free regularization operator.
Proof. Since x2 is strictly convex, Lemma 4.2 implies that D2t must be a model deviation.
Corollary 3.12 showed that ΛB is zero if and only if Λ is zero when (F, φ, βt, gt) is the flow model
of Example 3.4. Therefore by Theorem 3.11 then Theorem 4.5 imply that A2,Bφ,µ [Φ|A ] defines an
arbitrage-free regularization operator for the flow model of Example B.2.
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Proposition 5.10. Let (F, φ, βt, gt) be a flow model such that
1. For every t ≥ 0, DtF = 0,
2. V F (t, ϕus , [ϕ
u
s ]) 6= 0, m⊗ P-a.e.
3. φ(t, β, u) =
∑N
i=1 β
iϕi(u) where {ϕi}Ni=1 is a linearly-independent set in W s(U).
The class of spread deformations A+ is a class of deformation of the flow (F, φ, βt, gt). Moreover,
if Xt(u) is not arbitrage free, then the arbitrage-free regularization A
2,B
φ,µ [φ|A+] is given by
A
2,B
φ,µ [Φ|A ] =φ(t, βt, u) + Cˆ(t, u)
Cˆ(t, u) =−
∫ t
0
d∑
i=0
(ξsei)φ(s, β, u)dµ(s, β, u)
+
1
2
d∑
i,j=1
Hessgt (φ(s, u)) (βei, βej)d[β
i, βj ]sds‖β=βs ,
. (5.12)
Proof. Since C(t, u) = 0 is both predictable and smooth, then the trivial deformation is in A+.
Therefore, Definition 4.8 part (i) holds.
If Φt(φ) 7→ ϕ(t, u, βϕt ) + Cg(t, u) and ht(φ) 7→ ϕ(t, u, βϕt ) + Ch(t, u) then the map
gt ◦ ht(φ) 7→ ϕ(t, u, βϕt ) + (Cg(t, u) + Ch(t, u)) , (5.13)
is in A+ and Definition 4.8 part (iii) holds.
If Xt(u) is arbitrage-free then (ii) of Definition 4.8 holds. Suppose that Xt(u) fails to be
arbitrage-free. Since φ is of the form φ(t, β, u) =
∑N
i=1 β
iϕi(u) then
1
2
tr[tV 2s F (s, ϕ
u
s , [ϕ
u]s)]
[
d∑
i=0
(ξsei)φ(s, βs, u)dσ(s, βs, u)
]2
ds

 = 0. (5.14)
Plugging equation (5.14) into equation (3.16) and using assumption (i)− (ii) it follows that for
any gt ∈ A+, Φt(φ) = φ+ C(t, u) for any fixed β ∈ M , equation (3.16) can only hold if
−∂C(t, u)
∂t
= −∂Φt(φ)(t, β, u)
∂t
=
[
d∑
i=0
(ξsei)φ(s, βs, u)dµ(s, βs, u)
+
1
2
d∑
i,j=1
Hessgt (φ(s, u)) (βsei, βsej)d[β
i, βj ]s

 .
(5.15)
Fixing β in equation (5.15) and integrating with respect to t, implies that C(t, u) must be of
the form described in equation (5.12). Therefore Definition 4.8 part (ii) holds.
Moreover, since Φt(φ) , φ + Cˆ(t, u) is the only element of A+ on which the arbitrage
penalty L is not infinite then it follows that it must solve the minimization problem defining the
arbitrage-free regularization operator A2,Bφ,µ [Φ|A ].
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The existence of the solution to the arbitrage-free regularization problem of Proposition 5.10
does not depend on the existence of an ELMM to P for Xt (u). Therefore like the NS model for
the price of a bond, Xt(u) is permitted to admit arbitrage-opportunities. However, unlike the
AFNS correction to the NS model, the construction of X
A+
t (u) does not require (F, φ, βt, gt) to
represent the price of a bond or for the stochastic factors βt to follow an OU process. Instead it
works for any price process representable by a sufficiently time-homogeneous flow model.
Example 5.11 (Extended Arbitrage-Free Nelson-Siegel Models). The extended Nelson-Siegel
models satisfy the assumptions of Proposition 5.10. Therefore the arbitrage-free regularization
problem of Proposition 5.10 applied to the Extended Nelson-Siegel admit the following closed-
form solution
A
2,B
φ,µ [φ|A+] =
N∑
i=1
βitϕi(T ) +
∫ t
0

 d∑
i=1
φi(T )µ(s, T ) +
1
2
d∑
i,j=1
φi(T )φj(T )σi(s, T )σj(s, T )

 ds
φ1 =1
φ2 =
[1− exp (−T/τ)]
T/τ
φ3 =
(
[1− exp (−T/τ)]
T/τ
− exp (−T/τ )
)
φi =
[
1− exp (−T ki/τ)]
T ki/τ
; i > 3, ki > 0.
(5.16)
Equation (5.16) is the FRC formulation of the AFNS model, when d = 3 and βt follows an
OU-process.
In [15] it is shown that the Nelson-Siegel model of equation (3.4) admits arbitrage opportuni-
ties and therefore the Fundamental Theorem implies that there does not exist and ELMM to P
making the Nelson-Siegel model arbitrage-free. In contrast, Lemma 5.9 showed that deforming
the Nelson-Siegel model with respect to A+ gave a arbitrage-free bond model. Therefore the
following conclusion is taken.
Proposition 5.12 (Beyond Measure Changes). There exist flow models (F, φ, βt, gt) for which
there does not exist an ELMM to P making Xt(u) a local-martingale, but there exists a class of
deformations A for which Aφ [φ|A ] exists and is P-local-martingale.
In summary, arbitrage-free regularization with respect to AP was consistent with the Fun-
damental Theorem of Asset Pricing, as well as the risk-neutral pricing formula. Moreover,
arbitrage-free regularization with respect to A+ provided a closed-form expression extending the
classical risk-neutral pricing formula to flow models which may admit arbitrage. This provided
an alternative procedure for constructing the AFNS correction to the NS model. Moreover, this
procedure gave a closed-form arbitrage-free correction to solve a broad scope of models across
many asset classes.
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6 Empirical Performance
This section investigates the empirical performance of arbitrage-free regularization. It is ob-
served that arbitrage-free regularization extracts subtle information not detectable by classical
learning algorithms. Implementations are in the forward-rate curve setting.
6.1 Arbitrage-Free Prediction and Estimation
The incorporation of no-arbitrage information into our estimates is desirable not only from a
theoretical point-of-view but also from a forecasting and curve-fitting perspective since they
assimilate more information about the market. A meta-algorithm which takes an estimation
procedure for the factors at time ti+1 given the current time ti and returns an arbitrage-free
estimate of the FRC at time ti+1 is introduced, implemented, and tested. It relies on a class of
deformations, denoted by A + which provide more flexibility than the class of spread deforma-
tion. The class of deformations A + is defined, on the flow model of Example 5.11, by
φ(t, β, u) ,
d∑
i=1
βiϕi(T ) 
d∑
i=1
(
βi + αit
)
ϕi(T ) + C(t, T ), (6.1)
where αt is Ft-predictable. A key remark in Equation (6.1) is that the optimal spread Cˆ(t, T )
of Proposition 5.10 is only a function of φ, µ, σ and the state of the dynamic factors βt at time
t. To make that emphasis, for a given state of βt, we will denote Cˆ(t, T, βT ) by Cˆ(t, T ;βt).
Meta-Algorithm 6.1 (Arbitrage-Free Estimation).
Input: Bond data B (ti, Tj)i,j ; an estimation algorithm A for βt; a strictly-convex
penalty P in Rd
Output: An arbitrage-free FRC at time ti+1
for every past time ti do
1. (Stochastic Factor Estimation:)
(a) Empirical Estimation Step: Estimate βti+1 according to algorithm A.
(b) (Spread Optimization:) Find αti+1(γ) ∈ RN by minimizing (resp. heuristically
reduce) the loss function:∑
j=1
[
C(t, Tj , βti+1 + αti+1(γ))
]2
+ γP (αt(γ))
2 . (6.2)
Minimize (resp. heuristically improve) α(γ) via cross-validation, to obtain αˆti+1 ,
2. (Arbitrage-Free Estimate:) Predict the curve at time ti+1 to be
N∑
i=1
(
βiti+1 + αˆ
i
ti+1
)
ϕi(T ) + Cˆ(t, T, βti+1 + αti+1).
Choose d with sequential-validation.
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Every perturbation βt  βt + αt, impacts not only the loadings but the optimal spread
by perturbing it from Cˆ(t, T ;βt) into Cˆ(t, T ;βt + αt). This allows a method for computing
(resp. heuristically approximating to an arbitrage-free solution) A2,Bφ,µ [φ|A +]; thus providing an
arbitrage-free estimate of the FRC, once βt is estimated according to some estimation scheme.
This procedure is summarized in Meta-Algorithm 6.1.
Remark 6.2. Equation (6.2) balances the prediction quality with arbitrage-free correction, by
parsimoniously estimating dynamical factors which simultaneously predict well and decrease the
magnitude of the optimal spread C(t, T ) over the curve φ.
For this empirical study, we consider successive 14054 business days of US interest-rate data,
from January 1rst 1970 until April 12th 2018. The observed maturities are at 1, 2, 3, 5, 7, 10, 20,
and 30 years.
6.1.1 Estimation: Bi-Monthly
We investigate the proportion of monthly in-sample estimates for which the empirical factor
model has a larger sum-of-squared errors than A2,Bφ,µ [φ|A +], in greater detail. The assumption
that the instances when one of these models outperforms the other are i.i.d. binomial random
variables with proportion p is justified by the Wald-Wolfowitz, whose results are reported in
Table 2 (see [39] for more details on this non-parametric test).
1 2 3 5 7 10 20 30
Runs 8 6 7 16 4 12 6 8
p-value < 10−5 < 10−5 < 10−5 < 10−5 < 10−5 < 10−5 < 10−5 < 10−5
Table 2: Wald-Wolfowitz Run Test Summary.
For this empirical investigation, we implement the Nelson-Siegel factor model of Example
(5.16), with N = 2. The convex penalty function P in equation (6.2) is taken to be the ℓ2
penalty on the vector αt. The estimation step (1a), this time, is initialized using a moving
window regression on two-month moving windows. The dynamics of βt are assumed to follow
an uncorrelated OU process
βt = β0 +
∫ t
0
A(K − βs)ds +
∫ t
0
ΣdWs,
where Σ is a diagonal matrix. A,K,Σ are estimated using maximum likelihood estimation. We
find, that unlike the previous daily estimation procedure, the bi-monthly moving windows yields
a significant increase in the proportion of times the arbitrage-free regularized model outperforms
the Empirical factor model. We denote the sample proportion by pˆ.
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Maturity pˆ St. Dev. of Estimate 99.9% Lower 99.9% Upper
1 Year 0.826 0.061 0.763 0.884
2 Year 0.829 0.069 0.757 0.894
3 Year 0.905 0.047 0.855 0.948
5 Year 0.956 0.033 0.920 0.984
7 Year 0.968 0.030 0.934 0.992
10 Year 0.987 0.018 0.967 1.000
20 Year 0.982 0.031 0.947 1.000
30 Year 0.918 0.053 0.860 0.965
Table 3: Estimated proportion when has lower squared error than φ does.
In Table 3 presents 99.9% confidence intervals for the true probability that Aφ [φ|A +] out-
performs φ. Estimates are computed using Wilson’s score interval which provides more accurate
confidence intervals than the normal approximation when the population is binomial (see [40] for
details on Wilson’s score interval). The findings of Table 3 reinforce the fact that the arbitrage-
free regularized model nearly always outperforms its empirical counterpart. However, a closer
look a the statistics of Table 3 imply that there are indeed moments where the empirical factor
model outperforms its arbitrage-free regularization.
6.1.2 Prediction: Daily
The one-day ahead forecasting performance of various arbitrage-free regularization operators
will be compared against each other and benchmarked against their empirical factor model
counterpart. For this implementation. We assume that φ an the extended Nelson-Siegel model
and βt follows a multivariate OU process, as in Example 5.16. The stochastic factor estimation
of Algorithm 6.1 step (1a), is performed using a Kalman smoother. The Kalman smoother is
initialized using the following sequence of algorithms. First the dynamics factors βt are estimated
using regression. The regression estimates are used to initialize the maximum likelihood method.
The maximum likelihood estimates are then used to initialize the Kalman filter. Finally the
Kalman smoother is used to estimate the one-day-ahead parameters, it is initialized with the
estimates of the Kalman smoother. Step (1b) is performed using heuristic methods to estimate
α.
The parameters 0.5 ≤ γ ≤ 1.5 and 0 ≤ N ≤ 20 are chosen through cross-validation on a grid
of possible values; the initial bounds for the grid where chosen empirically. The optimal values for
γ and d were found to be 0.7 and 10 respectively. Table 4 shows that for nearly every maturity,
the absolute mean error and standard deviation of the errors is lower for the A2,Bφ,µ [φ|A +] model
that they are for the Empirical and the extended AFNS model A2,Bφ,µ [φ|A+] 2 models. In general
A
2,B
φ,µ [φ|A+] performs most poorly and we interpret this as the spread correction term, without
any adjusting αt is to rigid to both fit the observed forward-rate data and meet the no-arbitrage
requirements. On the other hand A2,Bφ,µ [φ|A +] regularized does not suffer from this limitation.
The performance is significantly better than the alternatives for all maturities below 10 years
and competitively better for those on and above 10 years. The empirical factor model does
exhibit a lower variance for long-end maturities.
31
A. Kratsios, C. Hyndman AF-Regularization August 14, 2018
1 Year 2 Year
Error Statistics A + A+ Empirical A
+
A+ Empirical
Mean -0.704 0.00000 -0.704 0.141 0.845 -0.704
St.dev 0.073 0.006 0.073 0.063 0.028 0.074
95% Upr -0.560 0.013 -0.560 0.265 0.900 -0.559
95% Lwr -0.847 -0.013 -0.847 0.017 0.790 -0.848
99% Upr -0.515 0.017 -0.515 0.303 0.917 -0.514
99% Lwr -0.892 -0.017 -0.892 -0.022 0.773 -0.893
AIC 11, 059.310 -37,283.540 11, 059.310 -4,602.155 12, 888.850 11, 058.020
3 Year 4 Year
Error Statistics A + A+ Empirical A
+
A+ Empirical
Mean 0.449 1.152 -0.704 0.449 1.152 -0.704
St.dev 0.051 0.050 0.072 0.051 0.050 0.072
95% Upr 0.549 1.251 0.562 0.549 1.251 -0.562
95% Lwr 0.348 1.054 -0.846 0.348 1.054 -0.846
99% Upr 0.581 1.281 -0.517 0.581 1.282 -0.517
99% Lwr 0.317 1.023 -0.891 0.317 1.023 -0.891
AIC 6,452.629 16, 117.440 11, 081.030 6,439.378 16, 089.490 11, 063.310
5 Year 7 Year
Error Statistics A + A+ Empirical A
+
A+ Empirical
Mean 0.618 1.321 -0.702 0.643 1.347 -0.707
St.dev 0.034 0.079 0.073 0.034 0.100 0.073
95% Upr 0.684 1.476 -0.559 0.710 1.543 -0.563
95% Lwr 0.552 1.167 -0.846 0.577 1.152 -0.850
99% Upr 0.704 1.524 -0.514 0.731 1.604 -0.518
99% Lwr 0.531 1.118 -0.891 0.556 1.090 -0.895
AIC 9,674.864 17, 505.120 11, 039.740 10,096.060 17, 714.500 11, 101.500
10 Year 20 Year
Error Statistics A + A+ Empirical A
+
A+ Empirical
Sample Mean 0.666 1.370 -0.699 0.673 1.377 -0.711
St.dev 0.048 0.118 0.077 0.083 0.154 0.071
95% Upr 0.759 1.601 -0.549 0.836 1.679 -0.572
95% Lwr 0.572 1.138 -0.850 0.511 1.075 -0.850
99% Upr 0.789 1.674 -0.502 0.887 1.774 -0.529
99% Lwr 0.543 1.065 -0.897 0.460 0.980 -0.894
AIC 10,459.950 17, 894.160 11, 002.570 10,628.570 17, 977.620 11, 163.980
30 Years
Error Statistics A + A+ Empirical
Sample Mean 0.692 1.396 -0.699
St.dev 0.085 0.158 0.075
95% Upper 0.860 1.706 -0.551
95% Lower 0.525 1.087 -0.846
99% Upper 0.913 1.803 -0.505
99% Lower 0.472 0.989 -0.893
AIC 10,915.270 18, 119.850 10, 989.520
Table 4: A + denotes the model A2,Bφ,µ [φ|A +], A+ denotes the model A2,Bφ,µ [φ|A+], and Empirical
denotes φ. Recall that A2,Bφ,µ [φ|A+] reduces to the AFNS model when N = 2.
Table 4 shows that A2,Bφ,µ [φ|A +] contains more information about the data, in the sense of
information theory, than its naive or extended AFNS counterparts, with the exception of the 1
year maturity bond, as is reflected in the lower AIC score. Expressed differently, the low AIC
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of A2,Bφ,µ [φ|A +] implies that it is the most parsimonious amongst the naive model and extended
AFNS model A2,Bφ,µ [φ|A+].
6.2 Arbitrage-Detection and Irrational Pricing Classification
In [15] it was shown that a large class of factor models for the FRC admit arbitrage and contain
the extended Nelson-Siegel models as a particular case. Therefore, there are instances in which
a model admitting arbitrage better explains the data than the closest arbitrage-free model to it.
In the frame of behavioral finance, if market frictions are overlooked, this is empirical ev-
idence that there are instances where the market is acting more irrational than rational by
admitting irrational mis-pricing opportunities. These behavioral anomalies can be quantifies by
first investigating when there is a spread between the empirical factor model and its arbitrage-
free regularization, and secondly asking if that spread is statistically significant in terms of the
data.
Definition 6.3 (Irrational Overpricing (resp. Underpricing)) Let t0 < · · · < tM be a sequence
of times on which the vector of forward-rates {f(t, Tj)}Ntj=1 was observed for a zero-coupon Bond
with price B(t⋆, T⋆) were observed. Here Nt ≥ 1. Fix the thresholds ǫ, δ > 0. Let T be a fixed
maturity time T and consider
1. There is potentially a price inconsistent with the no-arbitrage pricing theory, in the sense
that either
(a) Aφ [φ|A ] (t, T, βt) > φ(t, T, βt) + ǫ,
(b) φ(t, T, βt) > Aφ [φ|A ] (t, T, βt) + ǫ.
2. The tail mass of the empirical error distribution for the arbitrage-free regularized model is
less than that of the empirical factor model. That is
(1 + δ) <
1
M
∑M
i=1
∑Nti
j=1 I
([
errN (ti, Tj)− errN
]2
>
[
errN(ti, T )− errN
]2)
1
M
∑M
i=1
∑Nti
j=1 I
([
errA(ti, Tj)− errA
]2
>
[
errA(ti, T )− errA
]2)
errA(t, T ) ,Aφ
[
φ
∣∣A +] (t, βt, T )− f(t, T ); errN (t, T ) , φ(t, βt, T )− f(t, T ),
errA ,
1
M
M∑
i=1
Nti∑
j=1
errA(ti, Tj)
Nti
; errN ,
1
M
M∑
i=1
Nti∑
j=1
errN (ti, Tj)
Nti
.
Where I(·) is the indicator random variable.
In the case where (ia) and (ii) hold, we say T is irrationally under-priced. Similarly, if (ib)
and (ii) hold, then we say T is irrationally over-priced. If either (ii) or (i) fails to hold we say
that the market is in a likely rational state.
As expected, when estimating the empirical factor model and its arbitrage-free regularization
on a daily basis, the arbitrage-free regularization performs better but its error distribution has
a greater sample average than when these models are estimated on a bi-monthly basis. This is
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consistent with economic theory, which stipulates that mispricings exist but are corrected very
quickly by the market due to market efficiency.
The proportion of times that that a point of the FRC is either irrationally over-priced, or
irrationally under-priced varies may be large or small depending on the chosen threshold. We
denote this proportion by πˆǫδ. Its estimates are illustrated by the following Table 5, ǫ and δ are
in basis points. Table 6 shows that the 2 and 10 year bonds have the highest probability of
Table 5: Probability That a point is likely irrationally priced
Thresholds: ǫ = 0.1, δ = 0
Maturity πˆǫδ St. Dev. of Estimate Lower-Bound Upper-Bound
US1Y 0.429 0.080 0.350 0.509
US2Y 0.458 0.088 0.370 0.546
US3Y 0.484 0.080 0.404 0.565
US5Y 0.500 0.080 0.420 0.580
US7Y 0.404 0.081 0.323 0.486
US10Y 0.547 0.080 0.467 0.627
US20Y 0.303 0.090 0.216 0.395
US30Y 0.365 0.090 0.277 0.456
Thresholds: ǫ = 1, δ = 0.1
Maturity πˆǫδ St. Dev. of Estimate Lower-Bound Upper-Bound
US1Y 0.225 0.067 0.160 0.294
US2Y 0.377 0.089 0.289 0.467
US3Y 0.303 0.074 0.231 0.379
US5Y 0.374 0.078 0.298 0.453
US7Y 0.316 0.080 0.238 0.397
US10Y 0.410 0.079 0.331 0.489
US20Y 0.018 0.031 0.000 0.053
US30Y 0.307 0.090 0.220 0.399
Thresholds: ǫ = 2, δ = 0.8
Maturity πˆǫδ St. Dev. of Estimate Lower-Bound Upper-Bound
US1Y 0.193 0.064 0.133 0.259
US2Y 0.346 0.087 0.260 0.435
US3Y 0.256 0.070 0.188 0.329
US5Y 0.300 0.074 0.228 0.375
US7Y 0.262 0.076 0.189 0.339
US10Y 0.327 0.075 0.253 0.404
US20Y 0.018 0.031 0.000 0.053
US30Y 0.278 0.087 0.194 0.368
Table 6: As in Table 3, italicized maturities are least likely and exhibit greatest variance,
while boldface maturities exhibit the lowest variance and highest estimated probability of being
irrationally priced.
being irrationally mispriced, according to the conservative thresholds ǫ = 2, and δ = .8. These
mispricings do not take liquidity or market frictions into account and may not present arbitrage
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opportunities for these reasons. If they frequently take on simultaneous opposing market states
then they can be used to form a statistical arbitrage strategy.
6.3 Arbitrage-Detection Based Pairs Trading Strategy
Define the states (2 > 10), (2 < 10), and (10|2) by
• (2 > 10):
– B(t, 2) is rationally priced and B(t, 10) is irrationally underpriced,
– B(t, 2) is irrationally overpriced and B(t, 10) is rationally priced,
– B(t, 2) is irrationally overpriced and B(t, 10) is irrationally underpriced,
• (2 < 10):
– B(t, 10) is rationally priced and B(t, 2) is irrationally underpriced,
– B(t, 10) is irrationally overpriced and B(t, 2) is rationally priced,
– B(t, 10) is irrationally overpriced and B(t, 2) is irrationally underpriced,
• (10|2): (2 > 10) and (2 < 10) are false.
We assume that the transition between the states (2 > 10), (2|10), and (2 < 10) follows a
partially observed time-homogeneous Markov process. Where in the language of hidden Markov
models (HMM), the estimates obtained in Table 6 are the emissions from the true states (2 > 10),
(2|10), and (2 < 10).
This is an HMM problem with 3 observed and 3 partially observed states. We can estimate
the transition probability matrix between the states (2 > 10), (2|10), and (2 < 10) and the
emission probability matrix, which are the probabilities of observing a state given that the state
of the hidden process, using the Baum-Welch formulation of the EM algorithm. We initialize the
estimate of the EM algorithm using a maximum likelihood estimate of the transition between
the observed states. Our findings are recorded within the following tables.
Estimated Transition Probability Matrix for Pair of Maturities (2, 10)
(a) Transition Probabilities
(2 < 10) (2|10) (2 > 10)
(2 < 10) 0.968 0.015 0.017
(2|10) 0 0.975 0.025
(2 > 10) 0.041 0.046 0.912
(b) Emission Probabilities
(2 < 10)∗ (2|10)∗ (2 > 10)∗
(2 < 10)∗ 0.532 0.468 0
(2|10)∗ 0 0.993 0.007
(2 > 10)∗ 0 0.264 0.736
Figure 1: We denote by (2 < 10)∗ (resp. (2|10)∗, resp. (2 > 10)∗) the estimated analogue of
(2 < 10) (resp. (2|10), resp. (2 > 10)) estimated using πˆǫδ as in Table 6.
As anticipated, the pair B(t, 2) and B(t, 10) infrequently transition between complimenting
states. Since transitions do indeed occur making an pairs trading strategy possible. However,
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the nearly diagonal nature of the transition probability matrix implies that round trips will
take some time to complete. We discuss the strategy in more detail here before evaluating its
performance.
Strategy 6.4 (Statistical Fixed-Income Arbitrage Strategy).
1. Identify High Arbitrage Potential Maturities: At the current time t1, identify ma-
turities {T1 < · · · < Tn} which have a high positive probability of being irrationally
mispriced,
2. Identify Most Actively Fluctuating Pair: Select two maturities Ta and Tb amongst
{T1 < · · · < Tn}, maximizing
(Ta, Tb) , max
(a,b)
3∑
i,j=1
i6=j
(
pa,bi,j
)2
,
where (pa,bi,j )i,j is the transition probability matrix between states (Ta < Tb), (Ta > Tb),
and (Ta|Tb), represented by j = 1, 2, 3 respectively.
3. Buy low sell high: Go short B(t1, Ta) and go long on B(t1, Tb) by K units if in state
(Ta > Tb) at time t,
4. Close positions: For a future time point t2 > t1, go short B(t2, Tb) and go long on
B(t2, Ta) byK units if in state (Ta < Tb), and if B(t2, Tb) > B(t1, Tb) as well as B(t2, Ta) >
B(t1, Ta).
Repeat steps 3 and 4 until desired capital is reached.
We implement strategy 6.4 across a 15 year time horizon ending on December 2014 on US
bonds. As expected, transitions rarely occur in pairs and 2 round trips takes about 15 years.
The performance of the strategy is benchmarked against two strategies, one which invests in
the 2 year bond and reinvests immediately when the bond matures, and another which does
the same for the 10 year bond. Each of the three implemented strategies is self-financing with
initial portfolio value of 1m USD and short-selling is allowed with the constraint that the total
portfolio value is non-negative.
Portfolio Metrics Pairs US2 US10 Best Worst
Terminal Wealth 2,019,419.000 1, 794, 979.000 2, 006, 301.000 Pairs US10
Minimum Excess Wealth 605,300.300 0 0 Pairs US2 & US10
Maximum Excess Wealth 1,019,419.000 794, 979.000 1, 006, 301.000 Pairs US10
ES0.5 10.894 14.731 5.127 US10 US2
ES0.9 3.475 5.319 1.670 US10 US2
ES0.95 3.128 4.774 1.499 US10 US2
ES0.99 2.883 4.396 1.380 US10 US2
ES0.999 3.497 4.318 1.355 US10 US2
Prop. Time Active 0.558 1 1 Pairs US2 & US10
Table 7: Strategy Comparisons and Metrics
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In Table 7, Maximum (resp. Minimum) Excess Wealth denote the most (resp. least) the
portfolio were worth, minus the initial capital of 1m USD, during the trading period. ES denotes
the historical expected shortfall, and Prop. Time Active is the proportion of the time window on
which the portfolio is non-empty. Portfolios evaluated here as self-financing with initial capital
of 1m USD.
From Table 7 we see that the pairs strategy spends the least time actively trading in the
market, has the highest portfolio value and the lowest minimum portfolio value. The Pairs
trading strategy seems to take on less risk than investment in the 10 Year bond but more risk
than investment in the 2 Year bond, this is due to the short and long positions of both bonds
partially of setting each-other. The expected shortfall does not capture the risk avoided by not
participating in the market. As is illustrated in the last row of Table 7, the pairs trading strategy
must have a lower market risk since the trader spends less time actively holding assets than
with the other two a-priori seemingly passive strategies. Overall, our pairs trading strategy has
a higher payout and relatively lower risk when benchmarked against these two low-risk passive
bond investing strategies.
In summary, our low-risk pairs strategy based on the detection and classification of irrational
mispricings in the market provides an alternative to classical pairs strategies where the assets
are required to be co-integrated (see [6, Chapter 11] for details). Instead here we require that
the pair of assets’ rational/irrational pricing states fluctuate often and above a preset threshold.
This is the final application of arbitrage-free regularization presented in this paper, and serves
as a natural endpoint wherein our new tools were used to obtain an tangible and novel trading
signal. We now close this article by taking the time to summarize our findings.
7 Summary
We have introduced an unsupervised learning algorithm, arbitrage-free regularization, which
optimally removes arbitrage opportunities from factor models for a wide range of asset classes.
Its definition resided on the introduction of a new class of semi-parametric models providing
an alternative finite dimensional generalization of the FDR-HJM models than to the GHJM
framework. This new modeling framework have factor models at their core, but allow for
their constant predictable deformation, a feature which allowed us to meet all of our modeling
principles. Their construction as a predictably deforming factor model allowed them gives
flow models their interoperability, their data-driven and arbitrage-free properties arise from the
arbitrage-free regularization operator and the arbitrage-free estimation meta-algorithms defined
on them. Their desirability is a result of their finite dimensional nature which results from the
factor model at their core. Lastly, their re-usability is a result of the generality and flexibility
provided by the functional F , allowing flow models and their arbitrage-free regularization to
model many asset classes. Additionally, flow models naturally are able to incorporate path-
dependent and non-Euclidean features adding to their flexibility and generality.
The arbitrage-free regularization operator, within the framework of flow models, allowed to
give equivalent and extended formulations of many classical results from risk-neutral pricing
theory such as NFLVR, market completeness, minimal martingale measure, and the risk-neutral
pricing formula. Arbitrage-free regularization allowed for finding the risk-neutral price directly
under the objective measure P by optimally deforming the factor model’s structure instead of
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changing measure. This formulation was shown to extend the classical risk-neutral pricing theory
to models which admit arbitrage. The Nelson-Siegel model was used as a familiar example on
this theme and the Arbitrage-Free Nelson-Siegel was shown to be the result of a particularly
formulation of the Nelson-Siegel model’s arbitrage-free regularization.
Arbitrage-free regularization was used as an integral part of the arbitrage-free estimation
meta-algorithm, which allowed any estimation procedure for the dynamic factors to simultane-
ously extract further arbitrage-free information from the market data and the empirical factor
model. The arbitrage-free estimation analogues of the Kalman-smoother and MLE algorithms
were shown to provide superior one-day ahead forecasts and in-sample bi-monthly estimates of
forward-rate curves. These improvements were quantified in terms of SSE, standard-deviation
of errors, AIC, and probability that the arbitrage-free regularization outperforms its empirical
counterpart. The Nelson-Siegel, AFNS, and their extensions provided benchmarks to make con-
crete understanding of this performance gain. In nearly every case arbitrage-free regularization
was found to outperform their empirical and AFNS counterparts. The out-performance of the
empirical factor model was understood as being due to the arbitrage-free laws being obeyed and
the out-performance of the AFNS models was explained as the added flexibility the arbitrage-
free estimated models provided since they admit many arbitrage-free deformations and not only
a single spread deformation.
The mismatch between certain models admitting arbitrage in a model and their arbitrage-
free regularization gave way to an mispricing-detection technique. This mis-price detection
methodology was used to construct a mispricing classification algorithm which in-turn formed
the cornerstone of a pairs trading strategy relying on methods from hidden-Markov model theory.
The disadvantage of our arbitrage-free regularization is that regularization with respect to more
general classes of deformations that A +,A+, or AP may have less straightforward solutions
and potentially requires the introduction of new estimation techniques. However, arbitrage-free
regularization and arbitrage-free estimation with respect to either of the three aforementioned
classes of deformations is solved and provides numerically encouraging results.
In closing, arbitrage-free regularization and estimation of flow models provides a novel ex-
tension of the classical foundation of risk-neutral pricing theory. This extension provides many
theoretical and predictive advantages as well as new types of problems and applications to
explore.
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This section contains a number of appendices which deal either with technical proofs or with
related background material.
A No-Free Lunch With Vanishing Risk
Definition A.1 (Admissibility) Let I be a finite subset of U . A Ht strategy is said to be (α, I)-
admissible, for α > 0 if
1. Ht is predictable with respect to the filtration generated by {Xt(ui)}Ni=1,
2. lim
t7→∞
∑
i∈I
∫ t
0 Hs(ui)dXs(ui) ≥ −α,
3. H(u) = 0 for u 6∈ I. .
If Ht is (α, I)-admissible with respect to some α > 0 and then Ht is said to be I-admissible.
Remark A.2. The FTOAP, as formulated in [9] assumes that the market there are only a finite
number of underlying assets in the market; which in the notation of this paper means that U
is finite. If U is finite, then the definition of admissibility in [18, Definition 2.1] is the same
as Definition A.1 if U is finite. However, Definition A.1 does not require that U be finite, but
instead it requires that assets from the market generated by a finite collection {Xt(ui)}i∈I of
pre-determined assets may be traded. As illustrated in [2], allowing for an infinite number of
assets to be traded at once may become intractable through conventional tools.
Definition A.3 (No Free Lunch with Vanishing Risk) Let I be a finite subset of U . A sequence
{Hnt }n∈N of I-admissible strategies is said to be an Free Lunch with Vanishing risk if there exists
and increasing sequence {δn}n∈N in [0, 1) converging to 1 and ǫ > 0 such that
1. P
(
lim
t7→∞
∑
i∈I
∫ t
0 Hs(ui)dXs(ui) > δn − 1
)
= 1,
2. P
(
lim
t7→∞
∑
i∈I
∫ t
0 Hs(ui)dXs(ui) > ǫ
)
≥ ǫ.
If there are no free lunches with vanishing risk, then we say that {Xt(ui)}i∈I satisfies NFLVR. If
for every finite subset I of U , {Xt(ui)}i∈I satisfies NFLVR then we say that {Xt(u)}u∈U satisfies
NFLVR.
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Remark A.4. Since the FTOAP of [9] only requires a finite number of underlying assets in
the market then Definition A.3 is equivalent to [18, Definition 2.2 (iii)]. If U is infinite, then
Definition A.3 is exactly NFLVR with the restriction that the trader first selects a sub-market
generated by the finite collection of assets {Xt(ui)}i∈I and subsequently only trades using that
sub-market. This is realistic since, for example, portfolios of call options are finite even though
any number of strikes and maturity times may be mathematically modeled or since bond port-
folios are finite but any number of maturity times may be mathematically modeled.
Therefore once the set I is selected the definition of NFLVR in Definition A.3 becomes
equivalent to [18, Definition 2.2 (iii)]. Therefore by the FTOAP, NFLVR holds for the market
generated by {Xt(ui)}i∈I if and only if there exists an ELMM Q ∼ P for which {Xt(ui)}i∈I are
Q-local martingales. However, the FTOAP does not make claims about {Xt(u)}u∈U if U is not
finite.
Therefore the requirement that Q is an ELMM for each {Xt(u)}u∈U is a strictly stronger
claim. This greater restrictiveness can be understood as the reason that ELMMs for the large
class of factor models studied in [15] fail to exist. This restriction may be relaxed by allowing
the measure µ in Definition 4.1 be the counting measure supported on a finite subset of U .
B Stochastic Differential Geometry of Factor Models
The focus of this Appendix it is shown that on any suitable constraint set any continuous semi-
martingale has a geometric analogue which does not leave the constraint set in a finite amount
of time P-a.s. This geometric process’s tangential movements are precisely those of the original
process. A moment to review the stochastic differential geometry of [14] is first taken.
B.1 A Primer on Stochastic Riemannian Geometry
To every tangent space to a point on M , there can be attributed a collection of orthogonal
basses. Gluing each of these collection of basses to every point on M defines a manifold O(M )
called the orthogonal frame bundle on M . Riemannian geometry can be formalized as the study
of movement on M which is describable by smooth transitions of these orthogonal basses on
O(M ). More formally once a basis is chosen at the path’s starting point, it can be shown that
any smooth path on M corresponds to a unique path in the frame bundle O(M ) describing the
infinitesimal evolutions of its orientations (see [37] for details on this discussion).
The same remains true for the path of any continuous semi-martingale βt on M , once an
initial frame Ξ is chosen in the tangent space of β0. The resulting lifted process, denoted by U
β
t
is called the horizontal lift of βt to O(M ) for the initial frame Ξ, and can be shown to itself be
a O(M )-semi-martingale. Since every tangent space of a point in M can be identified with Rd
then the movement described by the horizontal lift Uβt of βt. This procedure traces out a process
in Rd called the Riemannian stochastic anti-development of bt in R
d. This procedure can be
inverted and it can be used to trace out a continuous semi-martingale on M beginning with a
semi-martingale on Rd; the inverse procedure of the Riemannian stochastic anti-development is
called the Riemannian stochastic development in M of a continuous semi-martingale. For more
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detail, the reader is directed to [29] or [38]. In this paper the Riemannian metric gt is allowed
to smoothly vary in time. All the analogous time-dependent results remain true in this context,
a detailed treatment of which is found in [24].
B.2 Proof of Remark 3.10
A central difficulty when working intrinsically to M is that the process can leave M in finite
time. We construct a Riemannian metric which extends the usual Euclidean metric to M which
ensures that any stochastic process does not leave the set M in finite time. We would like to
note that the work of [27] on the Riemannian metric of the SABR volatility model uses some of
the same tools as we employ in our framework.
Lemma B.1. Let M be an d-dimensional sub-manifold of RD such that there exists natural
numbers 0 ≤ d1, d2 ≤ d and there is a C2-diffeomorphism Φ from M to the product manifold:
Ad1 ×B × Rd−d1−d2
A ,{(x, y) ∈ R2 : y > 0}
B ,{x = (x1, . . . , xd2−1, 0) ∈ Rd2 : ‖x‖ < 1}
E ,Rd−d1−d2 .
(B.1)
There exists a Riemannian metrics gc,⋆ and gc on Ad1×B×RD−d1−d2 and M , respectively such
that
1. Both
(
Ad1 ×B × Rd−d1−d2 , gc,⋆) and (M , gc) are geodesically and stochastically complete,
2. The diffeomorphism Φ is an isometric embedding .
Proof. Since A is the upper-half plane, the hyperbolic metric whose Riemannian metric tensor
dsA is defined by
(dsA)2(p, v) ,
dE(p, v)
‖p‖ ,
where dE is the Euclidean metric tensor on A, p is a point in A, and v is a tangent vector in
A, defines a Riemannian metric on A. In [23] it is proven that the hyperbolic metric is both
geodesically and stochastically complete. Similarly the Riemannian metric tensor dsB on B
defined by
(dsB)2(p, v) ,
dE(p, v)
‖p‖2 − 1 ,
is the Poincare´-disc model for hyperbolic space (see [33]), is isometrically-isomorphic to A, and
therefore is geodesically and stochastically complete. In [23] it is shown that E with the usual
Euclidean metric tensor dE is both geodesically as well as stochastically complete. Since the
product of geodesically complete Riemannian manifolds is geodesically complete then A×B×E
is geodesically complete under the product Riemannian metric [31].
The Laplacian on a product manifold, such as A×B × E can be written as the sum of the
Laplacian ∆ of its parts
∆ = ∆A1 + · · ·+∆Ad1 +∆B +∆E , (B.2)
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where A1 × . . . Ad1 are d1 distinct copies of making up Ad1 . Since A1, . . . , Ad1 , B and E where
stochastically complete the equations
∆iv = av; i ∈ {A1, . . . , Ad1 , B,E} a > 0,
have precisely one solution ([22, page 74]). By the linear relationship in equation (B.2) it follows
that there exists a unique solution to the equation
∆v =
d1∑
i=0
∆AivAi +∆BvB +∆EvE
=
d1∑
i=0
avAi + avB + avE .
(B.3)
Therefore, A×B×E is stochastically complete by [23, Theorem 1.1], where vA1 , . . . , vAd1 , vB and
vE are the projections of v onto the subspaces A, B and E respectively. Therefore A
d1 ×B×E
is both geodesically and stochastically complete when equipped with the product Riemannian
metric defined y gc,⋆ ,
⊗d1
i=1(ds
A) ⊗ dsb ⊗ dsE . Define the Riemannian metric gc on M to be
the pull-back of gc, that is
gc(x, y) , gc,⋆(dΦ−1(x), dΦ−1(y)),
where dΦ−1 is the pushforward of gc,⋆ along Φ (see [31] for details); makes Φ into an isometry.
Example B.2 (Extended Nelson-Siegel Loadings). In equation (3.4), the factors of the Nelson-
Siegel model could take on arbitrary values. Therefore the process βt constrained to the manifold
M = Rd on which the factors are defined must be βt itself. In this case the Riemannian metric
gc on M is the Euclidean metric and the isometry Ψ is the identity map.
Example B.3 (Stochastic Volatility Surface Factors). In equation (3.10), the factors β of the
wavelet model for the stochastic variance surface were required to live on (0,∞)d2 = Bd2 . By
Lemma B.5, any continuous semi-martingale βt on R
d2 may be constrained to (0,∞)d2 . In this
case the Riemannian metric gc on M is non-Euclidean but the isometry Φ is the identity map.
Example B.4 (Mixed Densities for Stochastically Uncertain Models). The set
M , Ball(x¯;
π
4
); x¯ ,
1√
3
(1, 1, 1),
is the open ball contained within the set {x ∈ Rd+1 : ‖x‖ = 1 and xi > 0} with maximal
measure. The Riemannian exponential map
Expx¯ :Ball
(
x¯;
π
4
)
→ Rd,
Expx¯(~v) , cos(‖~v‖)~¯x+ sin(‖~v‖) ~v‖~v‖
(B.4)
is a radial isometry (see [31] for details) therefore it defines an isometric isomorphism from
the set M onto the open set B0 ,
{
x ∈ Rd : ‖x‖ < π4
}
. The map z 7→ z+i
z−i is an isometry
between the hyperbolic metric equipped with the hyperbolic metric and the upper half plane
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C+ , {z ∈ C : Im(z) > 0}. Since it will be simpler to work in the upper-half plane directly, the
diffeomorphism Φ is defined by
Φ : C+ → M
Φ(z) = cos(‖
~z − i
z + i
‖)~¯x+ sin(‖
~z − i
z + i
‖)
~z−i
z+i
‖ ~z−i
z+i‖
;
x¯ ,
1√
2
(1, 1),
defines a diffeomorphism between the hyperbolic upper-half plane and the points on the largest
intrinsic ball on the sphere of radius 1 contained entirely within the first orthant of R3. By
Lemma B.1, the C+ is of the form A
2 ×B0 × R2−0−2 = B, therefore the Riemannian metric gc
on M is the defined by the pull-back across Φ.
We are now in a position to formalize and prove Remark 3.10.
Lemma B.5 (Canonical Constrained Process). Let M be a d-dimensional sub-manifold of
RD and suppose there exists non-negative integers d1 and d2, such that there exists a C
2-
diffeomorphism from Φ : M → Ad1 × B × RD−d1−d2 , where A,B are as in Lemma B.1. Let βt
be an Rd-valued continuous semi-martingale.
Then the process βct defined by
βct , Φ
(
βg
c
t
)
,
is a gc-semi-martingale does not leave the manifold M in a finite amount of time P-a.s. Moreover,
if d1 = d2 = 0 then βt = β
c
t .
Proof. In [29] it is shown that the anti-development of a continuous semi-martingale onto a
Riemannian manifold (M , g) is itself a g-semi-martingale. Lemma B.1 shows that (M , gc) is
stochastically complete therefore any gc-semi-martingale does not leave M in a finite amount
of time; in particular this is the case for βct .
If Rd = M then the left action by Ut is the identity map x 7→ Ix. Therefore its derivative is
the map I and the Hessian Hessgt(Ute
i, Ute
j) = 0. Hence,
dβct =
D∑
i=1
ei · dβt + 0 = dβt.
Example B.6. Let βt be an R
2-valued diffusion solving the SDE
dβt = µ(t, βt)dt+ σ(t, βt)dWt.
Let Φ be the diffeomorphism described in Example B.4. In local coordinates on A, the canonical
constrained process βΦt is given by
dβct =µ(t, β
c
t )dt− Γdt+ σ(t, βct )dWt
Γ ,
(
1
(βct )
2
−1
(βct )
2
−1
(βct )
2
−1
(βct )
2
)(
(σ(t, βct )
1)
(σ(t, βct )
2)
)
,
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see [14, Section 9.2.4] for local descriptions of g-martingales, in terms of Christoffel symbols;
here the Christoffel symbols used are those of the hyperbolic space.
C Proofs
Proofs whose length may detract from the flow of the paper are recorded in this appendix. The
proofs are divided into two groups, proofs of No-Arbitrage related results and proofs related to
the extensions of classical risk-neutral pricing theory.
C.1 Proofs of No-Arbitrage Theorems
Proof of Theorem 3.11. For legibility, abbreviate φ(t, u, βt) by f(t, u) and let
f(t, u) = f(0, u) +
∫ t
0
α(s, u, f(t, u))ds +
∫ t
0
γ(s, u, f(t, u))dWs.
If F (t, f(t, u), [f(t, u)]) is a realization of the flow model then by [19, Theorem 3.1] it follows
that
F (t, ft, [f ]t) =F (0, f0, [f ]0) +
∫ t
0
DsF (s, fs, [f ]s)ds+
∫ t
0
VsF (s, fs, [f ]s)α(s, u, f)ds
+
∫ t
0
1
2
tr[tV 2s F (s, fs, [f ]s)]γ(s, u, f)
2ds
+
∫ t
0
1
2
tr[tV 2s F (s, fs, [f ]s)]γ(s, u, f)dWs.
(C.1)
By the (constructive) Martingale Representation Theorem (see [19, Theorem 3.2]) it follows that
F (t, ft, [f ]t) is a local-martingale if and only if∫ t
0
DsF (s, fs, [f ]s)ds+
∫ t
0
VsF (s, fs, [f ]s)α(s, u, f)ds
+
∫ t
0
1
2
tr[tV 2s F (s, fs, [f ]s)]γ(s, u, f)
2ds = 0. (C.2)
Since (F, φ, βt, gt) is a flow model, then by an Ito’s formula for βt on the Riemannian manifold
(M , g) it follows that
α(t, u, f)dt =
∂φ
∂t
(t, u, βt) +
d∑
i=0
(ξtei)φ(t, u, βt)µ(t, βt)dt
+
1
2
d∑
i,j=1
Hessgt (φ(t, u)) (βtei, βtej)d[β
i
t , β
j
t ]t
γ(t, u, f)dWt =
d∑
i=0
(ξtei)φ(t, u, βt)σ(t, βt)dWt.
(C.3)
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Moreover, the Martingale Representation Theorem guarantees that α and β are unique up to
indistinguishability. By Lemma B.1 we have a Riemannian metric on M and the Itoˆ formula of
[24, Corollary 3.6] we obtain
∫ t
0
DsF (s, fs, [f ]s)ds+
∫ t
0
VsF (s, fs, [f ]s)
[
∂φ
∂t
(t, u, βt) +
d∑
i=0
(ξtei)φ(t, u, βt)µ(t, βt)dt
+
1
2
d∑
i,j=1
Hessgt (φ(t, u)) (βtei, βtej)d[β
i
t , β
j
t ]t

 ds
+
∫ t
0

1
2
tr[tV 2s F (s, fs, [f ]s)]
[
d∑
i=0
(ξtei)φ(t, u, βt)σ(t, βt)
]2
ds

 = 0.
(C.4)
Since the process F (t, φ(t, u, βt)) is a local-martingale if and only if its drift term is indistin-
guishable from 0, it follows that F (t, φ(t, u, βt)) is a local-martingale if and only if the functional
SPDE of equation (C.4) holds.
Proof of Corollary 3.12. If we take F (t, x, a) in Theorem 3.11 to be
F (t, f(t, u), [f(t, u)]) , exp
(
−
∫ T
t
f(t, u)du
)
,
then F is a C∞ function of only the current state f(t, τ) and not of the entire path t 7→ f(t, u).
Therefore, [19, Example 3.1] implies that
DtF =(∂texp (x))|x=− ∫ T
t
f(t,u)du
= 0,
VtF =(∂xexp (x))|x=− ∫ T
t
f(t,u)du
= exp
(
−
∫ T
t
f(t, u)du
)
.
(C.5)
Define the process φ(t, u, βt) , −
∫ T
t
ϕ(t, u, βt)du and substitute equations (C.5) into equation
(3.16) to obtain
0+exp
(
−
∫ T
t
f(t, u)du
)[∫ t
0
[
∂φ
∂t
(t, u, βt) +
d∑
i=0
(ξtei)φ(t, u, βt)µ(t, βt)dt
+
1
2
d∑
i,j=1
Hessgt (φ(t, u)) (βtei, βtej)d[β
i
t , β
j
t ]t

 ds
+
∫ t
0

1
2
[
d∑
i=0
(ξtei)φ(t, u, βt)σ(t, βt)
]2
ds



 = 0.
(C.6)
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Since exp
(
− ∫ T
t
f(t, u)du
)
> 0 we have
0 =
∫ t
0
[
∂φ
∂t
(t, u, βt) +
d∑
i=0
(ξtei)φ(t, u, βt)µ(t, βt)dt
+
1
2
d∑
i,j=1
Hessgt (φ(t, u)) (βtei, βtej)d[β
i
t , β
j
t ]t

 ds
+
∫ t
0

1
2
[
d∑
i=0
(ξtei)φ(t, u, βt)σ(t, βt)
]2
ds


=
∫ t
0
[
∂φ
∂t
(t, u, βt) +
d∑
i=0
(ξtei)φ(t, u, βt)µ(t, βt)dt
+
1
2
d∑
i,j=1
Hessgt (φ(t, u)) (βtei, βtej)d[β
i
t , β
j
t ]t

 ds
+
∫ t
0

1
2
d∑
i,j=1
(ξtei)φ(t, u, βt)σ(t, βt)(ξtej)φ(t, u, βt)σ(t, βt)ds

 .
(C.7)
In local coordinates, equation (C.7) takes the form
∫ t
0
[
∂φ
∂t
(t, T, βt) +
d∑
i=0
(ξtei)φ(t, T, βt)µ(t, βt)dt
+
1
2
d∑
i,j=1
(
∂2φ
∂βiβj
(t, T, βt)−
d∑
k=1
Γki,j(t)
∂φ
∂βk
(t, T, βt)
)
σi(t, βt)σj(t, βt)
+
1
2
d∑
i,j=1
∂φ
∂xi
(t, T, βt)
∂φ
∂xj
(t, T, βt)σi(t, βt)σj(t, βt)

 ds,
(C.8)
which established equation (3.17).
Proof of Proposition 3.13. Taking F (t, ·) to be the solution operator Σt(·|(T,K)) defined by
equation (3.11) in Theorem 3.11 yields
∫ t
0
V Σt(ϕ
(T,K)
t |(T,K))
[
∂ϕ
∂x
(t, βt, τ,K) +
d∑
i=0
(ξtei)ϕ(t, βt, τ,K)µ(t, βt, )dt
+
1
2
d∑
i,j=1
Hessgt (φ(t, βt, τ,K)) (βtei, βtej)d[β
i
t , β
j
t ]t

 ds
+
∫ t
0

1
2
V
2Σt(ϕ
(T,K)
t |(T,K))
[
d∑
i=0
(ξtei)ϕ(t, βt, τ,K)σ(t, βt)
]2
ds

 = 0.
(C.9)
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Since Σt(ϕ
(T,K)
t |(T,K)) is takes its input to the solution of the parabolic PDE with Borel-
measurable initial condition given by the function (ST − K)+ then the Feynman-Kac formula
implies that
Σt(ϕ
(T,K)
t |(T,K)) =EQ
[(
S˜T −K
)
+
| σ(St)
]
dS˜t =
Kν(t, τ,K)√
2
.
(C.10)
As discussed in [30], the call-option price verifies [30, Assumptions 4.7 and 4.8]; therefore by [30,
Corollary 4.14 and Theorem 4.17] the first and second vertical derivatives of EQ
[(
S˜T −K
)
+
| σ(St)
]
are equal to the quantities described in equation (3.19). Hence, substituting V EQ
[(
S˜T −K
)
+
| σ(St)
]
and V 2EQ
[(
S˜T −K
)
+
| σ(St)
]
into equation (C.9) and making the change of variables x ,
log(K) and τ , T − t, yields equation (3.18).
C.2 Proofs of Risk-Neutral Pricing Theory Results
Proof. Proof of Theorem 5.4
1. Assume that AH,AˆFφ,µ [φ|·] exists. Therefore there exists a minimizer of the equation (5.3)
in AP. Hence there exists a family of measures {Pˆu} such that for µ-a.e. u in U , Xt(u) is
a local-martingale. Therefore, for µ-a.e. u in U , the Fundamental Theorem implies that
Xt(u) satisfies NFLVR.
2. Assume now that for µ-a.e. u in U , NFLVR holds for if and only if for µ-a.e. u in U ,
there exists equivalent martingale measures Pˆu to P and Xt(u) admits a strict martingale
density.
Since µ, σ and F are deterministic then the functional Ito formula of [19, Theorem 6.2.1]
implies that the drift and volatility of Xt(u) are deterministic for every u ∈ U . Therefore
the definition of the mean-variance trade-off process described in [35, Equations 1.1-1.3],
which we will denote by Kˆ
Xt(u)
t must be deterministic for every u ∈ U . Hence, for µ-a.e.
u in U the conditions [35, Theorem 7] are met, thus the minimal martingale measure Pˆu
is the unique solution to the problem
arginf
Q∈ELMM(P|Xt(u))
H(Q‖P), (C.11)
where ELMM(P|Xt(u)) is the collection of equivalent local-martingale measures for Xt(u)
to P with P-square integrable density processes. Since
∫ T
0
∫
u∈U ·2µ(du)dt is monotone and
convex then equation (C.11) implies that its unique minimizer of
arginf
{Pˆu}u∈U∈E (P)
∫ T
0
∫
u∈U
H(Qu‖P)2µ(du)dt, (C.12)
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must be the family of measures {Pˆu}u∈U ; here E (P) is the collection of all families of
measures {Qu}u∈U such that for µ-a.e. u in U , Qu is an ELMM for Xt(u). Since the Qu-
dynamics of βt are Z
Qu
t βt, then by theorem 3.11, the condition that Xt(u) is a Qu-local
martingale is equivalent to
0 = Λ
(
φ(t, ZQuβt, u)
)
= Λ
(
ΦQt (φ)(t, βt, u)
)
,
which is in turn equivalent to AˆF
(
ΦQt
)
being finite and thus taking value 0. Therefore
equation (C.11) is equivalent to
arginf
ΦQt ∈AP
∫ T
0
∫
u∈U
H(Q‖P)2µ(du)dt + AˆF
(
ΦQt
)
. (C.13)
Since H is deterministic and constant in time H(Q‖P) achieves its minimum only if
E
[∫ T
0 H(Q|P)dt
]
achieves its minimum. Therefore equation (C.13) is equivalent to mini-
mizing Equation (5.3).
Lastly for any u such that φ(t, Z Pˆut βt, u) exists, it is by construction a local martingale. Therefore
whenever XAPt (u) exists P is a ELMM for it.
D Regularity Conditions
Following [19], denote the class of boundedness-preserving functionals of a path by B. Denote
the horizontal and vertical derivative operators of the path by D([0, T ];Rd) and V respectively
(see Definitions 2.6 and 2.8 of [19]). Write C1,2 for the class of once continuously horizontally
and twice continuously vertically differentiable functionals of a path. Finally, F∞l denotes the
class of all left-continuous functionals of the path by.
Regularity Condition D.1 (Encoding Functional Regularity)
1. F is predictable in its second argument,
2. V F , V 2F , DF are all in B,
3. F,V F,V 2F are all in F∞l , and
4. V F is horizontally Lipschitz ([19]).
Regularity Condition D.2 (Factor Model Regularity)
1. E
[∫
u∈U
∫∞
0 (φ(t, βt, u))
2 dtµ(du)
]
<∞.
2. For every (u, β) ∈ U ×M the map t 7→ ϕ(t, u, z) is continuously differentiable,
3. There exists an s > (D + 1)/2, such that for every β ∈ M , the map
(t, u) 7→ φ(t, β, u) (D.1)
is an element of the Sobolev space W s2 (R× U),
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4. For every (t, u) ∈ [0,∞) × U , the map β 7→ φ(t, β, u) is a C2-diffeomorphisms its image.
Regularity Condition D.3 (Geometric Regularity)
P⊗m ({(ω, t) ∈ Ω× [0,∞) : βt(ω) 6∈ M }) = 0.
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