Abstract. This work is concerned with systems of coupled partial differential equations (known as Kolmogorov backward equations) for continuous-time Markov processes featuring in the coexistence of continuous dynamics and discrete events. Arising from state-dependent switching diffusions, distinct from the usual Markovian regime-switching systems, the generator of the switching component depends on the continuous state. One of the main ingredients of our models is the two-time-scale formulation. In contrast to the work on Kolmogorov forward equations in the existing literature, new techniques are developed in this paper. Although they originate from probabilistic models, the methods are analytic. Two classes of models, namely, fast-switching systems and fast-diffusion systems, are treated. Under broad conditions, asymptotic expansions are developed for the solutions of the systems of backward equations. These asymptotic series are rigorously justified and error bounds are obtained.
Introduction.
This work is concerned with systems of coupled partial differential equations with two-time scales. They are known as systems of Kolmogorov backward equations, which arise in switching diffusions. The motivation stems from recent advances in the study of regime-switching diffusions and from the needs of emerging applications in wireless communications and financial engineering, where continuous dynamics and discrete events coexist and are intertwined. One of the distinct features is: The jump process is not Markov, but rather, the switching component has a generator Q(x, t) depending on both the continuous state x and the time t. That is, the switching process is not homogeneous in time and is coupled with the continuous dynamics. For some recent results on switching diffusions, we refer the reader to [16] .
In many applications, to reduce computational complexity is a major concern. Here, in light of the different rates of changes, we treat two distinct cases, namely, the fastvarying switching and the rapidly-changing diffusion. In the first case, although the discrete component lives in a finite set, the set is rather large owing to various modeling considerations for complex systems and random environments. As a result, one often has to treat a large-dimensional system of partial differential equations. Aiming at reducing the computational complexity, by introducing a two-time-scale formulation, we may divide the large state space of the discrete component to subspaces such that the interactions within each subspace are frequent, but the jumps from one subspace to another are relatively rare. Lumping the states in each subspace into a single super-state leads to a reduced system. Corresponding to the reduced system, the total number of Kolmogorov PDEs is substantially less than that of the original one. Thus, we achieve the goal of reduction of complexity by aggregating states and by taking appropriate averaging. In the second case, the diffusion part has two diffusion processes. One of them is fast varying, whereas the other is slowly changing. Suppose that we are interested in finding the optimal controls of a suitable cost function for this switching diffusion. It is difficult to solve the problem directly due to the different time scales and the interactions of the continuous dynamics with that of the discrete events. Nevertheless, under suitable conditions, the fast-varying diffusion does not blow up, but it has an invariant measure. As a result, it may be viewed as a noise and can be averaged out with respect to the invariant measure leading to a limit system. We can proceed to use the optimal control of the limit system (assuming that it has an optimal control) to construct controls of the original system. This leads to near-optimal controls of the original systems with reduced computational effort.
For both cases, to circumvent the difficulty, we realize that not all "states" change at the same speed. Some of them evolve in a fast pace and the others change slowly. An effective way of handling the underlying systems is to successfully bring out the intrinsic time-scale structure. In both cases, a central issue is that the limit turns out to be an average with respect to invariant measures. For some of the recent work on two-time-scale modeling using diffusions without switching, we refer the reader to [4] , where stochastic volatility was modeled by use of the fast-slow diffusions. Most recent results dealing with backward equations of diffusions without switching can be found in [7] . The works on systems of forward equations for switching diffusions can be found in [5, 6] .
In this paper, our approach is constructive. Not only do asymptotic series provide the convergence to the solution but also rates of convergence together with uniform error bounds. The novelty of the current paper compared with [5, 6] includes the following aspects. (1) In both [5, 6] , the switching takes place in an irreducible finite set, whereas the switching is allowed to evolve in several irreducible classes in this paper. ( 2) The solutions of the forward equations are probability measures, whereas those of the backward equations are functionals. To facilitate the analysis, new techniques are developed in this paper. (3) For the forward equations, the probabilistic nature enables us to use the orthogonality (with respect to the invariant measure) directly, whereas in this paper, we need to bring out certain orthogonality from tangled information. We note that the asymptotic expansions constructed will be of utility for many control and optimization problems of large-scale and complex systems.
To proceed, the rest of the paper is arranged as follows. Section 2 starts with the formulation of the problem. Section 3 is concerned with systems of backward equations involving fast-varying switching processes. That is, compared with the continuous dynamics, the discrete component evolves an order of magnitude faster than that of the continuous counterpart. In Section 4, we consider the case that the diffusion component varies much faster than the discrete events and becomes the dominating force. For both Sections 3 and 4, we construct asymptotic expansions of the solutions of systems of backward equations. Our constructive methods provide us with a step-by-step procedure. After obtaining the formal asymptotic expansions, we derive the error bounds. This enables us to show that the asymptotic series so constructed are uniformly valid with the desired uniform error bounds. Section 5 provides illustrations of our results and makes additional remarks to conclude the paper.
Problem formulation. Consider a switching diffusion that is a Markov process Y (t) having two components, a continuous component X(t) and a switching component α(t).
We assume X(t) and α(t) take values in a compact set and a finite set, respectively. For simplicity, we take X(t) to be one dimensional and the compact set to be a unit circle. The state space of the process Y (t) = (X(t), α(t)) is X = S × M, where S is the unit circle and M = {1, . . . , m}. By identifying the endpoints 0 and 1, let x ∈ [0, 1] be the coordinates in S.
The dynamics of the process can be represented by the following stochastic differential equation:
together with a transition law for the second component α(t),
where o(Δ)/Δ → 0 as Δ → 0. In the above, B(·) is a standard real-valued Brownian motion, and Q(x, t) = (q k (x, t)) is an x and t dependent generator for the switching process satisfying for each k, ∈ M and k = , q k (x, t) ≥ 0, and for each k ∈ M, ∈M q k (x, t) = 0. In this paper, the symbol " " is reserved for the transpose of a vector or a matrix throughout the paper. Associated with (2.1) and (2.2), there is an operator L defined by
Consider the following system of equations:
where
(twice continuously differentiable with respect to x and continuously differentiable with respect to t), and
System (2.4) is the well-known system of Kolmogorov backward equations.
3. Rapid switching. Let ε > 0 be a small parameter, α ε (·) be a jump process with state space M and Q(x, t) be of the form
In what follows, we will use s ıj with ı = 1, . . . , l, * and j = 1, . . . , m ı to denote a state in M, and we often use k ∈ M to indicate that k is one of the s ıj 's. This convention will be used throughout. Assume that Q(x, t) is of the form:
Then system (2.4) has the form
We make the following assumptions.
. That is, Q(·, ·) and Q(·, ·) are 2(n + 2)-times continuously differentiable with respect to x and (n + 2)-times continuously differentiable with respect to t. License or copyright restrictions may apply to redistribution; see https://www.ams.org/license/jour-dist-license.pdf
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Construction of asymptotic expansions. For convenience, we use a stretched variable
which magnifies the details of the solution near the terminal time T . Denote
We aim to approximate the solution u ε (x, t) of (3.6) by
In constructing the asymptotic expansions, to obtain the desired estimates, we need to compute a couple of more terms. Substituting Φ ε i (x, t) for i = 0, . . . , n + 2 into (2.4) and equating coefficients of powers of ε i , we obtain:
For simplicity, we denote the jth-order partial derivative w.r.
in what follows. By means of the Taylor expansion, we have
Equating coefficients of powers of ε i , for i = 0, 1, . . . , n + 2 and using the Taylor expansions above, we obtain
In what follows, we will prove the smoothness of ϕ i for 0 ≤ i ≤ n + 2 and the exponential decay of ψ i for 0 ≤ i ≤ n + 1, which implies the desired error bound by Lemma 3.9.
14)
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Lemma 3.3. There exist positive constants γ and C such that
where |A| is the matrix norm (e.g., |A| = max 1≤ι≤m
Proof. It suffices to show for all
It follows that
and for ı = 1, . . . , l,
Since Q * (x, τ ) is a Hurwitz matrix,
Therefore,
Denote the first two terms by A 0 and A ∞ respectively, and denote each element of the sum in the last term by A ı for ι = 1, . . . , l respectively. Then |A 0 | ≤ C e −γτ |z| and
e −γs ds = Cτ e −γτ |z| ≤ C e − γτ |z|, for some 0 < γ < γ. These inequalities lead to the desired result.
3.2. Leading term φ 0 (x, t) and zero-order terminal layer term ψ 0 (x, τ ). Since, in view of (3.9), Q(x, t)φ 0 (x, t) = 0, we derive from Lemma 3.
By definition, ν(x, t) Q(x, t) = 0 and ν(x, t) 1 1 = I l ∈ R l×l , the l × l identity matrix with ν(x, t) given in (3.14). Multiplying both sides of equation (3.16) from the left by ν(x, t), we obtainβ
In view of (3.12),
We demand that ψ 0 (x, τ ) → 0 as τ → ∞. Letting τ → ∞ in (3.18) and noting that exp( Q(x, T )τ ) → P (x) with P (x) given in (3.15), we obtain
Multiplying both sides from the left by ν(x, T ), (3.19 
Conversely, condition (3.19) holds provided β 0 (x, T ) satisfies (3.20). As a result, β 0 (x, t) can be determined from the differential equation (3.17) and the terminal condition (3.20) uniquely. Moreover, with this β 0 (x, t), we also have ν(
. We have the following lemma.
Proof. Let w(x, t) ∈ R m×1 be a solution of Q v (x, t)w(x, t) = 0. Then Q(x, t)w(x, t) = 0 and ν(x, t)w(x, t) = 0. For the first equation above, in view of Lemma 3.1, w(x, t) = 1 1(x, t)η(x, t). Substituting this into the second equation, we obtain ν(x, t)w(x, t) = ν(x, t) 1 1(x, t)η(x, t) = η(x, t). So η(x, t) = 0 and hence w(x, t) ≡ 0. Therefore, the only
To proceed, for i > 0, we construct φ i (x, t) and ψ i (x, τ ) by induction. Suppose that the terms φ j (x, t) and ψ j (x, τ ) for j < i have been constructed such that ψ j (x, τ ) decays exponentially fast and φ j (x, t) are smooth. Moreover, assume ν(x, t) b j (x, t) = 0 for all j < i. Using (3.9), we have
Then, by Lemma 3.1, φ i (x, t) is the sum of solutions to the homogeneous equation and a particular solution φ i (x, t) of the nonhomogeneous equation. It is of the form
. We can find a unique
. Lemma 3.4 implies that the particular solution is uniquely determined by
On the other hand,
. Multiplying both sides by ν(x, t) from the left and noting (3.22), we deducė
(3.24) Equation (3.24) is uniquely solvable if the terminal condition is specified. We need to use the terminal layer term to determine the terminal condition. In view of (3.12),
Letting τ → ∞ in (3.25) and noting that exp( Q(x, T )τ ) → P (x) with P (x) given in (3.15) and that r i (x, t) decays exponentially fast, we obtain
By multiplying both sides from the left by ν(x, T ), the above equation is equivalent to
We have
(3.28)
Note that the integral involving r i (x, s) is well defined since |r i (x, s)| ≤ C e −γs by the induction hypothesis. By virtue of (3.26) and (3.28), we obtain
Conversely, when β i (x, T ) satisfies (3.24), condition (3.26) holds as desired. Then
(3.30) with β i (x, t) uniquely determined by the differential equations (3.24) and the terminal condition (3.29). In addition, ν(x, t) b i (x, t) = 0. Moreover, by the construction, it is readily seen that ψ i (x, τ ) decays exponentially fast.
Proof. We prove this by induction. First, denote Q a (x, t) = ( Q(x, t) 1 1(x, t)). Then ν(x, t)Q a = (0 l×m I l ). Moreover, using irreducibility of Q ı (x, t) for ı = 1, . . . , l, we can follow the proof of Lemma 3.4 to prove that rank(
. Then we derive from (3.23) and (3.24 
. Assume for any τ and x, max h=0,...,2(n+2−i)
and
Proof. First, |w
We claim that w h i (x) = 0. Note that (3.32) implies that
Note that we use γ to represent a generic positive constant, whose value may be different for different appearances. Now we prove the above claim. In fact, (3.27) implies for any h,
(3.33) We derive from (3.11), (3.33), and (3.31) that
On the other hand, the last term of the above equation equals
Hence,
Proposition 3.7. There exist constants C and 0 < γ i < γ such that for any 0 ≤ i ≤ n+1,
Proof. First, under condition (3.19), we have
Applying Lemma 3.6 with r 0 = 0, we deduce that (3.34) is valid for i = 0. Assume that for any j < i, max h=0,...,2n+2
with γ = min (γ 1 , . . . , γ i−1 ). Under condition (3.26), we deduce
Lemma 3.6 again shows that (3.34) holds for i. This completes the proof by induction.
Error estimates. For a suitable function
Lemma 3.8. Let ω(x, s) be the solution of the following equation:
Proof. Since L ε is the generator of Y ε , by virtue of Itô's formula,
36)
where M (t) is a martingale. Taking expectation in (3.36) leads to the desired assertion.
Proof. The desired result follows from the previous lemma.
Theorem 3.10. There exists a C > 0 such that
For the second term, we have
(3.38) Using Taylor expressions and Proposition 3.7, we obtain
This together with the estimates on
The continuity of φ n+1 (x, t) and the exponential decay properties of ψ n+1 (x, τ ) yield that
Substituting this into (3.39), we obtain sup (x,t)
Fast diffusion. Suppose that α(t) is a jump process with generator Q(x, t).
Let two operators L and L be defined similarly to (2.3) as
. Throughout this section, in addition to assumptions (A4), we also assume the following conditions. (A6) a(x, k, t) > 0 for all x, t and k. Changing part of the diffusion is uniformly elliptic.
Similarly to Section 3, we seek asymptotic expansions of the form (3.8). Substituting the expansions in (4.40), we obtain
where i = 2, . . . , n + 2. Likewise, substituting Ψ κ (x, τ ) for κ ≤ n + 2 into (4.40) and applying Taylor expansions for L(x, T − ετ ), L(x, T − ετ ) and Q(x, T − ετ ), we arrive at
From the initial condition, we derive φ 0 (x, T ) + ψ 0 (x, 0) = g(x) and φ i (x, T ) + ψ i (x, 0) = 0, for i > 0. We recall that the adjoint operator of L k has the form
In what follows, we will prove the smoothness of ϕ i for 0 ≤ i ≤ n + 2 and the exponential decay of ψ i for 0 ≤ i ≤ n + 1, which implies the desired error bound by Lemma 4.13. Let us consider the layer terms by starting with some lemmas.
Lemma 4.1. For each k ∈ M, there exists a unique solution μ k to the following equations:
above is said to be a quasi-stationary density. By the smoothness and the periodicity of the boundary conditions in (4.43), the function μ k defined above also satisfies ∂ ∂x t) ).
Markov process corresponding to the generator L k (x, s) and ω k (x) be a bounded measurable real-valued function. Then
Proof. The quasi-stationary density function μ k of the diffusion process verifies the so-called Doeblin condition that implies the desired result. 
It could be verified by the maximum principle for the elliptic operator L that ξ k = 0; see
Under the uniform-ellipticity condition, it can be shown that the following equation
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has a solution. In view of (4.2) and using integration by parts,
The proof is concluded.
4.1. Leading term φ 0 (x, t) and zero-order terminal layer term ψ 0 (x, τ ). Note that (4.41) gives L(x, t)φ 0 (x, t) = 0, which, by Lemma 4.5, implies
Then ϕ 0 (T ) is to be determined. Also, the zero-order terminal layer term is uniquely determined by 
where ω(x) is a l-dimensional vector function and r(x, τ ) decays exponentially fast; i.e., there exist C, γ > 0 such that sup
Proof. In fact, for each k ∈ M, ψ(x, k, τ ) satisfies
The proof of the lemma is completed. By using (4.41), we have
By Lemma 4.5, we arrive at
where ϕ i (x, t) is a particular solution of (4.50) satisfying
Then we obtain
we deduce
Moreover, it follows from (4.52) that On the other hand,
Using Lemma 4.5, we obtaiṅ
The terminal layer term is uniquely determined by
Denote by X T x (k, τ ) the Markov process corresponding to the generator L k (x, T ). Then
Furthermore, by demanding lim τ →∞ ψ i (x, τ ) = 0 and using Lemma 4.4, we obtain
By virtue of the initial condition in (4.57), we arrive at
Thus φ i (x, t) is uniquely determined by (4.51), (4.53), (4.56) and (4.59).
Lemma 4.7. There exists a Green function for the following problem:
Proof. Let G be the Green function for the corresponding parabolic equation in the unbounded domain (the whole space R). Then there exist positive constants C 1 , C 2 , K 1 , and K 2 , such that for all x, y ∈ R and t > s, 
Moreover, by virtue of estimates on the derivatives of G, there exist C > 0 and
. 
Then there exists an invariant density μ(x) such that for some γ > 0 and for h = 0, 1, 2,
Proof. We have sup
Since C does not depend on x, we obtain the desired result.
Proof. First of all, from (4.43), we obtain μ ∈ C 2(n+2),n+2
. We will prove this lemma by induction.
On the other hand, we can conclude from (4.56 
. This completes the proof of this lemma. Hence, the claim is proved. 
Then for some 0 < γ < γ, max 
In fact, by induction, we obtain the finite-dimensional distributions
As another illustration, consider a control problem with the cost function given by
where (X ε (·), α ε (·)) is given by (5.66). Generally, the problem is difficult to solve due to the complexity of the problem setup. Using our asymptotic expansions, we can show that there is an associated cost function for the limit problem where X(t) is given in (5.67) and C(x, u) = m i=1 C(x, i)ν i (x) as defined in (5.68). We can then find optimal control of the limit problem. Using this optimal control in the original system, we can obtain asymptotic optimal control under suitable conditions.
