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ABSTRACT 
Periodic block-tridiagonal matrices are defined, and conditions are given for factor- 
izing their characteristic polynomial by means of the zeros of Chebyshev polynomials of 
the second kind. These conditions are expressed by the block centrosymmetry 
of certain submatrices along the main diagonal. The main theorems can be considered 
as generalizations of an earlier result published by Elsner and Redheffer and by Rozsa. 
1. INTRODUCTION 
Some interesting results have already been obtained in [3] and [6] concern- 
ing the factorization of periodic continuants. These results can be applied for 
the factorization of the characteristic polynomials of the corresponding peri- 
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odic tridiagonal matrices. 
and let us denote by 
D,(A) = 
c X- a, -b, 0 . 0 
- Cl h-u, -b, . 
0 -c2 X- a3 * 
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Let us consider an irreducible tridiagonal matrix, 
0 * * 0 -cN-l X - aN 
its characteristic matrix. If u,+~~ = ai, bi+, = bi, ci+“, = c,-i.e., the ele- 
ments ai, bi, ci are periodic (mod m)-and N = m(n - 1) + r, the given 
matrix is called a periodic tridiagonal matrix of class r (mod m). If the 
principal minors of the characteristic matrix, determined by its i, i + 1, . . . , jth 
rows and columns, are denoted by 1 Di,i+l,...,j(A) 1, the result can be formu- 
lated in the following theorem (see [3] and [S]). 
THEOREM 1 (Elsner and Redheffer, Rozsa). The characteristic polynomial 
of a periodic tridiagonal matrix of class m - 1 (mod m) can be factorized by 
means of the zeros of the Chebyshev polynomials of the second kind in the 
following form: 
lD~~~.....nz(h)I - b,~c,lDz,,,,,.,,_,(~)I 
In 1988 L. Elsner put the question whether this result could be general- 
ized for periodic band matrices. Our efforts have not been successful in 
getting general results so far. In the present paper, however, an attempt is 
made at generalizing Theorem 1 under certain conditions. For this purpose let 
us introduce the concept of periodic block-tridiagonal matrices and that of the 
entirely block-centrosymmetric periodic block-tridiagonal matrices. 
DEFINITION 1. If the block-tridiagonal matrix T with square blocks Ai of 
order CJ on the main diagonal and with square blocks I$, Ci of order q on the 
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super- and subdiagonals, respectively, satisfies the conditions 
Ai+m = Ai, Bi+m = Bi, Ci+m = Ci, 
then it is called a periodic block-tridiagonal matrix. If the number of block 
rows and columns is N = m(n - 1) + r, then the matrix is called a periodic 
block-tridiagonal matrix of class r (mod m). 
In the further discussion periodic block-tridiagonal matrices of class m - 1 
(mod m) will be considered, i.e., they are assumed to be of order nm - 1, 
in analogy with the scalar case. According to Definition 2.2 in [7], the 
matrix is called proper block-tridiagond if the codiagonal blocks Bi, Ci, are 
nonsingular. 
It is not difficult to show that Theorem 1 can be generalized for the special 
case where all blocks of the proper block-tridiagonal matrix have a common 
complete system of eigenvectors. That means all blocks can be diagonal- 
ized by the same modal matrix and consequently they are commuting matrices. 
If U denotes the common modal matrix, then performing the similarity 
transformation 
we obtain a block-tridiagonal matrix with diagonal blocks; the elements 
of these diagonal blocks are the eigenvalues of the blocks of the given block- 
tridiagonal matrix. Now, rearranging the elements, i.e. performing an orthogo- 
nality transformation by an appropriate permutation matrix, a block-diagonal 
matrix is obtained where each block is a periodic tridiagonal matrix. The 
assumption that the codiagonal blocks of the given block matrix are nonsingu- 
lar implies that the periodic tridiagonal matrices on the main diagonal are not 
reducible and so Theorem 1 can be applied for each block. 
In the case where the blocks are commuting matrices, not necessarily 
simultaneously diagonalizable, and the given matrix is block symmetric, i.e. 
Bi = ci (i = 1,2,. . . , m), a generalization of Theorem 1 can be proved in the 
same way as in [3], using some continuity considerations. If the symmetry 
conditions are not satisfied, the problem does not seem to be simple, because 
of the square roots of certain matrices needed for the symmetrization; this 
problem could be the topic for another paper. We want to concentrate our 
attention in a different direction: to prove an extension of Theorem 1 for block 
matrices, when commutativity of the blocks is not admitted. In order to get 
this kind of result we introduce a special subclass of periodic block-tridiagonal 
matrices. 
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DEFINITION 2. The periodic block-tridiagonal matrix of class m - 1 
(mod m) is called entirely block-centrosymmetric if the upper left block 
submatrix of order m - 1 is block-centrosymmetric, i.e. 
Ai = A”,_i, i= 1,2 >s..> m- 1, 
Ci = B,*_i_l, i = 1,2 ,..., m - 2, 
and if block centrosymmetry holds with respect of A,, i.e. 
B”,_, = c,, G-1 = 47,. 
(1.4) 
(1.5) 
In order to formulate the main results, further notation will be introduced 
and some properties of the inverse of proper block-tridiagonal matrices will be 
recalled. In Section 2 all the preliminaries are listed and a lemma will 
be proved on the factorization of the determinant of uniform block-tridiagonal 
matrices. In Section 3 the main theorems will be presented, and in Section 4 
the theorems will be illustrated by some numerical examples. It will be shown 
also that the condition of centrosymnetry cannot be relaxed. 
2. PRELIMINARIES 
Let us consider a square matrix partitioned into four blocks: 
A B 
[ 1 C D’ 
If A and D are square matrices, the above partitioning will be called a 
symmetric partitioning. If B and C are square matrices, the partitioning will 
be called a per-symmetric partitioning. 
The determinant of a symmetrically partitioned matrix can be calculated 
by the help of the Schur complement. If ) D ) # 0, 
A B I I C D = IDI IA-BD-‘Cl (2.1) 
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holds, and in a similar way if 1 A ] # 0, 
A B I I C D = (Al ID-CA-‘B(. (2.2) 
For persymmetrically partitioned block matrices the inverse and the deter- 
minant of its (square) submatrices can easily be calculated (see e.g. Section 1 
in [7]). If the inverse 
exists and ( S ] z 0, then C is invertible and the relations 
C-’ = Q - W’T, (2.3) 
ICl = (-qp’lslJA, ;I> (2.4) 
hold, where p and q are the orders of B, S and C, Q respectively. 
In the following considerations the characteristic matrix of centrosym- 
metric block-tridiagonal matrices plays a significant role. Let us introduce the 
notation 
4-i(X) = 
M-A, -B, 0 . . . . 0 
-B,_, XI-A, -B, * 
0 -B m_3 XI-A, * . 
. . . 
. . . 
. . . 0 
. . XI-A, -B,_, 
0 * ..O -B, XI - A, 
(2.5) 
with square blocks of order q. 
The inverse of D,,_ 1( X) is a proper block-semiseparable matrix (see [7]): 
40 
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and 
qvi - WiZi = 0 for i= 1,2,...,m- 1 
det(U,+iV, - Wi+,Zj) # 0 for i = 1,2,. . . , m - 2, 
det(U,Vi+r - WiZi+,) # 0 for i = I,2 ,..., m - 2. 
In our special case the block centrosymmetry of D,_r( X) implies the same 
property of the inverse; hence W,,_,Z,_j = tJ,V,, WiZ, = U,,_iV,,_, (i, j = 
1, 2, . . . , m - l), and consequently U,, _ iv,,_, = W, Z, = UiV,. Since 
D,_i( A) is nonsingular, Vi, V,,,_r, Z,, and W,n_, are nonsingular as well, and 
without loss of generality we may assume that U, = WI,,_, = 1. Thus the 
corner blocks of D,_i( X)-l can be written as 
According to the structural properties of the inverse of proper block-tridi- 
agonal matrices, the following recurrences can be written for the blocks Vi and 
Vi (see [l, 5, 7, 81): 
u, = I, 
Us = B;‘( XI - Ai), (2.7) 
9+1 = B;‘[ (XI - A,)U, - B,_,U,_i], i = 2,3,...,m - 2; 
X = (XI - A,_&,_, - B,U,,_,; (2.8) 
xv,_, = I, 
xv,_, = (XI - A,_,) B&, P-9) 
Xvi = [ Xy+,( XI - Aj+l) - Xy+2B,,_,_j] Bj+, j=m-3 ,..., 2,1, 
where A,_i = Ai, i = 1,2,3,. _ . , [m/2]. 
It should be noticed that all blocks Uj and X5 are polynomial matrices in 
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A. The determinant of (2.5) can be obtained with the technique explained in 
[71 as 
m-2 
IDm-l(x)I= Ix1 ,Fl IBi). (2.10) 
In the further discussion only the corner blocks of D, _ I( A)- ’ will be needed, 
and they can be expressed in the following form [see also (2.9)]: 
v, = x-y xvl) and V,,_, = X-*. (2.11) 
Finally a lemma will be proved for factorizing the determinant of a unijofonn 
block-tridiagonal matrix. 
LEMMA 1. If K and L are matrices of order q, then the determinant of the 
uniform block tridiagonal matrix D of order n - 1 determined by K and L can 
be factorized as 
D= 
K -L * . . 0 
-L K -L 0 
0 ’ ’ * -LK 
(2.12) 
Proof. Let us recall the well-known representation of the Chebyshev 
polynomial of the second kind as the following continuant (see [4]): 
1 
n-l 
x -1 . . . 0 
-1 x -1 0 
0 * - . -1 x 
= Un( x) = n 
k?r 
x - 2 cos - . 
k=l n I 
(2.13) 
Replacing x and 1 by an arbitrary matrix Q of order q and by the identity 
matrix of order q, respectively, the determinant of a block matrix has to be 
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calculated. Since the blocks commute, this can be done according to a 
theorem of Egervary [2]: 
(Q -I * . * 01 
-I Q -I 
‘:’ +J,,(Q)I = ;c;IQ - 2Icos3 
10 * * * -1 Q( 
(2.14) 
In order to apply this formula to the determinant ( D ( in (2.12) let us 
consider the modified matrix D(t) obtained by performing the substitutions 
L + L,(t) = L + t1. 
The set S = {teW: 1 L(t)1 = 0} is finite, and there exists an open interval 
T = (0, r) for which T fI S = 0. Thus Z,(t) can be factored out from each row 
of (2.12) if t E I !-: 
D(t) = 
w 
L(t) 
L(t) 
L(t)-% -z 
-1 L(t)-k -I 
. . 0 
0 
. . 
* -I L(t)+ 
Now (2.14) can be applied, and we get 
k*l 
D(t) = ~~f&L(t)~~L(t)-‘K-2Icos~~] = ;+2L(t)cosq 
Taking the limit for t -+ 0, t E T, (2.12) is obtained. n 
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3. THE MAIN THEOREMS 
THEOREM 2. The characteristic polynomial of an entirely block- 
centrosymmetric periodic block-tridiagonal matrix can be factorized in the 
following form: 
k* 
v, - v,_,cos- 
n 
The superscript (nm - 1) refers to the order of the periodic block-tridiagonal 
matrix, and the meaning of V,, V,,_,, and X is given in (2.6)-(2.11). 
Proof. The characteristic matrix D (“‘n-‘)(X) of the given periodic block- 
tridiagonal matrix can be partitioned as shown in Figure 1. The characteristic 
Dm-I@) -Bm-1 -Bm U-Am 
FIG. 1. The shape of @““-l)(h) for n = 4. 
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;<,:.:,:<; 
:.::.:‘.: : n a 
DII-I(V -B,.l -Bm U-Am XI-A,-B,VlB,.l 
FIG. 2. The shape of Pfi((“-‘)‘“)(X)P for n = 4. 
polynomial can be reduced by applying (2.1): 
1 D(““‘-‘)( X) 1 = 1 D,,,_,(X) 1 1 iwl)y A) I, 
where the lower right block of fi((n-l)nL)(X) becomes XI - A,, - B,,,VrB,,_r, 
all the other blocks of D((“-‘)m)(X) being unchanged. Now, rearranging the 
block rows and the block columns of Z? cn ( - ‘)“‘)l A) by performing an orthogonal I 
transformation with an appropriate permutation matrix P, we get the matrix 
Z’fi((n-l)m)(X)PT whose shape is shown in Figure 2. 
Applying (2.2) and taking the corresponding blocks of the inverse (2.6) into 
consideration, the next reduction yields the product shown on p. 11. 
It is noticed that, after having performed the multiplications according to 
(2.2), all blocks along the main diagonal are equal. This recognition enables us 
to find the desired factorization. Namely, Lemma 1 can be applied and then 
the formula (3. I) is obtained. n 
It should be pointed out that in the case if D,,,_ 1( A) is not centrosymmet- 
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ric, the corner blocks of the inverse D,,, _ 1(A))- ’ are as follows: 
D,,_,(X)-‘= [; 1;; ;;:I. 
Making use of similar considerations to the above, the determinant in (3.2) 
becomes as shown on p. 13. 
Although this matrix is a block-tridiagonal matrix of Toeplitz type like the 
one in (3.2) Lemma 1 cannot be applied, since this matrix is not block-sym- 
metric (in general I&V,,_, B,_, # C,_,Z,C,). The idea of the assumption 
that the given matrix is entirely block-centrosymmetric is based on the 
recognition that Lemma 1 can be applied if B, = Cm_,, C, = B,_,, and 
2, = v,_,. 
The matrices V, and V,,_, in (3.1) are rational functions of X, and 
therefore it is not obvious that the factorization leads to polynomials in X. 
However, an equivalent factorization can be derived if the given matrix is a 
proper block-tridiagonal matrix; in this case each factor will evidently be 
a polynomial in X. 
THEOREM 3. The characteristic polynomial of an entirely block- 
centrosymmetric periodic proper block-tridiagonal matrix can be factorized 
in the following form: 
ID(“‘-(A)) =lD,,&l 
XB,‘(~~-A,)B,L~-~(XV,)-~ICOS . 
n II 
P-3) 
Proof. Let the formula (3.1) be written as 
n-l 
lD( “m-lyqI =ID~-l(h)l~~llfk(h)l~ 
where 
ka 
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Since the block-tridiagonal matrix is assumed to be proper, (2.10) can be 
substituted for ( D, _ 1( X) ( , and then B, should be factored out to the left and 
B ,n_l to the right: 
&(A)= n IB.1 1x1 B,1(~Z-A,)B,:,-2V,-2V~_~cos~~. 
(iY1 ’ ) j 
Making use of the commutativity of determinants, and substituting (2.11), we 
get 
fk(‘) = ( icl I 'iI) XB,‘(XZ- A,)B,‘, - 2(XV,) - 2Zcos; . (3.5) 
Since X and XV, are given by the recurrences (2.7)-(2.9), it is obvious that 
fk( A) are polynomials in X, and the proof is complete. H 
REMARK 1. After the proof of Theorem 2 it was mentioned that the 
matrices V, and V,,_, are rational functions of X, and therefore _&(A) in (3.4) 
turns out to be rational in X as well. For proper block matrices, however, the 
equivalent expressions (3.5) for fk(X) t urned out to be polynomials in X. On 
the other hand, the fact that fk(h) is a polynomial obviously does not depend 
on the singularity of the blocks Bi; therefore the denominator I D,,_ 1( A) ( of 
the entries of V, and V,,,_, has to be canceled out when performing the 
necessary operations. 
REMARK 2. It can be shown how the polynomial form of fk(X) can be 
interpreted if the given block matrix is not proper, i.e. if some Bi are singular. 
In a similar way as it was shown in the proof of Lemma 1, let us consider the 
modified matrix D(“m-l) X t ( , ) obtained by performing the substitutions 
Bi + Bi( t)> B,(t) = Bi + tZ, i = 1,2,. . .,m. 
The set S = {tER:ll~~l I B,(t)1 = 0) is finite, and there exists an open 
interval T = (0,~) for which T n S = 0; therefore the factorization 
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fk(XTt) = ( i~l~Bi(t)l)lx(t)Bm(t)-l(Az~Am)Bm-l(t)~l 
-ZX(t)Vi(t) - 2Zcos: , (3.6) 
holds for any t E T. The factors fk( X, t) are polynomials in X and rational 
functions in t, and their limit for t + 0, t E T, yields the factors (3.4). That 
means that if the given block matrix is not proper, the factorization can be 
obtained by taking the limit 
while the vanishing determinants have to be canceled out when performing 
the necessary operations. 
REMARK 3. In the special case if B, = 0 and/or B,_ r = 0 (i = 
1,2,..., m), the expression (3.1) yields the trivial factorization 
I@“-‘)(h)) =ID,_,(h)("lXZ - AmI"? 
REMARK 4. Unless the given matrix is not proper, the use of (3.1) is not 
recommended, because of the difficulty in determining V, and V,,,_, without 
using the recurrences (2.7)-(2.9). The procedure described in Remark 2 is of 
theoretical interest rather than a practical method for obtaining the desired 
factorization of the characteristic polynomial. 
4. EXAMPLES 
EXAMPLE 1. Let m = 3, n = 3, 9 = 2, and let 
Az2’ 4 [ 1 12’ 
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D, = 
21 11 00 00 
02 11 00 00 
11 21 33 00 
11 02 33 00 
00 22 20 22 
00 22 12 22 
00 00 33 21 
D2(X) = Al- D,, 
00 00 00 00 
00 00 00 00 
00 00 00 00 
00 00 00 00 
00 00 00 00 
00 00 00 oa 
11 00 00 oa 
D(8) = 
00 00 33 02 11 00 00 00 
00 00 00 11 21 33 00 oa 
00 00 00 11 02 33 00 oa 
00 00 00 00 22 20 22 00 
00 00 00 00 22 12 22 oa 
00 00 00 00 00 33 21 11 
00 00 00 00 00 33 02 11 
00 00 00 00 00 00 11 21 
00 00 00 00 00 00 11 02 
We have 
1 Dz( A)[ = 7 - 20X + 20X2 - 8d + A4, 
&(A) = -404 + 900X - 709X2 + 204x3 + 8x4 - 12X5 + x6 
+(324 - 648h+ 432X2 - 96+os ;. 
EXAMPLE 2. Let m = 4, n = 2, q = 2, and 
D, = 
30 12 00 
12 21 00 
10 01 10 
11 10 11 
00 12 3u 
00 21 12 
D,(X) = XI - D,, 
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30 12 00 00 00 00 00 
12 21 00 00 00 00 00 
10 01 10 00 00 00 00 
11 10 11 00 00 00 00 
00 12 3u 10 00 00 00 
00 21 12 01 00 00 00 
p7)=OO 00 10 10 lx 00 00 
00 00 01 01 01 00 00’ 
00 00 00 lx 30 12 00 
00 00 00 01 12 21 00 
00 00 00 00 10 01 10 
00 00 00 00 11 10 11 
00 00 00 00 00 12 3U 
00 00 00 00 00 21 12 
In this example the conditions of centrosymmetry are satisfied if and only if 
r = u = 0. It can be shown that the polynomial remainder of the quotient 
Dc7)( X)/D,( X) is 
Xs(18ux - 42x”) + x”( -9u2 - 63ur + 182 r2 - 9w2) 
+ x3(15u2 + 16~ - 116x2 + 18~~) 
+ Xa(24u2 + 153~~ - 324x2 + 99ux2) 
+ A(-24u2 - 75~ + 280x2 - 90ux2) 
- 24u2 - 13Oux + 47x2 - 153ux2, 
which is identically 0 only if u = r = 0. This example shows that in order to 
factor out D,,,_I, the centrosymmetry condition cannot be easily relaxed. 
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