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S e v e r a l  approaches  to  networks  o f  c o n c u r r e n t l y - o p e r a t i n g  modules 
i n v o l v i n g  i n d e t e rm in a c y  a re  d i s c u s s e d .  Techn iques  f o r  
r e p r e s e n t i n g  the  d e n o t a t i o n a l  semant ic s  o f  such ne tw orks ,  
and f o r  v e r i f y i n g  p r o p e r t i e s  o f  them, a re  p r e s e n t e d ,  i n c l u d i n g  
an o r a c l e  approach ,  an a x io m a t i c  app roach ,  a d a ta- typ e  
r e d u c t i o n  approach ,  and a p a r t i a l - o r d e r i n g  approach.
INTRODUCTION
The m o t i v a t i n g  c o n t e x t  f o r  t h i s  s tudy  i s  the  d e s i r e  to  f o r m a l l y  model and prove 
p r o p e r t i e s  o f  sys tem s ,  such as computer o p e r a t i n g  sys tem s ,  w i th  one or  more o f  
the  f o l l o w i n g  c h a r a c t e r i s t i c s :
1. The system i s  composed o f  c o n c u r r e n t l y - o p e r a t i n g  sub-systems.
2. The sys tem,  o r  some o f  i t s  sub-sys tems,  may communicate w i th  i t s  
env ironment  v i a  p o s s i b l y - i n f i n i t e  i n p u t  or  ou tpu t  s t r e a m s .
3. Sub-systems a re  m o d u la r , in  the  sense t h a t  t h e y  a re  s p e c i f i e d  in  
terms o f  o p e r a to r s  on a b s t r a c t  da ta  t yp e s  (such as the  streams 
mentioned a b o v e ) .
4. The system i t s e l f ,  o r  i t s  subsystems,  may be I n d e t e r m i n a t e , in 
the  sense t h a t  s e v e r a l  o r  many ou tp u t s  may be p o s s i b l e  in  response  
to a s i n g l e  g i v e n  in p u t .
The m o t i v a t i o n  f o r  p o i n t s  1 to 3 i s  by now w e l l - e s t a b l i s h e d .  To m o t i v a t e  
p o i n t  4, we note  t h a t  c e r t a i n  r e a l  systems a re  indeed i n d e t e r m in a t e .  For  example, 
the  s e t  o f  passengers  ass igned  s e a t s  on a g iven  f l i g h t  by an a i r l i n e  r e s e r v a t i o n  
system i s  not  p u r e l y  a f u n c t i o n  o f  passengers  r e q u e s t i n g  s e a t s .  A l s o ,  an o p e r a t i n g  
system can be v iewed as a program which c a l l s  use r  t a s k s  w i t h  i n d e t e rm in a t e  
r e s u l t s ,  namely the  u s e r ' s  r e s o u rc e  r e q u e s t s .  Fu r the rm o re ,  some d e te rm in a te  
systems may be c o n s t r u c t e d  o f  i n d e t e rm in a t e  subsystems,  as w i l l  be seen.  One 
good reason  f o r  doing so i s  to i n c r e a s e  the  u t i l i z a t i o n  o f  c e r t a i n  components.
We w i l l  be concerned w i t h  " d e n o t a t i o n a l "  mode l ing o f  such sys tems.  By t h i s  
te rm,  we mean t h a t  o p e r a to r s  a r e  d e sc r ib e d  by a c t i o n  on domains o v e r  the  e n t i r e  
( p o s s i b l y  i n f i n i t e )  computa t ion  p e r i o d ,  r a t h e r  than a s tep  a t  a t im e .  The 
c o n t r a s t i n g  approach i s  termed " o p e r a t i o n a l "  m od e l ing ,  and i s  s i g n a l l e d  by 
r e f e r e n c e s  to  terms such as " s t a t e s " ,  " t r a n s i t i o n s " ,  and "com puta t ion  s eq u e n ce s . "
T h i s  work was supported  in  p a r t  by the  N a t io n a l  S c i e n c e  Foundat ion  through 
g r a n t  GJ-42627.
C u r r e n t  p roo f  methodo log ie s  f o r  c o n c u r r e n t  programs,  e . g .  [ K e l l e r  7 6 ] ,
[Lamport  7 7 ] ,  [van Lamsweerde and S i n t z o f f  76] tend to  deal  w i th  what we w i l l  
c a l l  second o rd e r  p r o p e r t i e s ,  such as i n v a r i a n t s ,  d e a d lo c k - f r e ed o m , l i v e l o c k -  
f reedom, e t c .  The d i f f i c u l t y  here  i s  t h a t  one has to make a case  t h a t  these  
p r o p e r t i e s  r e a l l y  do c o n s t i t u t e  c o r r e c t n e s s . However,  a f i r s t  o rd e r  d e f i n i t i o n  
o f  c o r r e c t n e s s  should  i n v o l v e  o n l y  a p r e c i s e l y - s t a t e d  in p u t / o u tp u t  r e l a t i o n  
which the  system is  expected  to s a t i s f y ,  and which h o p e f u l l y  can be proved.  Of 
c o u r s e ,  not  too much i s  y e t  known about how to  even s t a t e  such r e l a t i o n s  f o r  
examples as complex as o p e r a t in g  sys tem s ,  but the  d e n o ta t i o n a l  approach appears  
u se fu l  in t h a t  the  d e f i n i t i o n  o f  the  program i s  c l o s e r  to the  domain in which 
the  s ta tem ent  o f  the  c o r r e c t n e s s  r e l a t i o n  i s  s t a t e d .  The t r a d i t i o n a l  approaches 
to p a r t i a l  o r  t o t a l  c o r r e c t n e s s ,  e . g .  [ F lo y d  6 7 a ] ,  [Hoare 6 9 ] ,  [Manna 6 9 ] ,  e t c .  
a re  not a p p l i c a b l e  because o f  the  f a c t  t h a t  the  systems we wish to  model a re  
not g e n e r a l l y  t e r m in a t i n g  i n t e n t i o n a l l y .
I t  is  not  our sugges t ion  t h a t  one should t r y  to d e s c r i b e  e v e r y  l a s t  d e t a i l  o f  a 
system by the  d e n o ta t i o n a l  approach.  A lthough  t h i s  can be done,  t h e r e  a re  
c e r t a i n  v e r y  d e f i n i t e  t r a d e - o f f s  between the  s u c c in c t n e s s  and ease  in p roo f  
o f  the  two approaches .  A comple te  system a n a l y s i s  w i l l  thus l i k e l y  i n v o l v e  both.  
The i n v e s t i g a t i o n  on which  t h i s  paper i s  based a t t em p ts  to see how f a r  the  
d e n o t a t i o n a l  approach can be pushed.  Reported  here a r e  some p r e l i m i n a r y  r e s u l t s  
and o b s e r v a t i o n s .
HISTORICAL
The con t inu ou s  ana log  o f  the  d e n o ta t i o n a l  approach has been in use by system 
e n g in e e r s  f o r  a long t im e .  Tha t  i s ,  one d e a l s  w i t h  boxes,  the  b e h a v io r s  of  
which a r e  s p e c i f i e d  by " t r a n s f e r  f u n c t i o n s . "  Boxes can be i n t e r c o n n e c t e d  in 
s e r i e s ,  p a r a l l e l ,  w i t h  feedback  lo o p s ,  e t c . ,  and t h e r e  i s  a c a l c u l u s  f o r  d e a l i n g  
w i th  such c o m b in a t io n s ,  a t  l e a s t  in the  domain o f  L a p l a c e  or  z- t r a n s fo rm s  
[Zadeh and Desoer 63 ] .  .
On the  o t h e r  hand, s t u d i e s  o f  c o n c u r r e n t  systems o f  the  t ype  we have in mind 
have been r e l a t i v e l y  few.  [ P a t i l  70] ( see  a l s o  [ B r i n c h  Hansen 7 3 ] )  d i s c u s s e s  
the  i n t e r c o n n e c t i o n  o f  boxes r e p r e s e n t i n g  f u n c t i o n s  on sequence domains. In 
p a r t i c u l a r ,  i t  was shown t h a t  an i n t e r c o n n e c t i o n  o f  such boxes y i e l d s  a sys tem, 
the  b e h a v io r  o f  which cou ld  a l s o  be r e p re se n te d  as a f u n c t i o n ,  i . e .  t h a t  
d e te r m in a te  systems a r e  c lo se d  under c om p os i t ion .  Hence a network o f  such boxes 
can be ana lyz ed  in  a s te p - w is e  f a s h i o n .  A s i m i l a r  p roof  f o r  gene ra l  systems 
was a l s o  g i v e n  in [Zadeh and Desoer 63 ] .
From an o p e r a t i o n a l  s t a n d p o in t ,  s i m i l a r  r e s u l t s  a l s o  appeared in [Karp and 
M i l l e r  66 ] ,  [Adams 6 8 ] ,  [Rodr iguez  6 8 ] ,  [ K e l l e r  75 ] .  In p a r t i c u l a r ,  [ P a t i l  67] 
and [Adams 6 8 ] added the  concep t  o f  r e c u r s i o n  to  such network  models.  A l so  
r e l e v a n t  a r e  [ P a t i l  67] and [ S e r o r  70] which added f u n c t i o n a l  arguments.  The 
use o f  such concep ts  f o r  machine  des ign  has been a d d i t i o n a l l y  d i s c u s s e d  in 
[ M i l l e r  and Cocke 74] and [Dennis  7 4 ] ,  f o r  o p e r a t in g  system d es igns  in [ R i t c h i e  
and Thompson 75] and [ S to y  and S t r a c h e y  7 6 ] ,  and f o r  programming language 
f e a t u r e s  in [Conway 6 3 ] ,  [Burge  75 ] ,  and [Kahn and MacQueen 76] .
I t  was the  work r ep o r t e d  in  [Kahn 74] which was most i n s p i r a t i o n a l  in the  p re se n t  
i n v e s t i g a t i o n .  T h i s  work showed t h a t  networks  o f  o p e r a to r s  on sequence domains 
and the  " c l o s u r e  p r o p e r t i e s "  o f  the  t ype  d e s c r ib e d  above can be r ep re se n te d  
e l e g a n t l y  in terms o f  a f i x e d  p o in t  t h e o r y .  Fu r th e rm o re ,  Kahn i n d i c a t e d  t h a t  
r e c u r s i o n  cou ld  a l s o  be in c lud ed  w i t h o u t  g r e a t  d i f f i c u l t y .  A r e l a t e d  approach 
to d e a l i n g  w i th  networks  appeared in [Bohm 6 6 ] .
In the  next  s e c t i o n ,  we w i l l  r e - p re s e n t  Kahn 's  r e s u l t ,  excep t  we w i l l  g e n e r a l i z e  
i t  to domains o th e r  than sequence domains. The added u s e fu ln e s s  of  t h i s  
g e n e r a l i z a t i o n  w i l l  be i l l u s t r a t e d  l a t e r  in the  paper.
NETWORKS OF OPERATORS ON DATA TYPES
F o l l o w in g  [ V u i l l e m i n  7 3 ] ,  and [ S c o t t  7 6 ] ,  a data  t ype  i s  a s e t  D w i th  a p a r t i a l  
o r d e r in g  C  on D and a l e a s t  e lement  i .  in D, such t h a t  f o r  any c h a in  o f  e lements  
in  D,
d0 -  d l -  d2 -  • • • 
t h e re  i s  a unique l e a s t  upper bound, denoted
I_I {dg, d-| , d ^ » • • ■ 1 .
I f  d denotes  the  above e lem en t ,  then i t s  d e f i n i n g  p r o p e r t y  i s  t h a t
and i f  d i s  any e lement  such t h a t
( V i )  d. C  d
( V i )  d . L d
then n e c e s s a r i l y  d C  d.
Some examples o f  data  t ypes  a re  the  f o l l o w i n g :
P S : ( Powerse t  da ta- t . ype ) L e t  S be a s e t ,  and P ( S )  be the  s e t  o f  a l l  subse ts  
o f  S. Then D i s  P ( S ) ,  C  i s  ^  and 1  i s  0,  the  empty s e t .
FD : ( F l a t  da ta- t . ype ) L e t  S be some s e t ,  w i th  " ? "  ( read  " u n d e f i n e d " )  an e lement  
not in S. Then D i s  S U { ? } ,  L  i s  ? ,  and C  i s  d e f in e d  by
x C y  i f f  x = ? o r  x = y
/s
SD: ( Sequence domain da ta- t . ype ) L e t  S be some s e t .  L e t  S denote the  s e t  of  
a l l  f i n i t e  or  c o u n t a b l y - j n f i n i t e  sequences o f  e lements  in S ,  i n c l u d i n g  the  n u l l  
sequence ,  A. Then D i s  S ,  -L i s  A,  and C  is  £  ( " i s  a p r e f i x  o f " ) ,  i . e .
x ^  y  i f f  x = y o r ( 3 u ) x u = y
where j u x t a p o s i t i o n  denotes  c o n c a t e n a t i o n .
BD: ( Bag-domain da ta- t . ype ) L e t  S be some s e t .  L e t  D = B ( S )  be the  s e t  o f  a l l  
bags o v e r  S . A bag i s  l i k e  a s e t ,  except  t h a t  r ep ea ted  e lements  a re  a l l o w e d ,  
w i th  any c o u n ta b le  number o f  r e p e t i t i o n s .  E q u i v a l e n t l y ,  a bag i s  a map 
B: S ->■ coU{ro) ,  where to i s  the  s e t  o f  a l l  n a t u r a l  numbers and ° °  i s  a s p e c i a l  
i n f i n i t y  symbol . The e lement  1  i s  the  f u n c t i o n  0 such t h a t  0 ( x )  = 0 f o r  a l l  
xeS.  I f
i s  a ch a in  o f  bags,  then
bg ^  t>i C  \^ 2 E  • • • 
I J t b q , b -j 5 b ^  5 — b
where (VxeS )  b (x )  i s  the  numeric  l e a s t  upper bound o f  ( b g ( x ) ,  b-| (x) ,  b,p(x) ,  . . .
PO: ( P a r t i a l  Order  da ta- t . ype ) L e t  S be some s e t .  L e t  D = n ( S )  be the  s e t  o f  
p a r t i a l  o rd e r s  o v e r  S. Then C  i s  C  and ±  i s  I ,  the  i d e n t i t y  r e l a t i o n .
TD: ( Tree-domain d a t a - t y p e ) L e t  S be some s e t .  L e t  S denote the  s e t  o f  a l l  
f i n i t e  o r  c o u n ta b l y  i n f i n i t e  " t r e e s "  o f  e lements  in S,  i n c l u d i n g  the  n u l l  t r e e ,  
A. That  i s ,  a l l  e lements  o f  S a r e  t r e e s ,  and any f i n i t e  o r  c o u n t a b l y - i n f i n i t e  
sequence <tg,  t-| , t ^ ,  . . . >  o f  t r e e s  t g ,  t-| , t ^ ,  ••• i s  a t r e e ,  where we in c l u d e
the  n u l l  sequence A as w e l l .  Then,  o f  c o u r se ,  D = S and 1  i s  A. The o r d e r in g
C  i s  g i v e n  by
( i ) (VxeS )  A C  x
( i i )  I f  xeS ,  then x C y  i f f  x = y . ‘
( i i i )  I f  X q ,  x . | , . . . ,  y  , y ^ , . . . ,  a r e  t r e e s  and ( V i )  x ^  C y . , then
xi > x^ , . . . > C  <y i , y 2 » . . • ^
For example,  i f  S = { a } ,  then a t i n y  segment o f  the  o r d e r in g  i s  shown in F i g u r e  1, 
where any  A can be r e p la c e d  by an a to  g e t  an o th e r  e lement  □ the  one shown. '
.< A A >
< A < A A > > < < A A > A >
< A < A < A A > > > < < A A > < A
F ig u re  1 A segment o f  the  t r e e  domain.
I t  i s  a l s o  p o s s i b l e  to c o n s t r u c t  da ta  t yp es  from o t h e r  data  t y p e s .  For example 
i f  ( D^ , j .  ^ , C . ) ,  i = 1 , 2, . .  . , n a r e  da ta  t ypes  , then so i s  (_.X D . ,  1  , C )  
where _L = (j_ , . . . , ! )  and C  i s  g i v e n  by
( x -j > X 2 , • • ■ 1 xn ) ^  ( y  1 » y 2 * ri ^
i f f
, (Vl‘) x i ^
Data t yp e s  can be c o n s t r u c t e d  from " c o n t in u o u s  f u n c t i o n s "  on data  types  as w e l l .  
A f u n c t i o n  from one da ta  t ype  i n to  a n o th e r ,
f :  D-| + D2
i s  con t inu ou s  i f  f o r  any c h a in  in D-j
d 0 -  d l -  d 2 -  ’ • ‘
we a l s o  have a c h a in  in  D2 ( t h i s  i s  c a l l e d  the  m o n o t o n i c i t y  c o n d i t i o n )
f ( d Q) C f ( d ^  C  f ( d 2 ) C  . . .
and f u r th e rm o re
f (Ui (dg ’ dl 5 d2’ = U 2^f(do)’ f (d2) ’
For example,  in the  case  o f  sequence domains,  the  con t inuous  f u n c t i o n s  a re  those
f u n c t i o n s  which a re  monotonic and whose v a lu e s  on i n f i n i t e  arguments can be
d e f in e d  from v a lu e s  on f i n i t e  arguments by t a k in g  l i m i t s .  Th a t  i s ,  ex tend ing
the in p u t  argument o f  a f u n c t i o n  cannot d im in i s h  the  o u t p u t ,  and any f i n i t e  
segment o f  ou tp u t  must be produced by some f i n i t e  in p u t .  One impor tan t  
consequence o f  the  c o n t i n u i t y  o f  a f u n c t i o n  i s  t h a t  i t s  p r o p e r t i e s  can be proved 
from i t s  p r o p e r t i e s  when r e s t r i c t e d  to  f i n i t e  i n p u t s ,  t h e re b y  a d m i t t i n g  i n d u c t i v e  
p r o o f s .  See [Kahn 74] f o r  s e v e r a l  examples.
I t  can be shown t h a t  the  s e t  o f  a l l  con t inu ou s  f u n c t i o n s  from D-| i n to  D2 , denoted 
[D-| -> D2 1 > i s  a data  t y p e ,  where the  o r d e r in g  i s
• f C g  i f f  (\/deD-| ) f  ( d)  C  g ( d )
To see t h i s ,  we need o n l y  ob se rve  t h a t  .
f  = U { f Q, f  -j , f  2 , • • •} .
i s  de te rm ined  by
(\/deD-| ) f ( d )  = U 2 { f Q( d ) ,  f ^ d ) ,  f 2 ( d ) ,  . . . }
The p reced in g  d i s c u s s i o n  g i v e s  a way o f  computing a semant ic  f u n c t i o n  f o r  any 
"ne tw o rk "  o f  o p e r a to r s  on data  t y p e s .  By a ne twork ,  we mean a d i r e c t e d  g raph ,  
the  a r c s  o f  which co r respond  to  data  t yp e s  and the  nodes o f  which co r respond  to 
o p e r a to r s .  A node w i t h  s e v e r a l  a r c s ,  say x , , x „ ,  •••, x , d i r e c t e d  i n to  i t  is  
v iewed as a s e t  o f  f u n c t i o n s
f  ■: D-, x D0 x . .  . x D D .J  1 2 n j
where t h e r e  i s  one such f u n c t i o n  f o r  each a r c  d i r e c t e d  ou t  o f  the node,  w i th  D.
being the  domain a s s o c i a t e d  w i t h  t h a t  a r c .  An example i s  shown in F ig u re  2. J
f :  D-j x
g: d3 + d2
V  °4  °5
h2 : ° 4  °3
Figure 2 Example of a network of operators
A f u n c t i o n  f o r  a network can be dete rmined from the  f u n c t i o n s  o f  i t s  c o n s t i t u e n t
o p e r a t o r s .  Namely, the  n e t w o r k ' s  f u n c t i o n  i s  a map from the  domains o f  the
unconnected a r c s  d i r e c t e d  i n to  the  network to the  domains o f  the  unconnected a r c s  
d i r e c t e d  out  o f  the  network .  Le t
D = D, x D0 x . . .  x D
1 2 n
be the  p roduc t  o f  a l l  domains. Then the network f u n c t i o n  i s  de te rmined as 
f o l l o w s :  l e t  deD be such t h a t  the  inpu t  a r c s  have the  v a lu e s  to which the 
network i s  to be a p p l i e d ,  and l e t  v a l u e s  o f  o th e r  a r c s  in  d be J- f o r  t h e i r  
r e s p e c t i v e  domains. We l e t
■ F: D + D
be the  f u n c t i o n  ob ta in ed  by " b u n d l i n g "  the  f u n c t i o n s  f o r  the  c o n s t i t u e n t  nodes 
t o g e th e r  in the  obv ious  way ( see  F i g u r e  3 f o r  an exam p le ) .  Then the  ou tput  
v a lu e s  f o r  the  network produced by the  g i v e n  in p u ts  a re  ob ta in ed  as the  ou tput  
components o f  '
U { d ,  F ( d ) ,  F 2 ( d ) ,  . . . }
the  l a t t e r  be ing g iven  the  more co n v e n ie n t  n o t a t i o n
F * ( d )
A u2 3 4 5 
F : D -* D is defined by
<2 > x3 > x ^ , X g ) —
(x i j g (x ^ ) s h 2 (x ^ ) j f (x -j j X2 ), ^"j(x^))
Figure 3 Bund!ing
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F i g ur e  4 Computat ion o f  F ( d ) ,  where a l l  domains a r e  { a } .
The module d e f i n i t i o n s  f o r  t h i s  case  a r e  me r ge ( x ,  y )  
and f o r k ^ ( x )  = f o ^ l x )  = x.
= xy
As f o l l o w s  f rom ana l o gy  w i th  K l e e n e ' s  f i r s t  r e c u r s i o n  theorem [K l eene  52 ] ,
F * ( d )  i s  the l e a s t  s o l u t i o n  ( i . e .  l e a s t  f i x e d  p o i n t ) d*  o f  the equat i on
d* - d u F ( d * l
s i  nee
d U. F ( F * ( d ) ) = d U F ( U ( d  , F ( d ) ,  F2 ( d ) ,  . . . } )
= d U Lf { F ( d ) ,  F2 ( d ) ,  F3 ( d ) ,  . . . } ( s i n c e  F i s  con t i nuous )
-  U  { d ,  F ( d ) , F2 ( d ) ,  F3 ( d ) ,  . . . }  = F * ( d )
( t h e  above e s t a b l i s h i n g  t ha t  F * ( d )  i s  a s o l u t i o n )  and,  f o r  any s o l u t i o n  d* 
d* ^  d ( f r om the e q ua t i on )
d*  □  F ( d * )  □  F (d )  ( f r om the e q u a t i o n ,  the  above ,  and m o n o t o n i c i t y  o f  F)
d*  □  F ( d * )  □  F ( F ( d ) )  ( f r om the above ,  and m o n o t o n i c i t y  o f  F)
d*  O  F ( d * )  2  F^ ( d )  f o r  each i
T h e r e f o r e
d*  □  F * ( d )




F i gur e  5
Semant i cs f o r  unshared semaphores ava i  1 and u se d : VQut = V ^ ,  PQut = min(P. jn ,
Semant i cs f o r  i n i t i a l i z i n g  modules i n i t : n : i n i t : n ( x ) = n
A l l  domains are  the na tura l  numbers plus and a l l  a r c s  are  i n i t i a l l y  0.
The l e a s t  s o l u t i o n  t o  the  system g i v e s
f ( 0 ,  0)  i f  N = 0 
( p roduced ,  consumed)  = /
| (oos oo) i f  n > 0
The l e a s t  s o l u t i o n  v i e w p o i n t  i s  demonst rated in F i g ur e  5 on an a b s t r a c t  system 
i n v o l v i n g  two unshared semaphores [ D i j k s t r a  68 ] .  The c o nc l u s i on  to d e r i v e d  
from the l e a s t  s o l u t i o n  i s  t ha t  f o r  c e r t a i n  i n i t i a l  values, ,  the  system i s  
c o m p l e t e l y  " d e a d l o c k e d , "  whereas f o r  o t h e r s ,  i t  never  becomes dead l ocked ,  both 
producer  and consumer running f o r e v e r .
The p r e c ed i ng  r e s u l t  has a s p e c i a l  i n t e r p r e t a t i o n . .  I t  says t ha t  a network o f  
cont inuous  f u n c t i o n s  i s  a f u n c t i o n ,  in the sense t ha t  t he r e  i s  a unique l e a s t  
(w i t h  r e s p e c t  t o  the data t yp e  o r d e r i n g )  output  f o r  any g i v e n  input .  In o t h e r -  
words,  a network o f  cont inuous f u n c t i o n s ,  i f  implemented in a manner which 
g ua r an t e es  t ha t  the " l e a s t  d e f i n e d "  output  i s  a c t u a l l y  produced,  i s  " de t e rmina t e .  
I t  can be f u r t h e r  shown w i thou t  d i f f i c u l t y  t ha t  the  network f u n c t i o n  i s  i t s e l f  
c on t i nuous ,  which g i v e s  t he  f o l l o w i n g  impor t ant  p r o p e r t y :
The c l a s s  o f  networks o f  cont inuous  f u n c t i o n s
i s  c l o s e d  under a r b i t r a r y  network c o mp os i t i on .
the  sense t ha t  the 
f u n c t i o n  v a r i a b l e .  Thus,  G i s
S i m i l a r  r ea son i ng  a l l o w s  one t o  ob t a i n  the f u n c t i o n  f o r  a network wi th r e c u r s i o n ,
i . e .  one in which a node i s  g i v e n  a name which i s  the name o f  the  network i t s e l f .  
In t h i s  i n s t a n c e ,  we can v i e w  the network as a f u n c t i o n a l , in 
name which i s  used r e c u r s i v e l y  i s  t r e a t e d  as 
the network f u n c t i o n a l ,  such t ha t  f o r  any f
G ( f )
r e p r e s e n t s  the network wi th  f u n c t i o n  f  s u b s t i t u t e d  f o r  the  node in q ue s t i o n .  I f  
we 1 e t  1 1  denot e  the c ons t an t  f u n c t i o n  whose va l ue  i s  a lways J. , then
G* ( 1L) =LK11. G (J_L ), G2( H) ,  . . . 1
can be taken as the f u n c t i o n  computed by the  ne twork,  and s i m i l a r  t o  the p r e v i ous  
r e a s o n i n g ,  G*(j_|_) i s  the  l e a s t  f u n c t i o n  4> which s a t i s f i e s
<t(d) = G(<t>(d))
An example i s  shown in F i gur e  6,  where G*(JJ_) i s  seen to be a g ene ra l  l y - i n f i n i t e  
network ob t a i ned  by r epea t e d  s u b s t i t u t i o n  o f  Gn ( i_L) f o r  f  in G ( f ) .
6 ( f ) G(H)
F i g u r e  6 C o n s t r u c t i o n  o f  G *  ( J l )  ( c o n t i n u e d  o n  n e x t  p a g e )
G2 (11)
F i gure  6 Cons t r uc t i on  o f  G * ( ± L )  ( c o n t i n ue d )
To see t ha t  the  same r eason i ng  a p p l i e s  t o  networks wi th  r e c u r s i o n ,  we can v i ew 
the network G w i th  r e c u r s i o n  as the  a l t e r n a t i v e  network shown in F i gur e  7 
( w i t ho u t  r e c u r s i o n )  where (\/<Ii )(\/d) apply( '£>, d )  = (*I>, (I>(d) )  and (\/0) G ° ( l ' )  i s  
the  f u n c t i o n  such t h a t  (\/d) (Go(<t>) ) (d)  = G(4>(d) ) .  We summarize by s t a t i n g :
The c l a s s  o f  networks o f  cont inuous
f u n c t i o n s  i s  c l o s e d  under r e c u r s i o n .
X y z
I L  ' _ L
G ( J J L )  . I L J J L ( z ) = . L
g ( I L ) G ( I L ) G ( J J _ )  ( d Q )
G ( G ( J J _ ) ) G ( I L ) G ( J J _ )  ( d Q )
G ( G ( J J _ ) ) G ( G ( J J _ ) ) G ( G  ( J J _ ) ) ( d Q )
G ( G ( G ( J J _ ) ) ) G ( G ( J _ J _ ) ) G ( G ( J J _ )  ) ( d Q )
F i g u r e  7 F u n c t i o n a l  n e t w o r k  w i t h o u t  r e c u r s i o n
The r e s u l t s  s t a t e d  in t h i s  s e c t i o n  sugges t  t ha t  in a system c o ns t ruc t e d  o f  
cont inuous f u n c t i o n s ,  computat i on.may be per f ormed i n c r e m e n t a l 1y . That  i s ,  i f  
the  u l t i m a t e  input  t o  the system f u n c t i o n  F i s  y ,  but we c u r r e n t l y  know o n l y  
x,  where x C y ,  then we may beg in  comput ing F ( x ) ,  w i thout  f e a r i n g  t ha t  the 
computat i ona l  e f f o r t  w i l l  be was ted ,  s i nc e  i t  i s  guaranteed t ha t  F ( x )  C F ( y ) .  
As po in t ed  out  in [ P a t i l  70] and [Kahn 7 4 ] ,  t h i s  form o f  computat i on i s  
p a r t i c u l a r l y  r e l e v a n t  f o r  sequence domains.
NETWORKS OVER SEQUENCE .DOMAINS
Sequence domains a re  an impor t ant  c l a s s  o f  data t yp es .  For example ,  many 
o p e r a t i n g  system f u nc t i o n s  can be v i ewed as mappings on sequence domains,  as 
many o f  them i n v o l v e  b u f f e r i n g  p r o c e s s e s  between producers  and consumers.  One 
can e n v i s i o n  a network composed o f  i n t e r communica t ing  modules ,  w i th  each module 
c o n ta i n i n g  some l o c a l  s t o r a g e  ( even an unbounded amount t h e r e o f )  and e x ec u t ing  
an i n t e r n a l  s e qu en t i a l  program. The s e qu en t i a l  program can per f orm any 
o p e r a t i o n s  o r  t e s t s  on i t s  i n t e r na l  v a r i a b l e s ,  but can communicate wi th  o t he r  
modules o n l y  v i a  c e r t a i n  commands which i n v o l v e  the l i n k s  ( a r c s )  i n t e r c o n n e c t i n g  
the modules.  We c l a s s i f y  the commands pe r f o r mab l e  by a s e qu e n t i a l  module 
program as f o l l o w s :  •
Types o f  Commands:
1. I n t e rna l  command - These a r e  commands which o p e r a t e  o n l y  on v a r i a b l e s
■ i n t e r na l  to a module.  Any s t andard ,  s e q u e n t i a l ,  i n s t r u c t i o n s  are
a c c e p t a b l e .
2. Wr i t e  command - A w r i t e  command t r ans mi t s  a symbol f rom an i n t e r na l  
v a r i a b l e  out  through a s p e c i f i e d  output  l i n k .  The n o t a t i o n  is
wri j te < v a r i a b l e  name> o_n < l i nk >
3. Read command - A read command wa i t s  f o r  a symbol t o  appear  on a 
p a r t i c u l a r  input  l i n k ,  then c o p i e s  the  symbol i n t o  an i n t e r n a l  
v a r i a b l e .  The n o t a t i o n  is
ru^d c v a r i a b l e  name> f rom < l i n k  name>
4. Pol 1 command - A p o l l  command checks t o  see i f  t h e r e  i s  c u r r e n t l y  
an un-read symbol on a s p e c i f i e d  input  l i n k .  The command r e t urns  
a va l ue  t rue  i f  t h e r e  i s ,  and f a l s e  o t he r w i s e .  Thus,  the n o t a t i o n
■ i s  as i f  a Boolean procedure  were be ing  c a l l e d :
non-empty <1 ink name> '
5. Cho i c e  command - Pe rmi t s  a n o n - d e t e r m i n i s t i c  c o n t r o l  branch to occur .  
The n o t a t i o n  i s  as i f  a Boolean procedure  were be ing c a l l e d :
ch o i c e
6. Extended read command - L i ke  the read command, ex cep t  tha t  i f  t he r e  
is  c u r r e n t l y  no symbol on the  l i n k ,  then the  symbol read i s  taken 
to  be a sp ec i a l  i n d i c a t o r  " ? " .
We ment ion 6 above o n l y  to r e l a t e  i t  t o  o t he r  schemes.  S ince  a l l o w i n g  3 and 4 
is  e q u i v a l e n t  t o  a l l o w i n g  3 and 6, we w i l l  use 4 in l i e u  o f  6.
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P r e v i ou s  work o f  Kahn [Kahn 74] d e a l t  on l y  wi th  modules whose programs computed 
cont inuous f u n c t i o n s  f rom input  sequence domains to  output  sequence domains.
Kahn observed  t h a t  r e s t r i c t i n g  commands to  be i n t e r n a l ,  r ead ,  or  w r i t e  insured 
t h i s  p r o p e r t y .  In t h i s  paper ,  we wish t o  examine the e x t e n s i o n  to  po l l  and 
c h o i c e  commands as w e l l .  Such modules can p r o v i d e  an a l t e r n a t i v e  to " mo n i t o r s "  
[Hoare 74] in which,  r a t h e r  than e n t e r i n g  a module t hemse l v e s ,  p r oc es ses  
e f f e c t i v e l y  t r a n s f e r  c o n t r o l  t o  an i n t e r n a l  p roc es s  which can be dormant i n s i d e  
the module u n t i l  a r eq ue s t  o c curs .  Many o p e r a t i n g  system s u p e r v i s o r s  work 
in t h i s  way. One advantage  ov e r  Hoa r e ' s  mon i t o r s  i s  t ha t  t he  s chedul i ng  r u l e s  
can be t a i l o r e d  by the d e s i g n e r ,  r a t h e r  than be ing b u i l t  i n t o  a language 
c o n s t r u c t .  The use o f  such modules in a ch i e v i n g  s e cure  systems i s  a l s o  known 
[Lampson 69 ] .  Th i s  approach i s  a l s o  used in some o f  the modules o f  [ K e l l e r  74 ] .
As w i l l  be seen,  i n c l u s i o n  o f  e i t h e r  po l l  o r  ch o i c e  i n t r odu ce s  the p o s s i b i l i t y  
t ha t  the semant i cs  o f  a module be i n d e t e r mi na t e .  As we sha l l  a l s o  s ee ,  
d i f f e r e n t  t ypes  o f  i nde t e rminacy  r e s u l t  when o n l y  po l l  o r  on l y  c h o i c e  commands 
a r e  used a l o n e .
Using 1, 2, 3, and 4 f o r  example ,  we can implement  a merge modu1e ( F i g u r e  8a ) .  
Thi s  module has two input  l i n k s ,  x and y ,  and an output  l i n k  z.  One p o s s i b l e  
i n t e r na l  program f o r  i t  i s
l oop  '
i f  non-empty ( x )
then .
read c  f rom x ; .
wr i t e  o' £n_ z
■ i i  ■
i f  non-empty ( y )
then
read a f rom y ; •
w r i t e  o on z f i_
' end
We w i l l  d i s cuss  the d e no t a t i o n a l  semant i cs  f o r  t h i s  module l a t e r .  To g i v e  a 
b e t t e r  idea o f  what i t  does ,  we s t a t e  an axiom f o r  i t .
merge a x i om : z c x A y
Here x and y a r e  f i n i t e  o r  i n f i n i t e  s t r i n g s  and x A y ( r ead  "x s h u f f l e  y “ ) i s  a 
s e t  o f  s t r i n g s ,  where A i s  d e f i n e d  r e c u r s i v e l y :
x a y = i t  (x ■ A °r  y - A)
■ -then
{ x y l
• e 1 se
1e t t i n g  x = ou,  y = t v  ( a ,  t  e E)
■ { o } ( u A y )  (J { t )  (x  A v )  '
f i
For example ,
ab A cd = { ab ed ,  acbd,  acdb,  cabd,  cadb,  cdab}





z  e  x A  y
x  =  y  =  z
z e  m i n ( 1 n ( x ) ,  1 n  ( y ) )
F i g u r e  8 G r a p h i c a l  r e p r e s e n t a t i o n s  a n d  a x i o m s  f o r  s ome
Merge i s  i nd e t e r m in a t e ,  in the  sense t ha t  f o r  a g i v e n  p a i r  o f  input  sequences ,  
t he r e  may be any one o f  a s e t  o f  s e v e r a l  o r  many output  sequences .  An example 
o f  the use o f  the merge module appears in F i gur e  9. Here a l l  domains e x c e p t  
the  output  a r e  sequences o f  t r e e s  o v e r  a s e t  S. The output  i s  a sequence o f
F i gur e  9 A network which counts the  l e a v e s  in a sequence o f  t r e e s
e l ements  o f  S. The system shown is supposed to  output  a l l  l e a v e s  o f  t r e e s  in the 
sequence.  The module marked "atom?"  s p l i t s  i t s  input  stream i n t o  a t oms , i . e .  
t r e e s  c o n s i s t i n g  on l y  o f  a l e a f ,  and non-atoms. The module marked " s p l i t "  
s p l i t s  i t s  input  s t ream,  which i s  assumed t o  be a sequence o f  non-atoms,  i n t o  
the sequence o f  s u b - t r e e s  o f  those  non-atoms.  The example i s  s i m i l a r  to those  
in [ B u r s t a l l  74] and [Manna and Wa ld inge r  76 ] ,  e x cep t  t ha t  i t  i s  more s u c c i n c t ,  
and the  p r o o f ,  t o  be p r e s en t e d  l a t e r ,  i s  s t r a i g h t f o r w a r d ,  not  i n v o l v i n g  any 
i nd uc t i on .  ■
We now g i v e  an example o f  a module r e a l i z a b l e  w i th  i n t e r n a l  o p e r a t i o n s  o f  t ype  1,
2, 3, and 5. Th i s  module (shown in F i g ur e  8b)  i s ,  in a c e r t a i n  s ense ,  the dual 
o f  the  m er ge . I t  i s  c a l l e d  c h o i c e  and has one input  l i n k ,  z ,  and two output  
l i n k s ,  x and y .  A p o s s i b l e  program i s :  .
1 oop
read a f rom z -
i f  ch o i c e  
then
w r i t e  a on x
e l s e
wri  t e  a on y
f l
end
( T h e  na me  " c h o i c e "  i s  u s e d  b o t h  f o r  t h e  m o d u l e  a n d  t h e  i n t e r n a l  c o m m a n d . )
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An axiom f o r  th i s  module i s  g i ve n  by the f o l l o w i n g :
ch o i c e  ax i om: z e x A y
The r eade r  i s  j u s t i f i e d  in q u e s t i o n i n g  whether  the'  c o n s i d e r a t i o n  o f  ch o i c e  
commands i s  a t  a l l  w or thw h i l e .  We answer t ha t  programs wi th  ch o i c e  commands 
have been used in r e p r e s e n t i n g  programs wi th ba c k t r a c k i ng ,  e . g .  [ F l oyd 67a] ,  
Choi ce  commands a re  a l s o  use ful  when the ch o i c e  i s  d e t e r m i n i s t i c ,  but depends 
on some f a c t o r  which we wish to l e a v e  v a r i a b l e ,  in the s p i r i t  o f  schema t h e o r y ,  
f o r  example ,  where in one q u a n t i f i e s  o v e r  a l l  " i n t e r p r e t a t i o n s . "
The main c o n t r i b u t i o n  o f  t h i s  paper  i n v o l v e s  the  examina t i on  o f  methods f o r  
d e a l i n g  w i th  i nd e t e r mi na t e  modules o v e r  sequence domains and r e l a t e d  data t yp es .  
We w i l l  c o n s i d e r  t h r e e  approaches :
1. O r ac l e  a pp r oa c h : Repr e s en t i ng  i nde t e rminacy  by an o r a c l e  which 
. s e l e c t s  one o f  a s e t  o f  p o s s i b l e  d e t e rmi n a t e  b e ha v i o r s .
2. Ax i oma t i c  appro a c h : Express ing  axioms f o r  i nd e t e r mi na t e  modules ,  
which may c h a r a c t e r i z e  impor tant  a spe c t s  o f  t h e i r  be hav i o r  w i t ho u t  
n e c e s s a r i l y  be ing r e p r e s e n t a t i o n a l l y  comp l e t e .
3. Da ta - t ype  r e d u c t i o n  a pp r oa c h : By v i e w i n g  c e r t a i n  i nd e t e r mi na t e
modules as o p e r a t i n g  on d i f f e r e n t  data t ypes  which a r e  " r e d u c t i o n s 1
o f  the  o r i g i n a l ,  we can in some cases  g e t  d e t e rmi na t e  o p e r a t o r s
o v e r  the new data t ypes .
Accompanying the  d i s cu ss i o n  o f  t hes e  approaches  w i l l  be some i n d i c a t i o n  o f  the 
d i f f i c u l t y  in t r y i n g  to  expr ess  p r e c i s e  semant i cs  o f  i nd e t e r mi na t e  modules .  An 
a t t empt  a t  g i v i n g  p r e c i s e  semant i cs  f o r  the  merge i s  g i v e n  in the Appendix .
THE ORACLE APPROACH
So f a r ,  the  o r a c l e  approach has been succes s f u l  in r e p r e s e n t i n g  the semant i cs  o f  
g ene r a l  modules wi th ch o i c e  commands, but not  wi th g ene ra l  modules i n v o l v i n g  
po l l  commands. Thus networks o f  d e t e rmi n a t e  modules and c h o i c e  modules can 
be r e p r e s e n t e d .  To the au t ho r ,  t h i s  i n d i c a t e s  t ha t  the t ypes  o f  i nde t e rminacy  
due to p o l l  ve r sus  c h o i c e  commands a re  fundamenta l l y  d i f f e r e n t .
In the o r a c l e  approach,  the  r equ i r ement  t ha t  nodes o f  a network be cont inuous  
f u n c t i o n s  i s  r e l a x e d  to a l l o w  nodes which are  r e l a t i o n s  o f  a s p e c i a l  t yp e ,  
namely unions o f  cont inuous f u n c t i o n s .  Be f o r e  computat ion be g i ns ,  an " o r a c l e "  
s e l e c t s  one f u n c t i o n  from the union f o r  each node.  By the arguments o f  the 
s e c t i o n  on Networks o f  Ope r a t i ons  on Data Types ,  eacli  such s e l e c t i o n  guaran t e es  
a unique cont inuous f u n c t i o n  f o r  the  e n t i r e  network.  Fur thermore ,  s i n c e  a 
s e l e c t i o n  o f  one functon f o r  each node can be thought  o f  as a c o r r e spo nd i ng  
s e l e c t i o n  f o r  the ne twork,  the n e tw o r k ' s  semant i cs  i s  a l s o  a union o f  cont inuous 
f u nc t i o n s .  So we have the  f o l l o w i n g  d e s i r a b l e  c l o s u r e  p r o p e r t y :  .
Networks in the o r a c l e  model
are  c l o s e d  under compos i t i on
Since  r e c u r s i o n  i s  e s s e n t i a l l y  r ep e a t e d  c o mp os i t i on ,  as shown b e f o r e ,  we a l s o  
have:
Networks in the  o r a c l e  model 
are  c l o s e d  under r e c u r s i o n .
Orac l e  approaches  have a l s o  been d i s cussed  in d i f f e r e n t  s e t t i n g s  in [ M i ln e r  73 ] ,  
[Cadiou and Levy  7 3 ] ,  and [Cohen 75 ] .  The d i s c u s s i o n  in [ P l o t k i n  76] may a l s o  
be r e l e v a n t .
To see why the  o r a c l e  approach does not  app l y  d i r e c t l y  t o  modules which use 
p o l l i n g  commands, such as merge ,  we l i s t  the o p e r a t i o n  o f  merge on s e l e c t e d  
input  sequences :  .
With the  o r a c l e  approach,  the  t h r ee  d i f f e r e n t  outputs  in r esponse  to  ( ab ,  c )  
would be produced by t h r ee  d i f f e r e n t  cont inuous f u n c t i o n s .  Now c o ns i d e r  the 
cont inuous  f u n c t i o n  f^ such t ha t  f^ ( a b , c )  = abc.  What i s  f -|(a,  c ) ?  Since
f-| i s  con t i nuous ,  i t  must be a p r e f i x  o f  abc.  I t  t h e r e f o r e  must be a,  because
b i s  not  in e i t h e r  input  a o r  c.  But t h i s  c o n t r a r y  t o  the d e f i n i t i o n  o f  merge,  
e . g .  the  impl ementat i on  g i v e n  e a r l i e r  would demand t ha t  f -|(a,  c )  = ac.
The obv i ous  c o n c l us i on  o f  the  above i s  t h a t  p r e f i x  o r d e r i n g s  a re  the  "wrong"  
o r d e r i n g .  That  i s ,  we should be l oo k i ng  a t  a d i f f e r e n t  data t ype .  However,  
f i n d i n g  an a p p r o p r i a t e  d a t a - t y p e  f o r  merge i s  not  t r i v i a l .  For example ,  the 
sub-sequence o r d e r i n g  o f  s t r i n g s  does not  work w e l l .  A l though merge i s  monotonic  
wi th r e s p e c t  t o  the  sub-sequence o r d e r i n g ,  l e a s t  upper bounds do not  e x i s t  f o r  
a r b i t r a r y  chains  o rde r ed  by subsequence.  Fur thermore ,  i t  is u n l i k e l y  t ha t  
o t h e r  modules in a system w i l l  be monotonic  w i th  r e s p e c t  t o  the  subsequence 
o r d e r i n g .  ■
There  turn out  t o  be more o b s t a c l e s  t o  the  a p p l i c a t i o n  o f  the i ncrementa l  
approach t o  semant i cs  o f  ttie merge.  Of  c o ur se ,  the  d e no t a t i o n a l  approach i s  
o n l y  meaningful  i f  i t s  r e s u l t s  ag r e e  w i th  an o p e r a t i o n a l  approach.  However,  
i f  we a t t empt  to c o n s t r u c t  the  output  o f  the network shown in F i gur e  10, an 
anomaly appears .  I gn o r i n g  problems o f  the  m o n o t o n i c i t y  o f  merge ,  l e t  us j u s t  
c o n s i d e r  t ha t  i t  i s  a f u n c t i o n  which produces f o r  each se t  o f  p a i r s  o f  inputs  a 
s e t  o f  ou tput s .  Pursuing the inc rementa l  approach,  i n i t i a l l y  we have
{ ( x ,  y ,  z ) }  = { ( ab ,  A,  A ) }
At  the nex t  s t ep ,  we would have
{ ( ab,  ab,  A ) }  . . '
and a t  the next
' { ( a b ,  ab,  c ) }  •
which i mp l i e s  t h a t  the output  y  o f  the  merge could be any e l ement  o f
Given t ha t  these  inputs  were p r esen ted  e x t e r n a l l y ,  t h i s  would c e r t a i n l y  be the 
case .  However the  e l ement
i nput 
(A,  A)  
( a ,  c )  
( ab,  c )
p o s s i b l e  outputs  
{ A }
{ a c ,  c a }  
{ a b c ,  acb,  cab }
a b  A c
cab
o f  t h i s  s e t  cannot  be an output  o p e r a t i o n a l l y  f o r  the  network o f  F i gure  10,
^  =  { a , b , c }
D e f i n i t i o n  o f  g :  
g ( A ) = A
g ( a y )  =  c  f o r  a n y  y  
g ( o y )  - a  f o r  a e £ - { a  , y c / i
F i g u r e  1 0  A  m e r g e  a n o m a l y
a s  t h e  s y m b o l  c  w a s  p r o d u c e d ,  a c c o r d i n g  t o  t h e  d e f i n i t i o n  o f  g ,  i n  r e s p o n s e  t o  
t h e  s y m b o l  a .
T o  s u m m a r i z e  t h e  a b o v e ,  w e  n o w  s e e  t h a t  t h e  m e r g e  c a n n o t  b e  r e p r e s e n t e d  a s  a n y  
f u n c t i o n  o f  p a i r s  o f  i n p u t  s e q u e n c e s ,  e v e n  o n e  w h i c h  m a p s  e a c h  p a i r  i n t o  a  s e t  
o f  p o s s i b l e  o u t p u t s .  I n s t e a d ,  t h e r e  m u s t  b e  a d d i t i o n a l  i n f o r m a t i o n  i n  t h e  
i n p u t  t o  a  m e r g e  w h i c h  i n d i c a t e s  w h e t h e r  a n y  s y m b o l  w a s  p r o d u c e d  i n  r e s p o n s e  t o  
s o m e  o t h e r  s y m b o l ,  a n d  t h e r e f o r e  m u s t  b e  a s s i m i l a t e d  a f t e r  i t .
O u r  a p p r o a c h  t o  g i v i n g  a  c o m p l e t e  d e n o t a t i o n a l  s e m a n t i c s  f o r  t h e  m e r g e  i n v o l v e s  
a  m u c h  m o r e  e l a b o r a t e  d a t a  t y p e  w h i c h  p a r t i a l l y  o r d e r s  " e v e n t s "  r e p r e s e n t e d  
b y  i n p u t s  t o  t h e  m e r g e .  B e c a u s e  i t  i s  s o m e w h a t  u n w i e l d y  a n d  d o e s  n o t  r e a d i l y  
g e n e r a l i z e  t o  o t h e r  m o d u l e s  w i t h  p o l l i n g ,  w e  d e f e r  i t s  p r e s e n t a t i o n  t o  t h e  
A p p e n d i x .
T H E  A X I O H A T I C  A P P R O A C H
A l t h o u g h  w e  h a v e  o b s e r v e d  d i f f i c u l t i e s  w i t h  r e p r e s e n t i n g  c o m p l e t e  s e m a n t i c s  
o f  m o d u l e s  s u c h  a s  m e r g e ,  w e  c a n  w r i t e  a x i o m s  f o r  s u c h  m o d u l e s ,  a s  d e s c r i b e d  
i n  a n  e a r l i e r  S e c t i o n .  I t  i s  t h e n  p o s s i b l e  t o  d e r i v e  a x i o m s  f o r  n e t w o r k s  u s i n g  
a x i o m s  o f  t h e i r  c o n s t i t u e n t  m o d u l e s .  W e  i l l u s t r a t e  w i t h  t w o  e x a m p l e s .
T h e  f i r s t  e x a m p l e ,  s h o w n  i n  F i g u r e  1 1 ,  i s  a  s i m p l e  c o n t r o l  n e t w o r k  f o r  
a s y n c h r o n o u s  m o d u l e s ,  c f .  [ K e l l e r  7 4 ] .  A s  i s  t y p i c a l  w i t h  s u c h  n e t w o r k s ,  m o s t  
" d a t a  p r o c e s s i n g "  o p e r a t i o n s  a r e  a b s t r a c t e d  o u t ,  l e a v i n g  o n l y  t h e  c o n t r o l  
p o r t i o n .
I n  t h i s  c a s e ,  we t a k e  a s  t h e  p r o p e r t y  t o  be p r o v e d
z c 1 n ( x )
XF i g u r e  1 1  A n  a s y n c h r o n o u s  c o n t r o l  n e t w o r k
T h a t  i s ,  t h e  o u t p u t  z  i s  a  s t r i n g  o f  s y m b o l s  w h i c h  i s  a  p r e m b - e r  o f  t h e  G e t  o f  
s t r i n g s  h a v i n g  t h e  s a m e  l e n g t h  a s  t h e  i n p u t  s t r i n g  x .  I n t e r p r e t e d  i n  a n  
o p e r a t i o n a l  s e n s e ,  t h i s  m e a n s  t h a t  t h e  n e t w o r k  d o e s  n o t  " h a n g  u p 1' o n  a n y  i n p u t ,  
b u t  i n s t e a d  p r o d u c e s  o u t p u t  c o n t r o l  s i g n a l s  i n  o n e - t o - e n e  c o r r e s p o n d e n c e  w i t h  
i n p u t  s i g n a l s  ( a  " s i g n a l "  b e i n g  t h e  o c c u r r e n c e  o f  a  s y m b o l  i n  a  s t r i n g ) .
W e  h a v e  t a k e n  a  s h o r t  c u t  a n d  m a r k e d  t h e  i n p u t s  a n d  o u t p u t s  w i t h  e a c h  f o r k  
m o d u l e  w i t h  t h e  s a m e  s y m b o l ,  a c c o r d i n g  t o  t h e  a x i o m s  f o r  f o r k  g i v e n  i n  F i g u r e  8 c .  
We  t h e n  a p p l y  t h e  a x i o m s  f o r  m e r g e  a n d  j o i n :
y  e  x  A  z
z  c  m i n ( 1 n ( x ) ,  l n ( y ) )
F r o m  t h e s e ,  i n f e r
z  r.  m i  n  ( 1  n  ( x  ) ,  1 n  ( x  A z  ) )  
a n d  s i n c e  t h e  l e n g t h  o f  x  i s  <_ t h a t  o f  a n y  s t r i n g  i n  x  A z ,
z  c  1 n  ( x )
A c o r r e s p o n d ! ' n g  o p e r a t i o n a l  p r o o f  o f  t h e  s a m e  p r o p e r t y  w i l l  u n d o u b t e d l y  b e  
m o r e  c o m p l i c a t e d .
F o r  t h e  s e c o n d  e x a m p l e ,  w e  a g a i n  r e f e r  t o  t h e  s y s t e m  o f  F i g u r e  9 .  W e  a s s u m e  
t h a t  t h e  t r e e s  a r e  o v e r  a  s i n g l e - l e t t e r  a l p h a b e t  { a } .  W e  w i s h  t o  s h o w  t h a t
z  =  1 e a v e s ( x )
T h a t  i s ,  z  i s  a  s t r i n g  o f  a ' s  w h o s e  l e n g t h  i s  e q u a l  t o  t h e  n u m b e r  o f  l e a v e s  i n  
x .  F o r  s i m p l i c i t y ,  w e  i d e n t i f y  t h e  s t r i n g  i t s e l f  a n d  l e n g t h  o f  s u c h  a  s t r i n g ,  
a s  i f  a  s t r i n g  o f  n  a ' s  w e r e  t h e  n u m b e r  n  ( n  =  00 i s  p e r m i s s i b l e ) .
W e  t a k e  a s  a n  a x i o m  f o r  a n y  s t r e a m  a :
0 . l e a v e s  ( a )  =  a t o m s  ( a )  +  l e a v e s  ( n o n - a t o m s 0 )
w h e r e  a n  a t o m i s  a  t r e e  c o n s i s t i n g  o f  a  s i n g l e  l e a f  b y  i t s e l f .  W e  t a k e  a s  
a x i o m s  f o r  t f i e  m o d u l e s :
1 . z  =  a t o m s ( y )
2 . u  =  n o n - a t o m s ( y )
3 .  y  f;  v  x
4 .  1 e a v e s ( v )  =  1 e a v e s  ( u )
We  t h e n  p r o c e e d  t o  d e r i v e ,  w i t h o u t  i n d u c t i o n ,  t h e  d e s i r e d  p r o p e r t y  o f  t h e  n e t w o r k .
z  =  a t o m s ( v )  +  a t o m s ( x )
z  =  l e a v e s ( v )  -  1 e a v e s ( n o n - a t o m s ( v ) )  +  a t o m s ( x )
z  =  l o o v : . . ' f i ; )  -  1 e a v e s  ( n o n - a  t o i i i s  ( v  ) )  +  a t o m s ( x )
z  =  1 e a v e s ( n o n - a t o m s ( y ) )  -  1 e a v e s ( n o n - a t o m s ( v ) )  +
z  =  1 e a v e s ( n o n - a t o m s ( x ) )  +  a t o m s ( x )
z  =  1 e a v e s ( x )
( f r o m 1 , 3 ) 5
( f r o m 0 , 5 ) 6
( f r o m
r
4  , 6 ) 7
( f r o m 2 , 7 ) 8
( f r o m 3 , 8 ) 9
( f r o m 0 , 9 ) 10
i n t e r ' e s t i n g t o
t o m s ( x )
f u n c t i o n  g i v e s  a n  i n d u c t i v e  m e t h o d  f o r  p r o v i n g  p r o p e r t i e s  o f  s u c h  f u n c t i o n s ,  
i n  m a n y  c a s e s  i n d u c t i o n  i s  n o t ' n e c e s s a r y .  C o n t r a s t  t h i s  t o  t h e  o b s e r v a t i o n  
t h a t  i n d u c t i o n  i s  a l m o s t  a  1 w a y s  n e c e s s a r y  i n  o p e r a t i o n a l  p r o o f s .
p r o c e s s  t r a n s a c t i o n s :  
i ) m a k e  a  r e s o u r c e  r e q u e s t
r e q u e s t  c o n t i n u a t i o n  
i i )  s p a w n  a n o t h e r  p r o c e s s  
, / \  
n e w  p r o c e s s  c o n t i n u a t i o n  
( i i i )  t e r m i n a t e
F i g u r e  1 2  A  n e t w o r k  i n  z  =  a l l  r e q u e s t s  g e n e r a t e d  b y  a
p r o c e s s e s  i n  x  a n d  t h e i r  d e s c e n d a n t s
A n  a l m o s t - i s o m o r p h i c  e x a m p l e  t o  t h e  p r e v i o u s  o n e  i s  s h o w n  i n  F i g u r e  1 2 .  T h i s  
e x a m p l e  w a s  s u g g e s t e d  b y  a  r e l a t e d  e x a m p l e  i n  [ M a n n a  a n d  W a l d i n g e r  7 6 ] .  T h e  
i d e a  i s  t h a t  t h e  n e t w o r k  r e p r e s e n t s  a n  " o p e r a t i n g  s y s t e m "  w h i c h  p r o c e s s e s  a  
s t r e a m  o f  r e q u e s t s  w h e r e  e a c h  r e q u e s t  b y  a  p r o c e s s  i s  e i t h e r
( i )  a  r e q u e s t  f o r  a  r e s o u r c e
( i i )  a  r e q u e s t  t o  s p a w n  a n o t h e r  p r o c e s s
( i i i )  a  r e q u e s t  t o  t e r m i n a t e  t h i s  p r o c e s s
T h e  i d e a  i s  t o  s h o w  t h a t  e a c h  r e q u e s t  u l t i m a t e l y  g e t s  a n s w e r e d .
T H E  D A T A  T Y l ^  R E A C T I O N  A P P R O A C H
T h e  i d e a  o f  " d a t a  t y p e  r e d u c t i o n "  i s  t h a t  w e  c a n  s o m e t i m e s  i g n o r e  i r r e l e v a n t  
a s p e c t s  o f  a  d a t a  t y p e  t o  e n d  u p  w i t h  c l e a n e r  p r o o f s .  F o r  e x a m p l e ,  i f  w e  
i g n o r e  t h e  o r d e r i n g  o f  s y m b o l s  w i t h i n  a  s t r i n g ,  w e  h a v e  a  b a g .  A s  s h a l l  b e  
s e e n ,  c e r t a i n  o p e r a t o r s  w h i c h  a r e  i n d e t e r m i n a t e  o n  o n e  d a t a  t y p e  m a y  b e c c r e  
d e t e r m i n a t e  o n  a  r e d u c t i o n  o f  t h a t  d a t a  t y p e .  O n e  m a y  c o n s i d e r  t i n ' s  t o  b e ,  i n  a  
v e r y  l o o s e  s e n s e ,  a  d e n o t a t i o n a l  a n a l o g u e  t o  t h e  r e d u c t i o n  d e s c r i b e d  i n  
[ L i p t o n  7 5 ]  a n d  [ K w o n g  7 7 ]  w h i c h  a p p l i e s  t o  o p e r a t i o n a l  s e m a n t i c s .
S u p p o s e  t h a t  D , i . ,  C .  ( i  =  1 ,  2 )  a r e  d a t a  t y p e s .  W e  s a y  t h a t  i s  a  
r e d u c t i o n  o f  D-|  i f  t h e r e  i s  a n  o r d e r - p r e s e r v i n g  h o m o m o r p h i s m  f r o m  D-|  o n t o  D ^ ;  i . e .
n: D-| ->
s u c h  t h a t
( \ / x ,  y  e  D - | ) x  C- |  y  i m p l i e s  n ( x ) t= 2 r , ( y )
F o r  e x a m p l e ,  i f  E  i s  a  s e t ,  t h e n  B ( Z ) ,  t h e  s e t  o f  b a g s  o v e r  I ,  i s ^ a  d a t a  t y f ' s  
r e d u c t i o n  o f  t ,  t h e  s e q u e n c e  d o m a i n  o v e r  E .  I f  x  i s  a  s t r i n g  i n  h , t h e n  ’ i ( x )  
i s  a  b a g  i n  w h i c h  e a c h  s y m b o l  i n  I ,  o c c u r s  t h e  s a m e  n u m b e r  o f  t i m e s  a s  i t  o c c u r s
A  m o d u l e  w h i c h  i s  a  r e l a t i o n ,  b u t  n o t  n e c e s s a r i l y  a  f u n c t i o n ,  o n  i t s  d o m a i n s ,  
s a y  D-|  , D 2 > c a n  s o m e t i m e s  b e  r e p r e s e n t e d  a s  a  f u n c t i o n  o n  r e d u c t i o n s  o f  t h o s e
d o m a i n s .  T h a t  i s ,  i f
f :  D-|  x  P ( D 0 j )
t h e n  t h e r e  m a y  b e  r e d u c t i o n s  n- |  , n £ ’ ^3  a r | d  a  f u n c t i o n
9 ■  n  1 ( D-j ) x  1) 2 ( 0 2 ) ^ 3 ^ ^ 3  ^
s u c h  t h a t  ( V ( x ,  y ,  z )  c  D-|  x  D 2 x  D ^ )
z  e  f  ( x  , y )  i n n p  1 i e s  g ( n - | ( x ) ,  112 ( Y ) )  =  n 3 ( z )
F o r  e x a m p l e ,  w h e n  w e  r e d u c e  t h e  s e q u e n c e  d o m a i n s  o f  m e n t i s  t o  t h e  h a g  d o m a i n ,  
m e r g e  b e - c o f f e s  a  f . u n c L i o n ,  n a m e l y  b a g  a d d i t i o n .  S i m i l a r l y ,  t h e  f u n c t i o n s  s p  1 i t  
a n d  a  1 o m ?  c a n  b e  r e p r e s e n t e d  a s  f u n c t i o n s  o n  t h e  b a g  d o m a i n .
W i t h  t h e  a b o v e  r e d u c t i o n s ,  t h e  n e t w o r k  o f  F i g u r e  9  b e c o i r . e s  a  d e t e r r n i  : i a  L e  
n e t w o r k ,  a n d  w e  c a n  s h o w  t h a t  t h e  o u t p u t  z  i s  p r e c i s e l y  t h e  b a g  o f  a l l  a t c m m  i n  
t h e  i n p u t  b a g  x  o f  t r e e s ,  e v e n  i f  t h e  t r e e  i s  o v e r  a n  a l p h a b e t  w i t h  m o r e  t h a n  
o n e  s y m b o l . .
O f  c o u r s e ,  t h e  a p p r o a c h  d e s c r i b e d  i n  t h i s  s e c t i o n  w i l l  b e  u s e f u l  o n l y  i n  t h o s e  
c a s e s  w h e r e  w e  r e a l l y  c a n  i g n o r e  t h e  i n f o r m a t i o n  d i s c a r d e d .  T h i s  i n  t u r n  
s u g g e s t s  t h a t  o n e  m a j o r  d i f f i c u l t y  i n  a p p l y i n g  t h e  d e n o t a t i o n a l  a p p r o a c h  t o  
e x a m p l e s  s u c h  a s  t h e  m e r g e  i s  t h a t  a l l  r e l e v a n  t  a  s p e c  I s  o f  o p e r a  L i . n a 1 b e  h a v i  o r  
m u s t  b e  r e p r e s e n t e d  i n  t h e  c h o s e n  d a t a  t y p e s .
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We have p r e sen t ed  a d i s c u ss i o n  o f  networks o f  o p e r a t o r s  on data t ypes  and 
examined the  e x t e ns i on  o f  p r e v i o u s l y  pub l i shed  work to  a v a r i e t y  o f  data t ypes  
and to  i nd e t e r m i na t e  o p e r a t o r s .  Severa l  approaches to p rov ing  c o r r e c t n e s s  o f  
systems i n v o l v i n g  these  e x t e n s i o n s  were p r e s en t e d .
Whi l e  those  a s pe c t s  o f  a system which a r e  best  handled by' the  network approach 
are  s t i l l  not  we l l  unde rs tood ,  t he  approach i t s e l f  s t i l l  demands a t t e n t i o n .  We 
p o i n t  out  tha t  wi th  the  e x t e n s i o n s  i n t r oduced  he re ,  we c a n  e a s i l y  m o d e l  
standard s e qu en t i a l  programs,  our  a x i o ma t i c  approach t he r eby  i n c l ud i n g  the  
a x i oma t i c  approach o f  [Hoare 69 ] .  In t h i s  case ,  the data t ype  i s  a st ream o f  
s t a t e  v e c t o r s .  By using the merge ,  we can a l s o  r e p r e s e n t  a r b i t r a r y  i n t e r l e a v i n g  
o f  p r o c e s s e s ,  which in turn means t ha t  any o p e r a t i o n a l  model f o r  c oncur r en t  
programs can be r e p r e s e n t e d .  The work o f  [Mazurk i ewi c z  76] i s  r e l e v a n t ,  in that  
i t  c o r r esponds  to p a r t i t i o n i n g  s t a t e  v e c t o r s  i n t o  s u b - v e c t o r s  which can be 
op e r a t ed  on i ndepe nde n t l y .
Networks a l s o  a l l o w  mode l ing  o f  v a r i e t y  o f  r e c u r s i v e  program r u l e s ,  e . g .  
p a r a l l e l  i f - t h e n - e l s e , e t c .  as d e s c r i b e d  in [Manna and Vu i l l em i n  72]
( f o r  F l a t  data t y p e s ) .  In f a c t  the  networks r e a d i l y  d i s p l a y  e x p l o i t a b l e  
p a r a l l e l i s m ,  showing promise  f o r  a t t a c k i n g  problems d i s c u s s ed ,  e . g . ,  in 
[ K e l l e r  73 ] ,  [ U r c hs l e r  73] .  I t  a l s o  appears  t h a t ,  by us ing our t r e e  data 
t y p e ,  a f ormal  semant i cs  f o r  the  "suspended"  o p e r a t i o n s  d e sc r i b e d  in 
[Fr iedman and Wise 76] can be e a s i l y  p r o v i d e d .  Hence g e n e r a l i t y  i s  to be 
ga i ned ,  r a t h e r  than l o s t ,  in f u r t h e r  p u r s u i t  o f  such network mode ls .
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APPENDIX - Deno t a t i ona l  Semant i cs f o r  the Merge
We d e s c r i b e  here one approach t o  a d e n o t a t i on a l  semant i cs  f o r  the merge.  Pa r t  
o f  the reason t ha t  t h i s  approach seems unwie ldy  i s  t ha t  i t ,  and any o t he r  
approach as w e l l ,  must be capab l e  o f  r e p r e s e n t i n g  a l l  r e l e v a n t  be ha v i o r a l  
a s pe c t s  in the chosen data t ype .
The data t ype  chosen i s  the  s e t  o f  pa r t i a l l y  o rde r ed  e v e n t s , a t ype  s i m i l a r ,  but 
not  i d e n t i c a l ,  to the  PO data t ype  in the main t e x t .  We know t ha t  the o p e r a t i o n  
o f  a merge w i l l  i n v o l v e  the f o l l o w i n g  e v e n t s :
( 1 )  P r oduc t i on  o f  a symbol on an. input  t o  the  merge.
( 2 )  A s s i m i l a t i o n  o f  an input  symbol by the merge.
( 3 )  P r oduc t i on  o f  an output  symbol by the  merge.
( 4 )  A s s i m i l a t i o n  o f  the output  symbol produced by the merge.
As f a r  as a p a r t i c u l a r  merge module i t s e l f  i s  conce rned ,  o n l y  ( 2 )  and ( 3 )  are  
r e l e v a n t .
We use o  t o  denote  the e v en t  c o r r e spo nd i ng  to the  p r oduc t i on  o f  symbol o  and a 
the e v en t  co r r e spo nd i ng  to i t s  a s s i m i l a t i o n .  Of c o u r se ,  the "same" symbol may
b e  p r o d u c e d  m a n y  t i m e s  d u r i n g  t h e  o p e r a t i o n  o f  a  n e t w o r k ,  s o  w e  u s e  a  s u p e r s c r i p t ,  
a s  i n
i  — ■i i
c o o
t o  d i s t i n g u i s h  t o  w h i c h  c o p y  o f  s y m b o l  a  w e  a r e  r e f e r r i n g - .
E a c h  s y m b o l  w h i c h  i s  p r o d u c e d  i s  p r o d u c e d  o n  o n e  o f  t h e  a r c s  o f  t h e  n e t w o r k ,  a n d  
a s s i m i l a t e d  b y  o n e  o f  t h e  m o d u l e s  t o  w h i c h  t h a t  a r c  i s  i n p u t .  S o  w e  w r i t e
e  o n  i
t o  d e s i g n a t e  t h e  a r c  w i t h  w h i c h  e v e n t  e  i s  a s s o c i a t e d .  V: e  n o w  i n t r o d u c e  t h e  
p a r t i a l  o r d e r i n g  r e l a t i o n
s u c h  t h a t
e l e2
m e a n s  t h a t  e v e n t  e - ,  m u s t  p r e c e d e  e v e n t  e ^  i n  a n  o p e r a t i o n a l  s e n s e ,  a l t h o u g h  i n  a  
d e n o t a t i o n a l  s e n s e  — >  c a n  b e  v i e w e d  s i m p l y  a s  a n  a b s t r a c t  r e l a t i o n . .
T h e  f i r s t  a x i o m  a b o u t  — >  i s  o n e  w h i c h  h o l d s  f o r  a l l  a r c s  i ,
A 1 : a  o n  i  i f f  o  o n  i
I n  o t h e r  w o r d s ,  t h e  a s s i m i l a t i o n  o f  a  s y m b o l  m u s t  b e  a s s o c i a t e d  w i t h  t h e  s a m e  
a r c  a s  i t s  p r o d u c t i o n .
T h e  s e c o n d  a x i o m  r e l a t e s  t h e  f a c t  t h a t  a  s y m b o l  i s  a s s i m i l a t e d  o n l y  a f t e r  i t  i s  
p r o d u c e d ,
A 2  : a  — >  o
T h e  t h i r d  a x i o m  s t a t e s  t h a t  t h e  o r d e r  o f  p r o d u c t i o n  o f  t w o  s y m b o l s  o n  a n  a r c  
d e t e r m i n e s  t h e  o r d e r  o f  t h e i r  a s s i m i l a t i o n
A 3 :  ( a - |  o n  i )  a n d  ( o ^  o n  i )  a n d  ( o - |  — >  o j
i m p l y  a - j  — >  a ^
T h e  f o u r t h  a n d  f i f t h  a x i o m s  a r e  p a r t i c u l a r  t o  t h e  m e r g e .  T . n e  f o u r t h  s a y s  t h a t  
f o r  e a c h  i n p u t  s y m b o l  a s s i m i l a t e d ,  a  f l e w  c o p y  o f  t h a t  s y m b o l  i s  p r o d u c e d  t  t h e  
o u t p u t ,  w h i c h  i s  o r d e r e d  w i t h  r e s p e c t  t o  — > ,
A 4 :  ( s o n  i n p u t  t o  m e r g e )  i m p l i e s
( j o 1 ) ( a  — >  a 1 ) a n d  ( o '  o n  o u t p u t  t o  m e r g e )
T h e  f i f t h  a x i o m  s a y s  t h a t  i f  i n p u t  s y m b o l s  t o  a  m e r g e  a r e  o r d e r e d  i n  — > ,  t h e n  
t h e  c o r r e s p o n d i n g  o u t p u t  s y m b o l s  a r e  o r d e r e d  i n  — > ,
A 5 :  ( m  — >  t _ o n  i n p u t  o f  m e r g e )  i m p l i e s  -
( o '  — J > i ' o n  o u t p u t  o f  m e r g e )
T h e  m e r g e  i s  r e p r e s e n t e d  a s  a  f u n c t i o n  o n  a  s e t  o f  p a r t i a l 1 y - o r d e r o d  e v e n t s .  
S p e c i f i c a l l y ,  i t  m a p s  o n e  p a r t i a l  o r d e r  x  i n t o  a n o t h e r  b y  a d d i n g  t h e  e v e r t s  
r e p r e s e n t i n g  t h e  p r o d u c t i o n  o f  n e w  s y m b o l s  a n d  t h e i r  a s s i m i l a t i o n . ,  c o r r e s p o n d i n g  
t o  a s s i m i l a t i o n  o f  s y m b o l s  a l r e a d y  i n  x ,  i n  a c c o r d a n c e  w i t h  t h e  a x i o m s  
s t a t e d .
F i g u r e  1 3  s h o w s  t h e  r e p e a t e d  a p p l i c a t i o n  o f  t h e  l i i e r g e  m a p p i n g  i n  a n  e x a m p l e  
r e l a t e d  t o  t h a t  o f  F i g u r e  1 0 .  T h e  l e a s t  f i x e d  p o i n t  o f  t h e  m a p p i n g  i s  a l s o  s h o w n .
T h e  c o r r e s p o n d i n g  b e h a v i o r a l  o u t p u t  i s  r o u g h l y  t h o s e  s e q u e n c e s  o f  s y m b o l s  
c o n s i s t e n t  w i t h  t h e  p a r t i a l  o r d e r i n g  i n  t h e  l e a s t  f i x e d  p o i n t .  W e  s a y  " r o u g h l y "
a b  ( i n p u t  s e q u e n c e )
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because f u r t h e r  q u a l i f i c a t i o n  i s  n e ce s sa r y .  The s e t  ment ioned f o r  F i gur e  13 
would be .
Here we are  using ( x )  to r e p r e s e n t  the number o f  a ' s  which occur  in x. However 
c e r t a i n  sequences in the  s e t  cannot  be outputs  o f  the merge ,  f o r  example:
Th i s  can be v e r i f i e d  by s i mu l a t i ng  the network o p e r a t i o n a l l y .
The f u r t h e r  q u a l i f i c a t i o n  needed i s  i n d i c a t e d  by our  use o f  the phrase " sequence
o f  symbols c o n s i s t e n t  w i t h . "  The term " sequence "  i mp l i e s  a l i n e a r  o r d e r i n g  — > .  
When we choose a r b i t r a r i l y  t o  i nc l ud e  a p a i r  o f  e v ent s  in z = i >  which a re  not  in 
— we may have to  i nc l ude  o t he r  p a i r s  as w e l l ,  t o  i nsure  t ha t  axioms A! - A5 
are  v a l i d .  For example ,  the  a r b i t r a r y  ch o i c e  t o  i nc lude
would imply
t ha t  the  output  o f  a merge i s  any l i n e a r  sequence c o n s i s t e n t  wi th axioms A1 to 
A5, which f o r  t h i s  example i s  observed  to be
To summarize,  the d e n o t a t i o n a l  semant i cs  f o r  networks i n v o l v i n g  the merge i s  
s p e c i f i e d  in terms o f  mappings on p a r t i a l l y - o r d e r e d  e v en t s .  When o t he r  t ypes  c f  
modules a r e  i n v o l v e d  as w e l l ,  we can e i t h e r  t r y  to g e t  p a r t i a l  o r de r  semant i cs  
f o r  them, o r  we can l i n e a r i z e  the p a r t i a l  o r de r  and appeal  t o  the o r a c l e  approach. 
The bes t  way to i n t e g r a t e  t h i s  t ype  o f  semant i cs  i n t o  such a network i s  l e f t  as 
an open q ue s t i o n .
We wish t o  no t e  the s i m i l a r i t y  o f  the ev en t  o r d e r i n g  approach to  the  work in 
[ G r i e f  75 ] ,  which a x i o m a t i z e s  p o p e r t i e s  o f  " c e l l s " . f o r  example .  I t  i s  easy  to 
see t ha t  a c e l l  can be implemented us ing a merge and de t e r mi n a t e  modules (but  
cannot  be implemented o_n_ly wi th d e t e rm i n a t e  modules ,  as c e l l s  are  not  f u nc t i o n s  
on s t r e a ms ) .  Our approach i s  s l i g h t l y  more s t r u c t u r ed  ■ nan G r e i f ' s  in terms o f  
the way in which messages a re  sent  between modules.  The ex ac t  r e l a t i o n s h i p  
between G r e i f ' s  approach and ours remains f o r  f u t u r e  i n v e s t i g a t i o n .  [Lamport  76] 
a l s o  d i s c u s s es  the use o f  p a r t i a l  o r d e r i n g s  in d i s t r i b u t e d  c oncur r e n t  systems.
We a l s o  note  t h a t  R i d d l e ' s  concept  o f  " s y n c h r o n i z a t i o n  symbols"  [ R i d d l e  76] i s  
e s s e n t i a l l y  a way o f  r e p r e s e n t i n g  p a r t i a l  o r d e r i n g s  in a l i n e a r  s t r i n g  n o t a t i o n .  
The use o f  t h i s  concept  f o r  r e p r e s e n t i n g  merge semant i cs  t h e r e f o r e  m e r i t s  f u r the r
ab A ab A ab A . . .
which i s  j u s t
{X c { a ,  b } !,! I £d ( x )  = f;b ( x )  and (Vy < x )  #a ( y )  > #b ( y ) }
a a b a a b a a b . . .
( by A5 ) 
( by A3)  
( by A 5 ) 
( by A3)
{ a a nb ( a b ) ' l! n c (j)}
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