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This Thesis addresses a number of issues related to the determination of the fundamental
mechanical properties of hcp 4He. These properties have been linked to the possible existence of
a superfluid crystalline phase know as supersolid. While many sophisticated experiments have
investigated these properties, their results often require assumptions regarding the underlying
processes on the atomic scale which are not accessible experimentally. In this way, the exper-
imental interpretations often remain subject of debate. In this context, atomistic modeling is
a useful tool that allows one to obtain both qualitative as well quantitative information about
these processes.
Using Path-integral Monte Carlo simulations we compute the ideal shear strength (ISS), as
well as the structure and mobility parameteres for the screw dislocation for this prototypical
quantum solid. The ideal shear strength represents a theoretical upper limit of the elastic
response of a crystal, being defined as the maximum stress a defect-free crystal can withstand
before deforming plastically. Our resuls show that the ISS limit is accompanied by the homo-
geneous nucleation of a stacking fault. Furthermore, the ISS on the basal plane is found to be
anisotropic, although the anisotropy is well described by Schmid’s law of resolved shear stress.
In addition, comparison of the intrinsic ISS value to values of a large set of classical crystals
shows that the results for 4He are well described by the modified Frenkel-Orowan model, which
is also based on purely classical concepts.
Considering dislocation properties, we investigate the core structure and Peierls stress for
the screw dislocation in the basal plane. The results show a strong dissociation tendency of
the core and a Peierls stress of the order of 0.4 bar, consistent with the behavior of classical solids.
Accordingly the results of this Thesis show that, even in the temperature regime where the






Esta Tese aborda o problema de determinar propriedades mecânicas fundamentais de 4He solido
na fase hcp usando simulação atomística. Tais propriedades têm sido associadas à possível
existência de uma fase cristalina superfluida conhecida como super-solidez. Embora experimen-
tos sofisticados investigando propriedades mecânicas do Hélio sólido têm sido realizados, os
resultados dependem da dinâmica microscópica que nem sempre é acessível experimentalmente.
Desta maneira as interpretações dos experimentos ficam sujeitos a debates.
Neste contexto a modelagem atomística é uma ferramenta útil para fornecer informação
qualitativa e quantitativa do comportamento atomístico das propriedades mecânicas. Através de
Monte Carlo de integrais de trajetória (PIMC) calculamos a resistência ideal de cisalhamento e
tensão de Peierls de uma discordância screw para este sólido quântico protótipo. A resistência
ideal estabelece um limite teórico superior de comportamento elástico do material. É a máxima
tensão que um cristal livre de defeitos pode suportar, sem produzir uma deformação plástica. Os
reultados mostram que o limite de resistência ideal é acompanhado pela nucleação homogênea
de uma falha de empilhamento. A resistência ideal é anisotrçopica no plano basal, mas esta
anísotropia é bem descrita pela lei de Schmid, que é baseida em conceitos clássicos. Além disso,
a comparação do valor da resistência ideal com os de um conjunto grande de cristais clássicos
mostra que os resultados para 4He estão bem descritos pelo modelo Frenkel-Orowan modificado,
que também se baiseia em conceitos puramente clássicos. Em relação às propierdades de dis-
cordância, investigamos a estrutura do caroço e a tensão de Peierls para a discordância screw no
plano basal. Os resultados mostram uma forte tendência de dissociação e uma tensão de Peierls
da ordem e 0.4 bar e estão totalmente consistentes com o comportamento em sólidos clássicos.
Assim, os resultados da Tese mostram que, mesmo em regimes de temperatura onde a fase
líquida é superfluida, o ordenamento cristalino parece suprimir os efeitos quânticos resposáveis







1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2 Mechanical Behavior of Crystalline Solids 5
2.1 Strain Tensor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Stress Tensor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.3 Elastic Constants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.4 Ideal Strength . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.5 Crystallographic Defects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.6 Dislocations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.6.1 Burgers Vector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.6.2 Peach Koehler Force . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.7 Plastic Strain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.8 Dislocation Core Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.9 Peierls Barrier and Peierls Stress . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3 Path Integral Monte Carlo Method 21
3.1 The Thermal Density Matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.2 Imaginary Time Path Integrals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.3 Action . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.3.1 Primitive Approximation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.3.2 Pair- Approximation to Density Matrix . . . . . . . . . . . . . . . . . . . . . . 25
3.4 Quantum Statistics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.5 Metropolis Monte Carlo Sampling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.5.1 Single Slice Moves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.5.2 Levy Construction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.5.3 Bisection Move . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.5.4 Permutation Moves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.6 Boundary Conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
xi
xii CONTENTS
3.6.1 Constant Volume at Arbitrary Shape . . . . . . . . . . . . . . . . . . . . . . . 36
3.7 Isostress-Isothermal Ensemble . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.8 PIMC++ Package . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4 Ideal Shear Strength of Solid hcp 4He 41
4.1 Aziz Potential for Helium . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.2 Typical Shear Stress Response . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.3 ISS Orientation Dependence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.4 Finite Size and Deformation Rate Effects . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.5 Path Discretization Effects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.6 Thermal Fluctuations and Inherent ISS . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.7 Comparison to ISS of Classical Crystals . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5 Dislocation Properties 55
5.1 Dislocations in HCP crystals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
5.2 Simulation Setup and Boundary Conditions . . . . . . . . . . . . . . . . . . . . . . . 58
5.3 Dislocation Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5.4 Peierls Stress . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
6 Conclusions 67
Bibliography 69
A Stress Tensor Expression 75
A.1 Stress-Tensor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
B Publications 79
Dedication




I wish to thank the Lord for giving me the love, the strength, the courage and the wisdom to
take this arduous path of becoming a scientist, and for all the things that He gave me along this
path, always watching my way and holding me when needed. I want to thank to my dear family
because without them, I would have never gotten here, and for all the love and support given
along my life. My dear mother Aura, my father Ernesto and my dear brothers Lili and Isaac,
I love you so much. I want to give special thanks to my advisor Professor Maurice de Koning,
for his patience, advice and support to develop this work, also for his help and kindness in the
hard times and motivating me to advance and move forward. Also, for his help reviewing and
correcting this dissertation work, which was a hard task. Also it is pretty important to mention
Professor Wei Cai, thanks for the help and contributions given while developing this work and
his kindness and hospitality in Palo Alto. Thanks to the Professor Alex Antonelli for his support,
kindness and suggestions on group presentations and throughout my graduate studies. Now,
I want to give thanks to my dear friends here in Brazil and at the distance, Hernan "moleque"
is a good friend, my highschool friends and since then always friends, Juan, Pacho, William,
Erika, Gloria. Thanks for the friendship, support and fun to Victor "forrozeiro de carterinha",
Edwin, Carlos, Duber, Yovanny and Dario in Campinas, to Domingos a crazy but good friend.
It is difficult to mention everybody, but there is a lot of people that I met on the way and have
a place in this acknowledgements to be present and share with me. I also acknowledge Bryan
Clark in UIUC for his support with the PIMC++ code , Alexander Stukowski in Damsdart for his
support with the OVITO and CAT tools, very important for visualizing the atomistic structures.
The comments and suggestions of Burkhard Militzer and his kindness in the QMC school in
UIUC. Also the DRCCJ people to support the computation facilites, to the IFGW, the Unicamp
and Cnpq for the financial support to develod this work. Finally but not less important, to my





Helium is the second lightest and also the second most abundant element in the universe after
Hydrogen. At ambient temperature it is an inert mono-atomic gas and at low temperatures it
presents a large variety of phenomena and phases. In particular due to its low mass and weak
interactions, quantum effects dominate the dynamics and equilibrium properties of the system.
For instance, the 4He isotope remains liquid and does not crystallize at absolute zero, unless
significant pressure is applied [1]. Kapitsa, Allen and Misener [2] simultaneously discovered
that Helium 4 (4He) at temperatures below 2K flows with zero viscosity trough narrow cap-
illaries. This behavior was attributed as a macroscopic quantum phenomena of superfluidity,
related to the Bose Einstein condensation (BEC) [3]. Some decades later Osheroff [4] also
showed the existence of superfluidity in Helium 3 (3He) which is a fermionic isotope. In this case
the mechanism of condensation corresponds to Cooper pairing due to the fermionic statistics.
These phenomena are a result of the interplay between delocalization, indistinguishability and
coherent macroscopic dynamics of Helium atoms.
The most abundant Helium isotope is 4He and its phase diagram is shown in Figure 1.1,
below '1 K and at pressures larger than 25 bar crystallizes into the hcp crystal structure [5]. It
was solidified for first time in 1926 by W.H. Keesom at Leiden [6]. Another peculiar point is
that 4He does not satisfy Lindemann’s criteria for melting [7]. When studying the specific heat
arising from the lattice vibrations, solid Helium reveals its quantum nature. It shows a large
difference between the Debye temperature θD = 25 K and the melting temperature TM = 1.6 K
[7], which means that under these conditions quantum fluctuations dominate over the thermal
fluctuations.
The Lindemann parameter is defined as the ratio between the root-mean-square vibrational
amplitude and the nearest-neighbor distance. For most solids, conditions for melting are reached
when this ratio is '0.1. For solid 4He, on the other hand, the ratio at melting is significantly
larger, at '0.27. This means that solid 4He atoms are strongly delocalized and the De Broglie
wave length is comparable with minimum separation of atoms in the crystal, at 1K the wave
length is close to '10Å while the atoms separation distance range between 3-4Å. It also implies
that the interaction is strongly an-harmonic and the atomic wave packages can overlap. These
features occur both for the 3He and 4He isotopes, and characterize solid Helium as a compound
of strongly interacting correlated atoms, known as Quantum Solids. For the remainder of this
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Figure 1.1: 4He P-T phase diagram, reproduced from [5]
work we focus specifically on solid 4He in the hcp phase.
1.1 Motivation
In the 1970’s Andreev, Lifshitz [8] and Chester [9], propose the idea that vacancies behave
like bosons in the ground state. These vacancies should be mobile because it would be easy
to exchange with the surrounding atoms through tunneling. Furthermore, such vacancies also
may exhibit Bose Einstein Condensation (BEC), leading to superfluid behavior at some critical
temperature. Accordingly, the neighboring atoms would flow in a direction opposite to that of
the vacancies, implying superfluid atomic flow. In this way it was conjectured that there might
exist a solid "superfluid" phase known as super-solidity. After some time Leggett [10] suggests
the Torsional Oscillator Experiments (TO), in which a bulk of solid helium in a cylindrical
annulus is coupled to a torsion oscillator such that is subject to rotation. If a fraction of solid
decouples in a superfluid droplet, the droplet would remain static when it superflows. In this
way the oscillator’s inertia decrease, which is known as Non Classical Rotational Inertia (NCRI).
In 2004 Kim and Chan [11] carried out the experiment suggested by Leggett and indeed
observed a drop in the oscillator’s resonant period below 200 mK and was interpreted to be a
signal of super-solidity. This discovery sparked an enormous interest in the properties of solid
4He, as can be seen in the recent review papery by Chan, Hallock and Reatto [5]. Looking for
the super-solid state, other groups confirm the measurements of Kim and Chan. However in
2007, an elastic anomaly was found by Beamish, Day [12] and Syshchenko [13], observing
shear modulus stiffening upon colling. Using piezoelectric transducers to measure the shear
modulus, an anomalous stiffening was observed close to the same temperature range in which
the period drop was detected in Kim and Chan’s TO experiments. This is shown in Figure 1.2 for
different strains.
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Figure 1.2: Shear modulus stiffening at several strains, taken from [12]
First, this result was shocking because in the case of super-solidity, superfluid decoupling
would be related to the softening of elastic properties. Furthermore, the stiffening shows a
sensitivity on the 3He impurities concentration. Beamish and Day attribute this phenomenon to
pinning of 3He impurities of dislocation networks at low temperatures. However, it has not been
possible to test directly in the experiments. Nevertheless, these findings opened the debate about
the nature of the TO signal measured by Kim and Chan. As a first step it was necessary to inquire
about the existence of vacancies in the ground state, required for super-solidity according to
Andreev, Lifshitz and Chester. Experimental work of Frass et al [14] indicated vacancy formation
energies of '10 K. This result is also consistent with various QMC calculations [15, 16] that
give formation energies ranging between 11-13K. This implies that at low temperatures the
vacancy density should be negligible.
On the other hand, in 2009 West et al. [17] performed shear modulus and TO experiments
in both solid 3He (fermionic) and 4He (bosonic). In 3He they observe the same stiffening as in
4He, but there is not period drop in the TO experiments. This suggests that the period drop in
4He cannot be only due to the elastic stiffening and the particle statistics (boson/fermion) is
somehow involved. Finally, after a decade of debate, in 2012 D.Y. Kim and Chan reviewed the
original TO experiments from 2004 [18]. They reach the conclusion that the original signal
interpreted as super-solidity was false. Indeed, it was caused by the shear modulus stiffening.
The shear modulus stiffening inside of the hollow torsion rod and cell changing its rigidity.
For a completely rigid torsional oscillator the period drop disappears as shown in Figure 1.3.
Consequently, the original observations from 2004 were not caused by superfluidity in the solid
phase.
Even more new results of D. Y. Kim and Chan [19] using stronger rigid oscillators have failed
to find evidence for super-solidity, confirming that the period drop observed in the earlier experi-
ments was entirely due to elastic stiffening. In the quest for super-solidity over the past decade,
much information has been gathered about the mechanical behavior of solid 4He. In addition to
elastic properties, significant effort has been devoted to plastic deformation, investigating the
properties of extended lattice defects such as dislocations and the role of the 3He impurities.
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Figure 1.3: Resonant period vs temperature for original signal and improved TO experiments,
reproduced from [18]
Indeed, the presence of these defects has been investigated in the context of possibly providing
an alternative mechanism for superfluidity [20–22]. Nevertheless, a thorough understanding of
the fundamental mechanical properties is still lacking. One significant difficulty in this context
is the fact that the results of sophisticated experiments must be interpreted. Very often, these
interpretations require assumptions that cannot be verified experimentally. An example involves
the hypothesis of dislocation pinning by 3He impurities [23–25]. This interpretation is based
in the Granato and Lucke model [26] in 1956. Yet, this model is inherently classical in nature,
a simplification that is not obviously justified for a quantum solid such 4He. Unfortunately,
this assumption cannot be validated in experiment, and it is at this point that atomistic-scale
simulations can be useful. In contrast to experiment, such simulations can provide detailed
atomic-level information.
1.2 Objectives
The main objective of this Thesis is to study fundamental mechanical behavior of solid 4He in
the hcp phase using fully correlated Path Integral Monte Carlo simulations. We focus specifically
on the plastic behavior, investigating both ideal shear strength on the basal plane, as well the
structure and mobility of glide dislocations.
This Thesis is organized as follows. The next chapter presents a basic introduction to the
fundamentals of mechanical behavior of crystalline solids. Chapter 3 then describes the main
characteristics of the simulation methodology used in this work. Chapters 4 and 5 describe
the results obtained for the ideal shear strength and the dislocations properties in hcp 4He,
respectively. We end with the conclusions and an outlook for future studies in the Chapter 6.
Chapter 2
Mechanical Behavior of Crystalline
Solids
By mechanical behavior one understands the deformation response of a material to externally
applied forces. Essentially the mechanical behavior of solids can be understood in terms of
two deformation regimes, the elastic and plastic. The elastic mechanical behavior refers to
small reversible deformations, the material recovers its original shape when the external load
is removed. Plastic mechanical behavior occurs when the applied load is so large that, when
removed, the system does not recover its original shape and the final state is characterized by
permanent deformation. If a material is not able to accumulate much deformation and readily
breaks it is called brittle. In contrast, if it is able to deform by a large amount before breaking it is
said to be ductile. The mechanical response of a material depends on the structural, mechanical
and thermodynamic properties of the material. In this chapter we introduce the fundamental
concepts involved in the description and study of these properties.
2.1 Strain Tensor
The strain measures the amount of distortion or deformation that a material undergoes with
respect to some reference state. A quantitative description of strain is done as follows [27]: the
position of a point in the reference state is described by the vector x, after applying stress this
introduces some deformation and the points have position x′, the corresponding displacement is
given by:
u= x′− x (2.1)
Now consider two points close together separated by a vector dx so that the distance between






where the Einstein summation convention is adopted and x i represent the Cartesian components
of x. After deformation the relative position of the two points changes such that dx′ = dx+ du
and the distance between them becomes:
dl ′ =
p
dx′ · dx′ =
Æ
 
d x i + dui
2 (2.3)
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The difference of the squared distance between the two points after and before deformation:
dl ′2− dl2 =
∂ ui
∂ x j
d x jd x i +
∂ u j
∂ x i





d x id x j (2.4)
This equation can then be written as:
dl ′2− dl2 = 2εi jd x id x j (2.5)

















It is called the Lagrangian strain tensor. It is dimensionless and symmetric, and describes the
distortion of a material under finite deformation in Cartesian coordinates. For small deformations,













It is possible classify the forces that act on a body according to two different types, namely body
forces and surface forces. The former act on each volume of mass, independent of the material’s
boundary. For instance, the gravity force is a body force, exerted on each element of material of
a determined volume, and proportional to the mass within that volume. Surface forces come
from the action of one body on another across the contact surface between them. For example,
an element of material divided in two by any internal surface with arbitrary orientation. One
half of the material applies a force on the other through the surface. The force F acting over a




as ∂ A→ 0 (2.8)
The intensity of the stress depends on how the force is distributed over the surface’s area. If the





The stress also depends on the force direction with respect to the surface orientation, defined
by its normal vector. To describe stress it is useful to decompose the force in two components
relative to the surface direction, parallel and perpendicular to it. The stress components form a
second rank tensor σi j described by two indexes, the first indicate the normal direction to the
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For the stress vector Σ and the unit normal vector n̂ of some arbitrary surface we have the
following relationship:
Σ(n̂) = σ · n̂ (2.11)
The stress is normal when it is applied along the surface normal. It can be compressive or
tensile (negative or positive), it corresponds to the diagonal components of the tensor. When
the force acts in a tangential direction on the surface it is called shear stress, corresponding
to the off-diagonal tensor components. To maintain the mechanical equilibrium, i.e to avoid
center-of-mass displacements or rotations, we must impose the stress tensor to be symmetric
σi j = σ ji , leaving only six independent components.
2.3 Elastic Constants
For small elastic deformations, the relationship between the stress and strain is linear. It can
thus be written in terms of a generalized Hooke’s law of the form
σi j = Ci jklεkl (2.12)
The Ci jkl are referred to as the elastic constants. Due to the symmetry requirements on the stress
and strain tensors, the Ci jkl must obey:
Ci jkl = C jikl = Ci jlk = C jilk (2.13)
Usually the Ci jkl are represented in matrix form Cmn, where m and n are associated with
specific combinations i j and kl respectively. Due to the symmetry requirements on the Ci jkl and
stress-strain components the Cmn can be reduced to a 6× 6 representation with
i j or kl 11 22 33 23 31 32
m or n 1 2 3 4 5 6
(2.14)



































C11 C12 C13 C14 C15 C16
C12 C22 C23 C24 C25 C26
C13 C23 C33 C34 C35 C36
C14 C24 C34 C44 C45 C46
C15 C25 C35 C45 C55 C56



































where the shear strains γmn are defined as:
γmn = 2εi j (2.16)
Depending on the underlying symmetry of the crystalline phase, the number of independent
elastic constants is reduced [28] further. For cubic crystals only three elastic constants are
nonzero: C11,C44,C12. For the hcp structure of
4He, there are only five independent elastic
constants, for instance C11,C33,C44,C12 and C13..
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2.4 Ideal Strength
The strength of a material is defined as its ability to withstand an applied load without yielding
irreversibly. The ideal strength is the minimum (critical) stress that can destabilize a pristine
or free-defect crystal. The ideal strength is a theoretical upper bound of material strength and
is a inherent property of the material. The physical and geometrical features of ideal strength
can provide insight into relevant aspects of mechanical behavior of materials. While elastic
constants describe elastic-regime deformation, the ideal strength establishes limits for elastic
behavior. Pioneering works of Frenkel [29] and Orowan [30] provide a simple model based
on deformation and stress relationships in terms of the elastic moduli. This simple model was
inspired in shearing a crystal in which two crystalline parallel planes moves uniformly one with
respect to another, taking in account the energy barrier under shear.
Figure 2.1: Ideal Shear strength model, a) two crystalline plane under relative shear. The blue
line shows the periodic potential generated by the crystalline planes. b) The upper plane slips
and overcomes the energy barrier
As shown in the Figure 2.1,a) two parallel crystalline planes with separation a between the
planes and inter atomic distance b, slide past each other. The wide blue line represents the
periodic energy barrier that should be crossed to go from one equilibrium position to another.
For small displacements x, the shear stress τ is proportional to the shear modulus G and the
shear strain ε,
τ= Gε (2.17)





At the same time, due to the periodicity of the energy profile, the shear stress should also be
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which is know as the Frenkel-Orowan model. The minimum stress to give irreversible slip in this













All these quantities are determined by intrinsic properties of the system related to crystal sym-
metry and interaction potential. Intensive studies have been carried out both theoretical as well
as experimentally to understand the ideal strength of materials.
Although experimental studies have the main limitation that they are subject to extrinsic
effects on the system, the development of nanoindentation techniques has improved the access
to IS measurements [31]. A block of material is pressed by a nano-tip beneath a region of
crystalline material. It is the standard technique to measure strength in nanotubes and other
nanostructures [32], and also seems to be a promising technique to determine the ideal strength
of materials using samples with very low defect densities.
The irreversibility of ideal strength is related to the nucleation of some permanent defect,
instability or structural change in the crystalline lattice. Such processes involve the crystal sym-
metry and the atomic interaction, and most of materials are driven by breaking of atomic bonds.
Such processes can be modeled using atomistic simulations, specifically with first-principles cal-
culations based on density-functional theory (DFT) [33, 34]. Applying affine deformations to a
bulk of crystal in combination with DFT it is possible calculate the ideal strength for a wide range
of materials, as shown in the review [35]. Such calculations can be compared to experimental
data, giving good agreement in general [35]. But the main goal is to unveil the role of the
bond’s nature in the ideal strength, providing insight into the mechanical properties of the system.
Ogata et al. [36] compares the stress-strain response under shear analyzing the ideal shear
strength, of 22 metals and ceramics obtained using DFT calculations. Instead of assuming the





Ogata et al. generalize the Frenkel-Orowan model by introducing sm as a materials parameter.
















Within this model, the ideal strength is a linear function of the shearability sm with proportionality
constant 2G/π. Figure 2.2 shows the ideal shear strength normalized by the shear modulus as a
function of the shearability sm.
Figure 2.2: Normalized ideal shear stress vs shearability, for 22 metals and ceramics adapted
from [36]. The symbols represent different crystalline structures. The blue points correspond to
metals, the red points to semiconductors and ceramics and the green ones to ionic solids. The
dotted line is the modified Frenkel Orowan model, the solid line is the unitary line
The normalized Frenkel-Orowan model is seen to provide an approximately universal scaling
relation that describes the ideal strength across different crystal structures and bonding types.
2.5 Crystallographic Defects
Ideal Strength is the maximum stress that a defect free crystal can support before to yielding to
plastic deformation and establishes an upper bound limit to elasticity. Yet, there is a huge gap
between the Ideal Strength and the strength stresses of a real material. This difference emanates
from the presence of crystalline defects in real crystalline materials, which decrease material
strength [37]. As discussed before in defect free crystals, it is just the intrinsic properties of
the material that determine the mechanical properties. For an imperfect crystal however many
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properties are controlled by crystalline defects. In broad terms there exist two types of crystal
defects, intrinsic and extrinsic. Intrinsic defects are always present for thermodynamic reasons.
There presence lower the free energy with respect to the defect-free crystal and they exist in
thermodynamic equilibrium. Extrinsic defects, on the other hand are of the kind that does not
exist in thermodynamic equilibrium.
Figure 2.3: Different kind of point defects, a vacancy, an interstitial and an impurity, taken
from [38].
Point Defects are most simple defects, these involve a single lattice site or its direct sur-
roundings. This is illustrated in Figure 2.3 . The most simple defects are Vacancies which occur
when a lattice normally occupied by an atom is vacant. Generally single vacancies do not directly
affect the strength, but large clusters may [37]. Interstitial defects occur when an atom is placed
in a position that is not a lattice site, i.e in between of periodic lattice points. Vacancies and
Interstitial defects are intrinsic defects. Impurities are atoms of another chemical species or type
that occupy a site in the crystalline lattice, substitutional impurity when it occupies a lattice
site and interstitial if not. they are not intrinsic defects because they need to be added. At low
concentration the effect of impurities on strength is small [37].
Figure 2.4: Schematic of grain boundaries with structures described by coincident site lattice
model. This boundaries corresponds to a (001) rotation axis, and the atomic-level geometries
have not been relaxed. The filled circles correspond to those sites (coincident sites) that are
common to both lattices. Taken from [38].
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Extended Defects are defects that are characterized by a geometric extension. They are
extrinsic defects because they do not emerge spontaneously in a crystal. To introduce these
defects it is necessary to be under the action of some external factor like stress. Linear defects are
known as dislocations and they are mainly responsible for plastic deformation in crystalline solids.
Due to their importance we discuss them in more detail in the next section. Common planar
defects are Grain Boundaries which are internal surfaces that separate two volumes of different
crystalline phases (grains) or the same crystalline phase with different relative orientation as
shown in Figure 2.4. Crystals that contains grains with many different orientations are known as
polycrystals, often the result of the exposure to changes in pressure and temperature gradients.
Stacking Faults occur when the stacking pattern changes abruptly by the displacement of a group
of atoms on a given slip plane. A common example are the closed package structures as hcp
and fcc. Figure 2.5 shows the difference between the stacking sequences of the hcp and fcc
structures.















Figure 2.5: a) Stacking sequence of a hcp lattice is ABABAB.., the plane A denoted by the circles
in solid red lines, the plane B denoted by the circles in dashed red lines, the C indicates the
unoccupied places in the hcp stacking for fcc the stacking sequence is ABCABC.. . b) When
moves a plane A toward C as shows the arrows, it breaks the stacking sequence of the hcp
structure to ABABCACAC [39].
The stacking sequences of a perfect hcp crystal is characterized as ABABAB... Figure 2.5a). If
at some point in the stacking sequence the empty layer C becomes occupied to give:
ABABCACAC
A stacking fault is created between the adjacent B and C layers. Defects are relevant in the
design and understanding of mechanical properties. While all extended defects play a role in the
mechanical behavior of real crystals, our main concern in the context of hcp 4He lies with the
properties of dislocations, which provide the dominant deformation mechanism in single-grain
crystals. In the following section we discuss these defects in more detail.
2.6 Dislocations
The Frenkel Orowan model described earlier is a model that captures intuitively the elements or
main intrinsic parameters of strength. It is the most simple model of plastic yield, based on the
2.6. DISLOCATIONS 13
assumption of uniform slip. This assumption carries many consequences for the plastic behavior.
Considering again two crystalline planes slipping by shear, leading plastic displacement, if the
total displacement is uniform and equal to a integer multiple of the lattice vector, the material
yields irreversible but does not change its crystalline symmetry. In case that the total plastic
displacement is not an integer multiple of the lattice vector the crystalline symmetry is broken,
nucleating a defect.
As Bulatov remarks [40], the displacement is not uniform or simultaneous between the
two planes. The slipping is a sequential process propagating from one crystalline surface along
the slip plane until it reaches the other surface. The dislocation line is defined as the boundary
between the slipped and unslipped parts of the crystal, as shown schematically in Figure2.6. This
model was simultaneously proposed by Orowan [41], Polanyi [42] and Taylor [43] to explain
slip by sequential motion. By this mechanism plastic yield by slip is driven by the dislocation
propagation. When uniform shear motion occurs it is necessary to break all the the atomic bonds
at once across the slip plane. On the other hand, when shear by dislocation motion occurs it
takes a path of minimum energetic cost, breaking only few bonds over each dislocation’s motion
step. As such, the dislocation mechanism requires significantly smaller stresses to produce plastic
deformations. In this manner, the postulate of Orowan,Polanyi and Taylor resolved the enormous
discrepancy between the ideal strength and the strength of real crystals. Indeed, the existence
of dislocations was confirmed experimentally 60 year ago [44]. Since then the dislocation
mechanism has been commonly accepted as the main source of plastic flow, and experimental
as well theoretical work have focused on determining dislocation structure, mobilities and
interactions.
We now present the fundamental aspects of the geometry and dynamics of dislocations. To
begin we follow the Cai’s description [45]. Imagine a block of material which is in the simple
cubic lattice as shown in Figure 2.6(a). Imagine a horizontal plane (A) that divides it into
halves, then rigidly slip the upper half respect to the lower by a lattice vector ~b as shown the
Figure 2.6(b). In this mechanism the crystalline structure remains intact and no defects are
involved. In the Figure 2.6(c), however the slip is no longer distributed uniformly. Only part of
the upper crystal half has slipped with respect to the lower half. the boundary line in the slip
plane between these two parts is a dislocation (of the edge type) marked with the symbol ⊥.
Figure 2.6: Taken from [45], (a) shows a perfect simple-cubic crystal, (b) shows the uniform
displacement of two half-crystals along the cut plane by a lattice vector b, (c) The same
displacement is achieved by the motion of edge dislocation
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The same kind of dislocation could be created by inserting an extra half plane in the upper
half of the crystal as shown in Figure 2.7(a).
Figure 2.7: Taken from [45], (a) Edge dislocation created by inserting extra half plane (b)
Screw dislocation, the white arrows shows the helical distortion around the dislocation line. b is
the displacement vector, (c) Mixed dislocation with both edge and screw parts
There are different kinds of dislocations as shown in Figure 2.7. Whereas Figure 2.7(a)
shows and edge dislocation in which the displacement is perpendicular to the line direction,
Figure 2.7(b) shows a screw dislocation for which the displacement is parallel to the dislocation
line. this produces a helical atomic pattern around the dislocation that resembles a corkscrew. In
addition to these two basic forms there exist also mixed dislocations in which the displacement
is at an intermediate angle. This occurs, for instance, for curved dislocation lines, as shown in
Figure 2.7(c).
2.6.1 Burgers Vector
The displacement vector ~b of a dislocation is called the Burgers vector. To determine the Burgers
vector of any dislocation one realizes the Burgers circuit test. Burgers circuit is a closed path or
loop connecting the atoms in some defined crystal region. The test is based on the comparison
of a closed circuit in a perfect lattice and the equivalent circuit on distorted lattice with the
dislocation. The equivalent circuit that encloses the dislocation line dot not close, as can be seen
by comparing circuits 1 (perfect crystal) and 2 (defect crystal) in Figure 2.8. The displacement
vector required to close the circuit 2 is the Burgers vector of the dislocation, and it is always a
lattice vector of the underlying crystal structure.
Note that it is possible to build many different loops around the dislocation. However, all
them give the same Burgers vector. In addition, the Burgers vector is conserved along the
dislocation line. This is illustrated in Figure2.9. This conservation principle is very similar to the
charge conservation laws in electromagnetism with the difference that the Burgers vector is a
vectorial quantity.
2.6.2 Peach Koehler Force
The force that acts on a dislocation can be deduced from the work done by the applied shear
stress. Figure 2.10 shows an edge dislocation of length L, under shear stress τ. If the dislocation
is under the action of a force per unit length f, the total force acting on the dislocation is F= fL.
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Figure 2.8: Taken from [45], Loop 1 shows a closed circuit that starts in S1 end at E1 in a
perfect lattice region. Loop 2, starts in S2 end at E2 is the equivalent to loop 1. In the presence
of the dislocation the loop is no longer closed. The additional required displacement is called
the Burgers vector. Loop 3, starts at S3 and ends at E3 is bigger loop that encloses the dislocation
but gives the same burgers vector.
Figure 2.9: Taken from [40] Schematic illustration of Burgers vector conservation. At the left
the Burgers vector is conserved along a closed loop. To the right two dislocation with Burgers
vector ~b1 and ~b2 merge into a new dislocation with Burgers vector ~b3 = ~b1+ ~b2.
Accordingly, the work done to move the dislocation through the whole crystal over a distance d
is W = Fd = f Ld. It would be equal to the work done by the shear stress τ which is exerted
over whole area on the slip plane A= Ld. Hence, the work done by shear stress is Wst ress = τLd b.
Since the work done by the force on the dislocation is equal to the work done by shear
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Figure 2.10: Taken from [46], motion of a edge dislocation with Burgers vector ~b under the
influence of a shear stress.
stress, matching the work expressions f Ld = τLd b gives a force per unit length of f = τb. This
analysis can be generalized giving the Peach Koehler Formula [45, 47]:
f= (σ · b)× ξ (2.25)
where σ is the local stress tensor, b the burgers vector and ξ the dislocation line vector. The
total local stress σ define the magnitude of the Peach Koehler force and can be composed of a
superposition of external and internal stresses. Also note that only the stress components parallel
to the Burgers vector produces a force. Nevertheless, the resulting force is always perpendicular
to the line direction ξ.
To illustrate the effects of dislocation motion, consider Figure 2.11. Parts (a) and (b) show
the slip of an edge and screw dislocation, respectively. Part (c) shows the final state, which is
the same for both edge and screw and is reached when the dislocation has moved out of the
crystal, leaving a step on the surface of magnitude |b|.
The kinematics of the dislocations could be examined in the Figure 2.11 (a) shows the
motion of a edge dislocation, (b) the motion of a screw dislocation, when slip over a plane that
contains its respective Burgers vector and dislocation line. The Figure 2.11 (c) shows the final
state of the dislocation motion when the dislocation moves through the crystal. Note that the
dislocation motion is in the plane that contains the Burgers vector and the dislocation line, this
motion is known as "Glide". The edge dislocation Figure 2.11 (a) because the Burgers vector and
the dislocation line are perpendicular, moves in the same direction of the applied stress τ. In the
Figure 2.11 (b) the screw dislocation moves in perpendicular direction to the applied stress τ,
because the dislocation line and the burgers vectors are parallel. The dislocation motion leads in
the same final state for the two types of dislocations, slipping the system by an amount b.
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Figure 2.11: Taken from [46], (a) motion of an edge dislocation, (b) motion of a screw
dislocation, (c) final state for both cases
2.7 Plastic Strain
When a dislocation moves it causes a permanent deformation, as was seen in Figure 2.11. As
such, dislocation motion is a mechanism of plastic deformation. As shown in Figure 2.11 (c),
the final state after the dislocation motion along the slip plane is the same for the two types of
dislocations. The total strain εptotal produced by the dislocation motion is proportional to the
magnitude of the Burgers vector b, εptotal = b/h where h is the block’s height. The plastic strain
εp is proportional to the swept area by moving the dislocation. So when a dislocation moves by








the total plastic strain accumulated by when moving over a distance d x , if we have N dislocations
of length L is






= N L ·
bd x
hd L
= ρbd x (2.27)
where Ω is the volume Ω = d Lh and ρ = N L/Ω defines the dislocation density in the material.











which is known as Orowan’s formula [47].
2.8 Dislocation Core Structure
The core structure of a dislocation is of crucial importance when it comes to dislocation mobility.
In addition to the characteristics of the atomic bonding, the underlying crystal structure is of
fundamental importance. In close-packed structures such as fcc and hcp crystals, the dislocation
core, which represent the region in the vicinity of the dislocation line, often becomes extended
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by dissociation into so-called Shockley partial dislocations separated by a stacking fault. The
name "partial dislocation" refers to the fact their Burgers vectors are smaller than a lattice vector.
~b
Single



















Figure 2.12: Dislocation reaction for a screw dislocation in a closed packed structure, the
reaction dissociate in partials when is favorable energetically, the Figure (a) illustrate the
Burgers vector spiting diagram and (b) show the motion trough the stacking pattern on the basal
plane.
Consider Figure 2.12, which displays a perfect dislocation, where the word "perfect" is used
to indicate that its Burgers vector b is a lattice vector, dissociates into two partials with burgers
vectors b1 and b2. This dissociation is driven by the reduction of elastic energy. The elastic
energy per unit of length stored in a dislocation with Burgers vector b. is:
Eel ∝ G|b|2 (2.29)
with G the shear modulus. If the slip amount b is split in two parts b1 and b2, such that
b= b1+ b2 (2.30)
the elastic energy of the split configuration shown in 2.12 a) is smaller than the unsplit
configuration if
|b1|2+ |b2|2 < |b|2 (2.31)
In fcc and hcp crystal such dissociation is possible due to their stacking structure. In Figure
2.12 b) we can see two planes A and B of the hcp structure. A perfect dislocation produces slip
according to the full Burgers vector b, which connects adjacent positions on the same plane.
However, by splitting the total displacement into b1 and b2, the total slip is produced in 2
stages. The first displacement takes the configuration to an unoccupied C position. The second
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displacement then complete the full displacement b. The intermediate occupation of the position
C after the first partial displacement b1 then creates a stacking fault. Given that these defects in
fcc and hcp structures are metastable and of low energy, this dissociation mechanism is often
favorable energetically.
A important consequence of the dissociation and the split core is that the dislocation becomes
spread out on its glide plane, confining its motion to this plane, and making motion on any
other plane very difficult. For this reason, many fcc and hcp crystal systems are characterized by
basal-plane slip.
2.9 Peierls Barrier and Peierls Stress
Consider a crystal with a single straight dislocation moving along some slip plane. It is pos-
sible to model the interaction between the dislocation and the crystal lattice in a way similar
to the Frenkel-Orowan model of ideal strength [45]. The energy per unit of length of a
straight dislocation as a function of its position is a periodic function whose minima coincide
with the equilibrium positions in the lattices as shown in Figure 2.13a). Two adjacent equi-
librium positions are then separated by an energy barrier, which is known as the Peierls barrier Ep.
When an external glide stress is applied that exerts a force on the dislocation the energy
landscape from Figure 2.13a) becomes tilted, as shown in Figure 2.13b), leading to a reduced
barrier. The Peierls stress τp at zero temperature is defined as the value at which the barrier
vanishes and the dislocation starts moving through the lattice, as shown in Figure 2.13c).
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a)
Eb
τ= 0, Ep = Eb
b)
Eb




Figure 2.13: Peierls barrier and Peierls stress. (a) Periodic energy profile features energy barrier
known as the Peierls barrier. (b) Application of stress tilts the periodic profile, lowering the
barrier.(c) The Peierls stress τp corresponds to minimum stress necessary to vanish the energy
barrier
Chapter 3
Path Integral Monte Carlo Method
The description of quantum many-body systems is a notoriously difficult problem. In terms of
applications in condensed-matter physics, Density Functional Theory (DFT) [33, 34] is one of
the main approaches to treat the many-electron problem. However, in most applications the
nuclei are treated as classical particles. Evidently such an approach is not appropriate for the
condensed phases of 4He. For these systems the Quantum Monte Carlo (QMC) method provides
the most appropriate approach. Essentially, there are 3 different QMC techniques. The Diffusion
Monte Carlo (DMC) [48] and variational Monte Carlo methods (VMC) [49] are designed to
investigate the ground state of a many-body system [50], which mean that the consider only
the case of zero temperature. The Path Integral Monte Carlo Method (PIMC), on the other hand,
allows the study of quantum many-body systems at finite temperature and we will use it for
all our studies of solid 4He. In this chapter is described the PIMC method, pioneered by David
Cerperley [51].
3.1 The Thermal Density Matrix
In the Gibbs formulation of the Statistical Mechanics [52] a system with N possible energy
states Ei , (i = 1, · · ·N), in contact with a heat reservoir at temperature T can be found in a state











with KB Boltzmann’s constant. For a quantum system with eigenvalues Ei and eigenfunctions φi
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where e−β Ĥ is the density matrix operator. Turning to the position basis, R =

r1, · · · rN
	
, with ri

























This matrix contains only non-negative elements and can be interpreted as probability. In the















and the partition function can be written as
Z =
∫
dR ρ(R, R;β) (3.7)
In general, it is extremely difficult to calculate the eigenfunctions and eigenvalues of a quantum
many body system. Indeed, in most cases they cannot be computed, so that an explicit calculation
of averages using representation E.q.(3.3) is impossible. However, the position representation of
Eq.(3.6) allows us to compute thermal averages without explicit knowledge of the eigenfunctions.
This approach is the basis for the PIMC method and it is rooted in the following exact property
of the density operator:
e−(β1+β2)Ĥ = e−β1Ĥ e−β2Ĥ (3.8)




































This property of the density matrix is the cornerstone of the PIMC method.
3.2 Imaginary Time Path Integrals

































The last equation is Feynman’s Path Integral [52] representation of the density matrix, of a
quantum many body system at the inverse temperature β . The integration in Eq.(3.12) runs
over the intermediate positions
 
R1 · · · , RM−1

while keeping fixed the end points R0 and RM ,
which are the entries of density matrix element of interest. If M is finite we have a discrete
path in the limit M →∞ we have a continuous path. It is important realize that this expression
(3.12) is exact for any M ≥ 1.
The density matrix together with the physical observable estimators constitute the main
object of calculation in the PIMC method. In the following section we discuss two approximations
to the calculation of the density matrix elements that appear under the integral sign in Eq.(3.12).
3.3 Action
3.3.1 Primitive Approximation




, where τ is
in general a small number, i.e. τ= β
M
with M large. Effectively, this means that one is looking









the primitive approximation consists of neglecting all the terms of the order τ2 and high,
giving
e−τ(T̂+V̂ ) ' e−τT̂ e−τV̂ (3.14)
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where λ ≡ ħh
2
2m
and N is the number of particles in the system. This expression is usually







dR1 · · · dRM−1 exp





Spath(R0, R1 · · ·RM ) =− ln

ρ(R0, R1;τ)×ρ(R1, R2;τ)× · · ·
· · · ×ρ(RM−1, RM ;τ)

(3.17)
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In the primitive approximation, this becomes










+ · · ·








In the Ceperley’s notation [51] Rk represent the position of kth time slice of a system of N
particles. Rk =
¦
r1,k, r2,k · · · rN ,k
©
where ri,k is a bead position vector of the ith particle kth time
slice. The path’s kinetic action term accounts for the interaction between two beads of the same
polymer. A link is defined as two consecutive beads in the polymer. The links interact through a
spring constant of strength by (4λτ)−1,




















The potential action term is defined as the difference between the path’s action minus the
kinetic action terms
Vpath = Spath(R0, R1 · · ·RM )− Kpath(R0, R1 · · ·RM ) (3.21)
The potential term takes into account the interaction between different particles. Only beads






V (Rm−1) + V (Rm)

(3.22)
Now, as is usually done to relate the microscopic properties with the macroscopic observables
through the partition function, in the canonical ensemble for the PIMC representation of the
density matrix, substituting the Eq.(3.16) into (3.7) get:




dR0 · · · dRM−1 exp

−Spath(R0, · · · , RM−1, R0)

. (3.23)
This is the partition function for a system of distinguishable particles at temperature T and
volume V . Accordingly, the thermodynamics of the system is determined by closed paths, also
referred to as ring polymers. Thus a Monte Carlo sampling of closed paths allows one to compute
the thermodynamic quantities of a quantum system at finite temperature.
In principle, the primitive approximation allows one to do PIMC calculations. However, to
obtain converged results in terms of the time step τ, the number of time slices would have to be
extremely large. Here we discuss the pair action approximation, which allows a more accurate
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estimate for the high-temperature limit density matrix.
The pair action approximation is based on the fact that the two-body problem can be solved
exactly. Here we consider the case in which the interactions between the quantum particles is
described by central potential. This is a very good approximation for the case of 4He, in which
the atoms interact through the non-directional van der waals interaction.
3.3.2 Pair- Approximation to Density Matrix




V (ri , r j) (3.24)
For sufficient small time steps [51], the full density matrix can be approximated as a product of




ρ(ri , r j ,τ) (3.25)
The exact pair density matrix ρ(r, r′,τ) can be determined employing the matrix squaring







(2l + 1)ρl(r, r
′,τ)Pl(cosθ) (3.26)
where Pl is the lth Legendre polynomial and θ is the angle between r and r
′. Every partial wave
ρl can be derived independently by matrix squaring [54] if the potential is central and then




































The last equation is a one dimensional integral that depends on r and r ′ can be integrated
numerically. For the technicals details of this calculation see [55]. Once the pair density matrix
is calculated for some required time step τ it is common to represent it in the form,

















where u is known as the exact pair action. For computational efficiency it is represented in a




, w ≡ |r− r′|, z ≡ |r| − |r′| (3.30)
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The expansion due to Ceperley is given by
u(r, r′,τ) =










2 jw2(k− j) (3.31)
where u0 is the diagonal action and uk j(q,τ) are the coefficients of the expansion can be
determined by least-squares fit to the partial wave expansion.
3.4 Quantum Statistics
So far we have not considered the fact that quantum many-body systems composed of identical
particles must obey the correct statistics, Bose-Einstein or Fermi-Dirac. Accordingly, the density







Where ’p’ stands for permutation index and the "B" and "F" stand for Bosonic and Fermionic
identical particles, respectively. Eq.(3.32) shows us that the density matrix is the sum of all
density matrices over all the possible permutations. 4He obey the Bose-Einstein statistics so
that the density matrix is symmetric under permutations. A permutation in the PIMC formalism
means that a pair of particles share beads forming one large polymer path. Thus, the PIMC
algorithm must effectively sample the permutations along a simulation.
3.5 Metropolis Monte Carlo Sampling
The Monte Carlo method is a stochastic integration method, which enables us to calculate a
integral by random sampling of the variables. For the calculation of equilibrium properties of a
system it is a privileged method that works effectively in high dimensional spaces when com-
pared to deterministic integration methods. In particular, to perform path integral calculations of
the partition function for quantum systems, Eq.(3.7) and the average of the observables Eq.(3.3)
the Metropolis Monte Carlo method [56] is highly reliable.
The Markov Monte Carlo method is a series of random walks on a state space

ξ0,ξ1,ξ2, . . .
	
.










converges to a distribution π(ξ). The transition rule should satisfies
detailed balance condition
π(ξ)P(ξ→ ξ′) = π(ξ′)P(ξ′→ ξ) (3.33)
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For a given trial distribution, the detailed balance condition Eq.(3.33) is satisfied if the acceptance
















Moves that are accepted move into the state ξ′ while rejected moves imply the same state ξ


























Metropolis scheme proceeds as follows:
• Start with some configuration Rold for the particle system.
• Create a trial state applying random displacements dRrandom to each particle Rt r ial =
Rold + dRrandom
• Compute the energies Eold and Et r ial of the old and trail configurations.
• If Et r ial < Eold the move is always accepted.
• If Et r ial > Eold the move is accepted following the rule:
A(Rold → Rt r ial) = exp




with Υ a random uniform number between [0,1].
• If accepted Rnew = Rt r ial . If rejected Rnew = Rold .
After a sufficient number of steps the Markov chain generates configurations according to













In the case of PIMC a particle is represented by a polymer ring, each containing M beads as
shown in Figure 3.1 on the left. Similarly, each ring polymer can also be represented through a
"world-line" view, in which position is plotted versus imaginary time, as shown in Figure 3.1 on
the right. The fact that the polymers are closed gives world-lines that begin and end at the same
position.
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Figure 3.1: Left: representation of a quantum particle like a ring polymer or path. Right: The
world line representation of bead position vs time slices, note that the first and last beads are
the same for the world line.
3.5.1 Single Slice Moves
The PIMC algorithm sample ring polymers using a Metropolis-like scheme, instead of Boltzmann
distribution used in classical systems, the paths are weighted according to the density matrix. In
practice, this means that the path action Spath, as described earlier, is the basic quantity in the
Metropolis acceptance probability instead of energy. The simplest movement sampled just one
bead for each particle per move, giving the Metropolis algorithm
• Randomly pick a particle
• Randomly pick one of its M beads
• Move the particle’s bead by a uniform random vector η with components between (0,1):
xt r ial = xold +η
p
λτ (3.39)
• Compute the actions Sold and St r ial of the old and trial paths, respectively.
• If St r ial < Sold the move is always accepted.
• If St r ial > Sold the move is accepted following the rule:
A(Rold → Rt r ial) = exp
 
−β(St r ial − Sold)

>Υ, (3.40)
with Υ a random uniform number between [0,1].
• If accepted Rnew = Rt r ial , otherwise Rnew = Rold
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• Repeat from the beginning.
This is shown schematically in Figure 3.2. The left part shows the world line of a given
particle at step i. The new world line after one step of the above algorithm is shown on the right,
in which the 3rd time slices has been moved.
Figure 3.2: World line representation of a quantum particle for a single Metropolis move. To
the left the initial configuration, to the right, the new path in red, the dot in yellow indicates
how it move from the initial to the new position in red.
To illustrate that PIMC works it is useful to show the example of a one dimensional harmonic















Figure 3.3 shows the histogram of the bead’s positions of a PIMC simulation for the one particle
harmonic oscillator, using the single-move Metropolis algorithm. The red dots in Figure 3.3
indicate the analytical solution for probability density and it is in good agreement with PIMC
results. However, the single-bead move algorithm is not very efficient. Because it moves only a
single bead per step, the configurations remain correlated for long times. In order to alleviate
this problem it is necessary to introduce multiple-slice moves in which several slices or a ring
polymer are moved simultaneously. In the next subsection present the Levy construction and the
bisection move.
3.5.2 Levy Construction
The Levy construction is a technique that allow us sample a segment of path for free particles
without rejections and also can be extended for a system of interacting particles straightforward.
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Figure 3.3: Histogram of the probability density for the one dimensional quantum harmonic
oscillator at 0.2K PIMC simulation using the single-move Metropolis algorithm. Red line is the
analytical result
Imagine that you have a system of free particles and you want to sample the segment of a ring
polymer between two fixed beads rk and rk+m, the density matrix of this segment is the product:
ρ f ree(rk, rk+1, · · · rk+m) = ρ f ree(rk, rk+1,τ)ρ f ree(rk+1, rk+2,τ) · · ·
· · · ×ρ f ree(rk+m−1, rk+m,τ) (3.42)
The problem is to sample this distribution exactly, the solution is given by sampling a single
term of the product and construct the probability distribution, propagating it between the fixed
endpoints. Take a bead at the position r j , k < j < k+m, with imaginary time distance τ( j− k)
and τ(k+m− j) from the endpoints, the probability density for this bead is :
ρ f ree(rk, r j ,τ( j− k))ρ f ree(r j , rk+m,τ(k+m− j))∝ · · ·
· · · ∝ exp










dropping the terms independent of r j (fixed endpoints) obtain:
ρ f ree(rk, r j ,τ( j− k))ρ f ree(r j , rk+m,τ(k+m+− j))∝ exp

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where
r̄ =










The Eq.(3.44) is a simple gaussian distribution that can be sampled exactly [55], drawing a
gaussian number with mean r̄ and variance σ2. One can construct a segment of path for a free
particle with no rejections as follow:
• Choose randomly the index k and fix the endpoints k and k+m
• grow the path from rk+1 to rk+m−1 in ascending sampling for j = k+ 1 · · · k+m− 1:
– sample rnewk+ j drawing a gaussian number accordingly to the Levy construction
– Increase j=j+1, fix the new endpoints rnewk+ j−1 and rk+m sample r
new
k+ j accordingly to
the Levy construction
– continue the loop until j = k+m− 1.
• go to the beginning
In this way is possible sample the free particles distribution without rejections, using the Levy
construction growing the path from one to the other endpoint as shown in the Figure.
In the case of interacting particles, when use the single slices move the corresponding
acceptance probability:





with Υ a random uniform number between [0,1]. Where ∆K and ∆U are the change of
the kinetic and potential action for the single bead move. In addition is possible to use the
Levy construction to improve the sampling efficiency. Instead move a single bead, you can
built a segment with the Levy construction and evaluate the acceptance probability. If use the
Levy construction as trial probability and the kinetic action is sampled exactly, the acceptance
probability depends just on the change of the potential action for the trial segment:





with Υ is a random uniform number between [0,1]. So if accepted the Rnew(rk+1 · · · rk+m−1) =
Rt r ial(rk+1 · · · rk+m−1) if rejected Rnew(rk+1 · · · rk+m−1) = Rold(rk+1 · · · rk+m−1). This algorithm is
known as staging algorithm by Chandler et. al. [57], despite this method improve the efficiency,
this method does not prevent possible rejection moves introduced in the intermediate stages of
the Levy construction. To avoid such effect it is necessary to introduce a method that prevents
rejection at the different stages of the paths construction, as presented in the next section the
Bisection move.
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Figure 3.4: Levy construction for a segment of 6 beads, step=0 fix the beads 1 and 6, blue
beads denotes fixed beads, step 0 shows the initial configuration, green beads denote the beads
that have sampled, yellow beads denote beads not moved yet, the successive steps show how to
grow the path
3.5.3 Bisection Move
One ideal PIMC move must be able to sample multiple time slices per step systematically prevent-
ing high rejection rates. A good practical approximation for multi-slice moves is the bisection
move, introduced by Ceperley [51]. This move have two ingredients: the first is the so-called
Levy construction and the second is the bisection splitting at different stages of the construction
of the trial path for a given segment of ring polymer.
The bisection move builds a segment of path by bisecting it between two points which fix
the endpoints, and sampling the middle points with the Levy construction, such that bisect the
path successively at different stages. In this way, the evaluation of the acceptance rule at each
bisection stage prevents posterior rejections until the whole path is sampled. It is convenient
to illustrate how the bisection move works using an example. A 9 beads example is shown in
Figure 3.5. Here the first configuration in the left is the initial configuration. We can bisect this
segment 3 times, such that is sampled at 3 stages.
First, fix the endpoints, beads 1 and 9, and apply the first bisection (r1 − r5 − r9). In this
way the middle bead 5 is sampled with the Levy construction using a gaussian random number
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Figure 3.5: Bisection move at different levels in the move for 9 particles. To the left the initial
configuration (yellow beads to be sampled), the subsequent snapshots bisecting the path in
halves successively at each level, sample (move) the middle points (green beads) fixing the end




(r1+ r9) and variance σ2 = λ∆τl=1, with ∆τ =l=1 4τ. Then, evaluate the potential
action change ∆U l=1 =∆U(∆τl=1, dr5), with dr5 = (r5− r5) and accept or reject the trial for
this stage.





If the level 1 is rejected, restore the initial configuration and pick another segment and sample
again starting from level 1. If the move is accepted store the action ∆U l=1, save the path
(r1 − r5 − r9) and proceed to sample level 2. At level l = 2, bisect and sample the path again
such that split the path in two path segments (r1 − r3 − r5) and (r5 − r7 − r9), r1, r9, r5 are




(r1+ r5), r7 =
1
2
(r9+ r5) respectively for 3 and 7 with variance σ2 = λ∆τl=2,
∆τl=2 = 2τ. Evaluate the total change in the potential action up to this level ∆U l=2 =
∆U(∆τl=2, dr5, dr3, dr7). Use the potential action changes of the current trial path minus the
potential action change of the previous level, in this case level 1, such that the acceptance
probability:





If the move at the level 2 is rejected, restore the initial configuration and pickup another particle
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starting from the level 1. If accepted, sample the level 3, take the actual path [(r1− r3− r5) -
(r5− r7− r9)] and bisect it, [(r1− r2− r3)− (r3− r4− r5)− (r5− r6− r7)− (r7− r8− r9)] fix
the endpoints 1,2,5,7,9 and sample the midle points 2,4,6,8. Using ∆τl=3 = τ and r2, r4, r6, r8
accordingly to the Levy construction, compute the change in the potential action until this level
∆U l=3 =∆U(∆τl=3, dr5, dr3, dr7, dr2, dr4, dr6, dr8) and accept the move at this level as





If the level l=3 is rejected, restore the initial configuration pick another bead and sample
since the level 1 again. If the last level, l=3 in this case, is accepted, the whole move is accepted
path [r1, r2, r3, r4, r5, r6, r7, r8, r9]. In summary, the move is accepted with probability equal to
the product of the probability at all the levels
Atotal = A(l = 3)A(l = 2)A(l = 1) = exp
 
−∆U(τ, dr5, dr3, dr7, dr2, dr4, dr6, dr8)

(3.51)
In general, if you have M beads per particle the maximum number of bisections or levels is
nl = int(log2 M), with maximum segment sample size of n = (2
nl + 1) beads. In general, for
each level is ∆τl = (2nl−l)τ and the number of particles sampled per level is nperlevel = 2l−1.
It is important to note that the endpoints of the segment are fixed at each bisection stage.
We can summarize the bisection move with nl levels sampling n = 2nl +1 beads in the following:
• Pick randomly a bead i and fix the endpoints of the segment i to i+ 2nl .
• Save the initial configuration R0 = [ri , · · · ri+2nl ]
• for l between l = 1, · · ·nl ,
– Bisect the path and sample, fix the endpoints and sample the middle points accord-
ingly to the Levy construction of the respective bisection stage.
– Compute the change in the potential action ∆ul=1
– Accept or reject the move with the acceptation rule A(l) = exp

−∆U l −∆U l−1

> ξ,
where ∆U l−1 is zero for l = 1, with ξ a random uniform number between (0,1)
– If rejected restore R0 then go to the beginning and pick another bead to start the
move again.
– If accepted sample the next level, keep the trial path at the given level l.
• If all the levels moves are accepted, accept the path
• start the next move go to the beginning.
To guarantee a uniform sampling over the whole path, pick the starting bead of the segment
by drawing from a uniform random integer between 1 and M. The acceptance rate decrease
with the number of sample beads per segment. It is necessary to guarantee uniform sampling,
because that sample N times the same segment of beads, then pick another bead and sample
another segment of beads N times. If uniform sampling is not guaranteed, the right results will
not be obtained. This part is important and should never be disregarded.
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3.5.4 Permutation Moves
Equation (3.32) shows the density matrix for a system of indistinguishable particles, as the sum
over all the permutations cycles. In general, it is not possible to try to sample all permutation
cycles because its number grows as N !. Also, not all permutation cycles are likely to be
accepted. What is done instead, in general terms, is to apply bisection move together with a
permutation move, such that once choose a permutation cycle for n particles, then grow the
paths for the permuted particles with the bisection move. Once generated, the trial move of
the permutation/bisection move, it is rejected or accepted entirely based on the change action.
Given a permutation cycle of particles, for any segment of m beads is sampled for each particle
given the permutation cycle. An example is shown in Figure3.6.
Figure 3.6: Permutation/Bisection move for two particles, with the fixed beads in blue, construct
a path together the permutation cycle
Now, given that it is not possible to sample all the permutation space because the com-
putational efficiency, the choice of the permutation cycle is relevant, such that only the likely
permutations would be sampled. The main source of rejection is given by the kinetic action
change. For this reason, closed particles are more likely to permute. In the PIMC++ [58] pack-
age the permutation cycles are restricted to a maximum size of 4 particles, sampling particles
that are closed for a given neighborhood within a cutoff. The acceptance or rejection of the trial
move is done through the so-called heat bath rule for the local sampling of the particles involved
in the permutation cycle [51].
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3.6 Boundary Conditions
Another important issue concerns the boundary conditions, all PIMC calculations carried out
with the system of interest being confined to a simulation box. In order to minimize boundary
effects that might occur at the surfaces of the box, we apply Periodic Boundary Conditions (PBC)
[59].
In addition to imposing (PBC) during simulations, we also need to enable box-shape and
size variations. This is necessary in order to impose strain or stress on the system and study its
mechanical response. To this end we first discuss the methodology used to simulate a system at
constant volume box arbitrary shape. Next, we discuss the approach adopted to sample from
the iso-stress ensemble, in which an external stress is imposed and the simulation box is free to
respond both in terms of its volume, as well as in its shape.
3.6.1 Constant Volume at Arbitrary Shape
In the study of the mechanical properties of condensed phases, using PIMC calculations it is of
central importance that the simulation cell be allowed to fluctuate, both in size as in shape. In
addition, one must be able to measure the internal stress state of the system. Inspired by the
early work of Parrinello and Rahman [60], size and shape variations in the simulation box are
allowed by introducing the so-called box matrix h, where columns a, b and c describe the 3












Using this description, the particle-bead positions are described as
ri = h si , (3.53)
where si are the so-called relative coordinates of the bead, with all its components between
0 and 1, regardless the h. This implies that the relative vectors si pertain to a cubic box of side
1. The application of periodic boundary conditions thus become very simple, requiring only to
consider the relative bead positions in a cube of side 1.
Using this approach it is possible to impose a homogeneous deformation to the system by
modifying the box matrix by an amount ∆h while keeping the relative coordinates si . We have:
hnew = hold +∆h (3.54)
and
rnewi = hnew s
old
i , (3.55)
Generally, the imposition of a change to the box shape and or size results in a change in the
internal stress state.
The stress tensor observable for PIMC simulations based on the pair-action approximation
was derived by Ardila et al. [61] and used to compute the elastic constants of hcp 4He at different
molar volumes using the PIMC method. The expression for the stress observable is
















for a system of N particles represented by M beads. Its full derivation can be found in
appendix A. The approach outlined above has been used extensively to obtain the results
described in the Chapter 4. Using the sampling algorithms described in Section 3.5 the system is
first sampled for a fixed box shape. After some specified number of steps, the box matrix is given
a small (deterministic) displacement, followed by another series of standard sampling moves.
Along this process, observables such as the stress are monitored and analyzed.
3.7 Isostress-Isothermal Ensemble
As mentioned in the last section in the study of the mechanical properties of crystalline solids, it
is often necessary introduce box shape and size fluctuations. However in experimental situations
it is often the case that the temperature and external stress are controlled. In this section we
introduce the implementation of the constant stress ensemble in the PIMC method. In contrast to
the last section, the system is now subjected to a constant external stress, allowing free stochastic
shape and volume fluctuations. In equilibrium, the average thermal stress measured by the
stress tensor of Eq.(3.56) matches the externally imposed stress.
The Isostress-Isothermal Ensemble statistics well described by the partition function [62]:







−βV0Tr(σex t · ε)

Z(N , V, T ) (3.57)
where Z(N , V, T ) is the canonical partition function, σex t is the applied external stress and ε is
the strain tensor. Following the formalism of the previous section, the system is described by the
box matrix h Eq.(3.52) and the scaled coordinates s Eq. (3.53). The strain tensor ε is described






−1 [hᵀh]hᵀre f −1
o
, (3.58)
where the super script ᵀ notes the transpose of the matrix. As Parrinello-Rahman point out
in order to keep the system in mechanical equilibrium, σex t and ε must be symmetric. The
external stress σex t is imposed to be symmetric, but the strain tensor ε depends on h and is not
necessarily symmetric. To accomplish the symmetry condition it is necessary to constrain the
box matrix to be symmetric. To introduce the box matrix fluctuations in the isostress partition








= 1. Introducing homogeneous
fluctuations with a symmetry-constrained box matrix the partition function the Eq.(3.57) can be
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rewritten as









−βV0Tr(σex t · ε)

Z(N , V, T,h0) · · ·×















Replacing the unitary box matrix h0 in terms of h and V using the Eq.(3.59) we obtain









−βV0Tr(σex t · ε)

Z(N , T,h) · · ·×















with Z(N , T,h) is the canonical partition function. Eq. (A.7) can be simplified to







−βV0Tr(σex t · ε)

· · ·
· · · × Z(N , T,h) (3.62)
where hS ymm means that the integration is restricted to symmetric box matrices. Inserting the
path integral formulation for Z(N , T,h) (see Eq. (A.7) ) we obtain





dh [det(h)]N M−1 exp

−βV0Tr(σex t · ε)

· · ·×




dS0 · · · dSM−1 exp

−Spath(S0, · · · , SM−1, S0;h)

(3.63)
This is the complete path-integral version of the partition function for the isostress ensemble
in terms of the scaled coordinates s and the box matrix h, under external stress σex t at
temperature T, for N particles. Remember that the system is constrained just to produce
symmetric boxes to maintain the mechanical equilibrium. The relationship between the internal











−βV0Tr(σex t · ε)

· · ·
· · · × Z(N , V, T ) = σex t (3.64)
The Monte Carlo sampling of the isostress ensemble is not so different from standard PIMC
sampling. In addition to the moves discussed in Section 3.5 we simply add a box move to
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the algorithm. A box move implies a random modification of the box matrix, subject to the
requirement of box symmetry. Given that a box change leads to a change of the bead coordinates
( Eq. (3.53) ) the weight of the configuration characterized by the box matrix h and the set of
relative coordinates s is described by the full isostress ensemble action Eq.(3.63):
S iso = (N M − 1) ln[det(h)]−

−βV0Tr(σex t · ε)

+ · · ·
· · ·+

−Spath(S0, · · · , SM−1, S0;h)

(3.65)
In this way the Metropolis algorithm for the box move proceeds as follows:
• Start from a reference state hre f





βα +η(Υ− 0.5) α≥ β
with Υ a uniform random number between 0 and 1 and η is an amplitude.
• Calculate the trial absolute position of the particles rt r ial = ht r ials, the strain ε and path
actions.
• Compute the old and trial actions S isoold and S
iso
t r ial .
• If S isot r ial < S
iso
old the move is accepted.
• If S isot r ial > S
iso
old the move is accepted following the acceptance probability
A= exp






with Υ a uniform random number between [0,1].
• If move was accepted hnew = ht r ial , otherwise hnew = hold .
The box move is then followed by a number of standard PIMC path moves at a fixed box
matrix. The full iso-stress ensemble PIMC algorithm then consists of a repeated sequence of two
types of moves. The first is the box move in which the h matrix modified for fixed relative bead
coordinates. The second involves a number of conventional PIMC path moves as described in
Section 3.5.
3.8 PIMC++ Package
All calculations were carried out using the open-source PIMC++ package [58] developed in the
group of D. Ceperley, which implements path sampling discussed in Section 3.5. In addition to
these, we have added the stress observable as well the iso-stress box move both discussed in
Section 3.6.
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Chapter 4
Ideal Shear Strength of Solid hcp 4He
As discussed in Chapter 2, the ideal strength of a solid is defined as the maximum load that
a defect-free crystal can withstand without deforming plastically. It represents a theoretical
upper limit of material strength and is closely related to the nucleation of defects, polymorphic
transformations and fracture. In classical crystals these properties and mechanisms are linked to
the nature if the atomic bonds as well as the crystal structure, while quantum nuclear effects
are negligible [36].However, hcp 4He is a quantum solid in which zero-point effects and boson
statistics are expected to play a significant role. In this Chapter we report an extensive study of
the ideal shear strength (ISS) in the basal plane of hcp 4He.
4.1 Aziz Potential for Helium
We use the Aziz HFD-B3-FCI1 pair potential for Helium [64], which was calculated by means of
high-quality quantum-chemical ab initio calculations and fitting the resulting data to a functional
form based on Hartree-Fock-Dispersion (HFD-B). This functional form is described as:
























1 x ≥ D
«
(4.1)
Eq. 4.1 gives the analytical form of the He-He interaction for Helium, with its respective con-
stants, rm = 2.9673 Å , ε = 10.8K, A= 0.54485046x106, α = 13.353384, C6 = 1.3732412,
C8 = 0.4253785, C10 = 0.1781, and D = 1.241314.
Figure 4.1 illustrates the Aziz potential (solid line) in comparison with the Lennard-Jones
potential fitted for Helium (dashed line). The main features are the hard core repulsion at short
distances and the weak van der Waals attraction for large distances. This potential has been
tested through the comparison to experimental data of thermodynamical and another important
quantities determined by the He-He interaction.
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Figure 4.1: Solid line illustrates the semi-empirical potential for Helium by Aziz et al [64], the
dashed line denotes the fitting of the Lennard-Jones potential for Helium, taken from [51]
The typical example is the binding energy which at zero temperature and pressure is -7.17
K, while the Aziz potential gives -7.12 K, an error around of 1% [51]. The error is commonly
attributed to absence of the weak repulsion due to the overlaps of triplets of atoms, which
are neglected in the pair-potential approximation. At high densities such many-body forces
become increasingly important. These many-body forces exhibit dependence on the background
energy, such that they shift the energy and pressure but do not change the microscopic features
considerably [51].
The Aziz potential has been useful to predict the physical properties of Helium correctly
for the liquid phase Ceperley and Pollock [65]. It also has been used to compute the elastic
constants of hcp 4He [61] giving good agreement with experimental data.
4.2 Typical Shear Stress Response
A typical shear stress response to this process is illustrated in Figure 4.2. The red and blue
noisy lines depict the stress components parallel and orthogonal to the deformation direction
respectively. These results were obtained for N=720, τ = 1
40
K−1 and ḋ = 5× 10−6 Å /MCS. For
small values of the strain, the response of the parallel component of the stress is manifestly linear.
This is, of course, expected within the linear regime. Indeed the slope of the line describing
the shear stress versus the shear strain can be identified as the elastic shear modulus. In fact, it
agrees very well with that computed by Ardila et. al [61], which depicted by the dashed line.
As, expected, the shear stress component perpendicular to the imposed shear strain remains
zero unaffected during the elastic regime.
When reading large values of shear strain, the shear stress response starts to deviate from
linear behavior although at this point it is still elastic. Finally, a shear strain of approximately
' 8.5% the system reaches the maximum tension it can sustain and the stress response signal a
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sudden and large jump that indicates destabilization of the perfect crystal. This implies that ISS
limit has been reached.
The green square denotes the data point determined by the critical strain, or shearability, and
the corresponding critical shear stress. In similar fashion, the orthogonal shear stress component,
which remained unaffected during the elastic deformation part, suddenly jumps to a finite value
after the ISS limit was reached by some structural failure, leaving the system in a non-zero stress
state.


























Figure 4.2: Stress response as function of imposed shear strain, the red curve show the stress
parallel to the deformation direction. The blue line describes the stress response to the orthogonal
deformation direction. Dashed black line represents linear elastic response as determined in
Ref. [61]. Solid smooth (black) line represents sinusoidal fit to data. Ideal strain and stress
values are determined at breaking point (square).
As we will now discuss, the ISS failure is accompanied by the formation of a stacking fault
in the structure. Figure 4.3 displays the normal basal-plane stacking pattern ABABABAB... of
the the hcp crystal structure, with the A-layer depicted in green and the B layer in maroon. The
blue circle denoted C illustrates the empty position that is occupied in the fcc structure, which is
characterized by the ABCABCABC... stacking. When monitoring the crystal structure along the
deformation process, it can be seen the ISS limit is accompanied by the slip of one plane over
the other by a vector that is not a lattice vector of the hcp structure.
In Figure 4.4 we examine the evolution of the basal plane staking of the two stacking planes
involved in the defect nucleation process. Part (a) depicts the path centroids, which are the
"center of mass" position of the ring polymers, in the initial state, without applying strain. Part
(b) shows the same two planes for an intermediate strain value. The B-plane is seen to shear
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Figure 4.3: Basal Plane of the hcp crystal. A and B are the building blocks of the ABABAB..
stacking pattern of the hcp structure. C indicates the unoccupied stacking position that breaks
the hcp stacking and produces a stacking fault.
toward the empty upper-right position. In part (c), obtained just after the ISS limit, the B-plane
has moved entirely into the C-position, creating a stacking fault. This response was found to be
the same for all conditions, regardless of system size, and the other simulation parameters.
Figure 4.4: Centroids visualization stacking fault nucleation, a) Initial state without apply
strain, b) state closes to the breaking point, the upper half plane (maroon atoms) try to occupies
the upper right empty spaces, c) After the break point the whole empty spaces was occupied
breaking the periodicity of the stacking pattern homogeneously
The curves shown in Figure 4.2 were obtained from a single simulation. However, given the
presence of the intrinsic quantum and thermal fluctuations, the determination of the critical
stress and shearability, as shown by the green square, is not unique. To assess the influence
of these fluctuations, we carried out 15 independent simulations for a given set of simulation
conditions. Figure 4.5 shows the results obtained for the case of a temperature of 1K, time-step
τ= 1
40
K−1 and deformation rate of ḋ = 2× 10−6Å MCS for the medium cell.
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Medium cell arbitrary direction
Figure 4.5: Critical stress strain values for a series of simulations in a arbitrary direction at a
rate of 2× 10−6Å per MC step at temperature of 1 K.
The spread of the critical values depends on external factors such as temperature and shear
rate, but quantum fluctuations are intrinsic to the system and thus always present. To assess the
role of the various simulation parameters, we perform series of simulations in which a single
parameter is varied and study the convergence of the ISS value. For each series of independent
simulations under the same set of parameters, the ISS is defined as the lowest critical stress
value obtained from each set. The same applies for the shearability.
This criterion is used to obtain quantitative estimates for the ISS and shearability and the
parameters dependence will be discussed in detail in the following sections.
4.3 ISS Orientation Dependence
The elastic properties of a hcp crystal in the basal plane are isotropic [28] i.e. they do not
depend on the direction of the applied deformation. In this section will explore the dependence
of the ISS and shearability on the direction of the applied shear in the basal plane. We run series
of independent simulations measuring the critical values along some direction for a fixed size,
deformation rate, time step τ and temperature. By simple geometrical arguments we define
two sets of equivalent directions, depicted by the red and black arrows in Figure 4.6.(a) for two
adjacent basal planes.
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The direction that lead to the closest superpositions of atoms of the two planes are depicted
by the red arrows and will be referred to as the "hard" directions. Similarly, the black arrows



































Figure 4.6: a) Black and red arrows depicts the easy and hard shearing directions, respectively,
for the two distinct atomic planes, A and B. Unoccupied position is shown by dashed circle C. b)
Polar plot of the minimum ISS as a function of shear direction. The red Diamonds depict results
obtained for the the small cell. Blue and green squares at θ = 0 ◦ and θ = 30 ◦ represent results
for T=0.5 K and the medium cell. Error bars are smaller than symbol sizes.
In order to explore the ISS and shearability dependence over the basal plane we initially
perform a series of 5 simulations for the small cell at a deformation rate of 1× 10−6 Å per MC
step at a temperature of 1 K. Defining the orientation direction by the angle θ with respect to the
x-axis in Figure 4.7(a), we sweep the interval between θ = 0 ◦ to 360 ◦ in steps of ∆θ = 30 ◦.
To illustrate the different deformation orientations Figure 4.7 shows the different defor-
mation orientations on the basal plane (0001). Figure 4.7.a) shows the orientation of the
coordinate axes (x, y) with respect to the crystallographic axes (a1, a2, a3), using the Miller-
Bravais convention. Figure 4.7.b) shows the set of orientations <1100> on the basal plane,
which correspond to angles (30,90,150,210,270,330) and will be referred to as the easy direction
of deformation. Figure 4.7.c) shows the series of deformation orientations <1120> which
correspond to the angles (0,60,120,180,240,300) and which will be referred to as the hard
direction of deformation.
The results are shown in the in Figure 4.6(b), which is a polar plot of the minimum ISS value,
obtained from a series of simulations in each direction as function of θ . The red diamonds depict






















Figure 4.7: a)Shows the relative orientation of the crystallographic axes with respect to the
coordinate axes in the basal plane,b)Set of easy directions in crystallographic notation,c) Set of
hard directions in the crystallographic notation
the values obtained for the parameters described above. In contrast of the elastic properties,
the ISS on the basal plane is clearly seen to be anisotropic. The profile shown in Figure 4.6(b)
clearly displays the hexagonal symmetry of the basal plane consistent with alternating easy and
hard directions. The hexagonal pattern is found to be independent of the simulation conditions.
The blue and green data points were obtained for the medium cell at a deformation rate of
ḋ = 2× 10−6Å MCS and a temperature of 0.5K. Although the absolute ISS values are different
(and their convergence must be assessed), the hexagonal shape is preserved.
To illustrate how the critical values in each direction are distributed, Figure 4.8 displays a
series of 15 simulations at temperature of 1K and shear rate of 5× 10−6Å per MC step for the
medium cell. The blue and green squares correspond to the hard and easy directions, respectively.
Observe that even for a faster deformation rate the trends of critical values are separated by a gap.
The fact that the ISS reflects the crystal symmetry, implies that the ISS angular dependence
obeys the Schmid’s Law of resolved shear stress [47]. This law defines a geometric relationship
between the ISS in a determined shear direction and the minimum ISS stress on a slip system.






where σmin denotes the minimum ISS on the basal plane and α the angle between the shear
direction under consideration and the nearest easy direction, as illustrated in the Figure 4.9.
The validity of Schmid’s Law implies that the entire ISS profile is characterized by a single
ISS value. knowing the ISS for the easy direction, the ISS for any another can be predicted by
Eq.(4.2). Indeed, according to Schmid’s Law, the ratio of the ISS values in the easy and hard
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Figure 4.8: Critical stress strain values for a series of simulations in the easy direction (Green
squares) and the hard direction (Blue squares) at a rate of 5× 10−6Å per MC step at a tempera-




Figure 4.9: This scheme illustrates the Schmid’s Law, the ISS in some direction over the basal
plane is determined by the angle α, between the arbitrary shear direction and its corresponding
minimum shear direction.
An important conclusion that can be drawn here is that the ISS anisotropy in the basal plane
of hcp 4He is determined entirely by geometric factors. This is precisely what occurs for classical
crystals. In other words, the observed ISS behavior is consistent with that of a purely classi-
cal hcp crystal. As such, explicit quantum effects associated with particle indistinguishability,
which are so crucial in the liquid phase, no longer manifest themselves significantly. In the
next sections we focus on the quantitative value of the ISS, a quantity that is involved in the
homogeneous nucleations of defects, carrying out convergence studies in terms of a series of
simulation parameters.
4.4 Finite Size and Deformation Rate Effects
To understand the all size and deformation-rate effects on the shearability and ISS calculations,
we conduct a series of simulations at different sizes, with the small, medium and large cells
containing 180,480 and 720 atoms respectively. In a similar way to determine the deformation
rate effects, we fix all other parameters and use different deformation rates.
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Figure 4.10: Size and deformation-rate dependence of ISS for hard and easy directions. Error
bars depict the standard deviation of each simulation set. Black squares and blue circles denote
the hard and easy direction respectively. a) Shearability as a function of basal-plane area for
fixed deformation rate 5× 10−6 Å per MC step, for the hard and easy directions. Dashed lines
serve as a guide to the eye. b) same as a) but for ISS values instead. C) Shearability as a function
of deformation rate for hard (circles) and easy (squares) directions, obtained for medium cell.
Dashed lines are linear fits. d) Same as c) for ISS values.
For the size effects, we perform simulations at a fixed temperature of 0.5 K, deformation
rate of 5× 10−6Å per MC step, thermal time step τ= 1
40
K−1. Figure 4.10(a) and (b) show
the shearability and ISS as function of the basal plane area of the 180, 480 and 720-atom
cells, respectively. The black and blue circles depict the results for the hard and easy directions,
respectively.Although the ISS and shearability present some size dependence they essentially
converge for the medium and large cell sizes corresponding to 480 and 720 atoms. Convergence
for an area of ' 900Å2 indicates that the size of the nucleation event is ' 30Å.
For deformation rate dependence for the medium all is shown in Figures 4.10 c) and d).
These depict, respectively, the shearability and ISS value as a function of deformation rate.
Although both shearability and ISS decrease with decreasing deformation rate, the differences
between 5× 10−7 Å per MC step and 2× 10−6Å per MC step is less than ' 1%, for both
the easy and hard directions. This difference is smaller than the fluctuations due to quantum
and thermal fluctuations. These results imply that cell of 480 atoms and deformation rates of
2× 10−6Å per MC step allow us to quantify the true quasi-static ISS and shearability values
within the statistical precision of our calculation.
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4.5 Path Discretization Effects
To evaluate the dependence of our calculations on the time discretization step τ, we carry out
simulations for the medium cell at a fixed deformation rate of 2× 10−6 Å per MC step and a
temperature of 0.5 K. We use time steps τ = 1
40
K−1 and τ = 1
80
K−1 to determine the shearability
and ISS for the easy direction.
The results are shown in Figure 4.11, with the circles and squares depicting the sheara-
bility/ISS values for τ = 1
40
K−1 and τ = 1
80
K−1 , respectively. The first observation is that
the shearability is not affected by the path discretization, neither in terms of its range, not
considering its minimum value. The ISS values, on the other hand, are affected. The two
discretizations give essentially two groups of data that have been shifted with respect to each
other vertically. This is essentially due to the τ-convergence of the stress observable, which is
constructed explicitly using the path discretization.
























τ = 1/40 K−1
τ = 1/80 K
−1
Figure 4.11: Shearability and ISS for the easy direction in the medium cell and a deformation
rate 2 × 10−6 Å per MC step. Each data point depicts result for shearability/ISS pair a
single simulation. Red squares and blue circles represent data for τ = 1
80




This dependence is also expected to manifest itself in the calculation of the shear modulus,
as carried out by Ardila et. al [61]. Here, the shear modulus is computed as the derivative of
the linear portion of the stress-strain curve. Convergence with respect to the path discretization
thus will affect the shear modulus results. This is illustrated in Figure 4.12, which displays the
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temperature dependence of the hcp 4He shear modulus C44 compared for 3 different values of τ.
Although the qualitative behavior of the shear modulus, which displays a pronounced stiff-
ening before reaching a plateau for T®0.5 K, the value of the plateau clearly depends on τ.
Evidently, a time step of τ= 1
40
K−1 is insufficient to obtain converged results. Indeed, values
smaller than τ= 1
60
K−1 are required.

























Figure 4.12: Shear modulus as a function of temperature for three different time steps, τ =
1
40
K−1 (black squares), τ= 1
60
K−1 (blue diamonds) and τ= 1
80
K−1 (red circles).
Thus to quantitatively compute the ISS based on converged strain-stress curves, we carry
out 3 deformation simulations at τ = 1
320
K−1 and a temperature of 0.5 K, which the thermal
fluctuations have "died out" and only intrinsic quantum fluctuations remain. The 3 simulations
are carried out using deformation rates of 5× 10−5, 1× 10−5 and 5× 10−6 Å per MC step.
The results are depicted in Figure 4.13. It can be seen that the stress-strain curves for the 2
lower deformation rates, obtained by fitting the PIMC shear stress to sinusoidal expressions of




are statistically independent within the range of stress fluctuations in
the PIMC simulations. The stress-strain curve for the lower deformation, with a = 9.083 bar and
b = 13.36, has been used to quantify the ISS values for given shearabilities.
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Figure 4.13: Stress-strain curves for a time step τ = 1
320
K−1 and deformation rates 5× 10−5
(black lines), 1× 10−5 (red lines) and 5× 10−6 Å per MC step (blue lines). Dashed lines show
shear stress data from PIMC simulations. Full lines represent fits to sinusoidal expressions.
4.6 Thermal Fluctuations and Inherent ISS
As mentioned in the last section, while the stress determination is sensitive to the path dis-
cretization, the shearability is not. The properties discussed in the previous section allow a
strategy in which we determine the shearabilities using a "larger" time step of τ= 1
80
K−1. and
then measure the associated ISS value using the elastic stress-strain curve of the previous section.
Carrying out this procedure using a deformation rate of 2× 10−6Å per MC step, we deter-
mine shearability for the easy direction as a function of temperature. The results are shown in
Figure 4.14. The shearability increases significantly with decreasing temperature. This manifests
a decreasing role of thermal fluctuations. When T®0.5 K, the shearability reaches a plateau, just
as for the shear modulus, indicating that thermal fluctuations are not longer significant and we
have reached the intrinsic regime.
Determining the intrinsic shearability as the average over the values obtained for 0.5, 0.25
and 0.133 K, we compute the corresponding ISS value using the converged stress-strain curve
from the previous section, reproduced in the inset of Figure 4.14. We thus obtain the intrinsic
shearability and ISS values for the easy direction to be (7.5± 0.3)% and (7.7± 0.3) bar respec-
tively.
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Figure 4.14: Shearability for the easy direction as a function of temperature. Points represent
minimum shear- abilities obtained from sets of 15 independent deformation simulations. Error
bars represent standard deviations of respective data sets. Dashed line serves as a guide to the
eye. Inset displays converged low-temperature limit of the shear stress-strain curve at T = 0.5K .
Data point shows estimated intrinsic shearability and ISS for hcp 4He at a molar volume of 21
cm3.
4.7 Comparison to ISS of Classical Crystals
Finally, we put this result in context by comparing it to the large set of shearability/ISS values
for classical crystals discussed in Chapter 2. Figure 4.15 reproduces the data from Ogata et. al







of the Frenkel model. We include our result for the intrinsic ISS/shearability in the easy direction
for hcp 4He in the plot shown as the green triangle. Surprisingly the result fits the modified
Frenkel model quite well. Given its weak and non-directional bonding, it can be found below
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the group of noble metals. Indeed, only the Ti3N b gum metal is found lower on the plot.































Figure 4.15: Normalized ISS vs shearability
The fact that 4He results fits the classical modified Frenkel model so well is another mani-
festation of the effective classical behavior of the defect-free 4He crystal. The first indication
was the fact that Schmid’s Law provided such a good description of anisotropy of the ISS. These
two results strongly suggest that, for a defect-free crystal, the behavior of hcp 4He is essentially
classical in character, even at temperatures when the liquid phase is superfluid.
Chapter 5
Dislocation Properties
After discussing the limits of elastic behavior in a defect-free hcp 4He crystal we now turn to
the study of dislocations in this system. As mentioned in Chapter 2, dislocations are the most
important lattice defects involved in the plastic deformation of crystalline solids. Their motion
produces plastic strain and therefore it is important to understand the response of dislocations to
an applied stress. This understanding requires insight into the atomic structure of the dislocation
core as well as its mobility.
While atomistic simulation techniques have been very widely used to determine structure
and mobility in classical crystals, very few attempts have been made to do so for quantum
solids crystals such as hcp 4He. Boninsegni et al. [22] and Corboz et al. [68] reported PIMC
studies considering a screw dislocation with its Burgers vector along the c-axis. However,
this particular dislocation is not expected to be relevant, since it is known that slip hcp 4He
occurs on the basal plane. Therefore, we focus on the screw dislocation with its Burgers vec-
tor in the basal plane. Specifically, we investigate its core structure and estimate the Peierls stress.
The remainder of this chapter has been divided in 4 sections. We briefly describe the
geometry of the phase dislocations hcp in the first Section 5.1, the simulation setup and
boundary conditions in Section 5.2. The obtained results are then described in Sections 5.3.
and 5.4, which discuss, respectively the core structure and mobility of the basal-plane screw
dislocation in hcp 4He.
5.1 Dislocations in HCP crystals
The structure and properties of dislocations in the hcp crystalline structure have been studied
mainly in metals such as Be,Ti,Zr, Mg, Co, Zn and Cd [69]. In this section we briefly introduce
the geometric description of the principal dislocations and their corresponding Burgers vectors in
hcp crystalline structure. We also describe the geometry of one of the main dislocation reactions
that creates an intrinsic stacking fault in the hcp crystal promoting basal-plane slip. In the case
of hcp crystal the close-packed planes and principal slip directions correspond to the (0001)
basal plane and the < 112̄0> directions, respectively. This is the most frequently observed slip
system, and it is well known that glide occurs in this plane for crystals with a c/a ratio close to
the ideal value of 1.633 [69]. For hcp metals that do not meet this condition, slip also occurs in
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prismatic planes and some pyramidal planes of first. Figure 5.1 displays the most important slip
planes in the hcp structure with common direction [1̄21̄0]:
Figure 5.1: Slip planes in the hcp crystal a) basal b) prismatic c) first order pyramidal planes
with common direction [1̄21̄0]. Taken from Hull [69]
The Burgers vectors in the hcp structure can be described using the Thompson tetrahedron
employed in the description for fcc crystals as shown in Figure 5.2.
Figure 5.2: Burgers vectors in the hcp lattice, a) hcp structure, shaded regions denote the
pyramidal structure, b)pyramid structure base of the Thompson tetrahedron for hcp formed by
the by-pyramid. Taken from Hull [69]
The Burgers vectors on the basal and prismatic planes can be described as followed based on
Figure 5.2:
• Perfect dislocations with Burgers vectors in the basal plane along the triangular base ABC
of the pyramid, represented by AB, BC, CA, BA, CB and AC.
• Perfect dislocations with Burgers vectors orthogonal to the basal plane, represented by the
vectors ST and TS.
• Imperfect basal dislocations of the Shockley partial type with Burgers vectors Aσ, Bσ, Cσ,
σA, σB and σC.
• Imperfect dislocations with Burgers vectors orthogonal to the basal plane, namely, σS, σT,
Sσ and Tσ.
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In the Section 2.8 we briefly introduced a description of the dislocation reactions for close-packed
structures, closely related to Frank’s Rule Eq. 2.29, which describes the elastic energy of the
dislocation’s core in terms of the square norm of the Burgers vector b2. In the hcp structure,
the shortest lattice vectors in are of the type 1
3
< 112̄0 > and the most frequently observed
slip systems are 1
3
< 112̄0>, (0001) and 1
3
< 112̄0>, {11̄00}. The slip systems are illustrated




Figure 5.3: Common slip systems in hcp structure. a) Edge dislocation in basal plane b) Edge
dislocation in prismatic plane c) Screw dislocation in basal and prismatic plane. Taken from
Hull [69].
The most stable dislocations are usually those of low energy, corresponding to dislocations
with small Burgers vectors. It is possible to determine the preference of one slip system over
other by analyzing the energy and stability of stacking faults on the basal and prismatic planes.
For our concern we consider only the intrinsic stacking fault on the basal plane, which results
from relative slip of two perfect crystal halves by 1
3
< 101̄0 >. This fault type is commonly
referred to as I2. The change is the stacking sequence across the fault plane is
ABABABAB · · · → ABABCACA · · ·
The stacking fault introduces a thin layer of fcc stacking (ABC), which leads to an excess energy
per unit area, or stacking-fault energy, γ arising due to the changes in the stacking sequence
of the neighbor planes. The partial dislocations bound a ribbon of stacking fault because the
crystalline symmetry on the basal plane guarantees it to be a local minimum. This does not occur,
however, for stacking faults on prismatic planes. For the stable stacking-fault configuration in
the hcp crystal the dislocation dissociation reaction corresponds to that presented in Figure 2.12
in Section 2.8,


















In this particular case the partial vectors lie at an angle of ±30◦ to the perfect Burgers vector,
reducing the elastic energy ∝ b2 by 1
3
. The resulting partial dislocations are well known as
Shockley partials, as illustrated in Figure 5.4: As consequence of this dislocation reaction it is
expected that the atomic dis-registry spreads out along the basal plane for both the edge and
58 CHAPTER 5. DISLOCATION PROPERTIES









Figure 5.4: Dislocation reaction creating Shockley partials and the intrinsic stacking fault
described by Eq. 5.2
screw dislocations, as described in Figure 5.3 a) and c). This reduces the resistance to slip over
the basal plane, such that his plane is preferred when the above dislocation reaction occurs.
5.2 Simulation Setup and Boundary Conditions
Although the use of periodic boundary conditions eliminates unwanted surface effects and per-
mits the study of bulk phases using relatively small cells, their use in the presence of dislocations
is not entirely straightforward [45]. Given that a single dislocation breaks the translational
symmetry, it is not possible to accommodate a single dislocation line in a cell with full 3D periodic
boundary conditions. Possibilities are to sacrifice periodicity in one direction and work with two
free surfaces or to maintain full periodicity at the cost of introducing a second dislocation line
with opposite Burgers vector. The latter option implies the introduction of a dislocation dipole,
consisting of a pair of dislocations with opposite Burgers vector.
Here we adopt the second option, introducing a dipole screw dislocations on the basal
plane (0001), with Burgers vectors in the z-direction [1̄21̄0]/3. The y-axis coincides with the
crystal c-axis [0001]. The 2 dislocations are placed at a distance equal to half the box size
in the y-direction [0001] as shown in Figure 5.5. This assures that there is no net force on
both dislocation segments. Nevertheless, due to the long-range elastic interaction between the
dislocation dipole with its periodic images.
These artifacts, introduced by the periodic boundary conditions, lead to undesired effects on
the determination of energies, stresses and strains. Fortunately, there are techniques that allow
one to deal with such effects in an approximate way. The conditional Madelung sum method
[70] to estimate the effects of these spurious interactions based on the elastic constants. These
were calculated previously by de Ardila et. al [61] at molar volume of 21 cm3. The method
allows one to estimate the stress effects in terms of the ratio of the respective lengths of the
simulation box. For our case we fix Nz=8, the number of times that the unit cell is repeated in
the z-direction, fixing the dislocation line length. This value was taken to be at least twice the









Figure 5.5: Illustrates the crystallographic directions with respect to the coordinate axes for
Dipole screw for HCP 4He. The Burgers vectors are in the direction [1̄21̄0]/3 with two equal
and opposite Burgers vector, the dislocation line lies on the xz plane (0001)
cutoff radius of the potential action. This still leaves freedom to choose all the cell dimensions in
the x and y directions. As described in detail [70], the magnitude of the spurious image effects
is a function of the ratio of the two sizes L y and Lx .
Figure 5.6 shows the magnitude of the spurious stress as a function of the L y/Lx ratio. The
plot clearly reveals that an increase of L y relative to Lx decreases the magnitude of the spurious
stress. Ideally, one would thus like to use a cell with very large L y/Lx ratio. However, this would
lead to cells with extremely large number of atoms that remain out of reach for PIMC calculations.
Here we use a relatively small aspect ratio L y/Lx = 1.4 containing 4032 atoms. By increas-
ing the aspect ratio we could further reduce the spurious effects but this would require cells
containing numbers of atoms that remain out of reach for current computational resources.
Figure 5.6 shows that the spurious stress due to image effects is of the order of 0.1 bar for the
configuration shown in Figure 5.5.
We constructed the initial dislocation configuration using the procedures described in [45]
and implemented in the MD++ package [71], using the Aziz potential [64]. The created
classical configuration was then ported to PIMC++ and relaxed at a fixed box size with T=0.13
K. At this temperature thermal fluctuations are no longer significant, leaving only intrinsic
behavior.
5.3 Dislocation Structure
As described before, the screw dipole for hcp 4He was created using the Aziz potential [64] and
MD++ code [71]. The corresponding classical configuration spontaneously splits into partial
dislocations, as described in Section 2.8 and 5.1. The relaxed configuration was then ported
to PIMC++ code, in which the dipole was relaxed for a larger number of MC steps. The final
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Figure 5.6: Spurious stress vs L y/Lx ratio, the red star denotes the ratio that was chosen for
the simulation box
configuration is shown in Figure 5.7(a), which displays path-centroid positions viewed along the
z-axis [1̄21̄0]/3. The different colors depict local crystal symmetries: red for hcp, green for fcc
and the light blue for intermediate. The configuration immediately shows that the two screw
dislocations remain dissociated into partials, separated by a ribbon of stacking fault.
By using the Crystal Analysis Tool [72] and OVITO [73] it is possible to visualize only the
partial dislocation cores. The result is shown in Figure 5.7(b). Similarly, Figure 5.8 shows the
full particle paths for two atomic basal planes that host one of the two screw dislocations. It is
clear that the dislocation core structure is dissociated into 2 partial dislocations separated by a
stacking fault.
The results have two implications. First, once again the properties of hcp 4He, a system in
which quantum effect are expected to dominate, are well described in terms of classical concepts.
The core dissociation into partials is entirely consistent with the classical picture described in
chapter 2. Second, the fact that the dislocation is dissociated constrains its motion to the basal
plane. This is in fact consistent with experiment, in which plastic deformation is observed to
occurs in basal slip [66].
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a) b)
Figure 5.7: a) Centroid positions of the paths along the z-axis, red atoms denote the HCP atoms, the
green atoms the FCC atoms b) Partial dislocation lines
Figure 5.8: Full path view of dissociated screw dislocation Colors are the same as those in Figure 5.7.
62 CHAPTER 5. DISLOCATION PROPERTIES
5.4 Peierls Stress
Now that we have determined the core structure of the screw dislocation we now move on
to determinate its mobility. Our goal is to determine the minimum shear stress at which the
dislocations start moving, i.e., the Peierls stress. For this purpose we use the constant stress
method described in chapter 3. Similarly to the approach followed in the calculation of the ISS,
we apply increasing levels of stress and monitor the induced deformation.
When the Peierls stress is reached and the dislocations start moving, a steadily increasing de-
formation of the cell, caused by the plastic strain generated by the dislocation motion, will occur.
In this manner, the Peierls stress is the stress value at which the strain evolution changes from
reaching a final stationary value (for stresses values below the Peierls) to a steadily increasing
































































Figure 5.9: Stress components along simulation in which a shear stress of σyz = 1.4 bar is applied to
the system. The internal stress response in average the external stress imposed on the system.
Figures 5.9 and 5.10 depict the evolution of the stress and the box matrix components along
PIMC simulation in which the cell is subjected to a shear stress in the basal plane of magnitude
1.4 bar and directed along the Burgers vector. The hydrostatic pressure is '50 bar, which gives
an average molar volume of 21cm3. The temperature is 0.13K and τ= 1
40
K−1.
Figure 5.9 shows the values of the stress components along the simulation. The 3 normal
components are shown on the right equilibrated values around 50 bar along the simulation.
Two of the 3 shear stresses fluctuate around zero. Only the yz component is non-zero, rapidly
increasing from zero in the beginning to the final target value of 1.4 bar.







































Figure 5.10: Response of the box matrix diagonal and off-diagonal components to the shear stress in
σyz = 1.4bar. The component parallel to the shear stress continuosly increases to allow movement of
the dislocation.
In a similar fashion, Figure 5.10 depicts the evolution of the box matrix components along
the simulation. The 3 diagonal components quickly equilibrated around their equilibrium values.
For 2 of the 3 off-diagonal components the same occurs. Indeed, hx y is observed to equilibrate
around ' 0.2, which is a result of elastic distortions caused by the dislocation dipole. On
the other hand the box component hyz is seen to steadily and almost linearly change with
the number of MC steps. This signals the motion of the dislocations, as is confirmed by the 3
snapshots shown in Figure 5.11. Evidently a stress of 1.4 bar is more than sufficient to drive
dislocation motion.
Figure 5.11: Sequence of snapshots of one of the dislocations, shows the motion of the ribbon
of stacking fault and therefore the movement of partial dislocations.
Also, the dislocation motion is constrained to the basal plane, as described in Section 5.2,
Figure 5.12 shows the y-axis view of the simulation cell, for the same three snapshots depicted
in Figure5.11, clearly the dislocations moves only along the basal plane.
64 CHAPTER 5. DISLOCATION PROPERTIES
Figure 5.12: Motion of screw dislocations under applied shear stress. Motion is constrained to
the basal plane, arrows indicate the motion direction.
To estimate the Peierls stress, we carry out similar simulations with decreasing amounts of
applied shear stress. The results are shown in Figure 5.13, which displays the evolution of the
box component hyz as a function of MC step for shear stress magnitudes of 0.8,0.6,0.4 and 0.2
bar respectively.





















Figure 5.13: The response of hyz to different magnitudes of shear stress
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For an applied shear stress of 0.2 bar , the box component remains in a stationary state,
signaling the absence of dislocation motion. For stresses of 0.6 bar and 0.8 bar, on the other hand
hyz increases steadily due to dislocation motion. For 0.4 bar the evolution of hyz is composed of
2 regimes. Until 3× 104 MC steps hyz increases almost linearly, signaling dislocation motion.
However, after 3× 104 MC steps the evolution levels off reaching a stationary value.
This result implies that, first 0.4 bar is sufficient to induce dislocation motion and, second,
that spurious images effects still play a role. As the dislocations move in the cell, the are no
longer arranged vertically as in Figure 5.7b), and the image stress changed. For the case of
0.4bar after 3× 104 MC steps, the image stress has become larger than 0.4 bar, forcing the
dislocations to halt their motion.
The results of Figure 5.13 do not allow a precise determination of the Peierls stress. They
suggest it to be nonzero and between 0.2 and 0.4 bar. Nevertheless, the role of image effects is
always an issue that is difficult to treat, in particular when the dislocation core is dissociated. In
order to improve the estimate, a possibility would be give up full periodicity and work with a
single dislocation free from spurious image effects.
In any case, these results show yet again rather classical behavior for dislocation motion.
Quantum effects associated with particle indistinguishability appear virtually absent, as we
already seen for the ISS. This suggest that as long as crystalline order prevails, the mechanics of
hcp 4He can be modeled essentially using classical models, as was done by Beamish et. al [12].
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Chapter 6
Conclusions
In this Thesis we have computed fundamental mechanical properties of solid 4He in the hcp
phase. This was achieved by using the PIMC method, which is a powerful tool that enables us to
describe the relevant aspects of the particle interaction at the quantum level, including Bosonic
statistics and the intrinsic zero point vibrational energy at finite temperatures. The study of these
properties at the atomistic level is important because the atomistic description of the mechanical
properties is commonly associated with the possible existence of the super solid phase.
The mechanical properties calculated in this work establish limits for mechanical behavior
and also provide qualitative and quantitative insight into the mechanism of elastic/plastic de-
formation of the solid. Surprisingly, hcp 4He behaves in a very "classical" form, such that the
investigated properties can be rationalized in terms of classical concepts. This implies that such
hallmark properties as particle indistinguishability that are crucial in the appearance of super-
fluidity in the liquid phase appear suppressed in the crystalline phase. Zero point vibrational
effects are, of course present, but these manifest in terms of fluctuations that classically can be
interpreted as some effective temperature.
Summarizing, our specific findings are:
• The ISS limit of hcp 4He is reached by nucleating homogeneously a stacking fault, inde-
pendent of the algorithmic sets of parameters.
• The ISS exhibits anisotropy on the basal plane but it satisfies Schmid’s Law, which involves
only geometric parameters.
• The ISS is in good agreement with the modified Frenkel-Orowan model developed for
classical solids. This is a direct manifestation of the apparent absence of quantum effects
associated with indistinguishability.
• Considering the convergence of the algorithmic parameters, it is found that the stress is
sensitive to the thermal time step τ. A very small value is required to obtain a converged
stress measure. On the other hand, the critical strain value is insensitive to this parameter.
• The effect of thermal fluctuations is not significant for temperatures below 0.5K, where
only quantum fluctuations are relevant.
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• The screw dislocation on the basal plane dissociates into partials separated by a stacking
fault. That constricts the dislocation to move on the basal plane.
• The Peierls stress is estimated to be between 0.2 and 0.4 bar, which is a small value
compared to metals and other classical solids. Yet, it is not zero, implying that the screw
dislocation cannot move freely.
The results described in tis Thesis addresses for the first time the mechanics of hcp 4He at
finite temperature using atomistic simulation methods. Although our work marks only a starting
point, it has paved the way for additional studies involving other defects. In addition to fully
characterizing the stress required to move the screw dislocation, including non-glide stresses,
are intend to do the same for edge dislocations. Furthermore, the developed techniques can
also be used to investigate the interaction between 3He impurities and dislocations. It is this
interaction that is thought to be responsible for the anomalous elastic stiffening and atomistic
simulations of type described in this Thesis will be able to shed light on this issue.
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Here is developed the stress tensor observable for a system under anisotropic homogeneous
deformations. Following the de Koning’s [61] description, in the case of distinguishable particles
just for simplicity. Accordingly to the Parrinello-Rahman approach[60] for a system under
anisotropic homogeneous deformations with PBC, the simulation’s cell is described in terms of












In terms of the box’s matrix h, a particle’s bead vector position ri within the cell is written as
ri = h si , (A.2)
where si is a scaled coordinate vector with components between 0 and 1. The strain deformations
are characterized by the variations of box’s matrix h, with si scaled coordinates for the particles.















this expression by Tuckerman [63] relates the anisotropic homogeneous fluctuations of the
simulation box with the stress-tensor where
F = F (N ,h, T ) (A.4)
is the Helmholtz free energy for a system of N particles, in a box of volume V = det(h), in
thermal equilibrium at temperature T . Where this thermodynamic potential is linked to the
microscopic description through the well known relationship with the partition function :
F (N ,h, T ) =−
1
β
ln Z (N ,h, T ), (A.5)
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with Z (N ,h, T ) the partition function of distinguishable particles Eq.(3.23) just with it’s volume















As mentioned before in the Ceperley’s notation Rk represent the position of kth time slice of
a system of N particles. Rk =
¦
r1,k, r2,k · · · rN ,k
©
where ri,k is a bead’s vector position of the ith
particle in the kth time slice. We can describe the bead’s position in terms of the box matrix h
and the scaled coordinates rewriting the partition function Eq.(3.23) as below:




[det(h)]N M dS0 · · · dSM−1 · · ·
· · · × exp

−Spath(S0, · · · , SM−1, S0;h)

(A.7)
where Sk is the position Sk =
¦
s1,k, · · · , sN ,k
©
of the k-th time slice in scaled coordinates and of
the N particles and si,k is the ith bead’s scaled vector position at kth-time slice. The derivatives
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where the angular brackets indicate averaging over the particle’s closed polymer paths. If M
links compose one polymer path the above Eq.(A.9) can be written in terms of averages over





































The next step is get the expression of the stress-tensor observable is necessary calculate the Slink
derivatives respect to hi j . With this purpose we use the pair action approximation for the action
in the final representation Eq.(3.31) for a link of beads:
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Slink(R, R
′;τ) = Skin(R, R












u(rn− rm, r′n− r
′
m;τ), (A.12)




























To compute the derivatives in Eq.((A.13)), we write Eq.((A.14)) in terms of h and the scaled






















which is normalized in scaled coordinates as in Cartesian coordinates as checking procedure.The
derivatives respect to the box’s matrix h is:
∂ K(s, s′;h,τ)
∂hi j















where the subscripts run over the relative-position difference vectors on the respective Cartesian
components. The exact pair potential action u Eq.(3.31) was defined in terms of some distances
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The calculation of the stress tensor is then based on using expressions for the kinetic and potential
link action derivatives ((A.16)) and ((A.20)). Replacing it in the total link action derivative Eq.
((A.13)) and finally in the stress-tensor expression in terms of the link action((A.10)). This is a




Ideal Shear Strength of a Quantum Crystal
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Using path-integral Monte Carlo simulations, we compute the ideal shear strength (ISS) on the basal
plane of hcp 4He. The failure mode upon reaching the ISS limit is characterized by the homogeneous
nucleation of a stacking fault and it is found to be anisotropic, consistent with Schmid’s law of resolved
shear stress. Comparing the ISS of hcp 4He to a large set of classical crystals shows that it closely fits the
approximately universal modified Frenkel model of ideal strength. In addition to giving quantitative stress
levels for the homogeneous nucleation of extended defects in hcp 4He, our findings lend support to
assumptions in the literature that inherently classical models remain useful for the description of
mechanical behavior in quantum crystals.
DOI: 10.1103/PhysRevLett.112.155303 PACS numbers: 67.80.B-, 61.72.Nn, 62.20.F-
The ideal strength (IS) of a solid is defined as the
maximum stress that, for a given loading mode, an infinite
defect-free specimen can withstand [1–3]. It represents a
theoretical upper limit to the resistance to deformation
before yielding irreversibly. An important example is the
ideal shear strength (ISS), which is defined as the
maximum shear stress a perfect crystal can resist [3]. In
addition to the fact that in some systems such theoretical
limits can actually be closely approached [4–10], they
represent fundamental material parameters that are closely
involved in the nucleation of defects and in the theory of
fracture [11–13].
The IS concepts have, so far, been investigated only in
the context of classical crystals in which the quantum-
mechanical effects are mostly negligible [2,3,14–18].
Recently, however, there has been a growing interest in
the deformation behavior of so-called quantum crystals, in
which such quantum fluctuations are dominant [19]. A
particularly important case concerns that of the archetypal
bosonic quantum solid, crystalline 4He [20–30]. Despite
the increasing sophistication of recent experiments, their
interpretation must often rely on assumptions. This has led
to controversy and conflicting views [31,32], in part due to
the lack of knowledge of fundamental material parameters
such as the IS, which are inaccessible experimentally.
In this Letter, we determine the IS for the hcp 4He
quantum crystal. In particular, we focus on the ISS asso-
ciated with affine shear deformations in the basal plane,
on which plasticity is known to predominantly occur
[29,33]. For this purpose, we rely on fully correlated quan-
tum simulations based on the path-integral Monte Carlo
(PIMC) method which has been widely applied for the
condensed phases of 4He [34–42]. Not only do our results
establish quantitative stress levels for the nucleation of
extended defects in hcp 4He, they also extend to the realm
of quantum solids themodified Frenkel model [3,43], which
has been shown to provide an approximately universal
scaling relation for the ISS of many classical crystals
characterized by different crystal structures, bonding types,
and slip systems [3]. Furthermore, this surprising finding
seems to lend support to the assumptions mentioned in the
previous paragraph.
We determine the ISS in the basal plane of hcp 4He at a
fixed molar volume of 21 cm3. We employ fully periodic
cells containing N ¼ 180 (small), N ¼ 480 (medium), and
N ¼ 720 (large) atoms, respectively, all characterized by
the ideal ratio c=a ¼ 1.633. Having the same size along
the c axis, the size difference between these cells is due
to different basal-plane areas. To assess the influence of
thermal versus quantum fluctuations, ISS calculations are
carried out for a series of temperatures between 2 and
2=15 K. All simulations have been carried out using the
PIMC++ package [36], which is a C++ implementation
of the PIMC algorithms described in Ref. [34]. The used
pair action was obtained from a standard matrix squaring
procedure [34,44] using the Aziz HFD-B3-FCI1 pair
potential [45] imposing an interaction cutoff of 8 Å.
This cutoff is larger than that used by Ceperley and
Pollock [46] in their study of liquid 4He and in which
excellent agreement with experiment was observed.
To estimate the role of path-discretization errors, we
employ time steps between τ≡ β=M ¼ 1=40 K−1 and
τ ¼ 1=320 K−1 [47], with β the inverse temperature and
M the number of beads in the ring polymers. Sampling
was parallelized over beads, with each processor handling
five beads of all particles at any instant, and a MC step is
defined as a sequence ofN fixed-box two-level permutation
and bisection trial moves [34] per processor. The calcu-
lation of the stress observable was carried out as described
in Ref. [42]
For each condition of temperature, cell size, and time
step, the ISS is determined by creating a sequence of states
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of increasing homogeneous volume-conserving shear
deformation. This is achieved by incrementing the in-plane
component of the periodic box repeat vector initially
pointing along the c axis in a specified direction in the
basal plane at a given deformation rate _d, which is defined
as the magnitude of the in-plane displacement (in Å)
per MC step. We use four different deformation rates:
_d ¼ 5 × 10−6, 2 × 10−6, 1 × 10−6, and 5 × 10−7 Å per MC
step. The ISS is then determined by monitoring the in-plane
stress component associated with the applied shear.
A typical example of the in-plane shear stress response
to the increasing deformation is shown in Fig. 1, obtained
with N¼ 720, T¼ 1K, τ¼ 1=40K−1, and _d ¼ 5 × 10−6 Å
per step. As expected, the shear-stress response for the
component parallel to the deformation is initially linear
elastic with slope equal to the shear modulus computed
in Ref. [42], followed by a nonlinear elastic regime. The
sudden jump at a critical strain value of 8.4%, which we
will refer to as shearability, indicates that the ISS limit
has been reached. The associated stress value is then
determined from the stress-strain curve, which is obtained
by fitting a sinusoidal to the data, as shown by the solid
black line. The resulting data point for the pair of
shearability and critical stress from this particular simu-
lation is depicted by the square. Because of the thermal
and quantum fluctuations, the ISS measurement is subject
to statistical uncertainty and to gather statistics we carry
out between 5 and 15 independent simulations for each
deformation process. Given that the result of each simu-
lation is an upper limit to the true values due to the finite
deformation rate (see Supplemental Material [48]), we
define our estimate for the shearability and the ISS as the
lowest critical strain value in the set and its associated
critical stress value obtained from the stress-strain curve,
respectively.
First, we examined the failure mode by which the elastic
behavior is interrupted as the ISS limit is reached. To this
end, we monitor the atomic planes normal to the c axis
during the straining process. Figure 2 shows two snapshots
of adjacent atomic basal planes at different stages of
deformation for the same simulation conditions as those
of Fig. 1. The open circles represent the centroids of the
paths and the small colored dots show individual bead
positions. Figure 2(a) depicts an instant in which no shear
deformation is applied. The packing structure shows the
usual   ABAB    pattern characteristic of the hcp struc-
ture. Figure 2(b), on the other hand, shows the same two
planes immediately after the discontinuity of the type
shown in Fig. 1. It is clear that the jump in the shear
stress has been caused by one plane slipping over the
other, producing a stacking fault (SF). In all our simu-
lations, the attainment of ISS value is accompanied by such
a nucleation event, regardless of system size, temperature,
time step, deformation direction, and deformation rate.
Interestingly, this mechanism is precisely the same as that
seen in typical classical crystals with a close-packed crystal
structure [16].
Next, we investigate the anisotropy of the basal-plane
ISS. To this end, we analyze results obtained for the
cell with N ¼ 180 atoms, T ¼ 1 K, τ ¼ 1=40 K−1, and
a deformation rate _d ¼ 1 × 10−6 for 12 different directions
in the basal plane, described in terms of the angle θ with
respect to the positive x axis of Fig. 3(a). We consider
values between θ ¼ 0° and 330° in steps of 30° and carry
out five independent simulations for each direction. The
results are shown in the polar plot in Fig. 3(b), which
displays the minimum ISS value as a function of θ.
In contrast to the isotropic linear-elastic behavior [49],
the ISS in the basal plane is evidently anisotropic.
Specifically, the polar plot displays a distinct hexagonal
structure that is consistent with alternating “hard” and
“easy” shear directions that correspond to the maximum
and minimum ISS values in the basal plane, respectively.
These can be rationalized in terms of the stacking struc-
ture of the hcp phase as shown in Fig. 3(a). The open and
closed circles represent the two distinct atomic layers in
the   ABABAB    stacking of the hcp structure. The six
“easy” shear directions are shown by the black arrows and


















FIG. 1 (color online). Typical shear stress response as a
function of strain. Upper (red) and lower (blue) irregular lines
denote stress components parallel and perpendicular to direction
of applied strain, respectively. Dashed black line represents linear
elastic response as determined in Ref. [42]. Solid smooth (black)
line represents sinusoidal fit to data. Corresponding ideal strain
and stress values are denoted by the square.
(a) (b)
FIG. 2 (color online). Snapshots of centroid (circles) and bead
(dots) positions of two adjacent atomic basal planes at different
stages of deformation. (a) Zero deformation. (b) Immediately
after discontinuity in shear stress.





represent those in which an A or B layer is sheared into the
unoccupied C position, producing a SF in the hcp structure.
Similarly, the six “hard” directions for both planes are
depicted by the red arrows. Within this terminology, the
results shown in Figs. 1 and 2 correspond to shear in the
hard direction.
The hexagonal shape indicates that the ISS value, for
given conditions of deformation, is determined by the shear
stress component resolved on the nearest easy direction.
This is consistent with Schmid’s law of resolved shear
stress [50,51], by which the ISS corresponding to a given
shear direction in the basal plane is expected to be
σISS ¼ σmin= cos α, where σmin is the ISS in the easy
direction and α is the angle between the applied basal-
plane shear and the nearest easy direction. Indeed, the
PIMC ratio between the minimum ISS values for the easy
and hard directions is estimated to be σmin=σmax ¼





, in very good agreement with the





. This behavior is found to be
robust and independent of the simulation conditions.
This can be seen, for instance, from the blue and green
squares, which represent data for the hard and easy
directions, respectively, for T ¼ 0.5 K, _d ¼ 2 × 10−6 Å
per MC step and τ ¼ 1=40 K, giving a ratio σmin=σmax ¼





. These results imply that a single
ISS value, e.g., that for the easy direction, is sufficient to
fully characterize the entire basal-plane ISS behavior.
While the qualitative character of the ISS profile is
independent of the simulation conditions, the quantitative
ISS values are not, as can be seen in Fig. 3. In particular,
they are found to depend on algorithmic parameters such
as system size, deformation rate and time step, as well as
the temperature. We have carried out a detailed study of
the influence of these parameters, which can be found in
the Supplemental Material [48]. The results indicate that,
(i) the cell-size convergence of the results is reached for the
medium cell (480 atoms), which suggests that the typical
nucleation event is characterized by a length scale of the
order of ∼30 Å, (ii) the deformation-rate dependence is
weak, with the results of the two slowest deformation rates
varying less than 1% and within 5% of the ideal quasistatic
limit, and (iii), the time-step value affects only the critical
stress values through the stress-strain curve. In contrast, the
shearability results are found to be independent of time
step. Based on these results, all remaining simulations were
carried out for the easy direction using the medium cell,
a time step of τ ¼ 1=80 K−1 and a deformation rate of
_d ¼ 2 × 10−6 Å per MC step.
The temperature dependence of the shearability is
displayed in Fig. 4. As expected, it reveals a higher
shearability for the lower temperatures. For the higher
temperatures, the variation with temperature is significant,
with the shearability increasing by about 30% between
2 and 1 K. This indicates that in this regime the role of
thermal fluctuations is still significant. For 0.5 K and lower
temperatures, on the other hand, the shearability reaches a
plateau value, suggesting that in this regime the role of
thermal fluctuations has become small compared to those
of quantum nature and reaching the regime of intrinsic
materials response. Estimating it as the average of the
results obtained for 0.5, 0.25, and 0.1333 K, we estimate
the intrinsic shearability to be ð7.5 0.3Þ%. Based on the
converged 0.5 K elastic stress-strain curve shown in the
inset (See Supplemental Material [48]), the corresponding
ISS is found to be ð7.7 0.3Þ bar.
Finally, to put these results in a broader perspective, it is
useful to analyze them in the general context of ISS for
(a) (b)




























FIG. 3 (color online). Shear directions and anisotropy of the
ISS in the basal plane. a) Black (in groups of three) and red (in
groups of six) arrows describe the “easy” and “hard” shearing
directions, respectively, for the two distinct atomic planes, labeled
A and B. Unoccupied position is shown by dashed circle labeled
C. b) Polar plot of the minimum ISS as a function of shear
direction. Diamonds (red) depict results for the system containing
N ¼ 180 atoms at T ¼ 1 K for _d ¼ 1 × 10−6 Å per step and
τ ¼ 1=40 K−1. Blue (at 0°) and green (at 30°) squares represent
results for N ¼ 480 at T ¼ 0.5 K for _d ¼ 2 × 10−6 Å per step
and τ ¼ 1=40 K for the hard and easy directions, respectively.
Error bars are smaller than symbol sizes.



























FIG. 4 (color online). Shearability for the easy direction as a
function of temperature. Data points represent minimum shear-
abilities obtained from sets of 15 independent deformation
simulations. Error bars represent standard deviations of respective
data sets. Dashed line serves as a guide to the eye. Inset displays
converged low-temperature limit of the shear stress-strain curve
at T ¼ 0.5 K. Data point shows estimated shearability and ISS
for hcp 4He at a mmolar volume of 21 cm3.
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crystalline materials. Recently, Ogata et al. [3] used
density-functional theory calculations to assess the ideal
strength of a large number of classical crystalline solids
characterized by different crystal structures and bonding
types. Measuring the intrinsic shearability at zero temper-
ature, they found it to correlate with the degree of valence-
charge localization and directionality of the bonding.
Specifically, the results of Ogata et al. show that the
shearability of a crystal increases with the degree of
directionality of the bonding. Accordingly, the shearability
of covalent semiconductors is larger than that of metals and
within the subgroup of metallic crystals those with some
directionality in the bonding are characterized by a larger
shearability compared to the noble metals. This is shown in
Fig. 5, which displays ISS data scaled by the shear modulus
as a function of the shearability for a large number of metals
and semiconductor crystals [3].
Moreover, Ogata et al. showed that a modified Frenkel
model for ideal strength, in which the ISS and shearability
are related by σm ¼ 2μγm=π, with σm the ISS, γm the
shearability, and μ the shear modulus, gives an approx-
imately universal description of the data as is displayed by
the line in Fig. 5.
With our result for the intrinsic ISS in hcp 4He, we can
now add a data point to this plot, including a material that is
dominated by quantum effects and in which the cohesion is
characterized by nondirectional van der Waals forces. The
black triangle represents the 0.5 K basal-plane ISS and
shearability in the easy direction determined earlier.
Surprisingly, the result remains consistent with the picture
put forth by Ogata et al.: the scaled ISS for hcp 4He falls
below that of the group of metals, being governed by
entirely nondirectional forces, and is well described by the
modified Frenkel model. Interestingly, despite the weak-
ness of the dispersion interactions governing the cohesion
in solid Helium, the shearability of hcp solid 4He is still
larger than that of the Ti3Nb gum metal approximant [52].
The fact that our ISS results for the prototypical quantum
crystal 4He is well described by purely classical concepts,
both in terms of failure mechanism as well as quantitatively,
is quite intriguing. Although our data pertain specifically to
the case of ISS and homogeneous defect nucleation, they
may suggest that the quantum effects that give rise to super-
fluidity in the liquid phase are significantly less prominent
in the crystalline phase. This would also lend support to
assumptions in the literature that inherently classical con-
cepts such as the Granato-Lücke model [53–55] remain
useful for the description ofmechanical behavior of quantum
crystals. In addition, it appears consistent with the recent
experimental affirmation of the absence of nonclassical
rotational inertia effects in torsion-oscillator experiments
with solid 4He [28]. Finally, these findings may also be
related to the recent controversy [31,32] regarding whether
or not the explanation of the observed giant plasticity in
crystalline 4He involves nonclassical effects.
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I. FINITE-SIZE AND DEFORMATION-RATE EFFECTS
To assess the influence of the simulation parameters on our results we analyze the extent
to which the finite size of the simulation cell and the pace of the imposed deformation affect
the results. For this purpose we analyze results from sets of deformation simulations carried
out for different system sizes (N = 180, N = 480 and N = 720 particles) at a fixed deformation
rate, as well as a series of calculations using different deformation rates for a given system
size. The results are summarized in Fig. S1.
Fig. S1 a) and b) show the shearability and ISS, respectively, as a function of the basal-
plane area for the hard and easy directions at a deformation rate ḋ = 5 × 10−6 and time
step τ = 1/40 K−1. Although the results display a sensitivity to system size, there clearly
is a converging trend, with the results for the medium cell (N = 480 atoms) and large cell
(N = 720 atoms) agreeing within the error bars. Based on this finding, all further calculations
were carried out using only the intermediate cell. Furthermore, this suggests that the typical
nucleation event is characterized by a length scale of the order of the linear dimensions of
the basal-plane in the intermediate cell, ∼ 30 Å.
Figs. S1c) and d) display the deformation-rate dependence of the shearability and ISS,
respectively, for the hard and easy directions in the intermediate cell. It is rather weak and
approximately linear, with the shearability and ISS decreasing slightly as the deformation
rate is reduced. The decreasing trend reflects the fact that finite-rate results provide an
upper bound to the quasi-static case. Given that the difference between the results obtained
for the two lowest deformation rates, ḋ = 5 × 10−7 and ḋ = 2 × 10−6 Å per MC step is ≲ 1%,
which is smaller than the variations in the determination of the shearability and ISS due to
thermal and quantum fluctuations, all production runs were carried out using a deformation
rate of ḋ = 2 × 10−6 Å per MC step.
II. TIME-STEP EFFECTS
To assess the influence of the chosen time step τ we carried out a series of simulations for
the medium cell, T = 0.5 K, a deformation rate of ḋ = 2 × 10−6 Å per MC step to determine
the shearability and ISS for τ = 1/40 and τ = 1/80 K−1, respectively. The results are shown
in Fig. S2 and show that the determination of the shearability, both in range and minimum
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Figure S1. (Color online) Size and deformation-rate dependence of ISS in hard and easy directions.
Error bars depict one standard deviation of each simulation set. a) Shearability as a function of
basal-plane area for the hard (squares) and easy (circles) at a deformation rate ḋ = 5×10−6 per MC
step. Dashed lines serve as guides to the eye. b) Same as in a) but plotting ISS. c) Shearability
as a function of ḋ for hard (squares) and easy (circles) directions for the intermediate cell. Dashed
lines are linear fits to data. d) Same as in c) but plotting ISS.
.
value, is essentially unaffected by the value of the time step. The associated ISS values,
on the other hand, are affected, increasing with decreasing time step. This dependence is
caused by the sensitivity of the stress observable to the degree of path discretization in terms
of the time-step τ .
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τ = 1/40 K−1
τ = 1/80 K
−1
Figure S2. (Color online) Time-step dependence of shearability and ISS for the easy direction for the
medium cell and a deformation rate ḋ = 2 × 10−6 Å per MC step. Each data points depicts results
for shearability/ISS pair of a single deformation simulation as obtained following the procedure
described in the main text. Red squares and blue circles represent data for τ = 1/80 and τ = 1/40
K−1, respectively.
This can be seen, for instance, by computing the shear modulus from the linear portion
of the stress-strain curve (see dashed line in Fig. 1 of main text) using different time steps.
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Fig. S3 shows the shear modulus as a function of temperature for three different path dis-
cretizations. While the qualitative temperature trend of the shear modulus is the same for
all path discretizations, showing a distinct stiffening between 1 and 2 K and the attainment
of a plateau for temperatures below 0.5 K, the quantitative values are not. A time step of
τ = 1/40 K−1 leads to shear modulus results that have not fully converged and time steps
less than τ = 1/80 K−1 are required.

























Figure S3. (Color online) Shear modulus as a function of temperature for three different time steps,
τ = 1/40 K−1 (black squares), τ = 1/80 K−1 (blue diamonds) and τ = 1/160 K−1 (red circles).
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Figure S4. (Color online) Stress-strain curves as obtained for τ = 1/320 K−1 for deformation rates
ḋ = 5 × 10−5 (black lines), ḋ = 1 × 10−5 (red lines) and ḋ = 5 × 10−6 Å per MC step (blue lines).
Dashed lines show shear stress data from PIMC simulations as a function of impose shear strain.
Full lines represent fits to sinusoidal expressions.
The results of Figs. S2 and S3 imply that, while the determination of the shearability
can be adequately achieved using a larger time step, i.e., τ = 1/40 K−1, the associated
ISS must be determined using a sufficiently converged stress-strain curve in terms of the
6
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time step τ . For this purpose we use a stress-strain curve determined using τ = 1/320 K−1
and different deformation rates. Fig. S4 shows the results for ḋ = 5 × 10−5, ḋ = 1 × 10−5
(red lines) and ḋ = 5 × 10−6 Å per MC step. The stress-strain curves for ḋ = 1 × 10−5 and
ḋ = 5 × 10−6 Å per MC step, obtaining by fitting the PIMC shear stress τ as a function
of the imposed shear strain γ to sinusoidal expressions of the type τ = a sin(b γ) with a
and b adjustable parameters, are statistically indistinguishable within the range of stress
fluctuations in the PIMC simulations. The latter stress-strain curve (also shown in the inset
of Fig. 4 of the main text), characterized by a = 9.083 bar and b = 13.36, has been used to
quantify the ISS values associated with given shearabilities.
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