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Birman-Murakami-Wenzl Type Algebras for Arbitrary
Coxeter Systems
Zhi Chen
Abstract
For every Dihedral groupWI2(k) (k=2,3,4..) we define a Birman-Murakami-Wenzl type al-
gebra BI2(k)(m, l), based on which we present a BMW type algebra BΓ(m, l) for any Coxeter
matrix Γ, as a generalization of the BMW algebras to other real types. We show the alge-
bras BI2(k)(l,m) have most of algebraic conditions of the original Birman-Murakami-Wenzl
algebras including semisimplicity and cellularity. Further more, we found a k dimensional
representation of the Artin-Tits group AI2(k) with two parameters l,m with quite neat shape in
the algebra BI2(k)(l,m), which seems a natural generalization of the Lawrence-Krammer repre-
sentation to Dihedral type Artin groups. We conjecture these representations are isomorphic to
the generalized Lawrence-Krammer representation define by I.Marin by using flat connections.
1 Introduction
For every Coxeter matrix Γ there are a associated Coxeter groupWΓ, Artin group AΓ (or Artin-Tits
group in some literatures ) and a Hecke algebra HΓ(v). The Birman-Murakami-Wenzl algebras
(BMW algebra later on) Bn(m, l) can be seen as a structure ” lay above” the Hecke algebra Hn(v)
of An−1 type in many aspects. A interesting feather of Bn(m, l) is that it contains the famous
Lawrence-Krammer representation (LK representation later on ) of the Braid groups Bn [Z] .
When the Coxeter matrix Γ is of simply laced type (ADE type when Γ is of finite type), there
is a very natural generalization BΓ(m, l) of the BMW algebra and its degenerate version Brauer
algebra [CGW1] [CFW]. The algebra BΓ(m, l) contains a sub representation of the Artin group
AΓ which can be seen a natural generalization of the LK representation [CGW1] [CW]. Besides,
for a Complex reflection group G(m,1,n), Haring-Oldenberg defined a so called cyclotomic-BMW
algebra [Ha] which was studied by many authors.
It is a question whether there exist a BMW type algebra for any Coxeter matrix Γ. The style of
generalizing in [CW] only works for simply laced Coxeter matrixes. If such generalization do exist
then the main problem is to deal with ”multiple edges”, which corresponds to dihedral groups other
that S3(I2(3)). If such generalization exist then they may form a complete new system of algebra
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(BMW type algebra ) ”laying above ” Hecke algebras: also be quotient algebra of the group algebra
of Artin group, they have Hecke algebra of the corresponding type as a quotient algebra and the
generators of the Artin group AΓ have a degree 3 annihilating polynomial in them.
There is a very close relationship between (generalized) LK representations and (generalized
)BMW algebras for simply laced Coxeter matrixes [CW] [CGW1] [Pa]. In [Ma2], I.Marin defined
a generalized LK representation for any finite type Artin group and any braid group associated
with a complex reflection group, as monodromy of certain flat connection with nice shape. It is
still a question to write down those generalized LK representation explicitly. Inspired by Marin’s
construction in [Ch1] we introduced a Brauer type algebra BΓ(ι) for any Coxeter group and any
complex reflection group. A presentation of the Brauer type algebra of Dihedral type is in table
1. Those Brauer type algebras support Marin’s flat connection naturally. We conjectured they
can be deformed to be certain generalized BMW algebra which contain Marin’s generalized LK
representations.
In a unpublished paper [Ch2], we had a uncomplete attempt to define a deformation BI2(k)(m, l)
of the Brauer type algebras BrI2(k)(ι) of Dihedral types. Those deformation has the same dimension
of the corresponding Brauer type algebra, and they contain Marin’s generalized LK representations.
But these presentations have a big problem, that is, in them there are some constants determined
by Marin’s generalized LK representations. To know what these constants are we need to integral
Marin’s flat connection to get a explicit form of the generalized LK representations, which seems
a quite unreasonable task.
In this paper we find a way out, that is , we try to guess what those constants are. If those
algebras are indeed natural generalizations of the BMW algebra they should have some special
algebraic properties, such as having a certain type of involution which is needed for a cellular
structure. (Such a involution exsit for the original BMW algebras and all Hecke algebras, and are
indispensable for the construction of the Kazhdan-Lusztig polynomial) We did some test compu-
tations about with which constants the resulted algebra would be ”nice”. As a result we guess
those constants are actually very simple (right hand side of (5),(6),(7),(8) of Definition 2.1 ;
(8),(9),(10),(11),(12) of Definition5.1 ). We studied the resulted algebra and found they satisfy
all our requests to be a generalization of BMW algebra. Further more, the algebra BI2(2n+1)(m, l)
contains a 2n+1 dimensional irreducible representation of the Artin-Tits group AI2(2n+1) with quite
neat shape with a quite neat invariant bilinear form ( Definition 3.1 ); the algebra BI2(2n)(ι¯) has two
n dimensional irreducible representations of the group AI2(2n) ( Theorem 6.1 ). We conjecture they
are isomorphic to Marin’s generalized LK representations. If it is true then we inversed the study
of these objects: we figured out the right coefficients and obtain the monodromy of Marin’s flat
connection without doing integration. It isn’t surprising that the odd cases BI2(2n+1)(m, l) and the
even cases BI2(2n)(ι¯) are very different and need to be handled separately. The even cases are a
little more complicated, certain generalized Fibonacci sequences (Definition 5.2) appear behind
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those computations.
We list the special properties of the algebra BI2n+1(m, l) and BI2n(ι¯) which justify them to be a
reasonable generalization of BMW algebras.
(1) They are semisimple.
(2) They have natural cellular structures.
(3) There are quotient algebras of the group algebra Q[m, l±]AIk in which the Artin group
generators σi have a degree 3 annihilating polynomial.
(4) They have the corresponding Hecke algebras as a quotient.
(5) They contain a representation of the corresponding Artin group AI2(k) of Lawrence-Krammer
type.
(6) There is a natural involution on them.
(7)(to be certified ) The Brauer type algebra BrΓ(ι) defined in [Ch1] support a Knizhnik-
Zamolodchikov type formal connection, every representation of the Artin-Tits group AΓ could be
isomorphic to monodromy of such flat connections.
Another fact giving us the confidence is that even though the computations are complicated,
the algebras (Definition 2.1, Definition 5.1 ) and the representations (Definition 3.1,Theorem 6.1 )
have quite simple appearances. The generalized LK representation also has a quite simple invariant
bilinear form (Theorem 3.6, 3.2 ) . Once we find definitions of BMW type algebras for all Dihedral
Coxeter groups, immediately we can present a definition of a BMW type algebra for any Coxeter
matrix Γ (Definition 8.1 ) .
Table 1
BG2k+1(ϒ) BG2k(ϒ)
generators S0,S1,E0,E1 S0,S1,E0,E1
relations 1) [S0S1 · · · ]2k+1 = [S1S0 · · · ]2k+1 ; 1) [S0S1 · · · ]2k = [S1S0 · · · ]2k;
2) S20 = S
2
1 = 1; 2) S
2
0 = S
2
1 = 1;
3) SiEi = Ei = EiSi for i= 0,1; 3) SiEi = Ei = EiSi for i= 0,1;
4) E2i = τEi for i= 0,1; 4) E
2
i = τiEi for i= 0,1;
5) E0[S1S0 · · · ]2i−1E0 5) E0[S1S0 · · · ]2i−1E0
= µE0 for 1≤ i≤ k; = (µi+µi+k)E0 for 1≤ i≤ k;
6) E1[S0S1 · · · ]2i−1E1 6) E1[S1S0 · · · ]2i−1E1
= µE1 for 1≤ i≤ k; = (µi+µi+k)E1 for 1≤ i≤ k;
7) [S0S1 · · · ]2kE0 7) [S1S0 · · · ]2k−1E0
= E1[S0S1 · · · ]2k ; = E0[S1S0 · · · ]2k−1 = E0;
8) [S1S0 · · · ]2kE1 8) [S0S1 · · · ]2k−1E1
= E0[S1S0 · · · ]2k. = E1[S0S1 · · · ]2k−1 = E1 ;
9) E1WE0 = E0WE1 = 0.
Above table 1 from [Ch1] are canonical presentations for dihedral Brauer algebras. We use Gn
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to denote the dihedral group corresponding to a regular n-gon , which is a rank 2 Coxeter group
of type I2(n) . The symbol ϒ means a group of parameters. For G2k+1, ϒ means {µ ,τ}. But after
some normalization we can set µ = 1. For G2k ,ϒ means {µ0,µ1,τ0,τ1}. In the presentation we set
µm = µ0 if m is even and µm = µ1 is m is odd. In relation (9) for BI2(2k)(ϒ) , the symbolW means
any element in the Coxeter group G2k.
2 Definition and basic structures in cases I2(2n+1)
Denote Λ = Q[m, l±], which is a laurent polynomial ring with two variables v, l. On Λ we define
the following ”conjugation”: f (m, l) 7→ f¯ = f (−m, l−1), for any f (m, l) ∈ Λ. Denote the quotient
field of Λ as FΛ.
Then BI2(2n+1)(m, l) is the Λ algebra with the following canonical presentation.
Definition 2.1. The dihedral BMW algebra BI2(2n+1)(m, l) is generated by X0,E0,X1,E1 with the
following relations. We set m= v− v−1, and τ = l−l
−1
m
+1= l−l
−1
v−v−1
+1.
1)[X0X1...]2n+1 = [X1X0...]2n+1. 6)E1[X0X1...]2i−1E1 = l
−1E1 f or 1≤ i≤ n.
2)Xi−X
−1
i =m(Ei−1) f or i= 0,1. 7)E0[X
−1
1 X
−1
0 ...]2i−1E0 = lE0 f or 1≤ i≤ n.
3)XiEi = EiXi = lEi f or i= 0,1. 8)E1[X
−1
0 X
−1
1 ...]2i−1E1 = lE1 f or 1≤ i≤ n.
4)E2i = τEi f or i= 0,1. 9)[X0X1...]2nE0 = E1[X0X1...]2n.
5)E0[X1X0...]2i−1E0 = l
−1E0 f or 1≤ i≤ n. 10)E0[X1X0...]2n = [X1X0...]2nE1.
Since the coefficients in above presentation are all in Λ, so above presentation also defines a
Λ−algebra, which is denoted as B¯I2(2n+1)(m, l). It is easy to see
BI2(2n+1)(m, l)
∼= FΛ⊗Λ B¯I2(2n+1)(m, l).
Notations: By [AB...]N we mean a expression whose length is N, and in which A,B appear alter-
natively. For example, [XiX j...]4 = XiX jXiX j, [X
−1
i X
−1
j ...]5 = X
−1
i X
−1
j X
−1
i X
−1
j X
−1
i . Sometimes for
emphasizing the last term we write [AB...]2N also as [AB...B]2N , and [AB...]2N+1 as [AB...A]2N+1.
Remark 2.1. (1)It is evident that above relations are lifting of the relations in table 1 for BG2n+1(ϒ).
The relations 1),2),3),4),9),10) are easy generalizations of relations of the original BMW algebras.
The key relations are 5), 6),7) and 8). In introduction we have explained how to find these relations
and the coefficient l−1, l. If m 6= 0, it isn’t hard to see relations 9) and 10) are consequences of 1)
and 2).
(2) There is natural quotient map pi : BI2(2n+1)(m, l)→HI2(2n+1)(v) (Definition 2.2) , by sending
Xi to xi ,and Ei to 0 for i= 0,1. Where HI2(2n+1)(v) is the I2(2n+1) type Hecke algebra, and x0,x1
is its canonical generators.
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(3) From above relations, it isn’t hard to see there is an natural degree 2 anti-automorphism φ
defined by sendingW toW re ,whereW is any word made from X±i ,Ei, andW
re is the word reversing
W. For example, if W = abcd, then W re = dcba.
(4) If l = 1 ,then the algebra degenerates to the Brauer type algebra BI2(2n+1)(τ). In this case
m= l−l
−1
τ−1 = 0, so relation 2) degenerate to Xi−X
−1
i = 0.
(5) From the presentation ,it is easy to see there is a automorphism ψ : BI2(2n+1)(m, l) →
BI2(2n+1)(m, l) extending the map ψ(Xi) = X
−1
i , ψ(Ei) = Ei, ψ(l) = l
−1, ψ(m) = −m. This au-
tomorphism maybe called conjugation.
Definition 2.2. The Hecke algebra HI2(2n+1)(v) is a algebra with generators x0,x1, with the follow-
ing relations.
(1) [x0x1...]2n+1 = [x1x0...]2n+1, (2) (xi+ v)(xi− v
−1) = 0 for i= 0,1.
The Hecke algebra HI2(2n)(v0,v1) is the algebra with generators x0,x1 with the following rela-
tions.
(1) [x0x1...]2n = [x1x0...]2n, (2) (xi+ vi)(xi− v
−1
i ) = 0 for i= 0,1.
First we have the following lemma, which generalize the corresponding topological relations
of the original BMW algebras.
Lemma 2.1. In the algebra BI2(2n+1)(m, l) we have:
(1) E0E1 = [X1X0...]2nE1 = [X
−1
1 X
−1
0 ...]2nE1 = E0[X1X0...]2n = E0[X
−1
1 X
−1
0 ...]2n.
(2) E1E0 = [X0X1...]2nE0 = [X
−1
0 X
−1
1 ...]2nE0 = E1[X0X1...]2n = E1[X
−1
0 X
−1
1 ...]2n.
(3) E0E1E0 = E0, E1E0E1 = E1.
Proof. For (1), by 10) in Definition 2.1, we have E0 = [X1X0...]2nE1[X
−1
0 X
−1
1 ...]2n. Then we
have
E0E1 = [X1X0...]2nE1[X
−1
0 X
−1
1 ...]2n−1X
−1
1 E1 = l
−1[X1X0...]2nE1[X
−1
0 X
−1
1 ...]2n−1E1
= l−1l[X1X0...]2nE1 = [X1X0...]2nE1.
Where the second equality sign is because of 3) in Definition 2.1, the third one is because of 8). We
also have E0 = [X
−1
1 X
−1
0 ...]2nE1[X0X1...]2n by 9) of Definition 2.1. Using this euqality ,in similar
way we prove E0E1 = [X
−1
1 X
−1
0 ...]2nE1. The other equality sign of (1) can be proved similarly.
The proof of (2) is similar with the proof of (1).
For (3), by using 2) of Definition 2.1 , we have
E0E1E0 = E0[
1
m
(X1−X
−1
1 )+1]E0 = [
1
m
(l−1− l)+ τ ]E0 = E0.
Where the first equality sign is by 2) of Definition 2.1, the second one is by 4) ,5) and 7).
Next we compute the dimension and determine irreducible representations of BI2(2n+1)(m, l).
The method is to first obtain a upper bound for dimBI2(2n+1)(m, l), then obtain a lower bound by
constructing all its irreducible representations.
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Lemma 2.2. For any element x ∈ BI2(2n+1)(m, l), there are polynomials l0(x), l1(x) ∈ Λ such that
E0xE0 = l0(x)E0 and E1xE1 = l1(x)E1.
Proof. For convenience, let x,y ∈ BI2(2n+1)(m, l), if there is some α ∈ Λ such that x = αy ,
then we denote x∼ y. So what we need to prove is E0xE0 ∼ E0 and E1xE1 ∼ E1.
We can suppose x is a word made from X±i ,Ei. Because of relations 2), 3) and 4) of Definition
2.1, we can suppose x is a word made from Xi,Ei ,i= 0,1, and in this word 0,1 appear alternatively
in the lower indices. For example: x= X0E1E0X1E0. We call such a word as a ”alternating word ”.
Essentially we only need to consider the cases that the first low indice and the last low indice are
both 1.
We do induction on the length l(x).Because of 3),4) of Definition 2.1, we only need to consider
the cases when l(x) is odd. Suppose we have proved E0xE0∼E0 and E1xE1∼E1 for any alternating
word x such that l(x) ≤ 2N+1.
Now suppose x is a word that l(x) = 2N + 3, we start to show E0xE0 ∼ E0 first. If there is
another E0 in the word x, then by induction we have E0xE0 ∼ E0. If there are more than two E1’s in
x, also by induction E0xE0 = E0...E1yE1...E0 ∼ E0 (because by induction we have E1yE1 ∼ E1 ). If
the low index of the word x start with ”0”, then by relations 3) ,4) of Definition 2.1 and induction
we have E0xE0 ∼ E0. So we are left with the cases when there are no Ei’s in x, or there is one E1 in
x. For the first case x= [X1X0...]2N+3, for the second case x= [X1X0...]2l1E1[X0X1...]2l2 .
Cases 1. x= [X1X0...]2l1E1[X0X1...]2l2 .
If one of l1, l2, for example l1 ≥ n, then E0xE0 = [X1X0...]2nE1[X1X0...]2l1−2nE1[X0X1...]2l2E0 ∼
E0 by induction (once again since E1[X1X0...]2l1−2nE1 ∼ E1). So we suppose l1, l2 < n . We have
E0[X1X0...]2l1E1[X0X1...]2l2E0 = E0[X1X0...]
−1
2n−2l1
[X1X0...]2nE1[X0X1...]2l2E0
= E0[X1X0...]
−1
2n−2l1
E0[X1X0...]2n[X0X1...]2l2E0 = E0[X1X0...]
−1
2n−2l1
E0[X
−1
1 X
−1
0 ...]2n[X0X1...]2l2E0
= E0[X1X0...]
−1
2n−2l1
E0[X
−1
1 X
−1
0 ...]2n−2l2E0 ∼ E0
Case 2. x= [X1X0...]2N+3.
If 2N+3≤ 2n−1, then by 5) of Definition 2.1, we have E0xE0 ∼ E0.
If 2N+3> 2n−1 and 2N+3−2n≥ 2n, then
E0xE0 = E0E1[X1X0...]2N+3−2nE0 = E0E1[X1X0...]2N+3−4nE1[X0X1...]2n
∼ E0E1[X0X1...]2n = E0[X
−1
1 X
−1
0 ...]2n[X0X1...]2n = E0.
If 2N+3> 2n−1 and 2N+3−2n< 2n, then
E0xE0 = E0E1[X1X0...]2N+3−2nE0 = E0E1[X0X1...]2n[X
−1
1 X
−1
0 ...]4n−2N−3E0
= E0[X0X1...]2nE0[X
−1
1 X
−1
0 ...]4n−2N−3E0 ∼ E0.
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Similarly we can prove for any alternating word x with l(x) = 2N+3 we have E1xE1 ∼ E1 so
complete the proof.
Lemma 2.3. For any fixed k : 0≤ k ≤ 2n, for any A ∈ {X0,X1,E0,E1}, we have
A[...X0X1]iE0[X1X0...]k = ∑
2n
j=0α
A
i, j[...X0X1] jE0[X1X0...]k.
Applying the anti-automorphism in (3) of Remark 2.1 , we have
[...X0X1]kE0[X1X0...]iA= ∑
2n
j=0α
A
i, j[...X0X1]kE0[X1X0...] j
Where αAi, j ∈ Λ are defined in Definition 3.1.
Proof.
It can be proved by using Definition 2.1 and Lemma 2.1. Since there are no difficulty in the
computations we omit the case by case check, only present proofs of two cases.
X0 · [...X0X1]2kE0[X1X0...] j = X
2
0 [X1...X0X1]2k−1E0[X1X0...] j
= (1+mlE0−mX0) · [X1...X0X1]2k−1E0[X1X0...] j
= [...X0X1]2k−1E0[X1X0...] j+ml · l
−1E0[X1X0...] j−m[...X0X1]2kE0[X1X0...] j.
E1 · [...X0X1]2kE0[X1X0...] j = E1 · [X
−1
1 X
−1
0 ...]2n−2k[X0...X1X0]2nE0[X1X0...] j
= l−1E1 · [X
−1
0 X
−1
1 ...X
−1
0 ]2n−2k−1E1E0[X1X0...] j
= l−1 · lE1E0[X1X0...] j = [...X0X1]2nE0[X1X0...] j.
We’d like to mention that if fix any k, {[...X0X1]iE0[X1X0...]k} span a 2n+ 1 dimensional (left
)representation of the Artin group AI2(2n+1) , whose proof have to wait for later sections. This is the
origin of Definition 3.1 for the generalized LK representations.
Corollary 2.1. We denote
Σ1 = {[...X0X1]l1E0[X1X0...]l2 |0≤ l1 ≤ 2n;0 ≤ l2 ≤ 2n}
Σ2 = {[X1X0...]i|0≤ i≤ 2n}∪{[X0X1...] j|1≤ j ≤ 2n+1},
then the algebra BI2(2n+1)(m, l) is spanned by the set Σ1∪Σ2. Particularly we have: dimBI2(2n+1)(m, l)≤
2(2n+1)+ (2n+1)2.
Proof. Denote the linear space spanned by Σ1 ∪Σ2 and Σ1 as V and V
′
respectively. Direct
computation shows they are closed under actions of X0,X1,E0,E1 from both sides. By (2) of Defi-
nition 2.1 we have X−1i = Xi−m(Ei−1) for i= 0,1, so V and V
′
are also closed under the action
of X−1i ’s from both sides. So we have E1 = [...X0X1]2nE0[X
−1
1 X
−1
0 ...]2n ∈V . Now V is an ideal of
the algebra, and contains all its generators so we have V = BI2(2n+1)(m, l).
Remark 2.2. We will show later that Σ is a basis of BI2(2n+1)(m, l). This basis is similar with
the natural basis of Hecke algebras consists of positive braids lifted from irreducible words of the
corresponding Coxeter group. It seems reasonable to believe the original BMW algebras and all
generalized BMW algebras have such basis.
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In the next section we will construct some irreducible representations for BI2(2n+1)(m, l). By (2)
of remark 2.1 we have a morphism pi : BI2(2n+1)(m, l)→ HI2(2n+1) which made HI2(2n+1) a quotient
of BI2(2n+1)(m, l). Suppose the irreducible representations of HI2(2n+1) are ρ1,ρ2, ...,ρN . Then we
have a set of different irreducible representations of BG2n+1(m, l): ρ
′
1,ρ
′
2, ...,ρ
′
N , where ρ
′
i is induced
from ρi by pi .
3 Generalized LK representations in cases I2(2n+1)
Next we construct another irreducible representation where the actions of Ei ’s aren’t zero. This
is what we called the generalized LK representation of I2(2n+ 1) type. Let’s explain how do we
find such a representation. First we pretend that we have already proven the set Σ( of Corollary
2.1) is linear independent. Denote the subspace spanned by {[...X0X1]lE0|2n ≥ l ≥ 0} as V0. By
Lemma 2.3, we see V0 is closed by left action of BI2(2n+1)(m, l), then we should have a 2n+ 1
dimensional representation on V0. Then we write down the matrixes of actions of X0,X1,E0,E1
under the assumed basis {[...X0X1]lE0|2n ≥ l ≥ 0}, which are listed in table 2. At last through
some computations we show these actions really satisfy all relations of definition 2.1.
Table 2
X0 , X0 · v0 = lv0; X1 · v0 = v1;
X1 X0 · v2n = mv0−mv2n+ v2n−1; X1 · v2n = lv2n;
X0 · v2k = mv0−mv2k+ v2k−1, X1 · v2k = v2k+1,
for 1≤ k ≤ n−1; for 1≤ k ≤ n−1;
X0 · v2k+1 = v2k+2, X1 · v2k+1 = v2k−mv2k+1+mlv2n,
for 0≤ k ≤ n−1; for 0≤ k ≤ n−1.
X−10 , X
−1
0 · v0 = l
−1v0; X
−1
1 · v0 = mv0+ v1−mv2n;
X−11 X
−1
0 · v2n = v2n−1; X
−1
1 · v2n = l
−1v2n;
X−10 · v2k = v2k−1; X
−1
1 · v2k = mv2k+ v2k+1−mv2n;
X−10 · v2k+1 =−ml
−1v0+mv2k+1+ v2k+2; X
−1
1 · v2k+1 = v2k.
E0 , E0 · v0 = τv0; E1 · v0 = v2n;
E1 E0 · v2n = v0 ; E1 · v2n = τv2n;
E0 · v2k = v0, for 1≤ k ≤ n−1; E1 · v2k = v2n, for ≤ k ≤ n−1;
E0 · v2k+1 = l
−1v0. E1 · v2k+1 = lv2n.
Definition 3.1. The generalized Lawrence-Krammer representation (VI2(2n+1),ρ
LK) of the dihedral
Artin group AI2(2n+1) is defined as follows. Suppose X0,X1 are the canonical generators of AI2(2n+1).
First VI2(2n+1) is a 2n+1 dimensional linear space with a chosen basis {v0,v1, ...,v2n}. The action
of X0,X1 are as in the above Table 2. For A ∈ {X0,X
−1
0 ,X1,X
−1
1 ,E0,E1}, we set α
A
i, j ∈ Λ for
8
0≤ i, j ≤ 2n by the following identity.
A · vi =
2n
∑
j=0
αAi, jv j.
Matrix form of X0(left one) X1 (right one )are as follows.


l 0 0 0 0 · · · 0 0
0 0 1 0 0 · · · 0 0
m 1 −m 0 0 · · · 0 0
0 0 0 0 1 · · · 0 0
m 0 0 1 −m · · · 0 0
...
...
...
...
...
. . .
...
...
0 0 0 0 0 · · · 0 1
m 0 0 0 0 · · · 1 −m


,


0 1 0 0 · · · 0 0 0
1 −m 0 0 · · · 0 0 ml
0 0 0 1 · · · 0 0 0
0 0 1 −m · · · 0 0 ml
...
...
...
...
. . .
...
...
...
0 0 0 0 · · · 0 1 0
0 0 0 0 · · · 1 −m ml
0 0 0 0 · · · 0 0 l


The following is the main theorem of this section,also the key step to build the algebra BI2(2n+1)(m, l).
Theorem 3.1. The action of σi(i = 0,1) on VI2(2n+1) defines a representation of the Artin group
AI2(2n+1) which factors through BI2(2n+1)(m, l).
Proof. We put this quite lengthy proof to the last section.
Remark 3.1. Since the relations 5),6),7),8) looks quite new let’s explain more clearly. From
the proof we see the Artin relation [X0X1...]2n+1 = [X0X1...]2n+1 is quite subtle. If we change the
coefficients (l−1, l) of the right side of 5),6),7),8) of Definition 2.1, we still have two matrixes X0,X1
in the same way as Lemma 2.3, but by no means they satisfy the Artin relation. Thus the obtained
algebra using new coefficients could ”collapse”.
Definition 3.2. Here we define a set of operators which would be called special projectors. For
any 0 ≤ i ≤ 2n, define a operator pi = [...X0X1]iE0[X
−1
1 X
−1
0 ...]i on VI2(2n+1) according to above
action of Xi,Ei on VI2(2n+1). By lemma 2.2, each pi is a projector to the line Λvi. We define a set of
constants αk,d according to the following equality
pk(vd) = αk,dvk.
These operators will play a significant role in proving irreducibility of GLK and constructing a
invariant bilinear form for this representation. The following theorem computes those coefficients
αk,d explicitly.
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Theorem 3.2. Explicitly, the action of special operator pi is as follows.
pi(v j) =


τvi, i= j;
vi, i f i− j≡ 0 mod 2 but j 6= i;
lvi, i f i> j and i− j ≡ 1 mod 2;
l−1vi, i f i< j and i− j ≡ 1 mod 2.
Proof. We put this lengthy proof to the last section.
Theorem 3.3. The GLK representations are irreducible.
Proof. First, it is evident from definition of the representation that any base element vi is a
generator of the representation. Now, suppose an element v = ∑2ni=0λivi isn’t a generator, then we
must have pk(v) = 0 for 0 ≤ k ≤ 2n, since pk is a projector to the line Cvk. Then, 0 = pk(v) =
(∑2ni=0 λiαk,i)vk , so we have ∑
2n
i=0 λiαk,i = 0 for 0≤ k ≤ 2n.
Now we observe in the matrix (αk,i)(2n+1)×(2n+1), all diagonal elements are τ , and the elements
off diagonal are among {l, l−1,1} by Theorem 3.2. Since there are no dependence between l and
τ , we see Det((αk,i)(2n+1)×(2n+1)) 6= 0 ( as an element in FΛ ). So if v= ∑
2n
i=0λivi isn’t a generator,
we must have λi = 0 for all i’s.
Combining corollary 2.1, applying the Wedderburn-Artin theorem, we have the following structure
theorem for BI2(2n+1)(m, l).
Theorem 3.4. As an algebra over the field FΛ , the algebra BI2(2n+1)(m, l) is semisimple. The set Σ
is a basis of the algebra BI2(2n+1)(m, l), thus dimFΛ BI2(2n+1)(m, l) = 2(2n+1)+ (2n+1)
2.
Remark 3.2. So for any 0 ≤ k ≤ 2n, {[...X0X1]iE0[X1X0...]k}i=0,...,2n as a subset of Σ is linear
independent. Denote the sub FΛ module spanned by this subset as Ik. By Lemma 2.3, Ik is a
left ideal, and the left representation of BI2(2n+1)(m, l) realized on this left ideal is isomorphic to
the generalized LK representation , where the isomorphism is given by vi 7→ [...X0X1]iE0[X1X0...]k
,i= 0,1, ...,2n.
Denote the elements of Σ1 ∪ Σ2 ⊂ BI2(2n+1)(m, l) as w1, ...,w2(2n+1)+(2n+1)2 . Suppose Σ2 is
{w1, ...,w2(2n+1)}, Σ1 is {w2(2n+1)+1, ...,w2(2n+1)+(2n+1)2}, w1 = X0,w2 = X1w2(2n+1)+1 = E0 and
w2(2n+1)+2 = [...X0X1]2nE0[X1X0...]2n. By (1) of Lemma 2.1 and 9) of Definition 2.1, actually we
have w2(2n+1)+2 = [...X0X1]2nE0[X
−1
1 X
−1
0 ...]2n = E1.
Since {wi}i=1,...,2(2n+1)+(2n+1)2 is a basis, we see there exist a unique set of β
k
i, j(m, l) ∈ FΛ(the
quotient field of Λ ), such that the following equality holds
wiw j =
2(2n+1)+(2n+1)2
∑
k=1
β ki, j(v, l)wk. (1)
We use these coefficients to define a abstract algebra. First we have the following proposition.
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Proposition 3.1. β ki, j ∈ Λ for any i, j,k.
Proof. We call an element X ∈ BI2(2n+1)(m, l) as integral if X = Σ
2(2n+1)+(2n+1)2
i=1 aiwi such that
ai ∈ Λ for any i. By using Lemma 2.3, we see if one of wi,w j is in Σ1 then β
k
i, j ∈ Λ for any k. Now
suppose wi,w j ∈ Σ2. It isn’t hard to see for these cases, to prove β
k
i, j ∈ Λ we only need to prove the
following four type of products are integral: X0[X1X0...]i (0 ≤ i ≤ 2n ); X1[X1X0...]i ( 0 ≤ i ≤ 2n );
X1[X0X1...]i (0≤ i≤ 2n ) and X1[X0X1...]2n+1 .
This can be proved case by case without any difficulty by using relations in Definition 2.1 and
the just proved cases when one ofwi,w j being in Σ1. And remember the fact E1= [...X0X1]2nE0[X1X0...]2n ∈
Σ1.
Denote the free Λ module in BI2(2n+1)(m, l) spanned Σ1∪Σ2 as An. By Proposition 3.1, we see
An is a Λ− algebra, and BI2(2n+1)(m, l)
∼= FΛ⊗An.
Theorem 3.5. There is a natural isomorphism B¯I2(2n+1)(m, l)→ An. So B¯I2(2n+1)(m, l) is a free
Λ-module of rank 2(2n+1)+ (2n+1)2.
Proof. First we map the generators of B¯I2(2n+1)(m, l), X0,X
−1
0 ,X1,X
−1
1 ,E0,E1 to w1,w1−
mw2(2n+1)+1+m,w2,w2−mw2(2n+1)+2+m,w2(2n+1)+1,w2(2n+1)+2 respectively. Since the target
elements are all in An ,and the target elements satisfy all relations in Definition 2.1, so this map
extends to a morphism H : B¯I2(2n+1)(m, l) → An. Then we observe the target elements gener-
ate the algebra An , so the morphism H is surjective. At last the morphism induced by H :
B¯I2(2n+1)(m, l)→ FΛ ⊗Λ An = BI2(2n+1)(m, l) = FΛ ⊗Λ BI2(2n+1)(m, l) is nothing but the inclusion
map, so H is also injective.
Next we construct a Hermitian invariant bilinear form on the representation VI2(2n+1). For which
we need to view VI2(2n+1) as a free Λ module.
Recall the conjugation f (m, l) 7→ f = f (−m, l−1) for f (m, l) ∈ Λ defined before the Definition
2.1. A function (., .) : VI2(2n+1)×VI2(2n+1) → Λ is called Hermitian, if
(1) (w,v) = (v,w) for any v,w ∈VI2(2n+1);
(2) ( f v,gw) = f g(v,w) for any v,w ∈VI2(2n+1) and any f ,g ∈ Λ.
Theorem 3.6. On VI2(2n+1) we set:
(vi,v j) = αi, j
, and extend it to a Hermitian form. Then this form is AI2(2n+1) invariant. That it, for any g ∈
AI2(2n+1) and any v,w ∈VI2(2n+1), we have (gv,gw) = (v,w). Further more, any AI2(2n+1) invariant
Hermitian form on VI2(2n+1) is a constant multiple of this one.
Proof. By Remark 3.2 and Lemma 2.3, the generalized LK representation is isomorphic to the
representation of BI2(2n+1)(m, l) realized on the left ideal
I0 = Λ < E0,X1E0,X0X1E0, ..., [...X0X1]2nE0 >
11
, where the isomorphism J : VI2(2n+1) → I0 is given by vi 7→ [...X0X1]iE0. Now by Lemma 2.2,
we have a natural bilinear form on I0 as follows: For x,y ∈ I0, define (x,y) ∈ FΛ by the following
identity.
φ ◦ψ(y)x = (x,y)E0.
Now for λ ,µ ∈ FΛ, φ ◦ψ(µy)(λx) = λ µφ ◦ψ(y)x, so (λx,µy) = µλ (x,y), so this bilinear form is
quasi linear. Next since
φ ◦ψ(Xix)(Xiy) = φ ◦ψ(x)X
−1
i Xiy= φ ◦ψ(x)y, (i= 0,1)
so (Xix,Xiy) = (x,y) for i = 0,1. Since X0,X1 generate the Artin group AI2(2n+1), so this bilinear
form is AI2(2n+1) invariant.
At last, since αi, j =α j,i, p j(vi)=α j,iv j, E0[X
−1
1 X
−1
0 ...] j[...X0X1]iE0=α j,iE0, and φ ◦ψ([...X0X1]iE0)=
E0[X
−1
1 X
−1
0 ...]i, we see the bilinear form on I0 coincide with the bilinear form on VI2(2n+1) defined
in the theorem so the proof is finished.
4 Cellular structures of BI2(2n+1)(m, l)
Recall a cellular structure [GL] on a algebra A consists of the following data.
Definition 4.1. A cellular algebra over R is an associative algebra A, together with cell datum
(Λ,M,C,∗) where
• (C1) Λ is a partially ordered set and for each λ ∈ Λ ,M(λ ) is a finite set such thatC :
∩λ∈ΛM(λ )×M(λ )→ A is an injective map with image an R-basis of A.
• (C2) If λ ∈ Λ and S,T ∈ M(λ ), write C(S,T ) = CλS,T ∈ A. Then ∗ is an R-linear anti-
involution of A such that ∗(CλS,T ) =C
λ
T,S.
• (C3) If λ ∈ Λ and S,T ∈M(λ ) then for any element a ∈ A we have
aCλS,T ≡ ∑S′∈M(λ) ra(S
′
,S)Cλ
S
′ ,T
(modA(< λ ))
Where ra(S
′
,S)∈R is independent of T and where A(< λ ) is the R-submodule of A generated
by {C
µ
S
′′
,T
′′ |µ < λ ;S
′′
,T
′′
∈M(µ)}..
It is well know that there is a cellular structure on any finite type Hecke algebra. In BI2(2n+1)(m, l),
denote the ideal generated by E0 as I0 . Then the quotient algebra BI2(2n+1)(m, l)/I0 is isomorphic to
the Hecke algebra HI2(2n+1)(v). The cellular basis of BI2(2n+1)(m, l) ,roughly speaking consisting of
two parts, a suitable lifting of the cellular basis ofHI2(2n+1)(v), and the set {[...X0X1]l1E0[X1X0...]l2 |0≤
l1 ≤ 2n;0 ≤ l2 ≤ 2n},which is a basis of I0.
12
The anti-automorphism requested will be that one in (4) of remark 2.1. Denote this anti-
automorphism as x 7→ ∗(x), for any x ∈ BI2(2n+1)(m, l). It is easy to see that ∗(.) preserves the
ideal I0, thus induce a degree two anti-automorphism on the Hecke algebra HI2(2n+1)(v) which we
also denote as ∗. By [Ge] it is easy to see, this anti-automorphism is just the one for HI2(2n+1)(v)
needed in its cellular structure. Denote the quotient morphism from BI2(2n+1)(m, l) to HI2(2n+1)(v)
as pi .
Suppose the cellular structure on HI2(2n+1)(v) as (Λ
′
,M
′
,C
′
,∗), as in definition 4.1, Where the
anti-automorphism ∗ is just the one as above. Then BI2(2n+1)(m, l) have the following cellular
structure (Λ,M,C,∗).
• (1) The anti-automorphism ∗ is the one as above.
• (2) Λ = Λ
′
∪λLK . Preserve the partial order in Λ
′
, and for any λ ∈ Λ
′
, let λLK < λ .
• (3) For λ ∈ Λ
′
, M(λ ) =M
′
(λ ); and M(λLK) = {0,1,2, ...,2n}.
• (4) For any λ ∈ Λ
′
, choose a total order ”< ” inM(λ ). For S,T ∈M(λ ) such that S< T , set
CS,T as any element in pi
−1(C
′
S,T ). For T < S, set CS,T = ∗(CT,S). For any S ∈M(λ ), choose
any DS ∈ pi
−1(C
′
S,S), then setCS,S =
1
2
[DS+∗(DS)].
• (5) For 0≤ i, j ≤ 2n , set Ci, j = [...X0X1]iE0[X1X0...] j.
Theorem 4.1. Above data (Λ,M,C,∗) defines a cellular structure on BI2(2n+1)(m, l).
Proof. (C1),(C2) of definition 4.1 are easy to show. For (C3), the statement for λ ∈Λ
′
follows
from similar statement for cellularity of the data (Λ
′
,M
′
,C
′
,∗). Now we consider the statement for
λLK .
First by definition of ∗, we have ∗(Ci, j) = ∗([...X0X1]iE0[X1X0...] j) = [...X0X1] jE0[X1X0...]i =
C j,i. Then lemma 2.3 shows there are polynomials α
X0
i, j ,α
X1
i, j without dependence on k such that:
X0(Ci,k) = ∑
2n
j=0α
X0
i, jC j,k; X1(Ci,k) = ∑
2n
j=0 α
X1
i, jC j,k.
So the cellularity is proved.
5 Definition and basic structures in cases I2(2n)
Like the case of Hecke algebras, I2(2n) type generalized BMW algebra involve more parameters.
We set Λ¯
′
= Q[v±0 ,v
±
1 , l
±
0 , l
±
1 ]. And let Λ
′
be the ring obtained by localizing Λ¯
′
at {mi = vi −
v−1i }i=0,1. On Λ
′
we also define a conjugation ¯(.) by f (v0, l0,v1, l1) = f (v
−1
0 , l
−1
0 ,v
−1
1 , l
−1
1 ). Denote
the quotient field of Λ
′
as FΛ′ . The type I2(2n) generalized BMW algebra are defined as follows.
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Definition 5.1. The type I2(2n) generalized BMW algebra BI2(2n)(ι¯) is generated by X0,E0,X1,E1
submitting to the following relations. Let ∆ = [X0X1...]2n. Let mi = vi− v
−1
i and τi =
li−l
−1
i
mi
+1 for
i= 0,1.
1)[X1X0...]2n = [X0X1...]2n. 7)[X1X0...]2n−1E0 = E0[X1X0...]2n−1.
2)Xi−X
−1
i = mi(Ei−1), i= 0,1. 8)E0[X1X0...]4k+1E0 =
m1
m0
(v−10 + l
−1
0 )E0,4k+1< n.
3)XiEi = EiXi = liEi, i= 0,1. 9)E0[X1X0...]4k+3E0 = (v
−1
0 + l
−1
0 )E0,4k+3< n.
4)E2i = τiEi, i= 0,1. 10)E1[X0X1...]4k+1E1 =
m0
m1
(v−11 + l
−1
1 )E1,4k+1< n.
5)[X0X1...]2n−1E1 = E1[X0X1...]2n−1. 11)E1[X0X1...]4k+3E1 = (v
−1
1 + l
−1
1 )E1,4k+3< n.
6)E0WE1 = E1WE0 = 0, f or any 12)∆Ei = liv
−1
i Ei, i= 0,1.
word W made f rom X±i ,Ei.
Similar with Definition 2.1,since all coefficients in above relations are in Λ
′
, it also defines a
Λ
′
algebra which we denote as B¯I2(2n)(ι). We have BI2(2n)(ι)
∼= FΛ′ ⊗Λ′ B¯I2(2n)(ι).
Remark 5.1. (1) Relation 6) corresponds to 9) for BG2k(ι) in table 2.
(2) As in the cases of BI2(2n+1)(m, l), the coefficients in the right sides of 8),9),10),11) are
first conjectured based on some test computations ,requesting the resulted algebra satisfy some
algebraic properties, then certified to be ”really nice” through further investigations. Compare to
the I2(2n+ 1) cases the algebra has two systems (v0, l0;v1, l1 ) of parameters corresponds to the
fact that the set of reflections of WI2(2n) fall into two conjugacy classes. For special cases such
that v0 = v1 = v; l0 = l1 = l, then the coefficients on the right side of 8),9),10),11) all become
v−1+ l−1.
(3) There is also a natural quotient map pi : BI2(2n)(ι¯)→HI2(2n)(v1,v2), by sending Xi to xi, and
Ei to 0 for i = 0,1. Where HI2(2n)(v1,v2) is the I2(2n) type Hecke algebra (Definition 2.2 ) , and
x0,x1 are its canonical generators.
(4) If li = 1,vi = 1 for i= 0,1 ,then the algebra BI2(2n)(ι¯) degenerate to the Brauer type algebra
BG2n(ι) for suitable parameters ι .
(5) It is evident from the definition that the map Xi 7→ Xi;Ei 7→ Ei (i= 0,1 ) extends to a degree
2 anti-automorphism of the algebra BI2(2n)(ι¯), which is denoted by J.
As Lemma 2.2 for the algebra B¯I2(2n+1)(m, l), we have the following lemma.
Lemma 5.1. For any element x ∈ B¯I2(2n)(ι¯), there are polynomials α0(x),α1(x) ∈ ∆
′
such that
E0xE0 = α0(x)E0 and E1xE1 = α1(x)E1.
Proof. The proof is the same as in the proof of Lemma 2.2.
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Corollary 5.1. The algebra BI2(2n)(ι¯) is spanned by the subset Σ0∪Σ1∪Σ
′
, where
Σ0 = {[...X0X1]i1E0[X1X0...]i2 |0≤ i1, i2 ≤ n−1},
Σ1 = {[...X1X0]i1E1[X0X1...]i2 |0≤ i1, i2 ≤ n−1},
Σ
′
= {[X0X1...]i|0≤ i≤ 2n}∪{[X1X0...] j|1≤ j ≤ 2n−1}.
Especially, we have dimF
Λ
′ BI2(2n)(ι¯)≤ 4n+2n
2.
Proof. Denote the ∆
′
submodules in BI2(2n)(ι¯) spanned by Σ0∪Σ1∪Σ
′
, Σ0 and Σ1 as V , V0
and V1 respectively. Since V contains the generators Xi,Ei,i = 0,1, if we can prove V is an ideal
then the corollary follows. The main part of the proof parallels the proof in corollary 2.1, we only
mention the place where relation 12) of Definition 5.1 is used.
The action of X0 on elements [...X0X1]2n−1E0[X1X0...] j(1≤ j ≤ 2n−1) is as follows.
X0[X1...X0X1]2n−1E0[X1X0...] j = l
−1
0 X0[X1...X0X1]2n−1X0E0[X1X0...] j = l
−1
0 [...X1X0]2n+1E0[X1X0...] j
= l−10 [X
−1
1 X
−1
0 ...X
−1
1 ]2n−1∆E0[X1X0...] j = v
−1
0 [X
−1
1 ...X
−1
0 X
−1
1 ]2n−1E0[X1X0...]i.
Where the first equlity sign is by relation 3) of Definition 5.1, and the forth equality sign is by
relation 12).
By substituting X−1i in the resulted term with Xi−miEi+mi, it is easy to show this term is in
V . Similarly we can prove
[...X0X1] jE0[X1X0...]2n−1 ·X0,X1 · [...X1X0]2n−1E1[X0X1...] j, [...X1X0] jE1[X0X1...]2n−1 ·X1 ∈V .
Above proof in fact implies that V0 and V1 are ideals.
In the following we construct two n dimensional representations of BI2(2n)(ι¯), which are to be
called the generalized Lawrence-Krammer representations of the Artin group AI2(2n). The expres-
sion is more complex than the cases of BI2(2n+1)(m, l), yet much simpler than we anticipated. Since
all complex computations turn out to be amalgamated in two polynomial sequences (essentially
determined by one generalized Fibonacci sequence ). That is one reason made us believe that these
representations are interesting and could be the correct generalization of LK representations of
types I2(2n). The following definition introduces two polynomial sequences being important for
construction of generalized LK representations and the algebra BI2(2n)(ι¯).
Definition 5.2. The two related polynomial sequences a0,a1,a2... and b0,b1,b2... are defined in-
ductively as follows.
(1) a0 = 1, a1 =m1 ; b0 = 1, b1 = m0;
(2) a2i+1 = m1b2i+b2i−1, a2i = b2i;
(3) b2i =−v
−1
0 a2i−1, b2i−1 = m0a2i−1+a2i−3.
Let ̥ : ∆
′
→ ∆
′
be the automorphism by sending l0,v0, l1,v1 to l1,v1, l0,v0 respectively. And set
a
′
i =̥(ai) and b
′
i =̥(bi) for all i.
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Remark 5.2. (1)Concretely, (b2,b3,b4, ...)= (−m1v
−1
0 ,−m0m1v
−1
0 +m1,m
2
1v
−2
0 −m0v
−1
0 , ...), (a2,a3,a4, ...)=
(−m1v
−1
0 ,−m
2
1v
−1
0 +m0,m
2
1v
−2
0 −m0v
−1
0 , ...).
(2) It isn’t hard to see those two sequences are determined by the subsequence a1,a3, ...,a2i+1, ...
and we have a2i+1 = m1b2i+ b2i−1 = −m1v
−1
0 a2i−1+(1−m0v
−1
0 )a2i−3. So this subsequence is a
generalized Fibonacci sequence.
For convenience, we set λ2i+1 =
m1
m0
(v−10 + l
−1
0 ) for i ≡ 0 mod 2, and λ2i+1 = v
−1
0 + l
−1
0 for
i≡ 1 mod 2.
Lemma 5.2. (1) For k ∈ Z>0, (l−10 + v
−1
0 )a2k+1 = ∑
k
i=0m0a2k−2iλ2i+1.
(2) ∑2ki=1 a4k+1−2il0λ2i−1+
l0+v0
m0
a4k+1 =
m1
m0
(l0+ v0).
(3) ∑2k+1i=1 a4k+3−2il0λ2i−1+
l0+v0
m0
a4k+3 = (l0+ v0).
Proof. For (1), by relations in Definition 5.2, we have
a2k+1 = m1b2k+b2k−1 = m1a2k+m0a2k−2+a2k−3 =m1a2k+m0a2k−2+m1b2k−4+b2k−5
= ...= m1a2k+m0a2k−2+m1a2k−4+m0a2k−6+ ....
From which the statement follows. For (2), we first prove the following identity (2)
′
by induc-
tion.
(2)
′
.a1m0+a3m1+ ...+a4k−1m1 = m1v0+(−v0)a4k+1.
When k = 1, the left hand side is
a1m0+a3m1 = m1m0+(−m
2
1v
−1
0 +m0)m1 =m1v0+(−m1v0+2m0m1−m
3
1v
−1
0 )
= m1v0+(−v0)a5.
Suppose (2)
′
have been proven for k ≤ K, now for k = K+1, the left hand side is
a1m0+a3m1+ ...+a4K−1m1+a4K+1m0+a4K+3m1
= m1v0+(−v0)a4K+1+a4K+1m0+a4K+3m1 = m1v0+(−v0)[−m1v
−1
0 a4K+3+(1−m0v
−1
0 )a4K+1]
= m1v0+(−v0)a4K+5.
So by (2)
′
, the left hand side of (2) is
l0
m0
(v−10 + l
−1
0 )[a1m0+a3m1+ ...+a4k−1m1]+
l0+ v0
m0
a4k+1
=
l0
m0
(v−10 + l
−1
0 )[m1v0+(−v0)a4k+1]+
l0+ v0
m0
a4k+1 =
m1
m0
(l0+ v0).
Similarly for (3) we first prove the following
(3)
′
.a1m1+a3m0+ ...+a4k+1m1 = m0v0− v0a4k+3.
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When k = 1, the left hand side is
a1m1a3m0+a5m1 = a1m1+a3v0+(−v0)[−m1v
−1
0 a5+(1−m0v
−1
0 )a3]
= m1m1+(−m
2
1v
−1
0 +m0)v0+(−v0)a7 =m0v0−a7v0.
Suppose we have proven (3)
′
for k ≤ K, for k = K+1, the left hand is
a1m1+a3m0+ ...+a4K+5m1 = a1m1+a3m0+ ...+a4K−1m0+a4K+1m1+a4K+3m0+a4K+5m1
=m0v0− v0a4K+3+a4K+3m0+a4K+5m1 = m0v0− v0[−m0v
−1
0 a4K+5+(1−m0v
−1
0 )a4K+3]
=m0v0− v0a4K+7.
So the induction is completed. Now using (3)
′
,the left hand side of (3) is
l0
m0
(l−10 + v
−1
0 )(a1m1+a3m0+ ...+a4k+1m1)+
l0+ v0
m0
a4k+3
=
l0
m0
(l−10 + v
−1
0 )(m0v0− v0a4k+3)+
l0+ v0
m0
a4k+3 = l0+ v0.
So the proof is finished.
Theorem 5.1. (1) [...X−10 X
−1
1 ]2kE0 = ∑
2k
i=0 b2k−i[...X0X1]iE0;
(2) [...X−10 X
−1
1 ]2k+1E0 = ∑
2k+1
i=0 a2k+1−i[...X0X1]iE0.
Proof. We prove the statements by inductions. First if k = 0, then
The left hand side = X−11 E0 = (X1−m1E1+m1)E0 = m1E0+X1E0 = a1E0+a0E1 = the right
hand side. When k = 0, the statement (2) is evident. Suppose we have proven when k ≤ K
statements (1) and (2) are true. Then we consider the cases when k = K + 1. First for (1),
[...X−10 X
−1
1 ]2K+2E0 = (X0−m0E0+m0) · [...X
−1
0 X
−1
1 ]2K+1E0 is the sum of three terms as follows.
A : X0 · (
2K+1
∑
i=0
a2K+1−i[...X0X1]iE0)
= X0 · (
K
∑
i=0
a2K+1−2i[...X0X1]2iE0)+X0 · (
K
∑
i=0
a2K−2i[...X0X1]2i+1E0)
= a2K+1l0E0+
K
∑
i=1
a2K+1−2i(X0)
2 · [...X0X1]2i−1E0+
K
∑
i=0
a2K−2i[...X0X1]2i+2E0
= a2K+1l0E0+
K
∑
i=1
a2K+1−2i(1+m0l0E0−m0X0) · [...X0X1]2i−1E0+
K
∑
i=0
a2K−2i[...X0X1]2i+2E0
= a2K+1l0E0+
K
∑
i=1
a2K+1−2i[...X0X1]2i−1E0+
K
∑
i=1
m0l0a2K+1−2iλ2i−1E0
−
K
∑
i=1
m0a2K+1−2i[...X0X1]2iE0+
K
∑
i=0
a2K−2i[...X0X1]2i+2E0.
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B : −m0E0(
2K+1
∑
i=0
a2K+1−i[...X0X1]iE0)
=−m0a2K+1τ0E0−
K
∑
i=1
a2K+1−2im0E0[...X0X1]2iE0−
K
∑
i=0
a2K−2im0E0[...X0X1]2i+1E0
=−m0a2K+1τ0E0−
K
∑
i=1
a2K+1−2im0l0λ2i−1E0−
K
∑
i=0
a2K−2im0λ2i+1E0.
C : m0[...X
−1
0 X
−1
1 ]2K+1E0 = ∑
2K+1
i=0 m0a2K+1−i[...X0X1]iE0.
The coefficient of E0 is
l0a2K+1+∑
K
i=1 a2K+1−2im0l0λ2i−1−m0a2K+1τ0−∑
K
i=1 a2K+1−2im0l0λ2i−1
−∑Ki=0 a2K−2im0λ2i+1+m0a2K+1 =−v
−1
0 a2K+1 = b2K+2;
the coefficient of [...X0X1]2i−1E0 is a2K+1−2i+m0a2K−2i+2 = b(2K+2)−(2i−1);
the coefficient of [...X0X1]2iE0 for K ≥ i> 0 is
a2K−2i+2−m0a2K+1−2i+m0a2K+1−2i = a2K−2i+2 = b2K+2−2i;
at last the coefficient of [...X0X1]2K+2E0 is a0 = 1 = b0. So the induction for statement (1) is
proved. For statement (2), by induction (we also need (1) for K+1 just proved) we have
X−11 · [...X
−1
0 X
−1
1 ]2K+2E0 = (X1−m1E1+m1) · (
2K+2
∑
i=0
b2K+2−i[...X0X1]iE0)
=
K+1
∑
i=0
b2K+2−2iX1 · [...X0X1]2iE0+
K
∑
i=0
b2K+2−2i−1X1 · [...X0X1]2i+1E0+
2K+2
∑
i=0
m1b2K+2−i[...X0X1]iE0
=
K+1
∑
i=0
b2K+2−2i[...X0X1]2i+1E0+
K
∑
i=0
b2K+2−2i−1(1+m1l1E1−m1X1) · [...X0X1]2iE0
+
2K+2
∑
i=0
m1b2K+2−i[...X0X1]iE0.
So the coefficient of [...X0X1]2iE0 is b2K+1−2i+m1b2K+2−2i = a2K+3−2i;
the coefficient of [...X0X1]2i+1E0 is b2k+2−2i−m1b2K+1−2i+m1b2K+2−2i−1 = b2K+2−2i = a2K+2−2i.
So the proof is finished.
Theorem 5.2. On the algebra BI2(2n)(ι¯) ,the correspondence li 7→ l
−1
i vi 7→ v
−1
i ; Xi 7→ X
−1
i ;Ei 7→ Ei
(i= 0,1) extends to a degree 2 isomorphism. We denote this automorphism as Ψ.
Proof. It is evident above correspondence keeps relations in Definition 5.1 except (8) (11).
To prove relations (8),(9) are also kept we only need to show that
(8)
′
E0[X
−1
1 X
−1
0 ...]4k+1E0 =
m1
m0
(v0+ l0)E0; (9)
′
E0[X
−1
1 X
−1
0 ...]4k+3E0 = (v0+ l0)E0.
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Now we have
E0[X
−1
1 X
−1
0 ...]4k+1E0 = E0(
4k+1
∑
i=0
a4k+1−i[...X0X1]i)E0
= a4k+1τ0E0+
2k
∑
i=1
a4k+1−2iE0[...X0X1]2iE0+
2k
∑
i=0
a4k+1−2i−1E0[...X0X1]2i+1E0
= [a4k+1(
l0− l
−1
0
m0
+1)+
2k
∑
i=1
a4k+1−2il0λ2i−1+
l−10 + v
−1
0
m0
a4k+1]E0
=
m1
m0
(v0+ l0)E0.
Where the first equality sign is by Theorem 5.1, the last equality sign is by (2) of Lemma 5.2. By
using (3) of Lemma 5.2, we can prove (9)
′
in similar way. And we can prove relations (10),(11)
are kept similarly also.
6 Generalized LK representations in cases I2(2n)
In the following table we define a n dimensional representation of BI2(2n)(ι).
Table 3
Xi ·u j X0 ·u0 = l0u0 ; X1 ·u0 = u1;
( j < n−1) X0 ·u2i−1 = u2i ; X1 ·u2i−1 = u2i−2−m1u2i−1;
X0 ·u2i = m0l0λ2i−1u0+u2i−1−m0u2i X1 ·u2i = u2i+1 ;
Xi ·un−1 X0 ·un−1 = ∑
n−1
i=0 v
−1
0 an−1−iui X1 ·un−1 = un−2−m1un−1
for n≡ 0 mod 2Z; for n≡ 0 mod 2Z;
X0 ·un−1 = m0l0λn−2u0+un−2−m0un−1 X1 ·un−1 = ∑
n−1
i=0 v
−1
0 bn−1−iui;
for n≡ 1 mod 2Z; for n≡ 1 mod 2Z ;
X−1i ·u j X
−1
0 u0 = l
−1
0 u0; X
−1
1 u0 = m1u0+u1;
( j < n−1) X−10 ·u2i−1 =−m0λ2i−1u0+m0u2i−1+u2i; X
−1
1 ·u2i−1 = u2i−2 ;
X−10 ·u2i = u2i−1; X
−1
1 ·u2i = m1u2i+u2i+1;
X−1i ·un−1 X
−1
0 ·un−1 = (v
−1
0 an−1−m0λn−1)u0 X
−1
1 un−1 = un−2
+∑n−2i=1 v
−1
0 an−1−iui+ v0un−1 for n≡ 0 mod 2Z;
for n≡ 0 mod 2Z; X−11 un−1 = ∑
n−1
i=0 v
−1
0 bn−1−iui
X−10 ·un−1 = un−2 +m1un−1
for n≡ 1 mod 2Z ; for n≡ 1 mod 2Z;
Ei ·u j E0 ·u0 = τ0u0 ; E1 ·ui = 0
E0 ·u2i−1 = λ2i−1u0 ; for any i.
E0 ·u2i = l0λ2i−1u0.
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As in [Ma2], if the set of reflections of a reflection group WΓ consists two conjugacy classes
then Marin’s generalized Krammer (LK) representation is the direct sum of two components. In
above table let V 0LK = Λ
′
< u0,u1, ...,un−1 > be the free Λ
′
module spanned by {ui}i=0,1,...,n−1.
Operators X±i ,Ei ∈ End(V
0
LK), i= 0,1 .
This representation has a n dimensional ”mirror” (Definition 6.2 ) . The sum of these two
representations has the right dimension (number of reflections ) , is our version of generalized LK
representation of the Artin group AI2(2n).
The matrix of X0,X1 are as follows when n is even.


l0 0 0 · · · 0
0 0 1 · · · 0
m0l0λ1 1 −m0 · · · 0
...
...
...
. . .
...
v−10 an−1 v
−1
0 an−2 v
−1
0 an−3 · · · v
−1
0 a0


n×n
,


0 1 · · · 0 0
1 −m1 · · · 0 0
...
...
. . .
...
...
0 0 · · · 0 1
0 0 · · · 1 −m1


n×n
Theorem 6.1. The actions in Table 3 defines a representation of the algebra BI2(2n)(ι¯) (so also a
representation of the Artin group AI2(2n)). We denote it as ρ
0
LK .
Proof. We put the proof to the last section.
The next task is to prove the irreducibility of generalized LK representations and construct
invariant bilinear forms. As in the cases of I2(2n+1), we do these by define the following operators.
Definition 6.1. On the representation space of ρ0LK , we define the following special projectors. pi =
[...X0X1]iE0[X
−1
1 X
−1
0 ...]i for i= 0,1, ...,n−1. It is easy to see the image of pi is the 1 dimensional
submodule Λ
′
vi.
Next we describe these special projectors explicitly. Suppose
pi(v j) = ai, jvi.
To describe these coefficients, we only need to consider the cases i ≤ j, because of the following
lemma.
Lemma 6.1. (1) E0[X
−1
1 X
−1
0 ...]i[...X0X1] jE0 = ai, jE0;
(2) a j,i = ai, j for any i, j.
Proof. For (1), suppose
E0[X
−1
1 X
−1
0 ...]i[...X0X1] jE0 = a
′
i, jE0,
pi(v j) = [...X0X1]iE0[X
−1
1 X
−1
0 ...]i(v j) = [...X0X1]iE0[X
−1
1 X
−1
0 ...]i[...X0X1] jv0
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= a
′
i, j[...X0X1]iv0 = a
′
i, jvi.
Compare it with the definition of ai, j we see a
′
i, j = ai, j.
For (2), to the equality E0[X
−1
1 X
−1
0 ...]i[...X0X1] jE0 = ai, jE0 we first apply the automorphism Ψ
in Theorem 5.2, which gives E0[X1X0...]i[...X
−1
0 X
−1
1 ] jE0 = ¯ai, jE0.
Then we apply the anti-automorphism J defined in (5) of remark 5.1, which gives E0[X
−1
1 X
−1
0 ...] j[...X0X1]iE0=
ai, jE0. So we proved (2).
Theorem 6.2. (1) ai,i = τ0 for any i;
(2) ai, j = l0λ j−i−1 for i< j and i− j ≡ 0 mod 2Z;
(3) The coefficients ai, j for i< j and i− j ≡ 1 mod 2Z are determined inductively as follows.
(A) a1,2i = λ2i+1+m1l0λ2i−1 for i≥ 1;
(B) a2i,2k+1 = a2i−1,2k+2−m0λ2k+1λ2i−1+m0l0λ2k−2i+1 for 2i< 2k+1;
(C) a2i+1,2k = a2i,2k+1+m1l0λ2k−2i−1.
Proof. First, (1) is true because E0[X
−1
1 X
−1
0 ...]i[...X0X1]iE0 = E
2
0 = τ0E0.
Then the statement (2) follows from
E0[X
−1
1 X
−1
0 ...]i[...X0X1] jE0 = E0[X0...X0X1]i− jE0 = l0E0[X1...X0X1]i− j−1E0 = l0λi− j−1E0.
Where the first equality sign is because i< j and i− j ≡ 0 mod 2Z.
For the statement (3), (A) follows from
E0X
−1
1 [X0...X0X1]2iE0 = E0(X1−m1E1+m1)[X0...X0X1]2iE0
= E0[X1...X0X1]2i+1E0+m1E0[X0...X0X1]2iE0 = (λ2i+1+m1l0λ2i−1)E0;
(B) follows from
E0[X
−1
1 X
−1
0 ...X
−1
0 ]2i[X1...X0X1]2k+1E0=E0[X
−1
1 X
−1
0 ...X
−1
1 ]2i−1(X0−m0E0+m0)[X1...X0X1]2k+1E0
= E0[X
−1
1 X
−1
0 ...X
−1
1 ]2i−1[X0...X0X1]2k+2E0−m0λ2k+1
¯λ2i−1E0+m0E0[X0...X0X1]2k−2i+2E0
= (a2i−1,2k+2−m0λ2k+1λ2i−1+m0l0λ2k−2i+1)E0;
(C) follows from
E0[X
−1
1 X
−1
0 ...X
−1
1 ]2i+1[X0...X1]2kE0 = E0[X
−1
1 X
−1
0 ...X
−1
0 ]2i(X1−m1E1+m1)[X0...X0X1]2kE0 =
E0[X
−1
1 X
−1
0 ...X
−1
0 ]2i[X1...X0X1]2k+1E0+m1E0[X0...X0X1]2k−2iE0 = (a2i,2k+1+m1l0λ2k−2i)E0.
Theorem 6.3. As a representation over the field FΛ′ , the representation ρ
0
LK is irreducible.
Proof. Through similar arguments as in the proof of Theorem 3.2, we see if the determinant
of the matrix M = (ai, j)n×n isn’t zero then the representation ρ
0
LK is irreducible. So we only need
to prove detM isn’t a zero function. For this sake we only need to find a set of values (l0, l1,v0,v1)
making the determinant nonzero.
Let’s have a look at this determinant when:
Fix l0 = l1 = 2; let v0 = v1 = 1+ ε such that ε is a very small positive number. When ε goes to
zero from the positive side, from those relations in theorem 6.2 we easily deduce:
21
(A) ai,i = τ0 =
2−2−1
m0
+ 1 goes to infinity, since m1 = m0 = v0− v
−1
0 goes to zero from the
positive side.
(B) λ2i+1 goes to l0+1= 3; λ2i+1 goes to l
−1
0 +1= 1.5.
(C) a1,2i goes to l0+1= 3; more generally ai, j goes to l0+1= 3 if i< j and i− j≡ 1 mod 2Z.
(D) Similarly if i> j and i− j≡ 1 mod 2Z, then ai, j goes to l
−1
0 +1= 1.5.
(E) If i< j and i− j ≡ 0 mod 2Z, then ai, j goes to l0(l0+1) = 6.
(F) If i> j and i− j ≡ 0 mod 2Z, then ai, j goes to l
−1
0 (l
−1
0 +1) = 0.75.
So we see when ε goes to 0+, the diagonal entries of the matrixM goes to infinity, yet all other
entries goes to one of numbers in {3,1.5,6,0.75}. So if ε is small enough, detM certainly can’t be
zero. So the statement is proved.
In the representation ρ0LK the symmetry in lower indices for ”0” and ”1” is strongly broken.
For example, E1 acts as zero yet E1 doesn’t. In fact applying the symmetry between ”0” and ”1”
in lower indices in Definition 5.1, we can construct another n dimensional representation ρ1LK as
follows.
Definition 6.2. (1) Let the representation space being Λ < u¯0, ..., u¯n−1 >.
(2) As for the action, in Table 4 we replace (ui;X0,X1,X
−1
0 ,X
−1
1 ,E0,E1; l0, l1,v0,v1,m0,m1)with
(u¯i;X1,X0,X
−1
1 ,X
−1
0 ,E1,E0; l1, l0,v1,v0,m1,m0) in all places .
The proof that it indeed produce a representation and irreducibility of this representation for
generic parameters is completely similar, so we omit.
Theorem 6.4. As a algebra over the field FΛ′ , the algebra BI2(2n)(ι¯) is a 4n+ 2n
2 dimensional
semisimple algebra.
Proof. We have construct two BI2(2n)(ι¯) representations: ρ
0
LK and ρ
1
LK . Using the epimor-
phism pi : BI2(2n)(ι¯) → HI2(2n)(v0,v1) introduced in (3) of Remark 5.1 (where HI2(2n)(v0,v1) is
the Hecke algebra ), every (irreducible) representation of HI2(2n)(v0,v1) provides naturally a (ir-
reducible) BI2(2n)(ι¯) representation.
Now suppose the data ι¯ = (l0, l1,v0,v1) is generic such that the representations ρ
0
LK and ρ
1
LK
are irreducible and the Hecke algebra HI2(2n)(v0,v1) is semisimple. Suppose the irreducible repre-
sentations of HI2(2n)(v0,v1) are ρ0, ...,ρN2n . Denote the BI2(2n)(ι¯) representation induced from ρi as
ρ¯i. Then since in ρ¯i (i = 1, ...,N2n) bother E0 and E1 act as zero ,and in ρ
0
LK ( ρ
1
LK ) only E1 (E0)
acts as zero, so ρ¯1, ..., ρ¯N2n ,ρ
0
LK ,ρ
1
LK are different irreducible representations. ByWedderburn-Artin
theorem, there is
∑
N2n
i=0(dim ρ¯i)
2 = ∑
N2n
i=0(dimρi)
2 = dimHI2(2n)(v0,v1) = 4n.
Using Wedderburn-Artin theorem again we have
dimBI2(2n)(ι¯)≥ ∑
N2n
i=0(dim ρ¯i)
2+(dimρ0LK)
2+(dimρ1LK)
2 = 4n+2n2.
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So combine corollary 5.1 we proved for generic parameters dimBI2(2n)(ι¯) = 4n+ 2n
2, and at
the same time the semisimplicity of BI2(2n)(ι¯).
We can prove the following theorem in the same way as the proof of Theorem 3.3.
Theorem 6.5. For any parameters dimBI2(2n)(ι¯) = 4n+2n
2.
In the same way as the cases I2(2n+1) we construct a AI2(2n) invariant bilinear form on the rep-
resentation spaceV 0LK as follows. For any element f (l0, l1,v0,v1)∈ λ
′
, set f = f (l−10 , l
−1
1 ,v
−1
0 ,v
−1
1 ).
It is evident the map f 7→ f is a degree 2 automorphism of Λ
′
which may be called conjugation.
And we have mi =−mi.
Definition 6.3. Recall the polynomials ai, j defined by those special projectors pi. On the represen-
tation space V 0LK = Λ
′
< u0,u1, ...,un−1 > ,we set
(ui,u j) = a j,i = ai, j,
then extend it to be a quasi bilinear form (−,−) :V 0LK ×V
0
LK → Λ
′
.
Theorem 6.6. The bilinear form (−,−) defined in Definition 6.3 is AI2(2n) invariant.
Proof. We only need to show (Xkui,u j) = (ui,X
−1
k u j) for any k = 0,1, 0 ≤ i, j ≤ n−
1. First, because pi(u j) = ai, jui, so for any x = ∑
n−1
i=0 µ ju j ∈ BG2n(ι¯), pi(x) = ∑
n−1
j=0 µ jai, jui =
∑n−1j=0 µ j(u j,ui)ui = (x,ui)ui. So we have p j(Xkui) = (Xkui,u j)u j. From
p j(Xkui) = [...X0X1] jE0[X
−1
1 X
−1
0 ...] jXk[...X0X1]iu0 = (Xkui,u j)[...X0X1] jE0u0, we see
E0[X
−1
1 X
−1
0 ...] jXk[...X0X1]iE0 = (Xkui,u j)E0.
Apply the automorphism Ψ in Theorem 5.2 to both sides get
E0[X1X0...] jX
−1
k [...X
−1
0 X
−1
1 ]iE0 = (Xkui,u j)E0.
Then apply the anti-automorphism J in (5) of Remark 5.1 we get
E0[X
−1
1 X
−1
0 ...]iX
−1
k [...X
−1
0 X
−1
1 ] jE0 = (Xkui,u j)E0.
But at the same time we have E0[X
−1
1 X
−1
0 ...]iX
−1
k [...X
−1
0 X
−1
1 ] jE0 = (X
−1
k u j,ui)E0, so we get
(Xkui,u j) = (X
−1
k u j,ui), which implies (Xkui,u j) = (ui,X
−1
k u j).
7 Cellular structures for BI2(2n)(ι¯)
In this section we show the algebra BI2(2n)(ι¯) has natural cellular structures. The construction is
completely similar with the cases of BI2(2n+1)(m, l). Recall there is a natural quotient map pi :
BI2(2n)(ι¯) → HI2(2n)(v0,v1) in (3) of Remark 5.1. It is known the Hecke algebra HI2(2n)(v1,v2)
has a cellular structure [Ge]. Roughly speaking, the cellular basis of BI2(2n)(ι¯) is a lifting of a
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cellular basis of HI2(2n)(v1,v2) together with the set {[...X0X1]i1E0[X1X0...]i2 |0 ≤ i1, i2 ≤ n− 1}∪
{[...X1X0]i1E1[X0X1...]i2 |0≤ i1, i2 ≤ n−1}.
Suppose the Hecke algebra HI2(2n)(v1,v2) has a cellular strucutre (Λ
”,M”,C”,∗), as in Defini-
tion 4.1. For the anti-automorphism needed for a cellular structure we use the anti-automorphism
J introduced in (5) of Definition 5.1. In this section we denote J(x) as ∗(x). Denote the ideal of
BI2(2n)(ι¯) generated by E0,E1 as I0. It is easy to see I0 is stable under the action of ∗ (or J ), so J
induce the anti-automorphism ∗ on the quotient BI2(2n)(ι¯)/I0
∼= HI2(2n)(v1,v2).
Now the cellular structure (Λ,M,C,∗) of BI2(2n)(ι¯) is as follows.
(1) The anti-automorphism ∗ is the J in (5) of Definition 5.1.
(2) Λ = Λ” ∪{λ 0LK ,λ
1
LK}. Keep the partial order in Λ
”, and for any λ ∈ Λ”, let λ iLK < λ for
i= 0,1.
(3) For λ ∈ Λ”, let M(λ ) =M”(λ ) ; and let M(λ iLK) = {0,1,2, ...,n−1} for i= 0,1.
(4) For any λ ∈ Λ”, choose a total order ” < ” in M(λ ). For S,T ∈M(λ ) such that S < T , set
CS,T as any element in pi
−1(C”S,T ). For T < S, set CS,T = ∗(CT,S). For any S ∈ M(λ ), choose an
element DS ∈ pi
−1(C”S,S), and set CS,S =
1
2
[DS+∗(DS)].
(5) For λ 0LK , and i, j ∈M(λ
0
LK) = {0,1,2, ...,n−1}, set Ci, j = [...X0X1]iE0[X1X0...] j;
for λ 1LK , and i, j ∈M(λ
1
LK) = {0,1,2, ...,n−1}, set Ci, j = [...X1X0]iE1[X0X1...] j.
Theorem 7.1. Above data (Λ,M,C,∗) is a cellular structure for BI2(2n)(ι¯).
Proof. The theorem is proved in a similar way with the proof of Theorem 4.1.
8 Generalized BMW type algebras for any Coxeter matrixes
Definition 8.1. Let Γ = (mi, j)n×n be a Coxeter matrix. The generalized BMW type algebra BΓ(ι¯)
is defined as follows.
(1) The data ι¯ = {l1,v1, l2,v2, ..., ln,vn}, such that, li = l j and vi = v j if mi, j is odd. Set mi =
vi− v
−1
i and τi =
li−l
−1
i
mi
+1.
Table 4: Relations for BΓ(ι¯)
Single i (1) Xi−X
−1
i = mi(Ei−1) , (2) XiEi = EiXi = liEi,
(3) E2i = τiEi;
mi, j = 2 (4) XiX j = X jXi, (5) EiE j = E jEi, (6) XiE j = E jXi;
mi, j = 2l+1 (7) [XiX j...]2l+1 = [X jXi...]2l+1 , (8) [XiX j...]2lEi = E j[XiX j...]2l ,
(9) Ei[X jXi...]2k−1Ei = l
−1
i Ei for 1≤ k ≤ l;
mi, j = 2l (10) [XiX j...]2l−1E j = E j[XiX j...]2l−1, (11) ∆i, jEi = liv
−1
i Ei,
(12) Ei[X jXi...]4k+1Ei =
m j
mi
(v−1i + l
−1
i )Ei for 4k+1< l,
(13) Ei[X jXi...]4k+3Ei = (v
−1
i + l
−1
i )Ei for 4k+3< l,
(14) EiWE j = 0 for any wordW made from X
±
i ,X
±
j ,Ei,E j.
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(2) The set of generators is {Xi,X
−1
i ,Ei}i=1,2,...,n . For mi, j be even, set ∆i, j = [XiX j...]mi, j .
(3) Relations are in the above Table 4.
For comparison we present the definition of the generalized Brauer type algebra BΓ(ι) defined
in [Ch1].
Definition 8.2. Let Γ = (mi, j)n×n be a Coxeter matrix. The type Γ Brauer type algebra BrΓ(ι) is
defined as follows.
Relations for BrΓ(ι)
Single i (1)S2i = 1, (2) SiEi = EiSi = Ei, (3) E
2
i = τiEi;
mi, j = 2 (4) SiS j = S jSi, (5) EiE j = E jEi, (6) SiE j = E jSi;
mi, j = 2l+1 (7) [SiS j...]2l+1 = [S jSi...]2l+1, (8) [SiS j...]2nEi = E j[SiS j...]2n,
(9) Ei[S jSi...]2k−1Ei = µiEi;
mi, j = 2l (10) [SiS j...]2l−1E j = E j[SiS j...]2l−1 = E j,
(11) Ei[S jSi...]4k+1Ei = (2µ j)Ei if l is even, and 4k+1< l,
(11)
′
Ei[S jSi...]4k+1Ei = (µi+µ j)Ei if l is odd 4k+1< l,
(12) Ei[S jSi...]4k+3Ei = (2µi)Ei if l is even, and 4k+3< l,
(12)
′
Ei[S jSi...]4k+3Ei = (µi+µ j)Ei if l is odd 4k+3< l,
(13) EiWE j = 0 for any wordW mode from Si,Ei,S j,E j.
(1) The data ι = {τi,µi}i=1,2,...,n such that τi = τ j and µi = µ j if mi, j is odd.
(2) The set of generators is {Si,Ei}i=1,2,...,n .
(3) The relations is in the following table.
9 Proofs
The proof of Theorem 3.1: We need to prove above actions of X±0 ,X
±
1 ,E0,E1 satisfy all ten relations
in Definition 2.1 and XiX
−1
i = idVG2n+1 .
Denote the operator [X0...X1X0]2n+1 and [X1...X0X1]2n+1 as ∆1 and ∆2 respectively.
First, the relations (2),(3),(4),(5),(6) can be checked by simple computations. To prove the
relation (1) is to prove ∆1 = ∆2. By computation of the cases for small n’s, we found both ∆1 and
∆2 might equal the following operator ∆0:
∆0(v0) = lv2n;
∆0(v1) = mlv0+ lv2n−1−mlv2n;
∆0(v2) = mlv1+ lv2n−2−mlv2n−1;
∆0(v3) = mlv0+mlv2+ lv2n−3−mlv2n−2−mlv2n;
......
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∆0(v2k+1) = ml
k
∑
i=0
v2i+ lv2n−2k−1−ml
k
∑
i=0
v2n−2i i f 2k+1≤ n;
∆0(v2k+1) = ml
n−k−1
∑
i=0
v2i+ lv2n−2k−1−ml
n−k−1
∑
i=0
v2n−2i i f 2k+1> n
∆0(v2k) = ml
k−1
∑
i=0
v2i+1+ lv2n−2k−ml
k−1
∑
i=0
v2n−2i−1 i f 2k ≤ n
∆0(v2k) = ml
n−k−1
∑
i=0
v2i+1+ lv2n−2k−ml
n−k−1
∑
i=0
v2n−2i−1 i f 2k > n.
We present the matrixes of 2n+1= 5,7 cases to show what ∆0 looks like.


0 0 0 0 l
ml 0 0 l −ml
0 ml l −ml 0
ml l 0 0 −ml
l 0 0 0 0


,


0 0 0 0 0 0 l
ml 0 0 0 0 l −ml
0 ml 0 0 l −ml 0
ml 0 ml l −ml 0 −ml
0 ml l 0 0 −ml 0
ml l 0 0 0 0 −ml
l 0 0 0 0 0 0


Then we prove for any fixed n, ∆1(vi) = ∆2(vi) = ∆0(vi) by induction on i as follows.
First, when i= 0,
∆1(v0) = [X0...X1X0]2n+1v0 = lv2n = ∆0(v0);
∆2(v0) = [X1...X0X1]2n+1v0 = X1(v2n) = lv2n = ∆0(v0).
When i= 1,
∆1(v1) = [X0...X0]2n+1X1v0 = X0X1(v2n) = lX0(v2n)
= l(mv0−mv2n+ v2n−1) = ∆0(v1);
∆2(v1) = [X1...X0X1]2n+1X1v0 = [X1...X0]2nX
2
1 v0 = [X1...X0]2n(1+mlE1−mX1)v0
= l[X1...X1]2n−1v0+mlv0−mX1[X0...X1]2nv0 = lv2n−1+mlv0−mlv2n = ∆0(v1).
So the statement is true for i= 0,1. Now assume we have proved the statement for i< L. Then we
use the following identities to prove the statement for i= L inductively.
(1)∆2(v2k) = [X1...X1]2n+1[X0...X1]2kv0 = X1[X0...X0]2n+1[X1...X1]2k−1v0
= X1[X0...X1X0]2n+1v2k−1 = X1∆1(v2k−1).
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(2)∆2(v2k+1) = [X1...X1]2n+1[X1...X1]2k+1v0 = [X1...X0]2n(1+mlE1−mX1)[X0...X1]2kv0
= [X1...X0]2n[X0...X1]2kv0+mlv0−m[X1...X1]2n+1[X0...X1]2kv0
= X−10 [X0...X1X0]2n+1v2k+mlv0−m[X1...X0X1]2n+1v2k
= X−10 ∆1(v2k)+mlv0−m∆2(v2k).
(3)∆1(v2k) = [X0...X1X0]2n+1[X0...X1]2kv0
= [X0...X0X1]2n(1+mlE0−mX0)[X1...X1]2k−1v0
= X−11 [X1...X0X1]2n+1v2k−1+mv2n−m[X0...X1X0]2n+1v2k−1
= X−11 ∆2(v2k−1)+mv2n−m∆1(v2k−1).
(4)∆1(v2k+1) = [X0...X1X0]2n+1[X1...X0X1]2k+1v0 = X0[X1...X0X1]2n+1[X0...X0X1]2kv0
= X0[X1...X0X1]2n+1v2k = X0∆2(v2k).
The induction is divided into the following four cases.
Case L= 2k ≤ n+1. By above equality (1),
∆2(vL) = X1∆1(v2k−1) = X1∆0(v2k−1) = X1(ml
k−1
∑
i=0
v2i+ lv2n−2k+1−ml
k−1
∑
i=0
v2n−2i)
=ml
k−1
∑
i=0
v2i+1+ lX
2
1 v2n−2k−ml
k−1
∑
i=1
v2n−2i+1−ml
2v2n
=ml
k−1
∑
i=0
v2i+1+ lv2n−2k−ml
k−1
∑
i=0
v2n−2i−1 = ∆0(v2k).
Where we used
lX21 v2n−2k = l(mlE1−mX1+1)v2n−2k = ml
2v2n−mlv2n−2k+1+ lv2n−2k.
By above equality (3) and by induction,
∆1(vL) = X
−1
1 ∆2v2k−1+mv2n−m∆1v2k−1 = X
−1
1 ∆0v2k−1+mv2n−m∆0v2k−1
= X1∆0v2k−1+mv2n−mE1∆0v2k−1 = X1(ml
k−1
∑
i=0
v2i+ lv2n−2k+1−ml
k−1
∑
i=0
v2n−2i)
+mv2n−mE1(ml
k−1
∑
i=0
v2i+ lv2n−2k+1−ml
k−1
∑
i=0
v2n−2i)
= ml
k−1
∑
i=0
v2i+1+ lX
2
1 v2n−2k−ml
k−1
∑
i=1
v2n−2i+1−ml
2v2n
+mv2n−m
2lkv2n+m
2l(k−1)v2n+m
2lτv2n−ml
2v2n
= ml
k−1
∑
i=0
v2i+1+ lv2n−2k−ml
k−1
∑
i=0
v2n−2i−1+(−m
2l+m2lτ +m−ml2)v2n = ∆0(v2k).
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Case L= 2k > n+1. By using above equality (1),(3) and by induction,
∆2(v2k) = X1∆1(v2k−1) = X1∆0(v2k−1) = X1(ml
n−k
∑
i=0
v2i+ lv2n−2k+1−ml
n−k
∑
i=0
v2n−2i)
= ml
n−k
∑
i=0
v2i+1+ lX
2
1 v2n−2k−ml
n−k
∑
i=1
v2n−2i+1−ml
2v2n
= ml
n−k
∑
i=0
v2i+1+ml
2v2n−mlv2n−2k+1+ lv2n−2k−ml
n−k
∑
i=1
v2n−2i+1−ml
2v2n
= ml
n−k−1
∑
i=0
v2i+1+ lv2n−2k−ml
n−k−1
∑
i=0
v2n−2i−1 = ∆0(v2k).
∆1(v2k) = X1∆2v2k−1+mv2n−mE1∆1v2k−1 = X1(ml
n−k
∑
i=0
v2i+ lv2n−2k+1−ml
n−k
∑
i=0
v2n−2i)
+mv2n−mE1(ml
n−k
∑
i=0
v2i+ lv2n−2k+1−ml
n−k
∑
i=0
v2n−2i)
= ml
n−k
∑
i=0
v2i+1+ lX
2
1 v2n−2k−ml
n−k
∑
i=1
v2n−2i+1−ml
2v2n
+mv2n−m
2l(n− k+1)v2n−ml
2v2n+m
2l(n− k)v2n+m
2lτv2n
= ml
n−k−1
∑
i=0
v2i+1+ lv2n−2k−ml
n−k−1
∑
i=0
v2n−2i−1+(m−ml
2−m2l+m2lτ)v2n
= ∆0(v2k).
Case L= 2k+1≤ n. By using above equality (2) ,(4) and by induction,
∆2(v2k+1) = X0[X0...X1X0]2n+1v2k+mlv0−mE0[X1...X0X1]2n+1v2k
= X0(ml
k−1
∑
i=0
v2i+1+ lv2n−2k−ml
k−1
∑
i=0
v2n−2i−1)+mlv0
−mE0(ml
k−1
∑
i=0
v2i+1+ lv2n−2k−ml
k−1
∑
i=0
v2n−2i−1)
= ml
k−1
∑
i=0
v2i+2+ l(mv0−mv2n−2k+ v2n−2k−1)−ml
k−1
∑
i=0
v2n−2i+mlv0
−m2ll−1kv0−mlv0+m
2ll−1kv0
= ml
k
∑
i=0
v2i+ lv2n−2k−1−ml
k
∑
i=0
v2n−2i = ∆0(v2k+1).
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∆1(v2k+1) = X0[X1...X0X1]2n+1v2k = X0∆0v2k = X0(ml
k−1
∑
i=0
v2i+1+ lv2n−2k−ml
k−1
∑
i=0
v2n−2i−1)
= ml
k−1
∑
i=0
v2i+2+ l(mv0−mv2n−2k+ v2n−2k−1)−ml
k−1
∑
i=0
v2n−2i
= ml
k
∑
i=0
v2i+ lv2n−2k−1−ml
k
∑
i=0
v2n−2i = ∆0(v2k+1).
Case L= 2k+1> n. By using above equality (2) ,(4) and by induction,
∆2(v2k+1) = X0[X0...X1X0]2n+1v2k+mlv0−mE0[X1...X0X1]2n+1v2k
= X0(ml
n−k−1
∑
i=0
v2i+1+ lv2n−2k−ml
n−k−1
∑
i=0
v2n−2i−1)+mlv0
−mE0(ml
n−k−1
∑
i=0
v2i+1+ lv2n−2k−ml
n−k−1
∑
i=0
v2n−2i−1)
= ml
n−k−1
∑
i=0
v2i+2+ l(mv0−mv2n−2k+ v2n−2k+1)−ml
n−k−1
∑
i=0
v2n−2i
+mlv0−m
2ll−1(n− k)v0−mlv0+m
2ll−1(n− k)v0
= ml
n−k−1
∑
i=0
v2i+ lv2n−2k−1−ml
n−k−1
∑
i=0
v2n−2i = ∆0(v2k+1).
∆1(v2k+1) = X0[X1...X0X1]2n+1v2k = X0∆0(v2k)
= X0(ml
n−k−1
∑
i=0
v2i+1+ lv2n−2k−ml
n−k−1
∑
i=0
v2n−2i−1)
= ml
n−k−1
∑
i=0
v2i+2+ l(mv0−mv2n−2k+ v2n−2k−1)−ml
n−k−1
∑
i=0
v2n−2i
= ml
n−k−1
∑
i=0
v2i+ lv2n−2k−1−ml
n−k−1
∑
i=0
v2n−2i = ∆0(v2k+1).
So the theorem is proved.
The proof of Theorem 3.2: Since pk(vd)=E0[X
−1
1 X
−1
0 ...]k[...X0X1]dE0vk by lemma 2.2, to compute
these operators, we only need to determine E0[X
−1
1 X
−1
0 ...]k[...X0X1]dE0 which we set as Zk,d .
Case 1. (k = d) Zk,d = E
2
0 = τE0.
Case 2. (k−d ≡ 0 mod 2,k > d)
Zk,d = E0[X
−1
1 X
−1
0 ...X
−1
0 ]k−dE0 = l
−1E0[X
−1
1 X
−1
0 ...X
−1
1 ]k−d−1E0
= l−1lE0 = E0.
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Case 3. (k−d ≡ 0 mod 2,k < d)
Zk,d = E0[X0...X0X1]d−kE0 = lE0[X1...X0X1]d−k−1E0
= ll−1E0 = E0.
Case 4. (k−d ≡ 1 mod 2,k = 0) Z0,d = E0[X1X0...X1]dE0 = l
−1E0.
Case 5. (k−d ≡ 1 mod 2,k < 2n,d = 2n−1)
Zk,2n−1 = E0[X
−1
1 X
−1
0 ...X
−1
0 ]k[X1...X0X1]2n−1E0 = E0[X
−1
1 ...X
−1
0 X
−1
1 ]k−1X
−2
0 E1E0
= E0[X
−1
1 ...X
−1
0 X
−1
1 ]k−1(1−ml
−1E0+mX
−1
0 )E1E0 = l
−1E0[X
−1
1 X
−1
0 ...X
−1
0 ]k−2E1E0
−ml−1E0[X
−1
1 ...X
−1
0 X
−1
1 ]k−1E0+mE0[X
−1
1 X
−1
0 ...X
−1
0 ]kE1E0
= l−1E0[X0...X0X1]2n−k+2E0−ml
−1lE0+mE0[X0...X0X1]2n−kE0 = l
−1E0
Now we construct a kind of induction process for cases k−d ≡ 1 mod 2,k ≡ 0 mod 2,k ≥ 2.
Zk,d = E0[X
−1
1 X
−1
0 ...X
−1
0 ]k[X
−1
0 ...X
−1
1 X
−1
0 ]2n−d [X0...X0X1]2nE0
= E0[X
−1
1 X
−1
0 ...X
−1
1 ]k−1X
−2
0 [X
−1
1 ...X
−1
1 X
−1
0 ]2n−d−1E1E0
= E0[X
−1
1 X
−1
0 ...X
−1
1 ]k−1(1−ml
−1E0+mX
−1
0 )[X
−1
1 ...X
−1
1 X
−1
0 ]2n−d−1E1E0
= E0[X
−1
1 X
−1
0 ...X
−1
0 ]k−2X
−2
1 [X
−1
0 ...X
−1
1 X
−1
0 ]2n−d−2E1E0−ml
−1lE0[X
−1
1 ...X
−1
1 X
−1
0 ]2n−d−1E0
+mE0[X
−1
1 X
−1
0 ...X
−1
1 ]k−1X
−1
0 [X
−1
1 ...X
−1
1 X
−1
0 ]2n−d−1E1E0
= Term1+Term2+Term3,
where we suppose
Term1 = E0[X
−1
1 X
−1
0 ...X
−1
0 ]k−2X
−2
1 [X
−1
0 ...X
−1
1 X
−1
0 ]2n−d−2E1E0,
Term2 =−ml
−1lE0[X
−1
1 ...X
−1
1 X
−1
0 ]2n−d−1E0,
Term3 = mE0[X
−1
1 X
−1
0 ...X
−1
1 ]k−1X
−1
0 [X
−1
1 ...X
−1
1 X
−1
0 ]2n−d−1E1E0.
Now the second term
Term2 =−ml
−1lE0[X
−1
1 ...X
−1
1 X
−1
0 ]2n−d−1E0 =−mE0[X0...X0X1]d+1E0
=−mlE0[X1...X0X1]dE0 =−mE0.
For the third term, if k < d,
Term3 = mE0[X
−1
1 X
−1
0 ...X
−1
1 ]k−1X
−1
0 [X
−1
1 ...X
−1
1 X
−1
0 ]2n−d−1E1E0
= mE0[X
−1
1 ...X
−1
1 X
−1
0 ]2n+k−d−1E1E0 =mE0[X0...X0X1]d+1−kE0
= mlE0[X1...X0X1]d−kE0 = mE0 i f k < d.
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In case of k = d+1, we have
Term3 = mE0[X
−1
1 ...X
−1
1 X
−1
0 ]2n+k−d−1E1E0 = mE0[X
−1
1 ...X
−1
1 X
−1
0 ]2n[X0....X1]2nE0 = mτE0.
In case of k > d+1, we have
Term3 = mE0[X
−1
1 ...X
−1
1 X
−1
0 ]2n+k−d−1E1E0 = mE0[X
−1
1 ...X
−1
1 X
−1
0 ]2n+k−d−1[X0....X1]2nE0
= mE0[X
−1
1 ...X
−1
1 X
−1
0 ]k−d−1E0 =ml
−1E0[X
−1
1 ...X
−1
0 X
−1
1 ]k−d−2E0 = mE0.
Then we compute the first term. First if k ≤ d+1,
Term1 = E0[X
−1
1 X
−1
0 ...X
−1
0 ]k−2X
−2
1 [X
−1
0 ...X
−1
1 X
−1
0 ]2n−d−2E1E0
= E0[X
−1
1 X
−1
0 ...X
−1
0 ]k−2(1−ml
−1E1+mX
−1
1 )[X
−1
0 ...X
−1
1 X
−1
0 ]2n−d−2E1E0
= E0[X
−1
1 X
−1
0 ...X
−1
1 ]k−3X
−2
0 [X
−1
1 ...X
−1
1 X
−1
0 ]2n−d−3E1E0
−ml−1E0[X
−1
1 X
−1
0 ...X
−1
0 ]k−2E1[X
−1
0 ...X
−1
1 X
−1
0 ]2n−d−2E1E0+mE0[X
−1
1 X
−1
0 ...X
−1
1 X
−1
0 ]2n+k−d−3E1E0
= E0[X
−1
1 X
−1
0 ...X
−1
0 ]k−2[X1...X0X1]d+2E0−ml
−1lE0[X0...X0X1]2n−k+2E0+mE0[X0...X0X1]d+3−kE0
= E0[X
−1
1 X
−1
0 ...X
−1
0 ]k−2[X1...X0X1]d+2E0 = Zk−2,d+2.
If k = d+3,
Term1 = E0[X
−1
1 X
−1
0 ...X
−1
0 ]k−2[X1...X0X1]d+2E0−ml
−1lE0[X0...X0X1]2n−k+2E0
+mE20 = Zk−2,d+2+m(τ−1)E0 = Zk−2,d+2+(l− l
−1)E0.
If k > d+3,
Term1 = E0[X
−1
1 X
−1
0 ...X
−1
1 ]k−3X
−2
0 [X
−1
1 ...X
−1
1 X
−1
0 ]2n−d−3E1E0
−ml−1E0[X
−1
1 X
−1
0 ...X
−1
0 ]k−2E1[X
−1
0 ...X
−1
1 X
−1
0 ]2n−d−2E1E0+mE0[X
−1
1 X
−1
0 ...X
−1
1 X
−1
0 ]2n+k−d−3E1E0
= E0[X
−1
1 X
−1
0 ...X
−1
0 ]k−2[X1...X0X1]d+2E0−ml
−1lE0[X0...X0X1]2n−k+2E0
+mE0[X
−1
1 ...X
−1
1 X
−1
1 ]k−d−3E0 = Zk−2,d+2.
So we have the following inductive equalities.
Zk,d =


Zk−2,d+2, k < d;
Zk−2,d+2+(l− l
−1)E0, k = d+1;
Zk−2,d+2+(l− l
−1)E0, k = d+3;
Zk−2,d+2, k > d+3.
Suppose k is even, and d is odd. By using above computations repeatedly we have
(1) if k < d and k+d ≥ 2n−1 ,then
Zk,d = Zk−2,d+2 = ...= Zk+d−2n+1,2n−1 = l
−1E0 by case 5.
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(2) if k < d and k+d < 2n−1 , then
Zk,d = Zk−2,d+2 = ...= Z0,k+d = l
−1E0 by case 4.
(3) if k > d+3 and k−d ≡ 3 mod 4, suppose k−d = 4l+3, then
Zk,d = Zk−2,d+2 = ...= Z2l+d+3,2l+d = Z2l+d+1,2l+d+2+(l− l
−1)E0
= l−1E0+(l− l
−1)E0 = lE0 by above (1) and (2) ;
(4) if k > d+3 and k−d ≡ 1 mod 4, suppose k−d = 4l+1, then
Zk,d = Zk−2,d+2 = ...= Z2l+d+1,2l+d = Z2l+d−1,2l+d+2+(l− l
−1)E0
= l−1E0+(l− l
−1)E0 = lE0 by above (1) and (2) ;
(5) Zd+3,d = Zd+1,d+2+(l− l
−1)E0 = lE0;
(6) Zd+1,d = Zd−1,d+2+(l− l
−1)E0 = lE0.
So we have proved the cases k be even and d be odd. Now the cases k being odd and d being
even follows easily from the following identity
φ ◦ψ(Zk,d) = Zd,k
where the map ψ and φ are introduced in (5) and (3) of Remark 2.1. So finish the proof.
The proof of Theorem 6.1: We need to show the operators defined in Table 4 satisfy all relations
in Definition 5.1. The proof for relations 4),5),6),8),9),10,11) are easy so we omit. The relation
7) follows from relation 1),2). So we only need to check relations 1),2),3),12). First let’s see
relation 3). The cases X1E1 = l1E1 = E1X1 and X0E0 = l0E0 are evident. So in this case we only
need to prove E0X0 = l0E0 is satisfied. We prove for any d, E0(X0 ·ud) = l0E0 ·ud .
Case 1 (d = 2i−1< n−1). E0X0u2i−1 = E0u2i = l0λ2i−1u0; l0E0u2i−1 = l0λ2i−1u0.
Case 2 (d = 2i< n−1).
E0X0u2i = E0(m0l0λ2i−1u0+u2i−1−m0u2i)
= (m0l0λ2i−1τ0+λ2i−1−m0l0λ2i−1)u0 = λ2i−1(m0l0
l0− l
−1
0
m0
+1)u0 = l
2
0λ2i−1u0;
l0E0u2i = l
2
0λ2i−1u0.
Case 3 ( d = n−1 and n is odd ). The check is the same as Case 2.
Case 4 ( d = n−1 and n is even ). Suppose n= 2k. l0E0un−1 = l0λ2k−1u0;
E0X0un−1 =
2k−1
∑
i=0
v−10 a2k−1−iE0ui =
k−1
∑
i=0
v−10 a2k−1−2iE0u2i+
k
∑
i=1
v−10 a2k−2iE0u2i−1
= v−10 a2k−1τ0u0+
k−1
∑
i=1
v−10 l0a2k−1−2iλ2i−1u0+
k
∑
i=1
v−10 a2k−2iλ2i−1u0.
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Coefficient of the last term ∑ki=1 v
−1
0 a2k−2iλ2i−1 = ∑
k−1
i=0 v
−1
0 a2(k−1)−2iλ2i+1 =
l−10 +v
−1
0
m0
a2k−1 by (1) of
Lemma 5.2. For computation of the second term we need to consider the following two cases.
Case 4(1) (k = 2l+1 been odd). We have
k−1
∑
i=1
l0a2k−1−2iλ2i−1 =
2l
∑
i=1
a4l+1−2iλ2i−1 =
m1
m0
(l0+ v0)−
l0+ v0
m0
a4l+1
by (2) of Lemma 5.2. So
E0X0un−1 = v
−1
0 a2k−1τ0u0+ v
−1
0 [
m1
m0
(l0+ v0)−
l0+ v0
m0
a2k−1]u0+ v
−1
0
l−10 + v
−1
0
m0
a2k−1u0
= l0
m1
m0
(l−10 + v
−1
0 )u0 = l0λ2k−1u0.
So this case is proved.
Case 4(2) (k = 2l been even ). We have
k−1
∑
i=1
l0a2k−1−2iλ2i−1 =
2l−1
∑
i=1
l0a4l−1−2iλ2i−1 =
2(l−1)+1
∑
i=1
l0a4(l−1)+3−2iλ2i−1
= (l0+ v0)−
l0+ v0
m0
a2k−1.
So there is
E0X0un−1 = v
−1
0 a2k−1τ0+ v
−1
0 [(l0+ v0)−
l0+ v0
m0
a2k−1]+ v
−1
0
l−10 + v
−1
0
m0
a2k−1
= l0(l
−1
0 + v
−1
0 )u0 = l0λ2k−1u0.
So finish proof of this case.
The proof for relation 3) is also easy so we omit.
At last we prove the key relations 1) and 12) at the same time. Set
wi = [...X
−1
0 X
−1
1 ]iu0(= (...(X
−1
0 · (X
−1
1 ·u0))...),
where X−1j ’s are operators defined in Table 4. We have proven the operators Xi,X
−1
i ,Ei (i = 0,1)
satisfy relations in 1),7),12). Now in the proof of Theorem 5.1 we only use relations other
1),7),12), which means Theorem 5.1 also holds for those operators in Table 4, equivalently we
can prove the following facts in the same way:
(A) w2k = ∑
2k
i=0 b2k−iui;
(B) w2k+1 = ∑
2k+1
i=0 a2k+1−iui.
We need to divide the left proof into two cases, through an analysis of iterated action of the
operator X0X1.
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Case (A) (n = 2k been even ) From Table 4 we directly see u2i = (X0X1)
iu0, (0 ≤ i ≤ k− 1).
Then we have a look at (X0X1)u2k−2 = (X0X1)
ku0. First we have X1u2k−2 = u2k−1. Then a check of
Table 4 shows X0X1u2k−1 = X0un−1 = ∑
2k−1
i=0 v
−1
0 a2k−1−iui = v
−1
0 w2k−1 by above (B). So we have
proved [...X0X1]nu0 = v
−1
0 [...X
−1
0 X
−1
1 ]n−1u0, which implies [...X0X1]2n−1u0 = v
−1
0 u0, which implies
further ∆u0 = [...X1X0]2nu0 = l0v
−1
0 u0.
So we have (X0X1)un−2 = v
−1
0 wn−1. Repeat the action of X0X1 again we have
(X0X1)
k+1u0=(X0X1)
2un−2= v
−1
0 wn−3, ...,(X0X1)
n−1u0= v
−1
0 w1= v
−1
0 X
−1
1 u0, and (X0X1)
nu0=
l0v
−1
0 u0. Which form a ” cycle” but the result is a multiplication of the constant l0v
−1
0 . The elements
appear in the cycle is
u0,u2,u4, ...,un−2(= u2k−2),wn−1,wn−3, ...,w1. (∗)
The action of X0X1 send every element in this sequence to a constant multiple of the next one
(X0X1w1 = l0u0 ) . So for any element X in this sequence we have the same identity ∆X = l0v
−1
0 X .
Next we see the transformation matrix from the basis u0,u1, ...,un−1 to
u0,w1,u2,w3, ...,un−2,wn−1 is a upper triangular matrix whose diagonal entries are all 1. So the
sequence (α) is also a basis of the representation space, thus we have ∆ = l0v
−1
0 In. So we have
[...X1X0]2n = X1[...X0X1]2nX
−1
1 = l0v
−1
0 In = [...X0X1]2n.
Relation 12) follows immediately also.
Case (B) (n = 2k+1 been odd ) Proof this this case is similar so we omit the details. We still
prove it by analysis the action of X0X1. This time it produce a sequence
u0,u2, ...,un−1,wn−2,wn−4, ...w1. (∗∗)
Where we have (X0X1)
iu0 = u2i (0 ≤ i ≤ k), (X0X1)
k+iu0 = v
−1
0 wn−2i (1 ≤ i ≤ k), ∆u0 =
(X0X1)
nu0 = l0v
−1
0 u0.
For the same reason the elements in (∗∗) still form a basis u0,w1,u2,w3, ...,wn−2,un−1. So we
have proved relation 1),12) as well in this case.
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