The Lovász ϑ-function (Lovász in IEEE Trans. Inf. Theory, 25:1-7, 1979) of a graph G = (V , E) can be defined as the maximum of the sum of the entries of a positive semidefinite matrix X, whose trace Tr(X) equals 1, and X ij = 0 whenever {i, j } ∈ E. This function appears as a subroutine for many algorithms for graph problems such as maximum independent set and maximum clique. We apply Arora and Kale's primal-dual method for SDP to design an algorithm to approximate the ϑ-function within an additive error of δ > 0, which runs in time O( ϑ 2 n 2 δ 2 log n · M e ), where ϑ = ϑ(G) and M e = O(n 3 ) is the time for a matrix exponentiation operation. It follows that for perfect graphs G, our primal-dual method computes ϑ(G) exactly in time O(ϑ 2 n 5 log n).
Introduction
The Lovász ϑ -function [19] of a graph G = (V , E) can be defined as the maximum of the sum of the entries of an n × n positive semidefinite matrix X, such that Tr(X) = 1 and X ij = 0 for {i, j } ∈ V , where n = |V | and m = |E|. The ϑ -function is a fundamental concept in graph theory that was first defined by Lovász [19] in 1979 to compute the Shannon capacity of the pentagon graph C 5 . When the input graph is perfect, the ϑ -function coincides with the maximum independent set size α(G) of G. Grötschel, Lovász, and Schrijver showed in 1988 that the ϑ -function can be computed in polynomial time using the ellipsoid method [11] , thereby obtaining polynomial time algorithms for computing maximum independent sets, maximum cliques, and minimum colorings of perfect graphs. In particular, the weighted version of Lovász ϑ -function is an important subroutine in computing minimum colorings of perfect graphs. Despite years of research on perfect graphs and the resolution of the strong perfect graph conjecture [7] , the algorithm of Grötschel, Lovász, and Schrijver (via the computation of the ϑ -function) is the only algorithm known to compute maximum independent sets of perfect graphs. The algorithm's reliance on semidefinite program solvers implies a prohibitive running time. A central open question in the theory of perfect graphs is therefore the development of fast algorithms to compute maximum independent sets and minimum colorings of perfect graphs [23] .
In this paper, we use the primal-dual framework of Arora and Kale [3] to give fast algorithms to approximate the ϑ -function of a general graph; this approximation algorithm will then be sufficient for exact computation of the maximum independent set size α(G) of a perfect graph. As noted in the related work section later, the straightforward approach [11] to solve the SDP takes time O( √ nm 3 ), which can be Θ(n 6.5 ) for dense graphs; on the other hand, our algorithm runs in time O(ϑ 2 n 5 log n) for constant additive error. Hence, for the range ϑ(G) ≤ o(n 3/4 ) on dense graphs, our algorithm is the fastest among existing methods to approximate the weighted Lovász ϑ -function with constant additive error. The main theorem we prove in this paper is as follows. 
Theorem 1.1 (Approximating the Lovász ϑ -Function) Suppose the Lovász ϑ -function on a given graph G is ϑ = ϑ(G). Then, the value ϑ(G) can be approximated within an additive error of δ > 0 in time O(
Observing the fact that for a perfect graph G, ϑ(G) coincides with the maximum independent set size (which is an integer), and also the fact that the complement G of a perfect graph is also perfect, we have the following corollary.
Corollary 1.2
The maximum independent set size and the maximum clique size of a perfect graph can be computed exactly in time O(ϑ 2 n 5 log n), where ϑ is the corresponding maximum value in each case.
Our techniques generalize to the weighted Lovász ϑ -Function as well. Hence, we can obtain approximation algorithms for the weighted versions of maximum independent set and maximum clique.
Corollary 1.3
Given a non-negative weight function w : V → R + on the vertices of a perfect graph G = (V , E), the maximum independent set weight and the maximum clique weight can be approximated within a multiplicative factor of (1 + ) in time O( −2 n 5 log n).
Observe that all the corresponding structures can be found by self-reducibility with an extra factor of O(n) in the running time. For instance, suppose we wish to find a maximum independent set of a perfect graph. We first compute the size ϑ of a maximum independent set. We arrange the vertices of the graph in a list in an arbitrary order. Starting with the first vertex v, we remove vertex v from the graph and compute the size of the maximum independent set of the smaller graph. If the result is smaller than ϑ , then we know v must be in a maximum independent set (and so we need to keep v and add it back in the next iteration); otherwise, we remove v permanently. Each vertex in the list is considered in this manner until the end of the list is reached. The vertices that are not removed will form a maximum independent set, and in total, n + 1 calls to the subroutine for maximum independent set size are made.
Our Techniques Out of the various formulations [11] of the Lovász ϑ -function, we utilize the one for which Arora and Kale's primal-dual method [3] for semidefinite programming can be most readily applied. The main technical difficulty here is to design an ORACLE with small width that given some "candidate" primal solution X (feasible or not), decides whether to round X and return an appropriate primal feasible solution, or to return a dual solution that can be used to improve X. Thus, given candidate primal solution X, our ORACLE checks how far it is from feasibility by inspecting the "error" matrix X E . The magnitude of the error is measured by the Frobenius norm X E F (whose formal definition appears in Sect. 2), and if it is less than some threshold, then the ORACLE performs a rounding procedure on X to return a feasible primal solution X. Otherwise, the ORACLE will try to find a dual solution Y such that X E • Y is maximized, while keeping Y F small for small width; as suggested by the Cauchy-Schwarz Inequality for matrices X E • Y ≤ X E F · Y F , the ORACLE returns a dual solution Y, which is a scaled version of X E .
History of the ϑ -Function and Perfect Graphs
The Shannon capacity of a graph G, defined by Shannon [24] , is the largest alphabet size (in the limit) that can be transmitted without error over a noisy channel with confusability graph G. Formally, it is defined as lim n→∞ n √ α(G n ), where G n is the strong product of G with itself n times. In general,
Computing the Shannon capacity for general graphs is an extremely difficult problem, and very little is known about the Shannon capacity of general graphs. In a breakthrough paper [19] , Lovász computed the Shannon capacity of C 5 exactly by introducing the ϑ -function of a graph, which is an upper bound on the Shannon capacity. (See Knuth's paper [17] for a deeper discussion on the ϑ -function.) Shannon [24] observed that the class of graphs for which equality holds in (1.1) are those graphs that can be covered with α(G) cliques. This led Berge [5] to study the structure of the class of graphs for which equality holds in (1.1), and conjecture that these graphs are exactly those that do not contain an odd hole, or an odd anti-hole of size greater than or equal to 5. 1 This conjecture came to be known as the strong perfect graph conjecture [5] , and the corresponding class of graphs, the perfect graphs.
The class of perfect graphs has come to occupy a central position in graph theory, since it has applications in various areas such as integer programming, and contains several important graph classes. (See Golumbic's book [12] for more on perfect graphs, sub-classes of perfect graphs and their applications.) Berge's strong perfect graph conjecture was proved by Chudnovsky et al. [7] . Recently, the recognition problem of perfect graphs was also shown to be polynomial time solvable [6] . Despite this progress on the understanding of the structural aspects of perfect graphs, no algorithm faster than that of Grötschel, Lovász, and Schrijver is known for computing maximum independent sets of perfect graphs.
Related Work

Primal-Dual Algorithms for Solving Mathematical Programming Problems
Many primal-dual algorithms for approximately solving linear programs have appeared in the algorithms literature (see the survey paper [25] by Vazirani). For certain types of linear programs, these primal-dual algorithms can be faster than general-purpose LP solvers based on the ellipsoid or interior point methods [4] . Some of these algorithms are loosely based on the multiplicative update algorithm associated with the weighted majority algorithm [1] . Plotkin, Shmoys and Tardos [22] gave such an approximation algorithm for linear programming. The running time of this algorithm depends upon a quantity known as the width, which is a property of the specific problem at hand. For problems with sufficiently small width, their framework can be an improvement over general LP solvers. For the important special case of packing and covering linear programs, Garg and Könemann [9] gave fast approximation algorithms that were later improved by Koufogiannakis and Young [18] .
A few studies have generalized the above primal-dual techniques to solving semidefinite programs. Klein and Lu [15] showed that the framework from [22] can be applied to solve SDP relaxations of Max Cut and Vector Coloring faster than general SDP solvers based on interior point algorithms. Arora, Hazan and Kale [2] suggested primal-dual algorithms for solving SDPs related to sparsest cut, and later Arora and Kale [3] presented a framework for solving general SDPs, on which our algorithm is based.
Approximating the Lovász ϑ -Function
As noted by Klein and Lu [15] , the straightforward approach 2 to solve the SDP takes time O( √ nm 3 ), which can be O(n 6.5 ) for dense graphs. In the same paper [15] , they used the framework [22] by Plotkin et al. to approximate the Vector Coloring SDP, whose optimal solution is equivalent to the Lovász ϑ -function of the complement graph, provided that the graph is perfect. To obtain a multiplicative error of (1 + ) for the ϑ -function on perfect graphs, the running time using their algorithm isÕ( −5 ϑ 3 nm), 3 where ϑ = ϑ(G) and m is the number of edges in the complement graph. Iyengar et al. [14] have improved the time to approximate the Vector Coloring SDP toÕ( −1 n 2 m).
It would seem that for perfect graphs, it would be better to consider the Vector Coloring SDP than the Lovász ϑ -function. However, in applications like finding the optimal coloring of perfect graphs [11] , the weighted version of the ϑ -function is used as a subroutine. Unfortunately, there is no straight-forward method to generalize the Vector Coloring SDP to a weighted version. Hence, to approximate the weighted Lovász ϑ -function with constant additive error on dense perfect graphs, our algorithm performs better than the straightforward approach when ϑ = o(n 3/4 ).
Iyengar et al. [14] considered subgradient methods for approximating the ϑ -function SDP, which runs in time O( −1 log 3 ( −1 )n 2 m log n), where m is the number of edges. However, their methods can only give nearly feasible solutions due to the equality constraints, and hence their result does not compare directly with ours. In contrast, our method gives feasible primal solutions whose values can be arbitrarily close to the optimal.
Eisenbrand et al. [8] gave a combinatorial algorithm for computing the size of a maximum independent set in a t-perfect graph, which is another special class of graphs (refer to [8] for the formal definition). Their algorithm runs in time O(n 5 m log n) = O(n 7 log n), for dense graphs.
Notation and Preliminaries
Given an undirected graph G = (V , E) with n = |V | vertices, let α(G) and χ(G) denote its maximum independent set size and its minimum clique cover number respectively. All the matrices in this paper are symmetric and have dimensions n × n. The sum of the diagonal entries of a square matrix X is denoted by the trace Tr(X). Given two matrices X and Y, let X • Y := Tr(X T Y), where X T is the transpose of X. We index the rows and the columns of a matrix with the vertices V of the graph G. The Lovász ϑ -function [19] can be formulated in terms of a semidefinite program.
on G is the optimal value of the following semidefinite program, together with its dual.
Here, the identity matrix is denoted by I, and J is the matrix in which every entry is 1. For each edge {i, j } ∈ E, E ij is the matrix in which both the (i, j )-th and (j, i)-th entries are 1, and every other entry is 0. For ease of notation, we sometimes write Y := {i,j }∈E y ij E ij . We say that X is a primal solution, and (z, Y) is a dual solution, though not necessarily feasible.
There are alternative formulations for ϑ(G); for example, it is equivalent to the strict vector chromatic number [16] of the graph's complement G. It is well-known that the Lovász ϑ -function satisfies the Sandwich Property:
(H ) = χ(H ).
Given a matrix X, we denote its operator norm by X 2 , which is also the largest eigenvalue of X in absolute value. We denote its Frobenius norm by
The following proposition states some well-known properties about the mentioned norms. 
Arora and Kale's Primal-Dual Method
Arora and Kale [3] described a framework that works for the type of SDPs in which the primal has inequality constraints, and the dual has non-negative variables. However, it is straight forward to apply the same argument and technique to an SDP in which the primal has equality constraints and the dual has unrestricted variables. Moreover, they consider approximation using multiplicative error, and we rewrite their bounds equivalently in terms of additive error by simple substitution; their bounds also involve a parameter R > 0 such that Tr(X) ≤ R, which in our case is R = 1 because of the constraint Tr(X) = I • X = 1. We describe how to use this framework to approximate the SDP stated in Definition 2.1 with arbitrarily small additive error δ > 0.
The algorithm uses the method of bisection, and given a candidate value β, each bisection step either produces a primal feasible solution X with value at least β (thereby producing a lower bound for the optimal value) or a dual feasible solution (z, Y := {i,j }∈E y ij E ij ) with value at most β + δ (and hence giving an upper bound for the optimal value). If the given graph G is perfect, then the optimal value of the SDP is an integer, and hence we can obtain an exact solution by setting δ to be some small constant, say 1 2 . We describe later in this section how this step is performed for a fixed β.
Achieving Primal Feasibility
We describe how Arora and Kale's framework can approximate the SDP stated in Definition 2.1 and return a primal feasible solution whose value is at least ϑ − δ, where ϑ is the optimal value and δ > 0 is the desired additive error. Using the method of bisection described above, we first obtain a number x such that |x − ϑ| ≤ ORACLE with Width ρ Arora and Kale's method requires an auxiliary algorithm known as the ORACLE, whose specification in our case is as follows. Given W 0, 4 the ORACLE either (1) produces a primal feasible solution X with value at least β; or (2) produces a dual solution (z, Y) (not necessarily feasible) such that W • (zI + Y − J) ≥ 0, and z = β. 5 The ORACLE is said to have width ρ if any dual solution (z, Y) that it produces satisfies zI+Y−J 2 ≤ ρ. The width ρ depends on the current tested value β, and we sometimes use the subscript ρ β to make this dependence explicit. The details of the ORACLE are given in Sect. 5.
Description of Arora and Kale's primal-dual method
The algorithm can be viewed as an extension of the multiplicative weights update method for linear programming [1] . In each iteration t of the algorithm, the ORACLE is supplied with a "weight" matrix W (t) , initially set to W (1) := I. The ORACLE either returns a primal feasible solution X with value at least β, in which case the algorithm terminates, or returns an appropriate dual solution Y (t) := {i,j }∈E y (t) ij E ij . (We shall see that our ORACLE always returns a dual solution with z = β, and hence we sometimes leave the dual variable z out in the description.)
Observe that if it were the case that βI + Y (t) − J 0, then we have found a dual feasible solution with value β. The matrix M (t) := (βI + Y (t) − J + ρI)/2ρ is used to keep track of the "progress" made by the algorithm. The extra additive term ρI and multiplicative term 1 2ρ are there to make sure that 0 M (t) I, which is required for the multiplicative weights method to work. The method also maintains the invariant
, for some small 0 < ε < 1. 4 In Arora and Kale's description, it is suggested that the ORACLE is run with a "candidate" primal solution X := W Tr(W) , but this is not entirely necessary, and we incorporate this rescaling operation in the ORACLE itself to simplify the description. Moreover, in their description of the ORACLE, the primal solution returned is always X itself. However, in their applications, the ORACLE can also return a slightly modified version of X, in a manner which is more in accordance with our description. 5 According to Arora and Kale's framework, it is sufficient to have z ≤ β. However, in our case, it is to our advantage for the ORACLE to produce a dual solution with z = β.
Suppose the ORACLE has not found a primal feasible solution X after some prespecified number T of iterations. Then, the algorithm returns a dual solution ) . We describe the algorithm in more compact form, and Proposition 3.1 summarizes the results of Arora and Kale. 
Primal-Dual
Let M (t)
:= (βI + Y (t) − J + ρI)/2ρ. 5. Compute W (t+1) := (1 − ε) t τ =1 M (τ ) = exp(−ε t τ =1 M (τ ) ). Return the dual solution (z = β + δ, Y := 1 T T t=1 Y (t) ).
Analyzing the Running Time
Suppose the optimal value of the SDP is ϑ . Then, the algorithm described in Sect. iterations. 6 In each iteration of the bisection step, the ORACLE is accessed once and one matrix exponentiation is performed. As we shall see later, each ORACLE access takes time O(n 2 ) and hence the time for each iteration is dominated by the time for one matrix exponentiation, which we denote by M e . We can therefore analyze the total running time of the algorithm in terms of M e . Proof We describe how bisection can be performed carefully to avoid an extra factor of O(log ϑ δ ) (the number of bisection steps) in the total running time. In the first 6 We remind the reader here that the width ρ β of the ORACLE depends on the candidate value β currently being tested. phase, we double the value of β until we obtain an upper bound β for ϑ . In this phase, we use additive error δ β = 1. Observe that β ≤ 2ϑ and as we shall see in the Sect. 5, the width of the ORACLE is upper bounded by ρ β = Θ(nβ). Hence, the running time in this phase is dominated by
ϑ log n). In the second phase, we gradually decrease the additive error δ β in each step of the bisection. Observe that if the length of the active interval is currently L, then it is enough to set the additive error δ := L 4 in order for the active interval to decrease geometrically after each bisection step. Hence, it follows the total running time is dominated by the final bisection step, which takes time O( ρ 2 ϑ δ 2 log n · M e ).
Matrix Exponentiation
So far we have expressed the running time of the algorithm in terms of the time M e for matrix exponentiation. We give a brief note on the running time for this operation.
The exponential function of a matrix M is defined as:
In Arora and Kale's paper [3] , matrix exponentiation is approximated by using ideas from the Johnson-Lindenstrauss Lemma. However, this would not be suitable in our case for the following reason. In one of their steps, they need approximations for the projections of the Cholesky decomposition of exp(M) onto random vectors, which take time proportional to the width ρ of the ORACLE. As a result, this method for matrix exponentiation approximation takes time proportional to the width ρ times the time for matrix multiplication. Since the width in our case is ρ = Ω(n) and the matrices involved are dense, it would be better to compute matrix exponentiation directly, which takes time M e = O(n 3 ). As pointed out in [14] , van den Eshof and Hochbruck [26] have developed the shift-and-invert Lanczos method for approximate matrix exponentiation, which takes time O(n(n + r) log 3 (1/ )), where is the relative error, and r is the number of non-zero entries in the matrix to be exponentiated. However, since the all 1's matrix J is involved in the matrix exponentiation, this method gives no advantage over the straightforward method.
As argued by Goulub and van Loan [13] , most algorithms for matrix exponentiation are of "dubious numerical quality". However, for our purposes, we can avoid these numerical pitfalls by noting that we will only compute exp(M) for symmetric matrices M. We first diagonalize the matrix M = U T ΣU, where U is an orthonormal n × n matrix and Σ is a diagonal matrix. The matrix exponential can then be rewritten as:
Since Σ is a diagonal matrix, exp(Σ) is also diagonal, with diagonal entries exp(Σ ii ), where Σ ii is the scalar that is the ith diagonal entry of Σ. Thus, computation of exp(M) involves diagonalization of symmetric matrices (which can be computed in O(n 3 ) time by solving the eigenproblem [21] ) and matrix multiplication.
ORACLE for the Lovász ϑ -Function Primal-Dual Method
We give the details of the ORACLE used for the primal-dual method. First, we recall the specifications of the ORACLE, and give the main result of the section in Theorem 5.1. We first describe the ORACLE, and then show that it meets the above specifications. .
Specifications for the ORACLE with width ρ β
Implementation for the ORACLE
Explanation of the ORACLE After taking care of the trivial cases in which we set Y := 0, the ORACLE rescales the given matrix W to form a candidate primal solution X. Observe that X 0 and in order for X to be feasible, all its (i, j )-th entries for which {i, j } ∈ E must be 0. Hence, the ORACLE considers how far X is from being feasible by inspecting the "error" matrix X E . The magnitude of the error is measured by the Frobenius norm X E F , and if it is more than some threshold, then the ORACLE will try to find a dual solution Y such that X E • Y is maximized, while keeping Y F small for small width; as suggested by the Cauchy-Schwarz Inequality for matrices X E • Y ≤ X E F · Y F , the ORACLE returns a dual solution Y which is a positive scalar of X E . Otherwise, the ORACLE performs a rounding procedure on X to return a feasible primal solution X with value at least β. This threshold is chosen to minimize the width of the ORACLE.
From the description of the ORACLE, it always terminates with either a dual solution (z, Y) or a primal solution X. Moreover, the ORACLE runs in time O(n 2 ), since the Frobenius norm can be computed in quadratic time. Hence, it suffices to show that the solutions returned by the ORACLE satisfy the specifications. 
We next consider the case in which a non-trivial dual solution is returned. The diagonal and non-edge entries of the matrix X are dropped to form the matrix
· X E returned is a scalar multiple of X E . Hence, in the matrix Y, only the (i, j )-th entry for which {i, j } ∈ E can be non-zero, and so Y has the correct form.
Observing that
Finally, we need to show that the width of the ORACLE is small. In this case, X E F ≥ , whereX := X − X E + σ βn I. Notice that in the matrixX, all the (i, j )-th entries, for which {i, j } ∈ E, are dropped. Hence, for all {i, j } ∈ E, X ij = 0. Moreover, since X E 2 ≤ X E F ≤ σ βn , the additive term σ βn I makes sure thatX 0. Finally, the rescaling ensures that I • X = Tr( X) = 1. Hence, X is primal feasible.
Next, we check the value of the primal solution. By the Cauchy-Schwarz Inequality, X E • J ≤ X E F · J F ≤ 
Modifications to the Proof of Lemma 5.2 (Dual Solution)
Here the matrix J w plays a role when we bound the norm zI + Y − J w 2 ≤ βI 2 + Y 2 + J w 2 ≤ β + βn + W . At first this appears to be a problem, because the width of the oracle is now ρ β = O(βn + W ), which is worse than before if W ≥ βn. However, if this is indeed the case, then there exists a vertex v i ∈ V such that its weight satisfies w i ≥ W n ≥ β. Since ϑ w (G) is at least the maximum independent set weight, it follows there exists a primal feasible solution whose value is at least that of the weight of the singleton {v i }, which is trivially an independent set. Therefore, it is unnecessary to run the primal-dual algorithm in this case.
Hence, our result generalizes to the weighted Lovász ϑ -function. 
