This paper introduces implementation of some image restoration techniques, which can be applied for satellite images. These techniques are, inverse filter, iterative method, wiener filter, regularized deconvolution filter and wavelet-based method. The restoration techniques are applied on several satellite images associated with atmospheric turbulence blur at different variance of additive noise to check the performance of each technique and its capability to restore the degraded image as close as possible to the original image. Also, comparison studies between these techniques are introduced based on measures like Peak Signal-to-Noise Ratio (PSNR) and Root Mean Square Error (RMSE). The experimental results show that: the wavelet method is the most suitable restoration technique for satellite images, since it gives high PSNR and small RMSE with respect to the other restoration techniques.
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2-Problem statement
The general problem is the restoration (deconvolution) of a satellite image from blurred and noisy data. Fig. (1) shows, the degradation model, which is represented in the spatial domain by [1] , [2] :
g (x, y) = d (x, y) ⊗ ⊗ f (x, y)+ η (x, y) ( 
1)
Where f (x, y) and g (x, y) denote respectively the original and observed degraded image, d (x, y) is the impulse response of the degradation function, ⊗⊗ two-dimensional (2-D) discrete linear convolution and η (x, y) is the additive noise. Sometimes the noise is assumed to have a Gaussian probability density function with zero mean and to be white. So the equivalent frequency domain of Eq. (1) is [1] , [2] :
G (u, v) = D (u, v) * F (u, v) + N (u, v)
Where (u,v) are the spatial frequency coordinates, and capitals represent Fourier transforms.
Fig. 1. A model of the image degradation / restoration process

3-Atmospheric Turbulence Blur Model
The PSF d (x, y) describes how the imaging system distributes the radiation field received from a point source or point scatter and hence governs the resolution that can be obtained. The PSF also determines the frequency content of the image since high resolution is associated with high frequency information. The narrower the PSF, the greater the frequency content of the image and greater its resolution. The result of deconvolving (deblurring) an image is to increase its spatial frequency content and hence restore its resolution [3] . For spatially continuous blurs and for spatially discrete blurs the PSF is constrained to satisfy [2] : 
The common type of PSF that affect the satellite images is the atmospheric turbulence, which is a severe limitation in remote sensing. Although the blur introduced by atmospheric turbulence depends on a variety of factors (such as temperature, wind speed, and exposure time), for long -term exposures the PSF can be described reasonably well by a Gaussian function. Here G σ determines the amount of spread of the blur, and constant C is to be chosen so that Eq. (3) is satisfied [2] .
4-Image Restoration Techniques
In this section the PSF of the blur is satisfactory known. The methods will be introduced for removing the blur from the recorded image using a linear filter are inverse filter, iterative method, wiener filter, regularized deconvolution filter and wavelet-based method.
Inverse Filter
The simplest approach to restoration is direct inverse filtering, where an estimate F ^( u, v), of the original image simply is computed by dividing the degraded image, G (u, v) , by the degradation function D (u, v) in the absence of noise. The inverse filtering responds very badly to any noise in the image because noise tends to be high frequency [4] . Where n is a threshold, and set arbitrarily close to zero for noiseless cases, but in case of noise it higher than zero.
Iterative Method
The idea behind the iterative procedure is to make some initial guess of f based on g and to update that guess after every iterations. The basic form of iterative restoration filters is the one that iteratively approaches the solution of the inverse filter, and it is given by the following spatial domain iteration: 
Where f o^ is an initial guess usually in the first iteration is chosen to be identical to zero or identical to g. Here f k^ is the restoration result after k iterations. If the number of iterations becomes very large, then f k^ approaches the solution of inverse filter. If our f k^ is a good guess, eventually f k^ convolved with d will be close to g. When that happens the second term in the f ^k +1 equation will disappear and f k^ and f ^k +1 will converge. λ is our convergence factor and it lets us determine how fast f k^ and f ^k +1 converge [6] , [7] .
If we take both of the above equations to the frequency domain, we get
The convergence occurs if the convergence parameter λ satisfies:
Where D (u, v) is the 2D discrete Fourier transform (DFT) of d (x, y) and |z| denotes the magnitude of a complex number z. Using the fact that |D (u, v)| ≤ 1, this condition simplifies to [8] :
Minimum Mean Square Error (Wiener) Filtering
Wiener deconvolution can be used effectively when the frequency characteristics of the original image and additive noise are known. The Wiener filtering executes an optimal tradeoff between inverse filtering and noise smoothing. It removes the additive noise and inverts the blurring simultaneously. In the absence of noise, the Wiener filter reduces to the ideal inverse filter. The Wiener filtering is optimal in terms of the mean square error. In other words, it minimizes the overall mean square error (MSE) between the ideal and restored image in the process of inverse filtering and noise smoothing [1] .
Where E {.} is the expected value of the argument. The Wiener filter in Fourier domain can be expressed as follows [1] , [9] : (u, v) . It is easy to see that the wiener filter has two separate parts, an inverse filtering part and a noise smoothing part. It doesn't only perform the deconvolution by inverse filtering (high-pass filtering) but also removes the noise with a compression operation (low-pass filtering). When dealing with spectrally white noise, the spectrum |N (u, v)| 2 is a constant, which simplifies things considerably. However, the power spectrum of the undegraded image seldom is known.
(23)
An approach used frequently when these quantities are not known or cannot be estimated is to approximate Eq. (16) by the expression [1] , [2] :
Where SNR is a constant represents a Signal-to-Noise ratio. The estimated image can be obtained by:
Constrained Least Squares Filtering (Regularized filter)
Regularized filter is another approach for overcoming some of the difficulties of the inverse filter (excessive noise amplification) and of the Wiener filter (estimation of the power spectrum of the original image). A regularized filter requires Knowledge of only the mean and variance of the noise. These parameters usually can be calculated from a given degraded image, so this is an important advantage than the Wiener filter. A more reasonable expectation for the restored image is that it satisfies [1] , [3] , [9] : Here γ is a tuning or regularization parameter that should be chosen such that Eq. (19) is satisfied, and ) , ( v u P is the Fourier transform of the PSF of a 2-D high-pass filter .We recognize this function as a 2-D Laplacian operator as follows [1] , [10] :
The estimated image can be obtained by:
Wavelet-Based Method
The Wiener filtering is the optimal tradeoff of inverse filtering and noise smoothing but in the case when the blurring filter is singular, the Wiener filtering actually amplifies the noise. Thus a denoising step is needed to remove the amplified noise. Wavelet method is a successful approach introduced recently by R. Neelamani et al. The idea of wavelet-based deconvolution technique for ill-conditioned systems is to employ both Fourier-domain Wiener-like and wavelet-domain regularization. The regularized inverse filter is introduced by modifying the wiener filter with a new-introduced parameter [11] , [12] : The parameter (α = 0.27) can be optimally selected to minimize the overall mean-square error. The block diagram of the Wavelet restoration algorithm is displayed in Fig. (2) [13].
The operation start by applying the regularized inverse filter in Fourier domain to cancel the blurring in the noisy degraded image g to obtain f ^. Apply the wavelet denosing algorithm in wavelet domain to reduce (smooth) the noise in f ^ to obtain the restored image f res .
5-Experimental work
The analysis is performed on inverse filter, iterative method, wiener filter, regularized deconvolution filter and wavelet-based method as the most popular restoration techniques. The comparative study between these techniques is applied on several satellite images with atmospheric turbulence blur at three different noise level using PSNR and RMSE as a metric measures.
To compare between these algorithms a set of 10 satellite sub-images are used namely imgsat 1, imgsat 2,….imgsat 10 respectively. The images are acquired by the commercial Remote Sensing satellites SPOT 5 (imgsat 1, imgsat 3, imgsat 5, imgsat 7, imgsat 9) and LANDSAT 7 (imgsat 2, imgsat 4, imgsat 6, imgsat 8, imgsat 10). The images format is TIF, gray scale of 8-bit, and the images size is 256X256 pixels. The analysis programs are performed using MATLAB 6.5 with a PC whose configuration is (Pentium IV, Intel 2.6 GHz processor, 512 Mbytes cash memory, 256 Mbytes RAM).
To study the effect of the implemented restoration techniques on images with atmospheric turbulence blur at three different noise variance. Fig. (3) depicts an example of two original satellite images as shown in Fig. (3.a) . Fig. (3.b) shows the noisy degraded image with atmospheric turbulence (σ G = 1.2) and noise variance = 0.01. The results of applying the inverse filter, iterative method, wiener filter, regularized filter and wavelet-based method are shown in Fig. (3.c), Fig. (3.d), Fig. (3.e), Fig. (3.f) , and Fig. (3.g) respectively. To evaluate the performance of the implemented restoration techniques and their capabilities to restore the degraded image as close as possible to the original image. The RMSE and PSNR are computed for 10 satellite sub-images at noise variance = 0.01, as reported in Table  1 . From Table 1 , it could be noticed that the wavelet-based method gives high average of PSNR and small average of RMSE with respect to the other restoration techniques. To study the effect of increasing the noise variance on images. Again, The RMSE and PSNR are computed for the same 10 satellite sub-images at noise variance =0.05, as reported in Table 2 . From Table 2 , it could be noticed that the waveletbased method gives high average of PSNR and small average of RMSE with respect to the other restoration techniques. Again, The RMSE and PSNR are computed for the same 10 satellite sub-images at noise variance = 0.1, as reported in Table 3 . From Table 3 , it could be noticed that the wavelet method gives high average of PSNR and small average of RMSE with respect to the other restoration techniques. 
6-Conclusion
The experimental results showed that,
The inverse filtering and iterative method do not deal well with noise but the iterative method deals a little better with noise than the inverse filtering. Also, the regularized filter requires Knowledge of only the mean and variance of the noise. These parameters usually can be calculated from a given degraded image, so this is an important advantage than the wiener filter. Finally the wavelet-based method is the most suitable restoration technique for satellite images, since it gives high PSNR and small RMSE with respect to the other restoration techniques.
Increasing the noise level leads to increasing the RMSE and decreasing the PSNR
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