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Abstract
In this paper, we systematically study jump and variational inequalities for rough opera-
tors, whose research have been initiated by Jones et al. More precisely, we show some jump
and variational inequalities for the families T := {Tε}ε>0 of truncated singular integrals and
M := {Mt}t>0 of averaging operators with rough kernels, which are defined respectively by
Tεf(x) =
∫
|y|>ε
Ω(y′)
|y|n
f(x− y)dy
and
Mtf(x) =
1
tn
∫
|y|<t
Ω(y′)f(x− y)dy,
where the kernel Ω belongs to L log+L(Sn−1) or H1(Sn−1) or Gα(S
n−1) (the condition in-
troduced by Grafakos and Stefanov). Some of our results are sharp in the sense that the
underlying assumptions are the best known conditions for the boundedness of corresponding
maximal operators.
1 Introduction
The jump and variational inequalities have been the subject of many recent articles in probability,
ergodic theory and harmonic analysis. The first variational inequality was proved by Le´pingle
[28] for martingales (see [33] for a simple proof). Bourgain [4] is the first one using Le´pingle’s
result to obtain similar variational estimates for the ergodic averages, and then directly deduce
pointwise convergence results without previous knowledge that pointwise convergence holds for
a dense subclass of functions, which are not available in some ergodic models. In particular,
Bourgain’s work [4] has inaugurated a new research direction in ergodic theory and harmonic
analysis. In their papers [22] [24] [23] [6], [7], Jones and his collaborators systematically studied
jump and variational inequalities for ergodic averages and truncated singular integrals (mainly
of homogeneous type). Since then many other publications came to enrich the literature on this
subject (cf. e.g. [15], [27], [11], [25], [31],[32], [18]). Recently, several works on weighted and
vector-valued jump and variational inequalities in ergodic theory and harmonic analysis have
also appeared (cf. e.g. [30], [26], [21], [19], [20]).
Let us first recall some definitions and known results, then state our results.
1. q-variation norm ‖a‖Vq of a family a of complex numbers
Given a family of complex numbers a = {at : t ∈ R} and q ≥ 1, the q-variation norm of the
family a is defined by
(1.1) ‖a‖Vq = sup
(
|at0 |+
∑
k≥1
|atk − atk−1 |
q
) 1
q ,
where the supremum runs over all increasing sequences {tk : k ≥ 0}. It is trivial that
(1.2) ‖a‖L∞(R) := sup
t∈R
|at| ≤ ‖a‖Vq for q ≥ 1.
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2. Strong q-variation function Vq(F)(x) of a family F of functions
Via the definition (1.1) of the q-variation norm of a family of numbers, one may define
the strong q-variation function Vq(F) of a family F of functions. Given a family of Lebesgue
measurable functions F = {Ft : t ∈ R} defined on Rn, for fixed x in Rn, the value of the strong
q-variation function Vq(F) of the family F at x is defined by
(1.3) Vq(F)(x) = ‖{Ft(x)}t∈R‖Vq , q ≥ 1.
Usually, the measurability of the strong q-variation function is not automatically available.
However, all the strong q-variation function considered in the present paper are measurable, see
e.g. [6] or [25] for some explanations.
Suppose A = {At}t>0 is a family of operators on L
p(Rn) (1 ≤ p ≤ ∞). The strong q-variation
operator is simply defined as
Vq(Af)(x) = ‖{At(f)(x)}t>0‖Vq , ∀f ∈ L
p(Rn).
It is easy to observe from the definition of q-variation norm that for any x if Vq(Af)(x) < ∞,
then {At(f)(x)}t>0 converges when t → 0 or t → ∞. In particular, if Vq(Af) belongs to some
function spaces such as Lp(Rn) or Lp,∞(Rn), then the sequence converges almost everywhere
without any additional condition. This is why mapping property of strong q-variation operator
is so interesting in ergodic theory and harmonic analysis.
3. λ-jump function Nλ(F) of a family F of functions
Given a family of Lebesgue measurable functions F = {Ft : t ∈ R} defined on Rn, for λ > 0
and x ∈ Rn, the value of the λ-jump function Nλ(F) at x is defined by
Nλ(F)(x) = sup
{
N ∈ N : ∃ s1 < t1 ≤ s2 < t2 ≤ . . . ≤ sN < tN such that |Ftk(x)−Fsk(x)| > λ
}
.
By [3], for a function family F = {Ft : t ∈ R}, λ > 0 and q ≥ 1, the λ-jump function Nλ(F)
is pointwisely controlled by the strong q-variation Vq(F) in the following sense,
(1.4) λ(Nλ(F)(x))
1/q ≤ CqVq(F)(x), x ∈ Rn,
where Cq = 2
1+1/q . On the other hand, in 2008, Jones, Seeger and Wright gave the following
result.
Lemma 1.1. ([25]) Let p0 < ρ < p1 and A = {At}t>0 be a family of operators. If for all
p0 < p < p1,
sup
λ>0
‖λ
(
Nλ(Af)
)1/ρ
‖p ≤ Cp‖f‖p,
then for all p0 < p < p1 and for all q > ρ, ‖Vq(Af)‖p ≤ Cp,q‖f‖p .
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This lemma gives a converse inequality of (1.4) in some sense.
4. Family T of truncated singular integral operators
Recall the Caldero´n-Zygmund singular integral operator T with homogeneous kernel is de-
fined by
(1.5) T (f)(x) = p.v.
∫
Rn
Ω(y′)
|y|n
f(x− y)dy,
where Ω ∈ L1(Sn−1) satisfies the cancelation condition
(1.6)
∫
Sn−1
Ω(y′)dσ(y′) = 0.
Let T = {Tε}ε>0, where Tε is the truncated operator of T defined by
(1.7) Tεf(x) =
∫
|y|>ε
Ω(y′)
|y|n
f(x− y)dy.
The famous Hilbert transform H, which is defined by
(1.8) H(f)(x) = p.v.
1
pi
∫
R
f(y)
x− y
dy,
is the example of the homogeneous singular integral operator TΩ when the dimension n = 1.
In 2000, Campbell et al [6] first considered the Lp(R) (1 < p <∞) boundedness of the strong
q-variation operator of the family of the truncated Hilbert transforms denoted by H := {Hε}ε>0.
As a corollary, the authors of [6] obtained the boundedness of λ-jump function for Hilbert
transform associated to q with q > 2. The proof depends on a special property of Hilbert
transform H. That is, Hε can be written as a combinations of certain convolution operators,
which in turn can be written as combinations of differential operators.
In 2002, Campbell et al [7] gave the Lp(Rn) boundedness of the strong q-variation operator
of T , the family of homogenous singular integrals with Ω ∈ L log+L(Sn−1) and n ≥ 2.
Theorem A. ([7]) Suppose Ω satisfies (1.6) and Ω ∈ L log+L(Sn−1). If q > 2, then for
1 < p <∞ and f ∈ Lp(Rn), the strong q-variation function Vq(T f)(x) ∈ Lp(Rn). In particular,
‖Vq(T f)‖Lp(Rn) ≤ Cp,q,n‖f‖Lp(Rn),
where and in the sequel, the constant Cp,q,n > 0 depends only on q, p, n.
The basic idea of proving Theorem A is classical, that is, the authors applied the Caldero´n-
Zygmund rotation method to reduce the desired variational inequalities to the one dimensional
results. The λ-jump inequalities associated to q > 2 were obtained as a corollary by (1.4).
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In 2008, using the Fourier transform and square function estimates given in [13], Jones,
Seeger and Wright [25] developed a general method, which allows one to obtain some jump
inequalities for the family of truncated singular integral operators T = {Tε}ε>0 and the other
integral operators arising from harmonic analysis.
Theorem B. ([25]) Suppose Ω satisfies (1.6) and Ω ∈ Lr(Sn−1) for r > 1. Then λ-jump
inequality supλ>0 ‖λ
√
Nλ(T f)‖Lp(Rn) ≤ Cp,n‖f‖Lp(Rn) (1 < p < ∞) holds, where and in the
sequel, the constant Cp,n > 0 depends only on p and n.
Notice the following well known inclusion relations between some function spaces on Sn−1:
(1.9) L∞(Sn−1) ( Lr(Sn−1) (1 < r <∞) ( L log+L(Sn−1) ( H1(Sn−1) ( L1(Sn−1),
where and in the sequel, H1(Sn−1) denotes the Hardy space on Sn−1, the definition and some
facts on H1(Sn−1) can be found in [8], [29] and [34].
Thus, (1.9) inspires us to consider the question: whether the conclusions of Theorem A and
Theorem B are still true if Ω ∈ H1(Sn−1)? The first main result in this paper gives an answers
of the above question.
Theorem 1.2. Let T be the family of truncated singular integral operators given in (1.7) and
Ω satisfies (1.6).
(i) If Ω ∈ H1(Sn−1), then for all q > 2 and 1 < p < ∞, the following strong q-variation
inequality holds
(1.10) ‖Vq(T f)‖Lp(Rn) ≤ Cp,q,n‖f‖Lp(Rn).
(ii) If Ω ∈ L log+L(Sn−1), then the following λ-jump inequality holds
(1.11) sup
λ>0
‖λ
√
Nλ(T f)‖Lp(Rn) ≤ Cp,n‖f‖Lp(Rn) for all 1 < p <∞.
Remark 1.3. From the relation (1.9), it is easy to see that the conclusion (i) of Theorem 1.2 is
an essential improvement of Theorem A by (1.9). Similarly, the conclusion (ii) is also an essential
improvement of Theorem B.
Remark 1.4. It is well-known that Ω ∈ H1(Sn−1) is the best condition for the boundedness
of maximal singular integral operator. However, we would like to point out that it is still not
clear whether the estimate (1.11) holds for Ω ∈ H1(Sn−1) up to now. So, this remains an open
problem.
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In 1998, Grafakos and Stefanov [16] introduced alternative conditions on Ω to study Lp
boundedness of maximal singular integral operators. More precisely, they considered the family
of conditions
Gα(S
n−1) =
{
Ω : sup
ξ∈Sn−1
∫
Sn−1
|Ω(θ)|
(
log
1
|θ · ξ|
)1+α
dθ <∞
}
, α > 0.(1.12)
It is known from [16] and [17] that⋃
r>1
Lr(Sn−1) (
⋂
α>0
Gα(S
n−1),⋂
α>0
Gα(S
n−1) * L log+L(Sn−1) *
⋂
α>0
Gα(S
n−1),⋂
α>0
Gα(S
n−1) * H1(Sn−1).
Hence, it is of interest to ask whether the jump and variational inequalities hold for the family
T of truncated singular integral operators if Ω ∈ Gα for some α > 0? This constitutes the second
result of this paper.
Theorem 1.5. Let T be the family of truncated singular integral operators given in (1.7), Ω
satisfies (1.6) and Ω ∈ Gα(S
n−1) for some α > 1. Then the following λ-jump inequality
(1.13) sup
λ>0
‖λ
√
Nλ(T f)‖Lp(Rn) ≤ Cp,n‖f‖Lp(Rn)
holds for all (3 + α)/(1 + α) < p < (3 + α)/2. In particular, if Ω ∈
⋂
α>1 Gα(S
n−1), then (1.13)
holds for all 1 < p <∞.
The associated strong q-variation inequality is an immediate consequence of Theorem 1.5 by
Lemma 1.1.
Corollary 1.6. Under the same conditions as Theorem 1.5, the strong q-variation inequality
‖Vq(T f)‖Lp(Rn) ≤ Cp,q,n‖f‖Lp(Rn)
holds for all q > 2 and (3 + α)/(1 + α) < p < (3 + α)/2. In particular, the above estimate holds
for Ω ∈
⋂
α>1 Gα(S
n−1) and all 1 < p <∞.
Remark 1.7. In [14], the author showed the associated maximal singular integral operator,
that is the strong ∞-variation operator, is Lp-bounded for (1 + 2α)/(2α) < p < 1 + 2α and
α > 1/2. So we think the scope of p in Corollary 1.6 is not optimal, and it is very interesting to
enlarge the scope of p depending on q.
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The main sketch of proving Theorem 1.2 and Theorem 1.5 are taken from [7] and [25].
That is, we first reduce the λ-jump estimate to short 2-variation estimate and dyadic λ-jump
estimate (see the beginning of the next section for related definitions and statement); then use
the rotation method or the vector-valued singular integral operator theory to deal with short
2-variation operators; and use Fourier transform and square function estimates to obtain dyadic
λ-jump estimate.
However, the underlying details are substantially different due to the kernels being quite
rough. For instance, firstly when Ω ∈ L log+ L(Sn−1), it follows from [13] that unlike the case
Ω ∈ Lr(Sn−1) (r > 1) the decay of Fourier transform of associated kernel is not available any
more, and we have to decompose Ω into pieces having polynomial decay as done in [2]. In order
to finally sum all the pieces to conclude the desired result, we exploit some subtle calculations
to get sharp bounds for each piece in obtaining dyadic λ-jump estimate.
Secondly when Ω ∈ Gα(S
n−1), to obtain the short 2-variation estimate, first of all, the rotation
method seems not to work here. Instead, we appeal to the vector-valued singular integral operator
theory, which has been made use of by Jones et al [25] for averaging over spheres and curves.
But in our case, the kernel being rough brings us a lot of difficulties in both obtaining the L2
estimate and verifying the Ho¨rmander condition.
5. Family M of the averaging operators with rough kernel
The third aim of the present paper is to establish some jump and variational inequalities for
the family M = {Mt}t>0. Here Mt denotes the averaging operator with rough kernels defined
by
(1.14) Mtf(x) =
1
tn
∫
|y|<t
Ω(y′)f(x− y)dy,
where Ω ∈ L1(Sn−1).
The motivation of considering the familyM = {Mt}t>0 is two-fold. Firstly, in the case Ω ≡ 1,
the jump and variational inequalities for the family M = {Mt}t>0 have been well studied in
[6] and [23], which were based on the 1-dimensional results [4] and [22]. Secondly, the maximal
operator associated with M = {Mt}t>0
M∗(f)(x) = sup
t>0
1
tn
∫
|y|<t
|Ω(y′)f(x− y)|dy,
plays a very important role in studying rough singular integral operators (see [35], [13], [9], [12]
or [29] for more details).
Theorem 1.8. Suppose the family M = {Mt}t>0 is defined in (1.14).
8 Y. Ding, G. Hong, H. Liu
(i) If Ω ∈ H1(Sn−1) or L(log+L)1/2(Sn−1) and 1 < p < ∞, then the λ-jump inequality for
the family M holds. That is, there exists Cp,n > 0 so that
(1.15) sup
λ>0
‖λ
√
Nλ(Mf)‖Lp(Rn) ≤ Cp,n‖f‖Lp(Rn).
(ii) If Ω ∈ L1(Sn−1), then for q > 2 and 1 < p <∞, the strong q-variation inequality for the
family M holds. That is, there exists Cp,q,n > 0 so that
(1.16) ‖Vq(Mf)‖Lp(Rn) ≤ Cp,q,n‖f‖Lp(Rn).
The idea of the proof of Theorem 1.8 is similar as that for Theorem 1.2. That is, we use
the rotation method to show (1.16) and discrete Marcinkiewicz integrals to deal with associated
dyadic λ-jump estimate.
Remark 1.9. Note that both H1(Sn−1) and L(log+L)1/2(Sn−1) contain L log+L(Sn−1), but
they do not contain each other (see e.g. [1]). It seems difficult to get (1.15) using only the
method in the present paper for Ω ∈ L1(Sn−1), since which is not sufficient for boundedness of
Marcinkiewicz integrals.
The proofs of Theorem 1.2, Theorem 1.5 and Theorem 1.8 will be given in Sections 2, 3 and
4, respectively.
2 Proof of Theorem 1.2
We shall mainly show Theorem 1.2(ii), the λ-jump estimate (1.11), while Theorem 1.2(i) will be
obtained in the course of the proof. Let us start with recalling the strategy taken by Jones et al
[25]. Let F = {Ft}t∈R+ be a family of functions. For j ∈ Z and x ∈ R
n, define
V2,j(F)(x) =
(
sup
t1<···<tN
[tl,tl+1]⊂[2
j ,2j+1]
N−1∑
l=1
|Ftl+1(x)− Ftl(x)|
2
)1/2
and the short 2-variation operator
S2(F)(x) =
(∑
j∈Z
[V2,j(F)(x)]
2
)1/2
.
We also define dyadic λ-jump function as follows:
Ndλ(F)(x) = sup
N∈N
{
∃ j1 < k1 ≤ j2 < k2 ≤ · · · ≤ jN < kN , s.t. |F2kl (x)− F2jl (x)| > λ
}
.
Then the following pointwise comparison holds.
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Lemma 2.1. (see [25, Lemma 1.3])
λ
√
Nλ(F)(x) ≤ C
(
S2(F)(x) + λ
√
Nd
λ/3
(F)(x)
)
uniformly in λ > 0.
Lemma 2.1 reduces the desired estimate
‖λ
√
Nλ(Af)‖Lp(Rn) ≤ Cp‖f‖Lp(Rn)
for any fixed 1 < p <∞ to
‖λ
√
Ndλ(Af)‖Lp(Rn) ≤ Cp‖f‖Lp(Rn)(2.1)
and
‖S2(Af)‖Lp(Rn) ≤ Cp‖f‖Lp(Rn)(2.2)
for any family of linear operators A.
Let T be a family of truncated singular integrals of homogeneous type. In [7], the authors
established estimate (2.2) for Ω ∈ L log+ L(Sn−1) using the rotation method. In the following
subsection, we observe that the rotation method works also in the case Ω ∈ H1(Sn−1). Whence
we obtain the strong q-strong estimate (1.10), which is Theorem 1.2(i).
While in [25], the authors showed estimate (2.1) for Ω ∈ Lr(Sn−1) making use of the poly-
nomial decay of Fourier transform of the measure ν defined by
〈ν, f〉 =
∫
1≤|x|≤2
Ω(x/|x|)
|x|n
f(x)dx.
In the second subsection, we show that actually estimate (2.1) is still true for Ω ∈ L log+ L(Sn−1)
even though the polynomial decay of Fourier transform of the measure ν is not available as
explained in the Introduction. Thus we obtain (1.11), which is Theorem 1.2(ii).
2.1 Proof of Theorem 1.2(i)
As observed in [7], the rotation method allows us to obtain simultaneously short 2-variation
estimate and strong q-variation estimate since both estimates for the family of truncated Hilbert
transforms have been established in [6]. In [7], they provided the proof of strong q-variation
estimate. In the present paper, we give a sketch of the proof of short 2-variation.
Proposition 2.2. Let T be given as in (1.7). Ω satisfies (1.6) and Ω ∈ H1(Sn−1). Then
‖S2(T f)‖Lp(Rn) ≤ Cp‖f‖Lp(Rn) for 1 < p <∞.
The same inequality holds for the strong q-variation operator Vq(T f) with q > 2.
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To prove Proposition 2.2 by the Caldero´n-Zygmund rotation method, we need the following
known result in one dimension case.
Lemma 2.3. ([6, Theorem 1.4]) Let H = {Hε}ε>0 be the family of truncated Hilbert transforms.
Then
‖S2(Hf)‖Lp(R) ≤ Cp‖f‖Lp(R) for 1 < p <∞.
Similar statement holds true for Vq(Hf) with q > 2.
Proof. Let us turn to the proof of Proposition 2.2. Since Ω ∈ H1(Sn−1) and satisfies (1.6), it is
easy to check that we may write Ω = Ωo+Ωe, where Ωo is odd and Ωe is even, and both of them
belonging to H1(Sn−1) as well as satisfying cancelation condition (1.6). Thus, we need only to
prove Lemma 2.2 for Ω is odd and even, respectively. The following proof is based on the idea
of [7], we cite some estimates there for the sake of completeness.
Case 1. Ω is odd. For an interval I ⊂ (0,∞), let
H1I f(x) =
∫
|s|∈I
f(x− s1)
s
ds,
where 1 = (1, 0, · · · , 0). For simplicity, we denote H1(ε,∞) by H
1
ε , and set H
1 = {H1ε }ε>0. Let
y′ = y/|y| ∈ Sn−1 and σ be the rotation on Rn. We define the rotation of a function by
(Rσf)(x) = f(σx). Let dσ denote Haar measure on SO(n), normalized so that
∫
SO(n) dσ =
|Sn−1|, the Lebesgue measure of Sn−1. Then by [36, p.222], we have
(2.3)
∫
|y|∈I
Ω(y′)
|y|n
f(x− y)dy =
1
2
∫
SO(n)
(Rσ−1H
1
IRσf)(x)Ω(σ1)dσ(y
′).
For fixed j ∈ Z, there is a partition {Ii,j} = {Ii,j(x)} of [2j , 2j+1] such that (see [7])
V2,j(T f)(x) ≤ 2
[∑
i
∣∣1
2
∫
SO(n)
(Rσ−1H
1
Ii,jRσf)(x)Ω(σ1)dσ(y
′)
∣∣2]1/2.
Further, by Minkowski’s inequality, we get the following estimate
(2.4) S2(T f)(x) ≤
∫
SO(n)
Rσ−1S2(H
1Rσf)(x)|Ω(σ1)|dσ(y
′).
For 1 < p <∞, using Minkowski’s inequality and Lemma 2.3, we have
‖S2(T f)‖Lp(Rn) ≤
∫
SO(n)
(∫
Rn
Rσ−1
∣∣S2(H1Rσf)(x)∣∣pdx)1/p|Ω(σ1)|dσ(y′)
≤ Cp
∫
SO(n)
‖Rσf‖Lp(Rn)|Ω(σ1)|dσ(y
′)(2.5)
≤ Cp‖Ω‖L1(Sn−1)‖f‖Lp(Rn).
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Case 2. Ω is even. It is well known that f = −
∑n
i=1R
2
i f for any Schwartz function f ,
where Ri denotes the Riesz transform. For fixed f , we denote −Rif by gi. Let Φ be a infinitely
differentiable function on R such that Φ(t) = 0 if t < 14 , and Φ(t) = 1 if t >
3
4 . Moreover,
0 ≤ Φ(t) ≤ 1 for all t ∈ R. Define
Mi(x) = lim
ε→0
∫
|x−y|>ε
Ω(y)
|y|n
Φ(|y|)
xi − yi
|x− y|n+1
dy.
By [5, p.302], we know that∫
Rn
Ω(x− y)
|x− y|n
Φ
( |x− y|
ε
)
f(y)dy =
1
εn
∫
Rn
n∑
i=1
Mi
(x− y
ε
)
gi(y)dy.
Hence we have
Tεf(x) =
n∑
i=1
1
εn
∫
Rn
Mi
(x− y
ε
)
gi(y)dy −
∫
|x−y|<ε
Ω(x− y)
|x− y|n
Φ(
|x− y|
ε
)f(y)dy
=:
n∑
i=1
Mi,ε ∗ gi(x)− T
0
ε f(x).
Note that S2 is subadditive, then
S2(T f)(x) ≤
n∑
i=1
S2({Mi,ε ∗ gi})(x) + S2({T
0
ε f})(x).
To estimate S2({Mi,ε ∗ gi}) (i = 1, 2, · · · , n), it suffices to consider the case i = 1 and the other
cases can be treated similarly. Define
(2.6) N(x) = lim
ε→0
∫
|x−y|>ε
Ω(y)
|y|n
x1 − y1
|x− y|n+1
dy.
Write
M1,ε ∗ g1(x) =
1
εn
∫
|y|>ε
N(
y
ε
)g1(x− y)dy +
1
εn
∫
|y|≤ε
N
(y
ε
)
Φ
(y
ε
)
g1(x− y)dy
+
1
εn
∫
|y|≤ε
[
M1
(y
ε
)
−N
(y
ε
)
Φ
(y
ε
)]
g1(x− y)dy
+
1
εn
∫
|y|>ε
[
M1
(y
ε
)
−N
(y
ε
)]
g1(x− y)dy
=: Nε ∗ g1(x) +N
Φ
ε ∗ g1(x) + ∆ε ∗ g1(x) +Dε ∗ g1(x).
Hence, we are reduced to estimate the Lp norm of the following terms
S2({Nε ∗ g1})(x), S2({N
Φ
ε ∗ g1})(x), S2({∆ε ∗ g1})(x), S2({Dε ∗ g1})(x), S2({T
0
ε f})(x).
The estimate of S2({Nε ∗ g1}) depends on the following result.
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Lemma 2.4. ([17]) Suppose Ω satisfies (1.6) and belongs to H1(Sn−1), N(x) is given in (2.6).
Then N satisfies the following properties:
(i) N(x) is a homogeneous function of order −n on Rn;
(ii) N(−x) = −N(x), x ∈ Rn;
(iii)
∫
Sn−1
∣∣N(x′)∣∣ dσ(x′) ≤ C‖Ω‖H1(Sn−1).
By the result showed in Case 1, Lemma 2.4 and the Lp (1 < p < ∞) boundedness of Riesz
transform, we obtain the estimate
‖S2({Nε ∗ g1})‖Lp(Rn) ≤ Cp‖g1‖Lp(Rn) ≤ Cp‖f‖Lp(Rn).
To estimate the other four terms, we give a lemma.
Lemma 2.5. For any u ∈ Sn−1, let ϕu be a function defined on [0,∞) and Fu(s) = {
1
εϕu(
s
ε)}ε>0.
If there exists a constant Cp independent of u such that
‖S2(Fu ∗ h)‖Lp(R) ≤ Cp‖h‖Lp(R), 1 < p <∞,
then
‖S2(Gf)‖Lp(Rn) ≤ Cp‖f‖Lp(Rn), 1 < p <∞,
where Gf = {Gεf}ε>0 and
Gεf(x) =
∫
Sn−1
Ω(u)
∫ ∞
0
ϕu(t)f(x− εtu)dtdσ(u)
with Ω ∈ L1(Sn−1).
Proof. In the same way as the proof of (2.4), we have
S2(Gf)(x) ≤
∫
SO(n)
|Ω(σ1)|Rσ−1S2(I
1Rσf)(x)dσ(u),
where σ is the rotation such that σ1 = u,
I1f(x) = {I1ε f(x)}ε>0 and I
1
ε f(x) =
∫ ∞
0
1
ε
ϕ1(r/ε)f(x− r1)dr.
By Minkowski’s inequality and hypothesis, we have
‖S2(Gf)‖Lp(Rn) ≤
∫
SO(n)
|Ω(σ1)|
(∫
Rn
|S2(I
1Rσf)(x)|
pdx
)1/p
dσ(u)
≤ Cp‖Ω‖L1(Sn−1)‖f‖Lp(Rn).
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Now we continue the proof of Proposition 2.2. It was proved that all the kernels of T 0ε , N
Φ
ε ,
∆ε and Dε have a representation that satisfies the hypothesis of Lemma 3.4 in [7, p.2124], and∫ 1
0
t|ϕ′u(t)|dt <∞.
Thus, we get
‖S2(Fu ∗ h)‖Lp(R) ≤ Cp‖h‖Lp(R)
for 1 < p < ∞ according to Lemma 2.4 in [6]. Therefore, Lemma 2.5 and the Lp boundedness
of Riesz transforms imply that
‖S2({N
Φ
ε ∗ g1})‖Lp(Rn) + ‖S2({∆ε ∗ g1})‖Lp(Rn) + ‖S2({Dε ∗ g1})‖Lp(Rn) + ‖S2({T
0
ε f})‖Lp(Rn)
≤ Cp‖f‖Lp(Rn).
This completes the proof of Proposition 2.2 and (1.10) follows.
2.2 Proof of Theorem 1.2(ii)
As explained at the beginning of this section, it suffices to deal with dyadic λ-jump estimate.
Proposition 2.6. Let T be given as in (1.7) with Ω ∈ L log+ L(Sn−1) satisfying (1.6). Then
‖λ
√
Ndλ(T f)‖Lp(Rn) ≤ Cp‖f‖Lp(Rn).
Proof. For j ∈ Z, define a measure νj by
νj ∗ f(x) =
∫
2j≤|y|<2j+1
Ω(y)
|y|n
f(x− y)dy.
Obviously, for k ∈ Z,
T2kf(x) =
∫
|y|≥2k
Ω(y)
|y|n
f(x− y)dy =
∑
j≥k
νj ∗ f(x).
Let φ ∈ S (Rn) be a radial function such that φˆ(ξ) = 1 for |ξ| ≤ 2 and φˆ(ξ) = 0 for |ξ| > 4. We
have the following decomposition
T2kf = φk ∗ Tf − φk ∗
∑
l<0
νk+l ∗ f +
∑
s≥0
(δ0 − φk) ∗ νk+s ∗ f
:= T 1k f − T
2
k f + T
3
k f,
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where φk satisfies φ̂k(ξ) = φˆ(2
kξ) and δ0 is the Dirac measure at 0. T
if denotes the family
{T ikf}k∈Z for i = 1, 2, 3. Obviously, to show Proposition 2.6 it suffices to prove the following
inequalities:
‖λ[Ndλ/3(T
if)]1/2‖Lp(Rn) ≤ Cp‖f‖Lp(Rn), 1 < p <∞, i = 1, 2, 3.(2.7)
Estimate of (2.7) for i = 1. We need the following result, which has been essentially included
in Theorem 1.1(i) of [25]. However some details there were omitted, we add these details for
completeness.
Lemma 2.7. Let φk be given above, set U f = {φk ∗ f}k. Then for 1 < p <∞,
‖λ
√
Nλ(U f)‖Lp(Rn) ≤ Cp‖f‖Lp(Rn)(2.8)
holds uniformly in λ > 0.
If we accept Lemma 2.7 for a moment and combine it with the Lp-boundedness of T (see
[5]), we can get the following estimate easily
‖λ[Ndλ(T
1f)]1/2‖Lp(Rn) = ‖λ[Nλ({φk ∗ Tf})]
1/2‖Lp(Rn) ≤ Cp‖Tf‖Lp(Rn) ≤ Cp‖f‖Lp(Rn).
Hence, to estimate (2.7) for i = 1 it remains to prove Lemma 2.7.
Proof. We borrow some notations and results from [25, pp.6724]. For j ∈ Z and β = (m1, · · · ,mn) ∈
Zn, we denote the dyadic cube
∏n
k=1(mk2
j , (mk + 1)2
j ] in Rn by Qjβ, and the set of all dyadic
cubes with side-length 2j by Dj. The conditional expectation of a local integrable f with respect
to Dj is given by
Ejf(x) =
∑
Q∈Dj
1
|Q|
∫
Q
f(y)dy · χQ(x)
for all j ∈ Z. Note that Nλ is subadditive, then
Nλ(U f) ≤ Nλ/2(Df) +Nλ/2(E f),
where
Df = {φk ∗ f − Ekf}k and E f = {Ekf}k.
The following inequality is the λ-jump estimate for dyadic martingales (see, for instance, [33]),
‖λ
√
Nλ/2(E f)‖Lp(Rn) ≤ Cp‖f‖Lp(Rn), 1 < p <∞,
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uniformly in λ. Next, observe that
λ
√
Nλ/2(Df) ≤ C
(∑
k∈Z
|φk ∗ f − Ekf |2
)1/2
:= Sf.
On the other hand, for x ∈ Rn and j ∈ Z, let Djf(x) = Ejf(x) − Ej−1f(x). Thus, by
f ∈ Lp(Rn) and the Lebesgue differential theorem we see that
f(x) = −
∑
j
Djf(x) a. e. x ∈ Rn.
By Lemma 3.2 in [25], we have
‖Sf‖L2(Rn) ≤
(∑
k
(
∑
j
‖φk ∗ Djf(x)− EkDjf‖L2(Rn))
2
)1/2
≤
(∑
k
(
∑
j
2−θ|k−j|‖Djf‖L2(Rn))
2
)1/2
≤ Cθ(
∑
j
‖Djf‖2L2(Rn))
1/2 ≤ Cθ‖f‖L2(Rn)(2.9)
for some θ > 0.
Jones et al have proved the following weak-type (1, 1) estimate for S,
(2.10) α|{x ∈ Rn : Sf(x) > α}| ≤ C‖f‖L1(Rn),
which is (33) in [25]. By interpolation, (2.9), (2.10), imply all the Lp bounds for 1 < p ≤ 2.
For 2 < p <∞, by Ho¨lder’s inequality, we have∥∥(∑
k∈Z
|φk ∗ f − Ekf |
2
)1/2∥∥
Lp(Rn) = sup
‖{hk}‖Lp′ (l2)
≤1
∣∣ ∫
Rn
∑
k
[φk ∗ f(x)− Ekf(x)]hk(x)dx
∣∣
= sup
‖{hk}‖Lp′ (l2)
≤1
∣∣ ∫
Rn
∑
k
[φk ∗ hk(y)− Ekhk(y)]f(y)dy
∣∣
≤ sup
‖{hk}‖Lp′ (l2)
≤1
‖
∑
k
[φk ∗ hk − Ekhk]‖Lp′ (Rn)‖f‖Lp(Rn).
It suffices to show that
‖
∑
k
[φk ∗ hk − Ekhk]‖Lp′ (Rn) ≤ C‖{hk}‖Lp′ (l2), 1 < p
′ ≤ 2.(2.11)
Clearly, the following estimate is a consequence L2 boundedness of S by duality
‖
∑
k
[φk ∗ hk − Ekhk]‖L2(Rn) ≤ C‖{hk}‖L2(l2).(2.12)
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Therefore, we just need to prove that, if {hk} ∈ L
1(l2), then∣∣{x ∈ Rn : |∑
k
[φk ∗ hk(x)− Ekhk(x)]| > α}
∣∣ ≤ C
α
‖{hk}‖L1(l2),(2.13)
where α > 0 and C is independent of α and {hk}. In fact, by interpolation between (2.12) and
(2.13), we get (2.11).
For α > 0, we perform Caldero´n-Zygmund decomposition of ‖{hk}‖l2 at height α, then there
exists Λ ⊆ Z × Zn such that the collection of dyadic cubes {Qjβ}(j,β)∈Λ are disjoint and the
following hold:
(i) |
⋃
(j,β)∈ΛQ
j
β| ≤ α
−1‖{hk}‖L1(l2);
(ii) ‖{hk(x)}‖l2 ≤ α, if x 6∈
⋃
(j,β)∈ΛQ
j
β;
(iii) 1
|Qj
β
|
∫
Qj
β
‖{hk(x)}‖l2dx ≤ 2
nα for each (j, β) ∈ Λ.
For k ∈ Z, we set
g(k)(x) =
{
hk(x), if x 6∈
⋃
(j,β)∈ΛQ
j
β,
1
|Qj
β
|
∫
Qj
β
hk(y)dy, if x ∈ Q
j
β, (j, β) ∈ Λ.
and
b(k)(x) =
∑
(j,β)∈Λ
[hk(x)− Ejhk(x)]χQj
β
(x) :=
∑
(j,β)∈Λ
b
(k)
j,β(x).
First we have ‖{g(k)}‖2L2(l2) ≤ 2α‖{hk}‖L1(l2). In fact, by (ii),(iii) and Minkowski’s inequality,
‖{g(k)}‖2L2(l2) =
∫
(∪(j,β)∈ΛQ
j
β
)c
‖{hk(x)}‖
2
l2dx+
∑
(j,β)∈Λ
∫
Qj
β
∑
k
∣∣ 1
|Qjβ|
∫
Qj
β
hk(y)dy
∣∣2dx
≤ α
∫
(∪(j,β)∈ΛQ
j
β
)c
‖{hk(x)}‖l2dx+ 2
nα
∑
(j,β)∈Λ
∫
Qj
β
‖hk(x)‖l2dx
≤ 2nα‖{hk}‖L1(l2).
On the other hand, it is easy to see that∫
Rn
b
(k)
j,β(x)dx = 0 for all k ∈ Z, (j, β) ∈ Λ,
and ‖{b(k)}‖L1(l2) ≤ 2‖{hk}‖L1(l2). In fact, by (iii) and Minkowski’s inequality,
‖{b(k)}‖L1(l2) =
∑
(j,β)∈Λ
∫
Qj
β
(∑
k
|hk(x)− Ejhk(x)|
2
)1/2
dx
≤
∑
(j,β)∈Λ
∫
Qj
β
(
∑
k
|hk(x)|
2)1/2dx+
∑
(j,β)∈Λ
∫
Qj
β
(∑
k
|
1
|Qjβ|
∫
Qj
β
hk(y)dy|
2
)1/2
dx
≤ 2‖{hk}‖L1(l2).
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Thus, for above α, by (2.12),
α2
∣∣{x ∈ Rn : |∑
k
[φk ∗ g
(k)(x)− Ekg(k)(x)]| > α}
∣∣ ≤ C∥∥∑
k
[φk ∗ g
(k) − Ekg(k)]
∥∥2
L2(Rn)
≤ C‖{g(k)}‖2L2(l2) ≤ Cα‖{hk}‖L1(l2).
So, we get ∣∣{x ∈ Rn : |∑
k
[φk ∗ g
(k)(x)− Ekg
(k)(x)]| > α}
∣∣ ≤ C
α
‖{hk}‖L1(l2).
Let Q˜jβ be the cube concentric with Q
j
β and with side length 4 times that of Q
j
β. It is obvious
that
(2.14)
∣∣ ⋃
(j,β)∈Λ
Q˜jβ
∣∣ ≤ C ∑
(j,β)∈Λ
|Qjβ| ≤
C
α
‖{hk}‖L1(l2).
Note that Ekb
(k)
j,β is supported in Q
j
β when k ≤ j and Ekb
(k)
j,β vanishes everywhere when k ≥ j.
α
∣∣{x 6∈⋃ Q˜jβ : |∑
k
[φk ∗ b
(k)(x)− Ekb(k)(x)]| > α}
∣∣ ≤ C ∑
(j,β)∈Λ
∑
k
∫
(Q˜j
β
)c
|φk ∗ b
(k)
j,β(x)|dx.
By [25, (34) and (35), p.6726], the inequality∫
(Q˜j
β
)c
|φk ∗ b
(k)
j,β(x)|dx ≤ C2
−δ|j−k|
∫
Rn
|b
(k)
j,β(x)|dx
holds for some δ > 0. Applying Ho¨lder’s inequality, we get∑
(j,β)∈Λ
∑
k
∫
(Q˜j
β
)c
|φk ∗ b
(k)
j,β(x)|dx ≤ C
∑
(j,β)∈Λ
∑
k
2−δ|j−k|
∫
Rn
|b
(k)
j,β(x)|dx
≤ C
∑
(j,β)∈Λ
∫
Rn
(∑
k
|b
(k)
j,β(x)|
2
)1/2
dx
≤ C
∑
(j,β)∈Λ
‖bj,β‖L1(l2) ≤ C‖{hk}‖L1(l2).
This completes the proof of Lemma 2.7.
Estimate of (2.7) for i = 3. First, let us give a decomposition of Ω ∈ L log+L(Sn−1) satisfying
(1.6), which can be found in [2] or [1]. For m ∈ N, denote
Em = {y
′ ∈ Sn−1 : 2m−1 ≤ |Ω(y′)| < 2m}
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and
Ωm = ‖Ω‖
−1
L1(Em)
[
ΩχEm −
1
|Sn−1|
∫
Em
Ωdσ
]
.
Set
Γ = {m ∈ N : σ(Em) > 2−4m} and Ω0 = Ω−
∑
m∈Γ
‖Ω‖L1(Em)Ωm.
Lemma 2.8. (see [2] or [1]) Suppose that Ω ∈ L log+L(Sn−1) satisfying (1.6). Then Ω0 and
Ωm (m ∈ Γ) defined above satisfy the following properties:
(i)
∫
Sn−1
Ωmdσ = 0, ‖Ωm‖L1(Sn−1) ≤ 2 and ‖Ωm‖L2(Sn−1) ≤ C2
2m, where C = C(n) is
independent of m;
(ii)
∫
Sn−1
Ω0dσ = 0 and Ω0 ∈ L
2(Sn−1);
(iii)
∑
m∈Γm‖Ω‖L1(Em) ≤ ‖Ω‖L log+L(Sn−1).
We define measure ν
(m)
j by
ν
(m)
j ∗ f(x) =
∫
2j<|y|≤2j+1
Ωm(y)
|y|n
f(x− y)dy
for j ∈ Z and m ∈ {0}
⋃
Γ. Then we have the following pointwise estimate
λ[Ndλ(T
3f)(x)]1/2 ≤
∑
s≥0
(∑
k
∣∣[(δ0 − φk) ∗ ν(0)k+s] ∗ f(x)∣∣2)1/2
+
∑
s≥0
∑
m∈Γ
‖Ω‖L1(Em)
(∑
k
∣∣[(δ0 − φk) ∗ ν(m)k+s] ∗ f(x)∣∣2)1/2
:=
∑
s≥0
G(0)s f(x) +
∑
m∈Γ
‖Ω‖L1(Em)
∑
s≥0
G(m)s f(x).
We are reduced to establish estimate of ‖G
(m)
s f‖Lp(Rn) as sharp as possible so that we are able
to sum up over s ≥ 0 and m ∈ {0}
⋃
Γ. Let us start with the case m ∈ Γ. We first prove a rapid
decay estimate of ‖G
(m)
s f‖L2(Rn).
For m ∈ Γ, Al-Salman and Pan [2] proved that
|ν̂
(m)
s (ξ)| ≤ Cmin
{
‖Ωm‖L1(Sn−1), ‖Ωm‖L2(Sn−1)[2
s|ξ|]−1/3, ‖Ωm‖L1(Sn−1)2
s|ξ|
}
.
By (i) of Lemma 2.8 and interpolation, we have
(2.15) |ν̂
(m)
s (ξ)| ≤ Cmin{[2
s|ξ|]−
1
3m , 2s|ξ|}.
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It is trivial that |(1 − φ̂)(ξ)| ≤ min{1, |ξ|}. To dominate ‖G
(m)
s f‖L2(Rn), we use above two
estimates and get∑
k
∣∣(1− φ̂)(2kξ)∣∣2∣∣ν̂(m)(2s+kξ)∣∣2
≤
∑
2k≤ 1
2s|ξ|
(2s+k|ξ|)2(2k|ξ|)2 +
∑
1
2s|ξ|
<2k≤ 1
|ξ|
(2s+k|ξ|)−
2
3m (2k|ξ|)2 +
∑
2k≥ 1
|ξ|
(2s+k|ξ|)−
2
3m
≤ 2−2s + 2
2
3m (2−
2s
3m − 2−2s) + 2−
2s
3m
≤ C2
2
3m 2−
2s
3m .
Plancherel’s theorem implies that
‖G(m)s f‖L2(Rn) ≤ C2
1
3m 2−
s
3m ‖f‖L2(Rn).(2.16)
To proceed with the estimate of ‖G
(m)
s f‖Lp(Rn), we need three well known or easily checked
lemmas below, which will be used in the following proof.
Lemma 2.9. ([2, p. 157]) Let {σj}j∈Z be a sequence of finite Borel measures. Suppose that there
are γ ∈ (0, 1] and p0 ∈ (2,∞) such that
(i) ‖σj‖ ≤ C;
(ii) |σ̂j(ξ)| ≤ Cmin{|2
jξ|γ , |2jξ|−γ};
(iii)
∥∥(∑
j |σj ∗ gj|
2
)1/2∥∥
Lp0
≤ C
∥∥(∑
j |gj |
2
)1/2∥∥
Lp0
.
Then, for p ∈ (p′0, p0), there exists a constant Cp such that∥∥(∑
j
|σj ∗ f |
2
)1/2∥∥
Lp
≤ Cp2
αpγ
(2αpγ + 1
2αpγ − 1
)
‖f‖Lp ,
where
αp =
{
(1p −
1
p0
)/(12 −
1
p0
), p > 2,
(1p −
1
p′0
)/(12 −
1
p′0
), p ≤ 2.
Lemma 2.10. ([13, p. 544]) Suppose that {σj}j∈Z is a sequence of finite Borel measures. If the
maximal operator σ∗(f) = sup
j
||σj | ∗ f | is bounded on L
p0 for 1 < p0 ≤ ∞, then
∥∥(∑
j
|σj ∗ gj |
2
)1/2∥∥
Lp
≤ C
∥∥(∑
j
|gj |
2
)1/2∥∥
Lp
,
where p satisfies 12p0 =
∣∣1
2 −
1
p
∣∣ and C depends on the Lp0 norm of σ∗.
Lemma 2.11. Let a > 1, t ∈ (0, 1] and θ ∈ (0, 1]. Then tθa2θt ≤ Ca,θ(a
θt − 1).
20 Y. Ding, G. Hong, H. Liu
Now we estimate ‖G
(m)
s f‖Lp(Rn). For 1 < p < ∞ and p 6= 2, there exists a θ1 ∈ (0, 1) and
1 < p1 < ∞ such that 1/p = (1 − θ1)/p1 + θ1/2. For fixed p1, we choose p0 ∈ (2,∞) such that
p1 ∈ (p
′
0, p0). Further, choose p2 ∈ (1,∞) so that 1/(2p2) = |1/2 − 1/p0|. It is trivial that∣∣[(δ0 − φk) ∗ ν(m)k+s]∣∣ ≤ 2‖ν(m)s ‖ ≤ C‖Ωm‖L1(Sn−1) ≤ C.
On the other hand, note that s ≥ 0 and m ≥ 1,
|[(δ0 − φk) ∗ ν
(m)
k+s]
∧(ξ)| ≤ Cmin{1, |2kξ|}min{|2k+sξ|, 1, |2k+sξ|−
1
3m }
≤ Cmin{|2kξ|, 1, |2kξ|−
1
3m }
≤ Cmin{|2kξ|
1
3m , |2kξ|−
1
3m }.
By the Lp boundedness of maximal function with rough kernel (see [5]) and Lemma 2.8, we have∥∥ sup
k
∣∣|[(δ0 − φk) ∗ ν(m)k+s]| ∗ f ∣∣∥∥Lp2(Rn) ≤ Cp2‖Ωm‖L1(Sn−1)‖f‖Lp2 (Rn) ≤ Cp2‖f‖Lp2 (Rn),
which, together with Lemma 2.10 and Lemma 2.9, implies
‖G(m)s f‖Lp1 (Rn) = ‖
(∑
k
∣∣[(δ0 − φk) ∗ ν(m)k+s] ∗ f ∣∣2)1/2‖Lp1 (Rn)
≤ Cp12
αp1
3m
(
2
αp1
3m + 1
2
αp1
3m − 1
)
‖f‖Lp1 (Rn)(2.17)
≤ C ′p1
(
2
2αp1
3m
2
αp1
3m − 1
)
‖f‖Lp1 (Rn)
≤ C ′′p1m‖f‖Lp1 (Rn),
the last inequality was obtained by Lemma 2.11 with a = 2
αp1
3 , θ = 1 and t = 1/m.
Now by interpolation between (2.16) and (2.17), we obtain
‖G(m)s f‖Lp(Rn) ≤ Cpm
1−θ12
θ1
3m 2−
θ1s
3m ‖f‖Lp(Rn).
Applying Lemma 2.11 with a = 2
1
3 , θ = θ1 and t = 1/m, we conclude that
‖
∑
s≥0
G(m)s f‖Lp(Rn) ≤ Cpm
1−θ12
θ1
3m
∑
s≥0
2−
θ1s
3m ‖f‖Lp(Rn)
≤ Cpm
1−θ1 2
2θ1
3m
2
θ1
3m − 1
‖f‖Lp(Rn) ≤ Cpm‖f‖Lp(Rn).
In the same way, we can deal with G
(0)
s f for s ≥ 0 and obtain
‖
∑
s≥0
G(0)s f‖Lp(Rn) ≤ Cp
∑
s≥0
2−
θ1s
3 ‖f‖Lp(Rn) ≤ Cp‖f‖Lp(Rn).
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Finally, using Lemma 2.8, we get
‖λ[Ndλ(T
3f)]1/2‖Lp(Rn) ≤ ‖
∑
s≥0
G(0)s f‖Lp(Rn) +
∑
m∈Γ
‖Ω‖L1(Em)‖
∑
s≥0
G(m)s f‖Lp(Rn)
≤ Cp
[
1 +
∑
m∈Γ
m‖Ω‖L1(Em)
]
‖f‖Lp(Rn) ≤ Cp[1 + ‖Ω‖L log+ L(Sn−1)]‖f‖Lp(Rn).
Estimate of (2.7) for i = 2. Similarly, we have the following pointwise estimate
λ[Ndλ(T
2f)(x)]1/2
≤
∑
l<0
(∑
k
∣∣[φk ∗ ν(0)k+l] ∗ f(x)∣∣2)1/2 +∑
l<0
∑
m∈Γ
‖Ω‖L1(Em)
(∑
k
∣∣[φk ∗ ν(m)k+l ] ∗ f(x)∣∣2)1/2
:=
∑
l<0
G
(0)
l f(x) +
∑
m∈Γ
‖Ω‖L1(Em)
∑
l<0
G
(m)
l f(x).
For m ∈ Γ and l < 0, we first estimate the L2 bounds of G
(m)
l f . Note that |φˆ(ξ)| ≤ 2χ{|ξ|<4}(ξ).
By Plancherel’s theorem and (2.15),
‖G
(m)
l f‖L2(Rn) ≤ ‖f‖L2(Rn) sup
ξ
(∑
k
∣∣φ̂(2kξ)∣∣2∣∣ν̂(m)(2l+kξ)∣∣2)1/2
≤ C‖f‖L2(Rn) sup
ξ
( ∑
2k≤ 4
|ξ|
(2l+k|ξ|)2
)1/2
≤ C2l‖f‖L2(Rn).
Next, we consider ‖G
(m)
l f‖Lp(Rn), where p is that in case i = 3. Obviously, we have
‖φk ∗ ν
(m)
k+l‖ ≤ C and |[φk ∗ ν
(m)
k+l ]
∧(ξ)| ≤ Cmin{|2kξ|, |2kξ|−1}.
In the same way,
∥∥ supk ∣∣|φk ∗ ν(m)k+l | ∗ f ∣∣∥∥Lp2 (Rn) ≤ C‖f‖Lp2 (Rn). The following inequality is a
consequence of Lemma 2.9 and Lemma 2.10
‖G
(m)
l f‖Lp1(Rn) ≤ Cp1‖f‖Lp1 (Rn).(2.18)
Interpolating between above Lp1 estimate and L2 estimate, and summing over l, we get
‖
∑
l<0
G
(m)
l f‖Lp(Rn) ≤ Cp
∑
l<0
2θ1l‖f‖Lp(Rn) ≤ Cp‖f‖Lp(Rn).
The quantity ‖
∑
l<0G
(0)
l f‖Lp(Rn) can be treated in the same way. Finally, using Lemma 2.8, we
get
‖λ[Ndλ(T
2f)]1/2‖Lp(Rn) ≤ ‖
∑
l<0
G
(0)
l f‖Lp(Rn) +
∑
m∈Γ
‖Ω‖L1(Em)‖
∑
l<0
G
(m)
l f‖Lp(Rn)
≤ Cp[1 + ‖Ω‖L log+ L(Sn−1)]‖f‖Lp(Rn).
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3 Proof of Theorem 1.5
By Lemma 2.1, to show Theorem 1.5 it suffices to prove the following two propositions.
Proposition 3.1. Let T be given as in (1.7), Ω satisfies (1.6) and Ω ∈ Gα(S
n−1) for some
α > 0.Then for (2α+1)(1+α)2α2+α+1/2 < p <
2(1+α)(2α+1)
4α+1 ,
(3.1) ‖λ
√
Ndλ(T f)‖Lp(Rn) ≤ Cp‖f‖Lp(Rn)
uniformly in λ > 0.
Proposition 3.2. Let T and Ω be given as in Proposition 3.1 but with α > 1. Then for (3 +
α)/(1 + α) < p < (3 + α)/2, we have
(3.2) ‖S2(T f)‖Lp(Rn) ≤ Cp‖f‖Lp(Rn).
3.1 Proof of Proposition 3.1
We use again Fourier transform and square function estimates. Note that in the present case,
the Fourier transform of the measure ν defined at the beginning of Section 2 has logarithmic
decay (see (9) in [16]), which is better than the case Ω ∈ L log+ L(Sn−1), but worse than the
case Ω ∈ Lr(Sn−1) (r > 1). Some estimates from [14] and [17] are taken for granted here. Let us
start the proof.
Let measure νj and operator T2k be defined as in the proof of Lemma 2.6 with Ω ∈ Gα(S
n−1).
Let φ be a Schwartz function such that φˆ(ξ) = 1 for |ξ| ≤ 2 and φˆ(ξ) = 0 for |ξ| > 4. We have
the following decomposition
T2kf = φk ∗ TΩf − φk ∗
∑
l<0
νk+l ∗ f +
∑
s≥0
(δ0 − φk) ∗ νk+s ∗ f
:= T 1k f − T
2
k f + T
3
k f,
where φk satisfies φ̂k(ξ) = φˆ(2
kξ) and δ0 is the Dirac measure at 0. T
if denotes the family
{T ikf}k∈Z for i = 1, 2, 3. Clearly, we need to prove the inequalities below
‖λ[Ndλ/3(T
if)]1/2‖Lp(Rn) ≤ Cp‖f‖Lp(Rn), i = 1, 2, 3,(3.3)
for (2α+1)(1+α)2α2+α+1/2 < p <
2(1+α)(2α+1)
4α+1 .
The case i = 1 of estimate (3.3) is just a combination of Lemma 2.7 and Theorem 1 in [14],
‖λ[Ndλ(T
1f)]1/2‖Lp(Rn) ≤ Cp‖TΩf‖Lp(Rn) ≤ Cp‖f‖Lp(Rn),
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for all (2 + 2α)/(1 + 2α) < p < 2 + 2α.
Next, we consider the case i = 3 of estimate (3.3). For (2α+1)(1+α)2α2+α+1/2 < p <
2(1+α)(2α+1)
4α+1 , there
are θp ∈ (
2
2α+1 , 1] and p1 ∈ (
2+2α
1+2α , 2 + 2α) such that
1
p
=
θp
2
+
1− θp
p1
.
The following known result can be found in [14, p.80] and [16, p.461],
‖Gsf‖L2(Rn) ≤ C(1 + s)
−α−1/2‖f‖L2(Rn), s > 0,(3.4)
where
Gsf(x) =
(∑
k
∣∣[(δ0 − φk) ∗ νk+s] ∗ f(x)∣∣2)1/2.
Note that |(δ0 − φ)
∧(ξ)| ≤ Cmin{1, |ξ|}, |νˆs(ξ)| ≤ C, |νˆs(ξ)| ≤ C|2
sξ| when |2sξ| ≤ 2 and
|νˆs(ξ)| ≤ C(ln |2
sξ|)−1−α when |2sξ| ≥ 2. Then we get
|[(δ0 − φk) ∗ νk+s]
∧(ξ)| ≤
{
C|2kξ|, for |2kξ| ≤ 2,
C(ln |2kξ|)−1−α, for |2kξ| ≥ 2,
uniformly in s > 0. Similarly, for 1 < p2 <∞
‖ sup
k
||[(δ0 − φk) ∗ νk+s]| ∗ f |‖Lp2(Rn) ≤ C‖f‖Lp2 (Rn).
By using the same argument in [16, p.461] or [14, p.77], we have uniformly in s > 0
‖Gsf‖Lp1 (Rn) ≤ Cp1‖f‖Lp1 (Rn),
which, interpolated with (3.4), implies
‖Gsf‖Lp(Rn) ≤ Cp(1 + s)
−θp(α+1/2)‖f‖Lp(Rn).
Finally, we sum the above Lp estimates over s > 0 and get
‖λ[Ndλ(T
3f)]1/2‖Lp(Rn) ≤
∑
s>0
‖Gsf‖Lp(Rn) ≤ Cp
∑
s>0
(1 + s)−θp(α+1/2)‖f‖Lp(Rn) ≤ Cp‖f‖Lp(Rn).
The case i = 2 of estimate (3.3) can be treated similarly. For l ≤ 0, we set
Glf(x) =
(∑
k
∣∣[φk ∗ νk+l] ∗ f(x)∣∣2)1/2.
Note that φˆ vanishes for |ξ| ≤ 2 and l ≤ 0. Using above estimates of νˆs, we have∑
k
∣∣φ̂(2kξ)∣∣2∣∣νˆ(2l+kξ)∣∣2 ≤ ∑
1
|ξ|
<2k≤ 1
2l|ξ|
(2l+k|ξ|)2(2k|ξ|)−4 +
∑
2k≤ 1
|ξ|
2(2l+k|ξ|)2 ≤ C22l.
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Then, ‖Glf‖L2(Rn) ≤ C2
l‖f‖L2(Rn). ‖Glf‖Lp1(Rn) ≤ C‖f‖Lp1(Rn) can be proved as (2.18). Inter-
polating and summing over l ≤ 0,
‖λ[Ndλ(T
2f)]1/2‖Lp(Rn) ≤
∑
l≤0
‖Glf‖Lp(Rn) ≤
∑
l≤0
2θpl‖f‖Lp(Rn) ≤ Cp‖f‖Lp(Rn)
for 1 < p <∞.
3.2 Proof of Proposition 3.2
In the present case, the rotation method seems not to work. Instead we appeal to the vector-
valued singular integral operator theory. That the underlying kernel is rough brings a lot of trou-
ble, but homogeneity of the kernel is taken advantage of in getting L2-estimate and Ho¨rmander
condition. Let us start the proof.
For t ∈ [1, 2], we define ν0,t as
ν0,t(x) =
Ω(x′)
|x|n
χ{t≤|x|≤2}(x)
and νj,t(x) = 2
−jnν0,t(2
−jx) for j ∈ Z. For k ∈ Z, we define Φj,kf by Φ̂j,kf(ξ) = ϕ(2j−kξ)fˆ(ξ),
where ϕ is a Schwartz function such that supp (ϕˆ) ⊂ {1/2 ≤ |ξ| ≤ 2} and
∑
k∈Z ϕ(2
−kξ) = 1 for
all ξ ∈ Rn \ {0}. Observe that V2,j(T f)(x) is just the strong 2-variation function of the family
{νj,t ∗ f(x)}t∈[1,2], hence
S2(T f)(x) =
(∑
j∈Z
|V2,j(T f)(x)|
2
) 1
2
=
(∑
j∈Z
‖{νj,t ∗ f(x)}t∈[1,2]‖
2
V2
) 1
2
≤
∑
k∈Z
(∑
j∈Z
‖{νj,t ∗ Φj,kf(x)}t∈[1,2]‖
2
V2
) 1
2
:=
∑
k∈Z
S2,k(T f)(x).
The desired estimate (3.2) will follow from the following two estimates by interpolation and
summation over k,
‖S2,k(T f)‖L2(Rn) ≤ C(1 + |k|)
− 1+α
2 ‖f‖L2(Rn)(3.5)
and
‖S2,k(T f)‖Lp(Rn) ≤ Cp(1 + |k|)‖f‖Lp(Rn),(3.6)
for all 1 < p <∞
To deal with (3.5), we borrow the fact ‖a‖V2 ≤ ‖a‖
1/2
L2
‖a′‖
1/2
L2
, where a′ = { ddtat : t ∈ R}. It is
a special case of (39) in [25]. Then,
[S2,k(T f)(x)]
2 ≤
∑
j∈Z
‖νj,t ∗ Φj,kf(x)‖L2t ([1,2])‖
d
dt
[νj,t ∗ Φj,kf(x)]‖L2t ([1,2]).
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By Cauchy-Schwarz inequality, we have
‖S2,k(T f)‖
2
L2(Rn) ≤
∥∥∥(∑
j∈Z
‖νj,t∗Φj,kf‖
2
L2t ([1,2])
)1/2∥∥∥
L2(Rn)
∥∥∥(∑
j∈Z
‖
d
dt
[νj,t∗Φj,kf ]‖
2
L2t ([1,2])
)1/2∥∥∥
L2(Rn)
.
To deal with the first term on the right-hand side, we need the following estimates
|ν̂j,t(ξ)| ≤ C
{
ln(|2jξ|)−1−α if 2j |ξ| ≥ 2
2j |ξ| if 2j |ξ| ≤ 2
,(3.7)
uniformly in t ∈ [1, 2], which have been essentially proved in [16]. By Plancherel’s theorem,
∥∥∥(∑
j∈Z
‖νj,t ∗ Φj,kf‖
2
L2t ([1,2])
)1/2∥∥∥2
L2(Rn)
=
∑
j∈Z
∫ 2
1
∫
Rn
|ν̂j,t(ξ)|
2|ϕ(2j−kξ)fˆ(ξ)|2dξdt
≤ C(1 + |k|)−2(1+α)‖f‖2L2(Rn).
In order to treat the second term, we need an elementary fact. That is, for any Schwartz
function h,
(3.8) |
( d
dt
[νj,t ∗ h]
)∧
(ξ)| ≤ C‖Ω‖L1(Sn−1)|hˆ(ξ)|
uniformly in t ∈ [1, 2]. Indeed, by spherical coordinate transformation, a trivial calculation shows
d
dt
[νj,t ∗ h(x)] =
d
dt
[ ∫
2jt<|y|≤2j+1
Ω(y′)
|y|n
h(x− y)dy
]
=
d
dt
[ ∫
Sn−1
Ω(y′)
∫ 2j+1
2jt
1
r
h(x− ry′)drdσ(y′)
]
=
1
t
∫
Sn−1
Ω(y′)h(x− 2jty′)dσ(y′).
Note that t ∈ [1, 2],
|
( d
dt
[νj,t ∗ h]
)∧
(ξ)| ≤ C
∣∣ ∫
Rn
e−2piix·ξ
∫
Sn−1
Ω(y′)h(x− 2jty′)dσ(y′)dx
∣∣
≤ C
∫
Sn−1
|Ω(y′)|
∣∣ ∫
Rn
e−2piix·ξh(x− 2jty′)dx
∣∣dσ(y′)
≤ C‖Ω‖L1(Sn−1)|hˆ(ξ)|.
By Plancherel’s theorem and (3.8), we have∥∥∥(∑
j∈Z
‖
d
dt
[νj,t ∗ Φj,kf ]‖
2
L2t ([1,2])
) 1
2
∥∥∥2
L2(Rn)
≤ C
∑
j∈Z
∫
Rn
|ϕ(2j−kξ)fˆ(ξ)|2dξ ≤ C‖f‖2L2(Rn).
Then we get L2 estimate (3.5).
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To achieve the estimate (3.6), we use the vector-valued singular integral theory for convolution
operators. For t ∈ [1, 2] and j ∈ Z, we define Kk(x) = {νj,t ∗ ϕˇj−k(x)}j,t, where ϕˇj−k(y) =
2n(k−j)ϕˇ(2k−jy) and Kk takes value in the Banach space
B = {a(j, t) : ‖a‖B := (
∑
j
‖a‖2V2)
1/2 <∞}.
Obviously, S2,k(T f) = ‖Kk ∗ f‖B . By the vector-valued singular integral operator theory, we
have the Lp estimates
‖S2,k(T f)‖Lp(Rn) ≤ Cp(Mk +Nk)‖f‖Lp(Rn), 1 < p <∞,
where Mk = (1 + |k|)
− 1+α
2 is the L2-bound in (3.5) and Nk is any upper bound for
sup
y∈Rn
∫
|x|>2|y|
‖Kk(x− y)−Kk(x)‖Bdx.
To get the desired upper bound C(1 + |k|) for above integral, we need the following facts
‖a‖B ≤ (
∑
j
‖a‖2V1)
1/2 ≤
∑
j
∫ 2
1
|
d
dt
a(j, t)|dt
and
d
dt
(
νj,t ∗ ϕˇj−k
)
(x) =
∫
Sn−1
Ω(y′)
t
ϕˇj−k(x− 2
jty′)dσ(y′).
Therefore,∫
|x|>2|y|
‖Kk(x− y)−Kk(x)‖Bdx
≤
∑
j
∫ 2
1
∫
|x|>2|y|
∣∣∣∣ ddt(νj,t ∗ ϕˇj−k)(x− y)− ddt(νj,t ∗ ϕˇj−k)(x)
∣∣∣∣dxdt
≤
∫ 2
1
∫
Sn−1
|Ω(u′)|
∑
j
∫
|x|>2|y|
|ϕˇj−k(x− y − 2
jtu′)− ϕˇj−k(x− 2
jtu′)|dxdσ(u′)dt.
To complete the proof, it suffices to show
∑
j
∫
|x|>2|y|
|ϕˇj−k(x− y − 2
jtu′)− ϕˇj−k(x− 2
jtu′)|dx ≤ C(1 + |k|)
uniformly in k, t and u′. Without loss of generality, we assume t = 1 and u′ = 1. For any fixed
y ∈ Rn and k ∈ Z, we divide the sum into two parts I :=
∑
2j+1<|y| and II :=
∑
2j+1≥|y|. For
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the first part, we treat it as follows
I =
∑
2j+1<|y|
∫
|x|>
2|y|
2j−k
|ϕˇ(x−
y + 2j1
2j−k
)− ϕˇ(x− 2k1)|dx
≤ 2
∑
2j+1<|y|
∫
|x|> |y|
2j−k+1
|ϕˇ(x)|dx ≤ 2
∫
|x|>2k
|ϕˇ(x)|[
∑
2k |y|
|x|
<2j+1<|y|
1]dx
≤ 2
∫
|x|>2k
|ϕˇ(x)| log
|x|
2k−1
dx ≤ C.
For the second part, we use the mean value theorem
II =
∑
2j+1≥|y|
∫
|x|> 2|y|
2j−k
|ϕˇ(x−
y + 2j1
2j−k
)− ϕˇ(x− 2k1)|dx
≤ C
∑
2j+1≥|y|
min{1, 2k−j |y|} ≤ C(1 + |k|).
This completes the proof of (3.6).
4 Proof of Theorem 1.8
As in the proof of Theorem 1.2, to show Theorem 1.8(i), it suffices to prove dyadic λ-jump
estimate and short 2-variation estimate respectively. Also in the course of proving strong q-
variation estimate (q > 2) by the rotation method, we can get short 2-estimate. Let us start
with the dyadic λ-jump estimate.
Proposition 4.1. Let Ω ∈ H1(Sn−1) or L(log+L)1/2(Sn−1). Then
‖λ
√
Ndλ(Mf)‖Lp(Rn) ≤ Cp‖f‖Lp(Rn), 1 < p <∞,(4.1)
uniformly in λ > 0.
Proof. We assume Ω satisfies the cancelation condition (1.6). Otherwise, we write
Ω(x′) = [Ω(x′)−
1
ωn−1
∫
Sn−1
Ω(y′)dσ(y′)] +
1
ωn−1
∫
Sn−1
Ω(y′)dσ(y′)
:= Ω0(x
′) + C(Ω, n),
where ωn−1 denotes the area of S
n−1. Thus,
Mtf(x) =
1
tn
∫
|y|<t
Ω0(y
′)f(x− y)dy + C(Ω, n)
1
tn
∫
|y|<t
f(x− y)dy.
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(4.1) has been established in [22] with Ω = 1. Define σ2k(y) = 2
−knχ{|y|<2k}(y)Ω(y
′), then
M2kf = σ2k ∗ f . The pointwise domination
(4.2) λ2Ndλ(Mf) = λ
2Nλ({M2kf}k) ≤
∑
k
|f ∗ σ2k |
2
reduces the desired estimate to
(4.3) ‖(
∑
k
|f ∗ σ2k |
2)1/2‖Lp(Rn) ≤ Cp‖f‖Lp(Rn),
(4.3) can be showed in the similar way as that in [10, p.597] for Ω ∈ H1(Sn−1) and [1, p.698]
for Ω ∈ L(log+ L)1/2(Sn−1). We omit those details for simplicity.
Remark 4.2. The square function having appeared in the proof of Proposition 4.1 is actually
a discrete analogue of the Marcinkiewicz integral with rough kernels. In [37], Walsh proved that
Marcinkiewicz integrals may not be L2(Rn)-bounded if the kernel Ω ∈ L(log+ L)1/2−ε(Sn−1) for
0 < ε < 1/2. Hence it is hopeless to obtain (4.1) by using the pointwise domination (4.2) with
Ω ∈ L1(Sn−1).
To apply the rotation method, we need the following result in one dimension.
Lemma 4.3. Let M = {Mt}t>0 with Mt defined as
Mtf(x) =
1
tn
∫ t
0
f(x− s)sn−1ds.
Then for 1 < p <∞,
‖λ
√
Nλ(M f)‖Lp(R) ≤ Cp‖f‖Lp(R),
uniformly in λ > 0. Whence ‖Vq(M f)‖Lp(R) ≤ Cp‖f‖Lp(R) for q > 2 and 1 < p <∞.
Proof. Note that Mtf(x) = µt ∗ f(x), where µt(s) =
1
tµ(
s
t ) and µ(s) = χ{0≤s≤1}(s)s
n−1. Van
der Corput’s lemma implies that
|µˆ(ξ)| ≤
∣∣∣∣ ∫ 1
0
e−2piirξrn−1dr
∣∣∣∣ ≤ C|ξ|−1.
By Theorem 1.1 in [25], we obtain the following dyadic λ-jump inequality
‖λ
√
Ndλ(M f)‖Lp(R) ≤ Cp‖f‖Lp(R),
uniformly in λ > 0. Further, by Lemma 6.1 of [25], we get the Lp boundedness of the short
2-variation operator
(4.4) ‖S2(M f)‖Lp(R) ≤ Cp‖f‖Lp(R), 1 < p <∞.
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Above two estimates and Lemma 2.1 imply our desired λ-jump inequality. Clearly, the q-variation
inequality is a trivial consequence of Lemma 1.1.
Finally, let us turn to the proof of Theorem 1.8.
Proof. We first prove Theorem 1.8(ii) by using the rotation method applied in Section 2. We
define another family of averaging operators M1 = {M1t }t>0 with
M1t f(x) =
1
tn
∫ t
0
f(x− s1)sn−1ds,
where 1 = (1, 0, · · · , 0). Recall the rotation of a function is defined as (Rσf)(x) = f(σx). Then,
we have
Mtf(x) =
∫
Sn−1
Ω(y′)
1
tn
∫ t
0
f(x− sy′)sn−1dsdσ(y′) =
∫
SO(n)
(Rσ−1M
1
t Rσf)(x)Ω(σ1)dσ.
Using Minkowski’s inequality and Proposition 4.3, we get for 1 < p <∞
‖Vq(Mf)‖Lp(Rn) ≤
∫
SO(n)
‖Rσ−1Vq(M
1Rσf)‖Lp(Rn)|Ω(σ1)|dσ ≤ Cp‖f‖Lp(Rn).
By Lemma 2.1 and Proposition 4.1, our desired result Theorem 1.8(i) follows from
‖S2(Mf)‖Lp(Rn) ≤ Cp‖f‖Lp(Rn),
which is consequence of (4.4) by rotation method.
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