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Abstract
Automatic defect recognition is one of the research
hotspots in steel production, but most of the current methods
mainly extract features manually and use machine learn-
ing classifiers to recognize defects, which cannot tackle the
situation, where there are few data available to train and
confine to a certain scene. Therefore, in this paper, a new
approach is proposed which consists of part of pretrained
VGG16 as a feature extractor and a new CNN neural net-
work as a classifier to recognize the defect of steel strip
surface based on the feature maps created by the feature
extractor. Our method achieves an accuracy of 99.1% and
96.0% while the dataset contains 150 images each class and
10 images each class respectively, which is much better than
previous methods.
1. Introduction
Undoubtedly, steel strip is one of the most widely used
materials in modern[22][4][20][13][9] industry. However, steel
strip may be affected by materials, equipment, etc. during
the production process, resulting in various defects[15][35]
on its surface, e.g., scratches, surface crazing and rolled-in
scale, which can cause huge economic losses to the enter-
prise. Therefore, real-time accurate inspection of surface
defects has become an indispensable section in the iron and
steel enterprises.
In the early 1990s, the traditional methods of surface
inspection mainly include artificial visual inspection, mag-
netic flux leakage testing[19], etc. Due to the influence of the
subjective factor and high error inspection rate, these meth-
ods cannot meet the requirement of real-time[17]. Recently,
the visual-based inspection technology, as a kind of non-
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contact inspection method, has become a research hotspot
in the field of surface defects inspection. This method in-
tegrates many advanced technologies including image pro-
cessing, optics, pattern recognition, artificial intelligence,
hence it has obtained real-time, high accuracy rate and reli-
ability. Given the characteristics of the real-time and easy to
realize intelligently, this technology has been widely used in
the online real-time inspection of the automatic production
lines such as paper[1], glass[3], and steel bar[16].
The traditional automated surface inspection system of
the steel consists of four subsystems: image acquisition,
rapid detection, feature extraction, and defect classification,
which is showed clearly in figure 1. As we can see from
Figure 1, image acquisition is to make the defects visible.
Rapid detection is to acquire defect images and locate the
positions of the defects. Then the feature extraction, as
one of the important tasks of a surface inspection system, is
mainly to describe the defect characteristics. The last com-
ponent is always called defect classification. In this sub-
system, the extracted features are attached to class labels
employing a classifier. The first two components have been
studied very well[25][21][34][33][2]. Therefore, the main task of
the steel surface inspection system in the current period is to
improve the defect recognition rate, which includes feature
extraction and defect classification.
In the past, three methods named the LBP[23] and the
completed local binary pattern (CLBP)[8] and local ternary
patterns (LTP)[30] have achieved great success in the fea-
ture extraction, however, their threshold schemes are sen-
sitive to noise. In 2013, K.song proposed a noise-robust
method named AECLBP[28], in which an adjacent evalua-
tion window is constructed to modify the threshold scheme
of the completed local binary pattern (CLBP), to improve
the recognition rate and get the more robust feature descrip-
tor against noise. Unfortunately, this method can also only
achieve moderate recognition accuracy in the toughest sit-
uation with additive Gaussian noise. What�s worse, AE-
Figure 1. Traditional structure of automated surface inspection system.
CLBP needs to set some professional parameters such as
the size of the evaluation window, which is very inconve-
nient for users.
Fortunately, in recent years, deep learning technology
in the field of pattern recognition emerged and has already
been widely used. Deep learning technology greatly im-
proves the accuracy of image classification. Among these
neural networks, the more famous ones are AlexNet[14],
VGGNet[27], googleNet[29] and resNet[10], which can help
us to do the recognition of steel surface defects.
However, powerful deep learning techniques have not
been widely used in the steel strip surface defect recogni-
tion. The most important constraint is that high-quality im-
ages with labels that can be used for the training model are
often not enough because they are difficult to obtain, espe-
cially in the inspection of surface defects.
Interestingly, Yosinski et al. published an article named
”How transferable features in deep neural networks[32] in
2014, which concludes that the shallow layer of the neural
network mainly extracts simple common features of the im-
age, such as edge information, and the parameters of these
layers have little difference in the values of different data
sets, which we can use to build our image extraction of the
surface inspection system.
Inspired by these papers, we propose a steel strip surface
defect recognition method based on transfer learning. Our
algorithm first extracts the features of the steel strip surface
image using the image feature extractor VGG16 that has
already trained the parameters using hundreds of thousands
of pictures from imagenet and then accesses a convolutional
neural network to finally train a classifier.
In order to make our experiment more convincing, we
also compared our method with two other methods based on
deep learning named CSDS[35] and PLCNN[5], which were
respectively proposed in 2017 and 2020. We did many ex-
periments and compared the results with previous studies.
The data set taken in this experiment is the NEU surface de-
fect database collected by the teachers of the Northeastern
University of China.
Experiments show that our accuracy reaches 0.99 in this
dataset, more meaningful, the algorithm proposed by us,
which is built on a very small training dataset with only
10 training instances each class, reached 0.90 of the clas-
sification accuracy, whose test data has 150 instances each
class, while the past studies can only reach approximately
0.75. And obviously, our method is meaningful to solve the
problem of scarcity of data sets in other industrial fields, not
only for the inspection of steel surface defects.
The remaining part of the paper is organized as follows
sections: Section 2 provides a brief review of the related
work. Section 3 shows the inspection method in detail.
Section 4 provides the experimental process and the cor-
responding results. The conclusion of our work is given in
Section 5.
2. Related Work
2.1. Steel Strip Surface Defect Detection
In the early 1990s, the traditional methods of surface in-
spection mainly include artificial visual inspection, mag-
netic flux leakage testing[19], etc. Due to the influence of
the subjective factor and high error inspection rate, these
methods cannot meet the requirement of real-time[17].
In 2013, K. Song et al. used the AECLBP-based fea-
ture extraction method[28] and the SVM classifier to classify
steel strip defects, which is shown in the following figure 1,
and achieve an accuracy of 0.9893. However, the method
uses the knowledge of a specific field to extract features,
which makes the method difficult for other steel products or
other steel defects, and even other fields.
In 2016, Lei Wang put forward a new way[31] to detect
the defect in steel strip. It works well, however, 3D infor-
mation is needed. It will need extra time and resources to
obtain 3D information.
In 2017, S Zhou et al, proposed a classification[35] based
on the convolutional neural network, which performed very
good. However, it needs lots of training data sets and the
author didn�t analyze the effects of noise and the size of
training data sets.
In 2019, Zheng Liu et al, put forward a deep neu-
ral network Inception Dual Network for steel strip defect
detection[18], which can achieve high accuracy on the steel
strip defect dataset. But it still needs a lot of data to train the
neural network. When the dataset is limited to a relatively
small size, it can�t show a very good performance.
2.2. Transfer Learning
Sinno Jialin Pan and others published a review of trans-
fer learning In 2009[24]. It shows that transfer learning tech-
nology can fully utilize the knowledge that the neural net-
work learns on other data sets, so it can greatly reduce the
demand of neural networks for data sets to train. Another
scholar named Hoo-Chang Shin, successfully demonstrated
in his research that the convolutional neural network uses
the powerful cross-domain application ability to transfer
learning in 2016.
In 2017, Kasthurirangan et al. used the first 15 layers
of vgg16 as feature extractors[7], and replaced the last few
fully connected layers of vgg16 with traditional machine
learning methods such as support vector machines, random
forests, and multilayer perceptrons. A small data set of 760
images of road defects achieved 0.90 accuracy. However, in
the paper, the principle of the neural network is not analyzed
in detail, and the method of data enhancement is not used,
which is important to solve the practical problems.
In 2018, Luke Scime et al.[26] used pre-trained AlexNet
to keep all parameters fixed and retrained the final fully con-
nected layer to achieve detection and classification of laser
powder fusion additives. In order to adapt the grayscale
image to the shape of the RGB image input by AlexNet,
the author does not simply copy the grayscale image three
times, but adds different scale features in different channels.
Based on the research in recent years, we can find that
the use of transfer learning with deep learning has become
a research hotspot. Using a large amount of data in a certain
field to train the image feature extraction model, and then
applying this model to the identification of steel strip sur-
face defects, can well solve the shortcomings of the number
of industrial steel strip surface images. This study used the
VGG16 model built by imagenet data set for image feature
extraction and connected to a convolutional neural network
to construct a classification model.
3. Surface Defects Recognition System
3.1. Overview
The traditional structure of the automated surface inspec-
tion system has been shown in Figure 1. The system mainly
consists of four subsystems: image acquisition, rapid detec-
tion, feature extraction, and defect classification.
Like tradition methods, the approach proposed by us
to recognize the surface defect of steel also contains four
stages. Due to the good result of image acquisition, rapid
detection in previous methods, here we just use the same
method in image acquisition, rapid detection. Figure 3
shows the overall structure of our neural network which
consists of two parts: feature extractor and classifier. The
extractor uses the part of pretrained vgg16 and its weights
don’t update during the training process. Its function is to
extract the features of the picture and transform them into
feature maps. The second part is a classifier, whose func-
tion is to class this defect based on the feature maps created
by the extractor. In the following, this paper will describe
this structure in detail.
3.2. Image acquisition and rapid detection subsys-
tem
The hardware configuration of the image acquisition
mainly includes two components: light source and cameras.
The light source provides illumination to make the defects
visible. Since the light-emitting diode (LED) has many ad-
vantages such as little power and longevity, it is used to
produce the narrow-spectrum light in this work. In order
to cover the width of the steel strip, four area scan CCD
cameras are used. The size of the original grayscale images
is 1024 ∗ 1024 pixels. In this work, in order to save cal-
culation time for subsequent sections, the original images
are performed on the downsampling process, i.e., the sam-
pled images are set as 200 ∗ 200 pixels. And many rapid
detection methods available, like [25] [21], which all show
Figure 2. Samples of six kinds of typical surface defects on NEU surface defect database. Each row shows one example image from each
of 300 samples of a class
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Figure 3. The structure of the SSDR neural network
satisfying effect.
3.3. Feature Extractor subsystem
VGGNet[27] is proposed by K. Simonyan, which is an
improved version of AlexNet. VGGNet has two versions:
VGG16 (with 16 parameter layers) and VGG19. VGGNet
uses three 3x3 convolution cores instead of 7x7 convolution
kernels, and two 3x3 convolution cores instead of 5 x 5 con-
volution kernels, which improves the depth of the network
and, to some extent, the effectiveness of the neural network,
with the same perception field. The original VGG16 struc-
ture is shown in figure 4.
In 2014, the paper[32] points out that the shallow layers
of neural networks mainly extract simple common features
of images, such as edge information, and the parameters of
these layers do not differ significantly among different data
sets after training. While the deep layers mainly extract the
characteristics of specific areas, which very much in differ-
ent tasks. In order to choose which part of vgg16 we should
use, we put an image into pretrained vgg16 and visualize
part of the feature maps when the image passes through the
first, second, and third pool layers. Figure 5 shows the re-
sult. From this, we can obtain that layers before the sec-
ond pool layer only extract very simple information of the
images due to the factor that we can recognize the feature
maps in figure 3(a) and figure 3(b) that these layers only ex-
tract the simple features of the image. But we find the fea-
ture maps in figure 3(c) already have extracted some more
advanced features of images. Therefore, the layers before
the third pool layer of pretrained vgg16 were chosen as our
feature extractor. Therefore, our feature extractor contains
two two convolution layers plus one pool layer structure,
followed by three convolution operations and one pooling
operation blocks, as seen in figure 4.
Figure 6 shows the gradient parameters of the first convo-
lution layer and the last convolution layer of the feature ex-
tractor and classifier of the model without transfer learning
in the process of backpropagation in the training process.
From this, we can see that the gradient of the parameters
in the classifier is mostly distributed between 0 and 0.02,
while the gradient value of the last convolution layer of the
feature extractor is between 0 and 0.002, and the gradient
value of the parameters in the first layer is between 0 and
0.0008. From this, we can draw that the value of gradient
in the process of backpropagation, is reduced. Therefore,
in the process of non-transfer learning, the training of fea-
ture extractor is much more difficult than the training of the
classifier. And in figure 5, we know that the feature extrac-
tor only extracts some common low-level features, so the
characteristics extracted by different data sets are similar.
Therefore, using transfer learning and fixing the parameters
of the feature extractor can effectively reduce the difficulty
of training, and improves accuracy, especially in the case
of a small training set, where it is not easy to train a good
feature extractor from the training set which usually occurs
in industry field. And in the small training set, the transfer
learning feature extractor is more general than the extractor
trained by itself, so it can effectively reduce the network’s
overfitting of very specific features. In the case of only the
small data available, the phenomenon of overfitting is often
very serious, so transfer learning in the case of small data
scale to improve the effect is more obvious. These are the
reasons why we use the transfer learning here to overcome
the lack of data to training in this problem.
3.4. Classifer
The main goal here is to recognize the defect based on
the feature maps extracted by the feature extractor. The
value of the feature map extracted by the feature extractor
is often very large and has great fluctuations. This has a
great disturbance to the training of subsequent classifiers.
In order to overcome this difficulty, we first execute batch
normalization[12] to the input of the feature maps in the clas-
sifier to obtain a more numerically appropriate feature map.
Batch normalization can not only greatly improves the train-
ing speed, accelerate the convergence process, but also in-
creases the classification effect and reduces the difficulty to
adjust the hyperparameters.
Dropout value, which is proposed in this paper[14], is also
Figure 4. the structure of vgg16(the layers we used here as feature
extractor are filled with yellow.)
used here to alleviate the overfitting of the neural network.
Experiments show that dropout can improve accuracy by
0.03 to 0.04. And in the last part of the classifier, we use
the global pool instead of the full connection layer to obtain
the probability of a different defect in the steal surface. The
full connection layer often contains a very large number of
parameters. A large number of parameters can not only lead
to greater demand for training data and strong overfitting
situations but also make network training more difficult. For
example, in vgg16, the number of parameters of the entire
network is about 140M, while the number of parameters of
the whole connection layer is about 120M, accounting for
0.85 of all parameters. In this article, we try to reduce the
parameters to enable the network to have strong capabilities
on smaller data sets, so the full connection layer does not
meet the purpose of this article. Therefore, we choose the
global pool instead of the full connection layer, which is
showed clearly in Figure 3.
3.5. Test of Our Subsystem
The goal of this research study is to evaluate our method
under different conditions using NEU dataset which con-
sists of six different typical surface defects of the hot-rolled
steel strip(rolled-in scale (RS), patches(Pa), crazing (Cr),
pitted surface (PS), inclusion (In) and scratches(Sc)), and
each class has 300 images. We divided this dataset into
(a) visualization of the feature maps when the image pass through the
first pool layer
(b) visualization of the feature maps when the image pass through the
second pool layer
(c) visualization of the feature maps when the image pass through the
third pool layer
Figure 5. visualization of part of the feature maps in pretrained
vgg16
two equal subsets(training set and test set) and each set
has 150 images of each class randomly. In the experiment,
we only train the classifier and keep the weights of feature
extractor trained by imagenet data set still. We conduct our
experiment followed a standard process:
• We preprocess the raw images. First we abstract each
channel of the images with its mean. Then we resize
the shape of images from 200× 200 into 224× 224 in
order fit the input size of the VGG16 neural network.
• We run the all the dataset through the feature extractor
to obtrain the feature map of each image.
• Train the classifer using the feature maps of training
set and then we use the trained classifer to predict the
labels of the feature maps of the test set.
• Compared the predicted labels with ture labels and cal-
culate the presicion of the prediction.
First, we initialize all the parameters in the classifier. All
convolution kernels are initialized to a Gaussian distribution
with a standard deviation of 0.01 and a mean of 0 and all
the biases are initialized to the constant value 0.01. The
learning rate is set to a function with an initial value of 0.02
and exponentially decreasing with the training epoch. Each
time the parameters are updated 500 times, the learning rate
drops to 0.9 of its original value. The initial large learning
rate accelerates the learning and reducts time, and the later
smaller learning rate contributes to the final convergence.
At the same time, we set the save probability of the first
dropout in the network to 0.6, and the second to 0.8.
Each time we put three images into the network as a
mini-batch. The same as many other classification meth-
ods, we use the crossentropy as the loss function. Adam is
used to update the weight.
After being trained as above shown, the classifier
achieves good performance on the test set. The final ac-
curacy is 99.1 %.
In table 1, we evaluate our method with different scales
of the training set, and compare these results with the same
neural network without transfer learning to find the effect of
transfer learning.In a neural network without transfer learn-
ing, we randomly initialize the weight of feature extractor
and we train these weights in the training time. As for the
training set, we randomly choose n(n=10,30,50,...,150) im-
ages of each class in the previous training set and we use
the same test set as before.
From table 1 we can obtain that in both cases, when
n is less than 70, the accuracy increases rapidly with the
increase of n, and the accuracy tends to stabilize when n
is greater than 70. It is obvious that this algorithm can
achieve good accuracy in smaller data sets, for example,
91.7% accuracy is obtained using only 20 images in each
class. At the same time, we found that transfer learning has
a more significant improvement in accuracy when the data
is smaller.
Table 1. The accuracy of neural network in different scale of dataset with tranfer learning and without transfer learning
n 10 30 50 70 90 110 130 150
accuracy(with transfer learning) 0.667 0.917 0.948 0.984 0.986 0.987 0.990 0.991
accuracy(without transfer learing) 0.300 0.663 0.678 0.763 0.791 0.780 0.833 0.853
(a) Gradient distribution of the parameters of the first
convolution of the feature extractor
(b) Gradient distribution of the parameters of the last
convolution of the feature extractor
(c) Gradient distribution of the parameters of the classifier’s
first convolution
(d) Gradient distribution of the parameters of the classi-
fier’s last convolution
Figure 6. histogram of gradient for the parameters during the backprogation of non-transfer learning
Table 2. Comparison of defect detection results on test set images
using various models(part of the data comes from paper[28]).
Feature extract Method Classifier Accuracy
LBP NNC 95.07± 0.71SVM 97.93± 0.66
LTP NNC 95.93± 0.39SVM 98.22± 0.52
CLBP NNC 96.91± 0.24SVM 98.28± 0.51
AECLBP NNC 97.93± 0.21SVM 98.93± 0.63
CSDC 84.55± 0.05
PLCNN 87.22± 0.14
ours 99.10± 0.06
In table 2 we compared our accuracy with the accuracy
of the methods mentioned in the pape[28] [35] [5].
As we can seem from the table 2 our method outper-
forms the traditional methods which manually extract the
feature and use the tradition machine learning method to
classify these images. Compared with other deep learning
methods (CSDC and PLCNN), our method also has higher
accuracy. What’s more, our accuracy is also more stable
than traditional methods, which means that the accuracy
doesn’t vary too much in each training.
4. Improvement in Small Dataset Scale Scene
In section2, our method achieves higher than other meth-
ods when each class in the dataset only contains 150 images.
But it is not enough, because in practice it is usually diffi-
cult to obtain many labeled high-quality data. Therefore,
we want to achieve higher accuracy when there are only an
extremely small data available. Here we use the case where
each class in the dataset only contains 10 images, and we
will make a deeper optimization of the model in the follow-
ing.
4.1. Improve the accracy in concern of data aug-
mentation and initialize method
As we all know, the neural network can only find local
optimization instead of global optimization; therefore, we
will try to use different data augmentation and initialization
methods to make the optimizer of the neural network find
better optimization. More specifically, we will consider the
brightness of the images, the position of the defect in the
images and initialize methods we use to initialize the clas-
sifier here.
When there are only a few images, the images of one
class may be all dim or bright. Therefore, the neural net-
work may take the brightness of the picture as a feature in
the process of learning. This is not in line with the facts. We
know that the brightness of the picture is represented by the
value of the picture pixel. In order to prevent this situation,
we multiply all pixels by 1.2, 1.4, 1.6 plus 10, and assign
the value of 255 to pixels who are greater than 255 after
processing. After processing, we put images with differ-
ent brightness together. we train all these images together.
The final result was 0.719, which was 0.052 higher than the
original accuracy.
In addition to brightness, defects are also an important
feature in the location of the picture. A neural network
can easily fit this positional feature during learning, espe-
cially when the number of pictures is very small, in which
often a type of defect may be located in the same position
of images. Thus the neural network mistakenly believes that
the positions of defects are important factors to classify. To
overcome this overfitting, we flip all images left and right,
vertically and left and right, and train the resulting image
with the original image. Using this method, our accuracy
was increased from 0.667 to 0.805. What’s more, we also
rotate this image with a different angle, which increases the
accuracy to 0.824. As shown in table .
Combined with all these methods above, we finally ob-
tained 0.867 accuracy, which is 0.2 higher than the original.
This shows that data augmentation can help improve the ac-
curacy greatly when the data set is small. And compare
these methods, we can find that the neural network is easier
to be misled by the position of the defect than the brightness
of the image.
Here, four initialize methods(Gaussian distribute with 0
mean and 0.01 std, uniform distribution for -0.01 to 0.01,
Xavier[6] and MSRA[11]) are used to find the influence of
initializing methods on the accuracy. All these methods
are commonly used today. Gaussian distribution and uni-
form distribution are the simplest methods of initialization.
Because the neural network has more parameters, in order
to prevent the initial output value after too large, making
the initial training difficult, we assign the parameters to a
smaller value, that’s why we choose Gaussian distribution
with 0 mean and 0.01 std and uniform distribution for -0.01
to 0.01. The Xavier initialization method was proposed by
Xavier Glorot et all in order to prevent activation function
saturating, which is very bad to prevent the backpropaga-
tion of gradients.MSRA initialization is a refined version of
xavier method, which makes it much better in the RELU
network.
Table 4 shows the result of using different initialize
methods. All of the input images are preprocess using data
augmentation. As we can see, when the dataset is small,
initialized methods have a strong influence on accuracy.
Xavier performs best here with an accuracy of 0.921.
In general, we can know from this chapter that when
choosing the data augmentation methods combining all four
traditional methods and the initialize method named Xavier,
we can get the best result for our algorithm, whose training
data set is only ten images.
4.2. Analyze the effect of noise
Here, we try to analyze the effect of noise on the accu-
racy. In order to do this, we add different noise (5dB,30dB)
to the images manually and obtain the accuracies in differ-
ent scale of the training set(all the images used here are al-
ready be preprocessed by data augmentation and we use the
best initialize method here).
Figure 7. Surface defect images polluted by Gaussian noise with
different SNR.
The result is shown in Figure 8.
From Figure 8, we can know that the small noise(30dB)
Table 3. The accuracy of neural network after using different data augmentation(10 images each class)
method original brightness change image flip image rotate combined all
accuracy 0.667 0.719 0.805 0.824 0.867
Table 4. The accuracy of neural network using different initialize(10 images each class) methods
method Guassian distribution(0,0.01) uniform distribution Xavier MSRA
accuracy 0.867 0.896 0.921 0.912
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Figure 8. The recognition accuracy with different number of the
training test for each class under different noise using different
methods(part of the data comes from [28])
can improve the accuracy when each class contains 10 im-
ages due to the factor that small noise can add some uncer-
tainty which can alleviate the over-fitting. Nevertheless, too
much noise can make the model hard to fit the training set
and lower the accuracy. But the noise’s effect is not very
much. In the small noise, we obtain our highest accuracy
with the scale of 10 images per class under 30dB noise.
Compared with previous methods in [28], our method has
a strong resistance to the noise. The accuracy of the previ-
ous drop very much even if we add a small noise, as shown
in figure 5 that only 30db noise can cause a strong decrease
in accuracy. When we add noise, the classifier can try to
adapt the noise in the training process. Because when we
add noise, our method, as well as other deep learning meth-
ods, can get used to this noise in the training process.
Using the data augmentation and arxiv initialization
methods, we obtain our best accuracy (96.0 %) in the
dataset where each class only has 10 images when we add
small noise(30db) to the training images.
5. Discussion
5.1. Advantage
• This model takes the trained VGG16 for feature ex-
traction, effectively reducing the demand for data sets.
we achieve the accuracy of 0.96 when each class con-
tains only 10 images, which makes it suitable for use in
small or specialized plants where high-quality images
are difficult to obtain.
• The construction of this method does not require the
expertise of a specific field, so it is convenient for the
model to use in different fields.
• Our method is light, which means that it does not con-
tain too many parameters and does not need too many
resources to train. As a result, it will be easy to be
taken into practice.
5.2. Disadvantage and Future work
The original picture in this model is a 200 x 200x 1
grayscale picture, but because the vgg16 model requires an
input of 224 x 224 x 3 picture size. So we repeat the pic-
ture three times so that each channel of the picture contains
the same information. This method makes the same infor-
mation repeated and reduces the efficiency of the model. In
the future, it may be considered that replaces the second
and third channels of the image by feature map of this im-
age, such as the feature map after the canny edge detection
of the images. However, this change will make the dataset
we used extremely different from the image we use to pre-
trained vgg16, so it is necessary to make appropriate fine-
tuning of vgg16.
Using the data augmentation and Xavier initialization
methods, we obtain our best accuracy (96.0 %) in the
dataset where each class only has 10 images when we add
small noise(30db) to the training images.
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