Boundary value problems for nth order Lipschitz equations  by Henderson, Johnny
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 134, 196210 (1988) 
Boundary Value Problems for 
nth Order Lipschitz Equations 
JOHNNY HENDERSON 
Deparlment of Mrithematics, Auburn University, 
Auburn, Alabama 36849 
Submilted by V. Lakshmikanlham 
Received November 30. 1986 
1. INTRODUCTION 
We will be concerned with the uniqueness of solutions of boundary value 
problems for an n th order scalar equation, 
y’“‘=f(t, y, y’, . ..) y’“- l’), (1) 
where f is continuous on a slab (a, b) x R” and satisfies a Lipschitz 
condition, 
If(‘,Yl,...,Y,)--f(t,21, . ..rZfJ)J ,< i kiIyj-zi(p (2) 
r=l 
on the slab. In particular, we are concerned with determining optimal 
length subintervals of (a, 6), in terms of the Lipschitz coefficients ki, 
1 $ i<n, on which solutions are unique for boundary value problems for 
(1) satisfying 
Y”‘tt;) =.Vi+ 1, O<i<n-h+k-1, 
Y(i)(ti) =Yn--h+(i+l), kdidh-1, 
(3) 
where a-ct;-ct,< . . . <t,-, <b, Obkth<n, and y,ER, l<iin. 
The techniques we employ here involve an application of the Pontryagin 
Maximum Principle [16, p. 3143 to two-point boundary value problems 
satisfying (3) for a class of linear equations to which a linearization of (1) 
belongs. These techniques are partially motivated by the papers of 
Melentsova [ 173 and Melentsova and Mil’shtein [ 18, 193 in which control 
theory methods were used to find best interval lengths for the disconjugacy 
of a linear differential equation with bounded coefficients. Troth [27] has 
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also used control theory methods in determining optimal intervals of 
disconjugacy for linear equations. 
For this work, our primary motivations though are the works by 
Jackson [ 14, IS] in which he generalized the methods used in [17-191 in 
determining optimal length intervals, in terms of the Lipschitz coefficients, 
on which conjugate boundary value problems and right focal point boun- 
dary value problems for (1) have unique solutions. In two recent works 
[ 10, 111, we adapted Jackson’s arguments to several classes of boundary 
value problems for third and fourth order ordinary differential equations 
satisfying Lipschitz conditions. Other notable works using similar techni- 
ques are those of Gingold [7,8] and Gingold and Gustafson [9] in which 
linearization methods and the maximum principle were utilized in deter- 
mining optimal intervals for uniqueness of solutions of certain boundary 
value problems for (l), in the case when (afiay,)(y,, . . . . y,), 1 < i < n, are 
continuous. In each of those papers [7-91, optimal interval length 
estimates are given in terms of integrals of coefficient matrices for a related 
linear system of differential equations. We further reference the four papers 
of Agarwal [ 1 ] and Agarwal and others C2-43, in which best length sub- 
intervals were determined on which certain boundary value problems for 
(I) have unique solutions. However, the techniques used in these latter 
works [ 141 were not control theoretic in the sense of our earlier cited 
references; for example, in [2], the Contraction Mapping Principle was 
used in conjunction with a weight function method developed by Collatz, 
and in [3], an iterative method is used for boundary value problems for 
fourth order Lipschitz equations. 
Following the pattern of [ 10, 11, 14, 151, we first show in Section 2 that 
for linear equations, if two-point boundary value problems satisfying (3) 
(i.e., t’, < tk = . . = I,- r), h ave unique solutions, then all of the boundary 
value problems satisfying (3) have unique solutions. Similar results relating 
the existence of solutions of two-point problems with the existence of 
solutions of multipoint problems for linear equations can also be found in 
[S, 7, 12,20-261, or references listed therein, to name a few. Establishing 
this relationship between two-point and multipoint problems for linear 
equations then provides the framework by which we apply in Section 3 the 
Pontryagin Maximum Principle, in conjunction with a linearization of 
Eq. (1) in determining optimal length intervals on which solutions of ( I), 
(3) are unique. 
2. TWO-POINT AND MULTIPOINT PROBLEMS FOR LINEAR EQUATIONS 
In this section, we show that the existence of unique solutions of 
two-point boundary value problems satisfying (3) implies the existence of 
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unique solutions of multipoint boundary value problems satisfying (3) for 
the linear differential equation 
n-1 
y’“‘+ 1 a,(t)y”‘=o, (4) 
i=O 
where the a,(t) are bounded Lebesgue measurable functions on (a, b). By a 
solution y(t) of (4), we mean that y(t) E C’“- “(a, b), y’“- l’(t) is absolutely 
continuous on (a, b), and y(t) satisfies (4) for almost all t E (a, 6). For other 
studies devoted to relationships between two-point and multipoint 
problems for linear equations, see [S, 7, 12, 2&26] and the references 
therein. 
More precisely, let 0 <k <h bn be given. We will be concerned with 
solutions of (4) satisfying 
y”‘(l;) = 0, O<i<n-h+l-1, 
y”‘( fi) = 0, ldi<h- 1, 
(5) 
u<t;<t,< ... <t,-, <b, k<l<h. 
DEFINITION. For t; E (a, b), define y(t’,) =inf{t,-, > t; 1 there exists a 
nontrivial solution y(t) of (4), (5), f or some k<l<h}. If y(t;)#(t;, b), set 
y(t;) = b. 
THEOREM 1. Let t; E (a, 6) be fixed and assume z = y(t;) < 6. 
(a) Then (4) has a nontrivial solution y(t) satisfying (5) on [t;, r],for 
some k d I < h, and th _ 1 = t. Every such nontrivial solution y(t) is essentially 
unique, y(“-“+‘)(t’,)#O, and ti is the only zero of y”‘(t) on [ti, ti+,], 
l<idh-2. 
(b) Zf, for one of the nontrivial solutions y(t) in (a), it is the cuse that 
t;<t,< ‘*. <ts-,<5=th-,, for some I+l<s<h-1, then for every 
choice of the (s - I)-tuple, (tt, . . . . t,- 1), with t’, < t,d . . . Q t,- , = . . . = 
t, _ , = r, there exists u nontrivial solution of (4), (5). In fact, for every choice 
of the (s-I-j)-tuple, (t,+j ,..., tspl), O<j<s-1, with t’,<t,+jG ... G 
t,_, <t,= .‘. = t,_ I = t, there exists a nontrivial solution of (4), (5). 
Proof. Let {u,(t)};=, be a fundamental set of solutions of (4). Dealing 
first with statement (a), by standard continuity arguments and the 
definition of r = y( t;), it follows that (4), (5) has a nontrivial solution y(t) 
on [f;, r], for some k < I < h. That being the case t,- , < T would con- 
tradict the extremality of r, and hence th- i = t for such a nontrivial 
solution. Similarly, for this nontrivial solution, if y’” -h + “( t; ) = 0 or if 
y”‘(t) vanishes at some point in (ti, ti+ ,), for some I< i < h - 2, then apply- 
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ing Rolle’s Theorem repeatedly, we again contradict the extremality of z. 
Finally, such a solution y(f) is unique up to constant multiples; for if there 
is an independent solution z(t) of (4) satisfying the same conditions as y(t) 
on [t;,r], then ~(t)~y(~~~+‘)(t;)z(t)-z~~-~+‘)(f;)y(t) is a nontrivial 
solution of (4) satisfying the same conditions (5) as y(t) and z(r) on [t’, , z]. 
However, w(~~~+‘)(~~)=O is a contradiction to one of our earlier 
statements. Thus, y(t) is essentially unique. 
For part (b), assume there exists a nontrivial solution y(t) of (4) (5) 
such that, for some I + 1 < s < h - 1, the boundary points are distributed as 
t;<t,< .‘. <r .,-, <t,< ... <t,_,= r (in particular t,E (t;, z)). It follows 
that 
det X(u,, . . . . u,)(t’,, t,, . . . . thp,)=O, 
where X is the n x n matrix whose ith column, 1 < i < n, is given by 
[u,(t\), . ..) Up-hfl-‘yt;), zp(t,), . ..) zp “(T)]‘. 
We now argue that the minor of each entry in the row 
[U ‘;- l’(t,- I), . ..) uy ‘)(t, ,)] (*) 
is zero. If at least one of the minors is not zero, then by the essential 
uniqueness of y(t), we have, for some c # 0, 
y(t)=cdet Z(u,, . . . . u,)(t’,, t,, . . . . fs.~~*, t, t,, . . . . z), 
where Z is the n x n matrix whose ith column, 1 < i < n, is given by 
[u,(t\), . ..) Lp+‘--‘)(t;), @(t,), . ..) uy -*)(fy_*), 
u.(t) u!s’(f,y), . ..) Ujh-l)(f)]T. I f I 
Recall that from part (a), y’“‘( t, _ i ) # 0. 
Suppose now that 16p<s- 1 and s6 v <A-- 1 are the smallest sub- 
scripts such that t, = . . . = t, _ i and t, = . . = z (so t, < t,). Then define 
Y(t, r) = c det W(u,, . . . . u,)(t;, . . . . t,_ ], I, z,, . . . . t, 1, r), 
where W is the n x n matrix whose ith column, 1 < i < n, is given by 
C”itf; )3 ...3 I u!“-h+‘-‘)(t;),uy)(f,), . ..) uy)(t,_.,), 
z&)(t), . . . . z&*)(t), us”), . . . . ~~“-~)(t~~,), u:“)(r), . . . . Gus-‘)]‘. 
Then, Y(t,-,, r)=y (S+l)(fS--l)=O, and (aY/at)(t,_,,z)=y’“)(t,_,)#O. It 
follows from the Implicit Function Theorem that there exist neighborhoods 
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U(r), V(t, _, ) and a continuous mapping T: U--f V, such that T(r) = I,- 1 
and Y( T(r), r) = 0, for all r E U(r). Thus, for r < 5, but sufficiently close, 
there exists a nontrivial solution w(t) of (4) satisfying 
wq t; ) = 0, o<i<n-h+Z-1, 
w”‘( ti) = 0, l<i<p-1, 
w”‘( T(r)) = 0, p<i<s--1, 
w”‘( ti) = 0, s<i<v-1, 
wCi)(r) = 0, v<i<h-I, 
where t; <tl< ... <t,-,<T(r)<t,< ... ,<t,_,<r<T. This is a con- 
tradiction to the extremality of t. Therefore, the minors of row (*) are all 
zero. 
Hence, if we replace row (*) in X by 
[up- ‘)(a), . ..) uf- ‘)(a)], 
for any t,- Z < 0 < I,, since the minors are all zero, it follows that we have a 
nontrivial solution of (4), (5) with the boundary points distributed as 
t;<t,< .‘. < t, _ 2 < a < t, < . . . < th _ i = r. By successively applying the 
above argument at each point interior to (t;, r) where a boundary 
condition is specified, the first statement in part (b) follows. 
It follows, in particular, that there is a nontrivial solution of (4), (5) with 
the boundary points distributed as t; < t, < tl+ , Q . . . d tsp, d t, d . . . i 
t,- i = r. For the matrix X, we can mimic the arguments above in showing 
that the minors of the row, 
are all zero. Hence, if we replace this row in X by 
[uyh+‘)(t;), . . . . uyh+‘)(t;)], 
it follows that there is a nontrivial solution of (4), (5) with the boundary 
points distributed as t; < t,+ I < . . . < t,_ , < t, < . . . < th- i = t. By 
repeating this argument, the second statement in (b) follows. 
Remark. The method of proof in Theorem 1 was motivated by 
arguments used by Muldowney [20,21]. 
As a first Corollary, we have the following concerning the uniqueness 
of solutions of two-point and multipoint boundary -value problems for 
(4), (5). 
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COROLLARY. Let 0 <k <h <n be given. Assume that, ,foor each k d 1 <h, 
the only solution of (4) satisfying 
y(i)&) = 0, Odi<n-h+l-1, 
y"'( t 2) = 0, 
(6) 
l<i<h-1, 
a < t, < t, < 6, is the trivial solution. Then, -for each k < 1 <h, the onI? 
solution of (4) satisfying (5), that is, 
y”‘(f;) = 0, O<i<n-h+l-1, 
y”‘( ti) = 0, I<i<h-1, 
a<t;<t,< ‘.. <th-, <b, is the trivial solution. 
Under the hypotheses of the above Corollary, it follows from Rolle’s 
Theorem that several other boundary value problems for (4) also have 
unique solutions. For example, the following is immediate. 
COROLLARY. Assume the hypotheses of the above Coroilary. Then, for 
each k d I < h and h - 1 Q j < h, the only solution of (4) satisfying 
y”‘( t; ) = 0, OdiGn-h+l-1, 
y(i+i--hJ(fi)=o, l<i<h-1, 
a<t;<t,d . . . <the, <b, is the trivial solution. 
3. OPTIMAL INTERVALS FOR UNIQUENESS OF SOLUTIONS OF (1) (3) 
Having established in the previous section a relationship between 
two-point and multipoint problems for linear equations, we now take the 
direction of Jackson [ 14, 151 and Henderson [ 10, 111 in applying the 
Pontryagin Maximum Principle to determine optimal length intervals, in 
terms of the Lipschitz coefficients k,, 1 6 i < n, on which solutions of (1) 
(3) are unique. In the case when (8f/8yi), 1 Q i<n, are continuous, the 
techniques used in [7-91 are also applicable. 
For this formulation, define the control region 
u= { (ul(t), . . . . u,,(t)) ( u,(t) is Lebesgue measurable 
and lu,(f)[ <ki on (a, 6) 1 <i<n]. 
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We will be concerned with boundary value problems associated with the 
linear equations 
XC”) = ,g, u,(t) x(‘- l), (7) 
where u = (u,(t), . . . . u,(t)) E U. 
For a good part of what we present next, let 0 6 k < h i n be given. Now, 
if there are distinct solutions y(t) and z(t) of (1) whose difference 
w(l)ry(t)-z(t) satisfies (5), for some kdl-ch and some a<t;< 
t,< ... < fh-, < h, and if ui( t), 1 < i < n, is defined by 
J-(6 z(t), .-+, z (i-2yt),y(i-‘yt), . . ..y’-l’(t)) 
Y (i-l)(t) _ z(i- l)(t) 
f(4 z(r), .,., z -J(t), y(‘)(t), . . ..y’“-“(f)) - 
Y (i-l)(t) -zU- l)(f) ’ 
for #-l)(t) # z@-‘)(t), 
for y (i-l)(t) = z(i- l)(t), 
then u,(t) is Lebesgue measurable, [u,(t)1 < ki on (a, b), and 
w(t)zy(t)-z(t) is a nontrivial solution of (7), (5), for this 
u= (u,(t), . . . . U,(t))E u. 
It follows from the first Corollary of Theorem 1 that the linear equation 
(7) for this u E U, has a nontrivial solution satisfying the two-point 
conditions (6) (in fact, we can even choose the same I), for some 
a < z, < z2 < 6. It follows in turn that there is a boundary value problem in 
the collection (7), (6) which has a nontrivial time optimal solution (see 
Gamkrelidze [6, p. 1471 or Lee and Markus [16, p. 2591); that is, there 
exists at least one nontrivial U* E U and tr <c < d< t2 such that 
XC”) = ,$, u?(t) x(‘- l), 
x(‘)(c)=O, O<ibn-h+l-1, 
x(‘)(d)=O, I<i<h- 1, 
has a nontrivial solution x(t), and d- c is a minimum over all such 
solutions. For this time optimal solution, if r(t) = (x(t), . . . . ~‘“-“(t))~, then 
r(t) is a solution of the first order system 
r’ = A [u*(t)] r. 
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By the Pontryagin Maximum Principle, the adjoint system 
$‘= -AT[U*(t)] I(/ 
has a nontrivial solution I,$([) = (t/jI(t), . . . . +,Jt))T such that 
0) CL x”)(t)+,(t) = (r’(r), Il/tt)> = Max,, d <AC4t)l r(t), +(t)>I, 
for almost all f E Cc, d]; 
is a nonnegative constant, for almost all t E [c, d]; and (ii) <r’(t), IC/(t)> 
(iii) $i(c)=O, n-h+l+l<i<~, $,(d)=O, l<idl and h+l< 
i < n. 
Now, the maximum condition in (i) can be rewritten as 
” 
l),(t) c u*(t) x(j-‘) l//Jr) f: u,(t) x”- ‘J(t) ) (8) i= I r=l 
for almost all t E [c, d]. If tin(t) has no zeros on (c, d) and if x(t) > 0 on 
(c, d), then we can use (8) in determining an optimal control u*(t), for 
almost all t E [c, d]. 
More precisely, if x(t) z=- 0 and I++,( I) < 0 on (c, d), then the time optimal 
solution x(t) is a solution of 
xln)= - k,x+ i k,.Ix”-“I 
i=2 1 (9) 
on [c, d], and on the other hand, if x(t) >O and $,(t) >O on (c, d), then 
the time optimal solution x(t) is a solution of 
,+) = k, x + i k, Ixti - ‘)I 
r=2 
(10) 
on [c, d]. 
Recall at this point that our discussion above has been based on the 
premise that (1) has distinct solutions whose difference satisfies (5). Con- 
sequently, if we can satisfy the appropriate sign conditions on the optimal 
solution x(t) of (7), (6) and the component $,(l) of the solution of the 
adjoint equation, and thus determine optimal intervals on which problems 
for (9) and (10) satisfying (6) have only the trivial solution, then solutions 
of ( 1 ), (3) will be unique on such intervals. Before proving that x(t) and 
+,(t) indeed satisfy these sign conditions, we will have need of the follow- 
ing remark concerning the adjoint system and converse statements. 
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Remark. If UE II is such that (7), (6), for some 1 and some 
a -C 1, < tz <b, has a nontrivial solution, then 
$‘= -ATu(t)l ICI, (11) 
II/iltllzo, n-h+1+ 1 <ii,<, 
tidfd=O, l&l and h+l<i<n, 
(12) 
also has a nontrivial solution, and conversely. Hence, the Pontryagin 
Maximum Principle associates with a time optimal solution of (7), (6) a 
time optimal solution of (1 1 ), (12), and conversely. 
THEOREM 2. Let 1~ h <n be given. If there is a vector u E U such that 
the corresponding linear equation (7) has a nontrivial solution satisfying 
Jqt,) = 0, Odi<n-2, 
Y (yt*)=o, 
some a -C t, < t, -C b, and if x( t) is a time optimal solution with 
x(‘)(c) = 0, OGidn-2, 
X@ - l’(d) = 0, 
and with d- c a minimum, then x(t) is a solution of (9) on [c, d]. If; for 
some O<k<h and for all vectors UEU and all k+l<l<h-1, the 
corresponding linear equations (7) have only the trivial solution satisfying 
x(‘)(t,)=O, O<i<n-h+l-1, 
xCi’( tJ = 0, l<i<h- 1, 
a < t, < t, < b, and tf there is a vector u E U such that (7) has a nontrivial 
solution satisfying 
Jqt,) =o, O<i<n-h+k-1, 
y”‘( 12) = 0, k<i<h-1, 
some a c t, < t, < 6, then a time optimal solution x(t) satisfying 
xCi’( c) = 0, Odi<n-h+k-1, 
x”‘(d) = 0, kbi<h-1, 
and with d - c a minimum, is a solution of (9) on [c, d] when h - k is odd, 
and is a solution of (10) on [c, d] when h - k is even. 
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Prooj: For the first part of the theorem, if x(t) is a nontrivial time 
optimal solution of (7) satisfying x(j)(c) = 0, 0 < i 6 n - 2, and x”‘~ “(d) = 0, 
and with d - c a minimum, then it follows that x’~ - “(t) # 0 on (c, d). We 
may assume without loss of generality that X@ l’(c) > 0, so that x(t) > 0 
on (c, d]. 
Now, if $(t) is a nontrivial solution of the adjoint system associated with 
x(t) by the Pontryagin Maximum Principle, then 
$,,(c)=$,(d)= ... =$,,_,(d)=II/htl(d)= ... =$,(d)=O, 
and by its own time optimality, $,(t) # 0 on (c, d). Hence, x(t) is a solution 
of (9) or (10) on [c, d]. From the nature of the two equations, x’“‘(t) is of 
one sign on (c, d) and so x’+ l’(t) is strictly monotone on [c, d]. From the 
assumption that x ‘n ‘j(c) > 0, the boundary conditions satisfied by x(t), 
and this monotoneity of x ‘+ ‘j(t), it follows that x’“‘(t) < 0 on (c, d). 
Therefore, x(t) is a solution of (9) on [c, d]. 
For the second part of the theorem, assume that, for all k + 1 < 1~ h - 1 
and all u E U, the boundary value problems (7), (6) have only the trivial 
solution, but that, for I = k and some u E U, the boundary value problem 
(7), (6) has a nontrivial solution. Let x(t) be a time optimal such solution 
satisfying 
x”)(C) = 0, O<i<n-h+k-1, 
x”‘(d) = 0, k<idh-I, 
and with d- c a minimum. It follows from the optimality of x(r), 
Theorem I, and the first Corollary of Theorem 1, as well as the inductive 
hypotheses, that x”’ h + k, (c) # 0 and x’~)( t) # 0 on (c, d). We may assume 
without loss of generality that I’m’ > 0 on (c, d), so that x’j’( t) > 0 on 
(c,d], O<i<k-1. In particular, x(t)>0 on (c,d]. 
Now, let $(t) be a nontrivial time optimal solution of the adjoint system 
associated with -u(t) by the Pontryagin Maximum Principle; then 
$i(c)=o, n-h+k+ 1 <i<n, 
$;(d) = 0, Igi<k and h+ 1 di<n. 
Moreover, from the hypothesis when 1= k + 1, we have that l//k + ,(d) # 0. 
Our argument now is in showing that Ill,(t) f 0 on (c, d). In so doing, 
we reverse the order of the components of 1+5(t) by defining 
Y(f) = (Al, . . . . YAP))‘, where y,(t) = Ic/ ,!+ l -,(t), 1 <,j< n. Then y(r) is a 
solution of 









Y,(C) = 0, 1 <i<h-k, 
Yi(4 = O, l<i<n-h 
Note also that y,- Jd) # 0. 
0 0.:. -1 
0 : I o...o 
and n-k+ 1 <iin. 
If we let JP( t) denote the solution of (13) satisfying the initial conditions 
y{(d) = 6,, 1 <i, j<n, 
then 
n-k 
v(t)= 1 CjY’lQ, 
j=n-hfl 
and since y,,-,(d) # 0, it is also the case that c,-k # 0. Now define 
We(t)= 1, Y,,(t)=y,(t), and for 1 <j<h--k- 1, 
and 
where W(. , . . . . .)(t) denotes the Wronskian. 
If, for some 1 <j< h -k - 1 and some t E (a, d), we have Wi(z) = 0, then 
there exists a nontrivial solution a(t) of our time optimal equation (7) 
satisfying 
di)(z) = 0, O<iGn-j- 1, 
aq d) = 0, h-jGi<h-1, 
which is a contradiction to the inductive hypotheses on k. Therefore, 
W,(t)#O on (a,d), 1 <j<h-k- 1. 
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It follows that on (a, d), 
-wj-,yj=Wf(Yj-,/W)‘, (14) 
1 gjgh-k- 1; see Hinton [13]. 
To complete our analysis concerning the constancy in sign of e,,(t), sup- 
pose that there exists t,~ (c, d) such that $J&,) =y,(t,) = Y(to) = 0. Since 
yl(c)= Y,(c)=0 and since W,(t)#O on (a, d), it follows that there exists 
c<t,<t, such that (Y,/W,)‘(t,) =O. Hence, from (14), Y,(t,) =O. 
Repeating this argument, since y2(c) = 0 so that Y,(c) =O, and since 
W,(t)#O on (a, d), there exists c<t,<t, such that (Y,/W,)‘(t,)=O, or 
from (14) Y,(t,) = 0. Continuing in this manner, there exist points 
c<t,_,-,< . . . <t,<t,<d such that Y,(r,)=O, Odj<h-k-l. In 
particular, W(ynph+‘, . . . . y”pk-‘,y)(th-k-l)=O. But, 
w(yn-h+‘, . . . . yn-k-‘,y)(th-k-- ,) 
=c,_kw(yn-*+’ ,..., yn-k-l,yn~k)(fh-k-l), 
and since c, _ k # 0, we have W( y” - h + ‘, . . . . y” - k)( th _ k _ , ) = 0. This implies 
that our optimal equation (7) has a nontrivial solution P(r) satisfying 
fi”‘( c) = 0, O<i<n-h+k-1, 
fl”‘( t, - k - , ) = 0, k<i<h-1, 
where c < th _ k ~ r < d. This contradicts the optimality of d- c. Therefore 
our assumption is false, and t/j”(f) # 0 on (c, d). 
From our assumption that x(t) > 0, it follows that x(t) is a solution of 
(9) or (10) on [c, d]. From the first part of the Theorem, the constancy in 
sign of x(“)(t), and the boundary conditions satisfied by x(t), one can argue 
inductively that x(t) is a solution of (9) when h - k is odd, and that x(t) is 
a solution of (10) when h-k is even. This completes the proof of the 
theorem. 
In view of Theorem 2 and the first corollary of Theorem 1, we can now 
prove a theorem establishing optimal length intervals in terms of the k,, 
1 d i Q n, on which solutions of (1) (3) are unique. 
THEOREM 3. Let 0 < k < h <n be given and let y = min{ y, ( k 6 1~ h ). 
where y, is the smallest positive number such that there exists a solution x(t) 
of the boundary value problem 
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X(n)=(-l)h-’ k,x+ i kiIx(‘-‘)l ) 
i=2 1 
x”‘(0) = 0, O<i<n-h+l- 1, 
X”‘(y,)=O, l<i<h- 1, 
with x(t) > 0 on (0, y,), or y,= + co zf no such solution exists. For any 
k d 1~ h, zf y( t) and z(t) are distinct solutions of (1) such that 
y"'(l;) = z”‘(f) I 3 Odidn-h+l-1, 
y"'(&) = ,(i)(t.) I I 3 l<i,<h- 1, 
a < t; < t, < ... <thMI<b, andtft,-,-t;<y, itfollows that y(t)rz(t) on 
(a, b), and this is best possible for the class of all differential equations 
satisfying the Lipschitz condition (2). 
Proof: Since Eqs. (9) and (10) are autonomous, in applying Theorem 2, 
it suffices to specify the two-point boundary conditions at 0 and y,. 
If there are distinct solutions y(t) and z(t) of (1) whose difference 
wry-z(t) satisfies (5), for some k<l<h, where t,-,-tt;<y, then 
w(t) is a nontrivial solution of (7), (5), for appropriately defined u E U. It 
follows from the first corollary of Theorem 1 that (7), (6) has a nontrivial 
solution, for this same 1, on a subinterval of length less than y. But by the 
optimality of y, such a boundary value problem can have only the trivial 
solution; a contradiction. Therefore, solutions of (1 ), (3), for k 6 1 < h, are 
unique whenever t, _ 1 - t; < y. 
That this is best possible follows from the fact that both (9) and (10) 
satisfy the Lipschitz condition (2), and if y # + co, then, for some 1, x(t) is 
a nontrivial solution of (9), (6), or (lo), (6) on [O, y,]. In either case, the 
boundary value problem also has the trivial solution. 
Remark. Jackson [ 151 has proved Theorem 3 for the case when h = n 
and k=O. 
Now, on subintervals of length less than the constant y in Theorem 3, it 
follows from Rolle’s Theorem that solutions of a number of other boundary 
value problems for (1) are unique. For example, we can state the following 
which is similar to the second corollary of Theorem 1. 
COROLLARY. Let y be as in Theorem3. For any k<l<h and h-l< 
j 6 h, zf y(t) and z(t) are solutions of (1) such that 
y'i'( 2; ) = ,(i’( 1’ ) 1 7 O<ibn*-h+l-1, 
y(i+j--h)(fi) =J,(l+.i--h)(ti), l<idh- 1, 
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a -c t; < t, d . . . <t ,_,<b,andift,-,-t’,<y,itfollowsthaty(t)-z(t)on 
(a, b), and this is best possible. 
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