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18 Variable Weak Hardy Spaces WH
p(·)
L
(Rn) Associated with Operators
Satisfying Davies-Gaffney Estimates
Ciqiang Zhuo and Dachun Yang ∗
Abstract Let p(·) : Rn → (0, 1] be a variable exponent function satisfying the globally
log-Ho¨lder continuous condition and L a one to one operator of type ω in L2(Rn), with
ω ∈ [0, π/2), which has a bounded holomorphic functional calculus and satisfies the Davies-
Gaffney estimates. In this article, the authors introduce the variable weak Hardy space
WH
p(·)
L
(Rn) associated with L via the corresponding square function. Its molecular charac-
terization is then established by means of the atomic decomposition of the variable weak tent
space WT p(·)(Rn) which is also obtained in this article. In particular, when L is non-negative
and self-adjoint, the authors obtain the atomic characterization of WH
p(·)
L
(Rn). As an appli-
cation of the molecular characterization, when L is the second-order divergence form elliptic
operator with complex bounded measurable coefficient, the authors prove that the associ-
ated Riesz transform ∇L−1/2 is bounded from WHp(·)
L
(Rn) to the variable weak Hardy space
WHp(·)(Rn). Moreover, when L is non-negative and self-adjoint with the kernels of {e−tL}t>0
satisfying the Gauss upper bound estimates, the atomic characterization ofWH
p(·)
L
(Rn) is fur-
ther used to characterize the space via non-tangential maximal functions.
1 Introduction
The variable Lebesgue space Lp(·)(Rn) is a generalization of the classical Lebesgue space
Lp(Rn), via replacing the constant exponent p by the exponent function p(·) : Rn → (0,∞),
which consists of all measurable functions f such that, for some λ ∈ (0,∞),∫
Rn
[| f (x)|/λ]p(x) dx < ∞.
The study of variable Lebesgue spaces can be traced back to Orlicz [38] and have been the subject
of more intensive study since the early 1990s because of their intrinsic interest for applications
in harmonic analysis [13, 14, 17, 18, 35], in partial differential equations and variation calculus
[2, 25, 42], in fluid dynamics [1, 41] and image processing [11].
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Moreover, Nakai and Sawano [37] introduced the variable Hardy space Hp(·)(Rn) with p(·)
satisfying the globally log-Ho¨lder continuous condition and, independently, Cruz-Uribe and Wang
[16] also investigated the space Hp(·)(Rn) with p(·) satisfying some conditions slightly weaker than
those used in [37]. Later, Sawano [43] extended the atomic characterization of Hp(·)(Rn), which
also improves the corresponding result in [37], Zhuo et al. [52] established characterizations of
Hp(·)(Rn) via intrinsic square functions and Yang et al. [50] characterized the space Hp(·)(Rn) by
means of Riesz transforms. Furthermore, in [46], Yan et al. introduced the variable weak Hardy
spaceWHp(·)(Rn) with p(·) satisfying the globally log-Ho¨lder continuous condition and proved the
boundedness of convolutional δ-type Caldero´n-Zygmund operators from Hp(·)(Rn) to WHp(·)(Rn)
including the critical case p− = nn+δ .
The main purpose of this article is to introduce and investigate the variable weak Hardy space
associated with operator L on Rn, denoted by WH
p(·)
L
(Rn).
Recall that function spaces (especially Hardy spaces) associated with various operators have
been inspired great interests in recent years; see, for example, [6, 8, 9, 19, 20, 21, 28, 29, 32, 49,
48, 51]. Particularly, using the Lusin area function associated with operator, Auscher et al. [6]
initially introduced the Hardy space H1
L
(Rn) associated with an operator L whose heat kernel has
a pointwise Gaussian upper bound and established its molecular characterization. Based on this,
Duong and Yan [20, 21] introduced BMO-type spaces associated with L and proved that they are
dual spaces of H1
L
(Rn). Yan [45] further generalized these results to the Hardy spaces H
p
L
(Rn) with
p ∈ (0, 1] but close to 1 and their dual spaces. Moreover, Jiang et al. [34] investigated the Orlicz-
Hardy space and its dual space associated with such an operator L. Later, Hardy spaces associated
with operators satisfying the weaker condition, the so-called Davies-Gaffney type estimates, were
studied in [8, 9, 10, 27, 28, 29] and their references. In particular, Cao et al. [10] introduced and
investigated weak Hardy spaces WH
p
L
(Rn) associated with operators satisfying k-Davies-Gaffney
estimates.
Very recently, via mixing up the concepts of variable function spaces and functions spaces asso-
ciated with operators, the real-variable theory of variable Hardy spaces associated with operators
attracts a lot of attention; see [4, 47, 48, 49, 51]. More precisely, when p(·) : Rn → (0, 1] is
variable exponent function satisfies the globally log-Ho¨lder continuous condition, in [49], the au-
thors first studied variable Hardy spaces associated with operators L on Rn, denoted by H
p(·)
L
(Rn),
where L is a linear operator on L2(Rn) and generates an analytic semigroup {e−tL}t>0 with kernels
having pointwise upper bounds. The molecular characterization and the dual space of H
p(·)
L
(Rn)
were also established in [49]. Under an additional assumption that L is non-negative self-adjoint,
the atomic characterization and those characterizations in terms of maximal functions, including
non-tangential maximal functions and radial maximal functions, were obtained in [51]. More-
over, variable Hardy spaces associated with operators satisfying Davies-Gaffney estimates were
introduced and investigated in [48], and local Hardy spaces with variable exponents associated to
non-negative self-adjoint operators satisfying Gaussian estimates were studied in [4].
Motivated by the above results, especially by [10, 48, 46], it is the main target of this article to
establish a real-variable theory of variable weak Hardy spaces associated to a class of differential
operators and study their applications. Precisely, let p(·) : Rn → (0, 1] be a variable expo-
nent satisfying the globally log-Ho¨lder continuous condition [see (2.7) and (2.8) below], and L a
one-to-one operator of type ω in L2(Rn), with ω ∈ (0, π/2), which has a bounded holomorphic
functional calculus and satisfies the Davies-Gaffney estimates, namely, Assumptions 2.1 and 2.2
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below. Then we introduce the variable weak Hardy space WH
p(·)
L
(Rn) (see Definition 2.8 below).
By first obtaining the atomic decomposition of variable weak tent space, we establish the molecu-
lar characterization ofWH
p(·)
L
(Rn), which is further used to obtain its atomic characterization when
L is non-negative self-adjoint. Moreover, when L satisfies Gaussian upper bound estimates (see
Remark 2.4(ii) below), we characterize the space WH
p(·)
L
(Rn) by means of non-negative maximal
functions. In particular, when L is a second-order divergence form elliptic operator with complex
bounded measurable coefficients, namely, L := −div(A∇) [see (2.4) below for its definition], the
boundedness of the Riesz transform ∇L−1/2 from WHp(·)
L
(Rn) to the variable weak Hardy space
WHp(·)(Rn) is established by using its molecular characterization.
This article is organized as follows.
In Section 2, we first describe Assumptions 2.1 and 2.2 imposed on the considered operator
L of the present article. Then we recall some notation and notions on variable (weak) Lebesgue
spaces and introduce the definition of the variable weak Hardy space WH
p(·)
L
(Rn) via the square
function of the heat semigroup generated by L.
In Section 3, we introduce the variable weak tent space WT p(·)(Rn+1+ ) and then establish its
atomic decomposition (see Theorem 3.2 below) via the Whitney-type covering lemma and the
Fefferman-Stein vector-valued inequality of the Hardy-Littlewood maximal operator M on the
variable Lebesgue space Lp(·)(Rn) (see Lemma 3.6 below). We point out that, in the atomic decom-
position of each element in WT p(·)(Rn+1+ ), an explicit relation between the supports of T
p(·)-atoms
and the corresponding coefficients is obtained, which plays a key role in establishing the weak
molecular and atomic characterizations of WH
p(·)
L
(Rn) in Sections 3 and 4.
Section 4 is devoted to the weak molecular characterization of WH
p(·)
L
(Rn) (see Theorem 4.7
below), which is an immediate consequence of Propositions 4.4 and 4.6 below. In the proof of
the inclusion of the weak molecular Hardy space WH
p(·), ε
L,M
(Rn) into WH
p(·)
L
(Rn) (see Propositions
4.4), we make full use of a key lemma obtained by Sawano in [43, Lemma 4.1] (also restated as in
Lemma 4.5 below), which reduces some estimates on Lp(·)(Rn) norms for some series of functions
into dealing with Lq(Rn) norms for the corresponding functions, and also borrow some ideas from
the proof of [46, Theorem 4.4].
In Section 5, we establish the weak atomic characterization of WH
p(·)
L
(Rn) (see Theorem 5.2
below), under an additional assumption that L is non-negative self-adjoint. Indeed, by some ar-
guments similar to those used in the proof of Proposition 4.4, we show that the weak atomic
Hardy space WH
p(·)
L,at,M
(Rn) is a subspace of WH
p(·)
L
(Rn). The converse inclusion depends on the
bounded holomorphic functional calculi and the operator ΠΦ,L [see (5.1) below], which maps a
T p(·)(Rn+1+ )-atom into a (p(·), 2,M)-atom (see Lemma 5.3 below).
In particular, in Section 6, when L is a non-negative self-adjoint linear operator on L2(Rn) and
satisfies the Gaussian upper bound estimates [see Remark 2.4(ii) for more details], we charac-
terize WH
p(·)
L
(Rn) in terms of non-tangential maximal functions (see Corollary 6.3 below). We
first establish non-tangential maximal function characterizations of the weak atomic Hardy space
WH
p(·)
L,at,M
(Rn) by some arguments similar to those used in the proof of [51, Theorem 1.11]. Then
Corollary 6.3 is an immediate consequence of Theorems 5.2 and 6.2.
As an application of the molecular decomposition ofWH
p(·)
L
(Rn) obtained in Proposition 4.6, in
Section 7, when L is a second-order divergence form elliptic operator [see Remark 2.4(i) below],
we prove that the Riesz transform ∇L−1/2 is bounded from WHp(·)
L
(Rn) to the variable weak Hardy
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WHp(·)(Rn) introduced in [46] (see Theorem 7.6 below).
We end this section by making some conventions on notation. Throughout this article, we
denote by C a positive constant which is independent of the main parameters, but it may vary from
line to line. We also use C(α,β,...) to denote a positive constant depending on the parameters α, β,
. . .. The symbol f . g means that f ≤ Cg. If f . g and g . f , then we write f ∼ g. For any
measurable subset E of Rn, we denote by E∁ the set Rn\E and by χE the characteristic function of
E. For any a ∈ R, the symbol ⌊a⌋ denotes the largest integer m such that m ≤ a. Let N := {1, 2, . . .}
and Z+ := N ∪ {0}. Let Rn+1+ := Rn × (0,∞). For any α ∈ (0, ∞) and x ∈ Rn, define
(1.1) Γα(x) := {(y, t) ∈ Rn+1+ : |y − x| < αt}.
If α = 1, we simply write Γ(x) instead of Γα(x).
For any ball B := B(xB, rB) ⊂ Rn with xB ∈ Rn and rB ∈ (0, ∞), α ∈ (0,∞) and j ∈ N, we let
αB := B(xB, αrB),
U0(B) := B and U j(B) := (2
jB) \ (2 j−1B).(1.2)
For any p ∈ [1, ∞], p′ denotes its conjugate number, namely, 1/p + 1/p′ = 1.
Let S(Rn) be the space of all Schwartz functions, equipped with the well-known topology de-
termined by a countable family of seminorms, and S′(Rn) the space of all Schwartz distributions,
equipped with the weak-∗ topology. For any r ∈ (0, ∞), denote by Lr
loc
(Rn) the set of all lo-
cally r-integrable functions on Rn and, for any measurable set E ⊂ Rn, let Lr(E) be the set of all
measurable functions f on E such that ‖ f ‖Lr(E) := [
∫
E
| f (x)|r dx]1/r < ∞.
2 The weak Hardy space WH
p(·)
L
(Rn)
In this section, we first make two assumptions on considered operators L, which are used
through the whole article and then introduce the weak Hardy space associated with the opera-
tor L after recalling some notions about the (weak) variable Lebesgue spaces on Rn.
2.1 Two assumptions of operators L
Before giving the assumptions on operators L studied in this article, we first recall some knowl-
edge about bounded holomorphic functional calculi introduced by McIntosh [36] (see also [3]).
Let ω ∈ [0, π). The closed and the open ω sectors, Sω and S 0ω, are defined, respectively, by
setting
Sω := {z ∈ C : | arg z| ≤ ω} ∪ {0} and S 0ω := {z ∈ C \ {0} : | arg z| < ω}.
A closed and densely defined operator T in L2(Rn) is said to be of type ω if
(i) the spectrum σ(T ) of T is contained in Sω.
(ii) for any θ ∈ (ω, π), there exists a positive constant C(θ) such that, for any z ∈ C \ S θ,
|z|
∥∥∥(zI − T )−1∥∥∥L(L2(Rn)) ≤ C(θ),
here and hereafter, L(L2(Rn)) denotes the set of all continuous linear operators from L2(Rn)
to itself and, for any S ∈ L(L2(Rn)), the operator norm of S is denoted by ‖S ‖L(L2(Rn)).
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For any µ ∈ (0, π), define
H∞(S 0µ) :=
{
f : S 0µ → C is holomorphic and ‖ f ‖L∞(S 0µ) < ∞
}
and
Ψ(S 0µ) :=
{
f ∈ H∞(S 0µ) : ∃α, C ∈ (0, ∞) such that | f (z)| ≤
C|z|α
1 + |z|2α , ∀z ∈ S
0
µ
}
.
For any ω ∈ [0, π), let T be a one-to-one operator of type ω in L2(Rn). For any ψ ∈ Ψ(S 0µ) with
µ ∈ (ω, π), the operator ψ(T ) ∈ L(L2(Rn)) is defined by setting
(2.1) ψ(T ) :=
∫
γ
ψ(ξ)(ξI − T )−1 dξ,
where γ := {reiν : r ∈ (0, ∞)} ∪ {re−iν : r ∈ (0, ∞)}, ν ∈ (ω, µ), is a curve consisting of two rays
parameterized anti-clockwise. It is easy to see that the integral in (2.1) is absolutely convergent in
L2(Rn) and the definition of ψ(T ) is independent of the choice of ν ∈ (ω, µ) (see [3, Lecture 2]). It
is well known that the above holomorphic functional calculus defined on Ψ(S 0µ) can be extended to
H∞(S 0µ) by a limiting procedure (see [36]). Let 0 ≤ ω < µ < π. Recall that the operator T is said
to have a bounded holomorphic functional calculus in L2(Rn) if there exists a positive constant
C(ω,µ), depending on ω and µ, such that, for any ψ ∈ H∞(S 0µ),
(2.2) ‖ψ(T )‖L(L2(Rn)) ≤ C(ω,µ)‖ψ‖L∞(S 0µ).
By [3, Theorem F], we know that, if (2.2) holds true for some µ ∈ (ω, π), then it also holds true
for any µ ∈ (ω, π).
We now make the following two assumptions on the operator L.
Assumption 2.1. L is a one-to-one operator of type ω in L2(Rn), with ω ∈ [0, π/2), and has a
bounded holomorphic functional calculus.
Assumption 2.2. The semigroup {e−tL}t>0 generated by L satisfies the Davies-Gaffney estimates,
namely, there exist positive constants C and c such that, for any closed subsets E and F of Rn and
f ∈ L2(Rn) with supp f ⊂ E, ∥∥∥e−tL( f )∥∥∥
L2(F)
≤ Ce−c [ dist (E,F)]
2
t ‖ f ‖L2(E).(2.3)
Here and hereafter, for any subsets E and F of Rn,
dist (E, F) := inf{|x − y| : x ∈ E, y ∈ F}.
Remark 2.3. (i) Let T be a one-to-one operator of type ω in L2(Rn) with ω ∈ [0, π/2). Then
it follows from [39, Theorem 1.45] that T generates a bounded holomorphic semigroup
{e−zT }z∈S 0
π/2−ω
on the open sector S 0
π/2−ω.
(ii) Let L be an operator satisfying Assumptions 2.1 and 2.2. Then, for any k ∈ Z+, the family
{(tL)ke−tL}t>0 of operators satisfies the Davies-Gaffney estimates (2.3) (see, for example,
[48, Remrk 2.5(i)]). In particular, for any k ∈ Z+ and t ∈ (0,∞), the operator (tL)ke−tL is
bounded on L2(Rn).
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Remark 2.4. Following [48, Remark 2.6], examples of operators satisfying Assumptions 2.1 and
2.2 include:
(i) the second-order divergence form elliptic operator with complex bounded coefficients as in
[28, 29]. Recall that a matrix A(x) := (Ai j(x))
n
i, j=1
of complex-valued measurable functions
on Rn is said to satisfy the elliptic condition if there exist positive constants λ ≤ Λ such that,
for almost every x ∈ Rn and any ξ, η ∈ Cn,
λ|ξ|2 ≤ ℜ〈A(x)ξ, ξ〉 and |〈A(x)ξ, η〉| ≤ Λ|ξ||η|,
where 〈·, ·〉 denotes the inner product in Cn and ℜξ denotes the real part of ξ. For such a
matrix A(x), the associated second-order divergence form elliptic operator L is defined by
setting, for any f ∈ D(L),
(2.4) L f := −div(A∇ f ),
which is interpreted in the weak sense via a sesquilinear form. Here and hereafter, D(L)
denotes the domain of L.
(ii) the one-to-one non-negative self-adjoint operator L having the Gaussian upper bounds,
namely, there exist positive constants C and c such that, for any t ∈ (0, ∞) and x, y ∈ Rn,
|pt(x, y)| ≤ C
tn/2
exp
(
−c |x − y|
2
t
)
,
where pt denotes the kernel of e
−tL.
(iii) the Schro¨dinger operator −∆+ V on Rn with the non-negative potential V ∈ L1
loc
(Rn) which
is not identically zero.
2.2 The definition of variable weak Hardy spaces WH
p(·)
L
(Rn)
A measurable function p(·) : Rn → [0,∞) is called a variable exponent. Denote by P(Rn) the
collection of all variable exponents p(·) satisfying
0 < p− := ess inf
x∈Rn
p(x) ≤ ess sup
x∈Rn
p(x) =: p+ < ∞.(2.5)
For any p(·) ∈ P(Rn), the variable Lebesgue space Lp(·)(Rn) is defined to be the set of all
measurable functions f such that, for some λ ∈ (0,∞),
∫
Rn
[| f (x)|/λ]p(x) dx < ∞, equipped with the
Luxemburg (also known as the Luxemburg-Nakano) quasi-norm
‖ f ‖Lp(·)(Rn) := inf
λ ∈ (0,∞) :
∫
Rn
[ | f (x)|
λ
]p(x)
≤ 1
 .
Remark 2.5. Let p(·) ∈ P(Rn).
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(i) It is easy to see that, for any s ∈ (0,∞) and f ∈ Lp(·)(Rn),∥∥∥| f |s∥∥∥
Lp(·)(Rn) = ‖ f ‖sLsp(·)(Rn).
Moreover, for any λ ∈ C and f , g ∈ Lp(·)(Rn), ‖λ f ‖Lp(·)(Rn) = |λ|‖ f ‖Lp(·)(Rn) and
‖ f + g‖p
Lp(·)(Rn) ≤ ‖ f ‖
p
Lp(·)(Rn) + ‖g‖
p
Lp(·)(Rn),
here and hereafter,
p := min{p−, 1}(2.6)
with p− as in (2.5). Particularly, when p− ∈ [1,∞), Lp(·)(Rn) is a Banach space (see [18,
Theorem 3.2.7]).
(ii) If there exist δ, c ∈ (0,∞) such that
∫
Rn
[| f (x)|/δ]p(x) dx ≤ c, then it is easy to see that
‖ f ‖Lp(·)(Rn) ≤ Cδ, where C is a positive constant independent of δ, but depending on p− (or
p+) and c.
A function p(·) ∈ P(Rn) is said to satisfy the globally log-Ho¨lder continuous condition, denoted
by p(·) ∈ Clog(Rn), if there exist positive constants Clog(p) and C∞, and p∞ ∈ R such that, for any
x, y ∈ Rn,
(2.7) |p(x) − p(y)| ≤ Clog(p)
log(e + 1/|x − y|)
and
(2.8) |p(x) − p∞| ≤ C∞
log(e + |x|) .
Definition 2.6. Let p(·) ∈ P(Rn). The variable weak Lebesgue space WLp(·)(Rn) is defined to be
the set of all measurable functions f such that
‖ f ‖WLp(·)(Rn) := sup
α∈(0,∞)
α
∥∥∥χ{x∈Rn: | f (x)|>α}∥∥∥Lp(·)(Rn) < ∞.
Remark 2.7. Let p(·) ∈ P(Rn).
(i) Then ‖ · ‖WLp(·)(Rn) defines a quasi-norm onWLp(·)(Rn), namely, ‖ f ‖WLp(·)(Rn) = 0 if and only if
f = 0 almost everywhere; for any λ ∈ C and f ∈ WLp(·)(Rn), ‖λ f ‖WLp(·)(Rn) = |λ|‖ f ‖WLp(·)(Rn)
and, for any f , g ∈ WLp(·)(Rn),
‖ f + g‖p
WLp(·)(Rn) ≤ 2
p
[
‖ f ‖p
WLp(·)(Rn) + ‖g‖
p
WLp(·)(Rn)
]
,
where p is as in (2.6).
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(ii) By the Aoki-Rolewicz theorem (see [5, 40] and also [23, Exercise 1.4.6]), we know that
there exists a positive constant v ∈ (0, 1) such that, for any R ∈ N and { f j}Rj=1,∥∥∥∥∥∥∥∥
R∑
j=1
| f j|
∥∥∥∥∥∥∥∥
v
WLp(·)(Rn)
≤ 4

R∑
j=1
‖ f j‖vWLp(·)(Rn)
 .
Assume that the operator L satisfies Assumptions 2.1 and 2.2. For any k ∈ N, the square
function S L, k associated with L is defined by setting, for any f ∈ L2(Rn) and x ∈ Rn,
S L, k( f )(x) :=
["
Γ(x)
∣∣∣∣(t2L)ke−t2L( f )(y)∣∣∣∣2 dy dt
tn+1
]1/2
,
where Γ(x) := {(y, t) ∈ Rn+1+ : |y − x| < t}. In particular, when k = 1, we write S L instead of S L, k.
Notice that, for any k ∈ N, S L, k is bounded on L2(Rn). Indeed, by the Fubini theorem, we know
that, for any f ∈ L2(Rn),∫
Rn
[S L, k( f )(x)]
2 dx =
∫
Rn
∫ ∞
0
∫
|y−x|<t
∣∣∣∣(t2L)ke−t2L( f )(y)∣∣∣∣2 dy dt
tn+1
dx(2.9)
=
∫
Rn
∫ ∞
0
∣∣∣∣(t2L)ke−t2L( f )(y)∣∣∣∣2 dt
t
dy . ‖ f ‖2
L2(Rn)
,
where the last step in (2.9) is from [3, Theorem F] (see also [27, (4.1)]).
Now we introduce the variable weak Hardy space WH
p(·)
L
(Rn).
Definition 2.8. Let p(·) ∈ Clog(Rn) with p+ ∈ (0, 1] and L satisfy Assumptions 2.1 and 2.2.
A function f ∈ L2(Rn) is said to be in WHp(·)
L
(Rn) if S L( f ) ∈ WLp(·)(Rn); moreover, define
‖ f ‖
WH
p(·)
L
(Rn)
:= ‖S L( f )‖WLp(·)(Rn). Then the variable weak Hardy space WHp(·)L (Rn), associated
to the operator L, is defined to be the completion of WH
p(·)
L
(Rn) with respect to the quasi-norm
‖ · ‖
WH
p(·)
L
(Rn)
.
Remark 2.9. (i) When p(·) ≡ constant ∈ (0, 1], the space WHp(·)
L
(Rn) was studied in [10] as
a special case. Indeed, in [10], Cao et al. assumed that the operator satisfies the k-Davies-
Gaffney estimates.
(ii) We point out that, differently from the Hardy space Hp(·)(Rn), with p(·) : Rn → (0, 1], in
which the space L2(Rn)∩Hp(·)(Rn) is dense in Hp(·)(Rn) (see the proof of [37, Theorem 4.5]),
the space L2(Rn)∩WHp(·)(Rn) is not dense in the variable weak Hardy spaceWHp(·)(Rn) even
in the constant case (see Fefferman and Soria [22] and see also He [26]). When L := −∆,
the variable weak Hardy space WH
p(·)
∆
(Rn) defined as in Definition 2.8 coincides with the
space
WHp(·)(Rn) ∩ L2(Rn)‖·‖WHp(·)(Rn) ,
namely, the closure of WHp(·)(Rn) ∩ L2(Rn) on the quasi-norm ‖ · ‖WHp(·)(Rn) and hence is a
proper subspace of WHp(·)(Rn).
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3 Variable weak tent spaces WT p(·)(Rn+1+ )
In this section, we first introduce the variable weak tent space WT p(·)(Rn+1+ ) and then give its
atomic decomposition, which is used later to establish atomic and molecular characterizations of
WH
p(·)
L
(Rn). For any measurable function f on Rn+1+ and x ∈ Rn, define
A( f )(x) :=
["
Γ(x)
| f (y, t)|2 dy dt
]1/2
.
For any q ∈ (0, ∞), the tent space T q(Rn+1+ ) is defined to be the space of all measurable functions
f such that
‖ f ‖T q(Rn+1+ ) := ‖A( f )‖Lq(Rn) < ∞.
Definition 3.1. Let p(·) ∈ P(Rn). The variable weak tent space WT p(·)(Rn+1+ ) is defined to be the
set of all measurable functions f on Rn+1+ such that
‖ f ‖WT p(·)(Rn+1+ ) := ‖A( f )‖WLp(·)(Rn).
For any open set O ⊂ Rn, the tent over O is defined by setting
Ô :=
{
(y, t) ∈ Rn+1+ : dist
(
y, O∁
)
≥ t
}
.
Let p(·) ∈ P(Rn). Recall that a measurable function a on Rn+1+ is called a T p(·)(Rn+1+ )-atom if
there exists a ball B ⊂ Rn such that
(i) supp a ⊂ B̂;
(ii) for any q ∈ (1, ∞), ‖a‖T q(Rn+1+ ) ≤ |B|1/q‖χB‖−1Lp(·)(Rn).
We point out that the notion of T p(·)(Rn+1+ )-atoms was first introduced in [51]. For any p(·) ∈
P(Rn) with 0 < p− ≤ p+ ≤ 1, any sequences {λ j} j∈N ⊂ C and {B j} j∈N of balls in Rn, let
A({λ j} j∈N, {B j} j∈N) :=
∥∥∥∥∥∥∥∥∥

∑
j∈N
[ |λ j|χB j
‖χB j‖Lp(·)(Rn)
]p−
1
p−
∥∥∥∥∥∥∥∥∥
Lp(·)(Rn)
,
where p− is as in (2.5).
The main result of this section is stated as follows.
Theorem 3.2. Let p(·) ∈ Clog(Rn) with p+ ∈ (0, 1]. Then, for each F ∈ WT p(·)(Rn+1+ ), there exists
a sequence {ai, j}i∈Z, j∈N of T p(·)(Rn+1+ )-atoms associated, respectively, to the balls {Bi, j}i∈Z, j∈N such
that
(i) F =
∑
i∈Z, j∈N λi, jai, j almost everywhere on Rn+1+ , where λi, j := 2
i‖χBi, j‖Lp(·)(Rn);
(ii) there exists a positive constant C, independent of F, such that
sup
i∈Z
A({λi, j} j∈N, {Bi, j} j∈N) ≤ C‖F‖WT p(·)(Rn+1+ );
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(iii) there exist c ∈ (0, 1) and M0 ∈ N such that, for any i ∈ Z,
∑
j∈N χcBi, j ≤ M0.
To prove Theorem 3.2, we need some known facts as follows (see, for example, [32]). Let F
be a closed subset of Rn and O := F∁. Assume that |O| < ∞. For any fixed γ ∈ (0, 1), x ∈ Rn is
said to have the global γ-density with respect to F if, for any t ∈ (0,∞), |B(x, t) ∩ F|/|B(x, t)| ≥ γ.
Denote by F∗γ the set of all such x and let O∗γ := (F∗γ)∁. Then O ⊂ O∗γ,
O∗γ =
{
x ∈ Rn : M(χO)(x) > 1 − γ} ,
O∗γ is open and there exists a positive constant C(γ), depending on γ, such that |O∗γ| ≤ C(γ)|O|.
Here and hereafter, M denotes the usual Hardy-Littlewood maximal function, namely, for any
f ∈ L1
loc
(Rn) and x ∈ Rn,
(3.1) M( f )(x) := sup
B∋x
1
|B|
∫
B
| f (y)| dy,
where the supremum is taken over all balls of Rn containing x. For any ν ∈ (0,∞) and x ∈ Rn,
denote by RνF the union of all cones with vertices in F, namely, RνF :=
⋃
x∈F Γν(x).
The following lemma is just [32, Lemma 3.1].
Lemma 3.3. Let v, η ∈ (0,∞). Then there exist positive constants γ ∈ (0, 1) and C such that,
for any closed subset F of Rn with F∁ having finite measure and any non-negative measurable
function H on Rn+1+ , ∫
Rv(F∗γ)
H(y, t)tn dy dt ≤ C
∫
F

∫
γη
H(y, t) dy dt
 dx.
We also need the following well-known Whitney-type covering lemma (see, for example, [24,
Lemma 2.6]).
Lemma 3.4. Let Ω ⊂ Rn be an open set and C0 ∈ [1,∞) a positive constant. For any x ∈ Rn,
let r(x) := d(x,Ω∁/(2C0). Then there exist two sequences {xi}i∈N of points contained in Ω and
{ri}i∈N := {r(xi)}i∈N of positive numbers such that
(i) {B(xi, ri5 )}i∈N are disjoint;
(ii) Ω =
⋃
i∈N B(xi, ri);
(iii) for any i ∈ N, B(xi,C0ri) ⊂ Ω;
(iv) for any x ∈ B(xi,C0ri), C0ri ≤ d(x,Ω∁) ≤ 3C0ri;
(v) for any i ∈ N, there exists a point x∗
i
∈ Ω∁ such that d(x∗
i
, xi) < 3C0ri;
(vi) there exists a positive constant M0 such that, for any x ∈ Ω,∑
i∈N
χB(xi,C0ri)(x) ≤ M0.
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The following result is just [51, Lemma 2.6] (For the case when p− ∈ (1,∞), see also [31,
Corollary 3.4]).
Lemma 3.5. Let p(·) ∈ Clog(Rn). Then there exists a positive constant C such that, for any balls
B1, B2 of R
n with B1 ⊂ B2,
C−1
( |B1|
|B2|
) 1
p−
≤
∥∥∥χB1∥∥∥Lp(·)(Rn)∥∥∥χB2∥∥∥Lp(·)(Rn) ≤ C
( |B1|
|B2|
) 1
p+
.
The following Fefferman-Stein vector-valued inequality of the maximal operator M on the
variable Lebesgue space Lp(·)(Rn) was obtained in [15, Corollary 2.1].
Lemma 3.6. Let r ∈ (1,∞) and p(·) ∈ Clog(Rn) satisfy 1 < p− ≤ p+ < ∞. Then there exists a
positive constant C such that, for any sequences { f j}∞j=1 of measurable functions,∥∥∥∥∥∥∥∥∥

∞∑
j=1
[
M( f j)
]r
1/r
∥∥∥∥∥∥∥∥∥
Lp(·)(Rn)
≤ C
∥∥∥∥∥∥∥∥

∞∑
j=1
| f j|r

1/r
∥∥∥∥∥∥∥∥
Lp(·)(Rn)
,
whereM denotes the Hardy-Littlewood maximal operator as in (3.1).
Remark 3.7. (i) Let p(·) ∈ Clog(Rn) and β ∈ [1,∞). Then, by Lemma 3.6 and the fact that, for
any ball B ⊂ Rn and r ∈ (0,min{p−, 1}), χβB ≤ β nr [M(χB)] 1r , we conclude that there exists a
positive constant C such that, for any sequence {B j} j∈N of balls of Rn,∥∥∥∥∥∥∥∥
∑
j∈N
χβB j
∥∥∥∥∥∥∥∥
Lp(·)(Rn)
≤ Cβ nr
∥∥∥∥∥∥∥∥
∑
j∈N
χB j
∥∥∥∥∥∥∥∥
Lp(·)(Rn)
.
(ii) Let p(·) ∈ Clog(Rn) with p− ∈ (1,∞). Then, as a special case of Lemma 3.6, we know that
there exists a positive constant C such that, for any f ∈ Lp(·)(Rn),
‖M( f )‖Lp(·)(Rn) ≤ C‖ f ‖Lp(·)(Rn).
Remark 3.8. Let p(·) ∈ Clog(Rn) and {B j} j∈N be a sequence of balls of Rn satisfying that there
exist c ∈ (0, 1] and M0 ∈ N such that ∑ j∈N χcB j ≤ M0. Then, by Remark 3.7(i), we further
conclude that∥∥∥∥∥∥∥∥∥
∑
j∈N
χB j

1
min{p− ,1}
∥∥∥∥∥∥∥∥∥
Lp(·)(Rn)
=
∥∥∥∥∥∥∥∥
∑
j∈N
χB j
∥∥∥∥∥∥∥∥
1
min{p− ,1}
L
p(·)
min{p− ,1}
.
∥∥∥∥∥∥∥∥
∑
j∈N
χcB j
∥∥∥∥∥∥∥∥
1
min{p− ,1}
L
p(·)
min{p− ,1}
∼
∥∥∥∥∥∥∥∥∥
∑
j∈N
χcB j

1
min{p− ,1}
∥∥∥∥∥∥∥∥∥
Lp(·)(Rn)
.
∥∥∥∥∥∥∥∥
∑
j∈N
χcB j
∥∥∥∥∥∥∥∥
Lp(·)(Rn)
.
∥∥∥∥∥∥∥∥
∑
j∈N
χB j
∥∥∥∥∥∥∥∥
Lp(·)(Rn)
,
where the equivalent positive constants are independent of {B j} j∈N.
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Proof of Theorem 3.2. Let F ∈ WT p(·)(Rn+1+ ). For any i ∈ Z, let
Oi := {x ∈ Rn : A(F)(x) > 2i}.
Then, for any i ∈ Z, Oi+1 ⊂ Oi. Since F ∈ WT p(·)(Rn+1+ ), it follows that
|Oi| =
∫
Rn
[
χOi(x)
‖χOi‖Lp(·)(Rn)
]p(x)
‖χOi‖p(x)Lp(·)(Rn) dx ≤ max
{
‖χOi‖p−Lp(·)(Rn), ‖χOi‖
p+
Lp(·)(Rn)
}
≤ max
{
2−ip− , 2−ip+
}
‖F‖WT p(·)(Rn+1+ ) < ∞.
Let γ be as in Lemma 3.3. In what follows, we denote (Oi)
∗
γ simply by O
∗
i
. For each i ∈ Z, using
Lemma 3.4, we obtain a Whitney-type covering {B˜i, j} j∈N of O∗i . For any i ∈ Z and j ∈ N, let
∆i, j :=
[
B˜i, j × (0,∞)
]
∩
(
Ô∗
i
\Ô∗
i+1
)
,
ai, j(y, t) := 2
−i‖χBi, j‖−1Lp(·)(Rn)F(y, t)χ∆i, j (y, t), ∀ (y, t) ∈ Rn+1+ ,
and λi, j := 2
i‖χBi, j‖Lp(·)(Rn), where Ô∗i denotes the tent over O∗i . By an argument similar to that used
in the proof of [30, Theorem 3.2], we find that
supp F ⊂

⋃
i∈Z
Ô∗
i
 ∪ E
 ,
where E ⊂ Rn+1+ satisfies
∫
E
dy dt
t
= 0. From this, we further deduce that
(3.2) F =
∑
i∈Z
∑
j∈N
λi, jai, j
almost everywhere on Rn+1+ .
Next we show that, for each i ∈ Z and j ∈ N, ai, j is a T p(·)(Rn+1+ )-atom supported on
̂
3C0B˜i, j =: Bi, j := B(xBi, j , rBi, j ),
where C0 is as in Lemma 3.4. Indeed, by Lemma 3.4(iv) and the definitions of ∆i, j and Ô
∗
i
, we
conclude that ∆i, j ⊂ Bi, j, namely, supp ai, j ⊂ Bi, j. Moreover, for any (y, t) ∈ ∆i, j, by the fact that
∆i, j ⊂ Ô∗i and Lemma 3.4(iv) again, we easily find that t ≤ dist (y, (O∗i )∁) < rBi, j . Then, by this,
Lemma 3.3, the Ho¨lder inequality and the fact that
∆i, j ⊂
(
Ô∗
i+1
)∁
= R1
(
(O∗i+1)
∁
)
,
we know that, for any H ∈ T q′(Rn+1+ ) with q ∈ (1,∞) and ‖H‖T q′ (Rn+1+ ) ≤ 1,
|〈ai, j,H〉| :=
∣∣∣∣∣∣
∫
R
n+1
+
ai, j(y, t)H(y, t)χ∆i, j (y, t)
dy dt
t
∣∣∣∣∣∣
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≤
∫
R1(Rn\O∗i+1)
|ai, j(y, t)H(y, t)|χ∆i, j (y, t)
dy dt
t
.
∫
Rn\O∗
i+1
{∫ rBi, j
0
∫
|y−x|<t
|ai, j(y, t)H(y, t)|χ∆i, j (y, t)
dy dt
tn+1
}
dx
∼
∫
(1+3C0)B˜i, j\Oi+1
{∫ rBi, j
0
∫
|y−x|<t
|ai, j(y, t)H(y, t)|χ∆i, j (y, t)
dy dt
tn+1
}
dx
.

∫
(1+3C0)B˜i, j\Oi+1
|A(ai, j)(x)|q dx

1
q
‖A(H)‖Lq′ (Rn)
.2−i‖χBi, j‖−1Lp(·)(Rn)‖H‖T q′ (Rn+1+ )

∫
(1+3C0)B˜i, j\Oi+1
|A(F)(x)|q dx

1
q
. |Bi, j|
1
q ‖χ
B˜i, j
‖−1
Lp(·)(Rn),
where we used the fact that A(F)(y, t) ≤ 2i+1 for any (y, t) ∈ O∁
i+1
in the last inequality. From this,
Lemma 3.5 and the dual relation (T q(Rn+1+ ))
∗ = T q
′
(Rn+1+ ) (see [12]), where (T
q(Rn+1+ ))
∗ denotes
the dual space of T q(Rn+1+ ), we deduce that, for any q ∈ (1,∞),
‖ai, j‖T q(Rn+1+ ) . |Bi, j|
1
q ‖χ
B˜i, j
‖−1
Lp(·)(Rn) ∼ |Bi, j|
1
q ‖χBi, j‖−1Lp(·)(Rn).
Thus, ai, j is a T
p(·)(Rn+1+ )-atom associated to the ball Bi, j, which, combined with (3.2), implies (i).
To show (ii), by Remark 3.7(i) and Lemma 3.4, we find that, for any i ∈ Z,
A({λi, j} j∈N, {Bi, j} j∈N) =
∥∥∥∥∥∥∥∥∥
2ip−
∑
j∈N
χBi, j

1
p−
∥∥∥∥∥∥∥∥∥
Lp(·)(Rn)
. 2i
∥∥∥∥∥∥∥∥∥

∑
j∈N
χ 1
5 B˜i, j

1
p−
∥∥∥∥∥∥∥∥∥
Lp(·)(Rn)
. 2i
∥∥∥χO∗
i
∥∥∥
Lp(·)(Rn) ,
which, together with Remark 3.7(ii) and the fact that χO∗
i
. [M(χr
Oi
)]
1
r with r ∈ (0, p−), further
implies that
A({λi, j} j∈N, {Bi, j} j∈N) . 2i
∥∥∥M(χrOi )∥∥∥ 1r
L
p(·)
r (Rn)
. 2i‖χOi‖Lp(·)(Rn) . ‖F‖WT p(·)(Rn+1+ ).
Therefore, the conclusion (ii) holds true.
The conclusion of (iii) is just an immediate consequence of Lemma 3.4(vi). This finishes the
proof of Theorem 3.2. 
4 Molecular characterization ofWH
p(·)
L
(Rn)
In this section, we establish a molecular characterization of WH
p(·)
L
(Rn) (see Theorem 4.7) by
using the atomic decomposition of variable weak tent spaces obtained in Theorem 3.2.
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Definition 4.1. Assume M ∈ N and ε ∈ (0,∞). A function m ∈ L2(Rn) is called a (p(·), M, ε)L-
molecule if m ∈ R(LM) (the range of LM) and there exists a ball B := B(xB, rB) ⊂ Rn, with xB ∈ Rn
and rB ∈ (0, ∞), such that, for any k ∈ {0, . . . , M} and j ∈ Z+,∥∥∥(r−2B L−1)k(m)∥∥∥L2(U j(B)) ≤ 2− jε|2 jB|1/2‖χB‖−1Lp(·)(Rn),
where U j(B) is as in (1.2).
Remark 4.2. Let m be a (p(·), M, ε)L-molecule as in Definition 4.1 associated to the ball B ⊂ Rn.
If ε ∈ (n
2
,∞), then it is easy to see that, for any k ∈ {0, . . . ,M},∥∥∥(r−2B L−1)k(m)∥∥∥L2(Rn) ≤ C|B|1/2‖χB‖−1Lp(·)(Rn)
with C being a positive constant independent of m, k and B.
Definition 4.3. Let p(·) ∈ Clog(Rn) with p+ ∈ (0, 1], M ∈ N and ε ∈ (0, ∞). Assume that
{mi, j}i∈Z, j∈N is a family of (p(·),M, ε)L-molecules associated, respectively, to balls {Bi, j}i∈Z, j∈N of
R
n and numbers {λi, j}i∈Z, j∈N satisfying
(i) for any i ∈ Z and j ∈ N, λi, j := 2i‖χBi, j‖Lp(·)(Rn);
(ii) there exists a positive constant C such that
sup
i∈Z
A({λi, j} j∈N, {Bi, j} j∈N) ≤ C;
(iii) there exists a positive constant c ∈ (0, 1] such that, for any x ∈ Rn and i ∈ Z,∑
j∈N
χcχBi, j (x) ≤ M0
with M0 being a positive constant independent of x and i.
Then, for any f ∈ L2(Rn),
f =
∑
i∈Z, j∈N
λi, jmi, j
is called a weak molecular (p(·), M, ε)L-representation of f if the above summation converges in
L2(Rn). The weak molecular Hardy space WH
p(·), ε
L,M
(Rn) is then defined to be the completion of the
space
WH
p(·), ε
L,M
(Rn) := { f : f has a weak molecular (p(·), M, ε)L-representation}
with respect to the quasi-norm
‖ f ‖
WH
p(·), ε
L,M
(Rn)
:= inf
{
sup
i∈Z
A
(
{λi, j} j∈N, {Bi, j} j∈N
)}
,
where the infimum is taken over all weak molecular (p(·), M, ε)L-representations of f as above.
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Now we have the following first main result of this section.
Proposition 4.4. Let p(·) ∈ Clog(Rn) with p+ ∈ (0, 1] and L satisfy Assumptions 2.1 and 2.2.
Assume that ε ∈ ( n
p− ,∞) and M ∈ N∩ (
n
2
[ 1
p− −
1
2
],∞). Then there exists a positive constant C such
that, for any f ∈WHp(·),ε
L,M
(Rn), ‖ f ‖
WH
p(·)
L
(Rn)
≤ C‖ f ‖
WH
p(·), ε
L,M
(Rn)
.
To prove Proposition 4.4, we need the following useful variant of [43, Lemma 4.1], which is
just [46, Lemma 4.5].
Lemma 4.5. Let p(·) ∈ Clog(Rn), q ∈ (max{1, p+}, ∞) and r ∈ (0, p−]. Then there exists a
positive constant C such that, for any sequence {B j} j∈N of balls in Rn, {λ j} j∈N ⊂ C and measurable
functions {a j} j∈N satisfying that, for any j ∈ N, supp a j ⊂ B j and ‖a j‖Lq(Rn) ≤ |B j|1/q,∥∥∥∥∥∥∥∥∥

∞∑
j=1
|λ ja j|r

1
r
∥∥∥∥∥∥∥∥∥
Lp(·)(Rn)
≤ C
∥∥∥∥∥∥∥∥∥

∞∑
j=1
|λ jχB j |r

1
r
∥∥∥∥∥∥∥∥∥
Lp(·)(Rn)
.
Proof of Proposition 4.4. Let f ∈ WHp(·), ε
L,M
(Rn). Then, by its definition, we know that there exists
a sequence {ai, j}i∈Z, j∈N of (p(·),M, ε) -molecules, associated to the balls {Bi, j}i∈Z, j∈N satisfying
Definition 4.3(iii), such that
(4.1) f =
∑
i∈Z, j∈N
λi, jmi, j in L
2(Rn),
where λi, j := 2
i‖χBi, j‖Lp(·)(Rn) for each i ∈ Z and j ∈ N, and
sup
i∈Z
A({λi, j} j∈N, {Bi, j} j∈N) . ‖ f ‖WHp(·), ε
L,M
(Rn)
.
Thus, by (4.1) and the fact that S L is bounded on L
2(Rn), we find that
lim
N→∞
∥∥∥∥∥∥∥∥S L( f ) − S L

N∑
j=1
λi, jmi, j

∥∥∥∥∥∥∥∥
L2(Rn)
= 0,
which implies that there exists a subsequence of S L(
∑N
j=1 λi, jmi, j) (without loss of generality, we
may use the same notation as the original sequence) such that, for almost every x ∈ Rn,
S L( f )(x) = lim
N→∞
S L
∑
|i|≤N
N∑
j=1
λi, jmi, j
 (x).
For any given α ∈ (0,∞), let i0 ∈ Z be such that 2i0 ≤ α < 2i0+1. Then, for almost every x ∈ Rn,
we have
S L( f )(x) ≤
∑
i∈Z, j∈N
|λi, j|S L(mi, j)(x)
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=

i0−1∑
i=−∞
∑
j∈N
+
∞∑
i=i0
∑
j∈N
 |λi, j|S L(mi, j)(x) =: G1(x) + G2(x).
Moreover, it holds true that
‖{x ∈ Rn : S L( f )(x) > α}‖Lp(·)(Rn)(4.2)
.
∥∥∥χ{x∈Rn: G1(x)>α/2}∥∥∥Lp(·)(Rn) + ∥∥∥χ{x∈Rn: G2(x)>α/2}∥∥∥Lp(·)(Rn) =: G1,1 + G1,2.
For G1,1, let b ∈ (0, p−), q ∈ (1,min{2, 1/b}) and a ∈ (0, 1 − 1q ). Then, by the Ho¨lder inequality,
we find that, for any x ∈ Rn,
G1(x) ≤

i0−1∑
i=−∞
2iaq
′

1
q′

i0−1∑
i=−∞
2−iaq
∑
j∈N
|λi, j|S L(mi, j)(x)

q
1
q
=
2i0a
(2aq − 1)1/q

i0−1∑
i=−∞
2−iaq
∑
j∈N
|λi, j|S L(mi, j)(x)

q
1
q
,
where q′ denotes the conjugate exponent of q, namely, 1
q
+ 1
q′ = 1. From this, together with the
fact that b ∈ (0, p−), Remark 2.5(i) and the well-known inequality that, for any d ∈ (0, 1] and
{θ j} j∈N ⊂ C,
(4.3)
∑
j∈N
|θ j|

d
≤
∑
j∈N
|θ j|d,
we deduce that
G1,1 ≤
∥∥∥∥∥∥χ{x∈Rn: 2i0a
(2aq−1)1/q {
∑i0−1
i=−∞ 2
−iaq[
∑
j∈N |λi, j |S L(mi, j)(x)]q}
1
q >2i0−1}
∥∥∥∥∥∥
Lp(·)(Rn)
(4.4)
. 2−i0q(1−a)
∥∥∥∥∥∥∥∥
i0−1∑
i=−∞
2−iaq
∑
j∈N
|λi, j|S L(mi, j)

q
∥∥∥∥∥∥∥∥
Lp(·)(Rn)
. 2−i0q(1−a)
∥∥∥∥∥∥∥∥
i0−1∑
i=−∞
2−iaqb
∑
k∈Z+
∑
j∈N
|λi, j|S L(mi, j)χUk(Bi, j)

qb
∥∥∥∥∥∥∥∥
1
b
L
p(·)
b (Rn)
. 2−i0q(1−a)

i0−1∑
i=−∞
∑
k∈Z+
2−iq(a−1)b
×
∥∥∥∥∥∥∥∥∥

∑
j∈N
[
‖χBi, j‖Lp(·)(Rn)S L(mi, j)χUk(Bi, j)
]qb
1
b
∥∥∥∥∥∥∥∥∥
b
Lp(·)(Rn)

1
b
.
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By [48, (3.12)], we know that there exists a positive constant C such that, for any k ∈ Z+ and
(p(·),M, ε)L-molecule m, associated to a ball B := B(xB, rB) with xB ∈ Rn and rB ∈ (0, ∞),
‖S L(m)‖L2(Uk(B)) ≤ C2−iε|2kB|1/2 ‖χB‖−1Lp(·)(Rn) .
This further implies that, for any i ∈ Z and j ∈ N,∥∥∥∥[‖χBi, j‖Lp(·)(Rn)S L(mi, j)χUk(Bi, j)]q∥∥∥∥
L
2
q (Rn)
. 2−kεq |2kBi, j|
q
2 .(4.5)
Since n
εq
> p−, it follows that we can choose a positive constant r such that r ∈ ( nεqb , p−b ). By this,
(4.5), Lemma 4.5 and Remark 3.7(i), we find that
G1,1 . 2
−i0q(1−a)

i0−1∑
i=−∞
∑
k∈Z+
2−iq(a−1)b2−kεqb
∥∥∥∥∥∥∥∥
∑
j∈N
χ2kBi, j
∥∥∥∥∥∥∥∥
L
p(·)
b (Rn)

1
b
(4.6)
. 2−i0q(1−a)

i0−1∑
i=−∞
∑
k∈Z+
2−iq(a−1)b2−kεqb2kn/r
∥∥∥∥∥∥∥∥∥
∑
j∈N
χBi, j

1
b
∥∥∥∥∥∥∥∥∥
b
Lp(·)(Rn)

1
b
. 2−i0q(1−a)

i0−1∑
i=−∞
∑
k∈Z+
2−i[q(a−1)+1]b2−kεqb2kn/r

1
b
sup
i∈Z
2i
∥∥∥∥∥∥∥∥
∑
j∈N
χBi, j
∥∥∥∥∥∥∥∥
Lp(·)(Rn)
. α−1‖ f ‖
WH
p(·), ε
L,M
(Rn)
,
where, in the last inequality, we used the fact that a ∈ (0, 1 − 1
q
).
To estimate G1,2, since ε ∈ ( np− ,∞), it follows that there exists s ∈ (0, 1) such that
n
εsp−
< 1.
Then, by (4.3) and choosing r1 ∈ ( nεsp− , 1), we have
G1,2 . α
r1
∥∥∥∥∥∥∥∥
∞∑
i=r0
∑
j∈N
[
2i‖χBi, j‖Lp(·)(Rn)S L(mi, j)
]r1∥∥∥∥∥∥∥∥
Lp(·)(Rn)
(4.7)
. αr1
∥∥∥∥∥∥∥∥
∞∑
i=r0
∑
j∈N
∑
k∈Z+
[
2i‖χBi, j‖Lp(·)(Rn)S L(mi, j)
]r1p−
χUk(Bi, j)
∥∥∥∥∥∥∥∥
1
p−
L
p(·)
p− (Rn)
. αr1

∞∑
i=i0
∑
k∈Z+
2ir1 p−
∥∥∥∥∥∥∥∥∥
∑
j∈N
[
‖χBi, j‖Lp(·)(Rn)S L(mi, j)χUk(Bi, j)
]r1p−
1
p−
∥∥∥∥∥∥∥∥∥
p−
Lp(·)(Rn)

1
p−
.
By this, (4.5) with q therein replaced by r1, (4.7), Lemma 4.5 and Remarks 3.7 and 3.8, we further
conclude that, for any s ∈ (0, 1),
G1,2 . α
r1

∞∑
i=i0
∑
k∈Z+
2ir1 p−2−kεr1 p−
∥∥∥∥∥∥∥∥
∑
j∈N
χ2kBi, j
∥∥∥∥∥∥∥∥
L
p(·)
p− (Rn)

1
p−
(4.8)
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. αr1

∞∑
i=i0
∑
k∈Z+
2ir1 p−2−kεr1 p−2kn/s
∥∥∥∥∥∥∥∥
∑
j∈N
χBi, j

1/p−
∥∥∥∥∥∥∥∥
p−
Lp(·)(Rn)

1
p−
. αr1

∞∑
i=i0
2ir1 p−
∥∥∥∥∥∥∥∥
∑
j∈N
χBi, j
∥∥∥∥∥∥∥∥
p−
Lp(·)(Rn)

1
p−
. αr1

∞∑
i=i0
2ir1 p−2−ip−

1
p−
‖ f ‖
WH
p(·), ε
L,M
(Rn)
. α−1‖ f ‖
WH
p(·), ε
L,M
(Rn)
.
Finally, combining (4.2), (4.6) and (4.8), we obtain
‖ f ‖
WH
p(·)
L
(Rn)
= sup
α∈(0,∞)
α‖{x ∈ Rn : S L( f )(x) > α}‖Lp(·)(Rn) . ‖ f ‖WHp(·), ε
L,M
(Rn)
.
This finishes the proof of Proposition 4.4. 
The second main result of this section is stated as follows.
Proposition 4.6. Let L satisfy Assumptions 2.1 and 2.2, p(·) ∈ Clog(Rn) with p+ ∈ (0, 1], M ∈
N and ε ∈ (0,∞). If f ∈ WHp(·)(Rn) ∩ L2(Rn), then f ∈ WHp(·), ε
L,M
(Rn) and ‖ f ‖
WH
p(·), ε
L,M
(Rn)
≤
C‖ f ‖WHp(·)(Rn) with C being a positive constant independent of f .
Proof. Let f ∈ WHp(·)
L
(Rn)∩ L2(Rn). Then, by its definition and the boundedness of t2Le−t2L from
L2(Rn) to T 2(Rn) (see [3, Theorem F]), we find that
t2Le−t
2L( f ) ∈ T 2(Rn+1+ ) ∩WT p(·)(Rn+1+ ).
Thus, by Theorem 3.2, we know that there exist sequences {λi, j}i∈Z, j∈N of numbers and {bi, j}i∈Z, j∈N
of T p(·)(Rn+1+ )-atoms associated, respectively, to balls {Bi, j}i∈Z, j∈N of Rn such that
t2Le−t
2L( f ) =
∑
i∈Z, j∈N
λi, jbi, j
almost everywhere on Rn+1+ , λi, j = 2
i‖χBi, j‖Lp(·)(Rn) and
(4.9) sup
i∈Z
A({λi, j}i∈Z, j∈N, {Bi, j}i∈Z, j∈N) . ‖t2Le−t2L( f )‖WT p(·)(Rn+1+ ) ∼ ‖ f ‖WHp(·)L (Rn).
Moreover, by [32, Proposition 3.1], we conclude that the decomposition
(4.10) t2Le−t
2L( f ) =
∑
i∈Z, j∈N
λi, jbi, j
also holds true in T 2(Rn+1+ ). By the bounded holomorphic functional calculi for L, we find that
f = C(M)
∫ ∞
0
(t2L)M+1e−t
2L
(
t2Le−t
2L( f )
) dt
t
=: πM,L(t
2Le−t
2L( f ))(4.11)
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in L2(Rn), where C(M) is a positive constant such that C(M)
∫ ∞
0
t2(M+2)e−2t
2 dt
t
= 1 and the operator
πM,L is defined by setting, for any F ∈ T 2(Rn+1+ ) and x ∈ Rn,
πM,L(F)(x) :=
∫ ∞
0
(t2L)M+1e−t
2L(F(·, t))(x) dt
t
.
Since πM,L is bounded from T
2(Rn+1+ ) to L
2(Rn) (see, for example, [8, Proposition 4.5(i)]), it
follows from (4.10) and (4.11) that
(4.12) f = C(M)ππ,L
 ∑
i∈Z, j∈N
λi, jbi, j
 = C(M) ∑
i∈Z, j∈N
λi, jπM,L(bi, j) in L
2(Rn).
Notice that, for any M ∈ N, ε ∈ (0,∞), i ∈ Z and j ∈ N, πM,L(ai, j) is a (p(·),M, ε)L-molecule
associated to the ball Bi, j, up to a harmless constant multiple (see [48, Lemma 3.11]). Therefore,
by this, we further find that (4.12) is a weak molecular (p(·),M, ε)L-representation of f , which,
combined with (4.9), implies that f ∈ WHp(·), ε
L,M
(Rn) and ‖ f ‖
WH
p(·), ε
L,M
(Rn)
. ‖ f ‖
WH
p(·)
L
(Rn)
. This finishes
the proof of Proposition 4.6. 
Combining Propositions 4.4 and 4.6, we immediately conclude the following molecular char-
acterization of WHp(·)(Rn), the details being omitted.
Theorem 4.7. Let L satisfy Assumptions 2.1 and 2.2 and p(·) ∈ Clog(Rn) with p+ ∈ (0, 1]. Assume
M ∈ N ∩ (n
2
[ 1
p− −
1
2
],∞) and ε ∈ ( n
p− ,∞). Then the spaces WHp(·)(Rn) and WH
p(·), ε
L,M
(Rn) coincide
with equivalent quasi-norms.
Remark 4.8. When p(·) ≡ constant ∈ (0, 1], Theorem 4.7 goes back to [10, Theorem 2.21].
5 Atomic characterization of WH
p(·)
L
(Rn)
In this section, we mainly establish an atomic characterization of the variable weak Hardy space
WH
p(·)
L
(Rn) under an additional condition on L, namely, L is non-negative self-adjoint. We begin
with the following notion.
Definition 5.1. Let p(·) ∈ Clog(Rn), L be a non-negative self-adjoint operator on L2(Rn) satisfying
Assumptions 2.1 and 2.2, M ∈ N and B := B(xB, rB) be a ball with xB ∈ Rn and rB ∈ (0,∞). A
function a ∈ L2(Rn) is called a (p(·), 2,M)L-atom associated with some ball B := B(xB, rB) if the
following conditions are satisfied:
(i) there exists a function b belongs to the domain of LM such that a = LMb;
(ii) for any ℓ ∈ {0, . . . ,M}, supp (Lℓb) ⊂ B;
(iii) for any ℓ ∈ {0, . . . ,M}, ‖(r2
B
L)ℓb‖L2(Rn) ≤ r2MB |B|
1
2 ‖χB‖Lp(·)(Rn).
Let f ∈ L2(Rn), {λi, j}i∈Z, j∈N ⊂ C and {ai, j}i∈Z, j∈N be a sequence of (p(·), 2,M)L-atoms associated
with balls {Bi, j}i∈Z, j∈N. Then
f =
∑
i∈Z
∑
j∈N
λi, jai, j in L
2(Rn)
is called a weak atomic (p(·), 2,M)L-representation of f if
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(i) λi, j := 2
i‖χBi, j‖Lp(·)(Rn);
(ii) there exists a positive constant C, independent of f , such that
sup
i∈Z
A({λi, j} j∈N, {Bi, j} j∈N) ≤ C;
(iii) there exists a positive constant c ∈ (0, 1] such that, for any x ∈ Rn and i ∈ Z,∑ j∈N χcχBi, j (x) ≤
M0 with M0 being a positive constant independent of x and i.
The weak atomic Hardy space WH
p(·)
L,at,M
(Rn) is defined to be the completion of the space
WH
p(·)
L,at,M
(Rn) :=
{
f ∈ L2(Rn) : f has a weak atomic (p(·), 2,M)L − representation
}
with respect to the quasi-norm
‖ f ‖
WH
p(·)
L,at,M
(Rn)
:= inf
[
sup
i∈Z
A({λi, j} j∈N, {Bi, j} j∈N)
]
,
where the infimum is taken over all weak atomic (p(·), 2,M)L-representations of f as above.
The weak atomic characterization of the space WH
p(·)
L
(Rn) is stated as follows.
Theorem 5.2. Let p(·) ∈ Clog(Rn) with p+ ∈ (0, 1] and L satisfy Assumptions 2.1 and 2.2. If L is
non-negative self-adjoint and M ∈ (n
2
[ 1
p− −
1
2
],∞) ∩N. Then
WH
p(·)
L
(Rn) = WH
p(·)
L,at,M
(Rn)
with equivalent quasi-norms.
If L is a non-negative self-adjoint operator on L2(Rn), then, for any bounded Borel measurable
function F : [0,∞) → C, the operator F(L), defined by the formula
F(L) :=
∫ ∞
0
F(λ) dEL(λ),
where EL(λ) denotes the spectral decomposition associated with L, is bounded on L
2(Rn). Let
M ∈ (0,∞), φ0 be a given even Schwartz function on R and supp φ0 ⊂ (−1, 1). Let Φ be the
Fourier transform of φ0, namely, for any ξ ∈ R, Φ(ξ) :=
∫
R
φ0(x)e
−ix·ξ dx. Then define the operator
ΠΦ,L by setting, for any F ∈ T 2(Rn+1+ ) and x ∈ Rn,
(5.1) ΠΦ,L(F)(x) := C(Φ,M)
∫ ∞
0
(t2L)M+1Φ(t
√
L)(F(·, t))(x) dt
t
,
where C(Φ,M) is the positive constant such that
C(Φ,M)
∫ ∞
0
t2(M+1)Φ(t)t2e−t
2 dt
t
= 1.
Moreover, ΠΦ,L is bounded from T
2(Rn+1+ ) to L
2(Rn) (see, for example, [33, Proposition 4.2(ii)]).
By an argument similar to that used in the proof of [27, Lemma 4.11] (see also [51, Proposition
2.5(i)]), we obtain the following conclusion, the details being omitted.
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Lemma 5.3. Let M ∈ N, L and p(·) be as in Theorem 5.2. If a is a T p(·)(Rn+1+ )-atom associated
with the ball B, then there exists a positive constant C, independent of a, such that CΠΦ,L(a) is a
(p(·), 2,M)L-atom associated with the ball 2B.
We now turn to the proof of Theorem 5.2.
Proof of Theorem 5.2. To prove Theorem 5.2, it suffices to show that
WH
p(·)
L
(Rn) ∩ L2(Rn) =WHp(·)
L,at,M
(Rn)
with equivalent quasi-norms.
We first prove the inclusion
WH
p(·)
L,at,M
(Rn) ⊂ WHp(·)
L
(Rn) ∩ L2(Rn).
Let f ∈ WHp(·)
L,at,M
(Rn). Then it follows from its definition that there exist sequences {λi, j}i∈Z, j∈N of
numbers and {ai, j}i∈Z, j∈N of (p(·), 2,M)L-atoms associated, respectively, to balls {Bi, j}i∈Z, j∈N such
that λi, j = 2
i‖χBi, j‖Lp(·)(Rn),
f =
∑
i∈Z, j∈N
λi, jai, j in L
2(Rn)
and there exists a constant c ∈ (0, 1] satisfying ∑ j∈N χcBi, j . 1 with the implicit positive constant
independent of i ∈ Z. Moreover, we have
sup
i∈Z
A({λi, j}i∈Z, j∈N, {Bi, j}i∈Z, j∈N) . ‖ f ‖WHp(·)
L,at,M
(Rn)
.
For any given α ∈ (0,∞), let i0 ∈ Z be such that 2i0 ≤ α < 2i0+1. Then, by an argument similar
to that used in the proof of (4.2), we have∥∥∥{x ∈ Rn : S L( f )(x) > α}∥∥∥Lp(·)(Rn)
. ‖χ{x∈Rn: H1(x)>α/2}‖Lp(·)(Rn) + ‖χ{x∈Rn : H2(x)>α/2}‖Lp(·)(Rn) =: H1,1 + H1,2.
We claim that, for any (p(·), 2,M)L-atom a associated to some ball B := B(xB, rB), with xB ∈ Rn
and rB ∈ (0,∞), it holds true that, for any β ∈ (0,M) and k ∈ Z+,
(5.2) ‖S L(a)‖L2(Uk(B)) . 2−2kβ|B|
1
2 ‖χB‖−1Lp(·)(Rn),
where Uk(B) := [2
kB]\[2k−1B].
To prove this claim, by the boundedness of the operator S L on L
2(Rn) and the definition of
(p(·), 2,M)L-atom, it suffices to show (5.2) for k ≥ 5. To this end, by the Minkowski inequality,
we first write
‖S L(a)‖L2(Uk(B)) .
{∫
Uk(B)
∫ rB
0
∫
|y−x|<t
|t2Le−t2L(a)(y, t)|2 dy dt
tn+1
dx
} 1
2
(5.3)
+

∫
Uk(B)
∫ dist (x,B)
4
rB
∫
|y−x|<t
· · · dy dt
tn+1
dx

1
2
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+

∫
Uk(B)
∫ ∞
dist (x,B)
4
∫
|y−x|<t
· · · dy dt
tn+1
dx

1
2
=: J1 + J2 + J3.
For J1, let E1 := {x ∈ Rn : dist (x,Uk(B)) < rB}. Then dist (E1, B) > 2k−3rB. From this,
combined with the fact that dist (Uk(B), B) > 2
k−2rB for k ≥ 5 and Assumption 2.1, we deduce
that
J1 .
{∫ rB
0
∫
E1
∫
|y−x|<t
|t2Le−t2L(a)(y, t)|2 dxdy dt
tn+1
} 1
2
(5.4)
∼
{∫ rB
0
∥∥∥∥t2Le−t2L(a)∥∥∥∥2
L2(E1)
dt
t
} 1
2
.
{∫ rB
0
e
−c [ dist (E1,B)]
4
t4
dt
t
} 1
2
‖a‖L2(B)
.
{∫ rB
0
t4α1
[ dist (E1, B)]4α1
dt
t
} 1
2
‖a‖L2(B) . 2−2kα1 |B|
1
2 ‖χB‖−1Lp(·)(Rn),
where α1 is chosen such that α ∈ (0,M).
For J2, let E2 := {x ∈ Rn : dist (x,Uk(B)) < dist (x,B)4 }. Then it is easy to see that dist (E2, B) >
2k−3rB, which, together with Remark 2.3(ii), further implies that
J2 .
{∫ ∞
rB
∫
E2
∣∣∣∣t2Le−t2L(a)(y, t)∣∣∣∣2 dy dt
t
} 1
2
(5.5)
.
{∫ ∞
rB
∥∥∥∥(t2L)M+1e−t2L(L−Ma)∥∥∥∥2
L2(E2)
dt
t4M+1
} 1
2
.
{∫ ∞
rB
t4α2
[ dist (E2, B)]4α2
dt
t4M+1
} 1
2
‖L−Ma‖L2(B) . 2−2kα2 |B|
1
2 ‖χB‖−1Lp(·)(Rn),
where α2 is chosen such that α2 ∈ (0,M).
For J3, observe that, for any x ∈ Uk(B), dist (x, B) ≥ 2k−2rB. It follows, from Remark 2.3(ii)
again, that
J3 .
{∫ ∞
2k−2rB
∫
Rn
∫
|y−x|<t
∣∣∣∣t2Le−t2L(a)(y, t)∣∣∣∣2 dxdy dt
tn+1
} 1
2
(5.6)
.
{∫ ∞
2k−2rB
∥∥∥∥(t2L)M+1e−t2L(L−Ma)∥∥∥∥2
L2(Rn)
dt
t4M+1
} 1
2
.
{∫ ∞
2k−2rB
dt
t4M+1
} 1
2 ∥∥∥(L−Ma)∥∥∥
L2(B)
. 2−2kM |B| 12 ‖χB‖−1Lp(·)(Rn).
Combining (5.3), (5.4), (5.5) and (5.6), we conclude that (5.2) holds true.
Now we turn to estimate H1,1 and H1,2. Let b ∈ (0, p−), q ∈ (1,min{2, 1b }) and a ∈ (0, 1 − 1q ).
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Then, by an argument similar to that used in the proof of (4.4), we obtain
H1,1 . 2
−i0q(1−a)

i0−1∑
i=−∞
∑
k∈Z+
2−iq(a−1)b(5.7)
×
∥∥∥∥∥∥∥∥∥

∑
j∈N
[
‖χBi, j‖Lp(·)(Rn)S L(ai, j)χUk(Bi, j)
]qb
1
b
∥∥∥∥∥∥∥∥∥
b
Lp(·)(Rn)

1
b
.
Moreover, by the above claim (5.2), we find that, for any i ∈ Z, j ∈ N and k ∈ Z+,∥∥∥[‖χBi, j‖Lp(·)(Rn)S L(ai, j)χUk(Bi, j)]q∥∥∥
L
2
q (Rn)
. 2−kq(2β+
n
2 )|2kBi, j|
q
2 .(5.8)
We choose β ∈ (n
2
( 1
p− −
1
2
),M) and r ∈ ( p−
bq
, 1). Then β ∈ (n
2
( 1
rqb
− 1
2
),M) and hence
q
(
2β +
n
2
)
>
n
r
.
Thus, by this, (5.8), (5.7), Lemma 4.5 and Remarks 3.7(i) and 3.8, we conclude that
H1,1 . 2
−i0q(1−a)

i0−1∑
i=−∞
∑
k∈Z+
2−iq(a−1)b2−kq(2β+
n
2 )b
∥∥∥∥∥∥∥∥∥

∑
j∈N
χ2kBi, j

1
b
∥∥∥∥∥∥∥∥∥
b
Lp(·)(Rn)

1
b
. 2−i0q(1−a)

i0−1∑
i=−∞
∑
k∈Z+
2−iq(a−1)b2−kq(2β+
n
2 )b2kn/r
∥∥∥∥∥∥∥∥∥

∑
j∈N
χBi, j

1
b
∥∥∥∥∥∥∥∥∥
b
Lp(·)(Rn)

1
b
. 2−i0q(1−a)

i0−1∑
i=−∞
2−iq(a−1)b2−ib
supi∈Z 2i
∥∥∥∥∥∥∥∥
∑
j∈N
χBi, j
∥∥∥∥∥∥∥∥
Lp(·)(Rn)

b

1
b
. α−1‖ f ‖
WH
p(·)
L,at,M
(Rn)
,
where, in the last inequality, we used the fact that a ∈ (0, 1 − 1
q
).
For H1,2, since β ∈ (n2 [ 1p− −
1
2
],M), it follows that there exist r2, s ∈ (0, 1) such that β ∈
(n
2
[ 1
r2sp− −
1
2
],M). Then, by (4.3), we find that
H1,2 . α
r2
∥∥∥∥∥∥∥∥
∞∑
i=i0
∑
j∈N
[
2i‖χBi, j‖Lp(·)(Rn)S L(ai, j)
]r2∥∥∥∥∥∥∥∥
Lp(·)(Rn)
. αr2
∥∥∥∥∥∥∥∥
∞∑
i=i0
∑
j∈N
∑
k∈Z+
[
2i‖χBi, j‖Lp(·)(Rn)S L(ai, j)
]r2p−
χUk(Bi, j)
∥∥∥∥∥∥∥∥
1
p−
L
p(·)
p− (Rn)
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. αr2

∞∑
i=i0
∑
k∈Z+
2ir2 p−
∥∥∥∥∥∥∥∥∥
∑
j∈N
[
‖χBi, j‖Lp(·)(Rn)S L(ai, j)χUk(Bi, j)
]r2p−
1
p−
∥∥∥∥∥∥∥∥∥
p−
Lp(·)(Rn)

1
p−
.
From this, together with (5.2), Lemma 4.5, Remark 3.8, (5.8) with q therein replaced by r2 and the
fact that (2β + n
2
)r2p− > ns , we deduce that
H1,2 . α
r2

∞∑
i=i0
∑
k∈Z+
2ir2 p−2−k(2β+
n
2 )r2p−
∥∥∥∥∥∥∥∥∥
∑
j∈N
χ2kBi, j

1
p−
∥∥∥∥∥∥∥∥∥
p−
Lp(·)(Rn)

1
p−
. αr2

∞∑
i=i0
∑
k∈Z+
2ir2 p−2−k(2β+
n
2 )r2p−2kn/s
∥∥∥∥∥∥∥∥∥
∑
j∈N
χBi, j

1
p−
∥∥∥∥∥∥∥∥∥
p−
Lp(·)(Rn)

1
p−
. αr2

∞∑
i=i0
2ir2p−2−ip−
supi∈Z 2i
∥∥∥∥∥∥∥∥
∑
j∈N
χBi, j
∥∥∥∥∥∥∥∥
Lp(·)(Rn)

p−
1
p−
. α−1‖ f ‖
WH
p(·)
L,at,M
(Rn)
,
where we used the fact that r2 ∈ (0, 1) in the last inequality.
Combining the estimates of H1,1 and H1,2, we finally conclude that
(5.9) ‖{x ∈ Rn : S L( f )(x) > α}‖Lp(·)(Rn) . H1,1 + H1,2 . α−1‖ f ‖WHp(·)
L,at,M
(Rn)
,
which further implies that ‖S L( f )‖WLp(·)(Rn) . ‖ f ‖WHp(·)
L,at,M
(Rn)
, namely, f ∈ WHp(·)
L
(Rn).
Conversely, we prove thatWH
p(·)
L
(Rn)∩L2(Rn) ⊂WHp(·)
L,at,M
(Rn). Let f ∈ WHp(·)
L
(Rn)∩L2(Rn+1+ ).
Then by its definition and the boundedness of t2Le−t
2L from L2(Rn) to T 2(Rn), we know that
t2Le−t
2L( f ) ∈ WT p(·)(Rn+1+ ) ∩ T 2(Rn+1+ ). From this and Theorem 3.2, we deduce that there exist
sequences {λi, j}i∈Z, j∈N ⊂ C and {bi, j}i∈Z, j∈N of T p(·)(Rn+1+ )-atoms associated, respectively, to balls
{Bi, j}i∈Z, j∈N such that
t2Le−t
2L( f ) =
∑
i∈Z, j∈N
λi, jbi, j
almost everywhere on Rn+1+ , λi, j = 2
i‖χBi, j‖Lp(·)(Rn) and
(5.10) sup
i∈Z
A({λi, j} j∈N, {Bi, j} j∈N) . ‖t2Le−t2L( f )‖WT p(·)(Rn+1+ ) ∼ ‖ f ‖WHp(·)L (Rn).
Moreover, by the bounded holomorphic functional calculi for L, we know that
f = C(Φ,M)
∫ ∞
0
(t2L)M+1Φ(t
√
L)
(
t2Le−t
2L( f )
) dt
t
= ΠΦ,L(t
2Le−t
2L( f ))
in L2(Rn), where C(Φ,M) is the positive constant same as in (5.1). Therefore, we have
(5.11) f = ΠΦ,L(t
2Le−t
2L( f )) =
∑
i∈Z, j∈N
λi, jΠΦ,L(bi, j) =:
∑
i∈Z, j∈N
λi, jai, j,
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where the above equalities hold true in L2(Rn). By Lemma 5.3, we know that ai, j is a (p(·), 2,M)L-
atom associated with 2Bi, j up to a positive harmless constant multiple. Thus, (5.11) is a weak
atomic (p(·), 2,M)L-representation of f , which, combined with (5.10), implies that f belongs to
WH
p(·)
L,at,M
(Rn). Moreover, by Remarks 3.7(i) and 3.8, we conclude that
‖ f ‖
WH
p(·)
L,at,M
(Rn)
. sup
i∈Z
∥∥∥∥∥∥∥∥∥

∑
j∈N
[
λi, jχ2Bi, j
‖χ2Bi, j‖Lp(·)(Rn)
]p−
1
p−
∥∥∥∥∥∥∥∥∥
Lp(·)(Rn)
. sup
i∈Z
∥∥∥∥∥∥∥∥∥

∑
j∈N
χ2Bi, j

1
p−
∥∥∥∥∥∥∥∥∥
Lp(·)(Rn)
. sup
i∈Z
∥∥∥∥∥∥∥∥∥

∑
j∈N
χBi, j

1
p−
∥∥∥∥∥∥∥∥∥
Lp(·)(Rn)
∼ sup
i∈Z
A({λi, j} j∈N, {Bi, j} j∈N) . ‖ f ‖WHp(·)
L
(Rn)
.
This finishes the proof of Theorem 5.2. 
6 Non-tangential maximal function characterizations
The main purpose of this section is to establish non-tangential maximal function characteriza-
tions of the weak Hardy spaceWH
p(·)
L
(Rn) with L as in Remark 2.4(ii), namely, L is a non-negative
self-adjoint operator on L2(Rn) whose heat kernels satisfying the Gaussian upper bound estimates.
To this end, we begin with the following notion.
Definition 6.1. (i) Let φ ∈ S(R) be an even function with φ(0) = 1 and L be as in Remark
2.4(ii). For any a ∈ (0,∞) and f ∈ L2(Rn), the non-tangential maximal function φL,▽,a( f ) of
f is defined by setting, for any x ∈ Rn,
φL,▽,a( f )(x) := sup
t∈(0,∞),|y−x|<at
|φ(t
√
L)( f )(y)|.
A function f ∈ L2(Rn) is said to be in the set WHp(·),φ,a
L,max
(Rn) if φ∗
L,▽,a( f ) ∈ Lp(·)(Rn); more-
over, define ‖ f ‖
WH
p(·),φ,a
L,max
(Rn)
:= ‖φ∗
L,▽,a( f )‖WLp(·)(Rn). Then the variable weak Hardy space
WH
p(·),φ,a
L,max
(Rn) is defined to be the completion of WH
p(·),φ,a
L,max
(Rn) with respect to the quasi-
norm ‖ · ‖
WH
p(·),φ,a
L,max
(Rn)
.
Particularly, if φ(x) := e−x
2
for any x ∈ R, then we use f ∗
L,▽ to denote φ
∗
L,▽,1( f ) and, in this
case, denote the space WH
p(·),φ,1
L,max
(Rn) simply by WH
p(·)
L,max
(Rn).
(ii) For any f ∈ L2(Rn), define the grand non-tangential maximal function G∗
L,▽( f ) of f by
setting, for any x ∈ Rn,
G∗L,▽( f )(x) := sup
φ∈F (R)
φ∗L,▽,1( f )(x),
where F (R) denotes the set of all even functions φ ∈ S(R) satisfying φ(0) , 0 and
N∑
k=0
∫
R
(1 + |x|)N
∣∣∣∣∣∣d
kφ(x)
dxk
∣∣∣∣∣∣
2
dx ≤ 1
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with N being a large enough number depending on p(·) and n. Then the variable weak Hardy
space WH
p(·),F
L,max
(Rn) is defined in the same way as WH
p(·),φ,a
L,max
(Rn) but with φ∗
L,▽,a replaced by
G∗
L,▽( f ).
The non-tangential maximal function characterizations of the space WH
p(·)
L
(Rn) are stated as
follows.
Theorem 6.2. Let p(·) ∈ Clog(Rn) with p+ ∈ (0, 1], M ∈ (n2 [ 1p− −
1
2
],∞) and L be a linear operator
on L2(Rn) as in Remark 2.4(ii), where p− and p+ are given by (2.5). Then, for any a ∈ (0,∞)
and φ as in Definition 6.1, the spaces WH
p(·)
L,at,M
(Rn), WH
p(·),F
L,max
(Rn) and WH
p(·),φ,a
L,max
(Rn) coincide with
equivalent quasi-norms.
By Theorems 6.2 and 5.2, we immediate obtain the following corollary, the details being omit-
ted.
Corollary 6.3. Under the same notation as in Theorem 6.2, it holds true that the spaces
WH
p(·)
L
(Rn), WH
p(·),F
L,max
(Rn) and WH
p(·),φ,a
L,max
(Rn)
coincide with equivalent quasi-norms.
To prove Theorem 6.2, we need several lemmas. The following conclusion is just [46, Corollary
3.3].
Lemma 6.4. Let p(·) ∈ Clog(Rn) satisfy 1 < p− ≤ p+ < ∞. Then the Hardy-Littlewood maximal
operatorM is bounded on WLp(·)(Rn).
Lemma 6.5. Let L be a linear operator on L2(Rn) as in Remark 2.4(ii), p(·) ∈ Clog(Rn), α1, α2 ∈
(0,∞) and ϕ ∈ S(R) be an even function with ϕ(0) = 1. If λ ∈ (n/p−,∞), then there exists a
positive constant C such that, for any f ∈ L2(Rn),
(6.1) ‖ϕ∗L,▽,α1( f )‖WLp(·)(Rn) ≤ C
(
1 +
α1
α2
)λ
‖ϕ∗L,▽,α2( f )‖WLp(·)(Rn).
Proof. For any Borel measurable function F on Rn+1+ , define its non-tangential maximal function
Mα,▽(F) with aperture α ∈ (0,∞), by setting, for any x ∈ Rn,
Mα,▽(F)(x) := sup
t∈(0,∞),|y−x|<αt
|F(y, t)|.
By the proof of [51, Lemma 3.1], we know that, for any λ ∈ (n/p−,∞),
(6.2) sup
t∈(0,∞)
y∈Rn
|F(y, t)|
(
1 +
|x − y|
αt
)−λ
.
(
1 +
α1
α2
)λ {
M
(
[Mα2,▽(F)]
n/λ
)
(x)
} λ
n
.
From this, the boundedness ofM onWLp(·)(Rn) (see Lemma 6.4) and the fact that, for any x ∈ Rn,
Mα1,▽(F)(x) . sup
t∈(0,∞)
y∈Rn
|F(y, t)|
(
1 +
|x − y|
αt
)−λ
,
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we deduce that
‖Mα1,▽(F)‖WLp(·)(Rn) .
(
1 +
α1
α2
)λ
‖Mα2,▽(F)‖.
By this and taking F(x, t) := ϕ(t
√
L)( f )(x) with any x ∈ Rn and t ∈ (0,∞), we conclude that (6.1)
holds true, which completes the proof of Lemma 6.5. 
Lemma 6.6. Let L be a linear operator on L2(Rn) as in Remark 2.4(ii), p(·) ∈ Clog(Rn), ψ1,
ψ2 ∈ S(R) be even functions with ψ1(0) = 1 = ψ2(0) and α1, α2 ∈ (0,∞). Then there exists a
positive constant C ∈ (0,∞), depending on ψ1, ψ2, α1 and α2, such that, for any f ∈ L2(Rn),
‖(ψ1)∗L,▽,α1( f )‖WLp(·)(Rn) ≤ C‖(ψ2)∗L,▽,α2( f )‖WLp(·)(Rn).
Proof. Let ψ := ψ1 − ψ2. Then it is easy to see that
‖(ψ1)∗L,▽,α1( f )‖WLp(·)(Rn) . ‖ψ∗L,▽,α1( f )‖WLp(·)(Rn) + ‖(ψ2)∗L,▽,α1( f )‖WLp(·)(Rn).
Thus, to prove this lemma, it suffices to show that
(6.3) ‖ψ∗L,▽,α1( f )‖WLp(·)(Rn) . ‖(ψ2)∗L,▽,α2( f )‖WLp(·)(Rn)
due to Lemma 6.5. Moreover, by Lemma 6.5 again, we may assume that α1 = 1 = α2. By [44,
(3.3) and (3.4)], we find that, for any λ ∈ (n/p−, 2M) and x ∈ Rn,
ψ∗L,▽,1( f )(x) . sup
t∈(0,∞),y∈Rn
|ψ2(t
√
L)(y)|
(
1 +
|x − y|
t
)−λ
,
which, combined with (6.2) and Lemma 6.4, implies that (6.3) holds true. This finishes the proof
of Lemma 6.6. 
We now prove Theorem 6.2.
Proof of Theorem 6.2. We first show the following inclusion
(6.4)
[
WH
p(·)
L,at,M
(Rn) ∩ L2(Rn)
]
⊂
[
WH
p(·),F
L,max
(Rn) ∩ L2(Rn)
]
.
Let f ∈ WHp(·)
L,at,M
(Rn) ∩ L2(Rn). Then f has a weak atomic (p(·), 2,M)L-representation
(6.5) f =
∑
i∈Z
∑
j∈N
λi, jai, j in L
2(Rn),
where {ai, j}i∈Z, j∈N are (p(·), 2,M)L-atoms associated, respectively, with balls {Bi, j}i∈Z, j∈N and
λi, j := 2
i‖χBi, j‖Lp(·)(Rn)
satisfying that, for any i ∈ Z, ∑ j∈N χcBi, j . 1 with c ∈ (0, 1] being a positive constant independent
of i and j, and
sup
i∈Z
A
(
{λi, j} j∈N, {Bi, j} j∈N
)
. ‖ f ‖
WH
p(·)
L,at,M
(Rn)
.
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To prove f ∈ WHp(·),F
L,max
(Rn), it suffices to show that
(6.6) ‖ f ‖
WH
p(·),F
L,max
(Rn)
:= ‖G∗L,▽( f )‖WLp(·)(Rn) . ‖ f ‖WHp(·)
L,at,M
(Rn)
.
For any φ ∈ S(R) and x ∈ R, let ψ˜(x) := [φ(0)]−1φ(x) − e−x2 . Then it is easy to see that
(6.7) G∗L,▽( f ) ≤ sup
φ∈F
ψ˜∗L,▽,1( f ) + f
∗
L,▽.
Moreover, by some arguments similar to those used in the proofs of [44, (3.3) and (3.4)], we find
that, for any λ0 ∈ (n/p−, 2M) and x ∈ Rn,
sup
φ∈F
ψ˜∗L,▽,1( f )(x) . sup
s∈(0,∞),z∈Rn
e−s
2L( f )(z)
(
1 +
|x − z|
s
)−λ0
∼ sup
s∈(0,∞)
z∈Rn
|e−s2L( f )(z)|
(
1 +
|x − z|
s
)−λ0 χ|z−x|<s(z) +
∞∑
k=1
χ2k−1s≤|x−z|<2k (z)

.
∞∑
k=0
2−kλ0 sup
s∈(0,∞), |z−x|<2k s
|e−s2L( f )(z)|.
From this, together with the Fatou lemma in WLp(·)(Rn) (see [46, Lemma 2.12]) and Remark
2.7(ii), we deduce that∥∥∥∥∥∥∥supφ∈F ψ˜∗L,▽,1( f )
∥∥∥∥∥∥∥
WLp(·)(Rn)
.
∥∥∥∥∥∥∥ limN→∞
N∑
k=0
2−kλ0 sup
s∈(0,∞), |z−·|<2k s
|e−s2L( f )(z)
∥∥∥∥∥∥∥
WLp(·)(Rn)
. lim inf
N→∞
∥∥∥∥∥∥∥
N∑
k=0
2−kλ0 sup
s∈(0,∞), |z−·|<2k s
|e−s2L( f )(z)
∥∥∥∥∥∥∥
WLp(·)(Rn)
. lim inf
N→∞

N∑
k=0
2−kλ0v
∥∥∥∥∥∥∥ sups∈(0,∞), |z−·|<2k s |e−s
2L( f )(z)
∥∥∥∥∥∥∥
v
WLp(·)(Rn)

1/v
,
which, together with Lemma 6.5 and choosing λ ∈ (n/p−, λ0), implies that∥∥∥∥∥∥∥supφ∈F ψ˜∗L,▽,1( f )
∥∥∥∥∥∥∥
WLp(·)(Rn)
.

∞∑
k=0
2−kλ0v2kλv
∥∥∥∥∥∥ sup
s∈(0,∞), |z−·|<s
|e−s2L( f )(z)
∥∥∥∥∥∥
v
WLp(·)(Rn)

1/v
. ‖ f ∗L,▽‖WLp(·)(Rn).
Thus, by this, (6.7) and Remark 2.7(i), we know that
‖G∗L,▽‖WLp(·)(Rn) ≤
∥∥∥∥∥∥∥supφ∈F ψ˜∗L,▽,1( f ) + f ∗L,▽
∥∥∥∥∥∥∥
WLp(·)(Rn)
. ‖ f ∗L,▽‖WLp(·)(Rn).
Therefore, to prove (6.6), we only need to show
(6.8) ‖ f ∗L,▽‖WLp(·)(Rn) . ‖ f ‖WHp(·)
L,at,M
(Rn)
.
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Since f has a weak atomic (p(·), 2,M)L-representation (6.5), it follows that
‖ f ∗L,▽‖WLp(·)(Rn) ≤
∥∥∥∥∥∥∥∥
∑
i∈Z
∑
j∈N
|λi, j|(ai, j)∗L,▽
∥∥∥∥∥∥∥∥
WLp(·)(Rn)
.
Moreover, by an argument similar to that used in the proof of [51, (3.10)], we find that, for any
x ∈ (4Bi, j)∁,
(ai, j)
∗
L,▽(x) .
[rBi, j ]
n+δ
|x − xBi, j |n+δ
1
‖χBi, j‖Lp(·)(Rn)
,
where δ ∈ (n[ 1
p−
− 1], 2M), rBi, j and xBi, j denote, respectively, the radius and the center of the ball
Bi, j. Then, by an argument similar to that used in the proof of (5.9), we conclude that (6.8) holds
true. This finishes the proof of (6.4).
Next, we prove
(6.9)
[
WH
p(·),φ,a
L,max
(Rn) ∩ L2(Rn)
]
⊂
[
WH
p(·)
L,at,M
(Rn) ∩ L2(Rn)
]
.
Let f ∈ WHp(·),φ,a
L,max
(Rn)∩L2(Rn). To prove f ∈ WHp(·)
L,at,M
(Rn), by Lemma 6.6, we only need to show
that
(6.10) ‖ f ‖
WH
p(·)
L,at,M
(Rn)
. ‖ f ‖
WH
p(·)
L,max
(Rn)
.
Let φ0 ∈ S(R), supp (φ0) ⊂ (−1, 1), Φ := φ̂0. Then, by the functional calculi, we know that
f = C(M,Φ)
∫ ∞
0
(t2L)M+1Φ(t
√
L)e−t
2L( f )
dt
t
in L2(Rn),
where C(M,Φ) is a positive constant same as in (5.1). Following [44, p. 476], define a function η by
setting,
η(x) := C(M,Φ)
∫ ∞
1
(tx)2M+2Φ(tx)e−t
2 x2 dt
t
, ∀ x ∈ R\{0},
and η(0) := 1. Then η ∈ S(R) is an even function and, for any a, b ∈ R,
C(M,Φ)
∫ b
a
(t2L)M+1Φ(t
√
L)e−t
2L( f )
dt
t
= η(a
√
L)( f ) − η(b
√
L)( f ).
For any x ∈ Rn, let
N∗L( f )(x) := sup
t∈(0,∞), |y−x|<5√nt
[
|t2Le−t2L( f )(y)| + |η(t
√
L)( f )(y)|
]
and, for any i ∈ Z, Oi := {x ∈ Rn : N∗L( f )(x) > 2i}. Then f has the following decomposition
f =
∑
i∈Z
∑
j∈N
λi, jai, j in L
2(Rn)
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(see [44, pp. 476-479] for more details). Here, for any i ∈ Z and j ∈ N, ai, j is a (p(·), 2,M)L-atom,
associated with the ball 30Bi, j, and λi, j := 2
i‖30Bi, j‖Lp(·)(Rn), where {Bi, j} j∈N is the Whitney decom-
position of Oi satisfying that Oi =
⋃
j∈N Bi, j, {Bi, j} j∈N have disjoint interiors and the property of
finite overlap. Moreover, by Remark 3.7(i) and Lemma 6.6, we conclude that
sup
i∈Z
(
{λi, j}i∈Z, j∈N, {30Bi, j}i∈Z, j∈N
)
∼ sup
i∈Z
2i
∥∥∥∥∥∥∥∥∥

∑
j∈N
χ30Bi, j

1
p−
∥∥∥∥∥∥∥∥∥
Lp(·)(Rn)
. sup
i∈Z
2i
∥∥∥∥∥∥∥∥
∑
j∈N
χBi, j
∥∥∥∥∥∥∥∥
Lp(·)(Rn)
.
∑
i∈Z
2i‖χOi‖Lp(·)(Rn) . ‖N∗L( f )‖WLp(·)(Rn) . ‖ f ‖WHp(·)
L,max
(Rn)
,
which implies (6.10). This finishes the proof of (6.9).
Finally, the inclusion[
WH
p(·),F
L,max
(Rn) ∩ L2(Rn)
]
⊂
[
WH
p(·),φ,a
L,max
(Rn) ∩ L2(Rn)
]
is just a consequence of Lemma 6.6. From this, together with (6.4) and (6.9), we deduce that[
WH
p(·)
L,at,M
(Rn) ∩ L2(Rn)
]
=
[
WH
p(·),φ,a
L,max
(Rn) ∩ L2(Rn)
]
=
[
WH
p(·),F
L,max
(Rn) ∩ L2(Rn)
]
,
which, combined with a density argument, implies that the spaces
WH
p(·)
L,at,M
(Rn), WH
p(·),φ,a
L,max
(Rn) and WH
p(·),F
L,max
(Rn)
coincide with equivalent quasi-norms. This finishes the proof of Theorem 6.2. 
7 Boundedness of the Riesz transform ∇L−1/2
In this section, let L be the second-order divergence form elliptic operator as in Remark 2.4(i).
Define the Riesz transform ∇L−1/2 by setting, for any f ∈ L2(Rn) and x ∈ Rn,
∇L−1/2( f )(x) := 1
2
√
π
∫ ∞
0
∇e−sL( f )(x) ds√
s
.
Then we prove that the operator ∇L−1/2 is bounded from WHp(·)
L
(Rn) to the variable weak Hardy
space WHp(·)(Rn) introduced in [46]. Recall that the domain of L1/2 coincides with the Sobolev
space H1(Rn) (see [7, Theorem 1.4]). Therefore, for any f ∈ L2(Rn), L−1/2( f ) ∈ H1(Rn) and
∇L−1/2( f ) stands for the distributional derivatives of L−1/2( f ).
For any N ∈ N, define
FN(Rn) :=
ψ ∈ S(Rn) :
∑
β∈Zn+, |β|≤N
sup
x∈Rn
(1 + |x|)N
∣∣∣Dβψ(x)∣∣∣ ≤ 1
 ,
where, for any β := (β1, . . . , βn) ∈ Zn+, |β| := β1 + · · · + βn and Dβ := ( ∂∂x1 )β1 · · · (
∂
∂xn
)βn . For any
N ∈ N and f ∈ S′(Rn), the grand maximal function f ∗
N,+
of f is defined by setting, for any x ∈ Rn,
f ∗N,+(x) := sup{|ψt ∗ f (x)| : t ∈ (0, ∞), ψ ∈ FN(Rn)},
where, for any t ∈ (0, ∞) and ξ ∈ Rn, ψt(ξ) := t−nψ(ξ/t).
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Definition 7.1. Let p(·) ∈ Clog(Rn) and N ∈ ( n
min{p−,1} + n + 1, ∞) with p− as in (2.5). Then the
variable weak Hardy space WHp(·)(Rn) is defined by setting
WHp(·)(Rn) :=
{
f ∈ S′(Rn) : ‖ f ‖WHp(·)(Rn) := ‖ f ∗N,+‖WLp(·)(Rn) < ∞
}
.
Remark 7.2. It was proved in [46, Theorem 3.7] that the space WHp(·)(Rn) is independent of the
choice of N ∈ ( n
min{p−,1} + n + 1, ∞).
Moreover, the space WHp(·)(Rn) admits the following molecular characterization, which was
obtained in [46, Theorem 5.3].
Let p(·) ∈ Clog(Rn), q ∈ (1,∞], s ∈ Z+ and ε ∈ (0,∞). A measurable function m is called a
(p(·), q, s, ǫ)-molecule associated with some ball B ⊂ Rn if
(i) for any j ∈ Z+, ‖m‖Lq(U j(B)) ≤ 2− jε |U j(B)|
1
q ‖χB‖−1Lp(·)(Rn), where U j(B) is given by (1.2).
(ii)
∫
Rn
m(x)xβdx = 0 for all β ∈ Zn+ with |β| ≤ s.
Definition 7.3. Let p(·) ∈ Clog(Rn), q ∈ (1,∞], ε ∈ (0,∞) and s ∈ ( n
p− − n− 1,∞)∩Z+ with p− as
in (2.5). The variable weak molecular Hardy space WH
p(·),q,s,ε
mol
(Rn) is defined as the space of all
f ∈ S′(Rn) which can be decomposed as f = ∑i∈Z∑ j∈N λi, jmi, j in S′(Rn), where {mi, j}i∈Z, j∈N is a
sequence of (p(·), q, s, ε)-molecules associated, respectively, with balls {Bi, j}i∈Z, j∈N,
{λi, j}i∈Z, j∈N := {A˜2i‖χBi, j‖Lp(·)(Rn)}i∈Z, j∈N
with A˜ being a positive constant independent of i and j, and there exist positive constants A and C
such that, for any i ∈ Z and x ∈ Rn,∑ j∈N χCBi, j (x) ≤ A.
Moreover, for any f ∈ WHp(·),q,s,ε
mol
(Rn), define
‖ f ‖
WH
p(·),q,s,ε
mol
(Rn)
:= inf
supi∈Z
∥∥∥∥∥∥∥∥∥

∑
j∈N
[
λi, jχBi, j
‖χBi, j‖Lp(·)(Rn)
]p
1/p
∥∥∥∥∥∥∥∥∥
Lp(·)(Rn)
 ,
where the infimum is taken over all decompositions of f as above.
Lemma 7.4. Let p(·) ∈ Clog(Rn), q ∈ (max{p+, 1},∞], s ∈ ( np− −n−1,∞)∩Z+ and ε ∈ (n+s+1,∞),
where p+ and p− are as in (2.5). Then WHp(·)(Rn) = WH
p(·),q,s,ε
mol
(Rn) with equivalent quasi-norms.
Remark 7.5. If the variable exponent p(·) satisfies that n
n+1
< p− ≤ p+ ≤ 1, then np− − n − 1 < 0.
Thus, in this case, we can take s = 0 and ε > n + 1 > n
p−
in Lemma 7.4.
Theorem 7.6. Let p(·) ∈ Clog(Rn) with n
n+1
< p− ≤ p+ ≤ 1 and L be the second-order divergence
form elliptic operator as in (2.4), where p− and p+ are given by (2.5). Then the Riesz transform
∇L−1/2 is bounded from WHp(·)
L
(Rn) to WHp(·)(Rn).
Proof. Let f ∈ WHp(·)
L
(Rn) ∩ L2(Rn). Then, by Proposition 4.6, we find that, for any given ε ∈
( n
p−
,∞) and M ∈ N ∩ (n
2
[ 1
p−
− 1
2
],∞), there exist sequences {mi, j}i∈Z, j∈N of (p(·),M, ε)L-molecules
associated, respectively, with balls {Bi, j}i∈Z, j∈N and numbers {λi, j}i∈Z, j∈N satisfying
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(i) f =
∑
i∈Z, j∈N λi, jmi, j in L2(Rn);
(ii) for any i ∈ Z and j ∈ N, λi, j := 2i‖χBi, j‖Lp(·)(Rn);
(iii)
(7.1) sup
i∈Z
A({λi, j} j∈N, {Bi, j} j∈N) . ‖ f ‖WHp(·)
L
(Rn)
;
(iv) there exists a positive constant c ∈ (0, 1] such that, for any x ∈ Rn and i ∈ Z,∑ j∈N χcχBi, j (x) ≤
M0 with M0 being a positive constant independent of x and i.
Moreover, by an argument similar to that used in the proof of [48, Theorem 5.17], we know
that, for any i ∈ Z and j ∈ N,
‖∇L−1/2(mi, j)‖L2(Uk(Bi, j)) ≤ 2−kmin{ε,2M+
n
2 }|2kBi, j|
1
2 ‖χBi, j‖−1Lp(·)(Rn), ∀ k ∈ Z+,
and
∫
Rn
∇L−1/2(mi, j)(x) dx = 0, namely, ∇L−1/2(mi, j) is a (p(·), 2, 0, ε)-molecule associated with
Bi, j. From this, together with the boundedness of ∇L−1/2 on L2(Rn) and (7.1), we deduce that
∇L−1/2( f ) =
∑
i∈Z
∑
j∈N
λi, j∇L−1/2(mi, j)
belongs to WH
p(·),2,0,ε
mol
(Rn). By this, (7.1), Lemma 7.4 and Remark 7.5, we conclude that
‖∇L−1/2( f )‖WHp(·)(Rn) ∼ ‖∇L−1/2( f )‖WHp(·),2,0,ε
mol
(Rn)
. sup
i∈Z
A({λi, j} j∈N, {Bi, j} j∈N) . ‖ f ‖WHp(·)
L
(Rn)
.
Therefore, the Riesz transform ∇L−1/2 is bounded from WHp(·)
L
(Rn) to WHp(·)(Rn). This finishes
the proof of Theorem 7.6. 
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