In this paper, we present explicit formulas for discrete orthogonal polynomials over the so-called Gauss-Lobatto Chebyshev points. In particular, this allows us to compute the coefficient in the three-terms recurrence relation and the explicit formulas for the discrete inner product. The paper also contains numerical examples related to the least-squares problems.
Introduction
Although orthogonal polynomials over discrete sets were considered as early as the middle of the nineteenth century by Chebyshev, comparatively little attention had been paid to them until now. They appear naturally in combinatorics, genetics, statistics and various areas in applied mathematics (see, for example, [9, 12] ). The expansion in orthogonal polynomials is used, for example, to avoid the difficulties with ill-conditioned system of equations that occur in a leastsquares applications [1] . In this paper we present explicit formulas for orthogonal polynomials with respect to the inner product defined by discrete sums over the so-called Gauss-Lobatto Chebyshev points [4] :
Let f and g be real-valued functions defined on the set of nodes X n and introduce the inner product:
A family P = {p 1 (x), p 2 (x), . . . , p n (x)} of polynomials, where degree(p k ) = k − 1, is orthogonal with respect to f, g if the following properties hold:
If k = 1, k = 1, 2, . . . , n, then polynomials p k are said to be orthonormal on the set of nodes X n . There are two motivations for studying this class of discrete orthogonal polynomials. First, "any new set of orthogonal polynomials for which explicit expression are available, is welcome because it provides a testing ground for the general theory of orthogonal polynomials" [10] . Second, it may be useful to clarify better some connections with other families of polynomials.
Define the measure on [−1, 1] by
The analytical determination of the recursion coefficients for the orthogonal polynomials belonging to the measure (3) is "virtually" intractable [7] , although analytic expressions of the orthogonal polynomials themselves in terms of Jacobi polynomials or hypergeometric functions are known [10] . It is also well known that Gauss-Lobatto quadrature rule
where
. . , n, is exact for polynomials of degree at most 2n − 3 [3] . If (f, g) is the inner product defined as follows:
Note that the explicit expression for the orthogonal polynomials with respect to the inner product (f, g), can be derived as the orthogonal polynomials on the interval [−1, 1] with respect to the measure , when = = − , [10] :
where P ( , ) n (x) are the Jacobi polynomials. By using the following property of the Jacobi polynomials:
Eq. (7) becomes
Since Eq. (6) is valid only for degree(f ) + degree(g) 2n − 3, then the inner product p n , p n cannot be inferred. The orthogonal polynomials with respect to the inner product f, g on the Gauss-Lobatto nodes can also be connected to Chebyshev polynomials of the first and second kind by using the explicit expression of Jacobi polynomials in term of Chebyshev polynomials:
In this paper, we derive the explicit expression of the orthogonal polynomials on the set X n and the coefficients of the three-terms recurrence relation they satisfy. Then we give explicit formulas for the discrete inner product p k , p k , k = 1, 2, . . . , n. Finally, we show some numerical experiments related to the least-squares problem.
Main results
By Eqs. (8) and (9) the generic polynomial p k can be expressed as
Explicit formulation of p k (x), k = 1, 2, . . . , n, can be given by using Chebyshev polynomials expressed in terms of the sums [8] :
By rearranging Eq. (11) with Eq. (12) it follows that the polynomials
for k = 1, 2, . . . , n, are orthogonal on the set X n with respect to the inner product (2) . Note that
In the rest of the paper we consider polynomials q k , k = 1, 2, . . . , n. By inspection the first three polynomials are
and the inner product q 1 , q 1 is
In the next theorem we proof the explicit formulas for the inner products q k , q k , k = 2, 3, . . . , n.
Theorem 1.
The set of polynomials (13) satisfies:
Proof. To show that Eq. (16) is true, we consider, for brevity, the case when k is odd. Suppose
By standard arguments, the quantity q 2m−1 , x 2m−2 becomes
According to Lemmas 1 and 3 and by substituting (19) into (18), we get (16). Eq. (17) can be proved in the same way, by considering n = 2s − 1; in this case:
The quantity q 2s−1 , x 2s−2 becomes
and, by Lemmas 1 and 3, Eq. (17) follows.
The explicit three-term relation follows from the explicit formula of the orthogonal polynomials, Eq. (13):
A numerical application
In the previous section, we have shown an explicit formulation of the discrete orthogonal polynomials on Gauss-Lobatto Chebyshev nodes and an explicit expression of the three-term recurrence relation. Such formulas allow us to construct directly the coefficients and without using recursive procedures [2] that may be sensitive to propagation of roundoff errors in which case the computed polynomials may gradually lose orthogonality property [1, 5, 7] .
Here we model a given function y = f (t) as a linear combination of m discrete orthogonal polynomials on Gauss-Lobatto Chebyshev nodes,
and study the least-squares problem to determine the coefficients c 1 , c 2 , . . . , c m such that the Euclidean norm of the errorf − f is minimized,
Since q 1 , q 2 , . . . , q m are linearly independent, then the least-squares approximation problem has a unique solution [1] ,
The coefficient c * j that are called orthogonal coefficients are computed by We use the explicit formulas for k and k to construct the coefficients of the orthogonal polynomials q j , j = 1, 2, . . . , m and the values of the polynomials at the grid points. The proposed method for the solution of the problem (26) costs 4mn flops. We compare our algorithm (EF) with the algorithm proposed in [2] (CB) that costs 10mn flops. These algorithms have been implemented in Mathematica [13] , that allows arbitrary precision numbers. For some values of m and n, we have generated 10 000 vectors f, with entries uniformly distributed in [−1, 1], and have computed the exact solution of the problem (26) using extended precision of 128 digits. For each algorithm we have computed the maximum component-wise relative errors
whereĉ EF j andĉ CB j are the approximate solutions (in machine precision, i.e. 16 digits) of EF and CB algorithm, respectively. The mean and the maximum of E EF and E CB are reported in Tables 1 and 2. Tables 1 and 2 report also the fraction of trials in which the proposed algorithm gives equal or more accurate result than the CB algorithm.
Lemma 2. Let 2 (m, p) be the quantity defined as follows:
(A.9)
Proof. By rearranging the summation in (A.8), we have
Following the same line in Lemma 1, the (A.9) follows. 
