The discovery of knowledge in the case of Hierarchical Cluster Analysis (HCA) depends on many factors, such as the clustering algorithms applied and the strategies developed in the initial stage of Cluster Analysis. We present a global approach for evaluating the quality of clustering results and making a comparison among different clustering algorithms using the relevant information available (e.g. the stability, isolation and homogeneity of the clusters). In addition, we present a visual method to facilitate evaluation of the quality of the partitions, allowing identification of the similarities and differences between partitions, as well as the behaviour of the elements in the partitions. We illustrate our approach using a complex and heterogeneous dataset (real horse data) taken from the literature. We apply HCA based on the generalized affinity coefficient (similarity coefficient) to the case of complex data (symbolic data), combined with 26 (classic and probabilistic) clustering algorithms. Finally, we discuss the obtained results and the contribution of this approach to gaining better knowledge of the structure of data.
Since there are many indicators for the evaluation of clusters, partitions and hierarchical classifications, which may differ substantially in the type of information or in the range of variation of their values, it is useful to take a global indicator which makes it possible to unify and summarize different indexes into a single indicator (Silva et al., 2010; Silva, 2011) .
All the difficulties underlying partition evaluation and comparison are the main reason for the development of a global methodology for the evaluation and the validation of the obtained clustering structures, taking into account the use of different indexes and sets of partitions.
Section 2 contains a set of different indexes to evaluate the quality of the clustering structures and global indexes based on linear combinations of some of them. In addition, in Section 2.3 we present a visual approach that allows quick perception of the quality of clustering structures.
Methodological Framework
This section provides a methodology for the evaluation of the results of a Cluster Analysis, with particular emphasis on evaluation/validation and comparison of partitions. This methodology is based on a set of indicators for evaluating the results (set of partitions) of different clustering algorithms and the most relevant information available about the data. To assess the quality of the results of a Cluster Analysis, particularly the partition considered the most suitable (the most significant partition), the global approach comprises the following steps: 1) From the original data, different classifications are obtained using several algorithms and the most significant partition (according to several validation indexes of partitions) is noted;
2) Based on the set of partitions obtained by different algorithms, which contain the same number of clusters as the most significant partition, some indexes are calculated, according to the method described in Section 2.1;
3) Global indicators (see Section 2.2) are calculated;
4) The visualization method described in Section 2.3 is applied.
Some quality indexes
Let E={x 1 ,...,x m } be a set of elements to be classified and CP={P 1 
The resemblance between these two clusters c ix and c jy from two partitions P i and P j , respectively, can be evaluated using the affinity coefficient (e.g. Bacelar -Nicolau, 1988 
The stability of each element h gives us the notion of the permanence of this element in the classes to which it belongs in each of the partitions under comparison. This index varies between 0 and 1, allowing us to assess the degree of stability of each of the elements to be classified, taking into account the set of t partitions.
The SIL modified index (SIL (h)), corresponding to formula (3), is based on the silhouette index of Rousseeuw (Gordon, 1999) and, like the latter, takes into consideration the homogeneity and isolation of each of the elements.
In formula (3), n r is the number of elements in the cluster Cr and S hg is the index of similarity between the elements h and g. The first part of the numerator is a measure of the resemblances between the element h and all the other elements of the cluster (c r ) to which the element h belongs. The second part of the numerator is the average of the resemblances between one element h and all other elements which do not belong to the cluster to which the element h belongs. This index also varies between 0 and 1 and carries the sense of the magnitude with which an element is inserted into the class to which it belongs.
Let P i be a partition obtained at the k level (cut level) of a dendrogram which corresponds to a stage of the constitution of the partition hierarchy. Let STAT(P i ) be the global statistic of levels (Bacelar-Nicolau, 1980; Lerman, 1981) , which measures the information given by the corresponding partition, relative to the initial preordination associated with the applied index of (dis)similarity, being expressed by :
where F is the total number of pairs in the partition,
represents the graph of the initial preordination defined in FF, and R and S are the sets of pairs respectively assembled and separated in the partition under analysis. To make it possible to compare the partitions obtained from different algorithms and/or from different resamples of the initial set of data, we also take into consideration the following index:
The index STATnor(Pi) corresponds to an overall normalization of the statistical levels, so as to vary between 0 and 1.
In our methodological framework we can also use information about the values of the fusion coefficient for each of the obtained dendrograms.
Global indexes
In this subsection some indexes used to evaluate the overall quality of the results of a Cluster Analysis are defined and analysed, taking into account the most important properties such as stability, isolation and homogeneity of classes. It is intended that the results presented below assess each of the elements to be classified, as a whole, as well as each class and each of the partitions under consideration. These indexes are based on the results presented in Subsection 2.1.
Let h be one of the m elements to be classified; let c be one of the clusters of a partition into k clusters; let P be a one of the t partitions to be evaluated, and let CP be the set of partitions. Assuming that q indexes are relevant for assessing the quality of the results of a Cluster Analysis, one can set a global indicator, ranging between 0 and 1, to assess whether an element/ cluster/partition is better, worse or similar to another element/cluster/partition and how much it is so.
Let the index j=1,…,q denote the components to be used, which vary between 0 and 1, and U be the set of three cases: U=h or U=c or U=P, depending on whether one is evaluating an element, a cluster or a partition.
Based on this assessment, the overall index Glob_Ind(U) can be defined by the following formula:
where the weights  1 ,…, q are all nonnegative and their sum is equal to unity, i.e. For each element h in the set of t partitions, the overall indicator can be defined by following expression: The overall indicator of a cluster c of the set of t partitions is given by: The overall indicator for each of the partitions,
by the following expression: 
Visual method
In this section a visualization method that uses a graduation of patterns is explained, in order to provide a quick and global perception of the quality of the results. Based on this method, regardless of how the partitions were obtained (resampling methods and/or different algorithms), some information can be extracted which provides more details about the similarities/differences between the partitions and the behaviour of the elements in the partitions under analysis.
The similarities/differences between partitions can be observed whether considering the whole partition, as when looking at the level of classes, or observing the colour patterns of the visualization scheme. The values for the indicators Glob_Ind(h), Glob_Ind(c) and Glob_Ind(P i ) corresponding respectively to formulas (7), (8) and (9) [0, 20; [0.40, [0.60, and [0.80, 1] -Very good. In a visual representation (see Figure 1) we can use a grading scale of patterns to assist the interpretation of the global indicator values.
Results
The horse data set (http://www.ceremade.dauphine.fr/~touati) is composed of twelve symbolic data units Nicolau, 2000; Bacelar-Nicolau et al. 2009 . This coefficient was combined with 26 aggregation criteria, 12 of which were classical (SL, CL,…, AMGT) and 14 probabilistic (AVM, AVmg,…, AVMLD) (Nicolau, 1983; Nicolau and Bacelar-Nicolau, 1998) . The indicators E(h), SIL(h) and Global_Ind(h) presented in Table 1 give detailed information on each of the data units h, taking into consideration the cluster to which they belong, how many data units are contained in the cluster with which the data unit h is associated, and its degree of homogeneity and isolation.
It is also important that the data should be presented on the same scale, so that they are comparable, in an isolated manner or together. In order to provide an overview of the behaviour of each of the applied methods and each data unit, we used a set of indexes whose values are presented in Tables 1 and 2 . cluster 1 was noted, while cluster 3 had the lowest score. The highest score was that assigned to elements 11 and 3, followed by scores for 1 and 12, while the lowest score was that for element 4, followed by those for 8 and 9.
Conclusion
The global approach assembles information about the homogeneity, isolation and stability of the elements and of the clusters in the partitions under comparison. At the level of each of the partitions and of the set of partitions this evaluation can be performed in a more detailed way, using the most relevant information available, such as that related to stability, isolation, homogeneity, fusion coefficient or global statistics of levels.
The visualisation approach allows us to perceive, in a quick and detailed way, the resemblances/differences between the partitions and the behaviour of 
