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Tato bakalářská práce popisuje gramatiku s nahodilým kontextem a implementaci aplikace,
která bude konvertovat gramatiku (respektující LL podmínku) na ekvivalentní bezkon-
textovou gramatiku (také splňující podmínku LL). Výslednou gramatiku je možné použít
ve stávajících generátorech parseru, který přijme yacc-kompatibilní formát. Tato práce
používá GNU Bison generátor, pro který byl zavedený zapouzdřený skript. Potenciální
výhodou gramatiky s nahodilým kontextem je dokázaný úspornější zápis oproti bezkontex-
tové gramatiky pro některé jazyky.
Abstract
This thesis describes a random context grammar and the implementation of an application
which will convert this grammar (respecting the LL condition) to an equivalent context-
free grammar (also satisfying the LL condition). The resulting grammar can be used in
the existing parser generator that accepts a yacc-compatible format. This thesis uses the
GNU Bison generator, for which the encapsulated script was introduced. The potential
advantage of random context grammar consists in the proven efficient description compared
to context-free grammar for some languages.
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This thesis deals with the creation of a parser. While working towards this goal, we utilize
the definitions and algorithms related to formal languages; the author of the thesis intends to
practically demonstrate the application of the defined grammar within the parsing process.
In 1959, Noam Chomsky defined four main types of grammar[Cho59]. However, other
types of grammars were also introduced; one of the bigger groups is referred to as condition
controlled grammar, and its rules are based on context-free productions. This thesis
presents an analysis of random context grammar.
The concept of random context grammar was introduced by Prof. A.P.J van der
Walt in Proceedings of the Symposium on Formal Languages in 1970 [vdW]. The rules of
this grammar are controlled by two disjoint sets of nonterminals (see Definition 3.1). While
the first set permits the rule, the second one forbids the use of the rule. These sets are
finite because they are the subsets of the infinite set of nonterminals.
In this thesis, a front-end application referred to as MiRaCoG is introduced; this appli-
cation is designed for parser generators accepting context-free grammar at their input. The
application accepts a defined random context grammar and translates it to an equivalent
context-free grammar.
Chapter 2 describes the basic definitions and context-free grammar. Then, Chapter 3
introduces random context grammar and its LL condition; in this section, an analysis of
efficiency with respect to context-free grammar is presented. In Chapter 4, the existing
parsing techniques are described. The parser generators are also discussed here. The
application design is presented in Chapter 5. Chapter 6 describes the implementation of
this front-end application, and Chapter 7 demonstrates the use of the application and the
encapsulation script. This chapter also includes some samples for the application and the
results that were created.
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Chapter 2
Introduction to formal language
theory
This chapter describes the terminology and fundamental terms from the area of formal
language theory. The first section introduces the basic mathematical notations. Section 2.2
gives the definitions of an alphabet, string and language. Finally, section 2.4 describes
context-free grammar and the derivation step. The definitions are mostly based on the
publications Automata and Languages: Theory and Applications[Med00] and Regulated
rewriting in formal language theory [DP89].
2.1 Mathematical background
In this section, we introduce the basic mathematical notions used throughout this thesis.
A set, S, is the collection of elements. If a set S contains an element a, then this is
written as a ∈ S and refers to a as a member of S. Otherwise, the expression a /∈ S means
that a is not a member of S. The cardinality of S, written as card(S), is the number of all
members in S. A set that has no members is an empty set, denoted ∅, and the cardinality
of this set is zero, card(S) = 0. If a set S has a finite number of members, then S is a finite
set ; otherwise S is an infinite set.
Let S and T be two sets. S is a subset of T , written as S ⊆ T , if each member of S
belongs to T . S equals T , written as S = T , if S ⊆ T and T ⊆ S. S is a proper subset of T ,
denoted S ⊂ T if T contains an element a such that a /∈ S. The power set of S, denoted 2S ,
is the set of all subsets of S; that is 2S = {T : T ⊆ S}. Observe that card(2S) = 2card(S),
considering that S is a finite set.
Let S1, S2 be two sets. The union of S1 and S2, symbolically written as S1 ∪ S2 is
defined as S1 ∪ S2 = {x : x ∈ S1 or x ∈ S2}. The intersection of S1 and S2, written as
S1 ∩ S2 is defined as S1 ∩ S2 = {x : x ∈ S1 and x ∈ S2}.
Let a and b be two elements. Then (a, b) denotes the ordered pair consisting of a and
b in this order. Let S and T be two sets. The cartesian product of S and T , denoted by
S × T , is defined as S × T = {(a, b) : a ∈ S and b ∈ T}. A relation P from S to T is a
subset of S × T , written as P ⊆ (S × T ). If P represents a finite subset of S × T , then P
is a finite relation from S to T .
Let S be a set. A graph is a pair G = (S, P ), where P is a relation on S. Members of S
are called nodes, and ordered pairs in P are called edges. If (a, b) ∈ P , then (a, b) leaves a
and enters b. Let a ∈ S, the in-degree of a equals card({b : (b, a) ∈ P}), and the out-degree
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of a equals card({c : (a, c) ∈ P}). A sequence of nodes, (a0, a1, . . . , an), where n ≥ 1, is
a path of length n from a0 to an if (ai−1, ai) ∈ P for all i = 1, . . . , n. If a0 = an, then
(a0, a1, . . . , an) is a cycle of length n. A graph G = (S, P ) is usually described graphically
so that each node, a ∈ S, is represented by a circle, and each edge, (a, b) ∈ P , is represented
by an arrow from the circle a to the circle b.
An acyclic graph is a graph G = (S, P ) that has no cycles. If a ∈ S is a node having
the out-degree 0, then a is a leaf. If (a0, a1, . . . , an) is a path in G, then a0 is an ancestor
of an and an is a descendent of a0. In addition, if n = 1, then a0 is a direct ancestor of an
and an is a direct descendent of a0.
A tree is an acyclic graph, G = (S, P ), satisfying these three properties:
1. G has a specified node whose in-degree is 0; this node represents the root of G, denoted
by root(G).
2. If a ∈ S and a 6= root(G), then a is a descendent of root(G) and the in-degree of a is
1.
3. Each node a ∈ S, has its direct descendents, b1 through bn, ordered from the left to
the right so that b1 is the leftmost direct descendent of a and bn is the rightmost direct
descendent of a. At this point, a is the parent of b1 through bn and b1 through bn are
a’s children.
Let G = (S, P ) be a tree. The frontier of G, denoted by fr(G), is the sequence of G’s
leaves ordered from the left to the right. The depth of G, depth(G), is the length of the
longest path in G. If the depth(G) = 1, then G is an elementary tree. If G′ = (S′, P ′)
represents a tree satisfying these three conditions
1. S′ 6=∅, and S′ ⊆ S
2. P ′ = (S′ × S′) ∩ P
3. in G, no node in S − S′ is a descendent of a node in S′
then G′ is a subtree of G.
2.2 Alphabet, String and Language
To describe a grammar, we need the basic definitions of an alphabet, string and language.
Below we also presents the definitions of operations over the alphabet, string or language.
Definition 2.1. An alphabet is a finite, nonempty set of elements, called symbols. 
A sequence of symbols forms a string. A string is labeled also as a word. A string can
be empty, which means that it contains no symbols; the empty string is written as ε. The
length of string x is the number of all symbols in x. A substring is part of string.
Definition 2.2. Let Σ be an alphabet.
1. ε is a string over Σ.
2. if x is a string over Σ and a ∈ Σ then xa is a string over Σ.

5
Definition 2.3. Let a and b be two strings over an alphabet Σ. Then a is a substring of
b if there exist two strings, u and v over Σ, so uav = b. Moreover, if a /∈ {, b}, the a is a
proper substring of b. 
Definition 2.4. Let x be a string over Σ. The length of string x, denoted by |x|, is defined
as follows:
1. if x = ε, then |x| = 0,
2. if x = a1 . . . an, then |x| = n for some n ≥ 1, and ai ∈ Σ for all i = 1, . . . , n

Definition 2.5. For a subset V ′ ⊂ V we denote the number of occurrences of letters a ∈ V ′
in string w ∈ V ∗ by |w|V ′ , where V, V ′ are alphabets. 
With a defined string we can use these operations: concatenation and power. More
operations over strings are defined in the book Automata and Languages: Theory and
Applications[Med00].
Definition 2.6. Let x and y be two strings over Σ. The concatenation of x and y is x.y,
usually written as xy. The concatenation of any string x with ε is xε = εx = x. 
Definition 2.7. Let x and be a string over Σ. For i ≥ 0, the i-th power of string x, written
as xi, is defined as
1. x0 = ε,
2. if i ≥ 1 then xi = xxi−1

A collection of strings is a language. The theory of formal languages distinguishes
between a finite language and an infinite language. A finite language is a language that
contains a finite number of strings; if this condition is not satisfied, the language is infinite.
The union of two languages is a set of strings, which belongs to the first language or to
the second language. The difference of two languages contains only such strings from the
first language that do not appear in the second one. The concatenation of two languages
is a collection of the pairs of strings, one from each of the two languages. An n-times
concatenation of the same language is called the power of language.
Definition 2.8. Let Σ∗ denote the set of all strings over Σ. Let Σ be an alphabet, and let
L ⊆ Σ∗. Then, L is a language over Σ. 
Definition 2.9. Let L be a language. L is finite if card(L) = n, for some n >= 0.
Otherwise, L is infinite. 
Definition 2.10. Let L1 and L2 be two languages. The set operations of union, intersec-
tion, and difference for languages L1 and L2 are respectively defined as:
L1 ∪ L2 = {x : x ∈ L1 or x ∈ L2}
L1 ∩ L2 = {x : x ∈ L1 and x ∈ L2}
L1 − L2 = {x : x ∈ L1 and x /∈ L2}

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Definition 2.11. Let L1 and L2 be two languages. The concatenation of L1 and L2, L1L2,
is defined as
L1L2 = {xy : x ∈ L1 and y ∈ L2}

Definition 2.12. Let L be a language. For i ≥ 0, the ith power of L, denoted Li, is defined
as
1. L0 = ε
2. for all i ≥ 1, Li = LLi−1.












Finite languages can be specified by listing their components. For example, the language
composed of all English articles is {a, an, the}. However, to describe infinite languages,
we need a special finite metalanguages 1. A regular expression (or RE) is a metalanguage
that describes regular languages. In this thesis, the regular expression will be utilized for
describing languages used in the examples. Therefore, we introduce the definition of the
RE from the book Automata and Languages: Theory and Applications[Med00].
Definition 2.13. Let Σ be an alphabet. The regular expression over Σ and the languages
that these expressions denote are defined recursively as follows:
1. ∅ is a regular expression denoting the empty set.
2. ε is a regular expression denoting {ε}.
3. a, where a ∈ Σ, is a regular expression denoting {a}.
4. If r and s are regular expressions denoting languages R and S, respectively, then
(a) (r • s) is a regular expression denoting RS
(b) (r + s) is a regular expression denoting R ∪ S
(c) (r∗) is a regular expression denoting R∗.

1Metalanguages are tools capable of specifying other languages.
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2.4 Grammars and Derivation
This section describes the grammar types contained within the Chomsky classification
[Cho59]. A grammar has a finite set of rules used to describe every string in its language.
The grammars differ in the form of used rules. The first type of grammar is referred to
as an unrestricted grammar and has almost no restriction for production rules. A context-
sensitive grammar requires the left side of the rule to be shorter than the right side. A
context-free grammar restricts the left side of rule to contain only one nonterminal. And
lastly, a regular grammar can have a nonterminal on the left side and a single terminal,
possibly followed by a single nonterminal, on the right side of the rule.
A derivation step is the change of a string by a defined rule. The sequence of derivation
steps generates the sentential form of grammar.
Definition 2.14. An unrestricted (type 0) grammar (or shortly grammar) is a quadruple
G = (N,T, P, S),
where
• N is an alphabet of nonterminals
• T is an alphabet of terminals, such that N ⋂T = ∅.
• P is a finite relation from (N ∪ T )∗N(N ∪ T )∗ to (N ∪ T )∗
• S ∈ N is the start nonterminal
The union N ∪ T is written as V , denoting a total alphabet - an alphabet of terminals
and nonterminals. A nonterminal is a symbol that can be replaced with a corresponding
production rule. A terminal is a symbol which cannot be changed and occurs in the strings
of the grammar’s language. The pairs (u, v) ∈ P are called production rules (or rules) and
written as u→ v. 
Definition 2.15. Let G = (N,T, P, S) be a grammar. Let u, v ∈ V ∗ and p : x → y ∈ P .
Then, uxv directly derives uyv according to p in G, denoted by uxv ⇒ uyv[p]. 
Definition 2.16. Let G = (N,T, P, S) be a grammar.
• For any u ∈ V ∗, G makes a zero-step derivation from u to u according to ε, written
as u⇒0 u[ε]
• Let u0, . . . , un ∈ V ∗, for some n ≥ 1, such that ui−1 ⇒ ui[pi], where pi ∈ P , for
i = 1, . . . , n; that is, u0 ⇒ u1[p1] ⇒ u2[p2] . . . ⇒ un[pn]. Then, G makes a n-step
derivation from u0 to un according to p1, . . . , pn, written as u0 ⇒n un[p1, . . . , pn].
• Let v, w ∈ V ∗. Consider v ⇒n w[pi] in G, where pi consists of n rules from P . Then,
pi is called the production word corresponding to v ⇒n w.
• If there exists n ≥ 1 so v ⇒n w[pi] in G, then v properly derives w according to pi in
G, written as v ⇒+ w[pi].
• If there exists n ≥ 0 so v ⇒n w[pi] in G, then v derives w according to pi in G, written
as v ⇒∗ w[pi].

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Mathematically, the relations ⇒n, ⇒+, and ⇒∗ represent the n-fold power of ⇒, tran-
sitive closure of ⇒, and transitive and reflexive closure of ⇒, respectively. If there is no
danger of confusion, then we simplify the derivation steps from Definition 2.16 to u⇒0 u,
u0 ⇒n un, v ⇒+ w, v ⇒∗ w, respectively.
Definition 2.17. Let G = (N,T, P, S) be a grammar. If S ⇒∗ w in G, then w is a
sentential form of G. A sentential form w, such that w ∈ T ∗ is a sentence generated by G.
The language generated by G, denoted by L(G), is the set of all sentences that G generates.
L(G) ={w : w ∈ T ∗ and S ⇒∗ w in G}

This grammar (unrestricted grammar) generates recursively enumerable languages. The
family of all these languages is denoted by L (RE).
Definition 2.18. A context-sensitive (type 1) grammar is a grammar G = (N,T, P, S),
where each rule
u→ v ∈ P satisfies |u| ≤ |v|.

A context-sensitive language is a language generated by a context-sensitive grammar,
whose family is denoted by L (CS).
Definition 2.19. A context-free (type 2) grammar is a grammar G = (N,T, P, S), where
each rule
u→ v ∈ P meets |u| = 1 and u ∈ N .

The family that is generated by this type of grammar is the family of all context-free
languages, denoted by L (CF ).
Definition 2.20. A regular (type 3) grammar is a grammar G = (N,T, P, S), where each
rule from P
has form A→ a or A→ aB,
such that A,B ∈ N and a ∈ T . 
This grammar (regular grammar) generates regular languages. The family of all these
languages is denoted by L (REG).
The following table summarizes the types defined by Noam Chomsky[Cho59]. Note that
u ∈ (V ∗NV ∗), v ∈ V ∗, A,B ∈ N , a ∈ T .
Type Grammar Language Rule
Type-0 Unrestricted Grammar Recursively enumerable u→ v
Type-1 Context Sensitive Grammar Context-sensitive u→ v, |u| ≤ |v|
Type-2 Context Free Grammar Context-free A→ u
Type-3 Regular Grammar Regular A→ a and A→ aB
Table 2.1: Chomsky grammar types.
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2.4.1 Context free grammar example
Example 1. Consider the language L1 = {(ab∗c)∗c}.
The sample strings from this language are c, acc, abcc, abbcc, or acabbcc.
For this language L1, there exists the following context-free grammar G1:
Grammar. G1 = (N,T, P, S)
• N = {S, B }
• T = {a, b, c}
• P contains:
1. S → a B S,
2. B → b B,
3. B → c,
4. S → c.
• S = S
One of the possible derivation procedures is as follows: The grammar G1 starts with the
nonterminal S and uses the rule (S → a B S). This step is written as S ⇒ a B S [p1] and
makes the sentential form aBS. After the subsequent rules S ⇒ a B S [p1] ⇒ a c S [p3]
⇒ a c c [p4] are applied, the G1 generates the sentential form acc. Since the string acc
consists only from the terminal symbols, this string is also the sentence and a member of
the language L1.
Similarly, the grammar G1 generates the sentence abcc using the rules 1423 (see below).
S ⇒ a B S [1] ⇒ a B c [4] ⇒ a b B c [2] ⇒ a b c c [3]
If, in each derivation step, the context-free grammar applies a production rule to the
leftmost nonterminal that appears in the current sentential form, then the resulting deriva-
tion is leftmost. Similarly, a rightmost derivation applies a production rule to the rightmost
nonterminal.
Definition 2.21. Let G = (N,T, P, S) be the Grammar, u ∈ T ∗, v ∈ V ∗ and p : x → y ∈
P . Then, uxv directly derives uyv in the leftmost way according to p in G, denoted by
uxv ⇒lm uyv[p]. 
Definition 2.22. Let G = (N,T, P, S) be the Grammar, u ∈ V ∗, v ∈ T ∗ and p : x→ y ∈ P .
Then, uxv directly derives uyv in the rightmost way according to p in G, denoted by
uxv ⇒rm uyv[p]. 
The grammar G1 can generate the sentence abcc using also these rule sequences: 1243,
1234, and 1432. However, note that, during these four derivations, G1 applies identical
productions to the same occurrences of the same nonterminals. Excepting the order of the
used rules, these four derivations coincide. This situation can be removed by using the
leftmost derivations (see Definition 2.21) or the rightmost derivations (see Definition 2.22).
For each string v ∈ L(G) exists the leftmost derivation and the rightmost derivation. As
for the leftmost derivations, the G1 generates the sentence abcc using these rules: 1234
S ⇒lm a B S [1] ⇒lm a b B S [2] ⇒lm a b c S [3] ⇒lm a b c c [4]
Using the rightmost derivations, G1 generates same sentence as:
S ⇒rm a B S [1] ⇒rm a B c [4] ⇒rm a b B c [2] ⇒rm a b c c [3]
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2.5 LL Context Free Grammar
This section describes the LL condition for a context-free grammar, or LL CFG. A context-
free grammar finds application in parsing because of the balance between the generative
power and the parsing time complexity.
Below we introduce the LL condition for this grammar type; LL is the abbreviation
for Left-to-right reading of the input string with the Leftmost derivation steps. The LL
condition ensures that, at each step, we know the rule which can be used for the actual
nonterminal and one2 terminal from the input text. This rule is placed in the so-called LL
table (sometimes referred to as the parsing table). A cell in this table contains one context
free rule or is empty, which results in the failure of the derivation process. This table is used
in the top-down parsing technique discussed in Section 4.2.1. Formal definition requires the
set of all terminals for the rule that can begin a string. The set is called the Predict, as it
is used for predicting a rule based on the current input terminal symbol.
The definition is inspired by the book Elements of Compiler Design[Med08]
Definition 2.23. Let G = (N,T, P, S) be a context-free grammar. For every r = (A →
x) ∈ P , define Predict(r) ⊆ T as follows: a ∈ Predict(r) if and only if S ⇒∗ uAv ⇒ uxv ⇒∗
uaw, where v, x, w ∈ V ∗ and u ∈ T ∗. G is an LL context-free grammar if it satisfies the
following condition: if p = (A → x) ∈ P and r = (A → y) ∈ P , such that x 6= y, then
Predict(p) ∩ Predict(r) = ∅. 
In the following text, a context-free grammar (or CFG) always denotes a context-free
grammar with the LL condition (or LL CFG), if not mentioned otherwise.
2 The LL parser, which looks on one terminal from the input, is referred to as LL(1). If the parser uses




A random context grammar is one of the variants of context-free grammar referred to as
condition controlled grammars. The random context grammar controls the use of the rule
having two disjoint sets of nonterminals. The first set, called the permitting set, contains
nonterminals, which have to be in the current sentential form. The second one, referred
to as the forbidding set, has nonterminals that must not occur in the current sentential
form.
The definitions are inspired by the publications Handbook of formal languages, vol.
2 [GA97] and Regulated rewriting in formal language theory [DP89].
Definition 3.1. A random context grammar (RCG) is a quadruple G = (N,T, P, S), where
• N,T, S are defined as in a context-free grammar (see Definition 2.19)
• P ⊆ (N∗ × V ∗ × 2N × 2N ) is a finite relation, called set of rules of the form r =
(A,w,R, F ), where
– p = (A,w) is context-free production rule (see Definition 2.19)
– R ⊆ N , called the permitting context
– F ⊆ N , called the forbidding context
– R ∩ F = ∅

In the discussed field, various authors provide slightly different but formally equivalent
explanations of what exactly the permitting and forbidding types of context mean. This
thesis is focused mostly on the leftmost RCG; therefore, we will use the above-indicated
types as follows:
Definition 3.2. Let G = (N,T, P, S) be a random context grammar. A rule (A →
x,R, F ) ∈ P is applicable1 to string uAv, where u ∈ T ∗; v ∈ V ∗, if and only if
• ∀B ∈ R, B is contained in the string v, and simultaneously
• ∀C ∈ F , C is not contained in the string v.

1A rule can be applied to a string, providing one derivation step (see Definition 2.15).
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Definition 3.3. Let G = (N,T, P, S) be a random context grammar. The direct leftmost
derivation, symbolically denoted by⇒, is defined as follows: uAv ⇒ uxv[p] or uAv ⇒ uxv,
if and only if u ∈ T ∗, v ∈ V ∗, and p = (A→ x,R, F ) ∈ P is applicable to uAv. If S ⇒∗ w,
where w ∈ V ∗, then w is called a sentential form. The sentential form w, such that w ∈ T ∗
is a sentence generated by G. The language generated by G, denoted by L(G), is the set
of all sentences that G generates.
L(G) ={w : w ∈ T ∗ and S ⇒∗ w in G}

The proof of an equivalence between the leftmost random context grammar and the
leftmost context-free grammar can be found in the book Regulated rewriting in formal
language theory [DP89].
3.1 LL Random Context Grammar
The LL random context grammars are ordinary random context grammars restricted
by an LL condition, similarly as in LL CFG. The LL random context grammars rewrite
the leftmost nonterminal during every derivation step in the current sentential form. If
there are two or more rules applicable at the same time, then the sets of all terminals which
can begin a string obtained by a derivation with these rules are disjoint. [MVZ12]
The following definitions are presented in the unpublished article LL Random Context
Grammars[MVZ12].
Definition 3.4. Let G = (N,T, P, S) be a random context grammar. For every r = (A→
x,R, F ) ∈ P , define Predict(r) ⊆ T as follows: a ∈ Predict(r) if and only if S ⇒∗ uAv ⇒
uxv ⇒∗ uaw, where v, x, w ∈ V ∗, u ∈ T ∗, and r is applicable to uAv. 
Definition 3.5. Let G = (N,T, P, S) be a random context grammar. G is an LL random
context grammar if it satisfies the following condition: for any p = (A → x,Rp, Fp), r =
(A → y,Rr, Fr) ∈ P such that p 6= r, if Predict(p) ∩ Predict(r) 6= ∅, then for all w such
that S ⇒∗ w, either p is applicable to w or r is applicable to w, but not both. 
For the language L1 (see Example 1, {(ab∗c)∗c}) there also exists an LL random context
grammar G2.
Grammar. G2 = (N,T, P, S)
• N = {S}
• T = {a, b, c}
• P contains:
1. S → a S S ; ∅; {S},
2. S → b S ; {S}; ∅,
3. S → c ; ∅; ∅.
• S = S
For better comparison, let us return to G1 (see Section 2.4.1).
Grammar. G1 = (N,T, P, S)
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• N = {S, B }
• T = {a, b, c}
• P contains:
1. S → a B S,
2. B → b B,
3. B → c,
4. S → c.
• S = S
Note that G2 has three rules and just one nonterminal, while G1 has four rules and two
nonterminals. Therefore, G2 provides more efficient description than G1.
Similarly as in G1, we introduce here an example of using the leftmost derivation steps
for random context grammar G2 to generate the string abcc:
S ⇒ a S S [1]
Next, we rewrite the first nonterminal of the current sentential form (a S S), which is
the underlined S. The rule 1 contains the nonterminal S in a forbidding context and the
actual sentential form has one more nonterminal S (the last nonterminal). This means that
the rule is not applicable to the current sentential form. Hence, only the rules 2 or 3 can
be used.
a S S ⇒ a b S S [2] ⇒ a b c S [3] ⇒ a b c c [3]
In the following text, the term random context grammar (or RCG) is always used to
denote an LL random context grammar working in this leftmost way (or LL RCG), it not
mentioned otherwise.
3.2 Proof of efficient description for LL RCG
Although we do not achieve better generative power with LL RCGs, they have a potential
to improve the efficiency of description. Both this idea and the following proof are presented
in the hitherto unpublished article LL Random Context Grammars[MVZ12].
Let us consider the G2 mentioned in the previous section and the language L1 =
{(ab∗c)∗c} described in Example 1. We argue that L(G2) cannot be generated by any
LL CFG having a single nonterminal and at most three rules.
Now, we proceed further by introducing a contradiction. Suppose that there exists an
LL CFG, H = ({S}, T, P ′, S), such that L(H) = L(G2) and card(P ′) ≤ 3. Note that since
there is only a single nonterminal, the right side of each rule has to start with a terminal to
satisfy the LL condition. Moreover, since all the strings in L(G2) begin with either a or c,
no rule can have b as the first symbol on its right side. Therefore, there can be two rules at
the most to satisfy the LL condition. However, then at least one of these rules has to have
b on its right side, so the number of occurrences of b depends on the number of occurrences
of a or c. But in L(G2) number of the occurrences of b is independent. Thus, we have
L(H) 6= L(G2), which is a contradiction. Hence, there is no LL CFG that generates L(G2)
with only a single nonterminal and at most three rules. [MVZ12]
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3.3 Algorithm for converting RCG to CFG
In this section, we introduce an algorithm for converting the leftmost random context
grammar to the leftmost context-free grammar based on the proof in the paper LL Random
Context Grammars[MVZ12] (Lemma 11, page 17).
The main idea of the algorithm consists in storing all nonterminals that are located
to the right of the actual nonterminal. The list of these nonterminals is stored in the so-
called composite nonterminal 〈A,Q〉, where A is the actual nonterminal and Q is the set
of nonterminals occuring to the right in the sentential form.
Algorithm 3.1: The algorithm converts the leftmost RCG to the leftmost CFG with
an equivalent language.
Input: LL RCG G = (N,T, P, S)
Output: LL CFG H = (N ′, T, P ′, S′) satisfying L(G) = L(H)
Method:
begin
N ′ = {〈A,Q〉 : A ∈ N,Q ⊆ N};
P ′ = ∅;
S′ = 〈S, ∅〉;
for (A→ y,R, F ) ∈ P do
for 〈A,Q〉 ∈ N ′ do
if R ⊆ Q and F ∩Q = ∅ then
if y ∈ T ∪ {ε} then
add 〈A,Q〉 → y to P’
else if y = x1B1x2B2 . . . xkBkxk+1, where xi ∈ T ;Bi ∈ N for
1 ≤ i ≤ k then
add (〈A,Q〉 → x1〈B1, Q ∪ {B2, . . . , Bk}〉x2〈B2, Q ∪
{B3, . . . , Bk}〉x3 . . . xk〈Bk, Q〉xk+1) to P’
end
We will demonstrate the use of the algorithm for the conversion of the random context
grammar G2 (3.1) to the equivalent context-free grammar G3.
From the set of nonterminals N , we generate Q = {∅, {S}}. Then, we set N ′ =
{〈S, ∅〉 , 〈S, {S}〉}. From the set of rules, let us select the first rule (S → a S S; {};
{S}), where A = S, y = aSS, R = ∅, and F = {S}; Let us select the composite nontermi-
nal 〈S, ∅〉 from the generated set G; in this nonterminal A = S and Q = ∅. The condition
is satisfied for the forbidding and permitting context; this means that ∅ ⊆ ∅ (R ⊆ Q) and
{S} ∩ ∅ = ∅ (F ∩Q = ∅). A new rule will be made and added to the set P ′.
〈S, ∅〉 → a 〈S, ∅ ∪ {S}〉 〈S, ∅ ∪ ∅〉
〈S, ∅〉 → a 〈S, {S}〉 〈S, ∅〉
The next composite nonterminal 〈S, {S}〉, where A = S and Q = {S}, does not satisfies
the condition of the forbidding context (F ∩Q = {S}) 6= ∅. The algorithm continues with
the next rule (2 ). Now, we have the new context-free grammar G3 generated from the RCG
G2.
Grammar. G3 = (N,T, P, S)
• N = {〈S, ∅〉, 〈S, {S}〉}
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• T = {a, b, c}
• P contains:
1. 〈S, ∅〉 →a 〈S, {S}〉 〈S, ∅〉,
2. 〈S, {S}〉 →b 〈S, {S}〉,
3. 〈S, ∅〉 →c,
4. 〈S, {S}〉 →c.
• S = 〈S, ∅〉
For a comparison with our LL CFG G1 (see Section 2.4.1):
Grammar. G1 = (N,T, P, S)
• N = {S, B }
• T = {a, b, c}
• P contains:
1. S → a B S,
2. B → b B,
3. B → c,
4. S → c.
• S = S
As is obvious from the above-shown grammars, the set of nonterminals in both G1 and
G3 contains only two nonterminals. A comparison of the rules clearly indicates that the
nonterminals are indentical but have different names. After flipping the third rule with the
fourth one in G3, and changing the names of the corresponding nonterminals, the grammar
will be the same.





The previous sections described various grammar types and showed how a grammar can
generate a string from the grammar’s language. In parsers, however, a grammar is used for
another purpose, where the main question is as follows: Is a given string included in the
grammar’s language? Can be this string recognized according to the grammar? Moreover,
sometimes a grammar has semantics attached to it, specific semantic actions (for example
the generation of the code, or computation) attached to specific rules. Therefore, we need
to find out which rules were involved in the production of a given string and how. Generally,
this information is represented as a derivation tree, a graph of used derivations. The process
of reconstructing the derivation tree for generating the given string from the given grammar
is referred to as parsing a string. There are two important points here; one is that we do
require the entire derivation tree and the other is that there may be more than one such
tree.
For the reconstruction of a derivation tree, a parsing technique is necessary. There
are two basic approaches to parsing. The first method, which tries to imitate the original
derivation process by rederiving the string from the start symbol, is called top-down parsing.
The second method aims to achieve this objective in the opposite way, namely by rolling
back the derivation process and reducing the string back to the start symbol. Thus, this
technique is known as bottom-up.
This chapter is inspired by the book Parsing Techniques - A Practical Guide[GJ08],
where you can find more information.
4.1 Derivation tree for an LL parser
A derivation tree graphically represents the structure of derivation in a grammar. This
tree specifies the rules together with the nonterminals that are rewritten by these rules.
Formally, a derivation tree uses a production tree in the form of elementary subtrees. The
production tree represents only one rule in a grammar.
The following definition is inspired by the book Automata and Languages: Theory and
Applications[Med00] and is defined for a random context grammar. Note that permitting
and forbidding sets are not represented in a tree, because this information is not needed for
a result derivation.
Definition 4.1. Let G = (N,T, P, S) be a random context grammar and p = (A →
y,R, F ) ∈ P . The production tree, which is denoted as pt(p) and corresponds to the rule
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p, is a labeled elementary tree, where A denotes the root(pt(p)). The frontier fr(pt(p)) of
the production tree is defined as follows:
1. If |y| = 0, then fr(pt(p)) consists of one node labeled ε.
2. If |y| ≥ 1, then fr(pt(p)) consists of |y| nodes that are labeled with the symbols
appearing in y from left to right.

Definition 4.2. Let G = (N,T, P, S) be a random context grammar. A derivation tree of
G is the labeled tree t if two conditions are satisfied:
1. the root(t) is labeled with a nonterminal A ∈ N ,
2. each elementary subtree t′ appearing in t represents the production tree pt(p) corre-
sponding to the rule p ∈ P .

Similarly to the connection between a production in a grammar and a production tree,
every derivation tree graphically describes a derivation in the grammar. The following def-
inition is inspired by the book Automata and Languages: Theory and Applications[Med00],
where the proof is given for a CFG. This proof is the same as for a random context gram-
mar, since the RCG uses the exactly same production trees and derivation trees as it is for
a CFG.
Definition 4.3. Let G = (N,T, P, S) be a random context grammar and p = (B →
y,R, F ). The correspondence between derivation trees and the derivations that these trees
represents is defined recursively as follows:
1. Let t be a one-node derivation tree t such that root(t) is labeled A, where A ∈ N .
Then, t corresponds to A⇒∗ A[] in G.
2. Let t be the derivation tree corresponding to A⇒∗ xBz[pi] in G. The derivation tree
corresponding to A ⇒∗ xBz[pi] ⇒ xyz[p] is constructed by attaching pt(p) to the
|x|+ 1st leaf appearing in fr(t).

For better visualization, there are graphical examples to represent the definitions. Fig-
ure 4.1 shows the production tree for the rule p = (A → cBc, ∅, ∅), and Figure 4.2
demonstrates a leftmost derivation of the string acabbcc corresponding to the grammar
G2 (see Section 3.1) (see below).
S ⇒ a S S [1]
⇒ a c S [3]
⇒ a c a S S [1]
⇒ a c a b S S [2]
⇒ a c a b b S S [2]
⇒ a c a b b c S [3]
⇒ a c a b b c c [3]
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Figure 4.2: The derivation tree of the string acabbcc corresponding to the grammar G2.
4.2 Parsing techniques
As was mentioned in the introduction for this chapter, there generally exist two basic
parsing techniques, namely top-down and bottom-up parsing. Furthermore, the methods
can be classified according to their directionality. A non-directional method constructs the
derivation tree while accessing the input string in any order it sees fit. This requires the
entire string to be in the memory before the parsing can start. These methods usually
first construct a data structure which summarizes the grammatical structure of the input
sentence. The derivation trees can be subsequently derived from this data structure. On
the other hand, a directional method processes the input symbol by symbol, from left to
right (or from right to left, which is rarely useful). The advantage of this arrangement
consists in that parsing can start and continue well before the last symbol of the input
string is seen. Directional methods are usually capable of constructing the derivation tree
as they proceed though the input string.
Another classification is based on the search technique used to guide the non-deterministic
parsing automaton (see Section 3.3 Non-Deterministic Automata in the book Parsing Tech-
niques: A Practical Guide[GJ08]) through the process of finding one or all parsings. In
general, this problem can be solved using one of the following methods: the depth-first
search or the breadth-first search. In the depth-first search, we concentrate on one half-
solved problem. If the problem splits at a given point P , we focus on one alternative and
store the other alternatives for later processing. If this alternative turns out to be a failure,
we roll back our actions to point P and continue with the stored alternative. In the breath-
first search, we keep a set of half-solved problems. From this set we compute a new set
of half-solved problems by examining each previously half-solved problem; then, this set is
cyclically added to the end of the existing set until a solution is found. The advantage of the
depth-first search consists in that it requires an amount of memory which is proportional
to the size of the problem. By contrast, the breadth-first search may require exponential
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memory, but it will find the simplest solution earlier. For more information on the search
methods, it is recommended to consult a book on algorithms, for example Algorithms by
Robert Sedgewick[Sed88] or Introduction to Algorithms[CLRS01].
Any use of the above-mentioned search methods for the non-deterministic parsing au-
tomaton causes serious problems such as exponential time dependency[RN10]. Even the
best variants of the above methods require cubic time in the worst case1: for 10 000 tokens
(a fair-sized computer program file), this means 1012 actions, which even at 10 nanoseconds
per action will already take almost 3 hours. It is clear that for real speed we would like to
have linear-time general parsing methods. Unfortunately, no such method has been discov-
ered yet, and there are strong indications that it may not exist at all[GJ08]. We can create
a general parser, which will need cubic time at best, or we can have a linear-time parser,
which will not be able to handle all context free grammars; however, it is not possible to
join the advantages of both these parsers in one system.
We can achieve linear parsing time by restricting the number of possible moves of
our parsing automaton to a single move in each situation. This automaton is referred to
as a deterministic automaton. A parsing automaton is deterministic with look-ahead k
if its control mechanism can decide unambiguously what to do next, using the internal
administration and the next k tokens of the input. The methods that use a deterministic
automaton and directional approaches are called deterministic directional methods. The
LL condition helps with determinism at the expense of the generative power.
When our attempt to construct a deterministic control mechanism fails, we can fall
back on the breadth-first search to solve the remnants of non-determinism at run-time.
Such parsers are called generalized parsers.
4.2.1 Top-down parsing
The construction of a top-down parser is more intuitive for humans, and it is easier to
create a good grammar for this purpose.
The non-directional top-down method is simple and straightforward; also, it was proba-
bly invented by a number of people working independently of each other. The technique was
was first described by Unger in the article A global parser for context-free phrase structure
grammars[Ung68] in 1968, and it is used anonymously in several other parsers[GJ08]. The
purpose of the method is to cut the input string into segments and impose a structure on
it deriving from the start symbol. If the process is successful, the technique has found a
suitable parsing procedure.
However, a number of more general directional top-down techniques are currently avail-
able; significant methods include the predict/match automaton, Definite Clause grammars
in a Prolog, or cancellation parsing. A well-known implementation technique is recur-
sive descent; this approach is used by many special-purpose parsers. The term descent
reflects the top-down character of the parsing technique, and recursive means that each
non-terminal is implemented as a procedure that can directly or indirectly invokes itself.
1One of the best general context-free (CF) parsing algorithms, the CYK (see Section 4.2.2 has the
cubic time complexity (denoted as O(n3), where n is the length of the parsed string) [You67]. In 1975,
Valiant[Val75] presented the conversion of a CF parsing problem into a Boolean Matrix Multiplication
(BMM) problem. The O(n3) barrier[GJ08] of the BMM problem was broken with an O(n2,81) algorithm
by Strassen[Str69], and later with a time of O(n2,376) in 1987[CW90]. Lillian Lee presented and proved the
conversion between the BMM problem and the CF parsing problem in 2002[Lee02]. In 2007, this conversion
was also confirmed by Franziska Ebert[Ebe07].
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In fact, we use the grammar itself as a program. General directional top-down parsing is
quite powerful but has a severe problem with left-recursive grammars.
The most common top-down deterministic parsers are LL parsers. Similarly to our
definition of the corresponding grammar (see Section 2.5), the first L stands for the left-
to-right direction and the second one identifies the leftmost derivation. LL parsing is very
popular, LL(1) in particular. Although these LL(1) parsers are often generated by a parser
generator, a simple variant can be written by hand, using recursive-descent techniques. The
discussed parser method uses the one (or more for LL(k) parsers) next symbol from the rest
of the input for the correct prediction of the rule that can be used. The main advantage of
this technique consists in the so-called parse or parsing table, which restricts the checking
of all right-hand sides for a nonterminal. This table is precomputed for the grammar; it
contains the applicable rules for each nonterminal/terminal combination. Nevertheless, as
it is possible to have more than one rule in any individual table cell, we need to use a search
method to determine the correct rule. To make the parsing deterministic without applying
a search method, we could require each parse table cell to contain no more than one rule.
A grammar that fulfills this requirement is called a simple LL(1) grammar (SLL(1) or an
s-grammar).
4.2.2 Bottom-up parsing
The non-directional method was discovered independently by a number of people, for ex-
ample John Cocke[CS70], Daniel Younger [You67] and Tadao Kasami [Kas65], between the
years 1965 and 1970. After these three best-known inventors, the technique has been named
CYK (or sometimes CKY). Its naive implementation is much more efficient than that of
the previously mentioned Unger ’s method. The first phase of the algorithm constructs a
table telling us which nonterminals derive which substrings of the input sentence. This
is the recognition phase, and it also tells us whether the input can be derived from the
grammar. The second phase uses this recognition table and the grammar to construct all
possible derivations of the sentence
A directional bottom-up (left-to-right) parser identifies rightmost productions in reverse
production order. Similarly as in top-down parsing, there exists a bottom-up alternative of
the automaton. This alternative is described as the shift/reduce automaton, which is
capable of only two moves: shift and reduce. The automaton shifts a terminal symbol from
the rest of input to the stack. During a reduce move, several symbols from the right end of
the stack form the righthand side of the rule for the nonterminal; these symbols are replaced
by that nonterminal and attached to it as the partial derivation tree. Also noteworthy is the
Earley parser developed by Jay Earley in 1970. The above-described automaton method
produces many reductions, which are totally pointless. In this respect, Earley noticed that
the problem characteristic of spurious reductions was their incompatibility with top-down
parsing; these reductions could never derive from the start symbol. Earley then proposed
a method for restricting the reductions only to those that derive from the start symbol.
The resulting parser takes no more than n3 units of time for the input of the length n,
rather than Cn for some constant C (as it is with the shift/reduce automaton). Earley’s
parser can also be described as a breadth-first top-down parser with bottom-up recognition,
as explained by the author[Ear70]. Since it can handle a left recursion directly but needs
special measures to handle the ε-rules, we prefer to treat it as a bottom-up method with a
top-down component.
There is a large variety of deterministic bottom-up parsing methods, which can be
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divided into two families: pure bottom-up and bottom-up with an additional top-down com-
ponent. The first family constitutes the well-known precedence parsing, mostly used as
operator-precedence parsing or a bounded-right-context parsing. Precedence parsing is using
the so-called precedence table, which comprises the relations between the combinations of
each terminal in the grammar. The relation could be one of the two following options: shift
or reduce. The bounded-right-context parsing method extends this table and changes
the reduce relation with the reduce using rule X.
The second family contains LR methods; the purpose of these techniques is to construct
the handle-finding2 automaton. The most widely used members of the family are LR(0),
LR(1) and LALR(1). The LR(0) automaton is the deterministic top-down-restricted
handle-recognizing finite-state automaton, which does not use the prediction of the following
symbol from the rest of the input string. The main problem related to LR(0) parsing consists
in the small number of applicable grammars. By using a look-ahead symbol, the power of
the parser will increase; this parser type is referred to as LR(1) parser. Such parsers
require more memory, but they provide better error reporting. Any combination of the
advantages characterizing LR(0) and LR(1), namely less memory occupied and more power,
respectively, will produce the LALR(1) automaton; this abbreviation signifies
”
Look Ahead
LR(0) with a look-ahead of 1 token“. In the described manner, we will obtain the LR(0)
automaton containing look-ahead symbols.
The last major category is Generalized LR parsing, which can be defined as left-
to-right bottom-up breadth-first parsing, where the breadth-first search is limited by the
information from an LR handle-recognizing automaton. In this type of parsing, fork reduc-
tion stack is the main procedure to be applied when it is not clear which rule should be
used in the given state.
4.3 Parser generator
The parser generator is a tool that creates the source code of a parser from a grammar.
The parser will be capable of analyzing the user input according to the grammar. With
semantics attached to a grammar rule, the parser is available to build the derivation tree
for this input.
The generated source codes of the parser are using either one or a combination of more
of the above-mentioned parsing techniques. The most commonly utilized methods are the
LALR(1), LL(1), LL(k), and GLR. Almost all generators are developed for context-free
grammar or its subfamilies. The greatest advantage of context-free grammar as compared
to the other types (context-sensitive grammar(2.18) or unrestricted grammar(2.14)) is the
polynomial time algorithm, which decides whether a given string is represented in the
language by the discussed grammar or not. The other problems that are decidable for
context-free grammar are the emptiness, finiteness and infiniteness of the grammar. The
algorithms solving these problems can be found in the book Automata and Languages:
Theory and Applications[Med00].
The LL(k) (where k >= 1, k ∈ N) method is fast and deterministic, but it places the
LL condition for a grammar. Also, the LALR(1) method is used more for the deterministic
context-free grammar than the general CFG. Thanks to its strength and time efficiency,
the GLR parsing technique can handle almost all context-free grammar.
The set of the best known and most widely used generators includes yacc, ANTLR
2The handle is a string of the symbols from the rightside of the rule.
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and GNU Bison. The Bison is described in detail in the following section. The yacc
parser generator was developed in 1970, and its name is an acronym for
”
Yet Another
Compiler Compiler“. The generated parser is LALR(1) with the C output language. The
yacc generator has been rewritten for other languages such as Pascal, Java, Python, or
Ruby. The input grammar notation is similar to BNF3, and it is known worldwide as the
yacc-compatible syntax.
ANother Tool for Language Recognition, or ANTLR, is a parser generator that uses
LL(*) parsing, and currently is under active development. The user input context-free
grammar is expressed using Extended BNF. Although the most recent 4th version generates
the code only in the Java language, version 3 (which is also being developed) supports C,
C#, Perl, Python and other languages.
4.3.1 GNU Bison - parser generator
The GNU Bison is a general-purpose parser generator that converts an annotated context-
free grammar into a deterministic LR or generalized LR (GLR) parser employing LALR(1)
parser tables. The Bison was originally written by Robert Corbett and later made Yacc-
compatible by Richard Stallman. Wilfred Hansen of Carnegie Mellon University added
multi-character string literals and other features.
There are various important subclasses of context-free grammars. Although it is able
to handle almost all context-free grammars, the Bison has been optimized for the so-called
LR(1) grammars. Parsers for these LR(1) grammars are deterministic, meaning roughly
that the next grammar rule to apply at any point in the input is uniquely determined by
the preceding input and a fixed, finite portion (called a lookahead) of the remaining input.
To define a language for the Bison, you must write a file expressing the grammar in
the Bison syntax. A nonterminal symbol in the formal grammar is represented in the
Bison input as an identifier similar to that used in C. By convention, it should be typed in
the lower case, such as expr, stmt or declaration. The Bison representation for a terminal
symbol is also called a token type. Token types too can be represented as C-like identifiers.
By convention, these identifiers should be typed using the upper case to distinguish them
from nonterminals: for example, INTEGER, IDENTIFIER, IF or RETURN.
Examples for this syntax can be found in Section 7.5 and Appendix B.




Using the above-defined algorithm 3.1 (see Section 3.3), a front-end application was de-
signed for the Bison as an existing parser generator. This chapter describes the design
of the front-end application, including its input, output, or internal parts and relations
between them. Another important component of the design is the running script, which
will encapsulate the front-end and the Bison applications. This script will yield a compiled
and runnable parser program for an RCG. The last section of the chapter describes various
prespectives for the expansion of the output format; as a result of such expansion, the
application could be combined with parser generators other than the Bison.







Figure 5.1: The designed encapsulation script.
The result of the designed front-end application comprises only the RCG rules translated
into the CFG rules. These rules are in the yacc-compatible syntax. The application also
needs the Bison parser generator (see Section 4.3.1), which creates the source code of the
new parser. Then, this parser will be available for the parsing of a string according to the
given RCG (which was previously converted into the CFG using the designed application).
In this context, a runnable script was proposed that will encapsulate the designed front-end
application, the Bison as the parser generator, and a compiler for the creation of a user
parser.
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The input for this script is required to be a file with RCG rules (the correct format is
described in Section 7.2 below). This file constitutes the main input of the designed front-
end application. The result of this application, i.e. a file with CFG rules, will be processed
using the Bison. Based on our input file, namely the RCG rules, the Bison creates the
required source code of the parser. At the last stage of this script, the parser files and the
base source code of a simple lexical analyzer will be compiled together. This analyzer reads
the characters and converts them into tokens for the generated parser. This parser, in turn,
analyzes the given string according to the RCG.
The result of this script consist in a compiled and runnable binary program to be
executed after successful completion of the compilation process.
In conclusion, running the script with the correct input file (RCG rules) will start a








Figure 5.2: The designed internal parts of the front-end application.
The front-end application will comprise a lexical analyzer (referred to as Lexer), a
syntactic analyzer (called Parser), a Translator, and a Printer. These internal parts, and
the communication between them, are shown in Figure 5.2.
The Lexer reads the input from the user (a file or text from the standard input) and
converts a sequence of characters, or lexem, into a sequence of tokens.
The Parser takes over tokens from the Lexer and analyzes them to determine if the
structure of the RCG rules is correct. The internal output of the Parser is an RCG object
with fetched rules.
Then, the most important part of the designed application, the Translator, will use the
algorithm 3.1 to translate the given RCG rules into equivalent CFG rules. The complete
CFG object is the internal output of the Translator.
The last part of the application will be the Printer, which is intended to print out the
rules of the given CFG object. The internal output of this part is also the output of the
front-end application.
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5.3 Input and output of the application
An input of the front-end application should contain RCG rules, which are wrapped inside
the particular tags. The supported encoding is Extended ASCII1 (8-bit ASCII extensions).
The structure of the input file and the mentioned tags are described in Section 7.2. Each
character outside the tags will be copied to the output without a change.
The output of the designed application is an original input file, which replaces the RCG
rules with the translated CFG rules inside the specified tags. The format of the output
CFG rules is intended primarily for the Bison or another yacc-compatible parser generator.
Examples of the input and output files are discussed in Section 7.5 and Appendix B.
5.4 Different output formats
The designed output of the front-end application is intended to be the yacc-compatible,
Bison-applied syntax of the CFG rules. Based on the designed structure of the application
(see Section 5.2), it is possible to replace the existing part Printer with a custom-made
version; this Printer will accept the CFG from the Translator. Hence, the rules will be
printable in a format other than yacc-compatible. This simple change allows the designed
application to become the front-end of others parser generators based on the CFG.
1 ASCII, the American Standard Code for Information Interchange, is a character-encoding scheme
originally based on the English alphabet. Extended ASCII describes eight-bit character encodings that
include the standard seven-bit ASCII characters.
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Chapter 6
Implementation of the front-end
application
The front-end application was implemented as an executable program. The source code is
written in the C++ language, using the C++98 standard. I decided to use cpp extensions
for the source files and hpp for the header files. An object-oriented programming (OOP)
paradigm with a class-based model is applied. Each component from Figure 5.2 was im-
plemented as a class with the corresponding name in a separate module; a module is the
composition of the source (cpp) and header (hpp) files that has the same base name.
The front-end application was developed under OS Linux Mint Release 11 with Ker-
nel 2.6.38-8-generic. The program is compiled as 64-bit and utilizes shared libraries; the
compilation process was performed using the C++ standard libraries. The size of the re-
sulting binary program is 120 kB, of which 88,2 kB are occupied by the instructions proper
and 1,3 kB by all the initialized data variables.
The source code is divided into two parts. The first part comprises modules which
implement each of designed internal parts; these modules are described in the following
Section 6.1. The second part is located in the src/grammar folder and contains the modules
of internal data. More details are presented in Section 6.2.
The last Section 6.3 describes the use of the existing parser generator Bison in the
implemented front-end application.
6.1 Description of classes
The miracog file is a main source file containing the initial function int main(). This
function parses the command line arguments (parameters) and prepares the configuration
for the front-end application (input/output files). Then it scans the input file for the
MiRaCoG RCG rules to be parsed and creates the random context grammar object. If the
input file does not contain the RCG rules, the front-end will print out the whole input text to
the output and end successfully. Otherwise, the application will translate the given random
context grammar object to the leftmost context-free grammar. Finally, the translated CFG
is printed to the output using the Bison syntax.
The following paragraphs describe the implementation of each of the internal parts from
the design (see Figure 5.2).
Since the MiRaCoG rules includes semantic action (see Figure 6.2), which can contain












Figure 6.1: The implemented internal parts of the front-end.
NT1 : <right side> , { <permitting> }, { <forbidding> }, {{ <action> }} ;
Figure 6.2: The MiRaCoG syntax for the RCG rule.
the flex. Therefore, I implemented a combined lexer - the finite state automaton (FSA)
with the pushdown automaton. The FSA is used for the analysis of all tokens, excepting
only semantic action. Terminal symbols are recognized as an uppercase C-identifier1, and
nonterminal symbols are a lowercase C-identifier string. Semantic action is analyzed
by the pushdown automaton, which counts the occurrences of braces ’{’ and ’}’. For an
easier detection of the correct semantic action, a sequence of special characters is used,
namely double braces - {{ ended with }}. The function int yylex() returns a token code
(semantic action is also a specific token) and fills the variable with the loaded data.
A Parser is written in the Bison that generates the proper C++ parser for the random
context grammar rules. During the parsing process, the parsers uses the yylex() function
to ask the next token from the Lexer. The syntax accepted by the parser is written in
Section 7.2.
A change was needed to facilitate the correct working implementation. The new internal
part, a Driver, is now involved in the application. The communication was adjusted to
this procedure (see Figure 6.1), and the Driver shifts the input file to the Lexer. The input
1 A C-identifier is a string from alphanumeric characters and underscore ( ); this string starts with an
alphabet character (A-Z). The regular expression for this is [A− Za− z][A− Za− z0− 9 ]∗.
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file is read in the Driver and printed out to the output until a special string (%%% on the
separated line) is found. Then the Parser is started and continues parsing the rules until
a special end-characters is found (%∼%). The parser invokes the Driver’s methods used to
create a proper RCG object in the semantic actions. If the parsing is successful, the correct
RCG object becomes available for the next internal part.
The Translator receives the RCG object and, according to Algorithm 3.1, translates
the leftmost RCG to the leftmost CFG. If the given RCG is not the leftmost RCG, the
translated CFG can be corrupted, and the Bison will fail. The previously mentioned al-
gorithm generates all possibilities for the rules, despite the fact that some rules cannot be
used. The leftside nonterminal of these rules is formed by inaccessible symbols, which do
not appear in any sentential form derived by the grammar. Therefore, I implemented the
appropriate method, namely normalizeGrammar(). It is inspired by the algorithms De-
termination of accessible symbols (5.1.3.1.5) and Conversion of a context-free grammar to
an equivalent context-free grammar without inaccessible symbols (5.1.3.1.7) described and
proved in the book Automata and Languages[Med00].
The first algorithm (3.1) facilitating the conversion of the RCG to the CFG adds the
disabled2 rules to the generated context-free grammar. The following Algorithm 6.1, which
enables each rule with accessible leftside nonterminals, describes the implemented method
normalizeGrammar().
Algorithm 6.1: The algorithm converts any CFG to an equivalent CFG without
inaccessible rules.
Input: CFG G = (N,T, P, S)
Output: CFG H = (N ′, T, P, S) satisfying L(G) = L(H)
Method: N ′ <- start symbol S
repeat
foreach p = (A→ y) ∈ P do
if p is enabled then
continue
if N ′ has symbol A then
enable p
if p is disabled then
continue
foreach a ∈ y, such that a ∈ N and a /∈ N ′ do
add symbol a to N ′
until N ′ has not changed ;
The last internal part is the Printer, whose only task is to print out the CFG rules
to the output. The Printer secures proper beginning and ending of the grammar rules in
the expected output format. The application is prepared for the Bison format, which is
yacc-compatible (See online manual for the GNU Bison[Inc12]). In the described process,
only the enabled rules will be printed.
2A disabled rule is not printed out in the Printer class.
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6.2 Structure of internal data
The main object, which is transferred between internal parts of the application, consits in
the grammar and its components. Each component of the grammar is implemented as a
separate class. The implementation is inspired by formal definitions of these components.
This results in the following list of classes:
• Symbol - the implemented formal definition of a symbol (see Section 2.2)
• Alphabet - the implementation of Definition 2.1
• Rightside - the list of rightside symbols in a grammar rule (similar to the v from
Definition 2.19)
• RuleCFG - the CFG rule as described in Definition 2.19, including semantic action
• RuleRCG - extends the RuleCFG; this is the RCG rule as described in Defini-
tion 3.1
• Grammar - the implemented formal definition of a grammar (see Definition 2.14).




































Figure 6.3: A UML Class diagram of the internal data.
The Symbol class holds the name and type of a symbol. The type is determined by
two variables: The first variable nonterm specifies whether the category is terminal or non-
terminal, while the second variable compound distinguishes a composite nonterminal. The
compound terminal is not allowed. The compound nonterminal, or composite nonterminal,
is introduced in Section 3.3 Algorithm for converting RCG to CFG.
The Alphabet class comprises a set of symbols. It contains a specified type which con-
trols the type of Symbol objects subsumable within the class. While the nonterminal type
of the Alphabet instance can incorporate nonterminal Symbol instances (the compound cat-
egory is also nonterminal), the terminal type can include only the terminal Symbol objects.
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The compound type is a special case because it can contain only compound nonterminal
Symbol instances.
The Rightside class simulates a formal set of symbols on the right side of each rule
in the grammar. It is implemented as an encapsulation for the C++ standard container
std::list. This class comprises methods with an inner iterator for easier, consecutive
acquirement of all symbols in the actual container.
The RuleCFG class implements a rule from formal definition of CFG (see Defini-
tion 3.1). This class is the basic class of CFG-like rules in my implementation of the
grammar. Excepting the Symbol object as the leftside nonterminal and the Rightside ob-
ject as rightside symbols, this class contains the virtual method for the type of rule. The
currently supported types are RuleContextFree and RuleRandomContext. Each type of rule
should inherit this class and extend the methods for proper use.
One particular example of extending the RuleCFG class is the RuleRCG. This class
includes the set of forbidding and permitting nonterminals, implemented as the Alphabet
instance of the nonterminal type.
The Grammar class implements the grammar based on Definition 2.14; the class has
the Alphabet of terminals, the Alphabet of nonterminals, the list of RuleCFG instances
and the starting Symbol object. Creating a grammar instance requires a proper type of
grammar, i.e. the GrammarContextFree or the GrammarRandomContext type. The class
methods control the addition or creation of the rules. (It is not allowed to add a RuleCFG
object to the GrammarRandomContext type of a Grammar instance.) The implemented
class has also methods for the dynamic creation of a new rule or nonterminal/terminal
symbols. These techniques include:
• Setting the leftside of the active rule as a nonterminal Symbol with a name;
• Adding a terminal or nonterminal Symbol just with name of the symbol to the right-
side of the active rule;
• Adding nonterminal Symbols to the permitting or forbidding sets of the rule (these
methods control the proper Grammar type - GrammarRandomContext).
The data classes are implemented with an improved User-Interface. The classes Alpha-
bet and Grammar support the ability of adding the terminal or nonterminal Symbols by
simply use of the name. A programmer who will uses these classes in his/her own source
code does not have to create objects for the classes Symbol, RuleCFG, or RuleRCG. By
comparison, a programmer who will work only with the Grammar class does not have
to create the Alphabets of terminal or nonterminal symbols or the Rightside instance. All
of the above-mentioned methods implement a simple Garbage Collection3. That means, a
programmer is capable of deleting only the instances created by him/her. Any other objects
will be deleted automatically if they are not necessary.
6.3 GNU Bison parser
The correctness of the RCG rules contained in the input file has to be determined by
the proper parser. I used the existing Bison parser generator to create the input grammar
parser, which is also utilized for the result of the front-end application. The implementation
of the parser was realized using the GNU Bison 2.5, The rules with semantic actions are
3 A Garbage Collection (GC) is a form of automatic memory management.
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written in the file src/parser.y. In the compilation process, the parser is made (files
parser.cpp and parser.hpp). Then, these source files are compiled into the application
together with others files.
The created parser uses the above-described Driver object. The semantic actions of each
rule invoke methods according to their purpose; simultaneously, the methods are provided





The implemented application is noninteractive, but its settings are controlled by parameters
from the commnad line. The description and usage of the parameters can be found in
Section 7.1. Then, Section 7.2 presents the exact structure of the input file format. The
script usage designed in Section 5.1 is described in subchapter 7.3. Section 7.4 analyze
the system requirements for developing and running. Finally, Section 7.5 demonstrates
some samples of the input and output for the implemented application. More examples are
available in Appendix B.
7.1 Command line parameters
The list of accepted parameters on the command line is shown in Table 7.1.
Short option Long option Name
-i <file> --input <file> Input




Table 7.1: The accepted application parameters.
None of the above-mentioned parameters are compulsory. Only the parameters Input
and Output set the application; the others are mainly of informative character. After using
one of these auxiliary options, the program writes the associated text and ends. Each of
the parameters has a short and a long format (see the table above), which corresponds to
the POSIX standard.
The parameters are defined as follows:
• Input serves to set the input file for the application; the default value is the standard
input (stdin).
• Output is instrumental towards setting the target file; if this file has not been assigned,
the program will use the standard output (stdout).
• Version prints out the version and author of the application.
• Usage shows what parameters can be applied and how.
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• Help displays the actual usage and a short description for each of the parameters.
7.2 Structure of the input file
// MiRaCoG RCG rules
%%%
NT1 : <right side> , { <permitting> }, { <forbidding> } ;
NT2 : <right side> , { }, { }, {{ <action> }} ;
: <right side> , { }, { <forbidding> }, {{ <action> }} ;
: <right side> , { <permitting> }, { }, {{ <action> }} ;
%~%
Figure 7.1: The Random Context Grammar syntax.
Figure 7.1 describes the syntax accepted by the application’s parser. NT1 symbolizes
the nonterminal - leftside of the rule. If the nonterminal is omitted, then the last defined
nonterminal is used. The first nonterminal has to be specified. The right side consists of
the terminals and nonterminals divided by one or more whitespaces. The permitting and
forbidding parts are the nonterminal sets divided by comma. In the figure above, brackets
are required to denote empty sets. The last component is semantic action, which can be
omitted together with the comma. Every line has to be ended with one semicolon. Full
examples of the input file are shown in Section 7.5.
7.3 Encapsulation bash script
A part of the application design is the bash script run.sh, which can be launched in two
modes (see Table 7.2). This script requires the Bison, version 2.4 or higher, and the flex
2.5.35 or higher. The running commands for the Bison and the flex can be changed in the
beginning of the script.
Mode Command line Example
test ./run.sh <num> ./run.sh 1
run - base ./run.sh <grammar-file> ./run.sh abcd.yy
run - flex ./run.sh flex <grammar-file>
[<flex-file>]
./run.sh flex efgh.yy ijkl.l
Table 7.2: The bash script run.sh modes with examples.
The first mode, the test mode, will launch one of the script tests according to the
used parameter number. The test 1 demonstrates the first sample in Section 7.5 (see
Figures 7.2 and 7.3). The second test, number 2, compiles and executes the program from
the first test. This program parses the user input text by lines. In each line, the syntax is
checked using the random context grammar for Language 1. The test 3 demonstrates the
practical language using an efficient description of the random context grammar. In the
list, individual items are separated by the comma, excepting only the last pair, which has
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to be connected with a special clutch. For simplicity, we use the letter ’A’ instead of an any
item. The clutch connecting the last pair of items ’A’ is the character ’+’ (the plus sign).
This example with the remaining samples are presented with the figures in Appendix B.
With the exception of the first test, this script performs the following steps:
1. The input file with the RCG rules, written in the MiRaCoG syntax, is translated to
the CFG in the Bison format via the designed application
2. The target file from the previous phase is processed by the Bison program. The result
is the source of the RCG-based parser.
3. The process of compiling the parser file and an additional main file with the GCC
compiler (language C) produces the console program.
4. Lastly, the script executes this console program, which will read the user input and
parse every line as the string in a language described by the RCG.
The second mode, the run mode, expects the name of the file in the MiRaCoG format.
This mode performs the steps written above. In general, it uses a base scanner, which
interprets the input characters in the ASCII as terminal tokens with this ASCII code. This
scanner ignores spaces (ASCII 32) and tabulators (ASCII 9). The line can end with the
line feed (LF, ASCII 10, Linux end of line) or the carriage return (CR, ASCII 13, MacOS
end of line). The Windows file endings LF CR are accepted, too. The script in the run
mode supports also a flex scanner (see the third line in Table 7.2). The default flex file is
flex-lexer.l, which supports the strings, the numbers, the braces and the mathematical
operations such as the plus, minus and multiply. A flex string begins with an alphabet
character and is followed by the numbers, alphabet characters, or an underscore. A flex
number contains only digits, and it is supported within the range of maximal integer type.
7.4 System requirements
The front-end application was successfully developed and tested on the following environ-
ments:
• The operating system:
1. Ubuntu-based in Natty edition (or compatible)
2. MacOS X 10.8.2 (or compatible)
3. CentOS 5.5 (or compatible)
4. FreeBSD 9.x (or compatible)
• The memory: 256 kB1
• The free hard disk space: 128 kB
• The C++ compiler: g++ 4.5 (or compatible)
– The C++ libraries: string, iostream, set, list
• The C compiler: gcc 4.5 (or compatible)
1The memory requirement increases with the count of the input rules and nonterminals in the grammar.
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– The C libraries: stdio.h, stdlib.h, getopt.h
• The GNU Bison: 2.5 (or compatible)
• The flex: 2.5.35 (or compatible)
7.5 Sample results of the application
Figure 7.2 is shown for the language L1 (see Example 1), and Figure 7.3 presents the
result from the MiRaCoG front-end application. The translated context-free grammar is
identical with the LL context-free grammarin Section 2.4.1, only with different names of








s : A s s, {}, {s}, {{ printf("Used rule ABs\n"); }} ;
: B s ,{s},{ },{{ printf("Used rule Bs\n"); }};
: C,{},{},{{}};
%~%
Figure 7.2: The sample MiRaCoG rules for the language L1.
%%
s_ : A s_s s_ { printf("Used rule ABs\n"); };
s_s : B s_s { printf("Used rule Bs\n"); };
s_ : C {};
s_s : C {};
%%
Figure 7.3: The resulting Bison syntax for the above Sample 7.2.
The nonterminals in the translated context-free grammar are compounded from the
nonterminal (A) and the set of nonterminals (Q). Their names are generated as follows:
1. The set of nonterminals contains unique nonterminals (The nonterminals are not
repeated)
2. The set is lexicographically sorted
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3. All elements from the set are joined via the underscore ( ), thus setting the name of
the set
4. Finally, the nonterminal (A) is connected with the name of the set
The terminal name s demonstrates the connection of the nonterminal with the empty set
of nonterminals.
The next sample script (test with the number 5) shows the leftmost context-free gram-
mar written using the random context grammar rules and translated with the application.
The translated CFG was not changed at all. The generated language L2 can be described




s : a b , {}, {};
a : A a B, {}, {};
: A B , {}, {};
b : B b A, {}, {};
: B A , {}, {};
%~%
Figure 7.4: The sample MiRaCoG rules for the L2 language.
%%
s_ : a_b b_ ;
a_b : A a_b B ;
a_b : A B ;
b_ : B b_ A ;
b_ : B A ;
%%




This thesis presents random context grammars (RCG) with an LL condition. The author
shows that, for some languages, we can construct an RCG more efficiently than any context-
free grammar (see Section 3.2). The aim of this thesis is to implement the results presented
in the article LL Random Context Grammars[MVZ12], which had not yet been published.
The implementation comprises a front-end application and an encapsulation script; the
front-end part ensures the translation from a random context grammar to a context-free
grammar in the Bison syntax. The translation procedure uses Algorithm 3.1.
The above-mentioned algorithm uses the power set of the nonterminals, which has the
exponential cardinality with base 2 (recall the basic mathematical notions in Section 2.1). In
the worst case (the permitting/forbidding sets are empty for all rules in the input grammar),
each random context rule will generates new 2n context-free rules, where n is the number
of nonterminals. Even after applying Algorithm 6.1 to reduce the useless rules, some of the
generated rules will be unnecessary because of the duplication, for example. Thus, the main
algorithm 3.1 could be optimized to reduce the rules in order to achieve efficiency of the
RCG. Moreover, the multi-threading1 model for this algorithm enables parallel execution
on a multiprocessing system2.
The created application can be extended to use dynamic libraries in the process of
generating the output for any parser generators. The perspectives of further research consist
mainly in the stand-alone parser generator based on a random context grammar with a
different restriction, for example LR, LL(*). However, another possible direction for future
investigation within the field can be identified in searching for a new type of notation for the
grammar; such notation should be built upon a more intuitive basis, exploiting the possible
efficiency of RCG. The reason behind this need consists in the fact that the currently used
notation is simple for machines but rather complicated for a human being.
1 Multi-threading is a programming model that allows multiple threads to exists within the context of a
single process.
2Multiprocessing is the use of two or more CPUs or cores.
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The directory structure on enclosed CD-ROM is as follows:
• doc - the documentation files of the sources, generated using the doxygen
– html - the API1 manual in the HTML format
– latex - the same API in the PDF format
• src - the source files of the implemented application
– examples - the samples of the application input and the source code files for the
base testing parser and lexer
– grammar - the implemented grammar source files (see Section 6.2)
– tests - the source code of the tests for the grammar classes
– Makefile - Makefile for the unix-like OS
– run.sh - the encapsulated run script (see Section 7.3)
• tex - the source code of this thesis in the LATEX format
– fig - images in this document
• bp xmikit00.pdf - this bachelor thesis in the PDF format
1The Application Programming Interface.
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Appendix B
Full description of sample files on
CD
The result of this thesis is the implemented front-end application for the Bison parser
generator. As described in Section 5.1 and Section 7.3, the encapsulation bash script was
implemented with the front-end. The main purpose of this script is the full demonstration
of using the RCG in parsing process. The mentioned script result consists in the compiled
parser.
The run script comprises the test and run modes. The run mode is described in Sec-
tion 7.3.
This appendix describes all tests that can be found on the CD. The Test 1, Test 2,
and Test 5 are already presented in Section 7.5.
Test 3
The test 3 demonstrates the practical language L3 using an efficient description of the ran-
dom context grammar. In the list, individual items are separated by the comma, excepting
only the last pair, which has to be connected with a special clutch. For simplicity, we use
the letter ’A’ instead of an any item. The clutch connecting the last pair of items ’A’ is the
character ’+’ (the plus sign).
The examples of the above-described language are:
• A, A, A, A + A
• A + A
• A, A + A
• A
The following strings do not represent the language:
• A, A, A
• A, A + A, A
• A, A + A, A, A
42
%%%
list : list items ,{}, {};
: A ,{}, {};
items : COMMA A , {items}, {};
: PLUS A, {}, {items};
%~%
Figure B.1: The sample MiRaCoG rules for the language L3.
%%
list_ : list_items items_ ;
list_items : list_items items_items ;
list_ : A ;
list_items : A ;
items_items : COMMA A ;
items_ : PLUS A ;
%%
Figure B.2: The resulting Bison syntax for the language L3.
The input RCG rules (see Figure B.1) contains only two nonterminals and four rules.
The CFG example (see Figure B.3) for this language consists in the same counts of the
rules and nonterminals, but the presented RCG looks more intuitive than the CFG.
%%
list : A ;
list : A items PLUS A ;
items : COMMA A items ;
items : /*empty rules*/ ;
%%
Figure B.3: The Bison syntax of the hand-made CFG for the language L3.
Test 4
The test 4 is the example of the connection the Bison with the flex. This test represents
the above-mentioned language L3 in more extensive form.
The list of items is composed of the letters ’A’, ’B’, ’C’, or ’D’. The clutch between the
last pair is ’and ’. The RCG has more efficient description for some languages (proved in
Section 3.2). The language L3 is another good practical example of this proof. The item
’B’ cannot be used as the last component in the list; this is written in the RCG rules that















list : list items ,{}, {};
: item ,{}, {};
items : COMMA item , {items}, {};
: PLUS item, {}, {items};
item : A, {}, {};
item : B, {items}, {};
item : C, {}, {items};
item : D, {}, {};
%~%
Figure B.4: The sample MiRaCoG rules for the language L3.
only as the last item; the rule permits the use, when in the actual sentential form is another
nonterminal items on the right. The input file (see Figure B.4) is prepared for the use with
flex, which needs the proper file (see Figure B.5).
This test can be launched also with the following command:

















{EOL} { lastToken = EOL; return lastToken; }
{WS} { /* Skip blanks. */ }
{A} { lastToken = A; return lastToken; }
{B} { lastToken = B; return lastToken; }
{C} { lastToken = C; return lastToken; }
{D} { lastToken = D; return lastToken; }
{PLUS} { lastToken = PLUS; return lastToken; }
{COMMA} { lastToken = COMMA; return lastToken; }
%%
Figure B.5: The sample flex file for the language L3.
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%%
list_ : list_items items_ ;
list_items : list_items items_items ;
list_ : item_ ;
list_items : item_items ;
items_items : COMMA item_items ;
items_ : PLUS item_ ;
item_ : A ;
item_items : A ;
item_items : B ;
item_ : C ;
item_ : D ;
item_items : D ;
%%
Figure B.6: The resulting Bison rules for the language L3.
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