Introduction
The goal of this paper is to initiate a study of holomorphic mappings F between two domains D and D ′ in C n+1 , sending D to a subset F (D) ⊂ D ′ whose shape approximates D ′ as much as possible. It is known since Poincaré [9] and subsequent work by Tanaka [10] , Chern-Moser [6] and Fefferman [7] that in general, there does not exist any biholomorphic maps between two given bounded strongly pseudoconvex domains in C n+1 with n ≥ 1 (see [2] ′ with U being a neighborhood of p, such that F (Z n ) → p ′ whenever Z n → p non-tangentially in U ∩ D (i.e. the distance from Z n to p does not exceed its distance to ∂D times a constant multiple). We shall assume both D and D ′ to be strongly pseudoconvex with smooth boundaries and choose local holomorphic coordinates (z, w) and (z ′ , w ′ ) near p and p ′ respectively where p = p ′ = 0 and D, D ′ are locally given by
where z := |z 1 | 2 + · · · + |z n | 2 . In order to speak about a contact order between F (D) and D ′ we need to introduce a differential of F at the boundary point p, which we again understand in the non-tangential sense (see §2 for precise definition).
The first question is what the possible non-tangential differentials that may occur in this way are. As a first preliminary result we give a complete characterization in terms of the singular values. Recall that every complex n × n matrix C admits its singular value decomposition C = U 1 DU 2 , where U 1 , U 2 ∈ U(n) are unitary and D is diagonal with real nonnegative entries µ 1 ≥ · · · ≥ µ n ≥ 0 (this can be shown, e.g., by using the polar decomposition C = UH with U unitary and H hermitian and by further diagonalizing H). The entries of D are uniquely determined by C. We have the following characterization: 
where λ > 0 is a real number, A ∈ C n is a complex vector and C is a complex n × n matrix whose singular values µ 1 ≥ . . . ≥ µ n ≥ 0 satisfy µ j ≤ √ λ for j = 1, . . . , n.
In particular from (1.2) it follows that a germ F of holomorphic map from D to D ′ sending 0 to 0 which is non-tangentially differentiable at 0 is a contact map, in the sense that its non-tangential differential maps the complex tangent space
′ are bounded strongly pseudoconvex domains and F : D → D ′ is holomorphic (i.e. it is not just a germ near a boundary point), this latter fact follows also from Abate's generalization of the classical Julia-Wolff-Carathéodory theorem ( [1] ). Thus, in a certain sense, Proposition 1.1 can be interpreted as a Julia-Wolff-Carathéodory theorem in the local.
If F is as in Proposition 1.1, set α j := µ j / √ λ for j = 1, . . . , n. We call the numbers 1 ≥ α n ≥ . . . ≥ α 1 ≥ 0 the singular values of the (non-tangential) differential of F at p. It turns out that these numbers do not depend on the choice of coordinates (z, w) and (z ′ , w ′ ) provided (1.1) holds (see Lemma 2.1). On the other hand, one can easily eliminate A by composing F with a suitable automorphism of the corresponding Siegel domain Im w > z 2 of the form
Hence these are the only "first order" invariants of F at p and, roughly speaking, they read the ratios of "squeezing" by F in complex tangent directions comparing to the normal direction. The nearer to 1 the singular values are, the similar to D ′ the image F (D) looks like near p ′ . As the next step, we study the conditions on the "higher order jets" of F at p. In order to make it meaningful to talk about jets at boundary points, we shall assume F to have smooth extension through the boundary. That is, we consider the subset
consisting of all germs F having representatives extending smoothly to some neighborhoods of p. It is not hard to see that if α j < 1 for all j, then there are no restrictions on the set of possible higher order jets of maps in J p,p ′ (D, D ′ ) whose differentials at p have the given singular values 1 > α 1 ≥ . . . ≥ α n ≥ 0. However, our Proposition 1.1 above implies that even the choice of F with 1 = α 1 = . . . = α n is always possible giving a better contact of F (D) with D ′ . Our next question is now to examine the possible restrictions on the higher order jets of F in this "extreme case".
Let F ∈ J p,p ′ (D, D ′ ) be such that all the singular values of its differential at p are 1. Then in view of the remarks above, one can choose the coordinates (z, w) and (z ′ , w ′ ) preserving (1.1) such that dF p becomes the identity id. The property of having dF p = id in suitable coordinates where (1.1) holds, admits a natural higher order generalization: Using Chern-Moser normal forms, we give a complete description of the second order jets for maps in J p,p ′ (D, D ′ ) whose first jet is the identity (Theorem 3.1). In particular it turns out that the space of possible second order jets has its interior described by simple algebraic inequalities. That is, for any 2-jet in the interior, there exists a germ F ∈ J p,p ′ (D, D ′ ) with that jet and no further restrictions arise on the possible jets of order three or higher. This gives a more precise description of possible 1-flat germs.
In contrast to 1-flat germs, 2-flat germs may not exist at all for some D and D ′ . This latter fact is somewhat related to the rigidity phenomena for self-maps known as "BurnsKrantz type theorems" (see [5] , [8] , [3] ). We show that the existence of 2-flat germs implies a nontrivial geometric condition on D and D ′ expressed as follows. We say that two real hypersurfaces M and M ′ in C n+1 passing through a point q are tangent at q up to weighted order k if, for some (and hence any) local defining function ρ of M ′ and some (and hence any) local parametrization γ : C n ×R → C n+1 of M with γ(0) = q and dγ 0 (C n ×{0}) being the complex tangent space of M at q, the composition ρ • γ vanishes at 0 up to weighted order k, where as before we assign weight 1 to the coordinates in z ∈ C n and weight 2 to the coordinate in u ∈ R. We now call (∂D, p) and (∂D ′ , p ′ ) equivalent up to weighted order k if there exists a local holomorphic diffeomorphism of C n+1 near p, sending p to p ′ and ∂D to another real hypersurface, which is tangent to ∂D ′ up to weighted order k at p ′ . Our result for 2-flat germs can now be stated as follows: The outline of the paper is the following. In the second section we prove the "only if" part of Proposition 1.1 and discuss the first jets. In the third section we recall the ChernMoser theory as needed for our purposes, describe the possible second jets for 1-flat germs (Theorem 3.1), finish the proof of Proposition 1.1, give some equivalent conditions for 2-flatness and prove Theorem 1.4. Finally, there is an Appendix where we collected some auxiliary results needed in the various proofs.
First order Jets
Let F : D → C m be holomorphic for some m. We say that F is non-tangentially differentiable at p if there exists a point p ′ ∈ C m and a linear map dF p :
holds for any sequence (Z k ) of points in D converging non-tangentially to p. We call dF p the non-tangential differential of F at p. We shall consider the case when D, D ′ are domains in C n+1 with smooth boundaries and strongly pseudoconvex points p ∈ ∂D, p ′ ∈ ∂D ′ . In the sequel, we shall assume p = p ′ = 0 and choose local holomorphic coordinates (z, w) ∈ C n × C and (z ′ , w ′ ) ∈ C n × C vanishing at the origin such that D and D ′ are locally given by
We will obtain the "only if" statement of Proposition 1.1 as consequence of the following lemma:
where λ > 0 is a real number, A ∈ C n is a complex vector and C is a complex (n × n)-matrix whose singular values
n are invariant under coordinates changes preserving (2.2).
For the proof we need the following elementary result, whose proof is supplied for the reader's convenience.
Lemma 2.2. Let D be a domain in C
n+1 having 0 as a smooth boundary point and
Proof. Without loss of generality, F (0) = 0 and dF 0 = 0. Let {Z k } be any sequence in D converging non-tangentially to 0 ∈ ∂D. It suffice to show that ∂F ∂Z l (Z k ) → 0 for every l = 1, . . . , n + 1, where we use the notation Z = (Z 1 , . . . , Z n+1 ). We give a proof for l = 1, the other cases being completely analogous. Since {Z k } converges non-tangentially in D, there exists ε > 0 such that, for any other sequence { Z k } with Z k − Z k ≤ ε Z k , one has Z k ∈ D for all k and { Z k } also converges to 0 non-tangentially in D. By the Cauchy Integral Formula, we have
It remains to choose ζ with |ζ − Z
) and use (2.1) with Z k replaced by Z k .
Proof of Lemma 2.1. We first observe that dF 0 must send the upper half-space Im w ≥ 0 into itself. Otherwise there would exist a non-tangentially convergent sequence Z k = vε k , where v ∈ {(z, w) : Im w > 0} is a vector with dF 0 (v) not contained in Im w ≥ 0 and {ε k } a sequence of positive real numbers converging to 0. The latter would be in contradiction with (2.1) and (2.2). Hence dF 0 sends the real hyperplane Im w = 0 into itself and, since it is complex-linear in view of Lemma 2.2, also the complex hyperplane w = 0 into itself. Putting everything together, we conclude that dF 0 is of the form (2.3) with some matrices C and A and a real number λ ≥ 0.
The second step consists of showing that λ > 0. Suppose, on the contrary, that λ = 0. Since D ′ is strongly pseudoconvex at 0, it is easy to construct a continuous plurisubharmonic (peak) function ϕ defined in a neighborhood of 0 in C n+1 such that ϕ(0) = 0, dϕ 0 = −d(Im w) and ϕ(Z) < 0 for Z ∈ D ′ \ {0}. Furthermore, it is easy to extend ϕ to a continuous plurisubharmonic function ψ defined on the whole D ′ by setting
where δ > 0 and ε > 0 are chosen such that ϕ(Z) < −ε for Z ∈ D ′ with Z = δ. Note that ψ coincides with ϕ in a neighborhood of 0 in D ′ . Then λ = 0 follows from the Hopf lemma applied to ψ • F restricted to a disk in the complex line {(z, w) : z = 0} that is contained in D and tangent to the boundary ∂D at 0.
The third step is to show that the ratios µ j / √ λ do not depend on the coordinates chosen and that the inequalities µ j / √ λ ≤ 1 hold. Using the singular value decomposition of C, we can compose F with suitable unitary linear transformations of C n+1 on the right and on the left, such that both forms (2.2) are preserved and C becomes diagonal with real entries µ 1 ≥ . . . µ n ≥ 0 equal to its singular values. Furthermore, composing with a dilation (z, w) → (λz, |λ| 2 w), we may assume that λ = 1. Now consider any changes of coordinates (z, w) → ϕ 1 (z, w) and (
. Then the differentials (dϕ 1 ) 0 and (dϕ 2 ) 0 must be of the form
where λ j 's are real positive and U j 's are unitary. Furthermore, in order to keep the above normalization of dF 0 , we must have λ 1 = λ 2 . Then in these new coordinates, we have
and it follows that the singular values of C coincide with those of C. This shows that the ratios µ j / √ λ are invariants of dF 0 . To show that µ j / √ λ ≤ 1 for all j = 1, . . . , n, or µ j in our normalization, it suffices to show that C ≤ 1. By contradiction, suppose that Cξ > 1 for a vector ξ ∈ C n with ξ = 1. We change local holomorphic coordinates in C n+1 near 0 such that ∂D and ∂D ′ are approximated by the ball { Z − (0, i/2) < 1} up to order 3 at 0. Such coordinate change can be chosen to be the identity up to order 2, so that the matrix of dF 0 does not change. Then, in view of Lemma 2.2, we can choose discs
where ∆ is the unit disc in C, with ε > 0 sufficiently small such that
where F z ∈ C n denotes the tangential component of F and Z k := f k (0). By the attraction property (Lemma A.1), for η :
, we may assume that the images F (f k (η∆)) are contained in a sufficiently small neighborhood of 0. Choose r k > 0 such that the central projection π k from (0, −r k ) onto the hyperplane {w = i/k 2 } sends the ball { Z − (0, i/2) < 1} in C n+1 into the ball with center (0, i/k 2 ) and radius 1+ε/2 k in the hyperplane {w = i/k 2 }. Then there exists sufficiently small neighborhood U of 0 such that, for k sufficiently large, π k sends U ∩ D ′ into the ball with center (0, i/k 2 ) and radius (1 + ε)/k. Together with (2.8), we reach a contradiction with the Schwarz lemma for π k •F •f k restricted to η∆. Remark 2.3. We say that a holomorphic map F from D into D ′ which extends smoothly to p and maps p to q and sends ∂D into ∂D ′ up to order k at p if, for some (and hence
. From the previous discussion it is clear that if F extends smoothly to p and sends ∂D into ∂D ′ up to order 2, then the singular values of dF p at p are all equal to 1.
In the proof of Lemma 2.1 we have seen that in case all singular values of the differential of F at 0 are equal to 1, we can choose coordinates (z, w) and (z ′ , w ′ ) such that (2.2) holds and
for some complex vector A ∈ C n . Using automorphisms g a of the Siegel domain {(z, w) ∈ C n × C : Im w > z 2 } given by (1.3) we can replace F by g −A • F to make its differential at the origin equal to the identity. Here and in the sequel we set (2.9) z, ζ := z 1ζ1 + . . . + z nζn .
Note that g a preserves the form (2.2). According to [6] , we can find germs of biholomorphisms h 1 and h 2 such that h 
Second order jets for 1-flat maps
As a matter of notations, for m ∈ N, we use the symbol O(m) to represent any (smooth) function which vanishes at the origin together its derivatives up to order less than m. The symbol o(m) for m ∈ N means that also the m-th derivative is zero at the origin. Whenever we need to state explicitly that a function depending on several (complex or real) variables vanishes at the origin together with all its partial derivatives with respect to a certain variable-say u-up to the order m, we write such a function as O(u m ). Also we freely mix and add these notations. For instance the function 3u
The same notation is used for the small Landau's symbol o.
In this section we assume
′ ) was reserved for the holomorphic map germs having smooth extensions to some neighborhoods of p. Arguing as in the previous section we may assume p = p ′ = 0, dF 0 = id and ∂D, ∂D ′ given (locally) by expressions of the form Im w = z 2 + O(3). In order to simplify the notation, we use the symbol J (D, D ′ ) to denote the germs of holomorphic maps from D to D ′ which are smooth at 0 and such that F (0) = 0. As a matter of notation, if f :
is expandable at the origin, with homogeneous expansion f (z, w) = ν f ν (z, w), we are going to denote by f z j (z, w) the projection to C n z of the homogeneous polynomial vector f j and by f w j the projection to C w . Moreover, for a homogeneous polynomial P (z, w) of degree j, we write P (z, w) = j ν=0 P ν,j−ν (z, w), for P l,k (z, w) = C lk (z)w k , where C lk (z) is a homogeneous polynomial of degree l in the z's.
To deal with jets of order two we need however to have better expansions for the normal forms of the domains.
Following [6] , we assign weight 1 to z j ,z j (for j = 1, . . . , n) and weight 2 to u = Re w. A real polynomial P (z,z, u) is of weighted degree m if it is a linear combination of monomials of type z j 1 · · · z j k u l with k + 2l = m. With this notation, Chern-Moser normal forms for ∂D and ∂D ′ can be written as
where ϕ µ and ϕ ′ µ are real weighted homogeneous polynomials of weighted degree µ which are linear combinations of monomials, each of which is divisible by z j 1 z j 2z k 1z k 2 for some j 1 , j 2 , k 1 , k 2 ∈ {1, . . . , n}. In particular, ϕ 4 , ϕ , where, if Q (j,k) (z,z) is a polynomial of degree j in z α and degree k inz β given by
with the a α 1 ...α j β 1 ...β k 's symmetric with respect to α 1 . . . , α j and respect to β 1 , . . . , β k , then
Actually a Chern-Moser normal form as defined in [6] involves further trace conditions on higher order terms that we won't need here. Notice that the Chern-Moser normal form of a domain is not unique, but it is parametrized by the automorphisms of the quadric {Im w = z 2 } fixing the origin. Proof. We shall use Corollary A.6 applied to the basic condition F (D) ⊆ D ′ . In view of (3.1), a parametrization for ∂D is given by
Therefore the basic condition becomes
where Z is as in (3.5) and F k denotes the component of weight k. Expanding (3.6) up to weighted order two and applying Corollary A.6 we have n . This last equality clearly implies F z 2,0 ≡ 0. Therefore 1-flatness implies that all terms of weighted order two and three in the expansion of (3.6) are zero. Now we pass to the weighted order four:
By Corollary A.6, looking at terms of the lowest degree in (z,z) we obtain that Im F w 0,2 (u) ≥ 0 and, since the dependence on u is quadratic, this is equivalent to Im F w 0,2 (1) ≥ 0. Now we can set u = t z 2 with t ∈ R in (3.11), and apply Remark A.7 to terms of bi-degree (2, 2) in (z,z):
For z = 0 fixed, the left-hand side of (3.12) must be greater than or equal 0 for all t, which is equivalent to (3.3) and (3.4) (for Im F w 0,2 (1) = 0, (3.4) follows from (3.3)). Finally, if both inequalities in (3.3) are strict for any z = 0, then the lowest weighted order nontrivial homogeneous term in (3.6) is positive for (z, u) = 0 if we choose F to be of the form (3.2) without higher order terms. Therefore (3.6) will always hold in a neighborhood of the origin. This proves the last statement. 
If all entries in ∆ are < 1, we choose F Let l ≤ n and suppose that α 1 = . . . = α l = 1 and α k < 1 for k > l. Let us write z = (z ′ , z ′′ ) ∈ C l × C n−l . Also, with obvious meaning, write Remark 3.4. Observe that, for any k, the property that one has the equality in (3.6) up to weighted order k does not depend on the choice of coordinates. Indeed, (3.6) is obtained by substituting the parametrization
Then the equality in (3.6) up to weighted order k means that ρ • γ vanishes up to weighted order k at 0. Now we claim that for any smooth defining function ρ of ∂D ′ and any smooth parametrization γ( z, u) = γ(z( z, u), u( z, u)) of F (∂D) with du d z (0) = 0, the weighted vanishing orders of ρ • γ (in ( z, u)) coincides with that of ρ • γ (in (z, u) ). Indeed, we have ρ = ρα for a suitable function α and hence the weighted vanishing order of ρ • γ is at least as high as that of ρ•γ. Furthermore, writing (z, u) = (A z +B u, C u)+O( z 2 + u 2 ) with suitable matrices A, B, C, we see that also the weighted vanishing order of ρ • γ is at least as high as that of ρ • γ. Reversing the argument, we see that both vanishing orders are equal as claimed.
We shall say that F (∂D) is tangent to ∂D ′ at 0 up to weighted order k if we have the equality in (3.6) up to weighted order k. The latter property is well-defined and does not depend on coordinate choices in view of Remark 3.4. 3.12) ), where the latter vanishes by Lemma 3.3 since F z 1,1 ≡ 0. Hence, by Lemma A.8, the whole weighted homogeneous part of (3.6) of order 4 must vanish. Thus (1) implies (2) . Now assume (2) . In particular, we have the equality in (3.11) which, for the terms of type (0, 0, 2) in (z,z, u) yields Im F w 0,2 (1) = 0. Then the equality in (3.12) together with the trace decomposition implies (2) as in [6] .
Finally, assuming (3), applying Lemma 3.3 and arguing as before, we obtain (2) proving that (2) and ( with λ 1 , λ 2 , λ 3 being real numbers to be suitably chosen. We first remark that with this choice of F one always has the equality in (3.6) up to weighted order 5. We now consider the corresponding inequality for the terms of weighted order 6:
which is equivalent to
where ϕ
. Therefore we can choose λ 1 , λ 2 to have the strict inequality in (3.36) whenever z = 0. We still have the equality for z = 0, u = 0 and hence have to pass to higher order terms to obtain strict inequality for all (z, u) = 0. After further inspection of the terms of weighted order 7 and 8 we see that each of them, except λ 3 u 4 , is o( z 6 +u 2 z 2 ) as (z, u) → 0 due to the Chern-Moser normalization of the terms ϕ j µ . Hence, choosing λ 3 > 0 and λ 1 , λ 2 as above we obtain the strict inequality for the sum of the terms up to weighted order 8 for all sufficiently small (z, u) = 0. Finally, in the full weighted homogeneous expansion of (3.6), we will also reach the strict inequality for all sufficiently small (z, u) = 0 implying F ∈ J p,p ′ (D, D ′ ). This proves the existence part of Theorem 1.4.
Appendix A.
A.1. Attraction property of analytic discs. The following elementary property has been used in the proof of Lemma 2.1 (see [4] for more elaborate refined versions). Proof. By contradiction, suppose that, for some fixed η and U, there exists a sequence of holomorphic maps f k : ∆ → D with f k (0) → p such that f k (η∆) ⊂ U. By Montel's theorem, {f k } can be assumed convergent to a limit map f : ∆ → D, uniformly on compacta, in particular, on η∆. Since f (∆) ⊂ D and, by the assumption, D does not contain nontrivial varieties through p, we must have f (z) ≡ p. The latter fact implies f k (η∆) ⊂ U contradicting the choice of the sequence {f k }. The proof is complete.
A.2. Polynomial approximations in real variables. We begin with a function f (x) in one (real) variable that is approximated by a polynomial p(x) up to some error term r(x). We have the following elementary property whose proof is left to the reader: We next extend Lemma A.2 to several (real) variables. For simplicity, we restrict ourselves to the two-dimensional case. Recall that the Newton polytope of a polynomial
2 is the convex hull of the set of all (l 1 , l 2 ) with p l 1 l 2 = 0. The extended Newton polytope is the minimal convex set C containing the Newton polytope such that, if (l 1 , l 2 ) ∈ C, then (k 1 , k 2 ) ∈ C whenever k 1 ≤ l 1 and k 2 ≤ l 2 . We have the following extension of Lemma A.2:
Lemma A.4. Let p(x 1 , x 2 ) be a real polynomial and for j = 1, . . . , s, let r j (x) be real functions and (d j1 , d j2 ) be pairs of nonnegative integers satisfying
Suppose that the convex hull of the set {(d j1 , d j2 ) : 1 ≤ j ≤ s} does not intersect the interior of the extended Newton polytope of p(x) and that
Proof. It follows from the assumptions that there exists a pair (ν 1 , ν 2 ) = 0 of nonnegative integers such that, for any coefficient p l 1 l 2 = 0 of p and any j = 1, . . . , s, one has
Then, for any real numbers λ 1 , λ 2 > 0, we have p(λ 1 x ν 1 , λ 2 x ν 2 ) ≥ 0 for x > 0 in a neighborhood of 0 in view of Remark A.3. Since λ 1 , λ 2 are arbitrary, we obtain the conclusion of the lemma.
Consider now the case of variables X 1 ∈ R n 1 and X 2 ∈ R n 2 and write a polynomial p(X 1 , X 2 ) in the form
where p l 1 l 2 (X 1 , X 2 ) is bihomogeneous in (X 1 , X 2 ) of bidegree (l 1 , l 2 ). Define the extended bihomogeneous Newton polytope of p in N 2 the same way as above. Then, we obtain the following extension of Lemma A.4:
Lemma A.5. Let p(X 1 , X 2 ) be a real polynomial in X = (X 1 , X 2 ) ∈ R n 1 × R n 2 and for j = 1, . . . , s, let r j (x) be real functions and (d j1 , d j2 ) The proof can be obtained by restricting p and r j to the span of two arbitrary vectors (v 1 , 0) and (0, v 2 ) in R n 1 × R n 2 and applying Lemma A.4. In particular, we have the following "cancellation rule" for weighted homogeneous polynomials: Corollary A.6. Let ν 1 , ν 2 > 0 be weights assigned to X 1 , X 2 and let p(X 1 , X 2 ) be a weighted homogeneous polynomial of degree d in (X 1 , X 2 ) ∈ R n 1 × R n 2 , i.e. P (t ν 1 X 1 , t ν 2 X 2 ) = t d P (X 1 , X 2 ) and r be a real function satisfying r(X 1 , X 2 ) = o(( X 1 1/ν 1 + X 2 1/ν 2 ) d ), (X 1 , X 2 ) → 0 such that p(X) + r(X) ≥ 0 for X = (X 1 , X 2 ) in a neighborhood of 0. Then p(X) ≥ 0. Furthermore, if p 0 (X 1 , X 2 ) is the nontrivial bihomogeneous component of p of minimal degree in X 1 (or in X 2 ), then also p 0 (X 1 , X 2 ) ≥ 0.
A.3. Homogeneous polynomials in complex variables. By separating homogeneous terms and applying the above statements, one can reduce general polynomial inequalities to inequalities for homogeneous terms. We next state some elementary results that can be useful to separate complex monomials of the form z kzl . Let p(z,z) be a homogeneous real-valued polynomial of degree d with Proof. We assume p ≡ 0 and prove the statement by induction on the maximal number k with p k = 0. By the assumption and the reality of p, we have s < k ≤ 2s. Otherwise we have s < k ≤ 2s and let ε be any primitive 4(k − s)th root of unity. Then, if we multiply z in (A.1) by ε, we obtain a new inequality where the term with z kz2s−k changes sign whereas all other terms receive factors different from −1. Hence, by adding the new inequality and the old one, we eliminate the term with z kz2s−k and keep all other nonzero terms with with possibly changed but still nonzero coefficients. By the induction, the new polynomial must be zero. This is only possible if z kz2s−k and its conjugate are the only nonzero terms of p(z,z). Since k = s, we obtain a contradiction with (A.1). Hence p(z,z) ≡ 0.
