Abstract-Feature selection is essential in many machine learning problem, but it is often not clear on which grounds variables should be included or excluded. This paper shows that the mean squared leave-one-out error of the first-nearestneighbour estimator is effective as a cost function when selecting input variables for regression tasks. A theoretical analysis of the estimator's properties is presented to support its use for feature selection. An experimental comparison to alternative selection criteria (including mutual information, least angle regression, and the RReliefF algorithm) demonstrates reliable performance on several regression tasks.
I. INTRODUCTION
With evolving technology and the continuing development of more efficient data mechanisms, the size and complexity of interesting regression modelling tasks has grown considerably. The number of input variables which can be measured might be large, and it may be difficult to recognise which variables are important for a given task. Occasionally variables are irrelevant for the output, and at other times they contain redundant information already available in other variables. Hence the concept of feature selection has become increasingly important [1] . Being able to discard the unnecessary ones is beneficial for the performance and stability of the model. Identifying the most essential variables also provides a better understanding of the problem and interpretability of the data. In a sense, feature selection improves the signal-tonoise ratio by getting rid of some of the noisy components.
For linear problems, the issue can be solved by simple covariance or cross-correlation methods [2] , [1] . In the case of nonlinear problems, the situation is less straightforward, and there are many specialised methods to pick from, often requiring parameters which are nontrivial to tune. Some methods only rank variables, but cannot tell you how many to choose. The ranking of variables also might fail to identify situations where some variables are useful only in combination with others.
In more general feature selection procedures, some optimisation scheme is applied to search the space of subsets of variables in order to minimise a given cost function.
However, there are few generally applicable cost functions, and using specialised or model-specific choices is often inconvenient. In this paper, the Delta test (the mean squared leave-one-out error of the first-nearest-neighbour estimator) is studied and shown to be generally efficient as a cost functions, both in retaining all the important variables as well as excluding irrelevant and redundant variables. The Delta test has no parameters to tune, making it reliable and easy to use. Previously, the Delta test has been used for noise variance estimation, and in a sense represents the lowest attainable mean squared error by quantifying the extent of the "random" part of the data [3] . The idea here then is to use the noise variance estimate given by the Delta test to evaluate a subset-or selection-of variables.
We initially introduced the method in [4] , and it has been used with success in several cases [5] , [6] , [7] , [8] , [9] , [10] , [11] , [12] . This paper presents further theoretical justification to explain why the method works as well as it does. Experimental evidence comparing to alternative methods is also provided. Choosing an efficient search scheme for high-dimensional tasks is mostly left as a practical matter of implementation, and several papers specifically about optimising the Delta test have also been published in the literature [13] , [14] , [15] , [16] , [17] , [18] , [19] .
A similar method for variable selection has previously been proposed in [20] , using a weighted k-NN estimator, but has two parameters to optimise (k and a decay factor β).
The sequel of this article is organised as follows: Section II reviews the concepts of variable selection and noise variance estimators and describes the Delta test algorithm. Section III provides the main contribution which is the theoretical justification for the methodology, also discussing why the Delta test cannot simply be replaced by a more accurate noise variance estimator. In Section IV, the use of the method from a practical point of view is considered including how the method can be used with different search schemes. Sections V and VI include several experiments which illustrate the behaviour of the method in different situations and comparisons to other methods.
II. PROBLEM DEFINITION: VARIABLE SELECTION
In modern modelling problems it is not uncommon to have an overwhelming number of input variables. Many of them may turn out to be irrelevant for the task at hand, but without external information it is often difficult to identify these variables. Variable selection (also known as feature extraction, subset selection, or attribute selection [20] ) is the process of automating this task of choosing the most representative subset of variables for some modelling task.
Variable selection is a special case of dimensionality reduction. It can be used to simplify models by refining the data through discarding insignificant variables. Since many regression models and other popular data analysis algorithms suffer from the so-called curse of dimensionality [21] to some degree, it is necessary to perform some kind of dimensionality reduction to facilitate their effective use.
In contrast to general dimensional reduction techniques, variable selection provides additional value by distinctly specifying which variables are important and which are not [1] . This leads to a better insight into the relationship between the inputs and outputs, and assigns interpretability to the input variables. In cases where the user has control over some inputs, variable selection emphasises which variables to focus on and which are likely to be less relevant. Furthermore, discarding the less important inputs may result in cost savings in cases where measuring certain properties could be expensive (such as chemical properties of a sample).
A. The Delta Test
The Delta test is traditionally considered a method for residual noise variance estimation. In the kind of regression tasks considered here, the data consist of M input points
and associated scalar outputs {y i } M i=1 [22] . The assumption is that there is a functional dependence between them with an additive noise term:
The function f is often assumed to be smooth, or at least continuous, and the additive noise terms ε i are i.i.d. with zero mean and finite variance. Noise variance estimation is the study of how to find an a priori estimate for Var(ε) given some data without considering any specifics of the shape of f . Having a reliable estimate of the amount of noise is useful for model structure selection and determining when a model may be overfitting.
The original formulation [23] of the Delta test was based on the concept of variable-sized neighbourhoods, but an alternative formulation [24] with a first-nearest-neighbour (NN) approach has later surfaced. In this treatment, specifically this 1-NN formulation will be used as it is entirely non-parametric, conceptually simple, and computationally efficient. The Delta test could be interpreted as an extension of the Rice variance estimator [25] to multivariate data.
The NN of a point is defined as the unique point in a data set which minimises a distance metric to that point:
It may occur that the nearest neighbour is not unique, and in that case it is sufficient to randomly pick one from the set of nearest neighbours. In this context, the Euclidean distance is used, but in some cases it may be justified to use other metrics to get better results if some input variables are known to have specific characteristics that the Euclidean metric fails to account for appropriately. Knowing if other metrics are more appropriate generally requires external knowledge about the source or behaviour of the data. For instance, data representing class labels are best handled by the discrete metric, and "time-of-day" or "time-of-year"-type variables by taking into account their cyclic behaviour. The Delta test, initially introduced in [23] and further developed in [24] , is usually written as
i.e., the differences in the outputs associated with neighbouring (in the input space) points are considered. This is a well-known estimator of Var(ε) and it has been showne.g., in [26] -that the estimate converges to the true value of the noise variance in the limit M → ∞. Although it is not considered to be the most accurate noise estimator, its advantages include reliability, simplicity, and computational efficiency [22] . The method appears not to be particularly sensitive to mild violations of the assumptions made about the data, such as independence and distributions of the noise terms.
B. The Delta Test for Variable Selection
The Delta test was originally intended to be used for estimating residual variance. Following [7] , [9] this paper examines a different use: to use it as a cost function for variable selection by choosing that selection of variables which minimises the Delta test. Each subset of variables can be mapped to a value of the estimator by evaluating the expression in eq. (2) so that the nearest neighbours N (i) are determined according to the distance in the subspace spanned by the subset of variables. The sequel of this paper intends to show that choosing the subset which provides the smallest value for the Delta test constitutes an effective variable selection procedure for regression modelling.
An exhaustive search over the 2 d − 1 non-empty subsets of d variables is a possibility, but there are more efficient approximate search schemes as discussed in Section IV.
III. THEORETICAL CONSIDERATIONS
In this section, a theoretical treatment is provided to support the claim that the Delta test is able to identify the best subset of input variables for modelling with high probability under appropriate conditions. As the purpose of the Delta test is to deal with noisy data, it is impossible to formulate a mathematically solid statement showing that the Delta test could always choose the perfect variables, due to the random effects of the noise. Hence the assertions presented here consider the expectation of the Delta test, and show that the expectation is minimised for the best selection of variables for a finite number M of data points.
A. Analysis of the Delta Test
Some assumptions concerning the distribution of the data are required in order for the results to hold true. These continuity assumptions detailed below are designed to be similar to and compatible with the assumptions many popular non-linear modelling techniques make about the data. This enhances the usability of the Delta test as a preprocessing step for practically any non-linear regression task.
Assume a set
of random variables which are independently and identically distributed according to some probability density function p(x) for 1 ≤ i ≤ M . Here p(x) is a continuous probability density on some open, bounded C ⊂ R d and p(x) > 0 for x ∈ C. Let f : C → R be differentiable and the random variables Y i = f (X i ) + ε i , where ε i are independently distributed according to some distribution with mean 0 and finite variance σ 2 . Denote by x i a realisation of X i and by y i a realisation of Y i . The component k of a vector x is denoted by x (k) . Let I = {1, . . . , d} denote the full set of input variables, and consider subsetsĨ of I corresponding to possible selections of input variables.
, . . . is the projection of each point to the subspace corresponding to the selected variables. Similarlyx i includes the components not inĨ and is the projection onto the subspace corresponding to I \Ĩ.
Definef (x i ) as the conditional expectation of the output with partial information:
Nowf (x i ) is the best possible approximation of y i (in terms of mean squared error) when using only the variables iñ I. In particular, iff (x) = f (x) for all x ∈ C, it can be said that the variables inĨ hold all the information for fully determining f (x). Using P I to denote the power set of I, define the Delta test δ : P I → R as
where
as the noise terms are independent, and further, as f =f ,
where the first term is obviously identical forĨ andÎ. According to [27] the second term is of order M −2/#Ĩ . So, for a sufficiently large M , this will be the dominating term, implying that a smaller selection produces a smaller Delta test estimate, proving the lemma.
Theorem 1: For any finite and sufficiently large M , the expectation of the Delta test is minimised by the smallest subset of I which can fully explain f on C.
Proof: Provided the number of points is sufficiently large, by Lemma 1 the minimising selection must be able to fully explain f , and by Lemma 2 it must be the smallest such selection.
It is shown in [26] that the variance of the Delta test converges to 0 with increasing M . As the expectation of the Delta Test under the above assumptions is strictly minimised by the "best" selection, this means that the probability of the method choosing this selection generally increases by increasing the number of available samples.
B. On other noise estimators
While the motivation for using the Delta test for variable selection appears to originate from its role as a noise variance estimator, it can not simply be replaced by a more accurate estimator-such as those presented by [22] , [24] , [28] , [29] . On some level, it is intuitively sensible to optimise a model by "minimising the noise", but it is far from obvious whether the proposed scheme is justified beyond that. In Section III-A, it is shown to hold for the Delta test, but it is worth investigating if other noise estimators can be used in this way.
As in the proof of Lemma 2 previously, the expectation of the Delta Test can be expanded as
Here it is clearly seen that unless f is constant, the Delta Test has a positive bias in its role as a noise variance estimator (for a finite M ; in the limit M → ∞, the bias naturally converges to 0). This makes the estimator relatively poor for estimating noise compared to more sophisticated, less biased alternatives. However, the proposed method works for variable selection effectively by exploiting this bias. All noise estimators should be able to identify the important variables (since excluding one would inflate the noise estimate) but the Delta test has the unique ability to also prune unnecessary variables. This is because improved noise estimators are generally designed to be unbiased, so they do not have the property that the bias increases with the number of selected variables.
IV. PRACTICAL CONSIDERATIONS
When using the Delta test, it is important to consider standardising the data beforehand. In particular, the variance of the input variables needs to be of the same order for the method to be effective. Otherwise, the variables with larger variance will have an artificially inflated significance in the selection. For this reason, standardising the variables to unit variance is generally advisable.
The naïve implementation of the Delta test is to separately find the nearest neighbour of each point, leading to a complexity of O(M 2 ) per evaluation. However, this can be improved by using k-d trees [30] to determine the nearest neighbours, leading to an expected complexity of M log M , even if the worst case complexity is still M 2 . On the other hand, performing an exhaustive search over the space of all possible selections requires 2 d − 1 evaluations. Our rule of thumb is that on a conventional, reasonably modern, desktop computer an exhaustive search takes a few seconds for a data set with M = 1000 points and d = 10 variables. The exhaustive search is then practical up to 10 or at most 20 variables. However, many interesting problems are much larger than this.
Due to the nature of the noise variance estimator, it is often not necessary to find the selection providing the global minimum test value. Rather, a pragmatic approach is that reducing the estimate generally results in a better selection.
Based on this notion it is beneficial to use different heuristics for searching the space of all possible selections:
• The sequential forward selection [7] method, which starts from the empty selection and proceeds by sequentially adding that variable which results in the best improvement of the Delta test. Similarly, the sequential backward elimination method starts from the full selection and iteratively removes variables. Each method requires at most d evaluations of the Delta test.
• The forward-backward (or stepwise) search [7] , which if started from an empty initialisation is like the forward search, but in addition to adding variables, it also considers the option of removing each of the previously selected variables, and makes the change which improves the target metric the most. This addition/removal of single variables is continued until convergence. The search can also be started from the full selection, or any number of random initialisation, to more extensively explore the search space. The method appears to converge
evaluations, and has been found to often be effective.
• Tabu search [31] , which is similar to the forwardbackward search, but with additional conditions allowing it to efficiently get out of local minima, leading to better results. This search methodology has been successfully applied to optimising the Delta test for variable selection in [16] , [13] . A general overview of search strategies for feature selection by filter methods is found in [1, Chapter 4] .
As the Delta test is an estimate of the residual noise, it represents the lowest generalisation error that a model is expected to be able to reach [3] . Alternatively, it can be seen as the lowest possible training error without resorting to overfitting. In fact, as the Delta test has a bias which is always slightly positive, it can be considered a safe choice to train a model until its training error matches the Delta test estimate. Consequently, it is often useful to store the final value of the Delta test in addition to the set of selected variables when using the method.
Another interpretation of the Delta test is that it is half of the leave-one-out error of the 1-NN regression model. This provides another useful metric to compare to when performing model structure selection, since any sophisticated model should be able to perform better than the simple 1-NN model. Essentially, ifĨ is the set of variables that are selected, and δ(Ĩ) is the respective value of the Delta test, the leaveone-out or generalisation error of a good non-linear model using the variablesĨ should be between δ(Ĩ) and 2δ(Ĩ), and preferably close to the lower limit.
V. SYNTHETIC EXPERIMENT To illustrate the effectiveness of the procedure, an artificial experiment is conducted to compare the Delta test (DT) to variable selection by mutual information (MI). A synthetic experiment is appropriate as it allows repeatable instances of identical setups, and illustrates how the accuracy of the methods improves with increasing sample sizes. Mutual information is a quantity which measures the mutual dependencies between two random variables, and the extent to which they can be used to explain each other. Maximising the mutual information has been used as a criterion for variable selection in [32] , [7] . The method of [33] -which is also based on nearest neighbours-is used for estimating the mutual information, using the recommended value of k = 6 for the number of neighbours.
For this synthetic test, a very non-linear function is intentionally chosen:
with x distributed uniformly on the unit cube [0, 1] 6 ⊂ R 6 . Obviously, the optimal selection of variables for training a model is I = {1, 2, 3}. To make the task challenging, the signal-to-noise ratio of the data is made to be 1:1 by choosing the variance of the noise to be equal to the variance of f (x):
The estimators were given all 2 6 − 1 non-empty input selections, and the one which minimises the DT or maximises the MI is chosen. The results are presented in Figure 1 , where the vertical axis represents the fraction of cases where the correct selection was chosen. The experiment was performed as a Monte Carlo simulation with 1000 repetitions for each value of the data set size M .
It is clear that with increasing data size, the Delta test is eventually able to reliably choose the correct selection, as the curve tends towards 1. The necessary size of about 1000 points in this case might seem high, but recall that the situation was deliberately chosen to be problematic with the high amount of noise. The mutual information method is less successful. Although the success rate does increase with M , the accuracy is much lower for smaller values of M when compared to the Delta test. The method also requires a significantly larger number of points to converge to 1.
VI. REAL WORLD DATA
In this section, the Delta test is benchmarked on six benchmark datasets consisting of real-world measurements. All the features including the target output are standardised to zero mean and unit variance as a pre-processing step.
The Delta test method is compared to variable selection by mutual information [32] , variable ranking by least angle regression (LARS) [34] , and the RReliefF algorithm [35] . The resulting selections are evaluated by training a least squares support vector machine (LS-SVM) [36] non-linear model using LS-SVMlab v1.8 and calculating the leave-oneout (LOO) mean squared error (MSE). This provides a fair and unbiased method to compare the performance of each method for regression modelling.
LARS is a non-parametric method to rank variables [34] . It provides an exact solution for the optimal variables for the L 1 constrained ordinary least squares regression, but is also commonly used as a feature selection filter for non-linear regression problems.
The Relief algorithm [37] is another popular method for feature selection for classification problems, and has been extended to regression in the RReliefF algorithm [35] . The output of the algorithm is a set of weights for the input variables, which can be converted to a ranking of the variables in order of importance. We apply the method with k = 10 nearest neighbours, and a distance scaling factor of σ = 50.
The LS-SVM is an adaptation of support vector machines with two parameters to choose: the width σ of the Gaussian kernel and a regularisation parameter γ. These hyperparameters are obtained for each model by running the author-supplied function tunelssvm which performs a grid search with initial boundaries specified by certain heuristics and was started with the initial values σ 2 = 1 and γ = 1. The function uses a series of random cross-validations to tune the parameters, which unfortunately introduces a certain degree of variability in the results. To eliminate discrepancies caused by random effect where the optimisation gets stuck in local minima, all the LS-SVM models were tuned and evaluated 100 times, and the median error value is used. The leave-one-out error of the LS-SVM is chosen as the measure of performance since the LS-SVM provides an efficient and exact method to calculate it [38] , and it is a fair measure of the suitability of the selected variables for modelling.
For the data sets in sections VI-A and VI-B, where the number of variables is low, the minimum DT and maximum MI selections are found by an exhaustive search over all nonempty feature subsets. In the remaining sections, the multistart sequential search strategy of [17] is used to optimise both DT and MI.
As both the LARS and RReliefF methods only provide a ranking, and not a particular subset, the LS-SVM is sequentially evaluated for each number of variables, successively choosing the top-ranked ones until all variables are selected.
A. Boston Housing
The Boston housing data set [39] is a set with 14 attributes for 506 objects, and the modelling task is to predict the value of a house/apartment from the 13 other properties. The variables selected by DT, MI, LARS, and RReliefF, as well as the median LOO-errors of the LS-SVM are all presented in Table I . There are no obviously redundant variables in 
the data set, as is evidenced by the constantly decreasing error when successively choosing the variables ranked by LARS and RReliefF. The DT, also, selects all but three of the available variables. Observing the leave-one-out errors still reveals that the selection by the DT provides a solid improvement in the model accuracy compared to the MI or any of the LARS or RReliefF selections. The final value of the Delta test is δ(Ĩ) = 0.0710 here. The resulting median LOO error of 0.0892 falls appropriately between δ(Ĩ) and 2δ(Ĩ), while being close to the lower value, being in line with what is expected in Section IV.
B. Time Series Prediction: Santa Fe A Laser Data
One interesting application where variable selection is often required is in auto-regressive time series prediction, and hence the methods are also tested on a well known time series problem from the Santa Fe Time Series Competition: the laser data known as Santa Fe A [40] , [41] . The series contains 1000 samples of intensity data of a a far-infraredlaser in a chaotic state, and the task is to perform one-stepahead prediction. It has been shown that a regressor size of 12 should suffice to train an efficient model. The variable selection then pertains to which of the delayed regressors (up to a delay of 12) should be used to build the model.
The results are shown in Table II . The best accuracy by a significant margin is obtained by choosing the top three variables as ranked by RReliefF. The Delta test performs decently, leading to a better model than MI, while choosing only three of the regressor variables, and is on par with the model with four of the top ranked RReliefF variables and 
the best performing selections by LARS.
C. AnthroKids
The AnthroKids data contains anthropological measurements of children in the USA in 1977 [42] . The full original data included a total 122 measurements of 3900 individuals. As that data has several missing values, it has been converted to a regression problem in [8] by assigning the weight to be the target, and retaining 53 variables and 1019 samples without missing values. In addition to physical attributes, the data contains general information about the individuals and the measurement event. As there are several entirely redundant variables, variable selection should prove effective in improving the performance of the model.
The selected variables with resulting LOO errors are presented in Table III . For LARS and RReliefF, the results are shown only for the 20 highest ranked variables, as the addition of any further variables did not notably decrease the LOO error. The variables selected by the Delta test lead to an error on par with the best selections by RReliefF. MI and LARS result in somewhat less accurate models.
D. Triazines
The regression task is to model the activity level of different drugs (triazines) based on their chemical attributes [43] , [44] . There are 186 drug samples and 58 features (after discarding two variables which are constant for all samples). The data contains perfectly collinear sets of attributes, leading to a rank-deficient input matrix. As a result, the LARS algorithm only returns 16 variables.
The results are presented in table IV. The features as selected by the Delta test result in the most accurate LS- 35 0.0473 LARS 1-02 35, 39 0.0283 LARS 1-03 21, 35, 39 0.0273 LARS 1-04 21, 35, 37, 39 0.0189 LARS 1-05 17, 21, 35, 37, 39 0. 0171  LARS 1-06 2,17,21,35,37,39 0. 0140  LARS 1-07 2,3,17,21,35,37,39 0. 0140  LARS 1-08 2,3,17,21,35,36,37,39 0. 0131  LARS 1-09 2,3,17,19,21,35,36,37,39 0.0131 LARS 1-10 2,3,17,19,21,33,35,36,37,39 0.0124 LARS 1-11 2, 3, 17, 19, 20, 21, 33, 35, 36, 37, 39 0.0100 LARS 1-12 2, 3, 17, 19, 20, 21, 33, 35, 36, 37, 39, 48 0.0098 LARS 1-13 2, 3, 17, 19, 20, 21, 33, 35, 36, 37, 39, 44, 48 0. 0098  LARS 1-14 2,3,17,19,20,21,33,35,36,37,39,44,48,49 0. 0097  LARS 1-15 2,3,17,19,20,21,33,35,36,37,39,44,48,49,51 0. 0096  LARS 1-16 2,3,17,19,20,21,33,35,36,37,39 36, 38 0.0858 Relief 1-03 36, 37, 38 0.0505 Relief 1-04 19, 36, 37, 38 0.0327 Relief 1-05 3, 19, 36, 37, 38 0.0329 Relief 1-06 3, 19, 36, 37, 38, 39 0.0263 Relief 1-07 3, 19, 35, 36, 37, 38, 39 0.0196 Relief 1-08 3, 19, 21, 35, 36, 37, 38, 39 0.0179 Relief 1-09 3, 17, 19, 21, 35, 36, 37, 38, 39 0.0167 Relief 1-10 3, 17, 19, 21, 35, 36, 37, 38, 39, 52 0.0169 Relief 1-11 2, 3, 17, 19, 21, 35, 36, 37, 38, 39, 52 0.0132 Relief 1-12 2, 3, 4, 17, 19, 21, 35, 36, 37, 38, 39, 52 0.0098 Relief 1-13 2, 3, 4, 17, 19, 21, 33, 35, 36, 37, 38, 39, 52 0.0094 Relief 1-14 2, 3, 4, 17, 19, 21, 33, 35, 36, 37, 38, 39, 41, 52 0.0092 Relief 1-15 2, 3, 4, 17, 19, 21, 24, 33, 35, 36, 37, 38, 39, 41, 52 0.0092 Relief 1-16 1, 2, 3, 4, 17, 19, 21, 24, 33, 35, 36, 37, 38, 39, 41, 52 0.0091 Relief 1-17 1, 2, 3, 4, 17, 18, 19, 21, 24, 33, 35, 36, 37, 38, 39, 41, 52 0.0092 Relief 1-18 1, 2, 3, 4, 17, 18, 19, 21, 24, 33, 35, 36, 37, 38, 39, 41, 52, 53 0.0092 Relief 1-19 1, 2, 3, 4, 17, 18, 19, 21, 24, 26, 33, 35, 36, 37, 38, 39, 41, 52, 53 0.0091 Relief 1-20 1, 2, 3, 4, 17, 18, 19, 21, 24, 26, 30, 33, 35, 36, 37, 38, 39, 41, 52, 53 0.0091 All All 1-53 1.0010 SVM model, compared to selection by mutual information, or any of the LARS or RReliefF rankings.
E. Wisconsin Breast Cancer
The data includes several measurements of cancer patients, with the goal to predict the recurrence time [44] . There are 194 patients and 32 continuous variables.
The results in table V reveal that the regression task is difficult to model accurately: even the best model achieves a MSE as high as 0.816, compared to an error of 1.0 achieved by predicting the mean of the output. Interestingly, the LARS ranking for variables results in the best accuracy, compared to around 0.85 for the DT, MI and RReliefF ranked variable sets.
F. Tecator
The Tecator data set consists of 240 samples of near infrared spectra with the task being to model the fat content 0.4901 MI 4, 5, 8, 9, 32, 33, 35, 40, 48 0.6009 LARS 1-01 8 0.9372 LARS 1-02 8, 10 0.8270 LARS 1-03 8, 10, 11 0.7988 LARS 1-04 8, 10, 11, 40 0.7909 LARS 1-05 8, 10, 11, 33, 40 0.6319 LARS 1-06 8, 10, 11, 33, 40, 42 0.6502 LARS 1-07 8, 10, 11, 33, 40, 42, 54 0.6508 LARS 1-08 8, 10, 11, 26, 33, 40, 42, 54 0.6498 LARS 1-09 8, 10, 11, 26, 33, 36, 40, 42, 54 0.6669 LARS 1-10 8, 10, 11, 26, 33, 36, 37, 40, 42, 54 0.6526 LARS 1-11 5, 8, 10, 11, 26, 33, 36, 37, 40, 42, 54 0.6378 LARS 1-12 1, 5, 8, 10, 11, 26, 33, 36, 37, 40, 42, 54 0.6483 LARS 1-13 1, 5, 8, 10, 11, 15, 26, 33, 36, 37, 40, 42, 54 0.6563 LARS 1-14 1, 5, 8, 10, 11, 15, 23, 26, 33, 36, 37, 40, 42, 54 0.6581 LARS 1-15 1, 5, 8, 10, 11, 15, 23, 24, 26, 33, 36, 37, 40, 42, 54 0.6561 LARS 1-16 1, 5, 8, 10, 11, 15, 23, 24, 25, 26, 33, 36, 37, 40, 42, 54 0.6579 Relief 1-01 10 0.9413 Relief 1-02 5, 10 0.9472 Relief 1-03 4, 5, 10 0.8784 Relief 1-04 4, 5, 6, 10 0.8236 Relief 1-05 2, 4, 5, 6, 10 0.7979 Relief 1-06 2, 3, 4, 5, 6, 10 0.7928 Relief 1-07 2, 3, 4, 5, 6, 8, 10 0.7951 Relief 1-08 2, 3, 4, 5, 6, 8, 10, 31 0.7834 Relief 1-09 2, 3, 4, 5, 6, 8, 10, 31, 32 0.6405 Relief 1-10 2, 3, 4, 5, 6, 8, 10, 31, 32, 33 0.5218 Relief 1-11 2, 3, 4, 5, 6, 8, 10, 31, 32, 33, 36 0.5708 Relief 1-12 2, 3, 4, 5, 6, 8, 10, 11, 31, 32, 33, 36 0.5544 Relief 1-13 2, 3, 4, 5, 6, 8, 10, 11, 31, 32, 33, 36, 37 0.5770 Relief 1-14 2, 3, 4, 5, 6, 8, 9, 10, 11, 31, 32, 33, 36, 37 0.5588 Relief 1-15 2, 3, 4, 5, 6, 8, 9, 10, 11, 21, 31, 32, 33, 36, 37 0.5558 Relief 1-16 2, 3, 4, 5, 6, 8, 9, 10, 11, 21, 31, 32, 33, 36, 37, 38 0.5291 Relief 1-17 2, 3, 4, 5, 6, 8, 9, 10, 11, 12, 21, 31, 32, 33, 36, 37, 38 0.5717 Relief 1-18 1, 2, 3, 4, 5, 6, 8, 9, 10, 11, 12, 21, 31, 32, 33, 36, 37, 38 0.5704 Relief 1-19 1, 2, 3, 4, 5, 6, 8, 9, 10, 11, 12, 15, 21, 31, 32, 33, 36, 37, 38 0.5705 Relief 1-20 1, 2, 3, 4, 5, 6, 8, 9, 10, 11, 12, 15, 21, 31, 32, 33, 36, 37, 38, 40 0.5725 All All 1-58 1.0054 of food products [45] . The spectrum is measured as 100 channels of different wavelengths, and consequently neighbouring channels are highly correlated.
The results of the feature selection and LS-SVM are presented in table VI. The most accurate model is obtained by the features selected by the Delta test. An interesting observation is that the 15 highest ranked variables by RReliefF correspond exactly to the range of channels 32-46. While all these variables are useful individually, selecting so many consecutive variables leads adds little new information, suggesting that the RReliefF method is unable to discriminate against features which provide only redundant information that is already contained in previously selected variables.
The value of the DT statistic itself in this case is exceptionally high, several times larger than the MSE of the resulting LS-SVM model. This implies that the 1-NN estimator is a rather poor prediction model, which is not surprising considering the high dimensionality and low number of samples. In spite of this, the method works well as a variable selection criterion, where only the relative accuracy matters. 3, 4, 11, 13, 30, 31 0.8269 LARS 1-07 1, 3, 4, 11, 13, 30, 31 0. 8261  LARS 1-08 1,3,4,10,11,13,30,31 0. 8297  LARS 1-09 1,3,4,10,11,13,18,30,31 0. 8304  LARS 1-10 1,3,4,10,11,13,18,28,30,31 0.8244 LARS 1-11 1, 3, 4, 10, 11, 13, 16, 18, 28, 30, 31 0.8158 LARS 1-12 1, 3, 4, 10, 11, 13, 16, 18, 28, 30, 31, 32 0.8187 LARS 1-13 1, 3, 4, 6, 10, 11, 13, 16, 18, 28, 30, 31, 32 0.8221 LARS 1-14 1, 3, 4, 6, 10, 11, 13, 16, 18, 19, 28, 30, 31, 32 0.8242 LARS 1-15 1, 3, 4, 6, 8, 10, 11, 13, 16, 18, 19, 28, 30, 31, 32 0.8206 LARS 1-16 1, 3, 4, 6, 7, 8, 10, 11, 13, 16, 18, 19, 28, 30, 31, 32 0.8198 LARS 1-17 1, 3, 4, 6, 7, 8, 10, 11, 13, 16, 18, 19, 26, 28, 30, 31, 32 0.8252 LARS 1-18 1, 3, 4, 6, 7, 8, 10, 11, 13, 16, 18, 19, 20, 26, 28, 30, 31, 32 0.8289 LARS 1-19 1, 3, 4, 6, 7, 8, 10, 11, 13, 16, 18, 19, 20, 25, 26, 28, 30, 31, 32 0.8336 LARS 1-20 1, 3, 4, 6, 7, 8, 10, 11, 13, 16, 18, 19, 20, 22, 25, 26, 28, 30, 31, 32 3, 7, 10, 11, 16, 23, 26, 27, 28, 30, 31 0.8449 Relief 1-12 3, 7, 10, 11, 16, 22, 23, 26, 27, 28, 30, 31 0.8536 Relief 1-13 3, 7, 10, 11, 16, 22, 23, 24, 26, 27, 28, 30, 31 0.8526 Relief 1-14 2, 3, 7, 10, 11, 16, 22, 23, 24, 26, 27, 28, 30, 31 0.8475 Relief 1-15 2, 3, 6, 7, 10, 11, 16, 22, 23, 24, 26, 27, 28, 30, 31 0.8501 Relief 1-16 2, 3, 4, 6, 7, 10, 11, 16, 22, 23, 24, 26, 27, 28, 30, 31 0.8468 Relief 1-17 2, 3, 4, 6, 7, 10, 11, 16, 21, 22, 23, 24, 26, 27, 28, 30, 31 0.8531 Relief 1-18 2, 3, 4, 6, 7, 10, 11, 16, 21, 22, 23, 24, 26, 27, 28, 29, 30, 31 0.8552 Relief 1-19 2, 3, 4, 6, 7, 10, 11, 16, 20, 21, 22, 23, 24, 26, 27, 28, 29, 30, 31 0.8467 Relief 1-20 2, 3, 4, 6, 7, 10, 11, 16, 18, 20, 21, 22, 23, 24, 26, 27, 28, 29, 30, 31 
VII. CONCLUSIONS AND DISCUSSION
This paper presents the use of the "Delta test" 1-NN noise variance estimator for input variable selection. The theoretical analysis and experimental results support the notion that the method can provide desirable results in a wide variety of regression modelling problems. As the technique is simple it can be recommended as a suggested preprocessing step for nearly any regression task.
The theoretical claims presented in Section III involve minimising the expectation of the Delta test, which may seem insufficient considering that data often consists of a single realisation of some random process. However, as the variance becomes sufficiently small with a sufficient number of data points, using a single realisation is still effective.
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