Abstract: Data centers have evolved dramatically in recent years, due to the advent of social networking services, e-commerce and cloud computing. The conflicting requirements are the high availability levels demanded against the low sustainability impact and cost values. The approaches that evaluate and optimize these requirements are essential to support designers of data center architectures. Our work aims to propose an integrated approach to estimate and optimize these issues with the support of the developed environment, Mercury. Mercury is a tool for dependability, performance and energy flow evaluation. The tool supports reliability block diagrams (RBD), stochastic Petri nets (SPNs), continuous-time Markov chains (CTMC) and energy flow (EFM) models. The EFM verifies the energy flow on data center architectures, taking into account the energy efficiency and power capacity that each device can provide (assuming power systems) or extract (considering cooling components). The EFM also estimates the sustainability impact and cost issues of data center architectures. Additionally, a methodology is also considered to support the modeling, evaluation and optimization processes. Two case studies are presented to illustrate the adopted methodology on data center power systems. 
Introduction
Pollution, environmental degradation and climate change are examples of environmental impact concerns of the scientific community and industry. For instance, CO 2 emissions are predicted to rise around 70% by 2020 [1] , due to the use of natural gas, coal, petroleum and other energy sources that contribute to global warming.
In information technology (IT), the emergence of social networking services, e-commerce and cloud computing has led to a rapid increase in computing and communication capabilities provided by data centers [2] . This has changed the global economy, where a decade ago, less than 300 million people accessed the Internet, in comparison to now: this number has risen to over two billion people [1] . However, this remarkable growth comes with an increase in power consumption, which accounts for about 2% of today's U.S. power generation [3] . Therefore, these aspects of IT have also significantly contributed to global carbon emissions.
To accomplish the high availability levels demanded by those paradigms, data center infrastructures have evolved dramatically, dealing with redundant strategies. However, since redundancy leads to additional devices, more power resources are required, which may result in a negative impact on sustainability and the cost of the system. Therefore, concerns about sustainability, dependability and cost of data center systems are in sharp focus for both the academic community and society.
Although, in some organizations, the sustainability concern may not be an important factor, in others, the sustainability concern has been in sharp focus. For instance, IT organizations are incorporating sustainable business practices into the design and operation of their products and systems [4] . Therefore, data center designers need to examine several trade-offs concerning, in addition to dependability, the sustainability impact and cost metrics, to determine a data center architecture. However, at present, designers do not have many mechanisms to conduct the integrated evaluation and optimization of dependability, sustainability and cost on data center systems. Indeed, data center infrastructures may have similar availability levels with completely different energy consumption and the concurrent operational cost.
In this paper, we present an integrated approach to evaluate and optimize the dependability, cost and sustainability issues of data center infrastructures. To accomplish this, the adopted methodology takes into account reliability block diagram (RBD), stochastic Petri nets (SPN) and energy-flow (EFM) models, as well as an optimization method that communicates with the environment, Mercury [5] .
Mercury is a tool developed for dependability, performance and energy flow evaluation that supports stochastic Petri nets (SPN), reliability block diagram (RBD), Markov chains (MCs) and energy-flow (EFM) models [5] . The EFM allows data center designers to compute sustainability impact and cost issues related to power and cooling data center architectures, while respecting the power constraints of each device. Additionally, the adopted optimization method improves the results obtained by the RBD, SPN and EFM models through the selection of the appropriate devices from a list of candidate components. This list corresponds to a set of alternative components that may compose the data center architecture. The evaluation of all possible combinations from the list of candidate components provides the optimal result. However, this evaluation is very time consuming. Therefore, the optimization method is an alternative approach that is evaluated in this work through two case studies. The main goal of both studies is to illustrate the adopted methodology comparing the optimization algorithm results with the ones achieved through the evaluation of all possible alternatives. This paper is organized as follows. In Section 2, we discuss related works. Section 3 briefly reviews the basic concepts of data center infrastructures, dependability and sustainability. Section 4 presents the proposed models. Section 5 describes the adopted methodology. Section 6 presents the adopted optimization algorithm. Section 7 shows the proposed evaluation environment and presents its features. Section 8 presents real-world case studies, and Section 9 concludes the paper and makes suggestions on future directions.
Related Works
In the last few years, some research has been done on the reliability analysis of data center systems, and a subset has also considered sustainability impact and cost issues, as well as some optimization techniques. The following sections present that research.
Dependability
Robidoux [6] proposes the Dynamic RBD (DRBD) model, an extension to RBD, which supports the reliability analysis of systems with dependence relationships. The additional blocks (in relation to RBD) to model dependence made the DRBD model complex. The DRBD model is automatically converted to a colored Petri net (CPN) model in order to perform behavior properties analysis, which may certify the correctness of the model [7] . Different from this work, our approach consider SPN models for modeling systems with dependence relationships. Therefore, we believe that instead of proposing complex models, an interesting alternative would be to model the system directly using CPN or any other formalism (e.g., SPN) able to perform dependability analysis, as well as to model dependencies between components.
Wei [8] presents a hierarchical method to model and analyze a virtual data center (VDC). The approach combines the advances of both RBD and General SPN (GSPN) for quantifying availability and reliability. Data center power and cooling architectures are not the focus of their research, and the proposed models are specific to modeling VDC.
Sustainability
Gmach [9] proposes an approach to manage data center's energy supply. The approach estimates the power usage in a data center based on the average CPU utilization across all servers. The paper does not provide any integrated comparison between the cost, sustainability impact and availability of data center architectures.
In [10] , the authors propose a platform for the evaluation of smart data centers, taking into account cooling, power and IT components. A coefficient of performance comprising those components is proposed to measure the overall efficiency of energy flow. The paper is not focused on presenting dependability and cost results.
Patterson [11] evaluates the impact of ambient temperature on energy efficiency. The conducted analysis indicates the existence of an optimum temperature for data center operation that depends on several factors. Herold [12] describes opportunities for energy integration in the context of combined cooling, heating and power systems. However, both works are not focused on an integrated approach considering cost, sustainability and dependability issues.
The practice of monitoring, measuring and reporting environmental impact represents a challenge for many industries. The authors in [13] illustrate the importance of the power usage efficiency (PUE), which corresponds to the ratio of total facility power by IT equipment power. This work focuses only on sustainability issues.
Chang [14] proposes a method for estimating the exergy consumption during the raw material extraction, manufacturing, operational, transport and disposal phases. Many assumptions are used to take into account the entire device lifecycle, which may introduce systematic errors.
Cost
Urgaonkar [15] proposes an approach that focuses on energy storage devices to reduce the average time of the electricity bill related to data centers. The main idea is to avoid using the energy from the company provider during the day peaks of energy use (which correspond to the time that the energy is more expensive). During that time, the energy stored through an uninterruptible power supply (UPS) is adopted. The author focused only on the cost; nothing was commented on regarding availability or sustainability issues.
Bianchini [16, 17] presents an optimization-based framework that considers multi-data center services, service-level agreements (SLAs), as well as energy consumption in order to manage the cost and carbon footprint of those data centers. The enormous electricity consumptions in the U.S. translate into large carbon footprints, since most of the electricity is produced by burning coal, a carbon-intensive energy production approach. The approach is focused on the cost and environmental impacts of data centers; nothing is considered regarding dependability.
Optimization
Studies have been conducted in the last few years that attempt to evaluate the dependability and cost of data center infrastructures, whilst others present optimization techniques.
In [18] , an optimization-based framework, named REWIRE, is proposed to optimize data center network architectures by the adoption of an algorithm that improves the network bandwidth and minimizes the end-to-end latency while respecting the user-defined constraints. The work does not focus on the power and cooling infrastructures.
Wang [19] proposes an optimization algorithm, named CARPO, to optimize the energy consumption of data center networks. The algorithm focuses on reducing the number of the activated switches of data center networks through the dynamic consolidation of the network traffic. The goal is to reduce the data flows into a small set of links and, then, shut down unused network devices for energy saving. In order to accomplish this, the data flow is modeled as an optimal flow assignment problem in which the traffic constraints must be satisfied, while the energy consumption should be minimized. This work focuses on the IT network without mentioning the other data center architectures (e.g., power and cooling).
Tham and Ang [20] adopt continuous-time Markov chain (CTMC) models to compute the data center cluster availability. Additionally, an approach based on the Bellman optimality equation [21] and greedy-based algorithms is considered to improve the system availability by determining the optimal secondary machine policy used. The approach starts considering an arbitrary assignment policy. Then, the Markov Decision Process (MDP) [22] graph (generated from the CTMC) with the Bellman optimally equation are adopted for solving the state values of the current policy. To optimize the system availability, other policies are generated by the greedy-based algorithms and evaluated in the optimization approach. The authors have not focused on analyzing data center power and cooling architectures.
Concluding Remark
Most related works focus on estimating only dependability [6] [7] [8] , sustainability [9] [10] [11] 13, 14] or cost [15] of data center architectures. Other works have performed efforts to compute and optimize dependability [20] or sustainability [19] . Moreover, works also have focused on an integrated optimization techniques that improve the sustainability and cost issues [16, 17] of data centers.
The mentioned works, in one way or another, aim at solving or dealing with aspects and issues related to dependability, energy consumption or optimization. Nevertheless, none of them proposes an integrated strategy to sponsor the design, by supporting modeling, the estimation and optimization of dependability and the cost and sustainability issues for data center infrastructures.
Preliminaries

Data Center
Data centers are composed of three main infrastructures: IT, cooling and power. Figure 1 depicts the relation between each infrastructure. Since power availability directly affects all system services, redundancy is an essential component of power infrastructures.
IT infrastructures are composed of networking, storage and server devices [23] . Network equipment includes the physical hardware that transmits data, such as the hub, switches and routers. Storage refers to the devices for recording data that are typically connected over storage area networks (SAN). Servers are able to be connected to remote file systems through network-attached storage (NAS) over Ethernet.
The main cooling infrastructure devices are computer room air conditioning (CRAC) units, chillers and cooling towers [23] . The cooling system accounts for about 18% of the power consumption of data centers [24, 25] .
The power infrastructure provides uninterrupted, conditioned power at the correct voltage and frequency for both the cooling and IT infrastructures [26] . Starting from the electric utility source, the power typically goes through step-down transformers (SDT), static or automatic transfer switches (STS or ATS), uninterruptible power supplies (UPSs), power distribution units (PDUs) and, finally, to the rack power strips. The UPS conditions power and provides backup through batteries in case of short outages. Other local power sources (e.g., diesel generators) are usually used for longer outages. This work focuses on power systems. 
Sustainability
In this work, the sustainability impact is estimated through the thermodynamic metric of exergy consumption. Exergy is the maximal amount of energy present in a system that is available to be converted in useful work [27] . It can also be adopted to estimate the energy conversion efficiency of a system. For instance, the exergy present in a gallon of oil is higher than the existing exergy on the same amount of water in the environment temperature. Oil can be used to generate work (e.g., move automobiles); however, water in the environmental temperature cannot. As given in Equation (1), exergy is calculated as the product of energy and a quality factor.
where F is a quality factor represented by the ratio of Exergy/Energy. For example, F is 0.16 for water at 80
• C, 0.24 for steam at 120
• C and 1.0 for electricity [27] .
Exergy destruction can be used to estimate environmental impacts [28, 29] . However, it must be adopted carefully. For example, although the exergy present in solar radiation is high (efficiently converted into useful work), its environmental impact in terms of carbon emissions is low. The adoption of solar radiation as a source of energy is not as harmful as coal, which has a high carbon emission.
Dependability
The system dependability is defined as the ability to perform its intended functions in a justifiably trusted manner [30] . Fault tolerance and reliability disciplines are related to dependability, in which reliability represents the probability that the system will perform its intended functions in the specified period of time. A system is considered fault tolerant when it continues to operate properly even when some of its components have failed [31] . Another essential concept is availability. System availability is the probability that the system is operational with the effect of both the failures and repairs of components [30] . This section briefly presents reliability and availability. For more details, the reader is redirected to [32, 33] .
For any given time period represented by the interval, (0, t), R(t) is the probability that the component has continued to function (not failed) from zero until t. When an exponentially distributed time to failure (TTF) is considered, reliability is represented by:
where λ(t ) is the instantaneous failure rate. The simple definition of availability can be outlined as the ratio of the expected system up-time by the expected system up-and down-times:
Consider that the system started operating at time t = t and fails at t = t ; thus, ∆t = t − t = Up-time (see Figure 2) . The system availability can be thus expressed by:
where MTTF is the mean time to failure and MTR is the mean time to restore, defined by MTR = MNRT + MTTR (MNRT, mean non-repair time; MTTR, mean time to repair), so: Figure 2 . States of a repairable system.
The instantaneous availability is the probability that the system is operational at a specific time instant, t, that is:
If system repairing is not possible, the instantaneous availability, A(t), is equivalent to reliability, R(t). If the system approaches stationary states as the time increases, it is possible to quantify the steady-state availability, such that it is possible to estimate the long-term fraction of time the system is available.
Models
This section introduces the models used to verify energy flow and quantify system dependability, cost and sustainability on data center architectures. First, we discuss the modeling strategy that combines the advantages of both SPN and RBD. Next, dependability models composed of RBDs and SPNs are presented. Finally, the energy flow model is described.
Modeling Strategy
A hybrid modeling strategy combining state-based and combinatorial models is employed to compute system dependability. This strategy recognizes the advantages of both state-based (e.g., stochastic Petri nets) and combinatorial models (e.g., reliability block diagrams). Such a hierarchical approach mitigates the complexity of representing large systems. Depending on the complexity (and size), a system may be either represented by only one model or split into smaller submodels. RBDs are used for modeling systems (and subsystems) when dynamic dependencies are absent [34] . Subsystems represented by RBD may include dynamic dependencies between them; SPN is then employed to represent such behavior on the final model, which is the entire system. Additionally, SPN is adopted for representing subsystems that have dynamic dependencies within themselves. The evaluation results of the subsystems are then adopted as parameters for the higher RBD or SPN model. It should be emphasized that each subsystem may be represented by SPN or RBD formalisms (continuous-time Markov chain (CTMC) and fault trees (FT) could also be adopted).
RBD Models
A reliability block diagram (RBD) [31] is a combinatorial model that was initially proposed for determining the overall system reliability through intuitive block diagrams. The structure of RBD establishes the logical interaction among components defining which combinations of failed and active elements are able to sustain system operation. Such a technique has also been extended to calculate other dependability metrics, such as availability and maintainability [35] . Figure 3 depicts RBD examples, in which independent blocks are arranged through series (Figure 3a) , parallel ( Figure 3b ) and k-out-of-n compositions (Figure 3c ). In the series composition (Figure 3a) , the system functions if and only if all of its components are operational. Assuming a system with n independent components, the reliability (instantaneous availability or steady-state availability) is obtained by:
where P i is the reliability R i (t) (instantaneous availability (A i (t)) or steady-state availability (A i )) of block b i . For a parallel arrangement (Figure 3b ), the system functions if at least one component functions. Assuming a system with n independent components, the reliability (instantaneous availability or steady-state availability) is obtained by:
where P i is the reliability R i (t) (instantaneous availability (A i (t)) or steady-state availability (A i )) of block b i . A k-out-of-n system functions if and only if k or more of its n components are functioning. Figure 3c shows an example of a two-out-of-three system, in which the system is operational if at least two components are operating. Let p be the success probability of each of those blocks. The system success probability (reliability or availability) of a k-out-of-n system is computed by:
For other examples and closed-form equations, the reader should refer to [30] .
SPN Models
Petri net (PN) [36] is a family of formalism very well suited for modeling several types of systems, since concurrency, synchronization, communication mechanisms, as well as deterministic and probabilistic delays are naturally represented. In general, Petri nets are a bipartite directed graph, in which places (represented by circles) denote local states and transitions (depicted as rectangles) represent actions. Arcs (directed edges) connect places to transitions and vice versa.
Petri nets were extended by associating time with the firing of transitions, resulting in timed Petri nets [37] . The firing time of a transition is the time that must elapse from the instant that the transition is enabled until the instant it actually fires in isolation. Stochastic Petri nets (SPN) [38] are formally defined as a special case of timed Petri net in which the firing times are considered to be random variables with exponential distributions.
This work adopts stochastic Petri nets, which allows the association of probabilistic delays to transitions using the exponential distribution, for conducting dependability analysis of data center architectures. In SPN, the underlying stochastic process is a homogeneous CTMC with state space isomorphic to the reachability graph of the PN [39] . Besides that, SPN allows for the adoption of simulation techniques for obtaining dependability metrics, as an alternative to the Markov chain generation.
In SPN, transitions are allowed to be either timed (exponentially distributed firing time, drawn as rectangular boxes) or immediate (zero firing time, represented by thin black bars). Immediate transitions always have priority over timed transitions. In addition, if both timed and immediate transitions are enabled in a marking, then timed transitions are treated as if they are not enabled. SPN also introduced the concept of inhibitor arc (represented by a small hollow circle at the end of the arc), which connects a place to a transition. A transition with an inhibitor arc cannot fire if the input place of the inhibitor arc contains more tokens than the multiplicity of the arc.
The next sections describe the SPN simple component followed by the cold standby model, which are proposed for estimating the dependability (e.g., availability and reliability) of data center components. Figure 4 shows the SPN model that represents the "simple component". Places X ON and X OF F are, respectively, the activity and inactivity states. A component is operational if the number of tokens (#) in the place, X ON , is greater than zero. Otherwise, the component is in the failure state. To compute the availability of the system, M T T F and M T T R should be represented. The two parameters (not depicted in the figure), X M T T F and X M T T R, are delays associated with the transitions, X F ailure and X Repair. The simple component includes an arc from X OF F to X Repair with multiplicity depending on place marking. The multiplicity (<< md >>) is defined through the expression IF(#X Rel F lag = 1):2 ELSE 1, where place X Rel F lag models the evaluation of reliability/availability and #p denotes the marking of place p. Hence, if condition #X Rel F lag = 1 is true (a token in place X Rel F lag), then we have a reliability model; otherwise, an availability model.
Simple Component
If the number of tokens in the place, X Rel F lag, is zero (#X Rel F lag = 0), the probability P {#X ON > 0} computes the component's availability (steady-state evaluation). If #X Rel F lag = 1, then the probability P {#X ON > 0} allows one to compute the component's reliability. This approach enables us to parameterize the model, allowing the system evaluation, considering repairing (i.e., availability) or not (i.e., reliability).
Although a simple component model using an exponential distribution is presented here, other expolynomial distributions [40] that better fit the T T F and T T R may be adopted according to the techniques discussed in [39, 41] .
Cold Standby
A cold standby redundant system considers a non-active spare component that is only activated when the main active component fails. Figure 5 shows the correspondent SPN model for this system. The places X ON , X OF F , X Spare1 ON , X Spare1 OF F represent the operational and failure states of both the main and spare modules, respectively. The spare component (Spare 1) is initially deactivated, which is represented by the absence of tokens in the places, X Spare1 ON and X Spare1 OF F . When the main module fails, the transition, X Activate Spare1, is fired to activate the spare module. Table 1 details the attributes for each transition. In this table, MTActivate corresponds to the mean time to activate the spare module. The availability may be computed by the probability P {#X ON = 1 OR #X Spare1 ON = 1}. 
Transition
Priority Delay or Weight
Energy Flow Model
The main goal of the EFM model is to represent the energy flow between data center system components considering the energy efficiency and the maximum power capacity of each component.
The system under evaluation can be correctly arranged, in the sense that the required components are properly connected, but they may not be able to meet system demand for electrical energy or thermal load. Figure 6a shows an example of a power infrastructure. Assuming the demanded power by the IT data center system corresponds to 20 kW (value associated to the target node T ) and the maximum power capacity (Figure 6b ) of the internal nodes (i.e., components), UPSs and power strips, are, for both, 15 kW. Figure 6c depicts a possible energy flow, in which the energy provided by each UPS is 10 kW, which is transferred to the power strips (10 kW). In another example, instead of adopting two power strips, only one is considered (Figure 6d ). This system only supports 15 kW of the demanded power (value associated with the target node, T ). Therefore, the system is not able to cope with the demanded power. Figure 6e depicts a system with two power strips (PowerStrip1 and PowerStrip2). PowerStrip1 is able to provide three times more power than the PowerStrip2. This system behavior is specified by weights on the edges of the graph. Additionally, algorithms are proposed to compute the cost and sustainability impact though the EFM. This work proposes an energy flow model (EFM) to represent the energy flow. This model is a directed acyclic graph and is defined as follows.
• N = N s ∪ N i ∪ N t is the set of nodes (i.e., the components), in which N s represents the set of source nodes, N t is the set of target nodes and N i denotes the set of internal nodes,
denotes the set of edges (i.e., the component connections);
• w : A → R + is a function that assigns weights to the edges (the value assigned to the edge (j,k) is adopted for distributing the energy assigned to the node, j, to the node, k, according to the ratio, w(j,k)/ i∈j • w(j,i), where j • is the set of output nodes of j);
otherwise; is a function that assigns to each node the heat to be extracted (considering cooling models) or the energy to be supplied (regarding power models);
otherwise; is a function that assigns each node with the respective maximum energy capacity;
otherwise; is a function that assigns each node (a node represents a component) with its retail price;
; is a function that assigns each node with the energetic efficiency.
Quantifying Operational Exergy Consumption
The operational exergy consumption can be understood as the fraction of heat dissipated by each item of equipment that cannot be theoretically converted into useful work. The following equation represents the system operational exergy.
whereĖx op i is the operational exergy of each device, T is the period of analysis, A is the system availability and α is the factor that represents the amount of energy that continues to be consumed after a component has failed.
Since each device may consume or destroy exergy in different ways, specific equations are employed to compute the operational exergy of each component. For electrical and diesel generator devices, the adopted equation are P in × (1 − η) and P in × ϕ η − 1 , respectively. Where η is the delivery efficiency, P in is the total input power of the electrical device and ϕ is the exergy correction. Since the physical behavior of each device is not the focus of this work, the reader should refer to [42, 43] .
Quantifying Cost
For the purpose of this study, data center cost is represented by acquisition and operational costs. The acquisition cost (AC) corresponds to the financial resources required to purchase the data center infrastructure (according to the retail prices of the equipment). To compute the operational cost (OC), this work only recognizes the costs corresponding to the energy consumed, as illustrated in Equation (13) . Other factors, however, could also be included.
where P input is the electrical power consumed, T is the assumed period, C energy corresponds to the energy price, A is the availability and α is the factor adopted to represent the amount of energy that continues to be consumed after a component has failed. In order to calculate OC, designers need to first define the energy demanded by the IT system during the period, T. However, since no electrical component is 100% energy efficient, this figure will differ from the actual energy consumed. Therefore, the true figure (P input ) must first be calculated. A depth-first approach that traverses the EFM is adopted to compute the OC.
Methodology: An Overview
This section presents an overview of the conceived of methodology for evaluating data center infrastructures, taking into account dependability, cost and sustainability issues. The advantages of the RBD, SPN and EFM models are considered to conduct the estimation of those metrics. Additionally, the methodology considers optimization techniques that optimize results obtained through EFM and dependability models.
Overview
In our previous works [44, 64] , a set of models was proposed for the integrated quantification of the sustainability impact, cost and dependability of data center power and cooling infrastructures. A hybrid modeling strategy that combines combinatorial and state-based models is adopted for representing the system dependability features. On the one hand, RBDs allow one to represent component networks and provide closed form equations. Nevertheless, such models face drawbacks for thoroughly handling failures and repairing dependencies that are often faced when representing dynamic redundancy methods. On the other hand, state-based methods can easily consider those dependencies, allowing one to represent complex redundant mechanisms, for instance. However, they suffer from the state-space explosion. Some of those formalism allow both numerical analysis and stochastic simulation, and SPN is one of the most prominent models of such a class. This work adopts closed form expressions for solving RBD and analysis or simulation for computing the SPN results.
In addition, a model is proposed for verifying that the energy flow does not exceed the maximum power capacity that each component can provide (considering electrical devices) or extract (assuming cooling equipment). In order to accomplish that, algorithms that traverse the EFM are proposed to perform the power verifications, as well as to estimate data center cost and sustainability.
An optimization technique is also adopted for improving the results obtained by the RBD, SPN and EFM models through the selection of the appropriate devices from a list of candidate components. This list corresponds to a set of alternative components that may compose the data center power and cooling infrastructures. The optimal result can be achieved by evaluating all possible combinations from the list of candidate components. However such an evaluation is quite time consuming. Therefore, the adopted optimization method represents an alternative approach that provides results quite close to the optimal ones in a reduced time.
An integrated evaluation environment has been developed to support both the proposed set of models and algorithms previously mentioned. This engine is composed of ASTRO, Mercury and an optimization module. ASTRO provides views (e.g., power and cooling data center views) from which data center designers are able to model systems without the need to know the formalisms that are adopted to compute the desired metrics. The models created in ASTRO can be converted to the fundamental models that are supported by the evaluation environment, Mercury. Mercury provides support to EFM, SPN, RBD and CTMC models. In the Mercury engine, algorithms were implemented to traverse the EFM to perform the power verifications, as well as to estimate data centers cost and sustainability impacts. Additionally, an optimization engine is able to communicate with Mercury to conduct the evaluation and provide the results for different optimization algorithms. Figure 7 depicts an overview of the proposed methodology for evaluating dependability, cost and sustainability issues of data center infrastructures. The methodology's first step concerns understanding the system, its components, their interfaces and interactions. This phase should also provide (as product) the set of metrics (e.g., availability, reliability, costs) that should be evaluated. The next broad phase aims at creating the high-level models (e.g., from the ASTRO power view) that represent the data center architecture. The high-level models allow data center designers to specify power, cooling and IT systems following the standard adopted by engineers. These models can be converted to dependability models (e.g., fault tree, continuous-time Markov chain (CTMC), SPN and RBD). It is important to state that submodels may be generated to mitigate the complexity of the final model. The evaluation of each submodel provides the system results. The following step is the creation of dependability (e.g., RBD or SPN) and energy flow models. These models allow for the integrated evaluation of dependability, cost and sustainability. Additionally, the EFM verifies if the energy flow does not exceed the maximum power capacity that each component can provide (considering electrical devices) or extract (assuming cooling equipment). Both models (dependability and EFM) may be the input of optimization methods (see Section 6). The optimization methods can be either executed or not.
Methodology
An evaluation process is directly conducted to provide the estimate results (e.g., acquisition and operational costs, availability, downtime, exergy consumption) when the optimization process is not selected. Otherwise, the data center designer informs the metrics (e.g., cost, availability) that should be improved. A list of candidate elements is also provided, representing a library of components (e.g., UPS, STS, power strip) with different MTTFs, acquisition costs and energetic efficiency, for instance. The method first evaluates the dependability model to obtain the availability result. Next, it adopts the availability result to compute the sustainability and cost issues, while respecting the system restrictions quantified by the EFM. The adopted optimization approach provides both optimized dependability and EFM models. These models are composed of the appropriate components from the candidate list that optimize the desired metrics. Lastly, the evaluation of those models provides the optimized metrics (e.g., availability, cost and sustainability).
Optimization algorithms have been adopted to optimize the fundamental models (RBD, SPN and EFM). This work considers a Greedy Randomized Adaptive Search Procedure (GRASP)-based algorithm and a power load distribution algorithm (PLDA) [45] . The GRASP-based method improves the results obtained by RBD, SPN and EFM models through the selection of the appropriate devices from a list of candidate components. This list corresponds to a set of alternative components that may compose the data center architecture. The PLDA is an algorithm that improves the power load distribution among data center power devices by changing the weights of the edges present on EFM models. The main goal of this algorithm is to automatically provide a power distribution that helps data center designers define power architectures respecting the system restrictions that are quantified by the EFM. Additionally, it is important to highlight that this work has considered two optimization algorithms; however, others methods can be easily included.
Optimization
Many real-world problems can be modeled as an optimization problem that seeks to maximize or minimize a mathematical function of a number of variables, while respecting the system constraints [46] . This mathematical function that is optimized is called the objective function. The objective function can be composed of a single or multiple variables, depending on the optimization problem.
Model
A general optimization model can be represented as follows:
Find x to
Maximize f (x) Subject to:
Optimization Method
Many problems found in practice are either computationally intractable by their nature or sufficiently large, which may preclude the use of exact algorithms [48] . In this work, we adopted an algorithm based on the Greedy Randomized Adaptive Search Procedure (GRASP) to optimize the dependability, sustainability and cost issues estimated through the EFM and dependability models. GRASP is a metaheuristic applied for combinatorial optimization problems [49] . The algorithm consists basically of two phases: construction and local search. The construction phase builds a feasible solution in each interaction of the algorithm, whose neighborhood is investigated, until a local minimum is found during the local search phase. The best solution over all iterations is returned as the result.
Similarly to other optimization methods, the adopted algorithm starts from an initial model and then performs local searches to improve the quality of the first solution obtained. In order to accomplish this, some greedy randomized procedures are adopted, and then, the local search is performed from the constructed model/solution. This two-phase process is repeated, until the stopping condition is satisfied.
The optimization algorithm has seven parameters. These parameters are: the graph, G (EFM), maxItr, which represents the maximum number of iterations executed by the optimization method, solution, which is the variable that holds the computed solutions, β, a value between the range, [0,1], which represents the greediness degree, nTriesNeighbor, the number of tries to find other solutions by the neighbors, sizePollSol, the size of the poll of solutions, and CL, the candidate list. The following lines present the algorithm and its functions and briefly describe the method.
The optimization method (Algorithm 1) begins by setting the result variable to an infinity number (line 1). The algorithm proceeds by calling (the number of calls is determined by the maxItr variable) the if (computeCost(solution) < result) then 6: result := computeCost(solution); 7: end if 8: end for 9: return result;
Construction
The construction phase, which is based on a greedy heuristic, creates feasible solutions iteratively [50] . The Construction function (Algorithm 2) begins by emptying the solution variable (line 1). Afterwards, a restricted candidate list (RCL) is created for each node element of the graph, G, according to the β greediness degree (line 3). Let β ∈ [0, 1], in which β = 1 produces a random construction and β = 0 corresponds to a pure greedy algorithm. For instance, β = 0.2 means that 20% of the better solutions according to the computed cost are selected and returned to the RCL. A node is then randomly selected from the RCL and added to the solution vector (line 4). Next, the LC is updated (line 5). This process is repeated for all node elements that compose the graph, G. CL := removeN ode(CL, node); 6: end for 7: return solution;
Local Search
The solutions created by the Construction function are not guaranteed to be locally optimal [51] . A solution is locally optimal if there is no better solution in its neighborhood. The LocalSearch function improves the previous obtained solution by the successive replacement of the current solution by a better one from the neighborhood of the current solution. The success of the LocalSerach function depends on the starting solution received as a parameter, as well as on the suitable choice of a neighborhood structure [51] .
The LocalSearch function (Algorithm 3) starts by initializing the neighborhood solution (neighborSol), the poll of solutions (pollSol), cont1 and cont2 to null (lines 1 and 2). The algorithm proceeds by computing a new solution from the current solution (line 4). This new solution is created after randomly changing one node of the current solution by another element obtained from the RCL. If the neighborhood solution obtained is feasible, as well as its cost is smaller than the previous solution (line 5), then the current position in the poll of solutions (cont2) receives this new solution (line 6). Next, cont2 is incremented (line 7), and the current solution (solution) is set as the new solution created. These steps are repeated, until the poll of solutions is filled in or the number of tries to find new solutions in the neighborhood is reached. Afterwards, in case the poll is not empty, a solution is randomly selected from the poll of solutions (line 13), and it is returned to the Algorithm 1 (line 15).
Algorithm 3 LocalSearch (solution, nTriesNeighbor, sizePollSol)
1: neighborSol, pollSol := ; 2: cont1, cont2 := 0; 3: repeat 4: neighborSol := getN eighborSol(solution);
5:
if (neighborSol is feasible) && (computeCost (neighborSol) < computeCost (solution)) then 6: pollSol[cont2] := neighborSol; 7: cont2 + +; 8: solution := neighborSol; 9: end if 10: cont1 + +; 11: until (cont2 = sizeP ollSol)or(cont1 = nT riesN eighbor) 12 : if (pollSol = ) then 13: solution := getRandom(pollSol); 14: end if 15: return solution;
Optimization Model
In this section, we present the proposed optimization model. This optimization model, as well as the algorithm are implemented with the support of the Mercury environment, as detailed in the proposed methodology (Section 5).
The objective is to minimize the overall costs by increasing the availability and the energy efficiency, while trading-off the acquisition costs subject to a given set of restrictions. The following lines describe the optimization model.
Parameters
G is an EFM graph, D is a dependability model (RBD or SPN), dc is the downtime cost per hour of unavailability of the system under analysis.
Decision Variables
M T T F i is the mean time to failure of the equipment, i, η i is the energetic efficiency of the equipment, i, p i is the retail price of the equipment, i.
Objectives
The objective is quantified by the following equations. f 1 : To minimize the cost related to the downtime of the system by increasing the availability.
where A is the system availability, T is the period in hours and dc is the mean downtime cost per hour. f 2 : To minimize the operational cost by increasing the energetic system efficiency.
where P input is the electrical energy consumed, T is the assumed period, C energy is the energy cost, A is the availability and α is the factor adopted to represent the amount of energy that continues to be consumed when a component has failed. f 3 : To minimize the acquisition cost.
Objective Function
We reduced the goals in the following objective function:
where λ 1..3 represents the weight given to the f 1..3 functions and the
Restrictions
For all data center devices, the acquisition cost of each internal node of the EFM is greater than or equal to zero:
The energetic efficiency (η) of all devices must be in the range [0,1].
For all data center devices, the MTTF must be greater than or equal to zero.
The maximum power capacity of all devices must not be exceeded.
where CCU is the current capacity used by each device, i, and f c is a function that assigns each node with the respective maximum energy capacity.
Evaluation Environment
This section presents the evaluation environment that has been developed to provide support to the integrated evaluation of dependability, sustainability and cost issues on data center infrastructures. The evaluation environment is composed of ASTRO, Mercury and optimization module. This section starts by presenting the ASTRO tool. Next, the Mercury environment, which supports, for modeling purposes, RBD, SPN, CTMC and EFM, is presented. Finally, it shows the optimization module that supports two optimization algorithms: a GRASP-based one and the PLDA.
ASTRO
ASTRO [52] provides interfaces that allow data center designers to model power, cooling and IT systems without knowing the formalism (e.g., SPN, RBD, CTMC and EFM) that has been employed. This interface is in accordance with the engineering standards [53] . The models created through ASTRO can be converted into the fundamental models. Mercury provides support for modeling and evaluating the fundamental models that are SPN, RBD, EFM and CTMC. Mercury is an independent environment with a graphical interface that supports other tools, such as ASTRO and the algorithms implemented in the optimization module. Figure 8 illustrates the relationship between ASTRO, Mercury and the optimization module. The following section presents ASTRO. The power system editor provides a high-level view for modeling data center power system infrastructures. The designer may define the component attributes of a system; for instance, dependability, cost and sustainability attributes. Basically, the editor provides icons to represent each component (i.e., equipment), in such a way that the designer specifies the respective connections through arcs. For instance, if a component "A" provides power to a component "B", there is an arc that connects "A" to "B". Since ASTRO provides high-level models, the models created through these editors must be converted into RBD, SPN, CTMC or EFM to allow dependability, sustainability and cost evaluations.
Similarly to the power editor, the cooling and IT system editors adopt high-level models for representing cooling and IT data center infrastructures. These editors also provide functionalities to translate the high-level models into RBD, SPN, CTMC and EFM models to compute dependability and sustainability metrics, for instance.
Mercury
Dependability models are classified into state-space and non-state-space models [33] . Mercury provides the support of RBDs for non-state-space models. Dependability evaluation using RBDs can be conducted under the assumption that the failure of the system components are independent. To model systems with more complex interactions between components, Mercury provides support for Markov chain (MC). The hand construction of Markov models is tedious and error-prone when the number of states becomes very large [33] . Therefore, Mercury also provides the support for the creation and evaluation of other state-space models, SPNs. SPN models can be automatically converted into Markov models to be solved.
In addition, Mercury also supports the creation and evaluation of EFM. The EFM computes the sustainability and cost estimates of the power and cooling infrastructures, whilst conforming to the energy constraints of each device. These estimates are provided by algorithms that compute the metrics of interest by traversing the EFM. The following subsections present the SPN, CTMC, RBD and EFM editors and evaluators.
SPN Editor and Evaluator
In Markov chain and SPN models, representative numerical techniques are available for both stationary (i.e., GTHand Gauss-Seidel [54, 55] ) and transient (i.e., uniformization and Runge-Kutta [39] ) analysis. Time-dependent metrics are obtained by transient analysis or simulations, whilst steady-state metrics are achieved with stationary analysis or simulations. Regarding SPN models, the evaluation environment also allows dependability evaluation through transient and stationary simulations [56] . The simulation is adopted when the state space becomes very large. Figure 9 depicts the SPN editor, in which the models can be obtained from a high level model translation or created by the user from scratch. To assist in the validation of SPN models, the editor has a feature, namely, token game, which makes possible the firing of transitions graphically and interactively according to the current net marking. The following subsection presents the simulation process adopted in Mercury.
Simulation
Mercury adopts simulation as one of the mechanisms for evaluating SPN models. Two modalities are available: (i) transient simulation, which is time-dependent; and (ii) stationary simulation, which assumes an infinite length of time (i.e., long-run behavior). The simulation process for both modalities is almost the same, discerning in some aspects of the stop criteria (e.g., the simulation time for the transient approach). In general, the Mercury environment allows for setting the maximum relative error, the confidence interval, the minimum number of firings for each transition and the maximum simulation time. For a better understanding, the adopted simulation process (Figure 10 ) is presented as follows. Firstly, statistical counters (variables adopted for storing statistical information about system performance) are initialized, and the parameters of the stop criteria are set. Next, the simulation clock (variable, indicating the current time of the simulation) is set to "0" and the event list is created (i.e., the list that stores the enabled transitions). Afterwards, the simulation enters a loop, which corresponds to the actual evaluation of the SPN model. In each iteration, the enabled transitions are added to the list, and the disabled transitions are removed.
From the event list, the simulation engine selects the transition with the smallest time, which was generated according to a random variable satisfying the transition's distribution (e.g., exponential distribution). The selected transition is fired, and the simulation clock, statistical counters and the marking of the SPN model are updated. If the simulation criteria are achieved (e.g., the relative error is satisfied), the simulation stops.
It is important to state that batches of simulation runs are performed (i.e., groups of simulations) to estimate the metrics of interest. Basically, the number of batches depends on the specified confidence degree, relative error and the initial number of runs set by the designer. Besides, the number of simulation batches are updated whenever the error calculated for the metrics (after the initial batches) does not satisfy the relative error it was informed of by the user [57] .
CTMC Editor and Evaluator
The Mercury environment provides an editor and evaluator, in which users can create, edit and evaluate CTMC models. Representative numerical techniques are available for stationary analysis (i.e., GTH, Gauss-Seidel [39] ), as well as transient evaluation (i.e., uniformization, Runge-Kutta and trapezoid-Euler [39] ).
RBD Editor and Evaluator
The RBD editor and evaluator performs reliability and availability analysis using block diagrams. The types of reliability configurations supported by the RBD editor and evaluator are: series, parallel, k-out-of-n and bridge. In this editor, a diagram should only contain one input and one output node. RBDs provide closed-form equations, so the results are usually obtained faster than using SPN simulation. However, there are many situations (e.g., dependency among components) in which modeling using RBD is harder than adopting SPN.
Additionally, the RBD evaluator allows the calculation of reliability importance, structural and logical functions, as well as the bounds of dependability measures. Reliability Importance (RI) is a technique that allows one to quantify the improvement in system reliability due to a component, when the respective reliability is increased by one unit. Structural and logical functions are alternative ways of representing the system mathematically, in which the former adopts algebraic functions and the latter utilizes logical expressions. The benefits of such representations contemplate additional tools, which may indicate system parts that can be replicated to increase overall availability in a simpler way, for instance. Figure 11 depicts the EFM editor and evaluator. The EFM is proposed to compute the sustainability and cost estimates of data center power and cooling infrastructures without exceeding the power constraints of each device. The EFM is defined as an XMLfile to allow the model to communicate to other tools. For instance, the proposed GRASP-based method (Section 6) is implemented as a separate module that receives as a parameter the EFM model to compute the exergy consumption and cost issues, as well as the RBD or SPN models to compute the dependability metrics. Each model is executed several times with different parameters to generate the optimized versions of the models.
EFM Editor and Evaluator
In the EFM, the demanded energy that should be provided or extracted is associated with the TargetPoint1 node considering power models (or to the SourcePoint1 in case of the cooling system). The weights associated with each edge are adopted for representing the energy that should flow when a fork structure is present. Although not shown in the example depicted in Figure 11 , multiple source and target nodes may be considered to represent a data center with more than one source point. Figure 11 . EFM editor and evaluator.
Optimization Module
The optimization module is able to evaluate the RBD, SPN, CTMC and EFM models by calling the Mercury engine. The Mercury conducts the evaluation and provides the results to the optimization module. A GRASP-based algorithm and a power load distribution algorithm (PLDA) [45] represent two optimization techniques that were implemented in that module. The proposed GRASP-based method optimizes the results obtained by the RBD, SPN and EFM models through the selection of the appropriate devices from a list of candidate components. This list corresponds to a set of alternative components that may compose the data center architecture. The PLDA is an algorithm that improves the power distribution among devices by changing the weights of the edges present on EFM models.
Optimization algorithms are able, for instance, to reduce the number of scenarios to be evaluated, and therefore, the time spent to achieve the solution is also reduced. However, there is no guarantee that the solution obtained through optimization algorithms provides the optimal result. Indeed, in many cases, optimization algorithms achieve results very close to the optimal ones. Additionally, the necessary time to evaluate all possible scenarios may cause this strategy to not be recommended for complex systems. Therefore, optimization strategies represent an alternative option to achieve results close to the optimal in a reduced runtime.
In the proposed Grasp-based optimization algorithm, some parameters are the number of elements adopted by a benchmark to create the list of candidate devices that may compose the final optimized model, the greediness degree and the number of iterations that the optimization algorithm executes, where a higher number provides results closer to the optimal, however, demanding more time to be executed. Additionally, users define the desired metrics (e.g., cost, availability and sustainability) to be optimized. In the Grasp-based optimization algorithm, the optimization process consists of the evaluation of the model, considering different devices from the list of candidate components. In addition, different seeds are also adopted.
Case Studies
This section presents two case studies that illustrate the applicability of the proposed methodology and models with the support of the developed environments, ASTRO, Mercury and optimization algorithms, to evaluate data center power infrastructures.
Case Study I
The main goal of this study is to illustrate the proposed optimization algorithm applied on data center infrastructures. This method improves the results obtained by the RBD, SPN and EFM models through the selection of the appropriate data center devices from a list of candidate components. This case study is subdivided into two parts. In Part I, the list is automatically generated through a benchmark, and in Part II, that list is defined by the data center designer. The evaluation of all possible combinations from the list of candidate components provides the optimal result. However, this evaluation is very time consuming. The main goal of this experiment is then to show that the adopted optimization algorithm represents an interesting option that provides results close to the optimal ones in a reduced time. Therefore, this case study compares the results obtained by the optimization algorithm to the results obtained evaluating all possible scenarios.
This case study is subdivided into two parts. The main goal of the first part is to illustrate the applicability of the proposed methodology to optimize data center power infrastructures in relation to cost (acquisition and operational costs) and dependability issues. It is important to state that once reducing the operational cost, which is impacted by the energy consumption, the sustainability impact is also improved. In the first part of this case study, a benchmark is adopted to create a list of candidate elements through a random process that is further explained in the following sections. In the second part, the list of candidate elements is fixed (defined by the designer). Five data center power infrastructures [58] have been considered (see Figure 12 ) with an increasing redundancy degree, such that each successive architecture has an additional component duplicated. For each architecture, we estimate: (i) the availability; (ii) the sustainability impact; and (iii) the cost. Figure 13a depicts the RBD model adopted to quantify the system dependability for the architecture, A3, while respecting the system restrictions quantified by the EFM (Figure 13b ). The EFM is also adopted to estimate the sustainability impact and cost of the data center power infrastructure. The adopted MTTFs values for the power devices of the RBD model were obtained from [59] [60] [61] and are shown in Table 2 . The MTTRs were constants in eight hours for each component [62] . Table 2 also presents the adopted acquisition cost and energy efficiency for each device modeled through EFM. Besides, it is important to state that these power infrastructures have a power demand of 10 kW (the value associated with the target node of the EFM). A benchmark was adopted to create a list of candidate elements through a random process. This process considered a range of values for each parameter (MTTF, acquisition cost (AC) and efficiency (Eff)) on each type of component, as shown in Table 2 . In this particular case study, five elements were added to the list for each type of component. Once the list of candidate elements was created, the optimization process was started.
8.1.1.4. Results Table 3 presents a summary of the results that compare the evaluation of all possible combinations (ALL) against the optimization algorithm (Opt.). In the table, Avail is the column with the availability results, 9 s is the availability level (A) in number of nines (−log[1−A/100]), Down. is the downtime, which is represented in hours, as well as the associated cost, Acq is the acquisition cost, Op is the operational cost, Tot is the total cost, Ex corresponds to the results for the exergy consumption, Sys Eff is the system efficiency, Obj Func is the objective function, which is represented by the mean of m executions, as well as by the smaller result obtained, and Diff. is the difference, which is represented by the fraction of the results obtained through the evaluation of all scenarios by the results obtained from the optimization process. The optimization method was executed m times considering different seeds that randomly generate the list of candidate elements. In addition, for each seed, the method was repeated m times. The m value has to be big enough to guarantee the confidence level of 95% and not so huge that it may increase the execution time. Therefore, m = 30 was adopted. The reader should remember that the goal of this case study is to minimize the objective function, and thus, the smaller value between the m executions is the result of the optimization algorithm. Additionally, it is important to state that the optimized results were computed considering 0.2 as the greediness degree (the β parameter of the optimization method in Section 6). Figure 14 depicts the objective function results achieved through the evaluation of all possible scenarios (ALL) and the results obtained by the optimization method (Opt. Alg.). The reader should notice that both results are quite similar. In addition, Figure 15 presents a comparison between the execution time demanded for both cases, in which it was possible to observe that the time needed to conduct the evaluation of all possible combinations has increased when more complex system were analyzed. However, this behavior was not observed during the optimization algorithm results.
The main goal of this experiment is to compare the results obtained by an optimization algorithm to the results obtained by the evaluation of all possible scenarios. For instance, architecture A1 is composed of a UPS, a step-down transformer, a subpanel and a power strip. Considering that the list of candidate elements for each component is composed of five different devices (e.g., with different MTTF, efficiency and acquisition cost), there are 5 4 possible scenarios to be evaluated for the architecture, A1. In addition, the optimization method requires a reduced time to be executed in comparison to the evaluation that computes the optimal results.
Significant results were obtained with the optimization algorithm that required a reduced time to be executed in comparison to the evaluation of all scenarios. This runtime difference increases when more sophisticated architectures are modeled. For instance, to compute the optimal result of the architecture, A3, more than three minutes were demanded; however, only five seconds were needed to obtain the result, taking into account the optimization algorithm. In the architecture, A5, the optimal evaluation demanded 146 times more time to be executed than the results achieved through the optimization algorithm.
Additionally, it is important to stress that no significant difference was observed between the results obtained adopting the optimization algorithm and the evaluation of all possible scenarios. Considering the objective function results, the higher difference was 5% achieved in architecture A5. In A2 and A4, only 1% of a difference was observed. Besides, for architecture A1, the exact value was obtained for both the optimal and the optimization algorithm results.
This case study has shown that the proposed optimization technique can be adopted to obtain results close to the optimal ones without the need to execute all the scenarios available. In addition, this case study also provided sustainability, dependability and cost solutions, whilst, at the same time, respecting the system restrictions, as quantified by the EFM.
Part II
The main goal of this part is also to compare the optimal results to the ones obtained through the optimization algorithm. However, in this section, a fixed list of candidate components was adopted. Table 4 presents this list with the MTTFs, acquisition cost (AC) and efficiency (Eff) considered for each device. The reader should notice that three different diesel generators and UPSs were adopted. Figure 16 depicts the data center power architecture (A6) adopted in this study. This architecture corresponds to the previous architecture, A5 (Figure 12) , with an additional diesel generator and an AC source. Assume that, in this particular case, the batteries available on the UPSs are not enough to support the system during the activation time demanded by the generator device. Besides, the generator is only activated once the AC source does not provide the demanded power. Therefore, SPN is adopted to evaluate the availability. Figure 17 shows the SPN availability model for the architecture, A6. The availability is described by the probability expression P {((#ACSource0 ON Table 5 presents the summary results of Part II of this case study. From this table, it is possible to observe that the results for the object function are quite similar in the optimization method and the evaluation of all scenarios. However, the runtime needed for executing all the scenarios was over 2.8 times higher than the one spent by the optimization technique. In addition, the reader should remember that the list of candidate components was fixed (e.g., three generators and three UPSs), reducing the number of possible combinations. Besides, it is important to stress that in case the list of candidate components increases, the difference between the runtime spent by the optimization algorithm in comparison to the execution of all possible scenarios tends to grow in such way that it may become impossible to perform the analysis of all possible scenarios.
Similarly to Part I, EFM is adopted to estimate the sustainability and cost issues without overstepping the power constraints of each device. Figure 18 depicts the EFM for the architecture, A6. Figure 18 . EFM of A6.
Case Study II
This study focuses on conducting the previous optimization technique in a real-world data center power architecture (from HP Labs, Palo Alto, CA, USA [63] ), which assesses the dependability, as well as the environmental impact and operational energy cost. In this case, the number of scenarios to be analyzed through all possible combinations is huge. Therefore, the optimization method was adopted.
The following subsections present the data center power architecture, as well as show the corresponding models and results. 8.2.1. Architecture Figure 19 depicts the modeled data center power architecture. This architecture supplies energy for 50 racks, which are represented in this figure by only five racks (each one representing 10 racks). The power infrastructure fails (and, consequently, the entire system) when neither of the paths depicted in the figure are able to provide the 500 kW of power required by the racks of the IT components. In this study, a path is defined as a set of interconnected redundant components within the power infrastructure. In this architecture, the diesel generator is only activated once both AC sources are not able to provide the required power. Figure 20 illustrates the EFM correspondent to the previous power architecture. According to the adopted methodology, the dependability analysis of this system should be performed through an RBD, since neither active redundancies nor state-dependent interactions between the components of the system exist. For instance, Figure 21 shows the RBD model that represents the power system under analysis. It is important to state that in this particular system, we assumed that batteries present in the UPSs support the system during the activation time needed to start the diesel generator once both AC sources are not properly working. Therefore, the dependability analysis of this system may be conducted by RBD, as shown in Figure 21 . The reader should remember that the list of candidate devices was created in a random process similar to the Case Study I (Part I). Table 6 shows the range of values adopted for the MTTF, acquisition cost and efficiency for the creation of the list of candidate components. Table 7 is a summary of the results of the evaluated power infrastructure architecture. The availability, cost and exergy consumption were 6.67 (in the number of 9s), 862,820.06 USD and 6,311.18 kJ for this system, taking into account the components according to the algorithm that optimizes the objective function. This experiment has shown that following the adopted methodology, we are able to perform the integrated evaluation and optimization of dependability, cost and sustainability issues. 
Models
Conclusions
This work proposed a set of formal models for the integrated evaluation of sustainability impact, dependability and cost values on data center power and cooling architectures. These models have the support of the developed evaluation environment, which is composed of ASTRO, Mercury and the optimization module. In addition, the adopted methodology takes into account the advantages of both RBD and SPN formalism to compute the dependability metrics and the EFM to estimate the cost and sustainability impacts whilst respecting the power constraints of each device.
Optimization studies were also conducted in this work through the proposed algorithm, which is based on GRASP. This algorithm improves the results obtained by the RBD, SPN and EFM models through the selection of the appropriate devices from a list of candidate components. This list corresponds to a set of alternative components that may compose the data center architecture. The adopted optimization method is an alternative approach to the evaluation of all possible combinations from the devices of the candidate list. Interesting goals were achieved, in which the optimization technique has provided results close to optimal in a reduced time. Despite the results presented, the research on data centers has other open issues, which lay out several possibilities for further development of new techniques.
Additionally, two case studies considering different power systems were conducted to compare the results of the optimization algorithm with the evaluation of all possible scenarios. Significant results were obtained, which were quite close to the optimal results. In addition, the optimization method requires a reduced time to be executed, in comparison to the evaluation that computes the optimal results. As future work, the authors intend to explore other optimization techniques to compare with the results obtained in this work. Another interesting future direction would be to relate the dependability, sustainability and cost quantified in this work with the performance of IT devices.
