In this paper, we study transfer functions corresponding to parametric linear systems whose coefficients are block matrices. Thus, these transfer functions constitute Laurent polynomials whose coefficients are square matrices. We assume that block matrices defining the parametric linear systems are solutions of an integrable hierarchy called for us, the block matrices version of the finite discrete KP hierarchy, which is introduced and studied with certain detail in this paper. We see that the linear system defined by means of the simplest solution of the integrable system is controllable and observable. Then, as a consequence of this fact, it is possible to verify that any solution of the integrable hierarchy, obtained by the dressing method of the simplest solution, defines a parametric linear system which is also controllable and observable.
Introduction
The study of parametric linear systems has been developed from the works of Brockett and Krishnaprasad [ [3] ]. The realization theory affirms that each linear system has a unique rational function associated with it. Through this correspondence it has been studied some identification problems for these linear systems, see for instance [[3] , [7] , [8] ]. The evolution of the coefficients with respect to the parameters leads to the respective evolution of rational functions (called usually transfer functions). Several authors have studied parametric linear systems for which the main coefficient is a solution with respect to the parameters of certain integrable systems (hierarchies). We explain how they arise, if we fix a rational function then it can be write by means of the simplest solution of the integrable system, and we also have an initial linear system for which the rational function is its transfer function. Taking into account that any integrable system is always related to some type of group factorization one can construct a family of linear systems having as main coefficient the solutions of the integrable system. This approach to build families of parametric linear systems leads to an interesting relationship between the linear control theory and the integrable systems. Indeed, a central question is which properties, from the point of view of the linear control theory, are inherited from the initial linear system for the remaining elements of the family. The present research is devoted to this question. Among the previous works, we must mention the article by Y. Nakamura [[10] ] where the Toda lattice is used. In the Nakamura paper, the reader can also consult other important references. Previous work by some of the authors can be found in [ [7] , [8] , [9] ].
Recently M. C: Câmara, A. F. dos Santos and P. F. dos Santos [ [4] ] have considered matrix equations of Lax type of the following form
where the n × n matrix N(t, z) depends of a parameter z called spectral parameter varying on the unit circle S 1 (N + (t, z) is constructed through N(t, z)). Specifically, N(t, z) is a matrix-valued Laurent polynomial in z and N + (t, z) is the part of N(t, z) analytic in the unit disc D.
Denote by [C 1 (I)] n×n the space of continuously differentiable n × n matrix functions on the open interval J ⊂ R + (with respect to the variable t). Let N(t, z) = N(t) ∈ [C 1 (I)] n×n be a Laurent polynomial of the form
thus in (1) we have N + (t) = P 0 (t) + P 1 (y)z.
In this paper, unlike the work mentioned above, we consider the matrix-valued Laurent polynomial as the transfer function of certain linear system and for this system, we study its properties of controllability and observability when the coefficients evolve by means of an integrable hierarchy. Justly, we consider the particular case of Laurent polynomial (2) with P 0 = P 1 = O. This is the mean reason why below we do not use the Lax equation (1), instead we introduce and study a block matrix version of the finite discrete KP hierarchy. As we already mentioned, in the present work, we only will consider matrix-valued Laurent polynomials of the form
From now on, we will assume a more general situation in which L = L(t 1 , · · · , t m−1 ) ∈ [C 1 (J m−1 )] n×n , in other words, any matrix P −k involved in the definition of our Laurent polynomial L depends of m − 1 variables t 1 , · · · , t m−1 for 2 ≤ m, and each one of these variables takes values in J. Besides, in this work, unless otherwise specified, all matrices will have real entries.
Next, we briefly review the (k − 1)-dimensional left-projective spaces over the real or complex n × n matrices [ [11] ]. Real or complex tn × sn matrices with t, s ≥ 1 and t = s or t = s for t, s ≥ 2 are denoted by calligraphic capital letters. One writes the n × sn matrix Y in block form:
will be the set of real or complex matrices Y of rank equal to n. R 0 (sn 2 ) is a connected topological space and its topology is defined by means of any generalized matrix norm.
Two matrices Y = (Y 1 , · · · , Y s ) and U = (U 1 , · · · , U s ) of R 0 (sn 2 ) are left-or row-equivalent if there exists an n × n invertible matrix S such that U = (U 1 , · · · , U s ) = (SY 1 , · · · , SY s ) = SY, |S| = 0.
This relation partitions R 0 (sn 2 ) into equivalence classes of row-equivalent matrices. These equivalence classes are the points of the (s − 1)-dimensional left-projective space over the real or complex n × n matrices P (s−1) (M n (K)), where K is R or C. The projective mappings C of this left-projective space are given by means of constant invertible sn × sn matrices. C is written in block form
where each block C ij , i, j = 1, · · · , s is an n × n matrix. For C fixed, one defines
for all Y ∈ P (s−1) (M n (K)), then C(Y) ∈ P (s−1) (M n (K)). If U = SY where |S| = 0, then U = UC = SYC = S Y; Hence row-equivalent matrices have row-equivalent transformations. Thus, the transformation (6) induces a transformation of P (s−1) (M n (K)) onto itself. From now on, for our purpose, it could be convenient to use matrices of R 0 (mn 2 ) and invertible mn × mn matrices which will be written in block form.
We would like to start this section with a observation on L(t, z) given by (3) which represents an extension of the theory of realization to matrix-valued Laurent polynomials of the form (3). We have
where (I, O, . . . , O) ∈ R 0 (mn 2 ) being I the matrix identity and O the null matrix of order n respectively, moreover
here I and Λ are matrices of order mn × mn. The equality (7) holds for all t ∈ I, in particular
We recall the following result which is known as the Schur determinant lemma (see [[12] ] for more details) There exists a generalization in certain sense of the previous result which can be found also in [ [12] ] for any square matrix M. Consider now that M is partitioned where P, Q, S, R do not necessarily have the same dimension. Suppose P is nonsingular and denote the matrix S −RP −1 Q by M/P and call it the Schur complement of P in M, or the Schur complement of M relative to P . In the same spirit, if S is nonsingular, the Schur complement of S in M is M/S = P − QS −1 R. The following result is well known Theorem 2 (Schur's Formula) Let M be a square matrix partitioned. If P is nonsingular, then
Definition of the hierarchy
In this section, we present the bases that allow us to build and study our integrable hierarchy. More exactly, we introduce a block matrix version of the finite discrete KP hierarchy by means of the mn × mn block matrix shift operator Λ acting on mn × n column matrices
in particular, we develop a block matrix Borel-Gauss approach for this integrable system. Define
where the D i are mn × mn block diagonal matrices for i = 0, 1 . . . , m − 1. The entries of H are assumed to be functions of m − 1 variables t 1 , . . . , t m−1 . The mn × mn matrix H will be called a Lax matrix if it satisfies the following equations
where M ≥ (M > ) denotes the (strictly) upper triangular part of a matrix M, analogously M ≤ (M < ) denotes the (strictly) lower triangular part of M. The set of equations (12) is called the block matrix finite discrete KP hierarchy. Observe that the simplest solution of the hierarchy (12) is
Let us consider mn × mn block matrices of the form
where S k is in the class of all mn × mn block diagonal matrices for k = 1, . . . , m − 1.
One can see that a matrix of the form (13) is not singular, that is, there exists S −1 . Indeed, suppose that Sx = 0 for x = (x 1 , · · · , x m ) ∈ R mn . Then, we have 
now, from this equality follows that
This implies that
Hence, x = 0. For instance, form m = 2 we have that (I + S 1 Λ T ) −1 = I − S 1 Λ T . In general S −1 must be of the form
where for each k the matrix S I k is in the class of all mn × mn block diagonal matrices. Since, the usual product of matrices is associative, we can calculate the coefficients S I k for any k of the following equation
In a similar way, we can calculate S I 3 from the equation
. A similar way of proceeding leads us to the calculation of all the coefficients (the details are left to the reader). A matrix S of the form (13) will be called dressing matrix. The set of all dressing matrix is a group under the usual product of matrices which will be denoted for G − .
Observe that if S ∈ G − and it satisfies the block matrix linear equation
where H = SΛS −1 , then H is solution of the equations (12) . Conversely, let H be a solution of (12) then any dressing block matrix solution of (15) is called Sato-Wilson block matrix corresponding to this H. Since we are working in the matrix case and H k < is strictly lower triangular block matrix for k = 1, · · · , m − 1, such solutions of (15) always exist. In this case, to give a specify Sato-Wilson matrix corresponding to a Lax matrix H, one only must fix an initial condition at the time of solving the equation (15) on the group G − .
We have
Proof. Assume that H satisfies (12) In the previous proposition the supposition H(0) = Λ can be improved even more to include a larger class of solutions H that could be written in the form H = SΛS −1 for some S ∈ G − . In fact, we have Proposition 4 Suppose that H is solution of (12) such that H(0) = S ι ΛS −1 ι where S ι ∈ G − is a constant dressing matrix. Then there exists S ∈ G − such that H = SΛS −1 , this decomposition is not necessarily unique.
Proof. Let S a be an arbitrary Sato-Wilson matrix corresponding to H and define as above H Sa = S −1 a HS a . Again we can see that H Sa is a constant matrix. Thus,
it is enough to take S as S = S a S −1 a (0)S ι .
Block matrix Borel-Gauss factorization and its applications [[6]]
The following lemma will be very useful below Lemma 5 Let Y be a upper triangular block matrix of order mn × mn such that Y ss is nonsingular for
therefore the matrix Y is nonsingular.
Proof. From Schur determinant lemma follows that (16) holds for m = 2. Indeed, since
The result also is hold for m = 3. To see this we use the Schur's formula
We proceed now by induction. Let us suppose the result holds for m = k and prove the statement of the lemma for m = k + 1. Let Y be a upper triangular block matrix of order (k + 1)n × (k + 1)n for which each matrix in the principal diagonal is nonsingular, then
Hence, the lemma is fulfilled also for m = k + 1. The proof has finished.
Corollry 6
All matrices of the form
are nonsingular, even more |S| = 1.
Proof. Taking into account that |S| = |S T | the result is followed of previous lemma. We give the following definition
Definition 7
We say that a nonsingular block matrix U of order mn × mn admits a Borel-Gauss factorization if
where |Y kk | = 0, for k = 1, 2, · · · , m.
Denote
for k = 1, 2, · · · , m. The square sub matrices giving place to the determinants ∆ k (U) are called the main minors of the matrix U and they are denoted for M k (U). Thus, ∆ k (U) = |M k (U)|. We have Theorem 8 Let us suppose that ∆ k (U) = 0 for k = 1, 2, · · · , m where m ≥ 2, then U admits a factorization of Borel-Gauss type.
Proof. As before we do the proof for induction. Suppose that m = 2, in this case we must prove that there exist S lower triangular block matrix of order 2n × 2n and Y upper triangular block matrix of the same order such that
where U is a matrix for which ∆ 1 (U) = |M 1 (U)| = |U 11 | = 0 and ∆ 2 (U) = |M 2 (U)| = |U| = 0. The following calculate is well known: Y 11 = U 11 and Y 12 = U 12 . Moreover, S 21 = U 21 U −1 11 and finally
. It shows that |Y 22 | = 0. In fact, of the Schur's formula
We would like to calculate the Borel-Gauss factorization for a matrix U of order 3n × 3n which satisfies that ∆ 3 , ∆ 2 and ∆ 1 are different of zero. But before this, observe that one can calculate the entries of the matrices S and Y in form recurrent (from the inside out) taking into account
for k = 1, 2, · · · , m. Next, we do the computation for m = 3, that is, we must have
under the supposition that M 1 (U), M 2 (U) and M 3 (U) are nonsingular square matrices. Since M 2 (U) = M 2 (S)M 2 (Y ) then we already know how calculate the entries of M 2 (S) and M 2 (Y ) in function of the entries of M 2 (U). Thus,
and so |Y 11 | = 0 and |Y 22 | = 0. On other hand, recalling that
We claim that
indeed, a simple calculation shows that
and of here it is easy to proves the affirmation. It implies
Let us suppose that the theorem holds for k = m and prove that it is hold also for k = m + 1. Let U be a block matrix of order (m + 1)n × (m + 1)n such that ∆ 1 = 0, ∆ 2 = 0, · · · , ∆ m = 0, ∆ m+1 = 0, then by the induction hypothesis M m (U) admits a Borel-Gauss factorization, that is, M m (U) = S m (U)Y m (U) and Y m (U) having its principal diagonal composed for nonsingular matrices. Denote
Then we can find the matrices 
In fact, we have
. . .
and
Finally, observe that necessarily
and therefore
here, we have used (21) and (22). It shows that
With this we conclude the proof of the theorem.
Remark 9
Observe also that if U is a block matrix of order mn × mn which admits a Borel-Gauss factorization then necessarily ∆ k (U) = 0 for k = 1, 2, · · · , m.
Remark 10
Let U be a block matrix of order mn × mn admitting a Borel-Gauss factorization, then Y 11 = U 11 and
for k = 2, · · · , m.
We must mention that the theme of the Borel-Gauss factorization for semi-infinite moments block matrices was investigated in the papers [ [1] ] and [ [2] ]. Let us return to our study of the hierarchy (12) . The following result is fundamental in the study of the block matrix finite discrete KP hierarchy.
Lemma 11
Suppose that U(t 1 , · · · , t m−1 ) admits a Borel-Gauss factorization U = S −1 U Y U such that S U and Y U satisfy the linear equations
where H = S U ΛS −1 U , with initial conditions S U (0) = I and Y U (0) = I (observe that S U ∈ G − ). Then,
Proof. First of all, we have U(0) = I. On other hand
We have that U = e m−1 k=1 Λ k t k is a block upper triangular matrix, denote this matrix function for Y E (t 1 , · · · , t m−1 ).
From now on, the set of all matrices of order mn × mn admitting a Borel-Gauss factorization will be denoted for BG(mn). In general, if U ∈ BG(mn) such that U = S −1 U Y U , for which S U and Y U satisfy the equations (24) where H = S U ΛS −1 U , then
Observe that
is the space of all block diagonal matrices J such that |J ii | = 0 for i = 1, . . . , m.
Theorem 12 Let us suppose that U ∈ BG(mn) and U = S −1 U Y U its Gauss-Borel factorization, such that
if and only if, U satisfies
for k = 1, 2, · · · , m − 1.
Proof. One of the statements follows from the previous lemma. Now suppose that
where k = 1, 2, · · · , m − 1. Then
so we obtain (26). Really, the three equations (25)-(27) are such that if at least two of them are true, then one can check that the third equation holds.
Properties of parametric linear systems related to the solutions
of the block matrix finite discrete KP hierarchy 3.1 Linear system associated with H(0) = S ι ΛS −1 ι where H(t) is a solution of (12)
We will start by studying linear systems associated with the initial conditions H(0) = S ι ΛS −1 ι of solutions H(t) of the hierarchy (12) . First, we suppose that S ι = I, that is, H(0) = Λ is the simplest solution of (12) .
Let Λ be the mn × mn block matrix shift given for (10) . Following [ [5] ], let us introduce a linear state system on the space X τ (denominated state space) of matrices x(τ ) = (x 1 (τ ), · · · , x m (τ )) T where each x k (τ ) is of order n × n for k = 1, · · · , m, of the form
where B is a control column vector of order mn × n which will be specified below. On other hand, v(τ ) belongs to the space V (denominated input space) of n × n matrices. Specifically
where the M −k , for k = 1, · · · , m are arbitrary constant matrices of order n × n. Moreover C = (I, O, . . . , O) is the n × mn observation row vector. The transfer function of the system (28) is the Laurent polynomial
where z = 0 ∈ C.
Proposition 15
The system (33) is controllable if
and observable in any case.
Proof.
The system (33) is clearly observable, it remains to see that it is controllable. As usual, we need prove that
Since |S ι | = 1, the condition (34) is equivalent to the following condition
the proof of this last condition is done in a similar form to the proof of (31) for the previous proposition.
General linear systems related to the solutions H(t) of the hierarchy (12)
Let us consider a parametric linear state system on the space X τ , with parameters t = (t 1 , ..., t m ), given as
where B(t) is the control column vector considered as a transformation from V to X τ and C(t) is the observation row vector. Both vectors and the block matrix H(t) are defined according to the following proposition 
with initial conditions B(0) = B and D(0) = D. We recall that as usual H(t) = S U ΛS −1 U .
Proof. For k = 1, · · · , m − 1, we have
and clearly B(0) = Y U (0)B = B. On other hand,
and taking into account that
then, combining the two previous equations, we arrive to the following equality
Observe that (S −1 U (t)) T is a block upper triangular matrix whose diagonal is formed with the identity matrix of order n. Hence, we can verify D(0) = (S −1 U (0)) T D = D. It is interesting to observe that independently of the choice of S(0) −1 as initial condition in the factorization of U, the flow for D(t) always begins in D.
The transfer function of the system (35) will be the following matrix-valued function as a function of t F (z, t) = C(t)(zI − H(t)) −1 B(t).
(37)
Remark 17 The transfer function (37) has of form F (z, t) = Q −1 (t)z m−1 + · · · + Q −m (t) z m ,
where the Q −k (t), for k = 1, . . . , m − 1, m are certain n × n matrices, that is, it is a Laurent polynomial. In fact, F (z, t) = C(t)(zI − H(t)) −1 B(t) = (D(t)) T zS U (t)S −1
Theorem 18 In order to recover a Laurent polynomial L(t, z) of the form L(t, z) = P −1 (t)z m−1 + · · · + P −m (t) z m , as the transfer function of a linear system (35) with C(t), B(t) and H(t) defined as in the proposition 16, is necessary and sufficient that there exists a block matrix-valued function U(t) ∈ BG(mn) for all t ≥ 0 such that (P T −1 (t), P T −2 (t), · · · , P T −(m−1) (t), P T −m (t)) T = U(t)B. In this case, B = (U(0)) −1 (P T −1 (0), P T −2 (0), · · · , P T −(m−1) (0), P T −m (0)) T .
Conclusions
In this paper, we introduced and studied an integrable system (hierarchy) called for us, the block matrices version of the finite discrete KP hierarchy. In addition, we introduced a group factorization for equation system, necessary to connect the control theory of linear dynamical systems with this integrable system. Thus, we established a correspondence between the solutions of the hierarchy with a parametric linear system. We see that the linear system defined by means of the simplest solution of the integrable system is controllable and observable. Then, because of this fact, it is possible to verify that any solution of the integrable hierarchy, obtained by the dressing method of the simplest solution, defines a parametric linear system, which is also controllable and observable. Finally, we studied the transfer function family corresponding to parametric linear systems whose coefficients are block matrices. Thus, these transfer functions constitute Laurent polynomials whose coefficients are square matrices.
