On The Exact Implementation Of Gauss' Law In Yang-Mills Theory by Haagensen, P. E.
ar
X
iv
:h
ep
-p
h/
93
07
31
9v
1 
 2
2 
Ju
l 1
99
3
UB-ECM-PF 93/16
On the Exact Implementation of Gauss’ Law in Yang-Mills Theory†
Peter E. Haagensen*
Departament d’Estructura i Constituents de la Mate`ria
Facultat de F´ısica, Universitat de Barcelona
Diagonal 647, 08028 Barcelona, Spain
Lecture given at the XIII Particles and Nuclei
International Conference, Perugia, Italy, 28 June – 2 July 1993
Abstract
It is possible to find different sets of local coordinates in the field space of Yang-Mills theories which
implement Gauss’ law manifestly for physical states. The singular points of the transformations to these
gauge-invariant coordinates induce energy barriers in the Hamiltonian much like angular momentum in
quantum mechanics, and these formulations suggest a vacuum state functional qualitatively different from
the perturbative one.
† Work done in collaboration with D.Z. Freedman, K. Johnson, and J.I. Latorre.
* E-mail:
1. Introduction
The implementation of Gauss’ law in Hamiltonian QCD in the gauge Aa0 = 0 involves a basic difficulty
stemming from the non-covariant transformation law of the vector potential. Evidently, this problem can be
studied in a setting smaller than full QCD, namely, pure nonabelian gauge theory. Our purpose here is to
investigate this constraint for the case of SU(2) Yang-Mills theory.
One way to solve the problem might be to use a different set of variables which do transform covariantly
under gauge transformations. For instance, also in SU(2) Yang-Mills theory, Goldstone and Jackiw proposed
some time ago using the electric field as the basic variable [1]. One might also consider the problem in
magnetic variables, and recently one of us has proposed such an approach [2].
Here we consider new variables of both magnetic and electric types. What these new variables help us
achieve is a general statement on the behavior of physical wavefunctionals for slowly-varying fields. Firstly, we
find that the transformation from the original variables Aai to gauge-invariant variables has singular points,
and the resulting Hamiltonian in the new variables will always contain singular terms at these points. This
is in close analogy to central force problems in quantum mechanics, where the Hamiltonian has an angular
momentum term which is singular at the origin. Thus there is an energy barrier which forces wavefunctionals
away from singular points of the transformation to gauge-invariant variables. This is in clear distinction to
λφ4- theory, for instance, or the abelian theory, or still, the perturbative nonabelian theory. Secondly, we
find that these barriers always appear in those terms in the Hamiltonian which have spatial derivatives, and
thus one immediate consequence is that calculations built around constant-field configurations, e.g. typical
variational methods, will be insensitive to these barriers.
2. The Magnetic Formulation
In Hamiltonian SU(2) Yang-Mills theory, and in the gauge Aa0(x) = 0, the generator of residual space-
dependent gauge transformations is:
Ga(x) = DkE
a
k (x) = ∂kE
a
k (x) + ǫ
abcAbk(x)E
c
k(x) . (1)
Aai (x) is the vector potential and E
a
i (x) the electric field. In the usual realization of equal-time commutators,
Eai → −iδ/δA
a
i , the Gauss law constraint has an inhomogeneous term. If we consider now the magnetic field
Bai (x) as the basic variable
1, it is straightforward to verify that Gauss’ law becomes homogeneous:
DiE
a
i (x) = −iDi
δ
δAai (x)
= −iǫijkDiDj
δ
δBak(x)
= −iǫabcBbi (x)
δ
δBai (x)
, (2)
that is, simply a color rotation when acting on states Ψ[B]. The simplest local quantities which respect this
constraint, and represent the correct number of degrees of freedom at each space point are:
φij = B
a
i B
a
j −→ G
aφij = 0 . (3)
For our purposes it is actually convenient to choose another set of variables, gij , defined by:
g−1ij =
Bai B
a
j
detB
. (4)
1 More rigorously, this should be calculated as a canonical transformation from A- to B-variables. This
is done in [2].
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Wavefunctionals Ψ[gij] manifestly satisfy Gauss’ law, and the problem then is to consider the measure and
Hamiltonian in these variables. For lack of time, we will not study the measure in any detail here, but
consider just the Hamiltonian. The magnetic energy density term is straightforward to calculate in the g
variables, and we will also not consider it here. As for the electric energy density, its expectation on a state
Ψ[g], at a point x, will be:
< Ψ|E2|Ψ >= −
δΨ
δAai
δΨ
δAai
=
− ǫijkǫij′k′
guu′
det g
[
∂j(2gskδut − gstδuk)
δΨ
δgst
− Γvju(2gskδvt − gstδvk)
δΨ
δgst
] [
same,withprimes
]
,
(5)
where Bai Γijk = DjB
a
k . We do not know the explicit form of Γijk(g) for generic potentials, however we do
know it for constant fields, which is the appropriate starting point for the long-wavelength approximation
we want to consider here. The above expectation, at a point where ∂igjk = 0, is given by:
< Ψ|E2|Ψ > |∂g=0 =− gss′
δΨ
δgst
δΨ
δgs′t
+
1
(det g)1/2
δΨ
δgst
(
∂
∂xj
δΨ
δgs′t′
)
X(g)jsts′t′
+
1
det g
(
∂
∂xk
δΨ
δgst
)(
∂
∂xk′
δΨ
δgs′t′
)
Y (g)kk′sts′t′ .
(6)
X and Y are lengthy functions of g; all we need to know about them is that they do not vanish as det g → 0.
We note also that ∂/∂xi (δΨ/δgjk) 6= 0 if ∂igjk = 0 only at a point or in a finite region of space.
The above expression already embodies our main claim: the transformation from Aai to gij is singular
when det g = 0; there, in a slowly-varying field approximation, the electric energy density diverges, and thus
there is a barrier forcing wavefunctionals away from regions of det g = 0. Furthermore, these barriers appear
in terms in the Hamiltonian containing space derivatives. In a pure constant-field approximation, such as
used in typical variational methods, only the first term in (6) survives2, and this barrier is not seen at all.
3. The Electric Formulation
Here we will only sketch the main steps of our derivation. We start by using the realization of canonical
equal-time commutators in which Eai rather than A
a
i is diagonal. The Gauss law operator reads:
Ga(x) = ∂kE
a
k (x)− iǫ
abcEbk(x)
δ
δEck(x)
. (7)
It is again inhomogeneous. Because Eai is a 3× 3 matrix, it can always be decomposed as:
Eai = T
a
jSji , (8)
where T is an orthogonal matrix, and S symmetric. One can then show that gauge-invariant wavefunctionals
take the form:
Φ[E] = e−
i
2
∫
ǫabcEai (∂iT
b
j)T
c
j Φ[S] . (9)
By performing a unitary transformation the above phase can be eliminated, and physical states will be a
function only of Sij . It is possible to verify that Gauss’ law becomes homogeneous under this transformation:
Ga(x) = −iǫabcEbi (x)
δ
δEci (x)
= −iǫabcT bi (x)
δ
δT ci (x)
. (10)
2 This coincides with the Hamiltonian used in [3], for instance.
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Furthermore, a lengthy calculation shows that the A field becomes:3
Aji = i[δimδjn − ǫjiqVqpǫpmrSrn]
δ
δSmn
− ǫjiqVql∂mSlm , (11)
apart from a color rotation in T which we have dropped. The matrix V above is:
V −1ij = trS δij − Sij . (12)
The quantity detV −1 also appears in the measure. V is singular whenever the sum of any two eigenvalues
of S goes to 0. In those regions the measure vanishes and the transformation is singular. Apart from some
normal ordering subtleties involved in dropping the color rotation in A, the situation we now have is the
following: the 1-space-derivative term in A has a singularity when two eigenvalues of S add to 0. The
0-derivative term also appears to have this singularity, however, it can be seen that J = 0 states (i.e., states
which are rotation invariant and functions of only three variables: trS, trS2 and trS3), are entirely blind to
it. Therefore, we are again led to the statement that, in going to the gauge-invariant variables Sij , there
are singular regions where the magnetic energy density will become infinite, and the energy barriers in the
Hamiltonian will (for J = 0 states) appear in space-derivative terms.
Due to limitations in both time and space, this report has been somewhat condensed. A more detailed
report with further work along these lines is in preparation[4].
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