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Abstract
We consider the problem of parameter estimation by the observa-
tions of deterministic signal in white gaussian noise. It is supposed that
the signal has a singularity of cusp-type. The properties of the max-
imum likelihood and bayesian estimators are described in the asymp-
totics of small noise. Special attention is paid to the problem of param-
eter estimation in the situation of misspecification in regularity, i.e.;
the statistician supposes that the observed signal has this singularity,
but the real signal is smooth. The rate and the asymptotic distribution
of the maximum likelihood estimator in this situation are described.
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1 Introduction
Consider the problem of parameter estimation by the observations XT =
(Xt, 0 ≤ t ≤ T ) of the signals in White Gaussian Noise (WGN)
dXt = S (ϑ, t) dt+ εdWt, X0 = 0, 0 ≤ t ≤ T. (1)
Here S (ϑ, t) is a known function (signal), Wt, 0 ≤ t ≤ T is a Wiener process
and ϑ ∈ Θ = (α, β) is unknown parameter.
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We have to estimate the parameter ϑ by continuous time observations XT
and to describe the properties of estimators in the asymptotics of small noise,
i.e., the parameter ε ∈ (0, 1] is known and the asymptotics corresponds to
ε→ 0.
It is known that if the signal S (ϑ, ·) is a smooth function of ϑ, then
the maximum likelihood estimator and bayesian estimators are consistent,
asymptotically normal
ε−1
(
ϑˆε − ϑ
)
=⇒ N
(
0, I (ϑ)−1
)
, ε−1
(
ϑ˜ε − ϑ
)
=⇒ N
(
0, I (ϑ)−1
)
,
we have the convergence of all polynomial moments and the both estimators
are asymptotically efficient [4]. Here I (ϑ) is the Fisher information
I (ϑ) =
∫ T
0
S˙ (ϑ, t)2 dt. (2)
Here and in the sequel dor means derivation w.r.t. ϑ. If the signal
S (ϑ, t) = S (t− ϑ), where S (t) is a discontinuous function of t, say, has
a jump at the point t = 0. Then I (ϑ) =∞, the MLE ϑˆε and BE ϑ˜ε have the
rate of convergece ε2 with different limit distributions:
ε−2
(
ϑˆε − ϑ
)
=⇒ uˆ, ε−2
(
ϑ˜ε − ϑ
)
=⇒ u˜,
and asymptotically efficient are bayesian estimators only. Here E (uˆ)2 >
E (u˜)2. For the proofs see [5].
We are interested by the properties of the MLE ϑˆε in the case of observa-
tions (1), where the signal S (ϑ, t) has a singularity of the cusp-type, i.e.; at
the vicinity of the point t = ϑ it has the representation S (ϑ, t) ≈ a |t− ϑ|κ,
where κ ∈ (0, 1
2
). Note that for these values of κ we have I (ϑ) =∞.
The problem of parameter estimation for cusp-type singular density func-
tion by i.i.d. observations was considered in [10]. It was shown that the MLE
ϑˆn has limit distribution with the rate
n
1
2κ+1
(
ϑˆn − ϑ
)
=⇒ ηˆ.
The exhaustive study of singular estimation problems for i.i.d. observations
including cusp-type singularity can be found in [6]. For stochastic processes
observed in continuous time the similar problems were considered in [2] for
inhomogeneous Poisson processes and in [3] for ergodic diffusion processes.
2
This work is devoted to two problems. The first one is to describe the
asymptotics of the MLE and BE in the case of signal with cusp-type singu-
larity. It is shown that
ε−
2
2κ+1
(
ϑˆε − ϑ
)
=⇒ ξˆ, ε−
2
2κ+1
(
ϑ˜ε − ϑ
)
=⇒ ξ˜
where ξˆ and ξ˜ are two different r.v.’s, E(ξˆ2) > E(ξ˜2). The second problem is
to study the properties of the MLE, when the signal supposed by the statis-
tician (theoretical) has cusp-type singularity, but the real signal is smooth
(regular). We show that
ε−
2
3−2κ
(
ϑˆε − ϑˆ
)
=⇒ ζˆ .
Here ϑˆ is the value of θ which minimizes the corresponding Kulback-Leibler
distance. The proofs are carried out following two general results by Ibragi-
mov and Khasminskii (Theorems 1.10.1 and 1.10.2 in [6]), i.e., we verify the
conditions of these theorems for our model of observations.
Note that the similar problem of misspecification was considered in the
work [1], where the signal chosen by the statistician (theoretical model) has
discontinuity, but the real signal is smooth. It is shown that
ε−
2
3
(
ϑˆε − ϑˆ
)
=⇒ ηˆ.
We discuss as well the problem of estimation κ. The presented work is a
contuniation of the study [1].
2 Main result
Let us consider the problem of parameter estimation by the observations
(in continuous time) of the deterministic signal in the presence of White
Gaussian Noise (WGN) of small intensity
dXt = S (ϑ0, t) dt+ εdWt, X0 = 0, 0 ≤ t ≤ T, (3)
where the unknown parametr ϑ0 ∈ Θ = (α, β). We are interested by the
behavior of the estimators of this parameter in the asymptotics of small
noise, i.e., as ε→ 0.
Suppose that the signal S (ϑ, t) has cusp-type singularity
S (ϑ, t) = a |t− θ|κ + h (t, ϑ) ,
3
where 0 < α < ϑ < β < T and κ ∈ (0, 1
2
). The function h (ϑ, t) is continu-
ously differentiable w.r.t. ϑ and has bounded derivative.
The likelihood ratio function is
V
(
ϑ,XT
)
= exp
{
1
ε2
∫ T
0
S (ϑ, t) dXt −
1
2ε2
∫ T
0
S (ϑ, t)2 dt
}
, ϑ ∈ Θ
(see [9]) and the MLE ϑˆε is defined by the equation
V
(
ϑˆε, X
T
)
= sup
ϑ∈Θ
V
(
ϑ,XT
)
. (4)
Suppose that ϑ is a random variable with continuous, positive density
function p (ϑ) , α < ϑ < β. The bayesian estimator (BE) ϑ˜ε with quadratic
loss function is
ϑ˜ε =
∫ β
α
θp (θ) V
(
θ,XT
)
dθ∫ β
α
p (θ) V (θ,XT ) dθ
. (5)
We are interested by the properties of the estimators ϑˆε and ϑ˜ε in the
asymptotics ε→ 0.
Note that the Fisher information is not finite and we have a singular
problem of parameter estimation. Introduce the Hurst parameter H = κ+ 1
2
and double-side fractional Brownian motion (fBm) WH (u) , u ∈ R. Recall,
that EWH+ (u) = 0 and
EWH+ (u)W
H
+ (v) =
1
2
[
|u|2H + |v|2H − |u− v|2H
]
, u, v ∈ R. (6)
Introduce two random variables ξˆ and ξ˜ by the relations
Z(ξˆ) = sup
u∈R
Z (u) , ξ˜ =
∫
uZ (u) du∫
Z (u) du
,
where the process
Z (u) = exp
{
ΓWH (u)−
Γ2
2
|u|2H
}
, u ∈ R. (7)
Here
Γ2 = a2
∫ ∞
−∞
[|v − 1|κ − |v|κ]2 dv.
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Introduce as well the process
Zo (v) = exp
{
wH (v)−
1
2
|v|2H
}
, v ∈ R
and the corresponding random variables ξˆo and ξ˜o by the relations
Z(ξˆo) = sup
v∈R
Zo (v) , ξ˜o =
∫
vZo (v) dv∫
Zo (v) dv
.
Note that
ξˆ =
ξˆo
Γ
1
H
, ξ˜ =
ξ˜o
Γ
1
H
. (8)
The proof of (8) follows immediately from the change of variables u = Γ
1
H v
in Z (u).
Adymptotically efficient estimators we define with the help of the following
lower bound. For all ϑ0 ∈ Θ and all estimators ϑ¯ε we have the relation
lim
δ→0
lim
ε→0
sup
|ϑ−ϑ0|<δ
ε−2/HEϑ
∣∣ϑ¯ε − ϑ∣∣2 ≥ Eϑ0(ξ˜2) = Γ− 2HE(ξ˜o2). (9)
Therefore we call the estimator ϑ∗ε asymptotically efficient if for all ϑ0 ∈ Θ
we have the equality
lim
δ→0
lim
ε→0
sup
|ϑ−ϑ0|<δ
ε−2/HEϑ |ϑ
∗
ε − ϑ|
2 = Eϑ0(ξ˜
2). (10)
The proof of this bound follows from the general results presented in [6]. We
can recall here the scetch of the proof supposing that the properties of the
bayesian estimators for this model are already proved (see theorem 1 below).
Introduce a continuous positive density function (q (ϑ) , ϑ0 − δ < ϑ < ϑ0 + δ).
Then we can write
sup
|ϑ−ϑ0|<δ
Eϑ
∣∣ϑ¯ε − ϑ∣∣2 ≥
∫ ϑ0+δ
ϑ0−δ
Eϑ
∣∣ϑ¯ε − ϑ∣∣2 q (ϑ) dϑ
≥
∫ ϑ0+δ
ϑ0−δ
Eϑ
∣∣∣ϑ˜q,ε − ϑ∣∣∣2 q (ϑ) dϑ.
where we denoted ϑ˜q,ε the bayesian estimator in the case of the density a
priory q (·). As we have the convergence of moments of BE we obtain the
limit
lim
ε→0
sup
|ϑ−ϑ0|<δ
ε−2/HEϑ |ϑ
∗
ε − ϑ|
2 ≥ lim
ε→0
ε−2/H
∫ ϑ0+δ
ϑ0−δ
Eϑ
∣∣∣ϑ˜q,ε − ϑ∣∣∣2 q (ϑ) dϑ
=
∫ ϑ0+δ
ϑ0−δ
Eϑ|ξ˜|
2q (ϑ) dϑ = E(ξ˜2) = Γ−
2
HE(ξ˜2o)
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for all δ > 0. Remind that E|ξ˜|2 does not depend on ϑ. This proves the
lower bound (9).
Theorem 1 The MLE and BE are consistent, have different limit distribu-
tions
ε−
1
H
(
ϑˆε − ϑ
)
=⇒ ξˆ, ε−
1
H
(
ϑ˜ε − ϑ
)
=⇒ ξ˜,
the polynomial moments converge : for any p > 0
lim
ε→0
Eϑ
∣∣∣∣∣ ϑˆε − ϑε 1H
∣∣∣∣∣
p
= Eϑ|ξˆ|
p, lim
ε→0
Eϑ
∣∣∣∣∣ ϑ˜ε − ϑε 1H
∣∣∣∣∣
p
= Eϑ|ξ˜|
p
and the BE are asymptotically efficient.
Proof. To prove this theorem we check the conditions of the general Theorem
1.10.1 in [6]. Let us put ϕε = ε
1/H and introduce the normalized likelihood
ratio
Zε (u) =
V
(
ϑ0 + ϕεu,X
T
)
V (ϑ0, XT )
, u ∈ Uε =
(
ε−1/H (α− ϑ0) , ε
−1/H (β − ϑ0)
)
.
The verification of these conditions we do with the help of the lemmas pre-
sented below.
Lemma 1 We have the convergence of finite-dimensional distributions of
Zε (·): for any set u1, . . . , uk and any k = 1, 2, . . .
(Zε (u1) , . . . , Zε (uk)) =⇒ (Z (u1) , . . . , Z (uk)) . (11)
This convergence is uniforme in ϑ on compacts K ⊂ Θ.
Proof. We can write (u > 0)
lnZε (u) =
1
ε2
∫ T
0
[S (ϑ0 + ϕεu, t)− S (ϑ0, t)] dXt
−
1
2ε2
∫ T
0
[
S (ϑ0 + ϕεu, t)
2 − S (ϑ0, t)
2] dt
=
1
ε
∫ T
0
[S (ϑ0 + ϕεu, t)− S (ϑ0, t)] dWt
−
1
2ε2
∫ T
0
[S (ϑ0 + ϕεu, t)− S (ϑ0, t)]
2 dt.
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For the last integral we have∫ T
0
[S (ϑ0 + ϕεu, t)− S (ϑ0, t)]
2 dt
=
∫ T
0
[a |t− ϑ0 − ϕεu|
κ − a |t− ϑ0|
κ + h (ϑ0 + ϕεu, t)− h (ϑ0, t)]
2
dt
=
∫ T−ϑ0
−ϑ0
[
a |t− ϕεu|
κ − a |t|κ + ϕεu h˙(ϑ˜, t− ϑ0)
]2
dt,
where we changed the variable and used Taylor expansion for the function
h (ϑ, t).
Let us put t = ϕεs, then we obtain∫ T
0
[S (ϑ0 + ϕεu, t)− S (ϑ0, t)]
2 dt
= ϕ2κ+1ε
∫ T−ϑ0
φε
−
ϑ0
ϕε
[
a |s− u|κ − a |s|κ + ϕ1−κε u h˙(ϑ˜, sϕε − ϑ0)
]2
dt
= a2ϕ2κ+1ε
∫ T−ϑ0
φε
−
ϑ0
ϕε
[|s− u|κ − |s|κ]2 dt (1 + o (1)) .
Hence
1
ε2
∫ T
0
[S (ϑ0 + ϕεu, t)− S (ϑ0, t)]
2 dt
=
a2ϕ2κ+1ε
ε2
∫ T−ϑ0
ϕε
−
ϑ0
ϕε
[|s− u|κ − |s|κ]2 ds (1 + o (1))
= a2 |u|2κ+1
∫ T−ϑ0
ϕεu
−
ϑ0
ϕεu
[|v − 1|κ − |v|κ]2 dv (1 + o (1)) −→ Γ2 |u|2κ+1 , (12)
where we put s = vu.
The similar calculations for the stochastic integral provide us the relations
1
ε
∫ T
0
[S (ϑ0 + ϕεu, t)− S (ϑ0, t)] dWt
= a
∫ T−ϑ0
ϕε
−
ϑ0
ϕε
[|s− u|κ − |s|κ] dW˜ (s) (1 + o (1))
=⇒ a
∫ ∞
−∞
[|s− u|κ − |s|κ] dW (s) ∼ N
(
0, |u|2H Γ2
)
.
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Here W (v) , u ∈ R is two-sided Wiener process
W (v) =
{
W+ (v) , if v > 0,
W− (−v) , if v ≤ 0,
where W+ (v) ,W− (v) , v ≥ 0 are two independent Wiener processes.
Let us denote
WH (u) = Γ−1
∫ ∞
−∞
[|s− u|κ − |s|κ] dW (s)
and verify (6). We use below the equality ab = 1
2
[
a2 + b2 − (a− b)2
]
EWH (u)WH (v)
=
1
2
[
E
(
WH (u)
)2
+ E
(
WH (v)
)2
− E
(
WH (u)−WH (v)
)2]
=
1
2
[
|u|2H + |v|2H − |u− v|2H
]
because
E
(
WH (u)−WH (v)
)2
= Γ−2
∫ ∞
−∞
[|s− u|κ − |s− v|κ]2 ds
= Γ−2
∫ ∞
−∞
[|r − (u− v)|κ − |r|κ]2 dr = |u− v|2κ+1 .
Hence WH (u) , u ∈ R is a double-sided fBm.
Therefore we proved the convergence of one-dimensional distributions.
The multi-dimensional case is treated by a similar way. We have to verify
the convergence
k∑
j=1
λj lnZε (uj) =⇒
k∑
j=1
λj lnZ (uj) .
for an arbitrary vectors (λ1, . . . , λk) and (u1, . . . , uk).
Let us denote
Φ (ϑ, ϑ0) =
∫ T
0
[S (ϑ, t)− S (ϑ0, t)]
2 dt.
We have the following elementary estimate
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Lemma 2 There exists a constant µ > 0 such that
Φ (ϑ, ϑ0) ≥ µ |ϑ− ϑ0|
2H
. (13)
Proof. Note that for any ν > 0
m (ν) = inf
|ϑ−ϑ0|>ν
Φ (ϑ, ϑ0) > 0.
Indeed, if for some ν > 0 we have m (ν) = 0, then there exists ϑ1 6= ϑ0 such
that for all t ∈ [0, T ]
a |t− ϑ1|
κ + h (ϑ1, t) = a |t− ϑ0|
κ + h (ϑ0, t)
and the function
h (ϑ1, t) = a |t− ϑ0|
κ − a |t− ϑ1|
κ + h (ϑ0, t)
has no continuous bounded derivativ on ϑ1. Hence for |ϑ− ϑ0| > ν
Φ (ϑ, ϑ0) ≥ m (ν) ≥ m (ν)
|ϑ− ϑ0|
2H
|β − α|2H
.
Further, for the values
∣∣∣ϑ− ϑˆ∣∣∣ ≤ ν for sufficiently small ν we have
Φ (ϑ, ϑ0) = |ϑ− ϑ0|
2H Γ2 (1 + o (1)) .
Therefore for sufficiently small ν we can write
Φ (ϑ, ϑ0) ≥
1
2
Γ2 |ϑ− ϑ0|
2H
.
Taking
µ = min
(
m (ν)
|β − α|2H
,
Γ2
2
)
we obtain (13).
This estimate allows us to verify the boundness of all moments of the
pseudo likelihood ratio process.
Lemma 3 There exist a constant c > 0 such that
Eϑ0Z
1
2
ε (u) ≤ e−c|u|
2H
. (14)
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Proof. We have
Eϑ0Zε (u)
1
2 = exp
{
−
1
8 ε2
Φ(ϑ0 + ϕεu, ϑ0)
}
≤ exp
{
−
µ
8
|u|2H
}
,
where we used (13).
Lemma 4 For any N > 0 and |u1| < N , |u2| < N we have the estimate
Eϑ0
∣∣∣Z 12ε (u2)− Z 12ε (u1)∣∣∣2 ≤ C (1 +N) |u2 − u1|2H (15)
with some constant C > 0.
Proof. We can write
Eϑ0
∣∣∣Z 12ε (u2)− Z 12ε (u1)∣∣∣2 = 2
(
1− Eϑ0+ϕεu1
(
Zε (u2)
Zε (u1)
) 1
2
)
= 2
(
1− exp
{
−
1
8ε2
Φ (ϑ0 + ϕεu2, ϑ0 + ϕεu1)
})
≤
1
4ε2
Φ (ϑ0 + ϕεu2, ϑ0 + ϕεu1)
=
1
4ε2
∫ T
0
[a |t− ϑ0 − ϕεu2|
κ − a |t− ϑ0 − ϕεu1|
κ
+h (ϑ0 + ϕεu2, t)− h (ϑ0 + ϕεu1, t)]
2 dt
≤
1
2ε2
∫ T
0
[a |t− ϑ0 − ϕεu2|
κ − a |t− ϑ0 − ϕεu1|
κ]
2
dt
+
1
2ε2
∫ T
0
[h (ϑ0 + ϕεu2, t)− h (ϑ0 + ϕεu1, t)]
2 dt
≤
ϕ2κ+1ε
2ε2
Γ2 |u2 − u1|
2κ+1 +
ϕ2ε
2ε2
∫ T
0
h˙(ϑ˜, t)2dt (u2 − u1)
2
≤ C
(
1 + |u2 − u1|
1−2κ) |u2 − u1|2κ+1 ≤ C (1 +N) |u2 − u1|2H .
Note that 2κ < 1 and 2H > 1. The properties of the likelihood ratio
(11), (14) and (15) correspond to the conditions of the Theorems 1.10.1 and
1.10.2 in [6] and therefore the MLE ϑˆε and BE ϑ˜ε have all mentioned in the
Theorem 1 properties.
Remark 2.1. More detailed analysis shows that if the signal has several
points of cusp, say
S (ϑ, t) =
L∑
l=1
al |t− ϑ|
κl ,
10
where κl ∈ (0,
1
2
), then the result of the Theorem 1 holds with
κ = min
1≤l≤L
κl.
The proof is similar to the given proof of the Theorem 1.
Remark 2.2. It is possible to study the properties of the estimators ϑˆε
and ϑ˜ε in the case of multiple different singularities. For example, suppose
that
S (ϑ, t) =
L∑
l=1
al |t− ϑl|
κl ,
where ϑ = (ϑ1, . . . , ϑL) ∈ Θ. Here Θ = (α1, β1) × · · · × (αL, βL), 0 < αl <
βl < T and βl < αl+1, l = 1, . . . , L− 1.
Then the limit for the normalized likelihood ratio
Zε (u1, . . . , uL) =
V
(
ϑl + ε
1
H1 u1, . . . , ϑL + ε
1
HL uL, X
T
)
V (ϑl, . . . , ϑL, XT )
is the process
Z (u1, . . . , uL) =
L∏
l=1
Zl (ul) , ul ∈ R,
where
Zl (ul) = exp
{
ΓlW
Hl
l (ul)−
Γ2l
2
|ul|
2Hl
}
, ul ∈ R,
and the constants
Γ2l = a
2
l
∫ ∞
−∞
[|v − 1|κl − |v|κl]2 dv.
The fBm processes
(
WHll (·) , . . . ,W
HL
L (·)
)
are independent. The MLE ϑˆε =(
ϑˆ1,ε, . . . , ϑˆL,ε
)
and BE ϑ˜ε =
(
ϑ˜1,ε, . . . , ϑ˜L,ε
)
are defined by the same rela-
tions (4), (5) and have different limit distributions. In particularly, for the
MLE we have the convergence(
ϑˆ1,ε − ϑ1
ε
1
H1
, . . . ,
ϑˆL,ε − ϑL
ε
1
HL
)
=⇒
(
ξˆ1, . . . , ξˆL
)
.
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The limit random variables
(
ξˆ1, . . . , ξˆL
)
are defined by the equations
Zl(ξˆl) = sup
u
Zl (u) , l = 1, . . . , L
and are independent. Of course, the bayesian estimators have the same rate
and the asymptotic distribution is(
ϑ˜1,ε − ϑ1
ε
1
H1
, . . . ,
ϑ˜L,ε − ϑL
ε
1
HL
)
=⇒
(
ξ˜1, . . . , ξ˜L
)
.
Here the random variables
ξ˜l =
∫
ulZl (ul) dul∫
Zl (ul) dul
, l = 1, . . . , L
are as well asymptotically independent.
3 Misspecification
We are intrerested by the following problem of misspecification. Suppose
that the model of observations choosen by the statistician (theoretical model)
is
dXt = M (ϑ, t) dt + εdWt, X0 = 0, 0 ≤ t ≤ T.
The signal M (ϑ, t) is supposed to be
M (ϑ, t) = a |t− ϑ|κ , 0 ≤ t ≤ T,
where κ ∈ (0, 1
2
) and ϑ ∈ Θ = (α < ϑ < β). As before we suppose that
0 < α < β < T .
The observed process (real model) is
dXt = S (ϑ0, t) dt+ εdWt, X0 = 0, 0 ≤ t ≤ T, (16)
where ϑ0 ∈ Θ is the true value and the function S (ϑ, ·) ∈ L2 (0, T ) is suffi-
ciently smooth.
The likelihood ratio function (misspecified) is
V
(
ϑ,XT
)
= exp
{
1
ε2
∫ T
0
M (ϑ, t) dXt −
1
2ε2
∫ T
0
M (ϑ, t)2 dt
}
, ϑ ∈ Θ
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where we have to substitute the observations from the equation (16). There-
fore the (pseudo) MLE ϑˆε is defined by the equation
V
(
ϑˆε, X
T
)
= sup
ϑ∈Θ
V
(
ϑ,XT
)
. (17)
To see the limit of the MLE we write the likelihood ratio as follows
ε2 lnV
(
ϑ,XT
)
= ε
∫ T
0
M (ϑ, t) dWt −
1
2
∫ T
0
[
M (ϑ, t)2 − 2M (ϑ, t)S (ϑ0, t)
]
dt
= ε
∫ T
0
M (ϑ, t) dWt −
1
2
‖M (ϑ, ·)− S (ϑ0, ·)‖
2 +
1
2
‖S (ϑ0, ·)‖
2
where we denoted as ‖·‖ the L2 (0, T ) norm. It is easy to verify the conver-
gence
sup
ϑ∈Θ
∣∣∣∣ε2 lnL (ϑ,XT )− 12 ‖M (ϑ, ·)− S (ϑ0, ·)‖2 + 12 ‖S (ϑ0, ·)‖2
∣∣∣∣→ 0.
Suppose that the equation
inf
ϑ
‖M(ϑ, ·)− S (ϑ0, ·)‖ =
∥∥∥M(ϑˆ, ·)− S (ϑ0, ·)∥∥∥
has a unique solution ϑˆ ∈ Θ.
Then we obtain as usual in such situations that the MLE ϑˆε converges to
the value ϑˆ, which minimizes the Kullback-Leibler distance.
It is interesting to note that in general case ϑˆ 6= ϑ0 but sometimes ϑˆ = ϑ0
and we consider the conditions of the consistency in such situations. The
most interesting for us is the question of the rate of convergence of the MLE
to the true value.
Introduce the function
Φ(ϑ, ϑˆ) = ‖M(ϑ, ·)− S (ϑ0, ·)‖
2 − ‖M(ϑˆ, ·)− S (ϑ0, ·) ‖
2
and the conditions of regularity:
Condition M.
1. The parameter κ ∈
(
0, 1
2
)
.
2. The function S (ϑ0, t) for all ϑ0 ∈ Θ is two times continuously differ-
entiable w.r.t. t ∈ [0, T ].
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3. The function Φ(ϑ, ϑˆ) for all ϑ0 ∈ Θ has a unique minimum at the point
ϑˆ = ϑˆ (ϑ0).
4. It’s second derivative
γ(ϑˆ) ≡
∂2Φ(ϑ, ϑˆ)
∂ϑ2
∣∣∣∣∣
ϑ=ϑˆ
> 0
for all ϑ0 ∈ Θ.
Let us denote
Zˆ (u) = exp
{
aWH (u)−
γ(ϑˆ)
4
u2
}
, u ∈ R
Zˆo (u) = exp
{
wH (v)−
v2
2
}
, v ∈ R
and define the random variables ζˆ , ζˆo by the relations
Zˆ(ζˆ) = sup
u
Zˆ (u) , Zˆo(ζˆo) = sup
v
Zˆo (v) .
Note that
ζˆ =
(
2a
γ(ϑˆ)
) H
2H−1
ζˆo. (18)
To verify (18) we change the variables u = rv with r = (2a)
H
2H−1 γ(ϑˆ)−
H
2H−1
and write
aWH (u)−
γ(ϑˆ)
4
u2 = aWH (rv)−
γ(ϑˆ)r2
4
v2
= ar
1
H
(
WH (rv)
r
1
H
−
γ(ϑˆ)r2−
1
H
4a
v2
)
= ar
1
H
(
wH (v)−
v2
2
)
,
where the fBm wH (v) = r−
1
HWH (rv).
Theorem 2 Let the conditions M be fulfilled, then the estimator ϑˆε con-
verges to the value ϑˆ, has the limit distribution
ϑˆε − ϑˆ
ε
2
3−2κ
=⇒ ζˆ , (19)
and for any p > 0
lim
ε→0
Eϑ
∣∣∣∣∣ ϑˆε − ϑˆε 23−2κ
∣∣∣∣∣
p
= Eϑ
∣∣∣ζˆ∣∣∣p =
(
2a
γ(ϑˆ)
) pH
2H−1
E
∣∣∣ζˆo∣∣∣p . (20)
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Proof. Introduce the normalized pseudo-likelihood ratio process
Zε (u) =
V
(
ϑˆ+ ϕεu,X
T
)
V
(
ϑˆ, XT
) , u ∈ Uε =


(
α− ϑˆ
)
ϕε
,
(
β − ϑˆ
)
ϕε

 ,
where ϕε → 0 will be defined later and denote ϑu = ϑˆ + ϕεu. Below we
use the same arguments as that of the preceding section in similar situation
(u > 0)
lnZε (u) =
1
ε2
∫ T
0
[
M
(
ϑˆ+ ϕεu, t
)
−M
(
ϑˆ, t
)]
dXt
−
1
2ε2
∫ T
0
[
M
(
ϑˆ+ ϕεu, t
)2
−M
(
ϑˆ, t
)2]
dt
=
1
ε
∫ T
0
[
a |t− ϑu|
κ − a
∣∣∣t− ϑˆ∣∣∣κ] dWt
−
1
2ε2
∫ T
0
[
a |t− ϑu|
κ − a
∣∣∣t− ϑˆ∣∣∣κ + h(ϑu, t)− h(ϑˆ, t)][
a |t− ϑu|
κ + a
∣∣∣t− ϑˆ∣∣∣κ − 2S(ϑ0, t)]dt
=
aϕ
κ+ 1
2
ε
ε
∫ T−ϑˆ
ϕε
− ϑˆ
ϕε
[|s− u|κ − |s|κ] dW (s)−
1
2ε2
Φ(ϑu, ϑˆ).
Let us study the function Φ(ϑu, ϑˆ) for a fixed u > 0 as ϕε → 0. We have
Φ(ϑ, ϑˆ) =
∫ T
0
[M (ϑ, t)− S (ϑ0, t)]
2 dt−
∫ T
0
[
M(ϑˆ, t)− S (ϑ0, t)
]2
dt
=
∫ T−ϑ
−ϑ
[a |s|κ − S (ϑ0, s+ ϑ)]
2
dt−
∫ T
0
[
M(ϑˆ, t)− S (ϑ0, t)
]2
dt
and
Φ′ϑ(ϑ, ϑˆ) = [a |ϑ|
κ − S (ϑ0, 0)]
2 − [a |T − ϑ|κ − S (ϑ0, T )]
2
− 2
∫ T−ϑ
−ϑ
[a |s|κ − S (ϑ0, s+ ϑ)]S
′ (ϑ0, s+ ϑ) ds.
Recall that as ϑˆ ∈ Θ is the point of minimum of the function Φ(ϑ, ϑˆ), ϑ ∈ Θ
we have the equalities
Φ(ϑˆ, ϑˆ) = 0, Φ′ϑ(ϑˆ, ϑˆ) = 0.
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Let us write the Taylor expansion
Φ(ϑu, ϑˆ) = Φ(ϑˆ, ϑˆ) + ϕεuΦ
′
ϑ(ϑˆ, ϑˆ) +
ϕ2εu
2
2
Φ′′ϑ(ϑˆ, ϑˆ) (1 + o (1))
=
ϕ2εu
2
2
Φ′′ϑ(ϑˆ, ϑˆ) (1 + o (1))
and study the difference
Φ′ϑ(ϑu, ϑˆ)− Φ
′
ϑ(ϑˆ, ϑˆ) = [a |ϑu|
κ − S (ϑ0, 0)]
2 −
[
a|ϑˆ|κ − S (ϑ0, 0)
]2
+
[
a|T − ϑˆ|κ − S (ϑ0, T )
]2
− [a |T − ϑu|
κ − S (ϑ0, T )]
2
− 2
∫ T−ϑu
−ϑu
[a |s|κ − S (ϑ0, s+ ϑu)]S
′ (ϑ0, s+ ϑu) ds
+ 2
∫ T−ϑˆ
−ϑˆ
[
a |s|κ − S
(
ϑ0, s+ ϑˆ
)]
S ′
(
ϑ0, s+ ϑˆ
)
ds.
We have the estimates
[a |ϑu|
κ − S (ϑ0, 0)]
2 −
[
a|ϑˆ|κ − S (ϑ0, 0)
]2
= a
[
|ϑˆ+ ϕεu|
κ − |ϑˆ|κ
] [
a|ϑˆ+ ϕεu|
κ + a|ϑˆ|κ − 2S (ϑ0, 0)
]
= a
[
|ϑˆ+ ϕεu|
κ − |ϑˆ|κ
] [
a|ϑˆ+ ϕεu|
κ + a|ϑˆ|κ − 2S (ϑ0, 0)
]
=
2aκ
ϑˆ1−κ
[
a|ϑˆ|κ − S (ϑ0, 0)
]
ϕεu+O
(
ϕ2εu
2
)
and similary
[
a
∣∣∣T − ϑˆ∣∣∣κ − S (ϑ0, T )]2 − [a|T − ϑˆ− ϕεu|κ − S (ϑ0, T )]2
=
2aκ
|T − ϑˆ|1−κ
[
a|T − ϑˆ|κ − S (ϑ0, T )
]
ϕεu+O
(
ϕ2εu
2
)
because
|ϑˆ+ ϕεu|
κ − |ϑˆ|κ = |ϑˆ|κ
(
1 +
κϕεu
ϑˆ
)
− |ϑˆ|κ +O
(
ϕ2εu
2
)
=
κϕεu
ϑˆ1−κ
+O
(
ϕ2εu
2
)
.
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Further, we can write∫ T−ϑˆ
−ϑˆ
[
a |s|κ − S
(
ϑ0, s+ ϑˆ
)]
S ′
(
ϑ0, s+ ϑˆ
)
ds
− 2
∫ T−ϑu
−ϑu
[a |s|κ − S (ϑ0, s+ ϑu)]S
′ (ϑ0, s+ ϑu) ds
=
∫ T
0
∣∣∣t− ϑˆ∣∣∣κ [S ′ (ϑ0, t+ ϕεu)− S ′ (ϑ0, t)] dt
+
∫ T
0
[S (ϑ0, t+ ϕεu)S
′ (t+ ϕεu)− S (ϑ0, t)S
′ (ϑ0, t)] dt
+
(∫ −ϑˆ
−ϑu
−
∫ T−ϑˆ
T−ϑu
)
[a |s|κ − S (ϑ0, s+ ϑu)]S
′ (ϑ0, s+ ϑu) ds.
Therefore we obtain the relations∫ T
0
∣∣∣t− ϑˆ∣∣∣κ [S ′ (ϑ0, t+ ϕεu)− S ′ (ϑ0, t)] dt
=
∫ T
0
∣∣∣t− ϑˆ∣∣∣κ S ′′ (ϑ0, t) dt ϕεu+O (ϕ2εu2) ,∫ T
0
[S (ϑ0, t + ϕεu)S
′ (ϑ0, t+ ϕεu)− S (ϑ0, t)S
′ (ϑ0, t)] dt
=
1
2
∫ T
0
[
S (ϑ0, t)
2]′′
t
dt ϕεu+O
(
ϕ2εu
2
)
,
∫ −ϑˆ
−ϑu
[a |s|κ − S (ϑ0, s+ ϑu)]S
′ (ϑ0, s+ ϑu) ds
=
[
a
∣∣∣ϑˆ∣∣∣κ − S (ϑ0, 0)]S ′ (ϑ0, 0) ϕεu+O (ϕ2εu2) ,∫ T−ϑˆ
T−ϑu
[a |s|κ − S (ϑ0, s+ ϑu)]S
′ (ϑ0, s+ ϑu) ds
=
[
a
∣∣∣T − ϑˆ∣∣∣κ − S (ϑ0, T )]S ′ (ϑ0, T ) ϕεu+O (ϕ2εu2) .
All these together allows us to write
Φ′ϑ(ϑu, ϑˆ)
ϕεu
=
2aκ
ϑˆ1−κ
[
a|ϑˆ|κ − S (ϑ0, 0)
]
+
2aκ
|T − ϑˆ|1−κ
[
a|T − ϑˆ|κ − S (ϑ0, T )
]
+
[
a
∣∣∣ϑˆ∣∣∣κ − S (ϑ0, 0)]S ′ (ϑ0, 0) + [a ∣∣∣T − ϑˆ∣∣∣κ − S (ϑ0, T )]S ′ (ϑ0, T )
+ 2
∫ T
0
∣∣∣t− ϑˆ∣∣∣κ S ′′ (ϑ0, t) dt +
∫ T
0
[
S (ϑ0, t)
2]′′
t
dt+O (ϕεu) . (21)
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Hence we obtain the following expression for second derivative
Φ′′ϑ(ϑˆ, ϑˆ) = lim
ϕε→0
Φ′ϑ(ϑu, ϑˆ)− Φ
′
ϑ(ϑˆ, ϑˆ)
ϕεu
=
2aκ
ϑˆ1−κ
[
a|ϑˆ|κ − S (ϑ0, 0)
]
+
2aκ
|T − ϑˆ|1−κ
[
a|T − ϑˆ|κ − S (ϑ0, T )
]
+
[
a
∣∣∣ϑˆ∣∣∣κ − S (ϑ0, 0)]S ′ (ϑ0, 0) + [a ∣∣∣T − ϑˆ∣∣∣κ − S (ϑ0, T )]S ′ (ϑ0, T )
+ 2
∫ T
0
∣∣∣t− ϑˆ∣∣∣κ S ′′ (ϑ0, t) dt +
∫ T
0
[
S (ϑ0, t)
2]′′
t
dt. (22)
Now the log-likelihood ratio has the representation
lnZε (u) =
aϕ
κ+ 1
2
ε
ε
WH (u) (1 + o (1))−
ϕ2εu
2
4ε2
Φ′′ϑ(ϑˆ, ϑˆ) (1 + o (1))
=
ϕ
κ+ 1
2
ε
ε
(
aWH (u) (1 + o (1))−
ϕ
3
2
−κ
ε
ε
Φ′′ϑ(ϑˆ, ϑˆ)
u2
4
(1 + o (1))
)
.
Therefore if we put
ϕ
3
2
−κ
ε
ε
= 1, ϕε = ε
2
3−2κ , Zˆε (u) = Zε (u)
ε
4κ−2
3−2κ
,
then we obtain the convergence of finite-dimensional distributions(
Zˆε (u1) , . . . , Zˆε (uk)
)
=⇒
(
Zˆ (u1) , . . . , Zˆ (uk)
)
for any k = 1, 2, . . ..
Using the same arguments as in the proofs of the lemmae 2-4 we obtain
the relations
Φ
(
ϑ, ϑˆ
)
≥ µ
(
ϑ− ϑˆ
)2
,
Eϑ0Zˆ
1
2
ε (u) ≤ e−cu
2
,
Eϑ0
[
Zˆ
1
2
ε (u2)− Zˆ
1
2
ε (u1)
]2
≤ C (1 +N) |u2 − u1|
2
Therefore once more the asymptotic properties of the pseudo-MLE ϑˆε follow
from the general result by Ibragimov and Kasminskii [6], Theorem 1.10.1.
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Let us remind how the properties of ϑˆε are related with the convergence
of the stochastic processes Zˆε (·) =⇒ Zˆ (·): we can write
Pϑ0
(
ϑˆε − ϑˆ
ϕε
< x
)
= Pϑ0
(
ϑˆε < ϑˆ+ ϕεx
)
= Pϑ0
{
sup
ϑ<ϑˆ+ϕεx
V
(
ϑ,XT
)
> sup
ϑ≥ϑˆ+ϕεx
V
(
ϑ,XT
)}
= Pϑ0

 sup
ϑ<ϑˆ+ϕεx
V
(
ϑ,XT
)
V
(
ϑˆ, XT
) > sup
ϑ≥ϑˆ+ϕεx
V
(
ϑ,XT
)
V
(
ϑˆ, XT
)


= Pϑ0
{
sup
u<x,u∈Uε
Zε (u) > sup
u≥x,u∈Uε
Zε (u)
}
= Pϑ0
{
sup
u<x,u∈Uε
Zˆε (u) > sup
u≥x,u∈Uε
Zˆε (u)
}
= Pϑ0 (uˆε < x) , (23)
where uˆε =
ϑˆε−ϑˆ
ϕε
is defined by the relation
Zˆε (uˆε) = sup
u∈Uε
Zˆε (u) .
Now from the convergence Zˆε (·)⇒ Zˆ (·) we obtain
Pϑ0
{
sup
u<x,u∈Uε
Zˆε (u) > sup
u≥x,u∈Uε
Zˆε (u)
}
−→ Pϑ0
{
sup
u<x
Zˆ (u) > sup
u≥x
Zˆ (u)
}
= Pϑ0
(
ζˆ < x
)
(see the details in [6], Theorem 1.10.1).
Remark 3.1. Of course, it is possible to considere slightly more general
problem with the signal
S (ϑ, t) = a |t− ϑ|κ 1I{t<ϑ} + b |t− ϑ|
κ 1I{t≥ϑ} + h (ϑ, t) ,
where b > 0 and h (ϑ, t) is some smooth function of ϑ and t. As usual in
singular estimation problems the limit likelihood ratio Z (·) does not depend
on the function h (·, ·) and the properties of the pseudo-MLE are quite close
to that of the presented in the Theorem 2.
There are another interesting problems of misspecification cusp vs discon-
tinuous and discontinuous vs cusp, which can be illustrated by the following
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example. Suppose that we have two signals
S (ϑ, t) = −a |t− ϑ|κ 1I{t<ϑ} + a |t− ϑ|
κ 1I{t≥ϑ},
where κ ∈ (0, 1
2
) and
M (ϑ, t) = a sgn (t− ϑ) .
One problem is the estimation of the parameter ϑ in the situation, where
S (ϑ0, t) is the observed signal and M (ϑ, t) is supposed (theoretical) signal.
The second problem corresponds to the situation where the observed signal is
M (ϑ0, t) and the theoretical signal is S (ϑ, t). The both problems are studied
in the forthcomming paper.
4 Estimation of the parameter κ
Let us consider the problem of estimation of the parameter κ ∈ (k,K) , 0 <
k < K <∞ by observations
dXt = a |t− ρ|
κ0 dt+ εdWt, X0 = 0, 0 ≤ t ≤ T,
where a > 0 and ρ ∈ (0, T ) are some known parameters. The likelihood-ratio
function is
V
(
κ,XT
)
= exp
{∫ T
0
a |t− ρ|κ
ε2
dXt −
∫ T
0
a2 |t− ρ|2κ
2ε2
dt
}
, κ ∈ (k,K)
and the MLE κˆε is solution of the equation
V
(
κˆε, X
T
)
= sup
κ∈(k,K)
V
(
κ,XT
)
This is regular prolem with the Fisher information
I (κ) = a2
∫ T
0
|t− ρ|2κ (ln |t− ρ|)2 dt > 0.
It is easy to see that the identification condition
inf
|κ−κ0|>ν
∫ T
0
(
|t− ρ|2κ − |t− ρ|κ0
)2
dt > 0.
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is fulfilled for any κ0 and any ν > 0.
Therefore the asymptotic normality
κˆε − κ0
ε
=⇒ N
(
0, I (κ0)
−1)
follows from the general theorem devoted to the parameter estimation in
regular families (see Theorem 3.1.1 in [6]). Just note that the normalized
likelihood ratio
Z∗ε (v) =
V
(
κ0 + εv,X
T
)
V (κ0, XT )
, v ∈ Vε =
(
k − κ0
ε
,
K − κ0
ε
)
converges to the process
Z∗ (v) = exp
{
v∆−
u2
2
I (κ0)
}
, v ∈ R, (24)
where ∆ ∼ N (0, I (κ0))
It is interesting as well to consider the problem of two-dimensional pa-
rameter ϑ = (ρ, κ) estimation. The likelihood-ratio function is
V
(
ρ, κ,XT
)
= exp
{∫ T
0
a |t− ρ|κ
ε2
dXt −
∫ T
0
a2 |t− ρ|2κ
2ε2
dt
}
, ϑ ∈ Θ,
where Θ = (α, β)× (k,K), 0 < α < β < T .
It can be shown that the normalized likelihood ratio
Zε (u, v) =
V
(
ρ0 + ε
1
H u, κ0 + εv,X
T
)
V (ρ0, κ0, XT )
converges to the random process
Z (u, v) = Z (u) Z∗ (v)
where the processes Z (·) and Z∗ (·) are defined by the expressions (7) and
(24). Note that the fBmWH (·) and the random variable ∆ are independent.
The MLE ϑˆε = (ρˆε, κˆε) is consistent and it’s components ρˆε and κˆε are
asymptotically independent and have limit distributions with different nor-
malizing rates
ρˆε − ρ0
ε
1
H
=⇒ ξˆ,
κˆε − κ0
ε
=⇒
∆
I (κ0)
∼ N
(
0, I (κ0)
−1)
.
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The proof follows the mains steps of the proof of the Theorem 1 is cumber-
some and do not presented here.
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