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Forecasting the sectoral GVA 






Our main goal in this paper is to  evaluate the point forecasting accuracy of 
several time series econometric models when applied to a small Spanish region. 
The variable of interest is the sectoral GVA of the Basque Country. The results 
support the use o f  causal models, which outperform univariate models, such 
as ARMA and SETAR, in forecasting accuracy. The use of a causal model, 
such as a simple Dynamic Regression model, offers a systematic advantage in the 
case of a small regional economy for which abundant regional statistical 
information is available. 
 






The construction of regional econometric models requires a  broader amount of 
statistical information than what usually exists at a regional level. The absence or lack 
of statistical information on certain relevant variables, such as import and export, led 
researchers to focus on a single macroeconomic variable such as the gross domestic 
product (GDP), the gross value added (GVA), or the unemployment rate. Regional 
models could be centred on one or few regions and called uni-regional models, or 
they could be based on all regions of a specific national level and called multi-
regional models. Among the extensive literature, we can refer to the recent works of 
Mayor et al. (2007), Kopoin et al. (2013) and Lehmann and Wohlrabe (2015)  for the 
uni-regional models and to t he  work  o f  Baltagi et al. ( 2014) for the multi-regional 
models.  
Another topic that has attracted attention in the literature in the last 30 years is the 
forecasting accuracy of the regional econometric models ( see Patuelli and Mayor, 
2014). Indeed, it is not yet clear which econometric methods or approaches are best 
for achieving good forecasts with regional models. In their literature review, Lehmann 
and Wohlrabe (2014a) noted several gaps to be filled in the study of regional 
forecasting. In this paper, we try to address some of the research lines proposed by 
Lehmann and Wohlrabe (2014a): i) w e  focus on the forecasting accuracy of regional 
models using quarterly data for the GVA, ii) we include in our empirical analysis 
nonlinear time series models, and iii) we take into consideration a small region not 
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among those usually studied. To our knowledge, nonlinear time series models have not 
yet been applied to regional models with forecasting purposes, and their use is 
limited to interpreting and explaining the behaviour of regional variables, such as the 
unemployment rate (e.g., see Jones et al., 1994). 
More specifically, we investigate whether a simple causal approach outperforms the 
forecasting accuracy of linear and nonlinear univariate models such as ARMA and 
SETAR. Among the many existing nonlinear time-series models, we focused on the 
SETAR model as it is the most simple to specify, estimate, and interpret; moreover a 
broad literature about its forecasting accuracy has been produced in last decades. In this 
paper, the variable of interest is the sectoral gross value added (GVA) of a Spanish 
region, the Basque Country. Even though this region has well-developed industrial and 
services sectors, its weight in the national economy is no greater than 6%. Because 
any regional modelling is likely to suffer from omitted variables bias due to relevant 
national variables, it is more reasonable to focus on just one macroeconomic variable 
of interest. For a small region, forecasts should be performed either with univariate 
models, as Fullerton et al. (2001) and Fullerton and West (1996) suggest, or using a more 
complex and structured approach, as Lehmann and Wohlrabe (2014b, 2015) propose. 
Our results suggest simple causal models outperform univariate models, 
either linear or nonlinear. The forecasting exercise is performed on 1-step-ahead and 
4-steps-ahead point forecasts using a recursive scheme with an expanding window to 
approximate a genuine forecasting environment. This approach is based on the 
recommendations of Terasvirta et al. (2005), Ferrara et al. (2012) and Boero and Lampis 
(2016), who found it very convenient when the forecasting accuracy of nonlinear models 
is considered. In the next section, we present the statistical information available for 
the Basque country, and in the third section, we briefly describe the models estimated 
and compare the forecasting accuracy of our models. 
 
 
2 Statistical information and variables used 
 
 
In Spain, the decentralization of the administrative structure in the country has 
created the need to build a system of regional statistics. The publication of the Spanish 
Regional Accounts (SRA) was the starting point of several regional studies, but its 
main limitation was that data were available only on an annual basis. Moreover, the 
SRA does not provide a comprehensive regional macroeconomic picture, with no 
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information on public consumption, gross capital formation, or external operations on 
goods and services. Among various Spanish regions, the Basque Country has the more 
extended and complete system of regional statistics. 
All of the variables used in this study refer to the Basque economy and are 
withdrawn from the EUSTAT (Statistics Office of the Basque Country); the data used 
are explained in detail in the Appendix. Data for t he  sectoral GVA are quarterly and 
seasonally adjusted and range from the first quarter of 1995 to the fourth quarter of 
2014. We use chain volume indexes to avoid any monetary effect on the variables. 
More specifically, we analyse the GVA and sectors composing it: Agriculture, 
Construction, Industry and Services. In addition, we analyse the GVA of the sub-
sectors of the Services sector:  Services in Trade, Hotel and Transport; Services in 
Public Administrations; and Services in Remaining Activities. Generally, for all of 
these sectors, there is a period of slow growth from 1995 to 2000, a period of high 
growth from 2001 to 2007, a strong recession during 2008-2009, and another period of 
very slow growth for the rest of the sample period. The joint use of the ADF and 
KPSS tests indicated that almost all of the sectoral GVA are integrated of order one 
I(1); therefore, the analysis will be performed on the quarterly growth rate. Agriculture 
GVA resulted in I(0), and for this variable, only logarithmic transformation is used1. 
 
 
3 Empirical analysis and forecast 
 
In what follows, we estimate three types of models: a SETAR, a seasonal ARMA and a 
Dynamic Regression model. All the models are estimated recursively, that is, the first 
estimation is performed using the sample 1995.1-2005.4, and a first set of 1 and 4-
quarters ahead forecasts are calculated. Then, each time the models are re-estimated by 
expanding the sample with one observation, and a new set of forecasts are computed. The 
process is repeated until the last available data. Since we completely ignore the 
information embodied in the forecasting period in the specification and estimation stages, 
these forecasts can be considered as genuine forecasts. Additionally, the models are re-
specified at the end of each year, such that the first specification is based on data up to 
fourth quarter of 2005 and the last specification on data up to fourth quarter of 2013. This 
approach is inspired to the recommendations of Terasvirta et al. (2005) and Boero and 
Lampis (2016), who suggest that frequent model re-specification increases the forecast 
                                                          




accuracy of nonlinear models. Moreover, this procedure allows us to take into account the 
structural breaks occurred between 2008 and 2009 when the Great Recession hit Spanish 
economy severely. Dummies variables were included in the models’ specifications when 
needed. For all the models the optimal lag length is selected on the basis of the Akaike 
information criterion2. The ARMA models have been estimated using the classical 
methodology proposed by Box and Jenkins (1976) using the autocorrelation function 
as the main instrument to specify the models. The seasonal adjustment performed by 
EUSTAT was unable to completely remove the seasonality in the data. For many of 
the specifications adopted, we had to include seasonal autoregressive or moving-
average terms.  
As in the case of ARMA models,  the SETAR models requires a  complex structure 
and tend to assume a high order of lags. This is likely a consequence of some 
remaining seasonality in the variables, which can only be addressed by the SETAR 
models using a large number of lags. In general, the use of the SETAR model on 
quarterly and monthly macroeconomic variables leads to less parsimonious models than 
the use of simple ARMA models ( see for example Granger and Tera¨svirta, 1993; 
Luukkonen and Tera¨svirta, 1991; or Tera¨svirta et al., 2010). The threshold variable  
used in a SETAR model is a lagged term of the dependent variable, and in our 
models, this variable is allowed to change every time the model is re-estimated.  
The selection of explanatory variables used for the causal models is based on 
factors related to the same characteristics of each sectoral GVA, and we tried to build a 
pure regional model considering only variables f r o m  the Basque Country’s economy. 
Initially, we tried to specify some cointegrated models, but both the Engle-Granger test 
and the Johansen cointegration test rejected the hypothesis of cointegration. This was 
likely due to the presence of structural breaks and a sample that was too short. 
Therefore, we opted for using a simpler model, such as the Dynamic Regression (DR). 
A Dynamic Regression model collapses to a standard dynamic model when error term is 
white noise and no autoregressive or moving average terms are required, otherwise the 
error term follows an ARMA process. Almost all explanatory variables were adjusted 
quarterly and seasonally, while for some of them, a seasonal adjustment and a  
calendar correction were applied. For the Agriculture Sector, only an explanatory 
variable has been used: the number of workers employed in the Basque agricultural 
sector. For all the other sectoral GVA up to five explanatory variables are used.  
                                                          
2 More than 80 different specifications have been used depending on the model, sector and sample used, which 
are not reported here. Detailed information about models estimated is available upon request. 
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Statistical information available for the Basque Country gave us the possibility to 
construct quite complex models, employing several activity indexes for Industry and 
Construction GVAs. In case of the Services sector and its sub-sectors, we employed 
variables such as employment, sales index in malls, loans issued by banking sector, 
discharges in ports, average overnight stay in hotels, enrolment trucks, number of 
foreign tourists, and number of overnight stays of foreign tourists. Some of the 
explanatory variables used for other sectors, such as indexes for Industry and 
Construction and employment in the Services sector, are also used for the whole 
GVA. 
4-steps-ahead forecasts for SETAR models are obtained by applying Monte Carlo 
simulation methods, so that each point forecast is obtained as the average of 1000 
replications, (see Franses and van Dijk, 2000). Standard forecasts are calculated for 
ARMA and DR models and 1-step-ahead forecast for SETAR model. The root mean 
squared forecast error (RMSFE) is computed on the whole forecasting period, 36 quarters 
for the 1-step-ahead forecast and 33 quarters for the 4-steps-ahead forecast. We then 
calculate the ratio between the RMSFE for each pair of models, that is, between the 
SETAR model and the ARMA model (Ratio1), between the DR model and the SETAR 
model (Ratio 2) and between the DR model and the ARMA model (Ratio 3). A value 
greater than one means that the A R M A  model outperforms the S E T A R  model in 
the case of the first ratio, that the SETAR model outperforms the DR model in the  
case of the second ratio, and that the ARMA outperforms the DR model in the case of 
the third ratio. In Table 1, we report these ratios for each sector, and in the last 
column, we specify which of the three models has the lower RMSFE. 
The results are robust and consistent across all sectors and forecast horizons. DR 
model outperform univariate models both in case of 1-step and 4-steps-ahead forecasts, 
systematically. There is only one case where the DR model does not have the better 
forecasting accuracy, 1-step-ahead forecast of the THT Services GVA. For all the other 
GVAs the DR model has a clear superiority in performance over its univariate 
counterparts. On average, most of these gains range from a minimum of 5% to a 
maximum of 50%, and the superiority of the DR is particularly outstanding in case of 
the whole GVA with a forecasting accuracy better than SETAR model up to three 
times. The ARMA model performs better than the SETAR model especially in case of 
the 1-step-ahead forecast, whilst in case of the 4-steps-ahead forecast the SETAR model 






Table 1 : Forecast accuracy 
 
1-step-ahead forecast (sample 2006q1-2014q4) 
 
Sector Ratio 1 
 
Ratio 2  Ratio 3 lower 
RMSFE 
Agriculture 1.08 0.88 0.94 DR 
Construction 1.35 0.73 0.99 DR 
Industry 2.00 0.37 0.75 DR 
Services WS 1.18 0.71 0.84 DR 
Services THT 1.30 0.78 1.01 ARMA 
Services PA 1.06 0.88 0.94 DR 
Services RA 1.39 0.68 0.95 DR 
Whole GVA 2.04 0.31 0.64 DR 
 
 




Sector Ratio 1 
 
Ratio 2  Ratio 3 lower 
RMSFE 
Agriculture 0.68 0.93 0.63 DR 
Construction 1.09 0.87 0.94 DR 
Industry 1.30 0.64 0.83 DR 
Services WS 1.32 0.65 0.86 DR 
Services THT 0.85 0.98 0.84 DR 
Services PA 0.92 0.92 0.85 DR 
Services RA 1.20 0.75 0.91 DR 
Whole GVA 2.44 0.32 0.79 DR 
WS: Whole Sector; THT: Trade, Hotel and Transport; PA: Public 
Administrations; RA: Remaining Activities. Ratio 1: ratio between 
the RMSFEs of  the SETAR and ARMA models; Ratio 2: ratio  
between the RMSFEs of  the DR and SETAR models; Ratio 3: ratio  
between the RMSFEs of  the DR and ARMA models.   




For small regions, it is always quite difficult to build econometric models and make 
forecasts with them; often, simple ARMA models are applied in these cases (see 
Fullerton et al., 2001; Fullerton and West, 1996). In this paper, we tried to address 
some of the recommendations suggested by Lehmann and Wohlrabe (2014a) to further 
explore regional forecasting. Specifically, we have analysed the quarterly sectoral GVA 
of a small Spanish region, the Basque Country. Data were withdrawn from the regional 
statistics office of Basque Country, EUSTAT. The analysis was performed separately 




The Dynamic Regression model was the only causal model we could apply to our 
data once the use of cointegrated model was discarded. The results support strongly 
the use of causal models even in their simple form. The DR model outperforms its 
univariate counterparts, both in cases of 1-step and 4-steps-ahead, systematically. 
These results are particularly encouraging for further development of regional statistics 
even for small regions, as they show such statistical information can be used for 
forecasting purposes conveniently. As Lehmann and Wohlrabe (2014a, 2014b) show the 
more available the regional statistics are, the more accurate are the forecasts that could be 
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∆ log(GVA Construction)*100 
∆ log(GVA Industry)*100 
∆ log(GVA Services (whole sector))*100 
∆ log(GVA Services in Trade, Hotel and Transport)*100 
∆ log(GVA Services in Public Administrations)*100 
∆ log(GVA Services in Remaining Activities)*100 
 
Explanatory Variables 
Employment is the whole number of full-time workers in the relative sector. The IPI 
has been quartered u s i n g  fixed averages for each quarter start ing from the original 
monthly data. All of the index variables have the same base year: 2005. For the series 
available only at a  monthly level, a conversion to quarterly frequency was performed 



















∆ log(Employment in Agriculture)*100 
∆ log(Employment in Construction)*100 
∆ log(Employment in Services)*100 
∆ log(Employment in Public Sector)*100 
∆ log(Employment in Family Activities)*100 
∆ log(Construction Production Index Civil Work)*100 
∆ log(Construction Production Index Edification)*100 
∆ log(Industrial Production Index)*100 
log(Use of Current Production Capacity 
log(Tendency Industrial Production) 
∆ log(Sales Index in Malls)*100 
∆ log(Loans issued by banking sector) 
∆ log(Discharges in Ports) 
∆ log(Average Overnight Stay in hotels) 
∆ log(Enrolment Trucks) 
∆ log(Number of Foreign Tourists) 
∆ log(Number of Overnight Stay of Foreign Tourists) 
