Tsinghua Science and Technology
Volume 24

Issue 2

Article 3

2019

Computing Skyline Groups: An Experimental Evaluation
Haoyang Zhu
the Academy of Military Science of the People’s Liberation Army, Beijing 100091, China.

Xiaoyong Li
the Academy of Ocean Science and Engineering, National University of Defense Technology, Changsha
410073, China.

Qiang Liu
the College of Computer, National University of Defense Technology, Changsha 410073, China.

Hao Zhu
the College of Computer, National University of Defense Technology, Changsha 410073, China.

Follow this and additional works at: https://tsinghuauniversitypress.researchcommons.org/tsinghuascience-and-technology
Part of the Computer Sciences Commons, and the Electrical and Computer Engineering Commons

Recommended Citation
Haoyang Zhu, Xiaoyong Li, Qiang Liu et al. Computing Skyline Groups: An Experimental Evaluation.
Tsinghua Science and Technology 2019, 24(2): 171-182.

This Research Article is brought to you for free and open access by Tsinghua University Press: Journals Publishing.
It has been accepted for inclusion in Tsinghua Science and Technology by an authorized editor of Tsinghua
University Press: Journals Publishing.

TSINGHUA SCIENCE AND TECHNOLOGY
ISSNll1007-0214 05/11 pp171–182
DOI: 1 0 . 2 6 5 9 9 / T S T . 2 0 1 8 . 9 0 1 0 0 5 1
Volume 24, Number 2, April 2019

Computing Skyline Groups: An Experimental Evaluation
Haoyang Zhu, Xiaoyong Li , Qiang Liu, and Hao Zhu
Abstract: Skyline group, also named as combinational skyline or group-based skyline, has attracted more attention
recently. The concept of skyline groups is proposed to address the problem in the inadequacy of the traditional
skyline to answer queries that need to analyze not only individual points but also groups of points. Skyline group
algorithms aim at finding groups of points that are not dominated by any other same-size groups. Although
two types of dominance relationship exist between the groups defined in existing works, they have not been
compared systematically under the same experimental framework. Thus, practitioners face difficulty in selecting
an appropriate definition. Furthermore, the experimental evaluation in most existing works features a weakness,
that is, studies only experimented on small data sets or large data sets with small dimensions. For comprehensive
comparisons of the two types of definition and existing algorithms, we evaluate each algorithm in terms of time
and space on various synthetic and real data sets. We reveal the characteristics of existing algorithms and provide
guidelines on selecting algorithms for different situations.
Key words: skyline queries; skyline groups; performance evaluation

1

Introduction

The skyline query is widely used in multi-criteria
decision making applications; it retrieves points in
a data set that is not dominated by other points.
Considering two multi-dimensional points P and Q,
P dominates Q iff P is not worse than Q in all
dimensions, but is strictly better than Q in at least one
dimension. Figure 1 shows a skyline example. The data
set in Fig. 1 (left) consists of five points. Assuming
that large values are preferred in this paper, as shown in
Fig. 1 (right), the skyline contains Q1 ,Q3 , and Q5 .
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Although skyline computation is particularly useful
in multi-criteria decision-making applications, it is
inadequate to answer queries that need to analyze not
only individual points but also groups of points[1–8] .
However, in numerous real-world applications,
computing for groups of points that are not dominated
by other groups of equal size is highly needed. For
example, in fantasy sports games, gamers form their
teams by selecting players in the pool of available
athletes. Each athlete is represented by a multidimensional point. The value of each point dimension
is a statistical category of the corresponding athlete. As
the gamer can select any athlete from the pool, a team
may consist of athletes from different real-world teams.
Notably, the gamer will preferably form a team that
cannot be dominated by other teams.

Fig. 1

A skyline example.
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The between-group dominance relationship defined
in existing works can be divided into two types.
In the first type, groups are compared by their
point permutations. If one permutation of a group
G can dominate a permutation of another group
G 0 , then G dominates G 0 . In the second type,
each group is represented by a point. Attribute
values of the representative point are aggregated
over the corresponding attribute values of all points
in the group. Then groups are compared by their
representative points as conventional skylines.
However, these two definitions have not been
compared systematically under the same experimental
framework. Hence, difficulty arises during selection
of an appropriate definition and the corresponding
algorithms. Furthermore, the experimental evaluation
in most existing works presents a weakness, that is, the
studies only experimented on small data sets or large
data sets with small dimensions.
To address these problems,
we present
comprehensive comparisons on all existing algorithms.
We evaluate each algorithm in terms of time and space
on various synthetic and real data sets. Based on the
experimental results, we reveal the characteristics of
existing algorithms and provide guidelines on selecting
a suitable definition and the corresponding algorithms
for different situations.
We briefly summarize our contributions as follows:
 We provide a comprehensive survey on the two
types of skyline group definitions.
 We compare all existing skyline group algorithms
through extensive experiments on synthetic and real
data sets.
 We report new findings obtained from
experimental results. We also analyze the strong
and weak points of existing algorithms to guide
practitioners in selecting the appropriate algorithms for
different situations.
This paper extends a conference paper[9] in several
substantial ways. First, we analyze factors in addition
to time and space in recommending appropriate
algorithms for different situations. Second, we conduct
more experiments and provide a more detailed
experimental analysis on the performance of existing
skyline group algorithms. Finally, we provide new
insights into the strengths and weaknesses of existing
algorithms and more detailed guidelines on selecting
appropriate algorithms for various scenarios.
The rest of the paper is organized as follows. We
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analyze the two types of skyline group definitions and
review related works in Section 2. Section 3 presents the
existing skyline group algorithms. We elaborate on the
relationships and differences in the existing algorithms
in Section 4. We present the experimental results and
new insights into the strengths and weaknesses of
the existing algorithms; these findings can be used
as guidelines in Section 5. Section 6 summarizes the
directions of future study and concludes this paper.

2
2.1

Preliminary
Problem definition

First, we introduce the dominance relationship between
points. We assume that large values are preferred in
this paper. Qi denotes the i -th point, whereas Qki
denotes the value on the k-th dimension of Qi . For
reference, Table 1 provides a summary of frequently
used notations.
Definition 1 () Qi dominates Qj , denoted as
i
Q  Qj , iff for each k, Qki > Qkj and for at least
one k, Qki > Qkj .1 6 k 6 d /.
The skyline of a data set is a set of points that are not
dominated by other points in the data set.
Let G  G 0 denote that G dominates G 0 . The
dominance relationship between groups defined in
existing works[1–8] can be divided into two types.
Definition 2 (p )[4, 7] We use p to denote
the dominance relationships between groups under
permutation. G and G 0 are two different groups with
l points. Assume that G D fQ1 ; Q2 ; :::; Ql g and
0
0
0
G 0 D fQ1 ; Q2 ; :::; Ql g. We say that G p G 0 , iff we
can find two permutations of l points for G and G 0 , G D
0
0
0
fQu1 ; Qu2 ; :::; Qul g and G 0 D fQu1 ; Qu2 ; :::; Qul g
0
satisfying that for each i , Qui  Qui and for at least
0
one i , Qui  Qui .1 6 i 6 l/.
For instance in Fig. 1, since Q1  Q2 and Q3  Q4 ,
thus fQ1 ; Q3 g p fQ2 ; Q4 g.
Definition 3 (f )[1–3, 5–8] For an aggregate function
Table 1
Notation
D
d
n
Qi
Qji

Skyline
l

Summary of notations.
Description
d -dimensional data set
Number of dimensions
Number of points in D
The i -th point in D
Value on the j -th dimension of Qi
Preference/dominance relation
Skyline of data set D
Size of a group
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f and a group G D fQ1 ; Q2 ; :::; Ql g, G is represented
by a point Q, where Qj D f .Qj1 ; Qj2 ; :::; Qjl /. For two
distinct groups G and G 0 , Q and Q0 represent G and G 0 ,
respectively. We define G f G 0 iff Q  Q0 .
Two kinds of aggregate functions are studied in
existing works. The first one is strictly monotone, which
0
0
0
implies that f .Qj1 ; Qj2 ; :::; Qjl / > f .Qj1 ; Qj2 ; :::; Qjl /
0
if Qji > Qji for every i 2 Œ1; l and 9k such that
0
Qjk > Qjk , where 1 6 k 6 l. For the strictly monotone
function, existing works focus on SUM. For aggregate
functions that are not strictly monotone, existing works
focus on MAX and MIN. Figure 2 shows the dominance
relations under different aggregate functions.
Based on Definitions 2 or 3, skyline group is defined
as follows.
Definition 4 (Skyline groups) The l-point skyline
groups consist of groups with l points that are not
dominated by any other same-size groups.
Assuming that l D 2, the skyline groups based on
above definitions are obtained, as shown in Table 2.
2.2

Related work

Since the skyline operator[10] was introduced,
various proposals of improved algorithms[11–15] ,
query optimizations[16–19] , and variations in skyline
query[20–24] have been investigated. However, the above
works focus on querying individual points, which are
inadequate to answer queries that need to analyze not
only individual points but also their combinations[1–6] .
The concept of skyline groups is proposed to address
this problem. Most related works are in Refs. [1–8].
References [1–3, 5–8] investigate the query of skyline
groups based on Definition 3 .f /. Although many
aggregate functions can be considered in calculating
representative points, they focus on SUM, MIN,

Fig. 2 Dominance relations under different aggregate
functions.
Table 2

Permutation
SUM
MAX
MIN

Skyline groups under different definitions.
Skyline group
fQ1 ; Q3 g; fQ1 ; Q5 g; fQ3 ; Q4 g; fQ3 ; Q5 g
fQ1 ; Q3 g; fQ1 ; Q5 g; fQ3 ; Q5 g
fQ1 ; Q5 g
fQ1 ; Q2 g; fQ1 ; Q3 g; fQ2 ; Q3 g,
fQ3 ; Q4 g; fQ3 ; Q5 g
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and MAX, which are commonly used in database
applications. However, in other cases, selecting a good
or a meaningful aggregate function presents difficulty.
Thus, the representative point may not fully represent
the corresponding group. To address this problem, Liu
et al.[4, 7] extended the original skyline definition (for
individual points) to permutation group-based skyline
(for groups), as described in Definition 2 .p / in our
paper.
However, these different types of definitions have
not been compared systematically under the same
experimental framework. Thus, practitioners face
difficulty in selecting an appropriate definition. In
this paper, we evaluate all the existing algorithms on
various synthetic and real data sets. Based on the
experimental results, we reveal the characteristics of
existing algorithms and provide guidelines on selecting
algorithms for different situations.

3

Computing Skyline Groups

In this section, we compare the different group
dominance relationships defined in existing works. We
also explain how skyline groups are computed under
different definitions and report the relations between
different definitions.
3.1

Skyline groups under permutation

From Definition 2, we determine that a point in a
skyline group cannot be dominated by other points
outside the group. If a point Qi is dominated by a point
Qj outside a group G, then we replace Qi with Qj
in G. Thus, the newly formed group G 0 will dominate
G under Permutation. Therefore, if a point Qi is in
a skyline group G under Permutation, all points that
dominate Qi must be contained in G.
Definition 5 (unit) A unit of a point Qi denotes a
set of points including point Qi itself and the points
that dominate Qi . uniti is used to denote the unit
of Qi . Then we obtain uniti D fQj8Q 2 D ^ Q 
Qi g [ fQi g.
For instance, as Q3 2 Skyline, then unit3 D fQ3 g,
and given Q3  Q4 , unit4 D fQ3 ; Q4 g.
Based on the above definition, Ref. [4] proposed an
algorithm named unit-wise+ to unite units together to
obtain l-point skyline groups. Assuming that the group
size is l, from Definition 5, we determine that if a unit
contains more than l points, then the corresponding
point will not be contained in any skyline groups. Thus,
unit-wise+ first prunes the input data set. Then, unit-
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wise+ unites the units of the residual points to form lpoint skyline groups.
As shown in Fig. 3, l is set to 2, and Q2 is pruned
because u2 contains more than 2 points. As u4 contains
2 points, it serves as the output of a skyline group. Then,
unit-wise+ unites the units of Q1 ; Q3 , and Q5 together
to form 2-point skyline groups. All skyline groups are
shown in red solid boxes in Fig. 3.
3.2

Skyline groups under SUM

To compute the skyline groups based on SUM, existing
works[1–3, 5, 6] adopt similar dynamic programming
algorithms. Let Skynl denote the set of l-point skyline
groups with regard to fQ1 ; Q2 ; : : : ; Qn g and Skynl 11
the set of l
1 point skyline groups with regard to
fQ1 ; Q2 ; : : : ; Qn 1 g. Thus, we obtain the following:
Lemma 1 Under SUM, given G 2 Skynl , if Qn 2
G, then GnfQn g 2 Skynl 11 .
Based on Lemma 1, Skynl is computed as follows:
Skynl D skyline(Skynl 1 C fG [ fQn gjG 2 Skynl 11 g/
(1)
Similar to Permutation, according to Refs. [1–3, 5, 6],
if a point is dominated by more than l 1 points, then
it will not be contained in any skyline groups under
SUM. Thus, in Algorithm 1, we first prune the input
data set. Then, the skyline groups are computed based

Tsinghua Science and Technology, April 2019, 24(2): 171–182

on Formula (1).
3.3
3.3.1

Skyline groups under MAX and MIN
Compute aggregate vectors for skyline
groups

As many skyline groups based on MAX and MIN
share the same aggregate vector, Ref. [5] proposed an
algorithm to compute the distinct aggregate vectors for
MAX and MIN.
Let Skyi denote the set of distinct aggregate vectors
of i -point skyline groups with regard to D. Thus, we
obtain the following:
Lemma 2 Under functions MAX and MIN, given
G 2 Skynl , if Qn 2 G, then a group G 0 2 Skynl 11
exists, such that MAX.G 0 [ fQn g/ D MAX.G/, and
MIN.G 0 [ fQn g/ D MIN.G/.
Based on Lemma 2, the distinct aggregate vectors of
skyline groups are computed as follows:
Skyl D skyline.fG [ fQi gjG 2 Skyl 1 and Qi … Gg/
(2)
Algorithm 2 is proposed in Ref. [5] to compute
distinct aggregate vectors of skyline groups under MAX
and MIN. Algorithm 2 first prunes the input data set as
Algorithm 1. Then, Algorithm 2 computes Skyi . When
Skyi is computed, then we use Skyi to compute Skyi C1 .
Skyl is the set of distinct aggregate vectors of l-point
skyline groups.
3.3.2 Construct skyline groups for MAX and MIN
Once we compute the aggregate vectors for skyline
groups based on MAX and MIN, we can construct the

Fig. 3 An example of computing 2-point skyline groups
under Permutation.
Algorithm 1 Skyline groups under SUM
Input D, l;
Output Skyn
l;
1: D
Input prunning.D/I
2: for j
1; j 6 jDjI j C C do
3:
for i
min.j; l/;i > 1;i
do
4:
if i D 1 then
5:
Skyj1 D skyline.Skyj1 1 [ fD j g/;
6:
else
7:
Skyji D skyline.Skyji 1 C fG [ fD j gjG 2
Skyji 11 g/;
8:
end if
9:
end for
10: end for
n
11: return Skyl

Algorithm 2 Aggregate vectors under MAX and MIN
Input D, l;
Output Skyl ;
1: D
Input prunning.D/I
2: Sky1
skyline .D/I
3: for i
2; i 6 lI i C C do
4:
Ci
∅I
5:
for each G 2 Skyi 1 do
6:
for each Q 2 D do
7:
if Q … G then
8:
G0
G [ fQg;
9:
end if
10:
if G 0 … Ci then
11:
Ci
Ci [ fG 0 g;
12:
end if
13:
end for
14:
end for
15:
Skyi
skyline.Ci /I
16: end for
17: return Skyl
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equivalent skyline groups based on an aggregate skyline
vector.
For MIN, given a MIN aggregate vector v, the
process involves finding a set ˝.v/ with the set of all
points that dominate or are equal to v. Assuming that
the aggregate vector of arbitrary l points in ˝.v/ is
v 0 , we obtain v 0 ˜ v. Otherwise, v is not an aggregate
vector of a skyline group. On the other hand, v 0 contains
no values smaller than v on any attribute, according to
the definition of ˝.v/. Thus we achieve v 0 D v, which
simplying that any l-point subset of ˝.v/ is an l-point
skyline group.
MAX is shown as an Non-deterministic Polynomial
hard (NP-hard) problem[5] . The NP-hardness directly
follows from the NP-completeness of SET-COVER. For
an aggregate skyline vector v under MAX, we need to
find points in the data sets that cover all v’s attribute
values. Notably, for MAX, if l > d , then only one
distinct aggregate skyline vector with max values exists
for all attributes. In Ref. [5], Zhang et al. proposed a
brute-force enumeration method to construct the skyline
groups.

4
4.1

Comparing Different Definitions
Relationships between Permutation and SUM

We find that skyline groups of a data set under SUM is
a subset of skyline groups under Permutation.
Lemma 3 The skyline groups of a data set based
on SUM are a subset of skyline groups based on
Permutation.
Proof: Assume that G is a skyline group based
on SUM but G is dominated by a group G 0 under
Permutation. Then, G 0 contains at least one point
Q0 that is better than another point Q in G, and
the remaining points of G 0 are equal or better than
the rest of points in G. Thus, SUM.G 0 /  SUM.G/,
contradicting the notation that G is a skyline group
based on SUM.
We can prove that Lemma 3 is not only true for SUM
but also for other strictly monotone functions.
The above lemma indicates that the dominance
relationship of SUM is less strict than Permutation,
and more candidate groups can be dominated by other
groups. Thus, the output of SUM is a subset of the
output of Permutation with the same group size on the
same input data set.
4.2

Relationships between MAX, MIN, and SUM

We find that Algorithm 1 can be used to compute
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aggregate vectors for skyline groups under MAX and
MIN.
Lemma 4 The aggregate vectors of skyline groups
that are derived from employing Formula (1) can cover
all the distinct aggregate vectors of skyline groups under
MAX and MIN.
Proof: Assume that G is an l-point skyline group with
aggregate vector v and Q 2 G. Consider G 0 D GnfQg.
If G 0 is an .l 1/-point skyline group, it satisfies Formula
(1). Otherwise, there must be an .l 1/-point skyline
group G  over DnfQg satisfying G   G 0 . For MAX
and MIN, we prove that MAX.G/ D MAX.G  [ fQg/
and MIN.G/ D MIN.G  [ fQg/. Since G   G 0 ,
we have G  [ fQg  G or G  [ fQg D G. As G is a
skyline group over D, then G  [ fQg ˜ G. Thus,
G  [ fQg D G. Therefore, we get that MAX.G/ D
MAX.G  [ fQg/ and MIN.G/ D MIN.G  [ fQg/.
The above lemma indicates that we can apply
Algorithm 1 to compute the aggregate vectors for
MAX and MIN. The difference between the results
of Algorithms 1 and 2 is that the result of Algorithm
1 contains the skyline groups that share the same
aggregate skyline vector. Therefore, the output of
Algorithm 2 is a subset of the output of Algorithm 1
under MAX and MIN.
Based on the above discussion, Algorithm 1 can be
applied to compute a mixture of different aggregate
functions on different attributes. Algorithm 1 can deal
with arbitrary mixture of SUM, MIN, and MAX,
whereas Algorithm 2 can deal with any mixture of MIN
and MAX.
4.3

Output size analysis

From Definition 2, we know that any l skyline points
can form a skyline group under Permutation. Thus the
output size of skyline groups under Permutation can be
extremely large. For instance, 1000 skyline points are
available, and l is set to 5. Then, more than C51000 
1013 skyline groups are available, and this number
is almost prohibitive to compute. Therefore, the large
output size is a potential limitation of skyline group
operator under Permutation.
Similar to Permutation, the output size of MAX can
be extremely large when l > d , as it takes at most d
points to cover the maximum values of all dimensions.
Thus, after finding the points that cover the maximum
values, the remaining points can be arbitrary. For
instance, n D 106 ; d D 3, and l D 5. Then more than
Cln d  1012 skyline groups are obtained. Therefore,
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the large output size is also a potential limitation of
skyline group operator under MAX.
Although the output sizes of SUM and MIN are small
compared with those of Permutation and MAX, the
output sizes of SUM and MIN are always larger than
the size of the input data set. Thus, the large output
size is a potential limitation shared by all skyline group
definitions. Employing top-k queries on skyline groups
is one way to solve this problem. We plan to investigate
this problem in the future.
4.4

Time complexity analysis

Consider unit-wise+. Let jU j denote the number of
units used in unit-wise+. From Fig. 1, we know that
for each new built group in unit-wise+, we need to
check whether it is a skyline group. Therefore, the time
1
2
l
C CjU
C    C CjU
D
complexity of unit-wise+ is CjU
j
j
j
Pl
i
i D1 CjU j in the worst case.
Consider Algorithm 1. Assume that n points are
left in D after pruning. Thus, for each j .j 6 n/, l
subproblems exist: fSkyj1 ; Skyj2 ; :::; Skyjl g. In total,
n  l sub problems exist. For each sub problem Skyji , at
most Cji groups. Thus, the time complexity of finding
skyline on these groups is O..Cji /2 /. Therefore, the
time complexity of Algorithm 1 in the worst case is
O.n  l  .Cln /2 /.
Consider Algorithm 2. Assume that n points are left
in D after pruning. Thus, for each i .i 6 l/, the time
complexity of computing Ci is O.njSkyi 1 jjCi j/ D
O.n  .Cin /2 /. The time complexity of computing
skyline of Ci is O.jCi j2 / D O..Cin /2 /. Thus, for each
i.i 6 l/, the time complexity of computing Skyi is
O.n  .Cin /2 C .Cin /2 /. Therefore, the time complexity
of Algorithm 2 is O.n  l  .Cln /2 /.
From the above analysis, we know that the time
complexity of Algorithm 1 is larger than that of
unit-wise+. This result coincides with Lemma 3, as
Algorithm 1 requires more time to refine the output.
In general, compared with the traditional skyline
computation, computing skyline groups is much more
complicated. One of our future works aims to design
parallel algorithms using modern computing platforms.

5

Experimental Study

In this section, we conduct extensive experiments to
compare the performance and the scalability of existing
skyline group algorithms. All our experiments are
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carried out on the same machine with 64 GB memory
and dual octa-core Intel Xeon E7-4820 processors
clocked at 2.0 GHz. We implement the following
algorithms in C++.
unit-wise+: The algorithm to compute the skyline
groups based on Permuation. Three algorithms, pointwise, unit-wise, and unit-wise+, are proposed to
compute the skyline groups based on Permutation. unitwise+ exhibits the best performance with respect to time
and space.
DPSG (Algorithm 1): The dynamic programming
algorithm to compute skyline groups based on Formula
(1).
DPAV (Algorithm 2): The algorithm to compute
distinct aggregate skyline vectors based on Formula (2).
MAXG and MING: MAXG and MING are the
algorithms to construct skyline groups based on
aggregate skyline vectors under MAX and MIN
respectively.
To study the scalability of our algorithms, we
generate correlated, independent, and anti-correlated
data sets using the standard skyline data generator from
Ref. [10]. For real data sets, we use the NBA data set
described in Ref. [25]. The data set consists of 17 264
players, and each player features 8 attributes.
5.1

Output analysis

In Tables 3 and 4, G denotes the number of skyline
groups, and V denotes the number of distinct aggregate
vectors of the skyline groups. Tables 3 and 4 show the
output sizes of skyline groups and aggregate skyline
vectors for correlated synthetic data sets, respectively.
Similar experimental results are obtained on the NBA
data set.
Notably, a skyline group under Permuation processes
on aggregate skyline vector. We can observe that SUM
rarely features two skyline groups that share the same
aggregate skyline vector, because the SUM aggregate
vector of a skyline group is sensitive to all group
points. Among the three aggregate functions, MAX
results in the most equivalent groups that share the same
aggregate skyline vector. In computing the aggregate
vector of a skyline group, SUM reflects the power of
all points in the group, whereas MIN (MAX) selects
the weakest (strongest) point on each dimension. As a
consequence, skyline groups are almost formed by the
points with the lowest (highest) value on one dimension.
From the two tables, we can identify that G quickly
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Table 3
n
2105
4105
6105
8105
1106

d
3
4
5
6
7

G
V
G
V
G
V
G
V
G
V

G
V
G
V
G
V
V
V
G
V

SUM
212
212
258
258
248
248
163
163
173
173

SUM
3
3
19
19
65
65
173
173
285
285

l D2
MAX
MIN
324
101
235
101
323
120
284
118
1584
120
300
120
302
88
215
88
370
89
228
89

l D2
MAX
MIN
6
110
4
1
2
64
11
17
9
118
35
52
35
370
89
228
89
700
177
537
177

Def.2
1747
2268
2760
1706
2004

G and V, under various n, l (d=6).
l D4
SUM
MAX
MIN
Def.2
1461
1129
225
5105
1461
353
225
2591
752
361
9105
2591
396
357
2564
398
369
1.3106
2564
321
369
1106
2122
248
5105
1106
196
248
1244
4318
268
7105
1244
222
268

Table 4 G and V, under various d, l (n=1
106 ).
l D4
Def.2
SUM
MAX
MIN
Def.2
7
1
21
11
159
7
1
3
56
70
12
167
5375
56
1
12
245
640
47
75 674
630
245
25
47
1244
4318
268
2004
7105
1244
222
268
3216
7723
605
4475
3.5106
3216
1320
605

enlarges under Permutation, SUM, and MAX. Notably,
for MAX, if l > d , only one distinct aggregate skyline
vector exists, but the size of the skyline groups can
be extremely large. For instance, in Table 4, when
d D 4 and l D 6, 4 points at most are needed to
cover the MAX values of all attributes. Then, the
remaining 2 points can be arbitrary. Thus, more than
500 billion skyline groups are prohibitive to compute.
Moreover, the output size of skyline groups under SUM
is consistently less than that under Permutation, and
this condition coincides with Lemma 3. In general,
Permutation results in the largest number of skyline
groups.
The large output size is less informative, and
users may face difficulty int making a good, and
quick selection. Thus, large output size is a potential
limitation for all skyline groups definitions. One way to
solve this problem is to select the best k skyline groups.
We plan to introduce the top-k dominating queries on
the skyline groups in the future.
5.2

Experiments on NBA data set

In this section, we report the performance of
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SUM
5134
5134
11 757
11 757
15 145
15 145
5036
5036
5229
5229

SUM
16
16
117
117
591
117
5229
5229
18 541
18 541

l D6
MAX
MIN
6
424
1
424
10
768
1
762
36
742
1
736
160
448
1
448
450
455
1
449

l D6
MAX
MIN
1
3006
1
4
1
22
1
16
1108
50
1
50
450
455
1
449
3912
1276
99
1276

Def.2
6.3107
1.52108
2.79108
8.3107
1.15108

Def.2
813
83 155
4.2106
1.15108
1.2109

our algorithms under the different skyline groups
definitions. We experiment with the NBA data set and
explore several factors, n, d , and l.
5.2.1

Study of runtime

As shown in Lemma 4, DPSG can be used to compute
the aggregate vectors for the skyline groups under
MAX and MIN. We report the runtime of unit-wise+,
DPSG(SUM), DPSG(MAX), and DPSG(MIN) in Fig.
4. We find that SUM is the most expensive among all
definitions. Compared with Permutation, as shown in
Lemma 3, the output under SUM is a subset of that
under Permutation, indicating that SUM requires more
time to refine the output. Compared with MAX and
MIN, as SUM is sensitive to all the points in the group,
it features the largest number of skyline vectors. Thus,
SUM needs to conduct much more dominance tests
between groups. Therefore, SUM consumes much more
time than MAX and MIN. In general, Permutation,
MAX, and MIN outperform SUM by three, four, and
two orders of magnitude, respectively.
For MAX and MIN, the number of skyline vectors
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of MAX results is much lower than that of MIN. For
instance, if l > d , one skyline vector is under MAX.
Therefore, as shown in Fig. 4, the runtime of MAX is
much shorter than that of MIN.
Considering the three subfigures in Fig. 4, the
runtime of all definitions grows exponentially with
increasing d and l and grows linearly with increasing
n. Visibly, the runtime grows exponentially with
increasing l. For d , the number of candidate points
increases with increasing d . Thus the input pruning
is less effective when d is large. Furthermore, more
candidate points can build a skyline group. As a result,
the runtime grows exponentially with increasing d . For
n, the number of candidate points shows no significant
with increasing n for a fixed d . Thus, the runtime grows
linearly with increasing l.

to cover the MAX values on all attributes, the remaining
points in a skyline group under MAX can be arbitrary.
Thus, the output size can be extremely large under
MAX when l > d . For instance, as shown in Fig. 5c,
when d D 6, the output size of MAX is the largest
among SUM, MAX, and MIN.
As discussed in Section 4.3, any l skyline points can
form a skyline group under Permutation. Thus, the
output size of the skyline groups under Permutation
grows exponentially with increasing l. Compared with
MAX, the output size of Permutation is less than that
of MAX when l is far larger than d . As for MAX, any
points can be used to form a skyline points, but only
skyline points can be used to build a skyline group under
Permuation.

5.2.2

From Lemma 4, we can apply DPSG (MAX) and DPSG
(MIN) to compute the aggregate skyline vectors for
MAX and MIN, respectively. We report the runtime of
DPSG and DPAV for MAX and MIN in Figs. 6 and 7,
respectively. When l > 4, DPSG (MAX) and DPSG
(MIN) is about on average, 10 and 2 speedup over
DPAV (MAX) and DPAV (MIN), respectively.
Next, we report the performances of MAXG and
MING. As shown in Fig. 6, the runtime of MAXG is
not very long although we apply a brute-force method.
This result is attributed to the small number of points

5.2.3

Study of output

We report the number of skyline groups of different
definitions in Fig. 5. Similar to Fig. 4, the output size
of all definitions grows exponentially with increasing
d and l and grows linearly with increasing n. We
observe that when l 6 d , Permutation results in the
largest number of skyline groups. Among the three
aggregate functions, SUM exhibits the largest number
of skyline groups when l 6 d , whereas MAX features
the smallest number of skyline groups.
However, when l > d , as at most d points are needed
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5.2.4

Mixture of different aggregate functions

Figure 8 shows the runtime and the output size of
Algorithm 1 over the NBA data set. A mixture of
SUM, MAX, and MIN is applied on the four attributes.
For instance, 2SUM means the SUM function on
the first two attributes and MAX and MIN on the
remaining two attributes. As observed in Figs. 8a and
8b, 2SUM is much more expensive than 2MAX and
2MIN, coinciding with the result in Fig. 4. Moreover,
from Figs. 8c and 8d, 2SUM results in a larger output
size than 2MAX and 2MIN. This result is attributed
to increased difficulty for a group to dominate other
groups under SUM.
5.3

Experiments on synthetic data sets

To evaluate the scalability of existing algorithms,
we experiment on correlated, independent, and anti2SUM
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that “hit” the MAX attribute values in an aggregate
skyline vector. Thus, in practice, constructing skyline
groups under MAX becomes efficient. However, given
an only one skyline vector, we observe that when
l > d , MAXG consumes much more time than DPSG
(MAX). The skyline vector takes the MAX value on
every attribute. Therefore, when building the skyline
groups, after finding the points that achieve the skyline
vector, the remaining points can be arbitrary. As a
result, the number of skyline groups can be extremely
large when l > d . For instance, in Fig. 6c, when
l D 6, more than 3  108 skyline groups exist. Thus,
the runtime of MAXG is extremely large than that
of DPSG (MAX). We report the runtime of MING
in Fig. 7. Construct the skyline groups by applying
MING becomes very efficient, as the number of points
that dominate a skyline vector v under MIN is small.
In return, remarkably efficient building of the skyline
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correlated data sets using the standard skyline data
generator from Ref. [10]. The experimental results are
shown in Figs. 9 – 11.
We observe that the runtime varies dramatically
under different data distributions. We evaluate the
algorithms on three data sets of equal cardinalities with
different number of dimensions. As shown in Fig. 9,
all the algorithms perform efficiently on the correlated
data sets, as the input pruning is also very effective.
On independent data sets and anti-correlated data sets,
the runtime increases quickly, and the algorithm cannot
finish within reasonable amount of time. As shown in
Fig. 11, we omit the bars that the algorithm cannot finish
within reasonable amount of time. On independent data
sets and anti-correlated data sets, a point experiences
difficulty in dominating other points. Thus, the input
pruning is less effective in these data sets. As a result,
the runtime on independent data sets and anti-correlated
105

Per

data sets are extremely larger than that of correlated data
sets.
5.4

Based on the experimental results on the NBA data sets
and synthetic data sets, we reveal the characteristics of
existing algorithms; these characteristics can serve as
guidelines on selecting the appropriate algorithms for
various scenarios. We summarize the characteristics of
existing algorithms in Table 5.
Table 5
Algorithm
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DPSG
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106
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Characteristics of existing algorithms.
Definition
Runtime
Output
Permutation
short
large
SUM
medial
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MAX
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small
MAX
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MIN
long
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We recommend employing the DPSG to compute
the aggregate skyline vectors under MAX and MIN,
because it is much more efficient than DPAV. For MAX
and MIN, we recommend the use of aggregate skyline
vectors instead of skyline groups, as the number of
equivalent groups can be extremely large when l > d .
To select an appropriate skyline group definition, the
intrinsic of a definition should be the first consideration.
For instance, if the problem is based on cask principle,
MIN is the best option. If we could not find an
appropriate aggregate function, Permutation is a good
option.
In practice, besides the intrinsic, the characteristics
of a definition should be considered. If the application
focuses on the performance and disregards the output
size, we recommend using Permutation. On the other
hand, if the application needs to balance between
performance and output size, we recommend DPSG
(SUM), because features moderate performance and
output size. Moreover, as the data distributions
will significantly influence the performance of the
algorithms, we occasionally need to preprocess the data
set before computing the skyline groups. For instance,
we can select the important dimensions and omit the
less important ones or use the data subset.

6

Conclusion and Future Work

We provide a detailed survey on the existing skyline
groups algorithms. We also reveal the characteristics of
existing algorithms; these characteristic can be used as
guidelines on selecting the appropriate algorithms for
various scenarios. We determine that the output sizes
of the skyline groups under all the definitions can be
extremely large, which is a potential limitation of the
skyline group operator. A direction for future study
is to design top-k algorithms to help users in making
a good and rapid selection. Moreover, computing the
skyline groups is much more expensive than computing
the traditional skyline. Thus, we plan to design parallel
algorithms using modern computing platforms to save
computational time.
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