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The Schrodinger equation 
-AY+v(x)Y=EY, XER” (*I 
at fixed E arises in quantum mechanics, electrodynamics, and elasticity heory. 
The reconstruction of the potential D(X) in the equation (*) for n 2 2 
through scattering data (or the spectral data) corresponding to the fixed 
value of the parameter E is one of the main inverse problems. 
This article is a continuation of a number of papers [l-lo] which are 
concerned with a solution of this problem for n = 2. The inverse problem 
at fixed energy for the Schriidinger two-dimensional equation is examined 
in works of B. A. Dubrovin, I. M. Krichever, S. P. Novikov, and A. P. 
Veselov [l-3] for the case of the periodic potential; in works of P. G. 
Grinevich, S. V. Manakov, S. P. Novikov, and the author [4-lo], and in 
this article for the case of the potential decreasing at infinity. This article 
is also a continuation of works of L. D. Faddeev, G. M. Henkin, and the 
author [14-163. In this article main attention is given to the inverse 
scattering problem at the positive level of energy. Some new results are also 
given for the inverse scattering problem at the negative and at the complex 
nonzero level of energy. The zero level of energy is not examined in this 
article. The zero level of energy for the two-dimensional case is examined 
in works of M. Boiti, J. Leon, M. Manna, and F. Pempinelli [ 111 and of 
T. Y. Tsai [12]. 
The results of this article have applications to the solution of nonlinear 
differential equations on the one hand and to the inverse spectral problem 
in the bounded domain on the other hand. Due to this article and to the 
articles [l-3,4, 7, 131 such applications are obtained automatically. 
Now we give briefly the contents of this article. Note that exact 
statements and references to works connected with these statements are 
contained in the main text. 
In Sections 1,2 special solutions of the equation (*) are introduced- 
solutions of the Lippmann-Schwinger equation and the Faddeev solu- 
tions. Due to the use of these solutions the scattering amplitudef(& A’, E) 
and the Faddeev scattering data are introduced, in particular, the functions 
h + (2, A’, E), b(i, E), a(n, E) (see Section 1). (The functions b and a are 
defined at any level of energy, the functions f and h, only at the positive 
level of energy.) Among these scattering data in physical experiments only 
the scattering amplitude f may be measured directly. 
In Section 3, 4 the functional spaces are found to which there belong 
values introduced in Section 1, 2. Sections 3, 4 form the basis for 
Sections 5, 6, 7. 
Section 5 contains equations which form the basis for a solution of the 
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inverse scattering problem for the Schrodinger two-dimensional equation 
at fixed energy. For E > 0 it is, firstly, the equations (5.1)-(5.6), (5.8); 
secondly, the equations (5.1Ob(5.15). The system (5.1)-(5.5) is the 
Riemann non-local problem for eigenfunctions of the Schrodinger two- 
dimensional equation at fixed energy which satisfy the &equation (5.1). 
(The Riemann non-local problem and the &equation are considered with 
respect to a spectral parameter.) The equations (5.10)-(5.15) establish 
correlation between the scattering amplitude f, a kernel p of the Riemann 
non-local problem, and the functions h + . 
For E < 0 the equations (5.24), (5.25) form the basis for the solution of 
the inverse problem. 
If the potential u in the equation (*) is real-valued then the &equations 
(5.1), (5.24) are reduced to the &equations (5.19), (5.29). The functions 
satisfying the equation (5.19) (or (5.29)) are called the generalized 
analytical functions. 
For solving the inverse problem at fixed positive energy it is necessary to 
reduce the system (5.1)-(5.5) to the linear integral equations (for E < 0 we 
should reduce the system (5.24), (5.25)). These linear integral equations are 
contained in Section 6. 
Section 6 completes the solution of the inverse problem at fixed energy 
for the Schrbdinger equation (1.1) for the potential with the property (1.2) 
where q < Q( (El, E) (where Q(l El, E), 1 El > 0, c > 0, is a special positive 
function possessing, in particular, the properties Q( (El, E) -+ cc for 
IEJ -+ co, Q(lEI, E)-+O for IEl 30). 
In Section 6 the solution of this problem is completed in the sense that 
in the considered class of potentials 
(1) for E> 0 uniqueness of the reconstruction of the potential II 
through any of the functions f, h _+, p supplemented with the function b is 
proved; uniqueness of the reconstruction of the potential for E < 0 through 
the only function b is proved; 
(2) a procedure of the reconstruction which is reduced to the 
solution of linear integral equations with “good’ properties is proposed. 
(The case E E C\ Iw in Section 6 is not written out because this case differs 
a little from the case E < 0.) 
In Section 7 in Proposition 7.1 a correlation is established between the 
functions h + and the functions a, b. Theorem 6.2 and Proposition 7.1 lead 
to Theorem 7.1 about the uniqueness of reconstruction of two-dimensional 
exponentially decreasing potential through its scattering amplitude (under 
condition q < Q( E, F)). 
Sections 8, 9 are concerned with, firstly, characterization of already 
introduced scattering data at fixed energy and in the first urn of scattering 
amplitude. 
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Due to Theorem 9.2 any smooth functionf(1,n’) on the torus posessing 
the reciprocity property and the unitarity property (9.la) and (9.lb) and 
with small &-norm (9.4) is the scattering amplitude at fixed energy E > 0 
for the equation (1.1) with real-valued bounded potential decreasing at 
infinity. Besides, such a potential is built on the basis of a solution of linear 
integral equations. 
In addition, Section 9 provides results of reconstruction of different 
potentials with one scattering amplitude at fixed energy. 
Secondly, it is shown in Sections 8, 9 how results relating to the inverse 
scattering problem at fixed energy for the equation (1.1) may be extended 
to the case of the Schrodinger two-dimensional operator in the magnetic 
field. 
Thirdly, Section 8 contains a number of results connected with 
reconstruction of the Schrodinger two-dimensional operator on the basis of 
the non-local &equation for its eigenfunctions with respect to the spectral 
parameter. 
Note, at last, some non-solved problems. 
Among problems with a “small norm” there exists a non-solved problem 
of complete characterization of scattering data f, h, , b, a in the class of 
rapidly decreasing potentials, for example, more rapidly decreasing than 
1x1 --N for any N> 0. Note that taking into account previous works and this 
article (and, in particular, Propositions 7.1 and 9.4) the abovementioned 
problem is, apparently, technical. 
The main difficulties are connected with release from the conditions of 
smallness of norms of the potential (and of scattering data). 
For example, a very important non-solved problem is a proof of results 
of Theorem 7.2 and Proposition 7.1 for an arbitrary potential with the 
property (1.2) (or even for a finite potential), but without the condition 
q < Q( 1 El, E). The first step in the investigation of such type problems is the 
paper PI. 
1. ASYMPTOTICS OF EIGENFUNCTIONS AND THE SCATTERING DATA 
FOR THE SCHR~DINGER TWO-DIMENSIONAL OPERATOR 
Let us consider the equation 
-A Y(x) + u(x) Y(x) = E!P(x), (Lla) 
where x E R2, x = (xi, x2), A is the Laplace operator, u(x) is a real-valued 
function on the plane with the property 
b(x)1 G (1 + ,Y,,)2+E3 &>O (1.2) 
for some q 3 0; the number E in (1.2) is fixed. 
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For any kER2, k2=E th e equation (1.1) for E > 0 has the unique 
solution q + (x, k) which is bounded on all plane and has the following 
asymptotics for 1x1 + cc 
cp+(x, k) = eik.r _ irJn e--i(d4) Gf (k WI ;) 
+O ,fi;i (4 (1.3a) 
The functionf(k, I) in the formula (1.3), k, f E R2, k2 = f2 = E is called the 
scattering amplitude. 
It is convenient for the two-dimensional case to do the following change 
of variables 
z=x, +ix,, 2=x,-ix,, J=k’+ __ 
fi 
A, = II+ i12 
a 
(I.*) 
for E=k2=12. 
In the new variables the equations (l.la) and (1.3a) take the form 
e’& 
x-f(l,I’, E)+O 
47 
(l.lb) 
(1.3b) 
where A, A’E@, IA) = I;\‘] = 1, ,J’=z/jzl, ,&>O. 
Let, further, k E C*, k2 = E, Im k # 0. Let, in addition, k $8, where d is 
a set of zeros of the Fredholm determinant for the equation (2.13). Then, 
for any k with such properties there exists the unique solution I&X, k) of 
the equation (1.1) with asymptotics 
$(x, k) = eikX( 1 + o(l)), Imk#O for (XI -+ cc. (1.4) 
The function $(x, k) is a solution of the Faddeev integral equation (2.7). 
Note that if (4.9) is held then the set d does not cross the level of energy 
E, that is, 
{k:kd12,k2=E,kd}=@. (1.5) 
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Asymptotics (1.4) may be noticeably refined. It is convenient to do such a 
refinement in the variables z, 5, and 1= (k, + ikJ,,/%. For E> 0 the 
following equality is valid 
$(z,&E)=exp[ifi(Z+i)](l-ssgn(l--U) 
The solutions of the equation (1.1) for E> 0 with asymptotics (1.6) 
define the functions a(& E) and b(J, E). 
For (A(= 1 the function $ from (1.6) has a jump. Let $+_(z, 1, E) = 
$(z, A(1 f 0), E), );1( = 1. The functions $*(z, 1, E) may be uniquely 
defined by the asymptotics 
(11 = 1, 1’ = z/lz/. Besides, the functions p”+ = II/* exp[ -(i/2),/$lZ+z/l)] 
are solutions of the integral equation (2.30). The functions h ,(A, A’, E) in 
the right-hand side of (1.7) are connected with the scattering amplitude by 
the equations (5.10), (5.11). At fixed 1 and E a term 6( 1) in (1.7) it is some 
bounded function u( lz/,n’) with property u( Iz), Iz’) + 0 if 1zI + co, A’ #I, 
A’# -1 (uniformly with respect of 1’ out of any fixed neighbourhood of 
the points A and --A). 
The functions f(n, 1’, E), h.(l, A’, E), a(A, E), b(ll, E) in asymptotics 
(1.3), (1.6), (1.7) we call the scattering data for the equation (1.1). For the 
lixed E > 0 the potential v with the property (1.2) is uniquely reconstructed 
through the functions f(& ;1’, E) and b(l, E) at least under condition 
q c Q(E, E) (due to Theorem 6.2). 
The functions a(A, E) and b(ll, E) are defined not only at positive but at 
any other level of energy. For example, for E < 0 the equation (1.1) has 
V1 E C\(O v cc), (11 # 1, k(l, E) 4 8, the unique solution with asymptotics 
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$(z,A,E)=,,,[,,(i.i+;)] 
x 1 -*sgn(l -AX) z-A2f 
( JE ( 
iAa(i, E) 
+exp[~((~-i)r+($-i!;)l~~~l:‘_Ei))) 
- 1 
+O G i )I 
7 bl -+ cm. 
For fixed E ~0 a real-valued potential u with the property (1.2) is uniquely 
reconstructed by the function b(l, E), at least, under the condition (1.5) 
(see [9] and Section 6). 
The following simple property of scattering data is useful. Let, for 
example, E > 0, then if the functions f(A, A’), h+(l, A’), u(;~), b(i,) are the 
scattering data for the potential u(x) at the energy E then the same 
functions are the scattering data for potential z’v(zx) at energy T’E where 
z is an arbitrary positive number. 
To conclude the section we give a scheme of the proof that a solution 
of the equation (1.1) with asymptotics (1.4) is a solution of the integral 
equation (2.13). This result was obtained jointly with P. G. Grinevich in 
1986. (In connection with the result about the uniqueness of a solution to 
the equation (1.1) with asymptotics (1.4) k 4 8, we would like to note the 
related result of J. Sylvester and G. Uhlmann (see Proposition 1.2 and 
Theorem 2.1 in [26]).) 
It is sufficient to prove that the following function is equal to zero 
Ic/Jx, k) = 1+4x, k) - G * u$ - eih-‘. (1.9) 
It follows from (1.4), (1.9), and asymptotics of the Green function that 
(A + k2) tjo(x, k) = 0; eo(x, k) = eik*po(x, k), where 
(A + 2ikV) p,,(x, k) = 0, Imk#O, po(x,k)=O(l) (1.10) 
for 1x1 -+ co. 
It follows from (1.10) that pO(x, k)=O and further tiu(x, k)E 0. 
2. THE FADDEEV SCATTERING DATA FOR THE SCHR~DINGER 
TWO-DIMENSIONAL EQUATION RESTRICTED TO FIXED LEVEL OF ENERGY 
The function cp + from (1.3) is a solution of the Lippmann-Schwinger 
integral equation 
cp * (x, k) = eikx +
s G’(x- y, k) O(Y) CP’(Y, k)b (2.1) yEa82 
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where 
The following formula is valid for scattering amplitude 
2/,vsRZCi’Xq+(x,k)u(x)dx, k,lER’, k2=12. (2.3) 
For the real-valued potential u with the property (1.2) the integral equation 
(2.1) is uniquely solved for ke R2, (kJ # 0. 
The formulae (2.1)-(2.3) in variables z, Z, A, A’, E introduced in (l.*) 
take the form 
cp*(z, 1, E)=exp [++z/a)] 
where i=cR+i[,, [=[,--il;,, 
x cp +(z, 1, E) u(z) dz, dz,. 
The following important relation is valid 
p+(z, 1, E)=Sq- 
Sq-=cp-(z,1,E)-rrij 
P-6) 
f(4 A', E) cp-(z, A', E)W'I. 
Ii.‘1 = 1 
Further, following L. D. Faddeev [14] we introduce the functions 
G(x, k), WY k), W, 0, A(k), G,b, k), $&G k), h,(k, 0, A,(k) (see alSo 
[ 15, 16]), where G is the Green function of the operator A + k2, II/ is a 
corresponding solution of the equation (l.l), h is a generalized scattering 
amplitude, and A is the Fredholm modified determinant of the equation 
(2.13) 
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l+b( x, k) = eikx 
+I W - Y, k) 4~) NY> k) dy (2.7) yau@ 
G(x, k) = g(x, k) eikx (2.8) 
(2.9) 
where .xE[W~, ksC2, Imk#O, 
2j-Rze +//(x,k)o(x)dx, (2.10) 
where k,lEC’, Imk=Iml#O, k2=12=E. 
It is convenient to write the integral equation (2.7) in the form of (2.11) 
and further in the form of (2.13) 
where 
p(x,k)=l+j dx- Y, k) 4~) Art k) dy, (2.11) 
.Y tR2 
p(x, k) eik.?= rl/(x, k) (2.12) 
mb-,k)=,/m+j ,:ivc?cng(x-y,k) yE5P 
U(Y) 
x------m(y,k)& 
Jz 
(2.13) 
where m(x, k) = ,/Im ~(x, k). The Fredholm modified determinant d(k) 
of the equation (2.13) is determined by the formula 
In d(k) = Tr(ln(l- B(k)) + B(k)), (2.14) 
where B(k) is an integral operator from (2.13). For Im k=O formulae 
(2.7)-(2.10) make no sense; however, the following limits make sense 
Ii/,(x, k)= VW, k + i(b), G,(x, k) = G(x, k + iOy) 
h,(k, I) = h(k+ iOy, I+ iOy), d,(k) = d(k -t iOy), 
(2.15) 
where k, 1, y E UP, k’= I2 = E, y2 = 1. 
In [ 143, in particular, the following important formulae (2.16)-(2.20 
were obtained 
1 
G+b, k) = Gk,,k,(% k), cP+(X> W=\Clk,lk,tx, k), 
flk I) = b,k,k 0, 
(2.16 1 
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where G+, q+, f are functions from (2.1), (2.2), (2.3). 
2ni 
G,(x,k)=G+(x,k)+-- I (27g2 5ER2 
eir”S(~*-k2)B(([-k,y))d[ (2.17) 
19(r) is the Heaviside function. 
where 
Qt(k, I) = S(k-I) +2ni6(k2 -I’) 6J( _+(I-k, y)) h&k, 1) (2.19) 
h,(k 4 =f(k 4 + hi S,, a82 Qk m) e((m -k, y)) 
x 6(m2 - l*) f(m, 1) dm. (2.20) 
It is convenient for a fixed E to write formulae (2.9), (2.1 l), (2.12) in the 
form (2.21)-(2.23). (In such a form these and some other formulae were 
obtained in [7] independently of [14].) 
$(z, R, E) = exp 
i 
i fi(~z + z/l)] ~(z, A, E) (2.21) 
~(zAE)=l+~j-~~ dz - i, A El u(i) Ai, A E) diR 4, (2.22) 
where LEC\O and if EeR+ then (AI # 1. 
The following equations are valid 
l=k, +ik2 
-Jr 
E=kf+k;, 
The function h from (2.10) falls to the functions c1 and b at fixed E and for 
Imk#O 
a(& E) = h(k, k) (2.24) 
b(J, El = W, k + i(k)), (2.25) 
where c(k) is different from the zero root of the equation 
[‘+2k[=O, (ER2. 
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If EER then 
a(]., E) = 
( 1 
k ’ jjz,, p(z, A, E) u(z) dz, dz, (2.26) 
x ((sgn E) ZX + A?) 
1 
~(2, i, E) II(Z) dz, ds,. (2.27) 
For E E Iw + and IA\ = 1 formulae (2.22), (2.23) make no sense; however. 
they make sense with the limits 
$ +_(A A E) = $(z, 41 T O), E), P + (z, A E) = P(Z, it 1 f 01, E) 
(2.28 ) 
g,(z, A, E) = g(z, 141 f 01, El. 
Besides, formulae (2.29), (2.30) are held 
expC(i/2)(G+ ze)l diR 4, (2.29 I 
dz, j-, El= 1+jjcec g+(z-LA E)u(i)~+(i> 4 E)4,4,. (2.30 
The function h, is determined by the formula 
where 11) = Ii’1 = 1. 
(2.31) 
The formulae (2.32) give connections between the functions $ *, g + , h I 
from (2.28)-(2.31) and the functions tj,,, G,, h, from (2.15). 
Let k,i~lF!*, k2=12=E, k=(k,,k*), l=(l,, 1,), 
t-k,, k,) n, = 
lkl ’ 
L,kl +ik2 A, = 4 + i4 
fi’ fi’ 
Then 
$ + @,A El = $ +n,(x, k), G.b, 1, E)= G+..(x, k) 
A,(& I’, E)=h.,,,(k 1). 
(2.32) 
Note, that, in the special case, the equalities (2.18), (2.19) take the form of 
(2.33), (2.34). 
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The equation (2.20) in the special case, take the form (5. IO), (5.11). 
where 
Q:(n,n’,E)=6(1-~‘)+nih,(l,A’E)e _+i 
( (G-g) 
Q,(A, A’, E)=6(1-A’)-&+(A, II’, E)e( Ti($,-;)). (2b34) 
3. THE PROPERTIES OF THE GREEN-FADDEEV FUNCTION FOR 
THE OPERATOR A + k2 FOR THE TWO-DIMENSIONAL CASE 
The Green function G+ from the Lippmann-Schwinger integral equation 
(2.1), (2.4) is a well studied function 
G+(x, k)= -f &(Ixl kl) 
G-(x, 4=$&%x1 lkl), G-(x, k)= G+(x, k), 
where HA and Hi are the Hankel functions of the first ype and of the 
second type. 
The function G + (z, E) has the asymptotics 
G+(z, E)z -$ -n/4) eicJm (3.1) 
G’(z, E)%&ln(lzlfi) (3.2) 
for IzI -+ 0. 
The Green function g(z, 1, E) in (2.22) and G,(z, 1, E) in (2.30) have the 
following asymptotics for IzI + cc 
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for E>O, /A/ # 1 
where E-CO, )A1 # 1, 
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(3.3) 
(3.4) 
(3.5) 
where E>O, 11) = 1. A term o(1) in (3.5) has the same sense as in (1.7). 
For Izj -+ 0 the functions g(z, I, E) and G +(z, 1, E) have asymptotics 
(3.2). 
It follows from (3.3), (3.4) that the function $ from (2.21), (2.22) has 
asymptotics (1.6), (1.8), where for a and b formulae (2.26), (2.27) are valid. 
It follows from (3.5) that the function tjk from (2.21), (2.30) has 
asymptotics (1.7), where for h, the formula (2.31) is valid. 
The following simple property of the Green function g from (2.9), (2.23) 
is important 
g(% k) = g(x, zk), G(zx, k) = G(x, zk) (3.6) 
or in other designations 
g(rz, 4 E) = g(z, 1, r’E), (3.7) 
where TEE%+. 
The function g(x, k) satisfies the equations (see [ 151) 
-& dx, k) = - 
i,(k) &(k)x 
J 
8n(Rek,Imk,-Rek,Imk,l 
(3.8) 
e- ii(k)xg(x, k) = g(x, k + i(k)), 
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where i(k) is a different from the zero root of the equation 
c2+2k[=0, [EL!‘. 
Obtained before formulae (2.17), (3.9) from [14] and (3.13) from [7] 
follow from (3.8). 
-$(w+h)=‘J Ims>O, (3.9) 
wherey, k,ER*, Iy]=l, y.k,=O,sE@. 
The function g possesses not only the analyticity property (3.9) but the 
boundedness property (3.10) and the property (3.11) (see [14]) 
I g(x, JY + k, )I -C const(x, Y, k, ), (3.10) 
where 1 kL I > 0, Im s 3 0, x # 0, 
(3.11) 
where Im s=O. If k, =0 then 
G(x, sy) = G+(x, SY), (3.12) 
where G+ is the Green function from the Lippmann-Schwinger equation. 
For the two-dimensional case for G+ the property (3.10) is not valid; for 
s=O this function has singularity. 
Let E be a fixed and E > 0. Then formulae (3.13) from [7] are valid 
1 sgn( AX - 1) 
-$ g(z, 4 4 = 471 ;z exp[-q((A+i)5+(L+f)Z)] 
(3.13a) 
x e( - i/?)JE(i.f + z/l) 
> (A1 = 1 (3.13b) 
$G+(z, 1, E)=~(,(-i/2)~(“i+.-ii)_,(n2)~(l.;+lji)) 
(3.13c) 
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where )A\ = 1, ;1 = eicP, G + = g(;l(l T 0)) e(i/2)dG(E.i+z’i), 
Note that the equality (3.13~) is a consequence of the equality (2.17) which 
in a special case takes the form 
The interesting formulae (3.14) follow from formulae (3.13 )
a2 
- G(z, 1, E)=O, 
a;l ai 
(3.14) ; G(z, A, E) = 
sgn(AX - 1) 
I 4nX 
e(-‘/2,.Jz(ili+zX) 1 
; G(z, A, E) = w@x - f ) e(i/2)&ki+ z/2) 
4d. , REC\O, IfI/ # 1. 
For E-C 0 formulae (3.15) from [9] are valid 
1 sgn(U - 1) 
; dz, 1, El = 4n 
1 
xexp[$((i-j-Z--(L-i)r)], E<O,AE@\O 
(3.15) 
gk 4 El exp [q((++(;-+)]=g(z,;,E). 
Note that for E E R the following formula is valid 
G(x, k) = G(x, k), 
where Im k # 0, k2 = E. (The function G is defined by formula (2.8).) 
The formulae (3.1), (3.2), (3.6), (3.7), (2.18), (3.9)-(3.12) lead, in 
particular, tothe following important result. 
580’103’2-14 
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PROPOSITION 3.1. For some constant c > 0 estimates are valid 
(3.16) 
Proposition 3.1 is proved according to the next scheme. Firstly, it is 
sufficient to determine the inequalities (3.16) (3.17) due to (3.6), (3.7) for 
the case 1El = 1. Further, for the function G+(x, k), k E lR2, from (2.2) the 
estimate (3.16) follows from (3.1), (3.2). For all functions G, the estimate 
(3.16) follows from (2.17) now. The proof of (3.17) is based on the 
maximum principle for analytical functions. So, due to (3.9)-(3.11) and to 
the already proved formula (3.16) the inequalities take place 
lg(x,s,y+k,)l,<su~lG,(x,sy+k,)l 
seR 
where s,, E @, Im so > 0. 
For EE R + the formulae (3.17) immediately follow from (3.18) because 
in this case Ik,( = fi (II 1 + l/lA(‘). 
If EE [w- then Ik,l = J- E )I) (1 - l//Al’). So, for this case the inequality 
(3.18) is not sufficient in order to prove (3.17) in the neighborhood of the 
circle 111 = 1. However, the function G(x, soy) = gei”Oy” is an analytical 
extension to the upper half-plane of the standard Green function (2.2) for 
which the estimate (3.17) follows from (3.1), (3.2) if [I( = 1. 
Due to this consideration it is possible to complete the proof of (3.17) for 
EE IL, (A( 3 1. The general case E= e“+’ (taking into account (3.7)), Ef 1, 
is similar to the case E = -1. 
Note that the following estimate of the Green function was obtained in 
[15] for the three-dimensional case 
ldx, k)l <j-$ xER3,kEC3. 
The mentioned above scheme of the proof of Proposition 3.1 uses ideas 
of the proof of the estimate (*) from [15]. 
We consider now the Green function 
G(z, A, E) = Ed@ ’ ““)g(z, A, E), E>O 
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for fixed z and E as a function of A and A. Due to (3.14) this function is 
a harmonic function outside of the points 3, = 0, A = cc and the unit circle 
)L) = 1. We denote by G,(z, 1, X, E) this function for +(A\ < +l. The 
following statement determine some properties of the function 
G_(z, A, ii, E) as a function of two complex variables A and ii (the function 
G + (z, A, U, E) possesses similar properties). 
PROPOSITION 3.2. Let z and E be fixed, (z( # 0, E > 0. Then the function 
r-m (z, A, U, El is a single-valued analytical function in the domain A E C\O, 
i,k\h4,, where MI5 {[:<= -ax, O<a< +co]. 
Besides, the following estimates are held 
where 1,ll>,l, Iii--;il<p, fl<I~l,d=I~I-fl~ 
(3.20) 
whereO<a<\AIdl, Iii--II</?, ,I?<lA(, d=(A)--p. 
For fixed A the function G ~ (z, A, ii, E) with respect o ii has a jump on the 
ray M: 
G_(z,A, -clX+iOX,E)-G..(z,A, -aX-iOX,E) 
1 =- 
2ni s 
e(i&2)(<f+di)(d(‘I 
Ill = 1 
Proof of Proposition 3.2. First of all we prove analyticity in the domain 
1 < (Al < +co, z?EC\M:, and the estimate (3.19). It follows from the 
equation (3.13a). In fact, due to (3.13a), 
xenp[--$((i+i)Z+(fi+i)z)J, 11121. (3.21) 
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Note, it follows from (3.21) that 
=-&exp[-q((A+i)i+(ii+f)l)], 1<[11,ii~@\M~. 
The exponential function in (3.21) may be written in the form 
exp[-$((A+~)Y+(fi+~)Z)] 
=exp[-y((A+i)z+(J+$z)] 
Xexp[-$((i-i)i+(B-I)z)]. 
If we take the integral in (3.21) along the contour VE [X, U] then taking 
into account that Iti--x( </?; 11/V- l/Al = I(O-J)/fiA( </3/jUl; Il/Vj < l/d, 
where d= )A/ -/3 we obtain (3.19). Now we prove that for any CI from the 
interval 0 <a < 1 the function g- is analytical in the domain CI < )A( < 1, 
U E C\Mx with the estimate (3.20). The function g- may be written in the 
form 
where 
g-k A, 2, E) = g&, 1, 2, E) +.A&, A, E), CI 61 d 2, (3.22) 
a 
2 g&, 4 2, E) = & exp 
[-q((A+$i+(L+$z)], adAG2, 
f(z, 1, E) is a function analytical in ;1 in the domain c( <A. ,< 2. In the same 
manner as (3.19) we prove that g,(z, A, U, E) is an analytical function in the 
domain c1< (A( d 1, 11 E C\Mx and the following estimate is valid 
Ig&, A 6, WI G Ig&, 4 2, EN + & 5 exp [+%(l+-$) IH]. (3.23) 
Note that IgJz, 1, X, E)j < c(a)/2. 
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It is necessary to examine properties of the function fX(z, il, E) in order 
to prove (3.20) with the help of (3.22), (3.23). This equality is held for 
//I/ = 1 
(3.24) 
It follows, in particular, from the formula of the type (3.21) for g, that 
g,(z, A, l/A, E) is analytical in the domain 0 < CL d IE-1 < 1 with the estimate 
1 -a2 - + 471N2 exP $+( 1 +$) ,z,]. (3.25) 
Here we took into account that if we integrate along the interval 
U E [I, l/13], where 0 < c( < JR\ < 1, then 
It follows from (3.13~) that 
The exponential function in (3.26) may be written in the form 
We shall integrate in (3.26) along the interval [E [A/III, A J where 
0 < GI 6 (A( < 1. Taking into consideration the following inequalities, which 
are valid for this case 
1 1 1 - l--a2 -<-, -- 
lil a I I 
[ i-y> 
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we have 
Hence, for g- it follows that 
It follows from (3.24), (3.25), (3.27) that fa(z, ;1, E) extends to the domain 
0 < c1< 111 6 1 with the estimate 
(3.28) 
And the estimate (3.20) follows from (3.22), (3.23), (3.28). 
4. THE FUNCTIONAL SPACES FOR THE SCATTERING DATA 
First introduce some designations according to [ 171. Let L,(f, M), 
p k 1, denote the norm of the elements f~ L,(M) or if f is an operator 
acting from L,(M) to L,(M) then the norm of this operator. 
Through C(M), where M is closed, we denote the space of continuous 
functions on M with the norm of the element defined by the formula 
C(f; M,=Ey If(z 
Let the functionf(z) be given on all plane C and 
f(z) E L,vh h f”=lzl-Y-(&m~ P24 
where D, is the circle (z( < 1 and v is some positive number. Through 
L,,(C) we denote the space of such functions. The norm of the element 
from L,,(c) is defined by the formula 
L,,(f,@)=L,(f,D,)+L,(f,,D,), ~21. 
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Let, further, 
The following formulae are valid 
(14 &F-m-’ +?,2(Q 2<p<4 (4.1) 
L2(G(&II- /2’)), T2) <gconst(a, &) E” 9 o-a. (4.2) 
where 0 <E, TZ is a torus with coordinates i and I’, I,?(= /A’l= 1, q is a 
constant from (1.2), 
l,,-111:(~(l+~)l)/tLn,2(C), E~R\0,2<p<4 (4.3) 
~,.*(l~l-1c(,rE((+~)I),~) 
<4 
const( p, a, E) 
E” ’ 
O<E,O<+, 2<p<4. (4.4) 
It follows, in particular, from (1.2), (3.16), (3.17) that the equation (2.13) 
is the Fredholm integral equation of the second type in L2(Rz) and the 
following formulae are held 
L,(B,W2)<constq~~~1ElLi4)-’ (4.5) 
42, E)= 1 +o(q(JyiTTQqIEI”4)-‘) 
if q(JjmIEj 1’4)- ’ + 0, (4.6) 
where B is an integral operator from (2.13) q is a constant from ( 1.2), A 
is the Fredholm modified determinant of the equation (2.13). 
It is natural to consider the equations (2.1 l), (2.22), (2.30) as an integral 
equation in the space L,(R2) or C(c). Due to the use of (1.2), (3.16) 
(3.17) we have 
(4.7 1 
where A is an integral operator from (2.1 l), q and c are constants from 
(i-2), (3.16), (3.17), 
Zi(s)=max 
* 
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Further, the following proposition follows from (2.11), (2.22), (2.30), 
(4.7), (2.26), (2.27), (2.5), (2.31). 
PROPOSITION 4.1. Let 
(4.8) 
Then for all those q, A., E for which the condition (4.8) is held the equations 
(2.11), (2.22), (2.30) are uniquely solved by iterations and the estimates 
(4.10)-(4.15) are valid. Let, further 
N(q, 1, El = Ml ----<l-6, 
Ly-ia 
0<6<1, (4.9 1 
where 6 is a fixed number. 
Then the formulae (4.16)-(4.19) are held. Let 
fl(q, 4 E) = 
Nq, 4 E) 
1 - Nq, A, El‘ 
Then 
lpW,E)-lid 
I/4x, k) - 1 I d fi, kEC*,k*=E, 
144 E) - C(O)1 < flql,, 
lb(i.,E)-8(fi(1+~)i)j<fiqZ2, EER. 
In the formulae (4.13)-(4.17) E>O. 
lh,(51’, E)-6(&I-A’))1 dqZ, 
lf(A A’, E) - &‘@A - Ai)) d RqZ, 
1 h&k, I) - B(k - 1) < NqZ, 
L,(h,(A A’, El, T2)<wI(E, E, 6) 
L,(f(k A’, El, T*) G w,(E, e,d), 
(4.10) 
(4.11) 
(4.12) 
(4.13) 
(4.14) 
(4.15) 
(4.16) 
(4.17) 
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where cp, is a positive function with the property 
cp,(E,~@< Em ____ 
const(a, E) + const(s) 
dE”4 q’ 
I4 ‘WA E) E L&), EER\O, 2<p<4 (4.18) 
L,,xWIW, El, a=) < q’pdp, E, E,@, O<E, 2<p<4, (4.19) 
where (p2 is a positive function with the property 
CPZ( P, 4 E, 6) < 
const( p, a, E) + const( p, E) 
E” dE’f4 q’ 
O<a<L 
2P 
Note, that the formulae (4.16)-(4.19) follow from (4.12))(4.14) due to the 
use of (4.1)-(4.4), (4.9). 
If (4.9) is held then the functions f(A, A’, E), h .(A, A’, E), 0 < E, are 
continuous on the torus; the function 6(L, E) is continuous in the domains 
D* = (1 E @ ( + (11 < +l ). If E < 0, then b(A., E) is continuous on all plane. 
If, further, the potential decreases as 0( l/lzlN) where N is an integer, 
N > 3, then the functions f, h + are continuously differentiable N - 3 times 
on the torus and the function 6(;1, E), 0 < [El-in the domains D’. (Now 
even if E ~0 then b(A, E) is not, in general, continuously differentiable 
N - 3 times on all I-plane.) 
Suppose, further, that the potential u(z) exponentially decreases 
(4.20) 
for some positive a and p. 
Then the following proposition is valid. 
PROPOSITION 4.2. Let E > 0 be fixed and (4.9), (4.20) be held. Then: 
the functions f(A, A’, E) and h f (,I, ,I’, E) are real-analytical functions on 
the torus; 
the functions a(A, E) and b(l, E) are real-analytical functions in the 
domains 
Note that if E E @\(R+ u 0) and if (4.9), (4.20) are valid we should not 
determine functions f and h, but the functions a(& E) and b(l, E) are 
real-analytical in D +. 
Proposition 4.2 is a simple consequence of Proposition 3.2, of the 
equations (2.22), (2.30) and of formulae (2.26) (2.27) (2.31). 
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Note that real analyticity of scattering amplitude on the torus for a real 
potential with the property (4.20) is a well-known fact. And for this case 
the condition (4.9) is not needed because the Lippmann-Schwinger integral 
equation is uniquely solved. 
The following proposition gives the decrease velocity for the function 
b(l, E) depending on smoothness of the potential u(z). 
PROPOSITION 4.3. Suppose (4.9) is valid and the Fourier transform G(p), 
PE R*, of the potential v(x) has the property 
where a is a fixed positive number. Then 
IW, EN < 
const(Q, q, E, E, a) 
(1 +,,‘%I4 + Wl))2+61’ 
(4.22) 
where 
liF+ y+n;t (4, q, E, E, a) = 0. 
5. &EQUATION-THE RIEMANN NON-LOCAL PROBLEM FOR EIGENFIJNCTIONS 
OF THE SCHR~DINGER TWO-DIMENSIONAL OPERATOR AT FIXED ENERGY. 
THE INTEGRAL EQUATIONS CONNECTING SCATTERING AMPLITUDE 
AND A KERNEL OF THE RIEMANN NON-LOCAL PROBLEM 
In the work of P. G. Grinevich and S. V. Manakov [7] the following 
result, in particular, is obtained. 
THEOREM 5.1 [7]. Suppose E > 0. Then the functions p from (2.22) and 
pk from (2.30) satisfy the equations (5.1) and (5.3). Besides, the equalities 
(5.5)-(U) are valid. 
where ]A] # 1 
r(l,E,z)=r(i,E)erp[-$((A+i)i+(A+i)z)] (52) 
44 E) = 
sgn( 11;E - 1) 
x zW, E), 
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where b is defined by formula (2.27) 
CL+@, A E)=L_(z, A, E)+{ ~(4 A’, E, z) pm(z, A’, E)IdA’I, (5.3) 
Ii.‘/ = I
where III = \,I’( = 1 
~(1, ;I’, E, z) = ~(1, A’, E) exp [q(A-q1+(;-~)z)], (5.4) 
where p(L, I’, E) is some function defined by the potential 
,,t’ym P(Z, 4 El = 1 (5.5) 
~~(z,~~,E)=l+~L,(z,E)~~‘+~(l~l~‘)) fi)r li.( -+ cc (5.6) 
~(z,~,E)=~+~~(z,E);~+~(I~I, for /Al-O (5.7) 
c(z)=2i$?kp-,(z. E) 
u(z) = ?i,/??g- pLI(z, E). 
(5.8) 
Among works which preceded the results of Theorems 5.1 and 5.2 we 
especially note [18, 191. 
Sometimes it is convenient to write the equations (5.1), (5.3) in terms of 
the function $ 
(5.lb) 
$+(z,AE)=R\lI. for Ii\= I, (5.3b) 
where 
RI/- =I/-(z.d,E)+[ p(% I’, E) $ ~ (z, A’, E) IdA’I. 
11’1 = 1 
The equality (5.3b) may be written also in the form (see [7]) 
$+(z,AE)-$-k&E) 
= I ~(2, A’, EN+ + (z, A’, E) + $ ~ (z, A’, E)) (d/l’\, Ii.‘1 = I (5.3~) 
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where for the integral operator W with the kernel ~(1, A’, E) the following 
formula is held ’ 
W=(R-Z)(Z+R)-‘. (5.9) 
Remark 5.1. In [7] the results of Theorem 5.1 are obtained in assump- 
tions of sufficient smallness of potential u that guarantees uniquely 
solvability of all integral equations and so on. 
However, it is not pointed out in [7] in which namely norm smallness 
of the potential is sufficient. 
Note, in order that (5.1)-(5.5) would be held with a bounded function 
p(l, A’, E) and a bounded function b(l, E) such that r(A, E) EL,,,(C), 
2 < p < 4, it is sufficient that the number q from (1.2) satisfies the condition 
q(P’4+ E-“) < qo(a, E), O<a<$ 
where a positive number cp depends only on a and on the constant E from 
(1.2) (see Proposition 4.1 and Theorem 5.2). In order that (5.6)-(5.8) 
would be valid the condition (4.22) is sufficient (see Proposition 4.3). 
In particular, the following result is obtained in works of the author 
C6 81. 
THEOREM 5.2 [6, 81. The scattering amplitude f from (1.3), (2.5), the 
functions hk from (1.7), (2.31), and the function p(l, A’, E) from (5.4) are 
connected by the equations 
h+(l, I’)--aij 
(a”( = 1 
,,W.,,[+;($-$,)I 
xf(l”, A’)ldl”l =f(A, A’) (5.10) 
h-(2, A’)-nil 
(1’1 = I
hL(A,P)t3[-;($f)] 
xf(l”, i’)ldl”l =f(,l, A’) (5.11) 
h,,,,I’)=8[-f(~-~)]h+(l,i’) 
-B[f($-$)]h-(i,X) 
h,(i,i’)=6[-f(~-~)]h-(i,i’) 
-~[f($$)]h+(i,i’) 
(5.12) 
(5.13) 
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(5.14) 
x h2(/2”, A’) IdA”\ = -nih2(3., A’). (5.15) 
In the equations (5.10)-(5.15) each of the functions .f, h,, h,, h,, y 
besides written arguments has another argument E. 
The equations (5.10), (5.11) may be written in the form of (5.10b), 
(5.11b), and the equations (5.14), (5.15) in the form of (5.14b), (5.15b): 
QIs=Q, (5.10b) 
Q:S=Q (5.11b) 
Q; =RQ’ (5.14b) 
Q;=RQ:, (5.15b) 
where S and R are operators from (2.6), (5.3b), Qz are determined by the 
equalities (2.33), (2.34). 
PROPOSITION 5.1. Suppose we have a bounded function f(A, A’), 
111 = Ij”‘/ = 1 (or on the contrary, ~(1, A’)) and the equations (5.10))(5.15) 
are uniquely solved in L,(T). Suppose, that the operators Q z are invertible 
in L2(T). Then the function p(A, A’) obtained from the equation (5.14) is 
bounded and coincides with the function p(A, A’) obtained from the equation 
(5.15) (or, on the contrary, f(A, A’) obtained from (5.10) is bounded and 
coincides with the function f(,l, A’) obtained from (5.11)). 
It is easy to find such positive constantsf, and p,, that in Proposition 5.1 
unique solvability of integral equations and invertibility of operators is a 
consequence of the condition 
(or of the condition 
LzMk 1’1, T2) < PO 
in the inverse statement). 
Now we shall prove Theorems 5.1, 5.2 and Proposition 5.1. 
Proposition 5.1 is proved in the following way. Suppose we have an 
operator S. We should prove that p from (5.14), (5.15) may be found 
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uniquely. In fact, from (5.10), (5.11) we can find four operators Q$. From 
(!S.lOb), (5.11b) it follows that 
S=(Q;)-‘Q; =(Q:)-IQ:. (5.16) 
From (5.16) it follows that 
Q;(Qz,-‘=Q:(Q+>-‘. 
Let an operator R be defined by the equality 
R=Q;(Q:)-‘=Q;(Q+)-‘. (5.17) 
However, (5.17) is equivalent to equations (5.14), (5.15) and guarantees 
that p obtained from (5.14) coincides with p obtained from (5.15). 
The inverse statement is proved in a similar way. 
Proof of (5.1), (5.2). In [7] these equations are deduced in detail and 
their deduction is based on differentiation with respect to 1 of the equation 
(2.22) due to the use of (3.13a), (3.13d). Note, that (5.1) (5.2) may be 
deduced in another way, namely, due to the use of asymptotics (1.6). In 
fact, let a solution t++(z, 1 E) of the equation (1.1) have asymptotics (1.6), 
then a solution (a/al) $(z, I, E) of this equation has asymptotics 
=r(A,E)(+(r, -~,E)+e-(i~/2)~“i-‘(0(1))), (zJ+co (*) 
The equation (5.lb) follows from (*) and from uniqueness of the solution 
with asymptotics (1.4). 
In [S] the equations (5.10~(5.15) are obtained in the following way. 
The equations (5.10), (5.11) are the equation (2.20), where y = +n, (see 
(2.32)). Further, it follows from (2.33) that 
(Q:)-‘4. =<Q+,-‘$-=‘P+ 
(Q;)-‘II/+ =(QI)-~~CI- =cp-. 
These equations result in equations (5.14b), (5.15b) for the- operator R 
such that (5.3b) is held. 
Note that in [14] the equation (2.20) was obtained from (2.18), (2.19) 
in the following way. From (2.18) it follows that 
c&h+ =Q,v-. 
INVERSE SCATTERING PROBLEM 437 
Hence it follows that 
S= (Q;)-‘Q;, Q;S=Q, 
and the last equation due to the use of (2.19) coincides with (2.20). Note, 
at last, that the equations (5.10)-(5.15) also follow from comparison of 
asymptotics (1.3), (1.7) ( see the proof of Theorem 9.1). 
Let a potential u(z) in (2.22) be real. Then (5.18) [7] is valid 
ll/(z, h E) = 3/ 
( 1 
z, - f, E , 
A 
P(z.I>E)=P(z, -;J), (5.18) 
where E>O. 
Due to the use of (5.18) the equation (5.1) may be written in the form 
i PL(z, 1, El = 44 -5 z) AZ, 1, El 
$ rc/(z, 2 El = r(4 El $(z, 1, -0 
(5.19) 
The functions satisfying the &equation (5.19) are called the generalized 
analytical functions (see [ 173). 
Thus the system (5.3), (5.19) is the Riemann non-local problem for 
generalized analytical functions. 
However, there were no consequences of the generalized analytical 
functions theory for a solution of the inverse problem before the work of 
P. G. Grinevich and S. P. Novikov [9] for the case EC 0. 
The paper [IS], in particular, contains the following general &equations 
for eigenfunctions and for scattering data of the Schriidinger operator ( 1. I ) 
lim ~(x, k) = 1 
IkId r-c 
-$ Mk, P) = -2n 1 5jMk -5) Wk, P + 4) fi(t’ + 2k5) d5 
J SE@ 
ff(k, k-1) = h(k, l), k* = 12, Imk=Im1 
$. In A(k) = 27~ 5 
/ 
i; Eiwz htH(k + ‘k 0) - e(o)) a(<’ + 2k<) d<, 
(5.20) 
(5.21) 
(5.22) 
(5.23) 
where p, h, A are defined by the formulae (2.1 l), (2.20) (2.14). 
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Firstly, the equations of the type (5.20)-(5.22) appeared in [20, 211. 
The equations (5.1), (2.18)-(2.20), (5.3), (5.10)-(5.15) are the consequen- 
ces of (5.20), (5.22) (see [15]). 
The function p from (2.22) satisfies the equations (5.24)-(5.29) for E < 0 
(see C91) 
$ P(Z, 2, El = 4, E, z) P IG@,EEIW- (5.24) 
AZ, 4 E) + 1 for 121 + 00, (5.25) 
where 
r(l,E,z)=r(l,E)exp[-q((l-i)F+(A-i)z)] (5.26) 
r(A, E) = F sgn(;lx - 1) b(A, E), (5.27) 
where b(l, E) is determined by the formulae (2.27). Besides, if u = V, then 
p(z, 1, E)=p z, 1 E ( x, ), W, 1, E)=IC/ (2, ;, E) (5.28) 
i AZ, 2, E) = r(k E, 2) P(Z, 4 E). (5.29) 
6. THE INTEGRAL EQUATIONS FOR SOLUTIONS 
OF THE RIEMANN GENERALIZED NON-LOCAL PROBLEM 
In particular, the following results are valid for the case E < 0 (see 
lZ9, 171). 
The function p from (2.22) satisfies the equations (5.24), (5.25) or the 
integral equation (6.1); if r(l, E) possesses the property (6.2) then the equa- 
tion (6.1) is the Fredholm integral equation of the second type in C(c)- 
the space of continuous functions on the Riemann sphere; if the potential 
is real then the equalities (5.28) are valid and the equation (6.1) takes the 
form of (6.3). If r(A, E) possesses the property (6.2) then the equation (6.3) 
is uniquely solved in the space C(C). 
Hence and from Proposition 4.1 (see the formula (4.18)) it follows that 
the real potential with the properties (1.2), (4.9) is reconstructed uniquely 
through its function b(il, E) for fixed E. It is sufficient here to use (1.5) 
instead of (4.9) as the property (4.18) remains valid 
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(6.1) 
44 E) E ~,,m> 2<p<4, (6.2 1
(6.3) 
Now we state the following (formally new) result. There exists such a 
positive function Q( 1 El, E), JEl > 0, E > 0 with the property Q( IEI, E) --, 0 for 
]El +O and Q(lEI, E) + cc for IEl -+ co that the following proposition is 
valid. 
PROPOSITION 6.1. The potentials (possibly complex) possessing the 
property (1.2) where q < Q(IEj, E) are uniquely reconstructed by thefunction 
b(iL, E) (fvom (2.27)) for fixed E< 0. 
Now we get over to the main purpose of this section-to the solution of 
the system (5.1) (5.3), (5.5). 
For this purpose the following linear integral equation is proposed 
in [7] 
x p(z, %‘( 1 - 0), E) Id/I’\ 
1 -- II (6.4) 7c c 
In [7] the system (5.1), (5.3), (5.5) is reduced to the equation (6.4) after 
application of the Cauchy-Green formula to the function 
The equation (6.4) is natural. However, the investigation of properties of 
this equation is impeded since the integrals in the right-side of (6.4) have 
a different structure: the first integral uses only the limits p(%‘( 1 - 0)) where 
11’1 = 1; the second integral uses values of the functions p(n) for all i E @. 
It is more convenient to deal with the equations in which the points from 
the domain of the definition of unknown function have the same rights. 
And we provide such more convenient integral equations which give a 
solution of the system (5.1), (5.3), (5.5). We shall do it in a special case 
when a potential u is a real function and the equation (5.1) takes the form 
of (5.19). Similar equations may be written for general case. 
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THEOREM 6.1. Let afunction ,a satisfy the system (5.19) (5.3), (5.5). Let 
p and r possess the properties (6.5) , (6.6). Then for the function p the for- 
mula (6.7) is valid, where e, A’,, X, are solutions of the integral equations 
(6.8), (6.9), (6.10), and K is a solution of the integral equation (6.11). 
In the equations (6.7)-(6.11) the variables z, E are parameters and we 
omitted them in the functions ~(z, 1, E), e(z, 1, E), K(z, 1, E), Qj((z, A, [, E), 
X(z, 1, [, E) for simplicity of the record 
~(1, A’, El E L,(T2) (6.5) 
r(4 El E Lp,2(@)T 2<p<4 (6.6) 
Ar)=e(n)+&S Q,(A 0 K(C) 4 - -%(A 0 K(5) 4 (6.7) 
ICI = 1 
K(~)=P++(~)-P-(~) 
(6.8) 
KG)=1 ~(4 A’, E, z)(e(L’) 
(A’) = 1 
+&is 
Q,(A’(l + 0),5) K(i) 4 
lrl = 1 
+ %(A’, 0 K(5) dc) WI. (6.11) 
If (6.6) is held then (see [17]) the equations (6.8), (6.9), (6.10) are 
uniquely solved in the space L,,(c), p/( p - 1) d q < 2, besides, 
e(A) E C(C) and the equalities (6.12), (6.13) are valid for Qj 
1 1 
QI(~ iI-- <4roy P)2,1-1,2,p (6.12) 
(6.13) 
where r. = L,,,,(r(R, E), @), lim,,, c(ro, p) = 0. 
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Note, further, that from (6.9) (6.10), (6.12) (6.13) it follows 
1 
Q,(k ibieA - < 2Jl(k i) c(ro, PI (6.14) 
lQ*(A 0 + JotA 01 < 251(4 i) c(ro, PI? (6.15) 
where 
Further, we take into consideration, that for the potential u with the 
property (4.9) the function r(A, E) possesses the property 
where 
&=(%I l-/<)A)<1+1}, 0<1<1 
From (6.16), (6.6) it follows, in particular, that 
IJo(4 01 ~B(8n(lnli-~lI+M’(I))+~Ly,~(r(~,E).@) 1 _ I 
IJl(4 C-N < cl M”U, P) + f$ &,dr(A, El, @I, 
(6.16) 
(6.17) 
(6.18) 
where ld( = ICI = 1, I is any number from the interval 0 < 1~ 1, M, M’(I), 
M”(I, p) are constants. 
Taking into account (6.5) and (6.12), (6.13) it is natural to consider the 
equation (6.11) for 4 < p in L,(T) (T is a unit circle). However, if (6.6), 
2 < p < 4 is valid then the estimates (6.12), (6.13) are unsatisfactory in 
order to consider the equation (6.11) in L,(T). It is necessary for this case 
to use the estimates (6.14), (6.15) and, further, (6.17), (6.18). 
If the numbers pO, Pore, p,B are sufficiently small (where 
po=L,(p(%, A’, E), T*), ro= Lp,*(r(A, E), C), B is the number from (6.16)) 
then the equation (6.11) is uniquely solved in L2(T) by iterations. 
The following result is implied from the equations (5.1)-(5.5), 
(6.7)-(6.11), (5.10)-(5.15) and from the estimates (4.16)(4.19), (6.16). 
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There exists such a positive function Q(E, E), E> 0, E > 0 with the 
property Q(E, E) 40 for E+O and Q(E, E) -+ +co for E--t +co that the 
following theorem is valid. 
THEOREM 6.2. The real potentials posessing the property (1.2) where 
q < Q(E, E) are uniquely solved by the scattering amplitude f(l, A’, E) and by 
the function b(l, E) (from (2.27)) for a fixed E > 0. 
Note, that it is possible in Theorem 6.2 to take the function h+(ll, ,I’, E) 
or h-(2, A’, E), and so on, instead of the scattering amplitude. 
Note, further, that it is possible in Theorem 6.2 to reject such a property 
of the potential as being real. 
7. THEOREM ABOUT UNIQUENESS OF THE RECONSTRUCTION OF 
THE TWO-DIMENSIONAL EXPONENTIALLY DECREASING POTENTIAL FOR 
THE SCHR~DINGER EQUATION BY SCATTERING AMPLITUDE AT FIXED ENERGY 
Due to Theorem 5.2 the functions f; h +, h-, p are defined uniquely 
through each other. The next statement shows that rapid decreasing of the 
potential leads to coordination of these functions with the functions a(& E) 
and b(A, E). 
PROPOSITION 7.1. Let E > 0 be fixed. Let a potential possess the proper- 
ties (4.20), (4.9). Let us consider the functions a(& E) and b(l, E) as func- 
tions in the domain D * (see Proposition 4.2). Then the values of a(A, E), 
b(l, E) and all their derivatives restricted to the unit circle-the boundary of 
D * are uniquely determined by the function h + (A, A’, E). 
Note, that if in Proposition 7.1 the potential decreases as 0( l/lzJ “) N is 
an integer, N B 3, instead of exponential decreasing (4.20) then the function 
h+ determines restricted to the unit circle (the boundary D’) values of all 
derivatives of the functions a(& E) and b(A, E) in D’ until the order of 
N - 3 inclusively. 
The theorem about uniqueness of the reconstruction of the exponentially 
decreasing potential for the Schrodinger equation by scattering amplitude 
at fixed energy follows from Propositions 4.2, 7.1, and Theorem 6.2. 
There exists such a positive function Q(E, a), E > 0, E > 0 with the 
property Q(E, E) + 0 for E + 0 and Q(E, E) + + cc for E -+ + co that the 
following theorem is valid. 
THEOREM 7.1. [8 J. The potentials posessing the property (4.20) and the 
property (1.2) where q < Q(E, E) are uniquely reconstructed by scattering 
amplitude f (A, R ‘, E) at fixed energy E. 
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In order to prove Proposition 7.1 we shall have need of the following 
statement. 
LEMMA 7.1. Let g(A, 2) be some function. Let the following derivatives he 
known on the unit circle 
Then it is possible through these data to find uniquely all derivatives of the 
We 
The following relations form the basis for the proof of this statement. 
Let A = u + iv, X = u - iv. Let a/&p = +a/&) + u(a/&). Then 
a Aa la aa ia aa 
z=nij+Yzj 
and --=g+&-!jT. 
a: acp 
Proof of Proposition 7.1. First, consider the functions a(A, E) and 
b(A, E) as functions in the domain D ~ (the case of the domain D + is being 
done in a similar way). In order to prove Proposition 7.1 it is sufficient to
compute all derivatives 
through the function h _ . 
The next equalities give the method of such a computation for n = 0. 
a(A( 1 + 0), E) = h ~ (A, A, E) (7.2) 
b(A(l+O),E)=h~(i, -A,E), (7.3) 
where )A( = 1. The equalities (7.2), (7.3) follow from (2.26), (2.27), (2.31). 
Further, we consider the functions a,(,$ E) and b,(A, E). 
x $(z, 4 E) v(z) dz, dz, 
x I&Z, I, E) v(z) dz, dz,. 
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For 111 = 1 the equalities are valid 
(7.4) 
For simplicity we consider the potential u real-valued, then for 111 # 1 the 
following equations are held 
(7.6) -$ a(A, E) = 
sgn(/ZX - 1) - 
x ~44 E) b(4 4 
$ %(4 E) = 
sgn(lX- 1) ___ 
2 @A E) hn(k El 
&(A E)=b,+,(A E)+ 
sgn(J.X- 1) ____ 
A WA E) G,(& El. (7.8) 
(7.7) 
Now we find all derivatives (7.1) by induction. The first step of induction 
is the equalities (7.2), (7.3). 
Suppose, for some N> 0 we have already found the following set of 
derivatives 
ObidN, O<j<N-i (7.9) 
(~~Qi(JrE)l,i,=,+; O<i<N, O<j<N-i. (7.10) 
Now, find such a set of derivatives for N + 1. 
A new set differs from the old one by the values 
N+l 
N+l 
N &(A E), . . . . b,, I(& E), (;11=1+0 
N 
b,(5 E), . . . . aA’+ ,(A, El, 12) = 1 + 0. 
The function b,, ,(A(1 +O), E) is found from (7.5); the function 
(a/ax) b,(A(l + 0), E) from (7.8). And, at last, the function 
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for 1 < I< N + 1 is found due to the use of the previously already found 
derivative (~Y/a~)‘-‘b,+ ,~ (,.- ,), derivative (8/3X)’ -‘b from (7.9), and 
derivative (a/a;l)‘- ‘uN + i _ ,. 
The last derivative is determined by the set (7.10) due to Lemma 7.1. 
The function a,,,, + I(A( 1 + 0), E) is found from (7.4). 
The function 
1~ 1 G N + 1, is found due to (7.9) and to Lemma 7.1. 
Thus, Proposition 7.1 is proved. 
8. THE RECONSTRUCTION OF THE SCI-IR~DINGER TWO-DIMENSIONAL 
OPERATOR BASED ON THE NON-LOCAL &EQUATION 
FOR ITS EIGENFUNCTIONS AT FIXED ENERGY. 
THE CONDITIONS FOR THE RECONSTRUCTED OPERATOR 
TO BE REAL-VALUED, POTENTIAL, AND SELFADJOINT 
Let us consider the system (5.1 t(5.5). Let ~(1, A’, E) be a bounded 
function on the torus T2. Let 
L,MA 2’9 E), T*) G po (8.1) 
Then, at least, if the numbers p,, and 6, are sufficiently small, then the 
system (5.1)-(5.5) is uniquely solved (see Section 6) and asymptotics (5.6) 
are valid. However, the property (5.7), in general, is not held. There takes 
place an expansion 
~u(z,~,E)=~u,+(z,E)~C1*(z,E)~+~o~I) for )A) -+O. 
In addition, the function ll/(z, i E) reconstructed due to result of the 
solution of (5.1)-(5.5) satisfies the equation 
L+=E$ (8.3) 
where 
A(z)=4~lnlc,t(z, E), u(z)=2ifi&,(z, E). (8.5) 
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A(z) and v(z) are bounded decreasing functions (A and v depend also 
on E). 
The abovementioned result (without indication in which norm smallness 
of b(A, E) and ~(1, A’, E) is sufficient for unique solvability of the system 
(5.1)-(5.1)) is obtained in [7]. 
Note that for the Schrbdinger two-dimensional operator results of such 
a type go back to [ 11. 
In order that a field A(z) in (8.3), (8.4) would be equal to zero and a 
potential v(z) would be real, the functions p(A, A’, E) and b(l, E) should 
have definite symmetries. 
Let R be an operator from (5.3b). Let an operator R-’ have the kernel 
s(A - A’) + a(& A’, E). Let us consider the following symmetries of functions 
p(A, A’, E) and b(A, E) 
a@, A’, E) = p( -A’, -A, E) (8.6a) 
~(5 1’7 E) = PO’, 4 E) (8.6b) 
a(l, A’, E) = ,o( -A, -A’, E) (8.6c) 
b(i,E)=b ;, E 
( > 
(8.7a) 
b(L E) = b( -L E) (8.7b) 
(8.7~) 
THEOREM 8.1 [S]. Let E>O be fixed. Let b(l, E)rO. Let p(i, I’, E) be 
a boundedpiecewise mooth function with the property L,(p(& A’, E), T*) < 1 
and with the property (8.6a). Then the system (5.1)-(5.5) is uniquely solved, 
a magnetic fieldfor an operator L from (8.3) is absent A = 0; a potential v(z) 
is a smooth, decreasing function. If; in addition, a function p possesses the 
property (8.6~) then the potential v(z) is a real-valued function. 
THEOREM 8.2 171. Let E > 0 beJixed, 
(a) Let the functions p and b be defined as in Theorem 5.1. Then they 
possess the properties (8.6a), (8.7a). If, in addition the potential v(z) is 
real-valued, then they possess also the properties (8.6c), (8.7~). 
(b) Let the functions p and b be such that the system (5.1)-(5.5) is
uniquely solved. Let the functions p and b possess the properties (8.6a) and 
(8.7a). Then for an operator L in (8.3) a magnetic field is absent A(z) = 0. 
Zf in addition, the functions p and b possess the properties (8.6c), (8.7~) the 
the potential v is real-valued. 
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We consider further the system (5.1 t(5.4), 
AZ, 1, E) --+ PLO (z) for i--t 30. (8.8) 
Let the properties (8.1), (8.2) be held and let the system (5.1)-(5.4), (8.8) 
be uniquely solved. 
Then (see [4,7]) a function II/ constructed due to the result of the 
solution of the system (5.1)-( 5.4), (8.8) satisfies the equation 
L\c/=E$ (8.9) 
2 
L= -4 -&+&)~+B(z)~+u(z). (8.10) z 
where 
A(z)=4iln&(z) 
B(z)=4$lnp;(z) 
(8.11) 
(8.12) 
(8.13) 
+ 4da;- 
( 
--A-&3$ p; 
z z 2 > > 
(8.14) 
(A and u depend also on E) 
CL(Z,;~,E)=~C~O(Z)+~-,(Z,E)~--‘+O(~~~( -‘) for I-+uz 
c~(~,~,E)=~L,+(z,E)+~,(z,E)/~+~(I/ZI) for /z --+ 0. 
The operator L from (8.4) differs from the operator z from (8.10) by the 
gauge transformation $ = I/I& (2). 
THEOREM 8.3 [4, 51. Let E>O be fixed. Let b(1, E) ~0. Let p be a 
bounded piecewise smooth function with the property L,(p(A, A’, E), T2) < 1 
and with the property (8.6b). Then the system (5.1)-(5.5) is uniquely solved. 
The operator L from (8.3) is gauge-equivalent to the SchrBdinger selfadjoint 
operator (of the type (8.10)) with smooth decreasing coefficients. 
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Here a selfadjoint operator is understood as an operator (8.10) with the 
properties 
A= -B, --g-$+s=% (8.15) 
Now we consider the system (5.1)-(5.5) with b f 0. Let the functions p 
and b possess the properties (8.1), (8.2), (8.6b), (8.7b). Let the system 
(5.1~(5.5) be uniquely solved. Then an operator L from (8.3) is gauge- 
equivalent to an operator L from (8.10) with the properties (8.15). 
In Sections 2, 5 the formulae were written by assumption that a magnetic 
field was equal to zero. Now we formulate a number of results [15, 161 for 
the Schriidinger operator in the magnetic field. 
For the Schrodinger operator in the magnetic field with smooth rapidly 
decreasing coefficients he functions ~(x, k), h(k, ,) may be defined due to 
the use of natural generalization (2.11), (2.10). It is obtained in [15, 161, 
in particular, that for the Schrodinger operator in the magnetic field 
a(x) = (a,(x), u2(x)) the following results are held: the equations (5.20), 
(5.22), (2.18)-(2.20), (5.1~(5.3), (5.10~(5.15) are valid; the function 
h(k, I), where k, I E @*, Im k = Im 1, k* = 1’ does not change due to gauge 
transformation of the Schrodinger operator; instead of (5.21) the following 
formulae take place 
lim Ax, zn) = P&, n), h(x, e’“n) = kdx, n), 
z-++co, Inl=l, nEC2 
PdX, n) = 1+ syER* Gdx - Y, n) 2(4~)n)b 
G&G n) = - 
For the Schrodinger operator (8.10) instead of (5.6), (5.7) the following 
formulae are valid 
~(z,~,E)=~~(z)+~-,(Z,E)IZ-‘+~(l~l-l) for I-tee 
~(z,~,E)=~o+(z)+~,(z,E)~+~(I/ZI) for d -0, 
where 
p;(z)=1 +j-j ~G,(z-i)B(5)Ir,(i)di,dr,, je@ 2 
G&)=-i 
2x35’ 
G;(z)=: 
27c& 
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If the functions p(A, A’, E) and r(A, E) are constructed according to 
the Schradinger selfadjoint operator with smooth rapidly decreasing 
coefficients hen p and Y possess the properties (8.6b), (8.7b). 
Now we state a number of results for the interesting construction 
generalizing a reconstruction of the operator (8.10) on the basis of the 
equations (5.1)-( 5.4), (8.8) 
Let us consider the equations (8.16)-(8.18), (8.21) (see [22]) 
~W3)=SS c R(A i) $(z, i, E) diR di,, 2 E C\O (8.16) E 
rl/(z, A, E)= exp +ii+z/i)] p(z, A, E) (8.17) 
p(z, A, E) -=z const(z, 15’) 
lim ~(z, 1, E) = pi(z). (8.18) 
.I - 5. 
Let a function R possess, first, the properties 
R(A,<)< const (8.19) 
&A 5) =O if min(jj.1; !A(.~‘; I[/; /&‘)<e. (8.20) 
The system (8.16)-( 8.18) is reduced to the linear integral equation 
x AZ, r, El 4, drl,diR 4,. (8.21) 
The equation (8.21) is a linear integral equation for finding a function 
~(z, A, E) through the function R({, q) and through the function ~0 (z). The 
variables z and E are parameters in this equation. If 
RCA i) = 5 g,(j-) f,(i) 
j=l 
then the equation (8.21) is reduced to a linear algebraic equation. 
The following result completely similar to the corresponding results from 
[ 1,4] is valid. 
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PROPOSITION 8.1. Let R possess the properties (8.19), (8.20). Let the 
equation (8.21) be uniquely solved. Then there exist a unique operator L of 
the type (8.10) such that (8.9) is valid. There takes place the expansion 
p(z, II, E) = 2 $(z, E) A+j for A”+O. 
j=O 
Besides, the formulae (8.11)-( 8.14) are valid. 
The method of the non-local &equation (8.16)-(8.21) leads to the con- 
struction of the magnetic field A(z), B(z) and of the potential U(Z) through 
a more or less arbitrary function R([, v), In general, roughly speaking, a 
function of two variables is constructed through a function of 4 variables. 
It means that many different functions R (for fixed &J(Z)) give the same 
Schriidinger operator. Let, for example, g(c, q) be a smooth function with 
the property (8.20). Then the function R,([, q) gives the same Schrodinger 
operator that the function R([, q) 
where S([ -q) + h(c, q) is a kernel of the operator inverse to the operator 
with the kernel S([ - q) + g(i, 11). The functions $ and II/, are connected 
with the equality 
$,(i) = e(5) + js,.I: Ai, v) Icl(tl) drlR drl,. 
Consider now the following additional conditions on the function R 
NC, v)=+. -6) (8.22) 
(8.23) 
-1 
R(l, rl) =- 
rvi2 
(8.24) 
The following results of Propositions 8.2, 8.3 generalize similar results of 
the papers [4, 7, 91. 
PROPOSITION 8.2. Let E be an arbitrary complex number which is not 
equal to zero. Let R in Proposition 8.1 possess the additional property (8.22). 
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Let p;(z) = 1. Then the Schrlidinger operator (8.9), (8.10) has a magnetic, 
field which is equal to zero and the equality (p:(z))’ = 1 is valid. 
PROPOSITION 8.3. Let EE II%, . Let R in Proposition 8.1 possess the 
additional property (8.23). Let calibration be chosen in such a way that 
I&(z) p;(z)\ = 1, then th e c ro mger operator (8.9), (8.10) possesses the S h “d’ 
property (8.15). (For E E Iw ~ all assertions qfthis proposition are valid if‘ the 
condition (8.23) is changedfor (8.24).) 
If the conditions of Propositions 8.2, 8.3 are held simultaneously then the 
Schriidinger operator (8.9), (8.10) has a real-valued potential and a zero 
magnetic field. Besides, 
ti(z,&E)=~Lgt$ if E>O 
(8.25) 
Hz, 4 El = ~o+lc/ if E<O. 
In conclusion, we pay attention to one important remark of V. E. 
Zakharov. Let, for example, E > 0. In order that in the equation (8.21) an 
exponent of the exponential function would be purely imaginary it is 
necessary and sufficient that 
R(i,r)=r’(i)6(y-i)+r(T)6 
+4&X- 1) &W-1)(-i) w(L 11). 
Further, the function r’(c) may be considered to be equal to zero, otherwise 
it vanishes from the &equation due to substitution 
Thus, R takes the form 
R(i,q)=r(i)6 q+i +4S(iC-1)&s?-1)(-i)w(i,?). (8.26) 
( 1 
The equation (8.16) with the function R of the form (8.26) means that 
the function $ satisfies the equations (5.lb), (5.3~). 
If E < 0 then the condition on an exponent of the exponential function 
to be pure imaginary in the equation (8.21) leads to the equality 
R(i, q) = r(i) 6(~ - l/c). The equation (8.16) takes, then, the form of (5.24). 
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Thus, the condition on an exponent of the exponential function to be 
pure imaginary in (8.21) (let, for example, E> 0) leads to the fact that a 
construction based in the use of the non-local &equation (8.16) turns into 
the construction of the paper [7]. This result of V. E. Zakharov was not 
published in easily available publications. However, a similar result was 
published in [23]. 
It may seem (see [23]) that the condition on an exponent of the 
exponential function to be pure imaginary in (8.21) is necessary for R in 
order that due to a solution of the inverse problem the operator would be 
with decreasing coefficients. However, the abovementioned property is not 
necessary for decreasing coefficients (this property is nearly to be suf- 
ficient). For example, the potentials in explicit examples of the paper [4] 
are decreasing, however, they are obtained due to the use of the construc- 
tion where an exponent of the exponential function is pure real. Besides, 
some rapidly decreasing (finite) potentials in (1.1) have for a fixed E 
functions Y(& E) and p(l, I’, E) in the equations (5.1), (5.3), (5.24) with 
singularities. However, these potentials may be obtained in the frameworks 
of the equations (8.16)-(8.18) with p;(z) = 1 from the generalized (of the 
type (8.2)) functions R, but without singularities. In addition, the condition 
on an exponent of the exponential function to be pure imaginary in (8.21) 
is not valid. 
We examine this construction in detail. Let u(z) be a bounded real- 
valued finite potential such that for a fixed E ~0 a function b(A, E) has in 
1 (contour) singularities (see [9]). Note, at once, that there exists such a 
positive number A, depending on the norm of the potential v(z) and on E, 
that all these singularities lie in the ring 
For the case when a function b(A, E) has (contour) singularities, finding 
the solution of the system (5.24)-(5.25) or of the integral equation (6.1) is 
an important but not yet solved problem. 
So, instead of construction of the family of eigenfunctions $(z, A, E) of 
the Schrodinger operator due to the use of the equations (5.24), (5.25) (or 
(6.1)) we consider a construction of a new family of eigenfunctions 
$‘(z, A., E) due to the use of new equations with more clear properties. (For 
a number of purposes as, for example, in [13] it will be sufficient.) 
Now we present one of such new families of $‘(z, I, E) (in addition, we 
consider that a fixed E < 0 is not an eigenvalue of the operator -A + v(x)). 
Let 
V(z, A, E) = {;;z;yAf;, 2: ; z ;;” 
where rp’(z, A, E) is a solution of the equation (2.4). 
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The function $(z, A, E) with respect to the parameter E, satisfies the 
equations 
i 
r(kE)$’ + 
( > 
for 
& $Yz, 4 E) = 
3. E @\D, 
(8.27) 
0 for ItieD, 
WE)=(P+(Z,AE)+/ c(~,i,E)h(i,~,E)cp+(z,i,E)ldil (8.28) 
?D 
for h E aD. 
Besides, the function ~‘(2, I, E) = $’ exp[( -i,,k/2)(iZ+ z/L)] is a 
bounded function in I on C and 
lim $(z, 1, E) = 1. (8.29) 
Lo 
As well, lim, +O $(z, 1, E) = 1. 
For the function h([, 2, E) the following formulae are valid 
e--i~‘2(~p+i’c)u(z) Ic/(z, A E) dz, dz,, 
where the integral converges due to the property of the potential to be 
finite. 
The function ~(2, [, E) is a special function such that 
G(z, A, E)-G+(z, E) 
where G is the Green function from (2.23), (2.8); G’ is the Green function 
from (2.4). (For the computation of the function ~(1, [, E) it is possible to 
use relations 
G(z, A, E) = G(z, A, E) 
and the equation (3.15).) 
The functions r(& E) and h([, 1, E) in (8.27)-(8.29) have no singularities. 
Thus, for the case when a function r(L, E) in (5.24) has (contour) 
singularities the inverse problem for finite potentials may be solved due to 
the use of (8.27)-(8.29). “Scattering” data now are the functions r(n, E) for 
LE @\D and h(c, ,I, E) for [, IZE aD. The system (8.27k(8.29) is a special 
case of (8.16)-(8.18). 
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We have considered the case for E < 0; in a similar way we may consider 
the case for any E. (We would like to note, that this construction uses in 
particular one idea from [26]. So, in a similar way with [26] we can call 
the function $(z, A, E) for A E C \D as “high frequency solution” and the 
function q +(z, I, E) for 1 ED as “low frequency solution”.) 
It is of great interest to consider another change of the family of 
functions $(z, 1, E) in the neighborhood of (contour) singularities by 
analogy with the method in [ 111, 
9. THE CONSTRUCTION OF THE SCHR~DINGER TWO-DIMENSIONAL 
OPERATOR WITH GIVEN SCATTERING AMPLITUDE AT FIXED ENERGY 
Let a potential v in the equation (1.1) be real and satisfy the condition 
(1.2). Let the functions f and h, be defined as in Section 2. Then: 
(a) scattering amplitude f possesses well-known properties (9.1) 
(b) the function h possesses (stated in [14]) properties (9.2). 
j-(2, II’, E) =f( -A’, -1, E) (9.la) 
f(Al’, E) -f(A’, 2, E) 
71 =-- i /,A,,, =  f(L A”, 3) An’, A”, E) W”l (9.lb) 
f(A, A’, E)-f(-2, -A’, El 
7c =- i j,i , = 1 f(A A”, E)f(-A”, -1’s E)W”l. (9.h) 
(It is supposed in the equalities (9.2) that the equations (2.20) are uniquely 
solved.) 
h&k, 1) = h,,( - 1, -k) + 2xi [ 
meR* 
h,(k, m) hyJ -1, -m) 
x(O[(m-k,y)]-B[(1-m,y’)])6(k2-m2)dm (Ua) 
h,(k, I) = h,.(l, k)+ 2ni s rnER2 
h,(k m) h,dl, ml 
x(O[(m-k,y)]-8[(1-m,y’)])6(k2-m’)dm (9.2b) 
h&k, 1) = hy( -k, -I). (9.2~) 
From any two properties (9.1) follow the third one. From any two 
properties (9.2) follow the third one as well. The property (9.la) is called 
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the reciprocity property and the property (9.lb) is called the unitarity 
property. 
Let E be fixed. Let f(A, A’, E) be a bounded function on the torus such 
that the equations (2.20) are uniquely solved (for example, in L, on the 
circle). 
Then the following result is valid. 
PROPOSITION 9.1. Due to the equation (2.20) the property (9. lj ) implies 
the property (9.2j), j = a, h, c. 
The result of Proposition 9.1 (item (b)) is proved in [ 141. For functions 
h+(k, [) from (2.32), (5.10), (5.11) the property (9.2a) means (9.3a), and 
(9.2b) means (9.3b) 
h,(k,f)=h.(-I, -k)+2niJ 
WIG!%2 
h+km)h,(-1, -m) 
x (e[m, +_k,)] - e[(m, +_/,)I) 6(k’- m2) dm 
h+(k,Z)=hp(-I, -k)+271iI 
(9.3a) 
h+(k,m)h~(-1, -m) 
m E R2 
x (@lI(m, k )l -R(m, -li)l) 6(k2-m2) dm 
h+(k, l)=h_(-k, -1). (9.3b) 
PROPOSITION 9.2. Let a function f(;l, n’) satisfy alI conditions ofProposi- 
tion 5.1. Then due to the equations (5.10)-(5.15) the property (9.lj) implies 
the property (8.6j), j = a, b, c. The inverse result is also valid. 
PROPOSITION 9.3. Let f(;l, ;I’) he a bounded function on the torus such 
that 
(L,(f(;l, A’), T’) is L 2-norm of the function f on the torus), then all condi- 
tions of Proposition (5.1) are held; in addition, functions h, , p from the - 
equations (5.10)-(5.15) possess the properties 
&@,(A A’), T2) <& 
J%P(& A’), T2) < 1. (9.6) 
Besides, the constructed function p also satisfies all conditions of 
Proposition 5.1. 
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Let a function p(A., A’) satisfy all conditions of Theorem 8.1. The poten- 
tial v(z) in Theorem 8.1 is built due to the use of the integral equation (9.7) 
and of the formula (9.8) 
K(z, A, E) exp if (nz+ ;,A,] - 
= 
s ~(4 A’) exp (A’( = 1 [ 
if (15 + z,X)] ~ 
1 
x l+- 
( 1 27ci 
K(z’r’ E) di: IdA’J, fi>O 
lcl=~ [--A’(1 +0) ) 
(9.7) 
P(Z, 4 E) = 1 + & j,[, = 1 K’;TAE’ 4, 
$=,,,,[$(A?+:)] 
p(z, I, E)= 1 +/c,A-‘+ 6(A-‘)) for A-too 
u(z, E)=Zifiip-,(z, E) 
(9.8) 
The function y? is a solution of the equation (1.1) with the potential u 
from (9.8). 
If the function p does not satisfy the condition (8.6a) but satisfies all 
conditions of Theorem 8.3 then the function I/I is a solution of the equation 
(8.3), where the formulae (9.8), (9.9) are valid for v and for A 
A(z, E)=4$1n K(z, L E) M’l . 
ICI = 1 
(9.9) 
THEOREM 9.1. Let E > 0 be fixed. The scattering amplitude of the 
potential v(z) constructed in Theorem 8.1 is computed from the equations 
(5.15)-(5.10). 
The result of Theorem 9.1 was obtained in [6] up to the form of the 
equations (5.10), (5.11) providing us the with opportunity to find scattering 
amplitude through functions h +. 
Theorem 9.2 follows from Propositions 9.2, 9.3 and Theorems 8.1, 9.1. 
THEOREM 9.2. Let E> 0 be fixed. Let f(A, A’) be a smooth function on 
the torus. Let this function possess the properties (9.la), (9.4). Then this 
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function is scattering amplitude at energy E for a bounded decreasing poten- 
tial u(z) constructed due to the use ofthe equations (5.10)-(5.15) (9.7), (9.8). 
If, in addition, the function fpossesses the property (9.lb) then the potential 
u(z) is a real-valued function. (The potential u(z) depends on E.) 
The result of Theorem 9.2 is an improved variant of the result obtained 
in [6]. As far as a smoothness is concerned the potential u(z) is real- 
analytical in Theorems 9.2, 8.1. 
Note that scattering amplitude of the potential constructed in 
Theorem 8.3 is also computed due to the use of the equations (X15)-(5.10). 
Thus, if a smooth functions f(n, A) possesses the properties (9.lb), (9.4) 
then this function is scattering amplitude of the Schriidinger selfadjoint 
operator at energy E, where E is a positive beforehand fixed number. This 
Schrodinger selfadjoint operator is gauge equivalent to the operator (8.4) 
constructed due to the use of (5.10)-(5.15), (9.7)-(9.9). 
The construction of the potential in the Schrodinger equations through 
scattering amplitude at fixed energy, in general, is not unique (see [24]). 
So, Theorem 9.2 provides only one of possible potentials with given 
scattering amplitude at fixed energy. For construction of all potentials 
with given scattering amplitude at fixed energy we should use the system 
(5.1)-(5.5) with a function b f0. 
The following result, for example, is valid. Let E > 0 be fixed. Let b(E,) be 
a smooth function with the property (8.2). Let p(& i’) be a bounded 
piecewise smooth function. Let, further, b and p satisfy all conditions of 
Theorem 8.2b. Then scattering amplitude of the potential r(z) from 
Theorem 8.2b is computed due to the use of the equations (5.1Ot(5.15). 
In order to prove this result we should develop the proof of Theorem 9.1. 
(The scheme of the proof of the result of such type in [7] develops an 
approach of the paper [6].) 
For the Schrodinger operator in the magnetic field similar results are held. 
Note that due to results of Section 7 an agreement of functions b(l) and 
p(l, n’) is necessary for rapid decreasing of the potential constructed in 
Theorem 8.2b. 
It is easier to construct different potentials with zero scattering 
amplitude. 
The result of Proposition 9.4 develops and corrects the corresponding 
result from [7]. 
PROPOSITION 9.4. Let E > 0 befixed. Let p(A, A’) = 0. Let afunction b(l) 
possess the properties (8.2), (8.7a), (8.7c), and let this function be infinitely 
differentiable 
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where N = n, + n,. Let, in addition, b(A) vanish on the circle IAl = 1 together 
with all its derivatives. Let a potential v(z) be constructed by the formulae 
(5.8), (6.7) where u(A) = e(1). Then this potential is real-valued, bounded, and 
decreases more rapidly than 1zI -M for any M> 0 and has zero scattering 
amplitude for a fixed E. 
Note that a solution of the Lippmann-Shwinger equation (2.4) for the 
potential from Proposition 9.4 has the following asymptotics at energy E 
for IzI + co 
q+(z, A, E)=exp 
[ 
if(u+z,A)] + O(,Z, -M), - II) = 1 (9.10) 
for any M> 0. 
Scheme of the Proof of Theorem 9.1. First, compute asymptotics of the 
function 
qo(z, 2, E) = K(z, 1, E) exp 
L 
if(ni+zl,) =1c, -$- - 1 + ti&(n)=$(41 TO))> 
where (I( = 1. 
This function is a solution of the equation (1.1) for the potential 
constructed in Theorem 8.1. 
The equation (9.7) may be written in the form of 
(9.11) 
The following formulae are valid (see [25]) 
s ~(4 A’) exp if (A’.5 + z,A’) - IdAl 11’1 = 1 1 
for JzI -+ co, where r = IzI, II” = z/lzl. 
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1 
-1 
PU, J-7 
i 
@ (A,.? + z,l’) 
27ci ,j.‘,=, [-A’(1 +O)exp 2 I 
(&I’1 
P(A i) =,O[--i($-~)]exp[~(;i+;:C)]+O(I) (9.13) 
for jzJ + co. At fixed L and ,I” (uniformly with respect to j. and A”) for the 
function p with natural properties we can understand a term o( 1) in (9.13) 
in the sense of &-norm with respect to [. Terms O(1) in (9.12) (9.14) 
(9.16) (9.18) also have to be understood correctly. 
The formulae (9.12) (9.13) give asymptotics for the right-hand side and 
for the kernel of the integral operator in the integral equation (9.11). From 
(9.11)-(9.13) it follows that the function cp has asymptotics 
q(z, 1, E) = A ,(,I, A”) E- Ii4 = 
J 
where 
A,(A, A’)= -ikE~~‘i4~e~‘“‘4h,(I, j.‘) 
A,(l, A’) = inEp”4fi e’n’4h,(A, -A’), 
(9.15) 
where h, and h2 are solutions of the equations (5.14) (5.15). 
Now we compute asymptotics of functions $ i (z, I, E) 
Due to the use of (9.14) and of the formulae of the type (9.13) we have 
where 
(9.16) 
(9.17) 
460 R. G. NOVIKOV 
The functions Ai are defined by the formulae (9.15). (Let functions h f be 
defined by the formulae (5.12), (5.13). Then asymptotics (9.16) have the 
same form of asymptotics (1.7).) We find now such integral operators Q 2 
that 
(Q:)-‘$, =exp 
[ 
y(li+z,i) - 1 
+ A(1, A")F+o($). (9.18) 
The function A is connected with scattering amplitude by the formulae 
A = -izE-1’4 @ e~‘“‘~f(A, A’). (9.19) 
Let @A-A’) + Q :(A, A’) be the kernel of the integral operator Q z. The 
equality (9.18) is valid iff 
+s Q :(A, A")(A", A')ldi"l. Ii."1 = 1 
From (9.20), (9.17), (9.15), (5.12), (5.13) it implies 
(9.22) 
and (5.10), (5.11) follow from (9.21), (9.22), (9.15), (9.19). 
Scheme of the Proof of Proposition 9.4. The function p from Proposi- 
tion 9.4 satisfies the integral equation 
.exp[-q(l+i)(zr+3i)] 
x P(Z, i, El 4~ 4,. (9.23) 
First, prove the estimate 
p(z, A, E) = 1+ 0 1 
( > 
- 
1Z11-0 
uniformly in 1~ C for (z( -+ co, a is any fixed number with the property 
O<a<l. 
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From (9.24) it follows, in particular, that scattering amplitude is equal to 
zero at energy E. In fact, it follows from (9.24) that 
$(z, j-, E) = exp 
where $ is a solution of the equation (1.1) with a potential from Proposi- 
tion 9.4. 
In order to examine the equation (9.23) for large \zI it is useful to iterate 
this equation once again. We have 
= 1-k Z,(z, A, E), (9.25) 
where 
The following estimates are held uniformly in A and in ‘1 
V,(z~ A tl, W- - r)l =0 (9.27) 
The left-hand side of the equation (9.25) has the form (I+ A) pi where 
Z is a unique operator, A is a compact operator in the space of continuous 
functions on C. The function p may be written in the form of 
PW,E)=V+~)P,, (9.28) 
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where I+2 is an operator inverse to the operator Z+A; p1 is the right- 
hand side of the equation (9.25). A” may be written in the form of 
2 = 2, + r,, where 
n-l 
A”,= 1 (-A)’ for n>l; 2, =o; r,= f (-A)‘. 
j=l j=n 
Due to the estimate (9.27) a series defining Y, converges for sufliciently 
large (~1. Besides, for the norm of the operator rn in the space of continuous 
functions on c the following estimate is valid 
1 
llrnll = 0 (Z(n(, -E) . ( ) 
In particular, 
llA”II=O j-j& . ( ) 
(9.29) 
(9.30) 
The estimate (9.24) follows from (9.28), (9.26), (9.30). 
In addition, we shall have need of the following estimates to prove (9.10) 
lZI(Z, 4 E)I = 0 
1 ( 1 j-p for (A( = 1, Iz( --f 00 (9.31) 
IA”nPII=~ j+ 
( ) 
for 121 = 1, JzJ -i co. 
The estimate (9.10) follows from (9.28), (9.29), (9.26), (9.31), (9.32). 
Further, decreasing of the potential faster than [z( --N for any N> 0 may 
be obtained due to (9.10) and to the equality v = (A + E) $/tj, 
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