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Abstract 
Differential Evolution (DE) algorithms are known to as robust, effective and highly efficient for solving the global 
optimization problems. In the present study, a modified variant of Differential Evolution (DE) is proposed in the 
present study, named Cultivated Differential Evolution (CuDE) which is different from basic DE in the selection of 
the base vector for mutation operation and population generation for next generation. The performance of the 
proposed algorithm is validated on six benchmark problems taken from literature and a real time molecular potential 
energy problem. The numerical results show that the proposed algorithm helps in formulating a better trade-off 
between convergence rate and efficiency. 
© 2015 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of organizing committee of the 3rd International Conference on Recent Trends in Computing 
2015 (ICRTC-2015). 
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1. Introduction 
Differential Evolution (DE) is a variant of Evolutionary Algorithm (EA), proposed by Storn and Price [1] in 
1995. DE is used for solving global optimization problems over continuous spaces. It is a simple and efficient search 
engine which can handle nonlinear, non-differentiable and multimodal objective functions and a wide range of real 
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life problems such as chemical engineering [2], engineering design [3] and pattern recognition [4] and many more. 
DE outperforms in terms of convergence rate and robustness over benchmark problems and real life problems. But 
the convergence rate of DE does not meet the expectations all the time. Several variants are available in the 
literature [5]-[12] for enhancing the performance of DE.   
The main operator of DE is mutation, which takes the solution vectors towards a global optimum. In the present 
study, a different selection strategy named Reserve Selection [13] is used for deciding the area from which the 
vectors for the mutation are to be chosen. Next the selection of the population for the next generation is formulated 
by using the information preservation concept taken from literature [14]. 
The rest of the paper is organized as follows: Section 2 provides a compact overview of DE. Section 3 presents 
the proposed CuDE algorithm with pseudo code. Selected Benchmark problems and molecular potential energy 
problem are explained in Section 4. Experimental settings with performance metrics are given in Section 5. Results 
and comparisons are reported in Section 6 and finally the conclusion derived from the present study is drawn in 
Section 7. 
2. Differential Evolution Algorithm 
Differential Evolution (DE) is proposed by Storn and Price [1] is simple, fast and robust evolutionary algorithm. 
A brief introduction of the basic DE is given as follows:  
DE starts with a population of NP d-dimensional candidate solutions: ( 1,..., ),  gi i NPx  , where the index i  
denotes the ith  candidate solution of the population and g denotes the generation to which the population belongs. 
The three main operators of DE are mutation, crossover and selection.  
x Mutation: The mutation operation of DE applies the vector difference between the existing population 
members in determining both the degree and direction of perturbation applied to the individual subject of the 
mutation operation. The mutation process at each generation begins by randomly selecting three solutions vectors 
from the population set of (say) NP elements. The ith perturbed individual, 1, 2, ,( , ,..., )
g g g g
i i i d iv v v v , is generated based 
on the three chosen solutions, as follows: ith 
/ /1/ :DE rand bin               1 2 3
* ( )g g g gi a a av x F x x          (1) 
Where, 1,...,i NP , 1, 2, 3 {1, ..., }a a a NP  are randomly selected such that 1 2 3a a a iz z z , and F  is the 
control parameter such that [0,1]F . 
x Crossover: Once the perturbed individual 1, 2, ,( , ,..., )g g g gi i i d iv v v v  is generated, it is subjected to a crossover 
operation with target individual ,1, 2, ,( , ..., )
g g g g
i i i d ix x x x , that finally generates the trial solution, 
1, 2, ,( , ,..., )
g g g g
i i i d iu u u u , as follows: ^, ,
,
       
       
  _g j r
j i
g
j i
g
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if rand C j j rand
otherwise
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      (2) 
Where, 1,..., ,  1,..., ,  1 _i NP j d j rand d  d d is a random parameter’s index, chosen once for each i. The 
crossover rate > @0,1rC   is set by the user. jrand , uniformly distributed random number such that 0 1jrand  , is 
generated for each j  of the current generation. 
x Selection: The selection scheme of DE also differs from that of other EAs. The population for the next 
generation is selected from the solution in current population and its corresponding trial solution according to the 
following rule: ^1                          ( ) ( )g g gg i i igi i ifu f u f xx x otherwise d        (3) 
Thus, each solution of the temporary (trial) population is compared with its counterpart in the current population. 
The one with the lower objective function value will survive from the tournament selection to the population of the 
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next generation. As a result, all the solutions for the next generation are as good as or better than their counterparts 
in the current generation. In DE, trial solution is not compared against all the solutions in the current generation, but 
only against one solution, its counterpart, in the current generation. 
3. Proposed Algorithm 
In this section, we describe the working of the proposed algorithm which is different in two ways from the basic 
algorithm. The proposed algorithm uses different mutation and selection operation from that of basic DE as for 
maximum exploration of the search space. 
3.1. Mutation 
In basic mutation operation, three vectors are selected from the whole population without any restriction except 
all are mutually exclusive. Here we may lose some important information of the search space. Out of these three 
vectors, one which is to be perturbed is called as base vector and the other two are called difference vectors. As 
suggested by Kaelo and Ali [12], selection of the base vector may help to increase the convergence speed of basic 
DE and if the base vector is fitter than the difference vectors, the convergence speed of the DE will be better. The 
nature of the base vector has a direct impact on the newly generated mutant vector. The Proposed Strategy uses the 
same concept. 
The proposed algorithm uses a new mutation scheme, in which CuDE uses a Reserve Area (RA) maintaining the 
elite individuals which serves the base vector and the remaining population Non-Reserved Area (NRA) serves other 
two difference vectors which are uniformly randomly generated vectors from that population.  
Taking the fitness of the individuals into consideration, sort the population. Then put all the elite individuals in 
RA. So we are using two areas, one where we kept the elite individuals and the other one where the rest of the 
population resides. 
RA represents the area having the best fit individuals and the size of RA is * %NP m  whereas the size of NRA 
from where the difference vectors are selected is * %NP NP m , where m is an integer value chosen by the user.  
3.2. Selection 
For performing the selection operation, the proposed algorithm uses information preservation concept of IPDE 
[14] in which instead of adapting one to one comparison of the target and the trial vector, a new technique  of 
combining both populations NP of target vectors and NP  of trial vectors is adapted. Now the size of the whole 
population becomes 2 * NP . Then sort the whole population and take the best fit NP  individuals for the next 
generation. This strategy escapes us from loss of potential information.  
3.3. Pseudo code of the proposed CuDE algorithm 
x The very first step of CuDE is initialization of population. The initial population is filled with randomly 
generated NP vectors each having d variables. The thj variable of thi  vector is created as: 
   , (0,1)*( )j i j j jx low rand up low   , where (0,1)rand  is a uniformly generate random number between 0 
and 1. 
x Evaluate the objective function value ( )if x  for all the target vectors. 
x Sort the population based on function value. 
x Selection of three vectors from the whole population is done as follows: 
 Take First m% of the whole population and randomly select a vector (donor vector). The difference vectors 
are selected from rest of the population. 
x Take these selected vectors and using equation-1 from section-2, generate mutant vector iv . 
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x Apply crossover on mutant vector iv  with each ix (target vector) using equation-2 and generate a trial vector
iu . 
x Evaluate the objective function value for each trial vector. 
x Apply information preservation scheme explained in section-3.2 for selection of individuals for next 
generation. 
x Now check whether the convergence criterion is reached, If yes then stop, else goto third step.  
4. Applications of the proposed algorithm 
4.1. Benchmark Problems 
Six benchmark problems with their dimensions are taken from [15] for validating the efficiency of the proposed 
optimization algorithm and are listed in Table-1. 
Table 1. Selected Benchmark Problems 
Traditional benchmark functions Dimension 
f1 Sphere Function 30 
f2 Ackley Function 30 
f3 Rosenbrock Function 30 
f4 Noise Function 30 
f5 Griewank Function 30 
f6 Step Function 30 
4.2. Molecular Potential Energy Problem [5], [16], [17] 
The performance of the proposed algorithm is further validated with a real time problem of minimizing the 
potential energy of a molecule whose mathematical model is multimodal in nature. A simplified molecular model is 
taken into consideration which consists of a linear chain of n beads centered at x1, x2,....xn in a 3-dimensional space. 
For every pair of consecutive beads xi and xi+1, let li,i+1 be the bond length and also known as the Euclidean distance 
between them. For every three consecutive beads xi, xi+1, xi+2, let ןi,i+1 be the bond angle corresponding to the 
relative position of the third bead with respect to the line containing the previous two. Similarly, let ωi,i+3 be the 
angle (torsion angle) between the normal through the planes determined by the beads xi, xi+1, xi+2 and xi+1, xi+2, xi+3 
for every four consecutive beads, xi, xi+1, xi+2, xi+3. 
Let E1, E2 and E3 be the force field potentials corresponding to bond lengths, bond angles and torsion angles 
respectively and will be defined as 
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Where c1i,jo bond stretching force constant 
c2i,j o  angle bending force constant  
c3i,jo  the torsion force constant 
l0i, j and ן1i, jo the “preferred” bond length constant and bond angle constant respectively  
ω1i,jo  the phase angle that defines the position of the minima  
Mk, k=1, 2, 3o  the set of pair of atoms separated by k covalent bonds 
In addition to the above, for the 2-body interactions between every pair of beads separated by more than two 
covalent bonds along the chain, there is also a potential E4 which is defined as: 
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3
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Where li,j o Euclidean distance between the beads xi and xj.  
The general problem is to minimize the total molecular potential energy E=E1+ E2+ E3+ E4, leading to the 
optimal spatial position of the beads. Using the parameters defined in [24] potential energy function takes the 
following form  
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Where i=1, 2…n-3 and n is the number of beads in the system taken into consideration. The problem thus reduces 
to find ωi, i+3, where i=1, 2,..,n. From Equation-6, it is clear that E is a nonconvex function which involves numerous 
local minimizers even for small value of n. These local minimizers, which are 2N in count where N=n-3 is the total 
number of beads in a molecule[24], are corresponding to a state which is not truly stationary but is almost stationary 
called metastable state of the molecule.  
The existence of only one global minimum is guaranteed, by restricting ωi,j; 0<ωi,j <5. 
5. Experimental Set-up 
5.1. Parameter settings 
The algorithm is compiled in Dev C++ and is executed on Intel Core i3 PC with 4 GB RAM, 50 times for each 
test problem. The inbuilt Rand () function of C++ is used to generate the uniformly distributed random numbers. In 
every case, a run is terminated when either NFE reaches the predefined limit of maximum NFE or threshold value θ 
is gained. 
x Pop size (NP)  100  
x Dimension (D)  30 (for Benchmark Problems) 
   15, 20, 25 (For the Potential energy Problem)  
x F, Cr   0.5, 0.9 
x Threshold Value (θ) 10-08 except for f4 where it is taken as 10-02 
x Max NFE   500000 for each function 
5.2. Performance Criteria 
To evaluate the performance of the algorithms, the performance criteria are selected from the literature [9], [21]. 
These criteria are: 
x NFEs: The NFE is recorded when the θ is reached before to reach maximum NFE i.e. we set the termination 
criteria as | fopt − fglobal |≤ θ and record average NFE of a successful run over 50 runs. 
x Error:  The average error | fopt − f global | is recorded by using predefined maximum NFEs, in each run. Also 
the average and standard deviation of the fitness values are calculated. 
x Convergence Graph: The convergence graphs show the mean fitness performance of the total runs, in the 
respective experiments.  
x Acceleration rate (AR) in %: The acceleration rate is used to compare the convergence speeds between 
CuDE and other algorithms [9], [20]. It  is  defined  as  follows: 
%
NFE NFEIII
NFEI
AR
¦ ¦
¦  
Where I  and II  are two different algorithms. 
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6. Numerical Results and Comparisons 
6.1. With respect to benchmark problems taken under consideration 
In Table 2, Comparison of CuDE is driven against basic DE algorithm. As discussed above, the prime 
requirement for the proposed CuDE algorithm is the selection of RA, i.e. the value of m should be chosen neither 
very small nor very large. Now for testing purpose we have taken two cases for which the value of m is 20% and 
30% respectively of the whole population. For both the cases CuDE is giving better results than basic DE. But it is 
clear from the Table 2 that for m=20%, it is producing much optimized results. 
The comparison is shown in terms of average NFEs, mean fitness and standard deviation in Table 2 and 3 
respectively. We can see from Table 2, with CuDE (m=20) each benchmark problem takes lesser NFEs to reach Ʌ 
than basic DE. 
In Table 4, Comparison in terms of average error and standard deviation of 50 runs is derived and from the table 
it is quite clear that  CuDE (m=20) produces much better results than basic DE algorithm with function f1 to f4 while 
deliver same results with f5 and f6. In Figure 1, convergence graphs between average error and NFE are shown for 
function f1 and f2 respectively. 
Table 2. Experimental Results and Comparison of CuDE (m=20, 30) in terms of Average NFE of 50 runs for Standard Test Problems 
Table 3. Average error and Standard Deviation* for 50 runs when NFE is fixed 
Functions DE CuDE (m=20) CuDE (m=30) 
f1 
3.56e-14 
1.83e-14* 
7.26e-54 
2.71e-54* 
2.87e-40 
1.82e-40* 
f2 
6.96e-08 
3.03e-08* 
3.99e-15 
0.0e+00* 
4.89e-15 
1.54e-15* 
f3 
2.04e-10 
3.39e-10* 
5.44e-45 
1.91e-45* 
3.99e-30 
1.42e-30* 
f4 
4.77e-03 
7.78e-04* 
1.62e-03 
4.36e-04* 
1.57e-03 
3.76e-04* 
f5 
0.0e+00 
0.0e+00* 
0.0e+00 
0.0e+00* 
0.0e+00 
0.0e+00* 
f6 
0.0e+00 
0.0e+00* 
0.0e+00 
0.0e+00* 
0.0e+00 
0.0e+00* 
6.2. With respect to molecular potential energy problem 
The result and comparison for Molecular Potential Energy problem of the proposed algorithm with basic DE 
algorithm are given in Table-4 for different dimension. From this Table we can see that the total NFE taken by 
CuDE (m=20) are 33570, 58950 and 65600 for dimensions D= 15, 20 and 25 respectively while NFE taken by 
CuDE (m=30) are 46560, 77610 and 115400 respectively and the NFE taken by basic DE are 100675, 205333and 
255820 for D=15, 20 and 25 respectively. Thus, we can see that the proposed CuDE algorithm for both the cases 
gives better results in comparison to DE. The convergence graph for dimension 20 and 25 are shown in figure 2. 
 
Functions DE CuDE (m=20) CuDE (m=30) 
f1 116000 32930 42700 
f2 162410 51460 67825 
f3 437970 126400 153470 
f4 117030 42700 54175 
f5 106090 35320 44050 
f6 31050 10600 13625 
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Table 4. Results for molecular potential energy problem and comparison of CuDE (m=20) and CuDE (m=30) with DE in term of average NFE, 
average fitness and CPU time of 50 runs.  
Dimension Metrics DE CuDE(m=30) CuDE(m=20) 
D=15 NFE 100675 46560 33570 
Fitness -0.4920 -0.4922 -0.4921 
CPU time 1.50 sec 0.30 sec 0.25sec 
D=20 NFE 205333 77610 58950 
Fitness -1.0005 -1.0005 -1.0005 
CPU time 2.5 sec 0.75 sec 0.65 sec 
D=25 NFE 255820 115400 65600 
Fitness -0.9045 -0.9045 -0.9045 
CPU time 3.5 sec 1.2 sec 0.6 sec 
 
 
(a) 
 
(b) 
Fig. 1. Convergence graph between Average Error and NFE for (a) Sphere; (b) Ackley functions respectively. 
 
 
(a) 
 
(b) 
Fig. 2. Convergence graph for molecular potential energy problem for (a) D=20; (b) D=25 respectively. 
7. Conclusion 
The objective of the present study is to modify mutation and selection strategy. Here for maximum exploration, 
the search space is divided into two areas: one contains the best fit individuals from which the donor vector is 
selected and another having the rest of the individuals for choosing the difference vectors. The proposed CuDE 
algorithm is validated on a set of 6 standard benchmark problems and a real time problem of minimizing the 
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Molecular Potential Energy. Although CuDE performs better than basic DE for both the cases, for m=20, CuDE 
produces best results. 
The proposed work can be extended in several directions. In future we will plan to evaluate our algorithm on 
more complex benchmark and real life problems and will also compare CuDE with other variants of DE. 
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