For polynomial equations, which have discrete number of solutions (roots), various types of coincidences of roots are possible. We present a method of obtaining (systems of) equations defining the coincident root loci for any type of coincidence, as explicit expressions of polynomials' coefficients. It is appropriate to call them "higher discriminants".
Basic example
Let V = C 2 . Take a binary 3-form α ∈ S 3 V * α : (x, y) → ax 3 + bx 2 y + cxy
Its kernel is a triple of 1-dimensional subspaces, represented in non-homogeneous coordinatesx := x/y as the three roots {λ 1 , λ 2 , λ 3 } of the corresponding polynomial ax 3 + bx 2 + cx + d of degree 3. The condition of coincidence of all those 3 roots may be written as a system    λ 1 − λ 2 = 0 λ 1 − λ 3 = 0 λ 2 − λ 3 = 0 Denoting P 1 := (λ 2 − λ 3 ) 2 , P 2 := (λ 1 − λ 3 ) 2 , P 3 := (λ 1 − λ 2 ) 2 we can rewrite it in equivalent form of elementary symmetric functions of P i    S 1 := P 1 + P 2 + P 3 = 0 S 2 := P 1 P 2 + P 1 P 3 + P 2 P 3 = 0 S 3 := P 1 P 2 P 3 = 0
At the same time S 1 , S 2 , S 3 are symmetric in λ j , and thus may by expressed as polynomials of coefficients of α as follows:
On the other hand, the coincidence of the roots as a condition of degeneracy of the initial 3-form is invariant under the GL(2,C) action on the (x, y) space. But we can see, that polynomials S i are not invariant under this action. In particular, the GL(2,C)-orbit of S 1 contains the polynomial 2(c 2 − 3bd) = S 1 (σ) where σ : (x, y) → (y, x) is the involution element of GL(2,C).
Claim. The polynomial ax 3 + bx 2 + bx + d has 3 coincident roots if and only if all elements of the GL(2,C)-orbit {S 1 (G) G∈GL(2,C) } ⊂ S 2 (S 3 V * ) are 0 (as quadratic functions of a, b, c, d).
2 Introduction. Binary k-forms.
Roots.
A symmetric k-form on C 2 corresponds to a homogenious polynomial of two complex variables, say x and y:
and since the base field is C, it can always be decomposed:
We can see from the decomposition that solutions of P k (x, y) = 0 are k discrete directions (1-dimensional subspaces) in C 2 . Let us call them roots. Roots are points of CP 1 . To simplify calculations, we can select a map "y = 0" on CP 1 , then each root will be a single complex number λ (because dim CP 1 = 1) and equation P k (x, y) = 0 becomes nothing but a ordinary equation on one variable t = x/y:
Coincidences of roots. These directions (roots) can coincide in different ways (with different multiplicities). Let S k ≡ S k C 2 be a whole space of symmetric k-forms on C 2 , S k 2 be a set of symmetric k-forms with two coinciding roots, and so on, S k m being set of symmetric k-forms with m coinciding roots. We will use the same notation for any possible coincidence: S k m1,m2,...mi . For example, S 5 2,2 is a set of symmetric 5-forms with two pairs of equal roots.
For a 2-form ax 2 + bxy + cy 2 , the discriminant is
For a 3-form (see, for example, [2] ) ax 2.4. GL(2,C) action on k-forms. We can make general (non-degenerate) linear transpositions in C 2 :
that form a GL(2,C) group. GL(2,C) acts on symmetric k-forms naturally.
Obviously, a condition that some roots coincide is invariant under GL(2,C) action, because the fact that some directions on a plane coincide does not depend on basis in the plane. That is why discriminant, as a condition that two roots are equal, is invariant under GL(2,C). One can expect a condition for any S k ... to be invariant under GL(2,C) action, for reasons pointed above.
Strictly speaking, the discriminant itself is not invariant under GL(2,C) action, because it multiplies on some power of det(G), where G ∈ GL(2, C). In that sence, the condition "D = 0" is invariant under GL(2,C) and the discriminant is invariant only under SL(2,C).
3 Constructing the discriminant 3.1. Discriminant expressed through roots. The notion of discriminant of k-th degree polynomial was known long ago. There is a known procedure to construct discriminant for a form of any degree. To simplify calculations, we treat a k-form (homogenious polynomial) 
which is zero if and only if λ i = λ j for some i,j. It is a symmetric polynomial of roots, and therefore can be expressed through coefficients. These properties correspond to the definition of discriminant. So a statement is made that this function is equal to the discriminant (up to proportionality).
Some examples. For a quadratic form ax
2 + bxy + cy 2 roots are λ 1 , λ 2 , and according to the procedure,
Recalling the Vieta formulas b/a = (−1)(λ 1 + λ 2 ) and c/a = λ 1 λ 2 we get
For a cubic form ax 3 + bx 2 y + cxy 2 + dy 3 , roots are λ 1 , λ 2 , λ 3 , and according to the procedure,
The corresponding calculus is quite lengthy, but using the cubic Vieta formulas, one can find that this expression is equal to
This procedure explicitly constructs the equation that defines S 
Some examples of definitions. For example, consider
is that some pair of roots is equal, (λ 1 equals to λ 2 ), or (λ 1 equals to λ 3 ), or... and so on for all pairs of roots. Symbolically we write
Another simple examples are: 2 = 0 (squared for symmetricity). Taking the AND-product corresponds to a system of equations (in systems, the first equation is valid AND the second AND so on). Taking the OR-product corresponds to multiplying them (the product is equal to zero if one of multipliers is).
For example,
E 12 + E 34 = true corresponds to a system of two equations
Let us write equations corresponding to definitions of some types of coincidences, written in 4.2. Note that discriminantal case
The only possible problem with converting logic to equations is that the definition for some coincidences is written with brackets not opened, like S Now, in the form with all brackets opened, this logical expression corresponds to a following system:
4.4. Expressing everything through coefficients. We see that logical definition for any S k ... always corresponds to a system of some number of equations
in space of roots. We need to express it through coefficients of the k-form. It is not possible unless each equation in the system is a symmetric polynomial of roots. Here it is appropriate to symmetrize the system, i.e. to take elementary symmetric polynomials from expressions P i . System
is symmetric in P and since symmetric in λ. This statement is intuitively clear, and one can prove it in every particular case. It is still equivalent to the first system
Therefore, it can be expressed through coefficients.
Brief summary.
For any type of coincidence S k ... in S k , it is straightforward to write a logical expression in terms of roots λ i , which is just the definition of S k ... . A system of equations, corresponding (logically equivalent) to that definition, is written then. In order to express that system through coefficients, it is symmetrized.
A system of equations on coefficients, that we finally get, is logically equivalent to the primary logical definition of considered coincidence S k ... . and the corresponding system of equations is
Examples of higher discriminants
Symmetrizing it as in 4.4, we get
Transformation from λ 1 , λ 2 , λ 3 to a, b, c, d can be performed, using the Vieta formulas. Calculation shows that
Note that the second equation turned out to be non-independent from others. It is expectable, because the co-dimension of S 3 3 in S 3 is two, i.e. normally we need two independent equations to define S GL(2,C) invariance and orbits. Despite S 3 3 is a GL(2,C)-invariant subspace in S 3 , first two equations that define it are not GL(2,C) invariant! We discuss that point in section 6.2. It means that a linear transformation of variables x,y x → G 11 x + G 12 y y → G 21 x + G 22 y will transform the expression b 2 −3ac, and the transformed expression must also serve as an equally nice first equation defining S 3 3 (for reasons pointed in 2.4). We observe a GL(2,C) orbit of expressions, starting from Z 1 . All of them are zero, if three roots coincide. Explicitly
In 2.4. we pointed out that any equation defining a coincident root subspace must be GL(2,C) invariant, as the discriminant is. To preserve invariance, we are forced to use the whole orbit as first equation in system. We obtain the following system of GL(2,C) orbits:
It turns out that in this system of orbits, not only second equation is dependent from the others, but also the third one is. It is possible to check by calculation that D 3 is 0 if the whole orbit Z 1 (G) = 0. Therefore the following statement is valid: the whole orbit Z 1 (G) is zero if and only if the three roots coincide.
Therefore Z 1 (G) is a higher discriminant for the case S and the corresponding system of equations can be obtained after opening the brackets. However, it is rather complicated. It is useful to simplify the definition in order to get a simplier system of equations. One can prove, using the usual logic, that the definition of S 4 3 , that is written above, is logically equivalent to the following logical expression:
That logical expression corresponds to a system of equations
Symmetrizing it as in 4.4, we get the expressions of form's coefficients a, b, c, d, e:
Remarkably, all the equations that are obtained using the procedure 4.5, in this case are GL(2,C) invariant. The invariant A = Z 1 /2 = c 2 − 3bd + 12ae is known as apolara.
We can see that S 4 3 subset can be defined with a system of two GL(2,C) invariant equations: A = 0 and D 4 = 0. Therefore this system of two invariants is a higher discriminant for the case S 
Summary of all results.
It is straightforward to apply procedure 4.5. to any case of coincidence. For cubic and quartic forms, all the needed definitions are given in 4.2. After opening the brackets where necessary, we obtain systems of equations on roots, symmetrize them and then make GL(2,C) act on the resulting equations, each time obtaining orbits.
We do not present all the calculations and expressions for the orbits explicitly here. Results are summarized in the following table. Here Z ÷ M means that the whole orbit Z is exactly divisible by expression M. System of orbits is given as it arises from 4.5. In the "zeros" coloumn a set of forms that make whole orbit zero is given.
Expression A is a GL (2,C) A , where S 6.2. GL(2,C) symmetricity. Our general procedure 4.5 is not properly symmetric from the very beginning, since we focus on the map "y = 0", work with non-homogenious polynomials of one variable and so break the GL(2,C) symmetry. But in consistently homogenious and symmetric notations, it is not clear, how to apply 4.5, because it intensively uses coordinates in the space of roots to write explicit functions of roots.
The key idea is that, most probably, the appropriate objects ("higher discriminants") that define various types of coincidences are GL(2,C) orbits of expressions, and 4.5 only gives a "sliced" version of the symmetric picture.
6.3. Degeneracy of forms. Binary forms with coincident roots may be understood as degenerate forms. For example, GL(2,C) orbits of general nondegenerate forms and of forms with some non-trivial coincisions have different properties. The discriminant (and higher discriminants) determine, whether a form is degenerate and how deeply degenerate it is. It can have applications to the study of GL(2,C) action on the space on S k . But the considered method 4.5 is based on the existense of roots, i.e. on the fact that any symmetric k-form in two-dimensional complex space C 2 can be decomposed into a product of k linear forms:
That is no more valid in higher dimensions C N , N ≥ 3. There is no idea of roots. That's why it is not clear, how to generalize the method presented above to higher dimensions.
6.4. Tensorial representation of higher discriminants. One possible way to speak about degeneracy of forms in a general case is referring to irreducible representations of GL(2,C) or SL(2,C).
Each GL(2,C) orbit M, that stands for a higher discriminant of some type of coincidence, is generally a four-parametric orbit in a linear space of expressions of form's coefficients, which is nothing but some symmetric power of S k (depending from the degree of expressions). That linear space is decomposed into subspaces on which GL(2,C) acts irreducibly. Since M is an orbit, it lies completely in some irreducible component. Instead of treating the orbit as a higher discriminant, we could treat the irreducible component as a higher discriminant. In this language invariants are singlets, and orbits are some multiplets (see [1] §3. 4.5) . This is a generalizable approach, and most of the results in this paper can be re-formulated in this way. 6.5. Literature. The classical study of coincident root loci for binary forms probably started with Cayley [3] . For different results concerning the geometry of coincident root loci and for more detailed bibliography, see [4] [5] . A detailed research of discriminants and resultants can be found in [1] .
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