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Agradecimientos
Agradezco a mi asesor, el profesor Elkin Castaño, por sus observaciones y discusiones cons-
tructivas que se derivaron en un valioso aprendizaje. Al profesor James Davidson por atender
y responder con celeridad las diferentes inquietudes relacionadas con el software TSM. Del
mismo modo, agradezco al profesor Norman Giraldo por su revisión y sugerencias. Final-
mente, le doy las gracias al profesor Sergio Yáñez por su motivación y a mi esposa Catalina




Los modelos Autoregresivos con Heterocedasticidad Condicional (ARCH) y su generaliza-
ción (modelos GARCH) han sido una herramienta ampliamente usada en el análisis de las
series de tiempo financieras. Una alternativa a estos, son los modelos GARCH Switching de
Markov (MS-GARCH), pues permiten incorporar posibles cambios estructurales en el pro-
ceso de media o varianza condicional como un fenómeno completamente aleatorio. En este
sentido, el objetivo del presente trabajo es determinar si la estructura de dependencia del
Índice General de la Bolsa de Valores de Colombia y Colcap puede ser explicada adecuada-
mente por medio de modelos Switching de Markov con heterocedasticidad condicional. Los
resultados del ejercicio muestran que es apropiado usar el enfoque propuesto, en la medida
que los procesos de varianza condicional de los retornos de los ı́ndices parecen estar sujetos
a cambio de régimen y pueden ser descritos por un modelo AR(p)- AGARCH(m,s) con dos
posibles estados, uno de ellos asociado con una mayor volatilidad del mercado.
Palabras clave: Modelos GARCH Switching de Markov, Volatilidad condicional, Índi-
ce Bursátil, Colcap, Distribución GED, HYAGARCH, ARFIMA, HYAPARCH.
Abstract
Autoregressive models with conditional heteroscedasticity (ARCH) and their generalization
(GARCH models) have been a widely used tool in the analysis of financial time series. An
alternative tool are the Markov GARCH Switching models (MS-GARCH), they allow to
incorporate possible structural changes in the process of mean or conditional variance as
a completely random phenomenon. The main aim of this work is to determine if the de-
pendency structure of the General Stock Exchange Colombia Index and Colcap could be
explained by MS-GARCH models. The results of the exercise show that it is appropriate
to use this approach because the conditional variance processes of the stock index returns
appear to be subject to regime change and can be described by an AR(p)-AGARCH(m,s)
with two possible states, one of them associated with greater market volatility.
Keywords: Markov GARCH Switching models, Conditional volatility, Stock index,
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2.4.1. Método de Máxima Verosmilitud y el Algoritmo EM . . . . . . . . . 19
2.4.2. Enfoque de estimación Bayesiano . . . . . . . . . . . . . . . . . . . . 21
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1. Introducción
El análisis de las series de tiempo financieras hace referencia a la valoración de los activos
en el tiempo, dichas series presentan caracteŕısticas que exigen un tratamiento diferente a
las series de tiempo tradicionalmente estudiadas. Particularmente la varianza condicional es
cambiante en el tiempo y no es directamente observable. De esta manera, la teoŕıa estad́ıstica
y sus métodos son un punto central en su análisis [Tsay, 2010]. Aśı mismo, un tratamiento
adecuado de estas a través de modelos que expliquen sus propiedades resulta ser un valioso
instrumento en la gestión de riesgo, por parte de los agentes participantes en los mercados
financieros.
Al respecto, los modelos Autoregresivos con Heterocedasticidad Condicional (ARCH) de
[Engle, 1982] y su generalización -generalized ARCH (GARCH)- por parte de [Bollerslev, 1987]
han sido herramientas ampliamente usadas en el análisis de las series de tiempo financieras.
En efecto, [Bollerslev et al., 1992] muestran diferentes aplicaciones de los modelos GARCH,
evidenciando un mejor desempeño en pronosticar la varianza condicional en comparación
con metodoloǵıas que asumen varianza constante en el tiempo; además, parecen representar
la dinámica de la volatilidad adecuadamente.
Al mismo tiempo, se han desarrollado numerosas variantes de esta clase de modelos que per-
miten dar cuenta de las principales propiedades de las series de tiempo con heterocedasticad
condicional. Entre ellos, se pueden mencionar, el modelo GARCH integrado (IGARCH),
el GARCH exponencial (EGARCH) [Tsay, 2010]. También resaltan modelos que tratan de
capturar de manera más adecuada algunos hechos estilizados que han exhibido las series de
tiempo financieras a lo largo su historia, como lo son: distribuciones leptocúrticas, clusters
de volatilidad, saltos inesperados en los precios por uno o dos periodos [Fama, 1970]. Aśı
mismo, periodos de alta o baja volatilidad tienden a ser seguidos por epocas de volatilidad
más moderada [Hsieh, 1995].
Por ejemplo, el modelo FIAPARCH de [Tse, 1998] resulta ser una generalización de modelos
de series de tiempo con heterocedasticidad condicional; no obstante, bajo ciertas condicio-
nes podŕıa arrojar resultados contraintuitivos relacionados a la no existencia de la varianza
incondicional. Es por ello, que [Davidson, 2004b] y [Schoffer, 2003] proponen una familia
de modelos paramétricos conocidos como los HYAPARCH que admiten no estacionariedad
en la ecuación de varianza condicional, pero su varianza incondicional si existe, dadas unas
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restricciones sobre los parámetros en la especificación del modelo de volatilidad.
A pesar de esa amplia familia de modelos paramétricos que permiten modelar las series
de tiempo con heterocedasticad condicional, los GARCH han resultado ser muy populares
a la hora de ser usados por los investigadores para realizar pronósticos de la volatilidad
[Klaassen, 2002]. Sin embargo, [Klaassen, 2002] señala que dichos modelos no muestran un
buen comportamiento en periodos de estrés financiero, debido a la alta persistencia que ejer-
cen grandes innovaciones sobre los pronósticos.
A propósito, [Hamilton and Susmel, 1994] muestran que la forma funcional para la predicción
de la volatilidad en un modelo GARCH(1,1) es descrita por una ecuación en diferencias de
primer orden, donde las innovaciones del pasado ejercen un mayor peso sobre los pronósticos
de la volatilidad a medida que el parámetro de decaimiento exponencial se acerca a uno. Por lo
tanto, lo anterior no es compatible con los hechos estilizados observados en los mercados, don-
de grandes innovaciones tienden a desaparecer rápidamente [Hamilton and Susmel, 1994].
En este sentido, diferentes autores se han preocupado por estudiar las causas de la al-
ta persistencia que capturan estos modelos al ser aplicados a casos reales. Por ejemplo,
[Lamoureux and Lastrapes, 1990] muestran que este hecho se debe a la mala especificación
en los modelos de volatilidad; en efecto, cuando el proceso de varianza condicional experi-
menta cambios estructurales que no son tenidos en cuenta en la descripción de la volatilidad,
la persistencia en la varianza condicional es mayor.
Una propuesta que comenzó a tomar fuerza desde la década de los noventa y ha permitido in-
corporar cambios estructurales a la hora de describir la dinámica de la varianza condicional,
resultan ser los modelos ARCH y GARCH Switching de Markov (MS-GARCH) o mode-
los de estados con heterocedasticidad condicional, propuestos inicialmente por [Cai, 1994],
[Hamilton and Susmel, 1994] y [Gray, 1996]. Esta familia de modelos, se caracteriza por in-
corporar posibles cambios estructurales que experimenta la varianza condicional de los acti-
vos financieros como un fenómeno completamente aleatorio, descrito por una variable estado
no observable.
De hecho, bajo esta representación es posible admitir que la forma funcional para la vola-
tilidad condicional sea diferente entre los estados o reǵımenes, al igual que los valores de
los parámetros. Entendiéndose, un estado como una situación de alta o baja volatilidad que
experimentan los mercados financieros en un determinado periodo de tiempo; por lo tanto,
la dinámica de la varianza condicional se puede describir de manera diferente, dependiendo
de la situación (alta o baja volatilidad) en la que se encuentre el proceso.
En [Hamilton, 1989] se propuso por primera vez la idea de incorporar los cambios de estados
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o reǵımenes en el contexto del análisis de las series de tiempo, al notar que muchas series
económicas parecian seguir procesos estacionarios pero por tramos o periodos de tiempo.
Los anteriores cambios estructurales se deben a eventos como guerras, desastres naturales,
pánicos en los mercados financieros o cambios en poĺıticas económicas. Estas situaciones,
pueden ser explicadas por una variable estado o régimen aleatoria, discreta, no observable y
descrita por una cadena de Markov. Por lo tanto, los cambios estructurales se conciben como
un proceso aleatorio que no es perfectamente predecible y admite que la serie en periodos
futuros, retornen a estados anteriormente visitados [Hamilton, 1994].
En el contexto del análisis de las series de tiempo financieras, [Hamilton and Susmel, 1994]
y [Cai, 1994] fueron los primeros incorporar cambios de estados en modelos que describen la
varianza cambiante en el tiempo. En efecto, ambos trabajos presentan los modelos ARCH
Switching de Markov, permitiendo que la estructura de dependencia de la varianza condi-
cional sea descrita por diferentes ordenenes en sus componentes autorregresivos y los valores
para los parámetros sean, distintos de acuerdo al estado o régimen de volatilidad vigente en
un determinado periodo de tiempo.
Del mismo modo, estas propuestas fueron ampliadas por [Gray, 1996] y [Klaassen, 2002]
quienes desarrollan modelos que incorporan en la ecuación de la varianza condicional varia-
bles proxy a la especificación GARCH con cambio de régimen, haciendo posible la estimación
de los parámetros y las variables estado por el método de Máxima Verosimilitud, usando el
algoritmo Expectation - Maximization (EM ).
También, cabe mencionar el trabajo desarrollado por [Bauwens et al., 2010], quienes extien-
den el modelo GARCH de [Bollerslev, 1987] a la familia de modelos Switching de Markov,
mostrando anaĺıticamente las condiciones de estacionariedad débil y estricta en el proceso
de varianza condicional; además, proponen métodos propios de la inferencia Bayesiana que
permiten obtener la estimación de los parámetros y la variable estado.
En este sentido, el presente trabajo de grado pretende realizar una aproximación diferente
a la hora de modelar la volatilidad de portafolios de acciones que cotizan en la Bolsa de
Valores de Colombia (BVC) empleando esta clase de modelos de estados. En particular, se
intentará determinar si la estructura de dependencia del Índice General de la Bolsa de Va-
lores de Colombia (IGBC) y Colcap pueden ser explicadas a través de modelos de cambio
de régimen con heterocedasticidad condicional, los cuales enventualmente pueden ofrecer
mejores interpretaciones de los resultados obtenidos desde el punto de vista económico y
financiero, pues los reǵımenes pueden corresponder a diferentes fases del ciclo económico
[Hamilton and Lin, 1996].
Por lo tanto, resulta interesante determinar si en el mercado bursátil colombiano se presentan
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cambios de régimen; es decir, estados de alta (baja) volatilidad, cambios estructurales en el
proceso de media o varianza y la persistencia de grandes innovaciones; permitiendo evaluar
el comportamiento de la volatilidad asociada a los retornos de los activos financieros. El
presente trabajo encontró que resulta conveniente explicar la estructura de dependencia de
la dinámica de los retornos por medio de los modelos Switching de Markov; especificamente,
para los retornos del ı́ndice Colcap se identificó un modelo AR(p)-AGARCH(m,s) con cam-
bio de régimen en el proceso de varianza condicional, que explica de manera adecuada su
estructura de dependencia con dos posibles estados; uno asociado a los diferentes periodos
de alta volatidad que ha experimentado el mercado colombiano.
También puede modelarse la dinámica de los rendimientos del IGBC con un modelo AR(p)-
AGARCH(m,s) Switching de Markov. Desde el punto de vista metodológico se siguió una
propuesta en la búsqueda de los posibles modelos con cambio de régimen tipo Bottom-up
Way ; es decir, se procede de abajo hacia arriba. Este enfoque, consiste en proponer en un
principio modelos muy simples y revisar en cada ajuste medidas de desempeño hasta encon-
trar modelos en los cuales se validen los diferentes supuestos en los que se basa el marco
teórico implementado. Del mismo modo, es relevante encontrar modelos que no incorporen
cambios de estados y aśı sirvan de benchmark.
2. Generalidades de los modelos GARCH
Switching de Markov (MS-GARCH)
Una serie de tiempo se define informalmente como una sucesión ordenada de observacio-
nes de variables aleatorias, cuyo orden se hace en el tiempo o el espacio. La caracteŕıstica
fundamental de una serie de tiempo es que dichas observaciones presentan estructuras de
dependencia o correlación. Por lo tanto, el objetivo de estudio en el análisis de las series de
tiempo es tratar de determinar el mecanismo o modelo que genera los datos basados en su
estructura de dependencia [Wei, 2006].
En particular, uno de los propósitos en el análisis de series de tiempo es dar conclusiones
acerca de la memoria de la serie; es decir, determinar si la serie presenta memoria corta
(estacionaria), implicando que las realizaciones del pasado aportan cada vez menos en la
formación de valores actuales. En contraste, se encuentran series de tiempo con memoria
persistente. En este sentido, la principal diferencia en la clase de memoria de las series de
tiempo hace referencia al número de periodos que tarda en desaparecer una innovación que
entra al sistema.
Dado lo anterior, la metodoloǵıa tradicionalmente usada en el estudio de este tipo de proble-
mas fue desarrollada por [Box and Jenkins, 1970]. Esta propuesta consiste en identificar un
modelo preliminar, realizar su estimación, hacer diagnósticos o validación de los supuestos
y su uso posterior para pronóstico y control. Para ello, se propone representar las series de
tiempo estacionarias o de memoria corta a través de los modelos ARMA. Formalmente, si
yt es una serie de tiempo, se dice que sigue un modelo ARMA(p, q) si:








θjat−j + at (2-1)
donde {at} es un proceso ruido blanco; es decir, es una sucesión de variables aleatorias no
correlacionadas, de una misma distribución con E[at] = µa y var(at) = σ
2
a. El modelo (2-1)
se puede escribir de una manera mas compacta usando el operador rezago (B)
φ(B)yt = θ0 + θ(B)at. (2-2)
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Se dice que el modelo (2-1) o (2-2) es estacionario o de memoria corta e invertible si todas
las ráıces (B) de los polinomios φ(B) = (1 − φ1B − . . . − φpBp) = 0 y θ(B) = (1 − θ1B −
. . . − θqBq) = 0 tienen un módulo |B| > 1 o equivalentemente, sus ráıces caen fuera del
ćırculo unidad; además, no tienen factores comunes entre ellos. Por otra parte, el proceso
es no estacionario o de memoria persistente, si el polinomio φ(B) = 0 tiene al menos una
ráız que cae sobre el ćırculo unidad y tienen una representación por medio de los modelos
ARIMA(p, d, q) como se sigue [Wei, 2006].
φ(B)(1−B)dyt = θ0 + θ(B)at. (2-3)
Siendo d el número de veces que se debe diferenciar el proceso {yt} para obtener una serie de
tiempo estacionaria. Cuando el parámetro d toma valores enteros reales positivos, se dice que
la serie yt es integrada de orden d y es de memoria persistente. Sin embargo, [Granger, 1980]
y [Granger and Joyeux, 1980] proponen una familia más amplia de modelos en el análisis de
series de tiempo donde el valor de d no es necesariamente un entero.
Se dice que una serie de tiempo es fraccionalmente integrada si d es un número real no
entero; del mismo modo, posee memoria larga y es estacionaria si 0 < d < 0.5, donde su
principal caracteŕıstica es que la función de autocorrelación decae hiperbólicamente a cero.
Por su parte, en [Palma, 2007] se muestra que el operador de diferenciación fraccional se









(−B)k = 1− dB − d(1− d)
2!
B2 − d(1− d)(2− d)
3!
B3 − · · · (2-4)
En general, [Granger and Joyeux, 1980] señalan que la diferenciación excesiva de una serie
de tiempo con el objetivo de obtener un proceso con media y varianza finita, podŕıa tener
como consecuencia remover componentes de bajas frecuncias el cual resulta ser importante
para formar pronósticos del proceso en el largo plazo [Lemus and Castaño, 2013]. Por lo tan-
to, se hace relevante contar con herramientas que permitan realizar contrastes estad́ısticos y
tomar decisiones acerca de la persistencia o memoria de una serie de tiempo.
Al respecto, [Lemus, 2012] presenta una śıntesis de esta clase de pruebas en las cuales se
determina con cierto nivel de confianza la existencia de ráıces fraccionales; al mismo tiem-
po, desarrolla un test para realizar contrastes sobre la existencia de una ráız fraccional en
una serie no estacionaria, basándose en la propuesta desarrollada por [Castaño et al., 2010],
encontrando un buen desempeño en términos de tamaño y potencia. Aśı mismo, autores
como [Palma, 2007] presentan una explicación de las diferentes propiedades estad́ısticas de
las series de tiempo fraccionalmente integradas.
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2.1. Los modelos Switching de Markov en Media
Muchas series de tiempo económicas o financieras presentan cambios en la evolución de su
proceso de media, los cuales se deben a intervenciones exógenas o endógenas; del mismo mo-
do, exhiben estructuras de dependencia no lineales. Por lo tanto, su tratamiento en muchas
aplicaciones exige utilizar herramientas diferentes a los tradicionales modelos ARMA o ARI-
MA. Debido a lo anterior, durante las últimas dos décadas se han desarrollado numerosos
instrumentos para analizar series de tiempo no lineales, entre ellas se destacan los Threshold
Autoregresive Model (TAR) de [Tong and Lim, 1980], los Smooth Transition Autoregresive
(STAR), las redes neuronales, modelos de estado-espacio no lineales.
También, sobresalen los Markov Switching Models o modelos con cambios de régimen de
Markov propuestos por [Hamilton, 1989], siendo usados inicialmente para estudiar propieda-
des de las series de tiempo económicas y financieras no lineales y con cambios estructurales;
aśı mismo, han sido aplicados en diferentes campos del conocimiento como en la medicina
para el estudio de los electroencefalogramas o en la meteoroloǵıa para modelar las series de
los vientos en el tiempo, véase [Franke, 2012]. Esta clase de modelos permiten describir las
series de tiempo por medio de una variable aleatoria no observable y finita {st}, la cual se
define como la realización de un proceso estocástico que solo toma valores discretos, repre-
sentada por una cadena de Markov de primer orden [Hamilton, 1994].
Por ejemplo, el siguiente modelo se le llamaMarkov Switching Autoregresive Model de primer
orden, con dos posibles estados o reǵımenes.
yt = θst + φstyt−1 + σstǫt, st = {1, 2} (2-5)
donde yt es la realización de un proceso estocástico observable que tiene una estructura de de-
pendencia o correlación entre realizaciones pasadas y presentes, ǫt ∼ i.i.d.N(0, 1) y at = σstǫt,
representan las innovaciones que entran al sistema en cada periodo. La variable aleatoria st
es la encargada de marcar el régimen vigente del proceso {yt} en cada momento del tiempo
t, permitiendo tener dos estructuras de dependencia para la serie de tiempo descrita en (2-5).
Además, la ley de probabilidad para st al ser explicada por una cadena de Markov de
primer orden, presenta otra estructura de dependencia en el proceso {yt, st}; admitiendo,
incorporar al anális el concepto de persistencia asociado a la posibilidad de permanecer
o cambiar de estado en un periodo de tiempo determinado para {yt}, dada la función de
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la anterior corresponde a la matriz de transición y muestra de probabilidad que el proceso
pase a un estado en t, st = i dado que en t− 1 se encontraba en st−1 = j, con i, j = 1, 2; por
ejemplo, P21 = P (st = 2|st−1 = 1) representa la probabilidad que el proceso pase al estado
st = 2 dado que en t− 1 se encontraba en el st−1 = 1.
Aśı, cada columna de la matriz P recorre todo el espacio probabiĺıstico de la variable esta-
do {st} condicionado a la realización en el periodo inmediatamente anterior, {st−1}; por lo
tanto, la suma de cada elemento Pi1 + Pi2 = 1, para i = 1, 2. Además, para el proceso {st}
se asumen otras caracteŕısticas importantes como lo son probabilidades de transición cons-
tantes en el tiempo, cadenas de Markov ergodicas (estacionarias), sin estados absorbentes
(0 < Pij < 1) y no periódicas [Hamilton, 1994].
[Hamilton, 1994] señala que puede usarse el esquema de las cadenas de Markov para describir
el proceso seguido por la variable no observable {st} porque genera pronósticos significati-
vos; es decir, tiene en cuenta la probabilidad del cambio de régimen Pij a la hora de formar
pronósticos F−pasos adelante del proceso {yt}. Al respecto, esta clase de modelos incluye
la posibilidad de ocurrencia de eventos de corta duración y at́ıpicos en periodos de tiempo
muy largos. Por ejemplo, en una serie de retornos de un activo financiero observada en un
periodo de 10 años (aproximadamente 2000 datos), posiblemente se puedan identificar uno o
dos eventos caracterizados por bajos retornos y alta volatilidad (probablemente 100 datos),
haciendo referencia a un probable cambio de régimen.
Estos pronósticos se hacen posibles al aprovechar las propiedades de ergodicidad, estados
no absorbentes y cadena de Markov no periódica que describe el proceso latente st. Par-
tiendo de lo anterior, se pueden formar pronósticos F − pasos adelante para st; en efecto,
[Hamilton, 1994] presenta de manera detallada que el proceso st es descrito por un vector
autorregresivo de primer orden [VAR(1)]. Para ello, define el vector:
ξt =
{
(1, 0)′ si st = 1
(0, 1)′ si st = 2
Entonces, sabiendo que las probabilidades de transición representan un valor esperado con-
dicional, se puede obtener el valor esperado del proceso st en el periodo t + 1, como se
sigue:





Por lo tanto, E[ξt+1|ξt] = Pξt y dado que el proceso st sigue una cadena de Markov de primer
orden, entonces E[ξt+1|ξt, ξt−1, ξt−2, . . .] = Pξt, dando como resultado:
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ξt+1 = Pξt + vt+1 (2-6)
siendo vt+1 una secuencia martingala en diferencias con media cero. Entonces, ξt+F y su valor
esperado condicionado hasta la información disponible en t, son descritos por las siguientes
ecuaciones.
ξt+F = vt+F + Pvt+F−1 + P
2vt+F−2 + . . .+ P
F−1vt+1 + P
F ξt (2-7)
E[ξt+F |ξt, ξt−1, . . .] = P F ξt (2-8)
las expresiones anteriores resultan fundamentales en el proceso de estimación de los paráme-
tros y en la inferencia de las realizaciones del proceso latente {st}, presentados en la subsec-
ción 2.4.1. Al mismo tiempo, son esenciales para construir los pronósticos F− pasos adelante
del proceso {yt} mostrado en la subsección 2.4.3.
Por otra parte, una diferencia con los modelos TAR es la estructura de dependencia pre-
sentada por la variable estado {st}; en efecto, bajo ciertas condiciones los modelos TAR se
pueden ver como un caso particular de los modelos Switching de Markov cuando {st} es inde-
pendiente de sus realizaciones pasadas. Además, el modelo (2-5) presenta ventajas sobre los
modelos tradicionalmente empleados para describir series de tiempo con cambio estructural,
usando variables dummy (véase [Wei, 2006], caṕıtulo 10), pues no admiten la posibilidad que
la serie experimente otro cambio de régimen debido al mismo evento, y retornen situaciones
previas a los cambios [Hamilton, 1994].
En resumen, los Markov Switching Models se pueden considerar como una generalización
de la familia de modelos parámetricos desarrollados para el análisis de series de tiempo no
lineales, gracias a su flexibilidad para capturar los cambios de estados y representar diferentes
estructuras de dependencia para el mismo proceso estocástico {yt}.
2.2. Análisis de Series de Tiempo con Heterocedasticidad
Condicional
El análisis de series de tiempo con heterocedasticidad condicional; entre ellas, las series de
tiempo financieras, poseen una particularidad respecto a aquellos procesos estocásticos tra-
cionalmente estudiados (ecuaciones (2-1) y (2-3)); pues su varianza condicional resulta ser
cambiante en el tiempo. Es decir, aparte de representar la dinámica de la media del proceso,
también es necesario capturar de la mejor manera posible, las relaciones de dependencia de
la varianza condicionada a la información disponible o estructuras de dependencia no lineales
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[Tsay, 2010].
Al respecto, [Engle, 1982] propone por primera vez, una manera simple de explicar es-
te tipo de fenómenos a través de los modelos ARCH y su generalización por parte de
[Bollerslev, 1987] con los modelos GARCH. En general, se dice que un proceso {yt} pue-
de ser representado por un modelo GARCH(m, s) en la varianza condicional σ2t si:








θjat−j + at (2-9)
at = σtǫt (2-10)













La ecuación (2-9) captura la relaciones lineales del proceso {yt} por medio de un mode-
lo ARMA(p, q), mientras que la ecuación (2-11) explica la estructura de dependencia de
la varianza condicional del proceso {yt} (relaciones no lineales) y {ǫt} es una secuencia de
variables aleatorias independientes e identicamente distribuidas con media cero y varianza
uno. También, se propone un conjunto de restricciones para los parámetros de la ecuación
(2-11) con el fin de asegurar la positividad de la varianza condicional; esto es, ω0 > 0, αi ≥ 0
y βj ≥ 0, para i = 1, . . . ,m, j = 1, . . . , s [Tsay, 2010]. Dadas las condiciones anteriores, el
modelo descrito por el sistema (2-9), (2-10) y (2-11) es capaz de reproducir algunos hechos
estilizados de las series de tiempo financieras como distribuciones leptocurticas, clusters de
volatilidad y un aparente equilibrio en el largo plazo de la volatilidad.
Sin embargo, los modelos GARCH(m, s) presentan algunas debilidades a la hora de represen-
tar las caracteŕısticas de las series de tiempo; por ejemplo, los efectos asimétricos que pueden
producir las innovaciones negativas y positivas -efectos leverage-. Además, son limitados en
la medida que imponen muchas restricciones de forma simultanea sobre los parámetros y
tiende a sobreestimar la volatilidad, pues ésta responde lentamente a innovaciones aisladas
en las series de retornos de activos financieros [Tsay, 2010].
Del mismo modo, una de las principales cŕıticas que han recibido los modelos GARCH(m, s)
esta asociada al alto grado de persistencia que han mostrado las diferentes aplicaciones de
estos modelos [Lamoureux and Lastrapes, 1990]; al respecto, [Hamilton and Susmel, 1994]
calculan una medida persistencia a partir de los pronósticos l -pasos adelante de la varianza
condicional desde el periodo h para el modelo GARCH(m = 1, s = 1), como se sigue:
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para la predicción un paso adelante (l=1), partiendo de h





pero a partir de h+2, es necesario realizar la siguiente reparametrización para la ecuación











t − 1) (2-14)
aśı para la predicción dos pasos adelante, h+ 2 se tiene






h+2 − 1) (2-15)
dadas las propiedades de independencia de las innovaciones aleatorias {ǫt}, se llega a:
σ2h(2) = ω0 + (α1 + β1)σ
2
h(1) (2-16)
generalizando, el pronóstico l-periodos adelante, partiendo de h se puede escribir aśı:
σ2h(l) = ω0 + λσ
2
h(l − 1), l > 1, λ = α1 + β1 (2-17)
Lo anterior, quiere decir que el pronóstico l -periodos adelante, dada la información hasta t
sigue una ecuación en diferencia de primer orden, con un parámetro de decaimiento λ; por
lo tanto, si se comienza a iterar dicha ecuación hasta el origen t = 0 se observa que entre
más se acerque a uno el valor de λ, las innovaciones pasadas presentan una alta ponderación
en la formación de predicciones para la volatilidad.
De esta manera, la alta persistencia no es compatible con el bajo desempeño en los pronósticos
arrojados por esta clase de modelos en ciertas situaciones, dado que la persistencia es asocia-
da con la realización de buenos pronósticos en el largo plazo [Granger and Joyeux, 1980]. Sin
embargo, cuando ocurren grandes shocks en el mercado (cáıdas extremas en los precios de
los activos) estos modelos predicen que perduraran en el largo plazo; no obstante, la realidad
de los mercados financieros ha mostrado que las grandes innovaciones parecen desaparecer
rápidamente [Hamilton and Susmel, 1994].
Como se mencionó anteriormente, existen una gran variedad de modelos paramétricos que
permiten dar cuenta de diferentes hechos estilizados que presentan las series de tiempo fi-
nancieras. Al respecto, vale la pena describir la propuesta desarrollada por [Schoffer, 2003]
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que representa diferentes particularidades encontradas a lo largo de los estudios emṕıricos de
las series de tiempo de retornos de activos financieros. En efecto, el autor propone el modelo
ARFIMA(p, dm, q)-HYAPARCH(m, dv, s) el cual se define como:
φ(B)(1− B)dm(yt − θ0 − ψ
′
1x1t) = θ(B)at (2-18)
at = σtǫt (2-19)
(1− α(B)− β(B))((1− τ) + τ(1−B)dv)g(at)δ = ω0 + ψ
′
2x2t + (1− β(B))ηt (2-20)
Donde la ecuación (2-15) cumple con las condiciones mencionadas al comienzo del presente
caṕıtulo; por ejemplo, todas las ráıces del polinomio φ(B) = 0 caen fuera del circulo uni-
dad, (1 − B)dm representa el factor de diferenciación fraccional, el cual se aplica sobre el
proceso yt corregido por el intercepto θ0 y las variables exógenas; en efecto, x1t es un vec-
tor columna 1xn que contiene un conjunto de n variables explicativas indexadas en el tiempo.
Por lo tanto, ψ1 es otro vector columna de dimensiones 1xn con los coeficientes asociados
a cada variable exógena. Por medio del polinomio θ(B) se capturan las relaciones de de-
pendencia lineales asociadas a las innovaciones at; aśı mismo, todas las ráıces del polinomio
θ(B) = 0 caen fuera del circulo unidad y no posee factores comunes con φ(B).
Por otra parte, ǫt es una secuencia de variables aleatorias independiente e identicamente
distribuida, ǫt ∼ iid(0, 1). La variable respuesta, esta dada de una manera no lineal por
g(at)
δ = (|at| − γat)δ, la cual trata de capturar los posibles efectos asimétricos, donde las
innovaciones positivas que ingresan al sistema se diferencian de las negativas. Además, no se
restringe que las relaciones no lineales explicadas por el modelo de volatilidad sean cuadráti-
cas, permitiendo ajustar a este tipo de estructura de dependencia no lineal potencias δ > 1.
Del mismo modo, se define la variable ηt = g(at)
δ − σδt la cual es una secuencia martingala
en diferencias, esto es E[ηt] = 0 y cov(ηt, ηt−j) = 0, ∀t 6= j. Esta transformación permite
escribir el modelo de varianza de una manera análoga a un proceso ARFIMA en términos
de la variable g(at)
δ.
Cada término del polinomio autorregresivo (1 − α(B) − β(B)) se definen como α(B) =
α1B + . . . + αmB
m, β(B) = β1B + . . . + βmB
m cuyas ráıces de los polinomios α(B) = 0 y
β(B) = 0 caen fuera del circulo unidad. Además, con el fin de obtener una transformación
potencial de la volatilidad que exista y sea positiva, se debe cumplir con ω0 > 0, δ > 1,
αi ≥ 0 y βj ≥ 0, para i = 1, 2, . . . ,m, j = 1, 2, . . . , s.
Al igual que el proceso de media, x2t es un vector columna 1xn que representa la realización
en el tiempo de n variables exógenas, las cuales pueden ser por ejemplo variables indica-
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Tabla 2-1.: Modelos anidados por la especificación HYAPARCH
Modelo
Restricciones
τ dv δ γ
GARCH 1 0 2 0
AGARCH 1 0 2 -
APARCH 1 0 - -
IGARCH 1 1 2 0
AIGARCH 1 1 2 -
APIGARCH 1 1 - -
FIGARCH 1 - 2 0
AFIGARCH 1 - 2 -
APFIGARCH 1 - - -
HYGARCH - - 2 0
HYAPARCH - - - -
doras que tratan de capturar posibles efectos calendario sobre la volatilidad o d́ıas durante
los cuales el mercado permanece cerrado, como lo propone [Nelson, 1991]. Al respecto, cada
componente del vector columna ψ2 son los coeficientes de los componentes x2t.
Finalmente, [Davidson, 2004b] propone trabajar de manera separada los conceptos de me-
moria y amplitud en el análisis de series temporales con heterocedasticidad condicional, en
la medida que introduce en el factor de diferenciación fraccional el parámetro τ permitiendo
modelar la amplitud o las variaciones en la varianza condicional, el cual debe cumplir con la
restricción 0 ≤ τ ≤ 1 para asegurar la estacionaridad débil y fuerte [Davidson, 2004b]. Del
mismo modo, dv representa el parámetro de diferenciación fraccional o memoria del proceso
de varianza condicional con 0 ≤ dv ≤ 1. En resumen, [Castaño et al., 2008a] señalan que el
modelo ARFIMA-HYAPARCH anida hasta diez especificaciones para el proceso de varianza
condicional, donde la tabla 2-1 tomada de [Castaño et al., 2008a] presenta el resumen de
estos diez modelos.
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2.3. Los Modelos GARCH Switching de Markov
(MS-GARCH)
[Lamoureux and Lastrapes, 1990] muestran varias aplicaciones de los modelos GARCH cu-
yas estimaciones de los parámetros sugieren una representación del proceso de varianza
condicional por medio de modelos IGARCH. No obstante, los mismos autores advierten de
la existencia de casos en los cuales se presentan posibles cambios estructurales en el proceso
de varianza condicional, conllevando a malas especificaciones de los modelos.
Estas observaciones han motivado a diferentes investigadores a desarrollar propuestas que
incorporan estos posibles cambios de estados en el proceso de varianza condicional. Una
alternativa ampliamente estudiada son los modelos Switching de Markov con heterocedasti-
cidad condicional (MS-GARCH). Al respecto, se han desarrollado diferentes especificaciones
para la ecuación de volatilidad.
[Hamilton and Susmel, 1994] y [Cai, 1994] presentan una primera aproximación a esta clase
de modelos, proponiendo los ARCH(m) Switching de Markov. Particularmente, en la pro-
puesta desarrolla por [Hamilton and Susmel, 1994], se trata de capturar el cambio de régimen
en la volatilidad condicional, incorporando un parámetro de escala que admite diferentes va-
lores para el resto de parámetros en la ecuación de varianza condicional, cuando el proceso
cambia de estado. A continuación, se presenta grosso modo la especificación propuesta por
los autores.









ãt = σtǫt, ǫt ∼ i.i.d.(0, 1) (2-24)
σ2t = ω0 +
α1
gst−1




Aśı pues, la varianza condicional σ2t evolucionará de acuerdo a los valores pasados de los
cuadrados de las innovaciones del sistema; también, dependerá de la dinámica de la variable
estado st, con el propósito de evidenciar los cambios de régimen en el proceso de varianza
condicional. Del mismo modo, bajo la especificación propuesta por los autores, se muestra
que a mayores valores para el parámetro que incorpora el cambio de estado en el proceso de
varianza condicional {gst}, el régimen correspondiente será caracterizado por tener menor
volatilidad y persistencia.
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De otro lado y con el objetivo de incorporar los cambios de régimen en los modelos GARCH(m, s),
autores como [Gray, 1996] proponen una aproximación diferente en la medida que las pro-
babilidades de transición de la variable estado es cambiante en el tiempo y depende de
rezagos de la variable respuesta {yt}. Con el fin de estimar los parámetros por el método de
Máxima Verosimilitud, propone la siguiente relación que describe el proceso de volatilidad
incondicional.
yt = µstt + at (2-26)
µstt = θst + φstyt−1 (2-27)
at = σtǫt, ǫt ∼ i.i.d.(0, 1) (2-28)




t−1, st = {1, 2} (2-29)
σ2t−1 = P1t−1{µ1t−1 + σ21t−1}+ P2t−1{µ2t−1 + σ
2
2t−1
} − {P1t−1µ1t−1 + P2t−1µ2t−1}2 (2-30)
A diferencia de la propuesta de [Hamilton and Susmel, 1994], [Gray, 1996] muestra una ma-
nera más parsimoniosa de describir la dinámica de la varianza condicional, en la medida que
autores como [Bauwens et al., 2010] han encontrado en aplicaciones emṕıricas que se hace
necesario incorporar varios términos rezagados de las innovaciones para capturar adecua-
damente las relaciones de dependencia de la volatilidad. No obstante, [Gray, 1996] propone
un modelo para la varianza condicional a la nueva información y también condicionada a la
variable estado {st} en la medida que se explica la evolución en el tiempo de {σ2stt} y no de
{σ2t }, siendo esta última una variable explicativa de la volatilidad condicional, alejándose de
la propuesta originalmente planteada por [Hamilton, 1989].
Al igual que [Gray, 1996], [Klaassen, 2002] presenta diferentes aproximaciones para explicar
la estructura de dependencia del proceso de varianza condicional, sin apartarse significativa-
mente del desarrollo de [Gray, 1996]. Sin embargo, [Haas et al., 2004] critican la propuesta
de [Gray, 1996] y [Klaassen, 2002] básicamente por dos razones que se explican a continua-
ción.
En primer lugar, señalan que derivar de manera anaĺıtica las condiciones de estacionariedad
en los modelos mencionados resulta ser complicado. En segundo lugar, la interpretación de
los parámetros de la ecuación de volatilidad en términos de la persistencia es confusa. Por
ello, los autores examinan una parametrización diferente para el proceso de volatilidad en
forma matricial, donde se trata de encontar el mecanismo generador de los datos para σ2stt.
Adicionalmente, muestran condiciones bajo las cuales los segundos momentos incondiciona-
les del proceso {yt} existen.
Por otra parte, [Bauwens et al., 2010] presentan la extensión de los modelos GARCH(m, s)
de [Bollerslev, 1987] a los modelos Switching de Markov. Además, desarrollan anaĺıticamente
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diferentes teoremas que muestran las condiciones bajo las cuales el modelo MS-GARCH(1, 1)
resulta ser débil y estrictamente estacionario, aśı como la ergodicidad del proceso conjunto
{yt, st}. Adicionalmente, proponen un enfoque propio de la inferencia Bayesiana que permite
obtener los estimadores de los parámetros. A continuación, se presenta el modelo y algunas
caracteŕısticas.
yt = µst + at, st = {1, 2} (2-31)
at = σtǫt, σ
2





Siendo µst el componente que describe la media del proceso y puede ser; por ejemplo, un
modelo ARMA(p, q) presentado en la sección 2.1 del presente documento. Por su parte, ǫt es
una secuencia de variables aleatorias independientes e identicamente distribuidas con media
cero, varianza uno e independiente de {st}. Aśı mismo, los parámetros de la varianza condi-
cional del proceso, (ωst , αst , βst)
′, dependen de las realizaciones de la variable estado {st}. La
anterior estructura paramétrica, permite capturar de manera diferenciada la dinámica de la
volatilidad en dos estados, al mismo tiempo admite diferentes grados de persistencia, según
el régimen vigente en t.
Adicional a las caracteŕısticas mencionadas del modelo MS-GARCH, para que el proceso sea
estrictamente estacionario, se asume que la variable estado st es descrita por una cadena
de Markov homogénea; además, se requiere la existencia de la varianza incondicional en al
menos un régimen; esto es, αi + βi < 1 para i = 1, 2. Bajo estas condiciones, el modelo
resulta ser geométricamente ergódico y estrictamente estacionario, indicando que la función
de autocovarianza para cualquier potencia positiva de la variable aleatoria yt decae a cero
exponencialmente [Bauwens et al., 2010].
Del mismo modo, los autores presentan condiciones bajo las cuales existen los momentos
incondicionales hasta de orden k. Además, se observa que las probabilidades de cambio de
estado Pij = P (st = i|st−1 = j), para i, j = 1, 2 juegan un papel importante a la hora de
determinar la estacionariedad débil y estricta para el proceso de varianza condicional. En
efecto, [Bauwens et al., 2010] por medio de un ejercicio de estática comparativa muestran
las condiciones bajo las cuales el modelo MS-GARCH(1, 1) es estacionario en varianza in-
condicional y la volatilidad condicional, la cual podŕıa ser representada por especificaciones
IGARCH en los diferentes régimenes, dados ciertos valores para las probabilidades de tran-
sición Pij .
En resumen, el modelo es flexible a la hora de describir la dinámica de la varianza condicional
porque admite la posibilidad que un estado sea IGARCH y el otro GARCH y al mismo tiem-
po, mantener las propiedades de estacionariedad en varianza incondicional. Por otra parte, es
necesario y suficiente que ambos reǵımenes cumplan con la condición αi+βi < 1, con i = 1, 2
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para tener un proceso estricta y débilmente estacionario en sus momentos incondicionales.
Sin embargo, bajo ciertos valores para las probabilidades de transición se admiten que los
procesos de varianza condicional en ambos reǵımenes sean descritos por modelos IGARCH y
seguir conservando propiedades de estacionariedad estricta y débil en sus momentos incon-
dicionales [Bauwens et al., 2010].
2.4. Estimación y pronósticos de los Modelos MS-GARCH
Uno de los problemas centrales que se han tratado alrededor de esta clase de modelos son
las diferentes aproximaciones que han hecho factible obtener estimadores para los paráme-
tros y el filtrado o estimación de la variable latente {st}, a partir de los datos observados
del proceso {yt}. Al revisar la literatura referente a la estimación se destacan dos hechos
fundamentales.
En primer lugar, se propone usar el Método de Máxima Verosmilitud por medio del al-
goritmo EM, el cual a través de un procedimiento iterativo permite reconstruir el proceso
{st} y obtener estimaciones consistentes y asintóticamente normales para los parámetros
[Douc et al., 2004]. En segundo lugar, se han propuesto métodos de estimación Bayesianos a
partir de simulaciones Monte Carlo con el fin de encontrar los estimadores de los parámetros
y el filtrado de la variable estado de manera conjunta.
Por lo tanto, el alcance de esta sección es presentar los dos enfoques principalmente utilizados
para obtener los estimadores de los parámetros y el filtrado de st, con el fin de mostrar un
panorama general de los modelos con cambio de régimen en el análisis de las series de tiempo.
Respecto al Método de Máxima Verosimilitud es pertinente anotar que para obtener estima-
dores de los parámetros en especificaciones con componentes de medias móviles en el proceso
de media o parámetros GARCH en la ecuación que describe la dinámica de la varianza con-
dicional, [Augustyniak, 2013] desarrolló la manera de emplear este método. A la hora de
extender el modelo de [Hamilton and Susmel, 1994] al MS-GARCH se presenta el problema
de path-dependence, el cual hace referencia a la imposibilidad de evaluar la función de verosi-
militud incondicional; de otra manera, es necesario evaluar todas las posibles secuencias por
las cuales pudo haber pasado el proceso en cada periodo t, haciendo el proceso de estimación
computacionalmente intratable [Gray, 1996].
Por lo demás, se asumirá que ǫt ∼ iidN(0, 1); asimismo, se suponen dos posibles estados
(k = 2) para el proceso st = {1, 2} la cual cumple todas las caracteŕısticas mencionadas en
la sección 2.1, con probabilidades de transición incondicionales o estacionarias descritas por
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π = (π1, π2)
′ y se denotará el vector de parámetros del modelo como:
Θ = (θ1, θ2, φ1, φ2, ω1, ω2, α1, α2, β1, β2, P11, P22, π1, π2)
′
a continuación, se mostrará de manera muy general el uso de estos dos métodos en la esti-
mación de los parámetros y la variable estado.
2.4.1. Método de Máxima Verosmilitud y el Algoritmo EM
Como se mencionó, el Método de Máxima Verosimilitud es una herramienta útil a través
de la cual se obtienen los estimadores para los parámetros y a la vez se reconstruye la va-
riable estado, todo a partir de los datos observados y = {y0, y1, . . . , yT} para el modelo
MS-GARCH(m, s).
Lo anterior, se logra mediante la implementación del algoritmo EM , el cual permite reem-
plazar las realizaciones de la variables estado s = {s0, s1, . . . , sT} por sus valores esperados
condicionados a los datos denotado por P (st = j|yt, . . . , y0; Θ). Esto se logra utilizando un
esquema recursivo que permite obtener dichos valores esperados dados los datos y valores
iniciales para los parámetros. Al mismo tiempo, con estos valores es posible evaluar la fun-
ción de verosimilitud para conseguir los estimadores de los parámetros dados los datos y los
valores esperados de la variable estado.
Aśı pues, se repetirá este procedimiento hasta lograr maximizar la función de verosimilitud
en la medida que se cumpla algún criterio de convergencia. Siguiendo a [Hamilton, 1994]
y [Hamilton and Susmel, 1994], se puede construir dicho esquema iterativo, planteando en
primer lugar la función de densidad de una realización del proceso {yt} condicionada a {st}
y {Θ}, como se sigue:
ηt =
[
f(yt|st = 1, y0, . . . , yt−1)
f(yt|st = 2, y0, . . . , yt−1)
]
Al asumir una distribución de probabilidad normal para las innovaciones {ǫt}, se escribe


























Partiendo de cada componente del vector {ηt}, se llega a la función de densidad de probabili-
dad de cada observación del proceso {yt} incondicional a la variable estado, pero condicionada
a los datos hasta t− 1 y a los parámetros, como se muestra a continuación.
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Luego de tener la densidad incondicional de cada valor observado para la variable, se puede
construir la función de verosimilitud de los parámetros dado los datos, como se sigue:

















De la expresión anterior, todo se conoce excepto el termino P (st = j|yt−1, . . . , y0; Θ); el cual
equivale a la función de densidad de la variable estado condicionada a los datos hasta el
periodo t y los parámetros. Es por ello, que se propone crear el esquema recursivo, con el
cual se obtendran los valores condicionados de toda la secuencia {st} a partir de valores
iniciales de los parámetros y las variables evaluadas en t = 0, s0 y y0. Para encontrar este
esquema recursivo se parte de la siguiente definición:
P (st = j|y0, . . . , yt; Θ) =
f(yt, st|y0, . . . , yt; Θ)
f(yt|y0, . . . , yt; Θ)
, j = 1, 2 (2-35)
A través de la expresión anterior se infiere cual es la probabilidad para la realización de la
secuencia {st} provenga del régimen j, j = 1, 2 en el periodo t, dada la información hasta t
del proceso {yt} y los parámetros poblacionales [Hamilton, 1994]. Partiendo de la definición
anterior, la expresión se puede escribir condicionada a términos pasados de la variable estado
{st−1} y el proceso {yt−1, . . . y0}, como se sigue:
P (st = j|yt, . . . , y0; Θ) =
P (st = j|yt−1, . . . , y0)f(yt|st = j, y0, . . . , yt−1; Θ)
f(yt|yt−1, . . . , y0; Θ)
, j = 1, 2 (2-36)
Esta ecuación forma la base del sistema iterativo, en la medida que permite calcular el valor
esperado del proceso {st} condicionado a la información disponible hasta {y0, y1, . . . , yt}.
No obstante, para hacer el proceso computacionalmente más simple; también interesa saber
cual es el valor esperado del proceso {st+1} condicionado a las realizaciones de la secuencia
{y0, y1, . . . , yt}, E[st+1|y0, y1, . . . , yt], el cual se puede obtener a partir de la definición del
pronóstico un paso adelante condicionado de una cadena de Markov de primer orden, descrito
como se sigue [Hamilton, 1994].




PjiP (st = j|yt, . . . , y0; Θ), i, j = 1, 2 (2-37)
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Partiendo de la función de densidad incondicional (2-33), y el esquema iterativo conformado
por las ecuaciones (2-36) y (2-37), lo que queda es obtener los valores para el vector de
parámetros Θ̂M.V que maximizan la función de verosimilitud (2-34). Lo anterior, se puede
esquematizar en los siguientes pasos.
Proponga un conjunto de valores iniciales para cada uno de los componentes del vector
de parámetros Θ(0).
Parta de un valor inicial para el comienzo del esquema iterativo P (st = j|y0, . . . , yt; Θ0),
ecuación (2-36); al respecto, [Hamilton, 1994] propone tomar como valor inicial πj, j =
1, 2.
Calcule de manera iterativa los valores esperados de la variable estado st dado los datos
(y0, y1, . . . , yt−1) y los valores iniciales de los parámetros Θ
(0) para t = 1, t = 2, . . . , t =
T . Usando la ecuación (2-37).
Una vez se tienen los insumos anteriores, obtenga los valores de la función de densidad
de los datos incondicionada a la variable estado, ecuación (2-33) para t = 1, t =
2, . . . , t = T .
Con todos los elementos evalue la función de verosimilitud y obtenga un nuevo conjunto
de valores para los parámetros Θ(1).
Partiendo de Θ(1) vuelva y repita todo el proceso descrito hasta obtener el máximo de
la función de verosimilitud o se cumpla algún criterio de convergencia; por ejemplo, en
la m-ésima iteración se cumple que Θ(m) ≈ Θ(m+1).
2.4.2. Enfoque de estimación Bayesiano
Autores como [Bauwens et al., 2010], han propuesto otra metodoloǵıa con el propósito de ob-
tener estimadores al vector de parámetros Θ y a la reconstrucción del proceso {st} a través
de métodos bayesianos. En este sentido, estos autores utilizan el algoritmo de muestreo Gibbs
y griddy-Gibbs en el proceso de estimación del modelo MS-GARCH(1, 1), sobrepasando el
problema asociado al path-dependence al asumir la secuencia s = {s1, s2, . . . , sT} como un
conjunto de parámetros a estimar. Con el fin de utilizar esta técnica conforman tres bloques
para éstos.
El primero, esta compuesto por toda la secuencia de la variable estado {s1, s2, . . . , sT}. El
segundo bloque contiene las probabilidades de transición o función de densidad de probabli-
dad del proceso {st} descrita por P = {P11, P12, P21, P22}. El tercero, lo conforma el vector
Θ = (θ1, θ2, φ1, φ2, ω1, ω2, α1, α2, β1, β2).
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El esquema general consiste en dar un conjunto de valores iniciales para los bloques de
parámetros P (0) y Θ(0); aśı se procede a tomar una muestra aleatoria de las funciones de
densidad de probabilidad (f.d.p) de la variable estado {st} para cada realización de la secuen-
cia s(1) = {s(1)1 , s
(1)
2 , . . . , s
(1)
T } condicionados a los valores iniciales P (0) y Θ(0). Seguidamente,
se procede a obtener una muestra aleatoria tomada de la f.d.p de P obteniendo aśı un con-
junto de posibles valores P (1) condicionados a la secuencia {s(1)} y Θ(0).
Finalmente, se toma una muestra aleatoria de la f.d.p del vector Θ condicionada a s(1) y
P (1), consiguiendo una posible realización para el vector de parámetros denotado por Θ(1). El
proceso anterior se realiza cerca de 50.000 veces, para realizar inferencia sobre los parámetros
y la variable estado se dejan las últimas 30.000 posibles realizaciones de los diferentes bloques
[Bauwens et al., 2010]; representados como se sigue:
{s(30.000), s(30.001), . . . , s(50.000)}
{P (30.000), P (30.001), . . . , P (50.000)}
{Θ(30.000),Θ(30.001), . . . ,Θ(50.000)}
A continuación, se mostrará con más detalle como se obtienen las muestras aleatorias a partir
de las f.d.p condicionadas a cada bloque de parámetros.
El primer paso, es construir la f.d.p. para la secuencia {st} condicionada a los dos
bloques de parámetros con valores iniciales P (0), Θ(0) y a los datos y = {y0, y1, . . . , yT};
del mismo modo, se asume para la distribución a-priori un proceso Bernoulli Be ∼ (p),
como se sigue:























La estrategia consiste en evaluar la ecuación anterior en cada momento del tiempo
para los dos posibles valores de la variable latente st = {1, 2} obteniendo el score de
la f.d.p. denotado por f(st = j|·), con j = 1, 2. Una vez hecho esto, se normalizan
los resultados y se obtiene una posible realización para el proceso {st} al generar un





f(st = 1|·) + f(st = 2|·)
)
obteniendo aśı los primeros resultados de posibles valores para el primer bloque deno-
tado por s(1), al hacer el proceso para la secuencia s = {s1, s2, . . . , sT}.
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El objetivo del segundo paso se centra en obtener una muestra aleatoria de posibles
valores del segundo bloque de parámetros P condicionado a los datos y, al primer
bloque s(1) y los valores iniciales Θ(0). Para ello, los autores proponen una distribución
a-priori Beta ∼ (a, b), expresada como π(P ). Aśı, la f.d.p. condicional para P esta
dada por:
El objetivo del segundo se centra en obtener una muestra aleatoria de posibles valores
del segundo bloque de parámetros P condicionado a los datos y, al primer bloque s(1)
y los valores iniciales Θ(0). Para ello, los autores proponen una distribución a-priori
Beta ∼ (a, b), expresada como π(P ). Aśı, la f.d.p. condicional para P esta dada por:





Teniendo en cuenta que Θ(0) y los datos y son estad́ısticamente independientes respecto
a Pij ; además, esta propiedad se mantiene respecto a la distribución a-priori, entonces
la f.d.p. condicional para el bloque Pij quedaŕıa aśı:
f(Pjj|s(1)) ∝ P aij+njj−1jj (1− Pjj)aji+nji−1 (2-40)
siendo ajj y aji los parámetros de la distribución Beta; sin embargo, los autores pro-
ponen establecer aij = 1, para i, j = 1, 2 la cual converge a una distribución uniforme
U ∼ (0, 1). Por su parte, njj corresponde a la proporción de valores de la secuencia
s(1) en los cuales el estado st = st−1 = j y nji representa el porcentaje de valores
en los cuales st = i y st−1 = j. Con los insumos anteriores, se propone generar una
muestra para cada uno de los componentes del bloque de parámetros P , descrito por







Finalmente, para obtener posibles realizaciones del vector Θ, los autores usan el méto-
do griddy-Gibbs, el cual permite aproximarse a la función de distribución acumula-
da (f.d.a.), en la medida que no se puede obtener muestras aleatorias de Θ a partir
su f.d.p. condicionada a los bloques s(1), P (1) y a los datos y, pues la f.d.p. no tie-
ne una forma conocida para generar números aleatorios a partir de ella. Asimismo,
[Bauwens et al., 2010], proponen utilizar distribuciones a-priori uniformes para cada
componente del vector Θ, denotado por π(Θi) ∼ U(a, b). De lo anterior, la f.d.p. de Θ
esta dada por:
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En esta etapa se obtienen posibles realizaciones para cada componente del vector
Θ = (θ1, θ2, φ1, φ2, ω1, ω2, α1, α2, β1, β2) en cuatro pasos por cada componente. Por
ejemplo, para generar un valor aleatorio del parámetro ω1 se procede aśı.







1, . . . , ω
G
1 ). En segundo lugar, se usa la ecuación (2-41) para calcular el
kernel κ(ω
(i)
1 |θ01, θ02, φ01, φ02, ω02, α01, α02, β01 , β02 , s(1), P (1), y), consolidando los resultados en
un vector Gk = (κ1, . . . , κG). Con lo anterior, se obtienen los insumos para aproximar
la f.d.p. condicionada del parámetro ω1.









κ(ω1|θ01, θ02, φ01, φ02, ω02, α01, α02, β01 , β02 , s(1), P (1), y) dω1, i = 2, 3, . . . , G. (2-42)
Finalmente, en el cuarto paso se generan números aleatorios a partir de la f.d.p. u ∼
U(0, fG), al calcular la inversa de
f(ω1|θ01, θ02, φ01, φ02, ω02, α01, α02, β01 , β02 , s(1), P (1), y)
se obtiene una posible realización del parámetro ω
(1)
1 . Luego de realizar estos cuatro
pasos para cada uno de los componentes del bloque Θ, se cuenta con el primer conjun-
to de posibles valores para los parámetros del modelo MS-GARCH(1, 1) denotado por
Θ(1).
2.4.3. Pronósticos de los Modelos MS-GARCH
Sin lugar a dudas un objetivo central a la hora de proponer modelos estad́ısticos que des-
criben la estructura de dependencia de los retornos financieros es realizar pronósticos del
retorno medio y su volatilidad. Lo anterior, es una herramienta útil para tomar decisiones
relacionadas con la gestión de portafolios financieros y administración del riesgo. Por lo tan-
to, el objetivo de esta sección es presentar algunos resultados concretos que permiten obtener
los pronósticos a partir de los modelos MS-GARCH, para ello se seguirá la propuesta desa-
rrolla por [Davidson, 2004a].
El autor tiene por objetivo presentar anaĺıticamente expresiones para el pronóstico F−pasos
adelante de un proceso yt que se puede describir de una forma genérica por un proceso
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ARMA(∞, q) y ARCH(∞) con cambio de régimen, porque [Granger and Joyeux, 1980] mos-
traron que un proceso ARFIMA(p, d, q) tiene una representación equivalente a través de una
especificación ARMA(∞, q); del mismo modo, [Davidson, 2004b] demostró que la varianza
condicional de un proceso descrito por modelos HYAGARCH(m, d, s), se pueden escribir
alternativamente por medio de un ARCH(∞). Por lo tanto, al encontrar una forma general
para los pronósticos en las especificaciones propuestas, es posible abarcar una gran familia
de parametrizaciones de los modelos Switching de Markov.









at = σtǫt, ǫt ∼ iid(0, 1) (2-44)







Sin embargo, con el propósito de hacer más didactica la presentación, se asumirá que el pro-
ceso de media es descrito por un modelo AR(1) y solo se presentan dos reǵımenes. Partiendo
de que se tiene una posible realización del proceso yT = {y0, y1, . . . , yT} y se quiere realizar el
pronóstico F−pasos adelante condicionado a todo el conjunto de información Ψ disponible
hasta T , entonces se quiere obtener E[yt+F |ΨT ]. Para ello, [Davidson, 2004a] asume que ΨT
esta conformado por el conjunto de parámetros Θ = {θ0j , φ1j, ωj , αmj pji}, siendo j = 1, 2 el
número de reǵımenes y yT representando toda la historia observada.
Otro supuesto de [Davidson, 2004a] es admitir que las probabilidades incondicionales a los
estados pasados, pero condicionadas a todo el conjunto de información y los parámetros
P (st = j|yt, . . . , y0; Θ) de la ecuación (2-36) son dadas. Adicionalmente, se propone la varia-
ble indicadora de régimen definida como
lj(t) =
{
1 si st = j
0 en otro caso
aśı, el modelo de media en el periodo T + F estará descrito inicialmente por:
yT+F = θ0j + φ1jy(T+F )−1 + aT+F (2-46)
No obstante, el proceso en T + F dependerá de las 2F posibles trayectorias del proceso st
para t = T +1, . . . , T +F ; por lo tanto, [Davidson, 2004a] presenta explicitamente este hecho
por medio de la variable lj(t), para F = 1 se tiene:











siendo yT+1(j1) el régimen en el cual se encuentra el proceso en el periodo T + 1 dada toda
la iformación disponible hasta T , (ΨT ); al generalizar la expresión anterior, para T + F se










yT+F (j1, j2, . . . , jF ) (2-49)
Una vez [Davidson, 2004a] por medio de la ecuación anterior incorpora todas las posibles
trayectorias del proceso para el periodo T +1, T +2, . . . , T +F , demuestra que el pronóstico
F−pasos adelante del proceso {yt}, condicionado a toda la información disponible hasta T ,
se puede obtener de una manera iterativa.






θ0jF + φ1jFE[y(T+F )−1|ΨT ]
]
(2-50)





pjiP̂t−1,i, t = T + 1, . . . , T + F (2-52)
En resumen, [Davidson, 2004a] propone obtener el pronóstico F− pasos adelante incondi-
cional al reǵımen; ya que, permite recorrer todas las posibles secuencias que puede tener
el proceso {st}, t = T + 1, . . . , T + F . Lo anterior, se logra fácilmente luego de utilizar el
esquema recursivo propuesto para P̂tjt a la hora de obtener los estimadores de Máxima Ve-
rosimilitud y el filtrado de la variable estado presentados en la sección 2.1 y subsección 2.4.1.
Como se mencionó anteriormente, [Davidson, 2004b] muestra que una amplia familia de
modelos paraméticos mencionados en la tabla 2-1 pueden ser escritos de una manera equi-
valente en términos de un modelo ARCH(∞). En efecto, a continuación presentará como
se puede escribir un proceso MS-AGARCH(1, 1) de la forma MS-ARCH(∞), descrito por
[Dark, 2015].
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σ2t = κst + λst(B)a
2
t (2-56)
se requiere que si B es ráız de los polinomios (1−βstB) = 0 y (α1st +γNt)(B) = 0, para st =
{1, 2}, caigan fuera del ćırculo unidad. Dada la representación anterior, [Davidson, 2004a]
demuestra que el pronóstico F−pasos adelante para el pronóstico de la varianza condicional
σ2t puede ser obtenido de manera iterativa como se sigue:




















, t = T + 1, . . . , T + F (2-57)
En resumen, el autor desarrolla de una manera práctica, la forma de obtener pronósticos
F−pasos adelante para el proceso de media y varianza condicional, aprovechando la re-
cursividad del proceso st al ser descrito por una cadena de Markov. En este sentido, los
pronósticos resultantes incorporan la posibilidad de un cambio de régimen para cada perio-
do T + i, i = 1, 2, . . . , F . Del mismo modo, los resultados de las ecuaciones (2-50) y (2-57)
actualmente se encuentran parametrizados en el software Time Series Modelling (TSM) 4.49
desarrollado por [Davidson, 2016] y el Anexo B presenta una breve descripción del software.
3. Pruebas estad́ısticas en los Modelos
Switching de Markov y Revisión a la
Literatura Emṕırica
Uno de los temas relevantes a la hora de utilizar algún modelo de probabilidad que presenta
un conjunto de parámetros o variables desconocidas, hace referencia a implementar diferen-
tes métodos ofrecidos por la teoŕıa estad́ıstica para obtener sus estimadores. Además, es
pertinente realizar inferencia estad́ıstica sobre los estimadores de los parámetros y el ajuste
del modelo propuesto a los datos, con el fin de validar las hipótesis planteadas por el inves-
tigador. Para ello, se hace necesario conocer las distribuciones muestrales del conjunto de
parámetros sobre los cuales se quieren probar las hipótesis.
Para el desarrollo del objetivo, también es importante contar con un marco de referencia en
las aplicaciones relevantes de los modelos con cambio de régimen, sus desarrollos metodológi-
cos más vigentes y ciertos procedimientos que permiten validar la metodoloǵıa implementada
a los datos analizados. En este sentido, este caṕıtulo presenta las generalidades para hacer
inferencia estad́ıstica en los modelos Switching de Markov. Al mismo tiempo, se muestran
las innovaciones más relevantes en esta clase de modelos, como lo es la incorporación de
memoria fraccional en el análisis de series de tiempo con cambio de estado, y se presentará
un breve recuento de sus aplicaciones mostrando el uso de estos a datos reales.
3.1. Contrastes de razón de verosimilitud convencionales
y no convencionales
Siguiendo a [Casella and Berger, 2001] se define una hipótesis como una sentencia que se
propone acerca de un parámetro poblacional. Ellos, reseñan un procedimiento para probar
hipótesis a través de un conjunto de reglas que especifican para cuáles valores muestrales
del parámetro o variable aleatoria se toma la decisión de no rechazar la hipótesis propuesta
o rechazarla en favor de una alternativa. Este procedimiento, denominado pruebas de razón
de verosimilitud, permite hacer inferencia sobre los parámetros poblacionales y se relacionan
con los estimadores de máxima verosimilitud [Casella and Berger, 2001].
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En general, si Y = {Y1, . . . , YT} proviene de una población con f.d.p. f(Yi|Θ), donde Θ es
un vector de parámetros poblacionales, en muchos casos desconocidos, entonces la función
de verosimilitud corresponde a la función de densidad conjunta en función de los parámetros






Luego de realizar el proceso de maximización de la función de verosimilitud respecto al
espacio paramétrico Θ, se obtiene el estimador de máxima verosimilitud Θ̂, el cual cumple
con propiedades estad́ısticas deseables como lo es la consistencia. En este sentido, es natural
contrastar hipótesis teniendo como punto de referencia este método. Por ello, se utiliza el




A la hora de contrastar hipótesis del tipo H0 : Θ ∈ Θ0 versus H1 : Θ ∈ Θc, generalmen-
te se utiliza como punto de comparación el estimador Θc = Θ̂; por lo tanto, cuando λ(y)
toma valores cercanos a uno, se espera no rechazar la hipótesis planteada. Al mismo tiem-
po, es necesario saber bajo que condiciones o valores de λ(y) se pueden rechazar o no las
conjeturas planteadas con un nivel de confianza determinado, aqúı es importante conocer la
función de distribución de probabilidad del estad́ıstico. Al respecto, si se realiza la siguiente
transformación sobre éste, [Wilks, 1938] mostró:
Λ(y) = −2 log (λ(y)) ∼ χ2p, p = dim(Θc)− dim(Θ0) (3-3)
El estad́ıstico Λ(y) es empleado; entre otros usos, para comparar dos modelos que se ajustan
a los mismos datos, donde el contrastado bajo la hipótesis alternativa (H1) debe anidar al
propuesto bajo la hipótesis nula (H0). Si la conjetura es cierta, entonces se cumple la relación
anterior; por lo tanto, se puede definir que clase de modelo resulta tener un mejor ajuste a
los datos.
Otra manera convencional de aproximarse al problema de contrastar hipótesis, se basa en
utilizar estimadores puntuales (θ̂) de los parámetros poblacionales (θ) y la varianza asociada
al estimador var(θ̂). Siguiendo a [Casella and Berger, 2001], si el estimador puntual se obtie-
ne a partir del método de Máxima Verosimilitud denotado por por Θ̂n y sea Sn su varianza
estimada, entonces el estad́ıstico de prueba utilizado para rechazar o no una hipótesis con
cierto nivel de confianza es llamado Test de Wald y esta dado por:
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Del mismo modo, es posible realizar pruebas de hipótesis sobre dos o más parámetros
poblacionales utilizando el Test de Wald. En efecto, si Θ0 = [θ01, . . . , θ0p] es un vector
p−dimensional conformado por parámetros poblacionales que representan la hipótesis a pro-
bar o las restricciones al modelo inicialmente propuesto, Θ̂ el vector con los estimadores
de los parámetros y In(Θ̂) generalmente es la matriz de información de Fisher, entonces el
estad́ıstico de prueba esta dado por:
Wn = [Θ̂−Θ0][In(Θ̂)][Θ̂−Θ0] ∼ χ2(p) (3-5)
Por otra parte, [Davies, 1977] y [Davies, 1987], presentan diferentes contrastes estad́ısticos
que permiten hacer inferencia en condiciones bajo las cuales diferentes parámetros del mo-
delo no están definidos o carecen de significado bajo la hipótesis nula planteada; ya que, en
estos casos los estad́ısticos de razón de verosimilitud Λ(y) no siguen una distribución χ2p. Al
respecto, [Davies, 1987] propone un test para realizar inferencia sobre un vector de paráme-
tros Θ del tipo H0 : Θ = 0 versus H1 : Θ > 0, pero el modelo bajo la hipótesis alternativa
presenta un parámetro o variable aleatoria ξ ∈ [L,U ], el cual no se encuentra definido bajo
H0.
El estad́ıstico de prueba propuesto por [Davies, 1987] para las situaciones descritas anterior-
mente, consiste en definirlo como una función del parámetro ξ:
S(ξ) = Z21(ξ) + . . .+ Zn(ξ)
2 (3-6)
si se cumple que Z2i (ξ), es una función continua, la primera derivada respecto a ξ existe y
Zi(ξ) ∼ i.i.d.N(0, 1), entonces S(ξ) ∼ χ2(s). No obstante, bajo la condición particular del
parámetro ξ, [Davies, 1987] demostró que la distribución ĺımite del estad́ıstico S(ξ) no es
estándar; sin embargo, el autor demuestra que la función de distribución del estad́ıstico S(ξ)
existe y esta acotada por:
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[Davies, 1987] presenta un ejercicio de simulación en un contexto en el cual se quiere probar
la hipótesis sobre la presencia de un cambio estructural en el valor esperado de la realización
de un proceso estocástico indexado en el tiempo. Al respecto, con el estad́ıstico planteado se
identifica la presencia del cambio estructural; en contraste, cuando se toma la decisión con
un procedimiento estándar el desempeño no fue tan bueno, en la medida que se rechazaba
la hipótesis de cambio estructural siendo verdadera. Finalmente, se observa que la prue-
ba planteada pierde potencia a medida que el tamaño disminuye; también, [Hansen, 1992a]
argumenta que esta propuesta es útil para casos muy espećıficos y no presenta resultados
generales.
3.2. Test Estad́ısticos en los Modelos Switching de
Markov
Las pruebas presentadas a continuación tienen como propósito contrastar hipótesis en las
cuales se determina si el proceso {yt} presenta un solo régimen versus la alternativa que
presentan más de uno, con cierto nivel de confianza. En este sentido, [Cho and White, 2007]
afirman que el desarrollo de este tipo de pruebas representa un reto, en la medida que el
test de razón de verosimilitud no sigue una distribución estándar debido a la presencia de
parámetros indefinidos bajo la hipótesis alternativa.
Al respecto, [Hansen, 1992a] afirma que la función de verosimilitud debeŕıa tener una forma
cuadrática en aquella región donde se presenta el máximo global; además, la verosimilitud
evaluada en los valores de los parámetros bajo las hipótesis nula y alternativa, debeŕıan
situarse cerca del óptimo global con una alta probabilidad. Sin embargo, es probable que la
verosimilitud evaluada bajo H0 en presencia de parámetros no definidos, caiga en un máximo
local, alejado de la región cuadrática mencionada, lo que conllevaŕıa a tomar una decisión
con un nivel de confianza diferente al definido a la hora de realizar el constraste.
Del mismo modo, [Hansen, 1992a] argumenta que el estad́ıstico de prueba estándar acumula
toda su densidad de probabilidad en un solo punto; ya que, el score de la verosimilitud bajo
H0 es cero, generando una varianza nula para la distribución del estad́ıstico de prueba Λ(y)
definido en la sección 3.1. Bajo el marco de referencia mencionado, las siguientes subseccio-
nes muestran dos propuestas para hacer inferencia en el contexto de los modelos Switching
de Markov. Por ejemplo, si bajo la hipótesis nula se define que hay un solo posible régimen
en el proceso estocástico analizado, entonces el conjunto de parámetros asociados al estado
st = {2} solo se encuentran definidos bajo la hipótesis alternativa.
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3.2.1. El Test de [Hansen, 1992a]
El propósito de la prueba es encontrar una cota superior del estad́ıstico de prueba Λ(y) =





hace referencia a aquellos definidos bajo ambas hipótesis α
′
. El segundo, contiene aquellos
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Entonces si se quiere contrastar las siguientes hipótesis {H0 : α = 0} versus {H1 : α 6= 0},
[Hansen, 1992a] desarrolla el contraste en tres pasos, descritos a continuación:
En el primer paso se encuentra el Estimador de Máxima Verosimilitud (MLE ) de γ̂






′ |Y ) (3-10)
lo anterior, con el fin de definir la función de verosimilitud en términos del bloque de
parámetros α
′
, tal que se pueda obtener:
Ln(α
′ |Y ) = Ln(α
′
, γ̂(α)|Y ) (3-11)
también se requiere que la matriz de segundas derivadas de Ln(α′ , γ ′ |Y ) respecto a γ ′
exista.
En el segundo paso, [Hansen, 1992a] muestra que estad́ıstico de razón de verosimili-
tud se puede descomponer en un proceso de media R(α) y su respectiva desviación
Q(α), con lo cual hace posible derivar una cota superior para la distribución ĺımite del
estad́ıstico.
LRn(α) = Ln(α, γ̂(α))− Ln(0, γ̂(α)) (3-12)
LRn(α) = R(α) +Q(α) (3-13)
E[LRn(α)] = R(α) (3-14)
Q(α) = LRn(α)−R(α) (3-15)
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entonces si se asume que Q(α) es un proceso estacionario y gaussiano con función de
covarianzas K(α1, α2) y su respectiva función de varianza V (α). Se puede obtener la











estandarizando el estad́ıstico, con el fin de obtener una distribución ĺımite para Q(α)







basados en los supuestos sobre Q(α), siguiendo a [Hansen, 1992a] se puede mostrar





Q∗(α) ≡ supQ∗ (3-19)
Aśı pues, luego de encontrar la cota superior, [Hansen, 1992a] sostiene que se puede
emplear en una amplia clase de modelos en los cuales la teoŕıa tradicional no se pueden
utilizar. Lo anterior implica que:






→ p(supQ∗ ≥ x) (3-20)
En el tercer paso, [Hansen, 1992a] muestra que para poner en práctica el resultado an-
terior, se necesita obtener la cota superior del estad́ıstico de prueba usando simulación
basado en el resultado de la distribución ĺımite; para ello, se define ui ∼ N(0, 1) y se
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Finalmente, [Hansen, 1992a] señala que para aplicar el procedimiento propuesto, es necesario
construir una regilla “grid” alrededor de los parámetros que conforman el vector α; ya que
se requiere contar con estimadores restringidos de γ para diferentes combinaciones de los
valores de α, dada la definición en la ecuación (3-10). Sin embargo, la propuesta descrita es
restrictiva en modelos donde todos los parámetros cambien de valor de acuerdo al régimen
vigente, se presenta una cota para la distribución del estad́ıstico de prueba y resulta ser
computacionalmente intensivo, en la medida que se requiere realizar simulación y optimiza-
ción sobre una regilla propuesta [Di Sanzo, 2009].
3.2.2. La Aproximación Boostrap de [Di Sanzo, 2009]
En las últimas dos décadas se han propuesto diferentes metodoloǵıas para abordar el proble-
ma de la inferencia en los modelos Switching de Markov; por ejemplo, se pueden mencionar los
trabajos de [Hansen, 1996], [Hamilton, 1996], [Carrasco et al., 2014] y [Cho and White, 2007].
Sin embargo, el factor común entre ellos es la poca funcionalidad práctica [Di Sanzo, 2009]
o las pobres propiedades en muestras finitas que tienen los test basados en la matriz de
segundas derivadas evaluadas anaĺıticamente [Hamilton, 1996].
Al respecto, [Di Sanzo, 2009] propone abordar el problema desde el enfoque de remuestreo
(Boostrap), el cual basado en un ejercicio de Simulación Montecarlo evidenció que parece
tener mejor desempeño que las pruebas de [Hansen, 1996] y [Carrasco et al., 2014], el autor
menciona que también es fácil de implementar. Para ello, denote Θ̂ el vector de parámetros
estimados bajo la hipótesis alternativa y Θ̂0 el correspondiente vector de parámetros bajo
H0 cierta. Aśı, el autor resume el procedimiento en seis pasos:
Obtenga los estimadores de Máxima Verosimilitud para los parámetros Θ̂0 del modelo
bajo H0 cierta.





Obtenga los estimadores Θ̂ del modelo bajo H1 y calcule el estad́ıstico de razón de
verosimilitud, como se sigue:
LR = 2[L(Θ̂|Y )− L(Θ̂0|Y )]
.
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Genere una muestra aleatoria de tamaño T de la serie ǫ̂t, denotada por: ǫ̂
B1
t y construya
el proceso yB1t para t = 1, 2, . . . , T partiendo de los residuales muestrales y el estimador
Θ̂0.
A partir del proceso de “remuestreo” yB1t , obtenga los estimadores de Máxima Verosi-
militud Θ̂B10 del modelo bajo H0 cierto y calcule nuevamente el estad́ıstico
LRB1 = 2[L(Θ̂|Y )− L(Θ̂B10 |Y )]
Finalmente repita los pasos cuatro y cinco B1, B2, . . . , BN veces; y calcule el valor-p
para la prueba propuesta como:
valor − p = (LR
Bi ≥ LR)
N
i = 1, 2, . . . , N . Es decir, la proporción de veces en los cuales los estad́ısticos LRBi
obtenidos del procedimiento Bootstrap es mayor que el cálculo inicial de LR.
En general, la propuesta presenta un buen desempeño en términos de potencia de la prue-
ba, superando los procedimientos propuestos por [Hansen, 1992a] y [Carrasco et al., 2014]
en los diferentes ejercicios de simulación Monte Carlo presentados por el autor. No obstan-
te, la potencia de la prueba parecer ser afectada en muestras pequeñas [Di Sanzo, 2009].
Es importante destacar que el procedimiento es fácil de implementar, en la medida que se
requiere un procedimiento intensivo en computación del modelo bajo la hipótesis nula cierta.
3.3. Revisión a la literatura
Los modelos Switching de Markov con heterocedasticidad condicional recientemente han sido
utilizados de una manera extensa para explicar la estructura de dependencia de diferentes
ı́ndices bursátiles; al mismo tiempo, son una herramienta útil en la gestión de portafolios
y el riesgo financiero asociado. Además, de los trabajos citados en caṕıtulos anteriores, se
presentará una reseña de algunas aplicaciones y desarrollos recientes de esta familia de mo-
delos, de interés para el desarrollo del objetivo.
[Marcucci, 2005] realiza un trabajo que busca evaluar el desempeño de los pronósticos y el
cálculo del Valor en Riesgo (VaR) generados por los modelos GARCH(1,1), EGARCH(1,1),
GJR(1,1) propuesto por [Glosten et al., 1993] y un MS-GARCH(1,1) para la serie de los
retornos del ı́ndice bursátil estadounidense Standard and Poor’s 100 (S&P100), abarcando
el periodo entre enero de 1988 − octubre de 2003 en frecuencia diaria. El autor, al utilizar las
medidas de desempeño de los pronósticos propuestos por [Hansen, 2001] y [Diebold and Mariano, 1995
encuentra una superioridad en el MS-GARCH en diferentes horizontes de las predicciones.
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Sin embargo, al evaluar el comportamiento del modelo para el cálculo del VaR, no parece
existir una metodoloǵıa implementada por el autor que supere a las demás.
[Haldrup and Nielsen, 2006] tienen como propósito explicar la estructura de dependencia de
los precios de la enerǵıa en los páıses nórdicos (Noruega, Suecia, Finlandia y Dinamarca), los
cuales comparten una estructura de interconexión eléctrica y a su vez diferentes fuentes de
generación de enerǵıa. En términos generales, dadas las diferentes capacidades productivas
en situaciones normales del mercado, el precio permanece relativamente igual para cada geo-
graf́ıa; no obstante, en circunstancias de restricciones de producción el precio puede diferir.
En este contexto, [Haldrup and Nielsen, 2006] mencionan que es adecuado pensar que el
mecanismo generador de los datos (precios de la enerǵıa) se encuentra sujeto a cambios de
régimen de acuerdo a las capacidades productivas. Aśı mismo, proponen un modelo en el cual
la persitencia en cada estado puede ser diferente e incorporan posibles efectos estacionales,
planteando la ecuación para el modelo de media aśı:
φ(B)st(1− ψstB24)(1−B)dst (yt − µst) = at, at ∼ iidN(0, 1) (3-22)
Los autores encuentran un buen ajuste del modelo propuesto a los datos; del mismo modo,
al evaluar la capacidad predictiva, se observó un mejor desempeño que un modelo ARFIMA
estacional de un solo estado. Vale la pena mencionar que esta es una aproximación emṕırica
porque es la primera en combinar memoria larga y cambio de régimen en un solo esquema.
También, incorporan la posibilidad de introducir el régimen asociado a un escenario de pro-
ducción normal como una variable observable, dada la naturaleza del problema.
[Reher and Wilfling, 2011], prueban los modelos MS-GARCH para ajustar el ı́ndice bursátil
DAX del mercado de valores de Alemania para el periodo comprendido entre enero de
2000 hasta diciembre de 2009. Lo anterior, en un contexto más flexible en la medida que
emplean una metodoloǵıa similar a la desarrollada por [Castaño et al., 2008a] de modelos
anidados, con el propósito de encontrar una propuesta adecuada para los datos. En este sen-
tido, [Reher and Wilfling, 2011] contrastan diferentes ajustes para la varianza condicional en
los reǵımenes. En resumen, los autores encuentran que la especificación propia de un modelo
APARCH en dos posibles estados de volatilidad resulta ser la mejor de las estudiadas; lo
anterior basados en los test de razón de verosimilitud.
Un trabajo de interés para el objetivo de este trabajo, es el realizado por [Shi and Ho, 2015]
quienes proponen un marco de referencia para procesos con cambios de régimen y memoria
fraccionalmente integrada, como se sigue:
φst(B)(1−B)d(yt − µst) = θst(B)at, at = ǫtσa (3-23)
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donde el término de error aleatorio ǫt ∼ i.i.d.t(0, 1, ν); adicionalmente se cumplen con las
condiciones −1
2
< d < 1
2
y las ráıces de los polinomios φst(B) = 0, θst(B) = 0 caen fuera del
circulo unidad con st = {1, 2}. Usando el procedimiento de estimación de máxima verosimi-
litud mostrado en la subsección 2.4.1, los autores por medio de un ejercicio de simulación
encuentran tres hechos fundamentales. En primer lugar, si el verdadero proceso generador
de los datos es ARFIMA(p, d, q), pero se ajusta a este un modelo descrito en la ecuación
anterior, se encuentra que el parámetro estimado d̂ se acerca al verdadero valor a medida
que el tamaño muestral aumenta y es estad́ısticamente diferente de cero.
En segundo lugar, si el proceso generador de los datos es un MS-ARMA(p, q) el parámetro d̂
tiende a cero y en la mayoŕıa de los casos no se rechaza la hipótesis H0 : d = 0, los estimado-
res de las probabilidades de transición p̂ij son estad́ısticamente diferentes de cero y parecen
ser consistentes. En tercer lugar, cuando el proceso es MS-ARFIMA(p, d, q) los estimadores
para el conjunto de parámetros de interés, resultan ser estad́ısticamente diferentes de cero y
muestran consistencia.
Por lo tanto, la propuesta de [Shi and Ho, 2015] parece distinguir procesos MS-ARMA(p, q)
de MS-ARFIMA(p, d, q) en la medida que bajo ciertas condiciones, procesos generados por
MS-ARMA(p, q) pueden inducir memoria larga, dada la persistencia asociada a permanecer
en un determinado régimen [Diebold and Inoue, 2001].
Por su parte [Dark, 2015], presenta los modelos FIEGARCH y FIAPARCH en un contexto
de series de tiempo multivariadas, cointegradas y con cambio de régimen. El autor extiende
la propuesta de [Gray, 1996] para la varianza condicional; además, propone la especificación
hacia el modelo FIAPARCH. En efecto, para cada componente k de la diagonal principal de














donde los parámetros y las formas funcionales son análogas a las presentadas en la definición
del modelo HYAPARCH de la sección 2.2, excepto porque no aparece el parámetro de am-
plitud τ y el resto del espacio paramétrico esta definido para cada estado st = {1, 2}. Una
vez definido el modelo, [Dark, 2015] presenta un ejercicio de simulación en el cual muestra
la consistencia de los estimadores de Máxima Verosimilitud y la capacidad de distinguir
procesos en la varianza condicional con y sin memoria larga; al igual, permite identificar los
modelos que se encuentran anidados en el proceso APARCH. La propuesta también mostró
un buen comportamiento a la hora de pronósticar diferentes series financieras.
[Abounoori et al., 2016] tienen por objetivo comparar el desempeño que tienen diferentes
especificaciones GARCH y los modelos MS-GARCH en pronosticar el ı́ndice Tehran Stock
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Exchange (TSE) para horizontes de predicción de uno hasta 22 d́ıas. Lo anterior, en un es-
cenario de cambios regulatorios del mercado de capitales, devaluaciones de la moneda local
y shocks financieros. Del mismo modo, evaluan el desempeño de los modelos propuestos a la
hora de calcular el VaR.
Los autores, presentan el ajuste a 27 modelos los cuales van desde GARCH(1,1) sin cambio
de régimen con distribución normal para las innovaciones aleatorias, hasta un MS-AR(2)-
GARCH(1,1) con distribución de errores GED. Este último modelo, presentó el mejor com-
portamiento para pronosticar el rendimiento del ı́ndice basados en el error cuadrático medio
(MSE) y DM test. Sin embargo, al evaluar el comportamiento de los modelos para el cálculo
del VaR, ninguno parece presentar un desempeño adecuado.
Una motivación que se encuentra a lo largo de las aplicaciones de diferentes metodoloǵıas
que permiten explicar la estructura de dependencia de los rendimientos de los activos finan-
cieros, es probar la hipótesis de la eficiencia en los mercados financieros (Efficient Market
Hypothesis-EMH) definida formalmente por [Fama, 1965], [Samuelson, 1965] y [Fama, 1970].
Por ejemplo, [Fama, 1970] afirma que ✭✭“Un mercado en el cual los precios siempre ‘reflejen
completamente’ la información disponible es llamado ‘eficiente’ ”✮✮.
Siguiendo la definición de [Samuelson, 1965], la EMH hace referencia a que la información
disponible para todos los agentes del mercado es reflejada en los precios de los activos; lo
anterior implica que, los precios son imposibles de predecir o equivalentemente el pronóstico
de la serie de retornos yt+1 condicionado a todo el conjunto de información disponible Ft es
cero; esto es, E[yt+1|Ft] = 0 [Lo, 2008]. Uno de los temas estudiados alrededor de la EMH son
las anomaĺıas en los activos financieros, [Lo, 2008] define este fenómeno como ✭✭“un patrón
regular en los retornos de un activo que es fiable, ampliamente conocido, e inexplicable”✮✮.
Esta definición hace referencia a los patrones estacionales presentes en los procesos generado-
res de los datos de retornos de los activos financieros; en efecto, [Lakonishok and Smidt, 1988]
investigan estos patrones para el ı́ndice S&P500 encontrando los siguientes resultados:
Regularidades mensuales: En promedio los retornos de los activos difieren entre la
primera y la segunda mitad de cada mes, siendo mayor para la primera quincena del
mes, excepto para la última mitad del mes de diciembre. Aśı mismo, se presenta un
efecto diferencial en el mes de enero asociado a mejores retornos de pequeñas compañ́ıas
de Estados Unidos. Finalmente, los autores no encuentran evidencia a favor patrones
estacionales para el resto de los meses cuando los datos se analizan para cada mes en
su conjunto y no por sub-muestras entre meses.
Efecto fin de semana: Se encuentra evidencia a favor que existen diferencias sig-
nificativas entre los retornos de los diferentes d́ıas de la semana, particularmente los
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retornos resultan ser negativos para los lunes o primer d́ıa hábil de la semana, mientras
que para cada viernes o último d́ıa hábil de la semana son positivos.
Regreso de d́ıas feriados: Según los autores los retornos de los d́ıas hábiles antes de
un d́ıa feriado son mayores que los asociados a los viernes en los cuales el mercado opera
normalmente. En contraste, el d́ıa hábil posterior al d́ıa feriado es mayor al retorno de
un lunes usual.
Efecto cambio de mes: Sus resultados indican que los retornos de los activos son
mayores entre los cinco d́ıas hábiles que se encuentran alrededor del cambio de mes.
3.3.1. Revisión a la literatura: caso colombiano
Dada la importancia del estudio de las propiedades estad́ısticas de los retornos de activos
financieros para la definición de estrategias de inversión y gestión del riesgo en los porta-
folios, diferentes autores han estudiado los hechos estilizados, propiedades estad́ısticas y el
comportamiento de los agentes participantes en el mercado colombiano a través de las series
de los precios de los activos o ı́ndices bursátiles.
Por ejemplo, [Worthington and Higgs, 2003] estudian la EMH para los mercados bursátiles
de Argentina, Brasil, Chile, Colombia, México, Perú y Venezuela al revisar detalladamente
las correlaciones seriales, realizar pruebas de rachas y test de presencia de ráız unitaria sobre
los retornos de los principales ı́ndices bursátiles de cada páıs, concluyen que la hipótesis de
eficiencia débil se puede rechazar.
[Maya and Torres, 2005] realizan pruebas de correlación serial y normalidad sobre los retor-
nos del Índice de la Bolsa de Valores de Medelĺın (IBOMED), Índice de la Bolsa de Valores
de Bogotá (IBB) y el IGBC; encontrando que durante el año 2001 el mercado experimentó
un cambio estructural derivado de la fusión de las mercados de valores que operaban de
manera independiente en la diferentes regiones del páıs en la Bolsa de Valores de Colombia.
Al revisar trabajos más recientes, [Rivera, 2009] estudia la eficiencia del mercado de valores
colombiano, especialmente los patrones estacionales presentes en los retornos de los activos;
para ello, investiga el efecto d́ıa a través de los extintos ı́ndices IBOMED, IBB y el IGBC.
Para ello, emplea la metodoloǵıa de los modelos no lineales de estados STAR-GARCH(1,1).
Luego de realizar el proceso identificación del modelo, muestra con cierto nivel de confianza
la existencia de cambio de régimen en el proceso de media condicional. Sin embargo, no se
interesa por buscar posibles cambios de estados en el proceso de varianza condicional.
El modelo propuesto para el IGBC indica que el régimen vigente va a depender de los retornos
cuatro periodos atrás; aśı mismo, se encontró que existen efectos calendario estad́ısticamente
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significativos asociados a los d́ıas lunes, martes y miércoles en los diferentes estados, respecto
a los retornos condicionales de los d́ıas viernes de cada semana. Por su parte, la varianza
condicional registra un efecto calendario referente a los miércoles de cada semana, eviden-
ciando menor volatilidad, respecto al d́ıa viernes de cada semana.
Autores como [Pérez and Mendoza, 2010] se centran en validar la hipótesis del efecto fin de
semana sobre los retornos, basados en pruebas parámetricas y no parámetricas, quienes en-
contraron evidencia para no rechazar la hipótesis planteada. En efecto, encontraron retornos
significativamente negativos para los d́ıas lunes y martes, mientras que para los d́ıas mier-
coles, jueves y viernes los retornos resultaron ser significativamente positivos, especialmente
los viernes.
[Ojeda, 2012] realiza un estudio muy detallado de los retornos del IGBC, investigando la es-
tructura de dependencia a través de los modelos ARFIMA(p, dm, q)-HY-A-APARCH(m, dv, s)
quien identifica luego de realizar diferentes pruebas de ráız fraccional sobre los retornos al
cuadrado, que el proceso de varianza condicional es fraccionalmente integrado; en efecto,
el autor encuentra que el modelo que mejor se ajusta a los datos es un ARFI(1, dv)-HY-A-
GARCH(1, dv, 1) con una distribución GED para las innovaciones aleatorias. Posteriormente,
incorpora al análisis variables indicadoras asociadas a los d́ıas de la semana, cambio de mes
y d́ıas que permanece cerrado el mercado. Al respecto, concluye que el IGBC tiene efectos
calendario estad́ısticamente significativos relacionados a los d́ıas de la semana y al cambio
de mes; rechazando aśı la hipótesis EHM en su forma débil.
Por otra parte, al momento de desarrollar el presente trabajo se encontraron pocas investi-
gaciones que tratan de explicar la estructura de dependencia del ı́ndice Colcap. Por ejemplo,
[Correa-Henao and Montoya-Suárez, 2013] tienen por objetivo evaluar la capacidad predicti-
va de la metodoloǵıa Adaptive Neuro-Based Fuzzy Inference System (ANFIS), implementado
en el software MATLAB 7.2, en las realizaciones del ı́ndice Colcap.
Los autores proponen ajustar al ı́ndice una Red Neuronal con dos entradas (input) y cuatro
capas ocultas, las cuales se relacionan por medio de una función tipo campana. Por su parte,
los estimadores de los parámetros de las funciones de enlace de los nodos en las diferentes
capas fueron obtenidos al minimizar el error cuadrático medio. Aśı mismo, la metodoloǵıa
internamente clasifica al ı́ndice en precios altos, medios o bajos. En resumen, su propuesta
parece tener buena capacidad predictiva; no obstante, no permite hacer inferencia sobre las
propiedades estad́ısticas del proceso, sus implicaciones en la evolución del ı́ndice e identificar
los periodos en los cuales prevalecen estos “estados”.
Por otra parte, [Romero-Orjuela and Trilleras-Mart́ınez, 2016] tienen como objetivo validar
la existencia de efectos Leverage en el mercado bursátil colombiano. Entre otras, analizan
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los retornos del ı́ndice Colcap para el cual ajustaron los modelos AR(1)-EGARCH(1, 1) (Ex-
ponential GARCH) y AR(1)-TGARCH(1, 1) (Threshold GARCH), mencionando que son
adecuados en la medida que los residuales al cuadrado son ruido blanco. Finalmente, encon-
traron que los parámetros asociados al efecto Leverage son estad́ısticamente significativos,
apoyando la hipótesis a favor de la presencia de este fenómeno en el mercado colombiano.
4. Resultados
Con el propósito de desarrollar el objetivo de este trabajo, se eligió el Índice Colcap que
refleja las variaciones de los precios de las 20 acciones más ĺıquidas de la Bolsa de Valores
de Colombia [Bolsa de Valores de Colombia, 2016]. También, se analizaron las realizaciones
del Índice General de la Bolsa de Valores (IGBC) el cual mostraba la dinámica media de
los precios de las acciones en el mercado, resultado de las fuerzas de la oferta y deman-
da [Bolsa de Valores de Colombia, 2012]. Una vez elegidos estos indicadores representativos
del mercado bursátil colombiano, se realizó la descripción cualitativa de la información y un
análisis cuantitativo basado en diferentes medidas y contrastes estad́ısticos sobre los procesos.
Para contar con un punto de referencia, se encontró un modelo con un solo estado o régi-
men que explicara adecuadamente la estructura de dependencia de los retornos de los
ı́ndices en cuestión. Para ello, se siguió la estrategia de modelos anidados propuesta por
[Castaño et al., 2008a]. Finalmente, se procedió a ajustar diferentes modelos que incorporan
cambios de régimen en el proceso de media y varianza condicional; partiendo de las propues-
tas más simples, hasta aquellas más parametrizadas.
4.1. Descripción de la información y análisis preliminar
Los datos de las realizaciones de los ı́ndices Colcap e IGBC fueron tomados del repositorio
web de las series estad́ısticas del Banco de la República de Colombia en la sección de mercado
bursátil. Para el ı́ndice Colcap se analizó el periodo de tiempo comprendido entre el 15 de
enero de 2008 hasta el 6 de julio de 2016, correspondientes a 2067 datos, dado que el mercado
cierra durante fines de semana y d́ıas feriados; por su parte, los datos para la serie del IGBC
comprenden el periodo del 05 de junio de 2006 hasta el 29 de noviembre de 2013, siendo 1825
realizaciones. Se procedió a estudiar la estructura de dependencia de los retornos logaŕıtmicos
porcentuales continuamente compuestos, definido aśı:
yt = (lnPt − lnPt−1)× 100
Tradicionalmente en el análisis de las series de tiempo financieras se realiza la transforma-
ción presentada, porque para los agentes del mercado los rendimientos de un portafolio de
inversión representan un resumen completo y libre de escala, reflejando las oportunidades
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para invertir; también, resultan tener propiedades estad́ısticas más atractivas [Tsay, 2010].
Una vez definida la variable respuesta, se construyó un conjunto de variables indicadoras
con el objetivo de capturar posibles efectos calendario en el proceso, las cuales se pueden
resumir en la tabla 4-1.
Tabla 4-1.: Definición de variables calendario
Variables Definición
dn1, . . . , dn5 Marca el n-ésimo d́ıa de negociación de la semana
d1, . . . , d5 Marca el n-ésimo d́ıa de la semana
dp1 Marca el primer d́ıa de negociación de cada mes
dp30 Marca el último d́ıa de negociación de cada mes
m1, . . . ,m12 Marca todos los d́ıas pertenecientes al i-ésimo mes
Nt Número de d́ıas que cerró el mercado entre t y t− 1
En efecto, las varibles dit y dnit, con i = 1, 2, . . . , 5, se diseñaron con el objetivo de capturar
la variabilidad de los retornos asociadas al d́ıa de la semana vigente, por ejemplo:
d1t =
{
1, si el d́ıa de la semana es lunes.
0, en otro caso.
dn2t =
{
1, si es el segundo d́ıa de negociación de la semana.
0, en otro caso.
también, para incorporar el efecto de los d́ıas de no negociación se siguió la propuesta de
[Nelson, 1991] donde la variable Nt, para el caso colombiano toma valores desde cero hasta




1, si entre t y t− 1 el mercado cerró i-d́ıas.
0, en otro caso.
Otro hecho importante a la hora de construir modelos con series de tiempo que presentan
estructuras de dependencia, la posibilidad de caracterizar eventos espećıficos que en oca-
siones pueden redefinir el proceso generador de datos vigente; es decir, hechos ocurridos en
el mercado que el analista conoce a priori y pudieron generar un cambio estructural en el
proceso. En este sentido, para la serie de retornos del ı́ndice Colcap e IGBC se identificaron
los siguientes hechos en los periodos de análisis.
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El primer evento caracteŕıstico, reflejó una de las cáıdas más fuertes en la historia del
mercado bursátil. En junio de 2006 el mercado experimentó una situación de estrés,
causado por las expectativas formadas en el mercado relacionadas con un aumento en
las tasas de interés por parte de la autoridad monetaria de Estados Unidos, incenti-
vando a los inversionistas a vender apresuradamente sus acciones.
El segundo, hace referencia al shock ocurrido el 10 de octubre de 2008 (viernes) y 14
de octubre de 2008 (martes) presentándose el menor y mayor rendimiento del ı́ndice
Colcap hasta la actualidad (-8.92%) y (8.73%) respectivamente; producto de la cri-
sis financiera vivida durante septiembre y octubre de 2008 en Estados Unidos, en el
desarrollo se declararon quiebra grandes instituciones financieras de Estados Unidos y
posteriormente fueron rescatadas por la Reserva Federal.
El tercero, es asociado con el d́ıa 1 de noviembre de 2012 donde la reconocida firma
comisionista Interbolsa S.A. anunció que se hab́ıa materializado un evento de ries-
go de liquidez, incumpliendo con el pago de una obligación. Un d́ıa despúes, la Su-
perintendencia Financiera de Colombia intervinó directamente la firma. Al respecto,
[Gómez-González and Melo, 2013] luego de estudiar detalladamente el evento, conclu-
yen que los retornos de 18 acciones transadas en la BVC son estad́ısticamente diferentes
en varias ventanas de tiempo que incluyen la fecha, respecto a los retornos en tiempos
normales.
El cuarto evento, se relaciona con el fin de la publicación del Índice General de la Bolsa
de Valores de Colombia (IGBC) y su reemplazo a partir del 2 de diciembre de 2013 como
ı́ndice de referencia es el Colcap. Según la [Bolsa de Valores de Colombia, 2012], el
IGBC no se calculaba de acuerdo a la dinámica que presentaba el mercado colombiano.
La gráficas 4-1 y 4-2 permiten realizar una primera inspección visual a las realizaciones de
los ı́ndices Colcap e IGBC, al igual que sus retornos logaŕıtmicos en el periodo de tiempo
analizado. Parece ser que las realizaciones del proceso Colcap e IGBC en niveles, no son
generados por procesos estocásticos estacionarios. Por otra parte, los retornos exhiben un
comportamiento caracteŕıstico de las series de retornos de activos financieros, los cuales
parecen ser estacionarios en media, varianza cambiante en el tiempo, patrones de volatilidad
por clusters y algunos saltos inesperados en los precios.
Del mismo modo, la tabla 4-2 presenta algunos estad́ısticos descriptivos de la serie de retor-
nos de los ı́ndices, evidenciando hechos estilizados propios de esta clase de series. En efecto,
registran coeficientes de asimetŕıa negativos y de curtosis mayor a tres; indicando que los
datos son generados por distribuciones leptocúrticas, con la cola izquierda más larga que la
derecha, mostrando alta probabilidad de generar valores extremos para los retornos y aleja-
dos de la media hacia la izquierda; es decir, retornos negativos de los ı́ndices.
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Figura 4-1.: Realizaciones Colcap y sus rendimientos logaŕıtmicos.
En la misma tabla se observa el test de bondad de ajuste a la normalidad de Jarque-Bera,
rechazando la hipótesis planteada. También, se realizó el contraste de autocorrelción de
Ljung-Box sobre los retornos y retornos al cuadrado, rechazando la hipótesis de no correla-
ción serial para el proceso de media y varianza condicional, indicando que se hace necesario
proponer modelos que capturen la estructura de dependencia presente en los dos primeros
momentos condicionales de los retornos.
Luego de observar los gráficos de los autocorrelogramas muestrales para los cien primeros
rezagos de los retornos de los ı́ndices Colcap e IGBC y sus transformaciones (serie al cua-
drado y valor absoluto), presentados en las Figuras 4-3 y 4-4, se puede hablar de la posible
existencia de memoria larga al presentar patrones de decrecimiento hiperbólico acorde con
un comportamiento de persistencia en el proceso de volatilidad. No obstante, al revisar los
autocorrelogramas para los retornos, parece no existir evidencia a favor de memoria larga.
Por lo tanto, se procederá a realizar un conjunto de contrastes estad́ısticos que permiten
validar la presencia de memoria larga en las series estudiadas; ya que, [Willinger et al., 1999]
sugieren realizar diferentes contrastes anaĺıticos y gráficos para indagar sobre la presencia
de ráız fraccional en los procesos estudiados.
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Figura 4-2.: Realizaciones IGBC y sus rendimientos logaŕıtmicos.
Para ello, se propuso contrastar la hipótesis H0 : d = 0 vs. H1 : d > 0, realizando las pruebas
semiparamétricas [Geweke and Porter-Hudak, 1983] (GPH), [Moulines and Soulier, 2000] y
máxima verosimilitud local de Whittle propuesta por [Robinson, 1995], ver las tablas 4-3,
4-4, 4-5, 4-6, 4-7 y 4-8. También, se realizaron las pruebas de [Kwiatkowski et al., 1992]
(KPSS), el contraste de Varianza Re-escalada (V/S) propuesto por [Giraitis et al., 2003],
Rango re-escalado modificado de [Lo, 1991] (RS), el test de [Harris et al., 2006] (HML). Fi-
nalmente, se realizó la prueba de [Castaño et al., 2008b] basada en el estimador máximo
verosimil del parámetro d. Los resultados son presentados en las tablas 4-9, 4-10, 4-11,
4-12, 4-13 y 4-14.
Los resultados de los contrastes fueron realizados en el software Time Series Modelling (TSM)
4.49 [Davidson, 2016], este se ejecuta bajo el sistema OX de [Doornik, 2009]. Aśı mismo, se
utilizó el estimador HAC propuesto por [Newey and West, 1987] para la matriz de covarian-
zas, el Kernel Espectral Cuadrático (QS), junto con el ancho de banda (m) elegido de manera
automática por medio del procedimiento plug-in desarrollado por [Newey and West, 1994]
e implementado en el TSM 4.49. En efecto, [Davidson, 2016] recomienda usar estas carac-
teŕısticas cuando hay evidencia de dependencia serial en el segundo momento incondicional
de un proceso.
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Desv. Est. 1,1182 1,38034
Asimetŕıa −0,3519 −0,4331
Curtosis 10,4103 19,7033
Primer Cuartil −0,3619 −0,4055













1 Para las pruebas Jarque-Bera y Ljung-
Box, valores entre parentesis represen-
tan los Valores-P.
Tabla 4-3.: Pruebas semiparamétricas de ráız fraccional: retornos Colcap
Retornos Colcap: yt
GPH Moulines & Soulier Local-Whittle
Est. prueba 1.1650 3.5230 0.5190
Valor-P 0.2510 0.0000 0.6060
m 45 - 45
Term. Fourier - 8 -
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Figura 4-3.: Funciones de autocorrelación muestrales para los retornos Colcap y sus trans-
formaciones.
Tabla 4-4.: Pruebas semiparamétricas de ráız fraccional: retornos IGBC
Retornos IGBC: yt
GPH Moulines & Soulier Local-Whittle
Est. prueba -0.141 -0.603 -0.777
Valor-P 0.8890 0.5470 0.4420
m 42 - 42
Term. Fourier - 8 -
Tabla 4-5.: Pruebas semiparamétricas de ráız fraccional: cuadrados de retornos Colcap
Retornos Colcap al cuadrado: y2t
GPH Moulines & Soulier Local-Whittle
Est. prueba 2.2740 7.6000 3.0320
Valor-P 0.0280 0.0000 0.0040
m 45 - 45
Term. Fourier - 8 -
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Figura 4-4.: Funciones de autocorrelación muestrales para los retornos IGBC y sus trans-
formaciones.
Tabla 4-6.: Pruebas semiparamétricas de ráız fraccional: cuadrados de retornos IGBC
Retornos IGBC al cuadrado: y2t
GPH Moulines & Soulier Local-Whittle
Est. prueba 0.3460 -0.082 1.4610
Valor-P 0.7310 0.9350 0.1520
m 42 - 42
Term. Fourier - 8 -
Tabla 4-7.: Pruebas semiparamétricas de ráız fraccional: valor absoluto retornos Colcap
Retornos valor abosulto Colcap: |yt|
GPH Moulines & Soulier Local-Whittle
Est. prueba 3.4920 9.4080 4.1820
Valor-P 0.0010 0.0000 0.0000
m 45 - 45
Term. Fourier - 8 -
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Tabla 4-8.: Pruebas semiparamétricas de ráız fraccional: valor absoluto retornos IGBC
Retornos valor abosulto IGBC: |yt|
GPH Moulines & Soulier Local-Whittle
Est. prueba 2.7400 3.3920 3.6000
Valor-P 0.0090 0.0010 0.0010
m 42 - 42
Term. Fourier - 8 -
Tabla 4-9.: Pruebas de ráız fraccional: retornos Colcap
Retornos Colcap: yt
KPSS V/S RS HML Castaño et al
Est. prueba 0.3151 0.1564 1.8039 -0.3678 0.8090
Valor-P 0.13 0.0913 0.05 0.643 0.4190
Tipo Kernel QS QS QS - -
m 3 (plug-in) 3 (plug-in) 3 (plug-in) - -
Truncamiento - - - c=1, L=0.66 p∗=7
Tabla 4-10.: Pruebas de ráız fraccional: retornos IGBC
Retornos IGBC: yt
KPSS V/S RS HML Castaño et al
Est. prueba 0.0634 0.0553 1.3254 -0.4541 0.2350
Valor-P 0.80 0.6460 0.400 0.675 0.8140
Tipo Kernel QS QS QS - -
m 1 (plug-in) 1 (plug-in) 1 (plug-in) - -
Truncamiento - - - c=1, L=0.66 p∗=7
Del análisis de los retornos del Colcap, se puede concluir que el proceso de media condicional
no posee memoria larga, al no rechazar la hipótesis planteada en seis de las ocho pruebas
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Tabla 4-11.: Pruebas de ráız fraccional: cuadrados de retornos Colcap
Retornos Colcap al cuadrado: y2t
KPSS V/S RS HML
Est. prueba 1.3633 0.4591 2.1359 3.7405
Valor-P 0.005 0.0002 0.0100 0.0000
Tipo Kernel QS QS QS -
m 6 (plug-in) 6 (plug-in) 6 (plug-in) -
Truncamiento - - - c=1, L=0.66
Tabla 4-12.: Pruebas de ráız fraccional: cuadrados de retornos IGBC
Retornos IGBC al cuadrado: y2t
KPSS V/S RS HML
Est. prueba 1.2731 0.1831 1.8329 2.1025
Valor-P 0.0050 0.0538 0.0500 0.0180
Tipo Kernel QS QS QS -
m 6 (plug-in) 6 (plug-in) 6 (plug-in) -
Truncamiento - - - c=1, L=0.66
Tabla 4-13.: Pruebas de ráız fraccional: valor absoluto retornos Colcap
Retornos valor abosulto Colcap: |yt|
KPSS V/S RS HML
Est. prueba 1.5908 0.6596 2.5656 8.8463
Valor-P 0.005 0.0000 0.0100 0.0000
Tipo Kernel QS QS QS -
m 6 (plug-in) 6 (plug-in) 6 (plug-in) -
Truncamiento - - - c=1, L=0.66
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Tabla 4-14.: Pruebas de ráız fraccional: valor absoluto retornos IGBC
Retornos valor abosulto IGBC: |yt|
KPSS V/S RS HML
Est. prueba 2.5036 0.3149 2.6020 8.0277
Valor-P 0.0050 0.0040 0.0100 0.0000
Tipo Kernel QS QS QS -
m 6 (plug-in) 6 (plug-in) 6 (plug-in) -
Truncamiento - - - c=1, L=0.66
realizadas. Por otra parte, los resultados de las pruebas aplicadas a los retornos del Colcap
al cuadrado y en valor absoluto evidencian que se puede rechazar H0, indicando que a la
hora de encontrar un modelo adecuado para la media y varianza condicional del proceso, se
recomienda no incorporar el parámetro de memoria larga en el proceso de media e introdu-
cirlo en aquel que explica la dinámica de la volatilidad, la tabla 4-15 resume las conclusiones
mencionadas.
Los resultados de las pruebas sobre los retornos del IGBC muestran que el proceso de media
condicional no parece tener una ráız fraccional, al no rechazar la hipótesis en pruebas rea-
lizadas. No obstante, los resultados de los contrastes sobre las dos transformaciones de los
retornos sugieren la posible existencia de memoria larga en el proceso de varianza condicio-
nal, la tabla 4-16 resume los resultados.
4.2. Ajustes de modelos con un solo régimen
Con el propósito de tener un punto de comparación entre modelos con y sin cambio de
régimen, se trató de encontrar un modelo adecuado para los retornos de los indicadores
estudiados sin incorporar posibles cambios de régimen. En este sentido, se siguió el procedi-
miento de modelos anidados propuesto por [Castaño et al., 2008a] cuyo objetivo era explicar
la estructura de volatilidad para la tasa de cambio entre el dólar y el peso colombiano. Asi-
mismo, una vez se hallaron los modelos, se incorporaron las variables calendario descritas
en la sección 4.1 con el objetivo de capturar posibles patrones estacionales en el proceso de
media y varianza condicional.
Para el ajuste y validación de los modelos propuestos se utilizó el software TSM, para la
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Contraste Rechaza H0 Rechaza H0 Rechaza H0
GPH No Si Si
Moulines Soulier Si Si Si
Local-Whittle No Si Si
KPSS No Si Si
V/S No Si Si
RS Si Si Si
HML No Si Si
Castaño et al No - -




Contraste Rechaza H0 Rechaza H0 Rechaza H0
GPH No No Si
Moulines Soulier No No Si
Local-Whittle No No Si
KPSS No Si Si
V/S No Si Si
RS No Si Si
HML No Si Si
Castaño et al No - -
estimación de los parámetros se usó el método de máxima verosimilitud condicional y los
errores estándar fueron obtenidos a partir del método robusto [Davidson, 2016]. Para los
retornos del ı́ndice Colcap se realizó el ajuste de varias especificaciones, comenzado con un
modelo ARFI(7, dm)-HYAPARCH(1, dv, 1) con una distribución condicional GED(ν) para
las innovaciones aleatorias.
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Posteriormente, se llegó a un modelo AR(4)-HY-A-ARCH(1) con una distribución condi-
cional GED(ν) para los errores, presentados en la tabla 4-17. Al respecto, [Castaño, 2016]
encuentra por medio de un estudio de simulación Monte Carlo, que un procedimiento simi-
lar al usado para hallar estas dos propuestas, presenta un mejor desempeño a la hora de
identificar los componentes de memoria larga d y de corto plazo ARMA(p, q) en un proceso
ARFIMA estacionario. Además, en el Anexo 1 se resumen los modelos intermedios y pruebas
adicionales de validación para los modelos presentados.
Tabla 4-17.: Modelo de un régimen-Colcap
Estimador Std. Err. Valor P
Modelo de media condicional
GED: (ν) 1.34482 0.05760 -
AR(1): φ1 0.10458 0.02671 0.0000
AR(4): φ4 -0.04672 0.01712 0.0060
Modelo de varianza condicional
Intercept: α0 0.14957 0.1000 -
Amplitud: τ 0.39645 0.1280 -
Memoria: dv 0.35073 0.0967 -
Asimetŕıa: γ 3.20530 1.53069 0.036
ARCH: α1 0.07770 0.04632 0.094
(-)Log Likelihood = 2767.05
Schwarz Criterion = 2797.58
Hannan-Quinn Criterion = 2783.31
Akaike Criterion = 2775.05
Ljung-Box (residuales): Q(26)=28.3602 {0.341}
Ljung-Box (residuales cuadrados): Q(30)=20.356
{0.907}
Nyblom-Hansen Test: NH(8)= 2.2017 {<0.05}
Al revisar el modelo ajustado para los retornos del ı́ndice Colcap, se observa que los paráme-
tros estimados son estad́ısticamente diferentes de cero, las ráıces del polinomio φ̂(B) = 0
caen fuera del ćırculo unidad indicando que el modelo estimado es estacionario en media.
Del mismo modo, para el modelo de volatilidad, los parámetros de amplitud τ̂ , de memoria
larga d̂v y ARCH α̂1 son menores a uno, mostrando que el proceso es estacionario en los
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segundos momentos incondicionales. Al observar el estad́ıstico de Ljung-Box sobre los resi-
duales Q(26) y los residuales al cuadrado Q2(30) se puede decir que no presentan estructuras
de dependencia hasta la autocorrelación de orden 26 y 30, respectivamente.
Sin embargo, los parámetros del modelo no parecen ser constantes en el tiempo a juzgar por
los resultados obtenidos del test de Nyblom-Hansen (NH) ([Nyblom, 1989] y [Hansen, 1992b])
con un valor deNH =2.2017 y el V alor−P <0.05. Particularmente, el parámetro α̂0 =0.14957
no parece ser constante en el tiempo con un NHα0 =0.6485 y su V alor − P <0.025. Lo an-
terior, evidencia dos posibles hechos; el primero, existe una variabilidad adicional que no se
está capturando en el modelo especificado. El segundo, podŕıa indicar la presencia de un
cambio de régimen en el proceso de varianza condicional y no se está teniendo en cuenta.
Respecto a lo anterior, la tabla 4-18 presenta el resultado del modelo ajustado que incorpora
variables calendario, con el objetivo de determinar si el posible cambio en el tiempo del
parámetro α̂0 es causado por este fenómeno.
Siguiendo los hechos estilizados presentes en las series de retornos financieros, se incorporó
a los modelos previamente ajustados el conjunto de variables indicadoras descritas anterior-
mente (ver tabla 4-1). El primer conjunto de variables probadas fueron los d́ıas de la semana
y d́ıas de negociación. El segundo bloque de varibles introducidas al modelo fueron los meses
del año. El último conjunto de variables probado fueron las que hacen referencia al cambio
de mes.
A medida que se iban probando por estos bloques de variables, se realizaba la prueba
de significancia estad́ıstica conjunta; por ejemplo, para la especificación en el proceso de
media y varianza condicional se probaron las variables asociadas a los d́ıas de la semana
{H0 : ds2 = . . . = ds5 = 0} y al revisar el estad́ıstico de prueba de Wald 46.7002 y su
V alor− P =0.000 muestra evidencia a favor de la presencia de efectos calendario en el pro-
ceso.
Posteriormente, se realizó el ajuste con las variables estad́ısticamente significativas a nivel
individual, basados en los criterios de información y luego de validar los supuestos de la
metodoloǵıa utilizada se propone el modelo presentado en la tabla 4-17 adicionando como
variable explicativa el d́ıa miércoles de cada semana (ds3) asociado con retornos positivos
para el proceso de media condicional. Por su parte, para el proceso de varianza condicional,
el d́ıa viernes de cada semana la volatilidad en el mercado es menor, sumando la variable
ds5 al modelo propuesto.
Del mismo modo, al incluir las variables calendario se observa un mejor ajuste del mode-
lo, en la medida que los criterios de información son menores. Al revisar el resultado de la
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Tabla 4-18.: Modelo de un régimen-Colcap con
variables calendario
Estimador Std. Err. Valor P
Modelo de media condicional
GED: (ν) 1.33658 0.0583 -
d3: ψ13 0.12025 0.03424 0.000
AR(1): φ1 0.09887 0.01911 0.000
AR(4): φ4 -0.05145 0.01977 0.009
Modelo de varianza condicional
Intercept: α0 0.17387 0.0980 -
Amplitud: τ 0.41849 0.1283 -
Memoria: dv 0.34383 0.0927 -
Asimetŕıa: γ 2.88338 1.38218 0.037
ARCH: α1 0.08221 0.04619 0.075
d5: ψ25 -0.1837 0.05572 0.001
(-)Log Likelihood = 2756.45
Schwarz Criterion = 2794.6
Hannan-Quinn Criterion = 2776.77
Akaike Criterion = 2766.45
Ljung-Box (residuales): Q(26)=29.6047 {0.284}
Ljung-Box (residuales cuadrados): Q(30)=19.7949
{0.922}
Nyblom-Hansen Test: NH(10)= 2.4449 {<0.075}
prueba NH(10) =2.4449 y su V alor−P <0.075 se puede determinar que conjuntamente los
parámetros son estables en el tiempo. No obstante, NHα0 =0.6759 y su V alor − P <0.025,
indica que el proceso de varianza condicional parece presentar un cambio de régimen, dando
la posibilidad de evaluar los modelos Switching de Markov con heterocedasticidad condicio-
nal.
Para los retornos del IGBC se siguió la misma metodoloǵıa, encontrando un modelo AR(4)-
HY-A-ARCH(1) y una distribución GED(ν) para las innovaciones aleatorias, la tabla 4-19
presenta la estimación del modelo propuesto y algunos estad́ısticos de interés.
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Tabla 4-19.: Modelo de un régimen-IGBC
Estimador Std. Err. Valor P
Modelo de media
GED: (ν) 1.35584 0.0642 -
Intercept: θ0 0.05797 0.02527 0.022
AR(1): φ1 0.06982 0.02483 0.005
AR(4): φ4 -0.04284 0.02138 0.045
Modelo de varianza condicional
Intercept: α0 0.21213 0.1257 -
Amplitud: τ 0.32907 0.1323 -
Memoria: dv 0.42435 0.1189 -
Asimetŕıa: γ 3.74462 2.21649 0.091
ARCH: α1 0.08104 0.05824 0.164
(-)Log Likelihood = 2624.32
Schwarz Criterion = 2658.04
Hannan-Quinn Criterion = 2642.44
Akaike Criterion = 2633.32
Ljung-Box (residuales): Q(26)=24.4066 {0.553}
Ljung-Box (residuales cuadrados): Q(30) = 20.0089
{0.916}
Nyblom-Hansen Test: NH(9)=3.4941 {<0.01}
Al revisar el modelo ajustado para los retornos del IGBC, se observa que es estacionario en
media y varianza. Aśı mismo, sus residuales no parecen tener estructuras de dependencia,
indicando que el modelo podŕıa ser suficiente para explicar la dinámica del proceso. Por otra
parte, el estad́ıstico NH =3.4941, con un V alor − P <0.01 para el modelo conjunto y para
los parámetros estimados NHα0 =0.8229 con el V alor − P <0.01 y NHα1 =0.6048 con su
V alor − P <0.025; sugieren que los parámetros del modelo de varianza condicional no pa-
recen ser constantes en el tiempo, indicando que nuevamente deben incorporarse al análisis
variables que capturen posibles efectos calendario o cambios de régimen. Al respecto, la tabla
4-20 presenta los resultados del ajuste incorporando las variables calendario definidas en la
tabla 4-1.
Al realizar el análisis y los ajustes de los modelos con las variables calendario para los re-
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Tabla 4-20.: Modelo un régimen-IGBC con varia-
bles calendario
Estimador Std. Err. Valor P
Modelo de media condicional
GED: (ν) 1.36520 0.0647 -
Intercept: θ0 0.05748 0.02472 0.020
AR(1): φ1 0.07327 0.02560 0.004
AR(4): φ4 -0.04154 0.02205 0.060
Modelo de varianza condicional
Intercept: α0 0.29496 0.1211 -
Amplitud: τ 0.32305 0.1351 -
Memoria: dv 0.43865 0.1203 -
Asimetŕıa: γ 3.72842 2.32802 0.109
ARCH: α1 0.08570 0.06212 0.168
ds5: ψ25 -0.25154 0.07319 0.001
(-)Log Likelihood = 2618.84
Schwarz Criterion = 2656.31
Hannan-Quinn Criterion = 2638.98
Akaike Criterion = 2628.84
Ljung-Box (residuales): Q(26) = 24.4749 {0.549}
Ljung-Box (residuales cuadrados): Q(30) = 21.5159
{0.871}
Nyblom-Hansen Test: NH(9) = 3.2279 {<0.01}
tornos del IGBC, el estad́ısto de Wald dio como resultado 22.0316 con su V alor−P =0.005
luego de realizar el contraste {H0 : ds2 = . . . = ds5 = 0} sobre el modelo de media y varianza
condicional de manera conjunta; sugiriendo que la serie de retornos del IGBC presentaba
efectos calendario.
No obstante, luego de retirar iterativamente las variables calendario que no fueron estad́ısti-
camente significativas y revisar los criterios de información en cada modelo propuesto; se
encontró un mejor ajuste al no incorporar ninguna en el proceso de media condicional.
Respecto al proceso de varianza condicional, la varible calendario significativa fue (ds5),
reflejando una menor volatilidad para los d́ıas viernes de cada semana; vale la pena mencio-
nar que, al probar el efecto fin y principio de mes no se encontró evidencia a favor de este
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fenómeno en el proceso.
Luego de obtener un mejor ajuste para los retornos del IGBC en su media y varianza condi-
cional, basados en los criterios de información, se revisó el resultado del test de estabilidad
de los parámetros Nyblom-Hansen para el modelo en su conjunto, arrojando un estad́ıstico
de prueba NH =3.2279 y V alor − P <0.01; lo que indica que probablemente existen cam-
bios estructurales en el modelo de varianza condicional; ya que, al realizar la misma prueba
sobre cada parámetro, el resultado para el estimador NHα0 =0.7963 y V alor−P <0.01; del
mismo modo, NHα1 =0.6772 con un V alor − P <0.025. Por lo tanto, es probable que exis-
tan posibles cambios estructurales en el proceso de varianza condicional, los cuales podŕıan
ser explicados de una manera más adecuada usando los modelos Switching de Markov con
heterocedasticidad condicional.
4.3. Ajustes de modelos con cambios de régimen
-Switching de Markov-
A la hora de realizar aplicaciones de los modelos Switching de Markov un punto crucial es de-
terminar el número de posibles estados o reǵımenes presentes en el fenómeno estudiado. Sin
embargo, la literatura parece quedarse corta a la hora de brindar herramientas que permitan
establecer con cierto nivel de confianza este valor. Al respecto, luego de estudiar diferentes
aplicaciones, se encontró que el número de reǵımenes depende del fenómeno de interés; en
este sentido, para el desarrollo del objetivo propuesto se seguirán los criterios de información
tal como lo plantea [Poletti and Savino, 2002] quienes usan el enfoque mencionado.
Del mismo modo, se optó por implementar una propuesta en la búsqueda de los posibles
modelos con cambio de régimen tipo (Bottom-up Way); es decir, se procede de abajo hacia
arriba. Este enfoque, consiste en proponer en un principio modelos muy simples y revisar
en cada ajuste medidas de desempeño; por ejemplo, se observa que en cada ajuste los re-
siduales sean ruido blanco usando el estad́ıstico de prueba Ljung-Box sobre los residuales
(Q) y residuales al cuadrado (Q2). También, se verifica la estabilidad de los parámetros en
el tiempo a través de la prueba de Nyblom-Hansen; aśı mismo, la idoneidad del supuesto
distribucional de los errores aleatorios, se observan los criterios de información Schwarz (SC),
Hannan-Quinn (HQ) y Akaike (AIC).
Por ejemplo, [Piplack, 2009] utilizó una metodoloǵıa similar en la búsqueda de un posi-
ble modelo de estados para el rango de la volatilidad semanal del ı́ndice S&P500 entre
1962 y 2007. Para ello, el autor propone inicialmente un modelo AR(1) con cambio de
régimen en el intercepto y sin componentes ARCH, hasta finalizar con una especificación
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ARMA(1, 1)-GARCH(2, 1) con cambio de régimen en la constante del modelo de media
condicional. Posteriormente, realiza el mismo procedimiento pero permitiendo que los com-
ponentes ARMA(p, q) del proceso de media, junto con el intercepto cambien de régimen.
Una vez que los modelos ajustados pasan las validaciones iniciales, se procede a realizar la
prueba de [Hansen, 1992a] en la cual se calcula el supremo del estad́ıstico de Wald sup(W )
para inferir sobre la significancia estad́ıstica de los reǵımenes. El modelo bajo la hipótesis
nula corresponde a la presencia de un solo estado, haciendo cero aquellos parámetros asocia-
dos al segundo régimen, obteniendo el sup(W ) a partir de la verosimilitud del modelo bajo
H0 cierto para cada valor perteneciente a una rejilla (grid) construida para valores de las
probabilidades de transición, los cuales quedan indefinidos bajo H0 cierta.
Para realizar el proceso de las estimaciones de los modelos presentados en las siguientes sub-
secciones, se utilizó el software Time Series Modelling (TSM) 4.49 de [Davidson, 2016], este
se ejecuta bajo el sistema OX de [Doornik, 2009]. En efecto, luego de realizar una revisión
de programas o paquetes estad́ısticos que permiten estimar modelos con cambio de esta-
do como las libreŕıas MSwM de [Sanchez-Espigares and Lopez-Moreno, 2014] y DEoptim de
[Ardia et al., 2015] desarrolladas bajo el software [R Core Team, 2016], el software EViews a
partir de su versión 8 y el código desarrollado en Matlab por [Marcucci, 2005]. Se desarrollo
el trabajo en el TSM 4.49 porque presenta ciertas ventajas sobre los programas nombrados.
De hecho, con el software Time Series Modelling (TSM) 4.49 se pueden obtener los estima-
dores de los parámetros y el filtrado de la variable estado st de los modelos Switching de
Markov descritos por las ecuaciones (2-31) y (2-32) de la sección 2.3 maximizando la función
de verosimilitud similar a la presentada en la ecuación (2-31) de la subsección 2.4.1. Del
mismo modo, es posible realizar las validaciones a los supuestos de la metodoloǵıa utilizada
y obtener los resultados de contrastes tradicionalmente usados en el análisis de las series de
tiempo, sobre los parámetros y residuales de los modelos ajustados.
También, es posible elegir diferentes supuestos distribucionales sobre las innovaciones alea-
torias y al mismo tiempo presenta un amplio espectro de especificaciones del tipo de mo-
delos MS-GARCH que pueden incorporar efectos aśımetricos, variables regresoras, dife-
rentes potencias para la volatilidad del tipo APARCH y ajustar el parámetros de me-
moria larga en el proceso de media y varianza condicional como los desarrollados por
[Haldrup and Nielsen, 2006], [Baek et al., 2014] y [Dark, 2015].
Además, el estimador para la varianza asociado a cada parámetro estimado se obtiene me-
diante el método robusto presentado en [Davidson, 2016]; y el Anexo B presenta algunas
generalidades de la interface Windows del software TSM con las diferentes opciones ofreci-
das por el paquete a la hora de trabajar con los modelos Switching de Markov.
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Un objetivo espećıfico de este trabajo es encontrar modelos que no incorporen cambios de
estados y aśı estos sirvan de benchmark para los modelos con cambio de régimen. Al respec-
to, la sección 4.2. contiene el desarrollo parcial del objetivo; por lo tanto, en esta sección se
presentará el desarrollo relacionado a la comparación de las dos metodoloǵıas alternativas;
por consiguiente, solo interesa comparar los modelos encontrados que no incorporan cambio
de régimen versus aquellos que si. En este sentido, el enfoque utilizado para realizar esta
comparación será v́ıa validación cruzada.
Para ello, se reservaron las últimas 30 observaciones del periodo de análisis de los proce-
sos estudiados, con el propósito de realizar predicción sobre los retornos medios usando el
modelo presentado en la tabla 4-18 (sin cambio de régimen) y aśı medir el desempeño de
las predicciones con los modelos descritos en las tablas 4-21, 4-22 y 4-23 (con cambio de
régimen) para los retornos del ı́ndice Colcap. Análogamente, se comparará la precisión pre-
dictiva del modelo de la tabla 4-20 (sin cambio de régimen) respecto a aquellos modelos que
incorporan cambio de régimen presentados en las tablas 4-31 y 4-32 para los retornos del
ı́ndice IGBC.
Una vez se cuenta con las predicciones 30 pasos adelante de los modelos, se utilizó el test
de [Diebold and Mariano, 1995] (DM) con el fin de comparar la precisión predictiva de los
modelos HYAGARCH versus los MS-GARCH propuestos para los procesos estudiados. En
efecto, el test DM se centra en probar si la diferencia de las predicciones de dos modelos son
significativamente iguales a cero.
Por ejemplo, si eit representa la diferencia entre la predicción y el valor real del proce-
so para t = T + 1, . . . , T + 30 del modelo i, i = 1, 2, y sea L(eit) = e
2
it las diferencias
cuadráticas en cada t del modelo i; entonces, [Diebold and Mariano, 1995] definen la varia-
ble d12t = L(e1t)−L(e2t) y al asumir que d12t es un proceso débilmente estacionario bastaŕıa
probar {H0 : E[d12t] = 0} para decir con un nivel de confianza determinado que los modelos 1
y 2 tienen la misma exactitud predictiva. Por lo tanto, en caso de rechazar la H0 al comparar
los resultados de los modelos HYAGARCH versus los MS-GARCH se presentará evidencia
adicional a favor de la existencia de reǵımenes en los procesos estudiados, las tablas 4-28
y 4-34 presentarán los resultados del contraste DM realiazado sobre el desempeño de los
modelos mencionados.
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4.3.1. Aplicación de los contrastes para probar la hipótesis de cambio
de régimen
Como se mencionó en el caṕıtulo 3, una tarea que se debe realizar una vez se cuenta con
los estimadores de los parámetros para los modelos Switching de Markov, consiste en hacer
contrastes que permiten rechazar o no la presencia de reǵımenes en los retornos estudiados
con cierto nivel de confianza. Por ello, esta subsección tiene por propósito presentar cómo se
aplicará el contraste de [Hansen, 1992a] y las pruebas de diferencias de régimen usadas para
validar los modelos.
Para lograr el objetivo, se supone que el proceso generador de los datos de los retornos
financieros estudiados es descrito por un modelo MS-AR(1)-GARCH(1,1) con dos posibles
estados st = {1, 2} que describen la realización del intercepto del modelo de volatilidad α01
y α02, descrito por las siguientes ecuaciones.
yt = φ11yt−1 + at (4-1)
σt = atǫt, ǫt ∼ (0, 1) (4-2)





entonces para probar la presencia de diferentes reǵımenes, se propone realizar el contraste
del tipo {H0 : α02 = 0} vs. {H1 : α02 > 0}. En esta clase de contrastes los parámetros
γ
′
= (θ02, p11, p22) no se encuentran definidos o carecen de sentido bajo H0 cierto. Por lo tan-







= (φ11, α11, β11) no son sujetos al cambio de régimen y se encuentran definidos
bajo H0 o H1 ciertas.
Una vez planteada la hipótesis, el paso siguiente consiste en obtener los estimadores del vec-
tor α̂
′
a cada combinación posible de los valores restringidos del conjunto de parámetros γ
′
;
donde esta restricciones se definen al proponer una rejilla para cada componente del vector γ
′
.
Por ejemplo, si para θ02 =[0.1, 2], p11 =[0.01, 0.999] y p22 =[0.01, 0.999], se proponen las
anteriores rejillas con 50 puntos al interior de cada una, entonces se estimarán los 503 mo-
delos restringidos, obteniendo de cada uno de ellos el resultado del contraste de Wald para
H0 : α02 = 0 y posteriormente se toma el máx = {w1, . . . , w125000} con su respectivo valor-p
y aśı definir si rechazar o no H0. El Anexo B presenta los pasos básicos para aplicar este
tipo de contraste en el software TSM 4.49.
Por otra parte, al validar los modelos Switching de Markov resulta relevante decir con cierto
nivel de confianza que tan diferentes son los valores de un parámetro de un régimen respecto
al otro; es decir, si el proceso generador de los datos es descrito por la ecuaciones (4-1) a
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(4-3). Entonces, el investigador estará interesado en probar la hipótesis {H0 : α01−α02 = 0}
vs. {H1 : α01 − α02 6= 0}, ya que el contraste permite dar argumentos adicionales al tomar
la decisión de incorporar cambio de régimen en un parámetro o no.
Al respecto, cuando se ajusta un modelo con cambio de régimen, el software TSM 4.49
permite obtener los estimadores de los parámetros de la forma α̂0d = α̂01 − α̂02 con su
respectiva desviación estándar (ŝe(α̂0d)) [ver Anexo B], con lo cual es posible realizar la
prueba de hipótesis planteada. Además, dado que bajo H0 cierto no existen parámetros sin




a−→ N(0, 1) (4-4)
En śıntesis, los contrastes presentados resultan útiles para probar la posible presencia de
cambio de régimen en el proceso analizado por el investigador. Por lo tanto, serán utili-
zados para validar las hipótesis mencionadas en los modelos presentados en las siguientes
subsecciones, espećıficamente los resultados de las pruebas mencionadas se presentarán en
las tablas 4-24, 4-25 y 4-33.
4.3.2. Resultados para los retornos del ı́ndice Colcap
Al desarrollar la metodoloǵıa propuesta para lograr el objetivo, se comenzó ajustando mo-
delos simples, hasta llegar a modelos más parametrizados. Por lo tanto, el primer ajuste
realizado correspondió a un modelo con dos estados, en el cual los interceptos asociados a la
media y la varianza condicional eran los únicos sujetos al cambio de régimen. Finalmente,
se presentarán tres modelos que cumplen con las validaciones planteadas y que garantizan
el cumplimiento de los supuestos del enfoque utilizado.
El primer modelo presentado es un MS-AR(3)-AGARCH(1,1), con dos posibles estados y
donde todos los parámetros estan sujetos a este cambio exceptuando al asociado a la asi-
metŕıa (γ), y las innovaciones aleatorias provienen de una distribución normal. La tabla 4-21
presenta los estimadores de los parámetros y las estad́ısticas resumen. Además, las siguien-
tes ecuaciones definen el modelo estimado y presentan de manera general las condiciones
parámetros que garantizan la estacionariedad del modelo estimado.
64 4 Resultados
yt = θ0st + φ1styt−1 + φ2styt−2 + φ3styt−3 + at, st = {1, 2} (4-5)
at = σtǫt (4-6)





ǫt ∼ iidN(0, 1) (4-8)
Nt−1 = 1, at−1 < 0 (4-9)
Nt−1 = 0, at−1 ≥ 0 (4-10)
α0st > 0, (α1st + β1st) < 1, γ > 0, st = {1, 2} (4-11)
El segundo ajuste corresponde a un MS-AR(1)-AGARCH(1,1) donde el proceso de media
no incorpora cambio de régimen, el proceso de varianza condicional es guiado por la variable
estado st; alĺı el parámetro sujeto a cambio de régimen resultó ser el intercepto α01 y α02,
los resultados son presentados en la tabla 4-22. Además, las siguientes ecuaciones describen
de forma anaĺıtica el modelo estimado.
yt = φ11yt−1 + at (4-12)
at = σtǫt (4-13)




t−1, st = {1, 2} (4-14)
ǫt ∼ iidGED(ν) (4-15)
Nt−1 = 1, at−i < 0 (4-16)
Nt−1 = 0, at−i ≥ 0 (4-17)
α0st > 0, (α11 + β11) < 1, γ > 0, st = {1, 2} (4-18)
En el tercer modelo presentado, se registra cambio de régimen en el proceso varianza con-
dicional, el primer régimen se caracteriza por tener un proceso de media condicional guiado
por una especificación AR(4) con φ21 = φ31 = 0 y la estructura de dependencia de la varian-
za condicional es descrita por un proceso AGARCH(1,1), con la restricción α11 = β11 = 0.
En el segundo estado, el proceso de varianza condicional es representado adecuadamente
por una especificación GARCH(1,1) sin restricciones, los resultados de las estimaciones del
proceso MS-AR(4)-AGARCH(1,1) son resumidas en la tabla 4-23. Igualmente, se presentan
las ecuaciones que describen la media y varianza condicional del modelo estimado.
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Tabla 4-21.: MS-AR(3)-AGARCH(1,1) con cam-
bio de régimen-Colcap
Estimador Std. Err. Valor P
Régimen 1
P11 0.28961 - -
P22 0.57735 - -
Intercept: θ01 -2.579 0.94715 0.007
AR(1): φ11 0.54949 0.05404 0.000
AR(2): φ21 0.17677 0.05829 0.002
AR(3): φ31 0.20956 0.05927 0.000
Intercept: α01 0.67448 0.1626 -
Asimetŕıa: γ 2.68739 1.35275 0.047
ARCH: α11 0.02515 0.01343 0.061
GARCH: β11 0.90424 0.02763 0.000
Régimen 2
Intercept: θ02 0.07799 0.02169 0.000
AR(1): φ12 -0.0534 0.03157 0.091
AR(2): φ22 -0.0554 0.03355 0.099
AR(3): φ32 -0.0995 0.03196 0.002
Intercept: α02 0.11319 0.0358 -
ARCH: α12 0.03664 0.01143 0.001
GARCH: β12 0.77886 0.04034 0.000
(-)Log Likelihood = 2737.97
Schwarz Criterion = 2802.75
Hannan-Quinn Criterion = 2772.5
Akaike Criterion = 2754.97
Ljung-Box (residuales): Q(27) = 27.7596 {0.423}
Ljung-Box (residuales cuadrados): Q(30) = 22.8275
{0.822}
Nyblom-Hansen Test: NH(17) = 4.2039 {<0.05}
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Tabla 4-22.: MS-AR(1)-AGARCH(1,1) con cam-
bio de régimen-Colcap
Estimador Std. Err. Valor P
Régimen 1
P11 0.99524 - -
P22 0.98215 - -
GED: (ν) 1.38639 0.06180 -
AR(1): φ11 0.10245 0.02640 0.000
Intercept: α01 0.62328 0.1168 -
Asimetŕıa: γ 6.2298 4.48764 0.165
ARCH: α11 0.03406 0.02046 0.096
GARCH: β11 0.71275 0.05522 0.000
Régimen 2
Intercept: α02 0.21355 0.0815 -
(-)Log Likelihood = 2757.35
Schwarz Criterion = 2791.64
Hannan-Quinn Criterion = 2775.63
Akaike Criterion = 2766.35
Ljung-Box (residuales): Q(29) = 30.7469 {0.377}
Ljung-Box (residuales cuadrados): Q(30) = 15.0395
{0.99}
Nyblom-Hansen Test: NH(9) = 1.9507 {<0.2}
yt = ψ1do3 + φ11yt−1 + φ41yt−4 + at (4-19)
at = σtǫt (4-20)




t−1, st = {1, 2} (4-21)
ǫt ∼ GED(ν) (4-22)
Nt−1 = 1, at−1 < 0 (4-23)
Nt−1 = 0, at−1 ≥ 0 (4-24)
α0st > 0, (α1st + β1st) < 1, γ > 0, st = {1, 2} (4-25)
Al revisar los resultados de las tablas 4-21, 4-22 y 4-23 se puede ver que los modelos supe-
ran las diferentes pruebas de validación propuestas, como estacionariedad y residuales ruido
4.3 Ajustes de modelos con cambios de régimen -Switching de Markov- 67
Tabla 4-23.: MS-AR(4)-AGARCH(1,1) con cam-
bio de régimen-Colcap
Estimador Std. Err. Valor P
Régimen 1
P11 0.97339 - -
P22 0.99567 - -
GED: (ν) 1.40803 0.0702 -
d03 0.13854 0.03939 0.000
AR(1): φ11 0.09427 0.02309 0.000
AR(4): φ41 -0.04089 0.01961 0.037
Intercept: α01 0.28712 0.04220 -
Asimetŕıa: γ 4.64531 2.69278 0.085
d05 -0.16759 0.05124 0.036
Régimen 2
Intercept: α02 0.62178 0.0747 -
ARCH: α12 0.04369 0.01906 0.022
GARCH: β12 0.70367 0.0499 0.000
(-)Log Likelihood = 2731.49
Schwarz Criterion = 2777.21
Hannan-Quinn Criterion = 2755.86
Akaike Criterion = 2743.49
Ljung-Box (residuales): Q(26) = 31.8398 {0.198}
Ljung-Box (residuales cuadrados): Q(30) = 15.6672
{0.985}
Nyblom-Hansen Test: NH(12) = 2.0698 {<1}
blanco. Del mismo modo, basados en los criterios de información SC, HQ y AIC se prefiere
el modelo MS-AR(4)-AGARCH(1,1) restringido. En términos generales, se puede decir que
los modelos asociados al proceso de varianza condicional evidencian la misma estructura
dinámica, en la medida que en todos, el cambio de régimen se asocia al intercepto α0i y el
resto de los parámetros presentan valores para los estimadores de los parámetros similares.
Vale la pena mencionar que, al comparar el modelo MS-AR(4)-AGARCH(1,1) restringido
con la propuesta AR(4)-HY-A-ARCH(1) de un solo régimen, es preferido el modelo de esta-
dos basados en los criterios SC, HQ y AIC.
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Las gráficas 4-5, 4-6, 4-7 muestran la prueba Ljung-Box realizada sobre los residuales y
los respectivos cuadrados, para los rezagos uno hasta 30. Se observa que los V alores − P
de las pruebas son mayores al 10% para rezagos mayores a cinco en todos los modelos; sin
embargo, el modelo MS-AR(3)-AGARCH(1,1) parece capturar de la mejor manera las rela-
ciones dinámicas presentes en el proceso de media condicional, mientras que para la varianza
condicional los V alores− P de la prueba se encuentran cercanos al 10%. En contraste, los
otros dos ajustes presentados parecen capturar la estructura de dependencia del proceso de
varianza condicional mejor que el proceso de media.
Ahora bien, al validar los supuestos sobre la distribución para los errores aleatorios en los
tres modelos, se observa que parecen ser adecuados a juzgar por el gráfico 4-8. Además, se
probaron modelos asumiendo distribuciones como la t-student y t-asimétrica para las innova-
ciones aleatorias, siendo descartados, basados en los criterios de información y en el contraste
de significancia individual del parámetro asociado a la asimetŕıa de la distribución.




























Figura 4-5.: Test de autocorrelación sobre los residuales MS-AR(3)-AGARCH(1,1)-Colcap.
Un factor importante en la identificación y estimación de los modelos Switching de Markov
consiste en validar las hipótesis relacionadas a la existencia de diferencias estad́ısticamen-
te significativas entre los valores de los parámetros que cambian de un estado al otro; por
ejemplo, desarrollar los contrastes H0 : α01 − α02 = 0 de manera individual. Con el fin de
realizar estos contrastes, se estimaron los parámetros de los modelos en forma de diferencia
entre reǵımenes, lo que permite realizar inferencia estándar; ya que bajo la hipótesis nula
cierta no quedan parámetros o variables indefinidas. Las tablas 4-24 y 4-25 presentan los
resultados de las pruebas para los modelos ajustados, junto con el contraste que evalua la
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Figura 4-6.: Test de autocorrelación sobre los residuales MS-AR(1)-AGARCH(1,1)-Colcap.
significancia conjunta de los parámetros relacionados al régimen st = 2, sup(W ).
Tabla 4-24.: Contrastes de diferencia de Régimen MS-AR(3)-AGARCH(1,1)-Colcap.
Hipótesis Est. de prueba Valor-P
θ01 − θ02 = 0 2.820 0.0050
φ11 − φ12 = 0 -9.100 0.0000
φ21 − φ22 = 0 -2.951 0.0030
φ31 − φ32 = 0 -3.915 0.0000
α01 − α02 = 0 3.216 0.0010
α11 − α12 = 0 0.724 0.4690
β11 − β12 = 0 -2.609 0.0090
sup(W ) 484.016 0.0000
El el test desarrollado por [Diebold and Mariano, 1995] DM-test es una prueba que permite
comparar el desempeño de las predicciones de dos modelos que capturan la dinámica de un
mismo proceso, donde la hipótesis nula supone que los dos modelos tienen la misma exac-
tidud predictiva. En este sentido, se procedió a realizar dicho contraste con el objetivo de
determinar cuál de los enfoques presentados presenta mayor precisión en las predicciones. La
tabla 4-28 presenta los resultados de esta prueba comparando las predicciones de los mode-
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Figura 4-7.: Test de autocorrelación sobre los residuales MS-AR(4)-AGARCH(1,1)
restringido-Colcap.
Tabla 4-25.: Contrastes de diferencia de Régimen MS-AR(1)-AGARCH(1,1) y MS-AR(4)-
AGARCH(1,1) -Colcap.
Hipótesis Est. de prueba Valor-P
MS-AR(1)-AGARCH(1,1)
α01 − α02 = 0 0.06881 0.0000
MS-AR(4)-AGARCH(1,1)-Restringido
α01 − α02 = 0 5.473 0.0000
α11 − α12 = 0 5.473 0.0000
β11 − β12 = 0 5.473 0.0000
los con cambio de régimen respecto al modelo encontrado sin incorporar cambio de régimen
para los retornos del ı́ndice Colcap ARFI(4,dm)-HY-A-ARCH(1) con variables calendario,
los cuales se resumen en la tabla 4-18.
Al observar los resultados de la tabla 4-28, se concluye que no existen diferencias significati-
vas en la predicción del modelo con cambio de régimen versus el AR(4)-HY-A-ARCH(1). Por
lo tanto, no parecen ser determinantes para evidenciar la posible existencia de estados. Sin
embargo, a excepción del modelo MS-AR(3)-AGARCH(1,1), la principal diferencia entre los
dos enfoques hace referencia a la descripción del proceso de varianza condicional, el cual no
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Figura 4-8.: Gráfico Quantile-Quantile del ajuste de los residuales a la distribución-Colcap.
Tabla 4-26.: Contraste existencia de régimen: MS-AR(1)-AGARCH(1,1)
Parámetro Rejilla Puntos Rejilla
p11 [0.0001, 0.9999] 50
p22 [0.0001, 0.9999] 50
α02 [0.1, 2] 50
Hipótesis sup(W ) Valor-P
α02 = 0 50.4758 0.0000
es observable y por lo tanto no se puede realizar medidas de desempeño en la predicción del
segundo momento condicional. En este sentido, cuando se utiliza como variable proxy para
la varianza condicional, los cuadrados de los residuales del modelo de media y se realiza el
mismo contraste con las predicciones de los modelos, tampoco parecen existir diferencias en
los pronósticos.
En los resultados presentados se puede diferenciar la existencia de un estado asociado con ma-
yor volatilidad, referenciado con el estado dos (st = 2); el cual parece predominar en el perio-
do de análisis. De hecho, al tomar la idea de [Hamilton and Susmel, 1994] quienes clasifican el
régimen al cual pertenece una realización del proceso a partir de las probabilidades de transi-
ción incondicionales (P (st = j|y0, . . . , yt, Θ̂)) y con la condición P (st = j|y0, . . . , yt, Θ̂) >0.5.
Tomando como referencia el modelo MS-AR(4)-AGARCH(1,1), el régimen st = 1 presentó
una mayor probabilidad de ocurrencia entre noviembre de 2012 y octubre de 2013; pos-
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Tabla 4-27.: Contraste existencia de régimen: MS-AR(4)-AGARCH(1,1)
Parámetro Rejilla Puntos Rejilla
p11 [0.0001, 0.9999] 50
p22 [0.0001, 0.9999] 50
α02 [0.1, 2] 50
α12 [0.01, 0.25] 50
β12 [0.01, 0.75] 50
Hipótesis sup(W ) Valor-P
α02 = α12 = β12 = 0 40.6121 0.0000
Tabla 4-28.: Diebold-Mariano (DM) Test-Colcap
Pronóstico Est. de prueba Valor-P
MS-AR(3)-AGARCH(1,1)
Pronóstico medio 0.000 1
Pronóstico Var. Cond. 0.000 1
MS-AR(1)-AGARCH(1,1)
Pronóstico medio 0.000 1
Pronóstico Var. Cond. 0.000 1
MS-AR(4)-AGARCH(1,1)
Pronóstico medio 0.000 1
Pronóstico Var. Cond. 0.000 1
teriormente, vuelve a presentar una probabilidad de ocurrencia mayor a 0.5 entre mayo y
septiembre de 2014.
Los resultados del modelo MS-AR(4)-AGARCH(1,1) parecen ser coherentes con las reali-
zaciones históricas de los retornos del ı́ndice. De hecho, al calcular la desviación estándar
muestral incondicional durante este periodo analizado, se observa que en las fechas durante
los cuales las realizaciones parecen ser generadas por el régimen uno (st = 1) es de 0.4850,
mientras que para el régimen st = 2 es de 1.1548.
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Figura 4-9.: Ajuste de los modelos MS-AR(4)-AGARCH(1,1) y MS-AR(3)-AGARCH(1,1)-
Colcap.
4.3.3. Resultados para los retornos del ı́ndice IGBC
Siguiendo la metodoloǵıa planteada para la búsqueda de un posible modelo con cambio de
régimen, se procedió a ajustar modelos simples, hasta llegar a modelos más parametrizados.
En efecto, se comenzó estimando un modelo con dos estados, el modelo de media condicional
en cada régimen es definido solamente por el intercepto, al igual que la varianza condicional
correspondiente a cada estado. Finalmente, se llegó a tres modelos que cumplen con todos los
test de especificación. La tablas 4-29, 4-30 y 4-31 presentan los estimadores y principales
estad́ısticas resumen de algunos modelos intermedios y la tabla 4-32 el modelo seleccionado.
En este caso, el ajuste presentado en la tabla 4-29 es el punto de partida en la búsqueda
de un modelo adecuado para los retornos del IGBC y se puede describir por las siguientes
ecuaciones:
yt = θ0st + at, st = {1, 2} (4-26)
at = α0stǫt, ǫt ∼ iidN(0, 1) (4-27)
Otro modelo intermedio, el cual captura de una mejor manera la estructura de dependencia
de los retornos del IGBC se presenta en la tabla 4-30 se puede describir por las siguientes
ecuaciones y condiciones de estacionariedad:
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Probabilidades de los Regímenes MS−AR(4)− Colcap
Figura 4-10.: Probabilidades incondicionales de transición del modelo MS-AR(4)-
AGARCH(1,1)-Colcap.
Tabla 4-29.: Modelo Swiching de Markov-IGBC
Estimador Std. Err. Valor P
Régimen 1
P11 0.97997 - -
P22 0.84108 - -
Intercept: θ01 0.08361 0.0259 0.001
Intercept: α01 0.91058 0.0437 -
Régimen 2
Intercept: θ02 -0.44806 0.2641 0.090
Intercept: α02 3.23539 0.4879 -
(-)Log Likelihood = 2754.23
Schwarz Criterion = 2776.72
Hannan-Quinn Criterion = 2766.32
Akaike Criterion = 2760.23
Ljung-Box (residuales): Q(30) = 47.9274 {0.02}
Ljung-Box (residuales cuadrados): Q(30) = 123.092
{0.000}
Nyblom-Hansen Test: NH(2) = 3.483 {<0.01}
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Figura 4-11.: Varianza Condicional del Modelos HY-A-GARCH vs MS-AGARCH(1,1)-
Colcap.
yt = θ01 + φ11yt−1 + at (4-28)
at = σtǫt (4-29)




t−1, st = {1, 2} (4-30)
ǫt ∼ iidGED(ν) (4-31)
−1 < φ11 < 1, α0st > 0, (α11 + β11) < 1, γ > 0 (4-32)
Los resultados del modelo final MS-AR(1)-AGARCH(1,1) seleccionado para los retornos del
IGBC se presentan en la tabla 4-32, el cual se puede describir por las siguientes ecuaciones:
yt = θ01 + φ11yt−1 + at (4-33)
at = σtǫt (4-34)




t−1, st = {1, 2} (4-35)
ǫt ∼ iidGED(ν) (4-36)
Nt−1 = 1, at−1 < 0 (4-37)
Nt−1 = 0, at−1 ≥ 0 (4-38)
−1 < φ11 < 1, α0st > 0, (α11 + β11) < 1, γ > 0, st = {1, 2} (4-39)
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Tabla 4-30.: MS-AR(1)-GARCH(1,1) con cambio
de régimen-IGBC
Estimador Std. Err. Valor P
Régimen 1
P11 0.99575 - -
P22 0.99838 - -
GED: (ν) 1.35320 0.0629 -
Intercept: θ01 0.08149 0.02236 0.000
AR(1): φ11 0.06067 0.02334 0.009
Intercept: α01 0.22401 0.0433 -
ARCH: α11 0.16839 0.03491 0.000
GARCH: β11 0.71026 0.05328 0.000
Régimen 2
Intercept: α02 0.67219 0.0825 -
(-)Log Likelihood = 2650.02
Schwarz Criterion = 2683.75
Hannan-Quinn Criterion = 2668.15
Akaike Criterion = 2659.02
Ljung-Box (residuales): Q(29) = 31.0603 {0.363}
Ljung-Box (residuales cuadrados): Q(30) = 21.9984
{0.854}
Nyblom-Hansen Test: NH(9) = 1.5883 {<1}
Es de mencionar que se ajustaron diferentes especificaciones, y que los resultados presen-
tados fueron producto de un proceso iterativo de identificación del proceso generador de
datos incorporando posibles cambios de estados. Durante este proceso se estimaron 27 mo-
delos, los cuales se iban descartando en favor de otros que presentaban un mejor ajuste a
los datos, incluyendo especificaciones GARCH en ambos reǵımenes, ráız fraccional en el pro-
ceso de varianza condicional y ajuste con variables calendario. Sin embargo, los resultados
presentados en las tablas 4-30, 4-31 y 4-32 superan las diferentes pruebas de validación
propuestas que permiten inferir sobre la existencia o no de los estados en el proceso analizado.
Por ejemplo, la figura 4-12 presenta el Valor-P del test de Ljung-Box realizado sobre los
residuales y residuales al cuadrado del modelo MS-AR(1)-AGARCH(1,1) desde el rezago
uno hasta el 30. Del mismo modo, se construyó el gráfico Quantil-Quantil comparando los
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Tabla 4-31.: MS-AR(1)-AGARCH(1,1) con cam-
bio de régimen-IGBC
Estimador Std. Err. Valor P
Régimen 1
P11 0.99835 - -
P22 0.99539 - -
GED: (ν) 1.4184 0.0671 -
Intercept: θ01 0.05514 0.02129 0.010
AR(1): φ11 0.07160 0.02381 0.003
Intercept: α01 0.23597 0.0427 -
Asimetŕıa: γ 4.22726 1.7915 0.018
ARCH: α11 0.05049 0.01866 0.007
GARCH: β11 0.69554 0.05593 0.000
Régimen 2
Intercept: α02 0.72110 0.0740 -
(-)Log Likelihood = 2634.01
Schwarz Criterion = 2671.48
Hannan-Quinn Criterion = 2654.15
Akaike Criterion = 2644.01
Ljung-Box (residuales): Q(29) = 27.5483 {0.542}
Ljung-Box (residuales cuadrados): Q(30) = 18.4912
{0.950}
Nyblom-Hansen Test: NH(10) = 1.7905 {<1}
diferentes percentiles teóricos de la distribución GED(0, 1, ν = 1,43565) versus los percenti-
les muestrales de la serie de residuales. Al revisar lo resultados, se observa que estos parecen
seguir un proceso ruido blanco para el proceso de media, indicando que el modelo planteado
para la media es suficiente para explicar la estructura de dependencia en el proceso de media
y varianza condicional.
También, el supuesto usado sobre la distribución de los errores aleatorios utilizado para rea-
lizar el proceso de estimación fue idóneo, al revisar el gráfico Quantil-Quantil. Durante el
proceso de búsqueda de un modelo adecuado para los retornos del IGBC, se consideraron
diferentes tipos de distribuciones para las innovaciones aleatorias presentes en el sistema;
por ejemplo, se probaron la distribución normal, t-student y t-asimétrica, favoreciendo el
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Tabla 4-32.: MS-AR(1)-AGARCH(1,1) con cam-
bio de régimen-IGBC
Estimador Std. Err. Valor P
Régimen 1
P11 0.99833 - -
P22 0.99530 - -
GED: (ν) 1.43565 0.0682 -
AR(1): φ11 0.08466 0.02103 0.000
Intercept: α01 0.24621 0.0416 -
Asimetŕıa: γ 4.99078 2.0363 0.014
ARCH: α11 0.04684 0.01724 0.007
GARCH: β11 0.69185 0.05694 0.000
Régimen 2
Intercept: α02 0.73366 0.0744 -
(-)Log Likelihood = 2636.84
Schwarz Criterion = 2670.56
Hannan-Quinn Criterion = 2654.96
Akaike Criterion = 2645.84
Ljung-Box (residuales): Q(29) = 26.3203 {0.608}
Ljung-Box (residuales cuadrados): Q(30) = 16.9795
{0.973}
Nyblom-Hansen Test: NH(9) = 1.6725 {<1}
ajuste de la GED(ν), luego de revisar los criterios de información y prueba de significancia
estad́ıstica realizada sobre el parámetro de asimetŕıa de la distribución t-asimétrica.
En el proceso de la validación de los supuestos del modelo, se debe plantear la hipótesis res-
pecto a si existen diferencias estad́ısticamente significativas entre los valores de los paráme-
tros que cambian de un estado al otro; es decir, plantear los contrastes H0 : α01 − α02 = 0
de manera individual. Para ello, se estimaron los parámetros de los modelos probados en
forma de diferencia entre reǵımenes, permitiendo realizar inferencia estándar; ya que bajo la
hipótesis nula cierta no quedan parámetros o variables indefinidas. La tabla 4-33 registra los
resultados de las pruebas para los modelos ajustados, en los cuales se rechaza H0; aśı como
el resultado del estad́ıstico de Wald obtenido a partir de proponer una rejilla de 50 puntos
para {α02 :∈ [0.1, 2]}.
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Figura 4-12.: Test de autocorrelación y ajuste a la distribución de los residuales del modelo
MS-AR(1)-AGARCH(1,1) sin intercepto-IGBC.
Tabla 4-33.: Prueba de diferencia entre reǵımenes-IGBC
Hipótesis Est. de prueba Valor-P
MS-AR(1)-GARCH(1,1)
α01 − α02 5.559 0.000
sup(W ) 30.9055 0.000
MS-AR(1)-AGARCH(1,1)
α01 − α02 6.631 0.000
sup(W ) 43.975 0.000
MS-AR(1)-AGARCH(1,1) sin intercept
α01 − α02 6.655 0.000
sup(W ) 44.289 0.000
En términos generales, en los resultados obtenidos se puede diferenciar la existencia de
un estado asociado a una mayor volatilidad, éste es guiado por el estado (st = 2), el
cual parece predominar en el periodo de análisis. Partiendo de las probabilidades de tran-
sición incondicionales (P (st = j|y0, . . . , yt, Θ̂)) definidas en el caṕıtulo 2 y siguiendo a
[Hamilton and Susmel, 1994] quienes proponen asumir que una realización del proceso pro-
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viene de un régimen determinado si P (st = j|y0, . . . , yt, Θ̂) >0.5, observando que el régimen
st = 1 evidenció una mayor probabilidad de ocurrencia entre noviembre de 2009 y julio de
2010. Posteriormente, vuelve a registrar una probabilidad de ocurrencia entre noviembre de
2012 hasta octubre de 2013. La gráficas 4-13 y 4-14 presentan el ajuste del modelo a las
realizaciones y las probabilidades incondicionales de transición.



















Ajuste del Modelo IGBC
Figura 4-13.: Ajuste del modelo MS-AR(1)-AGARCH(1,1) sin intercepto-IGBC.
Estos resultados parecen ser coherentes con las realizaciones del proceso en el pasado; en efec-
to, al calcular la la varianza muestral incondicional durante este periodo, se conservan los
hallazgos del modelo. Es decir, en los periodos de tiempo durante los cuales las realizaciones
parecen ser generadas por el régimen uno (st = 1) la desviación estándar es de 0.7249, mien-
tras que para el régimen st = 2 es de 1.4683. De hecho, la figura 4-15 muestra que el modelo
MS-AR(1)-AGARCH presenta un mayor nivel de la varianza condicional al comienzo del pe-
riodo de análisis, momento reseñado en la sección 4.1 correspondiente a un periodo de estrés.
Finalmente, se procedió a comparar el desempeño de las predicciones de los modelos MS-
AR(1)-AGARCH(1,1) con y sin intercepto en el proceso de media condicional y el ajsute
del modelo AR(4)-HY-A-ARCH(1) con variables calendario presentado en la tabla 4-20. Lo
anterior, con el objetivo de determinar cuál de los enfoques arroja una mayor precisión en las
predicciones. Por lo tanto, se realizó el test DM donde la hipótesis nula es que dos modelos
tienen la misma exactidud predictiva, la tabla 4-34 resume los resultados de esta prueba.
Los resultados obtenidos en la prueba de DM muestran que en el proceso de media no existe
evidencia que los modelos de cambio de régimen presenten una mejor calidad en la predic-
ción que aquellos sin cambio de estado. Sin embargo, esta prueba no puede ser concluyente
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Probabilidades de los Regímenes− IGBC
Figura 4-14.: Probabilidades incondicionales de transición del modelo MS-AR(1)-
AGARCH(1,1) sin intercepto-IGBC.
para determinar si el proceso de los rendimientos del IGBC tienen cambios de estados; en
efecto, el modelo de media condicional fue igual para ambos enfoques, con el estimador para
el parámetro φ̂1 similares, mientras que la principal diferencia se asocia a la hora de predecir
el proceso de varianza condicional.
No obstante, como es una variable no observable no se puede realizar un contraste del tipo
de DM para el segundo momento condicional del proceso. A pesar de ello, se utiliza como
una variable proxy de la varianza condicional, el cuadrado de los residuales del modelos
de media en el periodo de validación, mostrando que tampoco parecen existir diferencicas
significativas en la capacidad predictiva del modelo. Sin embargo, cuando se comparan los
Tabla 4-34.: Diebold-Mariano (DM) Test-IGBC
Pronóstico Est. de prueba Valor-P
MS-AR(1)-AGARCH(1,1)
Pronóstico medio 0.000 1
Pronóstico Var. Cond. 0.000 1
MS-AR(1)-AGARCH(1,1) sin intercept
Pronóstico medio 0.000 1
Pronóstico Var. Cond. - -
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Figura 4-15.: Varianza Condicional del Modelos HY-A-GARCH vs MS-AGARCH(1,1) sin
intercepto-IGBC.
criterios de información del modelo AR(4)-HY-A-ARCH(1) con los obtenidos en el ajuste
MS-AR(1)-AGARCH(1,1), se prefiere la propuesta sin cambio de régimen.
5. Conclusiones y recomendaciones
5.1. Conclusiones
El presente trabajo respondió la pregunta planteada como objetivo central a desarrollar; es
decir, se determinó que la estructura de dependencia del Índice General de la Bolsa de Va-
lores de Colombia (IGBC) y el ı́ndice Colcap puede ser explicada adecuadamente por medio
de modelos Switching de Markov con heterocedasticad condicional. Para ello, se realizó una
revisión a la literatura sobre desarrollos teóricos y aplicaciones de esta familia de modelos.
Del mismo modo, se optó por implementar una propuesta en la búsqueda de los posibles
modelos con cambio de régimen tipo Bottom-up Way, la cual consiste en proponer modelos
muy simples y revisar en cada ajuste medidas de desempeño; por ejemplo, se observa que
los residuales sean ruido blanco, se verifica la estabilidad de los parámetros en el tiempo, la
idoneidad del supuesto distribucional de los errores aleatorios y se tienen en cuenta los re-
sultados de los criterios de información Schwarz (SC), Hannan-Quinn (HQ) y Akaike (AIC);
es decir, se procede de abajo hacia arriba. Al respecto, [Piplack, 2009] utiliza una metodo-
loǵıa similar en la búsqueda de un posible modelo de estados para el rango de la volatilidad
semanal del ı́ndice S&P500.
Otro punto importante en el desarrollo del objetivo consistió en realizar un análisis de-
tallado de la información disponible tanto cuantitativa (estad́ısticas resumen y contrastes
estad́ısicos), como cualitativo (eventos espećıficos que pudieron marcar la historia del pro-
ceso) y proponer modelos que no incorporan cambio de régimen, los cuales sirvieron como
punto de comparación para los modelos Switching de Markov, garantizando que superan
las diferentes pruebas de validación. En efecto, para los retornos del Colcap se propone un
modelo AR(4)-HY-A-ARCH(1) con una distribución condicional GED(ν) para los errores y
una especificación AR(4)-HY-A-ARCH(1) para los retornos del IGBC, cuyas innovaciones
aleatorias también son generadas por una distribución GED(ν).
Respecto a los modelos presentados con cambio de estado para los retornos del Colcap, se
determinó que el proceso generador de los datos es un MS-AR(4)-AGARCH(1,1) con dos
posibles régimenes y uno de ellos es asociado con periodos de mayor volatilidad en el merca-
do bursátil; por ejemplo, la mayoŕıa de las realizaciones parecen provenir del estado st = 2
durante el año 2008 enmarcado por el inicio de uno de los episodios de mayor volatilidad
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de los mercados financieros a nivel mundial. Lo mismo ocurrió después de octubre de 2013,
periodo caracterizado por una alta volatilidad en el mercado colombiano derivado de la ma-
terialización de un evento de riesgo de liquidez por parte de la reconocida firma comisionista
Interbolsa S.A.
Para los retornos del IGBC se encontró que el proceso generador de los datos se puede repre-
sentar a través de un modelo MS-AR(1)-AGARCH(1,1) con dos posibles estados. De hecho,
en los periodos de tiempo durante los cuales las realizaciones parecen ser generadas por el
régimen uno (st = 1) la desviación estándar muestral es de 0.7249, mientras que para el
régimen st = 2 es de 1.4683, diferenciando claramente un régimen asociado a una mayor
volatilidad.
5.2. Recomendaciones
La metodoloǵıa propuesta para encontrar un posible modelo con cambio de régimen pareció
ser exitosa, a juzgar por los resultados obtenidos en las validaciones de los modelos. En efec-
to, luego de revisar una porción relevante de la literatura disponible hasta la fecha, éste ha
sido el único trabajo que muestra de manera explicita el proceso de modelación, validación
y uso para el pronóstico de esta familia de modelos. Por ello, resultará interesante probar
que la metodoloǵıa podŕıa ser recomendada en aplicaciones, luego de ser validada mediante
ejercicios de simulación; ya que, no parece existir un marco consolidado que permita encon-
trar con cierto nivel de confianza el verdadero modelo generador de los datos con cambio de
régimen.
Por otra parte se debe revisar con cuidado la inferencia realizada sobre los procesos es-
tocásticos fraccionalmente integrados; debido a que, autores como [Diebold and Inoue, 2001]
señalan que procesos generados por MS-ARMA(p, q) pueden ser confundidos por series de
tiempo con memoria larga, dada la persistencia asociada a permanecer en un determinado
régimen. Por ejemplo, [Baek et al., 2014] muestran que el estimador del parámetro de ráız
fraccional GPH y el propuesto por [Robinson, 1995] resultan ser extremadamente sesgados
cuando son aplicados a procesos generados por modelos con cambio de régimen en su proceso
de media.
En este sentido, resultará interesante determinar si se podŕıan llegar a las mismas con-
clusiones en un proceso con varianza condicional cambiante en el tiempo. Al observar, los
resultados del análisis exploratorio de las pruebas realizadas sobre la probable existencia
de ráız fraccional en los procesos estudiados en la sección 4.1, y los modelos ajustados sin
incorporar cambio de régimen en la sección 4.2 parece que ocurre un fenómeno similar al
señalado por estos autores.
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Por ello, un trabajo futuro podŕıa consistir en probar esta hipótesis y aśı no correr el riesgo
de incorporar una ráız fraccional en el proceso de varianza condicional cuando no existe; un
punto de partida interesante es el trabajo desarrollado por [Shi and Ho, 2015]. Finalmente,
los modelos Switching de Markov parecen ser una alternativa a la familia de modelos HYA-
PARCH en la medida que resulta más intuitivo desde el punto de vista econónomico explicar
la existencia de estados en el proceso de varianza condicional, que la presencia de memoria
larga.
A. Anexo: Resumen de los ajustes de los
modelos de un solo régimen
El objetivo de esta sección es mostrar algunas caracteŕısticas de los contrastes realizados que
permiten inferir sobre la presencia de ráız fraccional en los procesos estudiados (retornos de
los ı́ndices Colcap e IGBC). También, se presentará el detalle de la metodoloǵıa de modelos
anidados, implementada para la identificación de las especificaciones que no incoporaron
cambio de régimen para los retornos de los ı́ndices bursátiles analizados.
Generalidades de las de Pruebas de memoria larga utilizadas: Como se men-
cionó en caṕıtulo 2 y en la sección 4.1 del presente trabajo, resulta primordial investigar
la clase de memoria que presenta la serie de tiempo sujeta a estudio, en la medida que
a partir de esta caracteŕısica, podemos inferir sobre la persistencia que podŕıa ejercer
una innovación que ingresa al sistema, si está perdurará en el largo o corto plazo. A
continuación, se muestra un breve repaso de los contrastes utilizados que permiten
probar la hipótesis {H0 : d = 0 vs. H1 : d > 0} planteada.
• Rango re-escalado modificado de [Lo, 1991] (RS): Es una prueba no paráme-
trica que tiene por objetivo detectar la estructura de dependencia de largo plazo
asociado a una serie y al mismo tiempo, ser invariante ante procesos de memoria
corta. Para la realización de una serie de retornos {y1, . . . , yT}, el estad́ıstico de










































, q < T (A-3)
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wi(q) son ponderadores propuestos por [Newey and West, 1987], los cuales per-
miten obtener σ̂2T (q) > 0; inicialmente [Lo, 1991] muestra que wi(q) corresponde
al estimador de 2π veces la función de densidad espectral (sin normalizar) de yt
en la frecuencia cero, usando una ventana tipo Bartlett.
• Test de [Kwiatkowski et al., 1992] (KPSS): Vale la pena mencionar que
la prueba KPSS fue desarrollada originalmente para probar hipótesis del tipo
H0 : d = 0 vs. H0 : d = 1. En efecto, [Kwiatkowski et al., 1992] señalan que
pruebas del tipo de contraste [Dickey and Fuller, 1979] carecen de potencia a la
hora de rechazar una hipótesis nula de la clase H0 : d = 1 vs. H1 : d 6= 1, particu-
larmente en procesos cuya ráız del polinomio caracteŕıstico φ(B) = 0 asociado al
proceso, es cercana a la unidad.
En este sentido, la prueba KPSS plantea representar el proceso {y1, . . . , yT} en
una caminata aleatoria y un error estacionario; por lo tanto, la hipótesis nula del
contraste implica probar que la varianza de la caminata aleatoria es cero; donde
el estad́ıstico de prueba es de la clase de multiplicadores de Lagrange (LM), cuya
distribución asintótica no es estándar. De manera general, para aplicar el contraste
al proceso {yt} se asume que:
yt = xt + ǫt (A-4)
xt = xt−1 + at, at ∼ iid(0, σa) (A-5)
donde ǫt es el error estacionario; por lo tanto, al tener la representación del proceso
bajo la hipótesis nula {H0 : σa = 0 vs. H1 : σa > 0} implica que la serie yt es















et, i = 1, 2, . . . , T. (A-7)
Siendo et las desviaciones de las relizaciones respecto a la media et = yt− ȳ y σ̂2ǫ es
el estimador HAC consistente de la varianza del proceso estacionario ǫt, definido
como se sigue:


















siendo w(k, l) la elección de una ventana espectral, a partir de un kernel cuadráti-
co, con un ancho de banda (l̂T ) elegido de manera automática, como lo sugieren
[Hobjin et al., 1998] y [Gil-Alana, 2003] quienes muestran a partir de estudios
Monte Carlo un mejor desempeño del test del estad́ıstico KPSS utilizado esta
especificación. Para la aplicación presentada en el trabajo se utilizó el método de
selección automático plug-in desarrollado por [Newey and West, 1994] implemen-
tando en el software TSM versión 4.49.
Finalmente, se decidió aplicar el test KPSS sobre los retornos de los ı́ndices Col-
cap e IGBC para contrastar la hipótesis del tipo H0 : d = 0 vs. H0 : d > 0 e
inferir sobre la presencia de memoria larga. En efecto, [Lee and Schmidt, 1996]
muestran que el contraste presenta una potencia similar al test RS de [Lo, 1991]
aplicado a series con una longitud lo suficientemente grande (T > 1000).
• Contraste de Varianza Reescalada (V/S): Fue desarrollado por [Giraitis et al., 2003]
y consiste en modificar el contraste de [Kwiatkowski et al., 1992], [Giraitis et al., 2003]




























[Giraitis et al., 2003] con el objetivo de probar las propiedades de la distribución
del estad́ıstico de prueba MT bajo H0 cierto, deben asumir que el proceso es
débilmente estacionario hasta de cuarto orden y con ello garantizan que el proceso
yt tiene una función de autocovarianza absolutamente sumable (
∑∞
j=−∞ |γj|) o
equivalentemente memoria corta. En contraste, bajo H1 se requiere que la función
autocovarianzas del proceso γk decaigan hiperbólicamente; es decir, asumen que
γk ∼ ck2d−1, con c > 0 y 0 < d < 0,5. Aśı, los autores muestran que bajo H0
cierto el estad́ıstico MT converge débilmente a:















donde Yj es una variable aleatoria generada a partir de una distribución normal
estándar; del mismo modo, los autores muestran que el estad́ıstico MT posee me-
nor varianza que el LM de [Kwiatkowski et al., 1992].
• Test de [Geweke and Porter-Hudak, 1983] (GPH): Los autores proponen
estimar el parámetro de memoria d de los procesos ARFIMA(p, d, q), utilizando








siendo fu(ω) la densidad espectral del proceso ut ∼ ARMA(p, q), entonces al
evaluar f(ω)en las frecuencias de Fourier, definiendo la j-ésima ordena en el pe-
riodograma IT (ωj), ωj =
2πj
T
es la j-ésima frecuencia de Fourier. Al tomar el
logaritmo natural a la expresión anterior, [Geweke and Porter-Hudak, 1983] mos-
traron que, de una manera aproximada, se puede llegar a un modelo de regresión
en el dominio espectral, definido como:






+ ǫj, j = 1, 2, . . . ,m (A-13)








por lo tanto, d puede ser estimado por mı́nimos cuadrados ordinarios (MCO) y
se puede hacer inferencia estándar sobre el estimador d̂MCO. Además, usualmente
se propone utilizar el ancho de banda [m] = T 0,5.
• Test de máxima verosimilitud local de Whittle [Robinson, 1995]: El au-
tor propone un contraste semiparámetrico que permite determinar si un proceso
yt, posee memoria larga al investigar su función de autocovarianza γj del rezago
j en el dominio de las frecuencias, para ello propone escribir γj como se sigue:





f(λ) ∼ Gλ1−2H (A-18)
siendo G ∈ (0,∞) y H ∈ (0, 1); de hecho, H es el coeficiente de [Hurst, 1951]
definido H = d + 1
2
. Por lo tanto, se hace necesario obtener un estimador para
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el parámetro de memoria larga d. Al respecto, según [Davidson, 2016] el estima-
dor propuesto por [Robinson, 1995] se puede obtener de manera alternativa al
máximar la verosimilitud Gaussiana de Whittle, dada por:



















; aśı mismo, M es el ancho de la banda y se elige tal que M
T
→ 0.






puesto por [Moulines and Soulier, 2000], el estad́ıstico es asintóticamente normal
bajo H0 cierto.
• Test de [Moulines and Soulier, 2000]: El contraste se centra en encontrar un
estimador para el parámetro de memoria larga al modelar la densidad espectral
sobre todo el rango de la frecuencia. Lo anterior, se logra al aproximarse al com-
ponente de memoria corta de la densidad espectral definida por f ∗(y); es decir,
escribiendo la función de densidad espectral del proceso f(y) ✭✭aislando✮✮ el com-
ponente de memoria larga y truncando en pT el ln f
∗(y) del estimador de series
de Fourier.

















[Moulines and Soulier, 2000] proponen truncar la serie de Fourier en pT = 8 al
concluir en un ejercicio de simulación que este valor minimiza el Error Absoluto
Cuadrático Medio (MASE). Finalmente, el estimador de memoria larga se obtiene






























• Test de [Harris et al., 2006](HML): La prueba utiliza un estad́ıstico de prue-
ba en la función de autocovarianza muestral de largo plazo; por lo tanto, bajo
{H0 : d = 0} cierto el estad́ıstico de prueba se distribuye normal estándar. Para
ello, se supone que el proceso yt se puede describir a partir de:
(1− B)dyt = ut, ut ∼ ARMA(p, q) (A-27)



































siendo k y l son los números donde se trunca la muestra del proceso para cal-
cular el estad́ıstico de prueba; al respecto, [Harris et al., 2006] proponen utilizar
k =
√
cT , c = 1, l = LT
12
25 y L = 2
3
.
• Test de [Castaño et al., 2008b]: Los autores proponen realizar el contraste
a partir de la estimación máximo verosimil del parámetro de memoria larga d;
al mismo tiempo, capturan la estructura de dependencia del proceso yt a través
de una especificación autorregresiva de alto orden AR(p∗). Es decir, proponen
estimar un modelo preliminar ARFIMA(p∗, d, 0),
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a−→ N(0, 1) (A-34)
[Castaño et al., 2008b] proponen elegir el orden autorregresivo como el entero
más cercano a [p∗] = T
1
4 . Asimismo, muestran por ejercicios de simulación, que
el contraste puede ser utilizado en aquellos casos donde los residuales del modelo
preliminar no presentan estructuras de dependencia lineales, pero son dependien-
tes como aquellos procesos que presentan efectos ARCH.
Modelos anidados para los retornos del ı́ndice Colcap: Con el objetivo de so-
portar los resultados presentados en la sección 4.2, donde se evidencia que se tomó la
decisión de restringir los modelos, partiendo de especificaciones que cumplen con los
diferentes supuestos en los cuales se basan la metodoloǵıa implementada. En efecto,
para pasar de una especificación a otra se debe garantizar que se cumplen supuestos
básicos como residuales ruido blanco y estacionariedad. Del mismo modo, se presentan
las pruebas que soportan la decisión de restringir ciertos parámetros, particularmente
en la elección de la potencia y los parámetros de amplitud y de memoria larga en el
proceso de volatilidad condicional.
La tabla A-1 muestra los resultados de tres modelos intermedios usados para llegar al
modelo que se muestra en la tabla 4-17; en ella pueden observar los valores estimados
para los parámetros del modelo más general ARFIMA(4, dm, 0)-HYAPARCH(1, 1), un
modelo intermedio AR(4)-HYAGARCH(1, 1) y el modelo seleccionado; además, se re-
gistra la desviación estándar de cada estimador entre paréntesis. Asimismo, se presenta
el test Ljung-Box para los residuales estandarizados y sus cuadrados, evidenciando que
no se encuentran estructuras de dependencia entre estos.
Igualmente, la tabla muestra el máximo del logaritmo de la función de verosimilitud,
junto con los criterios de información Schwarz, Hannan-Quinn y Akaike que sopor-
tan la elección del modelo. Finalmente, se observa el resultado del test de estabilidad
Nyblom-Hansen (NH), indicando que no se rechaza la hipótesis sobre la estabilidad
conjunta de los parámetros en el tiempo.
Adicionalmente, la tabla A-2 presenta los resultados de las pruebas de hipótesis reali-
zadas sobre los parámetros claves para tomar la decisión de definir una especificación
93
Tabla A-1.: Resultados de las estimaciones para los retornos del Colcap
Modelo HYAPARCH HYAPARCH HY-A-ARCH
Media Condicional
GED (ν) 1.34306 (0.0575) 1.34549 (0.0577) 1.34482 (0.0576)
θ0 0.01516 (0.0268) - -
dm 0.04732 (0.0411) - -
φ1 0.05267 (0.0497) 0.1043 (0.0267) 0.10458 (0.02671)
φ2 -0.01068 (0.0295) - -
φ3 -0.0109 (0.0253) - -
φ4 -0.05906 (0.0241) -0.0463 (0.0219) -0.04672 (0.01712)
Varianza Condicional
α0 0.16482 (0.1189) 0.17710 (0.1225) 0.14957 (0.1000)
τ 0.49235 (0.1627) 0.48255 (0.1594) 0.39645 (0.1280)
dv 0.32724 (0.0808) 0.32977 (0.0847) 0.35073 (0.0967)
δ 1.69922 (0.4146) 1.69559 (0.4068) 2
γ 2.56277 (1.3036) 2.64434 (1.3315) 3.2053 (1.53069)
α1 0.11536 (0.1358) 0.11597 (0.13009) 0.0777 (0.04632)
β1 0.02645 (0.1576) 0.02781 (0.15292) -
Log L 2765.16 2766.6 2767.05
Schwarz 2818.58 2804.75 2797.58
H-Q 2793.61 2786.92 2783.31
Akaike 2779.16 2776.6 2775.05
Q(26) 23.8047 {0.587} 28.451 {0.337} 28.3602 {0.341}
Q2(30) 21.0944 {0.885} 22.481 {0.836} 20.3560 {0.907}
NH 4.0781 {<0.01} 2.9164 {<0.025} 2.2017 {<0.05}
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Tabla A-2.: Pruebas de hipótesis a los parámetros del modelo de varianza condicional -
HYAPARCH(1, 1)
Parámetro Hipótesis Est. de prueba Valor-P
Potencia δ = 2 -0.7483 0.2271
Amplitud τ = 1 -3.2442 0.0006
Memoria dv = 1 -7.9130 0.0000
paramétrica para el modelo de varianza condicional. Éstas fueron realizadas a los es-
timadores obtenidos del modelo AR(4)-HYAPARCH(1, 1). En general, los resultados
sugieren evidencia a favor del modelo seleccionado. La gráfica A-1 permite validar si el
modelo finalmente seleccionado de la tabla 4-18 presenta estructuras de dependencia
en diferentes rezagos de sus residuales y residuales al cuadrado.




























Figura A-1.: Prueba de Ljung-Box para los residuales estandarizados en diferentes rezagos.
Ĺınea punteada señala un Valor-P>0.1
Por otra parte, el gráfico A-2 permite validar el supuesto distribucional utilizado sobre
las innovaciones aleatorias ǫt. Finalmente, el gráfico A-3 muestra el ajuste del modelo
presentado en la tabla 4-18 a la historia de los rendimientos del ı́ndice Colcap.
Modelos anidados para los retornos del ı́ndice IGBC: Siguiendo con la valida-
ción de los modelos mostrados en la sección 4.2 para los retornos del IGBC a conti-
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Figura A-2.: Gráfico Quantile-Quantile del ajuste de los residuales a la distribución
nuación se presentarán algunos modelos intermedios permitiendo validar las elecciones
de los modelos, aqúı se muestra que los modelos iniciales utilizados en el proceso de
búsqueda cumplen con los diferentes supuestos. Al respecto, la tablaA-3 resume los re-
sultados de tres modelos intermedios que permitieron llegar al encontrado en la sección
4.2. La tabla A-3 contiene estimadores del modelo más general ARFIMA(4, dm, 0)-
HYAPARCH(1, 1), un modelo intermedio ARFI(4, dm)-HY-A-ARCH(1) y el modelo
seleccionado; aśı mismo, se puede observar el resto de la información relevante para la
validación de los modelos.
Una manera de validar si es pertinente incorporar en el modelo de varianza condicio-
nal la memoria hiperbólica (τ), aśı como la ráız fraccional y la potencia cuadrada es
realizando pruebas de hipótesis sobre los parámetros de interés estimados del modelo
ARFIMA(4, dm, 0)-HYAPARCH(1, 1). La tabla A-4 muestra lo que soporta las deci-
siones tomados sobre el modelo finalmente propuesto. Por otra parte, la gráfica A-4
valida el supuesto usado sobre los residuales del modelo presentado en la tabla 4-20.
Uno de los puntos centrales en la validación de los modelos seleccionados es determinar
si el supuesto distribucional que se asume sobre las innovaciones del proceso se cumple;
por ello, el gráfico A-5 muestra que ǫt ∼ GED(ν̂ = 1,3652) parece ser válido. Para
finalizar, el gráfico A-6 muestra el ajuste del modelo presentado en la tabla 4-20 a la
historia de los rendimientos del ı́ndice IGBC.
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Tabla A-3.: Resultados de las estimaciones para los retornos del IGBC
Modelo HYAPARCH HY-A-ARCH HY-A-ARCH
Media Condicional
GED (ν) 1.35676 (0.0654) 1.35461 (0.0649) 1.35584 (0.0642)
θ0 0.06291 0.02760) 0.06089 (0.0241) 0.05797 (0.0253)
dm 0.02384 (0.0537) - -
φ1 0.04650 (0.0578) 0.07003 (0.0251) 0.06982 (0.0248)
φ2 -0.0234 (0.0346) -0.01314 (0.0256) -
φ3 -0.0264 (0.0302) -0.01973 (0.0261) -
φ4 -0.0500 (0.0260) -0.04316 (0.0226) -0.04284 (0.0214)
Varianza Condicional
α0 0.19228 (0.1265) 0.21933 (0.1254) 0.21213 (0.0257)
τ 0.35683 (0.1480) 0.33214 (0.1329) 0.32907 (0.1323)
dv 0.35502 (0.1045) 0.42799 (0.1198) 0.42435 (0.1189)
δ 1.82267 (0.2892) 2 2
γ 3.56613 (2.0918) 3.62308 (2.14738) 3.74462 (2.21649)
α1 0.06562 (0.0475) 0.08193 (0.05927) 0.08104 (0.05824)
β1 0.11590 (0.1136) - -
Log L 2623.26 2623.76 2624.32
Schwarz 2675.71 2699.47 2658.04
H-Q 2651.45 2645.91 2642.44
Akaike 2637.26 2634.76 2633.32
Q(26) 25.0174 {0.518} 26.0212 {0.462} 24.4066 {0.53}
Q2(30) 19.8966 {0.919} 19.782 {0.922} 20.0089 {0.916}
NH 4.3483 {<0.01} 4.129 {<0.01} 3.4941 {<0.01}
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Ajuste del Modelo AR(4)−HY−A−ARCH con variables calendario al Colcap
Figura A-3.: Ajuste del modelo de un régimen a los rendimientos del Colcap
Tabla A-4.: Pruebas de hipótesis a los parámetros del modelo de varianza condicional -
HYAPARCH(1, 1)
Parámetro Hipótesis Est. de prueba Valor-P
Potencia δ = 2 -0.6132 0.2699
Amplitud τ = 1 -4.3399 0.0000
Memoria dv = 1 -6.1721 0.0000
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Figura A-4.: Prueba de Ljung-Box para los residuales estandarizados en diferentes rezagos.
Ĺınea punteada señala un Valor-P>0.1






















Figura A-5.: Gráfico Quantile-Quantile del ajuste de los residuales a la distribución
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Ajuste del Modelo AR−HY−A−ARCH con variables calendario al IGBC
Figura A-6.: Ajuste del modelo de un régimen a los rendimientos del IGBC
B. Anexo: Menús y opciones del
software TSM 4.49 para el ajuste y
validación de los modelos
MS-GARCH
El objetivo de este Anexo es mostrar algunas caracteŕısticas que ofrece el software TSM
4.49 de [Davidson, 2016] a la hora de ajustar modelos con cambio de régimen a una serie de
tiempo sujeta a estudio por parte del investigador. Como se mencionó anteriormente, pre-
senta diferentes opciones a la hora de trabajar con los modelos Switching de Markov como
lo es obtener los estimadores de Máxima Verosimilitud de los parámetros y el filtrado de la
variable estado.
La figura B-1 muestra la ventana inicial del programa y la barra de herramientas a través
de la cual se pueden realizar diferentes tareas como carga de datos, análisis descriptivo de
los mismos, la construcción de gráficos, especificar el modelo a ajustar, entre otros. Parti-
cularmente, al elegir las opciones ✭✭Model → Dynamic Equation✮✮ se encontrarán todas las
alternativas disponibles para ajustar modelos dinámicos, en la figura B-2 se puede observar
su contenido. En el panel superior izquierdo se puede elegir la distribución de las innovacio-
nes aleatorias, requerida para emplear el método de Máxima Verosimilitud.
Continuando con la descripción de la ventana ✭✭Dynamic Equation✮✮, en el panel del extremo
derecho se pueden observar las variables cargadas previamente en el software, basta con ha-
cer clic sobre el proceso a modelar para definir la variable objetivo. El panel superior central
presenta las opciones para especificar el modelo de media, generalmente se pueden obtener
las estimaciones de un simple modelo AR(p) hasta un ARFIMAX(p, d, q). En la parte inferior
izquierda de la misma ventana, se describen tres caracteŕısticas utilizadas en el desarrollo
del trabajo, a saber ✭✭Regime Switching✮✮, ✭✭Conditional Variance Model ✮✮ y ✭✭Parameter Con-
traints✮✮.
Una vez se selecciona y activa la opción ✭✭Model → Dynamic Equation → Regime Switching✮✮
se despliega la ventana presentada en la figura B-3, en la cual se pueden elegir las diferentes
alternativas para especificar un modelo con cambio de régimen. En efecto, en la parte supe-
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Figura B-1.: Consola inicial del software TSM 4.49 y ventana de resultados
rior se selecciona el número de reǵımenes (2, 3 ó 4). En el panel superior izquierdo se puede
escoger una de cuatro posibles especificaciones de cambio de régimen; por ejemplo, al elegir
la opción ✭✭Hamilton Switching✮✮ se ajusta el modelo más simple de esta familia, propuesto
en [Hamilton, 1989]. Por otra parte, al seleccionar la ✭✭Markov Switching✮✮ se pueden estimar
los modelos presentados en la secciones 2.1 y 2.3, especificamente el modelo descrito por las
ecuaciones (2-31) y (2-32).
Seguidamente, la opción ✭✭Markov Switching✮✮, en el panel llamado ✭✭Switching Components✮✮
permite elegir los parámetros del modelo de media y varianza condicional que se encuentran
sujetos a cambios de estado y por lo tanto, dependerán de la realización de la variable st.
Al respecto, se puede escoger cambio de régimen para los interceptos (Intercept : θ0i, Varian-
ce/GARCH int : α0i), parámetros autorregresivos o de medias móviles en el proceso de me-
dia (ARMA parameters : (φ1i, . . . , φpi, θ1i, . . . , θqi)), parámetro de memoria larga (ARFIMA
d : dmi , dvi), aquellos parámetros asociados al modelo de volatilidad (GARCH parameters :
(α1i, . . . , αmi, β1i, . . . , βsi)).
Asimismo, es posible especificar un modelo cuya asimetŕıa en el proceso de volatilidad sea
diferente entre reǵımenes al seleccionar la opción (Asymmetry/APARCH : γi). Del mismo
modo, se pueden incorporar cambios de régimen en todos coeficientes que acompañan el
conjunto de variables exógenas, el parámetro asociado a la amplitud τi en caso de elegir
una especificación HYGARCH o HYAPARCH para el modelo de volatilidad. Finalmente, al
activar la opción ✭✭Estimate Regime Differences✮✮ el software ofrece la posibilidad de estimar
los parámetros que se encuentran sujetos a cambio de estado como su diferencia, del tipo
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Figura B-2.: Ventana ✭✭Dynamic Equation✮✮
Figura B-3.: Ventana ✭✭Regime Switching✮✮
θ̂01 − θ̂02 y es posible hacer inferencia sobre la existencia o no de cambio de régimen a nivel
individual como se muestran en las tablas 4-24, 4-25 y 4-33.
Otra funcionalidad crucial para el desarrollo del objetivo del presente trabajo, ofrecida por el
software TSM, es la posibilidad de especificar un modelo adecuado para la varianza condicio-
nal de los procesos estudiados. Lo anterior se hace al ingresar a la ruta ✭✭Model → Dynamic
Equation → Conditional Variance Model ✮✮. Como se indica en la figura B-4 se pueden esco-
ger los ordenes (m, s); también, es permitido seleccionar uno de los modelos mencionados en
la tabla 2-1 e incluir variables exógenas.
Uno de los puntos centrales en la construcción de modelos estad́ısticos es realizar la valida-
ción de los supuestos metodológicos utilizados en el proceso. Por ejemplo, la posibilidad de
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Figura B-4.: Ventana ✭✭Conditional Variance Model ✮✮
realizar contraste sobre la presencia de estructuras de dependencia en los residuales del mo-
delo a través del estad́ıstico de prueba Ljung-Box. Por lo tanto, el software al seguir la ruta
✭✭Model → Dynamic Equation → Diagnostic Tests✮✮ permite obtener diferentes diagnósticos
sobre los residuales del modelo, estabilidad de los parámetros estimados en el tiempo, con-
trastes basados en la verosimilitud del modelo como el contraste de Heterocedasticidad de
White. Al respecto, la figura B-5 presenta algunas opciones generales que permiten validar
supuestos de metodoloǵıas utilizadas por el investigador.
Figura B-5.: Ventana ✭✭Diagnostic Tests✮✮
De otro lado, un objetivo del analista de series de tiempo es encontrar modelos parsimoniosos
que expliquen adecuadamente la estructura de dependencia de los procesos. En este sentido,
el software TSM ofrece la posibilidad de ajustar modelos incluyendo restricciones sobre los
parámetros al seguir la ruta ✭✭Model → Dynamic Equation → Parameter Constraints →
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Values✮✮ se despliega una ventana que presenta los parámetros del modelo especificado, alĺı
es posible fijar el parámetro de interés a un valor particular. Por ejemplo, para el modelo
presentado en la tabla 4-23 se fijaron φ21 = φ31 = 0 dado que al estimar el modelo completo
no resultaban estad́ısticamente significativos.
Particularmente, esta opción es una ventaja a la hora de trabajar con modelos Switching de
Markov, en la medida que se pueden especificar modelos con diferentes caracteŕısticas entre
los reǵımenes. Por ejemplo, en un caso donde un estado presenta memoria larga y el otro
no, se establece en esta ventana la restricción dst = 0. Las figuras B-6 y B-7 muestran las
opciones sobre las restricciones a los parámetros, que pueden explotar los usuarios en caso
de ajustar un modelo con dos posibles estados en el proceso de varianza condicional.
Figura B-6.: Ventana ✭✭Parameter Constraints → Values✮✮ Régimen 1
Figura B-7.: Ventana ✭✭Parameter Constraints → Values✮✮ Régimen 2
Finalmente, otra funcionalidad muy importante del software para evaluar modelos de cam-
bio de régimen, que se encuentra en las ventanas presentadas anteriormente; es que permite
establecer ĺımites inferiores y superiores a un conjunto de parámetros Θ′ y aśı optimizar
la función de verosimilitud de diferentes modelos restringidos, resultantes de construir una
rejilla o grid al interior de los ĺımites fijados para el conjunto de parámetros Θ′.
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Luego de fijar los ĺımites al conjunto de parámetros Θ′ y elegir el tamaño de la rejilla, se
comienza el proceso de optimización de la función de verosimilitud restringida al conjunto de
valores para los parámetros con el objetivo de realizar contrastes sobre la posible existencia de
reǵımenes en el proceso analizado. Por ejemplo, usando esta funcionalidad se pueden realizar
pruebas de hipótesis como la descrita en la subsección 3.2.1. propuesta por [Hansen, 1992a].
De hecho, los estad́ısticos de prueba sup(W ) presentados en las tablas 4-24, 4-25, 4-26 y
4-33 de las subsecciones 4.3.1. y 4.3.2, respectivamente. Vale la pena mencionar que una
vez se definen los intervalos y el tamaño de la rejilla en la ventana ✭✭Values✮✮, ingresando a la
opción ✭✭Actions → Plot Criterion Grid ✮✮ el software comienza a optimizar las diferentes fun-
ciones de verosimilitud restringidas, arrojando como resultado final el estad́ıstico de prueba
sup(W ).
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ción, tamaño y potencia de una prueba sobre el parámetro de memoria larga en modelos
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