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I. INTRODUCTION 
The motivation to continue analytically solutions of partial differential 
equations, and determine the location and type of singularities is generated 
by both modern and classical physical theories. In the area of modern physics, 
problems which occur in the scattering of particles, using either the potential 
scattering model [16, 28, 291, or the field theoretic model [12], require the 
analytic continuation of solutions of partial differential equations, and a large 
literature has been established concerning these problems. In classical physics, 
a revived interest has been shown recently concerning analytical methods. 
Indeed, as has been pointed out by Millar [27], the study of magnetic and 
gravitational anomalies has been enhanced by the use of these techniques; 
see in this regard the works of the Soviet researchers, Strakhov [30], and 
Voskoboinikov [34]. 
With this in mind, it has been our intent to organize a detailed research 
program concerning the analytic structure of solutions of partial differential 
equations. We have concentrated on elliptic partial differential equations of 
second order, since these are the types which have to date occurred in the 
applications. However, similar problems concerning the solutions of para- 
bolic and hyperbolic equations arise. The parabolic and hyperbolic equations 
have been investigated in detail by Widder [35] and by Leray [25, 261 
respectively. The elliptic equations have been investigated by Bergman [l-3], 
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Colton [6, 71, Colton and Gilbert [8], Garabedian [14, 151, Gilbert [16-191, 
Gilbert and Howard [20-221, and Vekua [31-331. 
One approach to the continuation problem, which has been developed by 
us, is to seek a complete system of solutions {I} to the particular differential 
equation in question, and, using these functions, form the kernel 
qx, t) = 1 w(x) t-l, t-8 = $1 . . . t,G, (1.1) 
VI>0 
ILI-tl+.“+tn, and the integral operator 
here dt/t = dt,/t, ..- d&/t, , D = l-I& Zd, and the L??~ are suitably chosen 
circuits around the origin in the t,-planes. One then proceeds to determine 
the range and domain of K. Having accomplished this, all “possible” singu- 
larities of U(X) = (Kf)( x corresponding to a singularity off(t) may then be ) 
located; for a detailed account of this procedure see the monograph by one 
of us [16]. 
Precise information, i.e., necessary and sufficient criteria for u(x) to be 
singular on a set U iff(t) is singular on J is obtainable from the form of an 
inverse operator K-l, since (K-L)(t) maps ‘possible” singularities of U(X) 
back onto given singularities of f(t). See the above quoted monograph [16] 
for further details. 
A convenient approach, which is occasionally available, for obtaining a 
complete system of solutions {am} is p rovided by the method of separation 
of variables. For this reason it is appropriate to study the separated solutions 
of the elliptic differential equation, 
@I = %!, + %/, + 4x, Y) u, + 4% y) u, + 4% Y) u = 0, (I.31 
and to study the range and domain of the corresponding integral operators 
(1.2). Whether (1.3) will separate or not, and the particular form of the 
separated equations, depends on the coefficients a, b, c. It is possible that 
several different separations will be possible for a particular equation, thereby 
leading to integral operators with different ranges, if not different domains, 
and to classes of solutions U(X) = (Kf)(x) with entirely different convergence 
properties. This phenomenon is analogous to that which occurs in the theory 
of polynomial expansions of analytic functions, when different complete 
families of analytic functions are used; see the monograph by Boas and 
Buck [5] concerning this. 
In this paper, we consider only the case where (1.3) may be separated in 
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polar coordinates, and to this end we require that the coefficients have the 
simplified form (when expressed in these coordinates), 
a(~, y) = 01(r) cos 0 - lTX.9 sin 8, r 
b(x, y) = f@ r Cos B + m(r) sin 19, (1.4) 
+, y) = n(r) + r2(@ 
r2 * 
We shall assume that the coefficients 01, /3, 3/i , y2 are entire, and that the 
angular dependent ones are periodic. It should be stressed, however, that 
these conditions are general enough to permit an improvement over the 
known results of Bergman [l] and Vekua [31] using function theoretic 
methods, in that we include a case of fairly general singular coefficients. 
Indeed, we do not obtain the usual type of singularity theorem, where a 
solution U(Y, e) is singular at reie = 01, if the associate function (K-L)(t) is 
singular at t = 01. Instead, we find using the usual methods, [lb], that U(Y, 0) 
is singular at r112eie = a, when the associate is singular at t = (Y. This sort 
of anomaly seems to occur for the case of singular coefficients. See [lb, 
Chap. 41 for further details concerning other singular differential operators. 
II. A COMPLETE SYSTEM OF SOLUTIONS 
Transforming (1.3) to polar coordinates gives 
+ $ (4 + $ Uee + 01(r) 24, + $ p(e) uO + y1(y) s r2(e) 24 = 0; (2.1) 
using the separation of variables u(r, 8) = R(r) O(O) leads to the separated 
equations, 
R” + 1; + a(~)/ R’ + ; “(‘)12- h2 1 R = 0, (2.2) 
and 
0” + p(e) 0’ + {r2p) + ~2) 0 = 0, (2.3) 
where /\a is the separation constant. We wish to extract from the solutions 
of (2.2-2.3) a complete system of solutions, qo,(r, e) z R,(Y) O,(O), of (2.1). 
To this end we make, at this time, certain assumptions concerning two coeffi- 
cients of (2. I), which are sufficient (however, not necessary) for our purposes. 
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HYPOTHESIS Hl. The coefficients of (2.1) possess the following pro- 
perties: 
(i) 701(r) and yi(r) are entire in the complex r-plane, 
(ii) BP) and ~49 h ave period 2rr, and have analytic continuations to 
the entire plane. 
(iii) all the coefficients are real on the real axes. 
Remark. It is possible to weaken condition (ii) and thereby obtain results 
for equations with singularities in the d-variable; however, in this case we 
must use the theory of singular Stiirm-Liouville problems. This will be 
reported on at a later time. 
The substitution o(0) = w(0) exp{-4 ji /3(e) de} reduces the angular 
equation, (2.3) to the form, 
(2.4) 
to which we adjoin the following endpoint conditions, 
w’(0) - hw(0) = 0, w’(27r) + Hw(2n) = 0, (2.5) 
(here h and H are real and finite constants) in order to create a Stiirm- 
Liouville system with eigenvalues h, , and corresponding eigenfunctions 
w,(e). For our case, the theory of regular eigenvalue problems (See Ince [23, 
pp. 270-2781) ensures us of a complete system of eigenfunctions, by which 
to expand functions, say, of class P[O, 2~1. It is well known in this case, 
that convergence is uniform and absolute for [a, b] C [0, 2~1. Associated 
with the Stiirm-Liouville system (2.4-2.5) there is a sequence of eigenvalues 
given by [23] 
for sufficiently large index n the corresponding (normalized) eigenfunctions 
are of the form 
wn(e) = + cos ne + $ sin nf? + 0 (-$-) . 
7r 
(2.7) 
It is important for the purposes of the present paper to show that the O-terms 
in (2.6-2.7) represent analytic functions of n, for / n 1 sufficiently large. To 
this end we introduce an alternate asymptotic expansion for the solutions 
of (2.4), due to Jeffreys [24], 
w(e) = a~,(e) + kwe), (2.8) 
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where 
wl(0) = eiAe 1 + C Kd(d, ;\) h-{ , 
I d>l i 
w,(O) = ewiAe 1 + C j((6, A) h-l ; 
I d>l I 
(2.9) 
((Y, t9 are constants), while the Kd(O, h), jc(t9, h) are bounded uniformly in X by 
the inequalities 
ma4 b 1, I jt I> < MC, 
(M is a constant), where 6 is contained in a suitably chosen complex neigh- 
borhood of [0, 2?r], and A -+ + co. (See also [22] for a previous application 
of this result to Stiirm-Liouville systems.) 
Although details in the Jeffreys’ paper are given only for X---f co, an 
inspection of the proof (in particular p. 604) shows the major result remains 
valid for h --f -co also (the roles of 2, and 2, , in Jeffrey’s notation, are in 
effect interchanged). 
Following Jeffreys’ development the Rc and j, are real analytic functions 
of h on [/l, , co) for (1, > 0 sufficiently large. From the PoincarC theorem [23] 
it is clear that the kc and j, are analytic functions for h in some complex 
neighborhood of each finite subinterval of [/lo, co) and (-cc, A,]. We 
should like to prove further the functions in the braces of (2.9) are analytic 
for X such that N < 1 X I, N > 0 and sufficiently large. For this we use a 
theorem on asymptotic expansions of solutions to equations like (2.4) (given 
in Erdelyi [I 1, p. 841) for the case where h -+ cc in a sector of the complex h 
plane, and 0 remains in a compact interval, which in our case is [0, 2~1. 
Rewriting (2.4) in Erdelyi’s notation as 
g + q(8; A) w = 0, (2.10) 
we note his requirement, Re{h(-q,,)1/2} = Re{fi/\} # 0, amounts to A lying 
in either the upper or lower (open) half-plane. Erdelyi’s conclusion is 
strengthened for our particular case, since q(8; X) is given as a (truncated) 
Taylor series in h. In particular, for each of the half-planes just mentioned 
there exist two linearly independent solutions of the equation whose asymp- 
totic expansions can be found in the form, 
44 = exp C &scj(e) AZ--~ ,
I I 
(j = 1,2). 
d>O 
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A short computation gives in the present case 
and wa(0; h) = wr(B; -X) where the 0(1/X3) term is analytic in each of the 
half-planes for any fixed 0 since the wi as solutions of (2.4) are entire as 
functions of h, and the exponential term is obviously analytic for any h such 
that 0 < 1 X 1 < co. Recalling the (analytically continued) linearly indepen- 
dent solutions of Jeffreys have the same leading terms as the ErdClyi solutions 
given just above, we conclude these solutions must coincide where they are 
analytic in h. Furthermore, an extension of the Riemann removable singularity 
theorem [13, p. 1021 tells us if a functionf(h) is analytic in a domain D - 3, 
where 9 is (for the case of one complex variable) a smooth contour, and if 
f(h) is continuous on 9, thenf(h) IS analytic in D. Consequently, it follows 
that the w,(B; h) must be analytic in h for 1 h ( 3 IV, where N > 0 and 
sufficiently large. We can now establish a useful lemma. 
LEMMA 1. If the coefficient of w in (2.4) is an entire function of 8 eigenvalues 
of the Stiirm-Liouville system (2.4-2.5) can be written in the form 
where v( l/v) is regular for all v such that 1 v 1 > N, N > 0 and su$iciently 
large. 
Proof. Differentiate (2.8),l eliminate a/b between the resulting expressions 
and set h = X, . This yields 
e4niAn (ih, - II) + C {(i& - II) &(27r, A,) + hi(237, A,)} * Akt 
t>1 1 
. (i& + h) + c ((4 + h) je(O, U - je’(O, U) * Ge 
I!>1 1 
(2.11) 
- (4 
. (iA, - h) + c {(ix, - h) hd(O, A,) + hi(O, A,)) * Aid = 0. 
t>1 1 
1 The termwise differentiation of the series involved in (2.8) is justified on grounds 
of a standard theorem utilizing uniform convergence. See [24, p. 6041 for definition 
of kc and jl . 
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For 1 h 1 sufficiently large the functions represented by the series have, 
because of the previous discussion, an analytic continuation to such A. 
Consequently we can rewrite (2.11) as 
(ih, - H) (ih, + h) 
(ih, + H) (iA, - h) 
PA,{1 + A(/\,)} - (1 + C(h,)) = 0, (2.12) 
where A and C are analytic for 1 h 1 > N, N > 0 and sufficiently large. 
Now let A, = n/2 + z, n = l/t, regarding x and 5 as complex variables, and 
rewrite (2.12) as, 
2giz - H) + i 
w 5) s3 25(& + fg + i * 
2qix + h) + i .t?q1 +A(&+# 
25(iz - h) + 2 
-11 +c($+z)/ =o. 
(2.13) 
If 5 remains in the disk U = (5 1 f2 + v2 < l/N”}, (5 = 5 + i?), then 
I n 1 3 N; hence if 4 -+ 0 in U, then ( 1z I ---f co. The Erdtlyi expressions for 
eu,(B) assure us that A and C --f 0 as their arguments *cc in modulus, so 
lii F(z, 5) = 0. 
C+O 
We can thus continue F to an analytic function in I x,, j < E, / 5 1 < 6, 
E and 6 suitably small positive numbers. Moreover, a direct calculation 
shows aF/& (0,O) # 0 so F(z, 0) h as a zero of order 1 at z = 0. Thus for a 
suitable positive number E’ we have, using the implicit function theorem 
(2.14) 
where @p(5), 5) = 0 and q(5) is regular for / 5 1 sufficiently small (see [36], 
p. 1191). Thus z = v(l/n) is regular in a neighborhood of the point at 
infinity, the desired result. 
We next proceed to discuss the solutions of the radial Eq. (2.2). Defining 
h(r) = (Y(?)T, we may rewrite (2.2) as 
which may be reduced to the normal form, 
Ott + g(r) - A2 I NY) 
I r2 r I 
v = 0, 
(2.15) 
(2.16) 
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with 
t?(y) = a [I - h2(r)] + y,(r), k(r) s 
by means of the substitution, 
where 
T)(r) = p4ww-~(0)) .j(r) jqy), 
h’(y) - , 2 (2.17) 
(2.18) 
I -+ 0. (2.19) 
By hypothesis HI , g(r) and k( Y are entire. A further substitution, p = log r, ) 
Y = Y~/~P, yields the Jeffreys’ normal form [24, p. 6031, 
‘$ - h2P = If - g(ep) - epk(eo)! P. 
We note that g(eP) - ePk(eo) is regular in any compact set, and is independent 
of X. Such a differential equation is a trivial example of the kind for which 
Jeffreys’ results on asymptotic solutions hold. To be specific let us choose r 
to be a finite rectangle invariant under conjugation. Then for each p E I’, 
there exist two solutions of (2.20), analytic in r, and such that 
and 
wl(p; 4 = eAo [l + 0 (f)] , 
w2(p; A) = e+ [l + 0 (f)] , 
(2.21) 
as h + + co, with the O-terms holding uniformly in r and representing 
analytic expressions in r. (See for example Eqs. 2.8-2.9). Now, reverting 
back to the original radial equation, we find the following asymptotics holding 
in the cut complex r-plane, $Z’ - (Y < 0}, 
R(r; f A) = ‘*~~~~“’ [l + 0 ($1 , as h-t al. (2.22) 
We shall only be interested in these solutions for Y E [0, oo), however, since 
in this paper we consider just real arguments of the solutions of (1.3). For 
2h > h(O), R(r; +X) is clearly regular for Y < co, sincei is the exponential 
of an entire function. 
We now form a family of solutions of the form $(r, 0) = R(Y) S(0), which 
we claim form a complete system of (2.1), with respect to Dirichlet’s problem 
for the disk centered at the origin and V-data. For those integers 
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n = 0, l,... < h(O)/2, we take for the radial solutions, R,(r), the regular 
solutions (at Y = 0) of (2.15) with h = X, . For X, 3 h(0)/2, we choose 
those solutions of (2.15), with X = h, , that behave asymptotically as 
R,(Y) = R(r; +A,). w e remark at this point that the regular solution need 
not have the same asymptotic behavior as R(Y; +A,). Indeed, a short compu- 
tation with the roots of the indicial equation shows this is not the case. 
We now form the family of functions Yn(y, 0) = R,(Y) o,(0), n = 0, 1, 2,..., 
which is clearly complete with respect to Dirichlet V2-data on disks centered 
at the origin. Next we form the integral operator, 
(2.23) 
where 
K(Y, 8; t) = c Yl(Y, e) t-d, (2.24) 
t>0 
and 9 is a suitably chosen, closed Jordan curve. As was pointed out in the 
Introduction, once the domain and range of K has been determined, much 
may be found out concerning the regularity domains and singularities of 
solutions of (1.3) with the series representations 
U(Y, e) = C at!Pdr, e). 
&O 
(2.25) 
In the next section our attention will be directed to this problem. 
III. THE RANGES OF K AND K-l 
As n -+ co, the functions ylla(r, 6) behave asymptotically as 
where the )\, = n/2 + c/n + v( l/n), with p’( I/n) analytic for n such that 
1 71 1 > N, and the O-term also analytic for n in this neighborhood of infinity. 
From the Jeffreys’ development [24] it is clear that the YJr, 0) are holo- 
morphic as functions of two complex variables in the following product set 
cp x~,wherecp-{rIrE~l;YQ:O),and~~~(eIIeI+I2rr-BI <2~+<}. 
By means of a simple majorization for (3.1), and the use of the Hartogs’ 
theorem [13], it follows that (2.24) is a holomorphic function of three complex 
4wl3413-14 
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variables for / t 1 sufficiently large, say / t 1 > Tl > 0. This tells us that the 
domain of K contains the class of functions f(t) analytic in ( t 1 < T, , with 
T, > Tl . 
To determine the range of K we must obtain precise information concerning 
the singularities of (2.24). To this end we consider the reduced series, 
R(r, 0; t) = C ($)nr(cin)+w(l/n) /co8 m9 + $ sin n0 + 0 (-&)I . (3.2) 
Tl>O 
For each jixed Y, 8 we examine this series as a power series in the variable 
[ = &2/t, and for this purpose it is sufficient for us to consider the associated 
power series, 
(3.3) 
and 
c (3.4) 
7l>O 
(3.5) 
where v( 1 /n) and 0( I /n2) are analytic for 1 n / > N, and N sufficiently large. 
The analyticity of the correction term in the expression for the eigen 
functions follows easily by recalling the analyticity of the eigenvalues near 
infinity, and our previous piecing together of Erdelyi’s, and Jeffreys’ approxi- 
mations. 
Now a theorem due to Leau [4, p. 1471 says ifg(n) is regular for 1 n / > N, 
then f (2) = Cnan,g(n) Zn is singular on the first sheet of its Riemann 
surface precisely at 2 = 1. Applying this result to (3.3-3.5) we see that these 
function elements can be extended to all points except where r1j2e*iet-1 = 1 
for (3.3-3.4), and +-I = 1 for (3.5). This permits us to establish, 
THEOREM 1. If f(t) is singular at t = 01, but regular for 1 t I < j OL I, then 
U(T, 0) = (Kf)(r, 0) is regular for r < I 01 j2 and may have the real point 
(I a 12, arg a) as a singuhr point. 
Proof. That U(Y, 8) is regular for I < I 01 I2 and may have (I OL 12, arg a) 
as a singular point is derived by applying the Hadamard multiplication of 
singularities theorem to Kf. Since we are interested only in real singularities, 
the Hadamard pinch between r = t2, and t = (Y does not contribute unless 
01 is real; in this case it is already listed. 
We next turn to the investigation of K-l. There are a number of ways by 
which an integral representation for K-l may be obtained. The one that we 
EQUATIONS PERMITING A SEPARATION OF VARIABLES 681 
have usually employed is to utilize the orthogonality of the eigenfunctions 
(in this case over a circle) to generate an integral operator. In the present 
paper we will show how a representation may be found using Green’s 
formula; however, the usual approach is applicable here also. 
Let D be a normal region, and let U(T, 0) be a solution of (2.1) regular in D. 
Let r, a smooth, closed curve, be homologous to zero in D; then if S(r, 8; p, 9’) 
is a fundamental (singular) solution of (2.1) regular in D - ((p, y)>, Green’s 
formula gives us a representation for u(r, 0) when the winding number of I’ 
with respect to (Y, 0) is 1, namely 
U(Y, 0) = s, (u g - S g) ds. (3.6) 
Here v is an inward directed normal, s an arc-length parameter, and differen- 
tiation and integration is with respect to the (p, p’) point. Suppose we choose 
r to be a circle with center at the origin; then for all r < p, (p, cp) E P, we 
may expand the fundamental solution in terms of its eigenfunctions as 
Sk, 6 p, d = c 4p, 94 ylG(~, 0
&O 
Y < p. (3.7) 
Furthermore, the convergence is absolute and uniform for all Y < p. < p. 
The integral operator K suggests we “associate” with S(r) 8; p, p’) the 
function 
(34 
since formally one has 
S(r, 6; P? 9’) = (Kgk 6; Pj d, when Y < p. (W 
Substituting (3.8-3.9) into (3.6) yields, upon changing orders of integration, 
“(P’ 9,) ds & 
(3.10) 
&) 
I 1 t 
from which we conclude that K-l has a formal representation 
(K-4) (t) E /, [U $ - g $1 ds, (3.11) 
and f(t) = (K-L)(t). 
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We now attempt to locate possible singularities of (K%)(t) from known 
singularities of u(r, 0). First let us consider the existence of g(t; p, p’) for 
fixed (p, v). Since the series for S(r, 8; p, v) converges uniformly and abso- 
lutely for each fixed (p, p’) when Y G: rs < p, we have in view of the asymptotic 
estimates (3.1), that g(t; p, p’) converges uniformly and absolutely for 
1 t 1 < ry < pliz. Hence, we know that the power series for g(t; p, q) exists 
for fixed p and 1 t i < p1j2. Let us next consider its singular points. To do 
this we attempt to continue the power series (3.8) past / t 1 = pliz, while 
holding (p, cp) fixed, which may or not be possible. In any case, this process 
will reveal to us the location of singularities of g(t; p, 9) and at the same time 
the possibZe singularities of S(r, 0; p, 97) = (Kg)(r, 0; p, p)). These latter singu- 
larities may occur only when a singularity of K(r, 8; t) and g(t; p, v) are 
confluent in the t-plane. However, we know that such a coalescence produces 
only one such singularity, and this is at (r, 0) = (p, q). By the Hadamard 
“pinching method” this means we can expect with certainty that g(t; p, y) 
must have singularities at t = ~l/~(cos g, + i sin q~). We remark, that it could 
have others! 
We are now prepared to examine the range of K-l. Let us suppose that 
U(Y, 0) is a regular solution in the disk r < / a 12, but is singular at the point 
(I 01 12, arg a); furthermore, let the contour r in representation (3.11) be a 
circle of radius < I OL 12. We start by considering the function element 
f(t) = (K-%)(t) as defined in a small neighborhood of the origin, and 
attempt to continue this element along various paths away from the origin. As 
we do this the known singularity of g(t; p, q) namely p(cos 29, + i sin 2~) = t2 
moves outward. We may, as usual, proceed with our continuation by 
deforming the path of integration I’ until it pinches the singularity of u(r, 0) 
against the known singularity of g(t; p, p)). This happens when t = 01. We 
remark, that other, unknown, singularities of g(t; p, g’) could possibly lead to 
a variety of Hadamard pinches; however, for our purposes it is sufficient to 
illustrate the existence of just this one. 
THEOREM 2. If f (t) is singular at t = 01, but regular for 1 t 1 < I LY I, then 
u(r, 0) = (Kf)(r, 0) is regular for r < 1 01 j but singular at (I 01 Ia, arg a). 
Proof. Since from Theorem 1 u(r, 8) may be singular, we may conclude 
from our above discussion that f(t) = (K-L)(t) may be singular at t = 01. 
But f(t) is given to be singular at t = a! Hence, u(r, 0) is singular at (I 01 12, 
arg cz); otherwise, we are led to a contradiction. 
THEOREM 3. U(T, 0) = (Kf)(t-, 0) is singular at (I 01 12, arg CX) if and only if 
f(t) is singuZar at t = 0~. 
Proof. Sufficiency is the statement of Theorem 2. Necessity is obvious. 
EQUATIONS PERMITING A SEPARATION OF VARIABLES 683 
Following the program outlined in the monograph [16] and some of the 
literature referred to therein we may develop a function theory for solutions 
of (1.3) by transplanting results of classical analysis. The reader is directed 
to that work for further details on how Theorem 3 may be used to this end. 
IV. CONCLUSION 
The problem of studying analytic continuations of solutions to (1.3) 
which permit other separations is of course an interesting and still open 
problem. Another problem of interest occurs when the singularities of the 
coefficients of (1.3) are sufficient to generate singular Stiirm-Liouville systems. 
We hope to consider some of these questions in the not too distant future. 
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