We measure the lifetime of the cesium 5 2 D 5/2 state using a time-resolved single-photon-counting method. We excite atoms in a hot vapor cell via an electric quadrupole transition at a wavelength of 685 nm and record the fluorescence of a cascade decay at a wavelength of 852 nm. We extract a lifetime of 1353(5) ns for the 5 2 D 5/2 state, in agreement with a recent theoretical prediction. In particular, the observed lifetime is consistent with the literature values of the polarizabilities of the cesium 6P states. Our measurement contributes to resolving a long-standing disagreement between a number of experimental and theoretical results.
I. INTRODUCTION
Alkali atoms, with their simple electronic level structure, provide an ideal test bench for atomic structure theories. Precisely probing alkali atomic properties is, therefore, crucial for the study of fundamental symmetries of the Standard Model. For instance, one of the most precise low-energy tests of parity non-conservation (PNC) in the electroweak interaction was provided by spectroscopic studies of cesium atoms [1, 2] . Although those measurements have been performed using S-S transitions, it has been proposed that S-D transitions could be promising candidates to measure PNC effects with an even greater precision [3] . In order to compare the results of such experiments with calculations, precise measurements of cesium atomic properties are needed, such as absolute oscillator strengths of atomic transitions. This can be achieved by precisely measuring the lifetimes of cesium D states.
The lifetimes of low-lying D states were measured with a precision of about 1% in francium [4] and rubidium [5] . In the case of cesium, the lifetime of the 5 2 D 5/2 state has been measured with increasing precision for the past forty years [6] [7] [8] [9] [10] , and several models have been developed to make ab initio calculations [11] [12] [13] [14] [15] [16] [17] [18] (see Table I and Fig. 6 at the end of the present paper for a summary of those measurements and calculations). The last published measurements by Hoeling et al. [9] and DiBerardino et al. [10] report values of 1226 (12) ns and 1281(9) ns, respectively. These values disagree clearly beyond their stated error bars. In subsequent theory work, Safronova et al. [16] showed that there is an inconsistency between the 5 2 D 5/2 lifetime values obtained experimentally and the related, independently measured polarizabilities of the 6P states of cesium: the expected lifetime * philipp.schneeweiss@hu-berlin.de † alexandre.dareau@institutoptique.fr; orcid.org/0000-0001-7581-4701 of the 5 2 D 5/2 state, inferred from those experimental polarizability values, amounts to 1359 (18) ns [16] and was later refined to 1351(52) ns [18] . Recently, an independent ab initio calculation by Sahoo [17] predicted a lifetime of 1270(28) ns, in agreement with the measurement by DiBerardino et al. but in contradiction with the work of Safronova et al..
In this paper, we report on a precise measurement of the lifetime, τ D , of the 5 2 D 5/2 state of cesium. We use a standard technique known as time-resolved singlephoton-counting. Our measurement yields a lifetime value of 1353(5) ns, in agreement with the predictions by Safronova et al. [16, 18] . The paper is organized as follows: in section II, we present our experimental method and setup; in section III, we discuss the results and the error budget; finally, we present our conclusions in section IV.
Reference
τ D (ns) type Heavens (1961) [11] 1370 calc. Stone (1962) [12] 1342 calc. Warner (1968) [13] 1190 calc. Fabry (1976) [14] 1434 calc. Theodosiou (1984) [15] 1283 calc. Safronova et al. (2004) [16] 1359 (18) calc. Sahoo (2016) [17] 1270(28) calc. Safronova et al. (2016) [18] 1351(52) calc. Marek et al. (1977) [6] 890(90) exp. Bouchiat et al. (1992) [7] 1260(80) exp. Sasso et al. (1992) [8] 1250(115) exp. Hoeling et al. (1996) [9] 1226 (12) exp. DiBerardino et al. (1998) [10] 1281 (9) exp. this work 1353(5) ns exp. The energy levels of cesium relevant for the present measurement are shown in Fig. 1 . We excite atoms from the 6 2 S 1/2 ground state to the 5 2 D 5/2 state via an electric quadrupole transition at a wavelength of 685 nm. From this excited state, most of the atoms decay to the 6 2 P 3/2 state via an electric dipole transition at a wavelength of 3.5 µm. The atoms will dwell, on average, τ P = 30.462(46) ns [19] in this intermediate state, and then decay back to the ground state. We detect the fluorescence photons from the last transition at a wavelength of 852 nm.
B. Laser Setup
Our experimental setup is illustrated in Fig. 2 . Light at a wavelength of 685 nm is obtained using a tapered amplifier laser, which we will later refer to as the excitation laser. Directly after the output of the laser, a shortpass filter [20] with a cut-off wavelength of 800 nm suppresses the amplified spontaneous emission of the laser around the fluorescence wavelength at 852 nm.
The excitation laser beam is then sent through two acousto-optic modulators (AOM) using the first diffraction order in both cases. By switching the RF power supplied to the AOMs, the excitation beam can be turned on and off. The beam is sent to a commercial spectroscopy cell [21] containing a hot cesium vapor. The excitation laser beam has a power of about 21 mW and a beam diameter of about 1.2 mm in front of the vapor cell. This corresponds to an intensity of 2.3 W/cm 2 , which is on the order of the saturation intensity of the quadrupole transition [22] .
The laser light that is transmitted through the cell is detected using a single photon counting module (SPCM, [23] ). This reference SPCM allows us to monitor the switch-off behavior of the laser (see Fig. 3 ). We observe a delay of about 500 ns between the electronic signal commanding the excitation laser beam turn-off and the actual intensity decay. Then, the laser beam is suppressed to about 0.1 % of its initial power in a few tens of nanoseconds.
In order to tune the laser into resonance with the 6 2 S 1/2 → 5 2 D 5/2 transition, we measure the fluorescence signal from the vapor cell as a function of the laser frequency. The latter is measured by sending part of the excitation beam to a wavelength meter [24] . We obtain a Doppler-broadened signal with a full width at half maximum of 477(4) MHz, which allows us to resolve the hyperfine structure of the 6 2 S 1/2 ground state. We perform a frequency scan at the beginning of each experimental run and determine the laser setting in order to excite the 6 2 S 1/2 (F = 4) → 5 2 D 5/2 transition. The laser frequency is then kept constant during the entire experimental run (consisting of several cycles, as explained in the next section) using the wavelength meter. We checked that drifts of the wavelength meter are irrelevant under our lab conditions and, thus, do not give rise to an error in the frequency stabilization of the excitation laser.
All the measurements shown in the present paper are performed with the excitation laser tuned to the 6 2 S 1/2 (F = 4) → 5 2 D 5/2 transition. Due to Doppler broadening, we cannot resolve the hyperfine structure of the 5 2 D 5/2 state. Thus, we excite atoms to all the hyperfine F -states. Since all those states are expected to have the same lifetime, this has no effect on the outcome of our measurement. 
C. Fluorescence Setup
We use a commercial cesium spectroscopy cell made of borosilicate glass. The cell has a length of 7.18 cm and a diameter of 2.54 cm, and is enclosed inside a metal box. We set the temperature of the cell by letting heated airflow through the box.
The fluorescence light emitted by the atoms into a direction perpendicular to the excitation laser beam path is collected using a lens with a focal length of 6 cm and a diameter of 5.08 cm. A longpass filter [25] with a cutoff wavelength of 808 nm is used to suppress stray light at a wavelength of 685 nm that stems from the scattering off the various optical interfaces. A bandpass filter [26] , centered at 852 nm, further reduces background photon counts. The filtered fluorescence light is then sent onto an SPCM via a multimode optical fiber. The arrival times of the detected fluorescence photons and those of the reference SPCM signal are recorded using a field-programmable gate array (FPGA, [27] ).
D. Experimental Sequence
In an excitation cycle performed at room temperature, the excitation laser beam is switched on for 25 µs, so that a steady state of the fluorescence signal is reached. The excitation is then switched off and stays off for 25 µs, in order to measure the decay of the fluorescence. This cycle is then repeated until good counting statistics is reached. At higher temperatures, radiation trapping of photons emitted at 852 nm slows down the fluorescence dynamics. Thus, we use longer excitation cycles.
We store the arrival times of photons detected by the fluorescence and the reference SPCMs using the FPGA and also record the electronic signal triggering the laser switch-off. We then compute the delay between the arrival time of each detected photon and the beginning of the respective experimental cycle. Their histogram is shown in Fig. 3 (orange dots); note the logarithmic scale of the ordinate axis. The fluorescence signal starts at 4 × 10 4 counts/bin, and shows an exponential decay until background counts (about 600 counts/bin) begin to dominate. Moreover, a sharp switch-off behavior for the excitation laser light is observed (blue crosses). A typical experimental run consists of about 10 9 excitation cycles and takes about 14 hours. We detect a total of about 10 8 fluorescence photons during one measurement series, which corresponds to a rate of about 0.1 detected photons per excitation cycle. intensities. We send the trigger commanding the laser to switch off at t = 0 µs. We detect the signals with two separate SPCMs, and store the photon arrival times. From this data, we generate the photon count histograms using a bin size of 5 ns. We show the result of a fit using a single exponential decay with an offset as a dashed gray line. The distribution of the normalized fit residuals (see main text for details) is shown as an inset (orange bars). The dashed gray line in the inset corresponds to a Gaussian distribution centered on zero with a variance of one. Bottom panel: normalized fit residuals for each time bin.
III. RESULTS

A. Extracting the Lifetime via a Fit
Theoretical Model
We now describe the model we use to fit the fluorescence decay shown in Fig. 3 . We consider the threelevel system depicted in Fig. 1 . In a typical fluorescence measurement, atoms are illuminated with laser light resonant with the electric quadrupole 6 2 S 1/2 (F = 4) → 5 2 D 5/2 transition. After 25 µs of illumination, the laser is switched off. Populations in the different states can be calculated by solving the following rate equations:
where N D , N P , and N S are the respective populations in the 5 2 D 5/2 , 6 2 P 3/2 , and 6 2 S 1/2 states, and P is a pumping rate depending on the laser settings. The decay rate on the electric quadrupole transition is γ D→S ≈ 2π ×3.5 Hz, the decay rate for the 5 2 D 5/2 → 6 2 P 3/2 transition is γ D→P ≈ 2π × 124 kHz, and the decay rate on the 6 2 P 3/2 → 6 2 S 1/2 transition is γ P ≈ 2π × 5.2 MHz.
Since γ D→S γ D→P , we can neglect direct fluorescence on the electric quadrupole transition. The total decay rate from the 5 2 D 5/2 state, γ D , is then dominated by the decay to 6 2 P 3/2 , so that
In our experiment, we make sure that the excitation laser beam is switched on for a sufficiently long time to reach a steady state of the fluorescence intensity I 0 . Starting from this steady state, we obtain the timeresolved fluorescence intensity, I(t), when the laser is switched off (P = 0) by solving equations (1-3). We find:
Thus, the fluorescence signal is the sum of two exponential terms with respective decay rates γ D and γ P . In our case, since γ P γ D , the contribution of the second term to the fluorescence signal is already small at t = 0 (about 2 % of the total intensity). Moreover, the second term decays much faster than the first one: for instance, 500 ns after the laser switch-off, this term only contributes to about 2 × 10 −9 of the total intensity. As explained later, we start fitting the fluorescence signal at least 500 ns after the laser switch-off. We can, therefore, safely neglect the second term of eq. (4), and fit our data only taking into account a single exponential decay.
Fit Method
We fit the raw data using the LMFIT python package [28] , which relies on a non-linear least-squares minimization method. We use the following fit formula:
where the free fit parameters are the initial intensity, I 0 , the decay time constant, τ D , and a constant offset, c, which takes background photons and detector dark counts into account. In order to check the goodness of the fit, we consider the normalized fit residuals (see lower panel of Fig. 3 ), defined as:
where y i (y (fit) i ) are the measured (fitted) photon counts in the i th time bin, and σ i is the standard deviation of the variable y i (we assume a Poisson distribution, hence σ i = √ y i ). Since the number of time bins, N , is large compared to the number of free parameters in our fit model, the reduced chi-squaredχ 2 equals the mean of the squared residuals:χ 2 = ( N i=1 r 2 i )/N . A reduced chi-squared close to unity is an indicator of a good fit. For the fit shown in Fig. 3 , we obtain τ D = 1353.2(5) ns, whileχ 2 = 1.0009. Here, the error given for the fit result corresponds to the 68% confidence interval. We also checked that the distribution of the normalized residuals follows a Gaussian (see the upper panel of Fig. 3, inset) . This is the case, providing an additional indication that our model is adequate for fitting our experimental data. Fitted lifetime for the 5 2 D 5/2 state for six independent measurement runs (see main text for more details). The result of a fit on the combined data is also shown (black circle). The error bars take into account the fit 68% confidence interval and the truncation error, i.e., the standard deviation of the fit result when varying the fitting range (cf. section III B 4). The average of the eight lifetime measurements is marked by a solid black line, and the standard deviation is indicated by a shaded area. Note that the solid line is obtained by averaging the individual fits on measurements 1 to 8, while the black circle corresponds to a single fit on a signal generated by combining the photon arrival times from all those measurements. The lifetimes obtained by those two methods are thus slightly different.
Fit Results and Fluctuations
A first estimate of the error of the lifetime inferred from the fit of the fluorescence decay is given by the 68% confidence interval provided by the fit routine. This confidence interval is about 1 ns for the lifetime of the 5 2 D 5/2 state. It is consistent with an independent estimation made using the bootstrap method [29] . However, this confidence interval seems to underestimate fluctuations in our measurements. This was confirmed by performing several independent measurement runs and comparing their results. The outcome of our entire measurement campaign is shown in Fig. 4 . Each measurement run had approximately the same duration and the same photon count rate. They were taken over a period of about eight weeks during six experimental runs. Data points 1 & 2 and 5 & 6 issue from longer measurement runs which were divided into two subsets of equal sizes. Measurements were taken at temperatures ranging from 22.5 • C to 24 • C, with a stability of about 0.4 • C within one measurement. Averaging the eight measured values, we obtain a mean lifetime of 1352.0 ns, with a standard deviation of 4.4 ns. A fit on the data obtained by combining all measurements yields a lifetime of 1353.2(3) ns.
B. Systematic Errors
We now discuss systematic errors that can impact our lifetime measurement.
Radiation Trapping
Since the population of atoms in the 6 2 P 3/2 state is small, we expect no radiation trapping for photons emitted at a wavelength of 3.5 µm, cf. Fig. 1 . However, radiation trapping can occur for the photons subsequently emitted at a wavelength of 852 nm. This might increase the apparent lifetime of the 6 2 P 3/2 state. The fluorescence signal can then be expressed as the sum of contributions from a series of eigenmodes (the so-called Holstein modes) which decay exponentially with a time constant τ (i) P = g i τ P , where i is a mode index and g i the Holstein radiation trapping factor for a Doppler broadened ensemble of atoms [30] . This factor depends both on the geometry of the cell and on the absorption coefficient α(δ) = nσ(δ) where n is the atomic number density and σ(δ) is the laser detuning-dependent absorption cross section averaged over all polarizations. For a cylindrical cell of radius r, the first Holstein factors were conveniently expressed as a function of the attenuation parameter αr in Ref. [30] . For the measurements carried out at a temperature of 23 • C, we expect n ≈ 3.4 × 10 10 cm −3 , corresponding to αr ≈ 0.66. For this setting, the largest Holstein factor is g 1 = 1.6, thus corresponding to a 60% increase of the 6 2 P 3/2 state lifetime. For the considered fitting ranges (cf. section III A 1), the contribution of the 6 2 P 3/2 state is therefore negligible, even in the presence of radiation trapping.
Effect of Atomic Collisions
Inelastic collisions between cesium atoms might reduce the lifetime of excited state and, therefore, influence our measurements. The collision rate depends on n as well as on the vapor temperature. According to the Lindholm-Foley model, the total decay rate of the 5 2 D 5/2 state γ D can be written as [31, 32] :
where γ D,0 is the natural decay rate and γ D,coll is the collision-induced decay rate. The latter can be written as:
where T is the temperature of the cesium vapor, P Cs is the partial cesium pressure in the cell, and A is a constant which needs to be determined. Fig. 5 shows γ D measured for different values of the parameter x = P Cs /T 0.7 . The latter is varied by changing T , which also results in a variation of P Cs . A linear fit yields A = 300(30) µs −1 Pa −1 K 0.7 . The measurements shown in Fig. 4 were carried out at a mean temperature of 23 • C, with a dispersion of about 1 • C. At this temperature, we expect a partial pressure of 1.4 × 10 −6 mbar, which corresponds to x = 2.6 × 10 −6 Pa K −0.7 . This yields an estimated collision-induced decay rate γ D,coll = 7.8(8) × 10 −4 µs −1 . Therefore, the total lifetime of 1352 ns features a systematic error of 1.4(1) ns due to collisions. Finally, the temperature dispersion of about 1 • C in our measurements yields an additional uncertainty of 0.1 ns, which we add to our error budget.
In order to check the accuracy of the FPGA clock, we compare it to a reference signal from a 10 MHz rubidiumbased atomic clock [33] . The clock was connected to the FPGA, which was set to record one time-tag per clock period. We then computed the distribution of time delays between two consecutive time-tags. We find a mean deviation of 5.9(1) ps from the expected time delay, which corresponds to a relative error of 6 × 10 −5 . For our measured lifetime values, this yields an error of about 90 ps, which is negligible in our error budget. The FWHM of the measured time delay distribution is about 78.0(1) ps, which is also negligible in our final error budget.
Truncation Error
The truncation error stands for the variation of the inferred lifetime that arises when varying the fitting interval. For our fit, we only take into account data that was recorded at least 500 ns after the actual laser switchoff. This is done in order to neglect the contribution of the 6 2 P 3/2 state lifetime in the fluorescence signal. In order to find the optimum start and stop times for the fit, we ran the fit while scanning the fitting range in a two-dimensional way. For each iteration, we checked the reduced chi-squared and the 68% confidence interval for the fit results. We find that the fit works well for start and stop times ranging from 0.9 µs to 1.3 µs and 13 µs to 17 µs after the laser switch-off, respectively. We then estimate the truncation error by computing the standard deviation of the fit result when varying the start and stop time within this range. For the measurements shown in Fig. 4 , we obtain a mean truncation error of 0.9 ns, with a mean reduced chi-squared of 1.01(2).
SPCM Dead Time
Our SPCM is specified to have a dead time of 22 ns. Therefore, if a photon arrives on the SPCM less than 22 ns after the detection of another photon, it will not be detected. This alters the distribution of the arrival times when the photon flux is large. In our measurements, we detect, on average, 0.1 photons per 50 µs cycle, corresponding to an average delay of 500 µs between two consecutive photons. This is much larger than the SPCM dead time, and we can neglect this effect.
Quantum Beats
The presence of multiple decay paths from the 5 2 D 5/2 excited state to the 6 2 S 1/2 ground state might lead to the appearance of quantum beats [34] in the fluorescence signal. The beat frequency is set by the difference of optical transition frequencies of the states involved in the fluorescence process. Beats originating from different excited-state hyperfine levels would have a frequency of tens to hundreds of MHz, i.e., corresponding to an oscillation period much shorter than the 5 2 D 5/2 state lifetime. However, quantum beats originating from transitions from/to different Zeeman states can have a period comparable to the investigated d-state lifetime for typical stray magnetic fields. This can lead to a systematic error in the lifetime measurement.
When fitting our data using Eq. 5, such a beat would be visible in the fit residuals (see Fig. 3 ). For all measurements that are presented in this paper, we checked that no such beat was present by analyzing the Fourier transform of the fit residuals. Furthermore, the frequency of quantum beats between different Zeeman states is expected to depend on the magnetic field present at the atoms. In order to check for this effect, we performed measurements at different magnetic fields up to 25 G, using a coil that encloses the cesium cell. No quantum beats were observed. In summary, we conclude that the effect of quantum beats can be neglected for lifetime estimation.
Other Systematics
Other systematic effects, such as wall collisions [9, 10] , blackbody radiation [9] , afterpulses [9] or pulse pileup correction [5] should be negligible in our experimental configuration.
Source
Correction (ns) Error (ns) Fit confidence interval 1.0 Statistical (cf. Fig. 4 
IV. CONCLUSION
The final error budget for our measurement is summarized in Table II . Taking into account all errors and corrections, we obtain a final value of 1353(5) ns for the lifetime of the 5 2 D 5/2 state. The comparison of our result with previous measurements and calculations is provided Table I. in Fig. 6 . Our value disagrees with the measurements by Hoeling et al. [9] and DiBerardino et al. [10] , while it agrees with the calculations by Safronova et al. [16, 18] . Thus, it should also be consistent with known values of the cesium 6P state polarizabilities. Note that our measurement is not compatible with the calculation of Sahoo [17] , which is consistent with the values measured by DiBerardino et al..
We hope that our results serve future theoretical predictions of cesium's atomic properties, and will help to resolve the current discrepancy between independent calculations of the 5 2 D 5/2 state lifetime. A modification of our experimental setup would allow us to extend this study to the lifetime of the cesium 5 2 D 3/2 state, which can be excited using a laser with a wavelength of 689 nm. For this state, the measured [10] and calculated [16, 17] lifetime values in the literature also disagree. Overcoming these inconsistencies and further improving the knowledge of the electronic structure of cesium will aid the test of parity non-conservation and be beneficial for fundamental studies of atomic physics in general.
