a l x\ + a 2 xl + a z x\ + a 4 xl with integral coefficients. When applied to sums of four squares, bis method yields an asymptotic formula for the number of representations of a natural number n äs the sum of four squares of positive integers which is consistent with the discoveries of Hardy, Littlewood and Ramanujan in their work on sums of more than four squares and the related Waring problem.
It is plausible to expect that the Four Squares Theorem remains valid even if multiplicative restrictions are imposed on the variables. The strongest reasonable conjecture in this direction concerns sums of four squares of primes. A formal application of the Hardy-Littlewood method suggests that for the number of Solutions of the equation (1.1) x\ + x\ + xl + xl = n in primes x i an asymptotic formula should hold which would ultimately imply that all large n = 4 mod 24 have a representation in the proposed manner. Some sort of congruence condition is certainly necessary here because any prime p 2 satisfies p 2 = l mod 8, for example. A result of this strength seems to be out of reach at present although Vinogradov's solution of the ternary Goldbach problem has enabled Hua [H] to establish an analogous result with five squares of primes in place of four.
Various authors have studied approximations to the aforementioned conjecture. Greaves [G] applied a sieve method to solve (1.1) in integers x l9 x 2 and primes ;c 3 , x 4 . lt is in the nature of the sieve method that only a lower bound is obtained for the number of representations in this way. Shields [S] and Plaksin [Pl] , by different methods, have obtained an asymptotic formula in this problem. The methods of these writers make crucial use of the multiplicative properties of the arithmetic function r (v) defined äs the number of ways of expressing v äs the sum of two integral squares. It is therefore perhaps not too surprising that if multiplicative conditions are imposed on all variables then much weaker results are known. Podsypanin [Po] adopted the approach of Kloosterman [K] to obtain an asymptotic formula for the number of Solutions of (1.1) in square-free numbers x { . This seems to be the only result of this type in the literature.
The object of the present paper is to combine a sieve method with the Hardy-Littlewood-Kloosterman approach to investigate representations by sums of four squares of almost primes.
Theorem 1. Lei ^ l / (68.86). Lei n = 4 mod 24 and sufflciently large. Then n is the sum of four squares o f integers with all their prime factors greater than n y . The number of such representations exceeds cn(logn)~4 for some positive constant c.
In particular all large n = 4 mod 24 are the sum of four squares of integers having at most 34 prime factors; the number of prime factors can be lowered by the use of weighted sieve techniques. We shall not develop that point of view here.
Note that again some congruence condition on n is certainly necessary. If n in (1.1) is a high power of 2, then for any solution x^ x 2 x 3 x 4 is divisible by a high power of 2 äs well. We have imposed the condition n = 4 mod 24 because then there are Solutions to (1.1) with (6, JC|) = l, at least when n is large. This simplifies some arguments later. It is possible to extend our method to certain other residue classes mod 24, at the cost of factors 2 or 3 in some variables.
The method is fairy flexible and can also be used to study some related questions. We mention one special result involving an indefinite quadratic form. The number of Solutions of the equation studied in Theorem 2 is of the correct order of magnitude but it should be noted that the exponent l / (34.43) can be significantly reduced if one restricts attention to certain parametrized Solutions. For instance, the vector (*!, x 2 , x 39 x 4 ) = (n + 2, 2n + l, n, 2n + 2) yields a solution for every n. Hence one can apply the four-dimensinal sieve to the numbers n (n + 2) (2« + 1)(2« + 2) with i^n^-N-l to find a solution with all prime divisors (different from 2 and 3) exceeding Ν In the present Situation, this line of argument partially breaks down because the number of variables is too small for a successful use of mean value theorems. We therefore try to apply the sieve directly to the equation (1.1). One possible approach would be to investigate the sequence
where N denotes the set of positive integers, and apply a four-dimensional sieve. However, this gives rather weak results s we shall explain in part III. We therefore develop a "vector sieve" in order to sieve the set (1.4) st = {(*!, x 29 x 3 , * 4 ) e N 4 : x\ + x\ + x\ + x\ = n} .
The sieve dimension is now linear which is responsible for the superior outcome compared with the simple idea of using a four-dimensional sieve.
Any sieve method requires Information concerning the distribution in arithmetic progressions of the sequence which is to be sifted. In what follows, boldface symbols denote four-dimensional vectors, χ = (;c 1? x 2 , x 3 , jc 4 ), for example. Let χ = 0 mod d denote the simultaneous conditions x t = 0 mod d i9 1 ^ i ^ 4. We need asymptotic formulae for the cardinality of j/ d = {χ Ε Λ/ : χ = 0 mod d} .
To formulate the precise result we need, we use the following notation. Let μ(α) be M bius' function, and let μ(α) = μ(ά ι )μ(ά 2 }μ(ά^)μ(α^). Let |d| = max|4l· The behaviour of the function co(d) is crucial for the sieve method. It turns out that ω(α) is about one on average. Also, ct)(d) is a multiplicative function of any single variable έ/ι-If it were the case that ω(α) = ω (ά ] )ω(α 2 )ω(α 3 )ω(α 4 ) with ω(</) = ω(</, 1, l, 1), then it would be rather more straightforward to modify Standard sieve results to deduce Theorem l from Theorem 3. However, ω(α) does not have this useful property, and this causes most of the technical complications later. Yet, there are also problems of a more principal nature connected with a vector sieve. We explain these at a later stage; the interested reader is referred to Lemma 13 below.
The plan of the paper is s follows. We use the Hardy-Littlewood method with Kloosterman refinement to establish Theorem 3 in section II. It is certainly possible to establish results of the type considered in Theorem 3 by the use of theta functions, but in the present set-up we have found it easier to work within the framework of the circle method. This approach gives rise to the function co(d) in a very natural way, and we close section II with a detailed study of this function. In section III we first explain in more detail how a weakened Version of Theorem l can be deduced from Theorem 3 via a four-dimensional sieve. Then the vector sieve is developed and used to prove Theorem l . Theorem 2 is simpler in many respects, and we leave a detailed proof to the reader.
The authors would like to thank the referee for bis careful reading of the manuscript and some valuable suggestions.
II. An application of the Kloosterman method 1. Initial transformation of the problem. In this part we prove Theorem 3. Throughout, it is assumed that de A/ 4 satisfies μ(α) 2 = l and |d| ^ D where at this stage it is appropriate to suppose l :£ D ^ γη only. We begin with the observation that | «s/ d | equals the number of Solutions in y 6 /V 4 of the equation
To prepare for the application of the Kloosterman method, we write \s/^\ s an integral. Let e(6) = βχρ(2π/0) and write
where N = ]/n. Then 
Estimates for the generating function.
We proceed by collecting various estimates which are used later to bound G(q, ,d ) and related functions. For convenience we introduce the following notation. For given je, q with (x, q) = l we write χ for the solution of xx = l mod q which is unique modulo q. We use £ to denote a four-fold sum with all x t x(€) running over a complete set of residues modulo q. Let e q (a) = e(a/q). Finally, we write
The next lemma is the required estimate for Kloosterman sums. Then we can rewrite the left hand side of the inequality in Lemma l s
say. When q, q' are coprime integers, then (au -an) and sum over a. This produces a Kloosterman sum, and the Weil-Salie bound yields the required estimate for Z p , . Now let / = l . Here the cases μ ί -l and 0 can occur. Proceeding s above we find that
with H s before and certain numbers η e C 9 λ = 0 or l which depend on d and p only, and such that \ η \ = 1. We multiply with e p ( u -an) and sum over l ^a^p -1. If Λ = 0 we again encounter a Kloosterman sum, and the estimation is the same s in the case / ^ 2. If λ = l we are led to a Salie sum which again produces the appropriate bound for Z p . Proof. This follows immediately from (2.9) and Lemma 1.
Lemma 3. Lei q ^ Q. In the notation and under the assumptions of Lemma
Proof. By Lemma 13 of Estermann [E] , for any q ^ Q and any /? e i? there exists a function c : Z -» C of period # such that for any α with (a, #) = l, we have and The left band side in Lemma 3 equals
so that Lemma 3 follows from Lemma 2.
It transpires that it is useful to have a method for estimating the sum £ y(«) The next Lemma is often useful if ρ is a product of one-dimensional functions.
Lemma 4. Lei σ : Z -* C be an arithmetical function of period q. Then
. In the formula *(«) we replace χ by χ -l to obtain
We multiply by e q (-y) and subtract the result from the previous formula. This yields q*(y)(i -e f (-JO) = Σ (σ(χ) -σ(χ -1))e e (* <«) For l ^ y ^ ^ -l this gives where ||0|| denotes the distance of θ to the nearest integer. Summing this over y gives the second term on the right band side of the proposed inequality, the first term is exactly |. This proves the Lemma.
As a first step towards a proof of Theorem 3 we estimate the contribution to (2.6) arising from large values of q. By symmetry we may assume throughout that Suppose that q > N/d^ Then by writing we can define a function σ, of period q. Note that this is well-defined for l ^ i ^ 4
Hence, by Lemma 3,
We note that ί*ι(0) = Σ *ι(*) = *(«) and
In the r nge Njd^ < ^ ^ Q we deduce from Lemma 4 that (2.13)
In the r nge N/(mmd t ) < q ^ Q we see that (2.12) reduces to (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) so that (2.15) i
3(«)
3. Approximating the generating function. For q^N/d i we must apply the Standard process of approximating the generating function. We define
As a precursor of the approximation to G(q, ß; d) we investigate the function /(ad
This function is of period q in k. By (2.1),
The relevance of the left hand side for the problem under consideration is obvious from (2.2) and (2.5). For a = 0 we note the special case
(the Fourier transform is taken with respect to the first variable only). If \ß\ ^ l/(Nd), then by (4.14) of Vaughan [VI] and a partial Integration,
Combined with (2.18) this gives a good bound for $ (Q,d) . To prepare for an application of Lemma 4 we now proceed to estimate the sum This requires the Euler summation formula and the introduction of further notation. For any integer j ^ l we define a polynomial P j (z) by
We have the recursion formula so that Pj is a polynomial of degree j with non-negative integer coefficients. Hence, is the sum of the (modulus of ) the coefficients. Thus, for all z C, From the recursion formula we see that ^. (1) Let D = N* with θ < 1/11. Then, by (2.47), (2.48), (2.49) and (2.50) we see that Theorem 3 follows if δ is chosen small enough and ω(α) is defined by
where for brevity we have written S(w) = β (w, (l, l, 1,1)). Here we need to know that S (n) > 0 to justify this definition. This can indeed be easily proved by a slight modification of the principle behind the proof of Theorem 4.5 of Vaugham [VI] . We do not give details here because in the application to Theorem l, we restrict our attention to integers n = 4 mod 8. For these n, the much stronger result S (n) » l follows from Theorem 4.5 of Vaughan [VI] .
The observant reader is certainly curious why we have retained the error term R 2 (d, n) instead of summing it immediately over d, s we have done with all other error terms. For the purpose of proving Theorem 3 this is certainly true. However there are two reasons why we have kept 2 (d,n) separately. On the one band (2.49) shows that all error terms collected in R s (n, d) allow for a much longer r nge for D (up to N 11 * ~ e ), and hence it is the terms arising from (2.15) and (2.27) which fix the upper bound for D. On the other band, in §111.1 we shall meet a Situation where we can take advantage out of the specific shape of the terai R 2 (d,ri) .
The function ω (a).
For the application of the sieve method in the next chapter, it is important to investigate the average behaviour of ω (a). We suppose throughout that μ(α) 2 = 1. For these d, we can evaluate ω(α) explicitly. By (2.40) and a Standard argument for which we refer to Vaughan [VI] , §2.6, we see that A (q,d,n where e = (l, l, l, 1) and co v (p) = ω (e v (/?)). We have co 0 (p) = l so that we may from now on restrict to the cases l ^ v ^ 4.
We proceed to find explicit formulae for co v (p). This is not strictly necessary, an approximate formula like ω 1 (ρ) = l + Ο(1//?) and similar results for v ^ 2 would be sufficient, and are obtainable by an argument similar to §3.5 of [B] . We have chosen a slightly longer path because the explicit formulae clearly show that ω(α) does not factorize, but only "nearly" fails to do so.
The prime p = 2 is somewhat exceptional and temporarily excluded from the discussion. The starting point is (2.40) which gives (2.54)
This follows from Lemma 4.4 of Vaughan [VI] for example.
Let k ^ 3 and write k = 2u -l· t with t = l or 2. By (2.54) and (2.55), 
Σ S(p' 9 a) 4 e(-anp-*).

(/>)) = Σ ^ (/, e v (/>), n) .
We now return to (2.54) to compare the sum of terms with k = 0 and k = l in (2.59). Here we have For p with ^ /^« we can use these formulae to evaluate the ratio
For these p, by (2.59) and (2.60) we get
,M"(p,4-v)
From (2.61), (2.62), (2.63) and (2.64) we deduce the following. It is possible to give a similar formula when θ ^ 1. In this case we use (2.58), (2.59) and (2.60) to write 
*(p) =
It remains to deal with the exceptional prime p = 2. We content ourselves with a rough outline. Again, we make use of the formula co v (2) = #2( n > e v(2))/>(2( w > e ) an^ compute χ 2 via (2.52). The appropriate analogue of (2.55) is
when a is odd (the first equality is contained in Lemma 4.4 of Vaughan [VI] , the second is trivial). Using this in (2.54), the argument leading to (2.59) yields III. Application of sieves 1. A first approach. In this section we establish a weaker version of Theorem l by applying a sieve to the sequence 3$ defined in (l .3). Note that the multiplicity of an element in $ is not necessarily 1. Here it is important to observe that by definition Ο φ 36. As usual we write Λ, for the set of all b e 36 divisible by /. An asymptotic formula for \ J^ \ is required. As before we write 3 = d l d 2 d^d Ar . It is also convenient to write For / ^ l let f t denote the characteristic function on the set of all χ where /|x 1 x 2 x 3 x 4 . Similarly let /, be the characteristic function for the set of all χ where χ = 0 mod L For a prime /?, the inclusion exclusion principle yields _ d
Observe that for (3,3') = l one has f a f a . =/ <dd '>· The following lemma is now evident. 
hus, writing
the formula (3.1) now takes the shape (3.3) |Λ,| = whenever / is square-free. To control the error terms we need the following result.
Lemma 9. Lei n = 4 mod 24 and n/4 be square-free. Lei θ < l /7 and put D = n 912 . Then, for sufficiently small ε > 0 0«e has If the condition n/4 square-free is dropped then our argument gives Lemma 9 only with the more stringent r nge θ < 1/9. We postpone the proof to the end of this section.
The formula (3.3) shows that we are now prepared to apply a sieve technique. To find the dimension of that sieve, we note that for p 5: 3 Lemmata 6 and 7 imply the bounds ω 1 (p) ^p/(p -1) and ω 3 (p) ^ p. Hence, for all p ;> 3 and all n € N 9 -2 ^P "
It is now easy to deduce the inequalities (3.4) Ο for all primes p, and
for every 2 ^ w ^ w'; here L denotes an absolute constant which is independent of n. Note that the upper bound in (3.4) follows from the general bound for Ω (p) above when p ;> 7. For the exceptional primes /? = 2, 3 and 5 the bounds can be checked from Lemmata 6 and 7; here we use the assumption that n == 4 mod 24.
By (3.4) and (3.5) the dimension of the sieve is 4. We can now work with Rosser's sieve, for example (see [II] ). Let 4 be the sieving limit ofthat sieve. Then, by Theorem l of Iwaniec [II] and Lemma 9, we deduce that for n/ 4 square-free and any γ satisfying γβ 4 < -we have where, s usual, A weaker form of Theorem l is now available. The quality of the result depends on the size of 4 . On p. 212 of Halberstam and Kichert [HR] Selberg's sieve is used to produce a sieving limit 9,32 . . . (this result due to Akeny and Onishi actually requires a two-sided condition on Ω (p)). It is also possible to refer to the work of Diamond, Halberstam and Kichert [DHR] which yields 4 = 9.0722 .... This very powerful result leads to the poor result y~ l > 127,01 ____ It follows that any n such that n/4 is square-free, is a sum of four squares Miere each variable has at most 63 prime divisors. This is worse than the result of Theorem l, even on this restricted set of n. For general n we obtain an even weaker result from a modified version of Lemma 9.
Proof of Lemma 9. The starting point is (3.2) which shows that We bound R(d,ri) by (2.48) (if it is non-zero) and find from (3.6) that
By a divisor argument and (2.49), (3.8) when D ^ « 1/10 and ε > 0 is sufficiently small. We may now concentrate on terms involving R 2 (d, n). For square-free / and any given n we write / = / t / 2 where / 2 is the largest factor of / with lj\n. Now let d e®(/, n). We recall (2.38) Το estimate the sum over / χ we first study the related sum where ^ is a given integer. We write q = ^ q\ where μ (^t) 2 = 1; such a decomposition exists and is unique. The general term in the sum Z q is multiplicative in / so that Π (ΐ+ρ"
2 )Π(ΐ+/'~1 /2 )Π(ΐ+/')
Ρ\9ί
We deduce that
We use this with L = Dl^ l to carry out the sum over ^ in (3.9). Hence the left band side of (3.9) is bounded by li\n Now we use that n/4 is square-free. Hence / 2 takes values l and 2 only. Thus the left band side of (3.9) is bounded by This establishes Lemma 9. A slight variant of the above argument yields the bound O(N 3I2 + 2 D 9/2 ) for the contribution from the R 2 (d, «)-terms if n/ 4 is not restricted to the square-free numbers. One is then lead to a variant of Lemma 9 in the shorter r nge <l/9, s remarked earlier. Note that when Theorem 3 is used directly to estimate R(a, ri) in the same way s we have treated R 5 (d, ri), then one ends up with θ < l / 1 1 which is still weaker.
2. The vector sieve: a Fundamental Lemma. A significant improvement of the above results would ensue if it were possible to reduce the sieve dimension. For this purpose we wish to sieve the set s/ -which is a set of vectors. We will meet two main difficulties. The first one is that we do not have in general that ω «dl» = ω(ά)ω(ΐ). The second one is that « / must be treated uniformly in n. Here the worst case occurs when n contains many small prime factors because the effect of the large values of ω 3 (/?) and a> 4 (p) s given in Lemma 7 is not negligible. This last difficulty can be avoided if one restricts attention to n of the form n -4p with p = l mod 3 (for example). To get around the obstacle arising from small prime factors we shall sieve by these small primes first. This r nge is of the shape Iogz 0 « log «/log log« if, for instance, « has a bounded number of prime factors, but it can reduce to Iogz 0 <z (log«) 1/2 + £ when « is composed by the very first primes.
Of course it would be possible to apply the Fundamental Lemma in dimension 4 to the sequence since by the techniques of §111.1 the study of \ l^\ is related to the quantities |Λ/ <Λ> | where 3 has the same prime factors s d. By this method we would obtain a result of the same quality s the Proposition (even simpler, the O(...)-term in the main term would disappear). Nevertheless we prefer to follow another path to give a unified proof of Theorem l, since the tools used in this and the next section will appear again in §111.4. This indirect approach via the vector sieve has the advantage that it can be used to handle unequal sifting conditions on the variables x t .
The Proposition can be improved in various directions; however it suffices for our application.
We prove the Proposition by using Rosser's weights (see Iwaniec [II] , [12] ). Finally, put Af = 1.
Let ^ denote a set of prime numbers and put
For two arithmetical functions g, h we denote their Dirichlet convolution by g * A, that is, ***(*)= Σ *(<0*(«/«0.
d\n
The arithmetical function which is identically l is denoted by 1. The next Lemma is Lemma 3 of Iwaniec [12] . It summarizes the essential properties of the coefficients λ£, and gives upper and lower bounds for the crucial sums
(compare with (4.1) and (4.2) of Iwaniec [II] ).
Lemma 10. For any set of primes ^ any n^l and any z ^ 2 we have λ~ * l ((«, P(z))) ^ μ * l ((n, P(z))) ^ A + * l ((n, P(z))) . ifp\n.
Let F(s) and f(s) denote
The Lemma follows easily from Lemmata 6 and 7. Note that the bounds (ii) and (iii) are very crude but clearly cover the worst case ω 4 (/?) for p\n. here the outer sum is over all I it j 9 l ^ i <y ^ 4 such that w f j/j ^|Ρ(ζ 0 ), the number ξ 1 is the least common multiple of /i, 2 w i, 2^1, 3 "1,3^1, 4 "i, 4' an d ^2^3? £4 are defined similarly. We now wish to apply Lemma 1 1 to the inner sums, but this is of poor quality when some of the ξ ι happen to be large. The following alternative estimate is available in this case. The values of ω^ρ) given by Lemmata 6 and 7 show that we have ω(ρ)^ρ/(ρ -1). Hence, we have the bound and similar formulae for ff, ff, ξ%. The general terai in the sum T(A 3B ,z 0 ,Z> 0 ) becomes a fraction where the numerator is the product of the six μ(/ί, ; ·) 2 and twelve terms for which (^1,2? ^1,3) is a typical example, and where the denominator is the product of the six /^ and four terms for which (/ It2 , / If3 , / 1 §4 ) is a typical example. We wish to sum over / 3 4 first. Here we meet the sum 
Proof of the
where the main term is (the outer and inner sum are over all l ^ i < 7 ^ 4), and the error term is of the shape (note that (3.15) is a sum of O(J 6 ) terms)
here C is the constant from Lemma 12 (ii), and B' is a constant depending on B only. We choose B = C + 7. Then the above formulae may be simplified to , and then apply (3.21) with D 0 replaced by D 19 we get By (3.24) we see that the proof of (3.25) is reduced to prove the inequality The error terms are bounded in the same way s in §111.3, and the Euler products in the main terms are which coincides with (3.23). The proof of the Proposition is now complete.
Proof of Theorem 1.
The technique followed here is an Illustration of the wellknown fact that a preliminary sieving often clarifies the problem. We shall apply the Proposition with a small value of z 0 (a power of log«). Let z > z 0 , let P(z 0 ,z)= Π Ρ> and define £f($4, z 0 ) to be the set of all χ e ^ such that χ has all its prime factors greater than z 0 . Then we have This, of course, can be estimated by Theorem 3. To make use of (3.28), it remains to find a lower bound for Σ (D, z 0 , z) s well s an upper bound for the remaining sum in (3.30).
To bound Σ (D, z 0 , z) we first remove those terms from (3.29) where (/ i? /,·) > l for some pair ι Φ j. In fact, by an argument very similar to the one we used to establish (3.14), we see that the contribution of such l to Σ (D, z 0 , z) can be bounded by (recall the definition of ω in Lemma 12 (iii) If (/., /.) = l for all pairs / Φ j, then ω(1) factorizes so that from (3.29) and (3.34), (3.35) where here the sum is over all l such that /,. | P(z 0 , z) (/' = l, 2, 3, 4) and (/ f , lj) = l for all i φ y. We now remove the conditions (/ i? / 7 ) = 1. The error thus introduced can be controlled by an argument which is similar but simpler than our deduction of (3.34), and we obtain 
