Indefinite similarity measures can be frequently found in bio-informatics by means of alignment scores, but are also common in other fields like shape measures in image retrieval. Lacking an underlying vector space, the data are given as pairwise similarities only. The few algorithms available for such data do not scale to larger datasets. Focusing on probabilistic batch classifiers, the Indefinite Kernel Fisher Discriminant (iKFD) and the Probabilistic Classification Vector Machine (PCVM) are both effective algorithms for this type of data but, with cubic complexity. Here we propose an extension of iKFD and PCVM such that linear runtime and memory complexity is achieved for low rank indefinite kernels. Employing the Nyström approximation for indefinite kernels, we also propose a new almost parameter free approach to identify the landmarks, restricted to a supervised learning problem. Evaluations at several larger similarity data from various domains show that the proposed methods provides similar generalization capabilities while being easier to parametrize and substantially faster for large scale data.
assume Euclidean metric properties in the underlying data space and may not be appli- 6 cable for this type of data.
7
Only few machine learning methods have been proposed for non-metric proxim-8 ity data, like the indefinite kernel Fisher discriminant (iKFD) [4, 5] , the probabilistic 9 classification vector machine (PCVM) [6] or the indefinite Support Vector Machine 10 (iSVM) in different formulations [7, 8, 9] . For the PCVM the provided kernel eval-11 uations are considered only as basis functions and no Mercer conditions are implied.
12
In contrast to the iKFD the PCVM is a sparse probabilistic kernel classifier pruning 
16
While being very efficient these methods do not scale to larger datasets with in gen-17 eral cubic complexity. In [11, 12] the authors proposed a few Nyström based (see e.g.
18
[13]) approximation techniques to improve the scalability of the PCVM for low rank 19 matrices. The suggested techniques use the Nyström approximation in a non-trivial 20 way to provide exact eigenvalue estimations also for indefinite kernel matrices. This 21 approach is very generic and can be applied in different algorithms. In this contribution 22 we further extend our previous work and not only derive a low rank approximation of 23 the indefinite kernel Fisher discriminant, but also address the landmark selection from 24 a novel view point. The obtained Ny-iKFD approach is linear in runtime and memory 25 consumption, for low rank matrices. The formulation is exact if the rank of the matrix 26 equals the number of independent landmarks points. The selection of the landmarks 27 of the Nyström approximation is a critical point addressed in previous work (see e.g.
28
[14, 15, 16] ). Most recently leverage scores [17] have been found very promising, 29 but with quadratic costs. In general these strategies use the full positive semi-definite 30 
A C C E P T E D M A N U S C R I P T
(psd) kernel matrix or expect that the kernel is of some standard class like an RBF 31 kernel. In each case the approaches presented so far are costly in runtime and memory 32 consumption as can be seen in the subsequent experiments.
33
Additionally, former approaches for landmark selection aim on generic matrix re-34 constructions of positive semi definite (psd) kernels. We propose a restricted recon-35 struction of the psd or non-psd kernel matrix with respect to a supervised learning 36 scenario only. We no longer expect to obtain an accurate kernel reconstruction from 37 the approximated matrix (e.g. by using the Frobenius norm) but are pleased if the 38 approximated matrix preserves the class boundaries in the data space. supervised landmark selection scheme is proposed which can be also applied to indef-52 inite input kernels to obtain a Nystroem approximation of the given indefinite kernel. 
Notation and basic concepts 65
Consider a collection of N objects x i , i = 1, 2, ..., N , in some input space X .
66
Given a similarity function or inner product on X , corresponding to a metric, one can In what follows we will review some basic concepts and approaches related to such 95 non-metric situations. 
Krein and Pseudo-Euclidean spaces

97
A Krein space is an indefinite inner product space endowed with a Hilbertian topology. space. An inner product space with an indefinite inner product ·, · Q on Q is a bi-
101
linear form where all f, g, h ∈ Q and α ∈ R obey the following conditions.
102
• Symmetry:
An inner product is positive definite if ∀f ∈ Q, f, f Q ≥ 0, negative definite if such that ∀f ∈ Q we have f = f + + f − with f + ∈ H + and f − ∈ H − and ∀f, g ∈ Q,
pseudo-Euclidean space (pE).
113
Indefinite kernels are typically found through domain specific non-metric similarity 114 functions (such as alignment functions used in biology [1] ), specific kernel functions non-psd kernels are noise artifacts on standard kernel functions [7] .
118
In such spaces vectors can have negative squared "norm", negative squared "dis-119 tances" and the concept of orthogonality is different from the usual Euclidean case. In 120 the subsequent experiments our input data are in general given by a symmetric indef-121 inite kernel matrix K. We will use the symbol K to denote kernel matrices, whether 122 psd or not. It will be clear from the context if the underlying space is a Hilbert or a
123
Krein space. We use the symbol S for (symmetric) similarity matrices and D for a 124 symmetric dissimilarity matrix.
125
In practical applications it may also happen that the given data are represented by 126 non-metric dissimilarities. A prominent example is the dynamic timewarping score ma-127 trix which can be considered as a dissimilarity matrix of pairwise sequence alignments. 
131
Given the eigendecomposition of S = UΛU , we can compute the corresponding 132 vectorial representation V of the data in the pseudo-Euclidean space by
where Λ p+q+z is a diagonal matrix containing p positive, q negative and z zero eigen- 1 A similarity matrix can be easily converted into squared dissimilarities using
The associated similarity matrix can be obtained by double centering [22] of the (squared) dissimilarity matrix D: S = −JDJ/2 with J = (I − 11 /N ) and identity matrix I and vector of ones 1.
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Indefinite Fisher and kernel quadratic discriminant
140
In [4, 5] the indefinite kernel Fisher discriminant analysis (iKFD) and indefinite
141
kernel quadratic discriminant analysis (iKQD) was proposed focusing on binary clas-142 sification problems, recently extended by a weighting scheme in [24] 3 .
143
The initial idea is to embed the training data into a Krein space (see Def. 2) and to Euclidean between-and within-scatter-matrices can be expressed as:
where the set of indices of each class are I + := {i : y i = +1} and I − := {i :
and µ + and µ − are the class-conditional means estimated on I + and I − , respectively.
159
To avoid the explicit embedding into the pE space (denoted as R
) a kernelization is Ψ(x) is the cumulative distribution of the normal distribution N (0, 1). We get:
In the PCVM formulation [6] , a truncated Gaussian prior with support on [0, ∞)
173
and mode at 0 is introduced for each weight w i and a zero-mean Gaussian prior is 174 adopted for the bias b. The priors are assumed to be mutually independent.
We follow the standard probabilistic formulation and assume that z(x) = Φ(x) w + b 177 is corrupted by an additive random noise , where ∼ N (0, 1). According to the 178 probit link model, we have:
and obtain:
Note that h(x) is a latent variable because is an unobservable variable. We collect 
where I N is a N-dimensional identity matrix and 1 a all-ones vector, the diagonal 186 elements in the diagonal matrix M are:
and the scalar t = √ 2|b|. Further details can be found in [6] . refer to the size of the corresponding submatrix restricted to the larges m eigenvalues.
203
The Nyström method approximates a kernel in a similar way, without computing the 204 eigendecomposition of the whole matrix, which is an O(N 3 ) operation.
205
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By the Mercer theorem, kernels k(x, x ) can be expanded by orthonormal eigenfunctions ϕ i and non negative eigenvalues λ i in the form
The eigenfunctions and eigenvalues of a kernel are defined as solutions of the integral
where p(x) is a probability density over the input space. This integral can be approxi- 
Using this approximation we denote with K 
is a diagonal matrix.
208
Now we can derive the approximations for the eigenfunctions and eigenvalues of
is the ith column of U
(m)
. Thus, we can approximate ϕ i at an arbitrary 211 point x as long as we know the vector 
216
Using the formulas Eq. (9) we can reconstruct the original kernal matrix, 
This approximation is exact, if K (m,m) has the same rank as K. The singular value decomposition based on a Nyström approximated similarity matrix 
Eigenvalue decomposition of a Nyström approximated matrix
239
To compute the eigenvectors and eigenvalues of an indefinite matrix we first compute the squared form of the Nyström approximated kernel matrix. Let K be a psd
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A N U S C R I P T similarity matrix, for which we can write its decomposition as
where we defined
with U and Λ being the eigenvectors and 240 eigenvalues of K (m,m) , respectively.
241
Further it follows for the squaredK: we get:
It is clear that A must be the matrix with the eigenvalues ofK. The matrix Bv is the matrix of the corresponding eigenvectors, which are orthogonal but not necessary orthonormal. The normalization can be computed from the decomposition:
where we defined C = BV A −1/2 as the matrix of orthonormal eigenvectors of K.
246
The eigenvalues ofK can be obtained using A = C K C. Using this derivation we ficiently large and the landmarks should be diverse enough to get accurate approxi- It may however be possible to circumvent this full complexity approach e.g. by subsampling concepts or by more advanced concepts of k-means, but this is not the focus of this paper. an approach where also indefinite proximity matrices can be processed without costly 295 preprocessing steps. 
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MEB for psd input kernels
297
We denote the set of indices or points of a sub kernel matrix referring to class j 298
by Ω j . Assuming approximately spherical classes (in the feature space), we invoke the 299 minimum enclosing ball method on each class separately:
where R is the radius of the sphere and w j is a center of class j, which can be indirectly 301 represented in the kernel space as a weighted linear combination of the points in Ω j .
302
The assumption of a sphere is in fact no substantial restriction if the provided kernel 303 is sufficiently "expressive". This is also the reason why core-vector data description
304
(CVDD) can be used as a linear time replacement for support vector data description 305 [29] .
306
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It has been shown e.g. in [30] that the minimum enclosing ball can be approximated 307 with quality > 0 in (worst case) linear time using an algorithm which requires only 308 a constant subset of Ω j , the core set. Given , the following algorithm converges in 309 O(1/ 2 ) steps:
Choose ξ i ∈ Ω j randomly. Find ξ k ∈ Ω j furthest away from ξ i in the feature space is psd we can use the MEB approach directly in the kernel space. 2. for all classes j let Ω j = {x i : y i = j} 3. calculate the (indefinite) kernel matrix K j using Ω j and k(x, x )
4. if the kernel matrix is indefinite, apply a square operation on the small matrix
. apply the MEB algorithm for each of the kernel matrices K j with = 0.01
6. combine all landmark indices obtained from the previous step and calculate the Nyström approximation using Eq. (10) 7. apply Ny-PCVM or Ny-iKFD using the approximated kernel matrix
MEB for non-psd input kernels
334
If the given kernel is non-psd we either can apply various eigenvalue correction dancy within this set is avoided [30] . We will show the effectiveness of this approach 348 in some short experiments. A pseudo code of the suggested algorithm is given in Alg. Checker is linear separable in the elm-kernel space, whereas Gaussian is not separable 364 by construction. (a) Checker board data with the MEB selection scheme. The MEB solution in plot a) leads to very good prediction results on the test data with around 90%, which is only slightly worse than the result for b) with 92%.
Small scale experiments -landmark selection scheme
It should be noted that the elm kernel, used for the vectorial data, typically increases The results of a 10-fold crossvalidation are shown in the 
395
For the ball data set the data contain substantial information in the negative fraction 396 of the eigenspectrum, accordingly one may expect that these eigenvalues should not be 397 removed. This is also reflected in the results. In SIM4 and SIM 5 only the two dominat- clearly showing that the negative eigenspectrum contains discriminative information.
406
The respective eigenvalue plots are provided in Figure 3 . 
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421
For the checker board and Gaussian data SIM2 and SIM3 are again close and SIM4
422
and SIM5 are substantially worse using only two landmark points. The entropy ap-
423
proach was efficient only for the Gaussian data, but failed for Checker which may be 424 attributed to the strong multi-modality of the data.
425
The runtimes given, in Table 2 , show already for the small data examples that the 426 MEB approach is much faster then k-means or the entropy approach if the number of 427 points gets larger which was already expected from the theoretical runtime complexity 428 of these algorithms.
429
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441
In Figure 6 we consider again the checker board data but by varying the number are ignored -which is obviously a problem for a supervised data analysis.
472
From these initial experiments we see that the proposed landmark selection scheme 
479
In the experiment in section 7 we will restrict our analysis to the proposed land-480 mark selection using the MEB approach, the k-means strategy and the entropy based 
PCVM for large scale proximity data
490
The PCVM parameters are optimized using the EM algorithm to prune the weight original kernel matrix using the Nyström landmark technique described above. Given 497 a matrix X, we denote byX the matrix formed from X containing elements at indices 498 that have not yet been pruned out of the weight vector w. As an example, the matrices
hold only those columns/rows of K 1 or K 2 not yet 500 pruned out from the weight vector. We will use the same notation also for other vari- 
506
We now adapt multiple equations of the original PCVM to include the Nyström 507 approximated matrix. Eq. (4) for the i-th training point now reads:
in matrix notation for all training points:
We obtain column vectorsH θ and the reduced formH θ , by using only the non-
510
vanishing basis functions and the Nyström approximated matrices in Eq. (4). In the 511 maximization step of the original PCVM the w are updated as (see Eq. (5)):
To account for the now excluded labels we reformulate Equation (5) as:
The update equations of the weight vector include the calculation of a matrix in-
515
verse of Υ which was originally calculated using the Cholesky decomposition. To 516 keep our objective of small matrices we will instead calculate an SVD based inverse 517 of this matrix using a Nyström approximation of Υ. It should be noted at this point 518 that the matrix Υ is psd by construction. We approximate Υ by selecting another set of (m * ,m * ) C (N,m * ) in analogy to Eq (10) with submatrices: 
We obtain the approximated weight update
The original bias update (6) is replaced with:
Subsequently the entries inŵ which are close to zero are pruned out and the matrices 532K 1 andK 2 are modified accordingly. 
Nyström based Indefinite Kernel Fisher Discriminant
534
Given a Nyström approximated kernel matrix a few adaptations have to be made 535 to obtain a valid iKFD formulation solely based on the Nyström approximated kernel, 536 without any full matrix operations.
537
First we need to calculate the classwise means µ + and µ − based on the row/column 538 sums of the approximated input kernel matrix. This can be done by rather simple 539 matrix operations on the two low rank matrices of the Nyström approximation of K.
540
For ease of presentation, we will refer to the matrices K (N,m) and K (m,m) as Ψ and Γ, 
where C contains the eigenvectors and A the eigenvalues ofK (N,m) . If A is not regular, . The plot in Figure   582 7 shows a typical result for the obtained decision planes using the iKFD or Ny-iKFD.
583
The Gaussians are slightly overlapping and both approaches achieve a good separation 584 with 93.50% and 88.50% prediction accuracy, respectively.
585
Subsequently we consider a few public available datasets for some real life exper- For PCVM we fixed the upper number of optimization cycles to 500. The probabilistic 596 outputs can be directly used to allow for a reject region but can also be used to provide 597 alternative classification decisions e.g. in a ranking framework
598
In Table 3, 4 and Table 5 we show the results for different non-metric proximity 599 datasets using Ny-PCVM, PCVM and iKFD or Ny-iKFD. The overall best results for 600 a dataset are underlined and the best approximations are highlighted in bold.
601
Considering Table 3 and Table 4 we see that iKFD and PCVM are similarly ef- .
606
The approximations used in the algorithms Ny-iKFD and Ny-PCVM appear to be 607 effective. The runtime analysis in Also the runtime and model complexity are similar and therefore not reported in the following. not be analyzed by iKFD or PCVM before. We also see that the landmark selection 611 scheme using MEB is slightly more effective than by using k-means but without the 612 need to tune the number of clusters (landmarks). The entropy approach is similar 613 efficient than the k-means strategy but more costly due to the iterative optimization of 614 the landmark set and the respective eigen-decompositions (see [16] ).
615
The PCVM is focusing on a sparse parameter vector w in contrast to the iKFD.
616
For the iKFD most training points are also used in the model (≥ 94%) whereas for 617 Ny-PCVM often less than 5% are kept in general as shown in Table 6 . In practice it is 618 often costly to calculate the non-metric proximity measures like sequence alignments
619
and also a large number of kernel expansions should be avoided. Accordingly sparse gesture 100.00 ± 0 100.00 ± 0 10.60 ± 0.84 5.25 ± 0.31 sonatas 100.00 ± 0 100.00 ± 0 11.24 ± 0.56 3.42 ± 0.57 zongker 100.00 ± 0 100.00 ± 0 14.42 ± 3.65 8.63 ± 0.31 proteom 100.00 ± 0 100.00 ± 0 5.23 ± 0.36 5.85 ± 0.14 chromo 100.00 ± 0 100.00 ± 0 7.49 ± 0.51 2.49 ± 0.34 swiss − 96.95 ± 0.27 − 1.18 ± 0.25 Table 6 : Model complexity -indefinite kernels (threshold 1e −4 )
A C C E P T E D M A N U S C R I P T non-psd kernels with the Support Vector Machine and was a motivation for our work.
631
Conclusions
632
We presented an alternative formulation of the iKFD and PCVM employing the concepts into iKFD and Ny-iKFD similar as shown for classical KFD in [40] .
647
Implementation:
The Nyström approximation for iKFD is provided at With his research he contributed to the areas of visualisation, big data and time series analysis.
