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ON THE GLOBAL WELL-POSEDNESS OF ENERGY-CRITICAL
SCHRO¨DINGER EQUATIONS IN CURVED SPACES
ALEXANDRU D. IONESCU, BENOIT PAUSADER, AND GIGLIOLA STAFFILANI
Abstract. In this paper we present a method to study global regularity properties of
solutions of large-data critical Schro¨dinger equations on certain noncompact Riemannian
manifolds. We rely on concentration compactness arguments and a global Morawetz
inequality adapted to the geometry of the manifold (in other words we adapt the method
of Kenig-Merle [40] to the variable coefficient case), and a good understanding of the
corresponding Euclidean problem (in our case the main theorem of Colliander-Keel-
Staffilani-Takaoka-Tao [21]).
As an application we prove global well-posedness and scattering in H1 for the energy-
critical defocusing initial-value problem
(i∂t +∆g)u = u|u|
4, u(0) = φ,
on the hyperbolic space H3.
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2 ALEXANDRU D. IONESCU, BENOIT PAUSADER, AND GIGLIOLA STAFFILANI
1. Introduction
The goal of this paper is to present a somewhat general method to prove global well-
posedness of critical1 nonlinear Schro¨dinger initial-value problems of the form
(i∂t +∆g)u = N (u), u(0) = φ, (1.1)
on certain noncompact Riemannian manifolds (M, g). Here ∆g = g
ij
(
∂ij − Γ
k
ij∂k
)
is
the (negative) Laplace-Beltrami operator of (M, g). In Euclidean spaces, the subcritical
theory of such nonlinear Schro¨dinger equations is well established, see for example the
books [18] or [54] for many references. Many of the subcritical methods extend also to the
study of critical equations with small data. The case of large-data critical Schro¨dinger
equations is more delicate, and was first considered by Bourgain [12] and Grillakis [29]
for defocusing Schro¨dinger equations with pure power nonlinearities and spherically sym-
metric data. The spherical symmetry assumption was removed, in dimension d = 3 by
Colliander-Keel-Staffilani-Takaoka-Tao [21] global well-posedness was then extended to
higher dimensions d ≥ 4 by Ryckman-Visan [46] and Visan [55].
A key development in the theory of large-data critical dispersive problems was the work
of Kenig-Merle [40], on spherically symmetric solutions of the energy-critical focusing NLS
in R3. The methods developed in this paper found applications in many other large-data
critical dispersive problems, leading to complete solutions or partial results. We adapt
this point of view in our variable coefficient setting as well.
To keep things as simple as possible on a technical level, in this paper we consider only
the energy-critical defocusing Schro¨dinger equation
(i∂t +∆g)u = u|u|
4 (1.2)
in the hyperbolic space H3. Suitable solutions on the time interval (T1, T2) of (1.2) satisfy
mass and energy conservation, in the sense that the functions
E0(u)(t) :=
∫
H3
|u(t)|2 dµ, E1(u)(t) :=
1
2
∫
H3
|∇gu(t)|
2 dµ+
1
6
∫
H3
|u(t)|6 dµ, (1.3)
are constant on the interval (T1, T2). Our main theorem concerns global well-posedness
and scattering in H1(H3) for the initial-value problem associated to the equation (1.2).
Theorem 1.1. (a) (Global well-posedness) If φ ∈ H1(H3)2 then there exists a unique
global solution u ∈ C(R : H1(H3)) of the initial-value problem
(i∂t +∆g)u = u|u|
4, u(0) = φ. (1.4)
In addition, the mapping φ→ u is a continuous mapping from H1(H3) to C(R : H1(H3)),
and the quantities E0(u) and E1(u) defined in (1.3) are conserved.
1Here critical refers to the fact that when (M,g) = (R3, δij), the equation and the control (here the
energy) are invariant under the rescaling u(x, t)→ λ
1
2 u(λx, λ2t).
2Unlike in Euclidean spaces, in hyperbolic spaces Hd one has the uniform inequality
∫
Hd
|f |2 dµ .∫
Hd
|∇f |2 dµ for any f ∈ C∞0 (H
d). In other words H˙1(Hd) →֒ L2(Hd).
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(b) (Scattering) We have the bound
‖u‖L10(H3×R) ≤ C(‖φ‖H1(H3)). (1.5)
As a consequence, there exist unique u± ∈ H1(H3) such that
‖u(t)− eit∆gu±‖H1(H3) = 0 as t→ ±∞. (1.6)
It was observed by Banica [5] that the hyperbolic geometry cooperates well with the
dispersive nature of Schro¨dinger equations, at least in the case of subcritical problems.
In fact the long time dispersion of solutions is stronger in the hyperbolic geometry than
in the Euclidean geometry. Intuitively, this is due to the fact that the volume of a ball
of radius R + 1 in hyperbolic spaces is about twice as large as the volume of a ball
of radius R, if R ≥ 1; therefore, as outgoing waves advance one unit in the geodesic
direction they have about twice as much volume to disperse into. This heuristic can
be made precise, see [2, 5, 6, 7, 8, 9, 19, 37, 45] for theorems concerning subcritical
nonlinear Schro¨dinger equations in hyperbolic spaces (or other spaces that interpolate
between Euclidean and hyperbolic spaces). The theorems proved in these papers are
stronger than the corresponding theorems in Euclidean spaces, in the sense that one
obtains better scattering and dispersive properties of the nonlinear solutions.
We remark, however, that the global geometry of the manifold cannot bring any im-
provements in the case of critical problems. To see this, consider only the case of data of
the form
φN(x) = N
1/2ψ(NΨ−1(x)), (1.7)
where ψ ∈ C∞0 (R
3) and Ψ : R3 → H3 is a suitable local system of coordinates. Assuming
that ψ is fixed and letting N →∞, the functions φN ∈ C∞0 (H
3) have uniformly bounded
H1 norm. For any T ≥ 0 and ψ fixed, one can prove that the nonlinear solution of (1.4)
corresponding to data φN is well approximated by
N1/2v(NΨ−1(x), N2t)
on the time interval (−TN−2, TN−2), for N sufficiently large (depending on T and ψ),
where v is the solution on the time interval (−T, T ) of the Euclidean nonlinear Schro¨dinger
equation
(i∂t +∆)v = v|v|
4, v(0) = ψ. (1.8)
See Section 4 for precise statements. In other words, the solution of the hyperbolic
NLS (1.4) with data φN can be regular on the time interval (−TN−2, TN−2) only if the
solution of the Euclidean NLS (1.8) is regular on the interval (−T, T ). This shows that
understanding the Euclidean scale invariant problem is a prerequisite for understanding
the problem on any other manifold. Fortunately, we are able to use the main theorem of
Colliander-Keel-Staffilani-Takaoka-Tao [21] as a black box (see the proof of Lemma 4.2).
The previous heuristic shows that understanding the scaling limit problem (1.8) is part
of understanding the full nonlinear evolution (1.4), at least if one is looking for uniform
control on all solutions below a certain energy level. This approach was already used in
the study of elliptic equations, first in the subcritical case (where the scaling limits are
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easier) by Gidas-Spruck [26] and also in the H1 critical setting, see for example Druet-
Hebey-Robert [24], Hebey-Vaugon [30], Schoen [47] and (many) references therein for
examples. Note however that in the dispersive case, we have to contend with the fact
that we are looking at perturbations of a linear operator i∂t +∆g whose kernel is infinite
dimensional.
Other critical dispersive models, such as large-data critical wave equations or the Klein–
Gordon equation have also been studied extensively, both in the case of the Minkowski
space and in other Lorentz manifolds. See for example [3, 4, 16, 17, 27, 28, 34, 35, 36,
38, 41, 43, 44, 48, 49, 52] and the book [54] for further discussion and references. In the
case of the wave equation, passing to the variable coefficient setting is somewhat easier
due the finite speed of propagation of solutions.
Nonlinear Schro¨dinger equations such as (1.1) have also been considered in the setting
of compact Riemannian manifolds (M, g), see [10, 11, 14, 15, 22, 25]. In this case the
conclusions are generally weaker than in Euclidean spaces: there is no scattering to linear
solutions, or some other type of asymptotic control of the nonlinear evolution as t→∞.
Moreover, in certain cases such as the spheres Sd, the well-posedness theory requires suffi-
ciently subcritical nonlinearities, due to concentration of certain spherical harmonics. We
note however the recent result of Herr-Tataru-Tzvetkov [33] on the global well-posedness
of the energy critical NLS with small initial data in H1(T 3).
To simplify the exposition, we use some of the structure of the hyperbolic spaces; in
particular we exploit the existence of a large group of isometries that acts transitively
on Hd. However the main ingredients in the proof are more basic, and can probably be
extended to more general settings. These main ingredients are:
(1) A dispersive estimate such as (2.24), which gives a good large-data local well-
posedness/stability theory (Propositions 3.1 and 3.2).
(2) A good Morawetz-type inequality (Proposition 3.3) to exploit the global defocusing
character of the equation.
(3) A good understanding of the Euclidean problem, provided in this case by Theorem
4.1 of Colliander-Keel-Staffilani-Takaoka-Tao [21].
(4) Some uniform control of the geometry of the manifold at infinity.
The rest of the paper is organized as follows: in Section 2 we set up the notations, and
record the main dispersive estimates on the linear Schro¨dinger flow on hyperbolic spaces.
We prove also several lemmas that are used later.
In Section 3 we collect all the necessary ingredients described above, and outline the
proof of the main theorem. The only component of the proof that is not known is Propo-
sition 3.4 on the existence of a suitable minimal energy blow-up solution.
In Section 4 we consider nonlinear solutions of (1.4) corresponding to data that contract
at a point, as in (1.7). Using the main theorem in [21] we prove that such nonlinear
solutions extend globally in time and satisfy suitable dispersive bounds.
In Section 5 we prove our main profile decomposition of H1-bounded sequences of func-
tions in hyperbolic spaces. This is the analogue of Keraani’s theorem [42] in Euclidean
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spaces. In hyperbolic spaces we have to distinguish between two types of profiles: Eu-
clidean profiles which may contract at a point, after time and space translations, and
hyperbolic profiles which live essentially at frequency3 N = 1. The hyperbolic geometry
guarantees that profiles of low frequency N ≪ 1 can be treated as perturbations. Finally,
in Section 6 we use our profile decomposition and orthogonality arguments to complete
the proof of Proposition 3.4.
2. Preliminaries
In this subsection we review some aspects of the harmonic analysis and the geome-
try of hyperbolic spaces, and summarize our notations. For simplicity, we will use the
conventions in [13], but one should keep in mind that hyperbolic spaces are the sim-
plest examples of symmetric spaces of the noncompact type, and most of the analysis on
hyperbolic spaces can be generalized to this setting (see for example, [32]).
2.1. Hyperbolic spaces: Riemannian structure and isometries. For integers d ≥ 2
we consider the Minkowski space Rd+1 with the standard Minkowski metric −(dx0)2 +
(dx1)2 + . . .+ (dxd)2 and define the bilinear form on Rd+1 × Rd+1,
[x, y] = x0y0 − x1y1 − . . .− xdyd.
The hyperbolic space Hd is defined as
Hd = {x ∈ Rd+1 : [x, x] = 1 and x0 > 0}.
Let 0 = (1, 0, . . . , 0) denote the origin of Hd. The Minkowski metric on Rd+1 induces a
Riemannian metric g on Hd, with covariant derivative D and induced measure dµ.
We define G := SO(d, 1) = SOe(d, 1) as the connected Lie group of (d + 1) × (d + 1)
matrices that leave the form [., .] invariant. Clearly, X ∈ SO(d, 1) if and only if
trX · Id,1 ·X = Id,1, detX = 1, X00 > 0,
where Id,1 is the diagonal matrix diag[−1, 1, . . . , 1] (since [x, y] = −
tx · Id,1 · y). Let
K = SO(d) denote the subgroup of SO(d, 1) that fixes the origin 0. Clearly, SO(d)
is the compact rotation group acting on the variables (x1, . . . , xd). We define also the
commutative subgroup A of G,
A :=
as =
 ch s sh s 0sh s ch s 0
0 0 Id−1
 : s ∈ R
 , (2.1)
and recall the Cartan decomposition
G = KA+K, A+ := {as : s ∈ [0,∞)}. (2.2)
The semisimple Lie group G acts transitively on Hd and the hyperbolic space Hd can
be identified with the homogeneous space G/K = SO(d, 1)/SO(d). Moreover, for any
3Here we define the notion of frequency through the Heat kernel, see (2.28).
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h ∈ SO(d, 1) the mapping Lh : Hd → Hd, Lh(x) = h · x, defines an isometry of Hd.
Therefore, for any h ∈ G, we define the isometries
πh : L
2(Hd)→ L2(Hd), πh(f)(x) = f(h
−1 · x). (2.3)
We fix normalized coordinate charts which allow us to pass in a suitable way between
functions defined on hyperbolic spaces and functions defined on Euclidean spaces. More
precisely, for any h ∈ SO(d, 1) we define the diffeomorphism
Ψh : R
d → Hd, Ψh(v
1, . . . , vd) = h · (
√
1 + |v|2, v1, . . . , vd). (2.4)
Using these diffeomorphisms we define, for any h ∈ G,
π˜h : C(R
d)→ C(Hd), π˜h(f)(x) = f(Ψ
−1
h (x)). (2.5)
We will use the diffeomorphism ΨI as a global coordinate chart on H
d, where I is the
identity element of G. We record the integration formula∫
Hd
f(x) dµ(x) =
∫
Rd
f(ΨI(v))(1 + |v|
2)−1/2 dv (2.6)
for any f ∈ C0(Hd).
2.2. The Fourier transform on hyperbolic spaces. The Fourier transform (as defined
by Helgason [31] in the more general setting of symmetric spaces) takes suitable functions
defined on Hd to functions defined on R × Sd−1. For ω ∈ Sd−1 and λ ∈ C, let b(ω) =
(1, ω) ∈ Rd+1 and
hλ,ω : H
d → C, hλ,ω(x) = [x, b(ω)]
iλ−ρ,
where
ρ = (d− 1)/2.
It is known that
∆ghλ,ω = −(λ
2 + ρ2)hλ,ω, (2.7)
where ∆g is the Laplace-Beltrami operator on H
d. The Fourier transform of f ∈ C0(Hd)
is defined by the formula
f˜(λ, ω) =
∫
Hd
f(x)hλ,ω(x) dµ =
∫
Hd
f(x)[x, b(ω)]iλ−ρ dµ. (2.8)
This transformation admits a Fourier inversion formula: if f ∈ C∞0 (H
d) then
f(x) =
∫ ∞
0
∫
Sd−1
f˜(λ, ω)[x, b(ω)]−iλ−ρ|c(λ)|−2 dλdω, (2.9)
where, for a suitable constant C,
c(λ) = C
Γ(iλ)
Γ(ρ+ iλ)
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is the Harish-Chandra c-function corresponding to Hd, and the invariant measure of Sd−1
is normalized to 1. It follows from (2.7) that
∆˜gf(λ, ω) = −(λ
2 + ρ2)f˜(λ, ω). (2.10)
We record also the nontrivial identity∫
Sd−1
f˜(λ, ω)[x, b(ω)]−iλ−ρdω =
∫
Sd−1
f˜(−λ, ω)[x, b(ω)]iλ−ρdω
for any f ∈ C∞0 (H
d), λ ∈ C, and x ∈ Hd.
According to the Plancherel theorem, the Fourier transform f → f˜ extends to an
isometry of L2(Hd) onto L2(R+ × S
d−1, |c(λ)|−2dλdω); moreover∫
Hd
f1(x)f2(x) dµ =
1
2
∫
R×Sd−1
f˜1(λ, ω)f˜2(λ, ω)|c(λ)|
−2 dλdω, (2.11)
for any f1, f2 ∈ L2(Hd). As a consequence, any bounded multiplier m : R+ → C defines
a bounded operator Tm on L
2(Hd) by the formula
T˜m(f)(λ, ω) = m(λ) · f˜(λ, ω). (2.12)
The question of Lp boundedness of operators defined by multipliers as in (2.12) is more
delicate if p 6= 2. A necessary condition for boundedness on Lp(Hd) of the operator Tm
is that the multiplier m extend to an even analytic function in the interior of the region
Tp = {λ ∈ C : |ℑλ| < |2/p− 1|ρ} (see [20]). Conversely, if p ∈ (1,∞) and m : Tp → C is
an even analytic function which satisfies the symbol-type bounds
|∂αm(λ)| ≤ C(1 + |λ|)−α for any α ∈ [0, d+ 2] ∩ Z and λ ∈ Tp, (2.13)
then Tm extends to a bounded operator on L
p(Hd) (see [50]).
As in Euclidean spaces, there is a connection between convolution operators in hyper-
bolic spaces and multiplication operators in the Fourier space. To state this connection
precisely, we normalize first the Haar measures on K and G such that
∫
K
1 dk = 1 and∫
G
f(g · 0) dg =
∫
Hd
f(x) dµ
for any f ∈ C0(Hd). Given two functions f1, f2 ∈ C0(G) we define the convolution
(f1 ∗ f2)(h) =
∫
G
f1(g)f2(g
−1h) dg. (2.14)
A function K : G→ C is called K-biinvariant if
K(k1gk2) = K(g) for any k1, k2 ∈ K. (2.15)
Similarly, a function K : Hd → C is called K-invariant (or radial) if
K(k · x) = K(x) for any k ∈ K and x ∈ Hd. (2.16)
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If f,K ∈ C0(Hd) and K is K-invariant then we define (compare to (2.14))
(f ∗K)(x) =
∫
G
f(g · 0)K(g−1 · x) dg. (2.17)
If K is K-invariant then the Fourier transform formula (2.8) becomes
K˜(λ, ω) = K˜(λ) =
∫
Hd
K(x)Φ−λ(x) dµ, (2.18)
where
Φλ(x) =
∫
Sd−1
[x, b(ω)]−iλ−ρ dω (2.19)
is the elementary spherical function. The Fourier inversion formula (2.9) becomes
K(x) =
∫ ∞
0
K˜(λ)Φλ(x)|c(λ)|
−2 dλ, (2.20)
for any K-invariant function K ∈ C∞0 (H
d). With the convolution defined as in (2.17), we
have the important identity
˜(f ∗K)(λ, ω) = f˜(λ, ω) · K˜(λ) (2.21)
for any f,K ∈ C0(Hd), provided that K is K-invariant
4.
We define now the inhomogeneous Sobolev spaces on Hd. There are two possible def-
initions: using the Riemannian structure g or using the Fourier transform. These two
definitions agree. In view of (2.10), for s ∈ C we define the operator (−∆)s/2 as given by
the Fourier multiplier λ → (λ2 + ρ2)s/2. For p ∈ (1,∞) and s ∈ R we define the Sobolev
space W p,s(Hd) as the closure of C∞0 (H
d) under the norm
‖f‖W p,s(Hd) = ‖(−∆)
s/2f‖Lp(Hd).
For s ∈ R letHs = W 2,s. This definition is equivalent to the usual definition of the Sobolev
spaces on Riemannian manifolds (this is a consequence of the fact that the operator
(−∆g)s/2 is bounded on Lp(Hd) for any s ∈ C, ℜs ≤ 0, since its symbol satisfies the
differential inequalities (2.13)). In particular, for s = 1 and p ∈ (1,∞)
‖f‖W p,1(Hd) = ‖(−∆)
1/2f‖Lp(Hd) ≈p
[ ∫
Hd
|∇gf |
p dµ
]1/p
, (2.22)
where
|∇gf | := |D
αfDαf |
1/2.
We record also the Sobolev embedding theorem
W p,s →֒ Lq if 1 < p ≤ q <∞ and s = d/p− d/q. (2.23)
4Unlike in Euclidean Fourier analysis, there is no simple identity of this type without the assumption
that K is K-invariant.
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2.3. Dispersive estimates. Most of our perturbative analysis in the paper is based on
the Strichartz estimates for the linear Schro¨dinger flow. For any φ ∈ Hs(Hd), s ∈ R, let
eit∆gφ ∈ C(R : Hs(Hd)) denote the solution of the free Schro¨dinger evolution with data
φ, i.e.
e˜it∆gφ(λ, ω) = φ˜(λ, ω) · e−it(λ
2+ρ2).
The main inequality we need is the dispersive estimate5 (see [2, 5, 7, 37, 45])
‖eit∆g‖Lp→Lp′ . |t|
−d(1/p−1/2), p ∈ [2d/(d+ 2), 2], p′ = p/(p− 1), (2.24)
for any t ∈ R \ {0}. The Strichartz estimates below then follow from the general theorem
of Keel-Tao [39].
Proposition 2.1. (Strichartz estimates) Assume that d ≥ 3 and I = (a, b) ⊆ R is a
bounded open interval.
(i) If φ ∈ L2(Hd) then
‖eit∆gφ‖
(L∞t L
2
x∩L
2
tL
2d/(d−2)
x )(Hd×I)
. ‖φ‖L2. (2.25)
(ii) If F ∈ (L1tL
2
x + L
2
tL
2d/(d+2)
x )(Hd × I) then∣∣∣∣∣∣ ∫ t
a
ei(t−s)∆gF (s) ds
∣∣∣∣∣∣
(L∞t L
2
x∩L
2
tL
2d/(d−2)
x )(Hd×I)
. ‖F‖
(L1tL
2
x+L
2
tL
2d/(d+2)
x )(Hd×I)
. (2.26)
To exploit these estimates in dimension d = 3, for any interval I ⊆ R and f ∈ C(I :
H−1(H3)) we define
‖f‖Z(I) := ‖f‖L10t,x(H3×I),
‖f‖Sk(I) := ‖(−∆)
k/2f‖(L∞t L2x∩L2tL6x)(H3×I), k ∈ [0,∞)
‖f‖Nk(I) := ‖(−∆)
k/2f‖
(L1tL
2
x+L
2
tL
6/5
x )(H3×I)
, k ∈ [0,∞).
(2.27)
We use the S1 norms to estimate solutions of linear and nonlinear Schro¨dinger equations.
Nonlinearities are estimated using the N1 norms. The L10 norm is the “scattering” norm,
which controls the existence of strong solutions of the nonlinear Schro¨dinger equation, see
Proposition 3.1 and Proposition 3.2 below.
2.4. Some lemmas. In this subsection we collect and prove several lemmas that will be
used later in the paper. For N > 0 we define the operator PN : L
2(H3)→ L2(H3),
PN := N
−2∆ge
N−2∆g ,
P˜Nf(λ, ω) = −N
−2(λ2 + 1)e−N
−2(λ2+1)f˜(λ, ω).
(2.28)
One should think of PN as a substitute for the usual Littlewood-Paley projection operator
in Euclidean spaces that restricts to frequencies of size ≈ N ; this substitution is necessary
5In fact this estimate can be improved if |t| ≥ 1, see [37, Lemma 3.3]. This leads to better control of
the longtime behaviour of solutions of subcritical Schro¨dinger equations in hyperbolic spaces, compared
to the behaviour of solutions of the same equations in Euclidean spaces (see [5], [7], [37], and [2]).
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in order to have a suitable Lp theory for these operators, since only real-analytic multipliers
can define bounded operators on Lp(H3) (see [20]). In view of the Fourier inversion formula
PNf(x) =
∫
H3
f(y)PN(d(x, y)) dµ(y),
|PN(r)| . N
3(1 +Nr)−5e−4r.
(2.29)
The estimates in the following lemma will be used in Section 5.
Lemma 2.2. (i) Given ǫ ∈ (0, 1] there is Rǫ ≥ 1 such that for any x ∈ H3, N ≥ 1, and
f ∈ H1(H3),
|PNf(x)| . N
1/2(‖f · 1B(x,RǫN−1)‖L6(H3) + ǫ‖f‖L6(H3))
where B(x, r) denotes the ball B(x, r) = {y ∈ H3 : d(x, y) < r}.
(ii) For any f ∈ H1(H3),
‖f‖L6(H3) . ‖∇f‖
1/3
L2(H3) · sup
N≥1, x∈H3
[
N−1/2|PNf(x)|]
2/3.
Proof of Lemma 2.2. (i) The inequality follows directly from (2.29):
|PNf(x)| .
∫
B(x,RǫN−1)
|f(y)| |PN(d(x, y))| dµ(y) +
∫
cB(x,RǫN−1)
|f(y)| |PN(d(x, y))| dµ(y)
. ‖f · 1B(x,RǫN−1)‖L6(H3) · AN,0,6/5 + ‖f‖L6(H3) ·AN,Rǫ,6/5,
where, for R ∈ [0,∞), N ∈ [1,∞) and p ∈ [1, 2]
AN,R,p : =
[ ∫
d(0,y)≥RN−1
|PN(d(0, y))|
p dµ(y)
]1/p
.
[ ∫ ∞
RN−1
|PN(r)|
p(sh r)2 dr
]1/p
. N3
[ ∫ ∞
RN−1
(1 +Nr)−5pr2 dr
]1/p
. N3−3/p(1 +R)−1.
The inequality follows if Rǫ = 1/ǫ.
(ii) For any f ∈ H1(H3) we have the identity
f = c
∫ ∞
N=0
N−1PN(f) dN. (2.30)
Thus, with A := supN≥0 ‖N
−1/2PNf‖L∞(H3)∫
H3
|f |6 dµ .
∫
H3
∫
0≤N1≤...≤N6
|PN1f | · . . . · |PN6f |
dN1
N1
. . .
dN6
N6
dµ
. A4
∫
H3
∫
0≤N5≤N6
N25 |PN5f ||PN6f |
dN5
N5
dN6
N6
dµ
. A4
∫
H3
∫ ∞
0
N |PNf |
2 dNdµ.
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The claim follows since∫
H3
∫ ∞
0
N |PNf |
2 dNdµ = c‖(−∆)1/2f‖2L2(H3),
as a consequence of the Plancherel theorem and the definition of the operators PN , and,
for any N ∈ [0, 1),
‖N−1/2PNf‖L∞(H3) . ‖P2f‖L∞(H3). (2.31)

We will also need the following technical estimate:
Lemma 2.3. Assume ψ ∈ H1(H3) satisfies
‖ψ‖H1(H3) ≤ 1, sup
K≥1, t∈R, x∈H3
K−1/2|PKe
it∆gψ(x)| ≤ δ, (2.32)
for some δ ∈ (0, 1]. Then, for any R > 0 there is C(R) ≥ 1 such that
N1/2‖∇ge
it∆gψ‖
L5tL
15/8
x (B(x0,RN−1)×(t0−R2N−2,t0+R2N−2))
≤ C(R)δ1/20 (2.33)
for any N ≥ 1, any t0 ∈ R, and any x0 ∈ H3.
Proof of Lemma 2.3. We may assume R = 1, x0 = 0, t0 = 0. It follows from (2.32) that
for any K > 0 and t ∈ R
‖PKe
it∆gψ‖L∞(H3) . δK
1/2, ‖PKe
it∆gψ‖L6(H3) . 1,
therefore, by interpolation,
‖PKe
it∆gψ‖L12(H3) . δ
1/2K1/4.
Thus, for any K > 0 and t ∈ R
‖∇g(PKe
it∆gψ)‖L12(H3) . δ
1/2K1/4(K + 1),
which shows that, for any K > 0 and N ≥ 1,
N1/2‖∇g(PKe
it∆gψ)‖
L5tL
15/8
x (B(0,N−1)×(−N−2,N−2))
. δ1/2K1/4(K + 1)N−5/4. (2.34)
We will prove below that for any N ≥ 1 and K ≥ N
‖∇g(PKe
it∆gψ)‖L2x,t(B(0,N−1)×(−N−2,N−2)) . (NK)
−1/2. (2.35)
Assuming this and using the energy estimate
‖∇g(PKe
it∆gψ)‖L∞t L2x(H3×R) . 1,
we have, by interpolation,
‖∇g(PKe
it∆gψ)‖L5tL2x(B(0,N−1)×(−N−2,N−2)) . (NK)
−1/5.
Therefore, for any N ≥ 1 and K ≥ N
N1/2‖∇g(PKe
it∆gψ)‖
L5tL
15/8
x (B(0,N−1)×(−N−2,N−2))
. N1/5K−1/5. (2.36)
The desired bound (2.33) follows from (2.34), (2.36), and the identity (2.30).
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It remains to prove the local smoothing bound (2.35). Many such estimates are known
in more general settings, see for example [23]. We provide below a simple self-contained
proof specialized to our case. Assuming N ≥ 1 fixed, we will construct a real-valued
function a = aN ∈ C∞(H3) with the properties
|DαaDαa| . 1 in H
3,
|∆g(∆ga)| . N
3 in H3,
XαXα ·N1B(0,N−1) . X
αXβDαDβa in H
3 for any vector-field X ∈ T (H3).
(2.37)
Assuming such a function is constructed, we define the Morawetz action
Ma(t) = 2ℑ
∫
H3
Dαa(x) · u(x)Dαu(x) dµ(x),
where u := PKe
it∆gψ. A formal computation (see [37, Proposition 4.1] for a complete
justification) shows that
∂tMa(t) = 4ℜ
∫
H3
DαDβa ·DαuDβu dµ−
∫
H3
∆g(∆ga) · |u|
2 dµ.
Therefore, by integrating on the time interval [−N−2, N−2] and using the first two prop-
erties in (2.37),
4
∫ N−2
−N−2
∫
H3
ℜ(DαDβa ·DαuDβu) dµdt
≤ 2 sup
t∈[−N−2,N−2]
|Ma(t)|+
∫ N−2
−N−2
∫
H3
|∆g(∆ga)| · |u|
2 dµdt
. sup
t∈[−N−2,N−2]
‖u(t)‖L2(H3)‖u(t)‖H1(H3) +N
3
∫ N−2
−N−2
‖u(t)‖2L2(H3) dt
. K−1 +NK−2.
The desired bound (2.35) follows, in view of the inequality in the last line of (2.37) and
the assumption K ≥ N since a is real valued.
Finally, it remains to construct a real-valued function a ∈ C∞(H3) satisfying (2.37).
We are looking for a function of the form
a(x) := a˜(ch r(x)), r = d(0, x), a˜ ∈ C∞([1,∞)). (2.38)
To prove the inequalities in (2.37) it is convenient to use coordinates induced by the
Iwasawa decomposition of the group G: we define the global diffeomorphism
Φ : R2 × R→ H3, Φ(v1, v2, s) = tr(ch s+ e−s|v|2/2, sh s+ e−s|v|2/2, e−sv1, e−sv2),
and fix the global orthonormal frame
e3 := ∂s, e1 := e
s∂v1 , e2 := e
s∂v2 .
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With respect to this frame, the covariant derivatives are
Deαeβ = δαβe3, Deαe3 = −eα, De3eα = De3e3 = 0, for α, β = 1, 2.
See [37, Section 2] for these calculations. In this system of coordinates we have
ch r = ch s+ e−s|v|2/2. (2.39)
Therefore, for a as in (2.38), we have
D3a = (sh s− e
−s|v|2/2) · a˜′(ch r), D1a = v
1 · a˜′(ch r), D2a = v
2 · a˜′(ch r).
Using the formula
DαDβa = eα(eβ(a))− (Deαeβ)(a), α, β = 1, 2, 3.
we compute the Hessian
D1D1a = (v
1)2a˜′′(ch r) + ch ra˜′(ch r), D2D2a = (v
2)2a˜′′(ch r) + ch ra˜′(ch r),
D1D2a = D2D1a = v
1v2a˜′′(ch r), D3D3f = (sh s− e
−s|v|2/2)2a˜′′(ch r) + ch ra˜′(ch r),
D1D3a = D3D1a = v
1(sh s− e−s|v|2/2)a˜′′(ch r),
D2D3a = D3D2a = v
2(sh s− e−s|v|2/2)a˜′′(ch r).
Therefore, using again (2.39)
DαaDαa = (sh r)
2(a˜′(ch r))2, ∆ga = ((ch r)
2 − 1)a˜′′(ch r) + 3(ch r)a˜′(ch r), (2.40)
and
XαXβDαDβa = ch ra˜
′(ch r)|X|2+ a˜′′(ch r)(X1v1+X2v2+X3(sh s−e−s|v|2/2))2. (2.41)
We fix now a˜ such that
a˜′(y) := (y2 − 1 +N−2)−1/2, y ∈ [1,∞).
The first identity in (2.37) follows easily from (2.40). To prove the second identity in
(2.37), we use again (2.40) to derive
∆ga = b(ch r) where b(y) = 3y(y
2 − 1 +N−2)−1/2 − y(y2 − 1)(y2 − 1 +N−2)−3/2.
Using (2.40) again, it follows that
|∆g(∆ga)| . y
2(y2 − 1 +N−2)−3/2 where y = ch r,
which proves the second inequality in (2.37). Finally, using (2.41),
XαXβDαDβa ≥ ch ra˜
′(ch r)|X|2 − ((ch r)2 − 1)|a˜′′(ch r)| |X|2
= N−2 ch r((ch r)2 − 1 +N−2)−3/2|X|2,
which proves the last inequality in (2.37). This completes the proof of the lemma. 
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3. Proof of the main theorem
In this section we outline the proof of Theorem 1.1. The main ingredients are a local
well-posedness/stability theory for the initial-value problem, which in our case relies only
on the Strichartz estimates in Proposition 2.1, a global Morawetz inequality, which exploits
the defocusing nature of the problem, and a compactness argument, which depends on
the Euclidean analogue of Theorem 1.1 proved in [21].
We start with the local well-posedness theory. Let
P = {(I, u) : I ⊆ R is an open interval and u ∈ C(I : H1(H3))}
with the natural partial order
(I, u) ≤ (I ′, u′) if and only if I ⊆ I ′ and u′(t) = u(t) for any t ∈ I.
Proposition 3.1. (Local well-posedness) Assume φ ∈ H1(H3). Then there is a unique
maximal solution (I, u) = (I(φ), u(φ)) ∈ P, 0 ∈ I, of the initial-value problem
(i∂t +∆g)u = u|u|
4, u(0) = φ (3.1)
on H3 × I. In addition ‖u‖S1(J) < ∞ for any compact interval J ⊆ I, the mass E
0(u)
and the energy E1(u) defined in (1.3) are constant on I, and
if I+ := I ∩ [0,∞) is bounded then ‖u‖Z(I+) =∞,
if I− := I ∩ (−∞, 0] is bounded then ‖u‖Z(I−) =∞.
(3.2)
In other words, local-in-time solutions of the equation exist and extend as strong solu-
tions as long as their spacetime L10x,t norm does not blow up. We complement this with a
stability result.
Proposition 3.2. (Stability) Assume I is an open interval, ρ ∈ [−1, 1], and u˜ ∈ C(I :
H1(H3)) satisfies the approximate Schro¨dinger equation
(i∂t +∆g)u˜ = ρu˜|u˜|
4 + e on H3 × I.
Assume in addition that
‖u˜‖L10t,x(H3×I) + sup
t∈I
‖u˜(t)‖H1(H3) ≤M, (3.3)
for some M ∈ [1,∞). Assume t0 ∈ I and u(t0) ∈ H
1(H3) is such that the smallness
condition
‖u(t0)− u˜(t0)‖H1(H3) + ‖e‖N1(I) ≤ ǫ (3.4)
holds for some 0 < ǫ < ǫ1, where ǫ1 ≤ 1 is a small constant ǫ1 = ǫ1(M) > 0.
Then there exists a solution u ∈ C(I : H1(H3)) of the Schro¨dinger equation
(i∂t +∆g)u = ρu|u|
4 on H3 × I,
and
‖u‖S1(H3×I) + ‖u˜‖S1(H3×I) ≤ C(M),
‖u− u˜‖S1(H3×I) ≤ C(M)ǫ.
(3.5)
ENERGY-CRITICAL DEFOCUSING NLS 15
Both Proposition 3.1 and Proposition 3.2 are standard consequences of the Strichartz
estimates and Sobolev embedding theorem (2.23), see for example [21, Section 3]. We will
use Proposition 3.2 with ρ = 0 and with ρ = 1 to estimate linear and nonlinear solutions
on hyperbolic spaces.
We need also the global Morawetz estimate proved in [37, Proposition 4.1].
Proposition 3.3. Assume that I ⊆ R is an open interval, and u ∈ C(I : H1(H3)) is a
solution of the equation
(i∂t +∆g)u = u|u|
4 on H3 × I.
Then, for any t1, t2 ∈ I,
‖u‖6L6(H3×[t1,t2]) . sup
t∈[t1,t2]
‖u(t)‖L2(H3)‖u(t)‖H1(H3). (3.6)
We turn now to the proof of the main theorem. Recall the conserved energy E1(u)
defined in (1.3). For any E ∈ [0,∞) let S(E) be defined by
S(E) = sup{‖u‖Z(I), E
1(u) ≤ E},
where the supremum is taken over all solutions u ∈ C(I : H1(H3)) defined on an interval
I and of energy less than E. We also define
Emax = sup{E, S(E) <∞}.
Using Proposition 3.2 with u˜ ≡ 0, e ≡ 0, I = R, M = 1, ǫ≪ 1, one checks that Emax > 0.
It follows from Proposition 3.1 that if u is a solution of (1.2) and E(u) < Emax, then u
can be extended to a globally defined solution which scatters.
If Emax = +∞, then Theorem 1.1 is proved, as a consequence of Propositions 3.1 and
3.2. If we assume that Emax < +∞, then, there exists a sequence of solutions satisfying
the hypothesis of the following key proposition.
Proposition 3.4. Let uk ∈ C((−Tk, T k) : H1(H3)), k = 1, 2, . . ., be a sequence of non-
linear solutions of the equation
(i∂t +∆g)u = u|u|
4,
defined on open intervals (−Tk, T k) such that E(uk) → Emax. Let tk ∈ (−Tk, T k) be a
sequence of times with
lim
k→∞
‖uk‖Z(−Tk,tk) = lim
k→∞
‖uk‖Z(tk ,T k) = +∞. (3.7)
Then there exists w0 ∈ H1(H3) and a sequence of isometries hk ∈ G such that, up to
passing to a subsequence, uk(tk, h
−1
k · x)→ w0(x) ∈ H
1 strongly.
Using these propositions we can now prove our main theorem.
Proof of Theorem 1.1. Assume for contradiction that Emax < +∞. Then, we first claim
that there exists a solution u ∈ C((−T∗, T ∗) : H1) of (1.2) such that
E(u) = Emax and ‖u‖Z(−T∗,0) = ‖u‖Z(0,T ∗) = +∞. (3.8)
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Indeed, by hypothesis, there exists a sequence of solutions uk defined on intervals Ik =
(−Tk, T k) satisfying E(uk) ≤ Emax and
‖uk‖Z(Ik) → +∞.
But this is exactly the hypothesis of Proposition 3.4, for suitable points tk ∈ (−Tk, T k).
Hence, up to a subsequence, we get that there exists a sequence of isometries hk ∈ G
such that πhk(uk(tk)) → w0 strongly in H
1. Now, let u ∈ C((−T∗, T ∗) : H1(H3)) be the
maximal solution of (3.1) with initial data w0, in the sense of Proposition 3.1. By the
stability theory Proposition 3.2, we have that, if ‖u‖Z(0,T ∗) < +∞, then T ∗ = +∞ and
‖uk‖Z(tk,+∞) ≤ C(‖u‖Z(0,+∞)) which is impossible. Similarly, we see that ‖u‖Z(−T∗,0) =
+∞, which completes the proof of (3.8).
We now claim that the solution u obtained in the previous step can be extended to a
global solution. Indeed, using Proposition 3.1, it suffices to see that there exists δ > 0
such that for all times t ∈ (−T∗, T ∗),
‖u‖Z((t−δ,t+δ)∩(−T∗,T ∗)) ≤ 1.
If this were not true, there would exist a sequence δk → 0 and a sequence of times
tk ∈ (−T∗ + δk, T ∗ − δk) such that
‖u‖Z(tk−δk,tk+δk) ≥ 1. (3.9)
Applying Proposition 3.4 with uk = u, we see that, up to a subsequence, πhk(uk(tk))→ w
strongly in H1 for some translations hk ∈ G. We consider z the maximal nonlinear
solution with initial data w, then by the local theory Proposition 3.1, there exists δ > 0
such that
‖z‖Z(−δ,δ) ≤ 1/2.
Proposition 3.2 gives that ‖u‖Z(tk−δ,tk+δ) ≤ 1/2 + ok(1), which again contradicts our
hypothesis (3.9). In other words, we proved that if Emax < ∞ then there is a global
solution u ∈ C(R : H1) of (1.2) such that
E(u) = Emax and ‖u‖Z(−∞,0) = ‖u‖Z(0,∞) = +∞.
We claim now that there exists δ > 0 such that for all times,
‖u(t)‖L6 ≥ δ. (3.10)
Indeed, otherwise, we can find a sequence of times tk ∈ (0,∞) such that u(tk) → 0 in
L6. Applying again Proposition 3.4 to this sequence, we see that, up to a subsequence,
there exist hk ∈ G such that πhk(u(tk)) → w in H
1 with w = 0. But this contradicts
conservation of energy.
But now we have a contradiction with the Morawetz estimate (3.6), which shows that
Emax = +∞ as desired. 
Propositions 3.1 and 3.2 are standard consequences of the Strichartz estimates, while
Proposition 3.3 was proved in [37]. Therefore it only remains to prove Proposition 3.4. We
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collect the main ingredients in the next two sections and complete the proof of Proposition
3.4 in Section 6.
4. Euclidean approximations
In this section we prove precise estimates showing how to compare Euclidean and hy-
perbolic solutions of both linear and nonlinear Schro¨dinger equations. Since the global
Euclidean geometry and the global hyperbolic geometry are quite different, such a com-
parison is meaningful only in the case of rescaled data that concentrate at a point.
We fix a spherically-symmetric function η ∈ C∞0 (R
3) supported in the ball of radius 2
and equal to 1 in the ball of radius 1. Given φ ∈ H˙1(R3) and a real number N ≥ 1 we
define
QNφ ∈ C
∞
0 (R
3), (QNφ)(x) = η(x/N
1/2) · (e∆/Nφ)(x),
φN ∈ C
∞
0 (R
3), φN(x) = N
1/2(QNφ)(Nx),
fN ∈ C
∞
0 (H
3), fN (y) = φN(Ψ
−1
I (y)),
(4.1)
where ΨI is defined in (2.4). Thus QNφ is a regularized, compactly supported
6 modifi-
cation of the profile φ, φN is an H˙
1-invariant rescaling of QNφ, and fN is the function
obtained by transferring φN to a neighborhood of 0 in H
3. We define also
E1R3(φ) =
1
2
∫
R3
|∇φ|2 dx+
1
6
∫
R3
|φ|6 dx.
We will use the main theorem of [21], in the following form.
Theorem 4.1. Assume ψ ∈ H˙1(R3). Then there is a unique global solution v ∈ C(R :
H˙1(R3)) of the initial-value problem
(i∂t +∆)v = v|v|
4, v(0) = ψ, (4.2)
and
‖ |∇v| ‖L∞t L2x∩L2tL6x(R3×R) ≤ C˜(E
1
R3(ψ)). (4.3)
Moreover this solution scatters in the sense that there exists ψ±∞ ∈ H˙1(R3) such that
‖v(t)− eit∆ψ±∞‖H˙1(R3) → 0 (4.4)
as t→ ±∞. Besides, if ψ ∈ H5(R3) then v ∈ C(R : H5(R3)) and
sup
t∈R
‖v(t)‖H5(R3) .‖ψ‖H5(R3) 1.
The main result in this section is the following lemma:
6This modification is useful to avoid the contribution of φ coming from the Euclidean infinity, in a
uniform way depending on the scale N .
18 ALEXANDRU D. IONESCU, BENOIT PAUSADER, AND GIGLIOLA STAFFILANI
Lemma 4.2. Assume φ ∈ H˙1(R3), T0 ∈ (0,∞), and ρ ∈ {0, 1} are given, and define fN
as in (4.1). Then the following conclusions hold:
(i) There is N0 = N0(φ, T0) sufficiently large such that for any N ≥ N0 there is a
unique solution UN ∈ C((−T0N−2, T0N−2) : H1(H3)) of the initial-value problem
(i∂t +∆g)UN = ρUN |UN |
4, UN(0) = fN . (4.5)
Moreover, for any N ≥ N0,
‖UN‖S1(−T0N−2,T0N−2) .E1
R3
(φ) 1. (4.6)
(ii) Assume ε1 ∈ (0, 1] is sufficiently small (depending only on E1R3(φ)), φ
′ ∈ H5(R3),
and ‖φ − φ′‖H˙1(R3) ≤ ε1. Let v
′ ∈ C(R : H5) denote the solution of the initial-value
problem
(i∂t +∆)v
′ = ρv′|v′|4, v′(0) = φ′.
For R,N ≥ 1 we define
v′R(x, t) = η(x/R)v
′(x, t), (x, t) ∈ R3 × (−T0, T0),
v′R,N (x, t) = N
1/2v′R(Nx,N
2t), (x, t) ∈ R3 × (−T0N
−2, T0N
−2),
VR,N(y, t) = v
′
R,N (Ψ
−1
I (y), t) (y, t) ∈ H
3 × (−T0N
−2, T0N
−2).
(4.7)
Then there is R0 ≥ 1 (depending on T0 and φ′ and ε1) such that, for any R ≥ R0,
lim sup
N→∞
‖UN − VR,N‖S1(−T0N−2,T0N−2) .E1
R3
(φ) ε1. (4.8)
Proof of Lemma 4.2. All of the constants in this proof are allowed to depend on E1
R3
(φ);
for simplicity of notation we will not track this dependence explicitly. Using Theorem 4.1
‖∇v′‖(L∞t L2x∩L2tL6x)(R3×R) . 1,
sup
t∈R
‖v′(t)‖H5(R3) .‖φ′‖H5(R3) 1.
(4.9)
We will prove that for any R0 sufficiently large there is N0 such that VR0,N is an almost-
solution of the equation (4.5), for any N ≥ N0. We will then apply Proposition 3.2 to
upgrade this to an exact solution of the initial-value problem (4.5) and prove the lemma.
Let
eR(x, t) : = [(i∂t +∆)v
′
R − ρv
′
R|v
′
R|
4](x, t) = ρ(η(x/R)− η(x/R)5)v′(x, t)|v′(x, t)|4
+R−2v′(x, t)(∆η)(x/R) + 2R−1
3∑
j=1
∂jv
′(x, t)∂jη(x/R).
Since |v′(x, t)| .‖φ′‖H5(R3) 1, see (4.9), it follows that
3∑
k=1
|∂keR(x, t)| .‖φ′‖H3(R3) 1[R,2R](|x|) ·
[
|v′(x, t)|+
3∑
k=1
|∂kv
′(x, t)|+
3∑
k,j=1
|∂k∂jv
′(x, t)|
]
.
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Therefore
lim
R→∞
‖ |∇eR| ‖L2tL2x(R3×(−T0,T0)) = 0. (4.10)
Letting
eR,N(x, t) := [(i∂t +∆)v
′
R,N − ρv
′
R,N |v
′
R,N |
4](x, t) = N5/2eR(Nx,N
2t),
it follows from (4.10) that there is R0 ≥ 1 such that, for any R ≥ R0 and N ≥ 1,
‖ |∇eR,N | ‖L1tL2x(R3×(−T0N−2,T0N−2)) ≤ ε1. (4.11)
With VR,N(y, t) = v
′
R,N (Ψ
−1
I (y), t) as in (4.7), let
ER,N(y, t) : = [(i∂t +∆g)VR,N − ρVR,N |VR,N |
4](y, t)
= eR,N (Ψ
−1
I (y), t) + ∆gVR,N(y, t)− (∆v
′
R,N)(Ψ
−1
I (y), t).
(4.12)
To estimate the difference in the formula above, let ∂j , j = 1, 2, 3, denote the standard
vector-fields on R3 and ∂˜j := (ΨI)∗(∂j) and induced vector-fields on H
3. Using the
definition (2.4) we compute
gij(y) := gy(∂˜i, ∂˜j) = δij −
vivj
1 + |v|2
, y = ΨI(v).
Using the standard formula for the Laplace-Beltrami operator in local coordinates
∆gf = |g|
−1/2∂˜i(|g|
1/2gij∂˜jf)
we derive the pointwise bound
|∇˜1[∆gf(y)−∆(f ◦ΨI)(Ψ
−1
I (y))]| .
3∑
k=1
|Ψ−1I (y)|
k−1|∇˜kf(y)|,
for any C3 function f : H3 → C supported in the ball of radius 1 around 0, where, by
definition, for k = 1, 2, 3
|∇˜kh(y)| :=
∑
k1+k2+k3=k
|∂˜1
k1
∂˜2
k2
∂˜3
k3
h(y)|.
Therefore the identity (4.12) gives the pointwise bound
|∇˜1ER,N (y, t)|
. |∇eR,N |(Ψ
−1
I (y), t) +
3∑
k=1
∑
k1+k2+k3=k
|Ψ−1I (y)|
k−1|∂k11 ∂
k2
2 ∂
k3
3 v
′
R,N(Ψ
−1
I (y), t)|
. |∇eR,N |(Ψ
−1
I (y), t) +R
3N3/2
∑
k1+k2+k3∈{1,2,3}
|∂k11 ∂
k2
2 ∂
k3
3 v
′
R(N(Ψ
−1
I (y), t)|.
Using also (4.11), it follows that for any R0 sufficiently large there is N0 such that for any
N ≥ N0
‖ |∇gER0,N | ‖L1tL2x(H3×(−T0N−2,T0N−2)) ≤ 2ε1. (4.13)
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To verify the hypothesis (3.3) of Proposition 3.2, we use (4.9) and the integral formula
(2.6) to estimate, for N large enough,
‖VR0,N‖L10x,t(H3×(−T0N−2,T0N−2)) + sup
t∈(−T0N−2,T0N−2)
‖VR0,N(t)‖H1(H3)
. ‖v′R0,N‖L10x,t(R3×(−T0N−2,T0N−2)) + sup
t∈(−T0N−2,T0N−2)
‖∇v′R0,N(t)‖L2(R3)
= ‖v′R0‖L10x,t(R3×(−T0,T0)) + sup
t∈(−T0,T0)
‖∇v′R0(t)‖L2(R3)
. 1.
(4.14)
Finally, to verify the inequality on the first term in (3.4) we estimate, for R0, N large
enough,
‖fN − VR0,N(0)‖H1(H3) . ‖φN − v
′
R0,N
(0)‖H˙1(R3) = ‖QNφ− v
′
R0
(0)‖H˙1(R3)
≤ ‖QNφ− φ‖H˙1(R3) + ‖φ− φ
′‖H˙1(R3) + ‖φ
′ − v′R0(0)‖H˙1 ≤ 3ε1.
(4.15)
The conclusion of the lemma follows from Proposition 3.2, provided that ε1 is fixed suffi-
ciently small depending on E1
R3
(φ). 
As a consequence, we have the following:
Corollary 4.3. Assume ψ ∈ H˙1(R3), ε > 0, I ⊆ R is an interval, and
‖ |∇(eit∆ψ)| ‖LptL
q
x(R3×I) ≤ ε, (4.16)
where 2/p+ 3/q = 3/2, q ∈ (2, 6]. For N ≥ 1 we define, as before,
(QNψ)(x) = η(x/N
1/2) · (e∆/Nψ)(x), ψN (x) = N
1/2(QNψ)(Nx), ψ˜N (y) = ψN (Ψ
−1
I (y)).
Then there is N1 = N1(ψ, ε) such that, for any N ≥ N1,
‖ |∇g(e
it∆gψ˜N )| ‖LptL
q
x(H3×N−2I) .q ε. (4.17)
Proof of Lemma 4.3. As before, the implicit constants may depend on E1
R3
(ψ). We may
assume that ψ ∈ C∞0 (R
3). Using the dispersive estimate (2.24), for any t 6= 0,
‖(−∆g)
1/2(eit∆gψ˜N )‖Lqx(H3) . |t|
3/q−3/2‖(−∆g)
1/2ψ˜N‖Lq′x (H3) . |t|
3/q−3/2‖ |∇ψN | ‖Lq′x (R3)
.ψ |t|
3/q−3/2N3/q−3/2.
Thus, for T1 > 0,
‖ |∇g(e
it∆g ψ˜N)| ‖LptL
q
x(H3×[R\(−T1N−2,T1N−2)]) .ψ T
−1/p
1 .
Therefore we can fix T1 = T1(ψ, ε) such that, for any N ≥ 1,
‖ |∇g(e
it∆gψ˜N )| ‖LptL
q
x(H3×[R\(−T1N−2,T1N−2)]) .q ε.
The desired bound on the remaining interval N−2I ∩ (−T1N−2, T1N−2) follows from
Lemma 4.2 (ii) with ρ = 0. 
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5. Profile decomposition in hyperbolic spaces
In this section we show that given a bounded sequence of functions fk ∈ H1(H3) we
can construct certain profiles and express the functions fk in terms of these profiles. In
other words, we prove the analogue of Keraani’s theorem [42] in the hyperbolic geometry.
Given (f, t0, h0) ∈ L2(H3)× R×G we define
Πt0,h0f(x) = (e
−it0∆gf)(h−10 x) = (πh0e
−it0∆gf)(x). (5.1)
As in Section 4, see (4.1), given φ ∈ H˙1(R3) and N ≥ 1, we define
TNφ(x) := N
1/2φ˜(NΨ−1I (x)) where φ˜(y) := η(y/N
1/2) · (e∆/Nφ)(y), (5.2)
and observe that
TN : H˙
1(R3)→ H1(H3) is a bounded linear operator with ‖TNφ‖H1(H3) . ‖φ‖H˙1(R3).
(5.3)
The following is our main definition.
Definition 5.1. (1) We define a frame to be a sequence Ok = (Nk, tk, hk) ∈ [1,∞)×
R × G, k = 1, 2, . . ., where Nk ≥ 1 is a scale, tk ∈ R is a time, and hk ∈ G
is a translation element. We also assume that either Nk = 1 for all k (in which
case we call {Ok}k≥1 a hyperbolic frame) or that Nk ր ∞ (in which case we call
{Ok}k≥1 a Euclidean frame). Let Fe denote the set of Euclidean frames,
Fe = {O = {(Nk, tk, hk)}k≥1 : Nk ∈ [1,∞), tk ∈ R, hk ∈ G, Nk ր∞},
and let Fh denote the set of hyperbolic frames,
Fh = {O˜ = {(1, tk, hk)}k≥1 : tk ∈ R, hk ∈ G}.
(2) We say that two frames {(Nk, tk, hk)}k≥1 and {(N ′k, t
′
k, h
′
k)}k≥1 are equivalent if
lim sup
k→∞
[
| ln(Nk/Nk′)|+N
2
k |tk − t
′
k|+Nkd(hk · 0, h
′
k · 0)
]
< +∞. (5.4)
Note that this indeed defines an equivalence relation. Two frames which are not
equivalent are called orthogonal.
(3) Given φ ∈ H˙1(R3) and a Euclidean frame O = {Ok}k≥1 = {(Nk, tk, hk)}k≥1 ∈ Fe,
we define the Euclidean profile associated with (φ,O) as the sequence φ˜Ok , where
φ˜Ok := Πtk ,hk(TNkφ), (5.5)
The operators Π and T are defined in (5.1) and (5.2).
(4) Given ψ ∈ H1(H3) and a hyperbolic frame O˜ = {O˜k}k≥1 = {(1, tk, hk)}k≥1 ∈ Fh
we define the hyperbolic profile associated with (ψ, O˜) as the sequence ψ˜O˜k , where
ψ˜O˜k := Πtk ,hkψ. (5.6)
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Definition 5.2. We say that a sequence (fk)k bounded in H
1(H3) is absent from a frame
O = {(Nk, tk, hk)}k if its localization to O converges weakly to 0, i.e. if for all profiles
φ˜Ok associated to O, there holds that
lim
k→∞
〈fk, φ˜Ok〉H1×H1(H3) = 0. (5.7)
By Lemma 5.4 below, this does not depend on the choice of an equivalent frame.
Remark 5.3. (i) If O = (1, tk, hk)k is an hyperbolic frame, this is equivalent to saying
that
Π−tk ,h−1k
fk ⇀ 0
as k →∞ in H1(H3).
(ii) If O is a Euclidean frame, this is equivalent to saying that for all R > 0
gRk (v) = η(v/R)N
−1/2
k
(
Π−tk,h−1k
fk
)
(ΨI(v/Nk))⇀ 0
as k →∞ in H˙1(R3).
We prove first some basic properties of profiles associated to equivalent/orthogonal
frames.
Lemma 5.4. (i) Assume {Ok}k≥1 = {(Nk, tk, hk)}k≥1 and {O′k}k≥1 = {(N
′
k, t
′
k, h
′
k)}k≥1
are two equivalent Euclidean frames (respectively hyperbolic frames), in the sense of (5.4),
and φ ∈ H˙1(R3) (respectively φ ∈ H1(H3)). Then there is φ′ ∈ H˙1(R3) (respectively
φ′ ∈ H1(H3)) such that, up to a subsequence,
lim
k→∞
‖φ˜Ok − φ˜
′
O′k
‖H1(H3) = 0, (5.8)
where φ˜Ok , φ˜
′
O′k
are as in Definition 5.1.
(ii) Assume {Ok}k≥1 = {(Nk, tk, hk)}k≥1 and {O′k}k≥1 = {(N
′
k, t
′
k, h
′
k)}k≥1 are two
orthogonal frames (either Euclidean or hyperbolic) and φ˜Ok , ψ˜O′k are associated profiles.
Then, up to a subsequence,
lim
k→∞
∣∣∣ ∫
H3
Dαφ˜OkDαψ˜O′k dµ
∣∣∣+ lim
k→∞
‖φ˜Okψ˜O′k‖L3(H3) = 0. (5.9)
(iii) If φ˜Ok and ψ˜Ok are two Euclidean profiles associated to the same frame, then
lim
k→∞
〈∇gφ˜Ok ,∇gψ˜Ok〉L2×L2(H3) = lim
k→∞
∫
H3
Dαφ˜OkDαψ˜Ok dµ
=
∫
R3
∇φ(x) · ∇ψ(x)dx = 〈∇φ,∇ψ〉L2×L2(R3)
Proof of Lemma 5.4. (i) The proof follows from the definitions if {Ok}k≥1, {O′k}k≥1 are
hyperbolic frames: by passing to a subsequence we may assume limk→∞−t′k + tk = t and
limk→∞ h
′
k
−1hk = h, and define
φ′ := Πt,hφ.
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To prove the claim if {Ok}k≥1, {O′k}k≥1 are equivalent Euclidean frames, we decompose
first, using the Cartan decomposition (2.2)
h′k
−1
hk = mkasknk, mk, nk ∈ K, sk ∈ [0,∞). (5.10)
Therefore, using the compactness of the subgroup K and the definition (5.4), after passing
to a subsequence, we may assume that
lim
k→∞
Nk/N
′
k = N, lim
k→∞
N2k (tk − t
′
k) = t,
lim
k→∞
mk = m, lim
k→∞
nk = n, lim
k→∞
Nksk = s.
(5.11)
We observe that for any N ≥ 1, ψ ∈ H˙1(R3), t ∈ R, g ∈ G, and q ∈ K
Πt,gq(TNψ) = Πt,g(TNψq) where ψq(x) = ψ(q
−1 · x).
Therefore, in (5.10) we may assume that
mk = nk = I, h
′
k
−1
hk = ask .
With x = (s, 0, 0), we define
φ′(x) := N
1/2
(e−it∆φ)(Nx− x), φ′ ∈ H˙1(R3),
and define φ˜′, φ˜′N ′k , and φ˜
′
O′k
as in (5.5). The identity (5.8) is equivalent to
lim
k→∞
‖TN ′kφ
′ − πh′k
−1hk
ei(t
′
k−tk)∆g(TNkφ)‖H1(H3) = 0. (5.12)
To prove (5.12) we may assume that φ′ ∈ C∞0 (R
3), φ ∈ H5(R3), and apply Lemma 4.2
(ii) with ρ = 0. Let v(x, t) = (eit∆φ)(x) and, for R ≥ 1,
vR(x, t) = η(x/R)v(x, t), vR,Nk(x, t) = N
1/2
k vR(Nkx,N
2
k t), VR,Nk(y, t) = vR,Nk(Ψ
−1
I (y), t).
It follows from Lemma 4.2 (ii) that for any ε > 0 sufficiently small there is R0 sufficiently
large such that, for any R ≥ R0,
lim sup
k→∞
‖ei(t
′
k−tk)∆g(TNkφ)− VR,Nk(t
′
k − tk)‖H1(H3) ≤ ε. (5.13)
Therefore, to prove (5.12) it suffices to show that, for R large enough,
lim sup
k→∞
‖πhk−1h′k(TN
′
k
φ′)− VR,Nk(t
′
k − tk)‖H1(H3) . ε,
which, after examining the definitions and recalling that φ′ ∈ C∞0 (R
3), is equivalent to
lim sup
k→∞
‖N ′k
1/2
φ′(N ′kΨ
−1
I (h
′
k
−1
hk · y))−N
1/2
k vR(NkΨ
−1
I (y), N
2
k (t
′
k − tk))‖H1y (H3) . ε.
After changing variables y = ΨI(x) this is equivalent to
lim sup
k→∞
‖N ′k
1/2
φ′(N ′kΨ
−1
I (h
′
k
−1
hk ·ΨI(x)))−N
1/2
k vR(Nkx,N
2
k (t
′
k − tk))‖H˙1x(R3) . ε.
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Since, by definition, φ′(z) = N
1/2
v(Nz − x,−t), this follows provided that
lim
k→∞
NkΨ
−1
I (h
′
k
−1
hk ·ΨI(x/Nk))− x = x for any x ∈ R
3.
This last claim follows by explicit computations using (5.11) and the definition (2.4).
(ii) We analyze three cases:
Case 1: O,O′ ∈ Fh. We may assume that φ, ψ ∈ C∞0 (H
3) and select a subsequence
such that either
lim
k→∞
|tk − t
′
k| =∞ (5.14)
or
lim
k→∞
tk − t
′
k = t ∈ R, lim
k→∞
d(hk · 0, h
′
k · 0) =∞. (5.15)
Using (2.24) it follows that
‖Πt,hφ‖L6(H3) + ‖Πt,h(∆gφ)‖L6(H3) .φ (1 + |t|)
−1
‖Πt,hψ‖L6(H3) + ‖Πt,h(∆gψ)‖L6(H3) .ψ (1 + |t|)
−1,
for any t ∈ R and h ∈ G. Thus
‖φ˜Okψ˜O′k‖L3(H3) ≤ ‖Πtk ,hkφ‖L6(H3)‖Πt′k,h′kψ‖L6(H3) .φ,ψ (1 + |tk|)
−1(1 + |t′k|)
−1, (5.16)
and∣∣∣ ∫
H3
Dαφ˜OkDαψ˜O′k dµ
∣∣∣ = ∣∣∣ ∫
H3
∆gφ˜Ok · ψ˜O′k dµ
∣∣∣ = ∣∣∣ ∫
H3
πh′k
−1hk
e−i(tk−t
′
k)∆g(∆gφ) · ψ dµ
∣∣∣
. ‖πh′k
−1hk
e−i(tk−t
′
k)∆g(∆gφ)‖L6(H3)‖ψ‖L6/5(H3) .φ,ψ (1 + |tk − t
′
k|)
−1.
The claim (5.9) follows if the selected subsequence verifies (5.14).
If the selected subsequence verifies (5.15) then, as before,∣∣∣ ∫
H3
Dαφ˜OkDαψ˜O′k dµ
∣∣∣ = ∣∣∣ ∫
H3
πh′k
−1hk
e−i(tk−t
′
k)∆gφ ·∆gψ dµ
∣∣∣
. ‖∆gψ‖L2(H3) · ‖e
−it∆gφ− e−i(tk−t
′
k)∆gφ‖L2(H3) +
∫
H3
|e−it∆gφ| · |πh−1k h′k∆gψ| dµ.
The first limit in (5.9) follows. Using the bound (5.16), the second limit in (5.9) also
follows, up to a subsequence, if lim supk→∞ |tk| = ∞. Otherwise, we may assume that
limk→∞ tk = T , limk→∞ t
′
k = T
′ = T − t and estimate
‖φ˜Okψ˜O′k‖L3(H3) = ‖e
−itk∆gπhkφ · e
−it′k∆gπh′kψ‖L3(H3)
.φ,ψ‖e
−itk∆gφ− e−iT∆gφ‖L6(H3) + ‖e
−it′k∆gψ − e−iT
′∆gψ‖L6(H3)
+ ‖e−iT∆gφ · πh−1k h′k(e
−iT ′∆gψ)‖L3(H3).
The second limit in (5.9) follows in this case as well.
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Case 2: O ∈ Fh, O′ ∈ Fe. We may assume that φ ∈ C∞0 (H
3) and ψ ∈ C∞0 (R
3). We
estimate∣∣∣ ∫
H3
Dαφ˜OkDαψ˜O′k dµ
∣∣∣ = ∣∣∣ ∫
H3
Πtk ,hk(∆gφ) ·Πt′k ,h′k(TN ′kψ) dµ
∣∣∣ .φ ‖TN ′kψ‖L2(H3) .φ,ψ N ′k−1
and
‖φ˜Okψ˜O′k‖L3(H3) ≤ ‖Πtk ,hkφ‖L∞(H3) · ‖Πt′k ,h′k(TN ′kψ)‖L3(H3)
. ‖∆gφ‖L2(H3) · ‖(−∆g)
1/4(TN ′kψ)‖L2(H3)
.φ,ψ N
′
k
−1/2
.
The limits in (5.9) follow.
Case 3: O,O′ ∈ Fe. We may assume that φ, ψ ∈ C∞0 (R
3) and select a subsequence
such that either
lim
k→∞
Nk/N
′
k = 0, (5.17)
or
lim
k→∞
Nk/N
′
k = N ∈ (0,∞), lim
k→∞
N2k |tk − t
′
k| =∞, (5.18)
or
lim
k→∞
Nk/N
′
k = N ∈ (0,∞), lim
k→∞
N2k (tk − t
′
k) = t ∈ R, lim
k→∞
Nkd(hk · 0, h
′
k · 0) =∞.
(5.19)
Assuming (5.17) we estimate, as in Case 2,∣∣∣ ∫
H3
Dαφ˜OkDαψ˜O′k dµ
∣∣∣ = ∣∣∣ ∫
H3
Πtk ,hk(∆g(TNkφ)) · Πt′k,h′k(TN ′kψ) dµ
∣∣∣
. ‖∆g(TNkφ)‖L2(H3)‖TN ′kψ‖L2(H3)
.φ,ψ NkN
′
k
−1
and
‖φ˜Okψ˜O′k‖L3(H3) ≤ ‖Πtk,hk(TNkφ)‖L9(H3) · ‖Πt′k ,h′k(TN ′kψ)‖L9/2(H3)
. ‖(−∆g)
7/12(TNkφ)‖L2(H3) · ‖(−∆g)
5/12(TN ′kψ)‖L2(H3)
.φ,ψ N
1/6
k N
′
k
−1/6
.
The limits in (5.9) follow in this case.
To prove the limit (5.9) assuming (5.18), we estimate first, using (2.24),
‖Πt,h(TNf)‖L6(H3) .f (1 +N
2|t|)−1, (5.20)
for any t ∈ R, h ∈ G, N ∈ [0,∞), and f ∈ C∞0 (R
3). Thus
‖φ˜Okψ˜O′k‖L3(H3) ≤ ‖Πtk ,hk(TNkφ)‖L6(H3)‖Πt′k ,h′k(TN ′kψ)‖L6(H3)
.φ,ψ (1 +N
2
k |tk|)
−1(1 +N ′k
2
|t′k|)
−1,
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and ∣∣∣ ∫
H3
Dαφ˜OkDαψ˜O′k dµ
∣∣∣ = ∣∣∣ ∫
H3
φ˜Ok ·∆gψ˜O′k dµ
∣∣∣
=
∣∣∣ ∫
H3
πh′k
−1hk
e−i(tk−t
′
k)∆g(TNkφ) ·∆g(TN ′kψ) dµ
∣∣∣
. ‖πh′k
−1hk
e−i(tk−t
′
k)∆g(TNkφ)‖L6(H3)‖∆g(TN ′kψ)‖L6/5(H3)
.φ,ψ (1 +N
2
k |tk − t
′
k|)
−1.
The claim (5.9) follows if the selected subsequence verifies (5.18).
Finally, it remains to prove the limit (5.9) if the selected subsequence verifies (5.19).
For this we will use the following claim: if (gk,Mk)k≥1 ∈ G × [1,∞), limk→∞Mk = ∞,
limk→∞Mkd(gk · 0, 0) =∞, and f, g ∈ H˙1(R3) then
lim
k→∞
∣∣∣ ∫
H3
πgk(−∆g)
1/2(TMkf) · (−∆g)
1/2(TMkg) dµ
∣∣∣+ ‖πgk(TMkf) · (TMkg)‖L3(H3) = 0.
(5.21)
Assuming this, we can complete the proof of (5.9). It follows from (5.12) that if
f ∈ H˙1(R) and {sk}k≥1 is a sequence with the property that limk→∞N2ksk = s ∈ R then
lim
k→∞
‖e−isk∆g(TNkf)− TN ′kf
′‖H1(H3) = 0, (5.22)
where f ′(x) = N
1/2
(e−is∆f)(Nx). We estimate∣∣∣ ∫
H3
Dαφ˜OkDαψ˜O′k dµ
∣∣∣ = ∣∣∣ ∫
H3
(−∆g)
1/2πh′k
−1hk
e−i(tk−t
′
k)∆g(TNkφ) · (−∆g)
1/2(TN ′kψ) dµ
∣∣∣
.
∣∣∣ ∫
H3
(−∆g)
1/2πh′k
−1hk
(TN ′kφ
′) · (−∆g)1/2(TN ′kψ) dµ
∣∣∣
+ ‖ψ‖H˙1(R3) · ‖πh′k
−1hk
e−i(tk−t
′
k)∆g(TNkφ)− πh′k
−1hk
(TN ′kφ
′)‖H1(H3).
In view of (5.21) and (5.22), both terms in the expression above converge to 0 as k →∞,
as desired. If limk→∞N
2
k |tk| =∞ then, using (5.20), we estimate
‖φ˜Okψ˜O′k‖L3(H3) ≤ ‖Πtk ,hk(TNkφ)‖L6(H3)‖Πt′k,h′k(TN ′kψ)‖L6(H3) .φ,ψ (1 +N
2
k |tk|)
−1,
which converges to 0 as k → ∞. Otherwise, up to a subsequence, we may assume that
limk→∞N
2
k tk = T ∈ R, limk→∞ and write
‖φ˜Okψ˜O′k‖L3(H3) = ‖πh′k
−1hk
e−itk∆g(TNkφ) · e
−it′k∆g(TN ′kψ)‖L3(H3).
This converges to 0 as k →∞, using (5.21) and (5.22), as desired.
It remains to prove the claim (5.21). In view of the H˙1(R3) → H1(H3) boundedness
of the operators TN , we may assume that f, g ∈ C∞0 (R
3). In this case, the supports of
the functions πgk(TMkf) and TMkg become disjoint for k sufficiently large (due to the
assumption limk→∞Mkd(gk · 0, 0) =∞), and the limit (5.21) follows.
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(iii) By boundedness of TNk , it suffices to consider the case when φ, ψ ∈ C
∞
0 (R
3). In
this case, we have that
‖∇g
(
TNkφ−N
1/2
k φ(NkΨ
−1
I ·)
)
‖L2(H3) → 0
as k →∞. Hence, by unitarity of Πtk ,hk , it suffices to compute
lim
k→∞
Nk〈∇g
(
φ(NkΨ
−1·)
)
,∇g
(
ψ(NkΨ
−1
I ·)
)
〉L2×L2(H3) =
∫
R3
∇φ(x) · ∇ψ(x)dx,
which follows after a change of variables and use of the dominated convergence theorem.

Our main result in this section is the following.
Proposition 5.5. Assume that (fk)k≥1 is a bounded sequence in H
1(H3). Then there are
sequences of pairs (φµ,Oµ) ∈ H˙1(R3)× Fe and (ψν , O˜ν) ∈ H1(H3)× Fh, µ, ν = 1, 2, . . .,
such that, up to a subsequence, for any J ≥ 1,
fk =
∑
1≤µ≤J
φ˜µ
Oµk
+
∑
1≤ν≤J
ψ˜ν
O˜νk
+ rJk , (5.23)
where φ˜µ
Oµk
and ψ˜ν
O˜ν
are the associated profiles in Definition 5.1, and
lim
J→∞
lim sup
k→∞
(
sup
N≥1,t∈R,x∈H3
N−1/2|PNe
it∆grJk |(x)
)
= 0. (5.24)
Moreover the frames {Oµ}µ≥1 and {O˜ν}ν≥1 are pairwise orthogonal. Finally, the decom-
position is asymptotically orthogonal in the sense that
lim
J→∞
lim sup
k→∞
∣∣∣E1(fk)− ∑
1≤µ≤J
E1(φ˜µ
Oµk
)−
∑
1≤ν≤J
E1(ψ˜ν
O˜νk
)− E1(rJk )
∣∣∣ = 0, (5.25)
where E1 is the energy defined in (1.3).
The profile decomposition in Proposition 5.5 is a consequence of the following finitary
decomposition.
Lemma 5.6. Let (fk)k≥1 be a bounded sequence of functions in H
1(H3) and let δ ∈
(0, δ0] be sufficiently small. Up to passing to a subsequence, the sequence (fk)k≥1 can be
decomposed into 2J + 1 = O(δ−2) terms
fk =
∑
1≤µ≤J
φ˜µ
Oµk
+
∑
1≤ν≤J
ψ˜ν
O˜νk
+ rk, (5.26)
where φ˜µ
Oµk
(respectively ψ˜ν
O˜νk
) are Euclidean (respectively hyperbolic) profiles associated to
sequences (φµ,Oµ) ∈ H˙1(R3)×Fe (respectively (ψν , O˜ν) ∈ H1(H3)×Fh) as in Definition
5.1.
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Moreover the remainder rk is absent from all the frames Oµ, O˜ν, 1 ≤ µ, ν ≤ J and
lim sup
k→∞
(
sup
N≥1,t∈R,x∈H3
N−1/2|eit∆gPNrk|(x)
)
≤ δ. (5.27)
In addition, the frames Oµ and O˜ν are pairwise orthogonal, and the decomposition is
asymptotically orthogonal in the sense that
‖∇gfk‖
2
L2 =
∑
1≤µ≤J
‖∇gφ˜
µ
Oµk
‖2L2 +
∑
1≤ν≤J
‖∇gψ˜
ν
O˜νk
‖2L2 + ‖∇grk‖
2
L2 + ok(1) (5.28)
where ok(1)→ 0 as k →∞.
We show first how to prove Proposition 5.5 assuming the finitary decomposition of
Lemma 5.6.
Proof of Proposition 5.5. We apply Lemma 5.6 repeatedly for δ = 2−l, l = 1, 2, . . . and
we obtain the result except for (5.25). To prove this, it suffices from (5.28) to prove the
addition of the L6-norms. But from Lemma 2.2 and (5.24), we see that
lim sup
J→∞
lim sup
k→∞
‖rJk‖L6(H3) = 0
so that
lim sup
J→∞
lim sup
k→∞
(∣∣‖fk‖6L6 − ‖fk − rJk ‖6L6∣∣ + ‖rJk‖6L6) = 0. (5.29)
Now, for fixed J , we see that∣∣∣∣∣|fk − rJk |6 − ∑
1≤µ≤J
|φ˜µ
Oµk
|6 −
∑
1≤ν≤J
|ψ˜ν
O˜νk
|6
∣∣∣∣∣ .J ∑
1≤α6=β≤J
|φ˜αOαk ||φ˜
β
Oβk
|5 +
∑
1≤α6=β≤J
|ψ˜α
O˜αk
||ψ˜β
O˜βk
|5
+
∑
1≤µ,ν≤J
(
|φ˜µ
Oµk
||ψ˜ν
O˜νk
|5 + |φ˜µ
Oµk
|5|ψ˜ν
O˜νk
|
)
so that ∣∣∣∣∣‖fk − rJk‖6L6 − ∑
1≤µ≤J
‖φ˜µ
Oµk
‖6L6 −
∑
1≤ν≤J
‖ψ˜ν
O˜νk
‖6L6
∣∣∣∣∣ .J ∑
α,β
‖fαk f
β
k ‖L3
where the summation ranges over all pairs (fαk , f
β
k ) of profiles such that f
α
k 6= f
β
k and
where we have used the fact that the L6 norm of each profile is bounded uniformly. From
Lemma 5.4 (ii), we see that this converges to 0 as k → ∞. The identity (5.25) follows
using also (5.29). 
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5.1. Proof of Lemma 5.6. For (gk)k a bounded sequence in H
1(H3), we let
δ((gk)k) = sup
O˜k
lim sup
k→∞
N
− 1
2
k
∣∣PNk (eitk∆ggk)∣∣ (hk · 0) (5.30)
where the supremum is taken over all sequences O˜k = (Nk, tk, hk)k with Nk ≥ 1, tk ∈ R
and hk ∈ G. If δ((fk)k) ≤ δ, then we let J = 0 and fk = rk and Lemma 5.6 follows.
Otherwise, we use inductively the following:
Claim: Assume (gk)k is a bounded sequence in H
1(H3) which is absent from a family
of frames (Oα)α≤A and such that δ((gk)k) ≥ δ. Then there exists a new frame O′ which
is orthogonal to Oα for all α ≤ A and a profile φ˜O′k of free energy
lim sup
k→∞
‖∇gφ˜O′k‖L2 & δ (5.31)
such that, after passing to a subsequence, gk − φ˜O′k is absent from the frames O
′ and Oα,
α ≤ A.
Once we have proved the claim, Lemma 5.6 follows by applying repeatedly the above
procedure. Indeed, we let (fαk )k be defined as follows: (f
0
k )k = (fk)k and if δ((f
α
k )k) ≥ δ,
then apply the above claim to (fαk )k to get a new sequence
fα+1k = f
α
k − φ˜Oα+1k .
By induction, (fαk )k is absent from all the frames O
β, β ≤ α. This procedure stops after
a finite number (O(δ−2)) of steps. Indeed since fαk = f
α−1
k − φ˜Oαk is absent from O
α
k , we
get from (5.7) that
‖∇gf
α−1
k ‖
2
L2 = ‖∇gf
α
k ‖
2
L2 + ‖∇gφ˜Oαk ‖
2
L2 + 2〈f
α
k , φ˜Oαk 〉H1×H1(H3)
= ‖∇gf
α
k ‖
2
L2 + ‖∇gφ˜Oαk ‖
2
L2 + ok(1)
and therefore by induction,
‖∇gfk‖
2
L2 =
∑
1≤α≤A
‖∇gφ˜Oα‖
2
L2 + ‖∇gf
A
k ‖
2
L2 + ok(1).
Since each profile has a free energy & δ, this is a finite process and Lemma 5.6 follows.
Now we prove the claim. By hypothesis, there exists a sequence O˜k = (Nk, tk, hk)k
such that the lim supk→∞ in (5.30) is greater than δ/2. If lim supk→∞Nk = ∞, then, up
to passing to a subsequence, we may assume that {O˜k}k≥1 = O′ is a Euclidean frame.
Otherwise, up to passing to a subsequence, we may assume that Nk → N ≥ 1 and
we let O′ = {(1, tk, hk)k}k≥1 be a hyperbolic frame. In all cases, we get a frame O
′ =
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{(Mk, tk, hk)k}k≥1 such that
δ/2 ≤ lim sup
k→∞
N
− 1
2
k
∣∣PNk (eitk∆g) gk∣∣ (hk · 0)
= lim sup
k→∞
〈Π−tk ,h−1k
gk, N
− 1
2
k PNk(δ0)〉L2×L2(H3)
(5.32)
for some sequence Nk comparable to Mk.
Now, we claim that there exists a profile f˜O′k associated to the frame O
′ such that
lim sup
k→∞
‖∇gf˜O′k‖L2 . 1
and
Π−tk,h−1k
f˜O′k −N
− 5
2
k e
−N−2k ∆g(δ0)→ 0
strongly in H1(H3). Indeed, if O′ is a hyperbolic frame, then f := N−
5
2 e−N
−2∆gδ0. If
Nk →∞, we let f(x) := (4π)
− 3
2 e−|x|
2/4 = e−∆δ0. By unitarity of Π it suffices to see that
‖N
− 5
2
k e
N−2k ∆gδ0 − TNkf‖H1(H3) → 0 (5.33)
which follows by inspection of the explicit formula(
e−z∆gδ0
)
(P ) =
1
(4πz)
3
2
e−z
r
sinh r
e−
r2
4z
for r = dg(0, P ).
Since gk is absent from the frames Oα, α ≤ A, and we have a nonzero scalar product
in (5.32), we see from the discussion after Definition 5.2 that O′ is orthogonal to these
frames.
Now, in the case O′ is a hyperbolic frame, we let ψ ∈ H1(H3) be any weak limit of
Π−tk ,h−1k
gk. Then, passing to a subsequence, we may assume that for any ϕ ∈ H1(H3),
〈∇g
(
Π−tk,h−1k
gk − ψ
)
,∇gϕ〉L2×L2 = 〈∇g (gk − Πtk,hkψ) ,∇gΠtk ,hkϕ〉L2×L2 → 0
so that g′k = gk − Πtk ,hkψ is absent from O
′. In particular, we see from (5.32) that
δ/2 ≤ lim sup
k→∞
〈Π−tk,h−1k gk,∆gN
− 5
2
(
eN
−2∆gδ0
)
〉L2×L2
≤ 〈ψ,∆gN
− 5
2
(
eN
−2∆gδ0
)
〉L2×L2 . ‖∇gψ‖L2(H3)
so that (5.31) holds. Finally, to prove that g′k is also absent from the framesO
α, 1 ≤ α ≤ A
it suffices by hypothesis to prove this for ψ˜O′k , but this follows from Lemma 5.4 (ii).
In the case Nk →∞, we first choose R > 0 and we define
φRk (v) = η(v/R)N
− 1
2
k
(
Π−tk,h−1k
gk
)
(ΨI(v/Nk)), (5.34)
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where η is a smooth cut-off function as in (4.1). This sequence satisfies
lim sup
k→∞
‖∇φRk ‖L2(R3) . lim sup
k→∞
‖∇ggk‖L2(H3)
and therefore has a subsequence which is bounded in H˙1(R3) uniformly in R > 0. Passing
to a subsequence, we can find a weak limit φR ∈ H˙1(R3). Since the bound is uniform in
R > 0, we can let R→∞ and find a weak limit φ such that
φR ⇀ φ
in H1loc and φ ∈ H˙
1(R3). Now, for ϕ ∈ C∞c (R
3), we have that
‖TNkϕ−N
1
2
k ϕ(NkΨ
−1
I )‖H1(H3) → 0
as k →∞ and with Lemma 5.4 (iii), we compute that
〈gk,∆gϕ˜O′k〉L2×L2(H3) = 〈Π−tk,h−1k gk,∆gTNkϕ〉L
2×L2(H3)
= 〈Π−tk,h−1k gk,∆gN
1
2
k ϕ(NkΨ
−1
I ·)〉L2×L2(H3) + ok(1)
= 〈φ,∆ϕ〉L2×L2(R3) + ok(1)
= −〈φ˜O′k , ϕ˜O′k〉H1×H1(H3) + ok(1).
(5.35)
In particular, g′k = gk − φ˜O′k is absent from O
′ and from (5.32), we see that (5.31) holds.
Finally, from Lemma 5.4 (ii) again, g′k is absent from all the previous frames.
This finishes the proof of the claim and hence the proof of the finitary statement.
6. Proof of Proposition 3.4
In this section, we first give the proof of Proposition 3.4 assuming a few lemmas that
we prove at the end.
6.1. Proof of Proposition 3.4. Using the time translation symmetry, we may assume
that tk = 0 for all k ≥ 1. We apply Proposition 5.5 to the sequence (uk(0))k which is
bounded in H1(H3) and we get sequences of pairs (φµ,Oµ) ∈ H˙1(R3)×Fe and (ψν , O˜ν) ∈
H1(H3) × Fh, µ, ν = 1, 2, . . ., such that the conclusion of Proposition 5.5 holds. Up to
using Lemma 5.4 (i), we may assume that for all µ, either tµk = 0 for all k or (N
µ
k )
2|tµk | → ∞
and similarly, for all ν, either tνk = 0 for all k or |t
ν
k| → ∞.
Case I: all profiles are trivial, φµ = 0, ψν = 0 for all µ, ν. In this case, we get from
Strichartz estimates, (5.24) and Lemma 2.2 (ii) that uk(0) = r
J
k satisfies
‖eit∆g(uk(0))‖Z(R) . ‖e
it∆g(uk(0))‖
3
5
L6tL
18
x
‖eit∆g(uk(0))‖
2
5
L∞t L
6
x
. ‖∇uk(0)‖
11
15
L2
(
sup
N≥1,t,x
N−
1
2 |eit∆gPN(uk(0))|(x)
) 4
15
→ 0
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as k →∞. Appling Lemma 6.1, we see that
‖uk‖Z(R) ≤ ‖e
it∆guk(0)‖L10t,x(H3×R) + ‖uk − e
it∆guk(0)‖S1(R) → 0
as k →∞ which contradicts (3.7).
Now, for every linear profile φ˜µ
Oµk
(resp. ψν
O˜νk
), define the associated nonlinear profile
Uµe,k (resp. U
ν
h,k) as the maximal solution of (1.2) with initial data U
µ
e,k(0) = φ˜
µ
Oµk
(resp.
Uνh,k(0) = ψ
ν
O˜νk
). We may write Uγk if we do not want to discriminate between Euclidean
and hyperbolic profiles.
We can give a more precise description of each nonlinear profile.
(1) If Oµ ∈ Fe is a Euclidean frame, this is given in Lemma 6.2.
(2) If tνk = 0, letting (I
ν ,W ν) be the maximal solution of (1.2) with initial data
W ν(0) = ψν , we see that for any interval J ⊂⊂ Iν ,
‖Uνh,k(t)− πhνkW
ν(t− tνk)‖S1(J) → 0 (6.1)
as k →∞ (indeed, this is identically 0 in this case).
(3) If tνk → +∞, then we define (I
ν ,W ν) to be the maximal solution of (1.2) satisfying7
‖W ν(t)− eit∆gψν‖H1(H3) → 0
as t → −∞. Then, applying Proposition 3.2, we see that on any interval J =
(−∞, T ) ⊂⊂ Iν , we have (6.1). Using the time reversal symmetry u(t, x) →
u(−t, x), we obtain a similar description when tνk → −∞.
Case IIa: there is only one Euclidean profile, i.e. there exists µ such that uk(0) =
φ˜µ
Oµk
+ ok(1) in H
1(H3). Applying Lemma 6.2, we see that Uµe,k is global with uniformly
bounded S1-norm for k large enough. Then, using the stability Proposition 3.2 with
u˜ = Uµe,k, we see that for all k large enough,
‖uk‖Z(I) .Emax 1
which contradicts (3.7).
Case IIb: there is only one hyperbolic profile, i.e. there is ν such that uk(0) =
ψ˜ν
O˜νk
+ ok(1) in H
1(H3). If we have that tνk → +∞, then, using Strichartz estimates, we
see that
‖∇ge
it∆gΠtνk ,hνkψ
ν‖
L10t L
30
13
x (H3×(−∞,0))
= ‖∇ge
it∆gψν‖
L10t L
30
13
x (H3×(−∞,−tνk))
→ 0
as k → ∞, which implies that ‖eit∆guk(0)‖Z(−∞,0) → 0 as k → ∞. Using again Lemma
6.1, we see that, for k large enough, uk is defined on (−∞, 0) and ‖uk‖Z(−∞,0) → 0 as
7Note that (Iν ,W ν) exists by Strichartz estimates and Lemma 6.1.
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k → ∞, which contradicts (3.7). Similarly, tνk → −∞ yields a contradiction. Finally, if
tνk = 0, we get that
π(hνk)−1uk(0)→ ψ
ν
converges strongly in H1(H3), which is the desired conclusion of the proposition.
Case III: there exists µ or ν and η > 0 such that
2η < lim sup
k→∞
E1(φ˜µ
Oµk
), lim sup
k→∞
E1(ψ˜ν
O˜νk
) < Emax − 2η. (6.2)
Taking k sufficiently large and maybe replacing η by η/2, we may assume that (6.2) holds
for all k. In this case, we claim that for J sufficiently large,
Uappk =
∑
1≤µ≤J
Uµe,k +
∑
1≤ν≤J
Uνh,k + e
it∆grJk
= UJprof,k + e
it∆grJk
is a global approximate solution with bounded Z norm for all k sufficiently large.
First, by Lemma 6.2, all the Euclidean profiles are global. Using (5.25), we see that
for all ν and all k sufficiently large, E1(Uνh,k) < Emax − η. By (6.1), this implies that
E1(W ν) < Emax − η so that by the definition of Emax, W ν is global and by Proposition
3.2, Uνh,k is global for k large enough and
‖Uνh,k(t)− πhkW
ν(t− tνk)‖S1(R) → 0 (6.3)
as k →∞.
Now we claim that
lim sup
k→∞
‖∇gU
app
k ‖L∞t L2x ≤ 4E
1
2
max (6.4)
is bounded uniformly in J . Indeed, we first observe using (5.25) that
‖∇gU
app
k ‖L∞t L2x ≤ ‖∇gU
J
prof,k‖L∞t L2x + ‖∇gr
J
k‖L2x
≤ ‖∇gU
J
prof,k‖L∞t L2x + (2Emax)
1
2 .
Using Lemma 6.3, we get that for fixed t and J ,
‖∇gU
J
prof,k(t)‖
2
L2x
≤
∑
1≤γ≤2J
‖∇gU
γ
k ‖
2
L∞t L
2
x
+ 2
∑
γ 6=γ′
〈∇gU
γ
k (t),∇gU
γ′
k (t)〉L2×L2
≤ 2
∑
1≤γ≤2J
E1(Uγk ) + ok(1) ≤ 2Emax + ok(1),
where ok(1)→ 0 as k →∞ for fixed J .
We also have that
lim sup
k→∞
‖∇gU
app
k ‖
L10t L
30
13
x
.Emax,η 1 (6.5)
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is bounded uniformly in J . Indeed, from (6.2) and (5.25), we see that for all γ and all k
sufficiently large (depending maybe on J), E1(Uγk ) < Emax − η and from the definition of
Emax, we conclude that
sup
γ
‖Uγk ‖Z(R) .Emax,η 1.
Using Proposition 3.2, we see that this implies that
sup
γ
‖∇gU
γ
k ‖
L
10
3
t,x
.Emax,η 1.
Besides, using Lemma 6.1, we obtain that
‖∇gU
γ
k ‖
2
L
10
3
t,x
. E1(Uγk )
if E1(Uγk ) ≤ δ0 is sufficiently small. Hence there exists a constant C = C(Emax, η) such
that, for all γ, and all k large enough (depending on γ),
‖∇gU
γ
k ‖
2
L
10
3
t,x
≤ CE1(Uγk ) .Emax,η 1
‖Uγk ‖
2
L10t,x
. ‖∇gU
γ
k ‖
2
L10t L
30
13
x
≤ CE1(Uγk ) .Emax,η 1,
(6.6)
the second inequality following from Ho¨lder’s inequality between the first and the trivial
bound ‖∇gU
γ
k ‖L∞t L2x ≤ 2E
1(Uγk ). Now, using (6.6) and Lemma 6.3, we see that∣∣∣‖∇gUJprof,k‖ 103
L
10
3
t,x
−
∑
1≤α≤2J
‖∇gU
α
k ‖
10
3
L
10
3
t,x
∣∣∣ ≤ ∑
1≤α6=β≤2J
‖(∇gU
α
k )
7
3∇gU
β
k ‖L1t,x
.Emax,η
∑
1≤α6=β≤2J
‖(∇gU
α
k )∇gU
β
k ‖
L
5
3
t,x
.Emax,η ok(1).
Consequently,
‖∇gU
J
prof,k‖
10
3
L
10
3
t,x
≤
∑
1≤α≤2J
‖∇gU
α
k ‖
10
3
L
10
3
t,x
+ ok(1)
.Emax,η C
∑
1≤α≤2J
E1(Uαk ) + ok(1) .Emax,η 1
and using Ho¨lder’s inequality and (6.4), we get (6.5).
Using (6.4) and (6.5) we can apply Proposition 3.2 to get δ > 0 such that the conclusion
of Proposition 3.2 holds.
Now, for F (x) = |x|4x, we have that
e = (i∂t +∆g)U
app
k − U
app
k |U
app
k |
4 =
∑
1≤α≤2J
((i∂t +∆g)U
α
k − F (U
α
k ))
+
∑
1≤α≤2J
F (Uαk )− F (U
app
k ).
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The first term is identically 0, while using Lemma 6.4, we see that taking J large enough,
we can ensure that the second is smaller than δ given above in L2tH
1, 6
5
x -norm for all k
large enough. Then, since uk(0) = U
app
k (0), Sobolev’s inequality and the conclusion of
Proposition 3.2 imply that for all k large, and all interval J
‖uk‖Z(J) . ‖uk‖S1(J) ≤ ‖uk − U
app
k ‖S1(J) + ‖U
app
k ‖S1(R) .Emax,η 1
where we have used (6.5). Then, we see that uk is global for all k large enough and that
uk has uniformly bounded Z-norm, which contradicts (3.7). This ends the proof.
6.2. Criterion for linear evolution.
Lemma 6.1. For any M > 0, there exists δ > 0 such that for any interval J ⊂ R, if
‖∇gφ‖L2(H3) ≤M
‖eit∆gφ‖Z(J) ≤ δ,
then for any t0 ∈ J , the maximal solution (I, u) of (1.2) satisfying u(t0) = eit0∆gφ satisfies
J ⊂ I and
‖u− eit∆gφ‖S1(J) ≤ δ
3
‖u‖S1(J) ≤ C(M, δ).
(6.7)
Besides, if J = (−∞, T ), then there exists a unique maximal solution (I, u), J ⊂ I of
(1.2) such that
lim
t→−∞
‖∇g
(
u(t)− eit∆gφ
)
‖L2(H3) = 0 (6.8)
and (6.7) holds in this case too. The same statement holds in the Euclidean case when
(H3, g) is replaced by (R3, δij).
Proof of Lemma 6.1. The first part is a direct consequence of Proposition 3.2. Indeed, let
v = eit∆gφ. Then clearly (3.3) is satisfied while using Strichartz estimates,
‖∇gv|v|
4‖
L2tL
6
5
x (J×H3)
≤ ‖v‖4Z(J)‖∇ge
it∆gφ‖
L10t L
30
13
x (J×H3)
. Mδ4,
thus we get (3.4). Then we can apply Proposition 3.2 with ρ = 1 to conclude. The second
claim is classical and follows from a fixed point argument.

6.3. Description of an Euclidean nonlinear profile.
Lemma 6.2. Let (Nk, tk, hk)k ∈ Fe and φ ∈ H˙1(R3). Let Uk be the solution of (1.2) such
that Uk(0) = Πtk ,hk(TNkφ).
(i) For k large enough, Uk ∈ C(R : H1) is globally defined, and
‖Uk‖Z(R) ≤ 2C˜(E
1
R3(φ)). (6.9)
(ii) There exists an Euclidean solution u ∈ C(R : H˙1(R3)) of
(i∂t +∆) u = u|u|
4 (6.10)
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with scattering data φ±∞ defined as in (4.4) such that the following holds, up to a sub-
sequence: for any ε > 0, there exists T (φ, ε) such that for all T ≥ T (φ, ε) there exists
R(φ, ε, T ) such that for all R ≥ R(φ, ε, T ), there holds that
‖Uk − u˜k‖S1(|t−tk |≤TN−2k ) ≤ ε, (6.11)
for k large enough, where
(πh−1k
u˜k)(t, x) = N
1/2
k η(NkΨ
−1
I (x)/R)u(NkΨ
−1
I (x), N
2
k (t− tk)).
In addition, up to a subsequence,
‖Uk‖
L10t H
1, 3013
x ∩L
10
3
t H
1, 103
x (H3×{N2k |t−tk|≥T})
≤ ε (6.12)
and for any ±(t− tk) ≥ TN
−2
k ,
‖∇g
(
Uk(t)− Πtk−t,hkTNkφ
±∞
)
‖L2 ≤ ε, (6.13)
for k large enough (depending on φ, ε, T, R).
Proof of Lemma 6.2. In view of Lemma 5.4 (i), we may assume that either tk = 0 or that
limk→∞N
2
k |tk| =∞. We may also assume that hk = I for any k.
If tk = 0 for any k then the lemma follows from Lemma 4.2 and Corollary 4.3: we let u
be the nonlinear Euclidean solution of (6.10) with u(0) = φ and notice that for any δ > 0
there is T (φ, δ) such that
‖∇u‖
L
10/3
x,t (R
3×{|t|≥T (φ,δ)})
≤ δ.
The bound (6.11) follows for any fixed T ≥ T (φ, δ) from Lemma 4.2. Assuming δ is
sufficiently small and T is sufficiently large (both depending on φ and ε), the bounds
(6.12) and (6.13) then follow from Corollary 4.3 (which guarantees smallness of 1±(t) ·
eit∆gUk(±N
−2
k T (φ, δ)) in L
10/3
t H
1,10/3
x (H3 × R)) and Lemma 6.1.
Otherwise, if limk→∞N
2
k |tk| = ∞, we may assume by symmetry that N
2
k tk → +∞.
Then we let u be the solution of (6.10) such that
‖∇
(
u(t)− eit∆φ
)
‖L2(R3) → 0
as t → −∞ (thus φ−∞ = φ). We let φ˜ = u(0) and apply the conclusions of the lemma
to the frame (Nk, 0, hk)k ∈ Fe and Vk(s), the solution of (1.2) with initial data Vk(0) =
πhkTNk φ˜. In particular, we see from the fact that N
2
k tk → +∞ and (6.13) that
‖Vk(−tk)−Πtk ,hkTNkφ‖H1(H3) → 0
as k →∞. Then, using Proposition 3.2, we see that
‖Uk − Vk(· − tk)‖S1(R) → 0
as k →∞, and we can conclude by inspecting the behavior of Vk. This ends the proof. 
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6.4. Non-interaction of nonlinear profiles.
Lemma 6.3. Let φ˜Ok and ψ˜O′k be two profiles associated to orthogonal frames O and O
′.
Let Uk and U
′
k be the solutions of the nonlinear equation (1.2) such that Uk(0) = φ˜Ok and
U ′k(0) = ψ˜O′k . Suppose also that E
1(φ˜Ok) < Emax − η (resp. E
1(ψ˜O′k) < Emax − η) if
O ∈ Fh (resp. O′ ∈ Fh). Then, up to a subsequence,
(i) for any T ∈ R, there holds that
〈∇gUk(T ),∇gU
′
k(T )〉L2×L2(H3) → 0 (6.14)
as k →∞.
(ii)
‖Uk∇gU
′
k‖
L5tL
15
8
x (H3×R)
+ ‖(∇gUk)∇gU
′
k‖
L
5
3
t,x(H
3×R)
→ 0 (6.15)
as k →∞.
Proof of Lemma 6.3. (i) We fix ε0 > 0 sufficiently small. We first consider the case of a
hyperbolic frame O. If O is equivalent to (1, 0, hk)k, we may use Lemma 5.4 to set tk = 0
for all k. In this case, letting W be the solution of (1.2) with initial data W (0) = φ, we
get by invariance of (1.2) under the action of π that Uk(T ) = Π0,hk(W (T )).
If |tk| → ∞, we may assume that tk → +∞ and then, we see from Strichartz estimates
that for k sufficiently large
‖ei(t−tk)∆gφ‖Z(−∞,T+1) ≤ ε0
and applying Lemma 6.1, we get that
‖∇g (Uk(T )− Πtk−T,hkφ) ‖L2 ≤ ε
3
0.
Now we assume that O = (Nk, tk, hk)k with Nk →∞. In the case when O is equivalent
to (Nk, T, hk)k, i.e. if N
2
k |tk − T | remains bounded, up to passing to a subsequence, we
may assume that N2k (T − tk)→ T0. Then, applying Lemma 6.2, we see that there exists
R > 0 such that
‖Uk(T )− u˜k(T )‖H1(H3) . ε0/2
for k large enough. In particular, for k large enough,
‖Uk(T )− Π0,hkTNk
(
η(
·
R
)u(·, T0)
)
‖H1(H3) ≤ ε0.
Finally, if Nk|t− tk| → ∞, passing to a subsequence, we may assume that N2k (t− tk)→
+∞. In this case again, we see that there exists φ˜ such that, for k large enough,
‖Uk(T )−Πtk−T,hkTNk φ˜‖H1(H3) ≤ ε0.
Therefore, in all cases, we could (up to an error ε0) replace Uk(T ) and U
′
k(T ) by a linear
profile in new frames OT , O′T with the property that OT and O
′
T are orthogonal if and
only if O and O′ are orthogonal. Thus (6.14) follows from Lemma 5.4 (ii).
38 ALEXANDRU D. IONESCU, BENOIT PAUSADER, AND GIGLIOLA STAFFILANI
(ii) We give a proof that the first norm in (6.15) decays, the claim for the second norm
is similar. We fix ε > 0. Then, applying Lemma 6.2 if Uk is a profile associated to a
Euclidean frame (respectively (6.3) if Uk is a profile associated to a Euclidean frame), we
see that
‖Uk‖S1 + ‖U
′
k‖S1 ≤M < +∞
and that there exist R and δ such that
‖∇gUk‖L10t L
30/13
x ∩L
10/3
x,t ((H
3×R)\SRNk,tk,hk
)
+ ‖Uk‖L10x,t((H3×R)\SRNk,tk,hk )
≤ ε,
sup
S,h
[
‖∇gUk‖L10t L
30/13
x ∩L
10/3
x,t (S
δ
Nk,S,h
)
+ ‖Uk‖L10x,t(SδNk,S,h)
]
≤ ε,
(6.16)
where
SaN,T,h := {(x, t) ∈ H
3 × R : dg(h
−1 · x, 0) ≤ aN−1 and |t− T | ≤ a2N−2}. (6.17)
A similar claim holds for U ′k with the same values of R, δ.
If Nk/N
′
k →∞, then for k large enough we estimate
‖Uk∇gU
′
k‖
L5tL
30
16
x
≤ ‖Uk∇gU
′
k‖
L5tL
30
16
x (SRNk,tk,hk
)
+ ‖Uk∇gU
′
k‖
L5tL
30
16
x ((H3×R)\SRNk,tk,hk
)
≤ ‖Uk‖L10t,x‖∇gU
′
k‖L10t L
30
13 (Sδ
N′
k
,tk,hk
)
+ ‖Uk‖L10t,x((H3×R)\SRNk,tk,hk )
‖∇gU
′
k‖
L10t L
30
13
x
.M ε.
The case when N ′/Nk →∞ is similar.
Otherwise, we can assume that C−1 ≤ Nk/N ′k ≤ C for all k, and then find k sufficiently
large so that SRNk,tk,hk ∩ S
R
N ′k ,t
′
k,h
′
k
= ∅. Using (6.16) it follows as before that
‖Uk∇gU
′
k‖
L5tL
30
16
x
.M ε.
Hence, in all cases,
lim sup
k→∞
‖Uk∇gU
′
k‖
L5tL
15
8
x
.M ε.
The convergence to 0 of the first term in (6.15) follows. 
6.5. Control of the error term.
Lemma 6.4. With the notations in the proof of Proposition 3.4, there holds that
lim
J→∞
lim sup
k→∞
∥∥∥∇g(F (Uappk )− ∑
1≤α≤2J
F (Uαk )
)∥∥∥
L2tL
6
5
x
= 0. (6.18)
Proof. Fix ε0 > 0. For fixed J , we let
UJprof,k =
∑
1≤µ≤J
Uµe,k +
∑
1≤ν≤J
Uνh,k =
∑
1≤γ≤2J
Uγk
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be the sum of the profiles. Then we separate∥∥∥∇g(F (Uappk )− ∑
1≤α≤2J
F (Uαk )
)∥∥∥
L2tL
6
5
x
≤
∥∥∥∇g(F (Uappk )− F (UJprof,k))∥∥∥
L2tL
6
5
x
+
∥∥∥∇g(F (UJprof,k)− ∑
1≤α≤2J
F (Uαk )
)∥∥∥
L2tL
6
5
x
.
We first claim that, for fixed J ,
lim sup
k→∞
∥∥∥∇g(F (UJprof,k)− ∑
1≤α≤2J
F (Uαk ))
∥∥∥
L2tL
6
5
x
= 0. (6.19)
Indeed, using that
|∇g(F (
∑
1≤α≤2J
Uαk )−
∑
1≤α≤2J
F (Uαk ))| .
∑
α6=β,γ
|Uγk |
3|Uαk∇gU
β
k |,
we see that∥∥∥∇g(F (UJprof,k)− ∑
1≤α≤2J
F (Uαk ))
∥∥∥
L2tL
6
5
x
.
∑
α6=β,γ
‖Uγk ‖
3
L10t,x
‖Uαk∇gU
β
k ‖
L5tL
15
8
x
.
Therefore (6.19) follows from (6.15) since the sum is over a finite set and each profile is
bounded in L10t,x by (6.6).
Now we prove that, for any given ε0 > 0,
lim sup
J→∞
lim sup
k→∞
∥∥∥∇g(F (Uappk )− F (UJprof,k))∥∥∥
L2tL
6
5
x
. ε0. (6.20)
This would complete the proof of (6.18). We first remark that, from (6.5), UJprof,k has
bounded L10t H
1, 30
13
x -norm, uniformly in J for k sufficiently large. We also let j0 = j0(ε0)
independent of J be such that8
sup
α≥j0
lim sup
k→∞
‖Uαk ‖L10t,x . ε0. (6.21)
Now we compute
‖∇g
(
F (UJprof,k + e
it∆grJk )− F (U
J
prof,k)
)
‖
L2tL
6
5
x
.
5∑
j=1
1∑
p=0
‖∇pg(e
it∆grJk )
j∇1−pg (U
J
prof,k)
5−j‖
L2tL
6
5
x
.
Since both UJprof,k and e
it∆grJk are bounded in L
10
t H
1, 30
13
x uniformly in J , if there is at least
one term eit∆grJk with no derivative, we can bound the norm in the expression above by
‖∇pg(e
it∆grJk )
j∇1−pg (U
J
prof,k)
5−j‖
L2tL
6
5
x
.Emax,η ‖e
it∆grJk ‖L10t,x
8The fact that j0 exists follows from (5.25) and (6.6).
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uniformly in J , so that taking the limit k → ∞ and then J → ∞, we get 0. Hence we
need only consider the term
‖(UJprof,k)
4∇g(e
it∆grJk )‖
L2tL
6
5
x
.
Expanding further (UJprof,k)
4, and using Lemma 6.3 (ii) and (6.6), we see that
lim sup
k→∞
‖(UJprof,k)
4∇g(e
it∆grJk )‖
L2tL
6
5
x
= lim sup
k→∞
∑
1≤α≤J
‖(Uαk )
4∇g(e
it∆grJk )‖
L2tL
6
5
x
. lim sup
k→∞
∑
1≤α≤J
‖Uαk ‖
3
L10t,x
‖Uαk∇g(e
it∆grJk )‖
L5tL
15
8
x
.Emax,η lim sup
k→∞
∑
1≤α≤j0
E1(Uαk )‖U
α
k∇g(e
it∆grJk )‖
L5tL
15
8
x
+ lim sup
k→∞
∑
j0≤α≤J
E1(Uαk )‖U
α
k ‖L10t,x‖∇g(e
it∆grJk )‖
L10t L
30
13
x
where j0 is chosen in (6.21). Consequently, using the summation formula for the energies
(5.25), we get
lim sup
k→∞
‖(UJprof,k)
4∇g(e
it∆grJk )‖
L2tL
6
5
t
.Emax,η ε0 + sup
1≤α≤j0
lim sup
k→∞
‖Uαk∇g(e
it∆grJk )‖
L5tL
15
8
x
.
Finally, we obtain from Lemma 2.3 that for any profile Uαk ,
lim
J→∞
lim sup
k→∞
‖Uαk∇g(e
it∆grJk )‖
L5tL
15
8
x (H3×R)
= 0. (6.22)
This would imply (6.20) and hence the proof of Lemma 6.4. To prove (6.22), fix ε > 0.
For Uαk given, we consider the sets S
a
N,T,h as defined in (6.17). For R large enough we
have, using (6.16),
‖Uαk∇g(e
it∆grJk )‖
L5tL
15
8
x ((H3×R)\SRNk,tk,hk
)
≤ ‖Uαk ‖L10x,t((H3×R)\SRNk,tk,hk )
‖∇g(e
it∆grJk )‖
L10t L
30
13
x
.Emax,η ε.
Now in the case of a hyperbolic profile Uνh,k, we know that W
ν as in (6.1) satisfies
W ν ∈ L10x,t(H
3 × R). We choose W ν,′ ∈ C∞c (H
3 × R) such that
‖W ν −W ν,′‖L10x,t(H3×R) ≤ ε.
Using (6.3) we see that there exists a constant Cν,ε such that
‖Uνh,k∇g(e
it∆grJk )‖
L5tL
15
8
x (SRNk,tk,hk
)
≤ ‖(Uνh,k − πhνkW
ν,′(.− tνk))∇g(e
it∆grJk )‖
L5tL
15
8
x (SRNk,tk,hk
)
+ ‖W ν,′‖L∞t,x‖∇g(e
it∆grJk )‖
L5tL
15
8
x (S
R
Nk,tk,hk
)
.Emax,η ε+ Cν,ε‖∇g(e
it∆grJk )‖
L5tL
15
8
x (SRNk,tk,hk
)
.
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In the case of a Euclidean profile, we choose v ∈ C∞c (R
3 × R) such that
‖u− v‖L10t,x(R3×R) ≤ ε,
for u given in Lemma 6.2. Then, using (6.11), we estimate as before
‖Uµe,k∇g(e
it∆grJk )‖
L5tL
15
8
x (SRNk,tk,hk
)
.Emax,η ε+ Cµ,ε(N
µ
k )
1
2‖∇g(e
it∆grJk )‖
L5tL
15
8
x (SRNk,tk,hk
)
.
Therefore, we conclude that in all cases,
‖Uαk∇g(e
it∆grJk )‖
L5tL
15
8
x (SRNk,tk,hk
)
.Emax,η ε+ Cα,ε(N
α
k )
1
2‖∇g(e
it∆grJk )‖
L5tL
15
8
x (SRNk,tk,hk
)
.
Finally we use Lemma 2.3 and (5.24) to conclude that
lim
J→∞
lim sup
k→∞
‖Uαk∇g(e
it∆grJk )‖
L5tL
15
8
x (SRNk,tk,hk
)
.Emax,η ε.
Since ε was arbitrary, we obtain (6.22) and hence finish the proof. 
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