Abstract-In oil tank farm, the fire hazard causes a great loss to both people and property. Once there is a fire, to avoid more loss, a reliable, secure and practical method for putting out a fire is needed. And under this circumstance, the accurate forecasting of the changes of the environment, such as temperature or humidity, is of great value. We employed time series analysis method to forecast the temperature and humidity changes when there was a fire accident in the oil tank farm. According to the record, we modelled a suitable ARMA model. And the results show that ARMA is an effective method to predict time varying series in the oil tank farm. Our results in this paper also provide an important way of studying the fire spreading in the oil tank farm.
I. INTRODUCTION
In the oil tank farm, the fire hazard causes a great loss to both people and property. Once there is a fire, to avoid more loss, a reliable, secure and practical method for putting out a fire is needed. In order to reach this goal, the accurate forecasting of the changes of the environment, such as temperature or humidity, is of great value. Time series forecast focuses on the study combined application and theory. Alysha M. De Liveraa, Rob J. Hyndmana studied the complex seasonal patterns in time series forecasting in [1] . Short-term wind speed forecasting was studied in [2] . The oil market was also object of the study in [3] . There are many approaches for time series forecasting, Kalman filter, Regression analysis, neural network. However, these methods all have certain defects when considering the limitations in the oil tank farm fire hazard. ARMA Time series model is an effective method of forecasting or estimating the trends and changes based on a contiguous finite set of generally complex valued time series observations [4] . This method allows the modelling of the complex systems as "black-boxes" [5] .
The ARMA model has been applied into many fields both in theoretical and practical. The problem of time series clustering was studied in [6] . ARMA was also combined with sequential Monte Carlo to estimate the stable process in [7] . Ergin Erdem and Jing Shi used the ARMA based approaches for the forecasting of the wind speed and direction in [8] . Alireza Erfani and Ahmad Jafari Samimi investigated the long memory of Stock Price Index and fitted a fractionally differenced ARMA Model to forecast out-of-sample data in [9] . Yoshihiro Ohtsuka, Takashi Oga and Kazuhiko Kakamu forecasted electricity demand in Japan with a Bayesian spatial auto-regressive ARMA approach which performs better than traditional approach in [10] . Fong-Lin Chu forecasted tourism demand with ARMA-based methods and the general impression was that the ARMA-based models perform very well in [11] . What's more, the ARMA, ARIMA, and some other methods were compared together in forecasting the monthly inflow of Dez dam reservoir in [12] .
The contributions of this paper are twofold. First, we proposed an ARMA-based method to forecast the environment changes in oil tank farm fire accidents. In the application, we predicted the trend of changes without identifying the complex systems. Second, by introducing this method, we provide an economical way in the study of the fire spreading in the oil tank farm. The large amount of long term experiments can be partly replaced by the results of the forecasts.
II. METHODOLOGY
In this section, we introduce the typical ARMA model and the evaluation of forecasts.
A. ARMA model
A typical ARMA model can be described as the following form: The first step of using ARMA model is to test the stationary of the series. The stationary assumption should be checked before identifying the model. The commonly used method is ADF test. For this purpose, the inspection of the run plots and Auto Correlation Function (ACF) plots can be used for deciding on the order of differencing.
In order to determine the order of ARMA model, we need to calculate the statics that describe the sequence
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features. The ACF and PACF graphs have been used for deciding on the auto-regressive and moving average terms in the model.
If differencing is used, the model is converted to ARIMA model. At this time, the format of the model evolves into ARIMA (p, d, q) model, where d is the difference order.
B. Forecasting performance measure
In this study, we consider relative error (RE) as the evaluation of forecasts in (2):
Where t x is predicted value, t x is actual measured value.
III. DATA, MODELLING AND FORECASTING
In this section, we introduce the data source in briefly. Then, we analyze both temperature time varying series and humidity time varying series in the following part. The progress of modeling and estimation of the parameters is demonstrated in detail, and the results are presented in this section as well.
A. Data source
By employing the practical facilities and sensors, the temperature and humidity data were measured and captured in the fire spreading laboratory in Nanjing University of Science and Technology (NJUST).
We designed and performed the experiments of oil tank fire hazard in small scale. The data were recorded continuously every 3 seconds during the whole fire incident to obtain the environment attributes. In the study, we used the first 100 groups of data to construct the forecasting models and made forecasts in the following 10 groups. The predicted values and real measured values are compared to test the performance of the models.
B. Model building and parameter estimation
The initial data of temperature is showed in Fig.1 . The curve shows a rising tendency, so we can give a rough judgment that the series are non-stationary. We give an ADF unit root test for the temperature sequence, to verify whether it's smooth or not. As shown in Fig.2 , it is obvious that the t-statistic for ADF test is -2.534764, larger than the threshold value of test level 1%, 5% and 10%, so we accept the hypothesis that temperature sequence has a unit root, it means that this sequence is not smooth. We can use differential transformation to meet sequence steady condition. After 2 times differential transformation, tstatistic value is -17.64616, much less than the threshold value of test level 1%, and sequence satisfies stationary condition, as shown in Fig. 3 and Fig.4 . PACF graph shows column on statistics at lag 2 or probably 3, however, it's not significant at other orders, and therefore the auto-regressive process's order should be 2 or 3. ACF becomes smaller after lag 3, so the moving average process is probably 2 or 3. In this case, we consider 4 forms for this model: ARIMA(2,2,2), ARIMA(2,2,3), ARIMA(3,2,2), ARIMA (3, 2, 3) .
By comparing the coefficients of determination based on AIC and SC guidelines for those four models, as shown in Table 1 , ARIMA(2,2,3) has the minimum coefficients, so we believe that ARIMA (2,2,3) is the most suitable model for this situation. We can use the same method to predict humidity changes. The initial data of humidity is showed in Fig.6 . The number of the data is 110, and for the purpose of improvement of the forecast accuracy, the first 100 groups of the data are chosen as samples and the rest data are used for test.
The ADF test results tells the series are non-stationary, as shown in Fig.7 , the t-statistic for ADF test is -3.372593, larger than the threshold value of test level 1%, so we cannot guarantee this sequence is smooth. Then we use 2 times differential transformation to meet sequence steady condition. The t-statistic value is -8.567498, much less than the threshold value of test level 1%, and sequence satisfies stationary condition, as shown in Fig. 8 and Fig.9 . As the ACF and PACF of humidity sequence are given in Fig.10 , we can estimate the parameters of the model generally. According to the graph features, the autoregressive process's order should be 7, 8 or 9. The moving average process is no more than 2. In this case, we consider 6 forms for this model: ARIMA(7,2,1), ARIMA(7,2,2), ARIMA(8,2,1), ARIMA(8,2,2), ARIMA(9,2,1), ARIMA(9,2,2). By comparing the coefficients of determination, as shown in Table 2 , ARIMA (9, 2, 1) has the minimum coefficients, so we choose ARIMA (9, 2, 1) as the most suitable model.
C. Forecast results
According to the models we selected, we have the forecasting results compared with real measured value, as shown in Fig.11 and Fig.12 . In order to evaluate the performance of the model, we list the specific value in Table III and Table IV respectively. Table III is the comparison between the actual value and the predicted value and the relative error from sequence number 101 to 110. The result shows that the effect of the forecast is decent and acceptable.
But the problem can also be easily indicated. The error of the forecast increases at the end of the series. This kind of phenomenon is not hard to explain. The error accumulation in every step contributes to it.
We can achieve a good result of humidity prediction as well, as shown in Table IV . Table 4 gives the comparison between the actual humidity and the predicted humidity, and the most relative error fluctuates in an acceptable range. The result shows that the effect of the forecast is good as well.
IV. CONCLUSIONS
In this paper, we employed time series analysis method to forecast the temperature changes when there was a fire accident in the oil tank farm. Without identification of the complex system, we regard the environment as "blackboxes". After recording enough statistics, we constructed some suitable ARMA models. These models could be used to represent the changing progress of the environment attributes in oil tank farm fire hazard. And the results showed that ARMA is an effective method to predict time varying series in certain situations. Our results in this paper also provided an important way of study the fire spreading in the oil tank farm. To be precise, the forecast results can partly replace the dangerous and time-consuming experiments concerning fire spreading. Also, these models and forecasting results are significant to the further research in the prediction of fire hazard spread trend in oil tank farm.
