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Abstract
In this paper, we deﬁne a distributed abstract state machine (DASM) model of the network or
routing layer protocol for mobile ad hoc networks. In conjunction with the chosen routing strategy,
we propose a distributed logical topology based location service (LTLS) protocol and give a formal
description and analysis of this protocol on the DASM model. The high dynamics of mobile ad hoc
networks require routing strategies substantially different from those used in static communication
networks.A strategy for such networks is geographic routing in which each network node can ﬁnd its
physical location via GPS or other navigation technologies. To send a packet, the sender needs to know
the most recent physical location of the destination node. This location information is provided by a
location service protocol. The LTLS protocol has short message delivery delay, requires small routing
tables, uses relatively few administrative packets, and has very good fault tolerance properties. Our
goal in deﬁning the network layer protocol in terms of a DASM model is twofold. First, we feel that
the mathematical modeling paradigm of distributed abstract state machines provides an ideal formal
basis for constructing, analyzing, and validating abstract requirements speciﬁcations of mobile ad hoc
network protocols. Second, we intend to utilize the resulting behavior model as a formal basis for
developing executable speciﬁcations serving as a platform for experimental validation of key system
attributes and exploration of alternative design choices.
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1. Introduction
In this paper, we deﬁne a distributed abstract state machine (DASM) model [14,17] of
the network or routing layer protocol for mobile ad hoc networks. In conjunction with the
chosen routing strategy, we propose a distributed logical topology based location service
(LTLS) protocol and give a formal description and analysis of this protocol on the DASM
model.
Mobile ad hoc networks are designed for wireless communication and do not require
pre-established infrastructure as the mobile hosts also perform routing tasks. Thus, they
are particularly suitable for establishing connectivity among handheld devices or between
vehicles, for instance, in rescue operations in regions affected by a natural disaster. The high
dynamics of such self-organizing networks require routing strategies substantially different
from those employed in static communication networks [24]. Besides space limitations for
storing large routing tables at mobile hosts, any attempt to permanently update such tables
would congest the network with administration packets very fast.
Packet routing on mobile ad hoc networks has received much attention in recent years
[3,4,8,19,21,22,24,26–28]. There are two common routing approaches: topology-based
routing and geographic routing. Topology-based routing protocols can be further partitioned
into proactive protocols and reactive protocols. The proactive protocols continuously main-
tain route information for all destinations, whereas the reactive ones construct the routes
only as required. However, neither type of those approaches is fully satisfying: the proactive
ones suffer from a rapid congestion of administrative messages when hosts begin to move
relative fast; reactive strategies in contrast have the drawback of long network search routes
and thus high initiation costs.
The geographic routing protocols improve the topology-based ones by using the informa-
tion on geographic (physical) locations of the nodes involved in the routing. It is assumed
that each node can determine its physical location (at any given time) via GPS or another
navigation technology. Intuitively, the physical location of the destination node is part of
the destination address. Hence, the routing decision at a forwarding node is based on the
locations of the destination and neighbor nodes of the forwarding node. To send a packet,
the sender needs to know the most recent physical location of the destination node. The
proposed location service is used for this purpose.
Intensive research has been done on geographic routing protocols [3,4,22,24]. Geograph-
ical routing strategies address a multidimensional optimization problem. Major measures
affecting the efﬁciency of routing protocols include the time delay of message delivery, the
size of the routing table each node has to keep, the total number of administrative packets
used, and the number of faulty nodes that can be tolerated (without loosing connectivity).
A geographic routing protocol has two major operations, one for position-based routing
between known locations and the other for the location service which provides the most
recent physical location of a destination. The location service protocol calls the position
based routing protocol to transmit a request for obtaining the location information. The
time delay of the location service is measured by the number of calls for the position-based
routing protocols.
For mobile ad hoc networks, distributed location services are preferred. In the distributed
location service, there is no dedicated server for the location service and every node in the
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network works as both a terminal and a location server in a distributed manner. A number
of approaches for the distributed location service have been proposed. Those approaches
include Distance Routing Effect Algorithm for Mobility (DREAM) [2], Quorum-Based
Location Service [20], Grid Location Service [22,25], and Homezone [12,29]. A survey on
the above approaches can be found in [24].
To address the fault tolerance properties, a new approach, the hypercubic location ser-
vice, was proposed in [4]. In this approach, the nodes of the network are logically connected
by a hypercube topology. Each node keeps the physical location information of its logi-
cal neighbors in the hypercube. The hypercubic location service has good fault tolerance
properties (tolerating with high probability a large number of faulty nodes, as large as a
constant fraction of total nodes in the network) when the logical hypercube is appropriately
selected.
Following a similar idea as that of the hypercubic location service, we propose the LTLS
protocol to provide a distributed location service and optimize the efﬁciency parameters.
A key idea of the LTLS protocol is to introduce a logical topology among the nodes of the
network and each node keeps the location information of its logical neighbors.A source node
s gets the location information of a destination node t via the nodes on a path from s to t in
the logical topology. The performance of the LTLS protocol depends on the topology used.
We introduce the k-dimensional array based logical topology (k-dim ALT) by which the
LTLS protocol has short transmission delay, requires small routing tables, uses relatively
few administrative packets, and also has very good fault tolerance properties. Using the
k-dim ALT, the LTLS protocol reaches the same fault tolerance property as that of the
hypercubic location service but is more efﬁcient with smaller time delay, routing table, and
number of administrative packets. In addition to the above, the LTLS protocol has good
scalability properties. Thereby, the LTLS protocol improves the state-of-the-art of location
services on mobile ad hoc networks.
Our goal in deﬁning the network layer protocol in terms of a DASM model is twofold.
First, we feel that this computation model provides an ideal formal basis for constructing,
analyzing, and validating abstract requirement speciﬁcations of mobile ad hoc network pro-
tocols. The semantic concepts of asynchronism, concurrency, discrete state, indeterminism,
and time naturally reﬂect the characteristic features of the application proﬁle—a prerequi-
site for a concise and direct formalization. Second, we intend to utilize the resulting formal
behavior models as a basis for developing high level executable speciﬁcations serving as a
platform for experimental validation and exploration of alternative design choices. Clearly,
the abstract operational view of the DASM computation model simpliﬁes the translation
into an executable form, for instance, such as the ASM Language AsmL [1] as exempliﬁed
in [14]. The work presented here extends the DASMmodel of [3,6] and proposes the LTLS
as a result.
The paper is organized as follows. Section 2 brieﬂy outlines the characteristic features
of the applied protocols and the abstract representation of the network topology for the
geographic ad hoc routing. Section 3 introduces the abstract network model by deﬁning its
DASM computation model and data structures. The protocols for the position-based routing
and distributed location service are formally deﬁned in Sections 4 and 5, respectively.
Section 6 concludes the paper.
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Fig. 1. Layered communication architecture.
2. Multi-layer ad hoc routing
A geographic routing protocol on mobile ad hoc networks can be divided into two sub-
layers, one for the position based routing between the known locations and the other for
the location service which provides the most recent physical location of a destination, as
shown in Fig. 1. We propose the LTLS protocol for the location service. For the position-
based routing sublayer, we adopt the routing protocol proposed in [4]. In order to describe
the maintenance of the network and the routing protocol, the existence of a Media Access
Control or MAC layer, e.g., IEEE 802.11, is assumed to resolve interference problems.
A topology for a network is represented by a graph. The readers may refer to a graph
theory book (e.g., [16]) for the terminology on graphs. Especially, we deﬁne the length of
a path in a graph to be the number of edges in the path.
2.1. Position-based routing
In order to route a message between two nodes for which the physical locations are
known, any position-based routing protocol can be used, and in particular, any appropriate
geometric graph, such as spanner graphs [11], can be used as underlying physical network
topology with any suitable routing strategy on that graph. In [4] the so-called Yao-graph
[31] is proposed as the physical network topology. TheYao-graphGY = (VY ,EY ) for a set
VY of N points in the plane R2 is deﬁned as follows. Let l be an integer and  = 2/l. Let
hi , i = 0, . . . , l − 1, be the half-line coincident with the rotated positive x-axis around the
origo by an angle i, and let ci be the cone between hi and hi+1 mod l . For a point p ∈ R2
let ci(p), i = 0, . . . , l− 1, be the translated cone ci whose apex is at p. For each p ∈ V , let
p be an angle, 0p < , and let c′i (p) be the rotated cone ci(p) around p by an angle
p. We call the cones c′i (p) the sectors of p. For p ∈ V and c′i (p), i = 0, . . . , l − 1, let
ni(p) be the Euclidean nearest neighbor of p in c′i (p), if it exists, and connect p to ni(p)
by a directed edge (see Fig. 2), i.e., EY = {(p, ni(p))|0 i < l, c′i (p) ∩ V 
= ∅}.
We remark that the Yao-graph neighbors can be determined efﬁciently in a distributed
and power efﬁcient manner for a variation of the Yao-graph [23,25,30]. This distributed
construction assumes that the mobile nodes use directed radio and they can increase the
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Fig. 2. Sector ci (p) with nearest neighbor ni(p).
transmission power (in discrete steps) within the sectors until at least one node hears them
and replies by sending an acknowledge signal which also contains its physical location.
Then the node only has to choose the closest one among the responding nodes in each
sector. Here we assume for simplicity that each node is within the maximum transmission
range of each other node.
2.2. Logical topology based location service
Conceptually, the LTLS protocol forms a sublayer of the network layer. The idea of the
LTLS is that the nodes in a mobile ad hoc network are logically connected by a speciﬁc
topology. Each node advertises periodically its physical location to and keeps the location
information from its logical neighbors. When a source node s wants to ﬁnd the physical
location of a destination node t, it sends a location request to a logical neighbor in a path
from s to t in the logical topology. The request is then forwarded by this neighbor to the
next node in the path. The forwarding is repeated on the path until the request reaches t.
On receiving the request, node t sends its location to s. Forwarding a location request from
a node to its logical neighbor as well as sending the physical position of t to s is realized
respectively by one call of the position-based routing. We call one position-based routing a
logical hop of routing.
Major measures affecting the efﬁciency of the location service include: (1) The delay
for getting a physical location, measured by the number of logical hops; (2) the size of the
routing table each node must keep; (3) the total number of administrative messages; and (4)
the number of faulty nodes that can be tolerated.
The properties of the logical topology have a strong impact on the efﬁciency of the LTLS
protocol. The delay for getting physical locations is decided by the diameter or the average
path length between a pair of nodes in the logical topology. The size of routing tables and
the number of administrative messages are proportional to the node degree of the logical
topology.We say that the LTLS protocol can tolerate r faulty nodes, if the remaining nodes
in the network are still connected through the logical topology after r randomly selected
nodes are removed. In order to develop an efﬁcient LTLS protocol, we propose a logical
topology called k-dimALT which has a small diameter, a small node degree, and good fault
tolerance properties.
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3. Abstract network model
We model a dynamic communication architecture based on the asynchronous computa-
tion model of a distributed abstract state machine [17], or DASM. Intuitively, this architec-
ture consists of some ﬁnite collection of nodes representing the mobile hosts of a wireless
communication network. Each node acts as a communication endpoint and as a router at
the same time. Nodes operate concurrently and communicate asynchronously by sending
and receiving packets of variable length. The network is self-organizing and changes its
physical topology frequently and without prior notice. Temporary and permanent failures
of one or more nodes may occur spontaneously at any time.
Wedistinguish twobasically different views of communication, the horizontal one and the
vertical one.Any communication between different layers of the same node is referred to as
vertical communication, whereas communication between peer protocol entities residing
on different nodes is referred to as horizontal communication [9]. The latter is virtual
only and effectively realized by the lower layers such as the MAC layer which renders a
corresponding service to the network layer. Similarly, the network layer renders its service to
the next higher layer, the transport layer. Services are accessible through service primitives
at well identiﬁed interfaces, called service access points.
Below, we brieﬂy summarize the DASM model and the related notions of concurrency
and real time. For further details we refer to the existing literature [17] for a rigorous
mathematical deﬁnition, and [6,14] for tutorial introductions.
3.1. DASM computation model
A DASM M is deﬁned over a given vocabulary V by its program PM and a non-empty
set IM of initial states. An initial state speciﬁes a possible interpretation of V over some
potentially inﬁnite base set X. Intuitively,M consists of a ﬁnite collection of autonomously
operating agents represented by a set AGENT. This set may change dynamically over runs
ofM as required to model varying computational resources. The behavior of an agent a in a
given state S ofM is deﬁned by its program programS(a). An agent a can be terminated by
resetting programS(a) to the distinguished value undef (not representing a valid program).
To introduce a new agent b in state S, a valid program has to be assigned to programS(b).
In any state S reachable from an initial state ofM, the set AGENT is well deﬁned as follows.
AGENTS ≡ {x ∈ X : programS(x) 
= undef}
The statically deﬁned collection of all the programs that agents ofM potentially can execute
forms the distributed program PM .
3.1.1. Concurrency and reactivity
Agents of M model the concurrent control threads in an execution of PM . They interact
with each other by reading and writing shared locations of global machine states. The
underlying semanticmodel regulates such interactions so that potential conﬂicts are resolved
according to the deﬁnition of partially ordered runs [17].
Any interaction betweenM and its operational environment—the external world—is re-
stricted to actions and events as observable at well identiﬁed interfaces. The environment
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affects computations ofM through externally controlled ormonitored functions. Such func-
tions change their values dynamically over runs ofM, even though they cannot be updated
by agents of M. Monitored functions are much like oracles, nonetheless, they often are re-
stricted by assuming reasonable integrity constrains on the behavior of the external world.
3.1.2. Real time behavior
Real time behavior imposes additional constraints on DASM runs to ensure that the
agents react instantaneously [18]. We introduce an abstract notion of local system time
for modeling timeout events. In a given state S of M, the local time of an agent a (as
measured by some local clock) is given by a monitored unary function nowS(a) taking
values in a linearly ordered domain TIME, where time values are represented as positive real
numbers. Additionally, ‘∞’ represents a distinguished time value such that t < ∞ for all
t ∈ TIME \ {∞}. Finite time intervals are given as elements of a linearly ordered domain
DURATION.
We assume the values of now(a) to increase monotonic over runs of M. Our semantic
model of time resembles those deﬁned in [18,10,15], except that we deliberately avoid here
a notion of global system time.
3.2. Communication infrastructure
The mobile hosts are represented by a static domain NODE = {n1, . . . , nN }, where N is
a parameter of the communication network. A monitored unary function position deﬁned
on nodes assigns to each node ni , 1 iN , a coordinate position(ni) from a static domain
POSITION. The elements of POSITION represent physical locations on the plane. Intuitively,
position(ni) yields the current location of node ni as provided by some location system, for
instance, such as the Global Positioning System (GPS). Since nodes move, their physical
locations change over time.
Every node has a unique IDor addresswithin a ﬁxed global address space.We assumehere
a random distribution of the node IDs. This distribution is obtained by mapping some host
speciﬁc address, e.g., such as Internet host names, IP addresses, or MAC addresses, to the
node IDs using a strong hash function (not further speciﬁed here). The resulting addresses
are given by a static mapping address from nodes to some abstract domain ADDRESS. 1
We model the network layer protocol by identifying the protocol entities of the dis-
tributed location service and the position-based routing with DASM agents. With each
node we associate two agents as identiﬁed by a unary dynamic function node deﬁned on
agents. These agents respectively execute the program LogicalTopologyBasedLocationService
and PositionBasedRouting. Thus, the domain AGENT is formed by the disjoint union of two
sets of agents to which we refer as LTLS and PBR.
domain AGENT = LTLS ∪ PBR, node : AGENT → NODE
In any given state of the network, the device status of a node is either switched on (active),
switched off (passive), or undeﬁned (crashed). This status changes dynamically at run time
1 By not identifying nodes with their addresses, we gain additional ﬂexibility allowing us, for instance, to model
the dynamic assignment of address to nodes, e.g., as done for TCP/IP networks [7].
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Fig. 3. Logical structure of packets for the communication between protocol entities.
depending on actions and events in the operational environment into which the network is
embedded. For crashed nodes we assume that they do neither interact with other nodes nor
with the external world. Consequently, they do not have any observable behavior and, as
such, are not considered as agents of the DASM. Nonetheless, crashed nodes may recover
becoming active or passive again. Recovery of crashed nodes is completely under the control
of the external world and not further addressed here. 2
domain STATUS = {on,off }, monitored devicestatus : NODE → STATUS
3.3. Abstract communication model
Nodes send and receive packets consisting of two logically separate parts: (1) a packet
header, and (2) the payload carrying the actual data. Abstractly, packets are represented as
elements of a dynamic domain PACKET. Since we focus on control aspects rather than on
data, we uniformly model the payload in terms of an abstract type DATA. An operation data
deﬁned on packets serves for accessing and manipulating the payload. The information
contained in a packet’s header, however, is essential for the network layer protocol and
requires special attention.
A header has a ﬁxed structure and consists of several descriptors specifying: the sender
node sndr, the destination node dest, the next receiver node rcvr (that is, the next hop on
the way to dest), and the packet type type, as illustrated in Fig. 3. Each of the descriptors
in a packet header forms a node reference consisting of the node’s address nadr and its
geographic location npos. Node references are represented by the elements of a dynamic
domain NREF. Note that the distinction between node references and nodes is crucial since
nodes update their location information continuously, whereas node references are statically
deﬁned as they never change while a packet is in transit.
dest,sndr,rcvr : PACKET → NREF, data : PACKET → DATA
nadr : NREF → ADDRESS, npos : NREF → POSITION
One can distinguish three basically different kinds of packets, namely: (1) detection packets,
which are meaningful for the position-based routing only; (2) discovery packets, which are
meaningful for the distributed location service only; and (3) data packets. For detection
packets, we further distinguish between neighbor requests and neighbor replies. Similarly,
2 Technically, this is achieved by considering the function program as being externally and internally controlled
at the same time (implicitly assuming that the environment fulﬁlls certain integrity constraints as implied by the
semantic model of partially ordered runs).
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Fig. 4. Communication between two nodes.
for discovery packets, we distinguish between location requests and location replies. All
other packets are uniformly treated as data packets.
domainDETECTION = {neighborReq, neighborLoc}
domainDISCOVERY = {locreq, location}
type : PACKET → TYPE ≡ DETECTION ∪ DISCOVERY ∪ {data}
Vertical communication within a node is limited to exchanging packets at service access
points, or SAPs. We model SAPs for the network layer as needed to interact with both the
MAC layer and the transport layer. Additionally, the PBR layer and the LTLS layer also
interact through SAPs. Fig. 4 illustrates the communication between two nodes.
3.3.1. Service access points and primitives
We model two kinds of service primitives enabling the following send and receive oper-
ations: (1) forwarding a single packet to the next higher/lower layer; (2) receiving a single
packet from the next higher/lower layer.
(1) Packet_to_〈 layer 〉(packet): The tag 〈layer〉 refers to the receiving layer (MAC, PBR,
LTLS, or Transport) and packet to the packet to be forwarded. Depending on the destina-
tion location, i.e., the value of the dest descriptor in the packet header, the position-based
routing layer will determine a matching sector and thereby the value of the rcvr descrip-
tor. Before sending the packet, this value is then assigned to the rcvr descriptor. At the
receiving layer, the above operation causes a packet indication event through which the
receiving layer obtains the packet.
(2) Packet_from_〈 layer 〉(packet): The tag 〈layer〉 refers to the sending layer (MAC, PBR,
LTLS, or Transport) and packet to the packet being received.We model a packet indica-
tion event through a monitored Boolean-valued function on agents. In any given state,
the value of this function is true and the formal parameter packet is bound to an actual
packet only in the presence of a packet indication event, and false otherwise.
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4. Position-based routing protocol
With each node we associate an index set SECTOR = {0, 1, ..., l − 1} for some l > 0
(where l is a parameter of the network). Directed communication is limited to reachable
neighbors located within a given sector. For a given node u, a nearest reachable neighbor
within sector i of u, 0 i l−1, is identiﬁed locally through a dynamic mapping from node
sectors to node references. Intuitively, this mapping can be viewed as a ﬁnite table. A unary
dynamic function neighbor uniquely associates one such table with each of the nodes. Note
that the value of neighbor(u)(i) = undef, whenever none of the neighbors is reachable.
neighbor : NODE → (SECTOR → NREF)
We now deﬁne the nearest neighbor detection protocol which captures one of the two
main algorithmic aspects of the position-based routing protocol. For the forwarding of
packets, however, we refer to [3,6]. The latter basically is a variant of the algorithmic
pattern describing the forwarding of packets in the location service protocol presented in
Section 5.
The detection of neighbors uses detection packets for a positive handshake protocol.
This protocol runs during periodically repeated detection cycles which are controlled by
a timeout mechanism. Each PBR agent has its own timer represented by a unary dynamic
function timer taking values in TIME. For setting the expiration time, detection denotes a
distinguished element from DURATION. Since the frequency of detection cycles actually
depends on application speciﬁc parameters (e.g., the absolute speed of the mobile devices),
we abstractly model this behavior by means of an externally controlled event triggering
the start of detection cycles. This is modeled in terms of a unary monitored predicate
StartDetectionCycle deﬁned on nodes. As an integrity constraint on the external world one
can reasonably assume that while a detection cycle is in progress there never is an attempt
to initiate another one.
monitored StartDetectionCycle : NODE → BOOL
In the below rule, node and time respectively represent the local node and the local time
as associated with a PBR agent identiﬁed by the distinguished DASM function self . An
auxiliary dynamic function newNeighbor stores a nearest reachable neighbor detected
so far.
RunDetectionCycle(node : NODE, time : TIME) ≡
forall s ∈ SECTOR
if StartDetectionCycle(node) then
IssueNeighborRequest(s, time)
newNeighbor(node)(s) := undef
timer(self ) := t ime + detection // set timer
if time timer(self ) then // detection cycle timeout
if newNeighbor(node)(s) 
= undef then // assign ﬁnal result
neighbor(node)(s) := newNeighbor(node)(s)
timer(self ) := ∞ // reset timer
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For brevity, we leave ther IssueNeighborRequest(s, time) abstract. This subrule generates a
single neighbor request packet containing, in addition to the reference on the sender node,
the information on the sector and a time stamp encoded in the data part of the packet.
On receiving a detection request, a detection reply packet is returned to the sender.
The request and the reply are logically linked by copying the sector information and the
time stamp of the request packet into the reply packet. Note that the address and location
information of the replying node will be included as sndr in the header of the outgoing
packet.
HandleNeighborRequest(packet : DETECTION) ≡
extend PACKET with p
dest(p) := sndr(packet)
data(p) := data(packet)
type(p) := neighborLoc
Packet_to_MAC(p)
When receiving more than one detection reply, a nearest neighbor is selected among the
responding nodes by computing the distance to those nodes using a binary operationdistance
deﬁned on pairs of locations. Finite Euclidean distances on the plane are given as positive
real numbers from a linearly ordered domain DISTANCE. In the below rule, sender, s and
time respectively denote the sender, sector and time stamp identiﬁed by a neighbor reply
packet.
HandleNeighborReply(sender : NREF, s : SECTOR, time : TIME) ≡
let node = node(self ) in
if timenow(self )− detection then
// check distance against intermediately stored nearest neighbor
let  = position(node),  = npos(sender),
 = npos(newNeighbor(node)(s))
if distance(,) < distance(, ) then
newNeighbor(node)(s) := sender
5. Distribution location service protocol
In this section, we give a formal description for the new distributed location service
protocol proposed in this paper. The protocol provides the location service based on a
logical topology and the position based routing described in the previous section. We ﬁrst
deﬁne and analyze the properties of the logical topology used, then we model the protocol,
and ﬁnally we give the performance analysis of the protocol.
5.1. Logical topology and its property
Since the LTLS protocol uses a logical topology for message transmission, the property
of the logical topology is a key for the protocol. To evaluate the efﬁciency of the LTLS
protocol, we deﬁne and analyze the logical topology used. This topology is called the k-
dimensional array based topology (abbreviated as k-dim ALT). We ﬁrst give an intuitive
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is used to express the full conncection 
among the four nodes as shown below
In the figure
Fig. 5. The 2-dim ALT of 4× 4 nodes.
description for the 2-dimALT and then deﬁne the k-dimALT.Assume that a mobile ad hoc
network has N = n2 nodes for some integer n > 0. In the 2-dim ALT, the n2 nodes are
viewed as the elements in an n× n array. There is a link between two nodes u and v if and
only if u and v are in the same row or same column of the array. Fig. 5 gives an example of
the 2-dim ALT of 4× 4 nodes.
In general, the k-dim ALT is a graph of N = nk nodes (n > 0 and k2). Each node
has a distinct label (x1, . . . , xk), 1x1, . . . , xkn. There is a link between two nodes
u = (u1, . . . , uk) and v = (v1, . . . , vk) if and only if there exists exactly one i (1 ik)
such that ui 
= vi and uj = vj for j 
= i. Intuitively, the nodes of the k-dim ALT can be
viewed as the elements of a k-dimensional array with size n in each dimension and there is
a link between u and v if they are in the same row of any dimension.
To apply the k-dim ALT to a mobile ad hoc network of N = nk nodes as the logical
topology, we view network nodes as the k-dim ALT nodes and the labels as addresses, the
elements of ADDRESS space deﬁned in Section 3. The mapping of the nk nodes to the nk
addresses can be an arbitrary one-to-one mapping. We assume that each node is randomly
assigned a distinct address to achieve good fault tolerance properties.
In the deﬁnition for the k-dim ALT above, we assumed that N = nk for some integer
n > 0. The deﬁnition can be extended to arbitrary N > 0 in a number of approaches. We
introduce an approach of using dummy nodes. Other approaches can be found in [13].
Assume that nk < N < (n + 1)k for some n > 0. Let m be the number with N + m =
(n+ 1)k . We introducem dummy nodes into the network and have a k-dimALT of (n+ 1)k
nodes. Notice that at most O(N/n) dummy notes can be introduced into the network. If the
dummy nodes are evenly distributed in the k-dim ALT, then every row on each dimension
has at most a small constant number of dummy nodes. The dummy nodes can be put evenly
into the k-dimALT by several schemes. A random address assignment is an example of the
schemes. Other schemes may include some combinatorial design methods. Fig. 6 gives an
example of a 2-dimALT of 6×6 nodes for a network withN = 30 real nodes. In the ﬁgure,
the dummy nodes are denoted by black nodes.
Dummy nodes actually do not exist in the network and, therefore, none of them will
participate in any activity of the network.We treat dummy nodes as faulty nodes. To simplify
the analysis, we assume that N = nk for some integer n > 0 in what follows. For N 
= nk
for any n > 0, the efﬁciency is only slightly (with a small additive constant) different from
that of N = nk .
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Fig. 6. 6× 6 ALT with dummy nodes.
Obviously, the k-dimALT has diameter k and node degree at most kn− k = kN1/k − k.
The diameter of the k-dim ALT is very small when k is a small constant, say k = 2, 3.
Meanwhile, the number of neighbors each node has is also small in practice. For example,
for a network of 1000 nodes, each node has at most 62 neighbors for k = 2 and at most 27
neighbors for k = 3. Table 1 shows the number of neighbors each node has in the k-dim
ALT for k = 2, 3, 4 and several values of N.
N 2-dim ALT 3-dim ALT 4-dim ALT
103 62 27 20
104 198 63 36
105 632 138 68
106 1998 297 124
We say a set of paths are node-disjoint if they do not share any common node. A set
of paths between a node u and a node v are node-disjoint if they do not have a common
node except the end nodes u and v. Another nice property of the k-dimALT, as stated in the
following lemmas, is that there are many node-disjoint paths of short length between any
two non-adjacent nodes in the topology. Those disjoint paths guarantee good fault tolerance
properties of the LTLS protocol.
Lemma 1. For N = nk and any two nodes u and v which are not neighbors in the k-dim
ALT, there are kn− k node-disjoint paths of length at most k + 1 between u and v.
Proof. To give the intuition of the proof, we ﬁrst show the node-disjoint paths between
u = (u1, u2) and v = (v1, v2) in the 2-dim ALT. Since u and v are not neighbors, u1 
= v1
and u2 
= v2. It is easy to check that the following 2n − 2 paths between u and v are
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u
v
X1
X2
X3
u
v
X3
u
v
(a) (b) (c)
Fig. 7. (a) The 2n− 2 node-disjoint paths from u to v in a 2-dimALT, (b) paths from (x1, u2, u3) to (x1, v2, v3),
from (u1, x2, u3) to (v1, x2, v3), and from (u1, u2, x3) to (v1, v2, x3), (c) paths from (u1, u2, x3) to (v1, v2, x3)
for the case of u3 = v3.
node-disjoint (see Fig. 7a):
(u1, u2)→ (v1, u2)→ (v1, v2),
(u1, u2)→ (u1, v2)→ (v1, v2),
(u1, u2)→ (x1, u2)→ (x1, v2)→ (v1, v2) for 1x1n, x1 
= u1, v1, and
(u1, u2)→ (u1, x2)→ (v1, x2)→ (v1, v2) for 1x2n, x2 
= u2, v2.
Two of the above paths have length two (denoted by dotted lines in Fig. 7a) and the other
2n− 4 paths have length three.
To prove the lemma for k3, assume that node u has address (u1, . . . , uk) and node v
has address (v1, . . . , vk). Node u has kn− k neighbors, n− 1 in each of the k dimensions,
(u1, . . . , ui−1, xi, ui+1, . . . , uk), 1xin, xi 
= ui , and 1 ik. Similarly node v has
kn− k neighbors (v1, . . . , vi−1, xi, vi+1, . . . , vk), 1xin, xi 
= vi , and 1 ik.
Since u and v are not neighbors, they differ in at least two coordinates in their addresses.
We ﬁrst construct kn − k node-disjoint paths for the case of ui 
= vi for all 1 ik.
Intuitively, we connect a neighbor (u1, . . . , ui−1, xi, ui+1, . . . , uk) of u to a neighbor
(v1, . . . , vi−1, xi, vi+1, . . . , vk) of v by replacing the jth coordinate uj with vj one-by-
one in the order of j = i + 1, i + 2, . . . , k, 1, 2, . . . , i − 1 to get the disjoint paths.
Fig. 7b gives an example for the connection in a 3-dimALT. More speciﬁcally, for xi 
= vi ,
we set-up kn− 2k paths as follows.
(u1, . . . , ui−1, xi, ui+1, ui+2, . . . , uk)→ (u1, . . . , ui−1, xi, vi+1, ui+2, . . . , uk)
...
→ (u1, . . . , ui−1, xi, vi+1, . . . , vk)
→ (v1, u2, . . . , ui−1, xi, vi+1, . . . , vk)
...
→ (v1, . . . , vi−1, xi, vi+1, . . . , vk).
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For xi = vi , we set-up k paths as follows:
(u1, . . . , ui−1, vi, ui+1, ui+2, . . . , uk)→ (u1, . . . , ui−1, vi, vi+1, ui+2, . . . , uk)
...
→ (u1, . . . , ui−1, vi, . . . , vk)
→ (v1, u2, . . . , ui−2, ui−1, vi, . . . , vk)
...
→ (v1, . . . , vi−2, ui−1, vi, . . . , vk).
It is easy to check that the above kn− k paths are node-disjoint. The paths for xi 
= vi have
length k− 1 and the paths for xi = vi have length k− 2. Connecting u to its neighbors and
v to its neighbors, we get kn− k node-disjoint paths of length at most k − 1+ 2 = k + 1
between u and v. The lemma is true for the case of ui 
= vi for all 1 ik.
Assume that node u and node v differ in l < k coordinates in their addresses. Without
loss of generality, we assume that ui 
= vi for 1 i l and ui = vi for l + 1 ik. From
the above argument, there are ln− l disjoint paths of length at most l + 1 < k + 1 from u
to v in the l-dim ALT consists of dimensions 1, 2, . . . , l.
For each dimension iwith l+1 ik, node u has n−1 neighbors (u1, . . . , ul, ul+1, . . . ,
xi, . . . , uk), 1xin and xi 
= ui , and node v has n− 1 neighbors (v1, . . . , vl, vl+1, . . . ,
xi, . . . , vk), 1xin and xi 
= ui . Each neighbor (u1, . . . , ul, ul+1, . . . , xi, . . . , uk) of
u can be connected to a corresponding neighbor (v1, . . . , vl, vl+1, . . . , xi, . . . , vk) of v by
path
(u1, . . . , ul, ul+1, . . . , xi, . . . , uk)→ (v1, u2..., ul, ul+1, . . . , xi, . . . , uk)
...
→ (v1, . . . , vl, ul+1, . . . , xi, . . . , uk)
= (v1, . . . , vl, vl+1, . . . , xi, . . . , vk).
Fig. 7c gives an example for the paths in a 3-dim ALT. We can construct (k − l)(n − 1)
such paths which have length l and are node-disjoint. Connecting u and v to their neighbors
on the ith dimension, l + 1 ik, we get (k − l)(n − 1) node-disjoint paths of length
l + 2k + 1 between u and v.
In addition to the ln − l node-disjoint path between u and v in the l-dim ALT, there are
kn−k node-disjoint paths from u to v with length at most k+1. Thus, the lemma holds 
The k-dimALT has very good fault tolerance properties as stated in the following lemma.
Lemma 2. Assume that each node of the k-dim ALT fails independently with probability
p. For any pair of non-faulty nodes u and v, the probability that there is a path of length at
most k + 1 from u to v in the k-dim ALT is at least
1− (1− (1− p)k)kn−k.
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Proof. A path of length at most k+1 from u to v has at most k intermediate nodes. If one of
the k intermediate nodes fails, the path is disconnected. Since each node fails independently
with probability p, a path of length at most k+1 from u to v is disconnected with probability
at most
1− (1− p)k.
From Lemma 1, there are kn − k node-disjoint paths of length at most k + 1 from u to v.
The probability that at least one such path contains no faulty node is at least
1− (1− (1− p)k)kn−k. 
Based on the topological properties of the k-dimALT, the LTLS protocol achieves small
message delay, routing table, and administrative packets, as well as good fault tolerant and
scalability properties.
5.2. LTLS protocol
We ﬁrst give an outline for the main functions of the LTLS protocol.
• Initialization:
Each node in the network maintains a dynamic routing table identifying its logical
neighbors in terms of a set of node references given by a function logicalNeighbors. The
routing tables of all the nodes jointly set up the logical network topology. For each logical
neighbor, the address is pre-assigned while the physical location (initially undeﬁned) is
updated dynamically. Each node broadcasts its physical location to all other nodes in the
network by the PBR deﬁned previously. On receiving a broadcasted physical location, a
node updates its routing table if the received location is for a logical neighbor. Each node
manages the routing table into two lists, the ﬁrst one keeps the logical neighbors with
deﬁned physical locations and the second one keeps the logical neighbors with undeﬁned
physical locations. The logical neighbors in the second list are viewed as faulty nodes.
Dummy nodes are always in the second list.
• Position advertising:
Each node sends itsmost recent physical location by the PBR periodically to its logical
neighbors. On receiving the physical location from a logical neighbor each node updates
the physical location for the neighbor. Each node sets a timer for each logical neighbor.
If a node has not received any physical location from a speciﬁc logical neighbor when
the timer expires then the node sets the physical location of this neighbor to undeﬁned
and puts this neighbor into the second list. The physical location will be updated and
the neighbor will be put into the ﬁrst list once the physical location is received from this
neighbor. So the lengths of the two lists change dynamically. Especially, the length of
the ﬁrst list is used by the function pathselect.
• Location request:
When a node s wants to send a location request to a node t, s selects one of the kn− k
paths given in Lemma 1 from s to t by the function of pathselect, sends the location
request to the logical neighbor in the selected path by the PBR protocol, and sets up a
timer for the sent location request. If s receives the location reply from t before the timer
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expires, s completes the location request process. Otherwise, s considers the request has
been lost. In this case, s selects alternative paths from s to t, retransmits the location
request to the logical neighbors in the selected paths by the PBR protocol, and sets up a
timer for the sent location request.
There are a number of different approaches to selecting paths for the retransmission
of the location request.We use an exponential growth strategy: once a transmission fails,
the number of the paths for retransmission is doubled until all the available paths are
tried. If s cannot get the location reply from t after all available paths have been tried, s
decides that t is not reachable.
On receiving a location request issued by node s, an intermediate node in the path
from s to t forwards the request to its logical neighbor in the path closer to t by the PBR
protocol (next logical hop).
• Location reply:
On receiving a location request from s, node t replies by sending its physical location
to s by the PBR protocol.
• Recover from failure:
When a node recovers from failure and wants to join the network, it broadcasts its
physical location to all nodes in the network and waits for the periodically advertised
physical locations from its logical neighbors.
Now we model the LTLS protocol formally.With every node u in the network the logical
topology associates a non-empty set of logical neighbors of u as identiﬁed by a static
function logicalNeighbors(u). The set of logical neighbors of u is statically deﬁned in
terms of node references. If a neighbor of u is unreachable, the related node reference in
logicalNeigbors(u) is invalidated by reseting its position information to undeﬁned. Initially
and after each recovery, the location information for the logical neighbors may be undeﬁned
or invalid.
logicalNeighbors : NODE → NREF-set
Logical neighbors forward location requests in one or more logical hops to any reachable
node in the network. The choice of neighbors for forwarding a location request basically
depends on the address of the node from which the location is requested with the strategy
to minimize the number of logical hops required to reach this node. In general, requests
may not get through because of node failures. Therefore, a timeout and retransmission
mechanism is deployed, where each pending location request of an LTLS agent l for some
address a is controlled by a separate timer reqTimer(l, a).
reqTimer : LTLS× ADDRESS → TIME
A sequence number i of type SEQNO is used for keeping track of the number of unsuccessful
attempts. Sequence numbers are natural numbers. Starting from i = 0, 2i paths are selected
in the i-th attempt. For each node u, there is a maximum numbermaxTry of attempts with the
meaning that the requested node actually is unreachable, if i exceeds maxTry(u). Because
of node failures, maxTry(u) can change over time. The value of maxTry(u) is log2 L(u),
where L(u) is the cardinality of the subset of the logical neighbors with deﬁned locations
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at node u. That is, for every u ∈ NODE, maxTry(u) is deﬁned as:
maxTry(u) ≡
log2 #({nref ∈ logicalNeighbors(u) : npos(nref ) ∈ POSITION).
seqno : LTLS× ADDRESS → SEQNO
To forward a location request from a given node u to a ﬁnal destination v via one or more
logical neighbors of u (using redundant requests to compensate node failures), a dynamic
function pathselect computes a subset of the node references for all the logical neighbors
of u depending on the address of the start node u, the address of the destination v, and the
sequence number i.
pathselect : ADDRESS× ADDRESS× SEQNO → NREF-set
In addition to forwarding location requests, LTLS agents periodically update the position
and status of their neighbors as required to maintain the logical topology. An LTLS agent
employs a separate update timer updTimer for each of its logical neighbors to check if the
neighbor is still functioning and broadcasting its location periodically.
updTimer : LTLS× ADDRESS → TIME
Finally, each LTLS agent uses a single location timer locTimer controlling the periodical
broadcast of location information to its logical neighbors. This is accomplished by issuing
a location packet to each of the logical neighbors. Initially and after each recovery, all
the timers employed by an LTLS agent will be initialized with the current time value
of now.
locTimer : LTLS → TIME
Now, consider some sequence of consecutive packets received, one by one, from the Trans-
port layer. The ﬁrst packet of every such sequence requires special treatment. This packet
needs to be stored locally to ﬁrst determine the location of the destination node before
sending the packet. Accordingly, we assume that the ﬁrst packet always can be recognized
as such. We further assume that the Transport layer will not make any attempt to send ad-
ditional packets to the same address until it gets an acknowledge from the LTLS indicating
that the ﬁrst packet has been sent. In case that the location request fails, the LTLS indicates
to the Transport layer that the requested destination is unreachable.
ﬁrstpacket : LTLS× ADDRESS → PACKET, Firstpacket : PACKET → BOOL
The below program LogicalTopologyBasedLocationService deﬁnes the behavior of LTLS agents
in several steps, where self refers to an LTLS agent executing this program.
LogicalTopologyBasedLocationService ≡
let node = node(self ) in
if devicestatus(node) = on then
BroadcastLocationInformation(node)
CheckLocationUpdates(node)
forall a ∈ {x ∈ ADDRESS | reqTimer(self, x)now(self )}
// handle location request timeouts
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if seqno(self, a) < maxTry(node) then
GenerateLocationRequest(node, a, seqno(self, a)+ 1)
seqno(self, a) := seqno(self, a)+ 1
reqTimer(self, a) := now(self )+ reqT imer
// set location request timer
else // node is unreachable
NotifyTransport(a,‘‘unreachable’’)
// notiﬁcation of failure to transport layer
reqTimer(self, a) := ∞// reset location request timer
OnPacketFromTransport(node)
OnPacketFromPBR(node)
The below subrules abstractly deﬁne the generation of location requests, and the handling
of location requests and location replies. For brevity, the initialization of a packet header is
expressed by the following subrule:
InitPacket(p : PACKET, type : TYPE) ≡
nadr(sndr(p)) := address(node(self )) // set sender address
npos(sndr(p)) := position(node(self )) // set sender position
type(p) := type
Note that a single logical hop performed by the location service may involve several inter-
mediate hops at the position-based routing layer (using rcvr to identify the next physical
neighbor). Consequently, dest refers to a logical neighbor. Thus, the address of the ﬁnal des-
tination is encoded as data. Finally, in response to a location request a location packet returns
the current position of the destination node. Recall that the sndr descriptor is generated by
the position-based routing layer.
GenerateLocationRequest(node : NODE, a : ADDRESS, i : SEQNO) ≡
forall nref ∈ pathselect(address(node), a, i)
extend PACKET with p // create location request packet
InitPacket(p, locreq)
dest(p) := nref // logical neighbor for ﬁrst logical hop
data(p) := a // ﬁnal destination address
Packet_to_PBR(p)
When receiving a location request, the location service checks the address of the ﬁnal
destination. This address is encoded into the data part of the discovery packet.
HandleLocationRequest(node : NODE, p : PACKET) ≡
if address(node) = data(p) then // return node position
GenerateLocationReply(node, sndr(p))
else // compute next logical hop and forward packet
let {nref } = pathselect(address(node), data(p), 0) in
dest (p) := nref
Packet_to_PBR(p)
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GenerateLocationReply(node : NODE, nref : NREF) ≡
extend PACKET with p // create location packet
InitPacket(p, location)
dest(p) := nref // reply to sender
Packet_to_PBR(p)
Note that a location packet can be received either in response to a location request or as
result of a periodically performed location update. Since more than one location request for
the same address can be generated concurrently (due to timeout and retransmission), there
may be more than one reply to the same request. However, the ﬁrst packet to a destination
with address a must not be sent more than once. A control predicate Sentpacket(self, a) is
used to enforce this behavior as stated in the below rule HandleLocationReply.
HandleLocationReply(node : NODE, sender : NREF) ≡
let a = nadr(sender) in
choose nref ∈ logicalNeighbors(node) : nadr(nref ) = a
// update location information from neighbor
npos(nref ) := npos(sender)
updTimer(self, a) := now(self )+ updTimer
if ¬Sentpacket(self, a) then // send ﬁrst packet
let p = ﬁrstpacket(self, a) in
dest(p) := sender
type(p) := data
Packet_to_PBR(p)
NotifyTransport(a,‘‘acknowledge’’)
Sentpacket(self, a) := true
reqTimer(self, a) := ∞ // reset location request timer
Amonitored unary predicateSwitchedOnEventdeﬁnedonnodes indicates the (re-)activation
of nodes. For a given node u, SwitchedOnEvent(u) holds if and only if u has been activated
in the given state (either initially or after recovery from a failure).Without valid location in-
formation for its logical neighbors, u notiﬁes its neighbors through broadcasting its position
information. In the below rule, broadcast denotes a distinguished address from ADDRESS
representing the address used for broadcasting.
BroadcastLocationInformation(node : NODE) ≡
if SwitchedOnEvent(node) or locTimer(self )now(self ) then
locTimer(self ) := now(self )+ locTimer // set location timer
forall nref ∈ logicalNeighbors(node)
extend PACKET with p // generate location packet
InitPacket(p, location)
if SwitchedOnEvent(node) then
// location information for neighbors is invalid
nadr(dest(p)) := broadcast
else // location information for neighbors is valid
dest(p) := nref
Packet_to_PBR(p)
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An LTLS agent periodically checks which of its logical neighbors is still alive. Node ref-
erences to neighbors who fail to update their location information in time (as measured by
the update timers) become invalidated.
CheckLocationUpdates(node : NODE) ≡
forall nref ∈ logicalNeighbors(node)
// check for timed out location updates
if updTimer(self, nadr(nref )) < now(self ) then
// invalidate node reference
npos(nref) := undef
The communication with the PBR layer and the transport layer is modeled by the two rules
deﬁned below.
OnPacketFromTransport(node : NODE) ≡
if Packet_from_Transport(p : PACKET) then
let a = nadr(dest(p)) in
if Firstpacket(p) then // request destination location
GenerateLocationRequest(node, a, 0)
seqno(self, a) := 0 // initialize sequence number
Sentpacket(self, a) := false
ﬁrstpacket(self, a) := p // intermediately store ﬁrst packet
reqTimer(self, a) := now(self )+ reqT imer
// set location request timer
else // destination location is already known
Packet_to_PBR(p),
dest(p) := dest (ﬁrstpacket(self , a))
OnPacketFromPBR(node : NODE) ≡
if Packet_from_PBR(p : PACKET) then
if type(p) = locreq then
HandleLocationRequest(node, p)
if type(p) = location then
HandleLocationReply(node, sndr(p))
if type(p) = data then
Packet_to_Transport(p)
5.3. Performance analysis of the LTLS protocol
The efﬁciency of the location service protocols are mainly measured by (1) the delay for
getting the physical location of the destination, (2) the size of the routing table each node
has to keep, (3) the total number of administrative messages used in keeping the protocol
functioning, and (4) the number of faulty nodes that can be tolerated.
The delay for getting the physical location is measured by the number of calls for the
position-based routing or logical hops. For the LTLS protocol using the k-dimALT, if there
is no faulty node then the location request can be sent to the destination in the ﬁrst try.
From this the delay is at most k + 1 logical hops, k hops for delivering the location request
306 U. Glässer, Q.-P. Gu / Theoretical Computer Science 336 (2005) 285–309
to the destination (the diameter of k-dim ALT is k) and one hop for sending the location
information to the source.
In the case that there are faulty nodes in the network, it may take multiple tries to deliver
the location request. Assume that there are O(N/n) faulty nodes evenly distributed in the
network (as in the case of dummy nodes), where N is the total number of nodes in the
network and n is the number of nodes in each dimension of the k-dimALT. Using a similar
argument as that for proving Lemma 2, it is easy to see that with high probability only a
small constant number of the kn − k paths between any two nodes can be disconnected.
From this, the delay is O(k) with high probability. In the worst case, it takes (k + 1) log2 d
logical hops to decide if the destination is reachable or not, where d = kn− k is the node
degree of the k-dim ALT.
The size of the routing table at each node is kn − k. In the LTLS protocol, each non-
faulty node advertises its physical location periodically to its logical neighbors to keep the
logical topology. Since each node has at most d = kn− k logical neighbors, the number of
administrative messages is bounded by dN within one time period for the advertising.
For k2 and any constant 0 < q < 1, if each node in the network fails independently
with probabilitypq then fromLemma2,with high probability there is a non-faulty logical
path between a given pair of non-faulty nodes in the network. If we assign the addresses to
the nodes of the network randomly, we can assume that each node fails independently with
the same probability. If there are pN nodes failed, this probability becomes p. Therefore,
with high probability, the LTLS protocol can tolerate a constant fraction of N faulty nodes.
In practice, the k-dim ALT with some small constant k (e.g., k = 2, 3) will be used.
Comparing with the previous approaches [22,4], the LTLS protocol has a small delay for
getting the physical location, a small size of routing tables, and a small number of adminis-
trative messages. The LTLS protocol also has very good fault tolerance properties, namely:
(1) it needs very little assumptions on how the density varies across geographic subregions;
(2) it provides a method for very fast network topology recovery even after a failure of
several mobile nodes (a task that requires reactive routing in GLS [22]); (3) the network
delivers a packet with a high probability even in the case when a constant fraction of the
nodes crash at the same time; (4) it survives a systematic destruction of devices within
a region; and (5) it includes the self-scaling feature of the network. The location service
forms a sublayer or the network layer, thus providing the ﬂexibility of combining the LTLS
protocol with an arbitrary position-based routing strategy.
6. Conclusions
In this paper, we deﬁne an abstract operational model of the network or routing layer
protocol for mobile ad hoc networks based on the asynchronous computation model of
distributed abstract state machines (DASMs) [14,17]. Mobile ad hoc networks are charac-
terized by their concurrent and reactive behaviormaking it particularly difﬁcult to accurately
predict the dynamic system properties under all circumstances. The fact that nodes may fail
temporarily or permanently at any time and without prior notice demands for robustness of
the communication control mechanism. Conceptually, our model splits the network layer
into two separate sublayers, one for the position-based routing and one for the distributed
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location service. These two layers interact with each other as well as with the transport layer
and the Media Access Control layer via well-deﬁned service access points according to the
design principles of layered communication architectures [7].
In conjunction with the chosen routing strategy, we propose a new distributed logical
topology based location service (LTLS) protocol and give a formal description and analysis
of this protocol on the DASMmodel. The LTLS protocol has short message delivery delays,
requires small routing tables, uses relatively few administrative packets, supports the self-
scaling feature of the network, and has very good fault tolerance properties. The network
delivers a packet with a high probability even in the case when a constant fraction of the
nodes crash at the same time, and also survives a systematic destruction of nodes within a
given region.
It is a challenge to derive a concise and yet accurate enough (for implementation) descrip-
tion for a complex protocol. By exploiting the characteristic features of the DASM com-
putation model—notably, the semantic concepts of concurrency, reactivity and time—we
obtain a direct and intuitive mapping of the network layer protocol view to the mathematical
model. In combination with advanced modeling concepts, such as abstract interface mech-
anisms, layered communication, and modular structuring of complex transition rules [6,5],
this results in a concise and comprehensible formalization of the key protocol attributes
in the form of a constructive speciﬁcation. The basic algorithmic aspects are speciﬁed in
terms of DASM transition rules manipulating abstract data structures. This model serves
as a semantic foundation for analyzing and validating key system attributes, and, as such,
forms an ASM ground model [5] of the proposed network layer protocols. Starting from
this model, the next reﬁnement step will be a transformation into the ASM languageAsmL
[1] providing a high-level executable model serving as a reliable basis for experimental
validation and exploration of alternative design choices.
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