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Abstract 
Data Mining applied to the field of commercialization allows, among other aspects, to discover patterns of behavior in clients, 
which companies can use to create marketing strategies addressed to their different types of clients.  This research focused on a 
database, the CRISP-DM methodology was applied for the Data Mining process.  The database used was that corresponding to 
the sector of SMEs and referring to customers and sales, the analysis was made based on the PFM model (Presence, Frequency, 
Monetary Value), and on this model the grouping algorithms were applied: k -means, k-medoids, and SelfOrganizing Maps 
(SOM).  To validate the result of the grouping algorithms and select the one that provides the best quality groups, the cascade 
evaluation technique has been used applying a classification algorithm.  Finally, the Apriori algorithm was used to find 
associations between products for each group of customers. 
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1. Introduction  
Companies generate and store a large amount of information every day, but the data, as it is stored, does not 
usually provide direct benefits, its real value lies in the information we can extract from them, that is, information 
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that helps to make decisions or improve the understanding of the phenomena that surround it (Al-hagery, M., 2015) 
[1].  In this context, Data Mining (DM) allows extracting sensitive information implicitly contained within the data.  
The implementation of DM processes has allowed to determine the accounting characteristics of the most profitable 
companies, as well as the profile of their clients, through segmentation (Amelec, V. 2015) [2], (Fernandez-bassso, 
C; 2016) [3].  Customer segmentation is used as a marketing differentiation tool, which allows organizations to 
understand their clients and build differentiated strategies (Lis-Gutiérrez M. et al; 2018) [4], (Kulkarni, A. and 
Mundhe, D., 2017) [5].  Based on what has been described, the purpose of this research is to obtain the client´s 
segmentation on a sample of companies belonging to the SMEs sector in Colombia through the application of Data 
Mining techniques. 
2. Literature Review  
2.1 RFM analysis 
 The RFM analysis (Recency, Frequency, Monetary) is a marketing technique used for the analysis of customer 
behavior (Anuradha, K., Kumar, K., 2013) [6].  This is achieved by examining what the customer has purchased, 
using three factors:  (R) Purchase recency, (F) Frequency of purchase, and (M) Amount of purchase in monetary 
terms.  According to theories and researchers, customers who spend more money or buy more frequently in their 
company, are those clients who end up being more sensitive to the information and messages that the company is 
transmitting.  Similarly, customers who recently purchased react better to marketing initiatives than those who have 
not recently bought.  The RFM analysis is based on the well-known "Pareto Law" or the 80/20 , Pareto observed that 
in his country 80% of the land was owned by 20% of the population.  This principle is having a wide spectrum, being 
applied to plenty of situations.  In the case of the RFM analysis, "80% of purchases come from 20% of customers" , 
that is, 20% of customers generate 80% of sales".  This results, even though they seem to be unrealistic, are verified 
in most businesses and other situations, including sports.  This is due to the widespread application of the this law 
(Hwang, Y, et al; 2015) [7].  When the RFM analysis is used, each client is assigned a rank or category from 1 to 5,   
in order to qualify them according to the indicated factors.  The three indicators together are called RFM "cells".  
The customer database is analyzed to determine which customers have been "the best customers" in a given period.  
Customers who have a "5-5-5" range are ideal customers (Vidhate, D., 2014) [8]. 
2.2 Data mining methodologies   
2.2.1 SEMMA   
SAS Institute, developer of this methodology, defines it as the process of selection, exploration and modeling of 
large amounts of data to discover unknown business patterns.  The name of this terminology is the acronym 
corresponding to five basic phases of the process:  Sample (Sampling), Explore (Exploration), Modify 
(Modification), Model (Modeling), Asess (Evaluation) (Larose, D and Larose, C., 2014) [9]. 
2.2.2 CRISP-DM   
CRISP-DM, which stands for Cross-Industry Standard Process for Data Mining, is a method that has proven to 
guide the Data Mining works.  It was created by the group of companies SPSS, NCR and Daimer Chrysler in the 
year 2000, and is currently the most used reference guide in the development of Data Mining projects (Pickrahn, I. 
et al; 2017) [10].  It structures the process in 6 phases:  Understanding the business, Understanding the data, Preparing 
the data, Modeling, Evaluation, and Implementation.  The succession of phases is not necessarily rigid.  Each phase 
is broken down into several general tasks of second level. 
2.2.3 Comparison between the SEMMA and CRISP-DM Methodologies   
Table 1 presents a comparison between the SEMMA and CRISP-DM methodologies.  
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Table 1. Comparison between SEMMA and CRISP-DM Methodologies 
Method  SEMMA  CRISP-DM 
Phases  1. Extraction of the sample population.  2. Exploration of information.  
3. Data manipulation.  4. Analysis and modeling of data.  5. Valuation 
of results. 
1. Understanding of the business  2. 
Understanding of the data.  3. Preparation of 
the data.  4. Modeling.  5. Evaluation.  6. 
Implementation. 
License   Linked to SAS products Free   
 
3. Data and Methods   
The data was provided by the Chamber of Commerce of Barranquilla, Colombia,  and corresponds to customer 
records and sales taken from 2015 to 2018 for a group of companies belonging to the SMEs sector in Colombia, 
Caribbean region [11]. 
The data collected were categorized as follows:  
 Clients: covers the personal data of clients, provides geographical and demographic descriptors, such as ID, 
RUC, address, age, gender, marital status, telephone, e-mail, workplace, profession, etc. 
 Sales: this category has the daily billing records for sale, which provide us with the description of each 
purchase made by customers during the period 2015-2018. 
 
The databases that contain the data of interest for the analysis are the following (Prajapati, D et al, 2017) [12]:   
 Clients: contains personal information of the company's clients.  It has a total of 44,800 customer records. 
 Client Type:  Contains three records representing end customers, distributors and franchisees. 
 Institution: defines if the client belongs to a public institution/company, to a private company or is a natural 
person. 
 Invoice: all the billing information recorded by the company during the study period.  It has a total of 136278 
invoice records. 
 Invoice Details: the products that have been purchased in each invoice.  It has a total of 403159 invoice detail 
records. 
 Products: contains the records of all the products that the company sells.  It has a total of 11127 product 
records. 
 Product Groups: the groups or categories to which the products belong.  It has a total of 58 product categories. 
 Brands: the brands of the products marketed by the company.  It has a total of 396 trademark registrations. 
 
The method used to carry out the process of Data Mining was CRISPDM (Cross-Industry Standard Process for 
Data Mining) (Abdullah, M and Al-Hagery, H., 2016) [13], (Varela Izquierdo N. et al; 2018) [14], it consists of five 
phases:  Sample (Sampling), Explore (Exploration), Modify (Modification), Model (Modeling), Asses (Valuation), 
each of them covers a set of activities, which must be followed to carry out a mining process with high quality results. 
For the segmentation of Master PC clients based on purchasing behavior, the normalized variables will be taken 
into account:  Receipt, Frequency, and Amount.  Taking into account that there is a wide range of clustering 
algorithms, an analysis has been performed on some of them, corresponding to the most used in this type of case. 
This allowed selecting the segmentation algorithms that will be applied in the present research. These are: self-
1210 Jesus Silva  et al. / Procedia Computer Science 151 (2019) 1207–1212
4 Author name / Procedia Computer Science 00 (2018) 000–000 
 
organized maps of Kohonen (SOM), K-means, and CLARA algorithm (cluster for large applications) which is an 
extension of the k-medoids algorithm (Ban, T et al; 2015) [15]. 
For the selection of the number of groups, the techniques of internal evaluation will apply sum of error squared 
and the silhouette index (Witten, I and Frank, E., 2002) [16].  After applying the segmentation algorithms, it will be 
determined which of them provide the best results based on the described cascade evaluation method in (Vo, B and  
Le, B., 2009) [17]. 
4. Results  
Each segmentation algorithm applied to the data resulted in customer groups based on the RFM attributes.  The 
cluster number was transformed to a label that describes the level of loyalty of the clients, this was taken as the 
decision attribute for the generation of classification rules, which were carried out in order to evaluate the cluster 
methods used (Kamatkar S. et al; 2018) [18], (Khanali, H., 2017)[19].  Table 2 presents the precision results obtained 
by the LEM2 algorithm.  
Table 2. comparison of results for the algorithms KMEANS, K-MEDOIDS and SOM 
Methods    Precision   
K-means (5 groups) 
  
0.99991  
K-medoids (4 groups)  
 
0.99999  
SOM (5 groups) 0.99992 
 
Based on the results about the evaluation parameters presented in Table 2, it was determined that the most 
appropriate method for customer segmentation in the study sample, on the RFM attributes, is the CLARA algorithm, 
which belongs to the group of k-medoids methods, the following loyalty levels were discovered:  Group 1 High, 
Group 2 Low, Group 3 Medium, and Group 4 Very Low.  To generate the association rules, the Apriori algorithm 
the most commonly used algorithm for the generation of these rules was applied (Shorman, H and Al Jbara, Y; 2017) 
[20].  
The Apriori algorithm is a method to discover sets of frequent elements and generates association rules on a set 
of transaction data.  It first identifies the frequent individual elements through the transactions and then extends to 
the increasingly large element sets until the resulting element sets reach a specified frequency threshold (support).  
This algorithm is implemented within the Arules package (Shorman, H and Al Jbara, Y; 2017) [20] of R, some of 
the generated rules can be seen in Table 3, which describes the specific RFM characteristics for each group of clients. 
Table 3. Rules for Customer Profile 
Rule   RFM characteristics of clients 
1 If a customer has a Frequency of purchase greater than or equal to 5 and a Amount of purchases greater than 16 and less than or 
equal to 33 dollars, or greater than 92 dollars, then it belongs to the High Loyalty group. 
7 If a client has a Recency between 0 and 823 days, and an Amount in purchases less than or equal to 16 dollars, then it belongs 
to the Low Loyalty group. 
10 If a client has a Receipt greater than or equal to 824 days, and a Frequency of purchase less than or equal to 2, and an amount in 
purchases greater than 500 dollars, then it belongs to the Medium Loyalty group. 
16 If a client has a Receipt greater than or equal to 824 days, and a Frequency of purchase less than or equal to 2, and an Amount 
in purchases less than or equal to 92 dollars, then it belongs to the Very Low Loyalty group. 
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The results of the application of these rules can be seen in Table 4, regarding the profile of loyalty groups.   
Table 4. Loyalty Groups Profile 
Group RFM punctuation Characteristic 
R F M 
High  4 3 4 Clients belonging to this group have a high level of loyalty, have a high level of recency, meaning that 
their last purchase was made a short time ago, an average of 1 year ago, it also presents a level of 
frequency between medium and high, that is, they have bought several times, an average of once a 
year, and a high amount that indicates that they have invested a lot of money in their purchases, an 
average of 982 dollars. 
Medium   3 1 5 Customers belonging to this group have a Medium level of loyalty, made their last purchase some time 
ago, an average of two years and two months, the number of purchases made on average is one time, 
but have a very high average purchase amount of 830 dollars. This indicates that they have invested a 
lot of money in their purchases, considering that they have a low purchase frequency. 
Low  4 1 2 Clients belonging to this group have a Low loyalty level, have a high Recency level, that is, they have 
made their last purchase a short time ago, an average of 1 year ago, but the average number of times 
they have purchased is 1, and the average amount spent is 22.3 dollars, which indicates that they have 
invested little money in their purchases.  Customers of this group could also be considered as new 
customers. 
Very 
low   
1 1 2 Customers belonging to this group have a Very Low loyalty level, have a very low Recency, which 
indicates that they have made their last purchase a long time ago, an average of 3.6 years ago, they 
also have an average frequency of a single purchase, and a Low amount that indicates that they have 
invested little money in their purchases, an average of  38.6 dollars.  Customers of this group could be 
considered as almost lost customers. 
 
It is important to mention that between the Low and Very Low loyalty levels, more than 50% of the clients are 
distributed.  The marketing experts should use these groups in the way they deem appropriate, for example, could 
use the strategies of rewarding their best customers to maintain their loyalty, create promotions to attract customers 
who are at a low level of loyalty, or also offer special discounts to encourage their regular buyers to increase their 
monetary value, etc. 
5. Conclusions  
To assess the accuracy of the used algorithms, k-means, k-medoids, and Self Organizing Maps (SOM), 
classification rules were generated taking, as a decision attribute, the groups created by the algorithms mentioned in 
this research. Besides, based on the Prediction level, the results suggest that the classification of the groups generated 
by the CLARA of k-medoids algorithm provide a higher accuracy. The groups of clients of companies belonging to 
the SMEs sector obtained through the application of Data Mining techniques revealed the loyalty levels: High, 
Medium, Low and Very Low. These results will allow the company to develop retention strategies towards its 
customers. The application of the Apriori association algorithm on the set of transactions of each group of clients 
allowed the elaboration of important association rules with high confidence levels. 
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