Abstract. We investigate some properties of (universal) Banach spaces of real functions in the context of topological entropy. Among other things, we show that any subspace of C([0, 1]) which is isometrically isomorphic to ℓ1 contains a functions with infinite topological entropy. Also, for any t ∈ [0, ∞], we construct a (one-dimensional) Banach space in which any nonzero function has topological entropy equal to t.
Introduction
Let C([0, 1]) denote the set of all continuous functions f : [0, 1] → R equipped with the supremum norm. A theorem of Banach and Mazur [2] states that the Banach space C([0, 1]) is universal, i.e., every real, separable Banach space X is isometrically isomorphic to a closed subspace of C([0, 1]). It is known that one can require more properties of the functions of C([0, 1]) in the image of X: a universal space containing only the zero function and nowhere differentiable functions [7] , resp. consisting of the zero function and nowhere approximatively differentiable and nowhere Hölder functions [3] has been proved. On the other hand, no universal space can consist of functions of bounded variation [4] and every isometrically isomorphic copy of ℓ 1 (i.e., the space of sequences with 1-norm) in C([0, 1]) contains a function which is non-differentiable at every point of a perfect subset of [0, 1], see [6] .
In this paper we are going to investigate some properties of (universal) Banach spaces of real functions of a real variable in the context of topological entropy. We show how to construct a universal Banach space using the zero function and functions with infinite topological entropy -Theorem 3, and as a supplement of the result from [6] we show that any subspace of C([0, 1]) which is isometrically isomorphic to ℓ 1 contains a functions with infinite topological entropy -Theorem 2. Finally, for any t ∈ [0, ∞] we construct a (one-dimensional) Banach space in which any nonzero function has its topological entropy equal to t -Theorem 4.
Preliminaries and auxiliary results
Let C b (X) denote the set of all bounded continuous functions f : X → R equipped with the supremum norm. Clearly, C b (R) is a non-separable Banach space. Let [a, b] be a closed finite subinterval of R. We identify f : [a, b] → R with its extension
. We will deal with the topological entropy of maps from
The well known Banach -Mazur Theorem states that the Banach space C([0, 1]) is universal, i.e., every real, separable Banach space D is isometrically isomorphic to a closed subspace of C([0, 1]). Since by our convention, C([0, 1]) is a closed subspace of C b (R), the non-separable space C b (R) is also universal. In our paper we will restrict ourselves to separable universal Banach spaces only.
Following [1] we recall the notion of horseshoe.
In the next lemma we denote by F (X) a linear space of functions f : X → R.
Lemma 1.
Given n linearly independent functions in F (X), there exist n points x 1 , . . . , x n ∈ X such that the vectors
Proof. This is clear if n = 1. Assume now by induction that the lemma holds for k < n and points x 1 , . . . , x k . For the unique linear combination such that f k+1 (
for all x ∈ X, then f 1 , . . . , f k+1 are linearly dependent, contrary to our assumption. So there must be some other point x k+1 for which f k+1 (
, which concludes the induction step.
The Main Theorems
Definition 2. For a given set B ⊂ C b (R), let
Proof. Take f 1 , . . . , f n ∈ B linearly independent and find points x 1 , . . . , x n as in Lemma 1. We can assume that x 1 < x 2 < · · · < x n . Form a linear combination f = a 1 f 1 + · · · + a n f n such that f (x i ) = x 1 if i is odd, and f (x i ) = x n if i is even. Then f has an (n − 1)-horseshoe, so from Proposition 1 we get h top (f ) ≥ log(n − 1) as required.
Then P n−1 has dimension n, each f ∈ P n−1 is at most n−2-modal, so our definition of the entropy h top (f ) and [1, Theorem 4.2.4] imply that h top (f ) ≤ log(n − 1). This shows that the bound in Theorem 1 is sharp.
(ii) Let
Then P is a normed linear subspace of C([a, b]) and dim(P ) = ∞, hence by Theorem 1, h + top (P ) = ∞. By the same argument as above, the entropy of any p ∈ P satisfies h top (p) log deg(p), so it is finite. Theorem 1 does not answer the question whether every infinite dimensional Banach space A ⊂ C b (R) contains a function with infinite entropy. Our next example shows that in general it is not the case.
Example 2. For n 1 and a ∈ R, let f n,a : R → R be given by
Clearly f n,a is unimodal, so its entropy h top (f n,a ) ≤ log 2. Consider the smallest Banach space Q (subspace of C b (R) with supremum norm) containing all finite sums
] is at most 2n and f 2 (x) = 0 for x / ∈ [1, 1−
1 n+1 ], we conclude that h top (f ) log(2n + 1).
As a counterpart of the previous example we will prove the following theorem. Proof. Let Φ be an isometrical isomorphism ensured by the statement, so Φ(ℓ 1 ) = A. For i ∈ N let e i = (e ij ) ∞ j=1 ∈ ℓ 1 be defined by
where δ ij is the Kronecker delta. Then for every n ∈ N and every choice of distinct positive integers i(1), . . . , i(n)
Proof. Assume that for some n,
. This contradicts the equalities
Thus, for each n ∈ N one can find a point x n ∈ [0, 1] for which either (
. Taking a limit point x of the sequence (x n ) n , from the continuity of the functions f i we get either (f i (x)) = s or (f i (x)) = −s.
For n > 1 define the matrix A n = (a n ij ) n i,j=1 by a ij = (−1) i for 1 j < i and a ij = (−1) i+1 when i j n. For instance, the particular matrix A 8 is
One can easily verify the following fact.
Claim 2. For any β ∈ R n , the linear equation A n α = β has a unique solution α given by the formulas
In particular, max |α i | max |β i |.
Let us denote the i-th row of the matrix A n by a n i = (a n i1 , a n i2 , · · · , a n in ). By Claim 1, for each n > 1 there are distinct points x n 1 , . . . , x n n ∈ [0, 1] such that either
Put X n = {x n 1 , . . . , x n n }. Since n = card(X n ) is growing to infinity, one can consider subsets X ′ n ⊂ X n satisfying (7) lim
Passing to a subsequence if necessary, we can assume that
Now, using (5) and (6), we obtain that either (
Without loss of generality assume the first possibility. Notice that then
We can formally put
where coefficients α n = (α n 1 , α n 2 , · · · , α n n ) satisfy a linear equation A n α n = β n , β n = (β n 1 , β n 2 , · · · , β n n ) ∈ R n . It can be easily seen that f ∈ A if and only if
Moreover, if β n 1 = 0 for each n and f ∈ C([0, 1]) then f (x 0 ) = x 0 by the equation x 0 f 1 (x 0 ) = x 0 and the property (9) implying n k=1 α n k f 2 n +k (x 0 ) = 0 for each n.
Using Claim 2 we will show in the sequel that there exists a sequence (β n = (0, β n 2 , · · · , β n n )) n such that the corresponding function f given by (10) satisfies f ∈ A and h top (f ) = ∞. In what follows we denote
Let ω(f, X) = sup x,y∈X |f (x) − f (y)| denote the oscillation of a function f on a set X. For a positive ε(i) we use the notation J(i) = [x 0 − ε(i), x 0 + ε(i)]. The zero element in R n is denoted by 0 n . Let (γ m ) m∈N be a sequence of positive numbers satisfying for each m
Step 0. n(0) = 1.
Step 1. We can find values ε(1) > 0 and n(1) > n(0) + 1 such that
We put β n = 0 n for each n(0) < n < n(1); the coefficients α Step m. We can find values ε(m) > 0 and n(m) > n(m − 1) + 1 such that
We put β n = 0 n for each n(m − 1) < n < n(m + 1); the coefficients α Thus, the function f given by the above coefficients α n k and the formula (10) belongs to the space A. Using the equality g n(m−1) (x 0 ) = x 0 and (11), (13) we get for j m + 3 odd
and analogously for j m + 3 even Proof. Take p n = 2 −n for n ≥ 0 and {q n } n≥0 a decreasing sequence such that q 0 = 1, q n ≥ p n for all n, q n /p n → ∞, but q n → 0. Choose intervals I n = [ 
so Ψ is an isometrical isomorphism and A is a separable Banach space.
If f is not constant zero, then g = Ψ(f ) is not constant zero either and sup y∈In |g(y)| = q n f > 0.
Fix d ∈ N arbitrary. Since q n /p n = q n /2 −n → ∞, there is an n ∈ N such that
Since {q i } i is decreasing and g(±∂J i ) = 0 for all i (where
Hence, within the intervals J n−d+1 , . . . , J n , or within −J n−d+1 , . . . , −J n , we can choose d intervals that form a d-horseshoe. This implies that h top (g) ≥ log d.
As d was arbitrary, h top (g) = ∞. 
Remark 1.
Recall that f ∈ C α (R) (f is α-Hölder on R) for some α ∈ (0, 1) if
For some fixed α ∈ (0, 1), if we choose q n = p α n and
is a normed (infinite dimensional) linear space such that h top (f ) = ∞ for every non-zero f from A α .
Entropy of one-dimensional Banach spaces
Even if dim(B) = 1, it is still possible that h + top (B) = ∞. As the following example shows, the upper bound for the entropy need not be attained. In this section we will be investigating the equality h The following statement shows that the entropy can behave extremely rigidly on a one-dimensional subspace of C b (R). ]. (Note that h top (λ·θ a ) ≡ 0 for λ 0 outside this interval.) Therefore r a = sup λ≥0 h top (λ·θ a ) is is continuous in a as well, and r 0 = 0, r 1 = log d > t. Therefore there is a * such that r a * = t. Fix Θ = θ a * .
Next let {λ i } i≥0 be a denumeration of the positive rationals such that λ 1 = 1 and (14) λ n+1 2λ n for all n ≥ 0.
Let x n = 4 −n and I n = [0.9x n , x n ] for n ≥ 0. Now we set Fix λ > 0. By assumption (14) we have that λf (x) ≤ λf (y) for all x ∈ I n+1 , y ∈ I n and n ≥ 0. It is not hard to see that every orbit with respect to λf can visit only finitely many intervals I n , and at most one of them infinitely often. Therefore, if we choose some x > 0, then ω(x) can only belong to a single I n , and only if the diagonal intersects the box I n × λf (I n ). By our choice of a * (and hence Θ), h top (λf | In ) ≤ t. Since x ≥ 0 is arbitrary, h top (λf ) ≤ t.
For ε > 0 let λ * satisfy h top (λ * Θ) t − ε. Since {λ n } n≥0 is dense in [0, ∞) there is some interval I m such that λ m λ is sufficiently close to λ * hence h top (λ m λΘ) t − 2ε and also h top (λf | Im ) t − 2ε. This shows that h top (λf ) ≥ t, and so we have h top (λf ) = t.
Finally, the dynamics of −λf on (−∞, 0] is conjugate to the dynamics of λf on [0, ∞), so also h top (−λf ) = t.
