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1. Introduction and preliminaries
The problem of finding a mathematical model that can change the signature of a metric on a
manifold is an interesting topic for both physicists and mathematicians. It was remained unsolved
for a long time [1, 12, 13] and it has been considered from observer viewpoint in [12]. The math-
ematical model of one dimensional observer has been considered first in [4]. In 2006, the second
author of this article put forward the idea of the relative manifold by considering the notion of
one dimensional observer on a manifold, and adopted a realistic approach to the problem of unity
using the concept of relative metrics over the relative manifolds [5]. In [7], the notion of multi-
dimensional observers introduced, and it is employed to prove a version of Tychonoff Theorem and
new concept of topological entropy [7, 10, 11]. In [9], the concept of synchronization for continuous
time dynamical systems from the viewpoint of an observer has been considered. This notion is a
generalization of synchronization, and it is proved that the future of the points of the set in which
two dynamical systems are relative probability synchronized is the same up to the homeomorphism
determined by a relative probability synchronization [9].
The idea of a relative metric space, as a mathematical model compatible with a physical phenomena
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has been considered in 2011 [3]. In [3] the concept of relative topological entropy for relative semi-
dynamical systems on a relative metric space has been studied. The notion of selective manifolds
on Rn, as the suitable finite space for the problem of unity has been presented in 2011 [8].
In this paper, we put forward the notion of a selective manifold over a Banach space [2] and
we study its characteristics. In this respect, we introduce the idea of a selective manifold on a
Banach space in section 2. We prove that the product of two selective Banach manifolds is a
selective Banach manifold. Next, we present the concept of α–level differentiation of the mappings
between selective manifolds and we prove a new version of chain rule theorem for the mappings
between selective Banach manifolds in section 3. Then, we study the notion of the tangent space
of a selective Banach manifold at a given point in section 4. In the rest of this section, we provide
some preliminaries on observers.
Let M be a set. By an observer of dimension m on M , we mean a mapping µ :M −→
∏
j∈J Ij ,
where Ij = [0, 1] for every j ∈ J and CardJ = m. From a physical point of view, an observer
considers finitely many physical parameters like speed, energy, etc. Thus, the product of [0, 1] is
used in order to define an observer mathematically. The observational models are widely applied
in biology, dynamical systems, geometry [5, 6, 10, 11].
Let µ : M −→
∏
j∈J Ij and η : M −→
∏
j∈J Ij be two observers of dimension m, where
Ij = [0, 1] for all j ∈ J . By η ⊆ µ, we mean that ηj(x) 6 µj(x) for all x ∈M and j ∈ J . We write
η ⊂ µ if η ⊆ µ and for given x ∈M , there is j ∈ J ηj(x) < µj(x).
Let µ and η be two observers of dimension m on the set M . We define two M dimensional
observers µ
⋃
η and µ
⋂
η by:
(µ
⋃
η)j(x) = sup{µj(x), ηj(x)};
(µ
⋂
η)j(x) = inf{µj(x), ηj(x)}.
Let τµ be a collection of subsets of µ for which the following conditions are satisfied:
a1) µ ∈ τµ and χmφ ∈ τµ, where χ
m
φ (x) =
∏
j∈J 0;
a2) λ
⋂
η ∈ τµ, whenever λ, η ∈ τµ;
a3) if {ηα}α∈Λ is any collection of τµ, then
⋃
α∈Λ ∈ τµ, where Λ is an index set.
The collection τµ is called the µ–topology on M .
2. The µ–Selective Banach manifolds
Let λ be an observer of dimension m on M . λ is called the constant observer if there exists
j ∈ J such that λj(x) is constant for all x ∈M . The collection of all constant observers is denoted
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by C. Suppose that r and s be two constant observers with r < s. If λ ∈ τµ, then we define
λ−1(r, s) by {x ∈M | rj(x) < λj(x) < sj(x) ∀j ∈ J}.
We use the notation (τµ)
s
r to denote the topology of M is generated by {λ
−1(r, s) | λ ∈ τµ} over
M .
Definition. 2.1. Let K1 ⊆
⋃
r,s∈C(τµ)
s
r, and K1 6= ∅. Put
K = {U | U = U1
⋂
µ−1(r, s) & r, s ∈ C & U1 ∈ K1}.
By a chrat for M , we mean a pair (U, φ), where U ∈ K and φ is a one to one mapping over U such
that φ(U) is a Cn Banach manifold. Put
D = {(U, φ) | (U, φ) is a chart for M}.
D is called a Cn µ–structure if
b1) µ(M) = µ(
⋃
U∈K U);
b2) if (U, φ) ∈ D and (V, ψ) ∈ D for which µ(U) = µ(V ), then there exist a one to one
and onto map h0 : U −→ V and a C
n Banach diffeomorphism h : φ(U) −→ ψ(V ) such
that hoφ = ψoh0, where the restriction of h0 to U
⋂
V is the identity map.
Example. 2.2. Let M be a compact smooth manifold of dimension m. Put
N = {(f, p) | f :M −→M is smooth and p is a hyperbolic fixed point for f}
We define
µ : N −→ [0, 1]× [0, 1]
µ(f, p) = (
1
σp(f) + 1
,
1
δp(f) + 1
);
where
σp(f) = Card({λ | λ is an eigenvalue of f at the hyperbolic fixed point p & ‖λ‖ > 1});
and
δp(f) = Card({λ | λ is an eigenvalue of f at the hyperbolic fixed point p & ‖λ‖ < 1}).
Suppose that r and s be two arbitrary constant observers onN , r < s, and Υ = {λ−1(a, b) | λ ∈ τµ}.
Let (τµ)
s
r denote the topology generated by Υ over N . Put
K = {U | U = U0 ∩ µ
−1(r, s) & r, s ∈ C & U0 ∈ K1}.
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We define
φ : U −→ L(Rm,Rm)
(f, p) 7−→ df(p);
where p is a hyperbolic fixed point for f . Then, D = {(U, φ) | U ∈ K} is a smooth µ–structure for
N , and (N,D) is a µ–selective Banach manifold.
Definition. 2.3. Let E be a Banach space. (M,D) is called a µ–selective Banach manifold
modeled over E if D is a Cn µ–structure.
Let (M,Di) be C
n µi–selective Banach manifold for i ∈ {1, 2}. We write D1 ≤ D2 if there
exists a one to one map f :
⋃
(U,φ)∈D1
U −→
⋃
(V,ψ)∈D2
V such that µ1(U) = µ2(f(U)) and
(f(U), φof−1) ∈ D2, where (U, φ) ∈ D1. D1 and D2 are called equivalent if D1 ≤ D2 and
D2 ≤ D1, where Di is Cn µi–structure, and i = 1, 2.
Theorem. 2.4. Let (M,D) be a Cn µ–selective Banach manifold. There exists a Cn µ–structure,
A, on M such that every Cn µ–structure, D0, on M with A ≤ D0 is equivalent to A.
Proof. If Λ is the set of Cn µ–structures of M , and {D1, D2, . . .} is a chain of elements of Λ, then
H =
⋃
i∈NDi is a C
n µ–structure. We only proved the second axiom: if (U, φ), (V, ψ) ∈ H and
µ(U) = µ(V ), then there exist i ≤ j such that (U, φ) ∈ Di and (V, ψ) ∈ Dj. Moreover, there
is an injective mapping f such that (f(U), φof−1) ∈ Dj . Since µ(f(U)) = µ(V ), there exists an
injective mapping η0 from f(U) to V and a C
n difeomorphism η from ψ(U) to φ(V ) such that
φoη0of = ηoφ. These properties of η0of and η imply that axiom two is valid for (U, φ) and (V, ψ).
Thus, each chain has a maximal element. Therefore, Zorn’s Lemma implies that Λ has at least
one maximal element we call it A. 
Any Cn µ–structure, A, that satisfied the conditions of Theorem 2.4 is called a Cn maximal
µ–structure.
Definition. 2.5. (M,A, µ) is called Cn selective Banach manifold if A is a Cn maximal µ–
structure on M and µ(M r
⋃
(U,φ)∈A U) = {0}. In this case, A is called a C
n µ–atlas.
Theorem. 2.6. Let (Mi, Di) be C
n µi–selective Banach manifold for i ∈ {1, 2}. Then,
(M1 ×M2, Ω) is a Cn µ–selective Banach manifold, where
Ω = {(Uα × Vβ , φα × ψβ) | (Uα, φα) ∈ D1 & (Vβ , ψβ) ∈ D2};
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whenever
φα × ψβ : Uα × Vβ −→ (φα × ψβ)(Uα × Vβ)
(φα × ψβ)(x, y) = (φα(x), ψβ(y));
and
µ :M1 ×M2 −→ [0, 1]× [0, 1]
µ(x, y) = (µ1(x), µ2(y)).
Proof. First, we prove
µ(M1 ×M2) = µ(
⋃
α,β∈Λ
(Uα × Vβ)).
Let (x, y) ∈M1 ×M2 be arbitrary. We have µ(x, y) = (µ1(x), µ2(y)). Since
µ1(x) ∈ µ1(
⋃
α∈Λ
Uα) & µ2(y) ∈ µ2(
⋃
β∈Λ
Vβ);
then,
µ(x, y) ∈ µ(
⋃
α∈Λ
(Uα × Vβ)).
Thus,
µ(M1 ×M2) ⊆ µ(
⋃
α,β∈Λ
(Uα × Vβ)). (1)
On the other hand, we have
µ(
⋃
α,β∈Λ
(Uα × Vβ)) ⊆ µ(M1 ×M2). (2)
Thus,
µ(M1 ×M2) = µ(
⋃
α,β∈Λ
(Uα × Vβ)).
Now, we show the second axiom is satisfied. Let (Uα × Vβ , φα × ψβ), (Uσ × Vδ, φσ × ψδ) ∈ K for
which we have
µ(Uα × Vβ) = µ(Uσ × Vδ);
then, we obtain
(µ1(Uα), µ2(Vβ)) = (µ1(Uσ), µ2(Vδ)).
Since µ1(Uα) = µ1(Uσ), there exists a one to one and onto mapping ξ0 : Uα −→ Uσ and a Cn
diffeomorphism ξ : φα(Uα) −→ φσ(Uσ) such that
ξoφα = φσoξ0. (3)
Since µ2(Vβ) = µ2(Vδ), then
ηoψβ = ψδoη0; (4)
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for some one to one and onto mapping η0 : Vβ −→ Vδ and some Cn diffeomorphism
η : ψβ(Vβ) −→ ψδ(Vδ). Now, we define
ξ0 × η0 : Uα × Vβ −→ Uσ × Vδ
(ξ0 × η0)(u, v) = (ξ0(u), η0(v)).
The bijectivity of ξ0 and η0 implies to the bijectivity of ξ0 × η0.
Also, we define
ξ × η : φα(Uα)× ψβ(Vβ) −→ φσ(Uσ)× ψδ(Vδ)
(ξ × η)(x, y) = (ξ(x), η(y)).
Notice that ξ × η is a diffeomorphism since ξ and η are diffeomorphisms.
Finally, we show that the following diagram commutes.
Uα × Vβ
φα×ψβ

ξ0×η0
// Uσ × Vδ
φσ×ψδ

φα(Uα)× ψβ(Vβ)
ξ×η
// φσ(Uσ)× ψδ(Vδ)
In fact, for arbitrary (u, v) ∈ Uα × Vβ , we have
[(ξ × η)o(φα × ψβ)](u, v) = (ξ × η)(φα(u), ψβ(v))
= (ξ(φα(u)), η(ψβ(v)))
= ((φσoξ0)(u), (ψδoη0)(v))
= (φσ × ψδ)(ξ0(u), η0(v))
= [(φσ × ψδ)o(ξ0 × η0)](u, v). 
By use of the above theorem and induction, we deduce the following theorem:
Theorem. 2.7. Let (Mi, Di) be C
n µi–selective Banach manifold for i ∈ {1, . . . ,m}. Then,
(
∏m
j=1Mj, Ω) is a C
n µ–selective Banach Manifold, where
Ω = {(
m∏
j=1
Uαj ,
m∏
j=1
φαj ) | (Uαj , φαj ) ∈ Dj , j = 1, . . . ,m};
m∏
j=1
φαj :
m∏
j=1
Uαj −→ (
m∏
j=1
φαj )(
m∏
j=1
Uαj ) with (
m∏
j=1
φαj )(xα1 , . . . , xαm) =
m∏
j=1
φαj (xαj );
OBSERVATIONAL BANACH MANIFOLDS 7
and
µ :
m∏
j=1
Mj −→
m∏
j=1
Ij with µ(x1, . . . , xm) =
m∏
j=1
µj(xj);
whenever Ij = [0, 1] for all j ∈ {1, . . . ,m}.
3. The α–level differentiation of maps between selective Banach manifolds
In this section, the concept of the (r, α)–differentiation of the mappings between selective Banach
manifolds is presented, and its characteristics are studied. Specifically, a new version of chain rule
theorem for the composition of mappings between selective Banach manifolds is proved.
Let (Mi, DMi) be a C
n µi–selective Banach manifold that is modeled over Ei for i ∈ {1, 2}. For
every α ∈ [0, 1], and every mapping f :M1 −→M2, put
Kf,α = {(U, φ;V, ψ) | (U, φ) ∈ DM1 & (V, ψ) ∈ DM2 & f(U) ⊆ V & µ(U) = γ(V ) = α};
where DMi is a C
n µi–structure on Mi, and Ei is a Banach space for i ∈ {1, 2}.
Definition. 3.1. Let the mapping f : M1 −→ M2 be as above, p ∈ M1, and r ≥ 0. We say that
f is (r, α)–differentiable at p if the following conditions are satisfied:
c1) Kf,α 6= ∅;
c2) µ2of = µ1;
c3) if (V, ψ) ∈ DM2 and µ2(V ) = α, then γ(V ) = µ1(f
−1(V ));
c4) if (U, φ;V, ψ) ∈ Kf,α, then the mapping ψofoφ−1 : φ(U) −→ ψ(V ) is a Cr–map in
a neighborhood of φ(p).
Condition (c4) of the above definition implies that the definition of the (r, α)–differentiable map
is independent of the choice of the charts.
Definition. 3.2. We say that the mapping f is continuous at p if ψofoφ−1 is a continuous map
at φ(p).
Remark. 3.3. If f is (r + 1, α)–differentiable, then f is (r, α)–differentiable.
Definition. 3.4. We say that the mapping f is (r, α)–differentiable onM if f is (r, α)–differentiable
at every p ∈M . If r =∞, then we say that f is α–smooth.
Theorem. 3.5. Let (M,DM ) be a C
n µ–selective Banach manifold. Then, the identity mapping
id :M −→M is (r, α)–differentiable for all α ∈ Im(µ), where id(m) = m for all m ∈M .
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Proof. Let α ∈ Im(µ). Suppose that (U, φ) ∈ DM for all m ∈ M , where m ∈ U , and µ(U) = α,
then id(U) = U . Thus, Kid,α 6= φ and µo(id) = µ. Let (V, ψ) ∈ DM , and µ(V ) = α. Since
(id)−1(V ) = V , then µ(V ) = µ((id)−1(V ). Finally, the mapping φo(id)oφ−1 : φ(U) −→ φ(U) is
differentiable since it is the identity mapping on a Banach space. 
Theorem. 3.6. Let (Mi, DMi) is a C
n µi–selective Banach manifold for i ∈ {1, 2}, and
f :M1 −→M2 is a map. If (V, ψ) ∈ DM2 , then there exists (U, φ) ∈ DM1 such that f
−1(V ) = U .
Proof. Let (V, ψ) ∈ DM2 , then V = V1
⋂
µ−12 (r, s), where r, s are two constant observers on M2,
and V1 = λ
−1(r0, s0), whenever r0 and s0 are two constant observers on M2, and λ ∈ τµ2 . Thus,
f−1(V ) = f−1(V1)
⋂
f−1(µ−12 (r, s))
= f−1(V1)
⋂
(µ2of)
−1(r′, s′)
= f−1(V1)
⋂
(µ1)
−1(r′, s′);
where
f−1(µ−12 (r, s)) = {f
−1(x) | r(x) < µ2(x) < s(x) & x ∈M2}
= {f−1(x) | (rofof−1)(x) < (µ2ofof
−1)(x) < (sofof−1)(x) & x ∈M2}.
Put rof = r′, and sof = s′. Then, r′ and s′ are two constant observers on M1.
We claim that f−1(V1) = U1, where U1 = β
−1(m0, n0), β ∈ τµ1 , and m0 and n0 are constant
observers on M1. Notice that
f−1(V1) = f
−1(λ−1(r0, s0)) = (λof)
−1(m0, n0);
where
f−1(λ−1(r0, s0)) = {f
−1(x) | r0(x) < λ(x) < s0(x) & x ∈M2}
= {f−1(x) | (r0ofof
−1)(x) < (λofof−1)(x) < (s0ofof
−1)(x) & x ∈M2}.
Put β = λof , m0 = r0of , and n0 = s0of . Then, for constant observers m0 and n0 on M1, we have
f−1(V1) = β
−1(m0, n0).
Since λ ⊆ µ2, we get λof ⊂ µ2of . Thus, β ∈ τµ1 . 
Here, we establish chain rule Theorem for the composition of the (r, α)–differentiable maps
between µi–selective Banach manifolds.
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Theorem. 3.7. Let (Mi, DMi) be a C
n µi–selective Banach manifold over a Banach space Ei for
i ∈ {1, 2, 3}, and f : M1 −→ M2 and g : M2 −→ M3 be two (r, α)–differentiable maps. Then, the
mapping gof :M1 −→M3 is (r, α)–differentiable.
Proof. Let p ∈M1 be given. Since g :M2 −→M3 is (r, α)–differentiable, we can choose the charts
(V, φ˜) ∈ DM2 and (W,
˜˜
φ) ∈ DM3 such that g(f(p)) ∈ W , f(p) ∈ V , g(V ) ⊆W , and
µ2(V ) = µ3(W ) = α. (5)
It follows from Theorem 3.6 that for (V, φ˜) ∈ DM2 there exists (U, φ) ∈ DM1 such that f
−1(V ) = U .
Since f : M1 −→ M2 is (r, α)–differentiable at p, we have α = µ2(V ) = µ1(f−1(V )). Thus,
α = µ2(V ) = µ1(U). Now, Equation (5) implies that α = µ1(U) = µ3(W ).
Also, we have
(gof)(U) = g(f(U)) = g(V ) ⊆W ;
µ1((gof)
−1(W )) = µ1(f
−1(g−1(W ))) = µ1(f
−1(V ))
= µ2(V ) = µ2(g
−1(W )) = µ3(W );
and
µ3o(gof) = (µ3og)of = µ2of = µ1.
Finally, the mapping
˜˜
φo(gof)oφ−1 = (
˜˜
φogoφ˜−1)o(φ˜ofoφ−1) : φ(U) −→ ˜˜φ(W )
is a Cr–map at φ(p), since
˜˜
φogoφ˜−1 and φ˜ofoφ−1 are Cr–maps. 
Let (Mi, DMi) be a C
n µi–selective Banach manifold over a Banach space Ei for i ∈ {1, 2}.
Definition. 3.8. Suppose that f : M1 −→ M2 is an (r, α)–differentiable map. f is called (r, α)–
diffeomorphism if f is bijective, and f−1 :M2 →M1 is also (r, α)–differentiable.
Theorem. 3.9. Let (Mi, DMi) be a C
n µi–selective Banach manifold over a Banach space Ei for
i ∈ {1, 2, 3}, f : M1 −→ M2 be an α–smooth diffeomorphism, and g : M2 −→ M3 be any map.
Then, g is α–smooth if and only if gof is α–smooth.
Proof. If g :M2 −→M3 is α–smooth, then gof is α–smooth by Theorem 3.7.
Now, suppose that gof :M1 −→M3 be α–smooth, and q be any point in M2. Since
f : M1 −→ M2 is surjective, there exists p ∈ M1 such that f(p) = q. Put g(q) = m. It
follows from α–smoothness of gof that Kgof,α 6= φ. Thus, there exists (U, φ;W, η) ∈ Kgof,α
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such that (U, φ) ∈ DM1 around p, and (W, η) ∈ DM3 around m, where (gof)(U) ⊆ W , and
µ1(U) = µ3(W ) = α.
Considering Theorem 3.6, for the mapping f−1 : M2 −→ M1, and for the chart (U, φ) ∈ DM1 ,
(f−1)−1(U) = V i.e. f(U) = V for some chart (V, ψ) ∈ DM2 around q ∈M2. Thus,
g(V ) = g(f(U)) = (gof)(U) ⊆W.
Since f−1 :M2 −→M1 is α–smooth, for the chart (U, φ) ∈ DM1 with µ1(U) = α, we have
µ1(U) = µ2((f
−1)−1(U)) = µ2(f(U)) = µ2(V ).
Therefore, Kg,α 6= ∅.
The α–smoothness of f :M1 −→M2 and gof :M1 −→M3 result in µ2of = µ1 and µ3o(gof) =
µ1, respectively. Thus, µ3o(gof) = µ2of . Since f is invertible, µ3og = µ2. Therefore, Definition
3.1 (c2) is satisfied by g :M2 −→M3.
Let (W, η) ∈ DM3 , and µ3(W ) = α. Considering f :M1 −→M2 is α–smooth, we get
µ2of = µ1. (6)
It follows from invertibility of f and Equation (6) that
µ2 = µ1of
−1. (7)
Now, considering gof :M1 −→M3 is α–smooth, and using Equation (7), we obtain
α = µ3(W ) = µ1((gof)
−1(W )) = µ1(f
−1(g−1(W ))) = µ2(g
−1(W )).
Therefore, Definition 3.1 (c3) is satisfied by g :M2 −→M3.
Finally, we inspect whether the Definition 3.1 (c4) is satisfied by g :M2 −→M3.
ηogoψ−1 = ηogo(fof−1)oψ−1
= (ηogof)o(φ−1oφ)o(f−1oψ−1)
= [ηo(gof)oφ−1]o(φof−1oψ−1).
The mappings ηo(gof)oφ−1 and φof−1oψ−1 are smooth since gof and f−1 are α–smooth. There-
fore, the mapping ηogoψ−1 is smooth. 
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4. The tangent space of selective Banach manifolds
In this section, we present the notion of the tangent space to a µ–selective Banach manifold at
a given point, and study its properties. Through out this section, we assume that every vector
space is defined over the field F , where F = R, or F = C.
Assume that (M,A, µ) is a Cn selective Banach manifold modeled over the Banach space E,
and n ≥ 1. For every p ∈M and α ∈ Imµ, we define an (r, α)–differentiable multi-path through p
by a multi-function ‘γ : (−1, 1) −→M ’ satisfying the following conditions:
d1) γ(0) = p;
d2) φoγ : (−1, 1) −→ E is a Cr map for all (U, φ) ∈ A, where U
⋂
γ((−1, 1)) 6= ∅,
µ(U) = α, and r ≥ 1.
We denote the set of all (r, α)–differentiable multi-paths through p by W p,α.
We define the relation ‘∼’ by
γ ∼ β ⇐⇒
d(φoγ)
dt
(0) =
d(φoβ)
dt
(0);
where U
⋂
γ((−1, 1)) 6= ∅, U
⋂
β((−1, 1)) 6= ∅, and µ(U) = α. This relation is an equivalence
relation.
Definition. 4.1. We denote
W p,α
∼
by T µ,αp (M) and call it the tangent space of level α to M at p.
Let γ be an (r, α)–differentiable multi-path through p, (U, φ) ∈ A, U ∩ γ((−1, 1)) 6= ∅, and
µ(U) = α. We define the jth component of γ by
γUj : (−1, 1) 7−→ U with γ
U
j (t) = γ(t) ∩ U ;
where t ∈ γ−1(U), j ∈ J , and CardJ <∞.
Let r ≥ 1. The mapping γUj is a C
r map for every j ∈ J .
Restricting ∼ to U , we have [γUj ] ∈ Tp(U). Put
Ap,α = {(U, φ) | (U, φ) ∈ A & µ(U) = α & p ∈ U}.
Now, define: (U1, φ1) ∼′ (U2, φ2) iff the following conditions are satisfied:
e1) φi(U1
⋂
U2) is a Banach embedded sub-manifold of φi(Ui);
e2) there exists a Banach diffeomorphism fi : φi(U1
⋂
U2) −→ φi(Ui);
for i ∈ {1, 2}.
Theorem. 4.2. There exists a one to one correspondence f : T µ,αp (M) −→
∏
[U,φ] TP (U) that
gives a vector space structure to T µ,αp (M) by transferring the structure of
∏
[U,φ] TP (U) to T
µ,α
p (M).
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Proof. Define the mapping f by
f : T µ,αp (M) −→
∏
[U,φ]
TP (U)
f([γ]) =
∏
[U,φ]
[γUj ].
Clearly, f is one to one and onto. Let v, w ∈ T µ,αp (M) be given. Then, T
µ,α
p (M) endowed with the
operations ‘+’ and ‘.’
v + w := f−1((f(v) + f(w));
c.v := f−1(c.f(v));
is a vector space.
In fact, for (v, w), (v′, w′) ∈ T µ,αp (M)× T
µ,α
p (M) with v = v
′ and w = w′, we have
v + w = f−1(f(v) + f(w)) = f−1(f(v′) + f(w′)) = v′ + w′;
c.v = f−1(c.f(v)) = f−1(c.f(v′)) = c.v′.
Thus, the operations ‘+’ and ‘.’ are well-defined. It is easy to check that the other conditions are
held. 
Definition. 4.3. Let (Mi, DMi) be a C
n µi–selective Banach manifold for i ∈ {1, 2}, α ∈ Imµi,
and f : M1 −→ M2 be an (r, α)–differentiable mapping at p ∈ M1. We denote the α–level
differential of f at p by dαp f , and define it as the linear mapping
dαp (f) : T
µ1,α
p (M1) −→ T
µ2,α
f(p) (M2)
[γ] 7−→ [foγ];
where γ : (−1, 1) −→M1, and γ(0) = p.
The observers have an essential role in (r, α)–differentiability of mappings between µ–selective
Banach manifolds so that a mapping that is (r, α)–differentiable with respect to a given observer
may not be (r, α)–differentiable with respect to another choice of observer. As an example, for
the constant mapping f ≡ c, consider the observer for which Kf,α = ∅. In this case, f is not
(r, α)–differentiable.
Theorem. 4.4. Let (Mi, DMi) be a C
n µi–selective Banach manifold for i ∈ {1, 2}, and f :
M1 −→M2 is a constant mapping. If f is (r, α)–differentiable, then dαp f = 0 for all p ∈M1.
Proof. Since f is (r, α)–differentiable, then Kf,α 6= ∅. Thus, dφ(p)(ψofoφ
−1) = 0 for every
(U, φ;V, ψ) ∈ Kf,α. Therefore, for all p ∈M1, dαp f = 0. 
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5. Conclusion
In this paper, the concept of the µ–selective Banach manifold is introduced, and it’s fundamental
properties are studied. Specifically, it is proved that the product of two selective Banach manifolds
is a selective Banach manifold. Next, the concept of the α–level differentiation of the mappings
between selective Banach manifolds is presented and a version of chain rule theorem is given for
the mappings between µ–selective Banach manifolds. Moreover, the notion of the tangent space of
a selective Banach manifold at a given point is studied.
It will be interesting to establish a version of Inverse Function Theorem for the µ–selective
Banach manifolds for further research.
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