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THE HURWITZ EQUIVALENCE PROBLEM IS
UNDECIDABLE
E. LIBERMAN1 AND M. TEICHER
Abstract. In this paper, we prove that the Hurwitz equivalence
problem for 1-factorizations in F2⊕F2 is undecidable, and as a con-
sequence, the Hurwitz equivalence problem for ∆2-factorizations in
the braid groups Bn, n ≥ 5 is also undecidable.
Introduction
It has long been conjectured (e.g [12]) that the Hurwitz equivalence
problem is undecidable. In this paper we present a proof to this con-
jecture.
This problem relates to Algebraic Geometry as follows: There is
a well defined construction (see [12]) which attaches to any projective
curve a ∆2-factorization of the braid group, called the braid monodromy
factorization. This gives rise to the definition of the braid monodromy
type (BMT) of projective curves: Two curves have the same BMT if
their braid monodromy factorizations are Hurwitz equivalent up to at
most one global conjugation. In the same paper it is shown that two
cuspidal curves are isotopic if and only if their BMT are equal. This
profound theorem invites the following question: Does there exist a fi-
nite algorithm which recognizes whether two braid monodromy factor-
izations belong to the same braid monodromy type? In order to answer
this question, we first ask a slightly simpler question: Does there exist
a finite algorithm which determines whether two ∆2-factorizations are
Hurwitz-equivalent? In this paper we intend to show that the answer
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to this question is negative. This problem, of determining whether
two factorizations are Hurwitz-equivalent, has been discussed in many
papers, but only partial results have been achieved.
In this paper we shall find a connection between the Hurwitz- equiv-
alence problem and the word problem of finitely presented groups. The
word problem is very well known, and in ([5],[11]) it is shown that there
exist finitely presented groups whose word problem is unsolvable. In
([2],[1],[13]) it is shown that determining whether the word problem of
a given group is solvable is itself undecidable. In [6] it is shown further,
that determining whether a group’s word problem is solvable is unrec-
ognizable, and there is no uniform partial algorithm which solves the
word problem for all the finitely presented groups whose word problem
is solvable. In [8] Higman proves the existence of a universal finitely
presented group K, such that there exists a Turing machine which,
given a finitely presented group, finds a finite subset of K which gener-
ates a subgroup isomorphic to the given group. For more information
on the word problem and decision problems in group theory, see for
example [10].
This paper is organized as follows: In chapter 1 we shall present
some well known definitions and results which we intend to investi-
gate. In chapter 2 we shall study the structure of the Hurwitz sta-
bilizer, and the effect of the Hurwitz braid action on direct products.
In chapter 3 we shall define a new structure and study the connection
between the Hurwitz equivalence problem and the problem of finding
a solution to the equation HY = H1, where Y comes from a specified
normal subgroup. In chapter 4 we present our main theorem, which
connects between the word problem of an arbitrary group and the 1-
factorizations of the braid group. Finally, in chapter 5, we shall prove
that the Hurwitz-equivalence problem is undecidable for F2 ⊕ F2, and
as an important consequence, that the Hurwitz-equivalence problem
for ∆2-factorizations in the braid group Bn, n ≥ 5 is undecidable.
1. Preliminaries
The braid group is the group〈
σ1, . . . , σn−1
σiσi+1σi = σi+1σiσi+1
σiσj = σjσi if |i− j| ≥ 2
〉
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There is a natural homomorphism π : Bn → Sn, defined by mapping
σi to the transposition (i, i + 1). The permutation π(b) of a braid b
is called the braid permutation. There is a normal subgroup PBn of
Bn, consisting of those braids whose braid permutation is trivial. It is
shown in [7] that the generators of PBn are
Aij = σ
−1
i · · ·σ
−1
j−2(σ
2
j−1)σj−2 · · ·σi
, with 1 ≤ i < j ≤ n.
Theorem 1.1. [3] Let b be a braid in Bn, and π any braid with the
same braid permutation. Then b can be written as πUn . . . U1, where
each Ui is generated only by generators of the form Aik.
More information on the pure braid groups and braid combing – the
process of rewriting a braid in this normal form – can be found in [3]
and [4].
In this paper we shall be particularly interested in a (right) group
action called the Hurwitz braid action.
Definition 1.2. Let G be a group. We call a vector F = (f1, . . . , fn) ∈
Gn a g-factorization of length n if its product m(F ) :=
∏n
i=1 fi is equal
to g.
Let n be a natural number, and g ∈ G. The Hurwitz braid action is
the (right) group action of Bn on the set of g-factorizations of length
n, defined as follows: Let F = (f1, . . . , fn) be a factorization then
(f1, . . . , fn)σi = (f1, . . . , fi−1, fi+1, f
−1
i+1fifi+1, fi+2, . . . , fn)
(f1, . . . , fn)σ
−1
i = (f1, . . . , fi−1, fifi+1f
−1
i , fi, fi+2, . . . , fn)
From now on, when we refer to a group action, we mean the Hurwitz
braid action.
Definition 1.3 (Hurwitz equivalence). Two factorizations are said to
be Hurwitz equivalent if they belong to the same group orbit. We shall
denote this equivalence relation by ∼=H .
Note than nothing crucial would change if we chose to define the
equivalence through a left group action.
Definition 1.4. Let F = (f1, . . . , fn) be a factorization of length n,
and K = (k1, . . . , km) a factorization of length m. We denote by
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F ⊗ K the concatenation of these two factorizations, i.e. F ⊗ K =
(f1, . . . , fn, k1, . . . , km). Evidently this is a factorization of lengthm+n.
Definition 1.5. Let X = (g1, . . . , gs) and Y be factorizations. Then
XY := (g
m(Y )
1 , . . . , g
m(Y )
s ) and X(Y
−1) := (g
m(Y )−1
1 , . . . , g
m(Y )−1
s )
We shall now give an example of how the generators Aij act on a
factorization.
Example 1.6. Let F be a factorization. Let X be the first i−1 elements
of F , a be the i-th element, Y be the elements between the i+1-th and
the j − 1-th elements, b be the j-th element and Z be the remaining
elements of F , from the j + 1-th element and onward. Then
(X ⊗ a⊗ Y ⊗ b⊗ Z)Aij = (X ⊗ a⊗ Y ⊗ b⊗ Z)σ
−1
i · · ·σ
−1
j−2(σ
2
j−1)σj−2 · · ·σi =
(X ⊗ Y a
−1
⊗ a⊗ b⊗ Z)(σ2j−1)σj−2 · · ·σi = (X ⊗ Y
a−1 ⊗ b⊗ ab ⊗ Z)(σj−1)σj−2 · · ·σi
= (X ⊗ Y a
−1
⊗ ab ⊗ ba
b
⊗ Z)σj−2 · · ·σi =
(X ⊗ ab ⊗ Y a
−1ab ⊗ ba
b
⊗ Z)
(X ⊗ a⊗ Y ⊗ b⊗ Z)A−1ij = (X ⊗ a⊗ Y ⊗ b⊗ Z)σ
−1
i · · ·σ
−1
j−2(σ
−2
j−1)σj−2 · · ·σi =
(X ⊗ Y a
−1
⊗ a⊗ b⊗ Z)(σ−2j−1)σj−2 · · ·σi = (X ⊗ Y
a−1 ⊗ ba
−1
⊗ a⊗ Z)(σj−1)σj−2 · · ·σi
= (X ⊗ Y a
−1
⊗ a(b
a−1 )−1 ⊗ ba
−1
⊗ Z)σj−2 · · ·σi =
(X ⊗ a(b
a−1 )−1 ⊗ Y a
−1a(b
a−1 )
−1
⊗ ba
−1
⊗ Z)
Corollary 1.7. We can see from this example that Aij and A
−1
ij replace
the i-th element of the factorization with a conjugate of itself, while the
other elements are either unchanged or conjugated by an element from
the normal closure of the i-th element in the subgroup generated by the
factorization elements.
1.1. Recursiveness and Recursive Enumerability.
An alphabet is a finite set Σ. Elements of Σ are called symbols.
Words from Σ are finite sequences of symbols from Σ. Σ∗ is the set of
all words from Σ.
Let Σ be an alphabet, and X a subset of Σ∗. X is called a recur-
sively enumerable set if there exists a Turing machine T such that T
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halts on any word from X , and does not halt otherwise. X is called a
recursive set if there is a Turing machine which outputs 1 on any input
from X , and outputs 0 for inputs from Σ∗ \ X . Similarly, a decision
problem is called solvable if the set of elements whose answer is ‘yes’ is
recursive, and recognizable if the set of elements whose answer is ‘yes’
is recursively enumerable.
2. Properties of the Hurwitz Braid Action
The following proposition (Proposition 2.1) describes the basic prop-
erties of the Hurwitz braid action and the Hurwitz equivalence. The
properties are all natural, and are detailed here for the readers conve-
nience.
Proposition 2.1.
(1) Let G = (g1, . . . , gn) and K = (k1, . . . , kn) be factorizations. If
G ∼=H K, then the group generated by the elements of G is equal
to the group generated by the elements of K, i.e., 〈g1, . . . , gm〉 =
〈k1, . . . , kn〉.
(2) Let K be a subgroup of G, and let (g1, . . . , gn) and (h1, . . . , hn)
be two factorizations such that gi and hi are elements from K.
Then (g1, . . . , gn) ∼=H (h1, . . . , hn) as factorizations in K if and
only if (g1, . . . , gn) ∼=H (h1, . . . , hn) as factorizations in G.
(3) Let (g1, . . . , gn) be a factorization and G = 〈g1, . . . , gn〉. Let b be
a braid with braid permutation π. Assume that (g1, . . . , gn)b =
(h1, . . . , hn). Then, for any i, gi and hπ(i) are conjugate in G.
(4) Let h : G1 → G2 be a group homomorphism, and let F =
(f1, . . . , fn) be a factorization in the group G1. Denote h(F ) =
(h(f1), . . . , h(fn)). Then, for any braid b ∈ Bn, [h(F )b] =
h[(F )b].
Proof. (1) We first prove the proposition for σi. Let F = (f1, . . . , fn)
be a factorization, and G1 = 〈f1, . . . , fm〉 be the group gener-
ated by its elements. Similarly, Let G2 be the group generated
by the elements of Fσi = (f1 . . . fi−1, fi+1, f
−1
i+1fifi+1, fi+2, . . . , fn),
i.e. G2 = 〈f1 . . . fi−1, fi+1, f
−1
i+1fifi+1, fi+2, . . . , fn〉. All the el-
ements besides the i-th and i + 1-th are equal, so in order
to prove equality, it suffices to show that fi, fi+1 ∈ G2 and
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that fi+1, f
−1
i+1fifi+1 ∈ G1. Evidently fi+1 belongs to both
groups. Now, since fi and fi+1 are in G1, so is f
−1
i+1fifi+1.
Similarly, since fi+1 and f
−1
i+1fifi+1 belong to G2, so does fi =
(fi+1)(f
−1
i+1fifi+1)(f
−1
i+1). This completes the proof on the gener-
ators of the braid group, and the proof can easily be completed
by induction.
(2) From (1) we see that if F = (f1, . . . , fn) is a factorization such
that fi ∈ K, then all the elements in the factorizations belong-
ing to the orbit of F also belong to K. Now by hypothesis K is
a subgroup of G, so the action of σi on F is the same, whether
we consider F a factorization in G or in K. Therefore, regard-
less of our point of view, the group orbit of F remains the same.
Since by definition F ∼=H F1 if F1 is in the group orbit as F , we
have completed the proof.
(3) We first give a proof for the generators σi. All the elements
in the factorization other than the i-th and (i+ 1)-th elements
are left unchanged by the braid action, and the braid permu-
tation (i, i + 1) also leaves them fixed, so the theorem holds
trivially. It remains to check the i-th and (i + 1)-th elements.
σi maps (fi, fi+1) to (fi+1, f
−1
i+1fifi+1), and we see clearly that
the (i + 1)-th element of the first factorization is equal (and
hence conjugate) to the i-th element in the second one, and
that the i-th element of the first factorization is conjugate to
the (i + 1)-th element of the second one. The proof can now
be completed by a straightforward induction, bearing in mind
than from (1) we know that every factorization that is Hurwitz
equivalent to our factorization has its elements in G too.
(4) Again, we shall start by proving the proposition for σi. We
know that σi affects only the i-th and (i+1)-th elements of the
factorization, so we need only consider them. We know that the
i-th and (i + 1)-th elements of h(F ) are h(fi) and h(fi+1) re-
spectively, so (h(fi), h(fi+1))σi = (h(fi+1), h(f
−1
i+1)h(fi)h(fi+1)).
since h is a group homomorphism, this is equal to (h(fi+1), h(f
−1
i+1fifi+1)),
which are precisely the i-th and (i+1)-th elements of h[(F )σi].
Once again, the proof is easily completed by induction.

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Lemma 2.2. Let h : G1 → G2 be a homomorphism, and F a factor-
ization of G1. Then stab(F ) ⊆ stab(h(F )).
Proof. Let b ∈ stab(F ), which means that Fb = F . From Lemma
2.1 we have that [h(F )]b = h[(F )b]. Putting both together we obtain
[h(F )]b = h(F ), which implies that b ∈ stab(h(F )). 
Lemma 2.3. Let V = (x1, . . . , xr) be a factorization such that xi 6= 1
for all i, and let S be the stabilizer of V . Let ϕ : Br → Bn+r be defined
by σi 7→ σi+n. Let
V1 = (1, . . . , 1︸ ︷︷ ︸
n
, x1, . . . , xr)
Then, the stabilizer of V1 is S1 = 〈{σi | i < n} , {Ajk | j < n} , ϕ(S)〉.
Furthermore, we can write any element of the stabilizer in the form
CBA, where A ∈ 〈σi | i < n〉, B ∈ 〈Ajk | j < n〉 and C ∈ ϕ(S).
Proof. S1 ⊆ stab(V1).
We shall show this by considering the three types of braids in S1.
• σi, i < n. σi affects only the i-th and (i+1)-th elements, which
in our case are (1, 1). The operation of σi on these gives (1, 1
−1 ·
1 · 1) = (1, 1).
• Ajk, j < n. From example 1.6 we know that if V is a factoriza-
tion with the same notation as in the example, then (V )Ajk =
(X ⊗ aba
−1
⊗Y a
−1aba
−1
⊗ ba
−1
⊗Z). However, in our case a = 1,
so we get
(X ⊗ 1b∗1
−1
⊗ Y 1
−11b∗1
−1
⊗ b1
−1
⊗ Z) = (X ⊗ 1⊗ Y ⊗ b⊗ Z) = V
• ϕ(S). The elements of ϕ(S) act only on the last r elements
of the factorizations, and do so the same way S acts on V .
Therefore, ϕ(S) ⊆ stab(V1).
stab(V1) ⊆ S1.
Let b is a braid in the stabilizer. From Theorem 1.1 we know that we
can write b as b = πFr+n−1 · · ·F1, where π is an arbitrary braid with
the same braid permutation as b, and the Fi is generated by braids of
the form Aik, where i is fixed and i < k. By hypothesis we know that
xi 6= 1 for all i, so the xi s cannot be conjugate to 1. Therefore, b’s braid
permutation must permute the elements 1, . . . , n among themselves and
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the elements n+1, . . . , n+r among themselves. This means that π can
be factored as π1π2, where π1 is generated by braids from {σi | i > n}
and π2 is generated by braids from {σi | i < n}.
Now, since the pure braid group is a normal subgroup and
Fr+n−1 · · ·F1 ∈ PBn, then π2Fr+n−1 · · ·F1 = Pπ2, for some
P ∈ PBn. This means that P can be written as F
′
r+n−1 · · ·F
′
1, so we
have π2Fr+n−1 · · ·F1 = F
′
r+n−1 · · ·F
′
1π2. Therefore, b = π1π2Fr+n−1 · · ·F1 =
π1(F
′
r+n−1 · · ·F
′
1)π2.
We know that b is in the stabilizer, so (V1)b = V1, which means
(V1)π1(F
′
r+n−1 · · ·F
′
1)π2 = V1, or in other words
, (V1)(π1F
′
r+n−1 · · ·F
′
n)(F
′
n−1 · · ·F
′
1π2) = V1. The braid permutation of
(π1F
′
r+n−1 · · ·F
′
n) acts only on the first n elements, hence the first n
elements are conjugate to 1, which means they are equal to 1. The
last r element are conjugated among themselves and therefore they are
not equal to 1. Therefore, we can implement the part of the lemma
which we proved above on (V1)(π1F
′
r+n−1 · · ·F
′
n), and conclude that
F ′n−1 · · ·F
′
1π2 is in the stabilizer of (V1)(π1F
′
r+n−1 · · ·F
′
n).
This in turn implies that (V1)(π1F
′
r+n−1 · · ·F
′
n) = V1, so therefore
(π1F
′
r+n−1 · · ·F
′
n) is in the stabilizer of V1. Note also that it is gen-
erated by braids of the form {σi | i > n}, and therefore it is in
ϕ(S). In summary, we have shown that the braid b can be written as
[π1F
′
r+n−1 · · ·F
′
n][F
′
n−1 · · ·F
′
1]π2, where π2 ∈ 〈{σi|i < n}〉 , [F
′
n−1 · · ·F
′
1] ∈
〈{Ajk|j < n}〉 , [π1F
′
r+n−1 · · ·F
′
n] ∈ ϕ(S), which completes the proof.

Definition 2.4. Let G = A ⊕ B = {(a, b) | a ∈ A, b ∈ B}. Let V =
(v1, . . . , vn) be a factorization in A and W = (w1, . . . , w2) a factoriza-
tion in B. We denote by V ⊕W the factorization of A⊕B whose i-th
element is (vi, wi). In other words, V ⊕W = ((v1, w1), . . . , (vn, wn)).
Lemma 2.5. Let b be a braid, then (V ⊕W )b = (V )b⊕ (W )b.
Proof. First we shall prove the lemma for σi. We know that σi affects
only the i-th and (i+ 1)-th elements of the factorization. Let us write
the i-th element of V ⊕ W as (a1, b1) and the (i + 1)-th element as
(a2, b2). Now,
((a1, b1), (a2, b2))σ1 = ((a2, b2), (a2, b2)
−1(a1, b1)(a2, b2))
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= ((a2, b2), (a
−1
2 a1a2, b
−1
2 b1b2)), which are precisely the i-th and (i+1)-
th elements of (V )σi ⊕ (W )σi. A similar argument holds for σ
−1
i . The
proof for arbitrary braids follows by induction. 
Lemma 2.6. V ⊕W ∼=H V1 ⊕W if and only if there exists a braid
b ∈ stab(W ) such that (V )b = V1.
Proof. By definition, V ⊕ W ∼=H V1 ⊕ W if and only if there is a
braid b such that (V ⊕ W )b = V1 ⊕ W . However, from lemma 2.5
we know that (V ⊕W )b = (V )b ⊕ (W )b, so out requirement becomes
(V )b ⊕ (W )b = V1 ⊕ W . This implies that (W )b = W , i.e. that
b ∈ stab(W ), and that (V )b = V1. 
3. On the Set of Factorizations
In this section we construct a new structure on the set of factoriza-
tions and study its properties.
Definition 3.1. Let G = G1 ⊕ G2. Let R1, . . . , Rn,W1, . . . ,Wm, H ∈
G1 and X1, . . . , Xm+2 ∈ G2. Let R be the factorization (R1, . . . , Rn), W
the factorization (W1, . . . ,Wm) and X the factorization (X1, . . . , Xm+2).
We define PX(R,W,H) to be the following factorization on G:
PX(R,W,H) = ((R1, 1), . . . , (Rn, 1), (W1, X1), . . . , (Wm, Xm), (H
−1, Xm+1), (H,Xm+2))
We will now present two theorems which give necessary and sufficient
conditions for the equivalence of the Hurwitz equivalence problem and
the problem of finding an element Y inside a normal subgroup such
that HY = H1.
Theorem 3.2. . Let R be the factorization (R1, . . . , Rn), W be the
factorization (W1, . . . ,Wm) and X be the factorization (X1, . . . , Xm+2).
Let H and H1 be elements of G1.
Suppose that R1 · · ·Rn = 1. Let N be the normal closure of {R1, . . . , Rn}
inside 〈R1, . . . , Rn,W1, . . . ,Wm〉, and assume that N contains a word
Y such that HY = H1. Then PX(R,W,H) ∼=H PX(R,W,H1).
In order to prove Theorem 3.2, we first prove two lemmas.
Lemma 3.3. Let R be the factorization (R1, . . . , Rn), W be the factor-
ization (W1, . . . ,Wm) and X be the factorization (X1, . . . , Xm+2). Let
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H be an element from G1. Suppose also that R1 · · ·Rn = 1. Then for
any j: PX(R,W,H) ∼=H PX(R
Wj ,W,H)
Proof. We know from Lemma 2.6 that PX(R,W,H) ∼=H PX(R
Wj ,W,H)
if and only if there exists a braid b ∈ Bm+2 in the stabilizer of (1, . . . , 1︸ ︷︷ ︸
n
, X1, . . . , Xm+2),
such that (R1, . . . , Rn,W1, . . . ,Wm, H
−1, H)b is equal to
(R
Wj
1 , . . . , R
Wj
n ,W1,Wm, H
−1, H).
With this in mind, define the braid
bj = (σj−1 · · ·σn)(σn−1 · · ·σ1)(σ1 · · ·σn−1)(σj−1 · · ·σn)
−1 for j > n.
We begin by showing that bj is in the stabilizer of (1, . . . , 1︸ ︷︷ ︸
n
, X1, . . . , Xm+2).
Let I = (1, . . . , 1︸ ︷︷ ︸
n
), Y = (X1, . . . , Xj) and Z = (Xj+1, . . . , Xm+2) and
so:
(1, . . . , 1︸ ︷︷ ︸
n
, X1, . . . , Xm+2)bj = (I ⊗ Y ⊗Xj ⊗ Z)bj
= (I ⊗ Y ⊗Xj ⊗ Z)(σj−1 · · ·σn)(σn−1 · · ·σ1)(σ1 · · ·σn−1)(σj−1 · · ·σn)
−1
= (I ⊗Xj ⊗ Y
Xj ⊗ Z)(σn−1 · · ·σ1)(σ1 · · ·σn−1)(σj−1 · · ·σn)
−1
= (Xj ⊗ I
Xj ⊗ Y Xj ⊗ Z)(σ1 · · ·σn−1)(σj−1 · · ·σn)
−1
Since I contains only 1’s, every element of IXj is 1m(Xj ) = 1 and there-
fore IXj = I. Therefore, we get
(I ⊗ Y ⊗Xj ⊗ Z)bj = (Xj ⊗ I ⊗ Y
Xj ⊗ Z)(σ1 · · ·σn−1)(σj−1 · · ·σn)
−1
= (I ⊗ (Xj)
I ⊗ Y Xj ⊗ Z)(σj−1 · · ·σn)
−1
Moreover, since I is a factorization of 1’s, m(I)−1 = 1 and therefore we
get
= (I ⊗Xj ⊗ Y
Xj ⊗ Z)(σj−1 · · ·σn)
−1
= (I ⊗ Y ⊗Xj ⊗ Z)
It remains to be shown that (R1, . . . , Rn,W1,Wm, H
−1, H)bj is equal
to
(R
Wj
1 , R
Wj
n ,W1,Wm, H
−1, H). Using the more concise notation R =
(R1, . . . , Rn), X = (W1, . . . ,Wj−1), Y = (Wj+1, . . . ,Wm,H,H
−1), and
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starting off from the left hand side of the equation, we have:
(R1, . . . ,Rn,W1,Wm, H
−1, H)bj =
= (R⊗X ⊗Wj ⊗ Y )bj
= (R⊗X ⊗Wj ⊗ Y )(σj−1 · · ·σn)(σn−1 · · ·σ1)(σ1 · · ·σn−1)(σj−1 · · ·σn)
−1
= (R⊗Wj ⊗ (X)
Wj ⊗ Y )(σn−1 · · ·σ1)(σ1 · · ·σn−1)(σj−1 · · ·σn)
−1
= (Wj ⊗ R
Wj ⊗ (X)Wj ⊗ Y )(σ1 · · ·σn−1)(σj−1 · · ·σn)
−1
= (RWj ⊗ (Wj)
R
Wj
⊗ (X)Wj ⊗ Y )(σj−1 · · ·σn)
−1
Now, we have by hypothesis thatm(R) = 1, and therefore alsom(RWj ) =
1, so we can continue:
= (RWj ⊗Wj ⊗ (X)
Wj ⊗ Y )(σj−1 · · ·σn)
−1
= (RWj ⊗ ((X)Wj)W
−1
j ⊗Wj ⊗ Y )
= (RWj ⊗ (X)WjW
−1
j ⊗Wj ⊗ Y )
= (RWj ⊗X ⊗Wj ⊗ Y )

Lemma 3.4. Let R be the factorization (R1, . . . , Rn), W be the fac-
torization (W1, . . . ,Wm) and X be the factorization (X1, . . . , Xm+2).
Let H be an element from G1. Then for any j: PX(R,W,H) ∼=H
PX(R,W,H
Rj)
Proof. The proof of this Lemma is very similar to that of the previous
lemma. We know from lemma 2.6 that PX(R,W,H) ∼=H PX(R,W,H
Rj)
if and only if there exist a braid b ∈ Bn+m+2 in the stabilizer of
(1, . . . , 1︸ ︷︷ ︸
n
, X1, . . . , Xm+2) such that
(R1, . . . , Rn,W1, . . . ,Wm, H
−1, H)b = (R1, . . . , Rn,W1, . . . ,Wm, (H
−1)Rj , (H)Rj)
Let us define the braid:
cj = (σ
−1
j · · ·σ
−1
m+n)(σm+n+1σ
2
m+n+2σm+n+1)(σm+n · · ·σj), j ≤ n
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and show that it fulfills these conditions. We begin by showing that cj is
in the stabilizer of (1, . . . , 1︸ ︷︷ ︸
n
, X1, . . . , Xm+2). Using the shorter notation
I = (1, . . . , 1︸ ︷︷ ︸
j
), Z = (1, . . . , 1︸ ︷︷ ︸
n−(j+1)
, X1, . . . , Xm) and T = (Xm+1, Xm+2), we
see that cj is indeed in the stabilizer, because:
(1, . . . , 1︸ ︷︷ ︸
n
,X1, . . . , Xm+2)cj
= (I ⊗ 1⊗ Z ⊗ T )cj
= (I ⊗ 1⊗ Z ⊗ T )(σ−1j · · ·σ
−1
m+n)(σm+n+1σ
2
m+n+2σm+n+1)(σm+n · · ·σj)
= (I ⊗ (Z)1
−1
⊗ 1⊗ T )(σm+n+1σ
2
m+n+2σm+n+1)(σm+n · · ·σj)
= (I ⊗ Z ⊗ 1⊗ T )(σm+n+1σ
2
m+n+2σm+n+1)(σm+n · · ·σj)
= (I ⊗ Z ⊗ T ⊗ 1T )(σm+n+2σm+n+1)(σm+n · · ·σj)
= (I ⊗ Z ⊗ T ⊗ 1)(σm+n+2σm+n+1)(σm+n · · ·σj)
= (I ⊗ Z ⊗ 1⊗ T 1)(σm+n · · ·σj)
= (I ⊗ Z ⊗ 1⊗ T )(σm+n · · ·σj)
= (I ⊗ 1⊗ Z1 ⊗ T )
= (I ⊗ 1⊗ Z ⊗ T )
To conclude the proof, it remains to be proved that
(R1, . . . , Rn,W1, . . . ,Wm, H
−1, H)b = (R1, . . . , Rn,W1, . . . ,Wm, (H
−1)Rj , (H)Rj)
Again, using the shorthand notationX = (R1, . . . Rj−1), Y = (Rj+1, . . . , Rn,W1, . . . ,Wm),
H ′ = (H−1, H), we have:
(R1, . . . ,Rn,W1, . . . ,Wm, H
−1, H)cj =
= (X ⊗ Rj ⊗ Y ⊗H
′)cj
= (X ⊗ Rj ⊗ Y ⊗H
′)(σ−1j · · ·σ
−1
m+n)(σm+n+1σ
2
m+n+2σm+n+1)(σm+n · · ·σj)
= (X ⊗ Y (Rj)
−1
⊗Rj ⊗H
′)(σm+n+1σ
2
m+n+2σm+n+1)(σm+n · · ·σj)
= (X ⊗ Y (Rj)
−1
⊗H ′ ⊗ RH
′
j )(σm+n+2σm+n+1)(σm+n · · ·σj)
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We continue by noting that m(H ′) = m((H−1, H)) = 1, so we get:
(X ⊗ Y (Rj )
−1
⊗H ′ ⊗ Rj)(σm+n+2σm+n+1)(σm+n · · ·σj)
= (X ⊗ Y (Rj)
−1
⊗ Rj ⊗ (H
′)Rj )(σm+n · · ·σj)
= (X ⊗Rj ⊗
(
Y (Rj)
−1
)Rj
⊗ (H ′)Rj )
= (X ⊗Rj ⊗ Y
(Rj)
−1Rj ⊗ (H ′)Rj)
= (X ⊗Rj ⊗ Y ⊗ (H
′)Rj)

Now that the two Lemmas have been proven, we are ready to tackle
Theorem 3.2.
Proof. (Theorem 3.2)
We begin by proving that if x ∈ 〈W1, . . . ,Wn〉 then PX(R,W,H) ∼=H
PX(R
x,W,H) for any H . Since x ∈ 〈W1, . . . ,Wn〉, it can be written as
x = a1 · · ·aℓ where aj ∈ {W1, . . . ,Wm,W
−1
1 , . . . ,W
−1
m }.
We proceed by induction on ℓ. If ℓ = 0 then the theorem holds triv-
ially. Next, suppose that the theorem holds for ℓ, and we shall prove
that it holds for ℓ + 1. Since x is the product of ℓ + 1 elements from
{W1, . . . ,Wm,W
−1
1 , . . . ,W
−1
m }, we can write x as xℓhℓ+1, where xℓ is the
product of ℓ elements, and hℓ+1 ∈ {W1, . . . ,Wm,W
−1
1 , . . . ,W
−1
m }. We
know from the induction hypothesis that PX(R,W,H) ∼=H PX(R
xℓ ,W,H).
Since R1 · · ·Rn = 1, also the product (R1)
xℓ · · · (Rn)
xℓ = 1, and there-
fore, if hℓ+1 = Wj, we conclude from Lemma 3.3 that PX(R
xℓ ,W,H) ∼=H
PX(((R
xℓ)Wj ,W,H) = PX(R
xℓWj ,W,H) = PX(R
x,W,H)
If on the other hand hℓ+1 =W
−1
j , then we know that (R1)
x · · · (Rn)
x =
1, and from Lemma 3.3 we get that PX(R
x,W,H) ∼=H PX((R
x)Wj ,W,H) =
PX(R
xWj ,W,H) = PX(R
xℓW
−1
j Wj ,W,H) = PX(R
xℓ ,W,H)
Now that we have this in hand, we can complete the proof of the
theorem. Let Y ∈ N . we are going to prove that PX(R,W,H) ∼=H
PX(R,W,H
Y ). Since Y ∈ N we can write Y = (x1)
y1(x2)
y2, . . . , (xl)
yl
where xi ∈ {R1, . . . , Rn, R
−1
1 , . . . , R
−1
n } and yi ∈ 〈W1, . . . ,Wn〉.
We prove the theorem by induction on l. If l = 0, the theorem holds
trivially. Assume that the theorem holds for l and we shall prove it for
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l + 1. Indeed, suppose that Y = (x1)
y1(x2)
y2 · · · (xl+1)
yl+1. Y can be
factored thus: Y = Yl(xl+1)
yl+1, where Yl = (x1)
y1(x2)
y2 · · · (xl)
yl. By
the induction hypothesis P (R,W,H) ∼=H P (R,W,H
Yl).
Suppose now that that xl+1 = (Rj)
yl+1. We have already proved
that PX(R,W,H
Yl) ∼=H PX(R
yl+1 ,W,HYl), and from lemma 3.4 we
know that PX(R
yl+1,W,HYl) ∼=H PX(R
yl+1,W, (HYl)R
yl+1
j )
= PX(R
yl+1 ,W,HYlR
yl+1
j ) = PX(R
yl+1,W,HY ). Since yl+1 ∈ 〈W1, . . . ,Wn〉,
by what we have already proved we get that PX(R
yl+1,W,HY ) ∼=H
PX(R,W,H
Y )
On the other hand, if xl+1 = (R
−1
j )
yl+1, since yl+1 ∈ 〈W1, . . . ,Wm〉, by
what we initially proved we get that PX(R,W,H
Y ) ∼=H PX(R
yl+1,W,HY )
and from lemma 3.4 we get that
PX(R
yl+1,W,HY ) ∼=H PX(R
yl+1 ,W, (HY )(Rj)
yl+1
) = PX(R
yl+1,W,HY R
yl+1
j )
= PX(R
yl+1 ,W,HYl(R
−1
j )
yl+1R
yl+1
j ) = PX(R
yl+1,W,HYl), and since yl+1 ∈
〈W1, . . . ,Wn〉, PX(R
yl+1,W,HYl ∼=H PX(R,W,H
Yl) 
Theorem 3.5. Let G := G1 ⊕G2, and
F1 := ((x1, 1), . . . , (xn, 1), (y1, z1), . . . , (ym, zm))
F2 := ((x
′
1, 1), . . . , (x
′
n, 1), (y
′
1, z1), . . . , (y
′
m, zm))
K := 〈x1, . . . , xn, y1, . . . , ym〉
Let N be the normal closure of {x1, . . . , xn} inside K.
(1) If the following conditions hold:
(a) F1 ∼=H F2,
(b) zi 6= 1, for all i,
then there exists a permutation π ∈ Sn such that for any i,
1 ≤ i ≤ n, x′i is conjugated to xπ(i) in K (in particular x
′
i ∈ N).
(2) If in addition the braid-action stabilizer of (z1, . . . , zm) is con-
tained in the stabilizer of (y1, . . . , ym) then for any i, 1 ≤ i ≤ m,
there exists an element mi ∈ N such that y
′
i = yi
mi (Note that
both the stabilizers are subgroups of Bm and therefore the re-
quirement that one be contained in the other is well defined.)
Proof. (1) Since F1 ∼=H F2, there is a permutation π1 ∈ Sm+n such
that the r-th element in F2 is conjugated to the π1(r)-th element
in F1. Let i be a number, 1 ≤ i ≤ n. We know that (x
′
i, 1) is
conjugated in G to the π1(i)-th element of the factorization F1,
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say (a, b). This means that x′i is conjugated to a in G1 and 1
is conjugated to b in G2, which implies that b = 1. Now, since
zj 6= 1 for all j, (x
′
i, 1) must be conjugated to (xl, 1) for some l,
1 ≤ l ≤ n. This in turn implies that x′i is conjugated to xl in
K, and that π1 induces a permutation on the first n elements.
(2) We know from Lemma 2.6 that F1 ∼=H F2 if and only if there
exists a braid b in the stabilizer of (1, . . . , 1︸ ︷︷ ︸
n
, z1, . . . , zm) such
that (x1, . . . , xn, y1, . . . , ym)b is equal to (x
′
1, . . . , x
′
n, y
′
1, . . . , y
′
m).
From Lemma 2.3 we know that if S is the stabilizer of (z1, . . . , zm),
then every element in the stabilizer of (1, . . . , 1︸ ︷︷ ︸
n
, z1, . . . , zm) can
be written as CBA whereA ∈ 〈{σi|i < n}〉, B ∈ 〈{Ajk|j < n, j ≤ k ≤ n+m}〉,
C ∈ ϕ(S). In particular, we can write b = CBA, with A,B,C
as above. Since C ∈ ϕ(S), and since we know that the stabi-
lizer of (z1, . . . , zm) is contained in the stabilizer of (y1, . . . , ym),
then C must be in the stabilizer of (x1, . . . , xn, y1, . . . , ym), so
(x1, . . . , xn, y1, . . . , ym)BA = (x
′
1, . . . , x
′
n, y
′
1, . . . , , y
′
m). In order
to prove the theorem, we must prove that for any braid of the
formBA, withA ∈ 〈{σi | i < n}〉 andB ∈ 〈{Ajk | j < n, j ≤ k ≤ n+m}〉,
there exists a factorization X of length n and p1, . . . , pm ∈ N
such that (F1)BA = X ⊗ (y
p1
1 , . . . , y
pm
m ).
We first prove this fact for B, by induction on the length of B
when written as a product of the generators {Ajk | j < n, j ≤
k ≤ n + m}. If the length is 0, then the theorem is trivial.
Assume now that the theorem is true for ℓ and we will prove it
for ℓ + 1. Let B = Bℓbℓ+1, where Bℓ is a braid of length ℓ and
bℓ+1 is a braid of the form A
ε
ir, where i < n, i ≤ r ≤ m+ n and
ε ∈ {±1}. From the induction hypotheses, we conclude that
there exists a factorization of length n and p1, . . . , pm ∈ N ,
such that (x1, . . . , xn, y1, . . . , ym)Bℓ = X ⊗ (y
p1
1 , . . . , y
pk
k ). From
Corollary 1.7 we know that Aεir acts on every element except the
i-th element ofX⊗(yp11 , . . . , y
pk
k ) by conjugating it by an element
of the normal closure of the i-th element insideK. In particular,
since i < n, it acts on all the elements beyond the n-th one by
conjugating them by elements from normal closure of the i-th
element. From the first part of the theorem we know that the
i-th element is in N , which implies that its normal closure is
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also contained in N , so there is a factorization X ′ of length
n, and P1, . . . , Pm ∈ N such that X ⊗ (y
p1
1 , . . . , y
pk
k )A
ε
ir = X
′ ⊗
((yp11 )
P1 , . . . , (ypkk )
Pk) = X ′⊗(yp1P11 , . . . , y
pkPk
k ). We conclude the
induction by noting that for any j, pj and Pj are in N , whence
also pjPj ∈ N .
To complete the proof, we must prove the fact for A. How-
ever, since A is generated by braids of the form {σi | i < n}, all
the elements beyond the n-th element remain fixed.

Corollary 3.6. Let R be the factorization (R1, . . . , Rn), W be the fac-
torization (W1, . . . ,Wm) and X be the factorization (X1, . . . , Xm+2).
Let H and H1 be elements from G1. Assume that the following condi-
tions hold:
(1) R1 · · ·Rn = 1.
(2) H ∈ 〈R1, . . . , Rn,W1, . . . ,Wm〉.
(3) For every i, Xi 6= 1.
(4) The braid-action stabilizer of (X1, . . . , Xm+2) is contained in the
stabilizer of (W1, . . . ,Wm, H
−1, H). (Note that both of the sta-
bilizers are subgroups of Bm+2, therefore the question of whether
one is contained in the other is well defined.)
Then the normal subgroup of 〈R1, . . . , Rn,W1, . . . ,Wm〉 generated by
{R1, . . . , Rn} contains a word Y such that H
Y = H1 if and only if
PX(R,W,H) ∼=H PX(R,W,H1).
Proof. The if part follows trivially from Theorem 3.2. For the only if
direction, we use Theorem 3.5, which implies that if PX(R,W,H) ∼=H
PX(R,W,H1), then there is an element Y in the normal closure of
〈R1, . . . , Rn,W1, . . . ,Wm, H
−1, H〉, generated by {R1, . . . , Rn} such that
HY = H1. SinceH ∈ 〈R1, . . . , Rn,W1 . . . ,Wm〉, 〈R1, . . . , Rn,W1, . . . ,Wm, H
−1, H〉 =
〈R1, . . . , Rn,W1, . . . ,Wm〉 and Y is indeed in the normal closure of
{R1, . . . , Rn} in 〈R1, . . . , Rn,W1, . . . ,Wm〉

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4. the functions FTLn
We shall now show that the word problem and the Hurwitz equiv-
alence problem are equal in some sense. We first present some well
known notation on the free group. A word is said to be reduced if
there are no two adjacent letters of the form xix
−1
i or x
−1
i xi. A word
is cyclic reduced if it is reduced and the first and the last letters are
not inverses. We say that a word A has a root if there is a word w and
n ∈ Z, n 6= ±1, (or equivalently, n ≥ 2) such that A = wn.
We begin by defining the sets:
S1 :=
{
(Fn, Vm)
Fn is a free group generated by z1, . . . , zn for some n, 1 ≤ n <∞
Vm = (v1, . . . , vm) ∈ (F
∗
n)
m, 0 ≤ m <∞
}
NS1 := {(Fn, Vm, a) | (Fn, Vm) ∈ S1, a ∈ Fn
∗}
Next, we define a function FTLs1 fromNS1 to the set of 1-factorization
of the group F2 ⊕ F2.
Definition 4.1 (FTLs1).
Let (Fn, Vm, a) ∈ NS1. Let FX be the free group with n+1 generators,
generated by X1, . . . , Xn+1, where these symbols are taken to be distinct
of the symbols in (Fn, Vm, a).
Note that for every r1, r2 ∈ N Fr1 ⊕ Fr2 ⊆ F2 ⊕ F2, so we can
chose a family of injections i(r1,r2) : Fr1 ⊕ Fr2 → F2 ⊕ F2. We define
FTLs1(Fn, Vm, a) := i(n,n+1)PX(V f,W, a) where V f := (v1, . . . , vm, (v1 · · · vm)
−1),
W := (z1, . . . , zn, (z1 · · · zn)
−1) and X := (X1, . . . , Xn, (X1 · · ·Xn)
−1, X−1n+1, Xn+1).
We can easily see that FTLs1(Fn, Vm, a) is a 1-factorization.
Theorem 4.2. Let (Fn, Vm) ∈ S1. Let a, b be words from Fn and
N be the normal closure of Vm in Fn. Then FTLs1(Fn, Vm, a) ∼=H
FTLs1(Fn, Vm, b) if and only if there exists an element Y ∈ N such
that aY =Fn b
Proof. It is sufficient to prove that PX(V f,W, a) ∼=H PX(V f,W, b) if
and only if there exists Y in the normal closure of Vm in Fn such that
aY =Fn b. This will follow from Corollary 3.6, once we’ve confirmed
that all the conditions of the corollary hold. But indeed,
(1) The product of the elements of V f is 1
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(2) Every element in X is different from 1.
(3) The word a is in Fn.
(4) The stabilizer of X is contained in the stabilizer ofW ⊗a−1⊗a,
for any a. This is true because we can construct an homo-
morphism h from FX to GW by Xi 7→ zi for 1 ≤ i ≤ n and
Xn+1 7→ a. Since h is a homomorphism, by Lemma 2.2 the
stabilizer of X is contained in stabilizer of W ⊗a−1⊗a = h(X)
We can therefore conclude from Corollary 3.6 that PX(V f,W, a) ∼=H
PX(V f,W, b) if and only if there exists an element Y such that a
Y =Fn
b, where Y is in the normal closure of {v1, . . . , vm, (v1 · · · vm)
−1} in
〈v1, . . . , vm, (v1 · · · vm)
−1, z1, . . . , zn, (z1 · · · zn)
−1〉, which is equal to the
normal closure of {v1, . . . , vm} in 〈z1, . . . , zn〉 (i.e. N) 
Lemma 4.3.
(1) If a and b are elements of a free group F , such that am and bn
commute, then a and b must be powers of a common element c.
(2) If a is an element with no root in the free group F , then its
centralizer is Z(a) = {ak | k ∈ Z}
Proof. (1) See [14].
(2) Obviously a and ak commute for any k ∈ Z so what remains to
be shown is that if b ∈ Z(a), then b = ak for some k ∈ Z. But
indeed, if b ∈ Z(a), then by definition a and b commute, which
by (1) means that they are both powers of a common element c,
i.e. a = cm and b = cn. However, since a has no root, we must
conclude that m = ±1, which implies c = a∓1, so in summary
we have b = cm = (a∓1)
m
= a∓m, which concludes the proof.

Lemma 4.4. Let Fn, (n ≥ 2) be a free group, and let N be a non trivial
normal subgroup. There exists an element A in N such that A has no
root
Proof. Let y 6= e be some element in N . Since N is normal we may
assume that y is cyclic-reduced. We shall separate our proof into two
cases:
Case 1: y = (xi)
n.
Without loss of generality we can take y = (x1)
n. Now define A =
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x−12 (x1)
nx2(x1)
n. Note that A is cyclic reduced. We claim that A has
no root. Indeed, assume by negation that there is a cyclic reduce word
w such that for some m ≥ 2, wm = A. w must contain x−12 which
means that wm must contain x−12 m times, which is not the case.
Case 2: y contains at least two different generators.
In this case, we can write our word (perhaps after cyclic permuta-
tion) in such a way that it begins and ends with different genera-
tors. Without loss of generality we can write the word as y = x1Zx
ε
2
where ε ∈ {1,−1}. Denote the length of y by l, and define A =
(xε2x1)
−(l+1)x1Zx
ε
2(x
ε
2x1)
(l+1)x1Zx
ε
2. Again, A is cyclic reduced and we
claim that it has no root. Suppose, to the contrary, that there is a
word w such that for some m ≥ 2 wm = A. Since our word start
with (xε2x1)
−(l+1) and also x1 appears in A, also w must start with
(xε2x1)
−(l+1). In addition, since our word contain (xε2x1)
(l+1) and since
w start with x−11 , w must contain (x
ε
2x1)
(l+1). Summing up, we see
that the length of w is at least 4l + 4, so the length of wm is at least
m(4l + 4) > 6l + 4. However, the length of A is only 6l + 4, and we
have reached a contradiction. 
Let us define the sets:
S2 := {(Fn, Vm) | (Fn, Vm, a) ∈ NS, n ≥ 2, ∃v ∈ Vm such that v 6=Fn 1}.
NS2 := {(Fn, Vm, a) | (Fn, Vm, a) ∈ NS1, (Fn, Vm) ∈ S2}.
We shall now construct a function fromNS2 to the set of 1-factorizations
in the group F2 ⊕ F2, which we denote FTLs2.
Definition 4.5 (FTLs2).
Let (Fn, Vm, a) ∈ NS2, and let N be the normal closure of Vm in Fn.
Vm contains a word which represents a non-trivial element in Fn, so N
cannot be trivial. Since n ≥ 2 and N is non-trivial, from Lemma 4.4 we
conclude that there is a word H in N which has no root. We fix such an
H for Fn and Vm, and define FTLs2(Fn, Vm, a) = FTLs1(Fn, Vm, H
a)
Theorem 4.6. Let (Fn, Vm) ∈ S2. Let a, b be words in Fn and N be the
normal closure of Vm in Fn. Then FTLs2(Fn, Vm, a) ∼= FTLs2(Fn, Vm, b)
if and only if a−1b ∈ N .
Proof. By definition FTLs2(Fn, Vm, a) ∼=H FTLs2(Fn, Vm, b) if and only
if FTLs1(Fn, Vm, H
a) ∼=H FTLs1(Fn, Vm, H
b). From Theorem 4.2 we
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know that FTLs1(Fn, Vm, H
a) ∼=H FTLs1(Fn, Vm, H
b) if and only if
∃Y ∈ N such that (Ha)Y = Hb. Now, Y1 = a
−1b is readily seen to
be a solution of the equation (Ha)Y = Hb, so the general solution is
XY1, where X commutes with H
a. However, since H has no root,
neither does Ha, so from Lemma 4.3 we know that only (Ha)k com-
mute with Ha, and therefore Y must be equal to (Ha)ka−1b for some
k ∈ Z. Therefore, FTLs2(Fn, Vm, a) ∼= FTLs2(Fn, Vm, b) if and only
if (Ha)ka−1b ∈ N for some k ∈ Z. However, H ∈ N and N is nor-
mal in Fn, so (H
a)k ∈ N for any k ∈ Z. From this we conclude that
FTLs2(Fn, Vm, a) ∼= FTLs2(Fn, Vm, b) if and only if a
−1b ∈ N 
Let us now define the set GS of all groups with at least two generators
and a non trivial relation, and the set
GSA := {(G, a) | G ∈ GS, a ∈ G∗}
We shall now construct a function fromGSA to the set of 1-factorizations
of F2 ⊕ F2, which we denote FTLB.
Definition 4.7. FTLB
Let G := 〈W1, . . . ,Wn | R1, . . . , Rm〉, and let a be a word in G. Let Fn
be the free group with the generators z1, . . . , zn, and let ϕ be the rewrit-
ing function which maps words in G to words in Fn by replacingWi with
zi andW
−1
i with z
−1
i . We define FTLB(G, a) = FTLs2(Fn, (ϕ(R1), ..., ϕ(Rm)), ϕ(a)).
This function is well defined, because G has at least two generators and
a non-trivial relation.
Theorem 4.8. Let G ∈ GA and let a, b be words in G. Then a =G b
if and only if FTLB(G, a) ∼=H FTLB(G, b).
Proof. Let N be the normal closure of {ϕ(R1), ..., ϕ(Rm)} in Fn. We
know that a =G b if and only if ϕ(a
−1b) ∈ N . By Theorem 4.6 we
know that this happens if and only if
FTLs2(Fn, (ϕ(R1), ..., ϕ(Rm)), ϕ(a)) ∼=H FTLs2(Fn, (ϕ(R1), ..., ϕ(Rm)), ϕ(a))
which, by definition, is equivalent to FTLB(G, a) ∼=H FTLB(G, b)

Theorem 4.9. F2 ⊕ F2 ⊆ B5 ⊆ Bn, (n > 5)
Proof. [9] 
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Definition 4.10 (FTLn).
From Theorem 4.9 we know that there exists a family of injections
ibn : F2⊕F2 → Bn. We define the functions FTLn from GS to the set
of 1-factorizations in Bn by FTLn(G, a) = ibn(FTLB(G, a))
Corollary 4.11. Let G ∈ GS, and let a, b be words in G. Then a =G b
if and only if FTLn(G, a) ∼=H FTLn(G, b)
Note that groups with a single generator or with no relations can
be changed into the desired form by adding a generator and a rela-
tion which equates it to the identity. We can also notice that these
groups are the cyclic groups and the free groups, which have uniform
algorithms for solving their word problems. Therefore, we may assume
that our function is defined on all finitely presented groups.
5. The Main Results
The following theorem is our main undecidability result.
Theorem 5.1.
(1) The Hurwitz equivalence problem for 1-factorizations and ∆2-
factorizations in Bn (n ≥ 5) is undecidable.
(2) For any n ≥ 5 there exist a 1-factorization of Bn, which we
denote by u, such that the problem of determining whether a
1-factorization v is Hurwitz-equivalent to u is undecidable.
(3) For any n ≥ 5 there exist a ∆2-factorization of Bn, denoted by
u, such that the problem of determining whether a ∆2-factorization
v is Hurwitz-equivalent to u is undecidable.
Proof.
(1) Follows from (2) and (3)
(2) Let G be some finitely presented group with an undecidable
word problem. Let FTLn be the function into {1-factorizations
in Bn} which we constructed in 4.10. Define u := FTLn(G, 1),
a 1-factorization of Bn, (n ≥ 5). Suppose now that there ex-
ists an algorithm which decides whether a given 1-factorization
v is Hurwitz equivalent to u or not. In particular, this algo-
rithm would decide whether FTLn(G, 1) ∼=H FTLn(G, a) for
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any word a in G. By 4.11, this is the same as deciding whether
a =G 1, which contradicts our choice of G as having an unde-
cidable word problem.
(3) Let u and v be two 1-factorizations. Since ∆2 is central, u ∼=H v
if and only if ∆2 ⊗ u ∼=H ∆
2 ⊗ v. However, ∆2 ⊗ u and ∆2 ⊗ v
are ∆2-factorizations, which proves the theorem.

Definition 5.2. Let u be a factorization and X a set of factorizations.
u is said to be compatible with X if there exists a finite algorithm
which, when given any v ∈ X, decides whether u ∼=H v or not.
The following theorem gives unrecognizability results.
Theorem 5.3.
(1) There exists a recursive subset X of the ∆2-factorizations of
Bn n ≥ 5, such that if we take the subset
X1 = {u ∈ X | u is compatible with X} ,
then:
(a) the Hurwitz-equivalence problem on X1 is undecidable.
(b) X1 is not recursively enumerable.
(c) The problem of determining whether a ∆2-factorization is
compatible with X is unrecognizable.
(2) The problem of determining whether a recursive subset of the
∆2-factorizations of Bn, n ≥ 5 has a decidable Hurwitz-equivalence
problem is unrecognizable.
(3) There exists a recursive subset X of the ∆2-factorizations such
that
(a) the problem of determining whether a recursive subset of X
has solvable Hurwitz equivalence problem is unrecognizable.
(b) For any u in X, the problem of determining whether a
recursive subset of X is compatible with u is unrecognizable.
Proof. (1) We know that the set of presentations of finitely pre-
sented groups is a recursive set. This means that there exists
an injective total recursive function h from the presentations of
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finitely presented groups into N. We now define the set
X :=
{
∆2(h(G)+1) ⊗∆−2h(G) ⊗ FTLn(G,A)|
G is a finitely presented group
A is a word in G
}
Let u ∈ X , so u can be written as ∆2(h(G)+1) ⊗ ∆−2h(G) ⊗
FTLn(G,A) where G is a finitely presented group and A is a
word in G. Since for any finitely presented group G′ and any
word A from G′ there is no element of the form ∆2k, k ∈ Z,
and since h is injective and ∆2k is in the center for any k ∈
Z, the only elements that can be Hurwitz-equivalent to u are{
∆2(h(G)+1) ⊗∆−2h(G) ⊗ FTLn(G,A) | A is a word in G
}
. This
set has decidable Hurwitz equivalence problem if and only if G’s
word problem is solvable, so the subset containing all the factor-
izations for which there exists an algorithm which determines
whether they are Hurwitz-equivalent to some factorization from
X is {∆2(h(G)+1) ⊗∆−2h(G) ⊗ FTLn(G,A) | G is a finitely pre-
sented group with solvable word problem and A is a word in
G}. We can now prove our theorem.
(a) Suppose, by contradiction, that there exists an algorithm
which solves the Hurwitz-equivalence in this set. This
would imply that there is an uniform algorithm to solve
all word problems for groups with solvable word problems,
which we know is impossible.
(b) Assume by negation that X1 is recursively enumerable.
This would mean that there is an algorithm which halts
on an element in X1 if and only the element is compati-
ble with X . Now, letting G be a finitely generated group,
we can recognize whether G’s word problem is solvable by
checking whether FTLn(G, 1) is compatible with X . This
is again impossible.
(c) Suppose that the set of compatible factorizations is recur-
sively enumerated. We know that X is a recursive set, so
their intersection, which is X1, is recursively enumerable,
contradicting 1b.
(2) Let G be a finitely presented group and W the set of all its
words. Determining whether the set {∆2 ⊗ FTLn(G,A) | A ∈
W} has decidable Hurwitz-equivalence problem is equivalent
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to determining the problem of whether G’s word problem is
unsolvable, which is known to be an unrecognizable problem.
(3) We know [8] that there exists a universal finitely presented
group K and a Turing machine T such that for any finitely
presented group G, T (G) is a finite set of words in K such that
〈T (G)〉 ≃ G. We denoteX := {FTLn(K,A) | A is a word in K}.
(a) Let G be a finitely presented group. To determine whether
the recursive set
{∆2⊗FTLn(K,A) | A is a word generate by T (G) and their inverses}
has solvable Hurwitz problem is equivalent to determining
whether G has solvable word problem, which is an unrec-
ognizable problem.
(b) Let u ∈ X , so we can write u as ∆2 ⊗ FTLn(K,B) where
B is a word in K. Let G be a finitely presented group. In
order to recognize whether G has solvable word problem
we can ask whether for any word C ∈ 〈T (G)〉 we can tell
whether C =K 1, which is equivalent to asking whether
CB =K B. So in conclusion, if we consider the recursive
set which is also subset of X :
{∆2⊗FTLn(K,AB) | A is a word generated by T (G) and their inverses},
recognizing whether this set is compatible with u = ∆2 ⊗
FTLn(K,B) is equivalent to recognizing whether G has
solvable word problem, which is an unrecognizable prob-
lem.

Remark 5.4. All the theorems in this chapter will hold if we take
instead Bn any group including F2 ⊕ F2 and instead ∆
2 an element
from the center. We give now a proof for one theorem but the rest of
the proofs are similar
Theorem 5.5. let G be a group including F2 ⊕ F2 and g ∈ Z(G) then
the Hurwitz equivalence problem for g − factorization is undecidable
Proof. since F2 ⊕ F2 ⊆ G there is a injective homomorphism i : F2 ⊕
F2 → G we shell define a function as in the braid group from GSA
to the g − factorization by g ⊗ i(FTLs2(K, a) where K is a finitely
presented group and a word from this group. We could see that the
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hurwitz equivalence problem for g−factorization is undecidable while
the proof is very similar from now on to the case of the braid group. 
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