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Nonlinear differential-difference equations (NDDEs) or lattice
equations arise frequently in the mathematical analysis of a wide
variety of problems in applied physical and mathematical sciences.
It is becoming even more desirable for scientists to pursue study
and research on NDDEs. Their crucial role has encouraged math-
ematicians, physicists, and other scientists to develop many in-
tegrable NDDEs. To make mention of a few; the Volterra lattice
equation [1], the Ablowitz–Ladik lattice equation [2], the Toda lat-
tice equation [3], the discrete KdV equation [4], the discrete sine-
Gordon equation [5], and so forth. Whereas difference equations
are being fully discretized, NDDEs are semi-discretized with some
(or all) of their space variables discretized while time is usually
kept continuous. Hence, they can be considered as hybrid sys-
tems. In recent years, considerable attention has been given to
the problem of exactly solving NDDEs. Some authors [6–10] put
forth new modifications of the existing methods to tackle NDDEs.
Moreover, Ma and You [11] used Casoratian technique for con-
structing rational solutions to the Toda lattice equation. Dai and
Zhang [12] utilized the extended tanh-function approach to obtain
various solutions for the discrete complex dissipative cubic–quintic
Ginzburg–Landau equation with non-local quintic term. Using a
multiscale expansion method, Syafwan et al. [13] reduced a partic-
ular type of parametrically driven discrete Klein–Gordon system to
a discrete nonlinear Schrödinger equation. Kou et al. [14] modified
the bilinear Bäcklund transformation for the discrete sine-Gordon
equation to derive variety of solutions. However, the methods com-
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doi:10.1016/j.physleta.2011.10.009monly used are usually restricted and cannot be used for numer-
ous realistic scenarios.
The discrete nonlinear Schrödinger equation (DNSE) is one of
the most fundamental nonlinear lattice models [2]. It arises in non-
linear optics as a model of infinite wave guide arrays [15] and has
been recently implemented to describe Bose–Einstein condensates
in optical lattices [16]. The class of DNSE models with saturable
nonlinearity is also of particular interest in their own right, due
to a feature first unveiled in [17]. In this study, we focus on the
so-called DNSE with a saturable nonlinearity [18,19]
i
∂ψn
∂t
+ (ψn+1 + ψn−1 − 2ψn) + ν|ψn|
2
1+ μ|ψn|2 ψn = 0, (1)
which describes optical pulse propagation in various doped fibres;
ψn is a complex valued wave function at site n, while ν and μ are
real parameters. This equation admits the Hamiltonian system
H =
N∑
n=1
[
|ψn − ψn+1|2 − ν
μ
|ψn|2 + ν
μ2
ln
(
1+ μ|ψn|2
)]
, (2)
such that Eq. (1) is given by iψn = ∂H/∂ψ∗n .
Nowadays, some modern analytic methods are available for
analyzing nonlinear evolution-type equations. For instance, tanh
function method [20], homotopy perturbation method [21], vari-
ational iteration method [22], first integral method [23], Exp-
function method [24], multiple Exp-function method [25], linear
superposition principle [26], Wronskian technique [27], the F -
expansion method [28], the Jacobi elliptic-function method [29],
the similarity transformation method [30], the ansätze method
[31]. On the other hand, since it was first enunciated in 2008 by
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ceived and a number of studies refining the initial idea appeared
in the research literature [33–35]. The basic idea of the (G ′/G)-
expansion method lies in the fact that it takes full advantage of
linear theory. Being straightforward and concise, we can find some
publications in which the method has been adapted, generalized
and extended for various kinds of nonlinear problems [36–41].
Hence, the (G ′/G)-expansion method provides a valuable addition
to the wave theory. We think that the application of new methods
to the DNSE with a saturable nonlinearity (1) is still an interest-
ing and important problem of mathematical physics. In the present
Letter, we aim to derive some further results for Eq. (1) using the
(G ′/G)-expansion method.
The outline of the Letter is as follows: In Section 2, we present
our methodology. In Section 3, we study our problem. We end our
analysis with a conclusion in Section 4.
2. The (G ′/G)-expansion method for NDDEs
Before proceeding, let us consider a system of M polynomial
NDDEs of the form
P
(
un+p1(x), . . . ,un+pk (x), . . . ,u
′
n+p1(x), . . . ,u
′
n+pk (x), . . . ,
u(r)n+p1(x), . . . ,u
(r)
n+pk (x)
)= 0, (3)
in which the dependent variable un have M components ui,n and
so do its shifts, the continuous variable x has N components xi , the
discrete variable n has Q components n j , the k shift vectors pi ∈
Z
Q and u(r)(x) denotes the collection of mixed derivative terms of
order r. To solve Eq. (3), we first make the transformation
un+ps (x) = Un+ps (ξn),
ξn =
Q∑
i=1
dini +
N∑
j=1
c jx j + ζ (s = 1,2, . . . ,k), (4)
where the coefficients c1, c2, . . . , cN ,d1,d2, . . . ,dQ and the phase
ζ are all constants. Then, Eq. (3) can be reduced to

(
Un+p1(ξn), . . . ,Un+pk (ξn), . . . ,U
′
n+p1(ξn), . . . ,U
′
n+pk (ξn),
. . . ,U(r)n+p1(ξn), . . . ,U
(r)
n+pk (ξn)
)= 0. (5)
We assume that Eq. (5) admits a solution in the finite series ex-
pansion form
Un(ξn) =
m∑
l=0
al
(
G ′(ξn)
G(ξn)
)l
, am = 0, (6)
where the positive integer m is determined by balancing the
highest-order nonlinear term(s) and the highest-order derivative
term(s) in Eq. (5), al ’s are constants to be specified at the stage of
solving Eq. (5), and G(ξn) is the general solution of the second-
order linear equation
G ′′(ξn) + kG(ξn) = 0, (7)
where k is an arbitrary constant and the prime denotes the deriva-
tive with respect to ξn .
Lemma. The following expressions hold:
G ′(ξn)
G(ξn)
=
√
−k
(
C1 cosh(
√−kξn) + C2 sinh(
√−kξn)
C1 sinh(
√−kξn) + C2 cosh(
√−kξn)
)
, k < 0,
(8a)
G ′(ξn)
G(ξ )
= √k
(−C1 sin(√kξn) + C2 cos(√kξn)√ √
)
, k > 0, (8b)n C1 cos( kξn) + C2 sin( kξn)G ′(ξn)
G(ξn)
= C1
C1ξn + C2 , k = 0, (8c)
where C1 and C2 are arbitrary constants.
Proof. From the linear theory, the general solution of Eq. (7) is
well known to us. 
Proposition. The following shift formulas hold:
Un+ps (ξn) =
m∑
l=0
al
(√−kG ′(ξn) − k tanh(√−kϕs)G(ξn)√−kG(ξn) + tanh(√−kϕs)G ′(ξn)
)l
,
am = 0, k < 0, (9a)
Un+ps (ξn) =
m∑
l=0
al
(√
kG ′(ξn) − k tan(
√
kϕs)G(ξn)√
kG(ξn) + tan(
√
kϕs)G ′(ξn)
)l
,
am = 0, k > 0, (9b)
Un+ps (ξn) =
m∑
l=0
al
(
G ′(ξn)
G(ξn) + ϕsG ′(ξn)
)l
,
am = 0, k = 0. (9c)
Proof. By a straightforward calculation, we can get the identity
ξn+ps = ξn + ϕs, ϕs = ps1d1 + ps2d2 + · · · + psQ dQ , (10)
where psj is the jth component of the shift vector ps . Taking the
trigonometric/hyperbolic function identities into account and using
Lemma along with (10) reveal (9a)–(9c). 
Thus, substituting (6) and (9a)–(9c) together with (7) into
Eq. (5), equating the coefficients of (G ′(ξn)/G(ξn))l (l = 0,1,2, . . .)
to zero, we obtain a system of nonlinear algebraic equations from
which the undetermined constants al , di , c j , and k can be explicitly
found (probably, with the help of a symbolic computation system).
Remark 1. The basic (G ′/G)-expansion method takes the auxiliary
equation G ′′ + qG ′ + kG = 0 into account where q and k are arbi-
trary constants. Recently, Aslan [42] showed that the parameter q
is superfluous, namely, one can assume q = 0 without loss of gen-
erality. This modification allows us to minimize the number of the
parameters at the outset without affecting the generality of the so-
lutions.
3. Analysis of Eq. (1)
In order to tackle Eq. (1), we first make the transformation
ψn = ϕn(ξn)e−i(σ t+ρ), ξn = αn + β, (11)
where σ and α are real parameters to be determined, while ρ and
β are arbitrary real constants. The substitution of (11) into Eq. (1)
leads to the nonlinear difference equation
(σ − 2)ϕn(ξn) + ϕn+1(ξn+1) + ϕn−1(ξn−1) + νϕ
3
n (ξn)
1+ μϕ2n (ξn)
= 0.
(12)
According to the (G ′/G)-expansion method, we assume that
Eq. (12) assumes a solution of the form
ϕn(ξn) = a0 + a1
(
G ′(ξn)
G(ξn)
)
, a1 = 0, (13)
where G(ξn) satisfies Eq. (7), while a0 and a1 are arbitrary con-
stants to be determined.
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In the case k < 0, we first derive the expressions ϕn±1(ξn±1)
in accordance with (9a) and substitute them along with (13) into
Eq. (12). Then, clearing the denominator and setting the coeffi-
cients of (G ′/G)l (0 l 5) to zero, we derive a system of nonlin-
ear algebraic equations for a0, a1, σ , ρ , α, β , ν , μ, and k. Solving
the resultant system, we get the following solution set
{
ν = 2μ sech2(
√
−kα), σ = 2 tanh2(
√
−kα),
a1 = ± tanh(
√
−kα)/
√
−k√−μ, a0 = 0
}
, (14)
and the corresponding discrete hyperbolic functions solution to
Eq. (1) as
ψ±n,1(t) = ±
tanh(
√−kα)√−μ
×
(
C1 cosh(
√−k(αn+β)) + C2 sinh(
√−k(αn+β))
C1 sinh(
√−k(αn + β))+C2 cosh(
√−k(αn+β))
)
× exp(−i(2 tanh2(√−kα)t + ρ)), (15)
where the parameters satisfy ν = 2μ sech2(√−kα) and μ < 0,
while α, β , ρ , k (< 0), C1, C2 remain arbitrary.
3.2. The solution functions of trigonometric type
In the case k > 0, we first derive the expressions ϕn±1(ξn±1)
in accordance with (9b) and substitute them along with (13) into
Eq. (12). Then, clearing the denominator and setting the coeffi-
cients of (G ′/G)l (0  l  5) to zero, we derive a system of non-
linear algebraic equations for a0, a1, σ , α, ν , μ, and k. Solving the
resultant system, we get the following solution sets
{
ν = 2μ sec2(√kα), σ = −2 tan2(√kα),
a1 = ± tan(
√
kα)/
√
k
√−μ, a0 = 0
}
, (16)
and the corresponding discrete trigonometric function solutions to
Eq. (1) as
ψ±n,2(t) = ±
tan(
√
kα)√−μ
×
(−C1 sin(√k(αn + β)) + C2 cos(√k(αn + β))
C1 cos(
√
k(αn + β)) + C2 sin(
√
k(αn + β))
)
× exp(−i(−2 tan2(√kα)t + ρ)), (17)
where the parameters satisfy ν = 2μ sec2(√kα) and μ < 0, while
α, β , ρ , k (> 0), C1, C2 remain arbitrary.
3.3. The solution functions of rational type
In the case k = 0, we first derive the expressions ϕn±1(ξn±1)
in accordance with (9c) and substitute them along with (13) into
Eq. (12). Then, clearing the denominator and setting the coeffi-
cients of (G ′/G)l (0  l  5) to zero, we derive a system of non-
linear algebraic equations for a0, a1, σ , α, ν , and μ. Solving the
resultant system, we get the following solution sets{
a1 = ± α√−μ, ν = 2μ, σ = 0, a0 = 0
}
, (18)
and the corresponding discrete rational function solutions to
Eq. (1) as
ψ±n,3(t) = ±
αC1√ × exp(−iρ), (19)−μ(C1(αn + β) + C2)Fig. 1.
where the parameters satisfy ν = 2μ and μ < 0, while α, β , ρ , C1,
and C2 remain arbitrary. It is worth to remark that the functions
(19) are non-constant steady-state rational solutions to Eq. (1) and
they have not been obtained before.
3.4. The solution functions of special types
By assigning special values to the arbitrary parameters in the
expressions (15) and (17), it is possible to derive some specific
exact solutions as follows:
As a first example, if we let “C1 = 0 and C2 = 0” or “C1 = 0
and C2 = 0” in (15), respectively, then we get formal solitary wave
solutions to Eq. (1) as
ψ±n,4(t) = ±
tanh(
√−kα)√−μ tanh
(√−k(αn + β))
× exp(−i(2 tanh2(√−kα)t + ρ)), (20)
ψ±n,5(t) = ±
tanh(
√−kα)√−μ coth
(√−k(αn + β))
× exp(−i(2 tanh2(√−kα)t + ρ)), (21)
where ν = 2μ sech2(√−kα) and μ < 0, while α, β , ρ , and k (< 0)
remain arbitrary.
As a second example, if we let “C1 = 0 and C2 = 0” or “C1 = 0
and C2 = 0” in (17) respectively, then we get formal periodic wave
solutions to Eq. (1) as
ψ∓n,6(t) = ∓
tan(
√
kα)√−μ tan
(√
k(αn + β))
× exp(−i(−2 tan2(√kα)t + ρ)), (22)
ψ±n,7(t) = ±
tan(
√
kα)√−μ cot
(√
k(αn + β))
× exp(−i(−2 tan2(√kα)t + ρ)), (23)
where ν = 2μ sec2(√kα) and μ < 0, while α, β , ρ , and k (> 0)
remain arbitrary.
Remark 2. Soliton solutions are of physical importance. We have
obtained abundant exact traveling wave solutions for Eq. (1). To
analyze their properties, we consider the solutions (20) and (21)
only for simplicity. Fig. 1 shows the profile of the modulus U ≡
|ψ±n,4(t)| of the dark solitary wave solution (20) for the parameters
involved k = μ = −1, ρ = β = 0, α = 0.4,0.6,0.8. Fig. 2 displays
the profile of the modulus U ≡ |ψ±n,5(t)| of the exotic wave solution
(21) for the parameters k = μ = −1, ρ = β = 0, α = 0.4.
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It is worthwhile to mention here that we could not give further
details about the real physical meaning of our exact solutions be-
cause of the lack of theoretical and experimental basis related to
the obtained solutions. It is hoped that the experimental outcomes
observed here can be realized in some fields in the future. Though
the solutions provided here constitute only a small part of a large
variety of possible solutions for the equation discussed, they might
serve as seeding solutions for a class of localized structures which
exist in this equation. Of course, the linear stability analysis of ex-
act solutions, as presented in [43], is of experimental interest. This
problem will be under investigation for another Letter.
Remark 3. It seems that the multiple Exp-function method [25]
is more general than the (G ′/G)-expansion method. The adopted
(G ′/G)-expansion method actually uses the same idea as the one
using an integrable ODE vξ = av + bv2 with constants a and b,
which was presented for the first time in [31]. Recently, the
(G ′/G)-expansion method has also attracted some comments [44–
46] in which it is claimed that (G ′/G)-expansion method is equiv-
alent to the extended tanh function method (or the Ricatti sub-
equation method) [47]. However, we believe that one should al-
ways have the freedom of choosing one of the equivalent methods
for analyzing a new equation or a previously unstudied (or par-
tially studied) problem.
4. Conclusion
We systematically investigated the DNSE with a saturable non-
linearity, which is a very crucial model for the applied physical
and mathematical sciences, for analytic solutions using one of the
most recent methods, namely, the (G ′/G)-expansion method. We
confirmed that the model supports three types of solutions with
arbitrary parameters; hyperbolic, trigonometric, and rational. It ap-pears that some of the previously known results are particular
cases of ours. The rational solutions are computed here for the
first time and they could not be obtained by other methods.
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