This paper concerns the number of limit cycles in a cubic system. Eleven limit cycles are found and two different distributions are given by using the methods of bifurcation theory and qualitative analysis.
Introduction and Main Results
A part of the well-known Hilbert's 16th problem is to consider the existence of maximal number of limit cycles for a general planar polynomial system. In general, this is a very difficult question and it has been studied by many mathematicians (see e.g. [Bautin, 1952; Zhang et al., 2004] ). By [Ye, 1986] we know that there exists a quadratic system having four limit cycles. [Bautin, 1952] proved that any quadratic system has at most three limit cycles with small amplitude. Recently, the authors found a cubic system which has ten limit cycles with small amplitude. [Li & Huang, 1986] and [Li & Liu, 1991] respectively studied the following cubic systemṡ x = y(1 − cy 2 ) + µx(mx 2 + ny 2 − λ) , y = −x(1 − ax 2 ) + µy(mx 2 + ny 2 − λ) , with a > c > 0, 0 < µ 1, anḋ x = y(1 + x 2 − ay 2 ) + εx(mx 2 + ny 2 − λ) ,ẏ = −x(1 − cx 2 + y 2 ) + εy(mx 2 + ny 2 − λ) , with a > c > 0, ac > 1, 0 < ε 1. By using the Melnikov method, it was proved that each of the two systems can have 11 limit cycles. Based on the results of [Li & Huang, 1986; Liu et al., 2003] more cubic systems were found to have 11 limit cycles. The key point used in [Li & Huang, 1986; Liu et al., 2003] is to find simple zeros of a Melnikov function which is also called an Abelian integral.
As we know, when we study Hopf bifurcation for a planar polynomial system, a typical way to find limit cycles is to change the stability of a focus. The author [Han, 1997] first used this idea to find limit cycles near a homoclinic loop for quadratic systems. That is, a limit cycle can be bifurcated from a homoclinic loop when its stability changes. A final limit cycle can be obtained by making the homoclinic loop broken. Then the method was developed to investigate limit cycle bifurcation from a double homoclinic loop by Han and Chen [2000] . In this paper, we consider the following perturbed cubic Hamiltonian systeṁ
where a and c are positive constants with a = c, and ε > 0 is small. Without loss of generality, we may assume c > a > 0. Furthermore, suitable scaling of coefficients can make a = 1. Also, we consider the coefficients a ij and b ij in (1) as parameters. Our main result can be stated as follows.
Theorem. Let a = 1, c > 1. Then the system (1 ) can have 11 limit cycles with two different distributions of limit cycles given in Fig. 1 .
Remark. The distribution Fig. 1 (a) of 11 limit cycles can be found also in [Li & Huang, 1986; Liu et al., 2003 ].
In the next section, we verify the theorem following the technique developed in [Han, 1997; Han & Chen, 2000] . For convenience of numerical analysis we will suppose a = 1 and c = 2.
Proof of the Main Result
Consider system (1) with a = 1 and c > 1. Without loss of generality, we may suppose the points (±1, 0) are always singular points for all ε > 0 small. Then (1) becomesẋ
where
For ε = 0, Eq. (2) is a Hamiltonian system with the Hamiltonian function
and it has nine singular points O(0, 0),
. . , 4 being centers and S j , j = 1, . . . , 4 saddles. The phase portraits are as shown in Fig. 2 
(a).
Note that H(
Thus we have four separatrices on the right half plane. For ε > 0 small (2) has separatrices
are the stable and (2) with (a) ε = 0 and c = 2, (b)
unstable manifolds of S 1 respectively, and L s i and L u i , i = 3, 4 are a part of the stable and unstable manifolds of the saddle points of (2) near S 2 and S 3 . Let
We take a as a vector parameter. We will see later that the coefficients a 01 , a 12 , a 03 , b 10 , b 21 , b 12 and b 03 do not help to increase the number of limit cycles in our discussion below as long as a 12 and b 03 satisfy (3). Recall that the directed distance from
, is a constant, and
For example, if Fig. 2(b) .
For the expression of M i (a), by Eq. (4) we have Lemma 2.1. For (2) we have
For c = 2, L 1 and L 2 are defined by the equation H(x, y) = 1/4. Hence, they can be represented as x = 1 ± y 2 − 2y 2 , |y| < 1, respectively. If we denote by x r , x l the right and left halves of L i lying on the right and left of the straight line x = 1, respectively, we have for L 2 ,
For L 1 , we have
Using Mathematics 4.0, we obtain
From (1/2)(x 2 + y 2 ) − (1/4)(x 4 + 2y 4 ) = 1/8, we have the expressions
for L 3 , and
The curve L 4 can also be represented as
Using Mathematics 4.0, we have for c = 2 
Consider the equations d 1 = 0, d 2 = 0. The implicit function theorem implies that two functions
exist such that for ε > 0 small Thus, a homoclinic loop L * 1 (ε, a 2 , a 3 ) exists near L 1 as a 1 = φ 1 , and a double homoclinic loop
as a 1 = φ 1 and a 2 = φ 2 . Further, we consider the stability of the homoclinic loop. Under a 1 = φ 1 , a 2 = φ 2 , we have
By the implicit function theorem again there exists a unique function
By [Han, 1997; Han & Chen, 2000] , we know that if
converges finitely, and it holds that
Lemma 2.1. Assume a i = φ i , i = 1, 2, 3. Then
Especially, if c = 2, then α = −2.22727 < 0.
Proof. We need to only prove σ 1i (0) = α(a 12 + 3b 03 ) if a i = φ i | ε=0 . In fact, the equations a i = φ i | ε=0 for i = 1, 2, 3 imply that
(a 12 + 3b 03 ) .
Hence,
In the same way, σ 12 = α(a 12 +3b 03 ). By Lemma 2.1 and straightforward computing, we have for c = 2
This completes the proof.
From [Han et al., 2003] , we have the following rule to discriminate the stability of L * i .
Lemma 2.2. For ε > 0 small, the double homoclinic loop L * 1 ∪ L * 2 is stable (resp. unstable) both inside and outside if σ 0 (ε, a 3 ) < 0 (resp. > 0) or σ 0 = 0 and σ 11 < 0, σ 12 < 0 (resp. σ 11 > 0, σ 12 > 0). Now we are in a position to prove our main result. From the above analysis, we know the double homoclinic loop L * and the single homoclinic loop L * i , i = 1, 2 are stable when δ = a 12 +3b 03 > 0. Keep (ε, δ) fixed and let a 3 < φ 3 and 0 < φ 3 − a 3 ε. 
Thus L * and L * i , i = 1, 2 have changed their stability from stable into unstable, and hence one "large" stable limit cycle Γ 1 and two small stable limit cycles Γ 1i , i = 1, 2 have appeared outside L * and inside L * i , respectively (see Fig. 3 ). 
Now keep a 3 fixed and let a 2 satisfy a 2 > φ 2 (resp. < φ 2 ) and 0 < |a 2 − φ 2 | φ 3 − a 3 ε, so that L * 2 has broken, and a small (resp. large) unstable limit cycle Γ 22 (resp. Γ 2 ) has appeared. It is outside Γ 12 (resp. inside Γ 1 ) (see Fig. 4 ).
Finally keep a 2 fixed and let a 1 satisfy a 1 < φ 1 and 0 < φ 1 − a 1 |a 2 − φ 2 | |φ 3 − a 3 | ε. Then a small unstable limit cycle Γ 21 appears and it is outside Γ 11 (see Fig. 5 ).
In the following, we will find a larger limit cycle Γ which surrounds all nine singular points. In order to do this, we need to consider the relative position of separatrices near the heteroclinic loop L i , i = 3, 4 and the behavior of orbits near a large periodic orbit L * h . The first-order Melnikov function for (2) with the family of large periodic orbits is
Here L * h : H(x, y) = h surrounds all singular points of system (2) for h < 1/4c and ε > 0 small. As we know [Ye, 1986] , if there exists h 0 < 1/4c such that M * (h 0 ) < 0, then for ε > 0 small the positive orbit of (2) starting at the point F = L h 0 ∩ {x = 0, y > 0} intersects the positive y-axis at a point above F . Let M 5 = M * (−1) and c = 2. Then L * −1 has the expression
The straightforward computing gives
x 2 ydx = −10.7549 .
From Lemma 2.1, when a 1 = φ 1 , a 2 = φ 2 and a 3 = φ 3 , we obtain the following. where β = (3A 5 /(3A 1 − A 6 ))(E 3 − E 1 ) + (1/3)E 2 = −10.1801 < 0. From the above and the Poincaré-Bendixson theorem one large cycle Γ exists which surrounds nine singular points (see Fig. 6 ). Hence, the singular pointsÃ i are unstable and O(0, 0) is stable. The proof of the main result is completed.
