Many application domains have witnessed, in recent years, an exponential increase in the number, size and diversity of autonomous data sources. The large size and the distributed nature of the data, storage and bandwidth considerations, and in some instances, privacy considerations prevent centralized access to data that is typically assumed in standard machine learning approaches to knowledge acquisition. Hence, ransforming this explosive increase in data into commensurate increase in knowledge call for scalable and cost-effective approaches for building predictive models from distributed data. This chapter summarizes a sufficient-statistics based approach to learning a broad class of classifiers (including naïve Bayes and decision tree classifiers) from distributed data. This approach has been shown to yield results that are identical to those obtainable in settings where the learning algorithm has centralized access to all of the data. It can also be extended to settings where the distributed data sources differ from each other with respect to their structure (schema) and semantics e.g., choice of attribute names, values, and granularity of data descriptions.
INTRODUCTION
Recent development of high throughput data acquisition technologies in a number of domains (e.g., biological sciences, atmospheric sciences, space sciences, commerce) together with advances in digital storage, computing, and communications technologies have resulted in the proliferation of a multitude of physically distributed data repositories created and maintained by autonomous entities (e.g., scientists, organizations). The resulting increasingly data rich domains offer unprecedented opportunities in computer assisted data-driven knowledge acquisition in a number of applications including in particular, data-driven scientific discovery (e.g., characterization of protein sequence-structure-function relationships in computational molecular biology), data-driven decision making in business and commerce, monitoring and control of complex systems (e.g., load forecasting in electric power networks), and security informatics (discovery of and countermeasures against attacks on critical information and communication infrastructures).
Machine learning (Mitchell, 1997; Duda et al., 2000) , offers one of the most cost-effective approaches to analyzing, exploring and extracting knowledge (features, correlations, and other complex relationships and hypotheses that describe potentially interesting regularities) from data.
However, the applicability of current approaches to machine learning in emerging data rich applications is severely limited by a number of factors: a. Data repositories are large in size, dynamic, and physically distributed. Consequently, it is neither desirable nor feasible to gather all of the data in a centralized location for analysis. Hence, there is a need for efficient algorithms for analyzing and exploring multiple distributed data sources without transmitting large amounts of data.
b. Autonomously developed and operated data sources often differ in their structure and organization (e.g., relational databases, flat files, etc.) and the operations that can be performed on the data sources (e.g., types of queries -relational queries, statistical queries, keyword matches). Hence, there is a need for theoretically well-founded strategies for efficiently obtaining the information needed for analysis within the operational constraints imposed by the data sources.
The purpose of this entry is to precisely define the problem of learning classifiers from distributed data and summarize recent advances that have led to a solution to this problem (Caragea et al., 2004; .
BACKGROUND: PROBLEM SPECIFICATION
Given a data set D, a hypothesis class H, and a performance criterion P, an algorithm L for learning (from centralized data D) outputs a hypothesis h ∈ H that optimizes P.
In pattern classification applications, h is a classifier (e.g., a decision tree, a support vector machine, etc.) (See Figure 1) . The data D typically consists of a set of training examples. Each training example is an ordered tuple of attribute values, where one of the attributes corresponds to a class label and the remaining attributes represent inputs to the classifier. The goal of learning is to produce a hypothesis that optimizes the performance criterion (e.g., minimizing
classification error on the training data) and the complexity of the hypothesis.
In a distributed setting, a data set D is distributed among the sites 1,...,n containing the data set fragments D 1 ,...,D n . Two common types of data fragmentation are: horizontal fragmentation and vertical fragmentation. In the case of horizontal fragmentation, each site contains a subset of the data tuples that make up D, i.e., (Ozsu & Valduriez, 1999; Friedman et al., 1999) .
The distributed setting typically imposes a set of constraints Z on the learner. These constraints are absent in the centralized setting. For example, the constraints Z may prohibit the transfer of raw data from each of the sites to a central location, while allowing the learner to obtain certain types of statistics from the individual sites (e.g., counts of instances that have specified values for some subset of attributes). In some applications of data mining (e.g., knowledge discovery from clinical records), Z might include constraints designed to preserve privacy.
The problem of learning from distributed data can be stated as follows (Caragea et al., 2004; : Given the fragments D 1 ,…, D n of a data set D distributed across the sites 1,...,n, a set of constraints Z, a hypothesis class H, and a performance criterion P, the task of the learner L d is to output a hypothesis that optimizes P using only operations allowed by Z. Clearly, the problem of learning from a centralized data set D is a special case of learning from distributed data where n=1 and Z=∅.
Having defined the problem of learning from distributed data, we proceed to define some criteria that can be used to evaluate the quality of the hypothesis produced by an algorithm L d for The proof of exactness of an algorithm for learning from distributed data relative to its centralized counterpart ensures that a large collection of existing theoretical (e.g., sample complexity, error bounds) as well as empirical results obtained in the centralized setting apply in the distributed setting.
MAIN THRUST: STRATEGY FOR LEARNING FROM DISTRIBUTED

DATA
Decomposition of the Learning from Data Task
A general strategy for designing algorithms for learning from distributed data that are provably exact with respect to their centralized counterpart (in the sense defined above) follows from the observation that most of the learning algorithms use only certain statistics computed from the data D in the process of generating the hypotheses that they output. (Recall that a statistic is simply a function of the data.
Examples of statistics include mean value of an attribute, counts of instances that have specified values for some subset of attributes, the most frequent value of an attribute, etc.).
This yields a natural decomposition of a learning algorithm into two components (see Figure 2 ):
a. (Casella & Berger, 2001 ).
This notion of a sufficient statistic for a parameter θ can be generalized to yield a sufficient
for learning a hypothesis h using a learning algorithm L applied to a data set D (Caragea et al., 2004) . Trivially, the data D is a sufficient statistic for learning h using L.
However, we are typically interested in statistics that are minimal or at the very least, substantially smaller in size (in terms of the number of bits needed for encoding) than the data set D. In some simple cases, it is possible to extract a sufficient statistic
for constructing a hypothesis h in one step (e.g., by querying the data source for a set of conditional probability estimates when L is the standard algorithm for learning a Naive Bayes classifier). In such a case,
is a sufficient statistic for learning h using the learning algorithm L if there exists an algorithm that accepts
as input and outputs h=L (D) . In a more general setting, h is constructed by L by interleaving information extraction (statistical query) and hypothesis generation operations. Thus, a decision tree learning algorithm would start with an empty initial hypothesis h 0 , obtain the sufficient statistics (expected information concerning the class membership of an instance associated with each of the attributes) for the root of the decision tree (a partial hypothesis h 1 ), and recursively generate queries for additional statistics needed to iteratively refine h 1 to obtain a succession of partial hypotheses h 1 ,h 2 ,… culminating in h (See Figure 2) 
Information Extraction from Distributed Data
Based on the decomposition of the learning task into information extraction and hypothesis generation, learning from distributed data reduces to information extraction from distributed data. The information extraction from distributed data entails decomposing each statistical query q posed by the information extraction component of the learner into sub queries n,... It is important to note that this general strategy for learning classifiers from distributed data is applicable to the entire class of algorithms for learning classifiers from data. This follows from the fact that the output h of any learning algorithm is in fact a function of the data D, and hence by definition, a statistic. Consequently, we can devise a strategy for computing h from the data D through some combination of refinement and composition operations starting with an initial hypothesis (or an initial set of hypotheses). When the data D is stored in one or more relational database(s), this approach is able to effectively use the database support for aggregate queries for efficient data mining. When the learner's access to data sources is subject to constraints Z, the resulting plan for information extraction has to be executable without violating the constraints Z.
The exactness of the algorithm L d for learning from distributed data relative to its centralized counterpart, which requires access to the complete data set D follows from the correctness concerns between hypothesis construction and extraction of sufficient statistics from data makes it possible to explore the use of sophisticated techniques for query optimization. These techniques yield optimal plans for gathering sufficient statistics from distributed data sources under a specified set of constraints. The constraints describe the query capabilities of the data sources, operations permitted by the data sources (e.g., execution of user supplied procedures), and available computation, bandwidth, and memory resources Related Work Srivastava et al. (1999) propose methods for distributing a large centralized data set to multiple processors to exploit parallel processing to speed up learning. Grossman and Guo (2001) , and Provost and Kolluri (1999) survey several methods that exploit parallel processing for scaling up data mining algorithms to work with large data sets. In contrast, the focus of the proposed research is on learning classifiers from a set of autonomous distributed data sources. The autonomous nature of the data sources implies that the learner has little control over the manner in which the data are distributed among the different sources.
Distributed data mining has received considerable attention in the literature (Park, & Kargupta, 2002) . Domingos (1997) and Prodromidis et al. (2000) propose an ensemble of classifiers approach to learning from horizontally fragmented distributed data which essentially involves learning separate classifiers from each data set and combining them typically using a weighted voting scheme. This typically requires gathering a subset of data from each of the data sources at a central site to determine the weights to be assigned to the individual hypotheses (or alternatively shipping the ensemble of classifiers and associated weights to the individual data sources where they can be executed on local data to set the weights). In contrast, the approach described here is applicable even in scenarios that preclude transmission of data or execution of user-supplied code at the individual data sources, but allow transmission of minimal sufficient statistics needed by the learning algorithm. A second potential drawback of the ensemble of classifiers approach to learning from distributed data is that the resulting ensemble of classifiers is typically much harder to comprehend than a single classifier. A third important limitation of the ensemble classifier approach to learning from distributed data is the lack of guarantees concerning generalization accuracy of the resulting hypothesis relative to the hypothesis obtained in the centralized setting.
More importantly, the approach described here offers a general framework for the design of algorithms for learning from distributed data that is provably exact with respect to its centralized counterpart. Central to this approach is a clear separation of concerns between hypothesis construction and extraction of sufficient statistics from data, making it possible to explore the use of sophisticated techniques for query optimization that yield optimal plans for gathering sufficient statistics from distributed data sources under specified set of constraints Z that describe the query capabilities and operations permitted by the data sources (e.g., execution of user supplied procedures).
FUTURE TRENDS
It is inevitable that autonomously developed data sources are semantically heterogeneous. The ontological commitments associated with a data source (and hence its implied semantics) are typically determined by the data source designers, based on their understanding of the intended use of the data. Very often, data sources that are created for use in one context or application find use in other contexts or applications, and therefore, semantic differences among autonomously designed, owned, and operated data repositories are simply unavoidable. Effective use of multiple sources of data in a given context requires reconciliation of semantic differences. There have been significant community-wide efforts aimed at the construction of ontologies (e.g., Gene
Ontology for molecular biology -GO at http://www.geneontology.org, Semantic Web for Earth and Environmental Terminology -SWEET at sweet.jpl.nasa.gov, etc.). Hence, there is an urgent need for methods that can dynamically and efficiently extract and integrate information needed for knowledge acquisition, from semantically heterogeneous data, from a user's perspective.
Autonomous data sources often describe, or, because of privacy considerations, expose data at different levels of abstraction. The approach described here lends itself to adaptation to settings where the ontologies associated with the individual data sources differ from each other (Caragea et al., 2005) and to settings that require learning predictive models from partially specified data (Zhang et al., 2006) .
CONCLUSION
With the proliferation of large, autonomous, distributed databases in many application domains, the problem of mining distributed data is an extremely important topic with relevance to many application domains where databases play a central role (e.g., bioinformatics, ecological informatics, e-commerce, health informatics). Effective solution of this problem is critical to advances in cyberinfrastructure for e-science (Hey & Trefethen, 2005) . In this entry, we have precisely formulated the problem of learning classifiers from distributed data and described a general strategy for transforming standard machine learning algorithms that assume centralized access to data in a single location into algorithms for learning from distributed data. The resulting algorithms are provably exact in that the hypothesis constructed from distributed data is identical to that obtained by the corresponding algorithm when it is used in the centralized setting. This ensures that the entire body of theoretical (e.g., sample complexity, error bounds) and empirical results obtained in the centralized setting carry over to the distributed setting. The approach described can be extended to scenarios where the distributed data sources are semantically heterogeneous (Caragea et al., 2005) .
knowledge: the information that the learner has about the task before the learning process (e.g. "simple" answers are preferable over "complex" answers). e) Performance Criteria: Measure the quality of the learning output in terms of accuracy, simplicity, efficiency etc. Classification Task: A task for which the learner is given experience in the form of labeled examples and it is supposed to learn to classify new unlabeled examples. In a classification task, the output of the learning algorithm is called hypothesis or classifier (e.g., a decision tree, a support vector machine, etc.).
Learning from Data: Given a data set, a hypothesis class (e.g., decision trees), and a performance criterion (e.g., accuracy), a learning algorithm outputs a hypothesis that optimizes the performance criterion.
Sufficient Statistics: A statistic is called a sufficient statistic for a parameter if the statistic captures all the information about the parameter, contained in the data. More generally, a statistic is called a sufficient statistic for learning a hypothesis using a particular learning algorithm applied to a given data set, if there exists an algorithm that takes as input the statistic and outputs the desired hypothesis. A query that returns a statistic is called a statistical query.
Learning Task Decomposition: A learning algorithm can be decomposed in two components: Learning from Distributed Data: Given several fragments of a data set (distributed across several sites), a set of constraints (referring to privacy concerns, storage issues, operations allowed, etc.), a hypothesis class and a performance criterion, the task of the distributed learner is to output a hypothesis that optimizes the performance criterion, without violating the set of constraints. We say that an algorithm for learning from distributed data is exact if the hypothesis that it outputs is identical to that produced by the centralized algorithm for learning from the complete data set, obtained by appropriately combining the distributed data fragments.
