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HAMILTONIAN VECTOR FIELDS OF
HOMOGENEOUS POLYNOMIALS IN TWO
VARIABLES
SERGIY MAKSYMENKO
Abstract. Let g : R2 → R be a homogeneous polynomial of de-
gree p ≥ 2, G = (−g′y, g
′
x) be its Hamiltonian vector field, and Gt
be the local flow generated by G. Denote by E(G,O) the space of
germs of C∞ diffeomorphisms (R2, O)→ (R2, O), that preserve or-
bits of G. Let also Eˆid(G,O) be the identity component of Eˆ(G,O)
with respect to C1 topology.
Suppose that g has no multiple prime factors. Then we prove
that for every h ∈ Eˆid(G,O) there exists a germ of a smooth func-
tion α : R2 → R at O such that
h(z) = Gα(z)(z).
1. Introduction
Let p ≥ 1 and g : R2 → R be a homogeneous polynomial of degree
p+1, i.e. deg g ≥ 2. Then we have a prime decomposition of g over R:
(1.1) g(x, y) =
l∏
i=1
Li(x, y) ·
p+1−l∏
j=1
Qj(x, y),
where every Li = aix+biy is a linear function, and every Qj is a definite
quadratic form.
Lemma 1.1. [5] The following conditions for a homogeneous polyno-
mial g of degree deg g ≥ 2 are equivalent:
(1) decomposition (1.1) contains no multiple factors
(2) none of the partial derivatives g′x and g
′
y is identically zero (i.e.
g does depend on x and y) and these polynomials are relatively
simple in the ring R[x, y].
In this case the origin O ∈ R2 is a unique critical point for g.
Definition 1.2 (Property (∗) for a polynomial). Say that a homoge-
neous polynomial g ∈ R[x, y] of degree deg g ≥ 2 has property (∗) if it
satisfies one of the conditions of Lemma 1.1.
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Example 1.3. For n ≥ 2 consider the following function
ωn : C→ C, ωn(z) = z
n.
Then its real and imagine parts Re(zn) and Im(zn) have property (∗).
Let H = (−g′y, g
′
x) be the Hamiltonian vector field for g. Then g is
constant along orbits of H . The typical foliations of R2 by level sets of
homogeneous polynomials are shown in Figures 4.1 and 4.2.
Notice that the property (∗) for g can be formulated as follows: the
Hamiltonian vector field H of g can not be represented as a product
H = ωH1, where ω is a homogeneous polynomial of degree deg ω ≥ 1
and H1 is a homogeneous vector field.
Definition 1.4 (Property (∗) for a vector field). Say that a vector
field G on R2 has property (∗) at O if there exist a smooth (C∞)
and everywhere non-zero function η : R2 → R \ {0}, local coordinates
(x, y) at O, and a homogeneous polynomial g(x, y) having property (∗)
such that
G = ηH,
where H = (−gy, gx) is a Hamiltonian vector field of g.
It follows from Lemma 1.1 that in this case the origin O ∈ R2 is an
isolated singular point of G.
1.5. Main result. Let G be a smooth vector field defined in a neigh-
borhood of the origin O ∈ R2. Denote by Eˆ(G,O) the set of germs of
C∞ diffeomorphisms
h : (R2, O)→ (R2, O)
preserving orbits of G, i.e. h ∈ Eˆ(G,O) if there exists a neighborhood
V of O such that
(1.2) h(ω ∩ V ) ⊂ ω
for each orbit ω of G.
Let also Eˆid(G,O) be the identity component of Eˆ(G,O) with respect
to C1-topology. It consists of germs of diffeomorphisms at O isotopic to
idR2 in Eˆ(G,O) via isotopy whose partial derivatives of the first order
continuously depend on the parameter, see [5] for details.
Denote by G : R2 × R ⊃ UG −→ R
2 the corresponding local flow
of G defined on an open neighborhood UG of R
2 × {0} in R2 × R.
Then for every germ of a smooth function α : R2 → R at O we can
define the following map h : R2 → R2 by
(1.3) h(z) = G(z, α(z)).
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This map will be called the smooth shift along orbits of G via the
function α. Denote by Sh(G,O) the set of germs of mappings of the
form (1.3), where α runs over all germs of smooth function at O.
Then, see [4], Sh(G,O) ⊂ Eˆid(G,O).
In this paper we prove the following theorem:
Theorem 1.6. Let G be a vector field on R2 having property (∗) at
O. Then Sh(G,O) = Eˆid(G,O). Thus every h ∈ Eˆid(G,O) can be
represented in the form (1.3) for some smooth function α : R2 → R.
Remark 1.7. Suppose that O is a regular point for G, i.e. G(O) 6= 0.
Then every smooth map preserving orbits of G is a neighborhood of O
is a shift along orbits of G via a certain smooth function α. For the
convenience of the reader we recall a proof of this fact, see [4, Eq. (10)].
Indeed, since G(O) 6= 0, it follows that there are local coordinates
(x1, . . . , xn) at O such that G(x) = (1, 0, . . . , 0), whence
G(x1, . . . , xn, t) = (x1 + t, x2, . . . , xn).
If now h = (h1, . . . , hn) : R
n → Rn is a smooth map that preserves
orbits of G, then hi = xi for 2 ≤ i ≤ n. Set
(1.4) α(x) = h1(x)− x1.
Then h(x) = G(x, α(x)).
1.8. Applications. In [4] the identity
Sh(G,O) = Eˆid(G,O)
is established for all linear vector fields on Rn. Thus if G(x) = A · x is
a linear vector field on Rn, where A is a non-zero (n× n)-matrix, then
every h ∈ Eˆid(G,O) can be represented as follows
h(x) = eα(x)A · x
for a certain smooth function α : Rn → R. It allowed for a vector
field G satisfying mild conditions describe the homotopy types of the
connected components of the group D(G) of orbit preserving diffeo-
morphisms. This result was essentially used in [3] for the calculation
of the homotopy types of stabilizers and orbits of Morse functions on
compact surfaces M with respect to the action of D(M).
Theorem 1.6 allowed to perform similar calculation for large class of
functions on surfaces with isolated singularities. This will be done in
another paper.
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1.9. Structure of the paper. In Section 2 the definition of weak
Whitney topologies is given.
Section 3 includes a plan of the proof of Theorem 1.6. Using results
of [5] the proof is reduced to the case when h ∈ Eˆid(G,O) is ∞-close
to he identity at O, see Proposition 3.4. It turns out that in order
to work with these mappings it is convenient to use polar coordinates
(φ, ρ), see Section 4. In this case instead of a unique singular point
O = (0, 0) ∈ R2 we obtain a whole line of singular points ρ = 0,
but the formulas for the vector field G in polar coordinates becomes
essentially simple.
Then in Section 5 it is shown that instead of smooth functions on
R2 that are flat at O, we can consider smooth functions with respect
to polar coordinates (φ, ρ) being flat for ρ = 0. Similarly, in Section 6
it is proved that instead of diffeomorphisms of R2 that are ∞-close
to the identity at O it is possible to consider diffeomorphisms of the
half-plane of polar coordinates H that are ∞-close to the identity for
ρ = 0.
In Section 7 a proof of Proposition 3.4 is given. This will complete
Theorem 1.6.
2. Continuous maps between functional spaces
Let V ⊂ Rn be an open subset and f = (f1, . . . , fm) : V → R
m be a
smooth mapping. For every compact K ⊂ V and integer r ≥ 0 define
the r-norm of f on K by
‖f‖rK =
m∑
j=1
∑
|i|≤r
sup
x∈K
|Difj(x)|,
where i = (i1, . . . , in), |i| = i1+ · · ·+ in, and D
i = ∂
|i|
∂x
i1
1
···∂xinn
. For a fixed
r the norms ‖f‖rK define the so-called weak C
r
W Whitney topology on
C∞(V,Rm), see [1, 2].
Definition 2.1. Let A,B,C,D be smooth manifolds,
X ⊂ C∞(A,B), Y ⊂ C∞(C,D)
be two subsets and F : X → Y be a map. Say that F is Cs,rW,W -
continuous provided it is continuous from CsW -topology on X to C
r
W -
topology on Y.
Say that F is tamely continuous if for every r ≥ 0 there exists an
integer number s(r) ≥ 0 such that F is C
s(r),r
W,W -continuous. Evidently,
every tamely continuous map is C∞,∞W,W -continuous.
The following lemmas are easy to prove, see [5].
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Lemma 2.2. Let D : C∞(V )→ C∞(V ) be the mapping defined by
D(α) =
∂|k|α
∂xk
,
where k = (k1, . . . , kn), |k| =
n∑
i=1
ki, and ∂x
k = ∂xk11 · · ·∂x
kn
n . Then D
is C
r+|k|,r
W,W -continuous for all r ≥ 0.
Lemma 2.3. Let Z : C∞(V )→ C∞(V ) be the mapping defined by
Z(α)(x1, . . . , xn) = x1 · α(x1, . . . , xn), α ∈ C
∞(V ).
Then Z is injective and for every r ≥ 0 the mapping Z is Cr,rW,W -
continuous and its inverse Z−1 is a Cr+1,rW,W -continuous.
Lemma 2.4 (Hadamard). Let f : R → R be a smooth function such
that f(0) = 0, then f(x) = s
∫ 1
0
f ′(tx)dt︸ ︷︷ ︸
g(x)
= x g(x), where g is smooth
and g(0) = f ′(0). 
More generally,
(2.1) f(x+ y) = f(x) + y
∫ 1
0
f ′(x+ sy)ds︸ ︷︷ ︸
g(x,y)
= f(x) + y · g(x, y),
where g is also smooth and such that g(x, 0) = f ′(x).
In particular, if f has an inverse function f−1 then
(2.2) f(f−1(x)+y) = f(f−1(x))+y ·g(f−1(x), y) = x+y ·g(f−1(x), y).
3. Proof of Theorem 1.6
Actually we establish a more general statement. First we introduce
some notation.
3.1. Smooth shifts along orbits of vector fields. Let G be a vector
field on a manifold M . We will always denote by
G :M × R ⊃ UG →M
the local flow of G, where UG is an open neighborhood of M × 0 in
M × R.
For every open subset V ⊂M let
E(G, V ) ⊂ C∞(V,M)
be the set of all smooth mappings h : V → M such that
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(1) h(ω ∩ V ) ⊂ ω for every orbit ω of G, in particular h is fixed on
the set of singular points of G contained in V ;
(2) h is a local diffeomorphism at every singular point of G.
Let also Eid(G, V ) be the subset of E(G, V ) consisting of mappings
h such that
(3) h is homotopic to idM in E(G, V ).
If V =M , then E(G,M) and Eid(G,M) will be denoted by E(G) and
Eid(G) respectively.
Let O ∈ V be a singular point of G. Then h(O) = O for every
h ∈ E(G, V ). Denote by E∞(G, V,O) the subset of E(G, V ) consisting
of mappings h which are ∞-close to the identity at O, i.e. the ∞-jets
of h and idV at O coincide.
Theorem 3.2. Let G be a vector field on R2 having property (∗) at O
and V be a sufficiently small open neighborhood of O. Then for every
f ∈ Eid(G, V ) there exists a neighborhood Uf in Eid(G) with respect to
CpW -topology and a tamely continuous map
σV : Eid(G, V ) ⊃ Uf −→ C
∞(V )
such that
h(z) = G(z, σV (h)(z))
for every h ∈ Uf .
Moreover, if deg g ≥ 3, then σ can be defined on all of Eid(G, V ).
The proof is based on the following two statements. The first one is
established in [5]:
Proposition 3.3. [5] Let G be a vector field on R2 having property
(∗) at O and U ⊂ V be two sufficiently small open neighborhoods of
O. Then for every f ∈ Eid(G, V ) there exists a neighborhood Uf in
Eid(G, V ) with respect to C
p
W -topology and a tamely continuous map
Λ : Uf → C
∞(V )
such that for every h ∈ Uf we have that
suppΛ(h) ⊂ U
and the mapping hˆ : V → R defined by
hˆ(z) = G(h(z),−Λ(h)(z))
is ∞-close to idR2 at O. In particular, hˆ ∈ E∞(G, V,O).
Moreover, if deg g ≥ 3, then Λ can be defined on all of Eid(G).
The second statement will be proved in Section 7.
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Proposition 3.4. Let G be a vector field on R2 having property (∗) at
O and V be a sufficiently small open neighborhood of O. Then there
exists a unique map
Ψ : E∞(G, V,O)→ Flat (R
2, O)
such that for every hˆ ∈ E∞(G, V,O) we have that
(3.1) hˆ(z) = G(z,Ψ(hˆ)(z))
This mapping is C3r+p,rW,W -continuous for every r ≥ 0.
Now we can complete Theorem 3.2. First notice that for a smooth
function α and a mapping h the following relations are equivalent:
(3.2) h(z) = G(z, α(z)) and z = G(h(z),−α(z)).
Let f ∈ Eid(G). Then it follows from Proposition 3.3 that for every
f ∈ Eid(G) there exists a C
p
W -neighborhood Uf of f in Eid(G) and a
well-defined map
H : Uf → E∞(G, V,O)
given by
H(h)(z) = G(h(z),−Λ(h)(z)).
Then the following map σ : Uf → C
∞(V ) defined by
σ = Λ +Ψ ◦H
satisfies the statement of our theorem.
Indeed, let h ∈ Uf and hˆ = H(h). Then
σ(h) = Λ(h) + Ψ ◦H(h) = Λ(h) + Ψ(hˆ).
Whence
G
(
h(z),−σ(h)(z)
)
= G
(
h(z),−Λ(h)(z)−Ψ(hˆ)(z)
)
=
= G
(
G
(
h(z),−Λ(h)(z)
)︸ ︷︷ ︸
hˆ
,−Ψ(hˆ)(z)
)
=
= G
(
hˆ(z),−Ψ(hˆ)(z)
) (3.1) (3.2)
======= z,
Therefore
h(z) = G(z, σ(h)(z)).
If deg g ≥ 3, then σ is defined on all of Eid(G).
Theorem 3.2 is completed modulo Proposition 3.4. The proof of this
proposition will be given in Section 7.
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4. Polar coordinates
Let H = {(φ, ρ) | ρ ≥ 0} ⊂ R2 be the closed upper half-plane of
R2 with cartesian coordinates which we denote by (φ, ρ). Let also
∂H = {ρ = 0} be its boundary (i.e. φ-axis), and
◦
H = {ρ > 0} the
interior of H. Take another copy of R2 with coordinates (x, y) and
consider the following map
Pk : H→ R
2, Pk(φ, ρ) = (ρ
k cosφ, ρk sinφ).
For k = 1 this map defines the so-called polar coordinates in R2. We
will also denote the mapping P1 simply by P .
Evidently, Pk(∂H) = 0 ∈ R
2 and the restriction of Pk onto
◦
H is a
Z-covering map: Pk :
◦
H → R2 \ {O}, where the group Z acts on H by
n · (φ, ρ) = (φ+ 2pin, ρ).
Lemma 4.1. Let g : R2 → R be a homogeneous polynomial of degree
p + 1 and φ0 ∈ R. Then there are unique but not necessarily distinct
numbers φi, (i = 1, . . . , l) such that
φ0 −
pi
2
≤ φ1 ≤ . . . ≤ φl < φ0 +
pi
2
and a smooth function γ such that γ(φ) 6= 0 for all φ ∈ (φ0−
pi
2
, φ0+
pi
2
)
and
g(ρ cosφ, ρ sinφ) = ρp+1 · γ(φ) ·
l∏
i=1
(φ− φi).
Proof. Notice that there exists a unique decomposition of g:
(4.1) g(x, y) = τ(x, y) ·
l∏
i=1
(bix+ aiy),
where
ai = cosφi, bi = sinφi,
for a unique φi ∈ [φ0 −
pi
2
, φ0 +
pi
2
), (i = 1, . . . , l), such that φi ≤ φi+1,
and τ is a homogeneous polynomial of degree p+ 1− l such that
τ(x, y) 6= 0, for (x, y) 6= 0.
Therefore
bix+ aiy = sin φi · ρ cosφ+ cosφi · ρ sinφ = ρ · sin(φ− φi),
and thus
g(ρ cosφ, ρ sinφ) = ρp+1 · τ(cos φ, sinφ) ·
l∏
i=1
sin(φ− φi).
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Notice that the function sin(φ−φi)
(φ−φi)
is smooth and strictly positive on the
interval (φi − pi, φi + pi) and τ(cos φ, sinφ) > 0 for every φ, we obtain
that
g(ρ cosφ, ρ sinφ) = ρp+1 · γ(φ) ·
l∏
i=1
(φ− φi),
for a certain smooth function γ : R → R such that γ(φ) 6= 0 for all
φ ∈ (φ0 −
pi
2
, φ0 +
pi
2
). 
The level curves of a homogeneous polynomial g : R2 → R and the
mapping g ◦ Pk : H → R are shown in Figure 4.1 for l = 0 and in
Figure 4.2 for l ≥ 1.
H
Pk−−→ R2
Figure 4.1. l = 0.
H
Pk−−→ R2
Figure 4.2. l ≥ 1.
4.2. Lifting vector fields from R2 to H. Let G be a smooth vector
field defined in a neighborhood V of O ∈ R2. Denote
U = P−1k (V ) ⊂ H.
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If G(O) = 0, then there exists a unique Z-invariant vector field F on U
vanishing on ∂H, and such that the following diagram is commutative:
(4.2)
TU
TPk−−−→ TV
F
x xG
H ⊃ U
Pk−−−→ V ⊂ R2
Notice that in general F is smooth only on U∩
◦
H and is just continuous
on H.
Let Ft and Gt be the local flows generated by F and G respectively.
Then for every t ∈ R the following diagram is commutative
(4.3)
U
Ft−−−→ H
Pk
y yPk
V
Gt−−−→ R2
i.e. Pk ◦ Ft(x) = Gt ◦ Pk(x),
provided both parts of this equality are defined.
The following lemma is crucial for the proof of Proposition 3.4.
Lemma 4.3. If a, a′ ∈ U belong to the same orbit of F, then b = Pk(a)
and b′ = Pk(a
′) belong to the same orbit ofG, see Figure 4.3. Moreover,
the time between a and a′ with respect to F is equal to the time between
b and b′ with respect to G.
Proof. Indeed, if a′ = Fτ (a), then
b′ = Pk(a
′) = Pk ◦ Fτ (a) = Gτ ◦ Pk(a) = Gτ (b).
Lemma is proved. 
Figure 4.3.
Lemma 4.4. Let g : R2 → R be a homogeneous polynomial of degree
p+ 1 ≥ 2, H = (−g′y, g
′
x) be the Hamiltonian vector field of g, and
η : R2 → R \ {0}
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a smooth everywhere non-zero function. Consider the following vector
field
G = ηH = η · (−g′y, g
′
x)
and let F = (F1, F2) be the vector field on H induced by G via mapping
P1 = P : H → R
2, P (φ, ρ) = (ρ cos φ, ρ sinφ).
Write g in the following form
g(x, y) = yaR(x, y),
where a ≥ 0 and R is a polynomial that is not divided by y. Then
(4.4) F1(φ, ρ) =
(p+ 1) · g(P (φ, ρ))
ρ2
= ρp−1 φa γ1(φ),
for a certain smooth function γ1 : R→ R such that γ1(0) 6= 0.
Moreover, if a ≥ 1, then
(4.5) F2(φ, ρ) = ρ
p φa−1 γ2(φ),
where γ2 : R→ R is a smooth function such that γ2(0) 6= 0.
Corollary 4.5. If g has property (∗), then a = 0 or 1. Hence
F1(φ, ρ) = ρ
p−1γ1(φ), if a = 0,
F2(φ, ρ) = ρ
pγ2(φ), if a = 1.
Thus in both cases one of the coordinate functions of F does not divides
by φ.
Proof of Lemma 4.4. First notice that for a homogeneous polynomial
g of degree p+ 1 the following Euler identity holds true:
(4.6) xg′x + yg
′
y = (p+ 1)g.
Also, it follows from Lemma 4.1 that every multiple y in g yields the
multiple φ in g ◦ P . Therefore
(4.7) g ◦ P (φ, ρ) = ρp+1 φa γ1(φ),
for a certain smooth function γ1 : R→ R such that γ1(0) 6= 0.
Consider now the Jacobi matrix of P :
J(P ) =
(
−ρ sin φ cosφ
ρ cos φ sinφ
)
Then it follows from the commutative diagram (4.2) that
G ◦ P = J(P ) · F,
i.e. (
G1 ◦ P
G2 ◦ P
)
=
(
−ρ sinφ cosφ
ρ cosφ sinφ
)
·
(
F1
F2
)
,
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whence (
F1
F2
)
=
(
−1
ρ
sin φ 1
ρ
cosφ
cosφ sin φ
)
·
(
G1 ◦ P
G2 ◦ P
)
.
Therefore
F1 =
−(G1 ◦ P ) · sin φ+ (G2 ◦ P ) · cos φ
ρ
.
Denote
A(x, y) =
−yG1 + xG2
x2 + y2
=
yg′y + xg
′
x
x2 + y2
· η
(4.6)
====
(p+ 1)g
x2 + y2
· η.
Then
F1 = A ◦ P
(4.7)
==== ρp−1 φa γ1(φ).
Similarly,
F2 = (G1 ◦ P ) · cosφ+ (G2 ◦ P ) · sinφ.
Put
B(x, y) =
xG1 + yG2√
x2 + y2
=
−xg′y + yg
′
x√
x2 + y2
· η.
Then F2 = B ◦ P . Since the numerator of the latter fraction is a
homogeneous polynomial of degree p + 1, it follows from Lemma 4.1
that
F2 = ρ
p φa1 γ2(φ),
for certain a1 ≥ 0 and a smooth function γ2 : R → R such that
γ2(0) 6= 0.
It remains to prove that if a ≥ 1 then
a1 = a− 1.
Equivalently, we have to show that the numerator:
N = −xg′y + yg
′
x
of B is divided by ya−1 but not by ya.
Notice that
g′x = y
aR′x, g
′
y = ay
a−1R + yaR′y.
Whence
N = −xg′y + yg
′
x = −axy
a−1R− xyaR′y + y
a+1R′x
Since R is not divided by y, it follows that N is divided by ya−1 but
not by ya. 
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5. Correspondence between flat functions
Recall that a smooth function α : Rn → R is flat on a subset K ⊂ Rn
provided all partial derivatives of α of all orders vanish at avery point
x ∈ K.
Let Flat (R2, O) be the set of smooth functions α : R2 → R that are
flat at O
Let also Flat Z(H, ∂H) be the set of all Z-invariant smooth functions
αˆ : H→ R that are flat on ∂H.
Theorem 5.1. The mapping
Pk : H→ R
2, Pk(φ, ρ) = (ρ
k cosφ, ρk sin φ)
yields a bijection
fk : Flat (R
2, O)→ Flat Z(H, ∂H), fk(α) = α ◦ Pk
which is Cr,rW,W -continuous and its inverse f
−1
k is C
(2k+1)r,r
W,W -continuous
for every r ≥ 0.
Proof. For each r = 0, . . . ,∞ let Func r(R2, O) be the space of all Cr-
functions α : R2 → R such that α(O) = 0, and Func r(H, ∂H) be the
space of Z-invariant Cr-functions αˆ : H→ R such that αˆ(∂H) = 0.
Then for every α ∈ Func 0(R2, O) the function αˆ = α◦Pk is also con-
tinuous on H, Z-invariant, and vanish on ∂H, i.e. αˆ ∈ Func 0
Z
(H, ∂H).
Thus we obtain a well-defined mapping
(5.1) fk : Func
0(R2, O)→ Func 0Z(H, ∂H), fk(α) = α ◦ Pk.
Conversely, every αˆ ∈ Func 0
Z
(H, ∂H) yields a unique function α ∈
Func 0(R2, O), whence fk is a bijection.
Since Pk is smooth, it follows that
fk
(
Func∞(R2, O)
)
⊂ Func∞
Z
(H, ∂H)
and the restriction map
fk : Func
∞(R2, O)→ Func∞Z (H, ∂H)
is Cr,rW,W -continuous for every r = 0, . . . ,∞. But this mapping is not
onto, e.g. the second coordinate ρ : H → R being a smooth function
is the image of the function (x2 + y2)1/2k which is not differentiable at
O ∈ R2.
Suppose that α is flat at O. Then it is easy to see that αˆ is flat at
every point of ∂H, i.e. fk(Flat (R
2, O)) ⊂ Flat Z(H, ∂H). The following
Lemma 5.2 shows that in fact
fk(Flat (R
2, O)) = Flat Z(H, ∂H)
and the inverse map f−1k is C
(2k+1)r,r
W,W -continuous for every r ≥ 0.
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Lemma 5.2. Suppose that αˆ ∈ Flat Z(H, ∂H). Let α = f
−1
k (αˆ), and
(5.2) Dα =
∂a+bα
∂xa ∂yb
be a partial derivative of α of order a+ b.
(i) Then Dα is a sum of finitely many functions of the form
A ·B
(x2 + y2)s/2k
,
where A : R2 → R is a smooth function which does not depend on α
and
B = f−1k
(
∂j αˆ
∂φj1 ∂ρj2
)
, j = j1 + j2 ≤ a + b,
and s is positive integer such that s/2k ≤ a + b. The total number of
these functions depends only on a and b and does not depend on α.
(ii) Dα is a continuous function vanishing at O ∈ R2. Hence α
is a smooth function flat at O ∈ R2, i.e. fk is a bijection between
Flat (R2, O) and Flat Z(H, ∂H).
(iii) For every r ≥ 0 and a compact K ⊂ R2 we have the following
estimaiton:
(5.3) ‖α‖rK ≤ C‖αˆ‖
(2k+1)r
L ,
where
(5.4) L = P−1k (K) ∩ [0, 2pi]× [0,∞),
and C > 0 does not depend on αˆ. Whence the inverse mapping f−1k is
C
(2k+1)r,r
W,W -continuous.
Before proving this lemma we establish some formulas.
5.3. Formulas for P−1k and its derivatives. Let (x, y) ∈ R
2. Then
x2 + y2 = ρ2k. For simplicity suppose that x > 0, hence
ρ = (x2 + y2)
1
2k , φ = arctan(y/x) + 2pin,
for a certain n ∈ Z. Therefore
φ′x =
−y
x2 + y2
, φ′y =
x
x2 + y2
,
ρ′x =
x
k (x2 + y2)1−
1
2k
, ρ′y =
y
k (x2 + y2)1−
1
2k
.
Similarly, for every a, b ≥ 0 there exist smooth functions
µi, νi : R
2 → R, (i = 1, . . . , a + b),
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such that
(5.5)
∂a+bφ
∂xa∂yb
=
a+b∑
i=1
µi
(x2 + y2)a+b
,
∂a+bρ
∂xa∂yb
=
a+b∑
i=1
νi
(x2 + y2)a+b−
1
2k
.
These formulas do not depend on a particular choice of the expression
of φ through x and y.
Proof of Lemma 5.2. (i) First consider the derivative α′x. Let z =
(x, y) 6= O. Then in a sufficiently small neighborhood Uz of z we can
define an inverse map P−1k : Uz → H such that α = αˆ ◦P
−1
k . Therefore
α′x = (αˆ
′
φ ◦ P
−1
k ) · φ
′
x + (αˆ
′
ρ ◦ P
−1
k ) · ρ
′
x.
Notice that every partial derivative of αˆ ∈ Flat Z(H, ∂H) belongs
to Flat Z(H, ∂H) as well, whence by (5.1) this derivative determines a
unique continuous function on Uz . Therefore we can write
α′x = f
−1
k (αˆ
′
φ) · φ
′
x + f
−1
k (αˆ
′
ρ) · ρ
′
x =
−y · f−1k (αˆ
′
φ)
x2 + y2
+
x · f−1k (αˆ
′
ρ)
k(x2 + y2)1−
1
2k
.
Thus we have obtained a desired presentation. The proof for other
partial derivatives of α is similar and we left it to the reader.
(ii) Let us show the continuity of Dα. Denote
Djαˆ =
∂j αˆ
∂φj1 ∂ρj2
.
Since Djαˆ is flat on ∂H, it follows that there exists a smooth function
ξ ∈ Flat Z(H, ∂H) such that D
jαˆ = ρsξ. Therefore
B = f−1k (D
jαˆ) = f−1k (ρ
s) f−1k (ξ) = (x
2 + y2)s/2k f−1k (ξ),
whence
(5.6)
AB
(x2 + y2)s/2k
= A f−1k (ξ)
is continuous. Hence Dα is continuous as well. Notice that ξ(φ, 0) = 0.
Therefore f−1k (ξi)(O) = 0, whence Dα(O) = 0.
(iii) Let α = f−1k (αˆ). We have to estimate ‖α‖
r
K . Notice that the
subset L ⊂ H defined by (5.4) is compact and P (L) = K. Therefore
(5.7) ‖f−1k (αˆ)‖
0
K = ‖α‖
0
K = sup
x∈K
|α(x)| = sup
(φ,ρ)∈L
|αˆ(φ, ρ)| = ‖αˆ‖0L.
By (ii) and (5.6) every partial derivative Dα of α of order r can be
represented in the form
Dα =
∑
i
Ai · f
−1
k
(
Djiαˆ
ρsi
)
,
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where Ai is smooth on all R
2, Djiαˆ is a partial derivative of αˆ of order
ji ≤ r, and si ≤ 2kr.
Notice that for every i there are constants C1, C2, C3 > 0 that do not
depend on αˆ and such that
(5.8)
∥∥∥∥f−1k
(
Djiαˆ
ρsi
)∥∥∥∥0
K
(5.7)
====
∥∥∥∥Djiαˆρsi
∥∥∥∥0
L
(Lemma 2.3)
≤
≤ C1 ‖D
jiαˆ‖siL
(Lemma 2.2)
≤ C2 ‖αˆ‖
si+ji
L
(5.5)
≤ C3 ‖αˆ‖
(2k+1)r
L .
Hence there exists C4 > 0 such that
‖Dα‖0K ≤
∑
i
∥∥∥∥Ai · f−1k
(
Djiαˆ
ρki
)∥∥∥∥0
K
≤ C4 ‖αˆ‖
(2k+1)r
L .
Therefore ‖α‖rK ≤ C‖αˆ‖
(2k+1)r
L for a certain C > 0 that depends on
K and r but αˆ. 
Theorem 5.1 is completed.
6. Correspondence between smooth mappings that are
∞-close to the identity
Let Map∞
Z
(H, ∂H) be the set of all smooth maps
hˆ = (hˆ1, hˆ2) : H→ H,
satisfying the following conditions:
(i) hˆ is Z-equivariant, i.e.
(6.1) hˆ1(φ+ 2pi, ρ) = hˆ1(φ, ρ) + 2pi, hˆ2(φ+ 2pi, ρ) = hˆ2(φ, ρ).
(ii) hˆ is fixed on ∂H and hˆ(
◦
H) ⊂
◦
H;
(iii) h is ∞-close to idH on ∂H, i.e. the following functions
hˆ1(φ, ρ)− φ, hˆ2(φ, ρ)− ρ
are flat on ∂H.
Let also Map∞(R2, O) be the set of smooth mappings h : R2 → R2
such that h−1(O) = O and h is ∞-close to idR2 at O.
Lemma 6.1. Let hˆ = (hˆ1, hˆ2) : H → H be a mapping and
αˆ(φ, ρ) = hˆ1(φ, ρ)− φ, βˆ(φ, ρ) = hˆ2(φ, ρ)− ρ.
Then hˆ is Z-equivariant if and only if the functions αˆ and βˆ are Z-
invariant.
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Proof. Notice that
αˆ(φ+ 2pi, ρ)− αˆ(φ, ρ) = hˆ1(φ+ 2pi, ρ)− φ− 2pi − (hˆ1(φ, ρ)− φ)
= hˆ1(φ+ 2pi, ρ)− hˆ1(φ, ρ)− 2pi,
βˆ(φ+ 2pi, ρ)− βˆ(φ, ρ) = hˆ2(φ+ 2pi, ρ)− ρ− (hˆ2(φ, ρ)− ρ)
= hˆ2(φ+ 2pi, ρ)− hˆ2(φ, ρ).
These identities together with (6.1) imply our statement. 
Theorem 6.2. The mapping Pk yields a C
r,r
W,W -continuous bijection
mk : Map
∞(R2, O)→ Map∞
Z
(H, ∂H)
such that its inverse m−1k is C
(2k+1)r,r
W,W -continuous for every r ≥ 0.
Proof. Let Map 0
Z
(H, ∂H) be the set of all continuous, Z-equivariant
mappings hˆ : H→ H that are fixed on ∂H and hˆ(
◦
H) ⊂
◦
H.
Let also Map 0(R2, O) be the set of all continuous maps h : R2 → R2
such that h−1(O) = O.
Then every hˆ ∈ Map 0
Z
(H, ∂H) yields a unique h ∈ Map 0(R2, O) such
that the following diagram is commutative:
H
hˆ
−−−→ H
Pk
y yPk
R2
h
−−−→ R2
i.e. h ◦ Pk = Pk ◦ hˆ. In the coordinate form this means that
(6.2)
h1(ρ
k cosφ, ρk sin φ) = hˆ2(φ, ρ)
k · cos hˆ1(φ, ρ)
h2(ρ
k cosφ, ρk sin φ) = hˆ2(φ, ρ)
k · sin hˆ1(φ, ρ).
For such a pair h and hˆ we will use the following notations:
αˆ(φ, ρ) = hˆ1(φ, ρ)− φ, βˆ(φ, ρ) = hˆ2(φ, ρ)− ρ,(6.3)
γ(x, y) = h1(x, y)− x, δ(x, y) = h2(x, y)− y.(6.4)
Thus the correspondence hˆ 7→ h is a well-defined mapping
m′k : Map
0
Z(H, ∂H)→ Map
0(R2, O).
Our aim is to prove that m′k yields a bijection
m−1k : Map
∞
Z (H, ∂H)→ Map
∞(R2, O).
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First let us show that the image of m′k includes Map
∞(R2, O). In-
deed, let h ∈ Map∞(R2, O). Since h is C1 (actually C∞) and 1-close
to the identity at O (actually ∞-close), we have that the tangent map
TOh : TOR
2 → TOR
2
is the identity. Therefore h induces a unique mapping hˆ : H → H
fixed on ∂H. Moreover, since h−1(O) = O, we obtain that hˆ(
◦
H) =
◦
H,
whence hˆ ∈ Map 0
Z
(H, ∂H), and thus m′k(hˆ) = h.
Also notice that a uniqueness of such hˆ implies that we have a well-
defined map
mk : Map
∞(R2, O)→ Map 0
Z
(H, ∂H)
inverse to m′k.
It remains to prove the following lemma:
Lemma 6.3. mk(Map
∞(R2, O)) = Map∞
Z
(H, ∂H). Moreover, for ev-
ery r ≥ 0 the restriction map
mk : Map
∞(R2, O)→ Map∞
Z
(H, ∂H)
is Cr,rW,W -continuous, while its inverse
m−1k : Map
∞
Z
(H, ∂H)→ Map∞(R2, O)
is C
(2k+1)r,r
W,W -continuous.
Proof. Let h ∈ Map∞(R2, O) and hˆ = mk(h). It suffices to prove that
hˆ is smooth and∞-close to idH on ∂H in a neighborhood of (0, 0) ∈ H.
Since h(O) = O and h is ∞-close to idR2 at O we have that
(6.5) h1(x, y) = x+ xa1 + yb1, h2(x, y) = y + xa2 + yb2,
where a1, a2, b1, b2 ∈ Flat (R
2, O).
Then it follows from (6.2) and (6.5) that
(h1 ◦ Pk)
2 + (h2 ◦ Pk)
2 = hˆ22 = ρ
2k · (1 + ω(φ, ρ)),
2 · (h1 ◦ Pk) · (h2 ◦ Pk) = hˆ
2k
2 · sin 2hˆ1 = ρ
2k · (sin 2φ+ ξ(φ, ρ))
where ω, ξ : H→ R are smooth functions flat on ∂H. Hence
sin 2hˆ1 =
sin 2φ+ ξ
1 + ω
= (sin 2φ+ ξ)(1− ω + ω2 − · · · ) = sin 2φ+ ψ,
where ψ is smooth in a neighborhood of (0, 0) ∈ H and flat on ∂H.
Therefore by (2.2)
hˆ1 =
1
2
arcsin(sin 2φ+ ψ)
(2.2)
==== φ+ ψ · τ(φ, ρ),
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where τ is smooth in a neighborhood of (0, 0) ∈ H. Hence hˆ1(φ, ρ)− φ
is smooth in a neighborhood of (0, 0) ∈ H and flat on ∂H.
It remains to prove a smoothness of hˆ2 at every point (φ0, 0). Let
A = cosφ0, B = sin φ0. Then it follows from (6.2) and (6.5) that
A · h1 ◦ Pk +B · h1 ◦ Pk
(6.2)
=== hˆk2 · (A cos hˆ1 +B sin hˆ1) =
= hˆk2 cos(hˆ1 − φ0).
A · h1 ◦ Pk +B · h1 ◦ Pk
(6.5)
=== ρk(A cosφ+B sinφ+ c) =
= ρk(cos(φ− φ0) + c),
where c ∈ Flat Z(H, ∂H). Hence
(6.6) hˆ2(φ, ρ) = ρ · k
√
cos(φ− φ0) + c
cos(hˆ1 − φ0)︸ ︷︷ ︸
η
= ρ · η(φ, ρ)
Since hˆ1 is smooth and hˆ1 − φ is flat on ∂H, it follows that in a neigh-
borhood of (φ0, 0) the function η is smooth and η − 1 is flat. Hence
hˆ2 = ρ+ βˆ,
where β ∈ Flat Z(H, ∂H). It also follows that mk is C
r,r
W,W -continuous.
Consider now the map m−1k . Let hˆ = (hˆ1, hˆ2) ∈ Map
∞
Z
(H, ∂H) and
h = m−1k (hˆ) = (h1, h2) ∈ Map
0(R2, O).
By assumption αˆ and βˆ are flat on ∂H and by Lemma 6.1 they are
Z-invariant, whence αˆ, βˆ ∈ Flat Z(H, ∂H). We have to show that γ and
δ are smooth and flat at O ∈ R2. Due to Theorem 5.1 it suffices to
establish that γ ◦ Pk and δ ◦ Pk belong to Flat Z(H, ∂H).
By (2.1) there are smooth functions µ, ν : H→ R such that
cos hˆ1 = cos(φ+ αˆ) = cosφ+ αˆ · µ(φ, αˆ),
sin hˆ1 = sin(φ+ αˆ) = sinφ+ αˆ · ν(φ, αˆ).
Evidently, µ and ν are Z-invariant. Also notice that
hˆk2 = (ρ+ βˆ)
k = ρk + βˆ1,
for some βˆ1 ∈ Flat Z(H, ∂H). Hence
(6.7)
γ ◦ Pk(φ, ρ) = (ρ
k + βˆ1)(cosφ+ αˆ · µ(φ, αˆ))− ρ
k cosφ =
= βˆ1 · cosφ+ (ρ
k + βˆ1) · αˆ · µ(φ, αˆ),
δ ◦ Pk(φ, ρ) = βˆ1 · sinφ+ (ρ
k + βˆ1) · αˆ · ν(φ, αˆ).
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Since αˆ, βˆ ∈ Flat Z(H, ∂H), we see that γ ◦Pk, δ ◦Pk ∈ Flat Z(H, ∂H)
as well.
It remains to note that the mappingm−1k coincides with the following
sequence of correspondences:
hˆ
(6.3)
7−→ (αˆ, βˆ)
(6.7)
7−→ (γ ◦ P, δ ◦ P )
fk7→ (γ, δ)
(6.3)
7−→ h,
in which for every r ≥ 0 the first and second arrows are Cr,rW,W -conti-
nuous and by Theorem 5.1 the third one is C
(2k+1)r,r
W,W -continuous. Hence
m−1k is C
(2k+1)r,r
W,W -continuous for every r ≥ 0. 
Theorem 6.2 is completed.
7. Proof of Proposition 3.4.
Let G be a smooth vector field, defined in a neighborhood V of the
origin O ∈ R2. Suppose that G has property (∗) at O. Therefore we
can assume that G = ηH , where η : R2 → R \ {0} is everywhere non-
zero smooth function and H = (−g′y, g
′
x) is a Hamiltonian vector field
of a certain homogeneous polynomial g : R2 → R of degree p + 1 ≥ 2
having no multiple factors.
Denote by G the corresponding local flow of G.
For every h ∈ E∞(G, V,O) we have to find a smooth function
α : V → R
which is flat at O and such that
h(z) = G(z, α(z)).
Let P : H→ R2 be the map defining polar coordinates, i.e.
P (φ, ρ) = (ρ cosφ, ρ sinφ).
Thus P = P1 in the notation of Section 4.
Set U = P−1(V ).
Let Flat (V,O) be the space of smooth functions V → R which are
flat at O, and Flat Z(U, ∂H) be the space of smooth Z-invariant func-
tions U → R which are flat on ∂H.
Denote by Map (V,R2, O) the space of smooth maps h : V → R2
such that h−1(O) = O and h is ∞-close to idV at O. Finally, let
Map Z(U,H, ∂H) be the space of smooth Z-equivariant mappings hˆ :
U → H such that hˆ−1(∂H) = ∂H and hˆ is ∞-close to idU at every
points of ∂H.
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Then it follows from Theorems 5.1 and 6.2 that the mapping P yields
the following bijections f1 and m1 which for simplicity we denote by f
and m respectively:
f : Flat (V,O)→ Flat Z(U, ∂H),
m : Map (V,R2, O)→ Map Z(U,H, ∂H).
Let F be the lifting of the vector field G from V to U via P . Denote
by E∞(F, U, ∂H) the subset of E(F, U) consisting of mappings that are
∞-close to idH on ∂H. Moreover, let E∞(F, U, ∂H)Z be the subset
of E∞(F, U, ∂H) consisting of Z-equivariant maps. Then we have the
following inclusions:
Map (V,R2, O) ⊃ E∞(G, V,O)
m
y
Map Z(U,H, ∂H) ⊃ E∞(F, U, ∂H)Z.
Lemma 7.1. m
(
E∞(G, V,O)
)
= E∞(F, U, ∂H)Z.
Proof. Let
h ∈ E∞(G, V,O) hˆ = m(h) ∈ Map Z(U,H, ∂H).
We have to show that hˆ ∈ E∞(F, U, ∂H)Z, i.e.
(i) hˆ is a diffeomorphism in a neighborhood of every singular point
point z ∈ ΣF = ∂H of F ;
(ii) hˆ(ωˆ ∩ U) ⊂ ωˆ for every orbit ωˆ of F .
Proof of (i). Since h is ∞-close to idR2 at O, it follows from The-
orem 6.2 that hˆ is ∞-close to the identity on ΣF = ∂H. Therefore for
every point z ∈ ∂H the corresponding tangent map Tzhˆ : TzH → TzH
is identity and thus it is nondegenerate.
Proof of (ii). Let ωˆ be an orbit of F and ω = P (ωˆ) be the corre-
sponding orbit of G. Then by definition h(ω∩V ) ⊂ ω. Hence hˆ(ωˆ∩U)
is included in some orbit ωˆ1 of F which is also mapped onto ω by P ,
i.e. P (ωˆ1) = ω.
We have to show that ωˆ = ωˆ1. Actually this follow from the structure
of orbits of G.
Indeed, suppose that g is a product of definite quadratic forms, i.e.
g(z) 6= 0 for z 6= 0. Then the structure of the orbits of F and G for this
case is shown in Figure 4.2. It follows from this figure that ωˆ = P−1(ω),
whence ωˆ = ωˆ1.
Suppose that g has linear factors. Then, see Figure 4.1, the set
g−1(0) is a union of 2l rays T0, . . . , T2l−1 for i = 1, . . . , l starting at the
origin O and such that Ti and Ti+l mod 2l belong to the same straight
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line. Moreover, the set P−1 ◦ g−1(O) is a union of ∂H together with
countable set of vertical half-lines Tˆj, (j ∈ Z). We can assume that
P (Tˆj) = Tj mod 2l.
Since h(Ti) = Ti, it follows that hˆ(Tˆj) for all i and j. Therefore P
yields a bijection between the orbits of G laying in the angles between
Ti and Ti+1 and orbits of F laying between Tˆi+2ls and Tˆi+1+2ls, (s ∈ Z).
Hence ωˆ = ωˆ1.
Thus m
(
E∞(G, V,O)
)
⊂ E∞(F, U, ∂H)Z.
Conversely, let hˆ ∈ E∞(F, U, ∂H)Z and h =m
−1(hˆ) ∈ Map (V,R2, O).
We have to show that h ∈ E∞(G, V,O). Since h is∞-close to idR2 at O,
we obtain that h is a local diffeomorphism at every (actually unique)
singular point of G. Moreover, let ω be any orbit of G and ωˆ be an
orbit of F such that ω = P (ωˆ). Then by definition hˆ(ωˆ ∩ U) ⊂ ωˆ.
Since P ◦ hˆ = h ◦ P , we obtain that
h(ω ∩ V ) ⊂ h ◦ P (ωˆ ∩ U) = P ◦ hˆ(ωˆ ∩ U) ⊂ P (ωˆ) = ω.
Thus E∞(F, U, ∂H)Z ⊂m
(
E∞(G, V,O)
)
. 
It remains to prove the following statement:
Proposition 7.2. Suppose that g has property (∗). Then there exists
a unique mapping
ψ : E∞(F, U, ∂H)Z → Flat Z(U, ∂H)
such that
hˆ(x) = F(x, ψ(hˆ)(x))
for all hˆ ∈ E∞(F, U, ∂H)Z. This map is C
r+p,r
W,W -continuous.
Corollary 7.3. Define the mapping Ψ : E∞(G, V,O)→ Flat (V,O) by
Ψ = f−1◦ψ◦m, i.e. so that the following diagram becomes commutative:
Map Z(U,H, ∂H) ⊃ E∞(F, U, ∂H)Z
ψ
−−−→ Flat Z(U, ∂H)
m
x mx xf
Map (V,R2, O) ⊃ E∞(G, V,O)
Ψ
−−−→ Flat (V,O)
Then Ψ satisfies the statement of Proposition 3.4.
Proof of Corollary. Indeed, let h ∈ E∞(G, V,O),
hˆ =m(h) ∈ E∞(F, U, ∂H)Z, αˆ = ψ(hˆ) ∈ Flat Z(U, ∂H).
So
hˆ(a) = F(a, αˆ(a)), ∀a ∈ U.
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Set
α = f−1(αˆ) = f−1 ◦ ψ ◦m(h) ∈ Flat (V,O),
thus αˆ = α ◦ P . First we have to show that
h(b) = G(b, α(b)), ∀b ∈ V.
Let a ∈ U and b ∈ V be such that b = P (a). Then
h(b) = h ◦ P (a) = P ◦ hˆ(a) = P ◦ F(a, αˆ(a)) =
= G(P (a), αˆ(a)) = G(P (a), α ◦ P (a)) = G(b, α(b)).
It remains to prove continuity of Ψ.
Notice that for every r ≥ p the mapping m is Cr,rW,W -continuous, ψ is
Cr,r−pW,W -continuous, and f
−1 is C
r−p,[(r−p)/3]
W,W -continuous, where [t] is the
integer part of t ∈ R. Hence Ψ is C
r,[(r−p)/3]
W,W -continuous of all r ≥ p.
Replacing r by 3r + p we obtain that Ψ is C3r+p,rW,W -continuous. 
Thus Proposition 3.4 and therefore Theorem 3.2 are proved modulo
Proposition 7.2.
Remark 7.4. Let A ∈ Flat (U, ∂H), i.e. A is flat on ∂H. Then it
follows from the Hadamard lemma that for every t ∈ N there exists
At ∈ Flat (U, ∂H) such that A = ρ
tAt.
Proof of Proposition 7.2. Let hˆ = (hˆ1, hˆ2) ∈ E∞(F, U, ∂H). Since
all orbits of F in
◦
H are non-closed, it follows that for every z ∈
◦
H there
exists a unique number ψ(z) ∈ R such that
hˆ(z) = G(z, ψ(z)).
Thus we get a shift-function ψ :
◦
H → R for hˆ. Moreover, it follows
from (1.4) that this function is smooth on
◦
H.
Define ψ on ∂H by ψ(z) = 0 for z ∈ ∂H. We have show that this
extension is smooth of H and flat on ∂H.
Let φ0 ∈ ∂H. Then by Lemma 4.1
g ◦ P (φ, ρ) = ρp+1(φ− φ0)
aγ(φ),
for some a ≥ 0 depending on φ0 and a smooth function γ : R→ R such
that γ(φ0) 6= 0.
Moreover, since g has property (∗), it follows from Corollary 4.5 that
a is either 0 or 1.
Consider two cases. Not loosing generality, we can also assume that
φ0 = 0.
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1) Suppose that a = 0, i.e.
g ◦ P (φ, ρ) = ρp+1γ(φ),
is a neighborhood of (0, 0) ∈ H. Equivalently, this means that g is not
divided by y. Then by (4.4) of Lemma 4.4 we have that
F1(φ, ρ) = ρ
p−1 γ1(φ).
Since hˆ1 − φ and hˆ2 − ρ are flat on ∂H, they are divided by ρ, whence
we can write
hˆ1(φ, ρ) = φ+ A(φ, ρ), hˆ2(φ, ρ) = ρ+ ρB(φ, ρ),
where A,B ∈ Flat (U, ∂H).
Notice that F defines a the following system of ODE:{
φ˙ = F1(φ, ρ)
ρ˙ = F2(φ, ρ).
Whence dt = dφ
F
. Therefore the time ψ(φ, ρ) between the points (φ, ρ)
and hˆ(φ, ρ) can be calculated by the following formula:
ψ(φ, ρ) =
hˆ1(φ,ρ)∫
φ
dθ
ρp−1 γ(θ)
.
We will show that ψ is smooth in a neighborhood of (0, 0) ∈ H. It
suffices to prove that ψ has smooth partial derivatives of the first order
which are flat on ∂H.
An easy calculation shows that
ψ′φ(φ, ρ) =
(hˆ1)
′
φ
hˆp−12 · γ(hˆ1)
−
1
ρp−1 · γ
, ψ′ρ(φ, ρ) =
(hˆ1)
′
ρ
hˆp−12 γ(hˆ1)
.
Notice that
(hˆ1)
′
φ = 1 + A
′
φ, (hˆ1)
′
ρ = A
′
ρ.
Moreover,
(7.1) hˆp−12 = ρ
p−1(1 + B¯), γ(hˆ1(φ, ρ)) = γ(φ)(1 + C),
for some B¯, C ∈ Flat (U, ∂H). Hence
(7.2) ψ′φ(φ, ρ) =
1 + A′φ
ρp−1(1 + B¯)γ(hˆ1)
−
1 + C
ρp−1γ(hˆ1)
=
=
D︷ ︸︸ ︷
A′φ − B¯ − C − B¯C
ρp−1(1 + B¯)γ(hˆ1)
=
D/ρp−1
(1 + B¯)γ(hˆ1)
.
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Since D ∈ Flat (U, ∂H), it follows from the Hadamard lemma, see
Remark 7.4, that D/ρp−1 and therefore ψ′φ(φ, ρ) belong to Flat (U, ∂H).
Similarly,
(7.3) ψ′ρ(φ, ρ) =
A′ρ
ρp−1(1 + B¯)γ(hˆ1)
=
A′ρ/ρ
p−1
(1 + B¯)γ(hˆ1)
.
Again this function is smooth since A′ρ ∈ Flat (U, ∂H).
2) Suppose that a = 1. Then g = yR, where R(x, 0) 6= 0 and by (4.5)
of Lemma 4.4
F2(φ, ρ) = ρ
p γ2(φ).
Since F1(0, ρ) = 0, we see that the half-axis {φ = 0, ρ > 0} is the orbit
of F . Therefore hˆ preserves this half-axis, i.e. hˆ1(0, ρ) = 0, whence by
the Hadamard lemma we obtain that
hˆ1(φ, ρ) = φ+ φA(φ, ρ), hˆ2(φ, ρ) = ρ+ ρB(φ, ρ)
for certain A,B ∈ Flat (U, ∂H). Therefore
ψ(φ, ρ) =
hˆ2(φ,ρ)∫
ρ
dρ
ρp γ(φ)
.
Then similarly to the previous case it can be shown that
(7.4) ψ′φ(φ, ρ) =
B′φ/ρ
p
(1 + B¯)γ(hˆ1)
,
and
(7.5) ψ′ρ(φ, ρ) =
E/ρp
(1 + B¯)γ(hˆ1)
,
where similarly to (7.1) B¯, C, E are defined by
hˆp2 = ρ
p(1 + B¯), γ(hˆ1(φ, ρ)) = γ(φ)(1 + C),
E = B′ρ − B¯ − C − B¯C
and belong to Flat (U, ∂H). Hence ψ ∈ Flat (U, ∂H) as well.
It remains to prove continuity of the correspondence hˆ 7→ ψ. Notice
that the expressions for ψ′φ and ψ
′
ρ include division by ρ
p and the oper-
ators ∂/∂φ, and ∂/∂ρ. Recall that by Lemmas 2.2 and 2.3 the division
by ρ and differentiating by φ and ρ are Cr+1,rW,W -continuous.
It follows from formulas (7.2), (7.3), (7.4), and (7.5) that there exists
d > 0 and a closed ball K ⊂ V containing O ∈ R2 such that the
26 SERGIY MAKSYMENKO
absolute values of denominators of these expressions are greater than
2d at every point of K. Put
L = P−1(K) ∩ [0, 2pi]× [0,∞).
Then it follows from expressions for ψ′φ and ψ
′
ρ and Lemmas 2.2 and 2.3
that for every r ≥ 0 and ε > 0 there exists δ ∈ (0, d) such that the
inequality
‖hˆ− q‖r+p+1K < δ implies ‖ψ(hˆ)− ψ(q)‖
r+1
L < ε.
Hence the correspondence hˆ 7→ ψ is Cr+p,rW,W -continuous for all r ≥ 0.
We leave the details to the reader.
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