On the Robustness of Bayesian Network Learning Algorithms against Malicious Attacks by Geveke, Noah Joseph
University of South Carolina 
Scholar Commons 
Theses and Dissertations 
Summer 2020 
On the Robustness of Bayesian Network Learning Algorithms 
against Malicious Attacks 
Noah Joseph Geveke 
Follow this and additional works at: https://scholarcommons.sc.edu/etd 
 Part of the Computer Engineering Commons 
Recommended Citation 
Geveke, N. J.(2020). On the Robustness of Bayesian Network Learning Algorithms against Malicious 
Attacks. (Master's thesis). Retrieved from https://scholarcommons.sc.edu/etd/6000 
This Open Access Thesis is brought to you by Scholar Commons. It has been accepted for inclusion in Theses and 
Dissertations by an authorized administrator of Scholar Commons. For more information, please contact 
dillarda@mailbox.sc.edu. 
On the Robustness of Bayesian Network Learning Algorithms
against Malicious Attacks
by
Noah Joseph Geveke
Bachelor of Science
Pennsylvania State University 2016
Submitted in Partial Fulfillment of the Requirements
for the Degree of Master of Science in
Computer Engineering
College of Engineering and Computing
University of South Carolina
2020
Accepted by:
Marco Valtorta, Thesis Director
Csilla Farkas, Reader
Pooyan Jamshidi, Reader
Cheryl Addy, Vice Provost and Dean of the Graduate School
© Copyright by Noah Joseph Geveke, 2020
All Rights Reserved.
ii
Dedication
This thesis is dedicated to my loving family. Thank you so much for all the
support.
iii
Acknowledgments
I would like to thank my adviser, Dr. Valtorta for all of his help with this thesis.
He always was ready to discuss ideas and to provide me with interesting research
information.
I would also like to thank the members of my committee, Dr. Farkas and Dr.
Jamshidi. Thank you for your helpful comments and guidance.
Finally, I would like to thank my family for all the love and support. This thesis
would not have been finished without your help.
iv
Abstract
Bayesian networks are effective tools for discovering relationships between variables
in a data set. Algorithms that learn Bayesian networks from data fall into three
categories: constraint-based, score-based, and hybrid. Hybrid algorithms contain a
constraint testing sub-procedure as well as a score function to create the network.
Malicious changes to the training set can cause invalid networks that do not model
the true data. The effects of these changes have been demonstrated using the PC al-
gorithm, a constraint-based algorithm. In this thesis a method was developed to mea-
sure the robustness of various algorithms to determine potential malicious changes.
The robustness analysis involves determining the weakest link in the network and
then finding the changes to entries in the training set that will remove this link. In
particular, this work focused on the difference in robustness of algorithms from the
three categories. The algorithms that were studied were PC-stable, tabu search, and
CB. Because the only current implementation of CB was insufficient for this analysis,
the algorithm was reconstructed in R. The framework developed for the comparison
of the algorithms can be used for further investigation of other algorithms. The tabu
search algorithm was found to have the highest robustness. This thesis provides a
method for developing hybrid learning algorithms and testing these and other learning
algorithms to determine their resistance to training data set manipulation.
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Chapter 1
Introduction
A Bayesian network is a type of probabilistic graphical model in which variables are
represented as nodes and causal relationships between variables are represented as
directed edges. There are many applications of Bayesian networks. More information
on Bayesian networks will be presented in Chapter 2. Creating a Bayesian network
that accurately models its environment is paramount to the use of these networks.
Multiple learning algorithms have been proposed for learning a Bayesian network
from a set of data. These algorithms are separated into three categories depending
on the method used to learn the network: constraint-based, score-based, and hybrid.
One of the most widely used constraint-based algorithms is the PC algorithm [16].
Constraint-based algorithms utilize conditional independence tests to discover the
relationships between variables. One such test is the chi-square test. Algorithms that
rely on conditional independence tests have two problems when applied to large real
world data sets. The number of independence tests increases exponentially with the
number of variables. This can make it computationally infeasible to use these net-
works on data sets with a large number of variables. Additionally, the number of
states used to determine the conditional independence of variables grows exponen-
tially with the order of the independence relationships that are being tested.
Score-based algorithms instead use a score metric and a search algorithm to de-
termine an optimal network configuration. These algorithms can become impractical
without providing either an ordering on nodes to test or a pre-initialized graph to
improve. Without prior information about a network, providing these is impossible.
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To overcome the limitations of constraint and score-based algorithms, hybrid al-
gorithms were developed. These algorithms contain aspects of the other two types
of algorithms in an attempt to synergistically combine the processes. One such al-
gorithm is the CB algorithm proposed by Singh and Valtorta [15]. This algorithm
uses low order conditional independence tests to generate an ordering on the nodes
that is used by the K2 search algorithm to generate the highest score network. This
algorithm is described in more detail in the following chapters.
Attempts to disrupt the learning process of neural networks have been shown to
be effective. The method of attack is sometimes known as a data poisoning attack.
These attacks have been demonstrated as being effective against a wide variety of
algorithms. Although these attacks refer only to the specific times in which a learning
set is supplied or manipulated by a malicious entity, any improvement in the security
of an algorithm is beneficial [13]
Alsuwat et al. [1] demonstrated that the PC learning algorithm is susceptible
to malicious attacks on the learning data set. If a malicious entity gained access
to the training data, it could manipulate the data in a variety of ways to create a
network that did not accurately model the original data set. They proposed a new link
strength measure to help their analysis and tested their approach on two constraint-
based algorithms. This thesis will evaluate the robustness of either a score-based or
hybrid algorithm to these types of learning data attacks.
Chapter 2 introduces some background information, including a detailed descrip-
tion of Bayesian networks and the link strength measure used in this thesis. Chapter 3
presents detail about two learning algorithms. Chapter 4 describes the CB algorithm,
its implementation and results. Chapter 5 contains the results of the robustness test
for three algorithms. A discussion of future work is provided in Chapter 6. In Chapter
7, a summary of the thesis and results is presented.
2
Chapter 2
Background
2.1 Bayesian Networks
The following description of a Bayesian network is based on [10] with few changes.
For a domain U with n discrete variables x1, ..., xn, a Bayesian network represents
a joint probability distribution over U. This representation is comprised of a set of
local conditional distributions and a set of conditional independence assertions. The
probability of the network is
p(x1, ..., xn|ξ) =
n∏
i=1
p(xi|x1, ..., xi−1, ξ), (2.1)
where ξ is the current information on the states of the nodes. For each variable xi, let
πi⊂{x1, ..., xi−1} be a set of variables that render xi and {x1, ..., xi−1} conditionally
independent. That is,
p(xi|x1, ..., xi−1, ξ) = p(xi|πi, ξ). (2.2)
For the domain U, there exists a Bayesian-network structure Bs which is a directed
acyclic graph (DAG). This DAG contains nodes corresponding to each variable in U.
The parents of the node xi are the nodes in πi. There also exists a Bayesian-network
probability set Bp that consists of a collection of local distributions p(xi|πi, ξ) for each
node. A Bayesian network for U can be described as
B = (Bs, Bp). (2.3)
3
Combining Equation (2.1) and (2.2),
p(x1, ..., xn|ξ) =
n∏
i=1
p(xi|πi, ξ), (2.4)
Equation (2.4) indicates that any Bayesian network for U uniquely determines a joint
probability distribution for U.
Figure 2.1: A Bayesian Network
Figure 2.1 shows the Bayesian-network structure for the Asia network described
by Lauritzen and Spiegelhalter [12]. This network models a patient’s behavior and
health information and can be used to estimate a patient’s likelihood of having lung
cancer or tuberculosis.
2.2 D-Separation
The following description of d-separation is based on [11].
There are 3 basic types of connections in a Bayesian network: serial, converging,
and diverging.
A serial connection is shown in Figure 2.2. In this serial connection, changes in
the certainty of A affects the certainty of B which in turn affects the certainty of
C. This shows that information may transfer from A to C through B, provided that
there is no evidence on B. If the state of B is known, A and C become independent.
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Figure 2.2: A serial connection
A converging connection is shown in Figure 2.3. In this converging connection,
changes in the certainty of B cannot affect the certainty of C through A, and vice
versa. Information cannot transfer between B and C through A unless there is evi-
dence on A. If the state of A is not known, B and C are independent.
Figure 2.3: A converging connection
A diverging connection is shown in Figure 2.4. In this diverging connection,
changes in the certainty of B will affect the certainty of A which will affect the
uncertainty of C. Information can transfer between B and C unless there is evidence
on A. If the state of A is known, B and C are independent.
Definition 2.2.1. d-separation. Two distinct variables A and B in a causal network
are d-separated if for all paths between A and B there is an intermediate variable V
such that either
5
Figure 2.4: A diverging connection
• the connection is serial or diverging and V is instantiated, or
• the connection is converging, and neither V nor any of V’s descendants have
received evidence.
2.3 Link Strength Measure
The following link strength was proposed by Alsuwat, Alsuwat, Valtorta, and Farkas
[1]. A beta distribution is generated using parameters calculated from the data ob-
servations. For the calculations in this thesis α and β are set to 1 to represent that
each configuration is equally likely. Although the beta distribution is a specific case
of the Dirichlet distribution for binary variables, this definition can be applied to non-
binary variables because each variable is set to one configuration, therefore reducing
to a binary system.
Definition 2.3.1. L_S. The link strengths measure (L_S) for the link from V ariable1
with i states and V ariable2 with j states is defined as
L_S(V ariable1 → V ariable2) = min
y∈Y
(pdf( y + α
α + n+ β );α, β, y, n) (2.5)
where Y = {n11, n12, ..., n1j, n21, ..., ni1, ..., nij}, pdf is the probability density function,
n is the total count of V ariable1 in its state in y, and y+αα+n+β is the mean of the
posterior distribution.
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Chapter 3
Learning Algorithms
This chapter describes in detail two examples of Bayesian network learning algo-
rithms, constraint based and score based.
3.1 Constraint Based: PC
The PC algorithm was presented by Spirtes and Glymour [16]. The algorithm works
by constructing a complete undirected graph and then uses progressively higher order
conditional independence tests until the stopping condition is met. That is, the
algorithm begins by removing edges using zero-order CI tests and then first-order
and so on. The algorithm stops when a higher order of CI tests fails to remove any
additional edges. This generally prevents the calculation of higher order CI tests for
sparse graphs. The complexity of the algorithm is polynomial for sparse graphs. The
following description of the algorithm is taken from [16] with few changes.
Let ACab denote the set of vertices adjacent to a or to b in graph C, except
for a and b themselves. Let UCab denote the set of vertices in grap C on (acyclic)
undirected paths between a and b, except for a and b themselves.
The algorithm follows the following steps.
1. Form the complete undirected graph C on the vertex set V .
2. n = 0.
repeat
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For each pair of variables (a, b) adjacent in C, if ACab∩UCab has cardinality
greater than or equal to n and a, b are independent conditional on any
subsets of ACab ∩ UCab of cardinality n, delete a− b from C
n = n+ 1
until for each pair of adjacent vertices a, b, ACab ∩ UCab is of cardinality less
than n
Call the resulting undirected graph F
3. For each triple of vertices (a, b, c) such that the pair (a, b) and the pair (b, c) are
each adjacent in F but the pair (a, c) are not adjacent in F , orient a− b− c as
a→ b← c if and only if a and c are dependent on every subset of AFac∩UFac
containing b. Output all graphs consistent with these orientations.
The implementation used in this thesis is the PC-stable algorithm [5] in the bn-
learn R package [14]. The PC-stable algorithm is an adaptation of the PC algorithm
intended to remove the order dependence of the PC algorithm. The output of this
algorithm is a completed partially directed acyclic graph (CPDAG). A CPDAG rep-
resents a Markov equivalence class of networks. For the robustness analysis, a DAG
was needed so the CPDAG was converted into a DAG by using a function in bnlearn
to direct edges based on the ordering of the variable columns in the data.
3.2 Score Based: K2
Cooper and Herskovits [6] proposed a score metric and a search algorithm to learn a
Bayesian network. They begin with four assumptions:
1. The variables are discrete
2. Cases occur independently
3. No cases have missing data for any variable
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4. Before observing the database, there is indifference to the numerical probabili-
ties to place on the belief-network structure
They then provide the following score metric.
Definition 3.2.1. K2 metric. Let X be a set of n discrete variables. Each variable
xi in X has ri possible value assignments. Let D be a database of m cases, with each
case containing a value assignment for all variables in X. Let Bs be a belief-network
structure containing only the variables in X. Each variable xi has a set of parents
πi. Let wij be the jth unique instantiation of πi relative to D. Suppose there are qi
such instantiations of πi. Nijk is the number of cases in D in which variable xi has
the value vik and πi is instantiated as wij. Let Nij =
ri∑
k=1
Nijk.
P (Bs, D) = P (Bs)
n∏
i=1
g(i, πi), (3.1)
where g(i, πi) is the K2 metric, given by
g(i, πi) =
qi∏
j=1
(ri − 1)!
(Nij + ri − 1)!
ri∏
k=1
Nijk!. (3.2)
In the logarithmic form,
g(i, πi) =
qi∑
j=1
log
(
(ri − 1)!
(Nij + ri − 1)!
)
+
ri∑
k=1
log(Nijk!). (3.3)
Based on this metric, Cooper and Herkovits [6] developed a greedy search algo-
rithm (K2) to find the most probable belief network structure by finding the set of
parents of each variable such that P (Bs, D) is maximized. Because an increase in
the number of nodes causes an exponential increase in the number of possible belief-
network structures, it is infeasible to check all possible structures. To alleviate this
issue, Cooper and Herskovits introduce two new assumptions.
1. A priori, all network structures are equally likely.
2. An ordering of the domain variables is available.
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Algorithm 1: The K2 Algorithm
Input : A set of n nodes, an ordering on the nodes, an upper bound u on
the number of parents a node may have, and a database D
containing m cases
Output: For each node, a printout of the parents of the node
1 for i = 1 to n do
2 πi = 0;
3 Pold = g(i, πi);
4 OKToProceed = true;
5 while OKToProceed and |πi| < u do
6 let Pred(xi) be the set of nodes preceding xi in the ordering;
7 let z be the node in Pred(xi) that maximizes g(i, πi ∪ {z});
8 Pnew = g(i, πi ∪ z);
9 if Pnew > Pold then
10 Pold = Pnew;
11 πi = πi ∪ {z}
12 else
13 OKToProceed = false;
14 end
15 end
16 write(’Node:’, xi, ’Parents of this node:’, πi);
17 end
The K2 algorithm requires an input of n nodes, an ordering of the nodes, and
a database B. The algorithm begins with the node having no parents. Parents are
added to the node from the set of nodes preceding the node in the ordering that
maximize the increase in the K2 metric. When no parents can be added that increase
the K2 metric, the algorithm proceeds to the next node in the ordering.
Singh and Valtorta [15] developed an algorithm based on the PC algorithm and the
K2 algorithm called CB. The algorithm lowers the necessary order of CI tests needed.
It also removes the requirement of starting the K2 algorithm with a node ordering.
The following chapter describes the CB algorithm in more detail and describes the
new implementation in R.
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Chapter 4
The CB algorithm
One focus of this thesis is to implement the CB algorithm in R to allow for further
analysis. This chapter will provide a description of the CB algorithm as well as a
description of the R implementation of the algorithm.
4.1 Description of the CB algorithm
There are two phases of the CB algorithm. The first phase uses conditional indepen-
dence tests of a specific order to construct an undirected graph and then follows a
procedure to direct the edges. A topological sort is performed on the DAG created
to obtain an ordering of the nodes. The second phase uses the K2 algorithm (shown
in Algorithm 1) and the ordering created in the first phase to search for the most
probable Bayesian network structure.
4.1.1 Phase I
The first phase is based on the PC algorithm [16] and an algorithm presented by
Verma and Pearl [18]. The CB algorithm begins by constructing a complete undi-
rected graph on all nodes. The algorithm then removes the edges between pairs of
adjacent nodes that are conditionally independent given a set of conditional variables.
An optional upper bound on the degree of the undirected graph can be set to prevent
the algorithm from calculating the Bayesian network structure. Once the undirected
graph is thinned using CI tests, the graph is converted to a partially directed acyclic
graph (PDAG) and then further reduced to a DAG by using the following rules.
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1. For each set of three nodes which has edges that form a V-structure, that is
two nodes have an edge to a common node but no edge between them, if the
two unconnected nodes are conditionally independent on a set of variables not
containing the common connected node, orient the two edges to point towards
the common node unless this orientation creates a cycle in the graph.
2. For any undirected edge try to direct the edge using the four rules presented
by Verma and Pearl [18].
Rule 1. If a→ b and b− c and there is no edge between a and c, then direct b→ c.
Rule 2. If a→ b, b→ c and a− c, then direct a→ c.
Rule 3. If a− b, b− c, b− d, a→ d and c→ d, then direct b→ d
Rule 4. If a− b, b− c, a− c, c− d and d→ a, then direct a→ b and c→ b.
3. There may still be undirected or bidirected edges in the PDAG. To convert to a
DAG the CB algorithm uses the K2 metric defined in Definition 3.2.1. For the
undirected or bidirected edge between nodes i andj the algorithm calculates
ival and jval by the following:
ival = g(i, πi)× g(j, πj ∪ i) (4.1)
and
jval = g(j, πj)× g(i, πi ∪ j). (4.2)
If ival > jval, node i is preferred to be the parent of node j. Alternatively if jval is
greater, then the algorithm chooses node j to be the parent of node i. If the chosen
direction introduces a cycle then the edge is added in the reverse direction.
4.1.2 Phase II
To obtain an ordering of the nodes, a topological sort is performed on the DAG.
The K2 algorithm (Algorithm 1) is then used with this node ordering to find the
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set of parents for each node that maximizes the K2 metric (defined in Definition
3.2.1). The parents of a node are limited to the nodes that precede it in the node
ordering. An optional bound can be used to limit the number of parents that can
be added to any node. Once the full Bayesian network structure is created, the
relative posterior probability is calculated by summing the K2 metric value for each
node. The algorithm checks this value against the previous posterior probability. If
the probability has increased, the algorithm saves the network and probability and
returns to Phase I with the order of CI tests increased by one. If the probability has
not increased, the algorithm stops and returns the network and posterior probability
calculated in the previous iteration.
4.2 The algorithm
The following description is based on [15] with little changed.
Let AGab be the set of vertices adjacent to a or b in the graph G, not including a
or b. Also, let u be a bound on the degree of the undirected graph generated by step
2. Let ord be the order of the CI relations being tested. Let πi be the set of parents
of node i, 1 < i < n. The algorithm follows the following steps.
1. Start with the complete undirected graph G1 on the set of vertices Z.
ord← 0,
old_πi ← {}∀i, 1 ≤ i ≤ n, and old_Prob← 0.
2. Modify G1 as follows:
For each pair of vertices a,b that are adjacent in G1 if AGab has a cardinality
greater than or equal to ord, and1 I(a, Sab, b) where Sab ⊆ AGab of cardinality
ord, then remove the edge a− b, and store Sab.
1The notation I(S1, S2, S3) is used to represent the fact that S1 and S3 are inde-
pendent conditional on S2.
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If for all pairs of adjacent vertices a,b in G1, AGab has cardinality < ord, go to
step 10.
If degree of G1 > u, then
ord← ord+ 1
Go to beginning of step 2.
3. Let G be a copy of G1.
For each pair of nonadjacent variables a,b in G, if there is a node c that is not
in Sab and is adjacent to both a and b, then orient the edges as a→ c and b→ c
unless such an orientation leads to the introduction of a directed cycle in the
graph.
If an edge has already been oriented in the reverse direction, make that edge
bidirected.
4. Try to assign directions to the yet undirected edges in G by applying the fol-
lowing four rules [18] if this can be done without introducing directed cycles in
the graph:
Rule 1. If a→ b and b− c and there is no edge between a and c, then direct b→ c.
Rule 2. If a→ b, b→ c and a− c, then direct a→ c.
Rule 3. If a− b, b− c, b− d, a→ d and c→ d, then direct b→ d.
Rule 4. If a− b, b− c, a− c, c− d and d→ a, then direct a→ b and c→ b.
Moreover if a→ b, b→ c and a↔ c, then direct a→ c.
5. Let πi ← {}∀i, 1 ≤ i ≤ n.
For each node i, add to πi the set of vertices j such that for each such j, there
is an edge j → i in the PDAG G.
6. For each undirected or bidirected edge in the PDAG G choose an orientation
as described below:
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If i− j is an undirected or bidirected edge, and πi and πj are the corresponding
parent sets in G, then calculate the following products:
ival = g(i, πi)× g(j, πj ∪ i),
jval = g(j, πj)× g(i, πi ∪ j).
If ival > jval then πj ← πj ∪ {i} unless the addition of the edge i → j leads to
a cycle in the PDAG. In that case, choose the reverse orientation, and change
πi. Do the same if jval > ival
7. The sets πi, 1 ≤ i ≤ n, obtained by steps 5 and 6 define a DAG, since for each
node i, πi consists of those nodes that have a directed edge to node i.
Generate a total order on the nodes from this DAG by performing a topological
sort on it.
8. Apply the K2 algorithm to find the set of parents of each node using the order
in step 7. Let πi be the set of parents, found by K2, of node i, ∀i, 1 ≤ i ≤ n.
Let new_Prob =
n∏
i=1
g(i, πi).
9. If new_Prob > old_Prob, then
old_Prob← new_Prob
ord← ord+ 1
old_πi ← πi∀i , 1 ≤ i ≤ n
Discard G
Go to step 2.
Else go to step 10
10. Output old_πi∀i , 1 ≤ i ≤ n
Output old_Prob.
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4.3 Implementation of CB in R
This implementation of the CB algorithm uses R. The algorithm has three package
dependencies: bnlearn [14], bnviewer [9], and igraph [7]. The implementation uses
the PC-stable algorithm to replace steps 2 through 4 in the CB algorithm. The
function that calls the CB algorithm has the following parameters:
• data, The data in a data frame
• order, A bound on the order of CI tests
• K2_bound, A bound on the number of parents that can be added to a node by
K2
• u, A bound on the degree of the undirected graph
• PCalpha, The alpha level used for CI tests in the PC algorithm
A full copy of the code is in Appendix A. A repository of the code is available at
https://github.com/njgeveke/CB .
4.4 Results
The following networks are the result of running the new implementation of the CB
algorithm. Two networks were used: ASIA and ALARM. Because the actual Bayesian
network structure of these two databases are known, we can compare the network
constructed by CB to the actual network to examine accuracy. For the CI tests, an
α-level of 0.05 was used. A bound of 15 on the maximum degree of the undirected
network generated in step 2 was used, although the bound was never reached.
4.4.1 ASIA network
The ASIA network was constructed to model the diagnostic reasoning of a doctor
in London who examines a patient with dyspnea [12]. The database contains eight
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binary variables. The network presented by Lauritzen and Spiegelhalter contains
eight edges.
Figure 4.1: The network recovered by the CB algorithm using the ASIA data.
Missing edges shown using dotted lines. Extra edges and incorrectly oriented edges
shown using dashed lines.
Figure 4.1 shows the network structure that CB constructs. Table 4.1 describes
the differences between the constructed and actual network. The structural Hamming
distance (SHD) between the networks is 2. The SHD [17] is defined as the number
of operations (add or delete an undirected edge, and add, remove, or reverse the
orientation of an edge) required to change the PDAG of the learned network to the
true network.
Table 4.1: Accuracy of the ASIA network constructed
by CB
Type of
change
Number of
changes
Description
of changes
Missing Edges 1 A→ T
Extra Edges 1 B → L
Reversed Edges 2 L→ S, B → S
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4.4.2 ALARM network
The ALARM network was created to model potential problems related to anesthesia
during an operation [3]. The database contains 37 variables with between two and
four values. The network has 46 edges.
Figure 4.2: The network recovered by the CB algorithm using the ALARM data.
Missing edges shown using dotted lines. Extra edges and incorrectly oriented edges
shown using dashed lines.
Figure 4.2 shows the network structure that CB constructs. Table 4.2 describes
the differences between the constructed and actual network. The SHD between the
networks is 15.
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Table 4.2: Accuracy of the ALARM network
constructed by CB
Type of
change
Number of
changes
Description
of changes
Missing Edges 2 ANES →
CCHL,
ACO2→
CCHL
Extra Edges 9 PMS →
KINK,
PMS →
SAO2,
INT → SAO2,
PV S →
SHNT ,
MINV →
V ALV ,
LV V →
STKV ,
APL→ HIST ,
APL→ HR,
HR→ TPR
Reversed Edges 2 SAO2→
SHNT ,
HR→ CCHL
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Chapter 5
Robustness Comparison
5.1 Model Invalidation Attacks
For this thesis a data poisoning attack on a learning set was explored. It was assumed
that the attacker merely wants the algorithm to produce a network that does not
actually model the data. This is known as invalidating the model. The easiest way
to accomplish this is to remove the weakest edge in the network. The weakest edge
was determined using the (L_S) measure presented in Section 2.3.
The attacker has full access to the learning data set. They also know the algorithm
that will be used to learn the network, and therefore know the "true" network. In this
thesis the attacker was restricted to only be able to change the data observations.
They are unable to add or remove any observations. Figure 5.1 shows a diagram of
the threat model. No determination was made on whether the changes to the data
set are believable.
The robustness of the algorithms to these attacks was determined to be the number
of data changes required to remove the weakest edge. Because the starting network
of each algorithm is different, a generalization of the difficulty an attacker would have
removing a specific edge can not be made. Chapter 6 discusses some futrue plans for
further work.
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Figure 5.1: The threat model.
5.2 Description of testing protocol
To begin the testing a network is constructed using the algorithm being analyzed
and the original data set. Then, using the link strength measure (L_S) presented
earlier in this thesis, the weakest edge is determined for this network. The program
then changes data values for the two nodes of this edge. To begin, one observation is
changed such that a random possible value is assigned to each of the two variables.
The program increases the number of data observations changed until the edge no
longer is present in the network constructed by the learning algorithm. The test was
performed using the ASIA network. This thesis compares the PC-stable, CB, and
tabu search algorithms. Each algorithm was tested five times.
5.3 Robustness of PC-stable algorithm
Figure 5.2 shows the network constructed by the PC-stable algorithm using the un-
changed ASIA data. The edge B → S was determined to be the weakest edge. Table
5.1 shows the link strength results for each edge in the initial network. Data val-
ues for observations of B and S were changed randomly to determine the number
of observations needed to remove the B → S edge. These results are presented in
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Table 5.2. An example of a final network learned by the PC-stable algorithm with
the adjusted data set is shown in Figure 5.3.
Figure 5.2: The network recovered by the PC-stable algorithm using the initial
ASIA data.
Table 5.1: Link strengths (L_S) of ASIA network
learned by PC-stable algorithm
Edge L_S
B → D 65.9
B → S 56.0
S → L 94.3
L→ E 381.5
T → E 100.0
5.4 Robustness of CB algorithm
Figure 5.4 shows the network constructed by the CB algorithm using the unchanged
ASIA data. The edge E → D was determined to be the weakest edge. Table 5.3
shows the link strength results for each edge in the initial network. Data values
for observations of E and D were changed randomly to determine the number of
observations needed to remove the E → D edge. These results are presented in Table
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Table 5.2: Data changes needed to invalidate ASIA
network learned by PC-stable algorithm
Run Number of data
changes
1 141
2 174
3 155
4 164
5 137
Average 154.2
Standard Deviation 13.8
Figure 5.3: The network recovered by the PC-stable algorithm using the altered
ASIA data. Note the reversal of the edge B → S
5.4. An example of a final network learned by the CB algorithm with the adjusted
data set is shown in Figure 5.5.
5.5 Robustness of tabu search algorithm
Figure 5.6 shows the network constructed by the tabu search algorithm using the
unchanged ASIA data and the K2 score metric. The edge E → D was determined
to be the weakest edge. Table 5.5 shows the link strength results for each edge in
the initial network. Data values for observations of E and D were changed randomly
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Figure 5.4: The network recovered by the CB algorithm using the initial ASIA data.
Table 5.3: Link strengths (L_S) of ASIA network
learned by CB algorithm
Edge L_S
B → L 102.9
L→ E 381.5
T → E 100.0
E → X 85.0
B → D 65.9
E → D 25.8
B → S 56.0
L→ S 29.9
to determine the number of observations needed to remove the E → D edge. These
results are presented in Table 5.6. An example of a final network learned by the tabu
search algorithm with the adjusted data set is shown in Figure 5.7.
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Table 5.4: Data changes needed to invalidate ASIA
network learned by CB algorithm
Run Number of data
changes
1 108
2 422
3 273
4 441
5 86
Average 266
Standard Deviation 149.9
Figure 5.5: The network recovered by the CB algorithm using the altered ASIA
data. Note the removal of the edge E → D
5.6 Discussion of the Robustness Results
These results indicate that of the three algorithms tested in this thesis, tabu search
was the most robust against the learning set attacks. To remove the weakest edge
in the network an average of 3369.2 data observations (33.7% of cases) needed to be
changed. The standard deviation of the results of the tabu search algorithm were also
the lowest, indicating that this algorithm has consistent robustness to these types of
attacks.
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Figure 5.6: The network recovered by the tabu search algorithm using the initial
ASIA data.
Table 5.5: Link strengths (L_S) of ASIA network
learned by tabu search algorithm
Edge L_S
L→ E 381.5
E → X 85.0
T → E 100.0
E → D 25.8
L→ S 29.9
B → D 65.9
S → B 57.1
The CB algorithm required slightly more average cases to be changed before the
weakest edge was removed (266 cases (2.7%)) compared to the PC-stable algorithm
(154.2 cases (1.5%)). However the standard deviation for CB was over ten times
larger than that for PC-stable and tabu search. The high variance in results for
the CB algorithm may be explained by the interplay between the two phases of the
algorithm.
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Table 5.6: Data changes needed to invalidate ASIA
network learned by tabu search algorithm
Run Number of data
changes
1 3369
2 3366
3 3358
4 3366
5 3387
Average 3369.2
Standard Deviation 9.6
Figure 5.7: The network recovered by the tabu search algorithm using the altered
ASIA data. Note the reversal of the edge E → D
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Chapter 6
Future Work
There are many interesting possible extensions of the work done in this thesis. Some
proposals for future work will be explained in this chapter.
The CB algorithm implementation can be altered in such a way that a selection
of score metric and search algorithm could be chosen. Different combinations could
be analyzed for accuracy as well as robustness. A preliminary investigation indicated
that using the tabu search algorithm in place of the K2 search algorithm returned a
more accurate network (data not shown).
Additionally the robustness test proposed in this thesis can be performed using
other algorithms and networks. A thorough analysis of the robustness measures of
different algorithms, while not possible within the scope of this thesis, could allow for
investigation into what aspects of an algorithm contribute to this robustness. This
knowledge could be used to design a new algorithm with the specific intention of
making it robust against data change attacks. The properties of the algorithms that
have high robustness could be discovered.
This thesis makes no investigation into the specific changes that are made to the
training set. It is possible that the data that is manipulated can be detected by some
method. It may be possible to define a metric to determine the level of belief in a set
of observations and use this metric to help determine if the data has been altered.
There are a few published methods that can be used to help determine if a data
set has been manipulated. Alsuwat [2] discussed using concept drift as a method to
detect data tampering. A measure of data conflict is available in HUGIN [4].
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The changes to the networks go beyond just the change to the targeted edge. An
analysis of the specific changes in the final network could be useful for understanding
how these types of attacks could affect the use of the invalid model for a specific task,
such as classification of images, decision making, assessing the probability of different
classes of objects, or evaluation of the effect of setting a medical treatment option.
One way to mitigate the effects of this type of attack could include sampling
only a certain proportion of the data that is used to learn the network. This should
increase the number of changes needed to invalidate any model. Conversely, one could
use the bootstrap method [8] to increase the size of data sets. The addition of data
observation copies would decrease the prevalence of malicious data entries.
This thesis defined the robustness of an algorithm to be the number of data
changes needed to invalidate the model. There are many other metrics that can
be defined and studied that could provide more detail about the robustness of an
algorithm. A metric that takes into account the idea of data belief discussed earlier
in this chapter could be especially useful for algorithm analysis.
The algorithms explored in this thesis created different networks with different
weakest edges. To generalize comparisons to other algorithms, the analysis framework
developed for this thesis can be extended to compare the number of data changes to
remove a specific edge that is present in each network. Another consideration is that
the link strength measure used could be changed, and the new choice may affect the
weakest edge of each network.
29
Chapter 7
Conclusion
This thesis provided background information on Bayesian networks including a de-
scription of two learning algorithms: PC and tabu search. Then a new implementation
of the CB algorithm was discussed. This implementation was used to learn some net-
works and the resulting networks were compared to the actual networks for the data
sets.
The thesis discussed the robustness of three learning algorithms. Robustness was
defined to be the number of data set observations that needed to be changed to
invalidate the learned network. The tabu search algorithm was the most robust of
the three algorithms discussed. A few proposals for future work were also presented.
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Appendix A
Code Listing for CB implementation
The following code is copied from CB.R. The current version of this code is available
at https://github.com/njgeveke/CB . It includes the functions needed for the CB
algorithm as well as a function to build the network.
node_k2 <- function (i, dag , data) {
parents_i <- dag$nodes [[i]]$parents
variations <- lengths(lapply(data , unique))
r_i <- as.numeric(variations[i])
if (length(parents_i) != 0){
i_Values <- as.list(unique(data[[i]]))
i_parentValues <- unique(data[parents_i])
i_dataParents <- data[parents_i]
i_string_setup <- paste("i_parentValues[",
1: length(i_parentValues[ ,1]), ","
,
sep="")
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i_string <- lapply(i_string_setup ,
function(x) paste("i_dataParents[," ,
1: length(parents_i),
"]==",x ,1:length(parents_i),
"]", sep = "", collapse = "&"))
i_N_ij <- lapply(i_string ,
function(x) length(which(eval(parse(text=
x)))))
i_configurations <-as.list(unique(data[[i]]))
i_configurations_string <-
lapply(i_configurations ,
function(x) paste("&␣data$", i, "==’",
x,"’",
sep=""))
i_ parent _and_child_configurations <-
outer(i_string ,i_configurations_string , paste)
i_N_ijk <-
lapply(i_ parent _and_child_configurations ,
function(x) length(which(eval(parse(text=x)))))
}
else {
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i_N_ij <- as.list(length(data[ ,1]))
i_configurations <-as.list(unique(data[[i]]))
i_configurations_string <-
lapply(i_configurations ,
function(x) paste("data$",
i, "==’", x,"’", sep="",
collapse = "&"))
i_N_ijk <- lapply(i_configurations_string ,
function(x) length(which(eval(parse(text
=x)))))
} #else
i_log_factorial_N_ijk <- lapply(i_N_ijk , lfactorial)
i_total_log_factorial_N_ijk <- Reduce(’+’, i_log_factorial_N
_ijk)
i_first_sum_term <- lapply(i_N_ij, function(x) lfactorial(r_
i - 1))
i_total_first_sum_term <- Reduce(’+’, i_first_sum_term)
i_second_sum_term <- lapply(i_N_ij,
function(x) lfactorial(x + r_i -
1))
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i_total_second_sum_term <- Reduce(’+’, i_second_sum_term)
score <- i_total_first_sum_term -
i_total_second_sum_term +
i_total_log_factorial_N_ijk
return(score)
} #node_k2
# ---------------------------------------------
k2_ search _ parent _scores <- function (dag , i, j, data) {
dag <- set.arc(dag , from = j, to = i)
score <- node_k2(i, dag , data)
dag <- drop.arc(dag , from = j, to = i)
return(score)
} #k2_ search _ parent _ scores
# --------------------------------------------
CB <- function(data , order , K2_bound = NULL , u = NULL ,
search = ’k2’, score = ’k2’,
PCalpha = 0.05) {
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library(bnlearn)
returns <- list()
nodenames <- as.list(colnames(data))
network_score <- -Inf
score_improves <- TRUE
ord <- 1
if (is.null(K2_bound)) {
K2_bound <- Inf
}
while (ord <= order & score_improves == TRUE) {
pdag <- pc.stable(data , max.sx = ord , alpha = PCalpha)
dag1 <- pdag
ScoreDag <- dag1
if (!is.null(u)) {
degree_list <- list()
for (node in nodes(dag1)) {
degree_list <- append(degree_list , in.degree(dag1 ,
node))
}
max_degree <- max(unlist(degree_list))
if (max_degree > u) {
too_dense <- TRUE
print(paste("Graph␣is␣too␣dense.",
"␣Increasing␣size␣of␣conditioning␣sets",
sep=’’))
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} else {
too_dense <- FALSE
}
}
else {
too_dense <- FALSE
}
if (too_dense == FALSE)
{
undirectedEdges <- undirected.arcs(pdag)
for (edge in 1:( length(undirectedEdges [,1])/2)) {
i <- undirectedEdges [[1 ,1]]
j <- undirectedEdges [[1 ,2]]
check_i_to_j <- tryCatch(
set.arc(dag1 , from = i, to = j, check.cycles = TRUE)
,
error = function(cond){ #print(cond)
#print ("Didn ’t add arc ")
#print(paste(i, " to ", j, " edge causes a cycle ")
)
return(FALSE)},
warning = function(cond) { #print(cond)
return(NULL)},
finally = {})
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check_j_to_i <- tryCatch(
set.arc(dag1 , from = j, to = i, check.cycles = TRUE)
,
error = function(cond){ #print(cond)
#print ("Didn ’t add arc ")
#print(paste(j, " to ", i, " edge causes a cycle ")
)
return(FALSE)},
warning = function(cond) { #print(cond)
return(NULL)},
finally = {})
if(class(check_i_to_j) != "bn"){
dag1 <- set.arc(dag1 , from = j, to = i, check.cycles
= FALSE)
#print (" Oriented edge to prevent cycle ")
}
else if (class(check_j_to_i) != "bn") {
dag1 <- set.arc(dag1 , from = i, to = j, check.cycles
= FALSE)
#print (" Oriented edge to prevent cycle ")
}
else {
score_i <- node_k2(i, ScoreDag , data)
score_j <- node_k2(j, ScoreDag , data)
parents_i <- pdag$nodes [[i]]$parents
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parents_j <- pdag$nodes [[j]]$parents
number_parents_i <- length(parents_i)
number_parents_j <- length(parents_j)
parents_i[number_parents_i + 1] <- j
parents_j[number_parents_j + 1] <- i
ScoreDag$nodes [[i]]$parents <- parents_i
ScoreDag$nodes [[j]]$parents <- parents_j
scoreParent_i <- node_k2(i, ScoreDag , data)
scoreParent_j <- node_k2(j, ScoreDag , data)
#Check this to make sure orientation is correct
if((score_i * scoreParent_j) > (score_j *
scoreParent_i)){
dag1 <- set.arc(dag1 , from = i, to = j, check.
cycles = FALSE)
#print(paste (" Oriented edge from ", i , " to ", j,
sep = ""))
}
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else {
dag1 <- set.arc(dag1 , from = j, to = i, check.
cycles = FALSE)
#print(paste (" Oriented edge from ", j , " to ", i,
sep = ""))
}
}
reduce_undirectedEdges <-
which (( undirectedEdges [,1] == i &
undirectedEdges [,2] == j) |
(undirectedEdges [,1] == j & undirectedEdges
[,2] == i))
undirectedEdges <- undirectedEdges[-c(reduce_
undirectedEdges) ,]
ScoreDag <- dag1
}
library(bnviewer)
dag2 <- bn.to.igraph(dag1)
library(igraph)
nodeorder <- topo_sort(dag2 , mode = c("out"))
nodenameorder <- list()
for (nodenumber in nodeorder) {
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nodenameorder <- append(nodenameorder , nodenames[
nodenumber ])
}
dagK2 <- empty.graph(nodes(dag1))
for (node in 2: length(nodenameorder)) {
possible_Parents <- as.list(nodenameorder [1:(node -1)])
i <- nodenameorder [[node]]
score_Old <- node_k2(i, dagK2 , data)
scores <- lapply(possible_Parents ,
function(x) k2_ search _ parent _scores(
dagK2 , i, x, data))
max_score <- max(unlist(scores))
while (max_score > score_Old & in.degree(dagK2 , i) <
K2_bound) {
parent _index <- which(scores ==max_score)
parent _to_add <- possible_Parents [[ parent _index]]
dagK2 <- set.arc(dagK2 , from = parent _to_add , to = i
)
score_Old <- max_score
possible_Parents[parent _index] <- NULL
scores <- lapply(possible_Parents ,
function(x) k2_ search _ parent _scores
(dagK2 , i, x, data))
max_score <- max(unlist(scores))
}
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}
new_score <- score(dagK2 , data , type = ’k2’)
if (new_score > network_score) {
network_score <- new_score
score_improves <- TRUE
ord <- ord + 1
dag <- dagK2
} else {
score_improves <- FALSE
}
} else {
ord <- ord + 1
}
}
returns$score <- network_score
returns$network <- dag
return(returns)
}
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Appendix B
Documentation for CB algorithm
The CB algorithm
A hybrid algorithm for learning Bayesian networks. The algorithm is an adaptation
of the PC algorithm combined with the K2 search algorithm [15].
Usage
CB (data , order , K2_bound = NULL , u = NULL , search = ’
k2’, score = ’k2’, PCalpha = 0.05)
Arguments
data a data frame containing the variables in the model.
order a bound on the highest order conditional independence tests that can
be performed.
K2_bound an optional bound on the number of parents that the K2 search al-
gorithm can add to a node. If none is specified the bound is set to
infinity.
u an optional bound on the degree of the undirected graph generated
in the first phase of the CB algorithm. If none is specified the bound
is set to infinity.
search not yet implemented.
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score not yet implemented.
PCalpha the alpha level used for the PC algorithm. The default value is 0.05.
Value
A list containing the network as a BN class and the posterior probability of the
network.
Example
#load the ASIA data
data(asia)
#Learn the network with maximum order of CI tests set
to 5 ignoring any optional parameters
basic = CB(asia , 5)
# Setting some parameters
advanced = CB(asia , 5, K2_bound = 2, PCalpha = 0.1)
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Appendix C
Instructions for installing the CB algorithm
into R environment
Prior to installation fo the CB.R file, the following R packages need to be installed:
bnlearn, igraph, and bnviewer.
install.packages(c(’bnlearn ’, ’igraph ’, ’bnviewer ’))
When these packages are installed and the CB.R file has been downloaded, the func-
tions needed to learn the network can be loaded into the R environment by issuing
the following command.
source(’Path/To/File/CB.R’)
The user can now use the CB function to learn the network (see Appendix B for more
information).
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