The question of measuring and managing systemic risk -especially in view of the recent financial crises -became more and more important. We study systemic risk by taking the perspective of a financial regulator and considering the axiomatic approach originally introduced in Chen et al. (2013) and extended in Kromer et al. (2014) . The aim of this paper is to generalize the static approach in Kromer et al. (2014) and analyze systemic risk measures in a dynamic setting. We work in the framework of Cheridito et al. (2006) who consider risk measures for bounded discrete-time processes. Apart from the possibility to consider the "evolution of financial values", another important advantage of the dynamic approach is the possibility to incorporate information in the risk measurement and management process. In context of this dynamic setting we also discuss the arising question of time-consistency for our dynamic systemic risk measures.
several different perspectives on this topic since a given system or network of firms comprises different complex interactions between individual entities and different aspects are interesting for a thorough study. For an overview on existing research see for instance Staum (2013) .
In this paper we follow the axiomatic approach to systemic risk. This means we take the viewpoint of a regulator who is interested in risk and stability of the whole system. In context of risk measurement for only one firm, this axiomatic approach was originally introduced by Artzner et al. (1999) who have studied so called coherent risk measures on a finite probability space. The results from Artzner et al. (1999) were extended by Delbaen (2000 Delbaen ( , 2002 to general probability spaces and by Föllmer and Schied (2002) and Frittelli and Rosazza Gianin (2002) to the more general class of so called convex risk measures. In case of risk measurement for a whole network of firms, Chen et al. (2013) were the first to consider this axiomatic approach on a finite probability space for so called positively homogeneous systemic risk measures. In Kromer et al. (2014) these results were generalized by studying the case of a general probability space and dropping the axiom of positive homogeneity.
Nevertheless, these systemic risk measures are all static, which means that they do not take into account dynamic features. There exist different possibilities and different leverage points to consider dynamic features. For example one could incorporate the additional information that is available through time or consider processes instead of random variables. In this context, a discrete-time or continuous-time process could represent the equity or asset value process of a specific firm, see Artzner et al. (2007) and Cheridito et al. (2006) . For standard risk measures based on the results of Artzner et al. (1999) several approaches study the various aspects of dynamic risk measures, for an overview see for instance Acciaio and Penner (2011) .
The aim of this paper is to consider systemic risk measurement in a dynamic framework. We generalize the results from Kromer et al. (2014) and focus on conditional systemic risk measures and dynamic systemic risk measures. The usual approach in the literature to dynamic risk measures is to define these as a family of conditional risk measures with specific time consistency properties. We work with the framework of Cheridito et al. (2006) and Cheridito and Kupper (2011) who consider conditional and dynamic risk measures for bounded discrete-time processes. Moreover, we use the time-consistency concept from Cheridito et al. (2006) and Cheridito and Kupper (2011) and adapt it to our setting of dynamic systemic risk measurement. In particular, we introduce a time-consistency property for our aggregation functions and analyze how the time-consistency of the dynamic systemic risk measure, the dynamic single-firm risk measure and the dynamic aggregation function depend on each other.
The outline of this paper is the following: We start by introducing the general notation in Section 1 and defining conditional convex and conditional positively homogeneous systemic risk measures. In Section 2 we provide a decomposition result for conditional systemic risk measures. Section 3 is dedicated to different representation results. First, we provide a so called primal representation for conditional systemic risk measures. Then we apply techniques from Cheridito et al. (2006) to obtain a dual representation for conditional systemic risk measures. This representation is the main result of this paper. Finally, we study in Section 4 dynamic systemic risk measures as composition of a dynamic single-firm risk measure and dynamic aggregation function. In particular, we discuss the corresponding time-consistency properties.
We also refer to the article Hoffmann et al. (2014) which was written independently of this paper, considers another possible extension of the results in Chen et al. (2013) and Kromer et al. (2014) to a conditional setting and focuses on the decomposition result only.
Notation and definitions
We work on a filtered probability space (Ω, F, F, P) with F = (F t ) t∈N 0 and F 0 = {∅, Ω} and we consider a network of n firms. In our setting the n-dimensional discrete-time processX = (X 1 , . . . ,X n ) describes the loss processes of the n firms in the underlying network.
For each m ∈ N, define R 0,m as the space of F-adapted m-dimensional processes. In this paper we understand equalities and inequalities between random variables and stochastic processes P-a.s. Define 
and set
In case of m = 1, we simply write R ∞ := R ∞,1 and A 1 := A 1,1 . We equip the space L ∞ := L ∞ (Ω, F, P) with the norm γ ∞ := ess sup |γ| for γ ∈ L ∞ . Moreover, the bilinear form ·, · m :
Again, we simplify ·, · := ·, · 1 . Remark 1.1. Define the σ-algebra H on N 0 × Ω as the σ-algebra generated by the sets {t} × B, t ∈ N 0 , B ∈ F t and define the measure η on (N 0 × Ω, H) by
. Cheridito et al. (2006) point out in proof of Lemma 3.17 that
Because of the previous remark, we can define σ(R ∞,m , A 1,m ) as the coarest topology on R ∞,m such that for allξ ∈ A 1,m ,X → X ,ξ m on R ∞,m is continuous and linear.
Let τ and θ stopping times with τ < ∞ and 0 ≤ τ ≤ θ ≤ ∞. 
and
In the following, we consider important properties of ρ 0 :
These properties are analogous to the properties of ρ 0 from Kromer et al. (2014) and the interpretation is the same. 
If additionally ρ 0 (0) = 0 is satisfied, then the translation property (r3) is stronger than constancy property on L ∞ τ . Now, consider a map ρ : R ∞,n τ,θ → L ∞ τ that possibly satisfies the following properties:
) for all t ∈ N 0 and a.e. ω ∈ Ω, then ρ(X) ≥ ρ(Ȳ ).
(s3) f ρ -constancy: Either Im ρ| R n I [τ,∞) = R and there exists a surjective map f ρ : R → R with f ρ (0) = 0 such that ρ(a1 n I [τ,∞) ) = f ρ (a) for any a ∈ R or Im ρ| R n I [τ,∞) = R + and there exists a map f ρ : R → R + and b ∈ R + such that f ρ is surjective and strictly increasing on [b, ∞), f ρ (a) = 0 for a ≤ b and ρ(a1 n I [τ,∞) ) = f ρ (a) for any a ∈ R.
(s4) F τ -convexity:
(s3) differs from property (S3) in Kromer et al. (2014) by the additional assumption that f ρ (0) = 0 is satisfied. This property is needed because of the close connection between the systemic risk measure ρ and the corresponding aggregation function Λ. This aggregation function has to guarantee that the image of everyX ∈ R ∞,n τ,θ satisfies Λ(X) = Λ(X)I [τ,∞) . Hence, before time τ the process Λ(X) is equal to zero. Later on, we will prove that if f Λ (0) = 0 is satisfied then Λ admits this property. Moreover, as in Kromer et al. (2014) there exists an inverse function
For the remaining part of this section we consider aggregation functions. In Kromer et al. (2014) convex aggregation functions are defined as functions from R n to R. We use a similar definition in our setting. Consider the following properties of a function Λ : R n → R:
(a3) f Λ -constancy: Either Im Λ = R and there exists a surjective map f Λ : R → R with f Λ (0) = 0 such that Λ(a1 n ) = f Λ (a) for any a ∈ R or Im Λ = R + and there exists a map f Λ : R → R + and b ∈ R + such that f Λ is surjective and strictly increasing on [b,
(a4) Positive homogeneity: Λ(ax) = aΛ(x) for anyx ∈ R n and any a ∈ R + .
In comparison to (A1)-(A5) in Kromer et al. (2014) , the only difference is the additional assumption f Λ (0) = 0 in the f Λ -constancy property. First, note that every convex aggregation function Λ is continuous since convex and finite valued functions on R n are continuous. Hence, Λ is measurable. Now, considerX ∈ R ∞,m as functionX : (N 0 × Ω, H) → (R n , B(R n )) and Λ as function Λ : (R n , B(R n )) → (R, B(R)). It follows that Λ(X) := Λ •X is also measurable and Λ(X) : (N 0 × Ω, H) → (R, B(R)) satisfies Λ(X t (ω)) = Λ(X) t (ω) for all t ∈ N 0 and all ω ∈ Ω.
Our next aim is to prove that every aggregation function induces a map Λ :
Lemma 1.5. For an increasing function g :
Proof. The first assertion follows directly from the definition of R ∞ and the monotonicity of g.
The following result is based on Lemma 2.4 in Kromer et al. (2014) . Moreover, note that f Λ (0) = 0 guarantees that for everyX ∈ R ∞,n τ,θ we have Λ(X) ∈ R ∞ τ,θ .
Lemma 1.6. Let Λ : R n → R be a convex aggregation function and Im Λ = R [respectively
Proof. Let Im Λ = R. The inclusion Λ(R ∞,n ) ⊂ R ∞ follows directly from Lemma 2.4 in Kromer et al. (2014) and the fact that
To show the other inclusion, consider X ∈ R ∞ τ,θ . As in the proof of Lemma 2.4 in Kromer et al. (2014) , we can define a process
(1) Lemma 1.5 yields that
Structural decomposition
The aim of this section is the extension of the decomposition results in Kromer et al. (2014) to conditional systemic risk measures. The proofs are similar to the proofs in Kromer et al. (2014) . Hence, we repeat only the main ideas. 
Proof. In case of (a), we define R = S = R and in case of (b), we define R = R + and S = [b, ∞) for b ∈ R + . If ρ is a conditional convex systemic risk measure with f ρ : R → R that is surjective and strictly increasing on S, define the aggregation function Λ by
Then convexity (a2), monotonicity (a1) and f Λ -constancy follows from the corresponding properties of ρ. Furthermore, Λ(R
The conditional single-firm risk measure
where the stochastic process
Thenρ 0 is well-defined because of the preference consistency of ρ. Monotonicity, convexity and constancy on R follow as in Kromer et al. (2014) . Moreover, ρ 0 inherits these properties from ρ 0 . Finally, the definition of Λ and ρ 0 implies ρ = ρ 0 • Λ. The proof of the second part is analogous to the proof in Kromer et al. (2014) .
For the proof of the positively homogeneous case below see Corollary 3.3 in Kromer et al. (2014) . 
Corollary 2.2. (a) A function
ρ : R ∞,n τ,θ → L ∞ τ with ρ(R n I [τ,∞) ) = R
is a conditional positively homogeneous systemic risk measure if and only if there exists a positively homogeneous aggregation function
3 Representations of conditional systemic risk measures
Primal representation
In this subsection we provide the so called primal representation of conditional convex risk measures ρ. From now on, let ρ = ρ 0 • Λ where ρ 0 is the corresponding conditional convex single-firm risk measure and Λ is the corresponding convex aggregation function. It follows that Im Λ = R or Im Λ = R + . Moreover, ρ 0 : R ∞ τ,θ → L ∞ τ satisfies the constancy property on R if Im Λ = R and the constancy property on R + if Im Λ = R + . Consider the acceptance sets defined byB
The following definition equals Definition 4.1 in Kromer et al. (2014) 2. ρ admits for allX ∈ R ∞,n τ,θ the so called primal representation
where we set ess inf ∅ := +∞.
Proof. Part 1.a) is trivial and the properties of ρ 0 and Λ directly imply properties 1.b)-1.e) for
Finally, the monotonicity ofB ρ 0 yields (2).
Continuity and closedness
This subsection provides the basic results to prove a dual representation for conditional convex systemic risk measures ρ = ρ 0 • Λ. Note that any γ ∈ L ∞ τ we can be identified by γI [τ,∞) ∈ R ∞ τ,θ . Thus, there exists a one to one relation betweenB ρ 0 and B ρ 0 where B ρ 0 is defined by
In the following lemma we generalize the results from Lemma A.65 in Föllmer and Schied (2011) for multidimensional spaces. Föllmer and Schied (2011) .
Lemma 3.3. Define the set
The following definition is based on Definition 3.15 in Cheridito et al. (2006) .
Definition 3.4. We say that a sequence
We call a map υ : R
and every increasing sequence (
Similarly, a function Υ :
→ L ∞ is called continuous for bounded decreasing sequences in the first argument and bounded increasing sequences in the second argument if for
In the following lemma we study the closedness of the acceptance set B ρ 0 . The proof is similar the proof of Lemma 3.17 in Cheridito et al. (2006) . 
Then is continuous for bounded decreasing sequences in the first argument and bounded increasing sequences in the second argument and
Then˜ is decreasing in the first and increasing in the second argument, convex and continuous for bounded decreasing sequences in the first argument and bounded increasing sequences in the second argument. For the remaining part of the proof we use that R ∞ = L ∞ H and that A 1 can be identified ) for γ ∈ L ∞ τ and 0 ≥ (γI [τ,∞) , Z)}. If we can prove that for each r > 0
≤ r follows from the first part of Lemma 3.3 such that we have to prove that 0 ≥˜ (γI [τ,∞) , Z). We can find a subsequence (
for all m ∈ N and t ∈ N 0 . Similarly, the sequence (
By the assumptions on and A, this is a contradiction and therefore,
Note that since every convex aggregation function Λ : R n → R is continuous, Λ satisfies the following continuity property: ForX ∈ R ∞,m τ,θ and every increasing sequence (
τ,θ and all t ∈ N 0 is continuous for bounded decreasing sequences in the first argument and bounded increasing sequences in the second argument. Moreover, we have
for each t ∈ N 0 .Υ t is decreasing in the first and increasing in the second argument, convex and continuous for bounded decreasing sequences in the first argument and bounded increasing sequences in the second argument. Consider the set DΥ := {(Y,X) ∈ R ∞ τ,θ × R ∞,n τ,θ 0 ≥Υ t (Y,X) for all t ∈ N 0 } . It follows analogously to the proof of Lemma 3.5 that for each r > 0 the set
Similarly as in the proof of Lemma 3.5, we can conclude that this yields a contradiction to 
, we obtain (Ũ (k) ) ↑ (Ũ ). Moreover, we have
Again, for each r > 0, the set . Therefore, we finally obtain the following result.
Lemma 3.9. Let ρ 0 be a conditional convex single-firm risk measure and Λ be a convex aggregation function.
If ρ 0 is continuous for bounded increasing sequences, then
B ρ 0 is σ(R ∞ τ,θ ×R ∞ τ,θ , A 1 τ,θ ×A 1 τ,θ )- closed. 2. B Λ is σ(R ∞,n+1 τ,θ , A 1,n+1 τ,θ )-closed.
If ρ 0 is continuous for bounded increasing sequences, then C
Proof. Since every set C ⊂ R 
Dual representation
Let us first consider some generalizations of the concepts in Cheridito et al. (2006) for m dimensions. ForX ∈ R ∞,m andξ ∈ A 1,m , set
. Then forξ ∈ A 1,m τ,θ andX ∈ R ∞,m , we have the following equations:
Moreover, define 
Finally, let L 0 τ (R + ) the space of extended random variables γ that are F τ -measurable and satisfy γ ≥ 0. 
with α τ,θ n :
If additionally ρ(R n I [τ,∞) ) = R, then the first component of a solution to optimization problem
Remark. Note that compared to the corresponding theorem in Kromer et al. (2014) we do not require Λ to have an additional continuity property.
Proof. Part 1:
We will prove that
By Proposition 3.2, ρ satisfies
Then one can easily show that − γI [τ,∞) ,
wards. Hence, the functions Bρ 0 :
where ι * Bρ 0 denotes the convex conjugate of ι Bρ 0 . By Lemma 3.9,
The duality theorem for conjugate functions (see for instance Theorem 5 in Rockafellar (1974) ) yields
and show thats B Λ :
is directed downwards, we obtain with Equations (5) and (6) that
By Theorem 6 and 7 in Rockafellar (1974) and the third part in Lemma 3.9, we can exchange the infimum and the supremum in (7). This means
Moreover, note that (ξ,ξ) ∈ A 1 τ,θ × A 1,n τ,θ and ψ ∈ A 1 τ,θ with 1, ψ τ,θ = 1 we have
Part 2: In this part of the proof we will show that
For (ξ,ξ) ∈ A 1 τ,θ × A 1 τ,θ the following equality holds:
Moreover, since (0, 0) ∈ B ρ 0 , the monotonicity of
This means that it suffices to consider ξ ∈ (A 1 τ,θ ) + . Similarly, we obtain the remaining assertions for feasible solutions.
Part 3: Finally, we will verify Equation (3). First, we will show the inequality " ≥ ":
where the last equality follows from the primal representation. It follows from (8) 
Finally, the assertion follows together with the result from part 2.
It remains to consider the positively homogeneous special case of Theorem 3.10. Define 
In addition, a solution to optimization problem (10) must satisfy
Proof. By Theorem 3.10, ρ admits for allX ∈ R ∞,n τ,θ the representation
Since B ρ 0 and B Λ are F τ -cones, one can easily verify (similarly as in Corollary 11.6 in Föllmer and Schied (2011)) that
The definition of
Since ( ) = ∞I B P-a.s., we obtain α τ,θ n (ξ,ξ) = ∞ on B. Therefore, it suffices to consider (ξ,ξ) ∈ Z # in (11).
The last property for feasible solutions to optimization problem (11) follows from (0, 0) ∈ B ρ 0 and (f Λ (1)I [τ,∞) , 1 n I [τ,∞) ) ∈ B Λ together with f Λ (1) = Λ(1 n ) = n.
Dynamic systemic risk measures
Our next aim is to define dynamic systemic risk measures by using conditional systemic risk measures and analyze time-consistency properties. For the remaining part of this section fix S ∈ N 0 and T ∈ N 0 such that S ≤ T and define S := [S, T ] ∩ N 0 . Note that as in the approach in Cheridito and Kupper (2011) we exclude the case T = +∞. In case of Im Λ t,T = R + for each t ∈ S, the corresponding function f Λ t,T in the f Λ t,Tconstancy property is a map from R to R + . Moreover, there exists b t,T ∈ R + such that
Definition 4.1. For t ∈ S, consider a conditional convex [positively homogeneous] systemic risk measure
Note that we use only conditional single-firm risk measures ρ 0 t,T that satisfy the F t -translation property. Since standard conditional convex risk measures from Cheridito et al. (2006) admit this property by definition, this is a feasible assumption. Nevertheless, ρ t,T does not satisfy a translation property because we do not assume that Λ t,T also satisfies some sort of translation property. Furthermore, one can easily show that in case of single-firm risk measures that satisfy the F t -translation property, the following property is satisfied:
Time-consistency
For the dynamization of conditional systemic risk measures we need a specific time consistency property which establishes a connection between individual conditional systemic risk measures. Many approaches that consider conditional risk measures on stochastic processes study strong time-consistency. In the same line, we also use a variant of strong time-consistency for dynamic convex systemic risk measures. In case of risk measurement for only one firm, we use the concepts from Cheridito et al. (2006) and Cheridito and Kupper (2011) .
Definition 4.2. Let (ρ 0 t,T ) t∈S be a dynamic convex single-firm risk measure. Then (ρ 0 t,T ) t∈S is time-consistent if the following property is satisfied:
(r-TC) For for every pair s, t ∈ S with s ≤ t and X, Y ∈ R ∞ s,T ,
Time-consistent dynamic convex aggregation functions are defined as follows.
Definition 4.3. (Λ t,T ) t∈S is a time-consistent dynamic convex aggregation function if the following two properties are satisfied:
(a-TC1) Either all Λ t,T map to R or all Λ t,T map to R + .
(a-TC2) For for every pair s, t ∈ S with s
In property (a-TC2) we consider two loss processes after time t. If the aggregated loss process of one economy is greater than the aggregated loss process of another economy at time t, then this inequality is still satisfied if we consider the aggregation at time s.
Note that the following property and (a-TC2) are equivalent.
(a-TC2') For every pair s, t ∈ S with s ≤ t andx,ȳ ∈ R n ,
If (Λ t,T ) t∈S is a time-consistent convex aggregation, then it follows from Λ t,T (XI [t,∞) ) = 0 for X ∈ R In this section we study how the properties (r-TC), (a-TC1), (a-TC2) and the following properties of a dynamic convex systemic risk measure (ρ t,T ) t∈S depend on each other.
(s-TC2) For every pair s, t ∈ S with s ≤ t andX,Ȳ ∈ R ∞,n s,T ,
for all u ≥ t and a.e.
) for all v ∈ N 0 and a.e. ω ∈ Ω.
(s-TC3) For every pair s, t ∈ S with s ≤ t andX,Ȳ ∈ R ∞,n s,T ,
Suppose that (ρ t,T ) t∈S is a dynamic convex systemic risk measure (ρ t,T ) t∈S that satisfies (s-TC2). Since ρ t,T and ρ s,T also satisfy the preference consistency it follows forX,Ȳ ∈ R
The interpretation of property (s-TC3) is similar to the interpretation of (a-TC2). LetX andȲ two loss processes that are equal up to time t and let the systemic risk at time t of one loss process be greater that the systemic risk of the other loss process. Then this inequality is still satisfied if we consider the systemic risk at time s.
Lemma 4.5. Property (s-TC3) implies property (s-TC2).
Proof. ConsiderX,Ȳ ∈ R ∞,n s,T that satisfy (12). Then for a.e. ω ∈ Ω and v ≥ t the processesX (ω,v) ,Ȳ (ω,v) [s,t) and since (12) is satisfied, we obtain ρ t,T (X (ω,v) ∞) ). Since ρ 0 s,T satisfies the constancy property on R (respectively R + ), it follows Λ s,T (X v 
In the next lemma we prove that under certain conditions time-consistency of the dynamic convex single-firm risk measure (ρ 0 t,T ) t∈S and property (s-TC3) are equivalent. 
Then (ρ 0 t,T ) t∈S is time-consistent if and only if (ρ t,T ) t∈S satisfies (s-TC3).
Proof. "⇒" If (ρ 0 t,T ) t∈S be time-consistent fix s, t ∈ S with s ≤ t andX,Ȳ ∈ R ∞,n s,T withXI [s,t) = Y I [s,t) and ρ t,T (X) ≤ ρ t,T (Ȳ ). Note that the last property is equivalent to ρ 0
Example 4.7. (13), for instance, is satisfied for a dynamic positively homogeneous single-firm risk measure (ρ 0 t,T ) t∈S and a dynamic convex aggregation function (Λ t,T ) t∈S such that Λ t,T = q t Λ for q t ∈ R + \{0}.
The following proposition characterizes dynamic convex aggregation functions in terms of the properties (s-TC1) and (s-TC2). 
for allx ∈ R n and t ∈ S. Now, suppose that (ρ t,T ) t∈S satisfies (s-TC2). Letx,ȳ ∈ R n be such that Λ t,T (x) ≤ Λ t,T (ȳ). Moreover, fix s, t ∈ S with s ≤ t and defineZ ∈ R ∞,n s,T byZ :=xI [s,t) +ȳI [t,∞) . Then Λ t,T (x) ≤ Λ t,T (Z v (ω)) for all v ≥ t and a.e. ω ∈ Ω andZI [s,t) =xI [s,t) . Moreover, it follows from the monotonicity of ρ 0 t,T that
for all v ≥ t and a.e. ω ∈ Ω. Since (s-TC2) is satisfied, we obtain the inequality
for all v ≥ t and a.e. ω ∈ Ω. Finally, it follows Λ s,T (x) ≤ Λ s,T (ȳ) from the constancy property of ρ 0 s,T . This means that (ρ 0 t,T ) t∈S is time-consistent. To prove the other direction, let (ρ t,T ) t∈S be time-consistent and fixX,Ȳ ∈ R ∞,n s,T with XI [s,t) =Ȳ I [s,t) and
for all v ≥ t and a.e. ω ∈ Ω. The constancy property of
) for all v ∈ N 0 and a.e. ω ∈ Ω. From the monotonicity property of ρ 0 s,T we obtain for all v ∈ N 0 and a.e. ω ∈ Ω that
The following corollary sums up the previous results. Consider a dynamic convex aggregation function (Λ t,T ) t∈S . If Λ t,T , t ∈ S, is R-valued, then
On the other hand, if Λ t,T , t ∈ S, is R + -valued, then the inverse function is given by f t,T ) t∈S is time-consistent.
In our approach we have considered time-consistent dynamic single-firm risk measures ρ 0 t,T : R ∞ t,T → L ∞ t and time-consistent convex aggregation functions Λ t,T as functions from R n to R. In this setting, we have studied how this concepts relate to the time-consistency of the corresponding dynamic systemic risk measure and obtained a characterization, see Proposition 4.8. Note that in our setting all dynamic convex aggregation functions are functions from R n to R which, in a certain sense, limits the possibilities to construct dynamic convex aggregation functions that satisfy the needed requirements for the time-consistency of a dynamic systemic risk measure.
Nevertheless, there still exist several interesting examples of time-consistent dynamic convex aggregation functions, see , in this rather simple setting of functions from R n to R.
Furthermore, one could bring forward the argument that it also stands to reason to introduce time-consistent dynamic systemic risk measures (ρ t,T ) t∈S in terms of a time-consistent dynamic single-firm risk measure and a specific (static) aggregation function, which is fixed at the beginning of the time period and then used throughout, i.e. ρ t,T = ρ 0 t,T • Λ. In this case, the dynamics of the systemic risk measure would be captured by the dynamics of the underlying single-firm risk measure.
