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Abstract-Approximate L+ptimal predictor and filter IS derived for partially observed vector autore- 
gressive moving average processes of order X [ARMA(k. k)l driven by white Gaussian noise. The 
approximation is in the sense that the terms connected with the problem of interpolation-when X 2 2- 
are neglected. Some properties of the consldered system-e.g. observability. controllability and sta- 
bility-are discussed. 
I. INTRODUCTION 
The aim of this paper is to show that the state-space representations and vector difference 
equations relating to the input and output, widely used in time series modeling under the name 
ARMA models, come from the same family of descriptions. 
In the case of k = 1 one can derive the filter[2] and it is L,-optimal and furthermore it is 
an extension of the well known Kalman filter[5]. In the higher order cases the structure of the 
L,-optimal filter and the approximate filter are the same but the computation of exact parameters 
in the L,-optimal case seems very complicated. Because of this fact the parameters are ap- 
proximated. neglecting some terms connected with the problem of interpolation. In the case of 
ARMA( 1, 1) processes which was discussed by Bencsik-Michaletzky[2] the interpolation does 
not play any role because of the order of the system. The needed mathematical background of 
our investigation can be found in the book of Astriim[ 11. 
2. MAIN RESULT 
A time invariant discrete linear stationary Gaussian process xr(t) = (x,(f), . . . , x,,(t)) 
with partial observations j’(r) described by the following equation 
I I 
x(t + 1) = C F,x(r - i + 1) + e(t + 1) + C D,e(t - i + 1) 
,=I ,=I 
J(t) = FIX(f) + v(t), XT(t) = (s,(t), . . . . y,,,(t)), 
(1) 
is frequently called in the literature as vector ARMA(k, k) process. In the system of Eq. (l), 
I takes integer values. e(r) and v(r) are independent zero-mean white Gaussian processes of 
dimension II and 111. respectively, with covariances 
E{e(k)eT(I)} = Qs,,,, E{v(k)vT(I)} = R&,, (2) 
where Q and R are supposed to be full rank matrices, superscript T means the transpose, E{*} 
denotes the expectation and 6, , is the Kronecker function. The observable process y(t) is assumed 
to be a stationary stochastic process with dimension m 5 n. The filtration problem can be 
formulated as to minimize the one step ahead prediction error of x(t). The approximate L2- 
optimal filter is given in the next form (see Appendix): 
!. i 
.f(r + 1) = 2 F,.i-(r - i + 1) + C K,e(t - i + 1) 
/=, ,=I 
E(r) = y(r) - H.f(r) 
943 
944 
where: 
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i(t + 1) = E{x(r + l)/!(f), ?‘(f - 1) .} 
K, = (F,PHT + D,QHT)(HPHT + R)-’ 
and P is the solution of the following Riccati equation: 
(1) 
A i 
P = i F,PF: + Q + i F,QD;r + i DlQFI’+ 2 D,QD;r - 2 K,(HPH’ + R)K; (5) 
I=1 ,=I ,=I ,=I ,=I 
where Q is given in (2) 
3. OBSERVABILITY, CONTROLLABILITY. STABILITY AND MINIMALITY 
OF THE APPROXIMATION 
First the transfer function description of a partially observed ARMA(k, k) process is 
discussed and the observability etc. will be considered based on some properties of this transfer 
function. The filter given by (3) can be written in the form 
R(t) = F(i)i(r) + k(~)~(r), (6) 
i.e. 
[I - F(t)]i(t) = k(t)dt), 
where 
F(z) 0 F;z-’ + . . . + F,z-“, 
K(z) A K,z-’ + + K,+, 
and z-’ denotes the backward shift-operator (z-‘R(t) = a(t - 1)). Since):(r) = H,f(t) we have 
j(r) = HU - F(z)]-‘K(z)dt) 4 T,&)dt) (7) 
where 7’,R denotes the transfer function of the filter, i.e. the innovation representation (IR). The 
transfer function of the process y(t) has the form of 
T(Z) = T,, + I = H[f - F(i)]-‘K(i) + f (8) 
and 
y(r) = T(=)dt) 
because of 
y(t) = j(r) + c(r) = Hi(r) + e(r). 
Since we have finite dimensional system according to the system equation (1) there exist 
polynomials of finite degree p 
A(z) = f + A;;-’ + . + A,?-” 
(9) 
C(z) = f + c,z-’ + . + C,,?” 
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where A, and C, are m x m dimensional matrices by which the transfer functions of the system 
can be written into the following forms: 
T(z) = A-‘(z)C(z) 
T,R(z) = A-‘(z)C(,_) - I 
Obviously the case of k = p is of interest when we have 
!‘cr + I) = i: F,_$(f - i + I) + f: K,E(f - i + 1) 
,=I ,=I 
where 
K, = (F,P + D,Q)(P + R)-’ 
and 
?;(r + 1) = - i A,?;([ - i + 1) + i (C, - A;)e(r - i + 1). 
,=I ,=I 
(10) 
(II) 
(12) 
A simple way to discuss the problems of observability and controllability were recently proposed 
by Kailath[4, p. 3661 based on the coprime property of some matrices: 
l the system is observable if and only if H is right coprime to zf - F or equivalently to 
I - Fz- ’ in the case when k = 1, 
0 the system is controllable if and only if I - Fz-’ is left coprime to K for all z when 
k= I 
Using these results for the case of 1 % k 5 p one can obtain that: 
l the system is observable if and only if H is right coprime to I - F(z) for all Z, 
l the system is controllable if and only if I - F(z) is left coprime to K(z) for all 2. 
l the system is irreducible if and only if I - F(z) is right and left coprime to I - F(z) + 
K(z)H for all Z. 
The observability and controllability involve the minimality. The system is stable when the 
poles of T(Z) lie on the unit disc, i.e. the roots of det A(z) = 0 or det [I - F(z)] = 0 lie on 
the unit disc: the system is inverse stable when the zeros of T(Z), the poles of T-‘(Z): 
T-I(:) = H[I - F(z) + K(z)H]-‘K(z) + I = C-‘(=)14(z) (14) 
lie on the unit disc. The zeros are the roots of det C(Z) = 0 or det [I - F(z) + K(z)H] = 0. 
The same properties of T,,(Z) follow from the discussed properties of T(Z). 
.-\I X,1~,1~,/e[/,l’e,,l~,,,r-The author is very grateful to Profeaaor M. Aratti for his help and valuable discussions 
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APPENDIX 
Expected values of all random variables are supposed to be zero. Let Y, be the o-algebra generated by F,. s % r. 
Y, = a(.+ 5 f) = U(Y,_,. !‘(I)). (Al) 
For Gaussian processes the conditional expectation of .r(f + I ) based on Y, is given by 
at + 1) = EIx(r + I)lY,} = E{,rx(r + I)lY,_,,W) 
First y(t) is changed for e(t) as the relation 
Y, = U(Y,-I. :W - E{V(1)(Y,.,J) = u(Y,_,, e(t)) 
is true. Evaluating the conditional expectation of .r(r + I) we have 
i(f + I) = E{x(r + I)lY,.,. E(f)} = E{.rU + I)lY,_,} 
+ EM + I)lcWj 
which theorem is valid for Gaussian processes (AstrGm[ I]. Ch. 7. Theorem 3.3) 
Applying Astram’s Theorem 3.2,[1], Ch. 7.. one can obtain based on (I) 
Z(r + I) = E 
( 
i F&r - i + I) + e(r + I) + i D,e(r - i + I)jY,_, 
,=I ,=, 
+ EM + I)le(r)l 
= E{F,xw + @e(r) + e(t + l)(Y,.,} 
+ E i F,x(r - i + I) + i D,e(t - i + 1)/Y,_, 
1 l-1 I=: 
+ E{x(r + l)c’(r)}[E{e(r)cT(r)}]-l~~O. 
(AZ) 
(A3) 
(A4) 
(A3 
The first term in (A5) is F,.W) and the last term of it is denoted by KIM). Ee(r)c(r)’ is EEE~ in the stationary case. 
Now we have for the conditional expectation of x(r + I ): 
Z(r + I) = F&r) + K,c(r) + E i F,x(r - i + I) + i D,df - i +  I)IY,_, (A6) 
,=? ,=I 
Applying the relation of Eq. (A3) in the form of 
Y,_, = u(Y,.,, e(r - 1)) 
we get 
,t(r + I) = F&r) + K,e(r) 
+ E{F,x(r - I) + D,df - l)IY,.:} 
i F,x(r - i + I ) + i D,df - i + I )(Y, z 
,=1 ,-l I 
(A7) 
+ & i F,x(r - i + I) + i D,e(f - i + I)(r(r - I) 
1 ,=? ,=I I 
The third term in (A7) is F&r - I) and the last one is denoted by K+(f - I). Now we have 
.F(r + I) = F,i(r) + F#f - I) + K,a(r) + K+(f - I) 
+ & 
1 
i F,.r(r - i + I) + i: D,dr - i + I )/Y, 1 
I 
(A8) 
, I I 1 
Applying Eq. (A3) and AstrGm’s theorems repeatedly we can obtain the filter in the following form: 
I ‘ 
.?(r + I) = 2 F,.t(f - i + I) + 2 K,c(f - i + I). 
I , , I 
(A9) 
Let X denote the error process of X, i.e. 
.r(r + I) = .t(f + I) + 4fr + I) 
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then it can be computed by subtracting Eq. (A9) from the system equation. i.e. 
i ‘ 
?(I + I) = c F,?(f - i + I) + C(f + I) + 2 D,df - i + I) 
,=I /rr 
- i: K,E(f - i + 1) 
,=, 
f(f) = v(1) - E{V(I)IY, ,} = Hx(r) + b’(I). 
941 
(AIO) 
(All) 
Using the notations 
P(r) = E{x(t)x’(r)} = P 
P*(f) = E{e(t)x’(f)} = P* 
we can obtain 
E{E(I)E~(~} = [HI(r) + W)]]H~(r) + v(r)]’ = HPH’ + R. 
P* can be computed in the following way 
(Al2) 
‘ I 
i F,x(t - i) + e(t) + C D,e(r - i) - C K,f(r - i) 1’1 =Q (A13) /i, 1-I ,=I 
smce e(t) is a white noise process and Q is given in (2). P will be determined based on a Riccati equation. First the 
computation of filter parameters K, is discussed: 
i 
K,E(f - i + I) = E C F,x(f - j + I) + i D,e(r - j + I)/e(r - i + 
1 
I) 
,=I !=I I 
(Al4) 
which can be written into the following form 
K,e(I - i + I) = E{F,x(f - i + I) + D,e(r - i + l)Jc(t - i + I)} 
+E 
I 
i: F,x(f-j+ I)+ i D,e(r-j+ I+(,-i+ I) 
(A15) 
I=,*, ,=,*I 
where the first term is connected with the filtration while the second term is connected with the interpolation. Neglecting 
the second term the filter parameters K, are computable in the approximate form of: 
K,e(r - i + I) = E{F,x(r - i + I) + D,e(t - i + I )(e(t - i + I)} 
= E{F,x(f - i + l)rT(t - i + I)}(E{r(r - i + I) 
. •~(1 - i + I)}]-‘~(f - i + I) + E{D,e(t - i + I) 
e’(f - i + l)}[E{r(t - i + I)c’(I - i + I)}]-‘c(f - i + I) 
= (F,PH’ + D,QH’)(HfH’ + R)-‘~(1 - i + I). 
In the k = I case the filter can be determined without approximation. 
Considering the determination of P the same term-i.e. the term connected with the interpolation-is neglected 
and P is the solution of the following Riccati equation 
P = i F,PF: + Q + i F,QD: + i D,QFj + i D<QD/ - i K,(HPHT + R)K/. 
I=1 ,=, I=, ,=I 1-1 
6417) 
Even in the case of X = 2 the determination of the K, filter parameter is too involved since it consists of the sum of 
I6 algebraic terms. 
