Many engineering optimization problems can be state as function optimization with constrained, intelligence optimization algorithm can solve these problems well. Particle Swarm Optimization (PSO) algorithm was developed under the inspiration of behavior laws of bird flocks, fish schools and human communities. In this paper, aim at the disadvantages of standard Particle Swarm Optimization algorithm like being trapped easily into a local optimum, we improve the standard PSO and propose a new algorithm to solve the overcomes of the standard PSO. The new algorithm keeps not only the fast convergence speed characteristic of PSO, but effectively improves the capability of global searching as well. Experiment results reveal that the proposed algorithm can find better solution when compared to other heuristic methods and is a powerful optimization algorithm for constrained engineering optimization problems.
INTRODUCTION
Many engineering optimization design problems can be formulated as constrained optimization problems. The presence of constraints may significantly affect the optimization performances of any optimization algorithms for unconstrained problems. With the increase of the research and applications based on evolutionary computation techniques [1] , constraint handling used in evolutionary computation techniques has been a hot topic in both academic and engineering fields [2, 3] . A general constrained optimization problem may be written as follows: max or min f (x) (1) Subject to:
Where x is a vector residing in a n-dimensional space, f(x) is a scalar valued objective function, g i (x) = c i , i = 1, 2, …, n and h j (x)≤ d j , j = 1, 2, …, m are constraint functions that need to be satisfied. Particle Swarm Optimization (PSO) algorithm was an intelligent technology first presented in 1995 by Eberhart and Kennedy, and it was developed under the inspiration of behavior laws of bird flocks, fish schools and human communities [4] . If we compare PSO with Genetic Algorithms (GAs), we may find that they are all maneuvered on the basis of population operated. But PSO doesn't rely on genetic operators like selection operators, crossover operators and mutation operators to operate individual, it optimizes the population through information exchange among individuals. PSO achieves its optimum solution by starting from a group of random solution and then searching repeatedly. Once PSO was presented, it invited widespread concerns among scholars in the optimization fields and shortly afterwards it had become a studying focus within only several years. A number of scientific achievements had emerged in these fields [5, 6, 7] . PSO was proved to be a sort of high efficient optimization algorithm by numerous research and experiments [8, 9, 10, 11, 12, 13] . PSO is a meta-heuristic as it makes few or no assumptions about the problem being optimized and can search very large spaces of candidate solutions. However, meta-heuristics such as PSO do not guarantee an optimal solution is ever found. More specifically, PSO does not use the gradient of the problem being optimized, which means PSO does not require that the optimization problem be differentiable as is required by classic optimization methods such as gradient descent and quasi-Newton methods. PSO can therefore also be used on optimization problems that are partially irregular, noisy, change over time, etc. This paper improves the disadvantages of standard PSO being easily trapped into a local optimum and proposed an elite PSO algorithm which proves to be more simply conducted and with more efficient global searching capability, then use the new algorithm for constrained engineering optimization problems.
PARTICLE SWARM OPTIMIZATION ALGORITHMS
Particle swarm optimization was presented under the inspiration of bird flock immigration during the course of finding food and then be used in the optimization problems. In PSO, each optimization problem solution is taken as a bird in the searching space and it is called "particle". Every particle has a fitness value which is determined by target functions and it has also a velocity which determines its destination and distance. All particles search in the solution space for their best positions and the positions of the best particles in the swarm. PSO is initially a group of random particles (random solutions), and then the optimum solutions are found by repeated searching. In the course of every iterations, a particle will follow two bests to renew itself: the best position found for a particle called p best ; the best position found for the whole swarm called g best . All particles will determine following steps through the best experiences of individuals themselves and their companions. For particle id, its velocity and its position renewal formula are as follows:
In here: ω is called inertia weight, it is a proportion factor that is concerned with former velocity, 0 < ω < 1, η 1 and η 2 are constants and are called accelerating factors, normally η 1 = η 2 = 2; rand() are random numbers, X id represents the position of particle id ; V id represents the velocity of particle id; P id , P gd represent separately the best position particle id has found and the position of the best particles in the whole swarm.
In formula (3), the first part represents the former velocity of the particle, it enables the particle to possess expanding tendency in the searching space and thus makes the algorithm be more capable in global searching; the second part is called cognition part, it represents the process of absorbing individual experience knowledge on the part of the particle; the third part is called social part, it represents the process of learning from the experiences of other particles on the part of certain particle, and it also shows the information sharing and social cooperation among particles.
The flow of PSO can briefly describe as following: First, to initialize a group of particles, e.g. to give randomly each particle an initial position X i and an initial velocity V i , and then to calculate its fitness value f. In every iterations, evaluated a particle's fitness value by analyzing the velocity and positions of renewed particles in formula (3) and (4). When a particle finds a better position than previously, it will mark this coordinate into vector P1, the vector difference between P1 and the present position of the particle will randomly be added to next velocity vector, so that the following renewed particles will search around this point, it's also called in formula (3) cognition component. The weight difference of the present position of the particle swarm and the best position of the swarm P gdb will also be added to velocity vector for adjusting the next population velocity. This is also called in formula (3) social component. These two adjustments will enable particles to search around two bests.
The most obvious advantage of PSO is that the convergence speed of the swarm is very high, scholars like Clerc [5] has presented proof on its convergence. Here a fatal weakness may result from this characteristic. With constant increase of iterations, the velocity of particles will gradually diminish and reach zero in the end. At this time, the whole swarm will be converged at one point in the solution space, if g best particles haven't found g best , the whole swarm will be trapped into a local optimum; and the capacity of swarm jump out of a local optimum is rather weak. The probability of the occurrence is especially high so far for multi-peaks functions, we have test the algorithm for the multi-peaks functions to verify these. We select three multi-peaks functions for our experiment; specific details of the test function see Table 1 . In the Table 1 , S behalf of the range of variables, f min behalf of the minimization of the function and Table 3 are the experiment results. Figure 1 to Figure 3 is the figures of the three functions. 
IMPROVEMENTS OF PSO ALGORITHM
In this section, we will introduce some improvements based on PSO algorithm. In standard PSO algorithm, the next flying direction of each particle is nearly definite; it can fly to the best individual and the best individuals for the whole swarm. From the above conclusion we may easily to know it will be the danger for being trapped into a local optimum. In order to decrease the possibility of being trapped into the local optimum, the proposed methods improved traditional PSO introduces elite selection strategy and improved renew function.
Elite Selection Strategy
Traditional genetic algorithm is usually complete the selection operation based on the individual's fitness value, in the mechanism of elite selection, the population of the front generation mixed with the new population which generate through genetic operations, in the mixed population select the optimum individuals according to a certain probability. The specific procedure is as follows:
Step1: using crossover and mutation operations for population P1 which size is N then generating the next generation of sub-populations P2; Step2: The current population P1 and the next generation of subpopulations P2 mixed together form a temporary population; Step3: Temporary population according to fitness values in descending order, to retain the best N individuals to form new populations P1. The characteristic of this strategy is mainly in the following aspects. First is robust, because of using this selection strategy, even when the genetic operations to produce more inferior individuals, as the results of the majority of individual residues of the original population, does not cause lower the fitness value of the individual. The second is in genetic diversity maintaining, the operation of large populations, you can better maintain the genetic diversity of the population evolution process. Third is in the sorting method, it is good to overcome proportional to adapt to the calculation of scale.
The process of this strategy in our proposed algorithm like this: To set particle number in the swarm as m, father population and son population add up to 2m. To select randomly q pairs from m; as to each individual particle i, if the fitness value of i is smaller than its opponents, we will win out and then add one to its mark, and finally select those particles which have the maximum mark value into the next generation. The experimental result in the following section shows that this strategy greatly reduces the possibility of being trapped into a local optimum.
Improved Renew Function
In order to avoid being trapped into a local optimum, the new algorithm adopts a new information sharing mechanism. We all know that when a particle is searching in the solution space, it doesn't know the exact position of the optimum solution. Because we can record the best positions an individual particle and the whole swarm have experienced, thus we may make individual particles move in the direction of evading the best positions an individual particle and the whole flock have experienced, this will surely enlarge the global searching space of particles and enable them to avoid being trapped into a local optimum too early, in the same time, it will improve the possibility of finding g best in the searching space. In the new strategy, the particle velocity and position renewal formula are as follows: (5) (6) In here: P idb , P gdb represent the best position particle id has found and the best positions of the whole swarm has found.
Experiment Verify
We also use the same three multi-peaks functions mentioned in section 2 to test our new algorithm and compared the experiment results with PSO. In Table 3 are the comparison results. From the experimental results, we can say the new algorithm has got the better solution.
We also use other benchmark functions to test our new algorithm's convergence speed and compare with PSO algorithm. Specific details of the test functions see Table 4 . In the Table 4 , S behalf of the range of variables, f min behalf of the minimization of the function and Table 5 are the experiment results. Figure 4 to Figure 8 is the figures of the five benchmark functions.
In the experiment, each case is repeated for 100 times. Table 5 shows the statistics of our experimental results in terms of accuracy of the best solutions. PSO found the known optimal solution to F4 are 72 seconds, found the known optimal solution to F5 are 75 seconds, found the known optimal solution to F6 are 85 seconds, found the known optimal solution to F7 are 95 seconds, found the known optimal solution to F8 are 95 seconds; New PSO algorithm is efficiency for the five cases: found the known optimal solution to F4 are 69 seconds, found 
CONSTRAINED ENGINEERING OPTIMIZATION PROBLEMS
In this section, we will carry out numerical simulation based on some wellknown constrained engineering optimization design problems to investigate the performances of the proposed algorithm. The selected problems have been well studied before as benchmarks by various approaches, which is useful to show the validity and effectiveness of the proposed algorithm. For each testing problem, the parameters of the new algorithm are set as follows: the number of particle is 100, c1 = c2 = 2.0 and the number of iteration is 500.
Tension/Compression String Problem
This problem is described by Arora [14] , Coello and Montes [15] and Belegundu [16] . It consists of minimizing the weight (f(x)) of a tension/compression string subject to constraints on shear stress, surge frequency and minimum deflection as shown in Figure 9 . The design variables are the mean coil diameter D = (x 1 ); the wire diameter d = (x 2 ) and the number of active coils N = (x 3 ). The problem can be stated as: (8) Subject to This problem has been solved by Belegundu using eight different mathematical optimization techniques [16] , Arora also solved this problem using a numerical optimization technique called constraint correction at constant cost [14] , Additionally, Coello solved this problem using GA-based method [17] and a feasibility-based tournament selection scheme [15] . In this paper, the new algorithm is run 50 times independently. Table 6 presents the best solution of this problem obtained using the new algorithm and compares the new algorithm results with solutions reported by other researchers. It is obvious from the Table 6 that the result obtained using new algorithm is better than those reported previously in the literature.
Pressure Vessel Problem
A cylindrical vessel is capped at both ends by hemispherical heads as shown in Figure 10 . The objective is to minimize the total cost, including the cost of Figure 9 . Tension/compression string problem. Table 6 . Comparison of the best solution for tension/compression string problem. Using the same notation given by Coello [18] , the problem can be stated as follows: (10) Subject to This problem has been solved before by Sandgren using a branch and bound technique [19] , by Kannan and Kramer using an augmented Lagrangian Multiplier approach [20] , by Deb and Gene using Genetic Adaptive Search [21] , by Coello using GA-based co-evolution model [17] and a feasibility-based tournament selection scheme [15] . In this paper, the new algorithm is run 50 times independently. The comparisons of results are shown in Table 7 . The results obtained using the new algorithm, were better optimized than any other earlier solutions reported in the literature. 
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Welded Beam Problem
The welded beam structure, shown in Figure 11 , is a practical design problem that has been often used as a benchmark for testing different optimization methods. The objective is to find the minimum fabricating cost of the welded beam subject to constraints on shear stress (τ), bending stress (σ), buckling load (P c ), end deflection (δ), and side constraint. There are four design variables: h(= x 1 ); l(= x 2 ); t(= x 3 ) and b(= x 4 ). Figure 11 . Welded beam problem.
The mathematical formulation of the objective function f (x), which is the total fabricating cost mainly comprised of the set-up, welding labor, and material costs, is as follows: (12) Subject to
Where
The approaches applied to this problem include geometric programming [22] , genetic algorithm with binary representation and traditional penalty function [23] , a GA-based co-evolution model [17] and a feasibility-based tournament selection scheme inspired by the multi-objective optimization techniques [15] . In this paper, the new algorithm is run 50 times independently. The comparisons of results are shown in Table 8 . The results obtained using the new algorithm, were better optimized than any other earlier solutions reported in the literature.
CONCLUSION
This paper introduces a new algorithm based on the standard PSO algorithm, for the standard PSO algorithm the new algorithm has done two improvements: 1. By introducing a improved renew function, make particles moved on the contrary direction of the best individual positions and the best whole swarm positions, thus enlarge global searching space and reduce the possibility of particles to be trapped into a local optimum; 2. By introducing elite selection strategy, decreased the possibility of being trapped into a local optimum and maintained the high convergence speed. Compared with the standard PSO algorithm, the new algorithm enlarges the searching space and the complexity is not high. Experimental results based on some well-known constrained engineering optimization problems and comparisons with previously reported results demonstrate the effectiveness, efficiency and robustness of the new algorithm. 
