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Abstract 
 
A large body of empirical work in the software 
comprehension area has focused on the cognitive 
processes that programmers undertake. However, as 
yet, little work exists on developing and assessing an 
encompassing framework within which one can 
compare the results from these software 
comprehension studies with one another. 
 Several authors have proposed that Bloom’s 
taxonomy could provide such a framework and a 
lexical-analysis schema has been trialled to classify 
the data from empirical studies into this taxonomy. The 
schema is simple to apply but may result in ambiguity 
and reductionism. This paper proposes an alternative 
context-aware analysis schema. While such a schema 
undoubtedly consumes more effort, its value is 
illustrated by means of a pilot study, where its 
application is compared to that of the lexical-analysis 
schema. 
 
1. Introduction 
 
Up to 70% of costs during the software lifecycle can be 
consumed within the maintenance phase [1] and early 
work suggests that up to half of this effort can be 
directly related to understanding the original software 
[2]. While this work is dated, it is likely that the 
increased scale, complexity and business pressures 
associated with more modern software systems [3] has 
resulted in increased software maintenance and 
software comprehension effort consumed.  
 Given this effort, various researchers have 
studied software comprehension and the cognitive 
processes used by programmers when attempting to 
understand code. These studies have resulted in models 
of comprehension being developed [4], [11], [6] and 
various schemas being developed in order to measure 
these comprehension models.  
 Section 2 gives an overview of Bloom’s 
taxonomy and positions it in the area of software 
comprehension. It proceeds to discuss the way 
researchers have classified data produced by software 
comprehension experiments into Bloom’s taxonomy 
but shows that the majority of software comprehension 
studies fail to do so and consequently only study part of 
the comprehension spectrum. However such schemas 
address specific comprehension models and as such, 
they serve to validate these studies and hinder 
comparison across them. Other authors [16] [17] [18] 
have proposed Bloom’s taxonomy as an encompassing 
framework within which comparisons can be more 
easily made and this work builds on this by proposing a 
context aware analysis schema for Bloom’s taxonomy 
that lessens redundancy and reductionism while still 
achieving a measure of reliability. Section 3 presents 
the alternative analysis schema that has been developed 
and section 4 goes on to describe the pilot study that 
was carried out. Sections 5 and 6 detail and interpret 
the results of this study and also carries out a 
comparison between our schema and a lexical analysis 
schema used previously. Section 7 contains details of 
the threats to the validity of the study and Section 8 
contains conclusions and future work.  
 
2. Bloom’s Taxonomy 
 
In 1956, Benjamin Bloom [20] and his colleagues 
placed educational outcomes and objectives into a 
classified hierarchy. This became known as the 
Bloom’s Taxonomy of Education Objectives. This 
taxonomy was split into three domains, the cognitive 
domain being most of interest for the subject matter of 
the paper. This domain is concerned with the 
development of intellectual abilities and skills. Bloom’s 
taxonomy classifies cognitive processes into six levels, 
based on their increasing complexity: 
• Knowledge: This is the psychological process of 
remembering. It involves the recall of specifics and 
universals, the recall of methods and processes, or 
the recall of a pattern, structure, or setting. For 
example a programmer could be asked to recall the 
basic structure of an “if” statement. 
• Comprehension: The comprehension category 
represents the lowest level of understanding. This is 
where someone understands what is being 
represented and can translate the representation into 
different terms. For example, if a programmer can 
summaries a section of code then he is 
demonstrating comprehension.  
• Application: If a problem, similar to problems that 
have been solved in the past, arises again then a 
person might be able to apply their previous 
knowledge and comprehension to solve it. This 
would be regarded as application level ability. For 
example, if a programmer fixes a bug based on 
knowledge they have already obtained, then they 
are demonstrating application-level cognitive skill.  
• Analysis: This is demonstrated when a person can 
breakdown a communication into its basic elements 
so that the relations between these elements are 
made clear. For example, if a programmer were 
able to identify and aggregate the delocalised 
occurrences of a variable, in order to see its overall 
role, they would be operating at the analysis level.  
• Synthesis: This is the putting together of different 
elements and parts to form a new whole. An 
example of this would be if a developer created a 
new software system based on COTS, de-novo 
development and their previous knowledge. 
• Evaluation: This is where judgements are made 
about ideas, works, materials and solutions. As a 
programmer is going through code they may make 
judgements about how the code is structured or how 
effective it is at solving a problem, this would be 
regarded as evaluation. For example, a programmer 
had the option of performing a task in two different 
ways and based on their knowledge and analysis of 
code, chooses to adopt one method over the other, 
they are demonstrating evaluation cognitive skill.  
 
2.1. Applying the Taxonomy to Software 
Comprehension Studies 
 
Over the years two main strands of research in software 
comprehension have appeared. The first studies the 
effects that representations can have on software 
comprehension. These can be external representations 
such as source code [4], documentation [5], other 
programmers [6] and architectural views [7]. 
Alternatively, these can be the internal representations 
used by programmers as they try to understand their 
software systems. Work in this area includes Soloway’s 
work on programming plans [8], Weidenbeck’s work 
on beacons [9] and some of the representations implied 
in [4] and [10]’s comprehension processes. 
(Pennington refers to the different information types 
available in source code that are used form mental 
constructs like data-flow and functionality 
representations. Brooks refers to a mental hierarchy of 
hypotheses and the relationships that exist between 
them).  
 The other major strand of research in this area 
has concentrated on the cognitive processes used by 
programmers when attempting to understand code. 
Early examples of work in this area include [4]’s and 
[11]’s work on bottom-up processing, [10]’s work on 
top-down processing and [12]’s work on as-needed or 
systematic processing. More recently, researchers have 
illustrated that these cognitive processes interact to 
form comprehension meta-models, models that reflect 
the combinations of processing that occur in human 
brains, [13], [14], [15]. While such studies use a 
plethora of empirical techniques and perspectives to 
study comprehension, [16] contend that these 
techniques or approaches only illustrate part of the 
comprehension spectrum, lacking the ability to describe 
the different cognitive abilities programmers use in 
their task. They proposed Bloom’s taxonomy as a 
possible measurement framework to address this issue.  
Indeed, other researchers [17], [18], [19] have 
also noted the potential of this framework to describe 
levels of cognitive processing during software 
engineering tasks and also medical [22] tasks. To 
illustrate this position the authors of [16] used a quiz to 
assess the levels of cognition that student programmers 
operated at when performing software maintenance in a 
pilot study. However the authors acknowledged that 
their approach was limited in its ability to identify 
higher levels of cognitive skills. [17], [21], and [19] 
also used the taxonomy to classify data produced 
during empirical studies of student and paired 
experienced programmers. They classified their data by 
means of a verb table, the verb in isolation indicating 
the level of cognition the programmers were operating 
at.  
 These studies have suggested that Bloom’s 
taxonomy could provide a more encompassing 
framework with which to assess programmers cognitive 
processing than previously available. However, a 
review of other software comprehension studies shows 
that they have concentrated on lower levels of 
cognition. Table 1 illustrates this for several landmark 
studies in the field. To illustrate this emphasis on lower 
levels of programmer cognition, we will review 
Pennington’s landmark study. This study is used here 
because it is widely cited in the field and is the basis 
for much subsequent research in this area [5], [6], [29], 
[30], [31]. 
 
Table 1: Software Comprehension studies 
overview 
Author Element of 
Comprehens-
ion Assessed 
Measure 
Used 
Level Of Bloom’s 
Taxonomy 
Good 
(1999) [5] 
Process of 
comprehension 
Information 
types 
Object 
categories 
 
Comprehension 
Von 
Mayrhauser 
(1993 [23], 
1999 [24], 
1997 [13]) 
 
Mental model Meta-model Knowledge, 
comprehension 
 
Letovsky 
(1986 [11]) 
Process of 
comprehension 
Inquiries, 
questions, 
and 
conjunctures 
 
Comprehension 
Pennington 
(1987) [4] 
Process of 
comprehension 
Information 
types and 
level of detail 
Knowledge, 
comprehension 
and analysis 
 
Weidenbec
k (1986) 
[9] and 
Corritore 
(1991) [25] 
 
Process of 
comprehension 
Information 
types 
Knowledge 
Davis 
(1990) [26] 
Mental model Plan 
structures and 
discourse 
rules 
 
Application 
Gellenbeck 
and Cook 
(1991) [27] 
 
Representation 
of system 
Accuracy Knowledge and 
comprehension 
Soloway 
and Ehrlich 
(1984) [8] 
 
Mental model Plan types Application 
Schneiderm
an and 
Mayer 
(1979) [28] 
 
Process of 
Comprehension 
Syntactic and 
semantic 
knowledge 
 
Knowledge, 
Application 
O’Brien et 
al (2004) 
[6] 
 
Process of 
Comprehension 
Meta-model Knowledge, 
comprehension 
 
In her study, Pennington identifies five categories of 
information available in source code that might be used 
to constitute programmer’ mental representation. 
These categories are: 
• Operations – Actions the program performs at the 
level of the source code 
• Control flow – The order in which the actions in the 
source code will occur 
• Data flow – The input, transformations and output 
of data 
• State – The state of data elements in the program at 
the point when an action is executed 
• Function – The main goal of the program and the 
sub-goals used to achieve it 
Pennington quizzed her participants on each of these 
five information types and later asked her participants 
to summarise the programs they had studied. She 
categorised their summaries into domain-oriented 
statements and program-oriented statements.  
 Even though the questions used in her study 
were related to different information types, they all 
required recognition or remembering. For example, one 
of the questions was: “Is the last record in the ORDER-
FILE counted in COUNT-CLIENTS.” 
 Some of the questions required the programs 
to summarise the code (comprehension) and some 
quizzed the participants on their knowledge of its 
domain goals (analysis). Likewise, the assessment of 
participants’ summaries assessed programmer analysis-
level cognition, requiring the programmer to relate the 
program to its domain. While the participants were 
asked to carry out a maintenance task, this was not 
assessed. Hence, their assessment excluded the 
application, synthesis and evaluation levels of Bloom’s 
taxonomy.  
 Without probing these higher cognitive skills, 
these studies may fail to capture many of the task-
driven or experience-driven differences between 
novices and experts during software comprehension. 
This seems particularly true given the observations 
made by [16] and [22], that expert cognitive processing 
resides at higher levels of Bloom’s taxonomy.  
 
 
 
 2.1.1 Lexical Analysis Categorisation Method 
 
A necessary prerequisite for applying Bloom’s 
taxonomy to software comprehension studies is to have 
a means of translating empirical data into the level of 
the taxonomy. In previous studies [17] and [19], the 
taxonomy was used as part of a lexical analysis 
schema. Each utterance captured in the studies were 
categorised into levels of Bloom’s taxonomy using a 
verb table. Here the verbs in each of the programmers’ 
utterances are extracted and compared to the verbs in 
each row of the verb table.  
Table 2. Verb table (Reproduced from [21]) 
Recognition collect, copy, define, describe, enumerate, 
examine, identify, label, list, name, quote, read, 
recall, retell, record, repeat, reproduce, select, 
state, tell 
Comprehension associate, cite, compare, contrast, convert, 
differentiate, discuss, distinguish, elaborate, 
estimate, explain, extend, generalize, give, 
group, illustrate, interact, interpret, observe, 
order, paraphrase, review, restate, rewrite, 
subtract, trace 
Application administer, apply, calculate, capture, change, 
classify, complete, compute, construct, 
demonstrate, derive, determine, discover, draw, 
establish, experiment, illustrate, investigate, 
manipulate, modify, operate, practice, prepare, 
process, produce, protect, relate, report, show, 
simulate, solve, use 
Analysis analyze, arrange, breakdown, classify, 
compare, connect, contrast, correlate, detect, 
diagram, discriminate, distinguish, divide, 
explain, identify, illustrate, infer, layout, 
outline, points, out, prioritize, select, separate, 
subdivide 
Synthesis adapt, combine, compile, compose, construct, 
correspond, create, depict, design, devise, 
express, format, formulate, facilitate, improve, 
integrate, invent, plan, propose, rearrange, 
reconstruct, refer, relate, reorganize, revise, 
specify, speculate, substitute 
Evaluation appraise, assess, conclude, criticize, convince, 
decide, defend, discriminate, evaluate, explain, 
grade, judge, justify, measure, rank, 
recommend, reframe, support, test, validate, 
verify 
 
3. A Context-Aware Analysis Schema for 
Bloom’s Taxonomy 
 
When using the simple lexical analysis used by [17] 
[19] the utterances are classified into levels of Bloom’s 
taxonomy. While this approach is simple and efficient, 
it does suffer from a number of disadvantages. 
Specifically: 
• The analysis schema is ambiguous: On inspection 
of the verb table, it can be observed that a number 
of the verbs are present in more than one level. 
Thus an utterance can be classified at more than one 
level of the taxonomy, for example, the verb 
“distinguish” is present in the comprehension and 
analysis verb lists. This may also occur because the 
data segments to be coded can contain more than 
one verb 
• This analysis scheme is reductionist: Reductionism 
is a theory stating that the nature of complex things 
can always be reduced to (explained by) simpler or 
more fundamental things [35]. In this instance, it 
implies that complex categories (Blooms levels) 
can be captured by simple (verb-based) analysis. 
However there is a chance that valuable information 
is being lost in this classification because the verbs 
are small, simple elements of data and the context 
that they are in are not being taken into 
consideration.  
In addition [21] gives no indication of the amount of 
data classified as bucket data, leaving open the 
possibility that a significant proportion of the data is 
uncoded using this approach. Our aim is to produce an 
analysis schema that is more encompassing, less 
ambiguous and less reductionist. In terms of 
reductionism, we propose to use a larger unit for 
analysis. While [21]’s efforts relied on one token (the 
verbs) our schema will be based on analysis of 
sentences. In terms of ambiguity, we propose to assess 
reliability and thus give an objective measure of the 
ambiguity of the analysis schema. The proposed 
schema is now presented.  
3.1 The Proposed Analysis Schema 
 
Five of the six categories from Bloom were 
incorporated into the coding schema. The synthesis 
category is excluded because it is concerned with 
taking parts of various things and forming a new whole, 
for example building a new system or program. As this 
study is concerned with software maintenance there is 
little opportunity to create something completely new, 
as the very nature of software maintenance is to update 
and modify those things that already exist on a software 
system [3]. Therefore only the remaining categories in 
the taxonomy have been targeted in the formation of 
the schema. Each of the other categories is now 
described in terms that facilitate the recognition of the 
categories in empirical data.  
Knowledge: Bloom defines knowledge as being 
concerned with recognition and remembering. In terms 
of recognising knowledge-level processing, the 
programmers’ recognition of software elements can 
often be identified by the programmer using the word 
“the” before things like the program or variable name. 
Such a usage infers a familiarity with the program 
elements that suggests recognition [6]. For example, 
the programmer may say “where I am after reading 
down through the CCI global” 1. In addition, when an 
experienced programmer reads out a line of code or 
talks about a variable it suggests they are implicitly 
recalling their knowledge of the programming language 
syntax. 
Comprehension: In Bloom’s taxonomy, comprehension 
is the understanding of the literal message of the 
material with a view to translating, interpreting or 
extrapolating the material. In a software comprehension 
situation this would include instances when the 
programmer translates the code into a different format 
or summarises it. For example, “This code basically 
sets up the medical card office”. 
Application: Once the meaning of the message is 
understood, it can then be used to solve problems or be 
applied to new situations. This is apparent when a 
programmer is talking about making changes to the 
code. They are applying their current understanding of 
the software to perform the change. For example, 
“going to insert a trigger in here”. 
Analysis: Bloom defines this as being the ability to 
separate material into its components parts and 
understand the relationship between these parts and 
their impact on each other. When a programmer 
attempts to understand delocalised relationships in the 
system they are operating at the analysis level. This 
would occur when the programmer is talking about 
delocalised elements in terms of something 
encompassing like their functionality. The utterance 
“The P8 end details are kept on the same global where 
the CWO is kept” would be categorised as analysis 
because the programmer is identifying the relationship 
between two delocalised elements.  
Evaluation: This is the level in Bloom’s taxonomy 
where a person makes judgements on the value of ideas 
or materials. When the programmer makes judgements 
on the code or the system as a whole or on the value of 
one problem solution over another they are operating at 
the highest level in the schema. An example of 
evaluation would be when a programmer says, 
                                                          
1
 All data examples are taken from pilot study data 
“everything seems to be A1 and again trigger is fine”. 
The programmer is evaluating the code and making a 
judgement on it. 2 
4. Applying Bloom to Software 
Comprehension: A Pilot Study 
 
A pilot study was carried out to evaluate the relevance 
of the taxonomy and the quality of the technique. The 
objectives of this pilot study were to: 
• Assess and refine the context-aware schema, thus 
increasing its reliability, and its coverage, where 
coverage refers to the proportion of utterances 
successfully classified by the schema.  
• Validate that real programmers in vivo [32] work at 
different levels of Bloom’s taxonomy when 
maintaining code as suggested by [18]. 
• To compare the context-aware schema with the 
lexicon-based schema and make observations on the 
relative merits of each. 
In formal, in vitro experiments programmers work with 
code they are unfamiliar with during short time spans. 
In this type of environment it would extremely unlikely 
that we would see the higher levels of the taxonomy 
exposed as the control enforced, would inhibit 
programmers from moving up the level of the 
taxonomy.  
 However such studies do not reflect the reality 
of software maintenance as it is performed in 
naturalistic settings where the programmers were 
working in their own environment performing tasks 
they were familiar with, on a system they were familiar 
with and also within their usual working timescale. It is 
more likely that all levels of the taxonomy will be 
exercised. This is in line with recommendations of 
[16]. The context, participants and protocol of the 
study are now discussed.  
4.1 Context 
 
This study was undertaken in the Management 
Information Systems Department of a National Health 
Authority. This department maintains a “Health in the 
Community” Management Information System (MIS) 
that was initiated over 20 years ago. The system was 
approx.1.4 million LOC in size and was considered by 
                                                          
2
 A full Coding Manual with detailed descriptions of how to break 
up empirical data (talk aloud for examples) into utterances and to 
determine the Bloom category for each utterance is available on the 
first authors staff research subpage of  www.lit.ie  
management in the Health Authority to be “fairly 
stable”. It was written almost entirely in MUMPs and 
runs on VAX Alphas. 
 As part of their on-going maintenance of the 
system, managers assign maintenance tasks to 
programmers periodically. This pilot study uses the 
talk-aloud data generated by two of these programmers 
whilst performing maintenance tasks assigned to them 
by their managers. The task performed by programmer 
1 was to evolve the software by inserting triggers for 
downloading data. The task performed by programmer 
2 was to create a download program that, on activation 
of the triggers inserted by programmer 1, downloaded 
the data. These tasks were part of a larger ongoing 
project. Both programmers performed testing exercises 
as they were working on the tasks.  Hence both tasks 
reported on here were highly representative of their 
normal maintenance activities.  
 
4.2 Participants 
Two participants were used for this study. Both 
participants were males and between the ages of 35 – 
45. Programmer 1 has been working for 5 years with 
the organisation and has 4 years experience with the 
programming language and the system to be used in the 
study. When asked to give a self-assessment rating on 
his knowledge of the language being used, Programmer 
1 rated himself as a 4 on a scale of 1 to 5, where 1 is a 
novice and 5 is an expert. When asked if he has worked 
on the code before he answered yes and indicated that 
it was 6 months since he had last worked on the code. 
Programmer 1 had started working on the maintenance 
task 2 days before the study took place and was 
expecting to complete the task within a 4- or 5-day 
timeframe.  
 Programmer 2 has been working with the 
organisation for 18 years, and has 6 years experience 
with the programming language and system. When 
asked to rate himself on a scale of 1 to 5 in relation to 
the programming language, programmer 2 rated 
himself as a 3.5. Programmer 2 has not previously 
worked on the code he was maintaining. He had started 
the task 2 days prior to the experiment and he believed 
it would take him 3 to 4 days to complete it.  
 
4.3 Procedure 
The participants completed s pre-study questionnaire 
that included questions about the maintenance tasks, 
the systems and the participants themselves. Talk-aloud 
recordings were carried out over six hours, with three 
hours for each participant as they worked on their 
respective maintenance task. During the study, the 
participants were asked to talk-aloud in line with the 
best-practice guidelines established by [33]. That is, 
they did not reflect on their software maintenance 
process, and did not filter their utterances. Instead they 
stated everything that came into their mind as it came 
into their mind. This was recorded on a voice recorder. 
After the study, the participants completed a post-study 
questionnaire that asked for details of the maintenance 
task, the system, the facilities used and the code itself.  
 
5. Results 
 
When their sessions were complete, the talk-aloud 
recordings were transcribed and divided into 
utterances. In order to provide a level of context for the 
analysis schema, it was decided that one sentence 
would be considered a unit of coding, a sentence 
having a subject and a predicate, in line with the 
protocol established by [5]. These utterances were then 
placed in an Excel spreadsheet for ease of 
categorisation.  
 Subsequently there was a series of coding 
sessions involving two experimenters. During each of 
these sessions 90 utterances were categorised by each 
experimenter using a coding manual that defined the 
context-aware analysis schema. At the end of each 
session the inter-experimenter reliability was calculated 
using Cohen’s Kappa (K = p – pc / 1-pc, where p is the 
actual proportion of agreement and pc is the proportion 
of chance agreement). This is cited as the best measure 
of inter-experimenter reliability [36]. These coding 
sessions also encouraged refinement of the schema 
when inconsistencies between the two experimenters 
arose. After four joint coding sessions, where different 
samples of the data were taken each time, the Cohen’s 
Kappa was 0.585, which is considered to be reasonable 
agreement [34]. At this point, the remainder of the 
utterances to be used in this pilot study were coded by 
one experimenter using the refined coder’s manual. For 
Programmer 1, 1,138 utterances were coded and for 
Programmer 2, 2,020 utterances were coded. Any 
utterances that could not be coded into one of the five 
categories were placed in a bucket category. This 
category typically contained incomplete utterances and 
utterances such as “going to exist out of the program”. 
This utterance gives us information on the programmer 
usage of the system but does not have any connection 
with the code or the task he is performing.  
 When the coding was complete the results for 
each of the programmers were calculated and placed in 
bar graph form for readability. See Fig 1.  
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Fig 1. Results of talk-aloud categorization 
 
6. Result Interpretation 
As can be seen in the results there is a decreasing trend 
for each programmer as we moved up through the 
cognitive levels. For both programmers the most 
common type utterance in the framework was 
knowledge. These utterances reflected where the 
programmers were talking about recognised elements 
in the code or were reading lines from the code. The 
next most common type of utterance was 
comprehension. This is where the programmer was 
giving general statements about the code and the 
functionality of the code.  
 At this point, small differences in the 
programmer’s cognitive levels become apparent. For 
programmer 1, we can see a small decrease between 
knowledge (381 utterances) and comprehension (324 
utterances). Then there is a large drop, with few 
utterances reflecting application level (83 utterances) 
analysis level (43 utterances) and evaluation level 
cognition (25 utterances). 
 In contrast for programmer 2 the large drop 
seems to occur at comprehension (549 knowledge-level 
utterances compared to 231 comprehension-level 
utterances), but the programmer seems to make many 
more utterances at higher levels of Bloom’s taxonomy 
(267 application-level utterances and 158 analysis level 
utterances), only tapering off at evaluation (22 
utterances). Recalling that programmer 2 had 18 years 
experience in the organisation, compared to 
programmer 1 who had 5 years experience, this finding 
reflects suggestions by [22] and [18] that the 
experienced practitioners can automate or bypass lower 
levels of the taxonomy to operate at the higher levels.  
 One of the more important observations that 
can be made of these results is the presence of 
utterances that address the higher levels of Bloom’s 
taxonomy. As discussed in section 2 previous empirical 
studies have not identified cognitive processing at all 
levels of the taxonomy. However, in this study, 
processing at all levels of the taxonomy was found. In 
Programmer 1’s results it can be seen that the higher 
levels of the schema make up a fifth of all utterances 
coded. And with Programmer 2 this result becomes 
even more significant with the higher levels of the 
taxonomy representing a third of all utterances coded. 
This suggests that, in realistic settings at least, the 
framework is a relevant one in which to explore 
programmer’s cognitive activities.  
6.1 Evaluating and Refining the Schema 
 
An important part of the refining process occurred 
during the sessions where the 2 experimenters 
independently coded samples of the participants’ talk 
aloud. During this time a number of inconsistencies 
arose that improved the coding manual and increased 
reliability. The major ones are reported on here: 
• Often, the programmers acted as end-users, as part 
of their code testing. A decision was made to omit 
end-user utterances, as these phases often reflected 
menu perusal and system messages that appeared 
during execution. These menus and messages 
reflected an artificially high level in the taxonomy 
when they could in fact be reading-based.  
• There were also large discussions about the 
differences between the comprehension and 
analysis categories. In the earlier versions of the 
coding manual, comprehension and analysis were 
quite similar and this caused confusion between the 
two categories. Specifically it was unclear if 
program segments, summarised in domain terms 
were comprehension (summaries) or analysis 
(linking delocalised representations). After some 
discussion it was decided that the key elements to 
the comprehension category was the translation of 
localised sections of code into a different format, 
including the domain. The key element of analysis 
utterances was their ability to reflect an 
understanding of delocalised relationships.  
A noticeable feature of these results is the large amount 
of uncoded utterances, which were placed in the bucket 
category. Due to the talk-aloud nature of the testing the 
programmer often mumbled sentences or did not finish 
sentences which made it impossible to categorise them 
confidently. There were also many incidences where 
the programmer talked about what he was doing in 
respect to moving around the system, such as logging 
on to the system or going into an edit facility for the 
code. This was regarded as not belonging to any level 
of Bloom’s taxonomy. However, in hindsight it could 
also have been considered recall, where the 
programmer uses their knowledge of the system’s 
facilities and files. The schema will be amended for 
future studies in line with this observation.  
6.2 Context-aware schema vs. Lexical analysis 
Schema 
 
When categorisation of the utterances using the 
context-aware schema was completed, a random group 
of thirty utterances were selected from both 
Programmer 1 and Programmer 2’s transcription. 
These utterances were then also categorised using [21] 
lexical analysis. That is, the verbs in each utterance 
were searched for in Xu and Rajlich’s table of verbs 
[21]. The results were then placed in a table with the 
results from the context-aware schema’s categorisation. 
These results can be seen in Fig. 2 and 3.  
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Fig 3. Comparison of categorizations for 
programmer 2 
 
As can be seen from the table, the lexical analysis 
produces many more uncoded utterances than the 
context aware schema. The reason for this is due to the 
very specific nature of the verb list. If the verb in the 
utterance does not appear on the list then the utterance 
goes uncoded even though it may exhibit 
characteristics that match one of the levels of Bloom’s 
taxonomy. One example of this is the utterance “so I’m 
going in here to insert a trigger”. Because the verb 
“insert” does not appear in the table of verbs the 
utterance goes uncoded although it clearly shows intent 
to perform a task on the code, which would be coded as 
application in the context aware schema.  
 Another example of such an instance is the 
utterance “the trigger with the medical card number 
should suffice”. This would go uncoded in the lexical 
analysis schema, where as it is coded as evaluation with 
the context-aware schema (The programmer is making 
a judgment as to inserting another trigger in the code).  
 Therefore the lexical analysis schema 
approach does not give a full account of the extent of 
understanding that could be present in the talk-aloud.  
 Another downfall of the lexical analysis 
schema is the incorrect coding of some utterances. If a 
verb is present in the utterance that is connected to one 
of the level of Bloom’s taxonomy then it is categorized 
as that level, even though the context of the utterance 
may give the verb a different categorization if it were 
taken into consideration. Take, for example, the 
utterance “it also doesn’t refer back to the audit trail”. 
This utterance is categorized as synthesis in the lexical 
analysis schema approach because of the presence of 
the verb “refer”. But when taken into context it can be 
seen that this utterance is not concerned with the 
creation of something new, using previously acquired 
knowledge. Instead it is concerned with the connection 
of two different things. The programmer is seeing a 
relationship between the code he is looking at and 
something else in the domain. This would suggest the 
analysis level when categorized using the context-
aware schema. The programmer is recognizing the 
relationships between different elements.  
 A current advantage that the lexical analysis 
has over the context-aware approach is the presence of 
the synthesis level. When the context-aware schema 
was being developed it was considered that the 
synthesis level would not be present due to the nature 
of maintenance. The programmers were not creating 
something new, merely changing existing code, 
therefore the synthesis level was discarded from the 
schema. But the lexical analysis schema approach 
shows a presence of the synthesis level, and gives rise 
to the consideration that this level may even be present 
in maintenance tasks and as such should be given a 
place in the context-aware schema.  
7. Threats to Validity 
 
There are a number of threats to the validity of the 
study. There were a small number of programmers used 
in the pilot study and a limited amount of time was 
spent with each. But the time spent with the 
programmers did produce over 3,000 utterances that 
were used in the coding sessions. As mentioned in the 
following section a further study will be carried out 
with a larger number of participants which should ease 
this threat to the schema. The second threat to validity 
is the use of the same programming environment and 
project. There is a danger that the schema may have to 
be reviewed with different environments are being 
used. This will again be addressed in a larger and more 
comprehensive study that will range across different 
working environments and different projects.   
  
8. Conclusions 
 
Over the years the various empirical studies that have 
been carried out have tested comprehension but only at 
its lower levels. If Bloom’s taxonomy can be used as a 
measure of understanding then higher levels of 
understanding can be tested for. A context-aware 
schema for Bloom’s taxonomy has been developed, 
and reported on in this paper. A pilot study has been 
presented that was used to refine the schema and 
provide empirical data to show that the schema was 
relevant to professional programmers in vivo. Samples 
of the empirical data were also used to compare the 
schema to a lexical schema used in previous work. 
While the context-aware schema seemed to have 
several advantages over the lexical schema in this case, 
the effort required to apply the schema and its 
“reasonable” reliability suggest that both approaches 
have their merits. In contrast, the lexical analysis 
schema can be ambiguous, exclude data that should 
possibly be classified and even classify data that should 
not be included. However, it is simple to apply. 
 Future work will include a full study using a 
larger number of programmers. While all the talk-aloud 
data will be gathered in real-world situations, there will 
be diversity in the programming language, tools and 
work environment. This study will be used to further 
refine the schema and may warrant the inclusion of the 
synthesis level that has been excluded up to this point. 
A full-scale comparison between the context-aware 
schema and the lexical analysis can then take place.  
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