Let G be a connected Lie group with Lie algebra g and a1, · .. , ad' an algebraic basis of g. Further let Ai denote the generators of left translations, acting on the Lp-spaces L p ( G; dg) formed with left Haar measure dg, in the directions ai. We consider second-order operators 
in nondivergence form for which the principal coefficients are at least once differentiable.
Introduction
Subelliptic operators on a Lie group G generate semigroups whose action is determined by an integral kernel. The smoothness properties of the kernel as a function over G x G are related to the smoothness of the coefficients of the operator as functions over G.
For example, in [EIR5] we proved that for subelliptic operators in divergence form with uniformly continuous coefficients the semigroup kernel is Holder continuous of any order v E (0,1) jointly in each variable, i.e., there is an improvement of almost one degree of differentiability. Moreover, we established that the kernel and its Holder derivatives satisfy Gaussian bounds with respect to the subelliptic geometry. Our aim is to establish that these results are a general phenomenon, the kernel is almost one degree more differentiable than the coefficients, and the kernel and its derivatives satisfy Gaussian bounds. In addition, if the operator is in non-divergence form the improvement in smoothness is almost two degrees, and the Gaussian bounds are still valid. In a recent paper [EIR6] we established these properties for strongly elliptic operators and then, by scaling, obtained some partial results for a particular class of subelliptic operators on a stratified Lie group. But the general subelliptic case, and in particular the results for differentiable coefficients, requires a quite different treatment and more sophisticated arguments. The analysis of [EIR6] was based on De Giorgi estimates for solutions of the local elliptic equations associated with the strongly elliptic operators. Our current starting point is an idea of Xu and Zuily [XuZ] , a particular transformation of vector fields, which allows us to establish the appropriate subelliptic estimates in a sufficiently small neighbourhood of the identity for operators with Holder continuous coefficients. Then translation invariance gives De Giorgi estimates on the whole group and these can be turned into uniform Lipschitz bounds on the derivatives by the arguments of [EIR6] . Next, if the coefficients are at least once differentiable then the increased regularity of the kernel follows from a repeated use of local and global properties for operators with constant coefficients. In Xu [Xu] similar local estimates were deduced but in the present situation the proofs are simplified by use of global results. In the strongly elliptic situation one could then exploit Davies' exponential perturbation method to establish the Gaussian bounds but this is not possible in the subelliptic case if more than one derivative is involved. Therefore we introduce a . different iterative technique. We use a Taylor expansion to interpolate between Gaussian bounds on the kernel and uniform bounds on its derivatives, and Holder derivatives, to deduce Gaussian bounds on the intermediate derivatives.
To be more precise we need to introduce some notation. In general we adopt the notation of [Rob] and [EIR5] . First we consider second-order operators in divergence form,
with complex coefficients Cij, Ci, c~, Co E L oc . The Ai denote the generators, Ai = dL(ai), of left translations L on the Lp-spaces in the directions ai of the Lie algebra 9 of G where al, ... ,ad' is an algebraic basis of g. Subellipticity corresponds to the assumption that the real part of the matrix C = (Cij) of principal coefficients is strictly positive-definite, i.e.,
in the sense of d' x d'-matrices, uniformly over G. (If at, . .. , ad' is a vector space basis of fl then subellipticity corresponds to strong ellipticity.) The least upper bound, Jlc, of the lower bound Jl in (2) is called the ellipticity constant and we set IIClloo = SUPgEG IIC(g)11
with IIC(g)11 the 12-norm of the matrix C(g) = (Cij(g»).
The operator H, formally given by (1), is precisely defined as the sectorial operator associated with the form There exists an M I > 0 such that~M
II.
There exists an M 2 > 0 such thatL
uniformly for all R E (0, R l ] and r.p E H~'l(B'(R). ,
III.
There exists an M 3 > 0 such that
IV. There exists an M 4 > 0 and
Proof Statement I follows from Lemma 2.1.1 and the smoothness of the function
Secondly,~L
:
where we have used
for some M > 0, uniformly for all 9 E B'(R 1 ), which in turn follows because T(e) = I and
T is a COO-function on B'(2RI).
Statement III is an easy consequence of the inequality the Cauchy inequality and the previous two statements.
Finally, Yi + Yi* is a multiplication operator with a COO-function. Therefore 
.
We estimate the three terms separately.
First
i,k:=l
But the Sobolev embedding theorem gives
uniformly for all c E (0,1], for some c > 0, depending only on G, n and the algebraic basis.
by Lemma 3.l.II of [EIR5], for some CJ1.,M,n > 0, depending only on fl, M and n, and
where R/-L,M,n > 0 is a constant which depends only on j.£, M and n.
where we have used Lemma 2.2.III. Next, if R is small enough,
since -L: Cij }i YiT = 0 weakly on B'(R), and we have used Lemma 2.2.IV.
Combination of these estimates then givesL 
uniformly for all 0 < We are now in a position to derive Campanato-type De Giorgi estimates for subelliptic operators with CIlI-coefficients in divergence form. It is convenient to express these estimates uniformly for a large class of operators.
Let Ediv(v, Ji-, M) be the set of all pure second-order subelliptic divergence form opera-
with Cij E CIII, where fJ" M > 0, v E (0,1) and one has fJ,c 2:: fJ" 1101100 : : : : ; M and EdiV(v,p,M) , all R E (0,1] and all cP E H~.}(B'(R)) satisfying Hep =°weakly on
Proof Let CDG and c'nG be as in Lemma 2.3 and M}, ... , M 4 and R z as in Lemma 2.2.
and Yi +1i* is a multiplication operator with a COO-function it follows that there exists an
Then arguing as in the proof of Proposition 2.6 in [ElR6] one deduces thatL
But similarly one has and
where we used the assumption Hep =°weakly on B'(R 
and the Ai commute with the R(g).
o
The arguments of [EIR6] , Section 3, now allow us to derive crossnorm estimates on the semigroups generated by divergence form operators with Holder coefficients. For V2 E (0, 1) HE £diV(v,O,v,O,jt,M) , ep
Proof This follows precisely as in [EIR6] , Section 3, up to Proposition 3.3, but now it is easier, since there is no Davies' exponential perturbation involved.
0
In Section 4 these bounds will be used to deduce kernel bounds for J{t.
Operators with Cn+v'-coeflicients
The aim of this section is to establish an analogue of Proposition 2.6 for operators with smoother coefficients and in particular for coefficients which are at least once differentiable.
If the coefficients Cij and ci of the operator (1) are once differentiable then it can be rewritten
with redefined Ci and Co. There are two good reasons for considering non-divergence form operators. First one has improved smoothness properties for the kernel of the semigroup generated by non-divergence form operators. Secondly, these operators allow one to exploit perturbation arguments (see [Xu] Proof As £nondiv(l + v,1 +v,l +v,/1,M) C £div (v,v,v, v,p,,(d 
of [Rob] , but one does not have equivalence in the strictly subelliptic framework. and d 1 ( '; • ) are equivalent. But this is a clear contradiction. Therefore the perturbation approach is not directly applicable to the discussion of higher order smoothness properties. The alternative method we introduce is a simple form of interpolation. The input data for the interpolation consists of the Gaussian bounds on the kernel provided by Theorem 1.1 and uniform bounds on the derivatives of the kernel stemming from the crossnorm bounds on Sand S*. 
and
The constants a ', b' and w' depend only on N, N*, v} v*, a, b, w, K" 7, a, f3, , and ,*.
Proof It follows as in the proof of Proposition 3.5 in [ElR6] that the kernel f{ is N-times differentiable in the first variable, the derivatives with respect to the first are N*-times differentiable with respect to the second and the derivatives are continuous. Moreover, one has the following uniform bounds. ForaH",* E (0,1) anda,(3 E J(d') with lal+,:::; N+v and IfJI + ,* ::; N* +v* there exist a', b' > 0 and w'~0 such that
uniformly for all g, h, k, 1E G and t > O. Now we come to the interpolation argument. It consists of two basic steps. The first step is to interpolate between Gaussian bounds on the kernel and Holder bounds which are uniform over G x G to obtain Gaussian bounds on the Holder derivatives.
The next lemma gives an abstract version of the simplest result of this nature. It interpolates between Gaussian bounds and uniform Holder bounds, to give Gaussian Holder bounds.
Lemma 4.2 Let v, 1/* E (0,1), b> 0"
Then there exist b' > 0 and M > 0 such that for every t > 0, a > 0 and every functioñ : G x G -+ C satisfying and uniformly for all g, h, k, 1E G one has the intermediate bounds Thirdly, setting () = maxbv-t,,*(v*)-l) and 
Combination of these estimates with the assumed uniform Holder bound immediately yields (16) with M 6 = (1 + as)
The second lemma interpolates between Gaussian Holder bounds and uniform Holder bounds on a derivative to give Gaussian bounds on the derivative. The interpolation is based on the Taylor series of first-order. Let v, '"'( E (0, 1) Proof The Duhamel formula,
Lemma 4.3
gives a general form of the first-order Taylor First, using the bounds (11) and (14) with lal = 1,81 = 0, )' = v and ,* = v* one deduces from Lemma 4.2 that the bounds (13) are valid for lal = 1,81 =°and all)' E (0, v) and ,* E (0, v*). Next, for all n E No let P(n) be the assertion
The bounds (12) and (13) By induction it follows that the assertion P(N) is valid. But then the bounds (13) for lal S; N -1, 1191 = 0, 'Y E (0,1) and ,* E (0,1/*) follow from Lemma 4.2 applied to AOI f{t, the bounds (12) and the bounds (14).
Finally, for all n E Nolet Q(n) be the assertion
The bounds (12) and (13) In this section we discuss two related topics. First we state the optimal regularity for the fractional powers of H on the regular Lp-spaces and secondly we give an improvement of Theorem 1.3 for strongly elliptic operators.
Regularity
The aim of this subsection is to characterize the domain of the fractional power of a subelliptic operators on L p , with 1 < p < 00. If HL = -Lf~l A; denotes the sublaplacian then L~;n = D«I + Hd n / 2 ) for all n E No and p E (1,00), with equivalent norms (see [BER] ). Therefore we define L~j"'Y = D«(I +HL)'Y/ 2 ) for all, E (O,oo)\N, equipped with the graph norm.
We first consider operators in divergence form and then in non-divergence form. The best results are for p = 2. 
Strongly elliptic non-divergence operators
For divergence form operators with CV'-coefficients we have proved in Theorem 1.2 that the kernel satisfies Cl+v-el-Gaussian bounds for all c > 0 and for non-divergence form operators with C n + lJ I -coefficients the kernel satisfies c n +2+ v -e I -Gaussian bounds in the first variable and Cn+v-e'-Gaussian bounds in the second variable. If the operator is strongly elliptic and in divergence form with Cll-coefficients one can take c = 0, i.e., the kernel satisfies CHII-Gaussian bounds (see Theorem 1.1 in [EIR6] ). We next show that one can also take c =°in the strongly elliptic non-divergence form case.
For 'ljJ E C;:O(G), pER and elliptic operator H let SP be the perturbed semigroup generated by the perturbed operator H p by Davies' technique (see Section 4). The main step in the proof is a perturbed version of Lemma 3.4. Proof We follow the proof of Lemma 3.4. If 1/; E C;:'(G), pER, t > 0 and c.p E C;: '(G) then one has as in (9) Hn"luRSfc.p = H"luRSfc.p = "luRHSfc.p + [H, "luR] 
I(U -L(g))(AOIe-p,pSteP'l/Jc.p)) (h)1 = I(U -L(g))(A"'e-pR (h)1/!S;h)e PR (h),j'R(h)cp))

