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MINORATIONS SIMULTANÉES DE FORMES LINÉAIRES DE
LOGARITHMES DE NOMBRES ALGÉBRIQUES
par Éric Gaudron
Résumé. — Soit p un nombre premier ou p = ∞ et k un corps de nombres plongé dans Cp. Soit n ∈
N \ {0} et u1, . . . , un ∈ Cp tels que e
uj ∈ k pour tout j ∈ {1, . . . , n}. Soit (βi,j), 1 ≤ i ≤ t, 1 ≤ j ≤ n,
une matrice t × n à coefficients dans k. Soit (β1,0, . . . , βt,0) ∈ kt. Posons Λi := βi,0 +
∑n
j=1 βi,juj ∈ Cp
pour tout i ∈ {1, . . . , t}. Nous obtenons des minorations de max {|Λi|p ; 1 ≤ i ≤ t} explicites en tous les
paramètres, lorsque ce maximum n’est pas nul. Ces minorations englobent de nombreux résultats antérieurs.
La démonstration repose sur la méthode de Baker-Philippon-Waldschmidt, la réduction d’Hirata-Kohno, le
procédé de changement de variables de Chudnovsky, repensés avec les outils modernes de la théorie des pentes
adéliques (méthode de la section auxiliaire). Au passage, nous montrons comment étendre le lemme de Siegel
absolu de Zhang au cadre des fibrés adéliques hermitiens et nous établissons un nouveau lemme de Siegel
approché.
Abstract (Simultaneous lower bounds for linear forms in logarithms of algebraic numbers)
This work falls within the theory of linear forms in logarithms over a commutative linear algebraic group
defined over a number field. We give lower bounds for simultaneous linear forms in logarithms of algebraic
numbers, treating both the archimedean and p-adic cases. The proof includes Baker’s method, Hirata’s re-
duction, Chudnovsky’s process of variable change. The novelty is that we integrate into the proof the modern
tools of adelic slope theory (auxiliary section method), using a new small values Siegel’s lemma.
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1. Introduction
Ce texte présente une minoration simultanée de formes linéaires de logarithmes de nombres algé-
briques, valide pour un plongement quelconque (complexe ou ultramétrique) du corps de nombres
ambiant. En d’autres termes il s’agit de minorer max {|Λi|p0 ; 1 ≤ i ≤ t} où Λi est de la forme
βi,0 +
∑n
j=1 βi,juj avec βi,j et e
uj dans un corps de nombres k plongé dans Cp0 et | · |p0 est une
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Mots clefs. — Formes linéaires de logarithmes, approximation simultanée, méthode de Baker, réduction
d’Hirata-Kohno, changement de variables de Chudnovsky, méthode de la section auxiliaire, fibré adélique hermi-
tien, lemme de Siegel absolu, lemme de Siegel approché.
2 ÉRIC GAUDRON
valeur absolue sur le complété Cp0 d’une clôture algébrique de Qp0 (p0 est un nombre premier ou
p0 =∞ avec la notation C∞ := C) .
Depuis les travaux de Baker entrepris au milieu des années soixante, de nombreux articles ont
été consacrés à l’étude de cas particuliers de ce problème. En très grande majorité les auteurs
s’intéressaient à une seule forme linéaire (t = 1) et, souvent, seulement au cas d’un plongement
archimédien. Si le plongement était ultramétrique alors ils supposaient βi,j ∈ Q. Plus précisément,
dès que t ≥ 2, et si l’on écarte les travaux de Philippon & Waldschmidt [PW2] et d’Hirata-
Kohno [H2] qui traitent le cas très général d’un groupe algébrique commutatif quelconque, seuls
Ramachandra [Ra] et Loxton [Lo] ont étudié la question qui nous intéresse ici (cas archimédien).
Lorsque le plongement est ultramétrique, ne semble exister que l’étude de Dong [Do], qui traite un
cas particulier de la question (βi,j ∈ Z, βi,0 = 0). Ainsi, en dépit de la richesse de la littérature
sur le thème des formes linéaires de logarithmes (∗), l’on ne trouve guère de résultats généraux qui
prennent en compte plusieurs formes linéaires et aucun qui ne considère à la fois le cas archimédien
et le cas p-adique. Un des objectifs de cet article est de combler cette lacune, tout en donnant une
minoration qui soit en phase avec celles présentées dans [W3].
Si le résultat le plus général que nous avons ne sera donné qu’au paragraphe suivant, nous en
proposons ici un cas particulier. Étant donné un nombre algébrique α, on désigne par h(α) la
hauteur de Weil logarithmique absolue de α. Si x est un nombre réel alors [x] est la partie entière
de x.
Théorème 1.1. — Soit n ∈ N \ {0}. Soit k un sous-corps de nombres de C, de degré D sur Q.
Soit t ∈ {1, . . . , n} et
(βi,j) 1≤i≤t
1≤j≤n
∈Mt,n(k)
une matrice de rang maximal t. Soit (βi,0)1≤i≤t ∈ kt. Pour tout j ∈ {1, . . . , n}, soit uj ∈ C tel que
αj := e
uj ∈ k. Soit b, a, e des nombres réels positifs tels que e ≥ e,
log a ≥ max
1≤j≤n
{
h(αj),
e|uj|
D
}
, log b ≥ D max
1≤i≤t
0≤j≤n
{1, h(βi,j)}.
Soit a l’entier défini par
a :=
[
D
log e
log
(
e+
D
log e
+ log a
)]
+ 1.
Si {u1, . . . , un} est une famille libre sur Q alors les formes linéaires de logarithmes
Λi := βi,0 + βi,1u1 + · · ·+ βi,nun (1 ≤ i ≤ t)
ne sont pas toutes nulles et elles vérifient la minoration
(1) log max
1≤i≤t
|Λi| ≥ −(4n)91n
2
a1/t(log b+ a log e)
(
1 +
D log a
log e
)n/t
.
Un énoncé similaire sera aussi démontré dans le cas ultramétrique lorsque k est un sous-corps
de Cp0 . Dans le minorant de (1), on notera la dépendance linéaire (et donc optimale) en log b
(hauteur des formes linéaires) et la dépendance usuelle (log a)n/t(log log a)1+1/t en log a (hauteur
du point (α1, . . . , αn)). Hormis l’aspect général de cette minoration déjà évoqué (t et k →֒ Cp0
quelconques), il n’y a plus le discriminant du corps de nombres, qui intervenait auparavant dans le
cas simultané (comme dans l’article [H2] d’Hirata-Kohno).
Cet article de synthèse n’apporte pas d’idée originale qui améliorerait de manière significative les
résultats connus pour une forme linéaire. En revanche, la démonstration que nous proposons est,
elle, plus novatrice dans sa forme car elle combine la trame de la méthode des fonctions auxiliaires
classique avec les outils de la théorie des pentes adéliques (sans « méthode des pentes » proprement
dite). Il en résulte un cumul des avantages propres à ces techniques : souplesse d’utilisation et
simplicité de la démarche pour l’une, conservation de l’aspect intrinsèque des données et obtention
aisée des constantes numériques pour l’autre. Nous expliquerons plus en détail notre approche
au § 5.1. Si nous avons pris le parti d’écrire ce texte dans le cas d’un groupe linéaire, il est
cependant possible de généraliser à un groupe algébrique commutatif quelconque et même d’obtenir
∗. Nous renvoyons le lecteur au livre très complet de Waldschmidt [W3] pour en saisir l’étendue.
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des constantes numériques explicites pour une variété abélienne, comme dans [G2], sans hypothèse
de non-torsion du point rationnel considéré (ici (α1, . . . , αn) ∈ Gnm(k)).
Remerciements. — Je remercie Daniel Bertrand et Michel Waldschmidt de leurs commentaires
sur une première version de ce texte. Je remercie également Gaël Rémond pour les discussions
éclairantes que nous avons eues sur les parties 3 et 4. Par ailleurs, la lecture attentive et critique
du rapporteur a permis d’améliorer nombre de détails. Je lui en suis extrêmement reconnaissant.
Mentionnons enfin que ce texte a bénéficié du soutien de l’ANR Diophante, 06-JCJC-0028, piloté
par Lucia Di Vizio.
2. Énoncé principal
2.1. — On note P l’ensemble des nombres premiers auquel est adjoint un symbole supplémentaire
noté ∞. Pour p 6= +∞, on note (Cp, | · |p) le corps valué ultramétrique complet et algébriquement
clos usuel, avec la normalisation |p|p = p−1 de la valeur absolue. Si p =∞, le corps valué (C∞, |·|∞)
est le corps des nombres complexes C muni de la valeur absolue usuelle. Soit k un corps de nombres
de degré D = [k : Q]. Pour chaque p ∈ P il y a D morphismes de corps (appelés plongements)
σ : k → Cp qui correspondent aux racines dans Cp du polynôme minimal sur Q d’un élément
primitif de k. Avec ces conventions, la formule du produit s’écrit
∀x ∈ k \ {0},
∏
p∈P
∏
σ:k→֒Cp
|σ(x)|p = 1
et la hauteur de Weil (logarithmique absolue) d’un élément x de k est la somme (finie)
h(x) :=
1
D
∑
p∈P
∑
σ:k→֒Cp
logmax {1, |σ(x)|p}.
Soit rp := p−1/(p−1) si p 6=∞ et r∞ := +∞ sinon. Désignons par Tp le disque ouvert de Cp, centré
en 0 et de rayon rp (T∞ = C). L’exponentielle du groupe de Lie Gm(Cp) est définie sur Tp par la
série convergente usuelle
∀ z ∈ Tp, ez =
∞∑
i=0
zi
i!
·
Dans la suite on fixe p0 ∈ P et σ0 : k →֒ Cp0 un plongement avec lequel nous identifierons k à un
sous-corps de Cp0 . Soit n ∈ N \ {0} et u1, . . . , un des éléments de Tp0 , d’exponentielles respectives
α1, . . . , αn. Nous supposons que tous les αi appartiennent à k.
Soit t ∈ {1, . . . , n} et ℓ1, . . . , ℓt : kn → k des formes linéaires que l’on écrit dans la base canonique
sous la forme
∀ z = (z1, . . . , zn) ∈ kn, ℓi(z) = βi,1z1 + · · ·+ βi,nzn.
SoitW0 le sous-espace vectoriel de kn intersection des noyaux des formes linéaires ℓi, i ∈ {1, . . . , t}.
Soit u0 := −(β1,0, . . . , βt,0) ∈ kt et u := (u1, . . . , un) ∈ Cnp0 . Pour tout i ∈ {1, . . . , t}, posons
Λi := βi,0 + ℓi(u). Soit ǫ0 := 0 si p0 est premier et ǫ0 := 1 si p0 =∞.
Théorème 2.1. — Avec les données ci-dessus, notons Tu le sous-espace vectoriel de dimension
minimale de Qn tel que u ∈ Tu ⊗Q Cp0 . Considérons une partie I de {1, . . . , n} telle que (ui)i∈I
soit une famille libre sur Q et maximale pour cette propriété. Nous supposons que |ui|p0 ≤ r2p0e−1
pour tout i ∈ I. Soit a1, . . . , an, e, r des nombres réels vérifiant les conditions suivantes :
e ∈
{
[e,min {r2p0/|ui|p0 ; i ∈ I}] si p0 6=∞,
[e,+∞[ si p0 =∞,
∀ j ∈ {1, . . . , n}, log aj ≥ max
{
h(αj),
ǫ0e|uj |p0
D
}
·
Soit a l’entier défini par la formule
a :=
 D
log e
log
e+ D
log e
+ log
n∏
j=1
aj
+ 1.
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Soit b un nombre réel vérifiant
log b ≥ D max
1≤j≤t
0≤ℓ≤n
{1, h(βj,ℓ)}
et s := dimTu − dim(W0 ∩ Tu). Alors, s’il existe j ∈ {1, . . . , t} tel que Λj 6= 0, on a
log max
1≤j≤t
|Λj |p0 ≥ −(4n)91n
2
a1/s(log b+ a log e+D log log e)
∏
i∈I
(
1 +
D log ai
log e
)1/s
.
Le théorème de Wüstholz [Wü] affirme que Tu est l’espace tangent d’un sous-groupe algébrique
Gu de Gnm. Le paramètre s est donc identique à celui de [DH], article dans lequel il apparaît pour
la première fois. On notera au passage que dimTu = card I. Par ailleurs, nous verrons au § 5.2 que
si s = 1, la quantité log b+a log e+D log log e peut être remplacée par log(be)+D log a+D log log e.
2.2. Commentaires. —
1) La différence avec le résultat de Loxton [Lo] est assez modeste. Elle réside surtout dans la
dépendance en le degré D (ici de l’ordre de D1+ε+(n+1)/s au lieu de D200n) et dans le caractère plus
général du théorème 2.1 (plongement σ0 quelconque, pas d’hypothèse d’indépendance multiplicative
des αj , 1 ≤ j ≤ n). En revanche Loxton a une constante égale à (16n)200n.
2) Lorsque p0 est premier, je n’ai pas trouvé dans la littérature de minoration analogue à celle
du théorème 2.1, bien que la méthode de Baker originelle puisse donner un tel résultat. Il semble
que l’obtention de minorations générales et explicites ait été délaissée au profit de l’étude de cas
particuliers comme le cas rationnel (βi,j ∈ Z, βi,0 = 0), a priori plus utiles pour les applications
(voir le survol [Yu] et [W3, p. 547]).
3) Toujours dans le cas p-adique, on observe que la minoration de logmaxi |Λi|p0 ne dépend
pas de p0. En réalité cette dépendance est cachée dans la condition |ui|p0 ≤ r2p0e−1 qui est assez
forte. Nous aurions pu affaiblir la condition en |ui|p0 < r2p0 mais au prix d’une complexité accrue
du minorant de logmaxi |Λi|p0 , à l’instar du théorème de Rémond & Urfels [RU] (qui est dans un
contexte un peu différent). Nous avons donc opté pour un compromis entre une hypothèse un peu
plus forte et un résultat un peu plus lisible et maniable. Dans le cas rationnel, Yu parvient à des
hypothèses très faibles du type |ui|p0 ≤ 1.
4) La constante (4n)91n
2
qui apparaît dans le théorème 2.1 a une moins bonne dépendance en
n que celle de Loxton car nous n’avons pas mis en œuvre la méthode de Kummer. Rappelons que
dans le cas rationnel, avec t = 1 et p0 =∞, Matveev a montré que l’on pouvait avoir une constante
du type cn avec c absolue (voir [Ma]). Il serait intéressant d’incorporer sa méthode dans le cadre de
la théorie des pentes que nous utilisons ici. Quant à l’aspect numérique de la constante (4n)91n
2
,
une grand partie de sa taille vient du fait qu’il n’a pas été possible de supposer n ≥ 2 dans la
démonstration (à cause du cas p-adique, voir plus haut). Une meilleure constante serait facilement
accessible si l’on traitait séparément les cas n = 1 et n ≥ 2 par exemple.
La démonstration du théorème 2.1 commence au § 5, avec une réduction au cas Tu = Qn (la
famille {u1, . . . , un} est libre sur Q). Nous expliquerons son déroulement à cette occasion (§ 5.1)
mais, auparavant, nous rappelons quelques notions de théorie des pentes adéliques et nous énonçons
un nouveau lemme de Siegel approché qui jouera un rôle clef dans la démonstration.
3. Éléments de théorie des pentes adéliques
La théorie des pentes des fibrés vectoriels adéliques sur un corps de nombres k a fait l’objet d’une
présentation systématique dans l’article [G4]. Nous adoptons ici une présentation un peu décalée
où les places du corps de nombres sont remplacées par les plongements dans les corps Cp pour p
un nombre premier ou p = ∞ (dans ce dernier cas C∞ désigne le corps des nombres complexes
C). Rappelons que P désigne l’ensemble des nombres premiers et de l’infini, P := {2, 3, 5, . . . ,∞}.
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3.1. Définitions. — Un fibré vectoriel pré-adélique E = (E, (‖ · ‖E,σ)σ) est la donnée d’un k-
espace vectoriel E, de dimension finie ν ≥ 0, et, pour tout p ∈ P et tout plongement σ : k →֒ Cp,
d’une norme ‖ · ‖E,σ sur E ⊗σ Cp, qui satisfont aux contraintes suivantes :
1) il existe une k-base (e1, . . . , eν) de E telle que, pour tout p ∈ P sauf un nombre fini, pour tout
plongement σ : k →֒ Cp, on a ‖
∑ν
i=1 ei ⊗σ xi‖E,σ = max {|x1|p, . . . , |xν |p} pour tout (x1, . . . , xν) ∈
Cνp,
2) si p 6=∞ alors ‖ · ‖E,σ est une ultranorme.
Dans cette définition, la notation E⊗σCp désigne le produit tensoriel E⊗kCp où Cp est muni de la
structure de k-espace vectoriel donnée par λ.x := σ(λ)x pour λ ∈ k et x ∈ Cp. Dans la suite, l’espace
E ⊗σ Cp est vu comme espace vectoriel sur Cp avec la loi externe µ1.(x⊗ µ2) := x⊗ (µ1µ2) pour
x ∈ E et µ1, µ2 ∈ Cp. En particulier, pour λ ∈ k et x ∈ E⊗σCp, on a ‖λ.x‖E,σ = |σ(λ)|p‖x‖E,σ. On
rappelle que deux plongements σ, σ′ de k dans Cp sont dits conjugués s’il existe un automorphisme
continu ι : Cp → Cp tel que σ′ = ι ◦ σ. Ceci définit une relation d’équivalence et une place de k
est une classe d’équivalence de plongements.
Définition 3.1. — Soit p ∈ P et v une place de k au-dessus de p. On dit que la collection de
normes (‖ · ‖E,σ)σ∈v est invariante par Galois si, pour tout automorphisme continu ι : Cp → Cp,
l’application canonique
id⊗ ι : (E ⊗σ Cp, ‖ · ‖E,σ)→ (E ⊗ι◦σ Cp, ‖ · ‖E,ι◦σ)
est une isométrie.
Quand la collection de normes (‖ · ‖E,σ)σ∈v est invariante par Galois, elle ne dépend que de la
place v de k induite par σ et il est naturel alors de la noter ‖ · ‖E,v. Par exemple, si E = kν et
si σ : k →֒ C est un plongement complexe, la paire {‖ · ‖E,σ, ‖ · ‖E,σ} (ou, par abus de langage,
la norme ‖ · ‖E,σ) est invariante par Galois si ‖(x1, . . . , xν)‖E,σ = ‖(x1, . . . , xν)‖E,σ pour tout
(x1, . . . , xν) ∈ Cν , car il n’y a que deux automorphismes continus de C qui sont l’identité et la
conjugaison complexe. Si, de plus, σ est réel (σ(k) ⊆ R) et si ‖ · ‖E,σ est donné par une matrice
hermitienne A ∈ Mν(C) définie positive (c’est-à-dire ‖x‖E,σ = (txAx)1/2 pour tout x ∈ Cν) alors
nécessairement A est une matrice symétrique réelle.
Définition 3.2. — Un fibré vectoriel adélique sur k est un fibré vectoriel pré-adélique E = (E, (‖·
‖E,σ)σ) sur k tel que, pour toute place v de k, la collection de normes (‖ · ‖E,σ)σ∈v est invariante
par Galois.
On le note alors habituellement E = (E, (‖ · ‖E,v)v) où v parcourt les places de k. C’est le point
de vue adopté dans [G4].
Soit E un fibré vectoriel pré-adélique. Si F est un sous-espace vectoriel de E, il induit un sous-
fibré vectoriel pré-adélique F , dont les normes sont les restrictions de celles de E à F . Le fibré
vectoriel pré-adélique est dit hermitien lorsque toutes les normes correspondant aux plongements
complexes σ : k →֒ C sont hermitiennes. Il est dit pur (†) lorsque, pour tout plongement ultra-
métrique σ : k →֒ Cp et tout x ∈ E, on a ‖x‖E,σ ∈ |kσ|p où kσ est l’adhérence topologique
de σ(k) dans Cp (voir [G5]). Contrairement à la définition 2.3 de [G5], il n’est pas supposé ici
qu’un fibré pré-adélique hermitien est nécessairement pur. Les fibrés adéliques hermitiens purs
sont exactement les fibrés vectoriels hermitiens sur SpecOk de la géométrie d’Arakelov classique
(voir proposition 3.10). L’exemple le plus simple d’un tel fibré est celui du fibré standard (kν , | · |2)
que l’on obtient de la manière suivante. Étant donné p ∈ P et x1, . . . , xν des nombres réels, notons
moyp(x1, . . . , xν) :=
{
(
∑ν
i=1 x
2
i )
1/2 si p =∞,
max {x1, . . . , xν} si p 6=∞.
Le fibré vectoriel adélique (kν , | · |2), hermitien et pur, est par définition le fibré adélique d’espace
sous-jacent kν et de normes |x|2,σ := moyp(|x1|p, . . . , |xν |p) pour tout x = (x1, . . . , xν) ∈ Cνp.
Après le choix d’une k-base (quelconque) (e1, . . . , eν) de E, les fibrés vectoriels hermitiens sur
†. La notion de pureté d’une norme est un cas particulier de la propriété (N) de Serre [Se, p. 69]. La terminologie
solid norm est également parfois employée dans d’autres contextes [PGS, p. 19].
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Spec Ok s’obtiennent à partir du fibré standard (kν , | · |2) au moyen d’une collection de matrices
{Aσ ∈ GLν(kσ) ; σ : k →֒ Cp}p∈P telles que
1) pour tout σ, sauf un nombre fini, Aσ est une isométrie de (Cνp , | · |2,σ),
2) pour tout automorphisme continu ι : Cp → Cp, on a Aι◦σ = ι(Aσ) (l’action de ι est sur les
coefficients de la matrice),
3) pour tous x1, . . . , xν ∈ Cp on a
‖e1 ⊗σ x1 + · · ·+ eν ⊗σ xν‖E,σ =
∣∣∣Aσ
x1...
xν
∣∣∣
2,σ
.
3.2. Extension des scalaires. — Soit E un fibré vectoriel pré-adélique sur k etK une extension
finie de k (on identifie k à un sous-corps de K). Le K-espace vectoriel EK := E ⊗k K est muni
naturellement d’une structure de fibré vectoriel pré-adélique EK de la manière suivante. Soit τ :
K →֒ Cp un plongement qui étend σ : k →֒ Cp. Pour des éléments ei ∈ E, λi ∈ K, xi ∈ Cp posons∥∥∥∥∥∑
i
(ei ⊗k λi)⊗τ xi
∥∥∥∥∥
EK ,τ
:=
∥∥∥∥∥∑
i
ei ⊗σ (τ(λi)xi)
∥∥∥∥∥
E,σ
.
En choisissant des bases de E sur k et de K sur k, on vérifie que cette définition a bien un sens
et que la norme d’un élément x ∈ (E ⊗k K) ⊗τ Cp ne dépend pas du choix de sa représentation
en somme de tenseurs élémentaires. Le couple EK = (E ⊗k K, (‖ · ‖EK,τ )τ ) forme alors un fibré
vectoriel pré-adélique sur K. Il est adélique si E l’est car, si ι : Cp → Cp est un automorphisme
continu de corps, on a∥∥∥∥∥∑
i
(ei ⊗k λi)⊗ι◦τ ι(xi)
∥∥∥∥∥
EK ,ι◦τ
=
∥∥∥∥∥∑
i
ei ⊗ι◦σ ((ι ◦ τ)(λi)ι(xi))
∥∥∥∥∥
E,ι◦σ
par définition
=
∥∥∥∥∥∑
i
ei ⊗ι◦σ ι(τ(λi)xi)
∥∥∥∥∥
E,ι◦σ
=
∥∥∥∥∥∑
i
ei ⊗σ (τ(λi)xi)
∥∥∥∥∥
E,σ
par isométrie
=
∥∥∥∥∥∑
i
(ei ⊗k λi)⊗τ xi
∥∥∥∥∥
EK ,τ
par définition.
De même, si la norme ‖ · ‖E,σ est hermitienne alors ‖ · ‖EK,τ l’est aussi pour tout plongement τ qui
étend σ.
3.3. Produit tensoriel de fibrés hermitiens. — Soit E et F des fibrés pré-adéliques her-
mitiens sur k. On munit E ⊗k F d’une structure de fibré pré-adélique hermitien de la manière
suivante. Si σ : k →֒ C est un plongement complexe, on considère des bases orthonormées
e1, . . . , eν de (E ⊗σC, ‖ · ‖E,σ) et f1, . . . , fµ de (F ⊗σ C, ‖ · ‖F,σ) et on choisit sur (E ⊗k F )⊗σ C ≃
(E⊗σC)⊗C(F⊗σC) l’unique produit hermitien pour lequel (ei⊗fj)i,j forme une base orthonormée
(indépendant du choix des bases). Si σ : k →֒ Cp est un plongement ultramétrique, on identifie
E⊗kF à Homk(Ev, F ) où Ev = Homk(E, k) désigne le dual de E et l’on munit (E⊗kF )⊗σCp de la
norme d’opérateur sur Homk(Ev, F )⊗σCp. Autrement dit, si x =
∑N
i=1 xi ⊗ yi avec xi ∈ E⊗σCp
et yi ∈ F ⊗σ Cp, on a
‖x‖E⊗F,σ := sup
{
‖∑Ni=1 ϕ(xi)yi‖F,σ
‖ϕ‖Ev,σ
; ϕ ∈ (Ev ⊗σ Cp) \ {0}
}
.
On vérifie que le couple E⊗F = (E⊗k F, (‖ · ‖E⊗F,σ)σ) forme un fibré pré-adélique hermitien. De
plus siE et F sont des fibrés adéliques hermitiens (resp. purs), il en est de même pour E⊗F . Lorsque
E est un fibré pré-adélique hermitien, de dimension ν ≥ 1, et µ ∈ {1, . . . , ν}, on peut alors munir
la puissance extérieure ∧µE de E de normes lui conférant une structure de fibré pré-adélique ∧µE
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sur k de la manière suivante. Si σ est un plongement complexe, on considère une base orthonormée
e1, . . . , eν de (E ⊗σ C, ‖ · ‖E,σ) et on décrète que la base {ei1 ∧ · · · ∧ eiµ ; 1 ≤ i1 < · · · < iµ ≤ ν}
de ∧µE ⊗σ C est orthonormée. Si σ est un plongement ultramétrique, on voit ∧µE ⊗σ Cp comme
un quotient de (E ⊗σ Cp)⊗µ que l’on munit de la norme quotient induite par ‖ · ‖E⊗µ,σ.
3.4. Pentes des fibrés pré-adéliques hermitiens. — On note detE la puissance extérieure
maximale ∧νE de E.
Définition 3.3. — Le degré d’Arakelov (normalisé) du fibré pré-adélique hermitien E est le nom-
bre réel
d̂egnE := −
1
D
∑
p∈P
∑
σ:k→֒Cp
log ‖e1 ∧ · · · ∧ eν‖detE,σ
pour tout choix d’une k-base (e1, . . . , eν) de E. Lorsque E = {0} on pose d̂egnE := 0.
L’indépendance du degré par rapport au choix de cette base est une conséquence de la formule
du produit. La hauteur (logarithmique absolue) de E est h(E) := −d̂egnE, sa pente d’Arakelov
normalisée (si E 6= {0}) est
µ̂(E) :=
d̂egnE
dimE
,
sa pente maximale (si E 6= {0}) est
µ̂max(E) := max
{
µ̂(F ) ; {0} 6= F ⊆ E}.
On a également une notion de hauteur pour les éléments x de E :
∀x ∈ E \ {0}, hE(x) :=
1
D
∑
p∈P
∑
σ:k→֒Cp
log ‖x‖E,σ (hE(0) := −∞).
Lemme 3.4. — Soit E un fibré pré-adélique hermitien sur k.
1) Si F est un sous-fibré de E alors on a d̂egnE/F = d̂egnE − d̂egnF .
2) Si E1, E2 sont des sous-fibrés de E alors on a
d̂egnE1 + d̂egnE2 ≤ d̂egnE1 + E2 + d̂egnE1 ∩E2.
Démonstration. — La démonstration est identique à celle des fibrés vectoriels hermitiens sur SpecOk
(voir [G4, propositions 4.22 et 4.23]).
Toutes ces notions sont invariantes par extension des scalaires :
Proposition 3.5. — Soit E un fibré pré-adélique hermitien sur k et K/k une extension finie.
Alors on a d̂egnEK = d̂egnE et µ̂max(EK) = µ̂max(E).
Démonstration. — Le nombre de plongements τ : K →֒ Cp qui prolongent σ : k →֒ Cp est égal
à [K : k], ce qui donne la première propriété. Pour la seconde, on montre comme dans le cas
classique l’existence et l’unicité du fibré déstabilisant (en utilisant le lemme précédent), c’est-à-dire
qu’il existe un unique sous-fibré Dk de E, de dimension maximale, tel que µ̂max(E) = µ̂(Dk).
Comme Dk ⊗k K est un sous-espace de EK , on a
µ̂max(E) = µ̂(Dk) = µ̂((Dk)K) ≤ µ̂max(EK).
Pour démontrer l’égalité, on peut donc supposer queK/k est galoisienne. Considérons le morphisme
de groupes ρ : Gal(K/k)→ GL(EK) qui à u ∈ Gal(K/k) associe l’isomorphisme ρ(u) = idE ⊗u de
EK = E ⊗k K. Pour tout m ∈ {1, . . . , dimE}, pour tous e1, . . . , em ∈ EK , pour tout plongement
τ : K →֒ Cp, on a
‖ρ(u)(e1) ∧ · · · ∧ ρ(u)(em)‖∧mE,τ = ‖e1 ∧ · · · ∧ em‖∧mE,τ◦u.
En appliquant cette égalité à une K-base de DK , on obtient µ̂(ρ(u)(DK)) = µ̂(DK). Par unicité de
DK on a ρ(u)(DK) = DK pour tout u ∈ Gal(K/k). Il existe alors un sous-espace vectoriel D0 de E
tel que DK = D0⊗kK. En effet, si, pour x ∈ EK , on pose tr(x) :=
∑
u∈Gal(K/k) ρ(u)(x) ∈ E, alors
D0 = {tr(x) ; x ∈ DK} convient. On conclut avec µ̂max(EK) = µ̂(DK) = µ̂(D0) ≤ µ̂max(E).
8 ÉRIC GAUDRON
L’argument sur le nombre de plongements τ : K →֒ Cp qui prolongent σ : k →֒ Cp permet de voir
également que le nombre réel hEK (x) ne dépend pas du choix de l’extension K/k pour laquelle
x ∈ E ⊗k K (lorsque E est un fibré vectoriel pré-adélique).
L’énoncé suivant remplace l’inégalité de Liouville usuelle.
Lemme 3.6. — Soit E un fibré pré-adélique hermitien non nul. Alors
∀x ∈ E \ {0}, hE(x) ≥ −µ̂max(E).
La démonstration est immédiate à partir des définitions car hE(x) = h((k.x, (‖ · ‖E,σ)σ)).
3.5. Compléments sur les fibrés adéliques. — Soit (K, | · |) un corps valué ultramétrique
complet. Soit E un K-espace vectoriel de dimension ν ≥ 1 et ‖ · ‖ une ultranorme sur E.
Définition 3.7. — Soit a ∈ ]0, 1]. On dit qu’une famille {e1, . . . , eν} de vecteurs de E est a-
orthogonale si, pour tous x1, . . . , xν ∈ K, on a
a max
1≤i≤ν
|xi|‖ei‖ ≤ ‖x1e1 + · · ·+ xνeν‖.
Si a = 1 on dit que la base est orthogonale et si, de plus, ‖e1‖ = · · · = ‖eν‖ = 1 alors la base est
dite orthonormée.
Lorsque a < 1, de telles bases existent par le critère suivant dû à Van der Put (voir [PGS,
théorème 2.2.16]). Si e ∈ E et F ⊆ E est un sous-espace vectoriel, on note dist(e,F) la borne
inférieure des ‖e− f‖ pour f ∈ F.
Lemme 3.8. — Soit t2, . . . , tν ∈ ]0, 1] et (e1, . . . , eν) une base de E tels que, pour tout i ∈ {2, . . . , ν},
on a
dist(ei,K.e1 + · · ·+ K.ei−1) ≥ ti‖ei‖.
Alors (e1, . . . , eν) est une base t2 · · · tν-orthogonale de E. En particulier, pour tout a ∈ ]0, 1[, il existe
une base a-orthogonale de E.
Dans le cas d’une base orthogonale, la réciproque du lemme 3.8 est vraie : si (e1, . . . , eν) est une
base orthogonale de (E, ‖·‖) alors, pour tout i ∈ {2, . . . , ν}, on a dist(ei,K.e1+ · · ·+K.ei−1) = ‖ei‖.
Définition 3.9. — L’espace normé (E, ‖·‖) est dit sphériquement complet si toute suite de boules
emboîtées de E a une intersection non vide.
Un corps local (‡), par exemple Qp, est sphériquement complet. On montre que E (de dimension
finie) est sphériquement complet si et seulement si (K, |·|) l’est. Dans ce cas, la distance dist(e,F) est
un minimum et, en particulier, (E, ‖·‖) possède une base orthogonale (cette propriété est en général
fausse si K n’est pas sphériquement complet, comme par exemple K = Cp, voir [PGS, exemple
2.3.26]).
Lemme de perturbation. — Soit E un espace vectoriel de dimension finie sur un corps valué
ultramétrique (K, | · |) et ‖ · ‖ une ultranorme sur E. Soit a ∈ ]0, 1] et (e1, . . . , eν) une base a-
orthogonale de E. Soit f1, . . . , fν ∈ E tels que ‖ei − fi‖ < a‖ei‖ pour tout i ∈ {1, . . . , ν}. Alors
(f1, . . . , fν) est une base a-orthogonale de E.
Démonstration. — Par inégalité ultramétrique on a ‖fi‖ = ‖ei‖. On en déduit, pour tous x1, . . . , xν ∈
K,
a max
1≤i≤ν
|xi|‖fi‖ = a max
1≤i≤ν
|xi|‖ei‖ ≤ ‖
ν∑
i=1
xiei‖
≤ max
(
‖
ν∑
i=1
xifi‖, ‖
ν∑
i=1
xi(fi − ei)‖
)
.
Si au moins un des xi n’est pas nul on a ‖
∑ν
i=1 xi(fi − ei)‖ < amax1≤i≤ν |xi|‖ei‖, ce qui montre
alors que (f1, . . . , fν) est une famille a-orthogonale. Elle est donc libre et elle forme une base de E
(ceci est un cas particulier du théorème 2.3.16 de [PGS]).
‡. Corps complet muni d’une valeur absolue discrète (non triviale).
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L’énoncé suivant est dû à Gaël Rémond.
Proposition 3.10. — Les fibrés adéliques hermitiens purs sur un corps de nombres k sont exac-
tement les fibrés vectoriels hermitiens sur SpecOk.
Un fibré vectoriel hermitien sur SpecOk est toujours pur et l’intérêt de cette proposition réside
dans le fait que la réciproque est vraie. La démonstration repose sur le lemme suivant.
Lemme 3.11. — Soit K/k une extension galoisienne de corps valués ultramétriques. Notons | · | la
valeur absolue sur K et supposons que (K, | · |) est sphériquement complet. Supposons également que
l’extension des corps résiduels κ(K)/κ(k) est séparable. Soit E un k-espace vectoriel de dimension
finie et ‖ · ‖ une ultranorme sur E ⊗k K, invariante sous l’action du groupe de Galois Gal(K/k).
Alors toute base orthonormée de (E, ‖ · ‖) reste une base orthonormée de (E ⊗k K, ‖ · ‖).
L’hypothèse d’invariance par Galois de la norme signifie que, pour toute k-base (e1, . . . , eν) de
E, pour tout u ∈ Gal(K/k), pour tout x1, . . . , xν ∈ K, on a
‖
ν∑
i=1
ei ⊗ u(xi)‖ = ‖
ν∑
i=1
ei ⊗ xi‖.
L’hypothèse de séparabilité des corps résiduels est vérifiée lorsque κ(k) est parfait, par exemple si
k est une extension finie de Qp.
Démonstration. — On raisonne par récurrence sur la dimension ν ≥ 1. Le cas ν = 1 étant clair,
supposons le lemme vrai pour tout espace de dimension ≤ ν − 1. Soit E de dimension ν ≥ 2 et
(e1, . . . , eν) une base orthonormée de (E, ‖ · ‖). Il s’agit de montrer que
‖
ν∑
i=1
ei ⊗ xi‖ = max {|x1|, . . . , |xν |}
pour tout x1, . . . , xν ∈ K. Soit F le sous-espace de E engendré par e1, . . . , eν−1. D’après l’hypothèse
de récurrence appliquée à (F, ‖ · ‖), la base orthonormée (e1, . . . , eν−1) de F reste une base K-
orthonormée de (F⊗k K, ‖ · ‖). Comme K est sphériquement complet, il existe f ∈ E⊗k K \ {0} tel
que dist(f,F⊗k K) = ‖f‖. Quitte à diviser f par son coefficient devant eν (nécessairement non nul),
on peut supposer que f est de la forme e1 ⊗ λ1 + · · · + eν−1 ⊗ λν−1 + eν avec λ1, . . . , λν−1 ∈ K.
D’après le lemme 3.8, la base (e1, . . . , eν−1, f) de E⊗k K est orthogonale. Ainsi on a
1 = ‖eν‖ = max {‖f‖, |λ1|, . . . , |λν−1|}.
Supposons ‖f‖ < 1. Pour un élément u du groupe de Galois de K/k, notons
fu := eν +
ν−1∑
i=1
ei ⊗ u(λi).
Comme la norme est invariante par Galois on a ‖fu‖ = ‖f‖ donc
max
1≤i≤ν−1
|u(λi)− λi| = ‖fu − f‖ ≤ ‖f‖ < 1.
Comme l’extension κ(K)/κ(k) est séparable, elle est galoisienne et l’application canoniqueGal(K/k)→
Gal(κ(K)/κ(k)) qui à u associe
u : x mod M 7→ u(x) mod M (où M := {x ∈ K ; |x| < 1})
est surjective (voir par exemple [Ne, II.9.9, p. 172]). Ainsi, pour tout i ∈ {1, . . . , ν − 1}, l’inégalité
|u(λi) − λi| < 1 donne u(λi mod M) = λi mod M. En faisant varier u, l’élément λi mod M est
invariant par Gal(κ(K)/κ(k)) et donc λi mod M ∈ κ(k), ce qui signifie qu’il existe ai ∈ k tel
que |λi − ai| < 1 (en particulier |ai| ≤ 1). En posant g := eν +
∑ν−1
i=1 ei ⊗ ai, on a ‖f − g‖ =
maxi |λi − ai| < 1 et ‖g‖ = 1 car (e1, . . . , eν) est une base orthonormée de E. Ceci contredit
l’inégalité ultramétrique ‖g‖ ≤ max (‖g − f‖, ‖f‖). Le cas ‖f‖ < 1 ne peut donc pas se produire.
Ainsi on a ‖f‖ = 1 puis
dist(eν ,F⊗k K) = dist(f,F⊗k K) = ‖f‖ = 1 = ‖eν‖.
Par conséquent (e1, . . . , eν) est une base orthonormée de (E⊗k K, ‖ · ‖) par la remarque qui suit le
lemme 3.8.
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Démonstration de la proposition 3.10. — Soit E = (E, (‖ · ‖E,σ)σ) un fibré adélique hermitien pur
sur k. Fixons un plongement ultramétrique σ : k →֒ Cp et une base orthonormée (e1, . . . , eν) de
(E ⊗σ kσ, ‖ · ‖E,σ). Soit x1, . . . , xν ∈ Cp des éléments algébriques sur Qp et K/k une extension
galoisienne finie qui contient ces nombres. Soit τ : K →֒ Cp un plongement qui prolonge σ. On note
w la place de K induite par τ . L’extension Kτ/kσ est galoisienne et, pour tout u ∈ Gal(Kτ/kσ) il
existe un automorphisme continu ι : Cp → Cp tel que τ ◦u = ι ◦ τ (ces plongements correspondent
tous à w). Ainsi la norme ‖ · ‖E,σ sur (E ⊗σ kσ)⊗kσ Kτ est invariante par le groupe de Galois de
Kτ/kσ (au sens du lemme 3.11) car la collection de normes (‖ · ‖EK,τ )τ∈w est invariante par Galois
(au sens de la définition 3.1). Le lemme 3.11 s’applique donc à (E, ‖ · ‖) = (E ⊗σ kσ, ‖ · ‖E,σ) et
K = Kτ (qui est une extension finie de Qp donc sphériquement complet). On a ainsi
‖
ν∑
i=1
ei ⊗σ xi‖E,σ = max1≤i≤ν |xi|p.
Cette égalité est vraie pour tout (x1, . . . , xν) ∈ Qpν , puis, par continuité, sur Cνp . La matrice de
passage de (e1, . . . , eν) à une k-base (e1, . . . , eν) de E fournit une matrice Aσ ∈ GLν(kσ) telle que
‖
ν∑
i=1
ei ⊗σ xi‖ = |Aσ
x1...
xν
 |2,σ.
De plus, l’invariance par Galois de (‖ ·‖E,σ)σ∈v (v est la place de k induite par σ) permet de choisir
ces matrices de sorte que Aι◦σ = ι(Aσ) pour tout automorphisme continu ι de Cp. Le fibré E est
donc un fibré vectoriel hermitien sur SpecOk.
Nous allons montrer maintenant que l’on peut approcher un fibré adélique hermitien par un
fibré adélique hermitien pur, pourvu que l’on autorise une extension du corps de base.
Lemme 3.12. — Soit σ : k →֒ Cp un plongement ultramétrique d’un corps de nombres k et E un
k-espace vectoriel de dimension ν ≥ 1. Soit ‖ · ‖ une ultranorme sur E ⊗σ Cp. Pour tout ε > 0,
il existe une extension finie K de k, il existe une base f1, . . . , fν de E ⊗k K et un plongement
τ : K →֒ Cp qui prolonge σ tels que, pour tous x1, . . . , xν ∈ Cp, on a
max
1≤i≤ν
|xi|p ≤ ‖
ν∑
i=1
fi ⊗τ xi‖ ≤ (1 + ε) max
1≤i≤ν
|xi|p.
Démonstration. — Par le lemme 3.8, il existe une base e1, . . . , eν de E ⊗σ Cp telle que, pour tous
x1, . . . , xν ∈ Cp, on a
(1 + ε)−1/2 max
1≤i≤ν
|xi|p‖ei‖ ≤ ‖
ν∑
i=1
xiei‖ ≤ max
1≤i≤ν
|xi|p‖ei‖.
Comme les nombres algébriques sur Q sont denses dans Cp, le lemme de perturbation permet de
supposer qu’il existe une extension finie K/k et un plongement τ : K →֒ Cp qui prolonge σ tels
que ei ∈ E ⊗σ τ(K). Considérons un entier M ≥ 1 tel que p1/M ≤ (1 + ε)1/2. Quitte à prendre
une extension finie de K on peut supposer que p1/M ∈ K. Par ailleurs, il existe αi ∈ R tel que
(1+ ε)−1/2‖ei‖ = pαi . Soit fi ∈ E⊗kK tel que fi⊗τ 1 = p[αiM ]/M ei. La famille {f1, . . . , fν} forme
une base de E ⊗k K et la norme de
∑ν
i=1 fi ⊗τ xi vérifie l’encadrement voulu.
On notera que toute extension finie du corps K donné par ce lemme convient encore.
Corollaire 3.13. — Soit E un fibré adélique hermitien sur k. Alors, pour tout nombre réel ε > 0,
il existe une extension finie K de k et un fibré adélique hermitien pur Eε sur K, d’espace sous-
jacent E ⊗k K, tels que, pour tout plongement τ : K →֒ Cp qui prolonge σ : k →֒ Cp, pour tout
x ∈ (E ⊗k K)⊗τ Cp, on a
‖x‖Eε,τ ≤ ‖x‖EK,τ ≤ (1 + ε)‖x‖Eε,τ .
De plus, l’inégalité ‖ · ‖Eε,τ ≤ ‖ · ‖EK ,τ n’est stricte que pour un nombre fini de plongements τ .
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Démonstration. — Fixons une k-base (e1, . . . , eν) de E et un sous-ensemble fini S de P tel que,
pour tout p 6∈ S, pour tout plongement σ : k →֒ Cp, pour tout (x1, . . . , xν) ∈ Cνp , on a
‖e1 ⊗σ x1 + · · ·+ eν ⊗σ xν‖E,σ = max (|x1|p, . . . , |xν |p)
(première condition de la définition de fibré pré-adélique). On applique le lemme 3.12 à chacune
des normes ‖ · ‖E,σ pour σ : k →֒ Cp avec p ∈ S \ {∞}. L’on peut supposer que les extensions
finies Kσ/k que l’on obtient sont toutes les mêmes, égales à une extension galoisienne finie K de
k. Ainsi, pour chacun de ces σ, il existe un plongement τσ : K →֒ Cp prolongeant σ et une base
f1,1, . . . , fν,1 de E ⊗k K (qui dépend de σ) tels que, pour tous x1, . . . , xν ∈ Cp, on a
(2) max
1≤i≤ν
|xi|p ≤ ‖
ν∑
i=1
fi,1 ⊗τσ xi‖EK,τσ ≤ (1 + ε) max1≤i≤ν |xi|p.
Soit a ∈ K tel que K = k(a) et πa le polynôme minimal de a sur k. Comme K/k est galoisienne,
l’on peut choisir des éléments u1 = id, u2, . . . , ug du groupe de Galois de K/k tels que les nombres
τσ ◦ uℓ(a) ∈ Cp pour ℓ ∈ {1, . . . , g} soient chacune racine d’un des g facteurs irréductibles de
σ(πa) dans kσ[X ]. Les plongements τ : K →֒ Cp au-dessus de σ sont alors de la forme ι ◦ τσ ◦ uℓ
avec ι automorphisme continu de Cp qui laisse fixe les éléments de kσ (on a rangé les plongements
selon les places de K au-dessus de σ). Considérons des éléments λi,j ∈ K, 1 ≤ i, j ≤ ν, tels que
fi,1 =
∑ν
j=1 ej ⊗k λi,j pour tout i ∈ {1, . . . , ν}. Posons alors
fi,ℓ :=
ν∑
j=1
ej ⊗k u−1ℓ (λi,j) ∈ E ⊗k K.
Pour tous x1, . . . , xν ∈ Cp et τ = ι ◦ τσ ◦ uℓ et par définition des normes sur EK , on a alors
‖
ν∑
i=1
fi,ℓ ⊗τ xi‖EK ,τ = ‖
ν∑
j=1
ej ⊗σ
(
ν∑
i=1
ι ◦ τσ(λi,j)xi
)
‖E,σ.
Comme la norme ‖ · ‖E,σ est invariante par Galois et comme ι ◦ σ = σ, on a
(3) ‖
ν∑
i=1
fi,ℓ ⊗τ xi‖EK ,τ = ‖
ν∑
i=1
fi,1 ⊗τσ xi‖EK ,τσ .
Sur (E ⊗k K)⊗τ Cp (pour τ = ι ◦ τσ ◦ uℓ), définissons la norme ‖ · ‖Eε,τ par la formule
‖
ν∑
i=1
fi,ℓ ⊗τ xi‖Eε,τ := max1≤i≤ν |xi|p.
Le couple Eε = (E ⊗k K, (‖ · ‖Eε,τ )τ ) forme un fibré hermitien pur sur K. De plus, l’encadrement
‖ · ‖Eε,τ ≤ ‖ · ‖EK ,τ ≤ (1 + ε)‖ · ‖Eε,τ résulte de (2) et (3).
Ce corollaire implique que, pour tout ε > 0, pour tout fibré adélique hermitien E sur k, il existe
une extension finie K de k et un fibré hermitien pur E′ sur K, avec E′ = E ⊗k K, tels que, pour
tout x ∈ E ⊗k k, on a
(4) hE′(x) ≤ hE(x) ≤ hE′(x) + ε.
De plus, on peut choisir E′ de sorte que
h(E′) ≤ h(E) ≤ h(E′) + ε et µ̂max(E′)− ε ≤ µ̂max(E) ≤ µ̂max(E′)
car les inégalités de normes dans le corollaire 3.13 induisent des inégalités similaires pour les sous-
fibrés et les déterminants d’iceux.
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3.6. Normes d’opérateurs. — Soit (K, |·|) un corps valué complet. Soit (E, ‖·‖E) (resp. (F, ‖·‖F))
un K-espace vectoriel normé de dimension ν ≥ 1 (resp. µ ≥ 1). Lorsque K est ultramétrique, on sup-
pose que les normes sont des ultranormes. Soit a : E→ F une application K-linéaire. L’équivalence
des normes en dimension finie (qui découle par exemple de l’existence de bases 1/2-orthogonales)
permet de poser la
Définition 3.14. — La norme d’opérateur de a est le nombre réel
‖a‖ := sup
{‖a(x)‖F
‖x‖E ; x ∈ E \ {0}
}
.
Proposition 3.15. — Supposons que K est ultramétrique et que (E, ‖ · ‖E) et (F, ‖ · ‖F) possèdent
des bases orthogonales, notées respectivement e = (e1, . . . , eν) et f = (f1, . . . , fµ). Soit A = (ai,j) ∈
Mµ,ν(K) la matrice qui représente l’application linéaire a dans les bases e et f. Alors on a
‖a‖ = max {|ai,j |‖fi‖F/‖ej‖E ; 1 ≤ i ≤ µ, 1 ≤ j ≤ ν}
Démonstration. — Notons α le maximum du membre de droite. Soit x =
∑ν
j=1 xjej ∈ E. On a
a(x) =
µ∑
i=1
 ν∑
j=1
ai,jxj
 fi
donc
‖a(x)‖F ≤ max
i,j
|ai,jxj |‖fi‖F ≤ α max
1≤j≤ν
|xj |‖ej‖E = α‖x‖E
puis ‖a‖ ≤ α. Réciproquement, considérons des indices i0, j0 tels que α = |ai0,j0 |‖fi0‖F/‖ej0‖E et
prenons x = ej0 . On a a(x) =
∑µ
i=1 ai,j0 fi et, par orthogonalité de f, on en déduit
‖a(x)‖F = max
1≤i≤µ
|ai,j0 |‖fi‖F ≥ |ai0,j0 |‖fi0‖F = α‖x‖E
puis ‖a‖ ≥ α.
3.7. Puissances symétriques des fibrés adéliques hermitiens. — Étant donné des multi-
plets m = (m1, . . . ,mν) et n = (n1, . . . , nν), on note |m| la longueur
∑ν
i=1mi de m et on désigne
par m! (resp. mn) le produit m1! · · ·mν ! (resp. mn := mn11 · · ·mnνν ). Soit ℓ ≥ 1 un entier et E un
fibré pré-adélique hermitien sur k. La puissance symétrique Sℓ(E) est un quotient de E⊗ℓ (l’algèbre
symétrique S(E) est le quotient de l’algèbre tensorielle T(E) par l’idéal engendré par les éléments
x⊗y−y⊗x). Cette structure quotient confère à Sℓ(E) une structure de fibré pré-adélique hermitien
Sℓ(E) induite par E
⊗ℓ
.
Proposition 3.16. — Pour tout fibré adélique hermitien E sur k de dimension ν ≥ 1, pour tout
entier ℓ ≥ 1, on a
µ̂max(Sℓ(E)) ≤ ℓ(µ̂max(E) + 2 log ν).
Démonstration. — Si E est un fibré vectoriel hermitien sur SpecOk, ce résultat est compris dans
la proposition 8.4 de [GR2]. Le passage aux fibrés hermitiens quelconques s’effectue au moyen du
corollaire 3.13, en utilisant l’invariance par extension des scalaires de la pente maximale de E
(proposition 3.5).
Dans la suite, la puissance symétrique sera utilisée à la fois pour décrire l’ensemble des polynômes
auxiliaires et pour décrire l’espace des dérivations. Si E est un k-espace vectoriel, on rappelle que
Ev désigne l’espace dual Homk(E, k).
Définition 3.17. — Un polynôme homogène s sur E de degré ℓ est un élément de Sℓ(Ev) et
l’application polynomiale associée est l’application de E dans k qui envoie x ∈ E sur s(x). Plus
généralement, si n ∈ N et si E0, . . . , En sont des k-espaces vectoriels, un polynôme multihomogène
s de degré (ℓ0, . . . , ℓn) ∈ Nn+1 est un élément de E := Sℓ0(Ev0) ⊗ · · · ⊗ Sℓn(Evn) et l’application
polynomiale associée est l’application de
∏n
j=0 Ej dans k qui envoie (x0, . . . , xn) sur s(x0, . . . , xn).
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Lorsque, pour tout j ∈ {0, . . . , n}, l’espace Ej possède une structure de fibré adélique hermitien
Ej (il en est alors de même pour Evj avec les métriques duales), la norme de s en une place v de k
est calculée dans
⊗n
j=0 S
ℓj (Evj ). Dans la pratique, si E est un fibré adélique hermitien pur sur k,
si l’on fixe une base orthonormée ej = (ej,1, . . . , ej,νj ) de Ej ⊗σCp (ici νj = dimEj), de base duale
evj = (e
v
j,1, . . . , e
v
j,νj
), et si l’on écrit l’élément s comme une somme
(5) s :=
∑
i
pi
n∏
j=0
(evj)
ij
avec i = (i0, . . . , in) ∈ Nν0 × · · · ×Nνn , ij de longueur ℓj , et pi ∈ Cp, alors la norme ‖s‖E,σ de s
est
(6) ‖s‖
E,σ =

(∑
i |σ(pi)|2 i!ℓ0!···ℓn!
)1/2
si p =∞
maxi |pi|p si p 6=∞.
Remarquons également que grâce à cette formule (6) et à l’inégalité de Cauchy-Schwarz, la somme∑
i |σ(pi)| est plus petite que ‖s‖E,σ ×
∏n
j=0 ν
ℓj/2
j (si σ est complexe).
4. Lemmes de Siegel approchés
4.1. — La plupart des démonstrations de transcendance requiert l’utilisation d’une fonction auxi-
liaire qui doit satisfaire à un nombre fini de conditions linéaires. En général il s’agit de conditions
d’annulations en des points particuliers avec des ordres de multiplicités dans certaines directions (on
parle parfois de « points épaissis »). Aux prémices de la théorie (travaux d’Hermite et Lindemann
par exemple), on exhibait hardiment une fonction auxiliaire explicite. Toutefois sont rapidement
apparues les difficultés et les limitations inhérentes à cette approche presque impudique (§). En
filigrane dans les articles de Thue [T1,T2], l’on doit à Siegel d’avoir conceptualisé en 1929 l’idée
qu’il suffisait de connaître une estimation de la « taille » de la fonction auxiliaire F . Demander
l’annulation de F en un nombre fini de points épaissis équivaut à réclamer que les coefficients de
F satisfassent à un système linéaire
(7) ∀ i ∈ {1, . . . , µ},
ν∑
j=1
ai,jxj = 0
d’inconnues x1, . . . , xν . Lors de l’étude de la transcendance des valeurs des fonctions de Bessel [Si],
Siegel formula l’énoncé précis suivant.
Lemme de Siegel. — Supposons que µ < ν et que, pour tous i, j, on a ai,j ∈ Z. Soit A =
maxi,j |ai,j |. Alors il existe une solution (x1, . . . , xν) ∈ Zν \ {0} au système (7) telle que
max {|x1|, . . . , |xν |} ≤ 1 + (νA)
µ
ν−µ .
Ce résultat découle simplement du principe des tiroirs de Dirichlet. Comme l’a remarqué Mi-
gnotte, il est possible de l’étendre à un système à coefficients algébriques (voir lemme 1.3.1 de [W1]).
Cependant l’on s’est aperçu qu’un tel lemme n’était rien d’autre qu’une variante du premier théo-
rème de Minkowski sur les corps convexes. Ce point de vue s’est révélé fécond en débouchant sur
une version adélique du lemme de Siegel, démontrée par Bombieri & Vaaler [BV] (voir [GR1, § 3.2]
pour la constante (1/2) log ν).
Lemme de Bombieri & Vaaler. — Soit k un corps de nombres de discriminant absolu Dk. No-
tons rdk := |Dk|1/[k:Q] son discriminant racine. Soit E un fibré adélique hermitien pur sur k, de
dimension ν ≥ 1. Alors il existe x ∈ E \ {0} tel que
hE(x) ≤ −µ̂(E) +
1
2
(log ν + log rdk).
§. Cependant, ce procédé reste encore très actuel au travers par exemple des approximants de Padé et des
fonctions hypergéométriques car, comme l’avait noté Chudnovsky, il conduit souvent à de meilleurs résultats.
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Plusieurs développements de ce lemme existent. On peut demander que l’élément x ∈ E \ {0}
évite un nombre fini de sous-espaces vectoriels de E. Ceci constitue le fil directeur des articles [GR1,
G5]. Mais la variante la plus importante est celle qui permet de s’affranchir de la dépendance en
le discriminant du corps de nombres. On recherche une solution x non nulle non pas dans E
mais dans E ⊗Q. Un tel lemme de Siegel est dit absolu. Roy & Thunder ont obtenu un énoncé
de ce type dans [RT]. Nous présentons ici un raffinement de leur résultat, signalé par David &
Philippon [DP], qui se déduit d’une inégalité de Zhang relative aux minima successifs d’une variété
arithmétique [Zh].
Lemme de Siegel absolu. — Soit E un fibré adélique hermitien sur k, de dimension ν ≥ 1.
Alors il existe x ∈ (E ⊗Q) \ {0} tel que
hE(x) ≤ −µ̂(E) +
1
2
log ν.
L’énoncé de Roy & Thunder donne (ν − 1)/4 + ε au lieu de 12 log ν lorsque E est pur. Avec la
même hypothèse, Zhang montre que, pour tout ε > 0, il existe x ∈ E ⊗k Q de hauteur plus petite
que −µ̂(E) + (Hν − 1)/2+ ε, où Hν = 1+ 1/2+ · · ·+1/ν est le nombre harmonique (la constante
(1/2) log ν étant un majorant strict de (Hν − 1)/2 lorsque ν ≥ 2). A priori valide pour les fibrés
adéliques hermitiens purs sur k, cet énoncé reste vrai pour les fibrés adéliques hermitiens grâce au
corollaire 3.13 (et aux conséquences qui suivent).
Si, autrefois, dans les démonstrations de mesures d’indépendance linéaire de logarithmes, le
discriminant du corps de nombres était absorbé par des termes plus gros, aujourd’hui les mesures
sont devenues assez fines pour que ce discriminant devienne un facteur limitant. C’est la présence de
ce discriminant qui explique pourquoi l’énoncé principal de [G1] s’exprime au moyen d’un maximum
sur deux quantités. Comme il supprime cette imperfection, le lemme de Siegel absolu a pris une
grande importance ces dernières années, ainsi que le prouve son utilisation dans plusieurs articles
récents de la théorie des formes linéaires logarithmes [DH,AG,G3]. Le fait que l’on ne maîtrise pas
le (degré du) corps de nombres dans lequel vit la solution x est sans conséquence car, en définitive,
l’on est amené à effectuer une somme sur les différents plongements de ce corps, somme de laquelle
émerge directement hE(x). Néanmoins quelques soucis techniques peuvent surgir.
Tout d’abord, la hauteur de E peut s’avérer difficile à évaluer avec précision. Si, comme dans le
lemme de Siegel original, l’espace vectoriel E est défini par le système linéaire (7), la hauteur de E
se calcule au moyen des mineurs maximaux de la matrice A := (ai,j)i,j . En général, on estime la
taille de ces mineurs avec l’inégalité d’Hadamard (le déterminant d’une famille de vecteurs est plus
petit que le produit des normes hermitiennes de ces vecteurs), qui, in fine, fait ressortir la hauteur
des ai,j . Il arrive que les ai,j soient petits aux places archimédiennes (ce qui est très bien) mais
avec un dénominateur trop grand aux places ultramétriques. L’astuce consiste alors à trouver un
système
(8) ∀ i ∈ {1, . . . , µ},
ν∑
j=1
bi,jxj = 0 ,
équivalent à (7) et définissant ainsi le même espace vectoriel E, mais, où, cette fois-ci, les nombres
algébriques bi,j sont petits aux places ultramétriques et de tailles quelconques aux autres places.
Dans ce cas, la partie archimédienne de la hauteur de E est évaluée avec (7) et la partie ultramé-
trique avec (8). Cette technique fonctionne assez bien même si elle est parfois délicate à mettre en
œuvre (voir p. ex. la démonstration de la proposition 4.15 de [G3]).
Une autre difficulté est que les coefficients ai,j qui se présentent naturellement peuvent ne pas
être algébriques, même après renormalisation. Le système (7) ne possède alors en général aucune
solution algébrique hormis (0, . . . , 0). C’est pourquoi il est plus raisonnable de demander au lemme
de fournir une solution algébrique (x1, . . . , xν) non nulle au système d’inéquations
(9) ∀ i ∈ {1, . . . , µ},
∣∣∣∣∣∣
ν∑
j=1
ai,jxj
∣∣∣∣∣∣ ≤ ε
(ici ε est un nombre réel strictement positif). Un énoncé qui garantit l’existence d’une solution
algébrique non nulle à ce système d’inéquations est appelé lemme de Siegel approché. En voici
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un exemple (¶), extrait de l’article de Philippon & Waldschmidt [PW1], qui a servi à la construc-
tion de la fonction auxiliaire de plusieurs articles marquants de la théorie des formes linéaires de
logarithmes [PW1,PW2,H1,H2] (aussi utilisé dans [G1]) :
Lemme de Siegel approché. — Soit (ai,j), 1 ≤ i ≤ µ, 1 ≤ j ≤ ν, une matrice de nombres
complexes de rang ρ et A un nombre réel tel que max1≤i≤µ
∑ν
j=1 |ai,j | ≤ A. Soit H ∈ N \ {0} et
ε ∈ ]0,+∞[ tels que (
2µHA
ε
+ 1
)2ρ
< (H + 1)ν .
Alors il existe (x1, . . . , xν) ∈ Zν \ {0} tel que
max
1≤j≤ν
|xj | ≤ H et max
1≤i≤µ
∣∣∣∣∣∣
ν∑
j=1
ai,jxj
∣∣∣∣∣∣ ≤ ε.
Tout comme pour le lemme de Siegel original, la démonstration repose sur le principe des
tiroirs. S’il est facile de généraliser à un corps de nombres au moyen d’une Q-base (ξ1, . . . , ξD) de
ce corps, ceci fait intervenir la hauteur de cette base. Le corps considéré est souvent le corps de
nombres dans lequel vivent tous les nombres algébriques de la démonstration. En particulier, pour
les formes linéaires de logarithmes, la hauteur de (ξ1, . . . , ξD) est liée aux paramètres log a et log b.
Pour faire disparaître la dépendance en le corps de nombres ambiant, l’on peut imaginer écrire un
lemme de Siegel approché et absolu. Il s’avère qu’un lemme de Siegel (classique ou absolu) donne
automatiquement un lemme de Siegel approché par déformation des normes (‖), comme nous allons
l’expliquer maintenant.
Soit E = (E, (‖ · ‖E,σ)σ) et F = (F, (‖ · ‖F,σ)σ) des fibrés adéliques hermitiens sur un corps
de nombres k. Soit S un ensemble fini (non vide) de plongements de k. Pour tout σ ∈ S, soit
aσ : E ⊗σ Cp → F ⊗σ Cp une application Cp-linéaire et posons a := (aσ)σ∈S . On considère sur
E ⊗σ Cp la norme tordue par aσ :
∀x ∈ E ⊗σ Cp, ‖x‖Ea,σ := moyσ(‖x‖E,σ, ‖aσ(x)‖F ,σ).
Si σ 6∈ S, on pose ‖ · ‖Ea,σ := ‖ · ‖E,σ. Le couple Ea = (E, (‖ · ‖Ea,σ)) forme un fibré pré-adélique
hermitien sur k. Une condition suffisante pour qu’il soit adélique est que, pour tout σ : k →֒ Cp
dans S, pour tout automorphisme continu ι : Cp → Cp, on a ι ◦ σ ∈ S et les deux éléments de
F ⊗ι◦σ Cp que l’on obtient par les deux chemins du diagramme
(10) E ⊗σ Cp aσ //
id⊗ι

F ⊗σ Cp
id⊗ι

E ⊗ι◦σ Cp aι◦σ // F ⊗ι◦σ Cp
sont de même norme. De plus, si x ∈ E, on a hE(x) ≤ hEa(x) et ‖aσ(x)‖F ,σ ≤ ‖x‖Ea,σ pour σ ∈ S.
Dès lors, savoir majorer finement hEa(x), pour un vecteur x particulier, amène à établir un lemme
de Siegel approché. On note ‖aσ‖ la norme d’opérateur de aσ (voir paragraphe 3.6) :
‖aσ‖ := sup {‖aσ(x)‖F ,σ/‖x‖E,σ ; x ∈ E ⊗σ Cp \ {0}}.
Lemme de Siegel approché absolu. — Soit k un corps de nombres de degré D et S un en-
semble fini de plongements de k. Soit E et F deux fibrés adéliques hermitiens sur k. Pour tout
σ ∈ S, soit aσ : E ⊗σ Cp → F ⊗σ Cp une application Cp-linéaire, de rang ρσ, et de norme d’opé-
rateur ‖aσ‖. On suppose que Ea est un fibré adélique hermitien. Alors il existe x ∈ (E ⊗Q) \ {0}
tel que
hEa(x) ≤
1
νD
∑
σ∈S
ρσ logmoyσ (1, ‖aσ‖) +
1
2
log ν − µ̂(E)
¶. Cet exemple est dû en partie à Mignotte [Mi], qui s’est intéressé à la question dans les années 70. On pourra
aussi consulter le § 1.3 du chapitre 1 de [W1].
‖. A posteriori, nous nous sommes rendu compte que cette idée était déjà en substance dans l’article [Mi] de
Mignotte et qu’elle serait due à Mahler (voir [Ma]).
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(ici moyσ = moyp où p ∈ P est celui correspondant à σ : k →֒ Cp).
Une caractéristique importante du majorant est la présence des quotients ρσ/ν, qui seront
petits dans le contexte des formes linéaires de logarithmes (voir proposition 5.14). Dans un souci
d’efficacité, nous n’avons pas séparé les contributions des normes de x en les différents plongements
de Q, en exprimant simplement le résultat en termes de hauteur (globale) de x. Par ailleurs une
manière de procéder pour faire en sorte que Ea soit un fibré adélique hermitien est de considérer un
ensemble S0 de plongements σ : k →֒ Cp qui n’induisent pas la même valuation. Pour un plongement
conjugué à σ, c’est-à-dire pour σ′ = ι ◦ σ avec ι automorphisme continu de Cp, on choisit aσ′ de
sorte que le diagramme (10) vérifie la condition d’isométrie et l’on prend S = {σ′ ; σ ∈ S0} (le
cardinal de S est
∑
σ∈S0 [kσ : Qp]).
4.2. Démonstration du lemme de Siegel approché absolu. — En vertu du lemme de Siegel
absolu de Zhang appliqué à Ea, il suffit de montrer que
−µ̂(Ea) ≤ 1
νD
∑
σ∈S
ρσ logmoyσ (1, ‖aσ‖)− µ̂(E).
Par définition du degré adélique, pour toute k-base e1, . . . , eν de E, on a
µ̂(Ea)− µ̂(E) = − 1
νD
∑
p∈P
∑
σ:k→֒Cp
log
‖e1 ∧ · · · ∧ eν‖detEa,σ
‖e1 ∧ · · · ∧ eν‖detE,σ
.
Dans cette somme, seuls les σ ∈ S interviennent, les autres donnant des termes nuls. De plus, à
σ fixé, chacun des quotients ‖e1 ∧ · · · ∧ eν‖detEa,σ/‖e1 ∧ · · · ∧ eν‖detE,σ est indépendant du choix
de la base e1, . . . , eν de E ⊗σ Cp. Pour calculer ce quotient, supposons dans un premier temps que
σ est ultramétrique et considérons un nombre réel t ∈ ]0, 1] et une base t-orthogonale e1, . . . , eν de
E ⊗σ Cp telle que eρσ+1, . . . , eν soit une base de ker aσ [PGS, corollaire 2.3.21]. Alors, d’une part,
comme la norme sur le déterminant est une norme quotient, on a
‖e1 ∧ · · · ∧ eν‖detEa,σ ≤
ν∏
i=1
‖ei‖Ea,σ ≤
(
ν∏
i=1
‖ei‖E,σ
)
moyσ (1, ‖aσ‖)ρσ .
D’autre part, la base {ei1 ⊗ · · · ⊗ eiν , 1 ≤ i1, . . . , iν ≤ ν} de (E⊗σ Cp)⊗ν est tν -orthogonale [PGS,
corollaire 10.2.10, (vi)]. Si un vecteur x ∈ (E ⊗σ Cp)⊗ν a pour coordonnées (xi1,...,iν ) dans cette
base alors son image dans detE ⊗σ Cp est le vecteur
(∑
s∈Sν ε(s)xs(1),...,s(ν)
)
e1 ∧ · · · ∧ eν . On en
déduit que, pour tout x ∈ (E ⊗σ Cp)⊗ν , on a
‖e1 ⊗ · · · ⊗ eν + x‖detE,σ ≥ tν
(
ν∏
i=1
‖ei‖E,σ
)
max
s∈Sν\{id}
{|1 + x1,...,ν |p, |xs(1),...,s(ν)|p}.
Si, de plus, l’image de x dans detE ⊗σ Cp est nulle alors
∑
s∈Sν ε(s)xs(1),...,s(ν) = 0. De cette
relation et par inégalité ultramétrique, l’on déduit que le maximum ci-dessus est supérieur à 1 puis
que
‖e1 ∧ · · · ∧ eν‖detE,σ ≥ tν
ν∏
i=1
‖ei‖E,σ.
On a donc
‖e1 ∧ · · · ∧ eν‖detEa,σ
‖e1 ∧ · · · ∧ eν‖detE,σ
≤ t−ν moyσ (1, ‖aσ‖)ρσ .
Lorsque σ est archimédien, la même inégalité reste valide en choisissant la base (e1, . . . , eν) ortho-
normée (la preuve se simplifie car t = 1 convient). Ceci conduit à l’estimation
−µ̂(Ea) + µ̂(E) ≤ 1
νD
∑
σ∈S
ρσ logmoyσ (1, ‖aσ‖)−
cardS
D
log t.
On conclut en faisant tendre t vers 1.
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5. Démonstration du théorème 2.1
5.1. Canevas de la démonstration. — Nous utilisons la méthode de Baker non pas avec des
fonctions auxiliaires, ni avec des déterminants d’interpolation, ni avec la méthode des pentes. En
réalité, nous faisons un mélange entre la première et la dernière de ces méthodes, c’est-à-dire que
nous passons par la construction d’une section auxiliaire d’un certain fibré adélique hermitien. À
chaque étape de la démonstration nous conservons l’aspect intrinsèque des données. De la sorte
nous bénéficions de la souplesse de la méthode des fonctions auxiliaires et de la possibilité d’accéder
naturellement aux constantes numériques de la méthode des pentes. Concrètement, après avoir
modifié les données initiales de manière à être en mesure d’utiliser la réduction d’Hirata-Kohno
et le procédé de changement de variables de Chudnovsky, nous construisons un fibré adélique
hermitien E. L’espace vectoriel E sous-jacent est un espace de polynômes en plusieurs variables,
auquel sont adjointes des normes en tous les plongements de k. Ce fibré adélique E a la particularité
d’avoir une σ0-norme « tordue », ce qui constitue une des nouveautés de ce texte. Nous construisons
alors un élément s 6= 0 de E de petite hauteur au moyen du lemme de Siegel absolu. Le choix des
paramètres et le lemme de multiplicités de Philippon assurent qu’il existe un jet de s le long de
W (sous-espace construit à partir de W0) en un multiple de p = (u0, α1, . . . , αn) qui est non nul.
Ensuite nous évaluons la hauteur de ce jet, en distinguant les normes relatives aux plongements
ultramétriques de celles relatives aux plongements archimédiens. Le comportement du jet en σ0 et
tous ses conjugués est étudié à part. La majoration de sa norme repose sur une extrapolation sur les
dérivations (cas périodique) ou sur les multiples de p (cas non périodique), qui a été préparée par
la construction de s. C’est à cet endroit qu’apparaissent les valeurs absolues des formes linéaires
que nous cherchons à évaluer. Pour conclure, nous utilisons une variante de l’inégalité de Liouville
(lemme 3.6) pour minorer la hauteur de ce jet, qui fait intervenir la pente maximale arakelovienne
de l’espace naturel dans lequel vit le jet considéré.
5.2. Réductions. — Pour démontrer le théorème 2.1, l’on peut supposer que
(i) {u1, . . . , un} est une famille libre sur Q,
(ii) {ℓ1, . . . , ℓt} est une famille libre du dual (kn)v,
(iii) |(β1,0, . . . , βt,0)|2,σ0 ≤ 1 lorsque σ0 est archimédien (∗∗),
(iv) si n = 1 (et donc t = 1) alors β1,0 6= 0.
En effet, considérons un ensemble I tel que (ui)i∈I soit une base du Q-espace vectoriel engendré
par u1, . . . , un. Posons J = {1, . . . , n} \ I. Pour j ∈ J , la famille {ui}i∈I ∪ {uj} est liée sur Q. Le
lemme 7.19 de [W3, p. 222] assure l’existence de nombres rationnels θj,i tels que uj =
∑
i∈I θj,iui
et
h(θj,i) ≤ (n− 1) log(11(n− 1)D3) + log
n∏
l=1
log al
pour tous j, i. En utilisant la définition de a, on a
h(θj,i) ≤ (n− 1) log(11(n− 1)) + 3(n− 1)
(
log
D
log e
+ log log e
)
+ n
a log e
D
puis, comme a log eD ≥ max (1, log Dlog e), on trouve
h(θj,i) ≤ ((n− 1) log(11(n− 1)) + 4n− 3)
(
a log e
D
+ log log e
)
≤ 2n2
(
a log e
D
+ log log e
)
.
Par ailleurs, chaque ℓj(u), 1 ≤ j ≤ t, est la valeur d’une forme linéaire Lj en les ui, i ∈ I, avec des
coefficients de la forme
β′j,i := βj,i +
∑
m 6∈I
βj,mθm,i.
∗∗. Cette hypothèse sera utile uniquement pour le cas périodique, § 5.12.2.
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Pour un tel coefficient on a
|β′j,i|σ ≤ nǫσ max (1, |βj,i|σ)
∏
m 6∈I
max (1, |βj,m|σ)max (1, |θm,i|σ)
ce qui conduit à la borne de la hauteur
h(β′j,i) ≤ logn+ nmax
m,ℓ
{h(βm,ℓ)} + nmax
m,i
{h(θm,i)}
≤ (n+ logn) log b
D
+ 2n3
(
a log e
D
+ log log e
)
≤ 2n
3
D
(log b+ a log e+D log log e) .
De cette famille {L1, . . . , Lt} de formes linéaires sur kI , l’on peut extraire une famille libre maxi-
male, qui comporte exactement s = dimTu−dim(W0∩Tu) éléments. Notons S le sous-ensemble de
{1, . . . , t} qui indexe la famille libre choisie. Pour tout j ∈ {1, . . . , t}, on a Λj = βj,0+Lj((ui)i∈I) et
le maximum des |Λj|p0 que l’on cherche à minorer est plus grand quemaxs∈S {|βs,0 + Ls((ui)i∈I)|p0}.
De la sorte l’on s’est donc bien ramené aux conditions (i) et (ii) ci-dessus. Pour la condition (iii),
il suffit de diviser tous les nombres βi,j par le premier entier supérieur à |(β1,0, . . . , βt,0)|2,σ0 . Cet
entier est plus petit que nb. Enfin pour la condition (iv), lorsque n = 1 et β1,0 = 0, il n’y a qu’une
seule forme linéaire Λ1 = β1,1u1. L’inégalité de Liouville donne log |β1,1|σ0 ≥ −Dh(β1,1). De plus,
si σ0 est ultramétrique, on a |u1|σ0 = |α1 − 1|σ0 et, si σ0 est archimédien, on a
|α1 − 1|σ0 =
∣∣∣∣u1 ∫ 1
0
etu1 dt
∣∣∣∣
σ0
≤ |u1|σ0
∫ 1
0
et dt ≤ 2|u1|σ0
lorsque |u1|σ0 ≤ 1. De plus, dans tous les cas, log |α1 − 1|σ0 ≥ −Dh(α1 − 1) ≥ −D(h(α1) + log 2).
On obtient donc
log |Λ1|σ0 ≥ − log b−D(log a1 + 2 log 2)
≤ −2(log b+ log e)
(
1 +
D log a1
log e
)
et le théorème 2.1 est vrai. On peut donc supposer la condition (iv) vérifiée.
Les estimations faites des hauteurs des coefficients des Ls montrent que le théorème 2.1 découle
de l’énoncé suivant (les notations sont celles du théorème 2.1).
Théorème 5.1. — Supposons que {u1, . . . , un} et {ℓ1, . . . , ℓt} sont des familles libres surQ. Alors,
pour tout j ∈ {1, . . . , t}, on a Λj 6= 0 et
log max
1≤j≤t
|Λj |p0 ≥ −(4n)90n
2
a1/t(log b+ a log e)
n∏
j=1
(
1 +
D log aj
log e
)1/t
.
De plus, si t = 1 et β1,0 6= 0, la quantité log b+ a log e qui est dans le minorant peut être remplacée
par log b+ log e+D log a.
Le fait qu’aucun des Λj n’est nul est une conséquence du théorème de Baker qui affirme que la
famille {1, u1, . . . , un} est libre sur Q lorsque {u1, . . . , un} l’est sur Q. La constante (4n)91n2 qui
est dans le théorème 2.1 est un majorant simple de (4n)90n
2
(2n3 + 1), le terme 2n3 venant de la
majoration des hauteurs des β′j,i donnée plus haut. Le théorème 1.1 donné dans l’introduction est
une conséquence immédiate de l’énoncé 5.1 en choisissant aj = a pour tout j ∈ {1, . . . , n}. Il faut
toutefois prendre garde que la valeur de a dans le théorème 1.1 n’est pas tout à fait celle que l’on
obtiendrait en particularisant la valeur de a qui est dans le théorème 2.1 car log
∏n
j=1 aj = n log a.
C’est la raison pour laquelle nous avons la constante (4n)91n
2
dans le théorème 1.1, constante qui
majore (4n)90n
2
max {1, logn}2.
La suite de l’article concerne la démonstration du théorème 5.1. En particulier, dans toute la
suite, nous supposerons que les familles {u1, . . . , un} et {ℓ1, . . . , ℓt} sont des familles libres sur Q.
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5.3. Préparatifs. — Avant de commencer la démonstration du théorème 5.1, il nous est utile
de modifier les données brutes du paragraphe 2.1.
Rappelons que W0 désigne le sous-espace vectoriel de kn intersection des noyaux des formes
linéaires ℓi, i ∈ {1, . . . , t}. Soit G0 le spectre de l’algèbre symétrique S ((kn/W0)v). C’est un schéma
en groupes affine sur Spec k, dont l’espace tangent à l’origine s’identifie canoniquement au quotient
kn/W0. Notons G le k-groupe algébrique linéaire G0 ×Gnm. Soit λ : kn → kn/W0 la projection
canonique et W le sous-espace de l’espace tangent à l’origine tG = (kn/W0) ⊕ kn défini comme
l’ensemble des vecteurs de la forme (λ(y), y) avec y ∈ kn. Le fibré adélique hermitien (kn, | · |2)
confère à kn/W0 et à tG des structures adéliques hermitiennes, respectivement par quotient et
par somme directe orthogonale. Nous noterons kn/W0 et tG les fibrés adéliques hermitiens ainsi
obtenus. Comme sous-espace vectoriel de (kn, | · |2), l’espace W0 hérite d’une structure de fibré
adélique hermitien W0 et l’on note h(W0) sa hauteur d’Arakelov au sens du § 3. Par hermitianité,
cette quantité est aussi le degré d’Arakelov de kn/W0. À une constante qui ne dépend que de
n près, elle est bornée par maxi,j {1, h(βi,j)}, terme qui apparaît dans la définition de log b du
théorème 2.1. Plus précisément on a la
Proposition 5.2. — La hauteur d’Arakelov de W0 vérifie l’inégalité
Dmax {1, h(W0)} ≤ n3 log b.
Démonstration. — Si n = t alorsW0 = {0} et la proposition est vraie. Nous supposons maintenant
t ≤ n − 1. L’application kn → kt qui à z = (z1, . . . , zn) associe (ℓ1(z), . . . , ℓt(z)) se factorise en
un isomorphisme ϕ : kn/W0 → kt de k-espaces vectoriels. Pour tout i ∈ {1, . . . , t} et pour tout
plongement σ : k →֒ Cp, l’inégalité de Cauchy-Schwarz fournit la majoration
|ℓi(z1, . . . , zn)|σ ≤ ‖ℓi‖(kn,|·|2)v,σ‖z‖kn/W0,σ
avec
‖ℓi‖(kn,|·|2)v,σ = moyp(|βi,1|σ, . . . , |βi,n|σ).
Par conséquent, la norme d’opérateur ‖ϕ‖σ de ϕ entre kn/W0 et (kt, | · |2) est plus petite que
|(βi,j)i,j |2,σ. Ainsi on a
h(W0) = d̂egn(k
n/W0) ≤ d̂egn(kt, | · |2) +
t
D
∑
p∈P
∑
σ:k→֒Cp
log ‖ϕ‖σ
≤ 0 + th(knt,|·|2)((βi,j)i,j)
≤ t
2
log(nt) + nt2
log b
D
(la première inégalité est une inégalité de pentes classique, voir p. ex. le lemme 6.3 de [G4]). On
conclut au moyen des majorations suivantes :
t
2
log(nt) + nt2 ≤ (n− 1)
2
log(n(n− 1)) + n(n− 1)2
≤ n logn+ n3 − n(2n− 1)
≤ n3 − n2 + n ≤ n3
car logn ≤ n.
L’isomorphisme ϕ défini ci-dessus permet de définir u′0 := ϕ
−1(u0) ∈ kn/W0. Dans la suite,
nous confondrons u′0 avec u0. Nous ne garderons que la notation u0, le contexte permettant de
distinguer s’il s’agit de u′0 ∈ kn/W0 ou bien de u0 ∈ kt.
Par ailleurs, plutôt que minorer max {|Λi|p0 ; 1 ≤ i ≤ t}, nous allons minorer la norme de u0 −
λ(u), norme relative à kn/W0 au plongement σ0. Ceci est rendu possible par le résultat suivant :
Proposition 5.3. — On a ‖u0 − λ(u)‖kn/W0,σ0 ≤ bn
3
(
√
t)ǫ0 max1≤i≤t |Λi|p0 .
Démonstration. — Si n = t alors W0 = {0} et ‖u0 − λ(u)‖kn/W0,σ0 = |(Λ1, . . . ,Λt)|2,σ0 . La propo-
sition est vraie dans ce cas et, dans la suite, nous supposons t ≤ n − 1. Comme ϕ(u0 − λ(u)) =
−(Λ1, . . . ,Λt) on a
‖u0 − λ(u)‖kn/W0,σ0 ≤ ‖ϕ
−1‖σ0 |(Λ1, . . . ,Λt)|2,σ0 ≤ ‖ϕ−1‖σ0(
√
t)ǫ0 max
1≤i≤t
|Λi|p0
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où, si σ est un plongement de k, ‖ϕ−1‖σ désigne la norme d’opérateur de ϕ−1σ : (Ctp, | · |2,σ) →
(kn/W0 ⊗σ Cp, ‖ · ‖kn/W0,σ). On a ‖ϕ−1‖σ ≤ ‖ϕ‖t−1σ ‖ detϕ‖−1σ (voir [G4, lemme 7.2] p. ex.) et
‖ detϕ‖σ ≤ ‖ϕ‖tσ par 1 ≤ ‖ϕ‖σ‖ϕ−1‖σ. On en déduit
h(W0) = d̂egnk
n/W0 = h(detϕ) ≤ t
D
∑
σ
logmax (1, ‖ϕ‖σ)− log ‖ϕ
−1‖σ0
D
.
De plus h(W0) ≥ 0 car si ei1 , . . . , eit sont des vecteurs de la base canonique de kn dont les réductions
ei1 , . . . , eit modulo W0 forment une base de k
n/W0, on a
h(W0) = − 1
D
∑
p∈P
∑
σ:k→֒Cp
log ‖ei1 ∧ · · · ∧ eit‖∧t(kn/W0),σ
≥ − 1
D
∑
p∈P
∑
σ:k→֒Cp
log(‖ei1‖kn/W0,σ · · · ‖eit‖kn/W0,σ)
≥ − 1
D
∑
p∈P
∑
σ:k→֒Cp
log(|ei1 |2,σ · · · |eit |2,σ) = 0.
Par ailleurs la norme ‖ϕ‖σ est inférieure à |(βi,j)i,j |2,σ. On en déduit
log ‖ϕ−1‖1/Dσ0 ≤
t
D
∑
p∈P
∑
σ:k→֒Cp
logmax (1, |(βi,j)i,j |2,σ)
≤ t(log
√
nt+ nt)
log b
D
.
On conclut en majorant t(log
√
nt+nt) par n3 comme nous l’avons fait à la fin de la proposition 5.2,
en tenant compte de t ≤ n− 1.
5.4. Choix des paramètres. — Soit C0 := (4n)10n. Posons y := 0 si t = 1 et β1,0 6= 0 et y := 1
sinon. Soit S0 := C0a et S := C30a. Soit U0 > 0 un nombre réel défini un peu plus loin (voir (13)).
Soit D˜0, . . . , D˜n, T˜ , T˜0 les nombres réels donnés par les formules suivantes :
T˜0 :=
C0U0
S log e
, T˜ := C20 T˜0,
D˜0 :=
U0
log b+D logS + Sy log e
(la présence du paramètre y au dénominateur explique le raffinement donné dans le théorème 5.1
lorsqu’il n’y a qu’une seule forme linéaire, non homogène) et
∀ i ∈ {1, . . . , n}, D˜i := U0
S log e+DS log ai
·
Notons k une clôture algébrique de k dans Cp0 . Un sous-groupe algébrique connexe G
′ de G se
décompose sur k en un produit G′0 ×G′m avec G′0 (resp. G′m) un sous-groupe algébrique connexe
de G0 (resp. Gnm). Posons
(11) t′ := dimG′0, n
′ := dimG′m, r
′ := codimGG′, λ′ := codimW (W ∩ tG′).
De simples considérations d’algèbre linéaire montrent que
(12) r′ − λ′ = t− dim(tG′0 + λ(tG′m)) ≤ min {t− t′, n− n′}.
Par ailleurs, les groupes algébriques G0 et G admettent des compactifications naturelles X0 :=
P(k ⊕ (kn/W0)v) et X := X0 × (P1k)n. À une sous-variété V de Xk est associé un polynôme
dit de Hilbert-Samuel HV à n + 1 variables (en prenant l’adhérence de Zariski de V dans Xk).
Soit H(V ;X0, . . . , Xn) la partie homogène de plus haut degré de HV multipliée par (dim V )!.
Les coefficients de H sont des entiers positifs de somme égale au degré de V . Par exemple, on
a H(G;X0, . . . , Xn) =
(n+t)!
t! X
t
0X1 · · ·Xn (pour les propriétés de H nous renvoyons au texte de
Roy [W3, chapitre 5]). Posons
p := (u0, α1, . . . , αn) et Σp(S) := {0G, p, 2p, . . . , Sp}.
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Lorsque W + tG′ 6= tG (et en particulier t′ 6= t), on pose
x(G′) :=
 T˜ λ′ card
(
Σp(S)+G
′(Cp0)
G′(Cp0)
)
H(G′; D˜0, . . . , D˜n)
C0H(G; D˜0, . . . , D˜n)

1
t−t′
·
Soit x le minimum des nombres réels x(G′) lorsque G′ parcourt les sous-groupes algébriques
connexes de G tels que W + tG′ 6= tG (l’existence de x découle d’un argument standard, expliqué
par exemple à la page 734 de [G2]). Soit G˜ = G˜0 × G˜m un sous-groupe algébrique vérifiant ces
conditions et tel que x = x(G˜), auquel on adjoint les entiers t˜, n˜, r˜, λ˜ définis par (11). Nécessaire-
ment on a n˜ < n car sinon tG˜+W = tG. Notons T := [T˜ ], D0 := [xD˜0] et, pour tout i ∈ {1, . . . , n},
Di := [D˜i]. L’homogénéité de la fonction H permet de voir que la quantité U
(r′−λ′)/(t−t′)
0 x(G
′) ne
dépend pas de U0, lorsque G′ varie parmi les sous-groupes autorisés. En observant que {0} fait
partie de ces sous-groupes, nous pouvons choisir U0 de sorte que x({0}) ≤ 1 (et, en particulier, on
a x ∈ ]0, 1]). Concrètement, la condition x({0}) ≤ 1 est satisfaite si l’on choisit U0 égal à
(13) C(3n−1)/t0
{
t! card(Σp(S))
(n+ t)!
n∏
i=1
(
1 +
D log ai
log e
)}1/t
× (log b+D logS + Sy log e).
On notera que card(Σp(S)) = S + 1 sauf, éventuellement, si toutes les conditions p0 = ∞, n = 1,
β1,0 = 0 et u1 ∈ Qiπ sont remplies. Mais ce cas est exclu par la réduction (iv) faite au début du
§ 5.2. On a donc card(Σp(S)) = S + 1. L’expression (13) de U0 permet de justifier les estimations
suivantes.
Proposition 5.4. — Les propriétés suivantes sont satisfaites :
(i) C0max {1, D˜0/S1−y, D˜1, . . . , D˜n} ≤ T˜0,
(ii) D0 6= 0 et C0 ≤ max1≤j≤n {D˜j} (en particulier l’un au moins des Dj, 1 ≤ j ≤ n, n’est pas
nul),
(iii) D log a ≤ 2a log e,
(iv) T log(4D˜0) ≤ (10n logC0)U0/D.
Démonstration. — Si les inégalités (i) et (ii) se vérifient aisément à partir des valeurs des pa-
ramètres, il n’est pas entièrement évident que D0 est non nul, en raison du x devant D˜0. Pour
voir cela, on reprend l’argumentation du lemme 5.1, (iii), de [G2] qui repose sur une propriété de
décroissance d’un quotient de fonctions H et sur l’inégalité λ˜ ≥ n− n˜ ≥ 1. On a(
xD˜0
)t−t˜
≥ T˜
λ˜
H(G˜; D˜0, . . . , D˜n)D˜
t−t˜
0
C0H(G; D˜0, . . . , D˜n)
≥ T˜
λ˜
C0
(
n+t
t
)
max1≤i≤n {D˜i}
n−n˜
≥ C
3λ˜−1
0
(n+ t)!
(grâce à (i)).
La valeur de C0 entraîne alors (xD˜0)t−t˜ ≥ 1 puis D0 ≥ 1. Venons-en maintenant à (iii) et (iv) qui
requièrent aussi quelques détails. Tout d’abord, on a
log a = log
(
a log e
D
D
log e
)
≤ 2a log e
D
(car log x ≤ x si x ≥ 1), ce qui donne (iii). Par ailleurs, les définitions de T et D˜0 combinées avec
la valeur (13) de U0 donnée ci-dessus impliquent
T log(4D˜0) ≤ U0
a log e
log
(
C3n+30 a
n∏
i=1
(
1 +
D log ai
log e
))
·
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En majorant le produit qui est dans le logarithme du majorant par(
1 +
D
log e
log
n∏
i=1
ai
)n
≤
(
1 + exp
{
2a log e
D
})n
on a
T log(4D˜0) ≤ U0
a log e
(
(3n+ 3) logC0 + log a+ 3n
a log e
D
)
·
On utilise alors (iii) pour majorer log a et conclure.
Désignons par Ωσ0 l’ensemble {0} × (2iπZ)n si σ0 est archimédien et l’ensemble {0} sinon.
Définition 5.5. — Nous dirons que nous sommes dans le cas périodique s’il existe un entier
m ∈ {1, . . . , (n + t)S} tel que m(u0, u) ∈ tG˜(Cp0) + Ωσ0 , et que nous sommes dans le cas non
périodique dans le cas contraire.
Dans le cas périodique, la lettre Υ désigne l’ensemble des couples (m, τ) avec m ∈ {0, 1, . . . , (n+
t)S} et τ = (τ1, . . . , τn) ∈ Nn qui vérifie
∑n
i=1 τi ≤ 2(n+t)T et τn ≤ T0. Dans le cas non périodique,
Υ est l’ensemble des couples (m, τ) avec m ∈ {0, 1, . . . , S0 − 1} et τ = (τ1, . . . , τn) ∈ Nn qui vérifie∑n
i=1 τi ≤ 2(n+ t)T . Dans les deux cas, nous notons µ le cardinal de Υ.
Remarque 5.6. — Comme la famille {u1, . . . , un} est libre sur Q, être dans le cas périodique
implique que le plongement σ0 est archimédien et que la famille {2iπ, u1, . . . , un} est liée sur Q
(c’est-à-dire α1, . . . , αn multiplicativement dépendants). Comme il ne peut exister qu’une seule
relation, à multiplication par un scalaire non nul près, entre 2iπ et les uj (sinon existerait une
relation non triviale entre les uj), le groupe G˜m est de dimension n − 1 et son espace tangent
contient W0.
5.5. Charnière de la démonstration et compléments au cas périodique. — Le groupe
algébrique G˜m est de dimension n˜ ≤ n − 1. En particulier, comme {u1, . . . , un} est libre sur Q
on a u 6∈ t
G˜m
(Cp0). Par conséquent les vecteurs (u0, u) et (λ(u), u) n’appartiennent pas à l’espace
tangent du groupe algébrique G˜(Cp0). L’intersection W ∩ tG˜ est donc un sous-espace strict de
W (car ce dernier contient (λ(u), u)). Si σ0 est archimédien, fixons alors une base orthonormée
w := (w1, . . . , wn) de W ⊗σ0 Cp0 qui provient de W ⊗σ0 R lorsque σ0 est un plongement réel et
qui possède en outre les deux propriétés suivantes :
(i) (w1, . . . , wn) est une base de (W ∩ tG˜)⊗σ0 Cp0 (le n gothique est la dimension de W ∩ tG˜),
(ii) si u := (u1, . . . , un) ∈ Cnp0 désigne le vecteur des coordonnées de (λ(u), u) dans la base
(w1, . . . , wn) alors |un|p0 = max {|uj|p0 ; n+ 1 ≤ j ≤ n}.
Dans le cas périodique (et cette hypothèse implique maintenant que nécessairement σ0 est archi-
médien puisque (u0, u) 6∈ tG˜(Cp0)), l’on sait minorer |un|p0 de la manière suivante. Il existe un
entier m ∈ {1, . . . , (n+ t)S}, x ∈ tG˜(C) et ω ∈ (2iπZ)n \ {0} tels que m(u0, u) = x + (0, ω). Soit
dσ0 la distance sur tG(Cp0) induite par la norme ‖ · ‖tG,σ0 . L’inégalité de Cauchy-Schwarz montre
que |un|p0 est minoré par
dσ0(m(λ(u), u), tG˜(C))
m
√
n
=
dσ0((m(λ(u) − u0), ω), tG˜(C))
m
√
n
≥ dσ0(ω, tG˜m(C))
(n+ t)S
√
n
·
À ce stade, nous aurons besoin d’un résultat que l’on trouve en substance dans [BP] et de manière
plus explicite dans la démonstration de la proposition 6.1 de [Ré]. Pour x ∈ Rn, on note |x|1 la
somme des valeurs absolues des composantes de x.
Lemme 5.7. — Soit H un sous-groupe algébrique connexe de Gnm, de dimension h ∈ {1, . . . , n−1}.
Alors il existe une famille libre {hi := (hi,1, . . . , hi,n) ; 1 ≤ i ≤ n− h} de Zn telle que
(i) H = {(x1, . . . , xn) ∈ Gnm ; ∀ i ∈ {1, . . . , n− h},
∏n
j=1 x
hi,j
j = 1}
(ii)
∏n−h
i=1 |hi|1 ≤ (n−h)!h! degH (le degré est relatif au plongement usuel Gnm →֒ (P1)n).
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En utilisant ce lemme, nous allons minorer dσ0(ω, tG˜m(C)) de la manière suivante. Ce lemme
appliqué à H = G˜m, qui est de dimension n − 1 d’après la remarque 5.6, donne l’existence
d’un vecteur h de Zn qui forme une base de l’orthogonal de t
G˜m
(C) dans (Cn, | · |2,σ0) avec
|h|1 ≤ (deg G˜m)/(n − 1)!. Ainsi la projection ω′ de ω sur cet orthogonal est de norme égale à
dσ0(ω, tG˜m(C)). Par Cauchy-Schwarz, le produit hermitien ω.h est de valeur absolue inférieure à
|h|2,σ0 |ω′|2,σ0 . De plus ce produit est non nul car ω 6∈ tG˜m(C) et il appartient à 2iπZ. Comme
|h|2,σ0 ≤ |h|1, on en déduit l’inégalité
dσ0(ω, tG˜m(C)) ≥
2π(n− 1)!
deg G˜m
puis
|un| ≥
(
2π(n− 1)!
(n+ t)
√
n
)
1
S deg G˜m
≥
(
π(n− 1)!
n
√
n
)
1
S deg G˜m
car t ≤ n. On vérifie alors que le premier quotient à droite est supérieur à 1 ce qui conduit à
l’énoncé suivant.
Proposition 5.8. — Dans le cas périodique, on a |un|−1 ≤ S deg G˜m.
Pour être utile, cette proposition devra être couplée avec le résultat suivant.
Proposition 5.9. — Dans le cas périodique, on a deg G˜m ≤ C−20
(
n+t
t
)
D˜0.
Démonstration. — Par définition de G˜, on a x(G˜) ≤ x({0}) ≤ 1 et la définition de x(G˜) entraîne
alors la majoration
(14)
T˜ λ˜H(G˜; D˜0, . . . , D˜n)
C0H(G; D˜0, . . . , D˜n)
≤ 1.
En décomposant la fonction H sur les parties G0 et Gnm et en utilisant la décroissance des fonctions
partielles
xi 7→ H(G˜; D˜0, . . . , xi, . . . , D˜n)
H(G; D˜0, . . . , xi, . . . , D˜n)
,
l’inégalité (14) devient
(15) T˜ λ˜ deg G˜m ≤ C0
(
n+ t
t
)
(D˜0)
t−t˜max
(
D˜1, . . . , D˜n
)n−n˜
.
D’après la remarque 5.6, on a dim G˜m = n˜ = n−1. La formule (12) donne λ˜ = dim(tG˜0+λ(tG˜m))−
t˜+ 1 et t− dim(tG˜0 + λ(tG˜m)) ≤ 1. De (15) on tire alors la majoration T˜
max
(
D˜0, . . . , D˜n
)
λ˜ ≤ C0(n+tt )D˜0
deg G˜m
·
Si y = 1 la proposition 5.9 découle de T˜ ≥ C30 max
(
D˜0, . . . , D˜n
)
(proposition 5.4, (i)). Si y = 0 on
a t = 1 par définition de y et, en utilisant λ˜ ≥ 1 et t˜ ≥ 0, l’inégalité (15) se simplifie en
T˜
max
(
D˜1, . . . , D˜n
) ≤ C0(n+tt )D˜0
deg G˜m
·
Le minorant est supérieur à C30 et la proposition s’en déduit.
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5.6. Lemme de multiplicités. — Au § 3.7, nous avons introduit la notion de polynôme multi-
homogène. Elle va nous permettre de définir un espace vectoriel dans lequel sera la section auxiliaire
que nous allons construire au § 5.10. Soit E0 := k ⊕ (kn/W0) et, pour i ∈ {1, . . . , n}, Ei := k ⊕ k.
Posons
E := SD0(Ev0)⊗k
n⊗
i=1
SDi(Evi ).
Pour un plongement σ : k →֒ Cp, soit s ∈ E⊗σCp et considérons Fs,σ : (kn/W0)⊗σCp×
∏n
i=1 Tp →
Cp l’application qui à (z0, z1, . . . , zn) associe
(16) Fs,σ(z0, z1, . . . , zn) = s((1, z0), (1, ez1), . . . , (1, ezn))
(dans cette écriture nous avons identifié k et son dual via la base canonique).
Définition 5.10. — Soit ℓ ∈ N et x = (x0, x1, . . . , xn) ∈ G(Cp). On dit qu’un polynôme s ∈
E ⊗σ Cp s’annule au point x à l’ordre ℓ le long de W si l’application
(z1, . . . , zn) 7→ s((1, x0 + λ(z1, . . . , zn)), (1, x1ez1), . . . , (1, xnezn))
s’annule à l’ordre ℓ en (0, . . . , 0), i. e. si la série formelle en les variables z1, . . . , zn définie par cette
application est un élément de l’idéal (z1, . . . , zn)ℓ de Cp[[z1, . . . , zn]].
Si le point x est l’image du vecteur (z0, z1, . . . , zn) ∈ (kn/W0)⊗σCp×
∏n
i=1 Tp par l’application
exponentielle de G(Cp) alors dire que s s’annule au point x à l’ordre ℓ le long de W équivaut à
dire que l’application
(z1, . . . , zn) 7→ Fs,σ(z0 + λ(z1, . . . , zn), z1 + z1, . . . , zn + zn)
s’annule à l’ordre ℓ au point (0, . . . , 0).
Passons maintenant au résultat principal de ce paragraphe.
Proposition 5.11. — Aucun élément non nul de E ⊗σ Cp ne s’annule le long de W à l’ordre
(n+ t)T en tous les points de l’ensemble {0G, p, . . . , (n+ t)Sp}.
La démonstration est presque la même que celle de la proposition 5.3 de [G2], où le rôle joué
par Gnm était dévolu à une variété abélienne. Ici, il y a quelques simplifications qui augmentent la
clarté de la preuve. C’est la raison pour laquelle nous la reproduisons ci-après, sous une forme un
peu abrégée.
Démonstration. — Supposons cet énoncé faux et qu’un tel polynôme existe. D’après le lemme de
multiplicités [Ph], il existe un sous-groupe algébrique connexe G⋆0 (resp. G
⋆
m) de G0,Cp (resp. de
Gnm,Cp) tel que G
⋆ := G⋆0 ×G⋆m 6= GCp et
(17) T λ
⋆
card
(
Σp(S) +G
⋆(Cp)
G⋆(Cp)
)
H(G⋆;D′0, . . . , D
′
n) ≤ H(G;D′0, . . . , D′n)
où D′i := max {1, Di} pour tout i ∈ {1, . . . , n}. Nous allons montrer que cette inégalité ne peut pas
être satisfaite en distinguant deux cas. Quitte à permuter les facteurs dans Gnm, l’on peut supposer
D1 ≤ · · · ≤ Dn sans perte de généralité.
Premier cas : tG⋆ + W ⊗σ Cp = tGCp , c’est-à-dire λ⋆ = r⋆. De l’inégalité (17) l’on déduit
l’existence la majoration
card
(
Σp(S) +G
⋆(Cp)
G⋆(Cp)
)
≤ (n+ t)!
t!
(
D0
T
)t−t⋆ (
Dn
T
)n−n⋆
·
En observant que le cardinal à gauche vaut S + 1 lorsque t = 1 et t⋆ = 0, la première propriété de
la proposition 5.4 contredit cette inégalité.
Second cas : tG⋆ +W ⊗σ Cp 6= tGCp . En particulier on a t⋆ 6= t. Soit κ le plus petit entier de
{1, . . . , n} tel que Dκ ≥ 1. Soit πκ : Gnm → Gn−κ+1m la projection sur les n−κ+1 derniers facteurs.
Posons G⋆κ := G
⋆
0 ×Gκ−1m × πκ(G⋆m). Une propriété de la fonction H assure que
H(πκ(G
⋆
m);Dκ, . . . , Dn) ≤ H(G⋆m;D1, . . . , Dn),
ce qui entraîne
H(G;D′0, . . . , D
′
n)
H(G⋆;D′0, . . . , D′n)
≤ n! H(G; D˜0, . . . , D˜n)
H(G⋆κ; D˜0, . . . , D˜n)
xt−t
⋆
.
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De plus, comme G⋆ ⊆ G⋆κ on a λ⋆κ := codimW (W ∩ tG⋆κ) ≤ λ⋆ et
card
(
Σp(S) +G
⋆
κ(Cp)
G⋆κ(Cp)
)
≤ card
(
Σp(S) +G
⋆(Cp)
G⋆(Cp)
)
·
De la sorte l’on obtient une inégalité analogue à (17) avec le sous-groupe algébrique G⋆κ :
(18) T λ
⋆
κ card
(
Σp(S) +G
⋆
κ(Cp)
G⋆κ(Cp)
)
H(G⋆κ; D˜0, . . . , D˜n) ≤ n!H(G; D˜0, . . . , D˜n)xt−t
⋆
.
En reprenant l’étude du premier cas (on a bien G⋆κ 6= GCp car t⋆ 6= t) et compte tenu du fait que
x ≤ 1, on montre que λ⋆κ 6= r⋆κ. Ceci signifie que tG⋆κ +W ⊗σCp 6= tGCp et la majoration (18) entre
alors en contradiction avec la définition de x.
5.7. Fibré adélique hermitien des sections auxiliaires. — Reprenons l’espace vectoriel E
défini au début du § 5.6 et notons ν := dimE sa dimension. L’objectif de ce paragraphe est de munir
E d’une structure de fibré adélique hermitien assez particulière de manière à permettre d’extrapoler
plus tard sur les dérivations. Tout d’abord, les espaces Ei qui entrent dans la définition de E sont
naturellement munis d’une structure adélique hermitienne : pour E0 = k ⊕ kn/W0 on choisit la
structure quotient du fibré (kn, | · |2) sur kn/W0 et l’on fait une somme directe hermitienne avec
k (muni de sa collection de valeurs absolues) ; pour i ∈ {1, . . . , n}, on a Ei = k ⊕ k et l’on prend
simplement la norme | · |2 de k2. Comme nous l’avons décrit au § 3.7, ces structures hermitiennes
confèrent à E une première structure de fibré adélique hermitien pur E := (E, (‖ · ‖σ)σ). Mais
ce n’est pas tout à fait cette structure que l’on va mettre sur E. Pour les normes relatives au
plongement σ0 et à ses conjugués, nous allons ajouter une quantité supplémentaire, comme nous
l’avons fait au § 4 pour établir le lemme de Siegel approché absolu.
Normes particulières. — Soit (e1, . . . , en) la base canonique de kn. Si σ0 est ultramétrique, la
famille w := {wi := (λ(ei), ei) ; 1 ≤ i ≤ n} forme une base orthonormée de W ⊗σ0 Cp0 . En effet,
pour tout z =
∑n
i=1 ziei ∈ Cnp0 , on a z := (λ(z), z) =
∑n
i=1 ziwi ∈W ⊗σ0 Cp0 et
‖z‖tG,σ0 = max (‖λ(z)‖kn/W0,σ0 , |z|2,σ0) = |z|2,σ0
par propriété de la norme quotient. Dans le cas d’un plongement σ0 archimédien, on note (w1, . . . , wn)
la base orthonormée de W ⊗σ0 Cp0 introduite au § 5.5. La famille {(λ(ei), ei); 1 ≤ i ≤ n}
est une base de W , dans laquelle les vecteurs wi peuvent s’écrire : il existe des formes linéaires
{li(z1, . . . , zn); 1 ≤ i ≤ n} ⊆ (Cnp0)v telles que
(19) ∀ (z1, . . . , zn) ∈ Cnp0 ,
n∑
i=1
ziwi =
n∑
i=1
li(z1, . . . , zn)(λ(ei), ei).
Les coefficients des li sont dans le complété kσ0 de σ0(k) dans Cp0 : c’est évident si σ0 est complexe
ou si σ0 est ultramétrique car li(z1, . . . , zn) = zi, et c’est aussi vrai si σ0 est un plongement réel
car dans ce cas wi a été choisi dans W ⊗k kσ0 . Pour s ∈ E ⊗σ0 Cp0 , m ∈ N et τ ∈ Nn, notons
1
τ !D
τ
wFs,σ0(m(u0, u)) le τ
ème coefficient de Taylor à l’origine de l’application
z = (z1, . . . , zn) 7→ Fs,σ0 (mu0 + λ(l1(z), . . . , ln(z)),mu1 + l1(z), . . . ,mun + ln(z))
(voir (16) pour la définition de Fs,σ0). Soit (s1, . . . , sν) une base orthonormée de (E⊗k kσ0 , ‖ · ‖σ0).
Pour z = (z0, z1, . . . , zn) ∈ tG0(Cp0)⊕ T np0 , définissons
(20) ασ0(z) :=
n∏
j=1
|(1, ezj)|−Dj2,σ0 ×moyσ0(1, ‖z0‖tG,σ0)−D0 .
Il existe α′σ0 (m(u0, u)) ∈ kσ0 de valeur absolue p0-adique égale à ασ0(m(u0, u)). C’est clair si σ0 est
complexe. Si σ0 est ultramétrique, le vecteur u0 ∈ kn/W0 a des coordonnées dans kσ0 par rapport
à une kσ0 -base orthonormée de (k
n/W0) ⊗σ0 kσ0 . Ainsi ‖u0‖tG,σ0 , qui n’est rien d’autre que le
maximum des valeurs absolues de ces coordonnées, est un élément de |kσ0 |p0 . C’est aussi le cas
pour |(1, αmj )|2,σ0 qui vaut 1 = |1|p0 ou |αmj |p0 . On a donc ασ0(m(u0, u)) ∈ |kσ0 |p0 et l’existence
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de α′σ0(m(u0, u)) en découle. Considérons alors la matrice Aσ0 , de taille µ× ν, dont les coefficients
sont les éléments de kσ0 suivants : pour tout (m, τ) ∈ Υ, pour tout i ∈ {1, . . . , ν},
(21) Aσ0 [(m, τ), i] :=
(
1
τ !
DτwFsi,σ0(m(u0, u))
)
× α′σ0(m(u0, u)).
Nous sommes maintenant en mesure de définir la norme voulue sur E ⊗σ0 Cp0 : Soit α > 0 (choisi
dans la proposition 5.17). Pour tout s =
∑ν
i=1 xisi ∈ E ⊗σ0 Cp0 ,
(22) ‖s‖Eα,σ0 := moyσ0(|x|2,σ0 , α|Aσ0x|2,σ0).
Dans ces expressions, x désigne le vecteur colonne de coordonnées x1, . . . , xν . Pour un plongement σ
conjugué à σ0, c’est-à-dire définissant la même place v0, nous choisissons la norme ‖ ·‖Eα,σ de sorte
que la collection de normes (‖ · ‖Eα,σ)σ∈v0 soit invariante par Galois (au sens de la définition 3.1).
En écrivant σ = ι ◦ σ0 avec ι automorphisme continu de Cp0 , on observe que ‖ · ‖Eα,σ vérifie
une égalité du type (22) en prenant Aσ = ι(Aσ0 ) (les bases (s1, . . . , sν) et w étant remplacées par
leurs images par ι). Par définition, le fibré adélique hermitien Eα est le fibré égal à E sauf pour
les plongement σ ∈ v0 où les normes sont données par (‖ · ‖Eα,σ)σ∈v0 (on retrouve E en prenant
α = 0).
Lemme 5.12. — La pente d’Arakelov normalisée µ̂(E) du fibré adélique hermitien E est minorée
par −D0h(W0)/(t+ 1).
En réalité, on connaît une formule exacte pour cette pente, formule qui entraîne immédiatement
le lemme. Pour cela, l’on peut se référer au lemme 7.3. de [G4] en tenant compte du fait que la
pente d’Arakelov est additive vis à vis du produit tensoriel de fibrés adéliques hermitiens (voir [G4,
proposition 5.2]).
5.8. Estimation du rang d’un système linéaire. —
Lemme 5.13. — Soit a, x, y des entiers naturels. Alors on a(
x+ y + a
a
)
−
(
x+ a
a
)
≤ ay(x+ y + 1)a−1.
Démonstration. — À x, a fixés, la fonction H : y 7→ (x+y+aa )− (x+aa ) est une fonction polynomiale
à coefficients positifs. Cette fonction est convexe sur R+ car de dérivée seconde positive. On a donc
H(y) = H(y) −H(0) ≤ yH ′(y). Le calcul explicite de H ′(y) comme une somme de a produits de
a− 1 termes conduit à la majoration H ′(y) ≤∑ai=1 (x+ y + 1)a−1 = a(x+ y + 1)a−1.
Proposition 5.14. — Soit ρ le rang de la matrice Aσ0 de coefficients (21). Alors on a ρ ≤
2(4n)3nν/C0.
Démonstration. — Consubstantielle à la distinction entre le cas périodique et le cas non périodique
et à l’introduction du groupe G˜, l’argumentation n’a pas changé depuis l’article fondateur de
Philippon & Waldschmidt [PW1]. En suivant l’approche plus effective de [Da, § 6.3] et en posant
(T1, S1) :=
{
(T, S0) dans le cas non périodique,
(T0, S) dans le cas périodique,
on montre que
(23) ρ ≤ X card
(
Σp(S1) + G˜(k)
G˜(k)
)
(dim G˜+ 1 +H(G˜;D′0, . . . , D
′
n))
avec
X =

(2(n+t)T+λ˜
λ˜
)
dans le cas non périodique,(2(n+t)T+λ˜
λ˜
)− (2(n+t)T−T0+λ˜
λ˜
)
dans le cas périodique.
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Le lemme 5.13 entraîne la majoration X ≤ (2(n + t))nT λ˜−1T1. Par ailleurs, rappelons que, pour
tout i ∈ {0, . . . , n}, la fonction partielle xi 7→ H(G˜;x0,...,xn)H(G;x0,...,xn) décroît sur ]0,+∞[. Cette observation
et les majorations D˜i/2 ≤ D′i pour i ∈ {1, . . . , n} et xD˜0/2 ≤ D0 impliquent
H(G˜;D′0, . . . , D
′
n)
H(G;D′0, . . . , D′n)
≤ 2n+tH(G˜;xD˜0, D˜1, . . . , D˜n)
H(G;xD˜0, . . . , D˜n)
=
2n+tC0
T˜ λ˜ card
(
Σp(S)+G˜(k)
G˜(k)
)
(l’égalité repose sur la définition de x = x(G˜)). En injectant cette estimation dans (23), nous avons
ρ ≤ 2n+t(2(n+ t))n+1C0max
{
T0
T˜
,
S0
S
}
H(G;D′0, . . . , D
′
n).
La dimension ν de E vaut
(
D0+t
t
)
(D1 + 1) · · · (Dn + 1) et, en particulier, on a
H(G;D′0, . . . , D
′
n) =
(n+ t)!
t!
Dt0D
′
1 · · ·D′n ≤ (n+ t)!ν.
Par conséquent, en majorant (n+ t)! par (n+ t)n+t−1, on obtient
ρ ≤ 2(2(n+ t))2n+tC0max
{
T0
T˜
,
S0
S
}
ν.
Le choix des paramètres et l’inégalité t ≤ n permettent alors de conclure.
5.9. Estimation d’une dérivée. — Soit σ : k →֒ Cp un plongement de k. Soit s ∈ E ⊗σ Cp
que l’on écrit dans une base orthonormée comme dans (5) avec des coefficients pi. On notera
L(s) :=
∑
i |pi|p si σ est archimédien et L(s) := maxi |pi|p si σ est ultramétrique. Soit w =
(w1, . . . ,wn) une base de W ⊗σ Cp. En procédant de la même manière qu’au paragraphe 5.7 (en
remplaçant la base w d’alors par, ici, w), on dispose de la dérivée divisée 1τ !D
τ
wFs,σ(z) en un point
z = (z0, . . . , zn) ∈ Ctp × T np à l’ordre τ = (τ1, . . . , τn) ∈ Nn. Voici une première estimation,
élémentaire malgré son aspect technique, d’un usage fréquent dans la suite.
Proposition 5.15. — Dans les conditions ci-dessus (σ, s,w, z, τ quelconques), on a∣∣∣∣ 1τ !DτwFs,σ(z)
∣∣∣∣
p
· ασ(z) ≤
{
n∏
i=1
‖wi‖τitG,σ
}
L(s)×
{
e2n
√
nmax0≤i≤n {Di} si p =∞,
e|τ | si p 6=∞
où
ασ(z) :=
n∏
j=1
|(1, ezj)|−Dj2,σ ×moyσ(1, ‖z0‖tG,σ)−D0 .
Démonstration. — Tout d’abord, observons que si l’on multiplie le vecteur wi par un nombre
θi ∈ Cp alors 1τ !DτwFs,σ(z) est multiplié par
∏n
i=1 θ
τi
i . On peut donc supposer que, pour tout
i ∈ {1, . . . , n}, ‖wi‖tG,σ = 1. Considérons maintenant des formes linéaires l1, . . . , ln ∈ (Cnp )v telles
que, pour tout x = (x1, . . . , xn) ∈ Cnp , on a
∑n
i=1 xiwi =
∑n
i=1 li(x)(λ(ei), ei) (rappelons que ei
désigne le ième vecteur de la base canonique de Cnp ). La somme
∑n
i=1 li(ej)λ(ei) est la composante
de wj sur kn/W0 ⊗σ Cp. Elle est donc de norme plus petite que 1.
Soit (e0,1, . . . , e0,t) la base orthonormée de kn/W0 choisie pour écrire les coefficients de s (cf. (5)).
Le terme 1τ !D
τ
wFs,σ(z) que l’on cherche à évaluer est le coefficient devant x
τ de l’application
x = (x1, . . . , xn) 7→ s((1, z0 + λ(l1(x), . . . , ln(x))), (1, ez1+l1(x)), . . . , (1, ezn+ln(x))).
Celle-ci est une somme de termes de la forme
(24) ph

t∏
a=1
(
ev0,a(z0) +
n∑
i=1
li(x)e
v
0,a(λ(ei))
)h0,a
n∏
i=1
ehizi+hi li(x)
où h0 = (h0,1, . . . , h0,t) ∈ Nt, h = (h0, h1, . . . , hn) ∈ Nt ×Nn avec, pour tout i ∈ {0, . . . , n}, |hi| ≤
Di, et ph ∈ Cp est l’un des coefficients de s. Comme seul le coefficient devant xτ nous intéresse,
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on peut remplacer l’exponentielle exp {∑ni=1 hili(x)} qui est dans (24) par son développement de
Taylor à l’ordre |τ | :
(25) Qh,τ (x) :=
|τ |∑
j=0
1
j!
(h1l1(x) + · · ·+ hnln(x))j .
De la sorte la quantité (24) peut être échangée par l’expression polynomiale
(26) ph

t∏
a=1
ev0,a(z0) + n∑
j=1
xje
v
0,a
(
n∑
i=1
li(ej)λ(ei)
)h0,a

(
n∏
i=1
ehizi
)
Qh,τ (x).
La fonction longueur P 7→ L(P) est sous-multiplicative : L(PQ) ≤ L(P)L(Q) (voir [W3, p. 76]).
Cette propriété appliquée à la somme sur h des expressions (26) permet de majorer
∣∣ 1
τ !D
τ
wFs,σ(z)
∣∣
p
par
L(s)(‖z0‖tG,σ + n)D0
{
n∏
i=1
max (1, |ezi |p)Di
}
max
h
{L(Qh,τ)}
(on notera que le vecteur ev0,a est de norme 1 et donc |ev0,a(z)|p ≤ ‖z‖tG,σ pour tout z ∈ kn/W0 ⊗σ
Cp). Pour conclure, il suffit d’estimer le maximum qui apparaît à la fin de cette expression. Lorsque
le plongement σ est archimédien, la longueur de Qh,τ est majorée par
|τ |∑
j=0
1
j!
(
n∑
i=1
Di|li(1, . . . , 1)|
)j
.
Or
∑n
i=1 li(1, . . . , 1)ei est la composante sur C
n
p de w1+ · · ·+wn et donc
∑n
i=1 |li(1, . . . , 1)|2 ≤ n2.
Ainsi on a
∑n
i=1Di|li(1, . . . , 1)| ≤
√
D21 + · · ·+D2n × n ≤ n
√
nmax {D1, . . . , Dn}. On en déduit
dans ce cas
(27) L(Qh,τ) ≤ en
√
nmax {D1,...,Dn}.
Lorsque σ est ultramétrique alors, pour tout j ∈ N, on a |j!|−1p ≤ pj/(p−1) ≤ ej . Dans ce cas la
longueur de Qh,τ est plus petite que e|τ | et la proposition 5.15 est démontrée.
Corollaire 5.16. — Pour tout σ ∈ v0, la norme d’opérateur de la matrice Aσ, matrice définie
au § 5.7, est inférieure à e4nU0 .
Démonstration. — Il suffit de le montrer pour σ = σ0. On applique la proposition 5.15 à chacune
des fonctions Fsi,σ0 qui intervient dans la définition (21) des coefficients de Aσ0 avec σ = σ0,
w = w et z = m(u0, u). Supposons dans un premier temps que σ0 est archimédien. D’après la fin
du paragraphe 3.7, la longueur de si est plus petite que
(28)
√
t
D0√
2
D1+···+Dn ≤ (n2n)max {D0,...,Dn}/2 ≤ enmax {D0,...,Dn}.
Ainsi les coefficients de Aσ0 sont inférieurs à e
3n
√
nmax0≤i≤n {Di}, quantité elle-même plus petite
que enU0 d’après le choix des paramètres (début du § 5.4) et car logC0 ≥ 3n. En la comparant
à la norme de Hilbert-Schmidt, on constate que la norme d’opérateur de Aσ0 est plus petite que
(νµ)1/2enU0 . La dimension ν de E vaut
(
D0+t
t
)
(D1 + 1) · · · (Dn + 1) et donc
(29) ν ≤ (D0 + 1)t(D1 + 1) · · · (Dn + 1) ≤ etD0+D1+···+Dn ≤ e2nmax {D0,...,Dn} ≤ eU0/D ≤ eU0
car le maximum des D˜i est plus petit que U0/(D logC0). De même, µ est le cardinal de Υ (introduit
à la suite de la définition 5.5). Il est inférieur à(
2(n+ t)T + n
n
)
S(n+ t) ≤ (2(n+ t)T + 1)n S(n+ t)
≤ (4n+ 1)n(2n)T nS
≤ (4n+ 1)
n(2n)(n+ 1)!
C0
Un+10
(n+ 1)!
car S ≤ U0/C0
≤ 1× eU0 = eU0 .
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Ainsi on trouve ‖Aσ0‖σ0 ≤ e(n+1)U0 ≤ e4nU0 lorsque σ0 est archimédien. Dans le cas ultramétrique,
la norme d’opérateur de Aσ0 est le maximum des coefficients de Aσ0 (voir proposition 3.15). D’après
la proposition 5.15, on a ‖Aσ0‖σ0 ≤ e2(n+t)T ≤ e4nU0 car chacun des si est de longueur 1.
5.10. Construction d’une section auxiliaire. —
Proposition 5.17. — Soit α > 0 tel que logα = C3/20 U0. Il existe une section s ∈ E ⊗σ0 k, non
nulle, telle que
(30) hEα(s) ≤
[kσ0 : Qp0 ]× (4n)4nC1/20 U0
D
.
Démonstration. — D’après le lemme de Siegel approché absolu du § 4, il existe un vecteur s ∈
E ⊗σ0 k, non nul, tel que
(31) hEα(s) ≤
ρ
νD
(∑
σ∈v0
logmoyσ(1, α) + logmax {1, ‖Aσ‖σ}
)
+
1
2
log ν − µ̂(E)
(on notera que le rang ρ de Aσ0 est aussi celui de Aσ). Dans le membre de droite, on majore ρ/ν
avec la proposition 5.14 et ‖Aσ‖σ est évalué au moyen du corollaire 5.16 par e4nU0 . De plus, grâce
au lemme 5.12, à la proposition 5.2, au choix des paramètres D0 et x ≤ 1, on a
−µ̂(E) ≤ D0h(W0)
t+ 1
≤ n
3U0
D
.
Enfin, on a 12 log ν ≤ U0/(2D) d’après (29). En remplaçant ces estimations dans (31), on trouve
hEα(s) ≤
2(4n)3n[kσ0 : Qp0 ]
DC0
×
(
log
√
2 + C
3/2
0 U0 + 4nU0
)
+
U0
2D
+
n3U0
D
et l’on conclut en utilisant la valeur de C0 = (4n)10n.
La démonstration du théorème 5.1 s’effectue avec la section s que l’on vient de construire dans cette
proposition, qui vérifie (30). A priori cette section n’est pas définie sur k mais sur une extension
finie K de k. Cette complication technique n’a pas de conséquence. En effet, le degré relatif [K : k]
n’intervient pas car les estimations des jets de s en les plongements σ′ deK qui prolonge σ : k →֒ Cp
sont de la forme cσ‖s‖Eα,σ′ , où cσ ne dépend que de σ (et des autres données) et pas de σ′. C’est
la raison pour laquelle nous supposerons — et ceci sans perte de généralité — que s est définie sur
k.
5.11. Estimations générales. — Soit (m, ℓ) ∈ N2. Considérons la section s construite dans la
proposition 5.17. Soit w = (w1, . . . ,wn) une k-base de W . Il existe des formes linéaires l1, . . . , ln
sur kn telles que, si x = (x1, . . . , xn) est un n-uplet de variables, on ait
n∑
i=1
xiwi = (λ(l1(x), . . . , ln(x)), l1(x), . . . , ln(x)).
Tous les coefficients de Taylor à l’origine — a(s,w,m, τ), τ ∈ Nn — de la série formelle
(32) x = (x1, . . . , xn) 7→ s
(
(1,mu0 + λ(l1(x), . . . , ln(x))), (1, α
m
1 e
l1(x)), . . . , (1, αmn e
ln(x))
)
sont des éléments de k. Étant donné un plongement σ : k →֒ Cp pour laquelle mp possède un
logarithme z ∈ tG(Cp), l’image du coefficient a(s,w,m, τ) dans σ(k) est égale à 1τ !DτwFs,σ(z)
définie au § 5.7.
Définition 5.18. — Soit (wv1, . . . ,w
v
n) la base duale de w. Le jet de s d’ordre ℓ le long de W au
point mp, noté jetℓW s(mp), est le vecteur
(33) jetℓW s(mp) :=
∑
τ=(τ1,...,τn)∈N
n
|τ|=ℓ
a(s,w,m, τ) ·
n∏
i=1
(wvi )
τi
de Sℓ(W v).
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Tel que nous venons de le définir, le terme jetℓW s(mp) dépend du choix de la base w. Toutefois,
lorsque jethW s(mp) = 0 pour tout entier h ∈ {0, . . . , ℓ − 1}, ce n’est plus le cas. Considérons le
couple (m, ℓ) ∈ N2 tel que m ∈ {0, . . . , (n + t)S}, ℓ ∈ {0, . . . , (n + t)T } et (m, ℓ) minimal pour
la propriété jetℓW s(mp) 6= 0. L’adjectif minimal s’entend par rapport à l’ordre lexicographique sur
N2.
Seconde torsion de norme. — Il serait naturel (et possible) de travailler dans la suite avec Sℓ(W v)
muni de la structure de puissance symétrique définie au § 3.7. Toutefois il s’avère plus pratique
de modifier légèrement les normes sur Sℓ(W v) de la manière suivante : pour un plongement σ
quelconque de k, considérons le coefficient ασ(m(u0, u)) introduit lors de la définition de Aσ0
(voir (20), p. 25). L’égalité αι◦σ(m(u0, u)) = ασ(m(u0, u)) pour tout automorphisme continu ι de
Cp légitime la
Définition 5.19. — Le fibré adélique hermitien Jet est le fibré sur k d’espace sous-jacent Sℓ(W v)
et sa norme en σ : k →֒ Cp est donnée par : pour tout x ∈ Sℓ(W v)⊗σ Cp, on a
‖x‖
Jet,σ := ασ(m(u0, u))‖x‖Sℓ(W v),σ.
Proposition 5.20. — La pente maximale de Jet est plus petite que 7n2U0/D.
Pour établir cette majoration, nous nous appuierons sur deux résultats auxiliaires.
Lemme 5.21. — La pente maximale de Sℓ(W v) est inférieure à 2n2U0/D.
Démonstration. — Nous allons montrer que µ̂max
(
W v
)
est majoré par (log 2)/2. La proposi-
tion 3.16 et le fait que ℓ ≤ (n + t)U0/D permettront alors de conclure. L’application k-linéaire
ι : kn → W , ι(y) := (λ(y), y), est un isomorphisme d’espaces vectoriels. Les normes σ-adiques de
l’application duale ιv : W v → (kn)v sont plus petites que (√2)ǫσ avec ǫσ := 1 si σ est archimédien
et 0 sinon. L’inégalité de pentes
µ̂max(W v) ≤ µ̂max((kn, | · |2)v) + h(ιv)
(voir [G4, lemme 6.4]) entraîne le résultat voulu car la première quantité du majorant est nulle et
l’autre inférieure à (log 2)/2 (on notera que 2n((log 2)/2 + 2 logn) ≤ 2n2).
Lemme 5.22. — Pour tout entier m, la hauteur hE0(1,mu0) de (1,mu0) relative au fibré hermitien
E0 = k ⊕ (kn/W0) est inférieure à logm+ (2n2 log b)/D.
Démonstration. — Dans cet énoncé, u0 désigne la préimage de−(β1,0, . . . , βt,0) par l’application ϕ :
kn/W0 → kt, qui, à la classe d’équivalence de z = (z1, . . . , zn) moduloW0, associe (ℓ1(z), . . . , ℓt(z))
(voir § 5.3, après la démonstration de la proposition 5.2). Ainsi, pour tout z ∈ kn tel que ℓi(z) =
−βi,0 pour tout i ∈ {1, . . . , t}, la norme de u0 relative à kn/W0 est inférieure à la norme de z
dans (kn, | · |2). En particulier, on a hE0(1,mu0) ≤ h(kn+1,|·|2)(1,mz). Au moyen d’une matrice
extraite, il existe un ensemble I ⊆ {1, . . . , n} à t éléments, des déterminants (∆i)i∈I,∆ de matrices
à coefficients dans {±βu,v; 0 ≤ u ≤ t, 1 ≤ v ≤ n} et une solution z du système ℓi(z) = −βi,0,
1 ≤ i ≤ t, telle que zi = ∆i/∆ pour i ∈ I et zi = 0 sinon. On a alors
h(kn+1,|·|2)(1,mz) = h(kt+1,|·|2)(∆,m(∆i)i∈I).
Des majorations grossières des déterminants qui apparaissent ici conduisent à
|(∆,m(∆i)i∈I)|2,σ ≤
∏
u,v
max {1, |βu,v|σ} ×
{
(1 +m2t)1/2t! si p =∞,
1 si p 6=∞.
Par conséquent, si t ≤ n− 1, on a
h(kt+1,|·|2)(∆,m(∆i)i∈I) ≤ (t+ 1)nmaxu,v {h(βu,v)}+ logm+ logn!
et la définition de log b permet de conclure. Si t = n on a W0 = {0} et nécessairement z = u0 =
−(β1,0, . . . , βn,0). Dans ce cas, on a
|(1,mz)|2,σ ≤ (1 +m2n)ǫσ/2
n∏
i=1
max (1, |βi,0|σ)
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pour tout plongement σ : k →֒ Cp (rappelons que ǫσ ∈ {0, 1} est nul si et seulement si p 6=∞). On
obtient alors
h(kn+1,|·|2)(1,mz) ≤ logm+
log(n+ 1)
2
+
n log b
D
.
On conclut en utilisant (log b)/D ≥ 1 et n+ (log(n+ 1))/2 ≤ 2n2.
Démonstration de la proposition 5.20. — Comme la pente maximale est un maximum, il existe
un sous-espace J ⊆ Sℓ(W v) tel que µ̂max(Jet) = µ̂(J, (‖ · ‖Jet,σ)σ), pente qui est elle-même égale
à µ̂(J, (‖ · ‖
Sℓ(W v),σ
)σ) − 1D
∑
σ logασ(m(u0, u)). Dans cette différence, la première quantité est
inférieure à µ̂max(Sℓ(W v)), qui a été estimée dans le lemme 5.21 ci-dessus. L’autre, avec le signe
moins, est exactement égale à
D0hk⊕(kn/W0)(1,mu0) +
n∑
j=1
Djh(k2,|·|2)(1, α
m
j ).
En vertu du lemme 5.22, le premier terme dans cette expression est majoré par D0(log((n+ t)S)+
(2n2 log b)/D) ≤ 3n2U0/D. Par ailleurs, comme (1 + x2)1/2 ≤
√
2max {1, |x|}, on a
h(k2,|·|2)(1, α
m
j ) ≤ log
√
2 + h(αmj ) = log
√
2 +mh(αj)
≤ log
√
2 + (n+ t)S log aj
puis
n∑
j=1
Djh(k2,|·|2)(1, α
m
j ) ≤
 n∑
j=1
Dj
 log√2 + (n+ t) n∑
j=1
DjS log aj
≤ U0n
D
log
√
2 + n(2n− 1)U0
D
≤ 2n
2U0
D
·
En regroupant ces différentes majorations, on trouve
µ̂max(Jet) ≤ 2n
2U0
D
+
3n2U0
D
+
2n2U0
D
=
7n2U0
D
·
Dorénavant, la majeure partie de la démonstration du théorème 5.1 va consister à évaluer chacune
des normes σ-adiques de jetℓW s(mp) dans le but d’estimer sa hauteur, relative au fibré adélique
hermitien Jet.
5.11.1. Estimations archimédiennes. —
Proposition 5.23. — Pour tout plongement complexe σ : k →֒ C, on a
‖ jetℓW s(mp)‖Jet,σ ≤ exp {nU0/D}‖s‖Eα,σ.
Démonstration. — Soit σ : k →֒ C. Dans l’expression (33) du jet, choisissons pour w une base
orthonormée de W ⊗σ C et fixons un logarithme mu de mp ∈ G(kσ). La norme ‖ jetℓW s(mp)‖Jet,σ
est majorée par
(34)
(
n+ ℓ− 1
ℓ
)1/2
max
|τ |=ℓ
{∣∣∣∣ 1τ !DτwFs,σ(mu)
∣∣∣∣
σ
ασ(m(u0, u))
}
·
La racine du facteur binomial est inférieure à
(ℓ+ 1)(n−1)/2 ≤ ((n+ t)T + 1)(n−1)/2
et donc à
(2n+ 1)(n−1)/2
(
U0
D
)(n−1)/2
≤ (2n+ 1)(n−1)/2(n− 1)! e
√
U0/D ≤ eU0/(2D)
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car T ≤ U0/D et xn−1 ≤ (n− 1)!ex pour x ≥ 0. La proposition 5.15 majore la dérivée de Fs,σ et
l’on obtient alors
‖ jetℓW s(mp)‖Jet,σ ≤ eU0/(2D)e2n
√
nmax0≤i≤n {Di}L(s).
La longueur de s qui apparaît ici peut être estimée comme à la fin du § 3.7, en utilisant (28), et
l’on a L(s) ≤ ‖s‖Eα,σ exp {nmax0≤i≤nDi}. Le choix des paramètres montre que le maximum des
Di est plus petit que U0/(D logC0), ce qui permet de conclure.
5.11.2. Estimations ultramétriques. — Étant donné des entiers ℓ et h strictement positifs, on
définit l’entier δℓ(h) comme le ppcm des produits i1 · · · ih′ où h′ ∈ {1, . . . , h}, ij ∈ N \ {0} et
i1 + · · · + ih′ ≤ ℓ. Le théorème des nombres premiers assure l’existence d’une constante absolue
c > 0 telle que log δℓ(h) ≤ ℓ log(ch). Au § 5.13, nous utiliserons la valeur c = 4 obtenue par Bruiltet
dans [Br].
Proposition 5.24. — Pour tout plongement ultramétrique σ : k →֒ Cp, pour tous entiers m, ℓ ≥
0, pour toute section globale s de M , le jet de s, d’ordre ℓ le long de W au point mp, est de norme
σ-adique inférieure à ‖s‖E,σ/|δℓ(D0)|p.
La démonstration est une variante plus simple de l’énoncé équivalent montré dans le cadre
des variétés abéliennes au § 5.8 de [G2], au moyen du procédé de changement de variables de
Chudnovsky. Nous renvoyons le lecteur à cet article pour plus de précisions.
5.12. Extrapolation sur les dérivations. — L’objectif de ce paragraphe est d’évaluer, pour
tout plongement σ conjugué à σ0, la σ-norme de jet
ℓ
W s(mp) en tenant compte de la construction de
s. Comme les σ ∈ v0 jouent tous le même rôle, il suffit d’établir les estimations pour σ = σ0 (ce que
nous supposons dorénavant). Comme de coutume, nous allons devoir distinguer les cas périodique
et non périodique, distinction à laquelle se superposera la distinction entre σ0 plongement complexe
et σ0 ultramétrique.
Soit w la base particulière de W ⊗σ0 Cp0 introduite au § 5.7, utilisée dans la définition de
la matrice Aσ0 . D’après la majoration (34) appliquée avec σ = σ0, w = w et z = m(u0, u), le
problème est d’estimer 1τ !D
τ
wFs,σ0 (m(u0, u)). Si (m, τ) ∈ Υ alors la définition (21) des coefficients
de la matrice Aσ0 implique
(35)
∣∣∣∣ 1τ !DτwFs,σ0 (m(u0, u))
∣∣∣∣
p0
ασ0 (m(u0, u)) ≤ α−1‖s‖Eα,σ0
et l’on obtient directement une estimation de 1τ !D
τ
wFs,σ0(m(u0, u)), qui est meilleure que celle
que l’on aura pour (m, τ) 6∈ Υ. C’est la raison pour laquelle nous supposerons maintenant que
(m, τ) 6∈ Υ. On ramène alors le problème à 1τ !DτwFs,σ0(m(λ(u), u)) grâce au lemme de comparaison
suivant :
Lemme 5.25. — Soit w = (w1, . . . ,wn) une base de W ⊗σ0 Cp0 . Pour tout m ∈ N tel que ‖m(u0−
λ(u))‖tG,σ0 ≤ 1 et pour tout τ = (τ1, . . . , τn) ∈ Nn, de longueur ≤ 2(n + t)T , la valeur absolue
p0-adique de la différence 1τ !D
τ
wFs,σ0(m(u0, u))− 1τ !DτwFs,σ0(m(λ(u), u)) est majorée par
e4nU0
{
n∏
i=1
‖wi‖τitG,σ0
}
‖m(u0 − λ(u))‖tG,σ0ασ0(m(u0, u))−1‖s‖Eα,σ0 .
Démonstration. — Reprenons le début de la démonstration de la proposition 5.15 (avec σ = σ0)
et les formes linéaires l1, . . . , ln associées à la base w :
∀x = (x1, . . . , xn) ∈ Cnp0 ,
n∑
i=1
xiwi = (λ(l1(x), . . . , ln(x)), l1(x), . . . , ln(x)).
On peut supposer ‖wi‖tG,σ0 = 1 pour tout i ∈ {1, . . . , n}. Désignons par (ph)h∈Nt×Nn les coefficients
de s dans une écriture du type (5). La différence 1τ !D
τ
wFs,σ0(m(u0, u))− 1τ !DτwFs,σ0(m(λ(u), u)) est
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la somme sur h des coefficients devant xτ des fonctions
ph ×
(
n∏
i=1
αmhii
)
× eh1l1(x)+···+hn ln(x)
×

t∏
a=1
(
mev0,a(u0) +
n∑
i=1
li(x)e
v
0,a(λ(ei))
)h0,a
−
t∏
a=1
(
mev0,a(λ(u)) +
n∑
i=1
li(x)e
v
0,a(λ(ei))
)h0,a .
(36)
Dans cette expression, h0 = (h0,1, . . . , h0,t) ∈ Nt, h1, . . . , hn ∈ N sont les coordonnées de h. Comme
h0 est de longueur D0, la différence des quantités entre accolades est une expression du type
(37)
D0∏
i=1
(ai + bi)−
D0∏
i=1
(a′i + bi)
où ai, a′i sont les composantes de mu0,mλ(u) respectivement dans la base orthonormée e0 :=
(e0,1, . . . , e0,t) et où bi est l’une des composantes de l(x) := λ(l1(x), . . . , ln(x)) dans la base e0
(répétée le bon nombre de fois pour avoir la puissance h0,a dans (36)). Or la différence (37) est
égale à
D0∑
j=1
(aj − a′j)
(
j−1∏
i=1
(a′i + bi)
) D0∏
i=j+1
(ai + bi)

(l’on écrit aj −a′j = (aj + bj)− (a′j+ bj) et l’on développe ; les produits se simplifient deux à deux).
Ainsi la différence des produits entre accolades dans (36), que l’on peut écrire symboliquement sous
la forme
(mev0(u0) + e
v
0(l(x)))
h0 − (mev0(λ(u)) + ev0(l(x)))h0 ,
est une somme de D0 termes de la forme
δ(a, h0)(x) := e
v
0,a(m(u0 − λ(u)))× (mev0(u0) + ev0(l(x)))h
′
0 (mev0(λ(u)) + e
v
0(l(x)))
h′′0
où h′0, h
′′
0 sont des vecteurs entiers (qui dépendent de a) dont la somme des longueurs vaut D0− 1.
On notera que ce coefficient δ(a, h0) est une fonction polynomiale de la variable x. La suite de
la démonstration repose alors sur les mêmes considérations que celle de la proposition 5.15. Plus
précisément, soit Qh,τ le polynôme de Taylor défini par (25). Le coefficient de xτ de (36) est égal
à celui du polynôme
(38)
∑
D0 termes
phδ(a, h0)(x)
(
n∏
i=1
αmhii
)
Qh,τ(x).
Ce coefficient est en valeur absolue plus petit que la longueur du polynôme. Ainsi la quantité∣∣ 1
τ !D
τ
wFs,σ0 (m(u0, u))− 1τ !DτwFs,σ0(m(λ(u), u))
∣∣
p0
est inférieure à
‖mu0 −mλ(u)‖tG,σ0 × L(s)maxh {L(Qh,τ)} ×
n∏
i=1
max {1, |αi|p0}mDi
×
{
D0(m‖u0‖tG,σ0 + 1 + n)D0−1 si p0 =∞
max {1, ‖mu0‖tG,σ0}
D0−1 si p0 6=∞
(39)
(l’hypothèse ‖m(u0 − λ(u))‖tG,σ0 ≤ 1 a permis ici de majorer la norme de mλ(u) et l’estimation
de la longueur de l repose sur les estimations des sommes
∑n
j=1 li(ej)λ(ei) introduites lors de
la démonstration de la proposition 5.15). Pour conclure et si σ0 est complexe, on majore L(s)
par eU0‖s‖Eα,σ0 (fin du § 3.7), on majore maxh {L(Qh,τ)} par eU0 grâce à (27) et l’on majore
D0(m‖u0‖tG,σ0 + 1 + n)D0−1 par
D0(n+ 2)
D0−1max {1, ‖mu0‖tG,σ0}
D0 ≤ e2nU0 moyσ0(1, ‖mu0‖tG,σ0)D0 .
Si σ0 est ultramétrique, on a L(s) = ‖s‖Eα,σ0 et maxh {L(Qh,τ)} ≤ e|τ | ≤ e2(n+t)T ≤ e4nU0 .
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L’estimation de 1τ !D
τ
wFs,σ0(m(λ(u), u)) repose sur une version légèrement affaiblie des lemmes
d’interpolation de Waldschmidt [W2] (cas archimédien) et de Roy [Ro] (cas ultramétrique, voir
aussi [G3, lemme 4.21] pour les simplifications faites ici). Si x est un nombre réel positif et f une
fonction définie sur le disque ferméD(0, x) = {z ∈ Cp0 ; |z|p0 ≤ x}, on note |f |x la borne supérieure
des |f(z)|, z ∈ D(0, x). Rappelons que ǫ0 = 0 si σ0 est ultramétrique et 1 sinon.
Lemme 5.26. — Soit S1, T1 des entiers naturels ≥ 2 et R, r des nombres réels vérifiant R ≥ r ≥
(2S1)
ǫ0 . Soit f une fonction analytique dans le disque D(0,R). On a alors
|f |r ≤ ST11 max
{(
(2rp0)
ǫ0r
rp0R
)T1S1
|f |R,((
10rp0
S1
)ǫ0 r
rp0
)T1S1
max
0≤h<T1
0≤m<S1
{∣∣∣∣ 1h!f (h)(m)
∣∣∣∣
σ0
}}
·
La suite de la démonstration repose sur un raisonnement par l’absurde, au moyen de l’hypothèse
suivante.
Hypothèse 5.27. — ‖u0 − λ(u)‖tG,σ0 ≤ exp
(
−(C3/20 + 4n)U0
)
.
Notons D le disque ouvert {z ∈ Cp0 ; |z|p0 < min {rp0/|ui|p0 ; 1 ≤ i ≤ n}} si σ0 est ultramé-
trique et l’ensemble C des nombres complexes sinon. On notera que les disques fermés, centrés en
0 et de rayons 1 et e/rp0 respectivement, sont tous les deux inclus dans D.
5.12.1. Cas non périodique. — Soit τ ∈ Nn de longueur ℓ (on rappelle que cet entier ℓ, fixé après
la définition 5.18, est inférieur à (n+ t)T ). Soit f : D→ Cp0 l’application analytique définie par :
∀ z ∈ D, f(z) = 1
τ !
DτwFs,σ0 (z(λ(u), u)).
Observons que, pour tout h ∈ N et tout z ∈ D, on a
f(h)(z)
h!
=
1
τ !h!
DτwD
h
(λ(u),u)Fs,σ0(z(λ(u), u))
=
∑
j∈Nn
|j|=h
(
τ + j
τ
)
uj
Dτ+jw
(τ + j)!
Fs,σ0 (z(λ(u), u))
(40)
(u = (u1, . . . , un) ∈ Cnp0 est le vecteur des coordonnées de (λ(u), u) dans la base (w1, . . . , wn)). Pour
estimer 1τ !D
τ
wFs,σ0 (m(u0, u)), nous allons utiliser le lemme d’interpolation 5.26 afin de majorer
|f(m)|p0 , avec les paramètres suivants :
(i) Si σ0 est un plongement complexe alors S1 := S0, r := 2m, R := 2re, T1 := (n+ t)T et f := f.
(ii) Si σ0 est un plongement ultramétrique alors S1 := S0, r := 1, R := e/rp0 , T1 := (n+ t)T et
f := f.
Avec ces choix, la proposition 5.15 fournit l’estimation suivante :
Proposition 5.28. — On a ασ0(m(u0, u))|f|R ≤ exp {17n2U0}‖s‖Eα,σ0 .
Démonstration. — En remarque liminaire, mentionnons que les majorations qui suivent sont vo-
lontairement très larges, afin de rester valide dans le cas périodique, qui sera étudié au prochain
paragraphe.
D’après la proposition 5.15, on a
|f(z)|p0 · ασ0(z(λ(u), u)) ≤ L(s)×
{
e2n
√
nmax0≤j≤n Dj si p0 =∞
e4nT si p0 6=∞.
Comme nous l’avons déjà vu (voir fin de la démonstration de la proposition 5.23), la longueur de
s est plus petite que enmax0≤j≤n Dj‖s‖Eα,σ0 si p0 =∞ et L(s) ≤ ‖s‖Eα,σ0 si p0 6=∞. Le choix des
paramètres donne alors
|f(z)|p0 · ασ0(z(λ(u), u)) ≤ e4nU0‖s‖Eα,σ0 .
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En utilisant la définition (20) de ασ0 , la quantité ασ0(z(λ(u), u))
−1 est, pour |z|p0 ≤ R, majorée
par {
(1 + 64(nSe‖λ(u)‖tG,σ0)2)D0/2
∏n
j=1 (1 + e
16nSe|uj|p0 )Dj/2 si p0 =∞,
max {1, 2e‖λ(u)‖tG,σ0}
D0 si p0 6=∞
(dans le deuxième cas, nous avons majoré r−1p0 = p
1
p0−1
0 par 2). Dans le cas ultramétrique l’hypo-
thèse 5.27 implique ‖λ(u)‖tG,σ0 = ‖u0‖tG,σ0 et
max {1, 2e‖u0‖tG,σ0}
D0 ≤ (2e)D0 max {1, ‖u0‖tG,σ0}
D0 .
On trouve ainsi
ασ0(z(λ(u), u))
−1
ασ0(m(u0, u))
−1 ≤ (2e)D0 ≤ e2U0 .
Le résultat est alors acquis car 2+ 4n ≤ 17n2. Dans le cas archimédien, on majore ‖λ(u)‖2
tG,σ0
par
2(‖λ(u)− u0‖2tG,σ0 + ‖u0‖
2
tG,σ0
). Le quotient
ασ0(z(λ(u), u))
−1
ασ0(m(u0, u))
−1
est majoré par
√
2
∑n
j=0 Dj (8neS)D0(1 + ‖u0‖2tG,σ0)
D0/2 exp
8nSe
 n∑
j=1
Dj |uj |p0
.
Le choix des paramètres entraîne
(i) 8nSe
(∑n
j=1Dj |uj|p0
)
≤ 8n2U0,
(ii)
√
2
∑n
j=0 Dj (8neS)D0 ≤ e3U0 ,
(iii) moyσ0(1, ‖u0‖tG,σ0)D0 ≤ exp (DD0hE0(1, u0)) ≤ e2n
2U0 (lemme 5.22).
On trouve ainsi
(41)
ασ0(z(λ(u), u))
−1
ασ0(m(u0, u))
−1 ≤ e(10n
2+3)U0 (pour |z|p0 ≤ R)
et l’on conclut avec 10n2 + 3 + 4n ≤ 17n2.
Par ailleurs, au moyen de la formule (40), du lemme 5.25 et de la construction de la section s, on a
max
0≤h<T1
0≤m<S1
{∣∣∣∣ 1h! f(h)(m)
∣∣∣∣
p0
}
≤ θ0
(
e4nU0‖u0 − λ(u)‖tG,σ0 + α−1
) ‖s‖Eα,σ0
où
θ0 := max
0≤m<S0
{ασ0(m(u0, u))−1} ×
{
(n+
∑n
j=1 |uj |p0)2(n+t)T si p0 =∞,
1 si p0 6=∞.
La somme des |uj |p0 est majorée par
√
n‖(λ(u), u)‖tG,σ0 , lui-même plus petit que
√
2n|u|2,σ0 . On
a |u|2,σ0 ≤
∑n
j=1 |uj|p0 et avec la définition de log aj on trouve
n+
n∑
j=1
|uj |p0 ≤ n+
√
2n
(
D
e
)
log
n∏
j=1
aj
≤ n+
√
2n exp {2a log e}.
En posant x := a log e ≥ 1, on a
(n+
√
2ne2x)4n/x ≤ e8n(ne−2 +
√
2n)4n ≤ e10n2 .
La majoration T ≤ U0/(a log e) entraîne alors
θ0 ≤ max
0≤m<S1
{ασ0(m(u0, u))−1} exp
{
10n2U0
}·
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En procédant de la même manière que pour la majoration (41), on a, pour tout entier m entre 1
et S1,
ασ0(m(u0, u))
−1 ≤ (2nS)D0e2n2U0
n∏
j=1
(√
2eDm log aj
)Dj
≤ exp
((
1 +
log(2n)
logC0
+ 2n2 +
n log
√
2
C0
+ n(n+ t)
)
U0
)
≤ e5n2U0 .
Comme ασ0(m(u0, u)) ≤ 1, on en déduit
ασ0(m(u0, u)) · max
0≤m<S1
{ασ0(m(u0, u))−1} ≤ e5n
2U0 .
De plus logα a été choisi supérieur à C3/20 U0 (proposition 5.17) et ‖u0 − λ(u)‖tG,σ0 est plus petit
que e−(C
3/2
0 +4n)U0 d’après l’hypothèse 5.27. Les calculs ci-dessus montrent alors que
ασ0(m(u0, u)) max
0≤h<T1
0≤m<S1
{∣∣∣∣ 1h! f(h)(m)
∣∣∣∣
p0
}
≤ e15n2U0 (e4nU0‖u0 − λ(u)‖tG,σ0 + α−1) ‖s‖Eα,σ0(42)
≤ e(16n2−C3/20 )U0‖s‖Eα,σ0 .(43)
Nous sommes maintenant en mesure d’appliquer le lemme d’interpolation 5.26, qui, via la majora-
tion |f(m)|p0 ≤ |f|r, permet de majorer ασ0(m(u0, u))|f(m)|p0 par
e2nU0(logC0+(log e)
−1)max
{
e(17n
2−C0)U0 , (40nC20 )
2nC0U0e(16n
2−C3/20 )U0
}
‖s‖Eα,σ0 ,
quantité plus petite que e−(3/4)C0U0‖s‖Eα,σ0 . En effet, dans le maximum, la première quantité
e17n
2−C0 l’emporte sur la seconde car
C0 (2n log(40n) + 4n logC0 + 1) ≤ C3/20 ≤ C3/20 + n2
grâce au choix de C0 = (4n)10n. Grâce à e ≥ e, on a alors
2n(logC0 + (log e)
−1) + 17n2 − C0 ≤ −3C0/4.
En utilisant une nouvelle fois le lemme 5.25 pour passer de f(m) à 1τ !D
τ
wFs,σ0 (m(u0, u)), on trouve
ασ0(m(u0, u))
∣∣∣∣ 1τ !DτwFs,σ0 (m(u0, u))
∣∣∣∣
p0
≤ 2e−(3/4)C0U0‖s‖Eα,σ0 .
Cette estimation est valide pour tout τ ∈ Nn de longueur ℓ et, a priori, pour (m, τ) 6∈ Υ. Mais
l’inégalité (35) montre qu’elle reste vraie pour (m, τ) ∈ Υ puisque α−1 ≤ exp {−C3/20 U0}. La
définition 5.18 du jet de s (voir aussi (34)) conduit alors au résultat suivant.
Proposition 5.29. — On a ‖ jetℓW s(mp)‖Jet,σ ≤ exp {−C0U0/2}‖s‖Eα,σ pour tout plongement
σ conjugué à σ0.
5.12.2. Cas périodique. — Rappelons tout d’abord qu’il a été vu au § 5.5 que le cas périodique
n’est possible que lorsque σ0 est complexe. Soit τ = (τ1, . . . , τn) ∈ Nn de longueur ℓ et τ ′ :=
(τ1, . . . , τn−1, 0). Soit f : C→ C l’application analytique définie par :
∀ z ∈ C, f(z) = 1
τ ′!
Dτ
′
w Fs,σ0(z(λ(u), u)).
Afin d’évaluer jetℓW s(mp), nous allons donner une majoration fine de la dérivée f
(τn)(m)/τn! au
moyen du lemme d’interpolation 5.26. Observons tout d’abord que
(44)
∣∣∣∣ 1τn! f(τn)(m)
∣∣∣∣ ≤ |f|1+m
grâce à l’inégalité de Cauchy usuelle pour les fonctions holomorphes complexes. Le terme |f|1+m
peut être majoré au moyen du lemme d’interpolation 5.26 avec les paramètres suivants : S1 :=
(n + t)S, r := 2(n + t)S, R := 2re, T1 := T0 et f := f. Dans ce lemme d’interpolation intervient
|f|R que l’on peut estimer en suivant la démonstration de la proposition 5.28, dont les calculs ont
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été faits de telle sorte qu’ils conviennent encore ici. Par ailleurs, grâce à la formule (40), au lemme
de comparaison 5.25, et par construction de s, les dérivées de f jusqu’à l’ordre T0 en les nombres
z ∈ {0, . . . , (n + t)S} sont petites comme dans l’estimation (42). En réalité une fois que l’on a
observé qu’avec les choix de paramètres ci-dessus le produit T1S1 était presque le même que dans
le cas précédent, tout se passe à l’identique, si ce n’est que l’on doit se servir de (44). Un dernier
passage par le lemme de comparaison 5.25 permet alors d’obtenir in fine :
(45) ασ0(m(u0, u))
∣∣∣∣ 1τ !Dτ ′wDτn(λ(u),u)Fs,σ0(m(u0, u))
∣∣∣∣ ≤ 2 exp {−(3/4)C0U0}‖s‖Eα,σ0
(majoration valide pour tout τ = (τ ′, τn) de longueur ℓ). Même si nous n’obtenons pas une estima-
tion de 1τ !D
τ
wFs,σ0(m(u0, u)), ceci n’a pas d’importance car ce qui nous intéresse est le jet d’ordre ℓ
de s, qui lui ne dépend pas du choix de la base considérée pour le définir (voir le commentaire qui
suit la définition 5.18). Choisissons la base w := (w1, . . . , wn−1, (λ(u), u)) dans la définition 5.18.
Si x ∈ W ⊗σ0 C a pour coordonnées (x1, . . . , xn) dans la base w alors
∀ i ∈ {1, . . . , n− 1}, wvi (x) = xi − xn
ui
un
et (λ(u), u)v(x) =
xn
un
·
Par conséquent on a
∀ i ∈ {1, . . . , n− 1}, ‖wvi‖tvG,σ0 =
(
1 +
( |ui|
|un|
)2)1/2
et ‖(λ(u), u)v‖tvG,σ0 =
1
|un| ·
De ce fait et de la majoration (45), l’on déduit
(46) ‖ jetℓW s(mp)‖Jet,σ0 ≤ 2
(
max {1, ‖(λ(u), u)‖tG,σ0}
|un|
)ℓ
exp {−(3/4)C0U0}‖s‖Eα,σ0 .
L’hypothèse 5.27 et l’inégalité triangulaire donnent la majoration
‖(λ(u), u)‖tG,σ0 ≤ 1 + ‖(u0, u)‖tG,σ0 ≤ 1 + ‖u0‖kn/W0,σ0 +
n∑
j=1
|uj|.
Avec la réduction (iii) du § 5.2, on a ‖u0‖kn/W0,σ0 ≤ 1 et, comme
|uj | ≤ (D log aj)/e ≤ (log aj) exp {(a log e)/D},
on en déduit
‖(λ(u), u)‖tG,σ0 ≤
1 + log n∏
j=1
aj
 exp {(a log e)/D} ≤ exp {(2a log e)/D}.
De plus, en vertu des propositions 5.8 et 5.9, on a |un|−1 ≤ C0a
(
n+t
n
)
D˜0. La proposition 5.4, (iv),
permet de majorer T log D˜0 par (10n logC0)U0. On trouve alors
2
(
max {1, ‖(λ(u), u)‖tG,σ0}
|un|
)ℓ
≤ exp {(C0/4)U0}.
Conjugué à l’inégalité (46), ce résultat montre que la proposition 5.29 reste vraie dans le cas
périodique.
5.13. Conclusion. — La fin de la démonstration du théorème 5.1 repose sur le lemme 3.6 qui,
compte tenu de la proposition 5.11, s’écrit ici sous la forme
(47) h(jetℓW s(mp)) ≥ −µ̂max
(
Jet
)
.
Nous allons montrer que cette minoration n’est pas compatible avec la majoration de la hauteur
du jet que l’on peut trouver par le biais de l’hypothèse 5.27. En effet les propositions 5.23, 5.24
et 5.29 entraînent
h(jetℓW s(mp)) ≤
nU0
D
+ T log(4D0)− C0U0[kσ0 : Qp0 ]
2D
+ hEα(s).
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La proposition 5.4, (iv), qui permet de majorer T log(4D0) (en se rappelant que D0 ≤ D˜0 car
x ≤ 1) et la construction de s (proposition 5.17) conduisent à
(48) h(jetℓW s(mp)) ≤
(
n+ 10n logC0 − C0
2
+ (4n)4nC
1/2
0
)
[kσ0 : Qp0 ]U0
D
·
Par ailleurs la pente maximale de Jet a été majorée par 7n2U0/D (proposition 5.20). L’on s’aperçoit
alors que le choix de C0 met en contradiction (47) et (48). L’hypothèse 5.27 est donc fausse et
log ‖u0 − λ(u)‖tG,σ0 ≥ −(C
3/2
0 + 4n)U0. La proposition 5.3 entraîne
log max
1≤i≤t
|Λi|p0 ≥ −n3 log b − log
√
n− (C3/20 + 4n)U0.
Pour conclure et obtenir le théorème 5.1, on observe que
(49) U0 ≤ C3n+20 (C30 + 2)a1/t(log b+ a log e)
n∏
j=1
(
1 +
D log aj
log e
)1/t
.
En effet, dans la formule (13) définissant U0, on majore(
C3n−10 t! cardΣp(S)
(n+ t)!
)1/t
≤ C3n+20 a1/t.
De plus, la quantité y := log b+D logS + Sy log e vérifie
y ≤ log b+ 3D logC0 +D log a+ C30ay log e
≤ (1 + 3 logC0) log b+ (C30 + 2)a log e (proposition 5.4, (iii))
≤ (C30 + 2)(log b+ a log e),
ce qui donne (49). Le théorème 5.1 découle alors de
C3n+20 (C
3/2
0 + 4n)(C
3
0 + 2) + n
3 ≤ C10n0 = (4n)90n
2
(on a majoré n3 log b+ log
√
n par n3 log(be)). Si t = 1 et β1,0 6= 0, on a y = 0. La majoration de y
ci-dessus est remplacée par
y ≤ (1 + 3 logC0)(log b+ log e+D log a),
qui se répercute dans (49). En majorant 1 + 3 logC0 par C30 + 2 on obtient alors le théorème 5.1
dans ce cas.
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