We propose a new distributed algorithm based on alternating direction method of multipliers (ADMM) to minimize sum of locally known convex functions using communication over a network. This optimization problem emerges in many applications in distributed machine learning and statistical estimation. Our algorithm allows for a general choice of the communication weight matrix, which is used to combine the iterates at different nodes. We show that when functions are convex, both the objective function values and the feasibility violation converge with rate O(1/T ), where T is the number of iterations. We then show that when functions are strongly convex and have Lipschitz continuous gradients, the sequence generated by our algorithm converges linearly to the optimal solution. In particular, an -optimal solution can be computed with O √ κ f log(1/ ) iterations, where κ f is the condition number of the problem. Our analysis highlights the effect of network and communication weights on the convergence rate through degrees of the nodes, the smallest nonzero eigenvalue, and operator norm of the communication matrix.
I. INTRODUCTION
A. Motivation M ANY of today's optimization problems in data science (including statistics, machine learning, and data mining) include an abundance of data, which cannot be handled by a single processor alone. This necessitates distributing data among multiple processors and processing it in a decentralized manner based on the available local information. The applications in machine learning [1] - [5] along with other applications in distributed data processing where information is inherently distributed among many processors (see, e.g., distributed sensor networks [6] , [7] , and coordination and flow control problems [8] , [9] ) have spearheaded a large literature on distributed multiagent optimization.
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Digital Object Identifier 10.1109/TAC. 2017.2677879 In this paper, we focus on the following optimization problem:
where f i : R k → R is a convex function. We assume f i is known only to agent i and refer to it as a local objective function. 1 Agents can communicate over a given network and their goal is to collectively solve this optimization problem. A prominent example where this general formulation emerges is empirical risk minimization (ERM). Suppose that we have M data points {(y i , z i )} M i=1 , where y i ∈ R k is a feature vector and z i ∈ R is a target output. The empirical risk minimization refers to estimating a parameter of interest x by minimizing an objective function given by a loss function averaged over data points plus a penalty function on x, i.e., ERM can be written as
Therefore, the empirical risk minimization problem (2) can be written as min x∈R k 1 n n i=1 f i (x) , where function f i (x) is only available to machine i, which is an instance of formulation (1) . The decentralized nature of data together with communication constraints necessitate distributed processing, which has motivated a large literature in optimization and statistical learning on distributed algorithms.
B. Contributions and Related Works
Much of this literature builds on the seminal works [22] , [23] , which proposed gradient methods that can parallelize computations across multiple processors. A number of recent papers proposed subgradient type methods [24] - [29] or a dual averaging method [30] to design distributed optimization algorithms.
An alternative approach to design distributed algorithms for solving (1) is to use alternating direction method of multipliers (ADMM) type methods, which for separable problems lead to decoupled computations (see, e.g., [31] and [32] for comprehensive tutorials on ADMM). ADMM has been introduced and studied extensively in the 80s [33] - [35] . More recently, it has found applications in a variety of distributed settings in machine learning such as model fitting, resource allocation, and classification (see, e.g., [36] - [45] ). In this paper, we present and analyze a new distributed ADMM algorithm for solving problem (1) over a network. Our contribution is threefold.
First, our algorithm relies on a novel node-based reformulation of the problem, which expresses the consensus constraint in terms of a general communication matrix. The algorithm is further simplified (using the inherent symmetries in the problem) leading to an algorithm, which uses dual variables with dimension given by the number of nodes in the network and represent a significant reduction with respect to the variables communicated and stored in edge-based algorithms given in [47] and [46] . 3 For instance, a special case of our communication matrix recovers the distributed ADMM algorithm provided in [49] .
Second, we provide a unified convergence rate analysis for this algorithm, which applies to both the case when the local objective functions are convex and also the case when the local objective functions are strongly convex with Lipschitz continuous gradients. Note that our reformulated multiagent problem does not satisfy the assumptions used for establishing linear convergence of centralized (or two-block) ADMM (i.e., the assumptions of [48] ), hence motivating our analysis in this paper. Our proof proceeds by showing that the iterates generated by the ADMM algorithm satisfies a perturbed linear update equation. Our analysis in terms of a perturbed linear update is novel and can be used to study different variations of ADMM algorithms. In particular, our analysis shows that when the component functions are convex, the objective function at the ergodic average of the estimates generated by our algorithm converges with rate O(1/T ). Moreover, when the component functions 3 By node-based algorithm, we mean that the consensus constraint is guaranteed by using a general node-by-node dimensional communication matrix. This in turn leads to an algorithm in which each node only requires to store and update variables corresponding to that specific node. In contrast, in an edge-based algorithm, each node requires to store and update variables corresponding to each of its neighbors. are strongly convex with Lipschitz continuous gradients (i.e., smooth) we show that the iterates converge linearly, i.e., the iterates converge to an -neighborhood of the optimal solution after O( √ κ f log (1/ )) steps, where κ f is the condition number defined as L/ν, L is the maximum Lipschitz gradient parameter, and ν is the minimum strong convexity constant of the component functions. This improves upon the κ f condition number dependence of edge-based ADMM [46] and matches the best known iteration complexity and condition number dependence of two-block (centralized) ADMM [48] . Third, our convergence rate estimates highlight a novel dependence on the communication matrix, denoted by A, and therefore, on the underlying network and weights used in combining information from neighboring nodes. 4 In particular, we establish (for strongly convex and smooth case) an iteration com-
d m in +1 (2 +λ min ) log 1 to find an -optimal solution, where d min is the minimum degree of the underlying graph,λ min is the smallest nonzero eigenvalue of A D −1 A, D = diag(d 1 + 1, . . . , d n + 1), where d i is the degree of node i, and ||A|| 2 is the operator norm of A. Moreover, we compute this bound for specific networks such as ring, line, and star and compare our rate estimates with those of the distributed ADMM algorithm of [49] and other fast consensus algorithms (such as [50] - [53] ) showing that various asymptotic dependence with respect to the number of agents can be obtained by considering different communication matrices within our algorithm.
In addition to [46] and [47] , which studied edge-based distributed ADMM algorithm, our paper is related to [49] , which considered a general communication architecture within an ADMM algorithm (allowing "clusters of nodes" to talk to each others, thus subsuming both centralized and decentralized communication) and presented asymptotic convergence rate results. Our paper focuses on general decentralized communication patterns by using a communication matrix for enforcing the consensus constraint. It can be shown that for a special choice of communication matrix, our algorithm recovers the distributed algorithm presented in [49] (see Remark 2) . Our paper is also related to [48] and [54] that study the basic two-block ADMM as well as the literature on the convergence of operator splitting schemes, such as Douglas-Rachford splitting and relaxed Peaceman-Rachford [55] - [64] .
Finally, our paper is connected to the literature on continuoustime distributed dynamical solvers such as [65] , [68] , and [69] . In particular, Kia et al. [69] proposed a distributed continuoustime algorithm with asymptotic linear convergence rate when the functions are strongly convex with Lipschitz continuous gradients. The discrete-time version of the algorithm presented in [69] relates to distributed subgradient methods with memory such as [28] , which is proved to have linear convergence rate for strongly convex functions with Lipschitz continuous gradient. One significant difference between our algorithm and [28] , [69] is that our linear convergence guarantees hold for any choice of penalty parameter without requiring all nodes to know the strong convexity and Lipschitz continuous gradient parameters (ν and L).
C. Outline
The organization of this paper is as follows. In Section II, we provide reformulations of problem (1) for distributed implementation and propose our node-based distributed ADMM algorithm. In Section III, we show that ADMM iterates satisfy a perturbed linear update equation. In Section IV, we focus on convex component functions and show the sublinear convergence rate of the ADMM algorithm. In Section V, we focus on strongly convex and smooth component functions and show the linear convergence rate of the ADMM algorithm. Finally, in Section VI, we study the impact of the network, captured through the communication matrix, on the convergence rate and Section VII concludes this paper. All the omitted proofs are presented in the Appendix.
II. FRAMEWORK

A. Problem Formulation
Consider a network represented by a connected undirected graph G = (V, E) where V = {1, . . . , n} is the set of agents and E is the set of edges. 5 For any i, we let N (i) denote the set of its neighbors including agent i itself, i.e., N (i) = {j | (i, j) ∈ E} ∪ {i}, and let d i denote the degree of node i, i.e., |N (i)| = d i + 1. We let d max = max i∈V d i and d min = min i∈V d i denote the maximum and minimum degrees of the nodes in the graph. We also let D be the n × n diagonal matrix such that D ii = d i + 1, i.e., D = diag(d 1 + 1, . . . , d n + 1).
The goal of the agents is to collectively solve optimization problem (1), where f i is a convex function known only to agent i. In order to solve optimization problem (1), we introduce a variable x i ∈ R k for each i and write the objective function of problem (1) as n i=1 f i (x i ) so that the objective function is decoupled across the agents. The constraint that all the x i 's are equal can be imposed using the following matrix.
Definition 1 (Communication Matrix): Let P be a n × n matrix whose entries satisfy the following property. For any i ∈ V , P ij = 0 for j / ∈ N (i). We refer to P as the communication matrix.
Assumption 1: The communication matrix P satisfies null(P D −1 P ) = span{1}, where 1 is a n × 1 vector with all entries equal to one, null(P ) denotes the null space of P .
This assumption guarantees that the consensus constraint is equivalent to a linear constraint as shown in Lemma 1.
Example 1: An example of a communication matrix that satisfies Assumption 1 is D 1/2 L, where L is the Laplacian of the graph defined as L ij = −1, for j ∈ N (i) \ {i}, L ii = d i , and zero otherwise. This is because null(L L) = null(L) (see [76, ch. 2] ) and null(L) = span{1} for connected graphs [78] .
We next show that the constraint that all x i 's are equal can be enforced by the linear constraint Ax = 0, where 5 We use the terms network and graph interchangeably.
x = (x 1 , . . . , x n ) ∈ R nk and matrix A ∈ R kn×kn is the Kronecker product between communication matrix P and I k , i.e., A = P ⊗ I k . We refer to both P and A as communication matrix.
Lemma 1: Under Assumption 1, the constraint Ax = 0 guarantees that x i = x j for all i, j ∈ V .
Using Lemma 1, we can reformulate problem (1) as
We adopt the following standard assumption.
Assumption 2: The optimal solution set of problem (3) is nonempty and the optimal value is finite. We let x * denote an optimal solution of (3).
B. Multiagent Distributed ADMM Algorithm
In this section, we propose a distributed ADMM algorithm to solve problem (3) . A direct application of ADMM in problem (3) involves considering an augmented Lagrangian with a quadratic penalty ||Ax|| 2 2 for feasibility violation, coupling all x i s that appear in a constraint through a quadratic term. Sequential minimization of the augmented Lagrangian in the primal variables will then require all such x i 's (or the agents that hold those values) to coordinate and update in a specific order. Such an update can be achieved if there is a globally known order on the set of nodes which is impractical in the distributed setting considered here (see [71] for more details on this issue). 6 To eliminate the need for a globally known order, we use a reformulation technique introduced in [75] to separate optimization variables in a constraint, allowing them to be updated simultaneously. To this end, we first expand the constraint Ax = 0 to obtain j ∈N (i) A ij x j = 0, for each i, where A ij = P ij I k is a k × k matrix. We then introduce auxiliary variables z ij = A ij x j ∈ R k to obtain the following reformulation:
For the equality constraints given in (4), we assign Lagrangian multipliers λ ij ∈ R k and form the augmented Lagrangian function given by
where c is a penalty parameter. On this reformulation, the ADMM algorithm generates primal-dual sequences {x j (t)}, {z ij (t)}, and {λ ij (t)}, which at iteration t are updated as follows. 1) For any j = 1, . . . , n, we update x j as
2) For any i = 1, . . . , n, we update the vector
where
(8) Note that we can compactly write (4) as
is such that the first |E| rows areĀ (i,j ),i = A ij for j ∈ N (i) and the second n rows are identically zero, andB ∈ R (|E |+n )×|E | is such that the first |E| rows are equal to the rows of I |E |×|E | and the second n rows areB i,(i,j ) = 1 for j ∈ N (i). With these identifications, (4) can be solved using a two-block ADMM algorithm (that updates all x i 's simultaneously followed by an update of z ij 's), which is recently shown to converge under some assumptions (see [48] ). The convergence of ADMM for (4) does not follow from this result since the reformulated multiagent problem in (4) does not satisfy the assumptions used in the analysis given in [48] , i.e., the relevant assumption that either G(z) is strongly convex orB is full row rank does not hold for (4) (see [46] , for a similar issue for the edge-based ADMM algorithm). This motivates the convergence rate analysis presented in this paper. Before we proceed to our analysis, we show that with the initialization assumption
ADMM algorithm applied to problem (4) can be simplified. It follows from the update relations (6)-(8) that in implementing this algorithm each node i maintains and updates O(|E|) variables. Using the inherent symmetries in the problem, we can significantly reduce the number of variables that nodes maintain from O(|E|) to O(|V |). In this regard, we first obtain the optimal solution of the minimization problem (7) in closed from. By assigning a Lagrangian multiplier p i (t + 1) for the constraint j ∈N (i) z ij = 0, we see that the optimal solution z ij (t + 1) satisfies
for i ∈ V and j ∈ N (i). Comparing (10) and (8), we obtain λ ij (t + 1) = p i (t + 1) for any t ≥ 0, i ∈ V and j ∈ N (i), showing that all the multipliers λ ij (t + 1) are updated to a Algorithm 1: Multiagent Distributed ADMM.
common variable, which is the multiplier p i (t + 1) of the constraint j ∈N (i) z ij (t + 1) = 0. Given the initialization assumption (9), we let
which can be written as
. Now that we have z ij (t) and λ ij (t) in terms of y i (t) and p i (t) we can rewrite (6) as
The steps of the ADMM algorithm are summarized in Algorithm 1, which can be implemented in a distributed way by storing and communicating node-specific variables. The number of updated variables in each iteration is 3|V |, which is smaller than O(|E|) many variables of the edge-based algorithm of [46] , [47] . In particular, each node i maintains local variables x i (t), y i (t), and p i (t) and updates these variables using communication with its neighbors as follows. 1) Each node j sends out x j (t) to all of its neighbors, and then, each node i computes y i (t) as in step a. 2) Each node i sends out p i (t) and y i (t) to all of its neighbors and then each node j uses y i (t) and p i (t) of all i ∈ N (j) to find x j (t + 1) as in step b. 3) Each node i updates p i (t + 1) as in step c.
III. KEY RELATIONS
In this section, we present a basic relation for the primal vector x(t) generated by Algorithm 1, which will be used in establishing convergence results for both the convex and the strongly convex and smooth cases. This relation eliminates the dependence of x i (t + 1) on the other variables {y i (t)} and {p i (t)} and represents its evolution compactly as a function of the past values {x(s)} t s=0 and the subgradients h i (x i (t + 1)) ∈ ∂f i (x i (t + 1)). In our analysis, without loss of generality, we suppose k = 1. We let M be the n × n diagonal matrix such that M ii = j ∈N (i) A 2 j i . We also use the shorthand notation ∂F (x) to denote the vector of subgradients of component functions at
The sequence generated by Algorithm 1 satisfies
x(s) (13) for some h(x(t + 1)) ∈ ∂F (x(t + 1)). Proof: The first step of Algorithm 1 can compactly be written as y(t) = D −1 Ax(t), which leads to
For each i, using the optimality condition for the problem shown in the second step of Algorithm 1, we obtain
where h i (x(t + 1)) ∈ ∂f i (x i (t + 1)). Using (14) and (15) (16), completes the proof.
Lemma 2 shows x(t + 1) can be written as a perturbed linear combination of {x(s)} t s=0 with the perturbation term − 1 c M −1 h(x(t + 1)). The rough intuition behind the convergence of this update rule can be obtained as follows. Assuming the functions are differentiable and the sequence {x(t)} converges to a vector denoted by x, left multiplying (13) (when x(t) = x(t + 1) = x) by M 1 and using 1 A = 0, we obtain n i=1 ∇f i (x i ) = 0, which is a necessary condition for the optimality of x. Also, subtracting (13) from the same equation for the update of x(t), we obtain
which at the limit when
The update rule presented in Lemma 2 motivates considering another distributed algorithm where each node i ∈ V keeps track of two variables x i (t) and t s=0 x i (s) and update them as follows.
x i (t + 1) = arg min
x j (s) 2 2 . (17) In particular, for this algorithm to be implemented in a distributed way, the only requirement is [A D −1 A] ij = 0 for j ∈ N (i). One choice of A that satisfies this requirement is A = D 1/2 ( 1 2 L) 1/2 , where L is the Laplacian of the graph. For this choice, the updates of (17) generates the same sequence as the distributed ADMM algorithm presented in [49] . This follows from writing a perturbed linear update similar to that of Lemma 2 for the algorithm presented in [49] , and then, comparing the updates.
IV. SUBLINEAR RATE OF CONVERGENCE
In this section, we show the sublinear rate of convergence. The following proposition bounds the function value at each iteration. In order to state the results we define two auxiliary sequences denoted by r(t) and q(t). Since A D −1 A is a positive semidefinite matrix (see Lemma 9 in the Appendix), we can define Q = (A D −1 A) 1/2 . 7 Given {x(t)} is the sequence generated by Algorithm 1, we let
We measure the progress of these sequences in terms of the norm induced by the matrix G defined as
i.e., ||x|| G is given by x Gx. 8 Proposition 1: For any r ∈ R k and t ≥ 0, we have
where q * = r x * . In order to obtain O(1/T ) convergence rate, we consider the performance of the algorithm at the ergodic average, i.e.
Note that each agent i can construct this vector by simple recursive time averaging of its estimate x i (t).
In order to establish sublinear convergence rate, we need to lower bound the term 2 c (F (x(t + 1))−F (x * )) + 2r Qx(t + 1) in the left-hand side of (19) . Using saddle point inequality (see [70, ch. 6] ), this term is nonnegative, provided that (x * , r) is an optimal primal-dual solution of
where c is the penalty parameter [see (5) ]. Since null(Q) = null(A D −1 A), 9 under Assumption (1), the set of optimal primal solutions of problem (21) is the same as of the original problem (3). This motivates us to define (x * , r * ) as an optimal primaldual solution of (21) and upper bound both the difference of the objective function value and the optimal value and the feasibility violation in terms of x * and r * . Theorem 1: Suppose Assumptions 1 and 2 hold. For any T ≥ 0, we have
We also have
where the ergodic averagex(T ) is defined in (20) . 8 If G is positive definite, then ||.|| G is a norm, otherwise if G is positive semidefinite, then ||.|| G is a seminorm. 9 This equality follows because a basis for both is given by the columns of V corresponding to singular values equal to zero (see [76, ch. 2]).
Proof: Summing (19) from t = 0 up to t = T , we obtain
Using convexity of the functions and Jensen's inequality, we lower bound the left-hand side to obtain
Letting r = 0, this yields
Note that this inequality shows an upper bound of order O(1/T ) on F (x(T )) − F (x * ). We will not stop here because we want to upper bound the absolute value |F (x(T )) − F (x * )|. Sincex(T ) is not necessarily a consensus point (i.e., Ax(T ) might not be zero), we cannot simply write F (x(T )) − F (x * ) ≥ 0. Also, this approach will lead to an upper bound on the feasibility violation which captures how fastx(T ) converges to a consensus point. From the saddle point inequality (see [70, ch. 6 ]), we have
which implies
Next, we will bound the term r * Qx(T ). We add the term cr * Qx(T ) to both sides of (24) to obtain
Using (22) with r = 2r * (since Proposition 1 holds for any r, (22) also holds for any r) to bound the right-hand side of (26), we obtain
Using (27) to bound the right-hand side of (25), and then, combining the result with (24) leads to
We next bound the feasibility violation. Using Proposition 1 [essentially (22) ] with r = r * + Qx(T ) ||Qx(T )|| 2 , we have
Since (x * , r * ) is a primal-dual optimal solution, using saddle point inequality, we have that
Combining (28) and (29), we obtain
where we used ||a + b|| 2 2 ≤ 2||a|| 2 2 + 2||b|| 2 2 for all a, b ∈ R n to obtain the last inequality.
This theorem shows that the objective function at the ergodic average of the sequence of estimates generated by Algorithm 1 converges with rate O(1/T ) to the optimal solution. The next theorem provides an upper bound on the two norm of a dual optimal solution of problem (21) in terms of eigenvalues of a quadratic transformation of the communication matrix. In particular, our rate estimates depend on the smallest nonzero eigenvalue of A D −1 A denoted byλ min and the largest eigenvalue of M − A D −1 A denoted by λ max , providing rate estimates that highlight the effect of network structure on algorithm performance.
Theorem 2: Suppose Assumptions 1 and 2 hold. With the initialization x(0) = 0, for any T ≥ 0, we have
where U is a bound on the subgradients of the function F at x * , i.e., v ≤ U for all v ∈ ∂F (x * ) and the ergodic averagex(T ) is defined in (20) Our rate estimates show a novel dependence on the network structure and communication matrix throughλ min and λ max . In Lemma 5 presented in Section VI, we relate these quantities to the properties of the network and communication matrix.
V. LINEAR RATE OF CONVERGENCE
In this section, we adopt the following stronger assumption on the component functions and show linear convergence rate.
Assumption 3 (Strong Convexity and Lipschitz Gradient):
For any i = 1, . . . , n, the function f i is differentiable and has Lipschitz continuous gradient, i.e.
for some L f i ≥ 0. The function f i is also strongly convex with parameter ν f i > 0, i.e., f i (x) − ν f i 2 ||x|| 2 2 is convex. When Assumption 3 holds the existence of optimal solution follows, i.e., Assumption 2 holds (in fact, the optimal solution is unique). We let ν = min 1≤i≤n ν f i and L = max 1≤i≤n L f i , and define the condition number of F (x) [or the condition number of problem (3)] as κ f = L ν . Note that when the functions are differentiable, we have ∇F (x) = (∇f 1 (x 1 ) , . . . , ∇f n (x n ) ) ∈ R n . Assumption 3 results in the following standard inequalities (see [77, ch. 1] ) for the function F (x).
Lemma 3: 1) For any x, y ∈ R n , we have
Under Assumption 3, we show that the sequence generated by Algorithm 1 converges linearly to the optimal solution. To this end, we first show a relation between the sequences {x(t)} and {r(t)} stated in Lemma 4.
Lemma 4: Suppose Assumptions 1 and 3 hold. There existr in the column span of Q such that Qr + 1 c ∇F (x * ) = 0 and for any t ≥ 0, we have ,
The sketch of the proof is as follow. Using Lemma 4 and multiplying both sides of (30) by (x(t + 1) − x * ), we can show
We use strong convexity (part 1 of Lemma 3) to bound the left-hand side of (32) by 2ν c ||x(t + 1) − x * || 2 2 . We also use smoothness (part 2 of Lemma 3) to bound the left-hand side of (32) by 2 cL ||∇F (x(t + 1)) − ∇F (x * )|| 2 2 . We then use a convex combination of these two bounds to obtain
Finally, we use the inequality (33) in (32) to show ||q(t + 1) −q|| 2 G ≤ 1 1+δ ||q(t) −q|| 2 G , which in turn shows the theorem after some calculations (the complete proof is given in Appendix E).
The rate of convergence in Theorem 3 holds for any choice of penalty parameter c > 0. In other words, for any choice of c > 0, the convergence rate is linear. We now maximize the right-hand side of inequality (31) over all choices of c and provide an explicit convergence rate estimate that highlights dependence on the condition number of the problem.
Theorem 4: Suppose Assumptions 1 and 3 hold. The optimal choice of penalty parameter is c = 2νL λ max (2 +λ min ) for which we have
where the convergence rate ρ is given by
Remark 2: Theorem 4 shows that within O √ κ f log 1 iterations, the estimates {x(t)} reach an -neighborhood of the optimal solution. Our rate estimate has a √ κ f dependence, which improves on the linear condition number dependence provided in the convergence analysis of the distributed ADMM algorithm in [46] . In addition, √ κ f dependence is tight because it is tight for the centralized ADMM algorithm as shown in [66] and [67] . Note that O √ κ f log 1 iteration complexity is obtained by taking the optimal choice of penalty parameter c, which depends on function parameters ν and L. 10 
VI. NETWORK AND COMMUNICATION MATRIX EFFECTS
In this section, we consider a general communication matrix and show explicit bounds on the convergence rate estimates we provided in previous sections in terms of the properties of the network and communication matrix. In Lemma 5, we first relate λ max to matrix A and the degrees of the nodes. We then use this bound in the rate estimates of Theorem 2 and Theorem 4 to find the effect of communication matrix. Finally, we compute these bounds for specific networks, i.e., ring network, line network, and star network and compare our bounds with those provided in [49] - [53] .
Lemma 5: Let A be a communication matrix satisfying Assumption 1. We have
Proof: We have
where the first inequality follows from triangle inequality and the second inequality follows from ||D −1 || 2 = 1 d m in +1 and ||M || 2 = max e i , 1≤i≤n ||Ae i || 2 2 ≤ ||A|| 2 2 , where e i denotes the ith canonical basis (with all zero elements except for the ith entry which is one). The bound obtained in Lemma 5 leads to the following rate estimates.
Proposition 2: Starting from x(0) = 0 and using a general communication matrix, we have the following.
1) Suppose Assumptions 1 and 2 hold. For all T ≥ 0, we have
where U is a bound on the subgradients of the function F at x * , i.e., v ≤ U for all v ∈ ∂F (x * ).
2) Suppose Assumptions 1 and 3 hold. We have
In particular, we obtain an -optimal solution in
d m in +1 (2 +λ min ) log 1 iterations. Proof: The proof of the first part follows from invoking Lemma 5 in Theorem 2. We next prove the second part. The rate ρ is obtained by invoking Lemma 5 in 4. Using ||x(t) − x * || 2 2 ≤ ρ t ||q(0) −q|| 2 2 , in order to have ||x(t) − x * || 2 ≤ , we need to have 
where L is the Laplacian of the graph, thenλ min becomes a(G) 2 , where a(G) denotes the algebraic connectivity of the graph (see [78] ). In this case, our rate estimates depends on the two norm of D 1/2 L as well as minimum degree of the graph.
A. Rate Estimates for Specific Networks
Throughout this subsection, we focus on quadratic component functions, i.e., f i (x) = 1 2 (x − a i ) 2 , where a i ∈ R (hence, the component functions satisfy Assumption 3), and compute the bounds obtained in part 2 of Proposition 2 for three different networks and communication matrix A = αD 1/2 L m for m = 1/2 and m = 1. We show that by changing m the asymptotic dependence of our rate estimates on the number of agents matches different existing estimates in the literature.
1) Ring Network:
Let G be a ring network. Invoking the bound of Lemma 5 in part 2 of Proposition 2 and using d min = 2 and κ f = 1, leads to the following convergence rate:
We first let A = αD 1/2 L, where L is the Laplacian of the ring network. Using the characterization of the eigenvalues of the Laplacian of ring network provided in [78] , we can writeλ min and ||A|| 2 explicitly as λ min = a(G) 2 α = (2(1 − cos(2π/n))) 2 α
We use (38) in (37), let α → ∞, and use a Taylor approximation as n → ∞ to obtain the following convergence rate:
which has the same dependence on n as the bound obtained using first order methods in [50] given by 1 − 2π n 2 . Similarly, for A = αD 1/2 L 1/2 (see Remark 1), we obtaiñ λ min = a(G) α = (2(1 − cos(2π/n))) α
Invoking (40) in (37), letting α → ∞, and using a Taylor approximation as n → ∞ leads to the convergence rate
which is the same as the results obtained in [49] and [51] in terms of the dependence on n.
2) Line Network: Let G be a line network. Again, using Lemma 5 in part 2 of Proposition 2 and noting d min = 1 and κ f = 1, we obtain the following convergence rate: 
We first let A = αD 1/2 L, where L is the Laplacian of the line network. Using the exact characterization of the eigenvalues of the Laplacian of line network provided in [78] (line with n vertices has the same eigenvalues as ring with 2n vertices), we can writeλ min explicitly and bound ||A|| 2 as λ min = a(G) 2 α = 2(1 − cos(π/n)) 2 α
Similarly, letting α → ∞ and using a Taylor approximation, we obtain the following convergence rate:
which has the same dependence on n as the bound provided in [52] using a first-order method. Similarly, for A = αD 1/2 L 1/2 , we obtain the following convergence rate:
which has the same dependence on n as the bounds shown in [51] and [53] .
3) Star Network:
Let G be a star network. Again, using Lemma 5 in Proposition 2 and noting d min = 1 and κ f = 1, we obtain the following convergence bound:
We first let A = αD 1/2 L, where L is the Laplacian of the star network. Using [78] , we know that the set of eigenvalues of the Laplacian of a star network is {0, 1, n}. Thus, we can writeλ min explicitly and bound ||A|| 2 as
Invoking (44) in (43) , letting α → ∞ and using a Taylor approximation leads to the following convergence rate:
Finally, using a similar argument, for A = αD 1/2 L 1/2 , we obtain the convergence rate 1 − 3
B. General Network and the Optimal Communication Matrix
In this subsection, we fix κ f in the convergence rate provided in part 2 of Proposition 2 and minimize the rate. The problem becomes (46) which is nonconvex. In order to address this problem, without loss of generality, we let A = αĀ, where the largest entry of A is one. We first minimize the rate given by (46) in α, and then, minimize it inĀ. Substitutingλ min = α 2μ min (Ā D −1Ā ), whereμ min (Ā D −1Ā ) denotes the smallest nonzero eigenvalue ofĀ D −1Ā , and ||A|| 2 = α||Ā|| 2 into (46), we can show that it is decreasing in α (this can be shown by taking derivative and observing it is negative). Therefore, the rate given by (46) is minimized by taking α → ∞, which leads to the following convergence rate:
Minimizing the rate given by (47) is still a nonconvex problem inĀ, but we can provide an upper bound on this rate by using ||Ā|| ≤ n in (47) , resulting in the following convergence rate:
We will next maximizeμ min (Ā D −1Ā ) in A, which in turn minimizes the rate given by (48) . In order to find a convex program for this problem, instead of maximizingμ min (Ā D −1Ā ) over all possible matricesĀ, we maximizeμ min (Ā D −1Ā ) over matri-cesĀ such that D −1/2 A is symmetric. Note that for A = D 1/2 L, A = D 1/2 L 1/2 , and in general for D 1/2 times any generalized Laplacian D −1/2 A is symmetric. Given this restriction, we can relateμ min (Ā D −1Ā ) to the smallest nonzero eigenvalue of D −1/2Ā denoted byμ min (D −1/2Ā ) as stated in the following lemma. Lemma 6: Let A be a communication matrix satisfying Assumption 1. If D −1/2 A is symmetric, then we havẽ
Using Lemma 6, instead of maximizingμ min (Ā D −1Ā ), we maximizeμ min (D −1/2Ā ), which is a convex program. This is because maximizingμ min (D −1/2Ā ) is formulated as
Sincẽ
is the pointwise minimum of a family of linear functions ofĀ (i.e., x D −1/2Ā x),μ min (D −1/2Ā ) is a concave function (see [79] for a similar argument). Therefore, (50) is a convex optimization problem (see [80, ch. 4] ). We use CVX [81] to solve the convex program (50) . Letting A * to denote the optimal solution of (50), leads to the following convergence rate
In Fig. 1 , we examine the algorithm performance for a sample Erdős-Rényi graph with n = 30 nodes and p = 0.2. We compared the performance of the following four different algorithms:
1) communication matrix A = αD 1/2 L for α = 100 and penalty parameter c specified by Theorem 4; Fig. 1 . Performance for different communication matrices over a sample Erdős-Rényi graph with n = 30 nodes, p = 0.2, quadratic functions, and zero initial conditions. The matrix A * is the optimal solution of problem (50) and α = 100.
2) communication matrix with maximumμ min (D −1/2Ā ), i.e., A = αD −1/2 A * , with α = 100 and the penalty parameter c specified by Theorem 4;
3) edge-based distributed ADMM of [46] with the penalty parameter specified in [46] ; 4) centralized algorithm where all the functions are available to a single node.
For centralized ADMM, we use the ADMM algorithm to minimize 1 2 F (x) + 1 2 F (y) subject to x = y constraint. The comparison to centralized ADMM is solely for the illustration purposes, as it cannot be implemented in a distributed way. Note that all the initial condition of all algorithms used in Fig. 1 are zero, i.e., x(0) = 0.
VII. CONCLUSION
We propose a novel distributed algorithm based on ADMM to minimize sum of locally known convex functions. We first show our algorithm can be implemented by keeping track of node-dimensional variables and using a general communication matrix that can be optimized to get the best performance for a given network. We then show that our algorithm reaches and -optimal solution in O 1 number of iterations for convex functions and in O √ κ f log 1 number of iterations for strongly convex and smooth functions. We provide bounds on the optimality gap (consensus constraint and the distance to the optimal function value in the convex case, and the distance to the optimal solution in the strongly convex and smooth case) in terms of the communication matrix A and network properties. Finally, we compute these bounds for specific networks, and show different convergence rate estimates can be obtained by properly choosing the communication matrix, matching those provided in the literature.
APPENDIX
A. Proof of Lemma 1:
For any 1 ≤ l ≤ k, consider the lth coordinate of all x i 's and form a n × 1 vector x l . From Ax = 0 and the definition of matrix A = P ⊗ I, we obtain P x l = 0, which in turn shows P D −1 P x l = 0. This shows that x l ∈ null(P D −1 P ). Using Assumption 1, we have x l ∈ span({1}), which guarantees that all entries of x l are equal.
Therefore, for any l = 1, . . . , k, the lth entries of all x i 's are equal, leading to x i = x j ∀i, j ∈ V .
B. Proof of Proposition 1:
We first show a lemma that we will use in the proof of this proposition. The following lemma shows the relation between the auxiliary sequence r(t) and the primal sequence x(t).
Lemma 7: Suppose Assumptions 1 and 2 hold. The sequence
for some h(x(t + 1)) ∈ ∂F (x(t + 1)). Proof: Using Lemma 2, we have
x(s).
We subtract (A D −1 A)x(t + 1) from both sides and rearrange the terms to obtain
which completes the proof of lemma. Using Lemma 7 and convexity, we have 2 c (F (x(t + 1)) − F (x * )) + 2r Qx(t + 1)
h(x(t + 1)) + 2r Qx(t + 1) = 2(r(t + 1) − r(t)) (−r(t + 1) + r)
C. Proof of Theorem 2:
We first show a lemma that bounds the norm of dual optimal solutions of (52).
Lemma 8: Let x * be an optimal solution for problem (3) . There exists an optimal dual solutionr for problem
such that ||r|| 2 2 ≤ U 2 c 2λ m in , where U is a bound on the subgradients of the function F at x * , i.e., v 2 ≤ U for all v ∈ ∂F (x * ), and λ min is the smallest nonzero eigenvalue of A D −1 A.
Proof: There exists an optimal primal-dual solution for problem (52) such that (x * , r * ) is a saddle point of the Lagrangian function, i.e., for any
Note that (x * , r * ) satisfies saddle point inequality if and only if it satisfies the inequality given in (53) . Eq. (53) shows that cr * Q ∈ ∂F (x * ). Let cr * Q = v ∈ ∂F (x * ). We will use this r * to constructr such that cr Q = v , and hence, we would have
meaning (x * ,r) satisfies the saddle point inequality. This shows that (x * ,r) is an optimal primal-dual solution (see [70, Sec. 6] ). Moreover, we chooser to satisfy the statement of lemma. We let Q = r i=1 u i σ i v i be the singular value decomposition of Q, where rank(Q) = r. Since cr * Q = v , v belongs to the span of {cv 1 , . . . , cv r } and can be written as v = c r i=1 c i v i for some coefficients c i 's . We letr = r i=1 c i σ i u i . By this choice ofr, we have cr Q = c r i=1 c i v i = v and
where we used the bound on the subgradient to obtain the last inequality. Sincer Q = v ∈ ∂F (x * ), the pair (x * ,r) satisfies the saddle point inequality.
Next, we use this lemma to analyze the network effect. Using Theorem 1 with zero initialization, we have
Using ||x * || 2 M −A D −1 A ≤ λ max ||x * || 2 2 , completes the proof. D. Proof of Lemma 4: Following the same steps as in the proof of Lemma 7, we obtain (M − A D −1 A)(x(t + 1) − x(t)) = − Qr(t + 1) − 1 c ∇F (x(t + 1)).
We next show there existr such that Qr + 1 c ∇F (x * ) = 0. First note that both column space (range) and null space of Q and A D −1 A are the same. Since span(Q) ⊕ null(Q) = R n , we have ∇F (x * ) ∈ span(Q) ⊕ null(Q) = span(Q) ⊕ span{1} as null(Q) = span{1}. Since 1 ∇F (x * ) = 0, we can write ∇F (x * ) as a linear combination of column vectors of Q. Therefore, there exist r such that 1 c ∇F (x * ) = −Qr. We let r = Proj Q r to obtain Qr = Qr, wherer lies in the column space of Q. This concludes the proof.
E. Proof of Theorem 3:
We first show a lemma that we use in the proof of this theorem. The lemma shows that both matrices M − A D −1 A and A D −1 A are positive semidefinite. We then proceed to the proof of theorem. 
Using Lemma 9, in order to show this inequality, it suffices to show cλ min ||(∇F (x(t + 1)) − ∇F (x * ))|| 2 2 . (61) Comparing (61) and (60), it suffices to have δ ≤ min 2βν cλ max (1 + 2 λ m in )
,
This shows that (54) holds. Using induction on t completes the proof.
F. Proof of Theorem 4:
The largest possible δ that satisfies the constraint given in Theorem 3 by maximizing over β ∈ (0, 1) is the solution of where we used v 1 = 0 in the last inequality to conclude ||D −1/2 Av|| 2 2 ≥μ min (D −1/2 A) 2 .
