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１．はじめに
ネットワーク上のコミュニケーションを考えるとき，
その代表的な形態のひとつは電子掲示板である．イン
ターネット世界には大小さまざまな掲示板が運営され，
無数のユーザーによって活発な議論や情報交換が行われ
ている．これらのユーザーは，それぞれに独自の目的を
もって掲示板を利用しているが，満足できる結果が得ら
れるかどうかは自分の行動だけでなく，他のユーザーた
ちの動向に大きく影響される．その意味で，掲示板上の
コミュニティもまた相互作用と利害関係の場であり，
ゲーム理論が研究対象とする「ゲーム的状況」にあると
いうことができる．
電子掲示板を介したコミュニケーションの特徴をいく
つか挙げると
（1)無数のユーザーがリアルタイムに情報を交換でき
ること
（2)過去の履歴の保存や検索が容易であること
（3)他のユーザーに関する詳しいデータは不明である
場合が多いこと
（4)例外もあるが，多くの場合テキストベースでやりと
りが行われること
など，非常に便利なツールである一方でかなりの制約も
あり，「掲示板上のゲーム理論」を考える際には，これら
の条件をうまくモデル化する必要があると思われる．
この小論では，「ネットワーク上のコミュニケーション
のゲーム分析」を目標とする一歩として，上に列挙した
電子掲示板の特徴と似た性質をもつ言葉のゲームである
「山手線ゲーム（古今東西）」のゲーム理論的分析を試み
る．
山手線ゲームは仲間内で手軽に楽しめる余興として
「しりとり」と並んで広く普及しており，基本的にはし
りとりと同様に語彙力を競うゲームであるが，子細に観
察すると戦略的な要素を豊富に含み，ゲーム理論的に研
究する余地が十分にあると思われる．ただし，実際の山
手線ゲームは多人数が順番に答えていくという形式で行
われるが，本論文ではプレイ中の 1つの局面のみに注目
して 2人のプレイヤーが同時に行動する戦略形ゲームと
考えることにする．
以下に本稿の構成を示す．2節では通常の山手線ゲー
ムの概要を説明した後，本論で分析するためのモデル化
について述べる．3～5節では各モデルのゲームの解を計
算し，それらがプレイヤーのどのような行動を反映して
いるか考察する．6節ではまとめと今後の課題について
述べる．
２．基本モデル
本節では山手線ゲームの概略とモデル化について述べ
る．
２．１ 山手線ゲームの概要
山手線ゲームは複数（通常は 3人以上）の参加者によ
り口頭で行われるゲームである．まず参加者の 1人が出
題者となり，「お題」として何かカテゴリーを指定する．
その後出題者自身から順に各参加者が，出題されたカテ
ゴリーに属する単語を 1つずつ答えていく．1度答えと
して出された単語は，自分が出したか他の参加者が出し
たかによらず，もう一度答えることはできない．そして
何周かするうちに，答が出せなくなった人が負けとなる．
実行例 以下に，山手線ゲームの簡単な実行例を示す：
参加者：A，B，C
お 題：クラシック音楽の作曲家
Aが知っている作曲家：
モーツァルト，ベートーヴェン，シューベルト，
シューマン，ショパン，ブラームス，チャイコフス
キー，マーラー，ショスタコーヴィッチ
Bが知っている作曲家：
ハイドン，モーツァルト，ベートーヴェン，シュー
ベルト，ショパン，ヴェルディ，ワーグナー
Cが知っている作曲家：
モーツァルト，ベートーヴェン，シューベルト，メ
ンデルスゾーン，ベルリオーズ，シューマン，ショ
パン，ブラームス，チャイコフスキー，ブルックナー
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※A，B，Cはそれぞれ，自分以外の 2人が何を知って
いるか分からない．
ゲーム開始
1R
 
A ベートーヴェン
B モーツァルト
C シューベルト
2R
 
A チャイコフスキー
B ショパン
C ベルリオーズ
3R
 
A シューマン
B ワーグナー
C メンデルスゾーン
4R
 
A ブラームス
B ヴェルディ
C ブルックナー
5R
 
A マーラー
B ハイドン
C 答えられない
ゲーム終了：敗者 C
この例が示しているように，山手線ゲームは必ずしも
語彙の数だけを競うわけではなく，戦略的な要素も含ん
でいる．
上の例の場合，Cは例えば第 3ラウンドでヴェルディ
を選んでいれば Bに勝つことができた．
２．２ 定式化
前節で説明した通り，山手線ゲームは本来，多数のプ
レイヤーが参加する展開形ゲームである．しかし本稿で
は簡単のため，以下のように戦略形 2人同時ゲームとし
て定式化することにする．ただしここでは大まかな枠組
のみ説明し，より詳しい定義は 3．1節，4．1節，5．1節
で行う．
（1）プレイヤー：
山手線ゲーム参加者の任意の 1人Aと，Aの次に答え
る番に当たっている Bの 2人をプレイヤーと定める．
（2）戦略：
山手線ゲームのプレイ中，各参加者は通常，それぞれ
自分の番が回ってくる前に答の候補を用意しておく．そ
こで今回のモデルでは，A，Bはそれぞれ「語彙」として
空でない有限集合U?，U?を所有し，それぞれその中に
含まれる単語の 1つを「答の候補」としてA，B同時に選
択すると定める．ただしU?，U?はいずれも，より大きな
集合U の部分集合であり，原則としてU?とU?は空で
ない共通部分を持ち，また，U?とU?の間に包含関係は
ないとする
（3）利得：
本来の山手線ゲームにおいては，各参加者の目的は「敗
者にならないこと」つまり，なるべく長く答を出し続け
ることである．しかし今回のモデルでは，各プレイヤー
が当面の目標をどこに置いているかに注目する．具体的
には，次のような「目標」を想定する：
(I) 各プレイヤーは自分が出す答によって他のプレ
イヤーの語彙の残り（＝まだ答として出ていない
単語）を減らそうとする．
(II)(プレイヤーA（先手）がプレイヤーB（後手）を
攻撃している場合）Aは，Bが用意している答の候
補を先に答えてしまうことによって Bを妨害し
ようとする．BはAに妨害されないように努力す
る．
本稿では上の（I）および（II）に基づいて定めた戦略
形 2人ゲームをそれぞれ「モデル 1」，「モデル 2」と呼ぶ
ことにする．
（4）情報構造：
現実の山手線ゲームにおいては，各参加者は他の参加
者の語彙に関して不完全な知識しか持っていない．この
条件はゲームの本質に関わる部分であり，また，この研
究が目標としている「ネットワークを介したコミュニ
ケーション」においても極めて重要な意味を持っている．
そこで本稿では，上で述べたモデル 1に関し，4節で不完
備情報ゲームとしての分析も試みることにする．
３．モデル１（1）完備情報ゲーム
本節では，2．2節で述べた 2種のモデルの中のモデル
1について，より詳しい定式化を行い，そのゲーム分析を
試みる．なお，本節では情報完備とし，情報不完備の場
合は次節で扱う．
３．１ 設定
（1）選択肢：
このモデルでは，プレイヤーはお互いに，自分が出す
答によって相手の語彙集合の残りを減らそうとする．そ
こで，プレイヤーA，Bの語彙集合U?，U?を
I ＝ U? (U? U?)
II ＝ U? (U? U?)
III ＝ U? U?
のように 3つに分割して考える（この定義によりU?
U?＝I  II  III であり，かつ，I，II，IIIは互いに共通部
分を持たない）．すると，出された答が I，II，IIIのどれ
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に属するかに応じて，各プレイヤーの語彙の残りは次の
ように変化する：
1．答が Iに属す場合 ：Aの語彙のみ 1減少
2．答が IIに属す場合：Bの語彙のみ 1減少
3．答が IIIに属す場合：A，Bの語彙とも 1減少
このように，各プレイヤーの目的である「自分の語彙
は残しつつ相手の語彙を減らす」という要求がどの程度
達成できるかは，答を I，II，IIIのどこから選ぶかだけ
で決まる．そこで本モデルでは，プレイヤーA，Bに与え
られる選択肢（純粋戦略）はそれぞれ
●Aの選択肢：I，III
● Bの選択肢：II，III
と定めることにする．
（2）利得：
上に述べたとおり，各プレイヤーの目的は「自分の語
彙は残しつつ相手の語彙を減らす」というものであるが，
もとの山手線ゲームは多人数で行うゲームであり，自分
の語彙 1個と，他の参加者 1人の語彙 1個とが等価値で
あるとは言えない．
そこで本モデルでは「参加人数」を表す定数N（ 2）
を導入し，
●自分の語彙の減少 1個につき利得－1，
●相手の語彙の減少 1個につき利得＋ 1 N－1
と定めることにする．
３．２ ナッシュ均衡
前節で定めた選択肢と利得により，プレイヤーA，Bに
よる戦略形 2人ゲームの利得表は表-1で与えられる（N
は 2以上の自然数）．
※利得表の左端にはAの選択肢，上段には Bの選択肢
を記入するとする（以下も同様）
表 1により，このゲームではA，Bとも IIIが支配戦略
であり，戦略プロファイル（III，III）が唯一のナッシュ
均衡であることが分かる．
さらにN  3の場合，A，Bとも戦略プロファイル（I，
II）の方が（III，III）よりも利得が大きく，従ってこの
場合「囚人のジレンマ」の状況になっていると言うこと
ができる．
これは，3人以上で山手線ゲームをを行っている場合
に参加者のうちの 2人が潰し合いをやっていると，他の
参加者が「漁夫の利」を得ることになるという状況を表
している．
４．モデル１（2）不完備情報ゲーム
前節では情報完備の条件の下でモデル 1の解を求め
た．しかし，実際の山手線ゲーム（あるいはネットワー
ク上のコミュニケーション）では，お互いに相手の状況
がよく分からないという「匿名性」が本質的な意味を持っ
ている．そこで本節では，モデル 1の不完備情報ゲーム
としての分析を試みる．
４．１ 設 定
モデル 1に情報不完備性を導入する方法はいろいろ考
えられるが，本稿ではごく簡単に，次のように仮定する：
（1）U?の空でない 2つの部分集合 III  U?と IV U?
が与えられている．なお，簡単のため，以下の議
論では III  IV＝φと仮定する．
（2）次の 2つのケースが確率的に生起する：
●U? U?＝ III（i）
●U? U?＝ IV（ii）
（3)（2）のどちらのケースが生起したかAは知ってい
るが，Bには分からない．ただし Bは（i）の確率を p，
（ii）の確率を 1－pと予想している（0  p  1）．
以上の状況を不完備情報ゲームで表すため，次のよう
に定義する：
(i) プレイヤーAは，上の（2）の（i）と（ii）の状況
にそれぞれ対応して，タイプA?とA?を持つとす
る．一方，プレイヤーBのタイプは Bのみとする．
(ii)Aは自分のタイプを知っているとし，BはAのタ
イプを確率的に p(A?)＝p, p(A?)＝1－pと予想
するとする．
（iii)各タイプの選択肢は次の通りとする：
●A?の選択肢：I，III
●A?の選択肢：I，IV
●Bの選択肢 ：II，III，IV
(iv)利得は 3．1節と同様と同様に定める．すなわち，
Aのタイプに応じて利得表は表-2および表-3の通りと
する．
４．２ 利得表とベイジアン均衡
表-2と表-3の 2枚の利得表および Bの予想（p(A?)＝
p,p(A?)＝1－p）に基づいて Bの期待利得を計算すると
表-4が得られる（Aの戦略は，左がA?，右がA?の選択
を表す．また，各欄の数字は左からA?の利得，A?の利
得，Bの（期待）利得を表す）．
表-4により，このゲームのベイジアン均衡は，確率 p
テキストによるコミュニケーションのゲーム分析
表-１ モデル１（情報完備）の利得表
II  III
 
I
－N＋2 N－1 ,
－N＋2 N－1
－2N＋3 N－1 ,
－N＋3 N－1
 
III
－N＋3 N－1 ,
－2N＋3 N－1
－2N＋4 N－1 ,
－2N＋4 N－1
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に応じて次で与えられる：
● 0  p＜1/2の場合：（（III，IV），IV）
● p＝1/2の場合：（（III，IV），III），（（III，IV），IV）
● 1/2＜ p  1の場合：（（III，IV），III）
４．３ 考 察
前節で得られたベイジアン均衡は
Aは常にU? U?から答を選ぶ．Bは生起確率が大
きい方のAのタイプが実現していると仮定した上
で，やはりU? U?から答を選ぶ
という行動を表している．しかし現実の山手線ゲームに
おいては「自分の行動により相手に情報を与えてしまう」
という要素が加わることになり，このような単純な行動
様式が常に合理的であるとは限らない．この点を詳しく
調べるためにはモデルを「繰り返しゲーム」に拡張する
必要があるが，その詳しい分析は別の機会に譲ることに
して，ここでは次のような大まかな考察に留めておきた
い：
ゲームを 2回繰り返すとして，第 1ラウンドにAが
IIIないし IVを選択した場合，Aのタイプは Bの知
るところとなり，情報面でのAのアドバンテージは
失われる．その結果，第 2ラウンドは 3節で扱った
完備情報ゲームと同じものとなり，3．2節で求めた
ナッシュ均衡が実現すると考えられる．
その結果がAにとって望ましいものでない場合，第
1ラウンドでは，4．2節で求めたベイジアン均衡（A
の戦略は（III，IV））に反して Iを選択するという行
動が合理的になり得ると考えられる．
５．モデル２
本節では，2．2節で述べた 2種のモデルのうちのモデ
ル 2について，定式化とゲーム分析を行う．このモデル
ではAが攻撃側，Bが守備側となり，それぞれ別の目的
を持つ．すなわち，Aは Bが用意している答を先に出し
てしまうことで Bを妨害しようとし，Bは妨害されない
ように努力する．
なお，このモデルでも，モデル 1と同様に「匿名性」
は重要な意味を持つが，本稿では完備情報ゲームとして
のみ扱う．不完備情報ゲームとしての分析は次の機会と
したい．
５．１ 設 定
（1）選択肢：
各プレイヤーの選択肢は 3．1節で定めたモデル 1と同
様に
●Aの選択肢：I，III
● Bの選択肢：II，III
とする．
表-２ モデル１（不完備情報）の利得表（A＝A?)
II  III  IV
 
I
－N＋2 N－1 ,
－N＋2 N－1
－2N＋3 N－1 ,
－N＋3 N－1
－N＋2 N－1 ,
－N＋2 N－1
 
III
－N＋3 N－1 ,
－2N＋3 N－1
－2N＋4 N－1 ,
－2N＋4 N－1
－N＋3 N－1 ,
－2N＋3 N－1
表-３ モデル 1（不完備情報）の利得表（A＝A?)
II  III  IV
 
I
－N＋2 N－1 ,
－N＋2 N－1
－N＋2 N－1 ,
－N＋2 N－1
－2N＋3 N－1 ,
－N＋3 N－1
 
III
－N＋3 N－1 ,
－2N＋3 N－1
－N＋3 N－1 ,
－2N＋3 N－1
－2N＋4 N－1 ,
－2N＋4 N－1
表-４ モデル 1（不完備情報）の利得表
II  III  IV
 
I,I
－N＋2 N－1 ,
－N＋2 N－1 ,
－N＋2 N－1
－2N＋3 N－1 ,
－N＋2 N－1 ,
p－N＋2 N－1
－N＋2 N－1 ,
－2N＋3 N－1 ,
－p－N＋3 N－1
 
I,IV
－N＋2 N－1 ,
－N＋3 N－1 ,
(N－1)p－2N＋3 N－1
－2N＋3 N－1 ,
－N＋3 N－1 ,
Np－2N＋3 N－1
－N＋2 N－1 ,
－2N＋4 N－1 ,
(N－2)p－2N＋4 N－1
 
III,I
－N＋3 N－1 ,
－N＋2 N－1 ,
－(N＋1)p－N＋2 N－1
－2N＋4 N－1 ,
－N＋2 N－1 ,
(－N＋2)p－N＋2 N－1
－N＋3 N－1 ,
－2N＋3 N－1 ,
－Np＋N－3 N－1
 
III,IV
－N＋3 N－1 ,
－N＋3 N－1 ,
－2N＋3 N－1
－2N＋4 N－1 ,
－N＋3 N－1 ,
p－2N＋3 N－1
－N＋3 N－1 ,
－2N＋4 N－1 ,
－p－2N＋4 N－1
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（2）利得：
Aの目的は Bの用意している答を先に答えてしまう
ことであり，Bの目的はそうはさせないことである．そこ
でまず
（i）Aが選んだ単語と Bが選んだ単語が一致した
場合はAに得点Δ(＞0），Bに得点－Δが入る
と考える．
次に，上に述べたA，Bそれぞれの目的から考えて，A
にとっては III＝U? U?の元は多い方が望ましく，Bに
とっては少ない方が望ましいと考えられる．そこで，
（ii）Aが選んだ単語と Bが選んだ単語が一致して
いなかった場合，IIIに属する単語 1つあたりAに
は得点－1，Bには得点＋1が加算される
と考える．
A，Bとも IIIに属する単語を選んだ場合に限り，それ
らが一致する可能性が生じる．本モデルでは簡単のため，
その場合の確率はランダムであると仮定する．具体的に
は IIIの位数を表す自然数 n（＞0）を導入し，
（iii）A，Bの答が一致する確率＝ 1 n
，
一致しない確率＝ n－1 n
であるとする．
５．２ ナッシュ均衡（純粋戦略）
前節で定めた条件のもとで期待利得を計算することに
より表 5の利得表を得る．表-5から分かる通り，このモ
デルはゼロ和ゲームである．
表-5により，このゲームのナッシュ均衡（純粋戦略の
み）はΔと nの値に応じて次の通りとなる：
● n＞Δ＋2の場合：(I，III）
● n＝Δ＋2の場合：(I，III），（II，III），（III，III）
● n＜Δ＋2の場合：なし
５．３ ナッシュ均衡（混合戦略）
前節で見た通り，n＜Δ＋2の場合，このモデルは純粋
戦略のナッシュ均衡を持たない．そこで次に，この場合
の混合戦略のナッシュ均衡を調べる：
Aの混合戦略 p＝(p(I)＝p,p(III)＝1－p）と Bの混
合戦略 q＝(p(II)＝q,p(III)＝1－q）（0  p  1,0  q
 
1）に対し，A，Bの期待利得はそれぞれ
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従って混合戦略のナッシュ均衡は
（p?,q?)＝(Δ－n＋2Δ＋2 ,
Δ－n＋2
Δ＋2 ）
で与えられる．
なお，同様の計算により，n＜Δ＋2でない場合の混合
戦略のナッシュ均衡（p?,q?）は以下の通りであることが
分かる：
● n＞Δ＋2の場合：(p?,q?)＝(1,0）
● n＝Δ＋2の場合：p?は任意，q?＝ 0
５．４ 各プレイヤーの最適行動
前節の結果により， プレイヤーA，Bの最適な行動は
それぞれ以下の通りであることが分かった：
Aの最適行動
●n＞Δ＋2の場合：Iを選択
●n＝Δ＋2の場合：IまたはIIIを任意の確率で選択
●n＜Δ＋2の場合：Iまたは IIIを確率
p(I)＝ Δ
－n＋2
Δ＋2 ,p
(III)＝ nΔ＋2
で選択
Bの最適行動
● n Δ＋2の場合：IIIを選択
● n＜Δ＋2の場合：IIまたは IIIを確率
p(II)＝ Δ
－n＋2
Δ＋2 ,p
(III)＝ nΔ＋2
で選択
表-５ モデル 2の利得表
II  III
 
I  0,0 －1,1
 
III －1,1 Δ
－2n＋2 n ,
－Δ＋2n－2 n
29テキストによるコミュニケーションのゲーム分析
これらは，実際の山手線ゲームにおいて，ゲームが進
んで IIIに属する単語が消費されていくにつれて，A，B
それぞれの最適な選択方法が変化していく様子を記述し
ていると考えることができる．
６．ま と め
電子掲示板で行われる「テキストによるコミュニケー
ション」の簡易モデルとして山手線ゲームを取り上げ，
それをさらに簡単にした 2種のモデルのゲームの解を求
めた．今回はいろいろな意味で不十分な分析しかできな
かったが，それでも現実の山手線ゲームのプレイ状況を
ある程度記述できたように思う．
今後の課題としては，まず 1つ目に，今回定義した 2つ
のモデルを統一することが挙げられる．今回の 2つのモ
デルは，それぞれゲームの別の側面に注目したものであ
り，より現実に即した分析を行うためにはそれらを同一
の枠組の中に結合する必要があると考えられる．そして
そのためにも，2つめの課題として，山手線ゲームの本来
の形態である多人数の展開形ゲームとしてのモデル化が
必要になると考えられる．
さらにその先の目標として，「簡易モデル」である山手
線ゲームから，本来の目標である「テキストによるコミュ
ニケーション」の分析へとアプローチしていく道筋につ
いても今後検討して行きたい．
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We analyze a recreation game called Yamanotesen-Game using methods of game theory. We
 
compose some simple models of Yamanotesen-Game and compare their Nash and Bayesian equilibrium
 
points with the actions of players of Yamanotesen-Game in real world.
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