We introduce a phase field model which permits the study of the morphological evolution of second phase particles coherently precipitated from the mother phase in elastically stressed alloys. The model has three field variables: the concentration of solute atoms, the displacement field, and the phase field. These fields are coupled via interaction terms in the free energy functional and through kinetic factors. In the model, the interfacial region is defined as a mixture of the mother and second phases, which have the same chemical potential but different compositions. A matched asymptotic expansion analysis of the model is carried out. In the sharp interface limit, our model produces the modified Gibbs-Thomson equation at the coherent interface, which includes not only the effect of interface curvature but also that of coherent elastic strain energy. Twodimensional computations are performed for the microstructural evolution, and precipitate growth in the elastically anisotropic media. Our results are consistent with previous experimental and theoretical studies.
Introduction
The microstructural development of elastically strained crystalline systems has been a longstanding subject of interest and importance in materials science. In essence, all microstructures produced from the early stages of a solid-solid phase transformation are coherent, with the lattice directions and planes distinguishing parent and product phases. To maintain lattice continuity, the lattice mismatch between the mother and second phases is accommodated by the elastic displacement of atoms from their equilibrium lattice positions. Hence, elastic strain energy is generated. Two well-known cases are the development of spatial correlations during coarsening of coherent precipitates in nickel-base superalloys or other age hardenable alloys, and the strain-induced transition of a planar thin film to a three-dimensional island morphology during semiconductor heteroepitaxial growth. The morphological evolution of the second phase is governed by various factors such as the degree of the misfit strain, interfacial free energy, anisotropy and inhomogeneity of the elastic stiffness, the distribution of the second phase particles, diffusion of solute atoms, and so forth [1, 2] . Competition of these factors produces various morphological structures during the time evolution of the precipitates. These include cubic, rectangular, cuboidal and dendritic structures and, particularly, can bring about inverse coarsening, such as particle splitting phenomenon [3] [4] [5] [6] [7] [8] [9] [10] [11] . Figure 1 shows various morphologies of γ particles coherently grown from the γ phase in a nickel-base superalloy system, under different aging conditions. The evident pattern formation of the product particles is determined by the competition between the interfacial free energy and the elastic strain energy. The former tends to decrease interface area, whereas the latter may result in its increase and this pattern formation is done through the mass transport mechanism of the diffusion of solute atoms.
Previous approaches include the following. Eshelby [12, 13] presented the first theoretical approach for the elastic field generated by the coherently grown precipitate, and calculated the elastic strain energy induced by an ellipsoidal inclusion under the assumption of constant elastic moduli in the entire region. Ardell et al [14] calculated a strain-induced interaction among spherical precipitates whose shear modulus is slightly different from that of the mother phase. Lee et al [15, 16] evaluated the strain energy of coherent ellipsoidal and cuboidal particles in an anisotropic media. From energetic considerations, Johnson and Cahn [17] predicted that a growing precipitate, which is softer than the mother phase, should be deformed from a sphere to an ellipsoid as its radius exceeds a critical size. Cahn [18] presented the first approach treating elastic effects in phase transitions. He proposed a Ginzburg-Landau approach to the simplest case of isotropic elasticity, where the elastic moduli are the same. Khachaturyan and co-workers [1, [19] [20] [21] [22] used their generalized stochastic field model to study the features of microstructural evolution for various transformations including diffusional precipitation, diffusionless transformations and ordering phenomenon in elastically homogeneous system. Onuki and co-workers [23, 24] extended a Ginzburg-Landau approach and showed that the elastic energy caused by the misfit strain affects late stage spinodal decomposition. With similar methods, large scale simulations of phase separation with elastic misfit were performed to find a variety of two-phase structures in two and three dimensions [25] [26] [27] [28] .
An important class of such models [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] involve diffuse interfaces. It is assumed that the interface has a finite thickness and that the physical properties of the system vary smoothly through the interface. The interfacial region in these models is assumed to be a mixture of the mother and second phases with the same composition, but with different chemical potentials. This assumption produces an extra double-well potential due to the contribution of chemical free energy in the interfacial region, which gives rise to a non-zero interface thickness [29] [30] [31] . It has not been demonstrated that in the sharp interface limit, the models give rise to the modified Gibbs-Thomson equation at the interface, which is a boundary condition at the interface for composition or chemical potential, including the effects of both interface curvature and coherent elastic strain energy.
In this study, a phase field model is developed to study the effect of the coherent strain on the solid-solid phase transformation. By defining the interfacial region as a mixture of the mother and second phases with the same chemical potential, but with different compositions, the extra double-well potential is removed and the limitation of the interface thickness is relieved. Through an asymptotic expansion, the model is shown to produce the modified Gibbs-Thomson boundary condition. Two-dimensional simulations show that the model reproduces the various equilibrium and growth shapes of the precipitates, which occur due to the competition between elastic strain energy and interface free energy. Indeed, the cubic elastic anisotropy of the elastic moduli results in a shape transition of the precipitates from circle to faceted square with {10} habits and rounded corners at the early stage of growth. Then, the divergence of solute atom supply at the corners enhances their growth which results in a concave morphology. It is also shown that, in high precipitate density, the precipitates have a cuboidal shape and, in low precipitate density, they grow dendritically, which has been reported in previous studies of nickel-based superalloys [11] .
Modified Gibbs-Thomson equation
In this section, we discuss interface kinetics involving solute diffusion in binary alloys. We consider the case wherein the second phase can have a different lattice parameter from the mother phase, and therefore elastic strain energy is generated.
Inside the precipitate and mother phase, the time dependence of the solute concentration profile c( r, t) obeys:
The superscripts P and M indicate the precipitate and mother phase, respectively, concentration is atoms per unit volume, µ c is chemical potential of the solute, and M c and D are the respective atomic mobility and the diffusivity of the solute. The time scale for the relaxation of the stress field, as described by the atomic displacement field, is much shorter than that of the solute diffusion field. Therefore, displacement rapidly reaches equilibrium on the time scale of solute diffusion, giving rise to mechanical equilibrium:
Equation (2) is written with Einstein's summation convention and σ ij is the stress tensor. If the second phase has misfit lattice strains e T ij and the phases are coherent, the stress inside precipitates and the mother phase are [1, 2] ;
Here, C P ij kl and C M ij kl are the elastic constants in each phase, and the infinitesimal strain u ij is defined as 1 2 (∂u i /∂x j + ∂u j /∂x i ) where u is the atomic displacement field.
At the coherent interface, continuity of atomic displacement, and the traction force balance across the interface, are satisfied:
wheren is the unit normal to the interface. The normal growth velocity of the interface v n is determined by the mass balance equation:
where D P and D M are the diffusion coefficients of the solute atom inside the precipitate and the mother phase, respectively.
If the driving force is small, interface velocity is simply proportional to the driving force:
Here, ω is the difference of the grand potential function between the two phases and k i is the interface kinetic coefficient. The driving force ω includes the effects of the chemical free energy of both phases, the surface free energy, and the coherent elastic strain energy. This difference of the grand potential function was derived by Leo and Sekerka [32] and more detailed discussions can be found in [32] [33] [34] [35] . Explicitly,
and,
where κ c and σ are the local curvature and the surface free energy. µ c (c
which are the chemical potentials of two phases at the interface. G coh and G trans are the elastic energies at the interface and the difference in the elastic strain energies of the precipitate and the mother phase, respectively [32] . The concentration of each phases at the interface and the normal velocity can be calculated from equations (6) and (7) .
Despite the evident transparency of this description, the approach is mathematically and numerically challenging: the position of the moving interface must be known at every time. A complementary approach is therefore described below.
Phase field model
In this section, a phase field model is presented for describing the microstructure morphology occuring during the phase transformation of elastically stressed alloys. We propose a Ginzburg-Landau free energy functional and relate this to a phase field evolution equation, solute diffusion equation and mechanical equilibrium equations. The phase field model treats the entire system as a whole, so the interface motion is tracked implicitly: the state of the system is described with a scalar order parameter, which is defined as 1 and 0 in the precipitate and mother phase, respectively, and changes continuously in the finite interface region.
The free energy functional F(φ, c, u) for the order parameter φ( r, t), the solute concentration c( r, t) and the atomic displacement field u( r, t) at a given time has the following form,
where f (φ, c, u) is the free energy density function and ( 2 /2) |∇φ| 2 represents the gradient energy which is related with the surface energy. The free energy density is defined as follows,
Here, g(φ) is the well-known double-well potential energy, φ 2 (φ − 1) 2 , where 1/a determines the depth of this potential. f ch (φ, c) and f el (φ, u) are the chemical free energy and the elastic strain energy, respectively.
The chemical free energy f ch (φ, c) in equation (12) is
with
where f P (c) and f M (c) used in equation (13) are the chemical free energies of the precipitate and the mother phase, respectively. We consider a binary alloy, but the model can easily be extended to a multi-component alloy [37, 38] . The function h(φ) is defined as the continuous function that has the value 1 and 0 inside the precipitates and the mother phases and has values between 1 and 0 in the interfacial region. A typical example form of h(φ), which is used in this study, is φ 3 (6φ 2 − 15φ +10). By the definition of h(φ), the chemical free energy f ch (φ, c) restores its own free energy, f P (c) and f M (c) at each bulk phase regions. Equations (13)-(14b) define the interfacial region as a mixture of two phases with compositions different with each other, but the same inter-diffusion potential. Defining the free energy density function in this way permits one to overcome the limitations occurring when the interfacial region is defined as a mixture of two phases with same compositions [29] [30] [31] .
The elastic energy f el (φ, u) in equation (12) is
Here, C ij kl (φ) are the elastic constants, which depend on the order parameter. The function ψ(φ) has the same definition as h(φ), but can have a different form, making it possible for misfit strains e T ij to exist only in the precipitate. Hereafter, we use h(φ) instead of ψ(φ) for convenience; only h(φ) is used when we require a function determining interfacial material properties. The elastic constants C ij kl (φ) can be represented as follows,
where C S ij kl are the difference between C P ij kl and C M ij kl . In this study, the model is applied to a system with cubic symmetry. Furthermore, it is assumed that only diagonal terms of misfit strains have non-zero value: e T ij is equal to (a P − a M )δ ij /a M , where δ ij is the Kronecker delta function, and a P and a M are the lattice parameters of the precipitate and mother phase, respectively. The elastic constants for cubic symmetry are
Here, λ is defined as C 1111 , µ as C 1212 , β as C 1111 − C 1122 − 2C 1212 . The magnitude of β indicates the degree of anisotropy. The elastic energy f el (φ, u) with these elastic constants and the dilatation misfit strain is
where κ is defined as λ + 2µ/d, γ as λd + 2µ + β and d is the dimension of the system. Each elastic constant in equation (19) such as κ(φ), µ(φ) and β(φ) has the same definition as in equation (16). The dynamics of the interface motion and the concentration field is assumed to be
Here, is the phase field mobility and M is the mobility of solute atoms. Note that we have neglected the possible effects of thermal noise. Equation (20) for a non-conserved scalar order parameter is often called the Cahn-Allen equation [39] . Equation (21), which is often called the Cahn-Hilliard diffusion equation, enforces conservation of concentration [40] . This corresponds to Model C of Hohenberg and Halperin [41] , where, however, we have incorporated elasticity. From the free energy functional F(φ, c, u), and the free energy density function f (φ, c, u) that are defined in equations (11) and (12), equations (20) and (21) can be written as
where the diffusivity of solute atoms
Each chemical free energy f P and f M has an analytic form which can be modelled, or fit to experimental data. The contribution of the chemical free energy to the change of the order parameter is
∂f el (φ, u)/∂φ for cubic symmetry and the dilatation misfit strain can be obtained easily from equation (19) .
where the superscript S means the difference of the elastic constants between two phases, which is defined in equation (16) . Besides the evolution of the order parameter (20) and the solute diffusion equation (21), mechanical equilibrium must be considered. As argued previously, δF /δu i = ∇ j σ ij = 0. The stress tensor, σ ij = δF /δu ij = ∂f el /∂u ij , is then given by
With the exception of the ith index, we use a summation convention for repeated indices. From the stress tensor given by equation (27) , the mechanical equilibrium equation is,
Therefore, the change of the state in time is described by two time-dependent equations, namely equations (22) and (23) . In addition, at every time step equation (28) must be satisfied. In this model, the misfit strain and material properties, such as the diffusivity and the elastic constants, are determined only by the scalar order parameter. It is nevertheless straightforward to refine the model to consider the dependency of these on solute concentration.
In appendix A, we use a matched asymptotic expansion analysis to show that our phase field model recovers the well-known sharp interface limit, with the modified Gibbs-Thomson equation at the coherent interface. Parameters such as 1/a, and in equation (22) cannot be directly estimated by experiments and material properties, but it is possible to adjust these parameters to make the phase field model reproduce the sharp interface if the interface thickness is small in comparison with characteristic lengths describing morphological structures in the system.
Numerical simulation
We now present two-dimensional simulations for the morphological evolution of the coherently grown precipitate. Equations (22) and (23) are discretized by a second-order differentiating scheme for spatial derivatives, and a simple explicit Euler scheme for the time derivative. The time advancing step, t, is ( x) 2 /5D M , well below the upper numerical instability limit, ( x) 2 /4D, where x is the grid size and D is the diffusivity. Because local mechanical equilibrium is assumed, the elastic field is fully determined by the scalar order parameter. For convenience, we consider an elastically homogeneous system, where the elastic constants of both phases are identical. Hence the elastic field can easily be obtained in Fourier space, as shown in appendix B.
For computational convenience, both phases are assumed to be ideal solutions. The analytic forms for the free energy functions of both phases are
where the enthalpy of the elements, H A and H B can be determined from the equilibrium concentrations of both phases, c P,e and c M,e :
where R is the gas constant and T is temperature. Figure 2 gives the equilibrium shapes of the precipitates with and without the misfit strain. The evolution of the second phase is initiated by placing a small precipitate seed of the same composition as the mother phase at the centre of the computational cell. The initial shape of the second phase is assumed circular, with radius 5 x, where x is the grid spacing set to be 10 nm for definiteness. The simulation is performed until the scalar order parameter and the concentration field are equilibrated. The equilibrium volume fraction of the precipitate is set to approximately 60%. From the phase diagram determined by the chemical free energy, the equilibrium compositions of the precipitate and mother phase are given as 0.3 and 0.8 mole fractions, respectively. The interface free energy is assumed to be isotropic and its magnitude is 0.0243 J m −2 , which is the value for the interface between γ and γ phases in a nickel-base superalloy [22] . The dilatational misfit strain, the elastic constants and solute diffusivities in both phases are: e T = 0.03, C 1111 = 500 GPa, C 1122 = 200 GPa, C 1212 = 100 GPa,
, where the elastic stiffness is assumed to have four-fold symmetry. In the case without misfit strain, the equilibrium shape is circular because of isotropic interfacial energy, whereas the anisotropic elastic stiffness produces a noncircular shape when misfit strain is present. The square precipitate is oriented with its sides along the [10] and [01] directions, coincident with the elastically soft directions. In general, the competition between the interfacial free energy and the coherent strain energy determines the equilibrium shape and composition of the product phase. The interfacial energy is proportional to the square of the radius of the particle and the strain energy proportional to its cube. Thus, if the size of the particle is small, the interfacial energy dominates the elastic energy, but if the size is sufficiently large, the elastic energy overwhelms the interfacial energy and determines the particle shape. At this time, the elastically soft directions are energetically preferred by coherent elastic energy. Therefore, a cubic symmetry of the elastic stiffness gives a square equilibrium shape with rounded corners. However, as the contribution of the elastic energy changes with the precipitate size, the equilibrium shape also varies.
The final concentrations of the precipitate and the mother phase are 0.288 and 0.791 mole fraction due to only curvature effects, respectively, without considering elastic strain energy. For the case with elastic field, these concentrations are 0.171 and 0.657 mole fraction, respectively. These values are almost the same as those that are obtained by a common tangent construction in the phase diagram. When the phase diagram is constructed with consideration of both the interface free energy and the elastic strain energy, the curvature is estimated from the volume fraction of the precipitate and the elastic strain energy is averaged in each phase. The free energy curve of precipitate phase is shifted by the interfacial free energy, κ c σ and the elastic strain energy difference between two phases,
ij¯ ij . Figure 3 shows the procedure of common tangent construction. It is noteworthy that the somewhat squarish shape in figure 2(a) is caused by the interaction with the neighbouring cells due to the periodic boundary condition. During growth, the particle is free to change its shape and composition. The local variation of the diffusion field around the interface, and non-local interaction among the precipitates, strongly affects the morphological evolution. These effects can be well understood by observing the effect of the precipitate density on the growth pattern of the precipitate. The effects of particle density and supersaturation on particle morphology were reported in the SEM work by Yoo et al [11] . There it was revealed that, for high precipitate density, the precipitate grows as a square shape; in intermediate density, a concave shape appears; and in low density the precipitate shows dendritic growth. SEM photographs in figure 1 show clearly that the growth morphologies of the γ phase are influenced by the density of the precipitates.
In order to understand the effects of non-local and local interactions, the numerical calculations were performed for particle growth in various densities of the precipitates. To realize various precipitate densities, the entire domain size and the number of the seeds of the precipitates were adjusted. To describe high density, the entire domain size is selected as 1.28 µm × 1.28 µm and four seeds were introduced. For the intermediate density, the calculation domain is defined as 1.28 µm × 1.28 µm, and one seed is placed at centre of the domain. For low density, the system has the size of 5.12 µm × 5.12 µm, and one seed is introduced at the centre of the domain. The input parameters used in computer simulation were: e T = 0.005, C 1111 = 168.4 GPa, C 1122 = 121.4 GPa, C 1212 = 75.4 GPa, T = 500 K, = 0.01; the other parameters are identical to those used for calculating the equilibrium shapes. Figure 4 shows the growth morphologies for high precipitate density, figure 5 shows intermediate density, and figure 6 shows low density. The growth rate along the 11 directions is substantially larger than that along the 10 directions, because of the increasing contribution due to coherent strain energy. The difference of the growth rates along different crystallographic directions gradually transforms the particle shape from the initial circular to a square shape. Local variation of diffusion field due to the interface curvature enhances this difference and brings about a concave growth of the particles. Then, the corners of the interface have higher curvature and the faces have negative curvature, which enhances the difference of the growth rates at each portion of the interface. Finally, this enhancement drives the precipitate to grow dendritically. The growth morphology is determined by the diffusion fields. For high density, the diffusion field of each particle overlaps at the stage of the square growth, which reduces the driving force for further growth and the square shaped particles enter a coarsening stage. The concave particle shown in figure 5(d) is stable under the constraint both a periodic boundary condition and a four-fold symmetry of initial particle arrangement and can be elongated to have two-fold plate-like equilibrium shape with a much greater periodic boundary length. For intermediate density, the precipitate grows concavely. At this time, the distance between the precipitates is larger than that of high density, and hence the time of overlap of the concentration fields of the precipitates is delayed; the driving force for concave growth is stronger than that for dendritic growth. For low density, the precipitate grows dendritically. From the simulation results, at least three distinctive shape transitions occur during growth, i.e. the initial circular shape → faceted square → non-faceted concave shape or dendrite shape. In contrast, there is no shape change during growth without misfit strain. Therefore, the diversity of shape transitions of the growing precipitate is associated with the misfit strain and anisotropy of the elastic stiffness. However, as will be discussed further, the misfit strain plays different roles at different stages of the shape transition.
The first circular particle → square shape transition can be easily interpreted in terms of an interplay between the two thermodynamic driving forces related to the isotropic interfacial energy and the anisotropic strain energy. Since the strain energy is proportional to the particle volume while the interfacial energy is proportional to the interfacial area, a spherical shape is expected at the beginning of the growth stage when the particle is small. When the particle grows in size, the anisotropic strain energy contributes more significantly, and the spherical shape gradually transforms to a polyhedron to relax the strain energy. The facets of the polyhedron are the elastically 'soft' planes.
The second shape transition, faceted square → non-faceted concave 'square', however, cannot be understood solely in terms of the interplay between the interfacial and strain energies. Indeed, the concave shape has a greater interfacial area and thus higher interfacial energy than a faceted one. Its strain energy is also higher because of the deviation of the concave interfaces from the optimal {100} 'soft' plane orientations. The later conclusion is confirmed by the finite element analysis by Müller et al [47] who found that the concave shape has higher strain energy than the faceted one. Therefore, the morphological instability which turns flat 'facets' into concave interfaces has a kinetic origin. It is closely related to the supersaturation of the mother phase and the chemical driving force. The instability starts to develop near the corners between facets. This is because corners have the maximum exposure area per unit volume to the oncoming diffusional flux of solute atoms. Due to this, growth rates there are enhanced. It is this growth rate anisotropy that causes a deviation of the expanding interfacial front from the {10} optimal planes, and thus flat interfaces evolve into concave ones, and dendrite shapes are developed. The faster growth at corners can also be understood by the anisotropic concentration profiles surrounding the particle. For example, as soon as the particle becomes more or less faceted, its corners are in contact with more supersaturated regions (of lower solute concentration) than those contacted by the centre of the facets. This situation is quite different from that in the stress free system-there the concentration profiles along the [10] and [11] directions are almost identical.
However, if the supersaturation of the mother phase vanishes (e.g. the growth stage is over and the particle undergoes coarsening), the concave square gradually transforms back into a square with straight interfaces. This can be seen in figure 4(d) . Comparing this to figures 4(a) and 5(a), it can be seen that at the later stage the effect of the elastic strain energy dominates the interfacial free energy as the round shapes on the corners disappear. Figure 7 shows the comparison between the dendrite obtained experimentally [11] , and that obtained from the present calculation, at the same scale. The good agreement between experiment and numerical calculation is striking.
Summary
We have introduced a phase field model for phase transformation of elastically stressed solids to study the morphological evolution of the precipitate coherently grown from the mother phase. The model contains the elastic strain field generated by the lattice mismatch between the mother and product phases. Using local mechanical equilibrium, the displacement field can be obtained from the phase field. Through asymptotic analysis, the phase field parameters were matched to physical properties of the system, we demonstrated that the model reduces to the modified Gibbs-Thomson relation at the interface, in the sharp interface limit. Twodimensional numerical calculations show that the model provides a good description of the equilibrium and kinetic properties of coherent phase transformation. Unlike the shape evolution during coarsening, which can be fully characterized by the interplay between the strain and interfacial energy, the shape transitions during growth is additionally controlled by the local 
Appendix A. Asymptotic behaviour of phase field model
We now examine the behaviour of the phase field model in the limit that the interface thickness vanishes, or more precisely, where the thickness is exceedingly small compared to other characteristic length scales. In particular, we recover the modified Gibbs-Thomson equation in this limit. The formal asymptotic analysis is carried out by dividing the total space into an outer region given by the bulk phases, and an inner region which is located in the vicinity of the interface [42] [43] [44] [45] [46] . Matching the two different-scale expansions in this limit shows that the phase field model converges to the sharp interface model.
To obtain dimensionless equations, space and time are rescaled as: r = r/L,t = (D/L 2 )t. D is used to make the diffusion coefficients dimensionless, and can be selected as, for example, the average of the diffusion coefficients in each phases. Equations (22) and (23) are rewritten with these rescaled parameters:
Here,D(φ),D P andD M are the dimensionless diffusion coefficients defined in the interfacial region, inside the precipitate and the mother phase, respectively. The formal asymptotic analysis is accomplished for the case that ( 2 /L 2 )/a is finite as /L goes zero [42] . With new
and ω = /a, equations (A.1) and (A.2) are reduced to (where tildes have been dropped):
Similarly, the dimensionless mechanical equilibrium equations (28) are
Henceforth, we do a matched asymptotic analysis about these dimensionless equations from equations (A.4) to (A.6) by expanding the independent variables φ, c and u in the outer and inner regions. In carrying out the matched asymptotic analysis, we restrict ourselves to the two-dimensional case. The generalization to three dimensions is straightforward.
Appendix A.1. Outer expansion solution
The outer expansion is obtained with expanding variables in powers of :
The variables in the outer region are continuous inside each phase, with discontinuity across the interface allowed. For ξ(η):
where η can be one of the independent variables. Using the above relations, the dimensionless equations from equations (A.4) to (A.6) can be expanded in powers of :
The zeroth order solution to equation (A.7) implies that φ (0) is equal to 0 or 1. This solution asserts that φ (0) has the equilibrium value of precipitate or mother phase in the outer region, which is far from the interface. Substituting the solution of φ (0) in equation (A.8) gives:
Similarly, the zeroth order solution of equation (A.9) can be obtained in the precipitate and the mother phase, respectively. In the precipitate, the solution is: .11) and in the mother phase,
Equations (A.10)-(A.12) are coincident with solute diffusion equations and mechanical equilibrium equations of sharp interface model in each bulk region.
Appendix A.2. Inner expansion solution
For the inner expansion of the equations, moving coordinates are introduced. The time derivative, gradient and the Laplacian are:
where v n and v s are the normal and tangential velocities. Here, the r-direction is normal to the interface and the s-direction is parallel to the interface. After representing the equation in the moving interface coordinate, we 'stretch' the coordinate along the normal direction by using the new variable z = r/ . The new coordinate system (z, s) will be used in carrying out the inner expansion.
Writing equations (A.4) and (A.5) in the coordinate system (z, s) yields:
In order to indicate the inner expansion, upper-case letters are used and (∂/∂t) i.m.c is written as simply ∂/∂t. Before expanding these two equations, we consider mechanical equilibrium. For a two-dimensional system which uses the interface moving coordinate (r, s), equation (19) can be simplified as follows,
In equation (A.15), new elastic constants A and B are defined as κ + µ + β and κ − µ, respectively, and have the following relation with γ :
The dependence of A(φ) and B(φ) on the order parameter and the superscript S are obtained in the same way as in equation (16 
s do not depend on z. These solutions reflect that the atomic displacement field is continuous across the interface, which are coincident with equation (4) .
Consider the inner expansion of the strain and stress tensor. We check the matching condition between the inner and outer expansions. Since U (0) z and U (0) s have no dependency on z, the strain U ij and the stress ij are expanded as:
There are useful relationships between the inner expansions and outer expansions. Using these relationships, the matching condition of the stress and strain can be obtained.
Among the strain tensor, U
ss has no dependency on z, which reflects the fact that the tangential strain is continuous across the interface.
From the zeroth order balance of equation (A.13), we have, 
where
, respectively. This solution shows that the diffusion potential is continuous across the interface.
From equation (A.36), we can see that C P (0) and C M (0) have the constant values in the interfacial region, but the concentration field changes smoothly as follows:
From (0) and C (0) which change in the interfacial region, we can see that the discontinuity of the order parameter and the concentration field is allowed across the interface.
The zeroth order balances of the mechanical equilibrium equations, namely equations (A.18) and (A.19) are
Equations (A.38) and (A.39) are integrated from −∞ to ∞, then,
So, these solutions are coincident with traction force balance across the interface, as introduced in equation (5). The mechanical equilibrium equations in phase field model reflect that the normal stress and shear stress is continuous across the interface, and the traction force balance at the interface is satisfied automatically. From the first order solutions, we can investigate the dynamics which is described by the phase field model. Using the zeroth order solution that ∂f
is constant along z-direction, the first order of the solute diffusion equation (A.14) in can be written as:
where f
Integrating equation (A.42) from −∞ to ∞ and using the relation, f
, which can be obtained from the first order solution in of equation (14b) give:
Applying the asymptotic matching conditions, it is shown that the first order solution of inner expansions of solute diffusion equation reflects the mass balance equation.
Here, in obtaining the above equation, the matching conditions below were used:
While the mass balance equation is affirmed by the first order solution of the solute diffusion equation, the first order solution of the phase field equation gives rise to interface kinetics. The first order in of the inner expanded phase field equation is:
The first term on the right-hand side of the above equation vanishes from the zeroth order solution:
To calculate the contribution of the chemical free energy to the interface velocity, we look over the equation (A.47) . To perform the integral, it is convenient to represent equation (A.52) with the terms that are constant within the interfacial region. These terms are 
(A.55) Here, the stress and strain which have the superscript P and M represents those of the interface on the side of the precipitate and the mother phase. In order to clarify the above integral equation, we use: So we see that the phase field model recovers interface kinetics such as mass balance, displacement, traction force continuity and modified Gibbs-Thomson effects. In comparison with equation (7), the parameters in the phase field equations can be adjusted to reproduce the sharp interface model, namely
These choices formally relate the phase field model and the sharp interface model. Of course it is physically reasonable to consider a small but non-zero interface thickness. The interface thickness 2λ th is defined as the region from φ = 0.1 to φ = 0.9. Therefore, parameters such as 1/a, and can be determined from input parameters such as the interface free energy σ , the width of the interfacial region 2λ th , and interface kinetic coefficient k i . 
