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Abstract 
A discrete version of the Gumbel (Type I) extreme value distribution has been derived by using 
the general approach of discretization of a continuous distribution. Important distributional and 
reliability properties have been explored. It has been shown that depending on the choice of 
parameters the proposed distribution can be positively or negatively skewed; possess long tail(s), 
and exhibits equal, over or under dispersion. Log concavity of the distribution and consequential 
results has been established. Estimation of parameters by method of maximum likelihood, 
method of moments, and method of proportions has been presented. A method of checking 
model adequacy and regression type estimation based on empirical survival function has also 
been examined. Simulation study has been carried out to check the efficacy of the maximum 
likelihood estimators. Finally, the proposed distribution has been applied to model three real life 
count data regarding maximum flood discharges and annual maximum wind speeds from 
literature. 
Keywords: Gumbel distribution, Long tail, Homogeneous Skewness, Log Concavity. 
 
1. Introduction  
1.1 Gumbel Distribution 
The class of continuous distributions extreme value [9] has three types of extreme value 
distributions among which the Gumbel (Type I) distribution is the most commonly referred one, 
which by default is known as the extreme value distribution. 
Gumbel distribution  is a unimodal distribution with probability density function (pdf), 
cumulative distribution function (cdf), survival function (sf), failure (hazard) rate function and 
moment generating function (pgf) respectively given by (see [9], [23]). 
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In the case when 0 and 1  the distribution is referred to as the standard extreme 
value distribution with pdf
xeexexf
)( . Throughout the rest of this article a random variable 
X following Gumbel (Type I) distribution has been referred to as ),(EV  . 
In many real life situations where the variable under investigation is modeled by 
continuous extreme value distribution it has been observed that often the variable is actually 
recorded as an integer valued one instead of real valued, either because of its inherent nature or 
because of the limitation of measuring instruments. As such it is desirable to introduce discrete 
version of the existing continuous distributions. 
1.2 Discretization of Continuous Probability Distribution 
Discretization of continuous probability distribution can be done using different 
methodologies. One of them is as follows: 
If the underlying continuous random variable X has the sf )Pr()( xXxS X   then the 
random variable  XY   = largest integer less or equal to X will have the probability mass 
function (pmf)  
)1Pr()Pr()1Pr()Pr(  yXyXyXyyY               
,),1()( ZyySyS XX    where Z is the set of integers.           (2) 
So, given any continuous distribution it is possible to generate corresponding discrete 
distribution using the formula (2) above. The pmf of random variable Y thus constructed can be 
viewed as discrete concentration [4] of the pdf of X.  
Such discrete distribution retains the same functional form of the sf as that of the 
continuous one. As a result, many reliability characteristics remain unchanged. Discretization of 
many well known continuous distributions has been studied using this approach (see [21]). 
Notable among them are discrete Weibull distribution ([13], [15], [24], and [26]), discrete 
normal distribution [3], discrete Rayleigh distribution [4], discrete Maxwell distribution [7], 
discrete Burr and discrete Pareto distributions [8], discrete inverse Weibull distribution [12], 
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discrete gamma distribution [20], discrete generalized gamma distribution [19] and discrete 
logistic distribution [21]. Besides this, there are various methods of discretization of continuous 
probability distributions. A partially complete list of these methods can be found in Lai [2].  
The main motivation of this paper is to provide a discrete analogue of the Gumbel’s 
extreme value distribution by discretizing the continuous Gumbel extreme value distribution in 
equation (1) and to investigate its important properties and applications. The proposed 
distribution with its structural properties has been derived in section 2.  Monotonic and reliability 
properties have been presented in section 3 and 4 respectively. Maximum likelihood estimation 
(MLE) method along with method of moments and method of proportions and a simulation study 
for MLEs has been considered in section 5. Real life extreme value count data modeling has 
been presented in section 6. Summary and concluding remarks have been presented in the final 
section. 
2. Discrete Gumbel Distributions 
The discrete Gumbel distribution has been derived by considering the Gumbel (Type I) 
extreme value distribution in equation (1) using the discretization approach discussed in equation 
(2), after the re-parameterization /1 ep , and   p . 
Definition 1. A discrete random variable Y  taking values in the set of integers Z is said to follow 
discrete Gumbel distribution with two parameters ),( p that is ),(DGUD p , if its pmf is given 
by 
0,10,;)Pr(),;(
1
 

  pZyeeyYpyf
yy pp
Y .        (3) 
 In particular, 
(i) one parameter )(DGUD p can be obtained for 1  with pmf 
10,;)Pr();(
1
 

pZyeeyYpyf
yy pp
Y .           (4) 
(ii) the standard DEVD is obtained when 1  and 3679.0)1exp( p   
ZyeeyYpyf
yy ee
Y 
  ;)Pr();(
1
.            (5) 
2.1 Structural Properties of the ),(DGUD p  
2.1.1 Shape of the pmf 
The pmf plots of ),(DGUD p for various choices of the values of the parameters have been 
presented in Figure 1.  
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Figure 1.  pmf of ),(DGUD p  for different values of   and p. 
Interpretation of the parameters of ),(DGUD p : For this distribution   is the location and 
p  is the scale parameter. From the plots in figure 1, the following observations have been made:  
(i) For moderate value of p , as )(0  the almost entire support tends to subset of negative 
(positive) integers (see section 2.1.3). 
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(ii) The distribution is always unimodal (see section 3.1.6 for a proof). For  =1, the unique 
mode is at ‘0’ and shifts to the right (left) from ‘0’ as the values of the parameter  increases 
(decreases) from 1.  
(iii) As 1p , the support of the distribution extends in both right and left of the mode, that is 
the tails are stretched with the tail to the right of the mode stretching quicker than the left (see 
section 2.1.2 for a proof).  
2.1.2 Recurrence Relation for Probabilities and Long Tailedness 
The probabilities can be calculated recursively using the following relation: 
.0,10,;),;(),;1( 1
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For moderate values of , the long tailedness of the distribution relative to Poisson 
distribution can be investigated by the limiting value of this ratio [17]. It is easy to see that 
for y , the ratio of successive probabilities ),;(/),;1( pyfpyf YY   tends to p as     
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While for y  , the ratio ),;1(/),;( pyfpyf YY   of successive probabilities 
tends to 1/p.  
Therefore the distribution may have either right or left or both long tails depending on the 
value of the parameter p. This can be seen in the pmf plots in figure 1, where both the tails gets 
longer as the value of p increases to unity, whereas for p close to zero the right tail disappears 
and only the tail to the left of the mode remains.  
2.1.3 Cumulative Distribution Function 
The cdf of ),(DGUD p  is obtained as 
)Pr()( yYyF  )Pr()(1 yYyS  )()1(1
1 yyy ppp eee   

.0,10,;
1

  pZye
yp         (6) 
Following results can be seen as direct consequence of equation (6): 
 The proportion of positive values = pp eeF   

11)0(1
10
 
 The proportion of negative values =   

eeF p
11
)1(   
 The proportion of zeros is given by   

eeeeY ppp
010
)0Pr(  
 
6 
 .0,10,,;)(
11

   pZbaeebYaP
ab pp  
 Proportion of negative (non negative) values depends solely on the value of . 
2.1.4 Quantiles and Random Number Generation 
Definition 2.  The point uy is known as the u
th quantile of a discrete random variable Y, if it 
satisfies uyY u  )Pr(  and uyY u  1)Pr(  that is )()1( uu yFuyF  . (pp. 81, Rohatgi 
and Saleh [25]). 
Theorem 1. The uth quantile uy , of ),(DGUD p  is given by can be obtained by 







 1
)log(
))/1log(log()/1log(
p
u , where  a  denotes the smallest integer greater than or 
equal to a .  
Proof. uyY u  )Pr(   
ue u
yp 
 1  
)log(1 up uy     
 /)/1log(/)log(1 uup uy        
)/))/1log((log()log()1( upyu    
)log(/))]/1log(log()/1[log(1 puy u   [since 1 po ] 
1)]log(/))]/1log(log()/1[[log(  puy u       (7) 
Similarly uyY u  1)Pr( gives 
)log(/))]/1log(log()/1[log( puy u        (8) 
Combining (7) and (8) gives  
)log(
))/1log(log()/1log(1
)log(
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Hence uy is an integer given by 







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)log(
))/1log(log()/1log(
p
uy u
 .  (9) 
The three quartiles of ),(DEVD p  can be computed easily by the following formulae: 



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3266.0)/1log(
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A random number (integer) can be sampled from the proposed model through the usual 
inverse transformation method.  Let U be a random number drawn from a uniform distribution 
on (0, 1); then a random number Y following ),(DGUD p  is obtained computing the right 
hand side of equation (9). 
2.1.5 Mode 
Theorem 2. Mode at  )log(/)log( py    
Proof. Since   p  0 , the pmf of ),(DGUD p can be rewritten as 

  
 ,)Pr(),;(
11 yyyy pppp
Y eeeeyYpyf . 
Now, for any value of  , 
    )(2)1Pr()Pr(
21201 1 pppppp eeeeeeeYY    , 
which is always positive for 10  p . 
Similarly, 
    )/1(/2)1Pr()Pr(
1001 pppppp eeeeeeeYY  

 , 
which is also positive for 10  p . 
But as will be been seen later in corollary 4 in section 3 that the distribution is unimodal hence 
the only mode is at      )log(/)log( pY   .  
This can be easily verified with pmf plots given in figure 1. 
2.1.6 Moments 
The rth moment about origin for is given by 



 

y
pprr yy eeyYE )()(
1   
There is no close form for the moments. The values of mean and variance for different 
combination of parameter values have been plotted in Figure 2 to assess presence of any pattern. 
 
8 
Contours of mean and variance are plotted in Figure 3 and 4 respectively to partition the 
parameter space in different regions according to the values of mean and variance respectively.  
  
 
Figure 2. Mean and Variance of ),(DGUD p . 
         
        Figure  3. Mean Contour plot                 Figure 4. Variance Contour plot 
From the plots in figures 2-4 it is apparent that both mean and the variance of 
),(DGUD p  have bounds and that the variance is affected only by the value of parameter p not 
by the value of . These findings have also been established mathematically in the theorem 3. 
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Theorem 3. For ),(DGUD p  mean and variance are both bounded as  
)/1log(/577216.0)/1log(/log)(1)/1log(/577216.0)/1log(/log ppYEpp    and  
    4/1)/1log(/1)6/()()/1log(/1)6/( 222  pYVarp   
Proof. For continuous random variable X  following ),(EV   distribution with pdf in (1) it is 
known that (see [9], [14], and [23]) 
)/1log(/577216.0)/1log(/log577216.0)( ppXE    and 
 2222 )/1log(/1)6/(6/)( pXVar   , where )/1exp( p and   p . 
Now, the discretized version Y  of X , that is, ),(DGUD p is defined as  XY   =largest 
integer less or equal to X . It can be assumed that UYX  , where  XXU  , is the fractional 
part of X  which is chopped off from X  to obtainY . Hence U  will also have a pdf in the  
support )1,0( and independent of Y . Therefore  
)()()()( UEXEUXEYE   
            )()/1log(/577216.0)/1log(/log UEpp    
But for any continuous random variable U   in )1,0( , 1)(0  UE , hence the result follows. 
By similar argument, 
)()()()( UVarXVarUXVarYVar   [Assuming independence of X andU ] 
           )()/1log(/1)6/( 22 UVarp   . 
But for any continuous random variable U   in )1,0( , 4/1)(0  UVar , hence the result follows. 
Corollary 1: It is obvious that for 1)( the mean is an increasing (decreasing) function of p , 
while the variance is independent of  and is an increasing function of p . 
Corollary 2: )(YE  and )(YVar can be respectively approximated by the formulae  
5.0)/1log(/577216.0)/1log(/log)(  ppYE    
and   125.0)/1log(/1)6/()( 22  pYVar   
2.1.7 Skewness and Kurtosis  
There are a number of measures of skewness in the literature to quantify the lack of 
symmetry in a probability distribution among them the most commonly used one are Pearson’s 
measure defined by ((mean - mode) / standard deviation), Yule’s measure of skewness 1  which 
is defined as the third central moment divided by second central moment raised to the power 3/2.  
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But there is no single measure which has the universal acceptability [22]. So instead of using the 
common measure here a new measure of homogeneous skeweness proposed by Das et al.[22] is 
considered for investigating the skeweness of ),(DGUD p .  
Definition 3. The measure of homogeneous skeweness (HSK) for a discrete unimodal 
distribution with pmf )(yfY  and mode at M is defined as [22] 
)})()({(Sign*)()}()({HSK
00
yMfyMfMfyMfyMf Y
y
YYY
y
Y  

 
Interpretation: 
HSK=0 if and only if the distribution is symmetric.  
HSK=1(-1) if and only if the distribution is decreasing (increasing).  
HSK > (<) 0 if and only if the distribution is homogeneously right (left) skewed.  
Coefficient of kurtosis 2  is defined as the fourth central divided by the square of the second 
central moment of the probability distribution. These coefficients are vital for knowing the shape 
of a distribution. 
For our model, large and complicated expressions have been obtained for these indices. 
Table 1 shows some values of these quantities for different values of the parameters and p . 
From the table 1 (also in figure 1), it can be seen that ),(DGUD p  may be positively skewed 
(right tail is longer than the left tail) or negatively skewed (right tail is shorter than the left tail) 
depending upon the choice of the values of the parameters, which indicates the potentiality of 
application of this distribution to differently skewed real life data. The distribution has been seen 
as leptokurtic in most cases except for the cases when either  or p or both are very close to 
zero.  
Table 1. Skewness and Kurtosis (in parenthesis) of the  
            ),(DGUD p  for various choice of  and p . 
  
p  
0.001 0.050 0.150 0.500 5.00 15.0 
0.001 -.998(1.349) 1.000(18.75) 1.000(5.420) 1.000(1.235) -0.990(85.57) 1.000(65.80) 
0.100 -.810(3.793) 0.987(4.364) -.721(4.389) 0.987(4.364)  0.987(4.364) -.721(4.389) 
0.250 -.548(4.971) 0.919(5.026) 0.819(5.028) 0.729(4.990) -0.463(4.935) 0.953(4.993) 
0.400 0.565(5.207) 0.716(5.205) 0.808(5.205) 0.427(5.207)  0.729(5.205) 0.819(5.205) 
0.500 0.282(5.287) 0.596(5.287) 0.398(5.287) 0.264(5.287)  0.427(5.287) 0.693(5.287) 
0.650 0.561(5.355) 0.279(5.355) 0.451(5.355) 0.388(5.355)  0.493(5.355) 0.355(5.355) 
0.750 0.470(5.380) 0.388(5.380) 0.350(5.380) 0.389(5.380)  0.389(5.380) 0.352(5.380) 
0.850 0.323(5.394) 0.332(5.394) 0.303(5.394) 0.352(5.394)  0.372(5.394) 0.343(5.394) 
0.900 0.298(5.397) 0.308(5.397) 0.341(5.397) 0.297(5.397) 0.286(5.397) 0.319(5.397) 
0.990 0.269(6.308) 0.271(4.855) 0.266(4.502) 0.264(3.973) 0.265(2.695) 0.268(3.057) 
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From the table 1 it can be seen that the distribution may be decreasing or increasing or right 
skewed or left skewed. (See also the figure 1 for a visual verification these findings for example 
for 001.0,001.0  p in the plot in first row of first column the pmf is increasing since HSK is 
almost -1, when 001.0,05.0  p , in the plot in second row of first column the pmf is 
decreasing since HSK is almost +1 and, when 5.0,15  p , in the 3rd plot in last row the pmf 
is right skewed since HSK is 0.693 etc.). 
3.  Monotonic Properties 
Log concavity is an important property of probability distribution. Characteristic like 
reliability function, distribution function, failure rate function, mean residual life time function, 
tail probabilities and moments of a log concave probability distribution have specific properties 
(see [1, 35]). Examples of discrete log concave probability distributions include Bernoulli, 
binomial, Poisson, geometric and negative binomial etc. whereas the logarithmic series 
distribution is a non concave discrete distribution. Here the log concavity of ),(DGUD p  
distribution along with implications has been presented. 
Definition 3. A distribution with pmf )( yfY is log concave ([1], [6], [16] and [29]) if  
)2()()1( 2  yfyfyf YYY . 
Definition 4. A discrete probability distribution )( kXPpk   with support on the lattice of 
integers is unimodal [10] if there exists at least one integer M such that  
1 1andk k k kp p k M p p k M       . 
A unimodal distribution is called strongly unimodal if its convolution with any other 
unimodal distribution is again unimodal. Clearly strong unimodality implies unimodality. Some 
examples of strongly unimodal distributions are the binomial and Poisson [10]. Strongly 
unimodal distribution therefore may have one (unique) or more modes. 
Theorem 4. The ),(DGUD p is log-concave.  
Proof. To prove the log–concavity of the distribution it suffices to prove that 
Zypeeeeee
yyyyyy pppppp 
  ,0,10,}}{{}{
1121 2  . 
Let
tpetg )( , where 0 , 10  p . Then, 1)(0  tg  
Since Ztepptg
tpt   0)/1log()(  , it is an increasing function of t. 
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The root of the equation 0)(  tg is )log(/)/1log( p . Let )log(/)/1log( pT  . 
Also ),(0)( Tttg  , implying that )(tg is convex for ),( Tt  .   (10) 
),(0)(  Tttg , implying that )(tg is concave for ),(  Tt     (11) 
Hence, for every Tst , , 2/))()(())(( sgtgstg   and for every Tst , , 
2/))()(())(( sgtgstg  . Also, it implies that for every st  , 1)()(0  tgsg . 
For simplification in notations, let 
)1(,)2(,)1(,)( )1(210   ygAygAygAygA . Obviously,  
210)1( , AAAA  . 
With these notations, it is to be proved that ))(()( 1012
2
01  AAAAAA . 
Since 1)(0 12  AA  and 1)(0 )1(0  AA , it suffices to prove one of the following:  
1201 AAAA   and )1(001  AAAA . This can be proved in three cases as below: 
Let us take two values as 1 yt and 1 ys . 
Case I. If Ty 1 , then from (10), it is seen that 
)1(001)1(102   AAAAAAA .  
Case II. If Ty  , then from (11), it is seen that 
)1(001)1(102   AAAAAAA .         
Case III. For 1 yTy , by convexity and concavity of 
tpetg )(  in the 
intervals ),1( Ty  and ),1( Ty   respectively, one can get  
 10);()1(21  kTgkkAA and 10);()1()1(0   kTgkkAA      
Simplifying the inequalities of above three cases leads to the desired result. 
Corollary 3. As a direct consequence of log–concavity (proposition 10 of Mark [29], also see [1, 
14]), the following result holds for the proposed ),(DGUD p . It  
 strongly unimodal  
 Has an increasing failure (hazard) rate distribution. 
 Monotonically decreasing Mean residual life function.  
 Have all its moments. 
 Remains log concave if truncated. 
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 Gives unimodal and log-concave distribution when convoluted with any other discrete 
distribution. 
4. Reliability Properties 
 Survival Function (sf) 
 )Pr()( yYyS   of ),(DGUD p  is given by 
 
.
,1
,1
)(
1









Rye
Zye
yS
y
y
p
p


 
 Failure (Hazard) Rate Function 
)(
)Pr()(
yS
yYyr  y
y
p
pp
e
e






1
1 )1(   
The failure rate for any value of )0(  and 10  p  is increasing. The result also follows from 
log-concavity (see theorem 4). 
 Second Failure Rate (SRF) Function 
The second failure rate defined by )]1(/)([log)(*  ySySyr  was introduced by Roy 
and Gupta [5] (also discussed by Xie et al. [11]). For ),(DGUD~Y p  the SRF is given by 
)]1/()1[(log)(
1*  
yy pp eeyr   
Theorem 7. If ),.,3,2,1(' nisX i   be independent integer valued random variables and 
),,,(Max 21 nXXXY  , then Y  is ),(DGUD p , if sX i '  are ),(DGUD pi , where 



n
i
i
1
 . 
Proof. Let )....3,2,1( niX i  be independently distributed ),(DGUD pi , then 
ZxexF
x
i p 
 ;)(
1  
Consider, for all .Zy  
     




n
i
pn
i i
y
ieyXyYyF
11
1
PrPr)(   
)()()(
11
2
1
1
 
y
n
yy ppp eee    
1
21 )(

y
n pe  
1
ype  . Thus ),(DGUD~Y p . 
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Corollary 4. If sX i ' , )....3,2,1( ni   are identically independently distributed  ),(DGUD p  
random variable and ),,,(Max 21 nXXXY  , then Y  is ),(DGUD pn . 
Remark 1. This property is useful as it will allow modeling reliability of a parallel system with 
identical components having ),(DGUD p . 
Theorem 6. If ),(EV~ X  distribution, then  XY  ),(DGUD~ p with 
/1 ep  and 
  p . 
Proof. Consider,  
     ]exp[1]Pr[]Pr[]Pr[ / yeyXyXyY
ype 1  
Thus  XY  ),(DGUD~ p . 
Theorem 7. If ),(EV~ X  distribution, then   /)(  xeY  )(Geometric~ q distribution 
with ]exp[ /1  eq , ).10( eq   
Proof. Under the transformation   /)(  xeY , Y can take values 0, 1, 2 . . . 
Consider, ,2,1,0y .Now, 
  ][Pr][Pr][Pr /)(/)( yeyeyY XX     
     /)1log(exp[]log[Pr]log/)(Pr[  yeyXyX  
    yypyp qeev   )(][exp  
Which is the survival function of a geometric r.v. Hence the result.  
Theorem 8. If )(Geometric~ peX  , then XY log  ),(DGUD~ p  with /1 ep  and 
  p . 
Proof. Consider, ,2,1,0y .Now, 
       yXyXyY logPrlogPrPr  
       /)(/1/)( 1)(1Pr /)(    yy eeepy eeeX  
                
yyy peee eee 
  

111 )()(
/1/1/)(
, 
which the survival function of ),(DGUD p . Hence proved. 
5. Estimation of Parameters and Simulation 
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In this section, the three commonly used methods for estimating the parameters have 
been discussed. Further a method based on empirical survival function for checking model 
adequacy and parameter estimation has also been discussed. 
5.1 Maximum Likelihood Estimation (MLE) 
Let ),,,( 21 nyyy y  is a random sample of size n  drawn from the ),(DGUD p  
distribution (3). The log-likelihood function is given by 


 

n
i
pp iyiy eeL
1
)log(log
1   
Since there is no close form solution of the log-likelihood equations, the MLEs may be 
obtained by numerical method or direct numerical search for the global maximum of the log-
likelihood surface. 
The asymptotic variance-covariance matrix of the MLEs of parameters   and p  may be 
obtained from inverse of the Fishers information matrix 
5.2 Method of Moments 
Moment estimates of   and p can be obtained by either numerically solving the 
equations 1)(
1
meey
y
pp yy 


    and 2
2 )(
1
meey
y
pp yy 


   , or by minimizing 
 
2
2
2
2
1 )()(
11













 





  meeymeey
y
pp
y
pp yyyy   with respect to  and p , where 
1m and 2m are respectively the 1
st and 2nd observed sample raw moments.  
Since sample moments are consistent estimators of the population moments by invariance 
property it can be seen that the moment estimators of   and p obtained above are also 
consistent. 
5.3 Method of Proportions  
Suppose that the observed proportion of zeros, positive values and negative values in the 
sample be 0p , p and p respectively. Obviously, 1_0  ppp . 
Here the parameters  and p  are estimated by simultaneously solving the two equations 
obtained by equating p  and p with corresponding theoretical values given section 2.1.3. That 
is by solving 
  pe p1  and 
  pee p  , which yields  
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)/1log(ˆ  p  and )1log()log(ˆ   ppp , provided that 0p . 
This method yields analytical estimators for the parameters unlike the MLE and MM. 
Also since p  and p  are unbiased and consistent estimators of corresponding population 
proportions therefore, the estimators of  and p  are also consistent. 
5.4 Estimation of p  from Empirical Survival Function 
For large samples, the empirical estimator )(ˆ yS  of )( yS  is defined as the proportion of 
observations greater than or equal to y . In case of ),(DGUD p ,  
  np
n
i
i
iy
eyS )1()(
1


  
So that when  is known, an empirical estimator of p  can be obtained as 
  ]/]]})(ˆ{1log[log[exp[{logˆ /1 i
n
i yysp    
Since the empirical survival function )(ˆ yS  is a consistent estimator of survival 
function )( yS , therefore by invariance property of consistent estimator the above estimator of p 
is also consistent. 
5.5 Model diagnostic  
Consider the survival function of ),(DGUD p : 
ypeyS 1)(
ypeyS  )(1  ypyS  ))(1log(    
ypyS  ))(1log( ypyS )log()log()))(1log(log(     
 byaz  ,         (12) 
where ))(1log(log( ySz  , )/1log()log(  a and )/1log()log( ppb  . 
The linear equation in (12) serves as an important tool for checking model adequacy. By 
computing the empirical survival function )( yS

from the data and plotting  ))(1log(log( yS

  
against y, one can prescribe ),(DGUD p  as an adequate model for the given data, provided the 
plot is nearly a straight line.   
Remark 2. The parameters pand can be estimated by considering (12) as a linear regression 
equation and first estimating the constants a and b by using ordinary least square method and then 
by ba epe   ˆandˆ .  
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5.6 Simulation Study 
A thorough simulation analysis is carried out by generating n = 1000 replications each of 
samples of different sizes k = 25, 50, 100 for each pair (α, p) of values (0.05, 0.25), (0.05, 0.5), 
(0.05, 0.75); (1, 0.25), (1, 0.5), (1, 0.75) and (5, 0.25), (5, 0.5), (5, 0.75). MLEs of ˆ  and pˆ  are 
obtained by applying global numerical optimization method along with the observed Fisher’s 
information matrix for each of these samples. It may be noted that the sample is obtained by 
generating continuous extreme value distribution and then taking floor. The results of the 
simulation analysis are given in Table 2. In the table, all the entries are the means of estimates 
for 1000 samples. Accuracy and precision of the estimation method are checked and established 
using the following criteria:  
I.    The expected value of the estimator:    
n
i i
nE
1
ˆ)/1()ˆ( , 
II.    Average of the biases of estimates: Bias = )ˆ()/1(
1
  
n
i i
n , 
III. Estimate of the standard error:   







 ni
L
in
SEE 1 ˆ
log
2
21)]ˆ([

 , 
IV. Average width of the 95% confidence interval estimators:   
  
 









































n
i
L
i
L
i
iin 1
ˆ
log
ˆ
log
2
2
2
2
96.1ˆ96.1ˆ1)AW(

 , 
V. Coverage rate: )CR( Probability of  




 


2
2
ˆ
log96.1ˆ  
i
L
ii 
  
where iˆ  is the estimate of the unknown true value θ obtained from the i
th sample ),,2,1( ni  . 
From table 2 it can be seen that, as sample size increases the estimates of bias, standard error 
decreases. As the value of   increases, the bias in ˆ  increases, whereas the bias in pˆ decreases 
with the increasing value of p . As expected, the average width of the interval estimators 
decreases as sample size increases. It is seen that for class interval based on fisher’s information 
matrix, the coverage rate that is never smaller than 0.861, and occasionally even higher than the 
nominal value 0.95. Except in a few cases the coverage rate increases with the sample size. 
 
 
 
 
 18 
Table 2: Simulation results: Bias and SE of point estimators, AW and CR of confidence intervals 
 
  p  n  E(ˆ ) )ˆ(Bias
 
)]ˆ([E SE
 
)(A W
 
)(CR
 
)ˆ(pE  )ˆ(Bias p
 
)]ˆ([E pSE
 
)(A pW
 
)(pCR  )]ˆ,ˆ([E pCov
 
0.05 0.25 25 
50 
100 
0.050 
0.050 
0.050 
0.000 
0.000 
0.000 
0.032 
0.022 
0.016 
0.116 
0.083 
0.059 
0.861 
0.899 
0.917 
0.234 
0.242 
0.247 
0.016 
0.008 
0.003 
0.060 
0.043 
0.030 
0.236 
0.167 
0.118 
0.908 
0.935 
0.941 
0.002 
0.001 
0.000 
0.05 0.50 25 
50 
100 
0.050 
0.050 
0.050 
0.000 
0.000 
0.000 
0.031 
0.021 
0.015 
0.110 
0.079 
0.057 
0.866 
0.900 
0.920 
0.482 
0.500 
0.495 
0.018 
0.000 
0.005 
0.057 
0.040 
0.028 
0.225 
0.158 
0.111 
0.937 
0.949 
0.943 
0.002 
0.001 
0.000 
0.05 0.75 25 
50 
100 
0.050 
0.049 
0.050 
0.000 
0.001 
0.000 
0.030 
0.021 
0.015 
0.109 
0.077 
0.055 
0.869 
0.909 
0.919 
0.738 
0.743 
0.747 
0.012 
0.007 
0.003 
0.036 
0.025 
0.017 
0.139 
0.096 
0.067 
0.940 
0.957 
0.943 
0.001 
0.000 
0.000 
1 0.25 25 
50 
100 
1.056 
1.019 
1.009 
-0.056 
-0.019 
-0.009 
0.257 
0.170 
0.117 
0.978 
0.659 
0.457 
0.948 
0.938 
0.940 
0.231 
0.240 
0.245 
0.019 
0.010 
0.005 
0.062 
0.043 
0.031 
0.240 
0.170 
0.120 
0.898 
0.941 
0.938 
0.001 
0.001 
0.001 
1 0.50 25 
50 
100 
1.035 
1.012 
1.004 
-0.035 
-0.012 
-0.004 
0.229 
0.156 
0.109 
0.879 
0.606 
0.425 
0.943 
0.942 
0.936 
0.483 
0.490 
0.495 
0.018 
0.010 
0.005 
0.057 
0.040 
0.028 
0.225 
0.158 
0.111 
0. 931 
0. 950 
0. 940 
0.003 
0.002 
0.001 
1 0.75 25 
50 
100 
1.035 
1.011 
1.004 
-0.035 
-0.011 
-0.004 
0.223 
0.152 
0.107 
0.859 
0.593 
0.416 
0.934 
0.941 
0.934 
0.737 
0.743 
0.747 
0.013 
0.007 
0.003 
0.036 
0.025 
0.017 
0.139 
0.097 
0.067 
0. 936 
0. 953 
0. 950 
0.002 
0.001 
0.001 
5 0.25 25 
50 
100 
6.630 
5.693 
5.312 
-1.630 
-0.693 
-0.313 
3.800 
1.767 
1.020 
11.411 
6.141 
3.791 
0.964 
0.962 
0.955 
0.228 
0.237 
0.244 
0.022 
0.013 
0.006 
0.062 
0.044 
0.031 
0.242 
0.174 
0.123 
0.902 
0. 932 
0. 934 
-0.143 
-0.055 
-0.024 
5 0.50 25 
50 
100 
6.019 
5.447 
5.197 
-1.019 
-0.447 
-0.197 
2.382 
1.264 
0.799 
7.834 
4.665 
3.049 
0.972 
0.976 
0.948 
0.480 
0.489 
0.495 
0.020 
0.011 
0.005 
0.058 
0.041 
0.028 
0.226 
0.159 
0.111 
0.930 
0. 946 
0. 946 
-0.091 
-0.036 
-0.016 
5 0.75 25 
50 
100 
5.878 
5.388 
5.173 
-0.878 
-0.388 
-0.173 
2.115 
1.161 
0.747 
7.055 
4.319 
2.860 
0.976 
0.963 
0.951 
0.738 
0.743 
0.747 
0.012 
0.007 
0.003 
0.036 
0.025 
0.017 
0.139 
0.096 
0.067 
0. 940 
0. 957 
0. 945 
-0.050 
-0.020 
-0.009 
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6. Empirical Data Analysis 
In this section three data sets from the book of Reiss and Thomas [18] have been 
considered for modeling with ),(DGUD p . The first dataset 1 provides the annual maximum 
flood discharges of Feather River in Oroville, California, from 1902 to 1960 (Reiss and 
Thomas[18]), the second and the third data sets are respectively Changery’s (1982) annual 
maximum wind speeds of tropical and non – tropical storms for Jacksonville, Florida (Reiss and 
Thomas [18]). 
Absolute differences between the empirical (observed) distribution function and fitted 
(theoretical) distribution function at the sample points have been plotted in Figures 9 to highlight 
the closeness with which the ),(DGUD p has been able to model the data.  
 
 
Figure 9.  Absolute difference between the empirical cdf and theoretical cdf for  
 Flood Data, Tropical Wind Data, Non-Tropical Wind Data 
 
The Kolmogorov-Smirnov (KS) test for goodness of fit of discrete data [27, 28] has been 
used to check the performance of the model. The numerical findings are presented below in 
table3. 
Table 3. Results of data fitting  
Experiments 
I. Annual 
Maximum  
Flood 
Discharges 
II. Annual 
Maximum Wind 
Speeds (Tropical) 
III. Annual 
Maximum  
Wind Speeds  
(Non-Tropical) 
MLE 
55393.3ˆ 
99997.0ˆ p  
04395.146ˆ 
89429.0ˆ p  
75791.762ˆ 
86040.0ˆ p  
Log L -716.39427 -30.57864 -76.46989 
KS–test statistic 
value 0.09274 0.12072 0.06679 
Lower bound of  
p -  value of  0.56605 0.89961 0.60218 
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From the table 3, it can be seen that for all the data sets ),(DGUD p has given good fit 
in terms of the discrete KS test statistics and corresponding p-values. Further the various cdf 
based statistics will return the same value as in case of adopting the continuous Gumbel since 
this discrete Gumbel retains the same cdf as that of continuous one. 
7. Concluding Remarks  
A new two parameters discrete analogue of Gumbel distribution with support on Z  has 
been proposed, it’s important distributional, monotonic and reliability aspects have been 
investigated. A model adequacy check has been developed for the proposed distribution. 
Different estimation methods including the maximum likelihood estimation have been presented. 
Simulation study has been carried out to establish the accuracy and precision of the MLEs. 
Application of the proposed distribution in modeling three real life discrete extreme value data 
sets related to flood analysis and annual maximum wind speeds has been illustrated.  It is 
envisaged that the proposed distribution defined Z  possessing many flexible properties will be a 
useful contribution to the field of count data modeling 
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