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Abstract-The conventional (or hard) c-means algorithm is a widely used method for finding hard 
partitionings of objects represented by particular observations ix,) in some data set X = {x1, x2.. . x.!. 
Although the approach generally produces good hard partitionings for the case when X is directly 
available, it cannot be applied when information about the objects to be partitioned is available only 
through a matrix A of pairwise squared distances 6(x,.x,). In this paper we present an approach which 
produces hard c-means clusterings directly from A. without reference to the feature vectors {x,]. Our 
approach is illustrated by a simple numerical example. Finally, we point out that the same algorithm can 
be extended to the family of fuzzy c-means functionals. 
1. INTRODUCTION 
An important problem in pattern recognition is that of detecting cluster substructure in a collection 
of n objects. In some cases each of these objects is described by an available set of s scalar features, 
so that the problem of finding structure among the objects can be represented as one of finding 
structure among the collection X = {x1,. . . , x.} of n points (or feature vectors) in R” that represent 
the objects. Among the more popular methods of partitioning a sample of the form X into cluster 
subpopulations is the hard c-means (HCM) algorithm [l]. This method often produces a good 
interpretation of the cluster substructure in X; and it does so in a computationally simple way. 
In some cases, however, a description of the objects to be partitioned is not available through a 
data set X of feature vectors. Instead, some measure of pairwise squared distance (or pairwise 
dissimilarity) is the only available information. The HCM algorithm attempts to iteratively minimize 
a least-squared error functional, and in this process must reference the objects to be clustered 
through feature data such as X. Thus it appears that HCM is not applicable to the problem when 
the only data available consists of a matrix A of pairwise squared distances 6(xi,xj) between the 
ith and jth individuals. This second kind of data is quite common in situations where the natural 
mode of data collection involves relationships between pairs of objects as opposed to numerical 
features of each individual [2]. It may be helpful to note that the matrix R = [l] - A is often 
called a similarity or resemblance matrix for X x X. 
We will show below that by using another iteration scheme for minimizing a certain collateral 
objective function involving A instead of X, it is often possible to obtain the same hard partitionings 
that can be obtained by the HCM algorithm if one had begun with the feature data X. Because of 
the relationship between the two approaches, we will refer to the new iteration scheme using A as 
relational HCM; if necessary, we may distinguish this from the original HCM by calling the original 
algorithm object-oriented HCM. 
In the next section the HCM algorithm for data of the form X is recalled; the relational approach 
is given in Section 3. Section 4 contains a simple numerical example; and the last section contains 
some closing remarks and directions for future research. 
2. THE HCM ALGORITHM; OBJECT-ORIENTED CASE 
Let X = (x1,. . .,x.} be a data set of feature vectors in R”, and let c be an integer, 1 < c < n. 
Hard c-partitions of X are c x n matrices U = [uit] E R’” that satisfy: 
Uike (0, l}, vi = l,...,c and k = l,...,n; (la) 
i$luik = 1, Vk = l,...,n; (lb) 
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Let M, = {UER”: uilr satisfies equations (la-c)}, and let v = (vr , . . . , vJT E R’” denote a vector of 
“cluster centers”, each vi being a vector in R”. The HCM algorithm is defined via the classical least- 
squared errors functional J: M, x R’” + [0, co); 
k=li=l 
(2) 
where Il.11 is any inner product norm. In what follows it is convenient to abbreviate the squared 
norm term in equation (2) by dik = jlxk - vil12. 
First consider minimizing J over U in M, for a fixed v. It is easy to see that global minimization 





The underbar in equation (3) indicates that 4, = 11x, - ~11’ at fixed vi. For convenience we are 
assuming that the minimum in equation (3) is attained by only one dir for each k. In the case where 
this assumption fails, any simple tie-breaking strategy can be used to generate a global minimizer 
of J over MC. On the other hand, it is easily shown [3] that the global minimizer v of J for a fixed 
UE M, is given, for i = 1,. . . , c, by 
Cycling between equations (3) and (4) defines the basic HCM algorithm described by Duda and 
Hart Cl], which is easily interpreted as a vector variable version of the method of coordinate 
descent, J being minimized successively in the U and v variables. The iteration is started with some 
initial guess for a hard c-partition (or equivalently with some guess of the c-cluster centers) of the 
sample X, and continued until an approximate fixed point (U*, v*) is found. It is easy to show that, 
if any reasonable tie-breaking strategy is used to handle nonuniqueness of the min over the squared 
distances _djk in equation (3), the maximum number of iterations before termination is bounded 
because M, contains a finite number of matrices. 
3. RELATIONAL HCM 
We motivate the relational approach by showing the connection between a certain pair of 
optimization problems. One of the optimization problems will be the object-oriented HCM problem 
of minimizing J( U, v) over MC x R”, and it will of course involve the sample X of feature vectors 
or objects. The second optimization problem will not use the sample X directly, but rather it will 
use the matrix A of pairwise squared distances which are interpreted in this context as values of a 
binary dissimilarity relation in X x X. We assume throughout that 11.11 is some (fixed) inner product 
norm on R’, and that the matrix A of pairwise squared distances has as its elements hij = I(xi - Xj112. 
The relational HCM optimization problem involves the functional 8’: M, + [0, a) defined by 
F(U) = i 
1 
( > 




Note that F is well-defined on MC because of constraint (1~). We now state and prove an elementary 
result that serves to define the relational HCM algorithm. 
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Theorem 
The point U* minimizes F(U) over M, iff (U*,v*), where v * is obtained using U* in equation 
(4) minimizes J( Li, v) over M, x R’“. 
Proof. Let the function 4: M, + [0, co) be defined by 
4(V) = min J( U, v). (6) V 
Clearly the minimum values of 4 over M, and of J over M, x R’” are the same. As noted earlier 
and proved in Ref. [4], the unique global minimizer of J( LJ, v) over v in R” for a fixed _V in M, is 
given by equation (4). From these two facts it easily follows that U* minimizes 4(U) over M, iff 
(U*,v*), where v* is obtained using U* in equation (4), minimizes J(U, v) over M, x R’“. It only 
remains to show that 4 in equation (6) and F in equation (5) are the same. For any partition U in 
M,, let vi, for i = 1,. . . , c, be defined using equation (4) by 
vi = ( il f"ijjxj)/( JJl t”ijl), 
so that 
d$U) = J(U,v) = i i UikllXk - v&2. 
i=lk=l 
Using the well-known statistical identity 
‘( i “.i)(il ‘ik llxk - vi~~z) = ($,il dkjUikUo), 
,=1 
(7) 
we see that 4 and F are in fact the same functional. 
The functional F has appeared elsewhere. Bezdek et al. [S] used it to show that HCM-type 
algorithms can in fact converge to saddle points of the corresponding objective functions. It is 
important to us here as a tool to produce HCM clusterings from the dissimilarity relation matrix 
A. The preceding theorem shows that global minimization of F will produce a hard partitioning 
corresponding to a global minimizer of J. We next give a simple description of an algorithm which 
can be used to approximately minimize F. It is useful in stating the algorithm to use the notation 





Pick c‘, an initial hard partition U” in M,, and set r = 1. 
Let M(m) = [u; . . u;- ]. m, t&G:, . , I(‘]. In the order k = 1,. . . , n, define 
the kth column 14; of U’ as follows. Let m* be any vector that minimizes 
4(M(m)) over all vectors m such that M(m)EM,. If #(M(m*)) < 
&M(u;- ’ )). then u; = m*; otherwise u; = u;-‘. 
If U’ = C”- ‘. then stop; otherwise, set r = r + 1 and continue with Step 2. 
Whereas object-oriented HCM is a grouped variable version of coordinate descent applied to J 
in the U and v variables, the relational version is coordinate descent applied to F in variables 
corresponding to the columns of c’. The work cost per outer iteration of the relational algorithm 
is of the order n2 if a c x n array is available to store the product A. 0, where i? is the current 
partition. For each k in Step 2. the new column u; is found by evaluating &M(m)) for the c possible 
choices of m, and storage of A. 0 allows each calculation of 4(M(m)) to be an operation of order n. 
The convergence result for the relational algorithm is immediate from its definition, which gives 
strict descent on each outer iteration unless U’ = U’-‘, and the fact that M, is finite. However, 
although convergence to a fixed point of the iteration is guaranteed, there is no guarantee that 
every fixed point provides a plausible interpretation of possible cluster substructure in X. This is 
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also the case for the original HCM algorithm applied to X; and even though the two underlying 
objective functions are minimized (globally) by the same partition, there are no doubt cases where 
the two algorithms can be identically initialized only to terminate with different partitions. An 
interesting question concerns whether one approach produces good partitions more often than the 
other. 
4. A NUMERICAL EXAMPLE 
Bezdek and Dunn [6] give an example using artificial data that visually manifest touching 
clusters in R2. The data set X consists of 25 bivariate observations which are shown graphically 
in Fig. 1. The coordinates of the bivariate data corresponding to the 13 points in the first cluster 
are given in the 2 x 13 matrix X,, while the data for the second cluster is similarly displayed in 
the 2 x 12 matrix X2 below. Figure 1 exhibits the (25) points labeled in this manner. Note that 
point x14 = (10, 10)T bridges two otherwise visually distinct clusters in R2. One may argue whether 
xl4 “belongs” to X, or X2. For the sake of concreteness we have included x14 in cluster 2. 
i 
2 3 3 4 45 5 66 78 0 9 




















Fig. 1 The touching clusters for the example. 
Now {x1,. ,x13) of the feature data X is just the set of columns of X, and {x14,. . . , x2,} is from 
X2, so that for this ordering and labeling of the observations, the “correct” partition is 
( 1111111111111000000000000 U* = ) 0000000000000111111111111’ 
The object-oriented and relational versions of the HCM algorithms were run on this data with all 
distances in A calculated as Euclidean distances. Both algorithms were initialized using 
uo = ( 0101010101010101010101010 > 1010101010101010101010101~ 
Each algorithm produced U* as the terminal partitioning. The relational version required 3 (outer) 
iterations to converge while 4 iterations were required for the object-oriented iteration using X. 
Table 1 gives the number of changes in the columns of u’-’ made to produce U’. 
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Table I. Column changes (membership 
adtustments) by tterat,On 
Column changes for: 
Iteration pu‘o. X neratmn A neration 
I 10 I2 
2 5 1 
3 I 0 
4 n 
5. DISCUSSION 
For a fixed u in M,, the cluster centers optimal for J when X is known are given by equation 
(4). Making this substitution in J(U,v) gives a function of U alone, which after application of a 
well-known statistical identity, gives F(U) as defined in equation (5). This function does not directly 
involve X, but references only the matrix of pairwise squared distances A. This means that at least 
some of the clusterings produced by the object-oriented HCM algorithm applied to X are available 
directly from A; one of these is the partitioning corresponding to the global minimizer of .I( U. v). 
It is this fact that suggests the name “relational c-means” for the new method. Whether all spurious 
fixed points of the two iterations are identical is not known at this time. 
Two important observations should be apparent from the derivation of F(U). The first is that 
an entire family of fuzzy F(U) functionals can be derived from the corresponding fuzzy c-means 
family of functionals J,(U,v) described in Ref. [3]. This means that fuzzy c-means partitionings 
can also be directly obtained from a matrix of pairwise distances. The development of an efficient 
algorithm to handle the appropriate minimization is a current area of research by the authors. 
A second important observation concerns the inner product assumption of the distance measure. 
Although this assumption was needed in order to apply the statistical identity in the derivation of 
F(U), it is conceivable to think of using F(U) with distance measures other than those induced by 
inner products. Indeed, relational c-means can be applied to anq’ resemblance matrix (e.g. 
R = Cl] - A, because no property of A is used in the iterative description of the new algorithm. 
However, in cases other than the one discussed above it is not yet established what geometric 
and/or mathematical properties (other than being extrema of F) clusters generated by this algorithm 
may possess. Because of the large number of applications that take a similarity matrix in X x X 
as their point of departure, we feel that this new approach warrants further study. 
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