ABSTRACT A common problem in astronomy is the determination of the time shift between two otherwise identical time series of measured ux from a variable source, in short the determination of a time delay. One example of where this problem occurs is in the determination of the Hubble constant from multiple images of gravitationally lensed variable quasars. It is shown here that this problem is very similar to the problem of reverberation mapping of active galactic nuclei (AGN), and therefore the determination of time delays can also be seen as a restricted inverse problem. In this paper a method is developed that solves this inverse problem and it is applied to the time series measured for the double quasar QSO 0957+561. The resulting time delay is 425 17 d.
INVERSE PROBLEMS
The problem of determining a time delay between two time series of uxes, such as the time delay between the images of the gravitationally lensed quasar QSO 0957+561, is very similar to the problem of reverberation mapping of active galactic nuclei. The di erence lies primarily in what is known about the so-called transfer function (cf. Blandford & McKee 1982 ; Peterson 1993) . Essentially the problem of reverberation mapping comes from a view of an AGN as gas clouds surrounding a variable continuum source. The gas clouds re-emit the radiation absorbed from the continuum source in spectral lines so that the time delay between the variation of the line emission and the continuum emission is a measure of the di erence in path length to the observer and hence of the distance from the central source of the emitting gas clouds. The transfer function is thus related to the distribution of clouds around the nucleus. Mathematically, the concept of reverberation mapping leads to the integral equation
(1)
Here L and C are the (velocity integrated) line ux of a broad line in the AGN spectrum, and the continuum ux respectively. Hence the problem is reduced to the inversion of the integral equation to obtain the transfer function . If in equation (1) for ( ) a Dirac delta function is substituted, ( ) = ( ? t0), equation (1) reduces to L(t) = C(t ? t0).
Conversely if two light curves are related by a time delay t0 this is equivalent to equation (1) with a transfer function ( ) = ( ?t0). In this paper the transfer function is therefore assumed to be essentially zero everywhere except at the unknown time delay t0 : ( ) = I ( ? t0) where is the Dirac delta function.
Contrary to the problem of reverberation mapping where there is an assumed causal relationship between the variations in continuum and line ux, in the problem of time delay determinations the light curves are not distinguishable as driving or responding time series. The inversion method should re ect this lack of knowledge in a symmetric treatment of the two time series. The notation of equation (1) is slightly modi ed to express this : The two equations both express that there is a time delay t0 between the two time series F (a) and F (b) and therefore seem redundant. However both need to be used to ensure a symmetric treatment of the two time series in the algorithm.
I is a constant to allow for a constant non-unity ratio between the two time series. Note that I can have any value larger than 0 and that the time delay t0 can be either positive or negative, since it is not known a-priori which light curve is leading and which is lagging. Just as in the applicac 1994 RAS tion of the subtractive optimally localized averages method (SOLA) to reverberation mapping (cf. Pijpers & Wanders, 1994 : hereafter PW) the limits of the integration are set to a nite value. The reason for this is that for any measured time series its total extent is nite and therefore the range over which a time delay can be determined is limited to values within this range.
Equations (1) and (2) are idealized in the sense that nite sampling rates of the two light curves and nite measurement errors are not yet explicitly accounted for. This is done in the following section. Another problem can be that one or both of the light curves are contaminated by a foreground or background source. This can be dealt with however, and the procedure is described in the appendix to this paper. The method is then applied to the measured time series from extensive monitoring campaigns of the double quasar QSO 0957+561. E ects limiting the accuracy with which the delay can be measured and the resulting time delay are described in sections 4 and 5 respectively.
A DESCRIPTION OF SOLA
The method of subtractive optimally localized averages (SOLA) was originally developed for application in the eld of helioseismology (cf. Pijpers & Thompson, 1992 , 1994 hereafter PT1, PT2) to determine internal solar structure and rotation. The strategy of the SOLA method in general is to nd a set of linear coe cients c which, when combined with the data, produce the value of the unknown convolved function under the integral sign for given value(s) of the time delay. For the reverberation mapping equation (1) SOLA thus aims to estimate the transfer function ( 0) from :
Substituting (1) into (3) yields :
where the localizing kernel K is identi ed as :
In practice the observations sample L and more importantly C only at discrete (and irregular) times, and with a nite measurement error. In order that K be de ned for all C must be interpolated. Since in the application of this paper either time series comes under the integral sign at some point, both need to be interpolated. 
for then the kernel is normalized to unit integral :
Figure 1. Example of two time series with 11 measurements.The entire time series under the integral sign is re-plotted 10 times with an arbitrary vertical o set for each of the measurements of the time series outside the integral sign. The horizontal scale is time delay which means that later measurements fall further to the left. The solid part is the part of the time series that is actually measured, the dashed parts fall before the rst or after the last of the measurements.
In terms of the SOLA algorithm the interpolated C for each ti are the base functions from which the kernel K is built.
Usually these base functions are normalized :
So that (6) reduces to P c(ti; 0) = 1. Localization of the kernel K is achieved by minimizing for the coe cients c :
where T is a target function such as a Gaussian centred on 0 (cf. PT1, PT2, PW). Figure 1 is included to assist in the visualization of the SOLA procedure. The entire time series is plotted as a function of time delay, re-plotted 10 times with an arbitrary vertical o set for each of the sampling times of the time series outside the integral sign. The integration limits ? max and max are shown as the vertical dash-dotted lines. The total range of integration ? max; max] must be strictly smaller than the total length of the measured time series, because the time series under the integral sign can be interpolated only in this range. The sections of the time series between the vertical dash dotted lines are the base functions. The rst few and last few measurements times of the series outside the integral sign may have partial time series associated with them that still do not cover the entire range ? max; max]. These must be excluded from the analysis. max is a free parameter of the method and since t0 is unknown it may well be necessary to explore a range of values for max and re-do the inversion for each value. Note that one increases max at the cost of having less base functions, i.e. increasing the width means decreasing the height of the window. To construct a good approximation to the target form for the integration kernel from the base functions it is desirable to have as many base functions as possible, which implies a small max. However, to obtain a reliable estimate of the time delay it is necessary to ensure that max is larger c 1994 RAS, MNRAS 000, 000{000 inversions for time delays 3 than the expected t0. The details of the interpolation procedure are described in PW.
Contrary to the application of SOLA to reverberation mapping in this paper the kernel K will not be designed to be localized. T (11) The result of the minimization of (10) is that
The superscript for the coe cients ci identi es which of the time series a or b is under the integral sign, and therefore used to build the kernel, and the 1 signi es that the linear target kernel (11) was used. When (2) and (12) The factor 0 in (10) is a free parameter which can be used to adjust the relative weighting of the errors in the variance-covariance matrix Eij and the approximation of the target form. The use of this parameter has been described in the papers PT1, PT2 and in PW. Its purpose is to balance a matching of K to the target function against magni cation of the errors which are generally opposing aims. An extra constraint is imposed on the coe cients which is that :
Imposing this constraint ensures that the integral of the averaging kernel is equal to 0 just as the integral of the target kernel.
The factor I can be determined independently by using the SOLA method with a kernel that is constant over the entire range of integration as described in PW ; T = 1=2 max instead of T = . (Note that the constant is chosen to obtain normalization with integral 1 on the interval ? max; max]). For this target form the associated coe cient sets are fc (0a) i g and fc (0b) i g. For the coe cients c (0a) ; c (0b) in the constraint (14) the sum should be equal to 1 instead of 0. Note that the normalization of the base functions is assumed to have been carried out before the kernel is constructed in the minimization of (10).
The e ect of data-errors in the measurements on the left-hand sides of the equality in equations (2) is taken into account in the usual way (cf. PW). Since the result is a linear combination of the data the resulting error estimate can be computed trivially. Low order moments of such as the zero order moment I and the rst order moment It0 can be determined with a high accuracy because there is a roughly inversely proportional relation between the resolution width of the localized kernel K and the magni cation of data errors. In this application the kernel K is broad and therefore the propagated data error will be small.
The kernel K that is constructed will in general not match perfectly the target function. It is for this reason that the third equality in the two equations (13) is only approximate. For real data, with only a limited number of base functions to work with, there is always a small correction e due to the deviation of the constructed kernel from the target form. In practice this means nding at which t0 a delta function must be placed to obtain the estimate b t0 given the averaging kernel that was constructed. This is straightforward since it requires only a simple function evaluation with the constructed averaging kernel as the function. Except in those sections where the kernels themselves are discussed, from this point the correction e is implicit in the estimates
For a determination of the time delay that is explicitly symmetric in the treatment of the two time series, the mean of the time delays T0 from the two alternatives is taken. Half the di erence between the two alternatives Z should be equal to zero to within the same errors as apply to T0. (16) where (15) is used to calculate the b t0. It is immediately clear that a time delay T0 thus determined is invariant under interchange of the two time series. Z can be used as an additional tool to gauge the accuracy with which the delay is determined in the algorithm since it should be equal to 0 to within the errors. If it is not this can be an indication of contamination of the time series by an extraneous source.
Its value, together with the di erence I between the two determinations (from interchanging the time series) of the magni cation I, can be used to correct for such contamination as is demonstrated in the appendix.
ARTIFICIAL DATA
To assess the in uence of data errors on the algorithm and possible systematic e ects the method was tried out on a set of arti cial data. The light curves with and without errors are shown in gure 2. This light curve is a smoothed version of a continuum light curve reported by Peterson et al. (1994) for the active galaxy NGC 5548. The solid line is the original light curve, the dashed line is the light curve after convolution with a Gaussian with a width of 0:1 d and a central position of 11:3 d. These numbers were chosen arbitrarily but the requirement for this method that the transfer function be sharply peaked is satis ed. Also the central position is chosen not to be commensurate with any sampling interval. The irregular sampling intervals range from a minimum of 1 d to several days. The second panel of gure 2 shows both of the light curves with random noise added drawn from a normal distribution with a standard deviation of 2 % of the ux. Apart from using error free data (0 %), and 2 % random noise a nal case with 5 % random noise added to the` uxes' is also considered.
It should be noted that although it is usual to measure noise compared to the measured ux, it is in fact more appropriate to compare the noise with the amplitude of the actual variations in the light curves. As an example one can consider the case in which the actual variations are of the order of the measurement errors. It is clear that in this case e ectively no variation is seen reliably and that therefore one cannot determine a time delay. As another extreme, even if the brightness were not better known than 0.5 magnitudes, a time delay could still be measured if the actual variations were to extend over 10 magnitudes. Thus the question of how well a set of measured time series can be used to measure a time delay between them must be determined not by the S/N in the ux but by the ratio of the ux variations and the measurement error. In the arti cial case at hand this ratio is 25 for the 2 % noise case and 10 for the 5 % noise case.
The rst reconstruction is done taking max = 55 d which is about 1=5 of the total length of the time series, the second is done taking max = 34 d which is about 1=8 of the total length of the time series, nally a max = 28 d which is about 1=10 of the total length is used. These three choices of max were applied to all three pairs of time series PT1, PT2, PW). For the rst 3 entries in table 1 this propagated error must be zero because there is no noise in the original data. This does not imply that the resulting time delay must be in nitely accurate because there is still an error due to the nite sampling rate, which translates to a nite number of base functions in the SOLA method with which the averaging kernel is built. Since there is no contamination in these arti cial data a measure of the`discretization noise' is the quantity Z. For the cases with added noise Z is within 2 of 0 as would be expected, since the SOLA method as described in PW is designed to achieve this. The only exception is the case for max = 55 where there is a 2:5 departure from 0. It is clear from the large values of Z for the choice of max = 55 d for the error free data and for the data with random noise added that this value of max is still too large to obtain a reliable estimate of the time delay, although for the cases where noise is added the deduced value of T0 is within 1 of the true value. There are too few base functions for the SOLA algorithm to function properly for max = 55. There is only marginal reduction of the error estimates when reducing max from 34 d to 28 d and at least in this realization of the 5 % noise the estimate of the time delay is less accurate for the max = 28 d case.
In gure 3 plots of kernels constructed from the articial data of gure 2 are shown. In this gure the estimates b t0 are on the ordinate scale and the values corrected for kernel deviations (cf. equation (15) ) are on the abscissa. It can be seen that the kernel su ers somewhat from`edge e ects' where the target kernel is only poorly matched. The constructed kernel is atter than proportional near the edges of the integration range. The e ect this has is that at the edges of the interval ? max; max] the uncertainty in the time delay determination is larger than indicated by the formal er- in the kernel the true time delay t0 should be no more than 0:7 ? 0:8 max. This implies that if one wishes to measure reliably a time delay from these time series using this rate of sampling the total length of the measured time series should be 10?12 times the time delay t0 that is expected. A higher sampling rate reduces this time but the total period in which the sources are monitored should always be more than twice the expected time delay.
THE SAMPLING STRATEGY OF THE TIME SERIES OF QSO 0957+561
A crucial aspect of this method and most other methods in use to determine time delays is the interpolation of the time series, which is almost always necessary and which often is the deciding factor in the accuracy of the method. Here a Savitzky-Golay lter is used for the interpolation (cf. Press et al. 1992 ). Before continuing with SOLA time delay determinations it is useful to examine in more detail the in uence of the sampling on the SOLA method. (Schild & Thomson, 1995) 4
.1 The distribution of measurement times
The largest homogeneous data set for the two optical images of the gravitationally lensed QSO 0957+561 is that reported by Schild & Thomson (1995) , who also have made available a master set which combines data from other sources. The time series for the former are shown in the two panels of gure 4. The total extent of these time series is 5347 d and so a time delay t0 of up to 550 d can be determined with reasonable accuracy with this method and these time series. Rather than use magnitudes the time series are converted to (arbitrary) ux units. The reason for this is that if there is any contamination present in the time series, due to extraneous factors such as foreground or background sources or micro-lensing, this is additive in ux and not in magnitude. Such contamination can be corrected for to some extent as long as it is additive, as demonstrated in the appendix. The ux is calculated from the magnitudes using : Fi = 4 10 5 exp (?mi=2:5) (17) Schild and Thomson (1995) note that since the more recent part of their measured data series has sections with sampling rates that are as high as once per day, there should be no lack of high-frequency signal in the time series with which to determine a time delay with high accuracy. A high sampling rate is bene cial in principle but it does depend to some extent on the manner in which these sections are distributed within the overall time series. To illustrate this point all those measurement dates were isolated from the time series for which there are also measurements on the previous two days and the following two days. In the entire time series there are 366 such quintuplets, many of which partially overlap because for some periods there are even more than 5 consecutive days on which measurements are available. In order to enable using the high-frequency signal in these quintuplets when determining the time delay they must overlap with another quintuplet after the time series is shifted by that time delay t0. If two quintuplets do not overlap after shifting, whatever high-frequency signal they contain does not have a measured counterpart in the other time series and is of little use in determining a delay. The more quintuplets overlap for any possible time delay the better the true time delay can be determined with the measured series. Ideally one would aim for a uniform coverage over all possible delays.
With the N = 366 quintuplets in the measured time This can diminish the number of available quintuplet separations between time delays of around the time corresponding to the length of that gap and around 1 yr minus that length. Similar dips in the distribution of quintuplets separations would occur at the delays of these same times with integer numbers of years added. However one can compensate partially for this e ect on the distribution of separations by placing the quintuplets more often at the separations that currently seem to be neglected. For a sun constrained measurement gap that lasts less than half a year this is possible in principle. Weather conditions will always prevent the use of a pre-designed strategy but by keeping track of the measurement point-pair separations while monitoring and scheduling subsequent measurements to compensate for any dips in the distribution function of these separations it should be possible to obtain a much more nearly uniform distribution. In the following section the di erences between the various strategies is demonstrated using simulated time series.
Comparing the results for di erent sampling strategies
To demonstrate the e ect of sampling strategies three sampling strategies are used for the same simulated time series. For this simulation the time series for image A is interpolated linearly and resampled uniformly, and also resampled according to (18) . Second time series are obtained by shifting the original by 299 days and also by 511 days. These two values are chosen to demonstrate the di erence between the accuracy for a time delay that should be well sampled even with the original sampling of the A image, and a time delay that should be more di cult to recover. Finally on all these six time series random numbers drawn from a Gaussian distribution with zero mean and a standard deviation of 1% of the ux were added to mimic measurement errors. This simulation is somewhat more realistic than the rst example Table 2 . The three sampling strategies. An entry in brackets is the propagated data error applying to the last decimal place(s) of the entry to the left of it. N is the number of base functions. An inversion is carried out using the procedures outlined before. In all cases the Savitzky-Golay tting of the time series is done with a window that is three points wide and a constant (0-order polynomial) is tted to these points. 2 show that there is negligible di erence between the uniform and prime number sampling results. From the gure 6 it is clear however that the prime number strategy produces a more uniform kernel. In the kernel for the regularly sampled time series the bimodal pattern of quintuplet separations is re ected in the regular block structure of the error bars on the kernel. An encouraging result is that even for the original sampling the true time delay is quite well recovered. The asymmetry in the results when interchanging the role of the time series is quite large for the true sampling. It is in particular in the di erences I and Z that one can see that a time delay inversion in the region of 500 d is more problematic than one in the region of 300 d. Since these quantities are used to determine possible contamination of the time series by extraneous e ects one might mistakenly conclude that the time series is contaminated. It is therefore essential to always inspect the constructed averaging kernel K. This kernel is of such poor quality for the T0 = 511 d case that from that alone it is clear that none of the I; T0; I, and Z are to be trusted. Thus the SOLA method fails to yield a reliable time delay value for this case but the kernels K clearly indicate that this is so. Note that only a di erential contamination can be determined. The parameters and the results for the ve cases considered here are summarized in table 3. Inversions with other parameter settings have been carried out. The sensitivity of the errors to the error weighting is small and no systematic shifts in the results have been found. The value of max is quite strongly constrained by the time delay itself and by the total length of the measured time series. Other values did not yield signi cantly di erent results and usually had larger associated error estimates. It is immediately clear from the asymmetries obtained in both the values of I and of the time delays t0 when reversing the role of the time series that some contamination of the time series is present. This asymmetry is much larger than in the arti cial time series with the same sampling, and the kernels are of acceptable quality. The cause of the contamination can be found in e.g. inaccurate subtraction of a foreground or background source, or micro-lensing (cf. Schild and Smith 1991 , Falco et al. 1991b , Schild, 1996 . Assuming for convenience that this contamination is entirely contained in the A image the appropriate contribution is subtracted from the time series of image A. Adding a sim- y1 and y2 are determined. Note that the error correlation coe cients between y1 and I and y2 and T0 are in excess of 0:5. Furthermore one should note that the contamination is assumed to be at most linear in time. As demonstrated by Schild and Smith (1991) , and by Falco et al. (1991b) there may well be higher-order terms present due to the effect of micro-lensing. While higher-order contamination will behave more as noise rather than cause systematic shifts in the result, the quoted measurement error is then no longer a good measure of the actual noise in the time series. The e ect this has is that the constructed averaging kernels show larger departures from the target form than expected on the basis of the measurement errors. In table 3 this has already been taken into account in both the values of I and T0 and in their error estimates. Cases 1, 2 and 3 are consistent to within the errors, implying that if the time series are only minimally smoothed the di erent types of interpolation have minimal in uence on the results. This is what would be expected for an ideal case where the errors are Gaussian and the distribution in time of the sampling points is adequate for a time delay determination. To assess the in uence of possible high-frequency contaminating signal from micro-lensing cases 4 and 5 were carried out. In case 4 the interpolating window is set to 11 points to which a quadratic polynomial is tted. This should smooth out some of the variation within the window but of course the detrimental e ect of large gaps in the time series are exacerbated by a wider window. In case 5 quintuplets of points measured on consecutive days are replaced with their mean on the central day of the quintuplet. This is also a smoothing operation but now carried out only on sections with a high sampling rate. Both for case 4 and 5 it is important to realize that this stronger smoothing is not speci c. High-frequency variations that are intrinsic to the lensed quasar are smoothed out together with the micro-lensing variations.
THE TIME DELAY FOR QSO
The e ect of smoothing can be described in terms of an extra convolution of the time series under the integral sign with a smoothing function S(t) that is determined by the choice of window and tting polynomial. Instead of having a convolution as in equation (1) : L(t) = (t) C(t) (19) the convolution is now : L(t) = ? (t) S ?1 (t) (S(t) C(t)) (20) (or the analogous forms for (2) ). Here S ?1 (t) is the inverse of the smoothing operation S. That is to say that because the t S(t) C(t) is used the transfer function is modied to (t) S ?1 (t). When this is used in (2) and the steps outlined before are followed to obtain the relative magnication I it is clear that what is actually obtained is either IS ?1 (t0) or I=S ?1 (t0). Increasing the smoothing leads to an increasing di erence between these two values. This increased asymmetry leads to an overestimate of y1 and an I that will tend towards 1. In the limit where all variations in the time series are smoothed out one cannot distinguish between having time series that are o set due to contamination and of time series that have a non-unity ratio between the ux levels. The time delay and the drift y2 are only affected through I by the smoothing as long as the smoothing window is symmetric around the point at which the interpolation is evaluated. The error in y2 and T0 should increase however because the accuracy with which a delay can be determined depends in part on the high-frequency signal.
As argued above, increased smoothing will cause y1 to be overestimated so the reduction of the y1, from removing the high frequencies from the time series, is actually larger than table 3 shows. Considering the errors the various e ects remain marginal however so the contamination is not entirely due to high-frequency variations. On the basis of these results the best determination of the time delay is case 2 : T0 = 425 17 d:
Other data sets
In the literature are reported a number of attempts at determining the time delay from optical (Schild & Chol n 1986 , Schild 1990 , Pelt et al. (1994 , 1996 at R band and B band by Florentin-Nielsen (1984) , Vanderriest et al. (1989) , Press et al. (1992a ) Beskin & Onkyanskij (1992 as well as radio data (Roberts et al 1991 . Lehar et al 1989 , Press et al 1992b . There is even an attempt using UV data (Gondhalekar et al. 1986 ). The B band monitoring produces data that is similar to that used here although generally the time series are shorter. Considering only the B band data there appear to be emerging two mutually exclusive time delays, that are obtained from the various analyses. Press et al. analysed a shorter optical time series for QSO 0957+561 (1992a) and also a radio time series (1992b) using a rigorous statistical method developed by them (1992a). They obtain an estimate for the time delay of 536 +14 ?12 d as 95 % con dence interval from the optical data and their determination from the radio data is consistent with this value. However the radio value has now been revised down to 440 d (Haarsma et al., 1997 ). An analysis by Pelt and coworkers (1994) of the same optical data yields 415 32 d and their analysis of the radio data is consistent with their value for the optical time series. The determination reported here appears at face value to be consistent with the determinations of coworkers (1994, 1996) , and not with that of Press et al. (1992) . Thomson and Schild (1997) argue that the presence of variations due to micro-lensing invalidates some of the assumptions made by Press et al. (1992a,b) concerning the statistical properties of the time series. Thomson and Schild (1997) discuss how the Press et al. method can be corrected for this e ect and then obtain a result using this method that is consistent with the shorter time delay. Since the study presented here also shows evidence for contamination of the time series, although no speci c cause can be identi ed from the SOLA method itself, there is independent support for their hypothesis. An advantage of the method presented in this paper over the method of Press et al. (1992a,b) is that no detailed knowledge is necessary of the statistics of micro lensing events and other sources of contamination. However, once the statistical properties of the contamination are known the method of Press et al. (1992a,b) should in principle o er a more precise measurement of the time delay.
To compare with previous determinations the SOLA method is also applied to the same data (Vanderriest et al., 1989 ) that the method of Press et al. was applied to. This data set spans a period of a bit over 2900 days which is on the short side for a reliable estimate of a time delay using SOLA, as argued in section 3. It is important to realize that the data in the master set are not homogeneous. If the contamination in the time series is due in part to imperfect data reduction procedures, or relative photometric calibration it is a very poor approximation to assume that the contamination in the combined set can be described in terms of a simple o set and drift. Compared to case 2 the contamination o set is determined to be lower by 3 in this master set which includes all the data from Schild and Thomson considered in section 5.1. The contamination due to micro lensing or a forground source should be identical in the two sets. If y1 is lower, that can only be caused by an imperfect merging of the data sets, for instance due to an error in the relative calibration between the data of Schild and Thomson and the other data in the master set. If it is assumed that the o set should have been 0:29 as in case 2, this will increase I for the master set by 3 to 1:39 because of the high correlation coe cient between y1 and I. This value is consistent with case 2. As a consequence of this T0 must then be decreased by the same factor that I is increased by, resulting in T0 = 464 d which is consistent with case 2 to within 3 . The relative photometric calibration error of 0:03 ux units that is implied by this corresponds to about 0:07 magnitudes between di erent data sets for either the A image or the B image.
In summary it appears that the longer values that have been published for the time delay must be discounted as spurious and due to some form of contamination not accounted for in those analyses. All other determinations are consistent with a delay of T0 = 425 17 d:
6 OBTAINING H0 FROM THE TIME DELAY From a careful analysis of the images of QSO 0957+561A, B combined with a tracing of the light de ection through a model potential to t the positions and magni cations of the images it is possible to determine the gravitational potential of the lensing object. With this potential it is possible to determine the Hubble constant as long as the lensed source is variable. This is essentially a consequence of the light of the two images having traversed a di erent path through this gravitational potential. By measuring the time delay for a signal propagating at the speed of light an apparent separation of the images can be related to a physical distance which together with a measured redshift yields an estimate of the Hubble constant. Further details can be found in the monograph`Gravitational Lenses' (Schneider et al. 1994) From modeling of the lensing system Falco et al. (1991a) The units are km s ?1 Mpc ?1 , and v is the velocitydispersion of the lensing galaxy. AB is the time delay between the time series of the images. More recent modeling by Grogin and Narayan (1996a,b) The largest contribution to the error in these determinations is due to the model uncertainties. Grogin and Narayan (1996) also quote an equation similar to (22) for an upper c 1994 RAS, MNRAS 000, 000{000 inversions for time delays 11 limit to the Hubble constant derived from a somewhat different model for the lensing system which is independent of the velocity dispersion : (25) where is the convergence of the quadratic potential with which the cluster surrounding the lensing galaxy is approximated. Since must be positive, using the time delay and = 0 yields an upper limit :
H0 < 80 7 km s ?1 Mpc ?1 (26) As Grogin and Narayan (1996a,b) discuss the 2 of the latter models for the gravitational potential is the lowest of all models suggested thus far, when using the most recent VLBI data as constraints for the model parameters. For this reason equations (25) and (22) obtained using the most recent VLBI data are probably more reliable than the older ones of Falco et al. (1991a) .
CONCLUSIONS
The SOLA method for inversion is modi ed to determine the time delay between two time series, assuming that the width of the transfer function between the two is small compared to the typical sampling time interval. The method is demonstrated to perform well on arti cial data. The method is then applied to the measured time series of the gravitational lens QSO 0957+561. Considering the uncertainties in the de-trending the best estimate obtained here gives a value for the time delay of 425 17 d. This leads to a best value for the Hubble constant of H0 = 66 10 km s ?1 Mpc ?1 .
The determination of the time delay could be improved upon substantially if an independent means can be found to determine quantitatively the e ects that contaminate the time series such as micro-lensing but also the e ects of merging data from various sources and observers.
Finally it is argued that it is worth the e ort to keep track of the distribution of measurement time separations and to attempt to schedule new observations in such a way as to obtain as near to uniform a distribution of such separations as possible.
ACKNOWLEDGMENTS
The Theoretical Astrophysics Center is a collaboration between Copenhagen University and Aarhus University and is funded by Danmarks Grundforskningsfonden. Part of this work was carried out while the author was employed at the Uppsala Astronomical Observatory. The author thanks V. Oknyanskij and E. van Groningen for pointing out this problem. R. Schild is thanked for sending the time series of QSO 0957+561A, B in electronic form, and for pointing out various factors contaminating the time series. I. Wanders is thanked for many helpful suggestions and discussions regarding the testing of the algorithm.
time scales of variability of the lensed quasar and the hypothetical contaminating foreground source or if the physical mechanisms causing the variability in the lens and the quasar have matching characteristic time scales. In the absence of such correlation the variable part merely behaves as an extra source of noise in the time series which can increase the uncertainty in the determined delay, but it will not have a systematic e ect. A constant or low-frequency non-zero contamination in one or both images can in uence the determination of the time delay indirectly. It is demonstrated in this appendix that this can be detected if it occurs and can be corrected for.
Consider again equations (2). Now, instead of having measured F (a) and F (b) , contaminated time series e Clearly a systematic deviation is present due to the contaminating source in both the zero order and rst order moments. The presence of noise in the measured time series means that the equality in the rst of equations (A5) and of (A8) become approximate just as in equations (12). This does not a ect the determination in any systematic way.
The equations (A7) and (A10) form a system of four equations in the four unknowns I, t0, y1 C (a) ? C (b) =I, and y2 L (a) ? L (b) =I. Note that taking y1 and y2 in this way re ects that with this method it is impossible to tell which of the two time series are contaminated, or to what extent either of them is contaminated. Since this system of equations is non-linear it is possible that no solution exists or more than one solution exists. In any case the propagation of the data errors could cause large uncertainties in the parameters. Therefore the procedure that is followed is to solve (A7) and (A10) to determine y1 and y2. The appropriate contamination is then subtracted from one of the two time series and the inversion procedure is carried out again. For data free of random errors this second iteration should be contamination-free. For real data a few iterations can be necessary to reduce the contamination to zero within the measurement errors and an accurate determination of the relative magni cation factor I and the time delay t0 is then possible directly from the inversion as outlined in the main part of this paper. This paper has been produced using the Royal Astronomical Society/Blackwell Science T E X macros.
