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SCHATTEN PROPERTIES, NUCLEARITY AND
MINIMALITY OF SHIFT INVARIANT SPACES
JOACHIM TOFT
Abstract. We extend Feichtinger’s minimality property on small-
est non-trivial time-frequency shift invariant Banach spaces, to the
quasi-Banach case. Analogous properties are deduced for certain
matrix classes.
We use these results to prove that the pseudo-differential opera-
tor Op(a) is a Schatten-q operator from M∞ to Mp and r-nuclear
operator from M∞ to M r when a ∈M r for suitable p, q and r in
(0,∞].
0. Introduction
A remarkable property of the weighted Feichtinger algebra M1(v)(R
d)
is the minimality among non-trivial Banach spaces which are invari-
ant under time-frequency shifts with respect to the submultiplicative
weight v. (See Section 1 for notations.) More precisely, let B be a
Banach space which is continuously embedded in S ′(Rd), the set of
tempered distributions on Rd (or, more generally, in the set Σ′1(R
d)
Gelfand-Shilov distributions of Beurling type of order 1 on Rd). If B is
invariant under time-frequency shifts, f 7→ ei〈 · ,ξ〉f( · −x), and satisfies
B
⋂
M1(v)(R
d) 6= {0}
and
‖ei〈 · ,ξ〉f( · − x)‖B . ‖f‖B v(x, ξ), f ∈ B, x, ξ ∈ R
d, (0.1)
then M1(v)(R
d) ⊆ B. In fact, the search of non-trivial smallest transla-
tion and modulation invariant Banach space, led Feichtinger to the dis-
covery of M1(Rd) (cf. [16]). Later on, Bonsall deduced in [4] a slightly
different proof compared to [16], which can also be found in Section
12.1 in [24].
In Section 2 we extend this minimality property to the case of quasi-
Banach spaces. More precisely, let B ⊆ Σ′1(R
d) be a quasi-Banach
space such that (0.1) holds with a v-moderate weight ω in place of v.
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Assume in addition that for some p ∈ (0, 1] we have
‖f + g‖p
B
≤ ‖f‖p
B
+ ‖g‖p
B
, f, g ∈ B, (0.2)
and there is a Gabor frame atom ψ ∈ B
⋂
Mp(v)(R
d) 6= {0}. Then we
deduce Mp(ω)(R
d) ⊆ B (see Theorem 2.4). Note that our restrictions
on the involved weights are relaxed compared to [4, 24].
We mainly follow the approach in [4, 16, 24]. In particular we con-
sider spaces of non-uniform Gabor expansions whose coefficients obey
suitable weighted ℓp-estimates, and prove that these spaces agree with
corresponding modulation spaces. (Cf. Proposition 2.2.)
In Section 2 we also deduce analogous minimality properties for cer-
tain classes of matrix operators. In particular, let J be an index set, B
be a quasi-Banach space of matrices (a(j, k))j,k∈J such that the follow-
ing is true:
• Aj0,k0 = (δj,j0δk,k0)j,k∈J ∈ B and ‖Aj0,k0‖B ≤ C for some con-
stant C which is independent of j0, k0 ∈ J ;
• ‖A1 + A2‖
p
B
≤ ‖A1‖
p
B
+ ‖A2‖
p
B
.
Then we prove that Up(J), the set of all matrices (a(j, k))j,k∈J such
that
∑
j,k |a(j, k)|
p <∞, is continuously embedded in B.
In Sections 3 and 4 we apply the results in Section 2 to deduce
Schatten-von Neumann and nuclear properties for pseudo-differential
operators with symbols in modulation spaces, when acting on (other)
modulation spaces. More precisely, let a ∈M r(ω)(R
2d), 0 < r ≤ 1. If r =
1 and all involved weights are trivially equal to 1 everywhere, then it is
proved in [26] that the pseudo-differential operator Op(a) is continuous
from M∞(ω1)(R
d) to M r(ω2)(R
d), and a Schatten-von Neumann operator
of order p on L2(Rd) = M2(Rd). The latter Schatten-von Neumann
result was remarked to hold already in [38]. For general p ∈ (0, 1]
and for weighted modulation spaces, these continuity and Schatten-
von Neumann results were extended in [45]. (See [45, Theorems 3.1
and 3.4].)
For certain choices of weights, Theorem 3.4 in [45] was improved
in [14, Corollary 5.1] from which it follows that if ω1 = ω2 and ω
are suitable weights, r ∈ (0, 1] and a ∈ M r(ω)(R
2d), then Op(a) is r-
nuclear on any Mp1,q1(ω1) (R
d) for any p1, q1 ∈ [1,∞]. (See also [10–12] for
recent progress on r-nuclearity of operators acting on Lebesgue type
spaces, [15] for some extensions to other families of Banach spaces,
and [13] for analogous investigations for operators acting on elements
defined on manifolds with boundary.)
In Section 3 we apply the minimality properties from Section 2 to
deduce that if p, q, r ∈ (0,∞] satisfies
1
r
− 1 ≥ max
(
1
p
− 1, 0
)
+max
(
1
q
− 1, 0
)
+
1
q
,
2
the weights ω1, ω2 and ω obey the same (relaxed) conditions as in [45]
and that a ∈M r(ω)(R
2d), thenOp(a) belongs toIq(M
∞
(ω1)
(Rd),Mp(ω2)(R
d)),
the set of Schatten-von Neumann operators of order p from M∞(ω1)(R
d)
toMp(ω2)(R
d). If q =∞ and p ≤ 1, then r = p, and we recover [45, The-
orems 3.1], i. e. Op(a) is continuous fromM∞(ω1)(R
d) to M r(ω2)(R
d) when
a ∈M r(ω)(R
2d).
In Section 4 the minimality results in Section 2 are applied to de-
duce p-nuclearity for the pseudo-differential operators above. In fact,
let p ∈ (0, 1], ω1, ω2 and ω be as above and let a ∈ M
p
(ω)(R
2d). Then
it is shown that Op(a) belongs to Np(M
∞
(ω1)
(Rd),Mp(ω2)(R
d)), the set
of p-nuclear operators from M∞(ω1)(R
d) to Mp(ω2)(R
d). This improves
some of the results in [15] where it is shown that Op(a) belongs to
Np(M
p0,q0
(ω1)
(Rd),Mp0,q0(ω2) (R
d)), provided p0, q0 ∈ [1,∞] and ω1 = ω2 are
weights of polynomial type.
By using suitable embedding results between modulation spaces and
other types of function and distribution spaces, the results in Sections
3 and 4 also leads to certain Schatten-von Neumann and r-nuclearity
results in the framework of such spaces. For example, in these sections
we may replace the modulation spaces by suitable Besov spaces, by
using suitable embeddings between such spaces (see [32,39,40] for such
embeddings in the Banach space case, and [50] in the more general
quasi-Banach space case).
Finally we remark about recent progresses by J. Delgado, M. Ruzhan-
sky, N. Togmagambetov and B. Wang on p-nuclearity and Schatten-von
Neumann properties in various contexts. In [10] optimal conditions on
memberships in Schatten-von Neumann classes over L2 were obtained
in terms of Sobolev regularity of the kernels. In [11,12,15], p-nuclearity
of operators acting on Lebesgue type spaces are considered. Especially,
in [15] some conditions for p-nuclearity of operators between weighted
modulation and other Banach spaces were obtained in terms of sym-
bols. Furthermore, in [13] analogous investigations are performed for
operators acting on elements defined on manifolds with boundary.
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1. Preliminaries
In this section we recall some basic facts of quasi-Banach spaces,
Gelfand-Shilov spaces and modulation spaces.
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We start by introducing some notations on quasi-Banach spaces. A
quasi-norm ‖ · ‖B on a vector space B overC is a non-negative function
‖ · ‖B on B which is non-degenerate in the sense
‖f‖B = 0 ⇐⇒ f = 0, f ∈ B,
and fulfills
‖αf‖B = |α| · ‖f‖B, f ∈ B, α ∈ C
and ‖f + g‖B ≤ 2
1
p
−1(‖f‖B + ‖g‖B), f, g ∈ B,
(1.1)
for some constant p ∈ (0, 1] which is independent of f, g ∈ B. Then
B is a topological vector space when the topology for B is defined by
‖ · ‖B, and B is called a quasi-Banach space if B is complete under
this topology.
In general, the conditions (1.1) does not need to imply that
‖f + g‖p
B
≤ ‖f‖p
B
+ ‖g‖p
B
, f, g ∈ B (1.2)
should hold. On the other hand, by Aiko-Rolewicz theorem it follows
that we may replace the quasi-norm in (1.1) by an equivalent one, and
which also satisfies (1.2) (cf. [1, 36]). Here we note that if ‖ · ‖B is a
quasi-norm which satisfies (1.2), then (1.1) holds.
From now on we assume that the quasi-norm of B is chosen such
that (1.1) and (1.2) hold true.
1.1. The Gelfand-Shilov space Σ1(R
d) and its distribution space.
Next we recall the definition ofΣ1(R
d) and its distribution space Σ′1(R
d),
which belong to the family of Gelfand-Shilov spaces and their duals
(cf. e. g. [20]). Let h ∈ R+ be fixed. Then S1,h(R
d) is the set of all
f ∈ C∞(Rd) such that
‖f‖S1,h ≡ sup
|xβ∂αf(x)|
h|α|+|β|α! β!
is finite. Here the supremum is taken over all α, β ∈ Nd and x ∈ Rd.
Obviously S1,h ⊆ S is a Banach space which increases with h. Fur-
thermore, S1,h contains all finite linear combinations of Hermite func-
tions hα(x) = Hα(x)e
−|x|2/2, where Hα is the Hermite polynomial of
order α ∈ Nd. Since such linear combinations are dense in S , it fol-
lows that the (L2-)dual (S1,h)
′(Rd) of S1,h(R
d) is a Banach space which
contains S ′(Rd).
The Gelfand-Shilov space Σ1(R
d) is the projective limit of S1,h(R
d)
with respect to h. This implies that
Σ1(R
d) =
⋂
h>0
S1,h(R
d) (1.3)
is a Fréchet space with semi norms ‖ · ‖S1,h , h > 0.
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The Gelfand-Shilov distribution space Σ′1(R
d) is the inductive limit
of S ′1,h(R
d) with respect to h > 0. Hence
Σ′1(R
d) =
⋃
h>0
S ′1,h(R
d). (1.3)′
We remark that Σ′1(R
d) is the dual of Σ1(R
d), also in topological sense
(cf. [33]).
From now on we let F be the Fourier transform, given by
(Ff)(ξ) = f̂(ξ) ≡ (2π)−d/2
∫
Rd
f(x)e−i〈x,ξ〉 dx
when f ∈ L1(Rd). Here 〈 · , · 〉 denotes the usual scalar product on
R
d. The map F extends uniquely to homeomorphisms on S ′(Rd) and
Σ′1(R
d), and restricts to homeomorphisms on S (Rd) and Σ1(R
d), and
to a unitary operator on L2(Rd).
Next we recall some mapping properties of Gelfand-Shilov spaces
under short-time Fourier transforms. Let φ ∈ S (Rd) be fixed. For every
f ∈ S ′(Rd), the short-time Fourier transform Vφf is the distribution
on R2d defined by the formula
(Vφf)(x, ξ) = F (f φ( · − x))(ξ) = (f, φ( · − x)e
i〈 · ,ξ〉). (1.4)
We recall that if T (f, φ) ≡ Vφf when f, φ ∈ Σ1(R
d), then T is uniquely
extendable to sequently continuous mappings
T : Σ′1(R
d)× Σ1(R
d)→ Σ′1(R
2d)
⋂
C∞(R2d),
T : Σ′1(R
d)× Σ′1(R
d)→ Σ′1(R
2d)
(cf. [9, 42]). We also note that Vφf takes the form
Vφf(x, ξ) = (2π)
−d/2
∫
Rd
f(y)φ(y − x)e−i〈y,ξ〉 dy (1.4)′
for admissible f .
There are several characterizations of Gelfand-Shilov spaces and their
distribution spaces. For example, they can easily be characterized by
Hermite functions and other related functions (cf. e. g. [21, 29]). They
can also be characterized by suitable estimates of their Fourier and
Short-time Fourier transforms (cf. [8, 27, 42]).
1.2. Weight functions. Next we recall some facts on weight func-
tions. A weight on Rd is a positive function ω ∈ L∞loc(R
d) such that
1/ω ∈ L∞loc(R
d). In the sequel we assume that ω is moderate, or v-
moderate for some positive function v ∈ L∞loc(R
d). This means that
ω(x+ y) . ω(x)v(y), x, y ∈ Rd. (1.5)
5
Here A . B means that A ≤ cB for a suitable constant c > 0, and for
future references, we write A ≍ B when A . B and B . A. We note
that (1.5) implies that ω fulfills the estimates
v(−x)−1 . ω(x) . v(x), x ∈ Rd. (1.6)
We let PE(R
d) be the sets of all moderate weights on Rd.
It can be proved that if ω ∈ PE(R
d), then ω is v-moderate for some
v(x) = er|x|, provided the positive constant r is chosen large enough
(cf. [25]). In particular, (1.6) shows that for any ω ∈ PE(R
d), there is
a constant r > 0 such that
e−r|x| . ω(x) . er|x|, x ∈ Rd. (1.7)
We say that v is submultiplicative if v is even and (1.5) holds with
ω = v. In the sequel, v always stand for a submultiplicative weight if
nothing else is stated.
1.3. Classes of matrices. It is suitable for us to consider matrix
classes with respect to general index sets.
Definition 1.1. Let p ∈ (0,∞], J1 and J2 be index sets, J = J2 × J1
and let ω be a map from J to R+.
(1) The set U′0(J) consists of all formal matrices (a(j2, j1))(j2,j1)∈J
whose matrix elements a(j2, j1) belongs to C;
(2) The set U0(J) consists of all A = (a(j2, j1))(j2,j1)∈J ∈ U
′
0(J)
such that at most finite numbers of a(j2, j1) are non-zero;
(3) The set Up(ω,J) consists of all A = (a(j2, j1))(j2,j1)∈J ∈ U
′
0(J)
such that
‖A‖Up(ω,J) ≡ ‖a · ω‖ℓp(J)
is finite.
For conveniency we set Up(J) = Up(ω,J) when ω = 1 everywhere
in Definition 1.1. Furthermore, if J1 = J2 = J , then we set U
p(ω, J) =
U
p(ω,J) and Up(J) = Up(J).
1.4. Modulation spaces. Next we define modulation spaces. Let φ ∈
Σ1(R
d) \ 0. For any p, q ∈ (0.∞] and ω ∈ PE(R
2d), the (standard)
modulation space Mp,q(ω)(R
d) is the set of all f ∈ Σ′1(R
d) such that
Vφf ∈ L
p,q
(ω)(R
2d), and we equip Mp,q(ω)(R
d) with the quasi-norm
f 7→ ‖f‖Mp,q
(ω)
≡ ‖Vφf‖Lp,q
(ω)
. (1.8)
For conveniency we also set Mp(ω) = M
p,p
(ω), and remark that M
p,q
(ω)(R
d) is
one of the most common types of modulation spaces. It was introduced
by Feichtinger in [17] for certain choices of ω. We also set Mp,q = Mp,q(ω)
and Mp = Mp(ω) when ω = 1.
In the following proposition we list some properties for modulation,
and refer to [17–19,24, 41] for proofs.
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Proposition 1.2. Let r ∈ (0, 1], p, pj, qj ∈ (0,∞] and ω, ωj, v ∈
PE(R
2d), j = 1, 2, be such that r ≤ p, pj, q, qj, p1 ≤ p2, q1 ≤ q2,
ω2 . ω1, and let ω be v-moderate. Then the following is true:
(1) if φ ∈ M r(v)(R
d) \ 0, then f ∈ Mp,q(ω)(R
d), if and only if (1.8) is
finite. In particular, Mp,q(ω)(R
d) is independent of the choice of
φ ∈M r(v)(R
d) \ 0. Moreover, Mp,q(ω)(R
d) is a quasi-Banach space
under the quasi-norm in (1.8), and different choices of φ give
rise to equivalent quasi-norms;
(2) Mp1,q1(ω1) (R
d) ⊆Mp2,q2(ω2) (R
d).
1.5. Gabor analysis and modulation spaces. Next we define Ga-
bor atoms of certain orders.
Definition 1.3. Let v ∈ PE(R
2d) be submultiplicative, J be a count-
able set and let ψ1 ∈ Σ
′
1(R
d). Then ψ1 is called a Gabor atom of order
p ∈ (0, 1] with respect to v, if ψ1 ∈ M
p
(v)(R
d) \ 0, and there exist
ψ2 ∈ M
p
(v)(R
d) \ 0 and lattices {xj}j∈J and {ξk}k∈J in R
d such that{
ψ1( · − xj)e
i〈 · ,ξk〉
}
j,k∈J
and
{
ψ2( · − xj)e
i〈 · ,ξk〉
}
j,k∈J
are dual Gabor frames to each others.
Remark 1.4. By [23, Theorem S] it follows that every ψ ∈M1(v)(R
d) \ 0
is a Gabor atom of order 1.
Remark 1.5. Let p ∈ (0, 1] and v ∈ PE(R
d). By the previous remark,
[23, Theorem S], and Remark 1.10 and Theorem 3.7 in [44] it follows
that the set of Gabor atoms of order p contains Σ1(R
d)\0. In particular,
the set of such atoms is non-empty.
We also remark that by [30] it follows that the canonical dual window
of an element in Σ1(R
d) \ 0 belongs to Σ1(R
d). In fact, let K1(R
d) be
as in [30], then it is clear that K1(R
d)∩F (K1(R
d)) = Σ1(R
d) in view
of [8]. By [30] it follows that we may choose both φ1, φ2 and their dual
windows in Σ1(R
d).
Assume that ω, v ∈ PE(R
2d), p, q ∈ (0,∞] and r ∈ (0, 1] are such
that r ≤ p, q and ω is v-moderate, and ψ1, ψ2, {xj}j∈J and {ξk}k∈J
are the same as in Definition 1.3. By [44, Theorem 3.7] it follows that
f ∈ Σ′1(R
d) belongs to Mp,q(ω)(R
d), if and only if f is given by
f =
∑
j,k∈J
cj,ke
i〈 · ,ξ〉kψ1( · − xj),
where cj,k = (Vψ2f)(xj , ξk) and satisfies∑
k∈J
(∑
j∈J
|cj,kω(xj, ξk)|
p
) q
p

1
p
<∞. (1.9)
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Furthermore, the left-hand side of (1.9) defines a quasi-norm in Mp,q(ω),
which is equivalent to f 7→ ‖f‖Mp,q
(ω)
. (For more facts of such properties,
see e. g. [18, 19, 24, 34, 35, 44].)
Next we introduce topological spaces of non-uniform Gabor expan-
sions.
Definition 1.6. Let p ∈ (0, 1], v ∈ PE(R
2d) be submultiplicative,
ω ∈ PE(R
2d) be v-moderate, and let ψ ∈ Σ′1(R
d) be a Gabor atom of
order p with respect to v. Then Mp(ω)(R
d) = Mpψ,(ω)(R
d) is the set of
all non-uniform Gabor expansions
f =
∞∑
n=0
ane
i〈 · ,ξn〉ψ( · − xn) (1.10)
such that
‖f‖Mp
(ω)
≡ inf
(
∞∑
n=0
|anω(xn, ξn)|
p
) 1
p
(1.11)
is finite, where { (xn, ξn) ∈ ; n ∈ N } is an arbitrary countable set in
R
2d. Here the infimum in (1.11) is taken over all representatives (1.10)
of f .
Remark 1.7. By Proposition 2.2 in Section 2 it follows that Mp(ω)(R
d)
is independent of ψ in Definition 1.3.
1.6. Pseudo-differential operators. Next we recall some properties
in pseudo-differential calculus. Let M(d,Ω) be the set of d×d-matrices
with entries in the set Ω, a ∈ Ss(R
2d), and let A ∈ M(d,R) be fixed.
Then the pseudo-differential operator OpA(a) is the linear and contin-
uous operator on Σ1(R
d), given by
(OpA(a)f)(x) = (2π)
−d
∫∫
a(x−A(x−y), ξ)f(y)ei〈x−y,ξ〉 dydξ. (1.12)
For general a ∈ Σ′1(R
2d), the pseudo-differential operator OpA(a) is
defined as the continuous operator from Σ1(R
d) to Σ′1(R
d) with distri-
bution kernel
Ka,A(x, y) = (2π)
−d/2(F−12 a)(x− A(x− y), x− y). (1.13)
Here F2F is the partial Fourier transform of F (x, y) ∈ Σ
′
1(R
2d) with
respect to the y variable. This definition makes sense since the map-
pings
F2 and F (x, y) 7→ F (x− A(x− y), x− y) (1.14)
are homeomorphisms on Σ′1(R
2d). In particular, the map a 7→ Ka,A is
a homeomorphism on Σ′1(R
2d).
The standard (Kohn-Nirenberg) representation, a(x,D) = Op(a),
and the Weyl quantization Opw(a) of a are obtained by choosing A = 0
and A = 1
2
I, respectively, in (1.12) and (1.13), where I is the identity
matrix
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Remark 1.8. By Fourier’s inversion formula, (1.13) and the kernel theo-
rem [31, Theorem 2.2] for operators from Gelfand-Shilov spaces to their
duals, it follows that the map a 7→ OpA(a) is bijective from Σ
′
1(R
2d) to
the set of all linear and continuous operators from Σ1(R
d) to Σ′1(R
2d).
By Remark 1.8, it follows that for every a1 ∈ Σ
′
1(R
2d) and A1, A2 ∈
M(d,R), there is a unique a2 ∈ Σ
′
1(R
2d) such thatOpA1(a1) = OpA2(a2).
By Section 18.5 in [28], the relation between a1 and a2 is given by
OpA1(a1) = OpA2(a2) ⇐⇒ a2(x, ξ) = e
i〈(A1−A2)Dξ ,Dx〉a1(x, ξ).
(1.15)
Here we note that the operator ei〈ADξ,Dx〉 is homeomorphic on Σ1(R
2d)
and its dual (cf. [5,6,49]). For modulation spaces we have the following
subresult of Proposition 2.8 in [46].
Proposition 1.9. Let s ≥ 1
2
, A ∈ M(d,R), p, q ∈ (0,∞], φ, a ∈
Σ1(R
2d) and let TA = e
i〈ADξ ,Dx〉. If ω ∈ PE(R
4d) and
ωA(x, ξ, η, y) = ω(x+ Ay, ξ + A
∗η, η, y),
then TA from Σ1(R
2d) to Σ1(R
2d) extends uniquely to a homeomor-
phism from Mp,q(ω)(R
2d) to Mp,q(ωA)(R
2d), and
‖TAa‖Mp,q
(ωA)
≍ ‖a‖Mp,q
(ω)
. (1.16)
We also recall that OpA(a) is a rank-one operator, i. e.
OpA(a)f = (2π)
−d/2(f, f2)f1, f ∈ Σ1(R
d), (1.17)
for some f1, f2 ∈ Σ
′
1(R
d), if and only if a is equal to the A-Wigner
distribution
WAf1,f2(x, ξ) ≡ F (f1(x+ A · )f2(x− (I − A) · ))(ξ), (1.18)
of f1 and f2. If in addition f1, f2 ∈ L
2(Rd), then WAf1,f2 takes the form
WAf1,f2(x, ξ) = (2π)
−d/2
∫
Rd
f1(x+ Ay)f2(x− (I − A)y)e
−i〈y,ξ〉 dy.
(1.19)
(Cf. [3].) Since the Weyl case is of peculiar interests, we also setWf1,f2 =
WAf1,f2 when A =
1
2
I.
1.7. Schatten-von Neumann classes and nuclear operators. Next
we recall some Schatten-von Neumann properties of operators, and
start to consider a general situation, involving linear operators from
a (quasi-)Banach space to an other (quasi-)Banach space. (Cf. e. g.
[2, 37, 43, 47, 48].) Let B1 and B2 be (quasi-)Banach spaces and let T
be a linear operator from B1 to B2. The singular value of T of order
j ≥ 1 is defined as
σj(T ) = σj(T ;B1,B2) ≡ inf ‖T − T0‖B1→B2 ,
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where the infimum is taken over all linear operators T0 from B1 to B2
of rank at most j − 1. The operator T is said to be a Schatten-von
Neumann operator of order p ∈ (0,∞] if
‖T‖Ip(B1,B2) ≡ ‖{σj(T )}j≥1‖ℓp (1.20)
is finite. The set of Schatten-von Neumann operators from B1 to B2 of
order p ∈ (0,∞] is denoted by Ip(B1,B2). We observe thatIp(B1,B2)
is contained in K(B1,B2), the set of compact operators from B1 to
B2, when p < ∞. Furthermore, I∞(B1,B2) agrees with B(B1,B2),
the set of linear bounded operators from B1 to B2.
If A ∈M(d,R) and
Σ1(R
d) ⊆ B1,B2 ⊆ Σ
′
1(R
d)
with continuous embeddings, then we let sA,p(B1,B2) be the set of all
a ∈ Σ′1(R
2d) such that OpA(a) ∈ Ip(B1,B2), and we set
‖a‖sA,p(B1,B2) ≡ ‖OpA(a)‖Ip(B1,B2).
Next we define nuclear operators. Let B0 be a Banach space with
dual B′0, B be a quasi-Banach space, r ∈ (0, 1] and let T be a linear
and continuous operator from B0 to B. Then T is called r-nuclear
from B0 to B, if there are sequences {εj}
∞
j=1 ⊆ B
′
0 and {ej}
∞
j=1 ⊆ B
such that
T =
∞∑
j=1
ej ⊗ εj (1.21)
with convergence in B(B0,B), and
∞∑
j=1
‖εj‖
r
B′0
‖ej‖
r
B
<∞. (1.22)
The set of r-nuclear operators from B0 to B is denoted by Nr(B0,B),
and we equip this set by the quasi-norm
‖T‖Nr(B0,B) ≡ inf
(
∞∑
j=1
‖εj‖
r
B′0
‖ej‖
r
B
) 1
r
,
where the infimum is taken over all representatives {εj}
∞
j=1 ⊆ B
′
0 and
{ej}
∞
j=1 ⊆ B such that (1.21) and (1.22) hold true.
We note that (1.21) is the same as
Tf =
∞∑
j=1
〈f, εj〉ej.
By straight-forward computations it follows that ‖ · ‖Nr(B0,B) is a quasi-
norm of order r, and that Nr(B0,B) is complete. Hence, Nr(B0,B)
is a quasi-norm space of order r > 0.
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Later on we need the following result which shows that p-nuclearity
is stable under linear continuous mappings.
Proposition 1.10. Let p, r ∈ (0, 1], Bk be quasi-Banach spaces of
order p, B0,k be Banach spaces, k = 1, 2, and let
T1 : B0,2 → B0,1 and T2 : B1 → B2.
Then the following is true:
(1) if T ∈ Ir(B0,1,B1), then T2 ◦ T ◦ T1 ∈ Ir(B0,2,B2), and
‖T2 ◦ T ◦ T1‖Ir(B0,2,B2) . ‖T1‖B(B0,2,B0,1)‖T2‖B(B1,B2)‖T‖Ir(B0,1,B1);
(1.23)
(2) if T ∈ Np(B0,1,B1), then T2 ◦ T ◦ T1 ∈ Np(B0,2,B2), and
‖T2 ◦ T ◦ T1‖Np(B0,2,B2) ≤ ‖T1‖B(B0,2,B0,1)‖T2‖B(B1,B2)‖T‖Np(B0,1,B1).
(1.24)
Proposition 4.1 is well-known in the literature. For example, (1)
follows immediately from (4.5) and (4.6) in [7]. In order to be self-
contained and show some ideas we give a short proof of (2).
Proof. Let ej and εj be the same as in Subsection 1.7 with B1 and B0,1
in place of B1 and B0,1, respectively, and let f ∈ B0,1, g ∈ B0,2. Then
(T ◦ T1)g =
∞∑
j=1
〈g, T ∗1 εj〉ej and (T2 ◦ T )f =
∞∑
j=1
〈f, εj〉T2ej
where
∞∑
j=1
‖T ∗1 εj‖
p
B′0,2
‖ej‖
p
B1
≤ ‖T1‖
p
B(B0,2,B0,1)
∞∑
j=1
‖εj‖
p
B′0,1
‖ej‖
p
B1
.
and
∞∑
j=1
‖εj‖
p
B′0,1
‖T2ej‖
p
B2
≤ ‖T2‖
p
B(B1,B2)
∞∑
j=1
‖εj‖
p
B′0,1
‖ej‖
p
B1
The result now follows by combining these estimates and taking the
infimum over all representatives in (1.22). 
If A ∈M(d,R) and
Σ1(R
d) ⊆ B,B0 ⊆ Σ
′
1(R
d)
with continuous embeddings, then we let uA,r(B0,B) be the set of all
a ∈ Σ′1(R
2d) such that OpA(a) ∈ Nr(B0,B), and we set
‖a‖uA,r(B0,B) ≡ ‖OpA(a)‖Nr(B0,B).
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2. Identification and minimization properties of Mp(v) and
U
p(ω, J), when p ∈ (0, 1]
In this section we show that Mp(ω)(R
d) agrees with Mp(ω)(R
d) when
p ∈ (0, 1]. We also prove that Mp(ω)(R
d) is minimal among those quasi-
Banach spaces B ⊆ Σ′1(R
d) which satisfies (0.1), (1.2) and ψ ∈ B
for some Gabor atom ψ of order p with respect to v. By using similar
technique we show analogous minimality properties of Up(ω, J).
2.1. Minimality of Mp(ω). First we show thatM
p
(ω) is a quasi-Banach
space with quasi-norm (1.11).
Proposition 2.1. Let p ∈ (0, 1], v ∈ PE(R
2d) be submultiplicative,
ω ∈ PE(R
2d) be v-moderate and let ψ ∈ Σ′1(R
d) be a Gabor atom
of order p with respect to v. Then Mp(ω) is a quasi-Banach space with
quasi-norm (1.11).
Proof. First we prove that ‖f‖Mp
(ω)
6= 0 when f 6= 0. Choose (xn, ξn)n≥0
such that (1.10) holds. Then
|Vφf(x, ξ)ω(x, ξ)|
p ≤
(
∞∑
n=0
|an| |Vφψ(x− xn, ξ − ξn)ω(x, ξ)|
)p
≤
∞∑
n=0
|anω(xn, ξn)|
p|Vφψ(x− xn, ξ − ξn)v(x− xn, ξ − ξn)|
p
≤ ‖ψ‖M∞
(v)
∞∑
n=0
|anω(xn, ξn)|
p.
By taking the supremum over all (x, ξ) and the infimum over all rep-
resentatives (1.10), we get
0 < ‖f‖M∞
(ω)
≤ ‖ψ‖M∞
(v)
‖f‖Mp
(ω)
,
which shows that ‖f‖Mp
(ω)
= 0, if and only if f = 0.
Next let ε > 0 be arbitrary, f, g ∈ Mp(ω)(R
d), and choose represen-
tatives (1.10) of f and
g =
∞∑
n=0
bne
i〈 · ,ηn〉ψ( · − yn)
such that
∞∑
n=0
|anω(xn, ξn)|
p ≤ ‖f‖p
Mp
(ω)
+
ε
2
12
and
∞∑
n=0
|bnω(yn, ηn)|
p ≤ ‖g‖p
Mp
(ω)
+
ε
2
.
This gives,
‖f + g‖p
Mp
(ω)
≤
∞∑
n=0
(
|(anω(xn, ξn)|
p + |bnω(yn, ηn)|
p
)
≤ ‖f‖p
Mp
(ω)
+ ‖g‖p
Mp
(ω)
+ ε.
Hence,
‖f + g‖p
Mp
(ω)
≤ ‖f‖p
Mp
(ω)
+ ‖g‖p
Mp
(ω)
,
since ε > 0 was arbitrarily chosen. This implies that Mp(ω) is a quasi-
normed space of order p.
The completeness follows by standard arguments. More precisely,
let {fm}
∞
m=1 be a Cauchy sequence in M
p
(ω)(R
d). Then there is an
increasing sequence, {mk}k≥1, of positive integers such that
‖fmk − fmk−1‖
p
Mp
(ω)
≤ 2−k, k ≥ 2.
For every k ≥ 0, there are sequences
{an,k}
∞
n=0 ⊆ C, {xn,k}
∞
n=0 ⊆ R
d and {ξn,k}
∞
n=0 ⊆ R
d
such that
∞∑
n=0
an,ke
i〈 · ,ξn,k〉ψ( · − xn,k) =
{
fm1 , k = 1
fmk − fmk−1 , k ≥ 2
and
∞∑
n=0
|an,kω(xn,k, ξn,k)|
p =
‖fm1‖
p
Mp
(ω)
+ 1, k = 0
‖fmk − fmk−1‖
p
Mp
(ω)
+ 2−k, k ≥ 1.
Now let {(cn, zn, ζn)}
∞
n=0 be an enumeration of {(an,k, xn,k, ξn,k)}
∞
n,k=0,
and let
f =
∞∑
n=0
cne
i〈 · ,ζn〉ψ( · − zn).
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Then ‖f‖Mp
(ω)
<∞, and
‖f − fmk‖
p
Mp
(ω)
=
∥∥∥∥∥
∞∑
j=k+1
(fmj − fmj−1)
∥∥∥∥∥
p
Mp
(ω)
≤
∞∑
j=k+1
∞∑
n=0
|an,j(xn,j, ξn,j)|
p ≤
∞∑
j=k+1
(
‖fmj − fmj−1)‖
p
Mp
(ω)
+ 2−j
)
≤ 2
∞∑
j=k+1
2−j → 0
as k tends to ∞. This in turn gives
‖f − fm‖
p
Mp
(ω)
≤ ‖f − fmk‖
p
Mp
(ω)
+ ‖fmk − fm‖
p
Mp
(ω)
→ 0,
as m and k tends to∞, and the completeness ofMp(ω)(R
d) follows. 
Proposition 2.2. Let p ∈ (0, 1], v ∈ PE(R
2d) be submultiplicative
ω ∈ PE(R
2d) be v-moderate and let ψ ∈ Σ′1(R
d) be a Gabor atom of
order p with respect to v. ThenMpψ,(ω)(R
d) = Mp(ω)(R
d) with equivalent
quasi-norms.
For the proof we need the following lemma.
Lemma 2.3. Let p ∈ (0, 1], v ∈ PE(R
2d) be submultiplicative, ω ∈
PE(R
2d) be v-moderate, ψ ∈Mp(ω)(R
d), and set
ψX = e
i〈 · ,ξ〉ψ( · − x) and ωX(y, η) = ω(y − x, η − ξ)
when X = (x, ξ) ∈ R2d. Then ωX is v-moderate for every X ∈ R
2d,
and ‖ψX‖Mp
(ωX)
is independent of X ∈ R2d, when the window function
of the modulation space norm is fixed.
Proof. The fact that ωX is v-moderate is a straight-forward conse-
quence of the fact that v is submultiplicative. The details are left for
the reader.
We have
|VφψXωX | = |Vφψ( · −X)ω( · −X)|,
and the X-independency of ‖ψX‖Mp
(ωX)
follows by applying the Lp
quasi-norm on the last equality. 
Proof of Proposition 2.2. By [44, Theorem 3.7], it follows that Mp(ω) is
continuously embedded in Mp(ω).
We need to prove the opposite embedding. Let M0(R
d) be the set
of all expansions in (1.10) such that at most finite numbers of an are
non-zero. By straight-forward arguments of approximations it follows
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thatM0(R
d) is contained and dense in both Mp(ω)(R
d) andMp(ω)(R
d).
The result therefore follows if we prove
‖f‖Mp
(ω)
. ‖f‖Mp
(ω)
(2.1)
when f ∈M0(R
d).
Assume that f ∈ M0(R
d), let ε > 0 and let φ be Gaussian, and
choose a representation (1.10) such that(
∞∑
n=0
|anω(xn, ξn)|
p
) 1
p
≤ ‖f‖Mp
(ω)
+ ε.
By straight-forward arguments of approximations, we may assume that
an are non-zero only for finite numbers of n. Also let ψn = ψXn and
ωn = ωXn, Xn = (xn, ξn), where ψX and ωX are the same as in Lemma
2.3. Then there is a lattice Λ = Λ1 × Λ2, where Λ1,Λ2 ⊆ R
d, and such
that
‖f‖Mp
(ω)
≍
 ∑
(j,ι)∈Λ
∣∣∣∣∣
∞∑
n=1
anVφ(e
i〈 · ,ξn〉ψ( · − xn))(j, ι)ω(j, ι)
∣∣∣∣∣
p

1
p
≤
 ∑
(j,ι)∈Λ
∞∑
n=1
∣∣anVφ(ei〈 · ,ξn〉ψ( · − xn))(j, ι)ω(j, ι)∣∣p
 1p
≤
 ∞∑
n=1
|anω(xn, ξn)|
p
 ∑
(j,ι)∈Λ
|Vφψn(j, ι)vn(j, ι)|
p
 1p
≍
(
∞∑
n=1
|anω(xn, ξn)|
p‖ψn‖
p
Mp
(vn)
) 1
p
= ‖ψ‖Mp
(v)
(
∞∑
n=1
|anω(xn, ξn)|
p
) 1
p
≤ ‖ψ‖Mp
(v)
(
‖f‖Mp
(ω)
+ ε
)
.
Since ε is chosen arbitrarily, (2.1) follows. 
By the previous proposition it follows that Mpψ,(ω)(R
d) is indepen-
dent of the choice of ψ, which justifies the usage of the notation Mp(ω)
instead of Mpψ,(ω) above.
We are now prepared to formulate and prove the extension of Fe-
ichtinger’s minimization property in [16] to the case of quasi-Banach
spaces.
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Theorem 2.4. Let ω, v ∈ PE(R
2d) be such that ω is v-moderate,
p ∈ (0, 1], B ⊆ Σ′1(R
d) be a quasi-Banach space such that the following
is true:
(1) the quasi-norm ‖ · ‖B of B satisfies (1.2);
(2) B is invariant under time-frequency shifts f 7→ ei〈 · ,ξ〉f( · − x),
and
‖ei〈 · ,ξ〉f( · − x)‖B . ω(x, ξ)‖f‖B;
(3) B contains a Gabor atom of order p with respect to v.
Then Mp(ω)(R
d) is continuously embedded in B.
If p = 1 and ω = v, then Theorem 2.4 (3) is equivalent to B
⋂
M1(v)(R
d) 6=
{0} in view of [23, Theorem S]. Hence, Theorem 2.4 extends the Fe-
ichtinger’s minimizing property.
After the previous preparations, the proof is essentially the same as
in the Banach space case, p = 1. In order to be self-contained we here
present the arguments.
Proof. We may assume that M0(R
d) is dense in B, where M0 is the
same as in the proof of Proposition 2.2. By the assumptions, there
is a Gabor atom ψ of order p with respect to v. By Proposition 2.2,
Mp(ω)(R
d) consists of all f in (1.10) which satisfies (1.11).
Let f ∈M0(R
d). Then
‖f‖p
B
≤
∥∥∥∥∥
∞∑
n=1
ane
i〈 · ,ξn〉ψ( · − xn)
∥∥∥∥∥
p
B
≤
∞∑
n=1
|an|
p‖ei〈 · ,ξn〉ψ( · − xn)‖
p
B
.
∞∑
n=1
|anω(xn, ξn)|
p.
By taking the infimum of the right-hand side, we obtain
‖f‖B . ‖f‖Mp
(ω)
,
and the result follows. 
We also have corresponding maximality property of Theorem 2.4 of
translation and modulation invariant spaces.
Theorem 2.5. Let v ∈ PE(R
2d) be submultiplicative, B ⊆ Σ′1(R
d) be
a Banach space such that the following is true:
(1) B is invariant under time-frequency shifts, f 7→ ei〈 · ,ξ〉f( · −x),
and
‖ei〈 · ,ξ〉f( · − x)‖B . v(x, ξ)‖f‖B;
(2) B contains a Gabor atom of order 1.
Then B is continuously embedded in M∞(1/v)(R
d).
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We need some preparations for the proof. We note that Σ1(R
d) ⊆ B
in view of Theorem 2.4. Let ‖φ‖B′ be the dual norm of φ ∈ Σ1(R
d)
with respect to the L2 form be defined by
‖φ‖B′ ≡ sup |(f, φ)L2|,
where the supremum is taken over all f ∈ B such that ‖f‖B ≤ 1, and
let the L2-dual B′ of B be the completion of Σ1(R
d) under this norm
(cf. [43]).
Proof of Theorem 2.5. Let B′ be the L2 dual of B, and let Ω be the
set of all f ∈ B such that ‖f‖B ≤ 1. Then B
′ contains at least one
element in Σ1, and if φ ∈ Σ1(R
d), we get
‖φ( · − x)ei〈 · ,ξ〉‖B′ ≡ sup
f∈Ω
(
|(f, φ( · − x)ei〈 · ,ξ〉)|
)
= sup
f∈Ω
(
|(f( · + x)e−i〈 · ,ξ〉, φ)|
)
≤ sup
f∈Ω
(
‖f( · + x)e−i〈 · ,ξ〉‖B‖φ‖B′
)
. ‖φ‖B′v(−x,−ξ) = ‖φ‖B′v(x, ξ).
Hence B′ is translation and modulation invariant.
By Theorem 2.4 it follows that
Σ1(R
d) ⊆M1(v)(R
d) ⊆ B′.
This gives
‖f‖M∞
(1/v)
≍ sup
‖φ‖
M1
(v)
≤1
|(f, φ)L2| . sup
‖φ‖
B′
≤1
|(f, φ)L2| ≤ ‖f‖B,
and the result follows. 
We also have the following characterization of certain modulation
spaces. Here let Mp0,(v)(R
d1+d2) be the set of all
F =
∞∑
j=1
f1,j ⊗ f2,j (2.2)
such that
∞∑
j=1
‖f1,j‖
p
Mp
(v1)
‖f2,j‖
p
Mp
(v2)
<∞, (2.3)
where
v(x1, x2, ξ1, ξ2) = v1(x1, ξ1)v2(x2, ξ2), (2.4)
and vk ∈ PE(R
2dk) are submultiplicative, k = 1, 2. We equipMp0,(v)(R
d1+d2)
with the norm
F 7→ ‖F‖Mp
0,(v)
≡ inf
(
∞∑
j=1
‖f1,j‖
p
Mp
(v1)
‖f2,j‖
p
Mp
(v2)
) 1
p
,
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where the infimum is taken over all representatives {fk,j}
∞
j=1 ⊆M
p
(vk)
(Rdk),
k = 1, 2 and such that (2.2) and (2.3) hold.
Proposition 2.6. Let vk ∈ PE(R
2dk) be submultiplicative, k = 1, 2,
let p ∈ (0, 1], and let v be given by (2.4). Then Mp0,(v)(R
d1+d2) =
Mp(v)(R
d1+d2) with equivalent quasi-norms.
We remark that proofs of Proposition 2.6 in the special case p = 1
have been demonstrated by H. Feichtinger in different occasions. The
proof of the general case here below is based on arguments used by H.
Feichtinger in his proofs of the case p = 1.
Proof. Since Mp(v)(R
d1+d2) is a quasi-Banach space of order p, we get∥∥∥∥∥
∞∑
j=1
f1,j ⊗ f2,j
∥∥∥∥∥
p
Mp
(v)
≤
∞∑
j=1
‖f1,j ⊗ f2,j‖
p
Mp
(v)
=
∞∑
j=1
‖f1,j‖
p
Mp
(v1)
‖f2,j‖
p
Mp
(v2)
,
giving that Mp0,(v)(R
d1+d2) ⊆Mp(v)(R
d1+d2).
On the other hand, it is clear that Mp0,(v)(R
d1+d2) contains a Gabor
atom of order p with respect to v, and that
‖ei〈 · ,ξ〉F ( · − x)‖Mp
0,(v)
. v(x, ξ)‖F‖Mp
0,(v)
, x, ξ ∈ Rd1+d2
when F ∈ Mp0,(v)(R
d1+d2). Furthermore, in view of the proof of Propo-
sition 2.1 it follows that Mp0,(v)(R
d1+d2) is complete, and thereby is a
quasi-Banach space of order p.
By Theorem 2.4 it now follows that Mp(v)(R
d1+d2) is continuously
embedded inMp0,(v)(R
d1+d2). HenceMp0,(v)(R
d1+d2) = Mp(v)(R
d1+d2), and
the result follows. 
2.2. Minimality of Up(ω,J). The following result is the matrix ver-
sion of Theorem 2.4.
Proposition 2.7. Let p ∈ (0, 1], J1 and J2 be index sets, J = J2× J1,
ω be a positive function on J , B ⊆ U′0(J) be a quasi-Banach space
such that the following conditions hold true:
(1) ‖A1 + A2‖
p
B
≤ ‖A1‖
p
B
+ ‖A2‖
p
B
when A1, A2 ∈ B;
(2) Ak2,k1 ≡ (δj1,k1δj2,k2)(j2,j1)∈J belongs to B for every (k2, k1) ∈ J ,
and
‖Ak2,k1‖B ≤ Cω(k2, k1),
for some constant C > 0 which is independent of (k2, k1) ∈ J .
Then Up(ω,J) is continuously embedded in B.
Proof. Since U0(J) is dense in U
p(ω,J) and U0(J) ⊆ B by the as-
sumptions, it suffices to prove
‖A‖B ≤ C‖A‖Up(ω,J), A ∈ U0(J).
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If A ∈ U0(J), then
‖A‖p
B
=
∥∥∥∥∥∑
j1,j2
a(j2, j1)Aj2,j1
∥∥∥∥∥
p
B
≤
∑
j1,j2
|a(j2, j1)|
p‖Aj2,j1‖
p
B
≤ Cp
∑
j1,j2
|a(j2, j1)|
pω(j2, j1)
p = Cp‖A‖p
Up(ω,J),
and the result follows. 
3. Schatten-von Neumann properties for operators with
kernels in modulation spaces
In this section we use results from the previous section to deduce
Schatten-von Neumann properties of operators with kernels inMp(ω). At
the same time we deduce analogous properties for pseudo-differential
operators with symbols in Mp(ω).
More precisely, we have the following.
Theorem 3.1. Let A ∈M(d,R), p, q, r ∈ (0,∞] be such that
1
r
− 1 ≥ max
(
1
p
− 1, 0
)
+max
(
1
q
− 1, 0
)
+
1
q
, (3.1)
and let ω0 ∈ P(R
4d) and ω1, ω2 ∈ PE(R
2d) be such that
ω2(x, ξ)
ω1(y, η)
. ω0(x+ A(y − x), η + A
∗(ξ − η), ξ − η, y − x) (3.2)
holds true. Then
M r(ω0)(R
2d) ⊆ sA,q(M
∞
(ω1)(R
d),Mp(ω2)(R
d)). (3.3)
The proof of Theorem 3.1 is based on analogous Schatten-von Neu-
mann properties of matrix operators.
Proposition 3.2. Let p, q, r ∈ (0,∞] be such that (3.1) holds, Jk be
index sets, ωk be positive functions on Jk, k = 1, 2, let J = J2×J1 and
suppose
ω2(j2)
ω1(j1)
. ω(j2, j1), (j2, j1) ∈ J .
Then Ur(ω,J) ⊆ Iq(ℓ
∞
(ω1)
(J1), ℓ
p
(ω2)
(J2)).
We need the following lemma for the proof of Proposition 3.2.
Lemma 3.3. Let p, q ∈ (0,∞], and let B1 and B2 be quasi-Banach
spaces such that (0.2) holds with B2 in place of B. Then
σj1+j2+1(T1 + T2) ≤ 2
max( 1
p
−1,0)(σj1+1(T1) + σj2+1(T2)) (3.4)
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and
‖T1 + T2‖Iq(B1,B2) ≤ 2
max( 1
p
−1,0)+max( 1
q
−1,0)+ 1
q (‖T1‖Iq(B1,B2) + ‖T2‖Iq(B1,B2))
(3.5)
when T1, T2 ∈ B(B1,B2).
Proof. Let T1, T2, T1,j, T2,j ∈ B(B1,B2) be such that T1,j and T2,j are
operators of rank at most j − 1, and let f ∈ B1. Then
‖(T1 + T2 − (T1,j1 + T2,j2))f‖B2
≤ 2max(
1
p
−1,0)‖(T1 − T1,j1)f‖B2 + ‖(T2 − T2,j2)f‖B2 ,
which gives
‖T1 + T2 − (T1,j + T2,j)‖B(B1,B2)
≤ 2max(
1
p
−1,0)(‖T1 − T1,j‖B(B1,B2) + ‖T2 − T2,j‖B(B1,B2)).
By taking the infimum on the right-hand side over all possible T1,j and
T2,j we obtain (3.4).
By letting j1 = j2 = j in (3.4) and using the fact that σj(T ) is
non-increasing with respect to j we get
‖T1 + T2‖Iq ≤
(
2
∞∑
j=0
σ2j+1(T1 + T2)
q
) 1
q
≤ 2max(
1
p
−1,0)+ 1
q ‖{σj(T1) + σj(T2)}
∞
j=1‖ℓq(Z+)
≤ 2max(
1
p
−1,0)+max( 1
q
−1,0)+ 1
q (‖{σj(T1)‖ℓq(Z+) + ‖σj(T2)}
∞
j=1‖ℓq(Z+)
= 2max(
1
p
−1,0)+max( 1
q
−1,0)+ 1
q (‖T1‖Iq + ‖T2‖Iq). 
Proof of Proposition 3.2. We may assume that equality holds in (3.1).
Let B = Iq(ℓ
∞
(ω1)
(J1), ℓ
p
(ω2)
(J2)) and B2 = ℓ
p
(ω2)
(J2). Then A1+A2 ∈ B
when A1, A2 ∈ B, and (3.5) shows that
‖A1 + A2‖
r
B ≤ ‖A1‖
r
B + ‖A2‖
r
B, A1, A2 ∈ B.
Furthermore, if Aj2,j1 are the same as in Proposition 2.7, then Aj2,j1 ∈
B since Aj2,j1 ∈ U0. For f ∈ ℓ
∞
(ω1)
(J1) with ‖f‖ℓ∞
(ω1)
≤ 1 we get
‖Aj0,2,j0,1f‖ℓp(ω2)
=
(∑
j2
∣∣∣∣∣δj2,j0,2∑
j1
δj1,j0,1f(j1)ω2(j2)
∣∣∣∣∣
p) 1p
= |f(j0,1)ω2(j0,2)| ≤ C
ω2(j0,2)
ω1(j0,1)
.
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From these estimates and Proposition 2.7 we get Ur(ω,J) ⊆ B, and
the result follows. 
Proof of Theorem 3.1. By (1.15) and Proposition 1.9 we may assume
that A = 0. Let
ω0(x, ξ, y, η) = ω(x, η, ξ − η, y − x).
By Lemma 3.3 in [45], there is a lattice Λ ⊆ Rd, A ∈ Ur(ω0,Λ
2) and
φ1, φ2 ∈ M
r
(v)(R
d) such that Op(a) = Dφ1 ◦ A ◦ Cφ2. More refined,
by [30] we may choose both φ1, φ2 and their dual windows to belong
to Σ1(R
d) (cf. Remark 1.5).
We have
Cφ2 :M
∞
(ω1)
(Rd)→ ℓ∞(ω1)(Λ
2) (3.6)
and
Dφ1 : ℓ
p
(ω2)
(Λ2)→Mp(ω2)(R
d) (3.7)
are continuous and
A ∈ Iq(ℓ
∞
(ω1)(Λ
2), ℓp(ω2)(Λ
2))
in view of Proposition 3.2. Hence, by Proposition 4.1 (1) we get
Op(a) = Dφ1 ◦ A ◦ Cφ2 ∈ Iq(M
∞
(ω1)
(Rd),Mp(ω2)(R
d)),
which is the same as (3.3). 
Theorem 3.1 also leads to the following Schatten-von Neumann result
on operators with kernels in modulation spaces, which in particular
improve [14, Corollary 3.1].
Theorem 3.4. Let ωj ∈ PE(R
2dj ) for j = 1, 2 and ω ∈ PE(R
2d2+2d1)
be such that
ω2(x, ξ)
ω1(y, η)
. ω(x, y, ξ,−η), x, ξ ∈ Rd2 , y, η ∈ Rd1,
and let p, q, r ∈ (0,∞] be such that (3.1) holds. Also let T be a lin-
ear and continuous operator from Σ1(R
d1) to Σ′1(R
d2) with distribution
kernel K ∈M r(ω)(R
d2+d1). Then
T ∈ Iq(M
∞
(ω1)
(Rd1),Mp(ω2)(R
d2))
and
‖T‖Iq(M∞(ω1),M
p
(ω2)
) . ‖K‖Mr(ω).
Proof. If d1 = d2, then the result follows from Proposition 2.5 (2) in [46]
and Theorem 3.1. We need to consider the case when d1 6= d2.
If d2 > d1, then let d0 = d2 − d1, φ ∈ Σ1(R
d0) \ 0 be fixed, and set
K0(x, y1) = K(x, y)φ(y0), ω0(x, y1, ξ, η1) = ω(x, y, ξ, η)
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and
ω0,1(y1, η1) = ω1(y, η)
when
y1 = (y, y0) ∈ R
d1 ×Rd0 ≃ Rd2 and η1 = (η, η0) ∈ R
d1 ×Rd0 ≃ Rd2.
Also let T0 be the operator from S1/2(R
d2) to S ′1/2(R
d2) with kernel K0.
By straight-forward computations it follows that ‖K‖Mr
(ω)
≍ ‖K0‖Mr
(ω0)
and
σj(T ;M
∞
(ω1)(R
d1),Mp(ω2)(R
d2)) . σj(T0;M
∞
(ω0,1)(R
d2),Mp(ω2)(R
d2)),
giving that
‖T‖Iq(M∞(ω1),M
p
(ω2)
) . ‖T0‖Iq(M∞(ω0,1),M
p
(ω2)
) . ‖K0‖Mr(ω0)
≍ ‖K‖Mr
(ω)
,
and the result follows in this case.
If instead d2 < d1, then let d0 = d1 − d2, φ ∈ Σ1(R
d0) \ 0 be fixed,
and set
K0(x1, y) = φ(x0)K(x, y), ω0(x1, y, ξ1, η) = ω(x, y, ξ, η)
and
ω0,2(x1, ξ1) = ω2(x, ξ)
when
x1 = (x, x0) ∈ R
d2 ×Rd0 ≃ Rd1 and ξ1 = (ξ, ξ0) ∈ R
d2 ×Rd0 ≃ Rd1 .
By similar arguments as above we get
‖T‖Iq(M∞(ω1),M
p
(ω2)
) . ‖T0‖Iq(M∞(ω1),M
p
(ω0,2)
) . ‖K‖Mr(ω),
when T0 is the operator with kernel K0. This gives the result. 
4. Nuclearity properties for operators with kernels in
modulation spaces
In this section we perform analogous investigations as in the the pre-
vious section to deduce r-nuclear properties of operators with kernels
in Mp(ω). At the same time we deduce analogous properties for pseudo-
differential operators with symbols in Mp(ω).
First we have the following concerning Np(B0,B) in Section 1.
Proposition 4.1. Let p ∈ (0, 1], B0 be a Banach space and B be
a quasi-Banach space of order p. Then Np(B0,B) is a quasi-Banach
space of order p.
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It is clear that Np(B0,B) in Proposition 4.1 is a quasi-normed space
of order p. What remains to verify is that Np(B0,B) is complete, and
this follows by similar arguments as in the proof of Proposition 2.1.
The details are left for the reader. (See also [22].)
We have now the following results.
Theorem 4.2. Let A ∈M(d,R), p ∈ (0, 1] and let ω0 ∈ P(R
4d) and
ω1, ω2 ∈ PE(R
2d) be such that (3.2) holds true. Then
Mp(ω0)(R
2d) ⊆ uA,p(M
∞
(ω1)(R
d),Mp(ω2)(R
d)). (4.1)
Theorem 4.3. Let ωj ∈ PE(R
2dj ) for j = 1, 2 and ω ∈ PE(R
2d2+2d1)
be such that
ω2(x, ξ)
ω1(y, η)
. ω(x, y, ξ,−η), x, ξ ∈ Rd2 , y, η ∈ Rd1,
and let p ∈ (0, 1]. Also let T be a linear and continuous operator from
S1/2(R
d1) to S ′1/2(R
d2) with distribution kernel K ∈ Mp(ω)(R
d2+d1).
Then
T ∈ Np(M
∞
(ω1)(R
d1),Mp(ω2)(R
d2))
and
‖T‖Np(M∞(ω1),M
p
(ω2)
) . ‖K‖Mp
(ω)
.
For the proofs of these results we again consider related questions
for matrix operators.
Proposition 4.4. Let p ∈ (0, 1], Jk be index set, ωk be positive func-
tions on Jk, k = 1, 2, let J = J2 × J1 and suppose
ω2(j2)
ω1(j1)
. ω(j2, j1), (j2, j1) ∈ J .
Then Up(ω,J) ⊆ Np(ℓ
∞
(ω1)
(J1), ℓ
p
(ω2)
(J2)).
Proof. The set Np(ℓ
∞
(ω1)
(J1), ℓ
p
(ω2)
(J2)) is a quasi-Banach space of order
p. Furthermore, let Aj2,j1 be the same as in Proposition 2.7 and let ρk
from Z+ to Jk be enumerations of Jk, k = 1, 2. Since
{δj0,1,ρ1(l)}
∞
l=1 ∈ ℓ
1
(1/ω1◦ρ1)
(Z+) and ‖f‖ℓ1
(1/ω1◦ρ1)
= ‖f‖(ℓ∞
(ω1◦ρ1)
)′
when f ∈ ℓ1(1/ω1◦ρ1)(Z+) we get
‖Aj0,2,j0,1‖Np(ℓ∞(ω1)(J1),ℓ
p
(ω2)
(J2)) ≤ ‖{δj0,1,ρ1(l)}
∞
l=1‖ℓ1(1/ω1◦ρ1)
‖{δj0,2,ρ2(l)}
∞
l=1‖ℓ∞(ω2◦ρ2)
≤
ω2(j0,2)
ω1(j0,1)
. ω(j0,2, j0,1)
The result now follows from Proposition 2.7. 
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Proof of Theorem 4.2. By (1.15) and Proposition 1.9 we may assume
that A = 0. Let ω0, A, φ1, φ2 and Λ be as in the proof of Theorem 3.1
with p in place of r.
Since Cφ2 and Dφ1 in (3.6) and (3.7) are continuous and
A ∈ Np(ℓ
∞
(ω1)(Λ
2), ℓp(ω2)(Λ
2))
by Proposition 4.4, Proposition 4.1 gives
Op(a) = Dφ1 ◦ A ◦ Cφ2 ∈ Np(M
∞
(ω1)(R
d),Mp(ω2)(R
d)),
which is the same as (4.1). 
Finally, Theorem 4.3 now follows by similar arguments as in the
proof of Theorem 3.4, where Theorem 4.2 is used instead of Theorem
3.1. The details are left for the reader.
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