Abstract. A quantum effect is an operator on a complex Hilbert space H that satisfies
Introduction
If a quantum-mechanical system S is represented in the usual way by a complex Hilbert space H, then a self-adjoint operator A on H such that 0 ≤ A ≤ I is called the quantum effect on H ( [1, 2] ). Quantum effects represent yes-no measurements that may be unsharp.
The set of quantum effects on H is denoted by E(H). The subset P(H) of E(H) consisting of orthogonal projections represents sharp yes-no measurements. Let T (H) be the set of trace class operators on H and S(H) the set of density operators, i.e., the trace class positive operators on H of unit trace, which represent the states of quantum system. An operation is a positive linear mapping Φ : T (H) → T (H) such that for each T ∈ S(H),
≤ tr[Φ(T )] ≤ 1 ([3-5]). Each operation Φ can define a unique quantum effect B such that for each T ∈ T (H), tr[Φ(T )] = tr[T B].
Let B(H) be the set of bounded linear operators on H, the dual mapping Φ * : B(H) →
B(H) of an operation Φ is defined by the relation tr[T Φ * (A)] = tr[Φ(T )A], A ∈ B(H), T ∈ T (H) ([4]
). The effect B defined by an operation Φ satisfies that B = Φ * (I) ( [5] ).
For each P ∈ P(H) is associated a so-called Lüders operation Φ P L : T → P T P , its dual is (Φ P L ) * (A) = P AP and the corresponding quantum effect is (Φ P L ) * (I) = P . These yielded by B and C has important physics meaning. Professor Gudder called it the sequential product of B and C, and denoted it by B • C. It represents the quantum effect produced by fist measuring A then measuring B ( [6] [7] [8] ). This sequential product has also been generalized to an algebraic structure called a sequential effect algebra ( [7] ). Now, we introduce the abstract sequential product on E(H) as following:
If E(H) has a binary operation • satisfying conditions (S1)-(S5), then (E(H), 0, I, •) is called a sequential operator effect algebra. Professor Gudder showed that for any two quantum effects B and C, the operation • defined by B •C = B As we see the five properties are base on the measurement logics and the the uniqueness property has been asked many times in Gudder's paper. In this paper, we construct a new sequential product on E(H) which differs from the generalized Lüders form, thus,
we answer the open problem negatively.
Sequential Product on E(H)
In this section, we study some abstract properties of sequential product • on E(H). For convenience, we introduce the following notations: If A, B ∈ E(H), we say that A ⊕ B is defined if and only if A + B ≤ I and define
Proof. It is clear that for a = 1, the conclusion is true. If a > 0 is a rational number, i.e., a = m n , where n, m are positive integer, it follows from
. Moreover, it follows from the proof process that for a = 0 the conclusion is also true.
Lemma 2.2 ([9]
, Theorem 3.4 (i)). Let A ∈ E(H) and E ∈ P(H). If A ≤ E, then A|E and E • A = A.
Proof. Since aE ≤ E, so aE|E and E • E = E by Lemma 2.2, it follows from E =
E|a(I − E), moreover, by (S5) we have E|a(I − E) ⊕ aE = aI, so, it follows from Lemma 2.1 and Lemma 2.2 that (aI)
Lemma 2.4. If E, F ∈ P(H), E ≤ F and 0 ≤ a ≤ 1, then E|aF and E • (aF ) = aE.
Proof. It follows from E ≤ F that I − E ≥ I − F ≥ a(I − F ), by Lemma 2.2 and Lemma 2.3, we have I − E|a(I − F ) and I − E|(1 − a)I, thus, I − E|a(I − F ) ⊕ (1 − a)I = I − aF , it follows from (S4) that E|I − aF and so by (S4) again that E|aF , moreover, by Lemma 2.1 and Lemma 2.2, we have (aF )
Lemma 2.5. If E ∈ P(H), A ∈ E(H), 0 ≤ a ≤ 1 and A ≤ E, then aE|A, and (aE)
Proof. It follows from Lemma 2.2 that A|E, so by (S4) we have A|I − E.
we have A • (a(I − E)) = 0, so A|a(I − E).
Let {E λ } be the identity resolution of A and denote
Note that A ∈ ε(H), so E λ = 0 when λ < 0 and E λ = I when 1 ≤ λ. Moreover, for each
Let 0 ≤ b ≤ 1. Then it follows from Lemma 2.1 and Lemma 2.3 that
Proof. It follows from Lemma 2.5 that (aA)
Lemma 2.6 showed that we can write a(A • B) for (aA) • B and A • (aB).
In order to obtain our main result in this section, we need to extent • : E(H) × E(H) →
E(H) to E(H) × S(H) → S(H), where S(H) is the set of bounded linear self-adjoint
operators on H.
Let B ∈ E(H), A ∈ S + (H). Then there exists a number M > 0 such that
If there is another positive number M ′ such that
, this showed that B • A is well defined for each bounded linear positive operator A on H.
In general, if A ∈ S(H), we can express A as A 1 − A 2 , where A 1 , A 2 are two bounded linear positive operators on H ( [10] ). Now we define
is another expression of A with the above properties, then
This showed that • is well defined on E(H) × S(H).
From the above discussion we can easily prove the following important result: Theorem 2.7. If B ∈ E(H), A 1 , A 2 ∈ S(H) and a ∈ R, then we have
Sequential Product on E(H) with dim(H) = 2
In this section, we suppose that dim(H) = 2. Now, we explore the key idea of constructing our sequential product.
Proof. Since E is a orthogonal projection on E(H) with dim(H) = 2, so there exists a normal basis {e 1 , e 2 } of H such that E(e i ) = λ i e i , where λ i ∈ {0, 1}, i = 1, 2. If
or E = I, the conclusion is true. Without losing generality, we now suppose that λ 1 = 1 and λ 2 = 0, i.e., (E(e 1 ), E(e 2 )) = (e 1 , e 2 Then X = xE, Z = z(I − E) ∈ E(H) and it follows from (S1) and Lemma 2.2 that
Since S(H) is a real linear space and by Theorem 2. we have f h − |g| 2 ≥ 0. It follows from h = 0 that g = 0, so E • B = X = EBE.
Corollary 3.2. Let E ∈ P(H), a ∈ [0, 1] and A = aE. Then for each B ∈ E(H),
Now, we prove the following important result: where f, g, h are real linear functions with respect to (x, y, z) ∈ R × C × R and f, h take
we have f (x, y, z) = a 2 x. Similarly, we have also h(x, y, z) = b 2 z. Moreover, since E|E, E|(I − E), by (S5), we have E|A, so by (S4), we have (I − E)|A, thus, A • (xE) = xa 2 E, A • z(I − E) = zb 2 (I − E), this showed that g is independent of x and z, so g(x, y, z) = αy, where α ∈ C. On the other hand, if B ∈ S(H) is a positive operator, then A • B is also a positive operator, so for each positive number x and z, and each complex number y, when xz − |y| 2 ≥ 0, we have a 2 b 2 xz − |αy| 2 ≥ 0. Let x = 1, z = |y| 2 .
Then we get that
.
Let B, C be two positive operators. We show that if both B ≤ C and C ≤ B are not true, then both A • B ≤ A • C and A • C ≤ A • B are also not true. In fact, 
It follows from (1) and (2) that |α| 2 = a 2 b 2 . So |α| = ab and α = abe iθ .
A New Sequential Product on E(H)
Theorem 3.2 motivated us to construct the new sequential product on E(H). First, we need the following:
For each A ∈ E(H), denote R(A) = {Ax, x ∈ H}, N (A) = {x, x ∈ H, Ax = 0}, P 0 and P 1 be the orthogonal projections on R(A) and N (A), respectively. It follows from
Denote f z (u) be the complex-valued Borel function defined on [0, 1], where f z (u) = exp z(ln u) if u ∈ (0, 1] and f z (0) = 0. Now, we define
It is easily to show that ||A i || ≤ 1, ||A −i || ≤ 1 and
Theorem 4.1. Let H be a complex Hilbert space and A, B ∈ E(H). If we define
then • satisfies the conditions (S1)-(S3).
Proof. If A, B ∈ E(H), note that ||A i || ≤ 1 and ||A −i || ≤ 1, we have
it is clear that the map B → A • B is additive for each A ∈ E(H), so the operation • satisfies (S1).
It follows from
x, x) = 0 for each x ∈ P 0 (H). Note that R(A) = R(A 1/2 ) and A i is a unitary operator on P 0 (H), so R(A 1/2 ) is dense in P 0 (H), thus for each y ∈ P 0 (H), there is a sequence {z n } ⊆ R(A 1/2 ) such that z n → A i y, so there is a sequence {x n } ⊆ H such that A 1/2 x n = z n → A i y.
Let x n = y n + u n , where y n ∈ P 0 (H), u n ∈ P 1 (H). Then A 1/2 x n = A 1/2 y n . Thus, there is a sequence {y n } in P 0 (H) such that A 1/2 y n = z n → A i y. Note that A i is a unitary operator on P 0 (H), so we have
Theorem 4.2. Let H be a complex Hilbert space with dim(H) < ∞, A, B ∈ E(H).
If we define
Proof. Firstly, it is obvious that if AB = BA, then
we show that AB = BA. Note that A ∈ E(H) and dim(H) < ∞, so A has the form
a i E i , where
Without losing generality, we suppose that 0 ≤ a 1 < · · · < a n , then 0 ≤ |a
, thus we have
Take
n f −i (a n )x, note that |a n f −i (a n )| = |a n f i (a n )| = |a n |, R(B) = R(B 1/2 ) and B −i is a unitary operator on R(B) and B −i B 1/2 = B 1/2 B −i , we have
Thus, it follows from equation (3),
A −i and 0 ≤ a 1 < · · · < a n that for each k < n, we have E k B 1/2 B −i x = 0, so B 1/2 B −i x ∈ E n (H).
Thus we have E n B 1/2 B −i E n = B 1/2−i E n . This showed that B 1/2 B −i has the matrix
has the up-triangulate form, so G k (B 1/2 B −i ) has also the up-triangulate form. But F k is a self-adjoint operator, so F k has the diagonal matrix form on E n (H)
This implies that F k commutes with E n for each k, so B commutes with E n . Denote A 0 = A − a n E n , then we still have A 0 • B = B • A 0 as discussed before, thus we get that B commutes with E n−1 . Continuously, we will have that B commutes with all E k and so with A. In this case we have A • B = AB.
Our main result is:
Theorem 4.3. Let H be a complex Hilbert space with dim(H) < ∞ and A, B ∈ E(H).
Proof. By Theorem 4.1, we only need to prove that • satisfies (S4) and (S5). In fact, we have As the proof showed, it is the only form that the sequential product can be. This is much more important in physics. 
