It is well known that instrumental variables (IV) estimation is sensitive to the choice of instruments both in small samples and asymptotically. Recently, Donald and Newey (2001) suggested a simple method for choosing the instrument set. The method involves minimising the approximate mean square error (MSE) of a given IV estimator where the MSE is obtained using refined asymptotic theory. An issue with the work of Donald and Newey (2001) is the fact that when considering large sets of valid instruments, it is not clear how to order the instruments in order to choose which ones ought to be included in the estimation. The present paper provides a possible solution to the problem using nonstandard optimisation algorithms. The properties of the algorithms are discussed. A Monte Carlo study illustrates the potential of the new method.
Introduction
It is well known that instrumental variables (IV) estimation is sensitive to the choice of instruments both in small samples and asymptotically. Asymptotic efficiency is obtained by using all valid available instruments but finite sample performance of IV estimation need not be optimal for this choice. (see, e.g., Morimune (1983) or Bound, Jaeger, and Baker (1996) ). 1 and Rothenberg (1983) , to provide expressions for the approximate MSE of standard IV estimators such as two-stage least squares (2SLS) and limited information maximum likelihood (LIML). The expansions are provided for the case where the number of instruments grows with the sample size, n, but at a slower rate than n. The problem addressed by Donald and Newey (2001) is one of two separate but related problems concerned with instrument selection. It relates to choosing a subset of valid instruments that minimises MSE for a particular IV estimator and is therefore designed to improve the performance of a consistent estimator.
A related problem is that addressed by Andrews (1999) where criteria, similar in spirit to information criteria, are used to select the largest possible set of valid instruments (or more generally moment conditions) among a set of possibly valid instruments. The methods we discuss in this paper may be easily adapted to this distinct problem.
An issue with the work of Donald and Newey (2001) is the fact that when considering large sets of valid instruments, it is not clear how to order the instruments in order to choose which ones ought to be included in the estimation. When a researcher has N potential instruments, then there exist 2 N possible sets of instruments to be considered. Strictly speaking, one needs to compute the MSE of all these sets before choosing the optimal one than minimises MSE. Clearly, even for moderate N such as, say, N = 20 or N = 30, this is a formidable computational task. Furthermore, as Donald and Newey (2001, pp. 1164 ) point out such a search is not recommended as it is likely to lead to an estimator of the optimal set which is too variable.
In some cases an ordering of the instruments may be possible following economic theory.
But in a large number of cases no such ordering may be possible. Even if some instrument is more useful in estimation than some other instrument, one needs to know the identity of the instrument a priori. It seems that there is no general natural metric for the usefulness of an instrument unlike other model selection problems such as , e.g., lag selection where such a metric is available.
The present paper provides a possible solution to the problem. If one views the set of 2 N possible sets of instruments as a space over which to minimise MSE for a given estimator then the problem becomes one of nonstandard minimisation of a function. The problem is nonstandard since the space over which minimisation occurs is discrete rather than continuous. A number of algorithms exist in the numerical analysis literature which suitably modified can be useful in this context. We focus on two distinct algorithms which provide a 2 theoretically valid and computationally tractable solution. One is simulated annealing and the second is genetic optimisation. Either of these two approaches can be used to minimise a function over a discrete domain and under suitable conditions is guaranteed to find the global minimum.
The paper is organised as follows: Section 2 sets out in detail the problem we would like to address. Section 3 presents details on the maximisation algorithms we consider. Section 4 presents a Monte Carlo exercise. Finally, Section 5 concludes.
Setup
This section presents the setup of the problem. The model considered is standard in the literature and given by
(1)
for i = 1, . . . , n, where y i is a scalar, z i is a vector of variables possibly correlated with i , x i is a vector of exogenous variables uncorrelated with i and η i and x 1,i is a d 1 -dimensional subset of x i . The aim is to estimate β. It is assumed that there exists a set of N instruments, denoted For a given subset of instruments, generically denoted J , we follow Donald and Newey where B2SLS denotes a bias adjusted version of 2SLS.
Under certain regularity conditions 1 , Donald and Newey (2001) , derive approximate estimators of the MSE of the three estimators of δ. For simplicity we will report these estimators for the case of a single right-hand side endogenous variable. These are given by:
, J denotes a generic instrument subset being evaluated andJ denotes some initially chosen instrument subset which is fixed across the minimisation of the MSE function over the instrument subsets. Given these MSE estimators Donald and Newey (2001) suggest that the appropriate number of instruments is chosen by minimising the estimated MSE. Monte Carlo evidence supports the suggested method.
The main problem with the minimisation of the estimated MSE concerns the choice of the search path over possible instrument subsets. As pointed out in the introduction, given a set of N instruments over which to choose a subset for inclusion in the estimation there exist 2 N possible subsets that can be considered. Inspecting all of them by estimating their asymptotic MSE is a computationally intractable task. To give an idea of the problem when N = 50 and optimistically assuming that 100000 instruments subsets can be evaluated per second, we still need about 357 years for an evaluation of all subsets. Furthermore, Donald and Newey (2001, pp. 1164) claim that not all subsets should be inspected as this will lead to a variable estimator of the chosen subset.
One solution is simply to use some economic theory to rank the instruments in order of relevance, sequentially augment the instrument set until all available instruments are consider and choose the subset that minimises estimated MSE. Symbolically, this is equivalent to searching over the following set of instrument subsets: J N 1:j |j = 1, . . . , N , where
}. This is analogous to the standard information criterion search for the appropriate lag order in time series analysis. However, such an approach is more questionable in the IV estimator context, since there is a natural ordering of lags to be included in a time series model which is lacking in the IV estimator context. Perhaps, a more appropriate analogy is with the literature focussing on variable selection for regression models (see, e.g., Hoover and Perez (1999) and references cited therein). In the variable selection problem, economic theory provides some guidance on the choice of variables to be included in a regression. This guidance, however, is deemed inadequate to provide a full specification of regression models and therefore variable selection methods such as the widely used 'general-to-specific' approach, developed and popularised in a number of papers by David Hendry and his co-authors, such as Krolzig and Hendry (2001) , have appeared in the literature. In fact, the problem in the IV estimator case is more acute. Whereas, in the variable selection problem economic theory is essentially asked to provide a list of variables whose coefficients are different from zero in a regression model, in the IV estimation problem the question is altogether more vague. Clearly, for an instrument to be useful its coefficient in the reduced form model (2) should be nonzero. But all valid instruments are assumed to have this property. Economic theory in this case, must have something to say on, e.g., the relative magnitude of such coefficients. Clearly such demands are unlikely to be met by current economic theory.
We suggest that the estimated approximate MSE functions of IV estimators be minimised in a similar way to other continuous objective functions such as the log-likelihood.
Clearly, since the space, over which the function is to be minimised, is discrete, standard optimisation algorithms are not useful. However, there exist classes of algorithms, referred to as combinatorial algorithms, that can be used to minimise functions over discrete domains.
The canonical domain for functions to be minimised using these algorithms is {0, 1} N . This makes clear the need for restating the problem in binary notation, as we did earlier in this section. These algorithms essentially provide a data dependent search path in {0, 1} N which, under certain conditions, is guaranteed to contain the minimum without searching over all the elements of the domain.
3 Nonstandard Optimisation Algorithms
In the previous section we saw how the problem of choosing an instrument subset for IV estimation can be translated to a problem of minimising an estimate approximate MSE function. On the one hand the space where the MSE function is defined is discrete and hence standard optimisation methods cannot be applied. On the other hand, standard grid search which is usually implemented to minimise discrete functions, as in, e.g., lag selection, is clearly infeasible due to the computational burden of the problem. One alternative is to resort to nonstandard optimisation algorithms that do not require neither smoothness nor continuity for the algorithm to converge.
Simulated Annealing
Simulated annealing is a generic term used to refer to a family of powerful optimisation algorithms. In essence, it is a method that uses the objective function to create a nonhomogeneous Markov chain that asymptotically converges to the optimum of the objective function. It is especially well suited for functions defined in discrete spaces like the MSE functions considered here. Below, we give a description of the algorithm together with the necessary arguments that illustrate its validity in our context. We describe the operation of the algorithm when the domain of the function (MSE function) is the set of binary strings i.e. {J = (J 1 , . . . , J N ) |J i ∈ {0, 1}}.
Each step of the algorithm works as follows starting from an initial string J 0 .
1. Using J i choose a neighboring string at random, denoted J * i+1 . We discuss the definition of a neighborhood below.
IfŜ(J
Heuristically, the term T i gets smaller making it more difficult, as the algorithm proceeds, to choose a point that does not decreaseŜ(.). The issue of the neighborhood is extremely relevant. What is the neighborhood? Intuitively, the neighborhood could be the set of strings that differ from the current string by one element of the string. But this may be too restrictive. We can allow the algorithm to choose at random, up to some maximum integer (say h), the number of string elements at which the string at steps i and i + 1 will differ. So the neighborhood is all strings with up to h different bits from the current string. Another issue is when to stop the algorithm. There are a number of alternatives in the literature. We have 6 chosen to stop the algorithm if it has not visited a string with lowerŜ(.) than the current minimum for a prespecified number of steps (B v ) (Steps which stay at the same string do not count) or if the number of overall steps exceeds some other prespecified number (B s ).
All strings visited by the algorithm are stored and the best chosen at the end rather than the final one.
The simulated annealing algorithm has been proven by Hajek (1988) 
The genetic algorithm (GA)
Once again, we describe the operation of the algorithm when the domain of the function is the set of binary strings. The motivating idea of genetic algorithms is to start with a population of binary strings which then evolve and recombine to produce new populations with 'better' characteristics, i.e. lower values for the MSE function. We start with an initial population represented by a N ×m matrix made up of 0's and 1's. Columns represent strings. m is the chosen size of the population. Denote this population (matrix) by P 0 . The genetic algorithm involves defining a transition from P i to P i+1 . The algorithm has the following steps:
1. For P i create a m × 1 'fitness' vector, p i , by calculating for each column of P i its 'fitness'. The choice of the 'fitness' function is completely open and depends on the problem. For our purposes it is the opposite of the MSE function. Normalise p i , such that its elements lie in (0, 1) and add up to 1. Denote this vector by p * i . Treat p * i as a vector of probabilities and resample m times out of P i with replacement, using the vector p * i as the probabilities with which each string with be sampled. So 'fit' strings are more likely to be chosen. Denote the resampled population matrix by P . Usually p c is set to some number around 0.5-0.6.
3. Perform mutation on P 2 i+1 . This amounts to flipping the bits (0 or 1) of P 2 i+1 with probability p m . p m is usually set to a small number, say 0.01. After mutation the resulting population is P i+1 .
These steps are repeated a prespecified number of times (B g ). Each set of steps is referred to as generation in the genetic literature. If a string is to be chosen this is the one with maximum fitness. For every generation we store the identity of the string with maximum 'fitness'. At the end of the algorithm the string with the lowest MSE value over all members of the populations and all generations is chosen. One can think of the transition from one string of maximum fitness to another as a Markov Chain. So this is a Markov Chain algorithm. In fact, the Markov chain defined over all possible strings is time invariant but not irreducible as at least the m − 1 least fit strings will never be picked. To see this note that in any population there will be a string with more fitness than that of the m − 1 worst strings. There has been considerable work on the theoretical properties of genetic algorithms. Hartl and Belew (1990) and Del Moral and Miclo (1999) have shown that with probability approaching one, the population at the B-th generation will contain the global maximum as B → ∞. For more details see also Del Moral, Kallel, and Rowe (2001) .
Monte Carlo Study

Monte Carlo Setup
In order to illustrate the potential of the new methods we carry out a Monte Carlo study. The study follows elements of the setup of Donald and Newey (2001) for comparability purposes.
The model is given by
We set α = 0.1 and consider n = 100, 500. We also set N = 20. Important parameters for the performance of the estimators are the covariance of i and η i denoted σ η, which is set to σ η, ∈ {0.1, 0.5, 0.9} and the R 2 of model (4) which we set to 0.01 or 0. in (4) is to use the formula
In this Monte Carlo study we concentrate on the simulated annealing algorithm. The reasons for this are computational tractability and prior experience with the two algorithms. Kapetanios (2004b) and Kapetanios (2004a) analyse the performance of the algorithms in other problems in econometrics
3
. In both cases it is found that simulated annealing outperforms the genetic algorithm in terms of finding the optimum for the function being optimised. Note that although 2000 evaluations may appear high for the n, N combinations we consider, there is no need for B g to grow with N as prior experience suggests limited sensitivity of the algorithm to B g as long as it is reasonably large to begin with. We carry out 1000 Monte Carlo replications. Again anything significantly more than that is prohibitively expensive. Note that the results reported here took more than 1/2 months of computer time on a personal computer with 3 Ghz processor speed.
Results
We present the following statistics on the estimated coefficients: Firstly, we present the mean square error of the estimators over the replications. Secondly we present the median bias, thirdly we present the median absolute deviation from the true value and finally the range between the 90% and 10% quantiles. We choose to present results on MSE, unlike Donald and Newey (2001) , as it seems to be the natural choice for a reporting medium on the performance of a method designed to minimise MSE. We consider the estimators B2SLS
(denoted BSLS in the Tables), 2SLS and LIML and three ways of choosing the instruments.
The first includes all available instruments and is denoted by the subscript a, the second chooses the order of instruments according to Donald and Newey (2001) (denoted by the subscript o) and the third uses simulated annealing to minimise MSE and is denoted by the subscript s. Results are presented in Tables 1 and 2 . Overall, a clear conclusion emerges for the superiority of selecting instruments by minimising MSE via simulated annealing.
Conclusion
Estimation by Instrumental Variables is extremely common in the econometric literature.
A major preoccupation concerns the choice of the instruments used in the estimation. This choice has two related components. Firstly, one must choose a set of valid instruments among all possible instruments and secondly one must choose among all valid instruments so as to optimise the performance of a given estimator. This paper addresses the second component.
Clearly, an obvious method for guiding the selection involves using economic theory. Nevertheless this is likely to be of little help in general. Donald and Newey (2001) has suggested a method for choosing the number of instruments used so as to minimise the MSE of the estimator. Nevertheless, the ordering of the instruments used in choosing the number of 10 instruments to include is an issue. We suggest using nonstandard optimisation algorithms to optimise the search for the subset of instruments that minimises the MSE of a given IV estimator.
After discussing the optimisation algorithms we suggest, we present a Monte Carlo study similar to that in Donald and Newey (2001) which illustrates the potential of the new methods. Further research should concentrate on an empirical evaluation of the new methods as well as exploring their potential when applied to other IV estimators. 
