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and our execution during the competition can be seen in the following links: ht t p : I / vision 4 uav.eu / ?q=IARC 
l 4 and ht t p : I / vision 4 u av.eu / ?q=IARC14 new. 
A short explanation of the 2014 competition videos is the following: the fully equipped UAV is autonomously 
navi- gating in the arena, being able to detect its limits avoiding getting away it. The UAV is also detecting the 
moving obstacles, planing a trajectory to  autonomously  navigate in the arena without collisions. The last operative 
main functionality is the detection of the target robots (although it is not able to touch them). The supervisor, 
communication and HMI features were as well properly working. 
In table II, the main problems that we found that lead us to a lower performance that we expected, are 
summarized: 
V.  CONCLUSIONS  AND FUTURE WORK 
This paper presents the proposed solution and architecture developed by the team from the "Universidad 
Politecnica de Madrid" to the IARC mission 7 challenge. Among other topics, it addresses the hardware aspects of 
the aerial robot, a description of each module of the architecture, the testing procedures by simulation and 
experimental flights, and a study of the safety capabilities of our design. 
The design of this architecture has presented several new challenges to our team with regards to our own prior 
work: it uses Computer Vision in a mostly unstructured environment, the controller requires to switch between 
various operating modes and to interact with ground robots, and the architecture includes a fully functional Mission 
Planner which has to take intelligent decisions. 
With the experience gained during the 2014 competition, the following milestones are planned to be achieved 
during the year 2015 (see table II): 
• Improve the set-up of the aerial vehicle; 
• Improve the software framework; 
• Improve the modules used during the interaction with the target ground robots; 
• Develop the modules needed for the detection and interaction with other aerial robots; 
• Improve the system architecture to allow the drone to move more precisely, at higher speeds and with a better 
performance while meeting the safety requirements. 
All this new improvements and developments will lead us to accomplish the IARC mission 7 challenge. 
 
 
 
TABLE II: Summary of the main problems found during the development of the UAV, the cause, the solution 
adopted for the 2014 competition and the solution that will be adopted for the following competitions. 
Problem Cause 
Limited payload: magnets and The selected UAV was one of the smallest of all the 
mechanical  protections  were participant UAV s 
not mounted onboard the UAV. 
Only  few  sensors  could 
mounted. 
Limited HW interfaces 
be 
Solution and future solution 
We reduced the number of sensors by using computer vision 
and we did not use mechanical protections in all our flights. 
Neither the magnets for the ground robot interactions were 
carried. In the future. a more powerful UAV will be used. 
Limited Computer Power 
The cameras used had USB 2.0 interfaces. the same 
as the PX4Flow sensor. All of them used a very high 
bandwidth 
Big amount of data that needed to be processed on a 
single onboard computer 
Safety problems The UAV only relies on Computer Vision. so if it fails. 
the UAV could crash 
Slow and unprecise movement Slow and poor performance of the perception. local- 
of the UAV ization and  mapping  system  (precision between  10 
centimeters and 1 meter). 
 
 
Limited environment percep- 
tion 
Several SW problems like un- 
expected program crashes 
Reduction of the used bandwidth by reducing the framerates 
of the cameras. In the future. multiple onboard computers 
will be used. USB 3.0 cameras will be used. 
Reduction of the processed data by reducing the framerates 
of the cameras (to 10 Hz.). In the future. multiple onboard 
computers will be used. 
We implemented some safety modules like the supervisor. 
In the future. more kind of sensors (like ultrasound) will be 
used. 
Slow movement to avoid crashes. Use of a very conser- 
vative strategy in the trajectory planning. The ground robot 
interaction was not implemented. In the future. the involved 
algorithms will be improved by using more sensors and 
more onboard computers. 
Cameras allowed us to detect ground robots (target The movement  of the UAV  was  slowed  down to avoid 
and obstacles) up to 3 meters away from the UAV. crashes. In the future. more sensors and better cameras will 
The arena perception was also very limited. be used. 
The SW grown more that expected and planned. A  supervisor that monitors  the state of  all the modules 
was implemented. In the future. the SW framework will 
be improved to support a more complex architecture. 
