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between	 the	 air	 quality	 variables	 and	meteorological	 conditions.	Most	 of	 the	 operational	models	 are	 deterministic	 and	 are	 limited	 in	 so	many	 aspects.	 For	 example,	 the	 natural	 phenomenon	 involved	 are	 difficult	 to	 characterise





































































92.1 21.76 376.30 49.00 93.4 16.59 132.00 40.00
Brent	-	Ikea BT4 Roadside 4389 90.4 43.25 316.00 69.60 91.4 14.60 103.40 29.90
Bexley	-	Thamesmead BX3 Suburban – 99.2 9.450 300.20 20.20
Camden	-	Shaftesbury	Avenue CD3 Roadside 1700 91.4 34.00 285.90 59.30
Croydon	-	Thornton	Heath CR3 Suburban 91.0 21.13 452.60 45.90
Croydon	-	George	Street CR4 Roadside 2500 95.0 25.00 468.40 52.30
City	of	London	-	Sir	John	Cass
School
CT3 Background 91.5 27.51 827.60 54.60
Greenwich	-	Eltham GR4 Suburban 99.6 21.91 252.50 47.60 89.3 15.88 241.00 37.00
Greenwich	-	Trafalgar	Road GR5 Roadside 1500 99.6 23.37 356.45 49.70
Greenwich	-	Woolwich
Flyover
GR8 Roadside 7000 97.3 40.00 527.80 73.80 98.2 16.90 375.50 32.00
Greenwich	-	Westhorne
Avenue
GR9 Roadside 2700 – 22.80 413.10 55.30 91.1 16.74 371.40 42.90
Hackney	-	Old	Street HK6 Roadside 2500 94.1 31.83 303.50 56.60 95.5 16.62 206.20 25.10
Islington	-	Holloway	Road IS2 Roadside 2000 98.6 30.73 510.2 54.70








96.7 21.11 229.60 46.60 92.4 14.68 202.00 39.00
Kensington	and	Chelsea-
Cromwell	Road
KC2 Roadside 2800 81.4 33.71 445.50 54.90 38.90
Kensington	and	Chelsea-Earls
Court	Rd
KC5 Kerbside 1600 98.9 35.83 182.50 66.60
Westminster	-	Marylebone
Road
MY1 Kerbside 3327 97.5 43.25 422.80 70.70 82.4 21.68 135.00 47.00
Tower	Hamlets	-	Blackwall TH4 Roadside 6000 96.0 18.00 416.80 42.90
2.2	Data
The	data	being	monitored	at	the	AQM	sites	 include	both	particles	and	gaseous	pollutants	(PM10,	PM2.5,	NOx,	NO2,	NO,	SO2,	CO,	and	O3),	 traffic	volume	and	speeds.	Others	are	meteorological	variables	 (wind	speeds,	wind
direction,	solar	radiation,	relative	humidity	and	ambient	temperature.	The	instruments	used	for	the	monitoring	of	PM2.5	and	PM10	at	most	of	 the	sites	 include	two	similar	Tapered	Element	Oscillating	Microbalances	(TEOM)	Model
1400AB	with	different	sampling	heads	design,	filter	dynamics	measurement	system	(FDMS)	and	β-attenuation	analysers	(Aurelie	and	Harrison,	2005).











































































PC1 35.23 Vehicle	Emissions	(g/km) 77.38 Year	and	Vehicle	Emissions	(g/km)
PC2 13.69 Background	(NO2/NOx)	(μg/m3) 13.21 Background	(NO2/NOx)	(μg/m3)
PC3 9.92 Background	and	Roadside	(NO2/NOx)	(μg/m3) 7.72 Background	and	Road	(NO2/NOx)	(μg/m3)
PC4 6.18 Temperature	(0C) 0.63 Year,	Vehicle	Emissions	(Rigid/Articulated/motorcycles)
(g/km)
PC5 4.15 Month	of	the	year 0.32 Temperature	(0C)
PC6 4.10 Background	SO2	(μg/m3) 0.19 Rainfall	(mm)
PC7 3.72 Wind	Direction	(0N) 0.16 Day	of	the	month
PC8 3.51 Day	of	the	month 0.12 Wind	Direction	(0N)
PC9 3.34 Rainfall	(mm) 0.12 Background	SO2	(μg/m3)
PC10 2.87 Year 0.06 Month	of	the	year
PC11 2.38 Hour	of	the	day 0.04 Hour	of	the	day
PC12 2.04 Barometric	pressure	(mBar) 0.02 Diesel	car	emission	(g/km)
PC13 1.96 Wind	speed	(m/s) 0.02 Motorcycle	emission	(g/km)
PC14 1.76 Background	PM10	(μg/m3) 0.01 Background	PM2.5	(μg/m3)
PC15 1.37 Background	CO	(μg/m3) 0.00 Wind	speed	(m/s)
PC16 0.96 Solar	Radiation	(W/m2) 0.00 Background	CO	(μg/m3)
PC17 0.86 Relative	Humidity	(%) 0.00 Relative	Humidity	(%)











































Model Performance	Statistics Lower	–	Upper	PM10 Average	for	all	sites Lower	–	Upper	PM2.5 Average	for	all	sites
Pollutant PM10 PM2.5
ANN FAC2 0.84–0.99 0.97 0.93–0.98 0.95
		lr	=	0.1	 		(d	=	5)	
BRT FAC2 0.82–1.00 0.97 0.94–0.99 0.97
SVM FAC2 0.84–0.99 0.95 0.91–0.97 0.95
ANN NMB −0.07–0.11 0.00 0.02–0.12 0.03
BRT NMB −0.03–0.15 0.02 −0.01–0.04 0.02
SVM NMB −0.26–0.04 −0.13 −0.06–0.01 −0.01
ANN R 0.45–0.95 0.81 0.82–0.95 0.87
BRT R 0.43–0.95 0.81 0.83–0.95 0.88
SVM R 0.43–0.95 0.79 0.81–0.95 0.87
ANN COE 0.31–0.71 0.53 0.37–0.70 0.54
BRT COE 0.35–0.73 0.56 0.45–0.68 0.56
SVM COE 0.33–0.70 0.45 0.44–0.70 0.54
ANN RMSE 4.69–19.17 10.12 4.15–6.30 4.80
BRT RMSE 4.48–20.98 10.05 3.47–6.33 4.67
SVM RMSE 4.91–19.17 11.44 3.50–6.74 4.84
ANN NMGE 0.13–0.38 0.20 0.17–0.26 0.20
BRT NMGE 0.14–0.44 0.19 0.16–0.22 0.19
SVM NMGE 0.13–0.37 0.22 0.17–0.24 0.20
ANN IOA 0.58–0.86 0.75 0.69–0.85 0.77
BRT IOA 0.52–0.86 0.75 0.73–0.86 0.78















Year Year_2011 Year_2012 Year_2015
Electric	car 0.0% 0.0% 0.1%
Petrol	car 40.1% 38.5% 34.0%
Diesel	car 23.0% 24.6% 29.0%
Taxi	(black	cab) 12.4% 12.4% 12.4%
Electric	LGV 0.0% 0.0% 0.1%
Petrol	LGV 0.6% 0.4% 0.3%
Diesel	LGV 11.2% 11.4% 11.4%
Rigid	HGV 3.1% 3.1% 3.1%
Articulated	HGV 0.4% 0.4% 0.4%
Bus	and	coach 4.2% 4.2% 4.2%












The	models	were	 first	used	 to	predict	 the	particle	 concentrations	 in	2011	and	2015	without	 the	EUROIV/VI	 scenario.	The	ANN	and	BRT	models	predicted	 that	 in	2015,	without	 the	EUROIV/VI	 scenario	 the	annual	mean
concentrations	of	PM10	at	the	sites	will	be	reduced	by	0.86μg/m3	–	5.35μg/m3	across	the	sites	(see	Fig	5).	Also,	they	predicted	that	the	number	of	days	where	PM10	was	greater	than	50μg/m3	will	be	reduced	by	3–26	days	across	the	sites.




























All	 the	models	predicted	a	 reduction	 in	 the	concentrations	 from	2012	 to	2015	 (see	Fig.	8	 right),	 even	 though	 there	was	an	 increase	 in	 traffic	volume.	The	 reduction	might	be	attributed	 to	 the	 improvement	 in	 the	vehicle
technology	and	other	air	quality	control	measures	being	implemented	in	London	(TFL,	2016).










The	 ANN	method	 selected	 traffic	 emissions	 from	 various	 vehicles	 as	 the	 most	 contributing	 variables	 followed	 by	 the	 roadside	 and	 background	 oxides	 of	 nitrogen,	 temperature,	 wind	 directions	 and	 temporal	 variables
respectively.	The	BRT	method	gave	preference	to	the	roadside	and	background	concentrations	of	oxides	of	nitrogen	and	background	particle	concentrations	while	indicating	similar	but	lower	contributions	from	the	remaining	variables.
Combining	the	information	gained	from	the	two	methods,	the	traffic,	roadside	and	background	concentrations	of	gaseous	pollutants	could	help	in	determining	the	levels	of	roadside	particle	concentration.	Therefore,	it	is	recommended
that	relevant	environmental	agencies	and	other	stakeholders	should	maintain	more	quality	data	on	these	variables	so	that	they	can	be	used	in	training	ML	models	to	effectively	manage	the	roadside	concentrations	of	PM10	and	PM2.5.
Also,	oxides	of	nitrogen	were	seen	to	be	highly	correlated	with	the	PM10	and	PM2.5.	Therefore,	effective	monitoring	and	control	of	these	pollutants	might	help	in	managing	the	particle	concentrations.
When	evaluating	the	effectiveness	of	the	EUROIV/VI	scenario,	the	ANN	and	BRT	models	predicted	reductions	in	the	PM10	and	PM2.5	concentrations.	While	in	a	few	cases,	they	predicted	that	the	concentrations	will	remain
unchanged.	The	SVM	model	consistently	predicted	higher	PM10	concentrations	when	tested	with	the	scenario	while	predicting	a	much	smaller	decrease	in	PM2.5	concentrations.	However,	it	predicted	a	much	larger	decrease	in	PM10
concentrations	in	2015	without	the	scenario.	According	to	all	the	performance	metrics	used	in	this	study,	the	SVM	model	was	the	poorest	in	predicting	PM10	whereas	it	shows	similar	performance	with	ANN	and	BRT	in	predicting	PM2.5.
This	behaviour	could	be	attributed	to	overfitting	during	SVM	training,	however,	this	study	recommends	that	the	application	of	SVM	method	in	air	quality	management	should	be	further	investigated.
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