Abstract: Experimental evolution is an important research method that allows for the study of evolutionary processes occurring in microorganisms. Here we present a novel approach to experimental evolution that is based on application of next generation sequencing. Under this approach population level sequencing is applied to an evolving population in which multiple first-step beneficial mutations occur concurrently. As a result, frequencies of multiple beneficial mutations are observed in each replicate of an experiment. For this new type of data we develop methods of statistical inference. In particular, we propose a method for imputing selection coefficients of first-step beneficial mutations. The imputed selection coefficient are then used for testing the distribution of first-step beneficial mutations and for estimation of mean selection coefficient. In the case when selection coefficients are uniformly distributed, collected data may also be used to estimate the total number of available first-step beneficial mutations.
Introduction
Next generation sequencing (NGS) technology is a new powerful tool for collecting genomic data. One of the areas where NGS has been applied are studies of experimental microbial evolution. Application of NGS in these types of studies has been reviewed by Brockhurst et al. (2011) . The authors conclude that the main benefit of applying NGS in experimental evolution is ability to sequence larger, more complex genomes than in the case of traditional sequencing techniques. Here we describe a novel application of NGS in experimental evolution studies that allows for inference about first-step beneficial mutations in adaptation experiments.
Typically, adaptation experiments designed for detecting first-step beneficial have been conducted under conditions known as strong selection weak mutation (SSWM) (Gillespie, 1983 (Gillespie, , 1984 (Gillespie, , 1991 . Under SSWM population size is small and most beneficial mutations that arise are lost due to drift. As a consequence, each beneficial mutation that survives drift grows to fixation, without interference with other first-step beneficial mutations. Therefore, in each replicate of an experiment conducted under SSWM only one first-step beneficial mutation is isolated (Rokyta et al., 2005; Barrett et al., 2006; Barrick et al., 2010) , which then needs to be sequenced to determine its identity. Subsequently, a fitness assay has to be conducted to assess its selection coefficient. Here we consider a case where not one, but multiple first-step beneficial mutations are identified in a single replicate of an experiment. In order for this to occur, the experimental population must be large enough for multiple first-step beneficial mutations to occur concurrently. Such population dynamics is known as clonal interference (Gerrish and Lenski, 1998) or concurrent-mutations regime (Desai and Fisher, 2007) . The application of NGS allows for identification of multiple first-step beneficial mutations; their selective advantage can be inferred from observed frequencies. This novel approach is expected to be more cost-effective and less time consuming than the traditional approach where only one mutation is isolated in one replicate.
The key assumption of the evolutionary model we employ is that the effect of clonal interference on evolutionary trajectories of each beneficial mutation is negligible since the sum of proportions of lineages carrying beneficial mutations is still small when sampling occurs. This assumption simplifies the model of population dynamics and allows us to consider each beneficial mutation independent of the other beneficial mutations.
In addition, our methods assume that the per site per generation total mutation rate (i.e., frequency of nucleotide substitutions regardless of their effect on fitness) is a known quantity. This may be estimated using external data or predicted from the studies of mutation rates in similar organisms (Drake, 1991; Drake et al., 1998) . We also assume that selection coefficients of beneficial mutations are a sample from a probability distribution (Ohta, 1977; Kimura, 1979; Gillespie, 1983) . To infer this distribution we propose application of the likelihood ratio test (Beisel et al., 2007) to imputed selection coefficients.
Since the experimental population is large, not only do beneficial mutations increase their frequencies, but neutral mutations also constantly accumulate throughout the experiment. Therefore, the proposed approach applies when selection is strong and, as a result, top beneficial mutations increase their frequencies much faster than neutral mutations. This contrasts with weak selection where a large number of neutral mutations would be observed in addition to beneficial mutations. We do not recommend applying the proposed method when selection is mild.
Outline of the experimental protocol
Here we describe an evolutionary experiment that may be used to obtain a microbial population containing a proportion of individuals carrying first-step beneficial mutations. To begin, an initial inoculum that consists of the wild type individuals is placed in an altered environment where the current wild type has lower fitness than some number of potential one-step mutations. Then, a serial transfer protocol that involves periodic bottlenecks is applied in order to maintain population size at a certain level (e.g., Rokyta et al., 2005; Miller et al. 2011) . In order to allow multiple one-step beneficial mutations to occur concurrently, the bottleneck size has to be large. Based on the results of simulations presented in a further section we determined that Nμ has to be > 1 (where N is the bottleneck size, and μ is per site per generation total mutation rate) in order to maintain population dynamics that meets one of the important assumptions of the model. As a result, bottleneck size in the experiment must be > μ -1 . We assume that population level sequencing occurs after sustaining a population for a fixed number of generations. Moreover, we assume that the sequencing detects mutations, but not their linkage. Thus, if two substitutions should arise in the same genome, the sequencing data cannot distinguish this from two substitutions in separate genomes. For this reason we focus on inference of first-step beneficial mutations rather than multiple-step mutations. To reduce the chance of observing multiple-step mutations we propose sampling the population when the proportion of first-step mutations is still small. In that case it can be assumed that the great majority of observed mutations are first-step mutations because the probability of multiple-step beneficial mutations arising and being observed is low.
Another important issue is composition of the initial inoculum. Ideally, the initial inoculum should contain only wild type individuals. However, since it is obtained by reproducing individuals, mutations may occur here as well. To minimize the proportion of beneficial mutations in the inoculum we recommend preparing it under conditions where the wild type is as near the optimum as possible, such that first-step mutations will either be neutral or deleterious.
Structure of the data
The data resulting from replicating n times the protocol described in the previous section can be summarized by the following matrix 
Each entry in this matrix is a number representing observed frequency of a particular mutation in one replicate of an experiment. These frequencies are random variables, each of them denoted by X i,j . Columns of the matrix X correspond to replicates of an experiment, while rows correspond to first-step beneficial mutations. Therefore, X has size n by r, where n is the number of replicates and r is the number of available first-step beneficial mutations. Among all r mutations, Y mutations were observed at least once in one or more replicates. Thus, in each row from 1 to Y there is at least one non-zero entry. Rows Y+1 to r represent beneficial mutations that were not observed in any replicate and those rows contain only zeros.
The model of population dynamics and sampling
Currently available NGS technology provides sequence of multiple fragments that cover the whole genome of an organism. For each fragment multiple reads are obtained. The number of times a region is sampled by a read is approximately independent of the number of times any other region is sampled. The number of reads at a particular site varies between replicates. However, for simplicity we assume that this number is constant and equal to the mean number of reads at this site over the n replicates (we denote it by k i ), while the frequency of a mutation is based on the actual number of reads with this mutation. In addition, for the unobserved first-step beneficial mutations we assume that the number of reads is equal to the mean number of reads across the genome (this number is denoted by k). In a typical case, beneficial mutations are expected to be located on different fragments, which implies that their observed frequencies are independent, binomially distributed random variables. However, occasionally two or more first-step beneficial mutations can occur on the same fragment. In such a case the frequencies of mutations on the same fragment have multinomial distribution. Nevertheless, we make a simplifying assumption that distributions of all beneficial mutations are independent. Under these assumptions X i,j in the matrix X has a binomial distribution with parameters k i and π i,j (t)
,
where π i,j (t) is the probability that a read which covers the site of the i-th mutation contains that mutation. Note that π i,j (t) is equal to the proportion of the i-th mutation in the population in j-th replicate of an experiment at the time when sampling occurs. As a consequence of the assumption that mutants grow independently, we consider each π i,j (t) as a random variable independent of the proportions of other beneficial mutations.
The distribution of π i,j (t) remains unknown, but we approximate it by its expected value. In order to obtain E(π i,j (t)), we modeled the dynamics of the i-th mutant genotype in the absence of other beneficial genotypes. From the results of computer simulations of population dynamics (see Appendix A for the detailed procedure) we learned that the expected value of π i,j (t) converges to a fixed curve if Nμ ≥ 10 and is close to that curve if 10 > Nμ > 1 (Figure 1 ). We also observed that if N increases, then the influence of drift declines and variance of π i,j (t) decreases (Figure 2) . Therefore, the results of simulations indicate that as Nμ→∞, Var(π i,j (t))→0 and π i,j (t)≈E(π i,j (t)). This result is consistent with transition from stochastic mutation-selection dynamics of a population to deterministic dynamics described by Jain and Krug (2007) . Since the dynamics of a population is deterministic when Nμ→∞, E(π i,j (t)) can be derived using a deterministic model with no drift. Our deterministic model for a single beneficial mutation i with selection coefficient s i assumes discrete, non-overlapping generations. Competition between the mutation i and the wild type occurs in the absence of other beneficial mutations. In addition, the model does not account for second-step, deleterious, and reverse mutations. Letting π D,i (t) denote the proportion of the mutant i in a population at generation t, then the proportion of the wild type is given by 1-π D, i (t). The total number of individuals with the mutation i in generation t is equal to among the progeny of the wild type. Therefore, the total number of progeny carrying the mutation i is equal to
− and the total number of progeny of both individuals with mutation i and wild type individuals equals
Since there is no drift, the proportion of individuals with mutation i in generation t + 1 is equal to the proportion of individuals with mutation i in progeny produced at the end of generation t. Hence, the proportion of genotype with mutation i at generation t + 1 is given by the following difference equation 
where π D, i (0) is the proportion of individuals with mutation i in the initial inoculum. As stated earlier, the above formula is equivalent to the expected proportion of individuals with mutation i, denoted later by g(s i ), and we use it to approximate the observed proportion
Note that this approximation becomes more accurate when Nμ is large, because the variance of π i,j (t) decreases as Nμ increases.
Imputation of selection coefficients and inference based on imputed values
In traditional experiments selection coefficients are determined using separate fitness assays preceded by isolation and sequencing of each mutation individually. Here we present a procedure that is much less complex. Under the proposed approach, selection coefficients are inferred from frequency data obtained through application of the NGS technology, and no additional assays are required. The procedure of imputing selection coefficients is independent of their underlying distribution and may be applied regardless of what that distribution is. Our model assumes that evolutionary trajectories of first-step mutations are independent, and therefore each selection coefficient can be imputed independently. This assumption is valid because the sum of proportions of all beneficial mutations at the time when sampling occurs is small. If the total proportion of beneficial mutations was large, individual trajectories would be significantly altered by competition with other beneficial mutations and those trajectories could no longer be considered independent. The function g(s i ) given by equation (1) is equal to the expected proportion of the i-th mutation in generation t, while the observed frequency of the i-th mutation in the j-th replicate (x i,j ) divided by the number of reads k i is an estimate of the actual frequency in the j-th replicate. By the method of moments principle we assume that the expected proportion of a mutation with selection coefficient s i is equal to the average observed proportion of that mutation over n replicates , 1 ( ) .
To impute s i , the above equation has to be solved for s i using a numerical method. The next step in the analysis may include testing the distribution of fitness effects using the likelihood ratio test (LRT) (Beisel et al., 2007) . This test assumes that the distribution of fitness effects is a tail distribution and therefore is subject to extreme value theory (EVT). According to EVT, any tail distribution is described by the Generalized Pareto Distribution (GPD) (Pickands, 1975) with shape parameter κ and scale parameter τ. The LRT tests whether fitness effects of beneficial mutations are a sample from the GPD with κ = 0, which is equivalent to the exponential distribution, or from either truncated (κ < 0) or heavy tailed (κ > 0) distribution from the GPD family. A special case is the uniform distribution, which is equivalent to GPD with κ = -1. Since low-effect beneficial mutations have very small probabilities of being sampled, the shifting procedure proposed by Beisel et al. (2007) needs to be applied for valid inference. In the original version, shifting was defined as moving the threshold of the tail distribution to the selection coefficient with the smallest observed effect. As a result, that mutation was removed from the sample while selection coefficients of the other beneficial mutations were decreased by the value of the shift. Here we shift the threshold of the tail distribution to the selection coefficient corresponding to a mutation with lowest observed frequency, i.e., a singleton. As a result, all singletons are removed from the sample and selection coefficients of remaining beneficial mutations are decreased by the value of selection coefficient of a singleton. However, since mutation rates of transitions and transversions differ, thresholds for these two types of mutations are not equal. Therefore, selection coefficients of transitions and transversions cannot be simply merged into one sample. One approach is to apply the transversion threshold to transitions as well so the shift is the same. The two sets of selection coefficients can then be combined and tested with the LRT. However, this approach involves removing non-singleton transitions that are below the transversion threshold. Alternatively, the LRT might be applied only to transitions, but in this case all transversions are excluded. Since both approaches involve eliminating additional mutations, we recommend using the one that removes fewer mutations in a particular case.
Imputed selection coefficients may also be used for estimation of the mean selection coefficient δ, which is equivalent to the first moment of the GPD given by . 1
Here τ may be estimated using shifted data. The scale parameter of the shifted distribution is given by (Castillo and Hadi, 1997)
where u is the size of shift. Since τ shift can be estimated using the method of moments approacĥ 1
Since u is different for transitions and transversions, we calculate the final estimate of δ as a weighted mean of estimates of τ for these two types of mutations.
Maximum likelihood estimator of the number of beneficial mutations
The collected data can also be used for estimation of the total number of available first-step beneficial mutations (denoted by r). We derived the log likelihood function of r and δ for data represented by the matrix X (Appendix C)
To obtain estimates of r and δ, the log likelihood function has to be maximized using a numerical method. This method assumes that κ is known. Therefore, the estimation procedure needs be preceded by the LRT on imputed selection coefficients. The log likelihood function given by equation (3) was derived under the assumption that mutation rate is equal for all first-step beneficial mutations. In order to account for differences in the mutation rate, the number of transition and the number of transversions can be estimated jointly as two separate parameters r TI and r TV . The likelihood function of these parameters is defined as a product of the likelihood function of r TI and δ and the likelihood function of r TV and δ. Therefore, the joint log likelihood function is given by , ln ( , , ) ln ( , ) ln ( , ),
where L is given by equation (3). The likelihood function contains integrals that have to be evaluated numerically in each iteration of the optimization procedure. In order to simplify the procedure of estimation, we can assume that δ is equal to δ obtained with equation (2). Under this assumption, the term that contains the sum of the logarithm of integrals becomes a constant. As a result, a maximum likelihood estimate of r can be obtained by maximization of the sum of two terms While the proposed MLE is designed for inference about first-step beneficial mutations and assumes that only mutations of this type are observed, neutral or second-step beneficial mutations may sometimes be sampled and mistakenly categorized as first-step beneficial mutations. Similar problem may also arise from sequencing errors. Since including observations that are not first-step beneficial mutations will bias estimates of r and δ, we developed an approach to address the problem. We assume that all neutral, secondstep beneficial mutations, and sequencing errors are rare and they are observed only as singletons, i.e., they are sampled only once in the whole experiment. Since it is not possible to distinguish which singletons are first-step beneficial mutations, we remove all observed singletons from the analysis. Next, we apply the EM algorithm (Dempster et al., 1977) , where the expected number of singletons is calculated under the current values of the parameters using the following formula (see Appendix D for derivation) 
Selecting parameters of the experimental protocol
Before conducting an experiment, parametric values of the laboratory protocol must be selected. These include: sampling time (t), the number of replicates (n), the target mean number of sequence reads per site (k), and the bottleneck size (N). The choice of these parameters is very important for data quality and performance of the estimation procedure. In particular, these parameters determine whether the assumptions of the estimation method are met. In this section we discuss how to select values of these parameters in order to obtain relevant data.
Number of replicates and number of reads
The number of replicates (n) and the number of reads (k) determine frequencies of first-step beneficial mutations in the observed data. Increasing both n and k results in collecting more data, but it simultaneously raises the probability of sampling neutral and second-step beneficial mutations as non-singletons. In order to determine whether particular values of n and k may lead to sampling a large number of neutral mutations, we derived an approximate formula for the expected number of neutral mutations observed as non-singletons. We assume that each neutral mutation accumulates deterministically at the rate μ per generation. Therefore, the expected proportion of a neutral mutation in generation t is equal to tμ+π(0), where π(0) is a proportion of that mutation in the initial inoculum. Then, the expected number of neutral mutations observed more than once is given by the following formula (see Appendix E for derivation)
where r new is the total number of available neutral mutations. This formula is dependent on the total number of available neutral mutations (r new ), which is typically an unknown quantity. Nevertheless, some assumptions about r new can be made based on external studies. For example, according to one study of random mutations in an RNA virus, 27% of examined mutations were neutral (Sanjuán et al., 2004) . The dynamics of second-step beneficial mutations is much more complex and therefore we do not provide a direct formula for assessing the expected number of observed second-step mutations. It is possible to simulate population dynamics that includes both first-step and second-step beneficial mutations and then calculate the average number of non-singleton second-step mutations over a large number of replicates. However, this approach is not expected to be effective since it would require making assumptions about multiple unknown parameters such as the number of first-step and second-step beneficial mutations, their mean selection coefficients and the shape parameter of the distribution.
Sampling time
Sampling time -measured in generations -directly affects the total proportion of beneficial mutations in a collected sample. If a population is sampled at the stage when the total proportion of beneficial mutations is very small, then no mutations or only a small number of mutations with low frequencies is expected to be observed. Furthermore, at that early stage, frequencies of beneficial mutations may still be similar to frequen-cies of neutral mutations, making them difficult to distinguish. On the other hand, if the total proportion of beneficial mutations is large, then clonal interference occurs, and the assumption of independent growth of mutations is violated. In such cases imputed values of selection coefficients will be biased. In addition, when the proportion of first-step mutations is high, the second-step mutations are more likely to occur. Excluding singletons from the analysis can help if almost all second-step beneficial mutations are observed as singletons. However, as the proportion of first-step beneficial mutations becomes larger, the probability of observing second-step mutations as non-singletons increases as well. As a result, second-step beneficial mutations may be observed as non-singletons if the proportion of first-step beneficial mutations is very large. In order to minimize bias of imputed selection coefficients and to decrease the probability of sampling second-step beneficial and neutral mutations, we therefore recommend sampling when the total proportion of mutations is in the range of 10%-25%. We used simulations to explore scenarios in which sampling occurred when the total proportion of mutations was much > 25%, and we concluded that our approach was still robust in those cases (detailed results not shown). However, we recommend sampling when the total proportion of beneficial mutations is < 25% since it is safely below the level where clonal interference and presence of second-step mutations may cause problems.
To select sampling time for a particular experiment we propose that researchers conduct a pilot study where the total proportion of mutations is determined across a series of time points. Based on the results, a time point at which the observed proportion is close to the desired proportion or exceeds some preselected threshold is chosen as a sampling time in the main experiment. For example, in the simulation study described in the next section, sampling time was selected as the first time point at which the total proportion of mutations exceeded 15%.
Population size
As stated earlier, population size should be > 1/μ so that the mean proportion of a mutation converges to g(s i ) given by formula (1). It was also noted that if N is much higher than 1/μ, the variance of proportions of beneficial mutations is low and approximation of these proportions by formula (1) becomes more accurate. However, if N is closer to 1/μ, the effect of drift reducing the number of second-step beneficial mutations in a population is stronger. For this reason we recommend choosing a bottleneck size that is not much > 1/μ, where μ refers to the lower of the two relevant mutation rates (i.e., mutation rate of transversions).
Evaluation of the proposed methods of inference
We evaluated performance of the proposed methods using data simulated with the algorithm analogous to the procedure described in Appendix A, but modified to emulate real experimental evolution. Specifically, instead of simulating single mutations with binomial sampling during bottlenecks, we generated multiple mutations and used multinomial sampling. Selection coefficients of beneficial mutations were generated from a probability distribution. Since experimental studies have suggested that fitness effects of beneficial mutation may commonly be exponentially (Sanjuán et al., 2004) or uniformly distributed, we used these two distributions in our evaluation procedure. In order to make the evaluation procedure more realistic, we also generated neutral and second-step beneficial mutations. To account for differences in mutation rates between transitions and transversions, we classified mutations as transitions with the probability 0.294, reflecting the proportion of transitions among all possible non-synonymous single nucleotide mutations. We also varied the number of reads at a particular site in different replicates as well as the mean number of reads at different sites. To do this, the mean number of reads at the i-th site (denoted by k i ) was drawn from a normal distribution with mean k and standard deviation 0.1 k, where k denotes the mean number of reads for all sites. The number of reads at the i-th site in j-th replicate was generated from a Poisson distribution with parameter k i . Sampling time t was selected as a first time point in a preliminary run of the procedure at which the total proportion of mutations exceeded 15%. Additional information about specific values used in the simulation procedure is provided in Table 1 .
We first evaluated the method of imputation of selection coefficients. In Figure 3 we present plots of imputed selection coefficients against their true values. These plots indicate that accuracy of imputation is good and it improves as the effect of mutations increases. In both uniform and exponential cases increasing the number of reads allows for detection of additional medium and low effect beneficial mutations. In the next set of simulations we determined the mean squared error (MSE) of imputed selection coefficients. To obtain the MSE for a specific selection coefficient s, in each replicate of the simulation procedure we fixed the selection coefficient of one mutation at s, while all the other selection coefficients were generated from a probability distribution, either uniform or exponential. The MSE was then calculated based on imputed values obtained in 10,000 replicates of the procedure. In Figure 4 we present the results for mutations observed as non-singletons in at least 10% replicates of the procedure. In order to simplify interpretation of the results we present coefficient of variation (CV), which is defined as the square root of MSE divided by the actual value of selection coefficient. Here CV represents the mean error of imputation expressed as a percentage of the true value of selection coefficient. The results presented in Figure 4 confirm that performance of the proposed method is good, particularly when the effects of mutations are large. However, since the proposed method assumes that the observed frequency is equal to the observed frequency, imputation for low effect mutations with expected frequency < 2 is biased. These mutations are observed only in the cases when the actual frequency is greater than the expected and therefore their imputed selection coefficients are always inflated. This leads to the increase of MSE which is observed on the left side of the curves in Figure 4 and is also apparent in the departure of the observed points from the lines in Figure 3 at low values of s.
We also checked performance of the LRT applied to imputed selection coefficients. As noted earlier, the null hypothesis of the LRT is that the distribution of selection coefficients is exponential. Therefore, in order to verify type I error, we applied the LRT to data generated under the exponential distribution of selection coefficients. The actual type I error rate was determined by calculating the proportion of data sets for which the null hypothesis was rejected. The results of the simulation procedure ( Figure 5 , left panel) indicate that type I error of the LRT is moderately inflated, but it decreases as the number of reads increases. To evaluate the power of the LRT we used a similar procedure, but in this case data were generated under the alternative hypothesis. The alternative hypothesis of the LRT assumes that selection coefficients are distributed according to the GPD with κ < 0 or κ > 0. We evaluated the power of the LRT only for the uniform distribution (equivalent to GPD with κ = -1), which is a relevant and plausible alternative distribution of selection coefficients Table 1 Parameters used in the procedure of simulating data for evaluation of the estimators.
Number of available first-step beneficial mutations r = 50,100 Number of available second-step beneficial mutations = ( Rokyta et al., 2008; Miller et al., 2011) . According to the results presented in the right panel of Figure 5 , the power of the LRT is high if selection coefficients are uniformly distributed. Next, we checked performance of the estimators of r. The results of simulation suggest that accuracy is low in the exponential case. With CV often > 50%, we do not recommend applying estimators of r when selection coefficients are exponentially distributed. However, the proposed estimators perform well when selection coefficients are sampled from a uniform distribution (Figure 6 ). Among the two estimators we considered here, the MLE based on the joint likelihood function of r and δ was more accurate. However, the computation procedure for this estimator is much more complex than for the simplified estimator. We observed that when frequencies of sampled mutations were large, computational problems often prohibited estimation. This did not occur when the other estimator was applied. Therefore, we recommend use of the MLE based on joint likelihood function, but if the computation procedure cannot be completed, the simplified MLE can be used instead.
Finally, we evaluated estimators of δ. The results of simulations indicate that in both exponential and uniform cases performance of the estimators does not change significantly as the number of reads increases from 100 to 500. When selection coefficients were generated from an exponential distribution, CV of the (or 1000) replicates. Accuracy of imputation improves as the effects of mutations become larger. Increasing the number of reads from k = 100 to k = 500 allows for observing and imputing additional low or medium effect mutations, but it does not improve accuracy of imputation of big effect mutations since these are already accurately estimated when k = 100. simplified estimator based on imputed selection coefficients [given by equation (2)] varied between 23% and 28%. Application of the estimator based on the joint likelihood function of r and δ was limited due to the computational problems described above. In the uniform case performance of the estimators of δ was better than in the exponential case. CV of the simplified estimator was between 6% and 6.7% for r = 50 and between 4.5% and 5.4% for r = 100. When δ was estimated jointly with r, CV was in the range of 3% to 4% for both values of r.
Conclusion
We have presented a novel approach to experimental evolution of microorganisms and inference about firststep beneficial mutations. We have briefly described the experimental protocol that involves application of the next generation sequencing technology. This protocol allows detection of multiple beneficial mutations and their frequencies in a single replicate of an experiment. We developed a theoretical model of population dynamics for this type of experiment. Based on this model we derived methods of statistical inference about first-step beneficial mutations. We proposed a method of imputing selection coefficients based on frequency data. Most importantly, our new method does not require conducting additional fitness assays in order to determine selection coefficients. The imputed selection coefficients may be used for testing the distribution of selection coefficients and for estimation of the mean selection coefficient. If the underlying distribution of selection coefficient is uniform, the number of available first-step beneficial mutations may be estimated as well.
We evaluated the proposed methods of inference using simulated data. The results indicate that, in most cases, these methods perform well. Therefore, despite several simplifying assumptions, the presented approach is robust. The logical next step will be to conduct an evolutionary experiment and analyze the data with the proposed method to assess how will it works and what modifications are needed. An experiment in which population level sequencing was applied to an evolving population of yeast has already been conducted by Lang et al. (2013) . However, their protocol was different from the protocol described here because Nμ was much < 1. As a result, population dynamics observed in their experiment was highly affected by drift and more random compared to dynamics expected to be observed in an experiment proposed here. Therefore, our statistical methods cannot be applied to data obtained in that experiment. In addition, since selection was fairly weak, application of our methods most likely would not be possible even if Nμ was > 1. 
B Solution to the difference equation for the mean proportion of a mutation
Here we provide a solution to the following difference equation Result: The expected number of neutral mutations observed more than once is given by the following formula 1 ( ) ( 1 (1 (0)) ( (0))(1 (0)) ). Proof: We assume that a neutral mutation accumulates in a population at the rate μ. Therefore, under the deterministic model, after t generations proportion of that mutation in a population is equal to tμ+π(0), where π(0) is the proportion of that mutation in the initial inoculum. Since a site where a particular neutral mutation can occur is sampled nk times and the probability of sampling this mutation in one trial equals tμ+π(0), the number of times it is observed in n replicates is a binomially distributed random variable, which we denote by W~( , (0)). W Bin nk t µ π + Then, the probability of sampling that mutation more than once (denoted by γ) is given by 1 ( >1) 1 [ ( 0) ( 1)] 1 (1 (0)) ( (0))(1 (0)) . 
