Abstract. We get a large sieve inequality of Elliott-Montgomery-Vaughan type for automorphic forms on GL3 in short intervals. As an application, we give a statistical result of sign changes for Hecke eigenvalues Aj (p, p).
Introduction
A powerful tool in the study of analytic number theory is the large sieve inequalities. The first idea was devised by Linnik to study a question of Vinogradov on the size of the smallest quadratic non-residue modulo a prime. Later, various large sieve inequalities were developed with important applications.
In 2008, Lau and Wu [9] found that the large sieve inequalities developed by Elliott [3] , [4] or Montgomery-Vaughan [17] yield better results on quadratic nonresidues than Linnik's original one does. So, Lau-Wu referred them as the large sieve inequalities of Elliott-Montgomery-Vaughan type. Afterwards, Lau-Wu [10] got a large sieve inequality of Elliott-Montgomery-Vaughan type for primitive holomorphic cusp forms on GL 2 . This large sieve inequality has been applied to get many statistical results on Fourier coefficients of primitive cusp forms (see [7] , [10] , [13] ). In 2014, Wang [20] generalized this kind of large sieve inequality to primitive Maass forms on GL 2 . Motivated by the above works, we generalize LauWu's work to Maass forms on GL 3 . We will do this in short intervals, and give an application in the sign change problem.
Before stating our results, we fix our notation. Let (ν 1 , ν 2 , ν 3 ) ∈ C 3 with ν 1 + ν 2 + ν 3 = 0. It will be convenient to use coordinates μ = (μ 1 , μ 2 , μ 3 ) ∈ C 3 , μ 1 + μ 2 + μ 3 = 0 given by For the number of φ j of height λ j ≤ T , one has the Weyl law (Miller, [16] ):
We normalize every φ j so that the Fourier coefficients satisfy A j (n, m) = A j (m, n), A j (1, 1) = 1.
Let ν 0 = (ν 0,1 , ν 0,2 , ν 0,3 ) ∈ iR 3 with ν 0,1 + ν 0,2 + ν 0,3 = 0. Suppose its corresponding coordinates μ 0 = (μ 0,1 , μ 0,2 , μ 0,3 ) defined by (1.1) are not in the Weyl chamber walls {μ ∈ Λ c |w(μ) = μ for some w ∈ W and w = 1}, where W = {I, w 2 , w 3 , w 4 , w 5 , w 6 } is the Weyl group with the identity element I and
, and W acts on Λ c by permutation of coordinates.
Let T > 1 be a large parameter (which is different from that in (1.3)). We utilize the test function used in [1] and [2] . For ν ∈ Λ c , we put
for some large, fixed constant A to compensate poles of the spectral measure in a large tube. Now we choose
where T 1/2+η ≤ M ≤ T 1−η , and η is an arbitrary small positive number. It is easy to see that the function h(ν) localizes at a ball of radius M about w(ν 0 ) for each w ∈ W. Any sum over φ j weighted by h(ν φj ) is actually summed over the "short" interval
where ||ν|| := ν 2 1 + ν 2 2 + ν 2 3 . Our main result is as follows. 
Here, the implied constant depends on ν 0 , η and ε.
To prove Theorem 1.1, we follow the strategy of Lau-Wu [10] , but more effort is required to deal with the Hecke relations since they are much more complicated than those in the case of GL 2 (see (3.1)-(3.6)). Furthermore, the unweighted Kuznetsov trace formula on GL 3 in [2] is needed. Other results of large sieve inequalities can be found in [1] , [21] , etc.
Sign change problem for automorphic forms
As an application of our large sieve inequality, we study the sign change problem for automorphic forms on GL 3 . The sign change problem of Fourier coefficients has been a subject of intensive studies on automorphic forms. This problem can be viewed as some kind of Linnik's problem in nature. There are various results in the GL 2 case (see [6] , [7] , [14] , [15] , etc). When it comes to GL n , the automorphic form is usually supposed to be self-dual, so that it has real Fourier coefficients (see [8] , [11] , [12] , [18] , for example).
In [19] , for the case of GL 3 , Steiger considered the sign of the real part of A j (p, 1), and proved that there is a positive density of Hecke-Maass forms φ j such that the real part of A j (p, 1) is positive for all p in some finite set S with his vertical Sato-Tate law for Hecke-Maass forms on GL 3 . Here, we focus on the following statistical sign change problem which was stated in [7] :
Given arbitrary signs ε p ∈ {±1} for all primes, what is the number of φ j (in a suitable family) for which
has sign ε p for all p in some certain region? Similarly to [7] , we get the following sign change results. 
is bounded by
Here, the constants c, C and the implied constant in (2.2) depend on ν 0 , e 1 , e 2 , η and P.
It is easy to see that
Then, applying (3.13) with M * = M (log T ) −100 in place of M , we get by (2.3) (a), (c) and (1.3),
Hence, Theorem 2.1 implies that φj ∈H(T,M) and satisfies (2.1)
for sufficiently large T . 
, respectively, with
elements, where the implied constants in (2.7) are absolute, and the implied constant in (2.8) and c depend on ν 0 and η.
Throughout the paper, ε is an arbitrarily small positive number which may not be the same at each occurrence.
Preliminaries
In this section we review essential facts and tools, required for later development. We have the following Hecke relations (by [5] and the Möbius inversion formula):
and
In order to interpret powers of coefficients into sums of Hecke eigenvalues, we introduce here some heavy notations. By using the above Hecke relations, we get the following (3.7).
For any positive integers k 1 , k 2 , and prime p, define
Consequently, by the Hecke relations, we infer that
where
For positive integers n 1 , n 2 , we also define
The adjoint L-function of φ j is given by
whereφ j is the dual form of φ j , and
It is a Dirichlet series with Euler product of degree 8. In [2] , Buttcane-Zhou got the following formula:
We also need the following two lemmas (Lemma 3.2 and Theorem 3.3 in [2] ). 
An easy computation gives
Re ν=0
with the implied constant depending only on ν 0 . The next lemma is a slight variant of Theorem 3.1 in [2] , and the proof is almost identical. Here, for completeness, we give the whole proof. 
Here, the implied constant in (3.12) depends on ν 0 and η.
, where p i are prime numbers, and s i and t i are non-negative integers. In view of Lemmas 3.1 and 3.2, we have
It is straightforward to show that
which implies
Next, by using Cauchy's inequality, together with (3.10), and noting that the sum weighted by h(ν j ) is essentially supported on the Maass forms satisfying
we obtain
By taking X = T 7/3 M 4/3 , and collecting the above estimates, we get (3.12). 2
In the present paper, we only need an upper bound for the left-hand side of (3.12). Actually, in Theorem 3.1 of [2], Buttcane-Zhou got an asymptotic formula for the case m 1 = p 1 and m 2 = p 2 , where p is a prime number, and 1 and 2 are non-negative integers. For 1 = 2 = 0, their result implies the "weighted" Weyl law in short interval:
where the constant c 0 depends on ν 0 only. Then, we have
with the implied constant depending only on η.
Proof. By (3.7) and Lemma 3.3, one can see that
It follows that 
Then the following two inequalities
1 + 20 log P P Note that we have the simple equality:
Proof of Theorem 1.1
This section is devoted to proving Theorem 1.1 in two steps. For the general case, the expansion of the 2k-th power inside (1.6) will be very complicated because of the Hecke relations. Therefore, in order to explain our proof more clearly, in the first step, we only consider the simplest case: e 1 = 1, e 2 = 0. Then in the second step, we will give a sketch proof for the general case since the argument is similar.
Step 1: e 1 = 1, e 2 = 0. Thanks to (3.7), we rewrite the summation by developing the 2k-th power as follows:
Here, a k (n) is defined by (3.16) and
According to Lemma 3.3, we can bound (4.1) by n1,n2
(dp,rp) p|n 1 n 2 ∈E(n1,n2) δ f1((dp,rp) p|n 1 n 2 )/f2((dp,rp
Suppose there exists a prime number p, such that p||n 1 n 2 . Without loss of generality, we assume p||n 1 and p n 2 . Then, it is obvious to see that p||f 1 ((d p , r p ) p|n1n2 ) and p f 2 ((d p ,r p ) p|n1n2 ), which imply that δ f1((dp,rp) p|n 1 n 2 )/f2((dp,rp) p|n 1 n 2 )∈(Q × ) 3 = 0. So only squarefull numbers n 1 n 2 contribute to the first term of (4.2). Thus, by using (3.19) and (3.17), the contribution from the first term of (4.2) is n1,n2 n1n2 squarefull
Observing that
the contribution from the second term of (4.2) is
We can deduce Theorem 1.1 for the case e 1 = 1, e 2 = 0 from (4.1)-(4.4).
Step 2: General cases. Let e 1 , e 2 ≥ 1. We have
Although, technically, we can write it down like the second line of (4.1), it is rather complicated. Actually, we do not need to care about what the explicit form is.
Suppose n 1 n 2 = m 1 m 2 n 1 n 2 , where m 1 m 2 is squarefree, n 1 n 2 is squarefull, and (m 1 m 2 , n 1 n 2 ) = 1, m 1 ||n 1 , m 2 ||n 2 . Precisely, denote by m 1 = m 1 (n 1 , n 2 ) and m 2 = m 2 (n 1 , n 2 ). With the help of (3.5), it follows that
In order to expand the right-hand side of the (4.6) in a specific way, and see how may terms are generated, by (3.4), we write
With the help of (3.2) and (
is a sum of at most (e + 1)(e + 2)/2 terms of the form ±A j (a , b ). Then roughly (4.7) has at most 0≤d≤min{e1,e2,1}
in the above way, we shall get at most (8(e 1 + e 2 ) 4 ) k1+k2 terms. Then by the above argument and (3.5), the product in (4.5) will have at most (4.9) (8(e 1 + e 2 ) 4 )
terms.
Without loss of generality, we assume one typical term in the expansion of the product in (4.5) is of the form
where n 1 and n 2 are positive integers, and (m 1 m 2 , n 1 n 2 ) = 1. It is clear that
With the help of Lemma 3.3, we infer that
Inserting the above estimate into (4.5), and using (4.9), one has
Write n = n 1 n 2 = mr, where m is squarefree, r is squarefull, and (m, r) = 1.
Denote by m = m(n). It is obvious that m = m 1 m 2 . Together with the fact (3.19),
Then, it follows from (3.18) that
Hence the statement in Theorem 1.1 is proved.
Proof of Theorem 2.1
We only prove (2.2) for e 1 = e 2 , since the case e 1 = e 2 is similar and actually easier. Let C log T ≤ P ≤ (log T ) 10 and Q = 2P , where C is a constant which will be chosen later. Define
Lemma 5.1. Let E * (P ; P) be defined as above. Let
holds for all k ≥ 1.
Proof. With the assumption
one has the rough bounds
We claim that
under the assumption (5.3). Indeed, suppose (5.4) holds for e 1 + e 2 ≤ e. With the help of (3.2) and (3.3), it follows that
which imply our claim for all e 1 and e 2 . Using the classical inequality |x| 2k ≤|x+iy| 2k for any real number x, y, one obtains
0, otherwise, in Theorem 1.1, we can conclude our result. 2
We need to evaluate
by Hecke relations (3.2)-(3.4), we get (assuming e 1 > e 2 without loss of generality)
, p e2+d1−d2+r0−r2 ).
Lemma 5.2. A j (1, 1) appears in the above expression when and only when
Proof. In order to know how many times A j (1, 1) appears in the above expression, suppose
which means
In view of the first equality of (5.6), together with 0 ≤ r 1 
and r 0 + r 1 + r 2 = e 1 − d, it is easy to see that
So the second equality of (5.6) becomes
which implies that 
Denote by
According to the above argument,
Trivially, we have a rough bound (similar to (4.8)) for the size of S 1 :
The latter two terms in (5.5) are essentially same, since they are conjugate. So we only deal with A j (p e2 , p e1 ) 2 . It follows from the Hecke relations that
We claim that there is no A j (1, 1) appearing in the above expression. Otherwise, we can get
which implies that
With the help of the above argument, we get 
Similarly, denote by
And we have the bound for the size of S 2 : 
