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Abstract
A ray pattern is a complex matrix each of whose entries is either 0 or a ray eiθ , where
θ is a real number. For a ray pattern A = [ast ], we define the ray pattern |A| = [a′st ] of A,
where a′st = 1 if ast /= 0 and a′st = 0 if ast = 0. In this paper, we first show that an irreduc-
ible powerful ray pattern A is ray diagonally similar to ω|A| for some ray ω. By using this
representation, we obtain several results on irreducible powerful ray patterns and irreducible
periodic ray patterns. Then we show that the number of such rays ω is k(A), where k(A) is
the index of imprimitivity of A. As an application to complex matrices, we generalize the
Perron–Frobenius Theorem to a subclass of complex matrices.
© 2005 Elsevier Inc. All rights reserved.
AMS classification: 15A21; 15A48; 15A57
Keywords: Sign pattern; Ray pattern; Periodic ray pattern; Powerful ray pattern; Perron–Frobenius
Theorem
 Supported by the Korea Research Foundation KRF-2002-015-CP0007.
∗ Corresponding author.
7777 E-mail addresses: hancho@snu.ac.kr (H.H. Cho), hetfield@snu.ac.kr (J.S. Jeon),
indices2@snu.ac.kr (H.K. Kim).
1 Supported in part by Com2MaC-KOSEF.
0024-3795/$ - see front matter  2005 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2005.02.019
284 H.H. Cho et al. / Linear Algebra and its Applications 404 (2005) 283–296
1. Notations and preliminaries
To explore the qualitative or combinatorial properties of nonnegative matrices,
many authors make use of Boolean matrices, and as a natural generalization of Bool-
ean matrices many authors have studied sign patterns. For any real matrix A = [aij ],
we can define the matrix A′ = [a′ij ] such that
a′ij =


− if aij < 0,
0 if aij = 0,
+ if aij > 0.
Then A′ shows the pattern of zeros and signs of nonzero entries of A, and A′ can be
considered as an abstraction of a real matrix A. With this spirit in mind, we define
a sign pattern to be a matrix each of whose entries is −, 0 or +. Powers of square
sign patterns have been studied to some extent (see [4,8,12]). By replacing −, 0 and
+ with −1, 0 and 1, respectively, sign patterns can be considered as a generalization
of Boolean matrices.
It is natural to generalize sign patterns to complex patterns and the authors of the
recent papers [3,5,6,9–11] studied this topic. We define a ray pattern to be a matrix
each of whose entries is either 0 or a ray in the complex plane of the form reiθ ,
where θ is a real number and r runs through all positive real numbers. For brevity,
we denote a ray reiθ by eiθ . For two rays eiθ1 and eiθ2 , if θ1 − θ2 is an integer multiple
of 2π , then eiθ1 = eiθ2 ; otherwise, eiθ1 /= eiθ2 . By simplifying ei0 = 1 and eiπ = −1,
we can consider the set of Boolean matrices and the set of sign patterns as subclasses
of the set of ray patterns. Table 1 shows the addition and the multiplication of 0 and
rays.
In Table 1, we denote by # any sum of rays where at least two of the rays are
distinct, and we call # the ambiguous entry. The product of the m × p ray pattern
A = [ast ] and the p × n ray pattern B = [bst ] is defined as usual; the (s, t) entry of
AB is
∑p
k=1 askbkt . Note that the product of two ray patterns does not always yield
a ray pattern, since some entries of the product can be #.
We say that an n × n ray pattern A is powerful if for each positive integer k,
the matrix Ak has no #. For a powerful ray pattern A, consider the sequence A =
A1, A2, A3, . . . If this sequence has repetitions, we say the ray pattern A is periodic.
Let Al be the first one that is repeated. Write Al = Al+p with the minimal p > 0.
Then l is called the base of A, and p the period of A. Denote the base of A by l(A),
and the period of A by p(A). Note that if a powerful ray pattern A is periodic, then
Ak is also periodic for each positive integer k.
The authors would like to point out that the definition of the periodicities of ray
patterns in this paper is not general. Consider the following ray pattern
A =


0 1 i 0
0 0 0 1
0 0 0 1
0 0 0 0

 .
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Table 1
Addition and multiplication of 0 and rays
+ eiθ1 0 #
eiθ2 eiθ1 if eiθ1 = eiθ2 eiθ2 #
# if eiθ1 /= eiθ2
0 eiθ1 0 #
# # # #
. eiθ1 0 #
eiθ2 ei(θ1+θ2) 0 #
0 0 0 0
# # 0 #
It is easy to check that A4 = A3 but A2 contains an ambiguous entry #. This example
shows that it is possible to define the periodicities of ray patterns which are not
powerful. But in this paper, the authors define the periodicities only for powerful
ray patterns to focus on the set of powerful ray patterns. In [4], there is a general
definition of the periodicities of sign patterns which are possibly not powerful.
For a ray pattern A = [ast ], we define the ray pattern |A| = [a′st ] of A, where
a′st = 1 if ast /= 0 and a′st = 0 if ast = 0. Note that the entry 1 of the ray pattern |A|
is regarded as a ray, that is, 1 = ei0. A square ray pattern D is called a diagonal ray
pattern, if each diagonal entry of |D| is 1 and all other entries are 0. For ray patterns
A = [ast ] and B = [bst ], we say that B is ray diagonally similar to A if there exists
a diagonal ray pattern D satisfying A = DBD∗, and that B is a subpattern of A if
bst = δst ast where δst is 1 or 0 for all s, t .
Note that each powerful sign pattern is periodic (see [4]). But for the ray pattern
A = ei
[
1 1
1 1
]
,
A is powerful but not periodic. In the case of ray patterns, powerfulness does not
guarantee periodicity. A ray ω is periodic if there exists a positive integer p satisfying
the equation ωp = 1. And if ω is periodic, the smallest positive integer p satisfying
ωp = 1 is called the period of ω, and is denoted by p(ω). In the previous example,
we can see that A is not periodic since the ray ei is not periodic.
Let A = [ast ] be an n × n matrix. By a walk W of length l in A, we mean a se-
quence of nonzero entries of A in the form as0s1 , as1s2 , . . . , asl−1sl . A walk W is called
a path if the indices s0, s1, s2, . . . , sl are distinct, except possibly s0 = sl . A cycle of
length l in A is a sequence of nonzero entries in the form asls1 , as1s2 , . . . , asl−1sl
where the indices s1, s2, . . . , sl are distinct. For a walk of W in A, we define the
product of W , denoted by ℘(W), to be the product of the entries in W .
For an irreducible matrix A, the index of imprimitivity of A is the greatest common
divisor of the lengths of the cycles in A, and is denoted by k(A). If A is a zero matrix
of order 1, k(A) is undefined. For an irreducible matrix A, A is primitive if k(A) = 1
and A is imprimitive if k(A) > 1. It is well-known that for an irreducible matrix
A with k(A) = k, k is the greatest positive integer such that A is permutationally
similar to matrix in block cyclic form
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A =


0 A1,2
0 A2,3
.
.
.
.
.
.
0 Ak−1,k
Ak,1 0

 , (1)
where the zero diagonal blocks are square, and the nonzero blocks have no zero rows
or zero columns (see Chapter 3 in [2]). When k = 1, A is in its own block cyclic
form, and it will be understood that the block cyclic form (1) is A1,1. For simplicity
of notation, we may assume that A is already in block cyclic form (1).
The following basic proposition will be useful when we study powerful ray pat-
terns.
Proposition 1 (see Lemma 1.2 in [5]). The set of powerful ray patterns is closed
under the following operations:
(i) multiplication by any ray;
(ii) transposition;
(iii) conjugate transposition (denoted by *);
(iv) diagonal similarity;
(v) permutational similarity;
(vi) direct sum;
(vii) taking subpatterns.
2. Characterization of irreducible periodic ray patterns
In this section, we study irreducible ray patterns that are either powerful or peri-
odic. By the definition, periodic ray patterns must be powerful. In the following, we
denote by J a ray pattern each of whose entries is 1. We first consider irreducible
powerful ray patterns.
Proposition 2 (see Theorem 2.1 in [5]). Let A be an n × n ray pattern with no zero
entries. Then A is powerful iff A is ray diagonally similar to eiθJ for some θ ∈ R.
Proposition 3 (see Theorem 3.5 in [5]). Every irreducible powerful ray pattern is a
subpattern of a powerful ray pattern with no zero entries.
From the above two propositions, we can obtain the following theorem which is
rather simple but plays a major role throughout this paper.
Theorem 4. Suppose that a ray pattern A is irreducible. Then A is powerful iff A is
ray diagonally similar to ω|A| for some ray ω.
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Proof. ‘If’ part is trivial since a ray pattern ω|A| is powerful. Suppose an irreducible
ray pattern A is powerful. Then, by Proposition 3, there exists a powerful ray pattern
Â with no zero entries such that A is a subpattern of Â. Moreover, by Proposition 2,
there exists a diagonal ray pattern D such that DÂD∗ = ωJ for some ray ω. Since
DAD∗ is a subpattern of DÂD∗, each nonzero entry of DAD∗ is ω. By noting that
|DAD∗| = |A|, we have DAD∗ = ω|A| and this completes the proof. 
From Theorem 4, we can obtain an immediate corollary which is presented in
[5,10].
Corollary 5 (see Theorem 3.6 in [5] and Theorem 5 in [10]). Suppose that a ray
pattern A is irreducible. Then A is powerful iff there exists a ray α such that αA is
periodic.
Proof. ‘If’ part is trivial. Suppose that an irreducible ray pattern A is powerful. By
Theorem 4, A is ray diagonally similar to ω|A| for some ray ω. Let α = ω−1. Then
αA is ray diagonally similar to |A|, which is clearly an irreducible powerful sign
pattern. Hence αA is periodic. 
For an irreducible powerful ray pattern A of order n (n  2), we define the set of
rays
(A) = {ω|A is ray diagonally similar to ω|A|}.
From Theorem 4, (A) is not empty. In Section 3, we consider the cardinality of
(A) and a geometric property of (A).
In [5], periodic ray patterns are characterized in terms of the powers. The follow-
ing theorem characterizes irreducible periodic ray patterns in terms of the products
of cycles. Note that diagonal similarities preserve the products of cycles.
Theorem 6. Suppose that an irreducible ray pattern A of order n (n  2) is pow-
erful. Then A is periodic iff the product of each cycle in A is periodic.
Proof. Since A is powerful, there exists a diagonal ray pattern D satisfying DAD∗ =
ω|A| for some ray ω.
Suppose A is periodic. Then ω is also periodic. Let γ be a cycle in A of length
l. Since the products of cycles are invariant under diagonal similarities, the product
℘(γ ) of γ is ωl . And ωl is periodic because ω is periodic. We have just shown that
the product of each cycle in A is periodic.
Next suppose that the product of each cycle in A is periodic. Let m1 be the least
common multiple of lengths of cycles in A and m2 be the least common multiple
of periodicities of products of cycles in A. Let m = m1m2. Note that DAmD∗ =
(DAD∗)m = ωm|A|m = |A|m since ωm = 1. Since |A| is irreducible and m is a
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multiple of m1, each diagonal entry of |A|m is 1. Hence each diagonal entry of
DAmD∗ is 1. Diagonal similarities do not change the diagonal entries, thus each
diagonal entry of Am is 1. Since A2m = AmAm and each diagonal entry of Am is 1,
Am is a subpattern of A2m. Similarly, A2m is a subpattern of A3m and so on. Since
the order of A is finite, there exists a positive integer s such that Asm = A(s+1)m =
Asm+m. Therefore we have A is periodic. This completes the proof. 
In [4], the notion of cyclically nonnegative sign patterns was introduced. We
extend this notion to ray patterns. A ray pattern A is cyclically nonnegative if the
product of each cycle in A is 1. It is easy to see that an irreducible, cyclically
nonnegative ray pattern is powerful.
Theorem 7. Suppose that a ray pattern A of order n (n  2) is irreducible. Then
A is cyclically nonnegative iff A is ray diagonally similar to ω|A| for some ray ω
satisfying ωk(A) = 1.
Proof. Let k(A) = k and L(A) = {l1, l2, . . . , lm} be the set of lengths of the cycles
in A. First assume that A is ray diagonally similar to ω|A| satisfying ωk = 1. Let
γ be a cycle in A. Since the products of cycles are invariant under the diagonal
similarities, the product ℘(γ ) of γ is ωl(γ ). Since l(γ ) is a multiple of k, ωl(γ ) = 1.
Thus A is cyclically nonnegative.
Now assume that A is cyclically nonnegative. Since A is irreducible and powerful,
A is ray diagonally similar to ω|A| for some ray ω. We show that ωk = 1 as follows.
Since k is the greatest common divisor of L(A), we can take integers α1, α2, . . . , αm
such that
∑m
s=1 αsls = k. Then we have
ωk = (ωl1)α1(ωl2)α2 · · · (ωlm)αm.
For each s, (ωls )αs = (℘ (γs))αs where γs is a cycle of length ls . So we have
ωk = (℘ (γ1))α1(℘ (γ2))α2 · · · (℘ (γm))αm.
By the assumption that A is cyclically nonnegative, we have ℘(γs) = 1 for each s.
Therefore ωk = 1 and the theorem follows. 
In the following, we obtain the base and the period of an irreducible periodic ray
pattern. By slightly modifying the proof of the well-known Lemma 1.2 in [4], we
obtain the following proposition:
Proposition 8. Suppose that a ray pattern A is periodic. Then for positive integers
m and k, Am = Am+k iff m  l(A) and p(A)|k.
The following result is a generalization of Theorem 4.3 in [4].
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Theorem 9. Suppose that an irreducible ray pattern A of order n (n  2) is peri-
odic. If A is ray diagonally similar to ω|A|, then l(A) = l(|A|) and p(A) =
lcm{p(ω), p(|A|)}. Furthermore, if k(A) = k, then p(A) = p(ωk)k.
Proof. By Theorem 4, without loss of generality, we may assume A = ω|A| since
the base and the period are invariant under ray diagonal similarities. Let p =
lcm{p(ω), p(|A|)}. Then we have
Al(A)+p(A) = Al(A),
ωl(A)+p(A)|A|l(A)+p(A) = ωl(A)|A|l(A),
ωp(A)|A|l(A)+p(A) = |A|l(A).
Note that A contains at least one nonzero entry, because A is irreducible and n  2.
And then ωp(A) must be 1 because |A|l(A)+p(A) and |A|l(A) are not zero ray patterns.
So p(ω)|p(A). From the last equality, we have |A|l(A)+p(A) = |A|l(A). Thus we have
l(A)  l(|A|) and p(|A|)|p(A) by Proposition 8. So l(A)  l(|A|) and p|p(A). Also
we have
|A|l(|A|)+p = |A|l(|A|),
ωl(|A|)+p|A|l(|A|)+p = ωl(|A|)+p|A|l(|A|),
ωl(|A|)+p|A|l(|A|)+p = ωl(|A|)|A|l(|A|),
Al(|A|)+p = Al(|A|).
It follows that l(|A|)  l(A) and p(A)|p. Therefore we have l(A) = l(|A|) and
p(A) = p = lcm{p(ω), p(|A|)}.
Note p = lcm{p(ω), k} since p(|A|) = k (see [4]). Let α = p(ωk). We have
p(ω)|αk since (ωk)α = ωαk = 1. Thus we have p|αk. On the other hand, α|p
k
because (ωk)
p
k = 1. Thus we have αk|p. So αk = p and the theorem follows. 
Let A be an irreducible powerful sign pattern of order n (n  2). Suppose that A
is ray diagonally similar to ω|A|. In the proof of Theorem 7, we see that ωk(A) can
be expressed as a product of products of cycles. Each product of cycles in A is 1 or
−1, and hence ωk(A) = ±1. Thus, by Theorem 7, if A is cyclically nonnegative, then
ωk(A) = 1; and if A has a negative cycle, then ωk(A) = −1. So, by Theorem 9, the
following hold:
p(A) =
{
k if A is cyclically nonnegative,
2k if A has a negative cycle,
and
l(A) = l(|A|).
Hence Theorem 9 can be considered as a generalization of Theorem 4.3 in [4].
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Let A be an irreducible periodic ray pattern of order n (n  2) with k(A) =
k. Suppose that A is already in block cyclic form (1). Then the Boolean matrix
|A| is
|A| =


0 |A1,2|
0 |A2,3|
.
.
.
.
.
.
0 |Ak−1,k|
|Ak,1| 0


.
It is well-known that l(|A|) is the smallest positive integer l such that for all s
(1  s  k), each entry of |As,s+1||As+1,s+2| · · · |As+l−1,s+l | is 1, where the indices
are modulo k (see [4]). Each entry of |As,s+1||As+1,s+2| · · · |As+l−1,s+l | is 1 iff
each entry of As,s+1As+1,s+2 · · ·As+l−1,s+l is not zero since A is powerful. From
Theorem 9, we have l(A) = l(|A|). Hence we can see that l(A) is the smallest
positive integer l such that for all s (1  s  k), each entry of As,s+1As+1,s+2 · · ·
As+l−1,s+l is not zero, where the indices are modulo k. So we have shown the
following:
Corollary 10. Suppose that an irreducible periodic ray pattern A of order n (n  2)
is in block cyclic form (1) with k(A) = k. Then l(A) is the smallest positive integer
l such that for all s (1  s  k), each entry of As,s+1As+1,s+2 · · ·As+l−1,s+l is not
zero, where the indices are modulo k.
Now we characterize irreducible periodic ray patterns whose periods are p.
Theorem 11. Suppose that a ray pattern A of order n (n  2) is irreducible with
k(A) = k. Then the following are equivalent:
(i) A is periodic with period p;
(ii) k divides p and A is ray diagonally similar to ω|A| where p(ωk) = p/k.
Proof. Suppose that an irreducible ray pattern A is periodic with period p. Then A
is ray diagonally similar to ω|A| for some ray ω by Theorem 4 and p(A) = p(ωk)k
by Theorem 9. Therefore k divides p and A is ray diagonally similar to ω|A| where
p(ωk) = p/k.
Suppose that k divides p and A is ray diagonally similar to ω|A| where p(ωk) =
p/k. Since ω is periodic, A is periodic. Since k(|A|) = k, p = p(ω|A|) = p(ωk)k =
p by Theorem 9. Now the theorem follows. 
Corollary 10 and Theorem 11 give an alternative proof for a result presented in
[11].
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Corollary 12 (see Theorem 10 in [11]). Suppose that an irreducible ray pattern A
of order n (n  2) is in block cyclic form (1) with k(A) = k. Then the following are
equivalent:
(i) A is pattern p-potent for some positive integer p;
(ii) k divides p and A is ray diagonally similar to
ω


0 J1
0 J2
.
.
.
.
.
.
0 Jk−1
Jk 0

 ,
where p(ωk) = p/k and every Js is a ray pattern each of whose entries is 1, and is
the same size as the corresponding block As,s+1.
Proof. Let A be an irreducible ray pattern in block cyclic form (1) with k(A) = k.
If A is a pattern p-potent ray pattern, then each entry of As,s+1 is not zero for every
s (1  s  k) by Corollary 10. Thus we have
|A| =


0 J1
0 J2
.
.
.
.
.
.
0 Jk−1
Jk 0

 ,
where Js is a ray pattern each of whose entries is 1, and is the same size as the
corresponding block As,s+1. It follows that (i) implies (ii) by Theorem 11. It is easy
to check that (ii) implies (i). This completes the proof. 
3. Cardinality of (A) for an irreducible powerful ray pattern A
Let A be an irreducible powerful ray pattern of order n (n  2). Recall that the
set (A) is
(A) = {ω|A is ray diagonally similar to ω|A|}.
By Theorem 4, (A) is not empty. In this section, we study the cardinality of (A)
and a geometric property of (A).
We first consider a specific case in Lemma 13. Lemma 13 can be proved by using
Corollary 11 in [11], or more generally, by using Theorem 10 in [11]. For self-con-
tainment, we give a simple proof here.
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Lemma 13. Suppose that a ray pattern A of order k (k  2) is in cyclic form
A =


0 α1
0 α2
.
.
.
.
.
.
0 αk−1
αk 0


such that α1α2 · · ·αk = α /= 0 and all other entries are 0. Then A is ray diagonally
similar to
β


0 1
0 1
.
.
.
.
.
.
0 1
1 0


for each β satisfying βk = α.
Proof. First suppose that α = 1. Let θs = arg(αs) for each s (1  s  k). Take ds
such that arg(d1) = 0 (that is, d1 = 1) and arg(ds) =∑s−1j=1 θj for 2  s  k, and let
D = diag{d1, d2, . . . , dk}. Then, for 2  s  k − 1, the argument arg(dsαsd∗s+1) of
(s, s + 1) entry of DAD∗ is reduced to
s−1∑
j=1
θj + θs −
s∑
j=1
θj = 0
(mod 2π). Also we have arg(d1α1d∗2 ) = 0 (mod 2π), and arg(dkαkd∗1 ) = 0 (mod 2π)
since
k∑
j=1
θj = arg(α) = 0
(mod 2π). So each nonzero entry of DAD∗ is 1. Therefore, if α = 1, A is ray diag-
onally similar to |A|.
In general case, suppose α /= 0. For each β satisfying βk = α, β¯A is ray diago-
nally similar to |A|. Thus, A is ray diagonally similar to β|A| for each β satisfying
βk = α and this completes the proof. 
For a matrix A in the form

A1
A2
.
.
.
An

 ,
H.H. Cho et al. / Linear Algebra and its Applications 404 (2005) 283–296 293
where each As is a square matrix for 1  s  n and each of off-diagonal blocks is a
zero matrix, we denote it by
⊕n
s=1 As .
Lemma 14. Suppose that an irreducible ray pattern A of order n (n  2) is ray
diagonally similar to ω|A|. Then A is ray diagonally similar to α|A| for each α
satisfying αk(A) = ωk(A).
Proof. Let k(A) = k. If k = 1, the result is trivial. Assume that k  2. Without loss
of generality, we may assume that A is in block cyclic form
A = ω


0 |A1,2|
0 |A2,3|
.
.
.
.
.
.
0 |Ak−1,k|
|Ak,1| 0


and that its (s, s) diagonal block is of order ns . By Lemma 13, for each α satisfying
αk = ωk , there exists a diagonal ray pattern D = diag{d1, d2, . . . , dk} such that
D


0 ω
0 ω
.
.
.
.
.
.
0 ω
ω 0

D
∗ = α


0 1
0 1
.
.
.
.
.
.
0 1
1 0

 .
Let E =⊕ks=1 dsIs , where Is is a ray pattern of order ns such that each of whose
diagonal entries is 1 and each of whose off-diagonal entries is 0. Then the (s, s + 1)
block of EAE∗ is
dsIs(ω|As,s+1|)d¯s+1Is+1 = α|As,s+1|.
It follows that A is ray diagonally similar to α|A| for each α satisfying αk = ωk and
this completes the proof. 
Lemma 15. Suppose that an irreducible ray pattern A of order n (n  2) is power-
ful. If A is ray diagonally similar to both ω|A| and ω′|A|, then ωk(A) = (ω′)k(A).
Proof. Let k(A) = k and L(A) = {l1, l2, . . . , lm} be the set of lengths of the cycles
in A. Assume that ω,ω′ ∈ (A). For each s (1  s  m), we can choose a cycle
γs of length ls . Note that for each s, ωls = ℘(γs) = (ω′)ls because the products of
cycles in A are invariant under diagonal similarities. Since k is the greatest common
divisor of L(A), there exist integers α1, α2, . . . , αm such that
∑m
s=1 αsls = k. We
have
ωk = (ωl1)α1(ωl2)α2 · · · (ωlm)αm = {(ω′)l1}α1{(ω′)l2}α2 · · · {(ω′)lm}αm = (ω′)k.
This completes the proof. 
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Suppose that an irreducible ray pattern A of order n (n  2) is powerful. Then
we may assume that A is ray diagonally similar to ω|A|. From Lemma 14, the set
{x|xk(A) = ωk(A)} is a subset of (A). And from Lemma 15, (A) is a subset of
the set {x|xk(A) = ωk(A)}. Hence from Lemma 14 and Lemma 15, we can obtain the
following theorem.
Theorem 16. Suppose that an irreducible ray pattern A of order n (n  2) is pow-
erful with k = k(A). Then |(A)| = k(A), and (A) = e 2π ik (A), that is, (A) is
invariant under the rotation by 2π
k
.
4. A generalization of the Perron–Frobenius Theorem
Now we consider complex matrices. Let A = [ast ] be a complex matrix. Each
nonzero entry ast of A can be decomposed into amp(ast ) · ei·arg(ast ), where amp(ast )
and arg(ast ) are the amplitude and the argument of ast , respectively. We define the
complex matrix arg(A) = [a′st ] to be
a′st =
{
ei·arg(ast ) if ast /= 0,
0 if ast = 0.
Then by letting amp(A) = [amp(ast )], A can be decomposed into amp(A) ◦ arg(A),
where ◦ denotes the Hadamard product. Note that amp(A) is a nonnegative matrix
and arg(A) can be regarded as a ray pattern. We denote the spectrum of A by σ(A).
Theorem 17. Suppose that a complex matrix A of order n (n  2) is irreducible. If
arg(A) is cyclically nonnegative (that is, each product of cycles in arg(A) is 1), then
σ(A) = σ(amp(A)).
Proof. Suppose that arg(A) is cyclically nonnegative. Then by Theorem 7, there
exists a unitary diagonal matrix D (in ray pattern sense, D can be considered as
a diagonal ray pattern) and a complex number ω with amplitude 1 (that is, a ray
ω) such that D(arg(A))D∗ = ω · amp(arg(A)) and ωk(A) = 1. But from Theorem
16, we can take ω = 1. Therefore, DAD∗ = D(amp(A) ◦ arg(A))D∗ = amp(A) ◦
{D(arg(A))D∗} = amp(A) ◦ amp(arg(A)) = amp(A). Thus we have DAD∗ =
amp(A). Since the spectrum is invariant under the similarities, we have σ(A) =
σ(amp(A)) and this completes the proof. 
The Perron–Frobenius Theorem is a well-known theorem about the spectrum of
a nonnegative irreducible matrix (see Chapter 2 in [1]). Theorem 17 shows that an
irreducible complex matrix A satisfies the Perron–Frobenius Theorem if arg(A) is
cyclically nonnegative. Based on this observation, we may regard Theorem 17 as a
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generalization of the Perron–Frobenius Theorem. For another generalization of the
Perron–Frobenius Theorem, refer to [13].
5. Closing remarks
In this paper, we showed that if a powerful ray pattern A is irreducible, then
A is ray diagonally similar to ω|A| for some ray ω. Consider the following set S
consisting of ray patterns:
S = {A|A is ray diagonally similar to ω|A| for some ray ω}.
Note that each ray pattern in S is powerful and every irreducible powerful ray pattern
is an element of S. Clearly, some of the elements of S are reducible ray patterns.
Consider the following reducible ray pattern
A =


1 0 0 0 −1
1 1 1 0 0
0 0 1 0 0
0 0 1 1 1
0 0 0 0 1

 .
It is easy to check that A2 and A3 are well-defined and A2 = A3. Thus A is powerful.
If A is in S, A must be ray diagonally similar to |A| since each diagonal entry of
A is 1. Suppose DAD∗ = |A| where D = diag{d1, d2, . . . , d5}. We have −d1d¯5 =
d2d¯1 = d2d¯3 = d4d¯3 = d4d¯5 = 1. Then d1 = d2 = d3 = d4 = d5, which is a contra-
diction to the fact that −d1d¯5 = 1. This example shows that the set of powerful ray
patterns and S are not equal.
Suppose that A = [ast ] is in S. Then there exist a ray ω and a diagonal ray pattern
D = diag{d1, d2, . . . , dn} satisfying DAD∗ = ω|A|. Let Â = [aˆst ] such that
aˆst =
{
ast if ast /= 0,
d¯sωdt if ast = 0.
Clearly, Â is irreducible and A is a subpattern of Â. And dsaˆst d¯t = ω for each s, t .
So DÂD∗ is diagonally similar to ωJ . Hence A is a subpattern of an irreducible
powerful ray pattern Â. Thus we have shown the following:
Proposition 18. A ray pattern A is in S iff there exists an irreducible powerful ray
pattern B such that A is a subpattern of B.
Note that the “if part” of Proposition 18 is trivial. Characterizing the elements of S
will lead to the generalization of the results of this paper. For examples, Theorem 6,
the first part of Theorem 9, and Theorem 17 can be generalized to the set S because
these results are heavily dependent on the fact that a ray pattern A is ray diagonally
similar to ω|A| for some ray ω. Also it would be worth considering the cardinality
of (A) for a ray pattern A which is in S but is not irreducible.
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In view of Proposition 18, a ray pattern A is in S iff we can extend A to an
irreducible powerful ray pattern by replacing zero entries of A with some rays. Hence
one of the possible approaches to characterizing the set S is to find a condition under
which we can extend A to an irreducible powerful ray pattern. With this spirit in
mind, the authors have been trying to find proper conditions and, as a recent result,
found out that this extension is possible when the products of semicycles in a ray
pattern satisfy some equations. The authors would like to point out that the product
of a semicycle is a new concept based on the definition of a semicycle given in [7].
Although Proposition 18 gives a characterization of the set S and can be used
as a clue for exploring the set S, the authors expect that there could be better char-
acterizations that can determine whether a given ray pattern is an element of S or
not.
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