This paper proposes a novel generic scheme enabling the combination of multiple inclusion representations to propagate numerical constraints. The scheme allows bringing into the constraint propagation framework the strength of inclusion techniques coming from different areas. The scheme is based on the DAG representation of the constraint system. This enables devising fine-grained combination strategies involving any factorable constraint system. The paper presents several possible combination strategies for creating practical instances of the generic scheme. The experiments reported on a particular instance using interval constraint propagation, interval arithmetic, affine arithmetic and linear programming illustrate the flexibility and efficiency of the approach.
Introduction
Many real world applications involve solving constraint satisfaction problems with continuous domains, called numerical constraint satisfaction problems (NSCPs). In practice, numerical constraints can be equalities or inequalities of arbitrary type, usually expressed in factorable form (that is, they can be recursively composed of elementary operations such as +, −, ×, ÷, log, exp, sin, cos, . . . ). In other words, such an NCSP can be expressed as
where F : R n → R m is a factorable function, x is a vector of n real variables, x and b are interval vectors of sizes n and m, respectively.
Many solution techniques have been proposed in constraint programming to solve numerical constraint systems. Some of them are based on interval constraint propagation and interval arithmetic (some among them are [21, 1, 5] and references therein), while others rely on linear relaxation and linear programming [10, 9] . There have also been mathematical techniques [7, 8] that use G interval and affine arithmetic to solve equation systems. Most of the solution techniques are interleaved with a bisection search to solve the problems exhaustively. Lately, there have been some advanced search techniques [18, 23] that improve the search performance for problems with non-isolated solutions (e.g., inequalities) while maintaining the same performance for problems with isolated solutions (e.g., equalities). In general, different techniques have different strengths that are complementary. Therefore, combining the strength of different solution techniques is the subject of many intensive research efforts (see the book [5] and references therein). Our contributions will be described in the sections 3, 4, 5 and 6. At first, in Section 3 we generalize inclusion concepts in order to present different inclusion techniques in a common framework that makes it possible to insert most of inclusion techniques into the scheme proposed in this paper. In Section 4, we propose some modifications to affine arithmetic to make it efficient for the computations proposed in this paper. In Section 5, we propose a novel generic scheme which allows devising new combination strategies for numerical constraint propagation in a flexible way. The scheme enables the propagation to be performed using different inclusion representations on a directed acyclic graph (DAG) that represents the problem. Consequently, the scheme is applicable to virtually any factorable constraint system. The goal is to provide a combination scheme that is efficient and flexible but still general enough to bring the strength of different solution techniques coming from different areas (e.g., constraint programming and mathematical programming) into the framework of constraint propagation. In order to illustrate the flexibility and efficiency of the proposed scheme, in Section 6 we devise from the scheme several new combination strategies which are based on emerging techniques, namely interval constraint propagation, interval arithmetic, affine arithmetic, and linear programming. In Section 7, our experiments show that the devised technique is superior to recent interval constraint propagation methods in performance and quality. It even outperforms some very recent techniques in mathematical programming and constraint programming which are specially designed to solve certain constraint systems. The conclusion is finally given in Section 8.
Background and Notation
The power set of a set, A, is denoted by 2 A . We denote by E (resp. E ) some lower (reps. upper) floating-point number approximation of the expression E such that E ≤ E (resp. E ≤ E ). We use the notation E = E ± e to mean that E is an approximation in F of E, and the corresponding bound on the absolute rounding error is e, that is E − e ≤ E ≤ E + e. Readers are referred to [19] for some rounding techniques in floating-point arithmetic on simple elementary operations.
Interval Arithmetic and Affine Arithmetic
(2) Interval arithmetic is an extension of real arithmetic defined on the set of real intervals, rather than the set of real numbers. Modern interval arithmetic was originated independently in late 1950s by several researchers; including M. WARMUS [25] , T. SUNAGA [20] and R. E. MOORE [14] ; with MOORE finally setting the firm foundation for the field in his many publications. We assume that readers are familiar with interval arithmetic. Otherwise, we would recommend [15, 5] for more details on interval arithmetic.
Affine arithmetic [3] is an extension of interval arithmetic which keeps track of correlations between computed and input quantities. In particular, a real-valued quantity x is represented by an affine form defined as follows
where x 0 , . . . , x n are real coefficients and ε 1 , . . . , ε n are noise variables (originally called noise symbols) taking values in [− 1, 1] . Similarly to interval arithmetic, affine arithmetic also allows using rounded floating-point arithmetic to construct rigorous enclosures for the ranges of operations and functions [19] . In affine arithmetic, affine operations such as αx + βy + γ (α, β, γ ∈ R) are obtained exactly, except the rounding errors, by the formula
However, non-affine operations can only be computed by approximations. In general, the exact result of a non-affine operation has form f * (ε 1 , . . . , ε n ), where f * is a nonlinear function. In practice, this result is then approximated by an affine function f a (ε 1 , . . . , ε n ) = z 0 + z 1 ε 1 + . . .+ z n ε n . A new term z k ε k is used to represent the difference between f * and f a , hence, the result has the affine form
where the maximum absolute error z k satisfies
An important goal is to keep the maximum absolute error as small as possible. This is a subject of Chebyshev approximation theory which is a well-developed field with a vast , 9] [0, 0] [9, 9] N6(1) N7(1) N3(2) N4(2) N5(2) N1(3) N2(3) [1, 9] 4 [1, 27] [1, 3] , 9] [0, 0] 9] 
Figure 1. The DAG representation
literature. Some comparisons on interval and affine arithmetic methods can be found in [19, 12, 11 ].
Directed Acyclic Graph
We assume that readers are already familiar with fundamental concepts from graph theory such as directed multigraph with ordered edges and directed acyclic graph/multigraph. Otherwise, readers are referred to [17] .
Theorem 1 For every directed acyclic multigraph
Following the approach for representing factorable functions in [17] , we use a directed acyclic multigraph, whose edges are totally ordered and whose vertices are ordered by an order in Theorem 1, to represent a system of factorable constraints, we therefore call it a directed acyclic graph (DAG) for short. In a DAG, every node represents a variable or an elementary operation (e.g. +, ×, ÷, log, exp, sqr, sin) used in the composition of constraints and every edge represents the computational flow associated with a coefficient. The ordering on edges is needed for non-commutative operations like the division, and not really necessary for commutative operations. For convenience, a virtual ground node, G, is added to a DAG to be the parent of all nodes representing the constraints. We use multigraphs instead of simple graphs for the representation because some n-ary operations can take the same input more than once, e.g x x .
Notation 1 In this paper, the real variable representing a node, N, of the DAG representation is denoted by ϑ N .
Example 1
The DAG representation of the following constraint system is depicted in Figure 1 : [1, 3] ; y ∈ [1, 9] In Figure 1 , {N 1 , N 2 , N 3 , N 4 , N 5 , N 6 , N 7 } is an order of nodes that satisfies the condition of Theorem 1.
Generalization of Inclusion Concepts
We now generalize the concepts related to inclusion function to give a common view of inclusion techniques.
Definition 1 (Inclusion Representation) Given a set A.
A couple I = (R, µ), where R is a set of representation objects and µ is a function from R to 2 A , is called an inclusion representation of A if there exists a surjective function ρ : 2 A → R such that ∀S ⊆ A : S ⊆ µ(ρ(S)). In this case, ρ is called the representing function of I and µ is called the evaluating function of I.
Definition 2 (Real Representation)
Let I = (R, µ) be an inclusion representation of R. We call I a real inclusion representation (of R) if each T ∈ R is a tuple consisting of real constants, and the evaluating function µ can be defined as
where f T is a real-valued function (with T as a tuple of parameters) and V T is a finite sequence of variables taking values in real domains D T . The representation (6) is called a real representation of µ.
The domains in D T can be explicitly given by constant domains such as [a, b], or implicitly given by constraints.
Example 2 It is easy to see that the interval form (2) is equivalent to a real inclusion representation of
Example 3 The affine form (3) can also be viewed as a real inclusion representation of R; where each representation object is a tuple T = (x 0 , . . . , x n , 1, . . . , n), 1 V T = (ε 1 , . . . , ε n ) are the variables of the linear function f T (ε 1 , . . . , ε n ) = x 0 + n i=1 x i ε i , and D T = [−1, 1] n . Hence, the real representation of µ can be defined as
Example 4 Linear relaxations and polyhedral enclosures can also be viewed as real inclusion representations. Indeed, if they are given by the conjunction of m half-spaces (restricted to a domain B which is usually a box)
We can define T = (a 10 , . . . , a 1n , . . . , a m0 , . . . , a mn ),
Notation 2 We will use the real representation of the evaluating function of an inclusion function to refer to the inclusion representation itself, when not being confused. For example, we will use the affine form 1.5 + 2.5ε 2 to refer to the inclusion representation of the interval [−1, 4] instead of using the tuple T = (1.5, 2.5, 2) as in Example 3.
We now generalize the notion of inclusion function in the book [5] to accept the notion of inclusion representation.
Definition 3 (Inclusion Function)
Given two sets X, Y and a function f : X → Y . Let I X = (R X , µ X ) and
In practice, real-valued functions are often extended in a natural way to evaluate the ranges of functions.
Definition 4 (Natural Extension
Various interval inclusion functions have been described in detail in the book [5] ; some among them are natural, centered, mixed-centered and Newton inclusion functions.
Definition 5 (Inclusion Converter) Let
I 1 = (R 1 , µ 1 ) and I 2 = (R 2 , µ 2 ) be two inclusion representations of the same set. A function c : R 1 → R 2 is called an inclusion converter from I 1 to I 2 if ∀S ∈ R 1 : µ 1 (S) ⊆ µ 2 (c(S)).
Theorem 2 (Composite Inclusion Function)
Proof. The proof directly follows Definition 1 and 3. 
Revised Affine Arithmetic
One of the limitations of the standard affine arithmetic is that the number of noise symbols grows gradually during the computation and the computation cost heavily depends on this number. Inspired by the ideas in [12, 7, 8] , we use a revised affine form similar to (5) but the new term z k ε k is replaced by an accumulative error [−e z , e z ] which represents the maximum absolute error z k of non-affine operations. In other words, the revised affine form of a real-valued quantityx is defined aŝ
which consists of two separated parts: the standard affine part of length n, and the interval part. Where the magnitude of the accumulative error, e x ≥ 0, is represented by the interval part. That is, for each value x of the quantityx (say
Note that during computations the lengths of revised affine forms do not exceed the number of noise symbols at the beginning, i.e. the number of variables of the input constraint system. In rigorous computing, e z will be used to accumulate the rounding errors in floating-point arithmetic, namely (12) can be interpreted as follows
Similarly to the standard affine form (see Example 3), the revised affine form (11) can also be seen as a real inclusion representation of R; where each representation object is a tuple T = (x 0 , . . . , x n , 1, . . . , n, e x ), V T = (ε 1 , . . . , ε n , ε x ) are the variables of the linear function
Another limitation of the standard affine form is that it is not capable of handling half-lines of the form (−∞, a] and [a, +∞), while this is needed in many computation methods, especially constraint propagation and search techniques. Hence, we propose to associate each quantityx with a data field x ∞ ∈ {−1, 0, +1}. The revised affine form is then interpreted as followŝ
Remark 1 In an operation, if the domain of a variable is unbounded, i.e. in the first three cases of (15) , the other variables are converted into interval forms for that operation performed in interval arithmetic, then the result is converted back to affine form. Therefore, in the rest of paper, we only need to discuss about the last case of (15) .
Notation 3
In this paper, we denote by A the set of all objects in revised affine form.
Unary Operations. We give the following constructive theorem, based on a non-constructive theorem named Theorem 2 in [19] , as a basis for finding affine approximations of elementary univariate functions in a rigorous manner.
If f is continuous and increasing on
[a, b], we have (a) ∀α ∈ [f (a), f (b)], ∃c ∈ [a, b] : f (c) = α. (b) Let g : R → R be a function such that g(α) = d α (c), then for every x ∈ [a, b] we have αx + g(α) ≤ f (x) ≤ αx + max{d α (a), d α (b)}.
If f is continuous and decreasing on
Proof. See the proof of Theorem 3 in [22] .
Readers can find f and g (Theorem 3) for elementary functions in Table 1 of [22] . In Figure 2 , we propose a procedure to find a safe Chebyshev affine approximation of a function f ∈ C 1 ([a, b] ) such that f is monotone, when given the function g satisfying the conditions in Theorem 3. See [6] for affine approximations of nondifferentiable functions. The correctness and property of the function in Figure 2 can be found in Proposition 1 of [22] .
Multiplication. Similar to the products of two G intervals in [7, 8] (time complexities are O(n 2 ) and O(n), respectively), the product of two revised affine formsx andŷ of length n is another revised affine formẑ of length n defined as
This is similar to, but tighter than, the formula for multiplication in [8] when exactly porting into revised affine form. The time complexity of (12) is O(n). In rigorous computing, we use the following computations:
Figure 2. A safe affine approximation
|xiyi| Proposition 1 The affine multiplication defined by (16) or by (17) is an inclusion function for the real multiplication.
Proof. See the proof of Proposition 2 in [22] .
Division.
In implementation, we compute the quotientẑ = x/ŷ by rewriting it asx × (1/ŷ). However, better dividing methods have also been proposed in [8, 13] .
Combining Inclusion Representations

Evaluations and Pruning Constraint Systems
The input constraint system is represented by a DAG as described in Section 2.2. The computational data stored at each node, N, of the DAG representation consist of a representation object for each real inclusion representation I = (R, µ) of R and a constraint range of node (hereafter called a node range for short) which is often an interval.
Notation 4
Let I = (R, µ) be a real inclusion representation of R. We denote by τ (N) the node range of N, and by R(N) the representation object of I that is stored at N.
Hereafter, we present a concept that allows evaluating node ranges based on child nodes, that is generalized from the forward evaluation in [1] . (i = 1, . . . , 7) as depicted in Figure 1 . At the beginning we have (see Figure 1a )
A(N1) = 2 + ε1 τ (N2) = I(N2) = [1, 9] ; 9] ; 9] The elementary operation corresponding to node N 3 is the square operation, therefore, we have
After the evaluation NEV(N 3 , I) ∩ NEV(N 3 , A), we have [1, 9] ∩ I(4.5 + 4ε1 + 0.5[−1, 1]) = [1, 9] Similarly, after performing node evaluations at the other nodes we have ∀i ∈ {1, . . . , 7} : In order to present the notion of pruning constraint system concisely, we rely on the following notion.
Definition 7 (Inclusion Constraint System, ICS) Let
(R, µ) be a real inclusion representation of R defined by (6) , N a node of the DAG representation. The inclusion constraint system induced by a object T ≡ R(N) and a constraint range D ⊆ R is defined as
where the set of variables consists of the variable ϑ N , the variables in V T , and the variables used to describe D T .
Example 6
We give the inclusion constraint system for the revised affine form (14) :
This system is conjunctive and linear.
We now present the construction of constraint systems for pruning node ranges based on representation objects.
Definition 8 (Pruning Constraint System, PCS) Let N be a node of the DAG representation, {C
the children of N, f : R k → R the elementary operation represented by N, and S a finite set of real inclusion representations. The following constraint system is called the pruning constraint system induced by the inclusion representations of S at N:
where PCSub (N, R, µ) is a pruning inclusion subsystem:
ICS(R(Ci), τ(Ci)).
Notation 5
In the rest, we will abuse the notations I and A to denote the real inclusion representations, (I, µ I ) and (A, µ A ), respectively defined on interval arithmetic and revised affine arithmetic; where the function µ I is defined by (7) and the function µ A is defined by (14) . 
Example 7 Considering Example 1, we have, for instance, the following inclusion constraint systems:
ICS(A(N4),
A Combination Scheme for Propagation
In this section, we describe a generic scheme that combines the strength of different real inclusion representations for constraint propagation. In this scheme each input constraint system, say an NCSP, is represented by a DAG as described in Section 2.2. The computational data stored at each node are the representation objects as described in Section 5.1. In principle, the scheme uses the node evaluations and pruning constraint systems, which are defined in Section 5.1, and uses relevant pruning techniques 3 to reduce the node ranges, hence, reduce the variable domains.
Let G be a DAG which represents the input constraint system. The proposed scheme, called CIRD (Combining Inclusion Representations on DAGs), uses two waiting lists. The first waiting list, denoted by L e , stores the nodes waiting for evaluation. The second waiting list, denoted by L p , stores the nodes waiting for node pruning. Note that each node can appear once at a time in one waiting list, but may appear in both waiting lists. The set of real inclusion representations for use in the scheme is denoted by E. We suppose that each real inclusion representation in E provides elementary operations which are inclusion functions for their real-valued counterparts. In Figure 3 , we present the main steps of the CIRD scheme with inline detailed descriptions.
Proposition 2
We define a function F : I n × 2 R n → I n to represent the CIRD algorithm. This function takes as input the variable domains (in the form of an interval box B) and the exact solution set, S, of the input problem. The function F returns an interval box, denoted by F (B, S) , that represents the variable domains of the output of the CIRD algorithm. The CIRD algorithm terminates at a finite number of iterations and the following properties hold:
The proof is trivial due to the finite nature of floatingpoint numbers and the fact that the node ranges are never inflated during the computations.
Specific Combination Strategies
The performance of a propagator following the CIRD scheme depends on the design of each step in the scheme. In this section, we propose some simple strategies for each step in the CIRD scheme using the two inclusion representations, I and A. Combining different strategies at all the steps makes different strategies for constraint propagation.
Step 1: Initializations
In our implementation, we use a recursive evaluation procedure given in Figure 4 for the visit at Step 1a. If this procedure exit with an infeasible status, the main algorithm invoking it terminates with an infeasible status.
Example 8
We continue to consider Example 1. After the initial node evaluation using interval arithmetic and revised affine arithmetic, we have the node ranges given in Example 5. After perform Step 1b with S = {I, A} we have L e = ∅ and L p = {(N 6 ; I, A), (N 7 ; I, A)}.
Step 2a: Get the Next Node
At first, we assign a node level to each node in the DAG representing the constraint system such that each node has a level smaller than that of their descendants. Hence, an ordering in Theorem 1 can be obtained easily by sorting in 1. Initialization Phase.
(a) Initial Node Evaluation. Select an algorithm for visiting DAGs in an order described in Theorem 1. When visiting a node N ∈ G, perform the node evaluation NEV(N, I) for each I ∈ E. Merging the assignments of multiple NEV(N, I) into a single process to avoid repeating the same computations is encouraged. Figure 5 gives a simple procedure to compute a vector V lvl of node levels if this procedure is invoked at all the nodes representing the active constraints. Figure 1 illustrates the node levels for the constraint system given in Example 1. The node levels are given in brackets next to node names. The list L p is sorted in the ascending order of node levels. It is to maintain that each node being taken into pruning processes before its descendants. Similarly, the list L e is sorted in the descending order of node levels to maintain that each node being evaluated before its ancestors.
There are two simple strategies to get the next node from the two waiting lists {L e , L p } as follows: (i) get the next node from L p whenever L p is not empty, this is called the "pruning first" strategy; and (ii) get the next node from one of the two waiting lists until it becomes empty, then switch to the other list. In our implementation, we use the "pruning first" strategy. More complicated strategies for choosing the next node can be used as alternatives.
Step 2b: Node Evaluation
For the node evaluation at each node N, we can perform NEV(N, A) and NEV(N, I) in any order, if N is not the ground node. At Step 2(b)ii, Step 2(b)iii and Step 2(c)iii, we only count on the changes of τ (N) in our current implementation. A change of τ (N) is often considered enough if the ratio of the new width to the old width is less than a number predefined r w ∈ (0, 1) and the difference between the old width and the new width is greater than a predefined number d w > 0 (see more details in [24] ).
Step 2c: Node Pruning
The subset T at this step can be chosen as {I, A}. For node pruning, we use PCS(N, {I}) and the following subsystem of PCS(N, {A}):
Note that we have in general {A}) . (18) Node ranges are pruned by using a combination of backward propagation and affine pruning techniques as follows.
Backward Propagation
If N = G, the domains of the variables of the constraint system PCS(N, {I}) can be pruned by a pruning technique which is called backward propagation in [1, 17] . In brief, let f be the elementary operation represented by a node N, we then have the relation
. . , k}, the backward propagation computes a cheap evaluation of the i-th projection of the relation
A deeper discussion can be found in [24] .
After the backward propagation, at Step 2(c)iii we only need to consider k nodes H = {C i | i = 1, . . . , k} for update and for putting into the waiting lists.
Affine Pruning
Each variable of the input constraint system is associated with one noise symbol ε i (i = 1, n) in A. The system PCS L (N, {A}) is a linear constraint system. Therefore, the domains of the variables of PCS L (N, {A}) can be pruned by using a safe linear programming technique [16] .
If the operation represented by N is linear, we can apply a safe linear programming technique to PCS(N, {A}), instead of PCS L (N, {A}) , to get tighter bounds on the variables. For efficiency, only the domains of the variables {ϑ Ci } k i=1 and/or {ε i } n i=1 are needed to be pruned. We can devise three possible pruning strategies for Step 2(c)iii. The first strategy only requires to prune the domains of {ϑ Ci } k i=1 , after that, considers the update for
The second strategy only requires to prune the domains of {ε i } n i=1 . The third strategy is to prune the domains of both {ϑ Ci } k i=1 and {ε i } n i=1 . For the last two strategies, the set H can be chosen as any subset of the set of N's descendants whose noise variables in µ A have just been pruned. In our implementation, we use the second pruning strategy with two options for H: the set of N's descendants or the set of variables associated with ε i (i = 1, . . . , n). If
Remark 2
The cost of linear programming is high, therefore, we should use the affine pruning technique only if the pruning ratio is high. We propose to use the affine pruning technique only if the accumulative error e M of each node M involving the above linear systems is small enough, that is, the range of the operation at M lies in a thin slot between two hyperplanes x M,0 + n i=1 x M,i ε i ± e M in the space of the noise variables (ε 1 , . . . , ε n ). Moreover, this type of pruning should only be used for nodes at low levels.
Experiments
Preliminary Comparisons with Linear Relaxation based
Techniques. We first compare the proposed technique with a recent mathematical solving technique, called A2, in [8] which was specially designed to solve nonlinear equation systems. The A2 algorithm converts an equation system into separable form, and then uses affine arithmetic to enclose the system by a linear relaxation system {L(x, y) = Ax + By + b, x ∈ x, y ∈ y}; where A and B are real matrices, b is a real vector, and x and y are interval vectors. This technique has to assume a posterior-condition that A is invertible in order to use the reduction rule of the form
No rigorous rounding technique is found in [8] . We take the first problem in [8] that was used for illustrating the power of the A2 algorithm in [8] for our comparison: This system is known to be hard for interval techniques and has a unique solution. To solve it on a 1.7 GHz Pentium PC at the resolution 10 −5 using a bisection search; A2 has to perform 917 iterations in 3.46 seconds to reduce the problem to 5 boxes (see [8] ); while an instance of the CIRD scheme, called CIRD[ai], 4 performs 54 iterations in only 0.118 seconds to reduce the problem to 3 boxes. Hence, CIRD[ai] is about 29.3 times faster than A2 for the system (7), while it is more rigorous and accurate than A2. Another technique to compare with is a very recent filtering technique called Quad in [10] , which was specifically designed to process quadratic constraints, and an extension of Quad in [9] . Again, we take as example two problems, called Gough-Steward and Yama196, which were used to illustrate the power of Quad in [10, 9] , respectively. Gough-Steward is a non-sparse quadratic equation system of 9 variables in Robotics, which has four solutions [10] . n/a n/a n/a 0.8 18 2 21.0 1.7 n/a Yama196 (n = 100) n/a n/a n/a 0.8 20 2 85.8 1.7 n/a Yama196 (n = 200) n/a n/a n/a 0.8 19 2 560.2 1.7 n/a Yama196 (n = 300) n/a n/a n/a 0.8 20 2 1878.1 1.7 n/a is a series of high-dimensional sparse problems of n variables and n equations of the form {(n + 1) 2 xi−1 − 2(n +
where x0 = xn+1 = 0. Similarly to [9] , we use the resolution 10 −8 for these problems. Table 1 presents a preliminary comparison between CIRD[ai] and Quad.
The results of Quad in Table 1 are copied from [10, 9] , except that the ones in the cells filled with "n/a" are not yet available due to our limited access to the code of Quad. In Table 1 , #S denotes the number of splittings and #B denotes the number of boxes in the output.
Comparisons with Interval Constraint Propagation Techniques.
We have carried out experiments on an implementation of the CIRD[ai] algorithm (newer than the one in [22] ) and two other well-known state-of-the-art interval constraint processing techniques. The first one is a variant of Box Consistency [2] in a well-known commercial product named ILOG Solver (v6.0, 11/2003), hereafter denoted by BOX. The second one is called HC4 (Revised Hull Consistency) from [1] . The experiments are carried out on 33 problems which are unbiasedly chosen and divided into five test cases for analyzing the test results:
• The test case T 1 consists of 8 easy problems with isolated solutions that are solvable by the search using the three propagators in short time.
• The test case T 2 consists of 4 average problems with isolated solutions that are solvable by the search using CIRD[ai] and BOX, and that cause the search using HC4 being out of time without reaching 10 6 splittings.
• The test case T 3 consists of 8 hard problems with isolated solutions that cause the search using HC4 being out of time without reaching 10 6 splittings; and that cause the search using BOX either being out of time or being stopped due to running more than 10 6 splittings. The search using CIRD[ai] accomplishes the solving for six of eight problems in this test case, and runs more than 10 6 splittings for the other two problems.
• The test case T 4 consists of 7 easy problems with a continuum of solutions that are solvable at the predefined resolution 10 −2 in short time. • The test case T 5 consists of 6 hard problems with a continuum of solutions that are solvable at the predefined resolution 10 −1 in short time.
The timeout value is set to 10 hours for all the test cases. The timeout values will be used as the running time for the techniques which are out of time in the next result analysis (i.e. we are in favor of slow techniques). For the first three test cases, the resolution is 10 −4 and the search to be used is the bisection search. For the last two test cases, the search to be used is a search technique, called UCA6, for inequalities (see [18, 23] ). The comparison of the interval constraint propagation techniques is based on five measures of:
• The running time: The relative ratio of the running time of each propagator to that of CIRD[ai] is called the relative time ratio.
• The number of boxes: The relative ratio of the number of boxes in the output of each propagator to that of CIRD[ai] is called the relative cluster ratio. • The number of splittings: The number of splittings in search needed to solve the problems. The relative ratio of the number of splittings used by each propagator to that of CIRD[ai] is called the relative iteration ratio.
• The volume of boxes (only for T 1 , T 2 , T 3 ): We consider the reduction per dimension d V/D; where d is the dimension, V is the total volume of the output boxes, D is the volume of the initial domains. The relative ratio of the reduction gained by each propagator to that of CIRD[ai] is called the relative reduction ratio.
• The volume of inner boxes (only for T 4 , T 5 ): The ratio of the volume of inner boxes to the volume of all output boxes is called the inner volume ratio.
The overviews of results in our experiments are given in Table 2 and Table 3 . In general, the lower the relative ratio is, the better the performance/quality is; and the higher the inner volume ratio is, the better the quality is. In the section (a) of Table 2 , the average of the relative time ratios is taken over all the problems in the test cases T 1 , T 2 , T 3 ; and the averages of the other relative ratios are taken over the problems in the test case T 1 , i.e. over the problems which are solvable by all the techniques. In the section (b) of Table 2, the averages of the relative ratios are taken over all the problems in the test cases T 4 , T 5 . Clearly, CIRD[ai] is superior than BOX and HC4 in performance and quality measures for the problems with isolated solutions in the unbiasedly chosen benchmarks. CIRD[ai] still outperforms the others for the problems with continuum of solutions in the benchmarks, while being a little better than the others in quality measures.
Conclusion
We propose a novel generic scheme, CIRD, for constraint propagation using different inclusion representations on DAG. The scheme is able to incorporate most of known inclusion techniques, including interval arithmetic, affine arithmetic, polyhedral/quadratic enclosures and their generalizations. Modifications and improvements of affine arithmetic are also proposed. As a result, we give several new combination strategies for constraint propagation based on interval arithmetic, affine arithmetic, interval constraint propagation and safe linear programming. We then show by experiments that an instance of the scheme, CIRD[ai], outperforms recent techniques by 1-4 orders of magnitude or more in speed, while still being better in quality measures. A potential direction for future is to integrate quadratic form [12] or linear relaxations [4] into the CIRD scheme.
