Due to malfunctioning and mis-calibration of cells in digital x-ray detectors as well as impurities on the scintillator screens, stripe artifacts arise in the sinogram which in turn generate ring artifacts in the reconstructed x-ray computed tomography images. In this paper, a novel technique is proposed for the detection and removal of stripe artifacts in a sinogram with a view to suppress the ring artifacts from the tomographic images. To accurately detect the stripe creating pixels using a derivative-based algorithm, at first the sinogram is windowed to create a sub-sinogram by keeping the pixel of examination at the center position in the sub-sinogram. The other pixels in the sub-sinogram are selected from a polyphase component of the sinogram. A new mathematical index is proposed here to isolate the strong and weak ring-generating stripes from the good ones. For the correction of strong ring artifacts resulting from the defective detector elements and dusty scintillator crystals, 2D variable window moving average and weighted moving average filters are proposed in this work. On the other hand, a conventionally trusted constant bias correction scheme is adopted to correct the responses of the mis-calibrated detector elements. To evaluate and compare the performance of the proposed algorithm, real micro-CT images acquired from two flat panel detectors under different operating conditions are used. Experimental results show that the proposed method can remove ring artifacts more effectively without imparting noticeable distortion in the image as compared to a recently reported technique in the literature.
Introduction
Ring artifacts are often observed in the computed tomographic (CT) images of modern scanners with solid-state detectors. The erratic responses of a defective detector element to incoming x-ray photons create sharp ring of 1 pixel width in the reconstructed image. Similar artifacts may also arise from dusty or damaged scintillator screens (Münch et al 2009) . On the other hand, a mis-calibrated detector element usually gives rise to a weak ring artifact in the reconstruction (Raven 1998) . In any case, the ring artifact, which manifests in the sinogram as a stripe artifact, may span several columns if the area of the scintillator causing ring artifact is wider than a detector element or consecutive detector elements are dead or suffering from insufficient calibration. As a group of detector elements in 1D or 2D solid-state detectors (e.g., CMOS flat panel detectors (CMOS-FPDs)) are fabricated on a single semiconductor chip, exact calibration of each detector element is hardly possible. Lastly, rings may also appear in the CT image due to variable response to x-ray beam hardening (Ketcham 2006) . Depending on the cause and intensity of the ring artifact, impairment of the CT images by the ring artifacts may lead to severe degradation of the diagnostic quality of the tomographic images by obscuring characteristic features in the regions of interest (Ketcham 2006) . The built-in white and dark image correction schemes, also known as the flat field correction, cannot remove these artifacts significantly (Sijbers and Postnov 2004) . It is often the case that the ring artifact patterns change when we change the tube voltage, which even complicates the ring artifact removal problem.
Though a number of ring artifact reduction techniques have been reported in the literature, no single technique is optimum in dealing with different sources causing the ring artifacts. The moving average (MA) and median filtering-based methods (Ketcham 2006, Boin and Haibel 2006) are only suitable for removing constant bias in the response of the pixels due to mis-calibration. The detector array moving technique (Davis and Elliott 1997) can mask only the effect of non-uniform sensitivity of different detector elements at the cost of a special hardware (Doran 2001 , Jenneson 2003 . The 2D wavelet-based method presented in Tang et al (2001) has been designed to eliminate ring artifacts from a conebeam CT image. As this technique is particularly applicable to cone-beam geometry, it requires modification to implement and investigate its performance for fan or parallel beam geometry. The performance of the very recently reported wavelet-Fourier method (Münch et al 2009) significantly degrades when an image is particularly corrupted by a sharp ring of varying intensity. Most recently, works based on a center-weighted median filter and a morphological filter have been reported to eliminate the ring artifacts from a tomographic image. But these techniques do not classify types of rings to deal with them separately, which has been found to be a prerequisite to an effective ring removal technique. In Prell et al (2009) two post-processing techniques, both using mean and median filtering but working in different geometric planes (i.e. polar and cartesian), are proposed for the correction of ring artifacts. The authors have shown that the algorithm in polar coordinate (RCP) is more effective than that in the cartesian coordinate for removing artifacts from the images acquired from a C-Arm CT system. Furthermore, Kyriakou et al (2009) have shown that the RCP method can also remove ring artifacts from the micro-CT images. The method may, however, fail to effectively eliminate the often seen varying intensity rings in the images, because they generally contain significant high frequency information but the mean (low-pass) filtering in the RCP method is not appropriate to retain the correct varying intensity ring structures in the difference image and thereby may result in poor performance of the algorithm. Because of the complex nature of the problem, the ring artifact removal techniques need more improvement in all cases, and also the residual artifacts after correction by the algorithms are not believed to be within the acceptable range in many instances. The failure or inadequate correction or imparting additional distortion is primarily due to not dealing with the sources of error appropriately and differently.
In this paper, we propose a new sinogram processing method that can successfully remove ring artifacts from FPD-CT images through accurate detection, analysis and strength-based correction of stripes that generate the ring artifacts. Because stripes create discontinuity in the sinogram, a first-derivative-based algorithm is adopted to detect them from a sub-sinogram. The pixels in the sub-sinogram except the pixel of interest at the center are selected from one of the polyphase components of the given sinogram. As it is highly important to determine the strength of stripes for their effective removal, a derivative-based mathematical index is, therefore, defined here to measure the strength of stripes. Finally, the strong and weak stripes are differentiated by comparing the index with appropriate thresholds. New two-dimensional (2D) variable window moving average (2D-VWMA) and weighted moving average (2D-WMA) filters are used in a combined way to suppress the strong stripes because they require total reconstruction from the neighbors. The elegance of the 2D filters is that they utilize both the horizontal and vertical correlations of the projection data for accurate estimation of the responses of strong stripe creating detector pixel elements. On the other hand, normalization method is used to eliminate the less marked stripe artifacts from the sinogram as their responses are only shifted by a constant bias with a view angle.
Methods
A ring artifact in the FPD-CT image is manifested as a stripe artifact in the sinogoram. As we intend to develop a sinogram processing technique, the proposed ring artifact suppression scheme, therefore, suppresses stripes from the sinogram. Accurate detection of the stripes is a prerequisite for the effective removal of ring artifacts using any smart correction algorithm. Therefore, we focus first on the detection of stripes from a given corrupted sinogram and then propose effective algorithms for their removal. Before going in details of the algorithms, we first show an electrolytic capacitor sinogram in figure 1(a) to exemplify the problems we are going to solve with its complexity deeply understood. This sinogram (P(n,j ), n v × j p , where n v is the number of views and j p is the total number of pixels in a row of FPD) contains both defective and mis-calibrated detector elements. For example, a defective and a mis-calibrated detector element are located at j = 632nd and j = 783rd pixels, respectively. Their responses are presented in figures 1(b) and (c), respectively. Since both the defective detector elements and the dusty scintillator screens give nonlinear response to incoming x-ray intensity and will generally appear in the reconstructed image as sharp rings with a width of 1 pixel (Münch et al 2009) , therefore, the stripe artifacts generated from these two sources can be considered into one group. It is possible that both kinds of imperfect detector elements appear consecutively as shown in figure 1(d) for j = 887 − 889. It is also interesting to note that the stripe artifact resulting from a mis-calibrated pixel (j = 889) is much weaker than that from the defective pixels (j = 887, 888). Finally, figure 1(e) shows the appearance of a part of the sinogram that contains no stripe artifacts and figure 1(f) shows two stripes resulting from two nonadjacent mis-calibrated detector elements (j = 315 and 318). These are only few examples but any other combination of the defective and mis-calibrated elements or the width of the band of stripes must not degrade the performance of the ring detection and correction algorithms.
Stripe detection
In this work, we propose a derivative-based stripe detection algorithm. To formulate the method, we use a sub-sinogram formed by windowing the original corrupted sinogram. In fact, we use overlapped windowing of the sinogram to divide it into sub-sinograms and the processing window is placed at the center of each sub-sinogram. Mathematically, the sub-sinogram P j 0 l (n, j ) centered about the investigating pixel j 0 can be expressed in terms of the original sinogram P(n,j ) as
It is clear from equation (1) To further enhance the relative strength of a stripe, a transformation is applied to the sub-sinogram matrix P j 0 l (n, j ). The output matrix D j 0 l (n, j ) of this transformation can be mathematically expressed as
The size of D 
l (j ) because the former term includes the stripe information and the latter does not. We define a ratio r j 0 l using the third condition as
It is much greater than 1 when there is a stripe located at the j = j 0 th pixel. A value of a = 1 usually suffices but a = 2 can also be used to enhance the gap in between the index values of a good response and a stripe. However, setting a = 2 will make r j 0 l somewhat more dependent on l.
The above three conditions are jointly true for a stripe at j = j 0 in a sub-sinogram P j 0 l (n, j ). In the case of a good detector at j = j 0 (figure 1(e)), we see that all three conditions are not satisfied simultaneously. A close look at the third condition reveals that the ratio r The values found for these three pixels verify our previous claim that the stripes generated from the defective detector elements (e.g., 632) are much stronger than those from the mis-calibrated detector elements (e.g., 783). Therefore, this index can also be used to identify the stripes generated from the two sources. If Till now we have considered sub-sinograms where only the j = j 0 th pixel is corrupted (figures 1(b) and c)) or no corrupted pixel at all (figure 1(e)). But different ones are also possible. If a sub-sinogram contains two separated stripes (figure 1(f)) or three consecutive stripes (figure 1(d)), then it is found that the required three conditions are not jointly satisfied. For example, for figure 1(f) (j 0 = 315) the first two conditions are true but a low value of r j 0 1 = 2.06 is obtained. On the other hand, the second condition is not valid for figure 1(d) (j 0 = 888). Hence to formulate our algorithm for more general cases where the sub-sinogram may contain more than one stripe at any position if constructed directly from P(n,j ) as discussed before, we propose to use a polyphase component or subset of P(n,j ) to construct the sub-sinogram and thereby attempt to ensure that only one stripe is present in it. To clearly understand the subset idea, let us choose a pixel j = j 0 from P(n,j ) to check whether it is corrupted or not. Now, to form a sub-sinogram, we select the image elements from a subset of the sinogram P(n,j ) of a particular level l. If the j = j 0 th pixel is kept at the center, then the surrounding pixels chosen from the subset of P(n,j ) are
The relationship between the sub-sinogram P j 0 l (n, j ) of a particular subset level l and the original sinogram P(n,j ) is given in equation (1). Now, let us revisit the example shown in figure 1(f) where two stripes are present in a sub-sinogram if constructed by simply windowing the original sinogram. If we use the subset of P(n,j ) for l = 2, then the pixels needed to form the sub-sinogram are 307, 309, 311, 313, 315, 317, 319, 321 and 323 instead of 311 − 319 as we have used before. Actually, we had used the subset of P(n,j ) for l = 1 in figure 1(f). The resulting sub-sinogram for l = 2 is shown in figure 3(a)(i). As can be seen, now only one stripe is located at the j = j 0 th pixel and no other in the sub-sinogram. After such creation of the sub-sinogram, the next steps (equations (2)- (4)) for the detection of stripes are the same as discussed before except that all the variables and parameters are to be calculated using P j 0 l (n, j ), where l denotes the subset level. 3 that j = 887 − 888 are the defective pixels and j = 889 is a mis-calibrated one. These results clearly emphasize the need for the polyphase concept in dealing with the band rings or multiple rings in a sub-sinogram with l = 1.
As made clear in the above analysis, careful selection of the polyphase level l is important to ensure correct detection of a stripe. To this end, for a particular detector pixel j = j 0 , we have to check the stated three conditions from y j 0 l (j ) for l = 1, 2, . . . , l m , where l m denotes the maximum number of polyphase levels. The value of l m is chosen in such a way that at least once, for 1 l l m , the sub-sinogram P j 0 l (n, j ) contains only one stripe if the j = j 0 th pixel is corrupted. If the j = j 0 th pixel is not corrupted, then the presence of any number of stripes in a sub-sinogram will not degrade the performance of our method because the required three conditions will not be met. A good value for l m is to make it equal to the maximum width of the band stripe in a sinogram P(n,j ) or the maximum width one wish to consider. Then an estimate of l for the j = j 0 th pixel can be obtained as l j 0 = arg max l r j 0 l with a reasonable assumption that a lower value than the peak is only obtained when multiple stripes are present.
The steps for detecting stripes from a given sinogram P(n,j ) are given below: r min , then the j = j 0 th pixel is a mis-calibrated pixel, otherwise it is a good pixel.
Stripe correction

For defective detector elements.
The responses of a defective pixel can be estimated using its neighborhood information. In this work, we propose new 2D dynamic moving average filters for the estimation of the defective pixel responses. The filter corrects the defective pixels for each view one by one iteratively. The responses of the other detectors are not changed and thus the process is called distortionless. 2D Variable window moving average (2D-VWMA) and weighted moving average (2D-WMA) filters are formulated here to make a correction. The 2D VWMA and WMA filters have relative advantages and we exploit the merits of both to remove artifacts. As the responses of a defective pixel are severely corrupted or may not have any correlation with the true ones, therefore, at first no information will be taken from a defective pixel to reconstruct its responses. Moreover, pixels nearest to the defective one will receive more weight than the distant ones to exploit spatial correlation. To achieve this, an adaptive exponential weight function is defined using the 'stripe measuring ratio' (see equation (4)) for the 2D-WMA filter:
where (n v ,j ) denotes the index of the image element which needs to be corrected. This weight function satisfies our aforesaid requirements by virtue of rj lj > r max for the defective detector pixels. As rj lj is recalculated in every iteration using equation (4), the weight function as defined above makes the 2D-WMA filter adaptive to the stripe measuring ratio of a defective pixel.
It is expected that after some iterations, rj lj will decrease from its initial value (value before the first iteration) and the adaptive weight function w(n,j ) tends to be flat in the correction window except at the position of the defective pixel. When rj lj falls below r max , then the weight function changes its nature, i.e. it gives the highest weight to the less correlated distant pixels. To avoid this circumstance and also to include the partially corrected responses of the defective pixel from the 2D-WMA filter by relaxing the center weight be zero unlike equation (5), we use the 2D-VWMA correction scheme for rj lj r max that ensures uniform weights for all the pixels in the correction window.
Following the above discussion, the estimated response of a defective detector pixel (j ) in a particular view (n v ) can be expresses as
where the superscript h denotes the iteration number and rj ,h−1 lj is determined from equation (4) for j 0 =j and subset level l = lj . The span factor 2 L f 3 is a constant for the 2D-WMA filter and L f = 3 is used in this paper. As 2D filters are used in our correction scheme, therefore, a small value of the span factor is sufficient to involve a good number of image elements in the correction process. On the other hand, the span factor (Lj ) in the 2D-VWMA filter is adaptively determined from the stripe measuring ratio. We use a simple rule here that if rj
r max , the variable span factor may be calculated as
Our observation reveals that setting L min = 1 and L max = 3 is quite reasonable to suppress ring artifacts from FPD-based CT images. < α, where 1 α 1.2 is a constant. The second termination condition is required because the first one may not be satisfied when one of the neighboring pixels is a mis-calibrated pixel and as a result, the dc-shift of the mis-calibrated pixel is induced into the estimated responses of the defective pixel. This induced dc-shift is corrected by an algorithm discussed in the next section. After the end of iterations of the 2D WMA/VWMA filters, the corrected sinogram is denoted as P (n, j ).
For mis-calibrated detector elements.
To eliminate the stripes resulting from the miscalibrated detector pixel elements, at first the sum x(j ) of all the gray values of each column j of a partially corrected sinogram P (n, j ) is calculated. As P (n, j ) is already corrected by the 2D VWMA/WMA technique to remove the effects of the defective detector elements, it now contains only those stripes that are generated from the mis-calibrated detector elements. The sum curve x(j ) in figure 4 is calculated as
The sum curve points out local extrema at those positions where stripe artifacts are present in the sinogram (Boin and Haibel 2006) . In figure 4 , it does not show any sharp extrema, usually due to the defective detector elements, as they are already corrected in the previous stage. Since the positions of the mis-calibrated detector elements are determined in the detection phase, it is, therefore, usually sufficient to estimate the error-free values of the sum curve in those positions only. That is one needs to correct x(j ) in mis-calibration error positions and determine the corrected sum curve, x c (j ). It is to be noted that the corrected sum curve x c (j ) can be different from x(j ) only in those positions where stripes are located, otherwise they should be the same. Linear interpolation is used to obtain the corrected values of the sum curve in the positions of stripes. If a mis-calibrated detector element is located at the j =j th pixel, then
, where j 1 and j 2 are two uncorrupted neighboring pixel positions around the corrupted positionj . Therefore, the positions of uncorrupted pixels are pre-requisite in the correction process. As can be noted in figure 4(i), the segment of the sum curve showing a minimum at j = 783 signifies a mis-calibration error (as explained previously this position satisfies our three conditions and a low r 783 max represents a mis-calibration error). It is also evident that x c (j ) is different from x(j ) only at the j = 783rd pixel. To obtain x c (j ) at this position, j 1 = 782 and j 2 = 784 were chosen.
In inset figure 4 (ii), we illustrate the effect of the presence of a mis-calibrated pixel side by side with defective pixels in the strong stripe removal process by 2D VWMA/WMA. In such a case, the correction window placed by the 2D VWMA/WMA method will include the mis-calibrated pixel, and the corrected value, as can be noted from x(j ) in figure 4(ii), will suffer from mis-calibration error. Figure 4 (ii) shows three such consecutive local minima at j = 887 − 889. Among them, the pixels at j = 887, 888 were corrected earlier by the 2D VWMA/WMA process. But due to the presence of a mis-calibrated detector pixel at j = 889, the 2D VWMA/WMA correction process introduces a dc shift in the corrected image elements along j = 887, 888. It is, therefore, necessary to correct the original mis-calibration error at j = 889 and also the induced mis-calibration error at j = 887, 888. To calculate the corrected values of x c (j ) at these positions, j 1 = 886 and j 2 = 890 are used. The corrected segment is shown by x c (j ) along with x(j ) (figure 4(ii)), indicating the strength of our total algorithm.
Finally, to correct the responses of the mis-calibrated detector elements, the well-known normalization technique (Ketcham 2006, Boin and Haibel 2006 ) is utilized. The corrected sinogram,P (n, j), is given bŷ
It is to be noted that in addition to correcting the mis-calibrated pixels by equation (9), the defective pixels whose correction process (by the 2D WMA/VWMA) ended with the second condition of terminating the iteration are also re-corrected by equation (9). The latter is required to take care of the induced mis-calibration error as explained before.
Description of the data source
The test images were acquired with a homemade micro-CT which consists of a CMOS FPD and a micro focus x-ray tube (L8121-01, Hamamatsu, Japan). The micro-focus x-ray source is a sealed tube with a fixed tungsten anode having an angle of 25
• against the electron beam and with a 200 μm thick beryllium exit window. The emitted x-ray beam span angle is about 43
• . The source has a variable focal spot size from 5 to 50 μm depending on the applied tube power (Watt or kVp × mA). The maximum tube voltage and tube current are 150 kVp and 0.5 mA, respectively. The micro-focus x-ray source has been operated in a continuous mode with an Al filter with a thickness of 1 mm. Two FPDs (C7942CA-02, C7943CA-02, Hamamatsu, Japan) were used in the experiment. The FPDs consist of a 2240×2240 and 1216×1220 effective matrix of transistors and photodiodes with a pixel pitch of 50 and 100 μm, respectively, and a CsI:Tl scintillator. The CsI:Tl has a columnar structure with a typical diameter of about 10 μm and a thickness of 200 μm. A computer-controlled rotating system was adopted in the object holder to achieve a cone-beam mode scan in the micro-CT. The precision of the rotational motion is 0.083
• which allows the number of views larger than 4000. The system has the built-in white and dark image correction schemes. Since our micro-CT system does not provide the CT images in Hounsfield unit (HU), we have normalized all the original (uncorrected) reconstructed images so that the maximum pixel intensity is 1.0 with arbitrary unit. The corrected images are scaled using the corresponding normalization factor of the uncorrected images.
Experimental results and discussion
In this section, we test the effectiveness of our algorithm using some real CT images and also present comparative results with the wavelet-Fourier method (Münch et al 2009) . As the techniques presented in Ketcham (2006) and Boin and Haibel (2006) are insufficient to remove the varying intensity rings, we, therefore, choose the wavelet-Fourier method for comparison. The median filter is not considered either as it performs little better than a MA filter . As the wavelet-Fourier method (Münch et al 2009) has three parameters (choice of the mother wavelet, highest number of the wavelet decomposition level (L) and the damping coefficient (σ )) varying from image to image in order to obtain satisfactory results, we have carefully selected these three parameters as mentioned along with the respective results. On the other hand, our proposed algorithm principally uses three parameters, r max , r min , and l m , to generate a stripe-free image. Among these parameters, r max and r min denote the boundary conditions. Generally, r max is to be chosen around 30 for a = 1. But, the optimum range of r min varies from 1 to 3. In contrast, the value of l m has a significant effect on the proposed technique. The value of l m should be chosen in such a way so as to ensure that the sub-sinogram in any subset level contains at most one stripe if the examined pixel is corrupted. Finally, in all cases we have chosen α = 1.05 and a = 1 (see equation (4)) unless otherwise specified.
To see the insight of the sinogram processing, the effect of the correction processes on different types of stripe artifacts are observed first in this section. Figures 5(a-b) show two specific portions of the corrected electrolytic capacitor sinogram. The original uncorrected sinograms are shown in figures 1(b) and (c). As explained before, a high strength value is found for the stripe at j = 632. Therefore, the image elements of this pixel are corrected by the 2D VWMA/WMA process. On the other hand, the less strong pixel at j = 783 is corrected by the normalization technique. Figures 5(a-b) illustrate that these two correction techniques successfully correct the image elements of the two examined pixels. Now, we show two exceptional cases where the decision of the strength-based error classification index mismatches between defective and mis-calibration errors. Figure 5 (c) shows a sub-sinogram with a stripe located at j = 1125. It is a defective detector element but a low r 1125 max = 8.23 is found. This low value considers this pixel as a mis-calibrated detector element and, therefore, the normalization method is adopted for correcting this particular pixel with the result depicted in figure 5(d) . Though using this technique here was inappropriate, the low strength of the stripe at j = 1125 worked in favor of the technique to produce nearly good results. Figure 5 (e) shows another sub-sinogram, where the center pixel is a mis-calibrated detector element and unfortunately it is found to be a strong stripe r j 0 max = 32.07 . Thus the 2D VWMA/WMA process is adopted to correct the responses of this pixel and the corrected sinogram is shown in figure 5(f) . It is observed that the 2D VWMA/WMA correction process also serve the purpose of cleaning the stripe without introducing any visible distortion. These results also justify less sensitivity of our algorithm to the threshold parameters.
In what follows, we investigate the performance of our algorithm for different ring patterns in different objects (e.g., phantom and animal) and different FPDs to test our method
r =3000, r =105, a=2 r =3000, r =210, a=2 in more practical working condition. To this end, we acquire data from two FPDs (Figures 6-10(e) from C7943CA-02; figures 10(f)-(h) from C7942CA-02) to have natural diversity in the rings and we also change the operating tube voltage to change the ring pattern and intensity for the same detector being used. Since both detectors contain single and band rings, sharp and weak rings due to dead pixel and mis-calibration, respectively, and the effect of changing the operating tube voltage is included, we fairly claim that the test set is almost complete. Figure 6 (a) shows the corrupted tomographic image of an electrolytic capacitor which we use to check the efficiency of the proposed method in removing the ring artifacts near a ROI ROI highly structural object. Note that this capacitor is different from the one that has been used in the analysis section. This micro-CT image includes several fabrication layers and more importantly, a small but strong ring is located in one of the fabrication layers as shown in figure 6(d) (zoomed view of the ROI marked in figure 6(a) ). It is essential to remove these artifact structures in order to clearly visualize the hidden micro-structures. Now, the proposed as well as the wavelet-Fourier methods are applied on the original image and the corrected images are displayed in figures 6(b) and (c), respectively, and the corresponding magnified views of the ROI are presented in figures 6(e) and (f), respectively. Note that for our method, with the parameter setting a = 1, the upper threshold r max = 30 is selected so that all the positions of strong stripes are detected and the lower threshold r min = 1.9 is set to its minimum possible value to avoid distortion in the reconstructed image. Further reduction of r min may cause a significant number of good pixels be detected as corrupted pixels. Figure 6 (g) shows the corrected image for r min = 2 × 1.9 with the other parameters kept constant. As can be observed from figures 6(f) and (g), the quality of reconstruction by our algorithm can be sensitive to the inappropriate selection of r min . Now, we choose a = 2 instead of a = 1 to see its effect on the corrected CT image by our method. In this case, we show results for r max = 3000 but for r min = 105 and r min = 2 × 105 in figures 6(h) and (i), respectively. As evident, the ROI in both cases is now free from image artifacts. Since the separation of good and bad pixels is increased for a = 2, therefore, the reconstruction quality is now less sensitive to the choice of r min . However, for l m > 3 it is safer to use a = 1 for the reason stated after equation (4). It is also apparent from figures 6(f), (h) and (i) that our proposed method successfully removes the ring artifacts at and near the iso-center without distorting the micro-structures. On the other hand, the wavelet-Fourier technique severely distorts and blurs the image at different locations as evident from figure 6(e) (marked by box and arrows). Therefore, it can claimed that the proposed method is robust in suppressing the ring artifacts near a highly structural object.
We often adjust the tube voltage to improve the image contrast and it sometimes complicates the ring artifact removal problem. Now, such a case is demonstrated where the pattern of the ring artifact changes due to a change in the tube voltage. Figure 7(a-b) show two tomographic images of the water phantom which are obtained by applying two different voltages of 40 and 80 kV, respectively. It is noted from these figures that ring artifact patterns significantly change when the tube voltage is altered. We select an ROI in the center of water phantom images (shown by box in figures 7(a) and (b)) where ring artifacts are more concentrated. It is illustrated from the magnified ROIs (figures 7(c) and (d)) that a strong ring (as shown by an arrow) is mainly responsible for the degradation of the image quality. In addition, some weak rings surrounded by the strong ring are also observed in the center of the ROIs. The proposed method as well as the wavelet-Fourier technique are applied to the water phantom images. Figures 7(e-f) show the zoomed view of the water phantom images corrected by our proposed method. On the other hand, figures 7(g) and (h) show the zoomed view of the corrected images by applying the wavelet-Fourier method. A low value of σ is chosen because a high value blurs the center of the tomographic images. It is visualized from these figures that our method is very much successful to eliminate the strong ring as well as the less marked rings. Alternatively, the wavelet-Fourier method does well to remove the weak rings but fails to remove the strong ring as can be seen in figures 7(g) and (h). The reconstruction quality of the latter approach is poor because of this fact. Now, we test the effectiveness of our method in removing a wide band ring using the polyphase idea. Figure 8(a) shows a sinogram of a cow bone. A dip of large width of 15 pixels is observed in the sum curve. Due to the presence of a wide band stripe in the sinogram image, a band ring is observed in the CT image ( figure 8(b) ) as marked by an arrow. Figures 8(c-d) show the corrected images by applying our proposed technique and the waveletFourier method, respectively. It is clearly visible from these two figures that our method successfully eliminates the band ring preserving the required image quality (see figure 8(c) ). On the other hand, figure 8(d) shows that the band ring (marked by an arrow) is not eliminated completely. Here, we choose a low value of L for the wavelet-Fourier method because a high value of L contributes significant blurring though it removes the band ring. Now, we investigate the ring artifact effect in small animal imaging as micro-CTs are widely used for this purpose and we evaluate the efficacy of our algorithm. Figures 9(ab) show two tomographic images taken from a rat chest and abdomen, respectively. The corrected images by applying the proposed technique are shown in figures 9(c) and (d). On the other hand, figures 9(e) and (f) show the corrected images by applying the wavelet-Fourier method. It is clear that the wavelet-Fourier method fails to remove the rings from the slice in figure 9(f) as shown by arrow markers and introduces some artifacts in figure 9(e). But our method not only successfully eradicates the ring artifacts from both slices but also keeps the object features, in particular, the small lesion-like structures (as marked by arrows in figure 9(d)) . Now, to demonstrate that the proposed algorithm is safe to use for ring artifact removal while a low contrast lesion is present at the iso-center, we take help of the image in figure 9(b). As shown in figure 9(b), an arbitrary shape lesion-type structure is represented by a whitish spot (marked by a yellow arrow) in a real rat abdomen image. We copy, in the reconstructed image domain, this low contrast lesion-like structure to the center of rotation (COR) of the rat abdomen image as shown in figure 10(a) . A sinogram of this modified image is obtained by projecting the image data. Now, the proposed method is applied on this modified sinogram image. As the lesion-like structure is copied to the iso-center, therefore, pixels around the center pixel (j = 614) in the sinogram image are affected by this copy operation. Now, the stripe measuring ratios of these pixels are determined and plotted in figure 10(b). It is illustrated from this plot that only the center pixel satisfies the stripe determining three conditions (falsely detected as a mis-calibrated pixel as r min r j l j r max ) but the others do not. Thus, according to the proposed method, the responses of the center pixel is corrected by the normalization technique. The corrected image by the proposed method as depicted in figure 10(c) demonstrates that our method can remove the ring artifacts keeping the lesion structure intact in it. Though the responses of the center pixel are corrected, the normalization correction process does not introduce any significant distortion in the estimated responses as the ratio of the uncorrected sum curve x(j ) to the corrected sum curve x c (j ) at the center pixel is very close to 1 (to be specific 1.0003) (see figure 10(d) ). This is expected because the detected pixel is not a mis-calibrated one and therefore, there will be no significant difference between the original and corrected sum curves at the center pixel. The corrected image considering as if the center pixel were not detected as a mis-calibrated one is shown in figure 10(e) . A comparison of figures 10(c) and (e) reveals that a single false detection and correction, as in this example, does not create any noticeable visual difference between them.
Another experiment is conducted using an uniform phantom with a gold wire (diameter: 20 μm, FPD (C7942CA-02) pixel size: 50 μm) inserted in it. As shown in figure 10(f), the wire position is very close to the iso-center. A region of interest is chosen around the center of rotation as shown in figure 10(f) and the magnified ROI is shown in figure 10(g). It is expected that the presence of any high contrast object such as the gold wire near the iso-center will not degrade the performance of the proposed algorithm. Because in the sinogram image the gold wire does not create vertical stripes for not being located exactly at the center of rotation while the proposed method is sensitive only to the detection and correction of vertical stripes. Figure 10(h) shows the zoomed view of the corrected ROI by applying the proposed method.
As expected, this figure shows that our method indeed retains the gold wire structure while suppressing the ring artifacts. This example also confirms the effectiveness of the proposed algorithm in eliminating ring artifacts of different patterns from a larger size flat panel detector (FPD: C7942CA-02).
Conclusion
A novel ring artifact removal method from the FPD-CT images has been proposed in this work. As the ring generating artifact in the sinogram domain is localized, the proposed method has dealt with the sinogram data for the accurate detection and correction of the ring artifacts. The effective removal of the artifact depends greatly on the accurate detection of the mis-calibrated and faulty or malfunctioning detector positions. The positions of the localized stripes are detected by effectively windowing the original sinogram to create sub-sinograms. To facilitate the detection process, the subsets of the corrupted sinogram have been used. This subset idea has been also applied to detect the contiguous stripes. Next, a new mathematical index is proposed to measure the strength of stripes. As the two types of stripes generally observed in a sinogram can be distinguished by their strength, the index has been used to separate them. In the case of strong stripes, the correction process has been carried out using the new 2D-VWMA and 2D-WMA filters in a combined framework. On the other hand, the normalization technique is used to correct the responses of the less strong mis-calibrated detector elements. The experimental results on the ring removal efficacy for various types of phantom and small animal images from different flat panel detectors, operating conditions and with different ring patterns have demonstrated that the proposed method is highly effective for the suppression of ring artifacts and significantly better than the very recent technique used for comparison in the paper.
