We model the U.S. business cycle using a dynamic factor model that identifies common factors underlying fluctuations in state-level income and employment growth. We find three such common factors, each of which is associated with a set of factor loadings that indicate the extent to which each state's economy is related to the national business cycle. According to the factor loadings, there is a great deal of heterogeneity in the nature of the links between state and national economies. In addition to exhibiting geographic patterns, the closeness of state economies to the national business cycle is related not only to differences in industry mix but also to non-industry variables such as agglomeration and neighbor effects. Finally, we find that the common factors tend to explain large proportions of the total variability in state-level business cycles, although, again, there is a great deal of cross-state heterogeneity.
Introduction
The U.S. economy is not a monolithic entity composed of geographic subparts with perfectly uniform business cycles. Instead, the national economy can be thought of as a composite of its geographic subparts, each moving in relation to each other but not necessarily in tandem. Just as one cannot understand a regional or local economy by looking solely at national data, an understanding of the national economy is incomplete without an understanding of regional and local economies. Furthermore, given this need for a simultaneous understanding of national and regional economies, it is desirable to have a modeling framework that accounts explicitly for the interrelations between national and regional economies.
With this in mind, we use dynamic factors to model the U.S. business cycle as the comovement in state-level variables. The dynamic factor model allows fluctuations in state economic variables to have both common and idiosyncratic components. The common component in each state-level variable is composed of a relatively small set of latent common factors representing various fluctuations in the aggregate U.S. economy and a set of factor loadings indicating the direction and strength of the relationship between the state-level variable and each common factor. 1 Because the model recognizes both the interrelatedness and the heterogeneity in movements in state-level economic variables, it provides an especially informative empirical framework for studying the links between state and national economies.
We estimate a dynamic factor model for U.S. state-level real-income and employment growth rates for 1990:1-2006:3. We first use the Bai and Ng (2002) procedure to determine the 1 The idea of modeling the national business cycle using a small set of latent factors is in the spirit of Burns and Mitchell (1946) ; see, for example, Geweke (1977) ; Sargent and Sims (1977) ; Watson (1989, 1991) ; Forni, Hallin, Lippi, and Reichlin (2000) ; and Marcellino (2006) . number of common factors underlying fluctuations in state-level income and employment growth. Using principal components, we then estimate the common factors and the factor loadings for each variable. Our estimation provides us with two sets of indicators of the closeness of the links between states and the national economy: The factor loadings provide estimates of the links between each of the state-level variables and each common factor, while the R 2 statistics measure the overall closeness of the links between each state-level variable and the set of common factors.
Previewing our results, we identify three common factors underlying the fluctuations in state-level income and employment growth, with the first factor corresponding very closely to the aggregate fluctuations in real activity associated with the national business cycle. The common factors-especially the first factor-tend to explain large proportions of the total variability in state-level variables, although there is a great deal of cross-state heterogeneity. We also find, perhaps unsurprisingly, that the closeness of the links between a state's economy and the national business cycle are related to the state's industry mix. More interestingly, nonindustry characteristics-including agglomeration-also play a significant role, as do the characteristics of neighboring states.
Our analysis fits into the line of research examining the similarities and co-movements between the national and state or regional economies. 2 Much of this research demonstrates how national economies can be seen as the aggregate of related local economies. Further, models of the business cycle based on national data alone mask important spatial heterogeneities, which could potentially be exploited to improve our understanding of how the aggregate economy works. 3 This literature can be categorized by the ways in which regional economies are compared to the aggregate economy and to each other. Carlino and Sill (2001) , for example, perform trend/cycle decompositions on regional real income and conclude that there is "considerable divergence of regional business cycles from national cycles." In assessing the suitability of the United States as a common currency area, Partridge and Rickman (2005) calculate the average correlations of states' cyclical components. Crone (2005) and Carlino and DeFina (2004) use the cohesion index of Croux, Forni, and Reichlin (2001) to measure the comovement of state economies. Finally, Owyang, Piger, and Wall (2005) apply the Markovswitching model of Hamilton (1989) to U.S. states and find significant intranational differences in the occurrence of recessions and expansions.
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These studies highlight the tradeoffs associated with avoiding parameter proliferation in disaggregate analysis in that each sacrifices either the level of disaggregation, the number of variables for each region, the complexity of the interrelationships between regions, or some combination of all three. Dynamic factor models, on the other hand, are not subject to restrictions on the number of economic series, thereby making them well suited for analyzing the interrelatedness of national and subnational economies. Forni and Reichlin (2001) and Del 3 For example, Owyang, Piger, and Wall (2008) show that the reduction in the volatility of U.S. variables around 1983-84 (called the "Great Moderation") can be broken down into distinct state-level moderations occurring between 1977 and 1990. They used this cross section of volatility reductions to test the plausibility of various explanations of the Great Moderation. 4 The co-movement literature described above fits into a larger literature looking at the interrelationships between the aggregate economy and the economies of states and/or regions. These have examined, for example, state and regional differences in monetary policy DeFina, 1998, 1999; Fratantoni and Schuh, 2003; Owyang and Wall, forthcoming) and state differences in aggregate volatility reduction (Carlino, DeFina, and Sill, 2007; Owyang, Piger, and Wall, 2008) . Negro (2002) , for example, exploit these advantages to disentangle state business cycles into national, regional, and state components.
5
The rest of the paper is organized as follows. Section 2 outlines the basic structure and estimation of the dynamic factor model. Section 3 describes the data and reports estimation results for the dynamic factor model. Section 4 reports estimation results for a series of spatial cross-section regression models that investigate possible explanations for the differences in the estimated income and employment factor loadings across U.S. states. Section 5 concludes.
Dynamic Factor Model
The dynamic latent factor model (DFM) that serves as the basis for our empirical analysis can be expressed as
where X it is period t's observation of variable i and each i corresponds to a state-level real economic or financial variable that fluctuates over the business cycle. 6 There are N of these variables, and each is observed for T periods. The term i t F λ′ is the common component of X it , while e it is the idiosyncratic component. ) ,...,
is a vector of the r latent common factors, where the number of common factors is small relative to the number of individual statelevel and financial variables. The extent to which X it is related to the common factors is represented by a vector of factor loadings, 1 ( ,..., )
The vector of common factors, F t , is 5 Their analysis is similar in spirit to Clark (1998) , who uses a structural vector autoregression (VAR) to model regional employment fluctuations. While the VAR relaxes the restrictions on the co-movement of variables, the number of parameters to be estimated makes it impractical for modeling large disaggregate systems. 6 Given that a constant terms in not included in (1), X it is specified in terms of deviations from its mean. This does not affect the generality of the model, as one could instead include a constant terms in (1) and not specify X it in terms of deviations from its mean.
naturally interpreted as representing the national economy because it is common across all of the state-level economic variables and is thus pervasive or national in scope. When X it is a statelevel economic variable, the vector of factor loadings indicates the extent to which the state-level variable is related to the national economy. Overall, the factor model given by (1) provides a unified framework for relating fluctuations in state-level economic variables to the national economy.
The key challenge to estimating the latent factor model is that both the factors and factor loadings on the right-hand-side of (1) are unobservable, so we cannot use conventional regression techniques. We estimate (1) using principal components, a popular technique for estimating latent factor models. Principal component estimation of latent factor models has received renewed attention recently in the econometrics literature; see, for example, Bai and Ng (2002 , 2006 , Watson (2002), and Bai (2003) . To briefly describe principal component estimation of the factors and factor loadings, it is convenient to express (1) using matrix notation as
N e e e = , and 1 ( ,..., )
. Principal component analysis is based on the following objective function:
The solution to (3) can be obtained by first concentrating out Λ and using the normalization that / r F F T I ′ = , which reduces the problem to maximizing tr( ( ) ) F XX F ′ ′ . The estimated factor matrix, F % , is thus given by T times the eigenvectors corresponding to the r largest eigenvalues of XX ′ , and the estimated factor loading are given by
While (1) takes the form of a so-called static factor model, the model can be viewed as a dynamic factor model. Stock and Watson (2002) and Bai (2003) show that principal components consistently estimate the factors and factor loadings when we allow F t to follow a vector autoregressive (VAR) process and it e to obey an autoregressive (AR) process. 7 Furthermore, in contrast with the so-called strict factor model, we can allow for a limited degree of correlation between e it and e jt , as in the approximate factor model of Chamberlain and Rothschild (1983) .
The overall framework for our DFM is thus quite general, and the factors and factor loadings at the center of our analysis can be conveniently estimated in this framework using principal components.
While principal components provide consistent estimates of the factors and factor loadings in (1), as shown by Bai (2003) , it is important to account for the dynamic and approximate aspects of our DFM when constructing standard errors for F % and λ % . We do this using the limiting distribution theory in Bai (2003, Sections 3.1 and 3.2) . In Monte Carlo simulations, Bai (2003) finds that the limiting distribution theory provides accurate inferences for a variety of finite sample sizes, including sample sizes close to ours. 8 7 More-general dynamics could also be introduced directly into (1); see, for example, Forni, Hallin, Lippi, and Reichlin (2000) and Stock and Watson (2005) . 8 The VAR (AR) coefficients of the factor (idiosyncratic) process can be consistently estimated using OLS and the principal component estimates of the factors (fitted residuals). We briefly describe features of these estimates as well as the extent of the contemporaneous correlations of the idiosyncratic components in Section 3 below. Note
The real variables that we include in X t are the growth rates of real personal income and payroll employment for each of the 48 contiguous states plus the District of Columbia. Alaska and Hawaii are excluded because their business cycles are quite distinct from those of other states (Owyang, Piger, and Wall, 2005 Using these data, our estimation yields a factor loading for each variable/factor combination, although our concern is with the factor loadings on state-level personal-income and employment growth. Put simply, the r factor loadings for, say, Missouri's employment growth rate measure the co-movement between Missouri's employment growth and each of the r common factors representing the national business cycle. As discussed above, taken together, the set of states' factor loading vectors provides us with convenient measures of state-level differences in the co-movement between the business cycles of the states and the country as a that estimates of the factor loadings as well as the VAR (AR) coefficients for the factor (idiosyncratic) process could be used to construct a restricted VAR model for X t = (X it ,…, X Nt )  that could be used to forecast the individual elements of X t . While forecasting is beyond the scope of the present paper, it is a potentially fruitful area for future research. 9 With respect to the estimated factors and state-level real-income and employment factor loadings, we stress that our results are not sensitive to the particular set of financial variables included in X it . Indeed, we obtain similar factor and factor loadings estimates when X it only contains the state-level real-income and employment growth rates. 10 Our data begin in 1990 to avoid state-level structural breaks associated with the Great Moderation. As mentioned above, Owyang, Piger, and Wall (2008) show that, for some states, breaks associated with the Great Moderation occurred several years after the aggregate break, which they place at September 1984.
whole. Intuitively, a particular state-level variable i with "large" ("small") factor loadings is strongly (weakly) linked to the national business cycle, as fluctuations in the common factors representing the national business cycle are associated with large (small) fluctuations in the statelevel variable i.
Latent factor models are subject to a rotational indeterminacy, as an observationally equivalent model is given by (1) with 
DFM Estimation Results
As described in Section 2 above, we compute estimates of the factors and factor loadings using principal components. 
Common Factors
Estimates of the three factors are displayed in Figure 1 , from which it is clear that the factors each characterize a distinct facet of the national economy. 13 To get an idea of the differences and similarities among the three factors, and to provide an idea of what sort of information each factor represents, we calculate the correlations of each factor with a variety of observable national variables. These correlations are provided in Table 1 and are illustrated by
Figures 2-4, which plot the factors along with three select observable variables that the factor is correlated with.
From Figure 2 and the second and third columns of Table 1 , we see that the first factor is highly positively correlated with growth in real GDP, real aggregate personal income, and aggregate employment. Because this factor is representative of the real national business cycle, we will refer to this factor henceforth as the "business-cycle" factor. This is also evident in Figure 1 , which shows that the first factor exhibits two distinct local minima during the two most recent NBER-dated recessions. The factor also takes on relatively high values during the mid-tolate 1990s, when the U.S. economy experienced especially strong growth. In contrast, although the second factor also is closely correlated with growth in personal income and employment, the correlations have opposite signs (see the fourth and fifth columns of Table 1 and Figure 3 ).
Thus, this factor appears to capture what could be termed the "dissonance" between personalincome growth and employment growth. 14 This dissonance factor helps to explain historical episodes such as the "jobless" recovery from the 2001 recession, when income growth was relatively strong but employment growth was relatively weak; see, for example, Aaronson, Rissman, and Sullivan (2004) . Indeed, the second factor remained relatively low in the wake of the 2001 recession, helping to account for the sluggish growth of employment during the recovery.
Of the financial variables represented in our DFM, the third factor is most closely related to core inflation (see columns six and seven of Table 1 and Figure 4 ), although, with reasonably stable real returns, this can be interpreted as capturing movements in the nominal returns on our financial variables. Interestingly, the third factor is also highly correlated with the unemployment rate, which is not included in our DFM. This is likely a remnant of the widely documented simple correlation between inflation and unemployment, sometimes referred to as the wage curve (Blanchflower and Oswald, 1994) . Note that this factor behaves quite differently during the two most recent NBER-dated recessions: It is near its maximum value during the 1990-91 recession and takes on a relatively low value during the 2001 recession, signaling differences in the behavior of inflation during the two recessions. 
State Factor Loadings
As we set out in the introduction, our main interest is in examining the links between the national and state economies, which in the DFM are provided by the states' factor loadings. The six factor loadings for each state provide the statistical relationships between each of the state's two observed series (personal-income and employment growth) and each of the three national common factors. To highlight their geographic patterns, the factor loadings and the R 2 s for (1) are portrayed in map form by The links between states' economies and the third factor (nominal returns) are quite a bit more disparate than for the first two factors, although the two sets are highly correlated (0.75 simple correlation), with Wyoming as an outlier. There are fewer states whose loading on nominal returns is statistically significant (26 for personal income and 33 for employment) and, of these states, the signs of the loadings can be positive or negative. Specifically, there are 20 of these states whose personal-income growth tends to move in the same direction as this factor, and six with a positive co-movement. For employment growth, 17 states tend to move alongside the factor, while there are 16 that tend to move counter to it. As shown by Figure Note that the first (business-cycle) factor is the most important in terms of explanatory power for state-level personal-income and employment growth. Given that the factors are orthogonal by construction, we can cleanly decompose the R 2 into the portions accounted for by each factor. Of the total average R 2 across states of 0.54 for personal-income growth, 0.35 is attributable to the first factor. Similarly, the first factor accounts for 0.42 of the total average R 2 of 0.64 for employment growth.
Examining the Links between State and National Cycles
As we have emphasized, the first factor clearly captures aggregate fluctuations in real variables corresponding to the national business cycle. Consequently, the factor's two sets of loadings, which measure the closeness of state-level income and employment outcomes to the aggregate business cycle, are the most interesting. The next natural step is to search for the determinants of these measures of closeness.
Spatial Durbin Model
To begin this search, we estimate a series of spatial Durbin models, each of which takes the form: This distinction is useful because industries themselves will differ in their relationships with the 17 We use maximum-likelihood estimation because, as is well known, least squares estimation of (4) produces biased and inconsistent estimates; see, for example, LeSage (1999) . aggregate business cycle, regardless of the states in which the industry's employees are located.
It would be more interesting, perhaps, if states' cycles differed from the national cycle because of factors other than their industry composition. Clark (1998) , for example, found that roughly 40 percent of the variations in Census-division employment growth was division-specific, even after controlling for industry effects.
To account for differences in industry mix, we include employment shares in manufacturing; natural resources, mining and construction; professional and business services; and government, each calculated as the difference between the average state share over the sample period and the cross-state mean over the sample period. At the aggregate level, employment growth in mining, natural resources, and construction; manufacturing; and professional and business services have been highly correlated with real GDP growth, while employment growth in the government sector has been much less correlated with GDP growth.
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We would, therefore, expect positive coefficients on employment shares in the first of these three sectors and a negative coefficient on employment share in government.
To capture non-industry effects, we include in Z measures of human capital, exposure to the international economy, firm size, and agglomeration. Each variable is again calculated as the sample period average relative to the cross-state mean. Our two human capital variables are the shares of the population aged over 25 with a high school diploma (but no college degree) and the share with at least a bachelor's degree, both averaged over 1990 and 2000. As documented by 18 According to our own calculations for 1990-2006, the simple correlations between quarterly GDP growth and employment growth in mining, natural resources, and construction; manufacturing; professional and business services; and government were 0.53, 0.41, 0.57, and 0.10, respectively. The average correlation across all 10 major sectors is 0.27, and across the 6 excluded sectors is 0.18. Note that, to be consistent with state-level data, we have combined the mining and natural resources and construction sectors. Hoynes (2000) , employment and wage outcomes for those with the most education fluctuate the least over the business cycle. We would expect, therefore, that outcomes in states with relatively large shares of educated adults would be less responsive to fluctuations in the aggregate business cycle.
Between 1996 and 2006, the average state's exports comprised just over 6 percent of gross state product (GSP), with values ranging from a low of 1 percent for Delaware to a high of 19 percent for Vermont. Because demand from overseas markets might help to separate a state's economy from the fluctuations in the domestic business cycle, we include states' average export shares in Z. We also include in Z the average size of establishments in the states over 1990-2005. According to Gertler and Gilchrist (1994) , among others, large firms are relatively insulated from business cycle fluctuations because they have better access to financial markets.
According to this hypothesis, we would expect a negative relationship between states' factor loadings and their average establishment sizes. 19 We include two variables-establishment density and urban population share-to capture the effects of agglomeration on the links between state economies and the national business cycle. 20 At least two of the standard sources of agglomeration economies on local productivity might play a role. 21 First, through labor-market pooling, greater agglomeration means that the process of matching of workers to firms is more flexible and more efficient, thereby allowing local economies to respond more readily to fluctuations in the national business climate, thereby 19 Helfand, Sadeghi, and Talan ( reducing the impact of the national business cycle on the local economy. Second, similar to the argument for exposure to international economies, a large and concentrated home market for a state's firms means a relatively smaller role for the rest of the economy in determining state-level outcomes, again potentially insulating the local economy from the national business cycle.
Spatial Durbin Results
In addition to the general specification of (4), we also estimated four restricted versions:
no regional effects, no industry effects, no non-industry state characteristics, and no neighbor effects. For each of the restricted versions we report the results of likelihood ratio tests of the null hypothesis that the restrictions do not have an effect on the general results.
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Our results are reported in Table 2 . First, region effects matter, at least for the personal income loadings. The positive and statistically significant coefficient on the South dummy indicates that economies of states in that region tend to follow the national business cycle more closely than states in the Northeast. Neither of the other two regions is statistically different from the Northeast in this respect. A likelihood-ratio test rejects the null that region effects do not matter statistically for the personal income loadings, although it fails to reject it for the employment loadings.
Consistent with the notion that industry cycles move heterogeneously with the national cycle, a state's industry mix is important in determining the closeness of its economy to the national business cycle. According to the likelihood-ratio tests, our industry-mix variables are statistically significant as a group. Individually, the coefficients on the industry employment 22 In addition, we report in appendices cross-section estimation results for the loadings on the other two factors using the same independent variables and likelihood-ratio tests.
shares all have the expected signs when they are statistically significant. The negative sign on the government share indicates that the economies of states with a relatively high share of employment in the government sector are less-closely linked with the national business cycle.
Put another way, a large government sector acts as a buffer (during upswings as well as downswings) between the national business cycle and state economies. In contrast, and consistent with expectations, the economies of states with a relatively high share in the professional and business services sector are more closely linked to the national business cycle. Average establishment size tends to matter statistically for the link between the national business cycle and state employment growth, but not for the link with state personal-income growth. This is consistent with larger firms being better able to smooth their employment across fluctuations of the business cycle than they are the wages and salaries that they pay.
We also identify a new manner by which agglomeration affects state economies, namely, as a determinant of the strength of the relationship between the state economies and the national business cycle. Both of our measures of agglomeration are related to links between state and national economies, and the directions of these links are consistent with expectations. The negative signs on establishment density for both sets of factor loadings mean that the economies of more-dense states are less closely linked to the national business cycle. Through labor-market pooling and/or home-market effects, the economies of a densely populated state can be partly insulated from the national business cycle. On the other hand, only the coefficient on urbanization for employment loadings is statistically significant. So, while the ability to find labor-market matches independent of the national cycle appears to be enhanced by urbanization, the growth of personal income (which includes non-labor income and income from outside a state) is not.
Finally, taken as a group, neighbor effects are statistically significant for personal-income growth loadings but not for employment loadings, according to likelihood-ratio tests. Taken individually, there are similarities in which variables matter for the state directly and which matter via its neighbors. For example, the sizes of a state's neighbors' government and professional services sectors are related in the same way as the state's own government and professional services sectors, as is average establishment size. There is a difference, however, between the importance of own-state and neighboring-states agglomeration. We find that the effects that labor-market pooling and dense home markets have on the separation between state and national economies do not extend beyond the state's borders. This echoes previous findings that agglomeration externalities are a relatively localized effect and can attenuate fairly rapidly with distance (Rosenthal and Strange, 2003) . Finally, there are interesting and, for now, inexplicable differences between own-state and neighboring-state variables: The economies of states with relatively manufacturing-intensive neighbors or neighbors with relatively large numbers of adults with bachelors degrees tend to be less-closely linked to the national business cycle. Recall, however, that neither a state's own manufacturing intensity nor its own average human capital levels were found to be related to the factor loadings.
Summary and Conclusions
This paper uses a dynamic factor model to identify common factors underlying fluctuations in state-level income and employment growth. We find that the national economy can be summarized with three such common factors representing the national business cycle, the dissonance between personal-income growth and employment growth, and core inflation and/or nominal returns. Associated with each factor is a set of loadings that indicate the extent to which each state's economy is related to the corresponding factor. According to the factor loadings, there is a great deal of heterogeneity in the strength, and sometimes the direction, of the links between state and national economies.
We also estimate a series of spatial Durbin models to find covariates of the loadings for the business cycle factor. We find that the links between state economies and the national business cycle are related to differences in states' industry mix, average establishment size, and agglomeration. Lastly, we find that the characteristics of a state's neighbors are also related to its economy's closeness to the national business cycle.
We conclude by highlighting two implications of our results. First, empirical models of the business cycle based on aggregate data alone mask important heterogeneities in the behavior of state economies. These heterogeneities could potentially be exploited to improve our understanding of how the aggregate economy works. Although such exploitation along the lines of Owyang, Piger, and Wall (2008) is beyond the scope of this paper, our approach does present a way to extract the national business cycle from fluctuations in state-level variables, rather than as fluctuations in the aggregate of state-level variables. Our real business cycle factor is, therefore, less subject to aggregation bias and might provide a more accurate picture of the national economy.
Second, the links between state and national economies are affected by a variety of factors and are not merely reflections of industry effects. Specifically, estimating a version of the cross-section model that excludes the non-industry state characteristics yields an R 2 of 0.44 for the personal-income loadings and 0.40 for the employment loadings. As reported in Table 2 , when these variables are included the R 2 for both sets of loadings is 0.82. The table reports maximum likelihood estimates for the spatial Durbin model (4). Northeast is the reference Census region and a "W" indicates that the variables are interacted with the spatial weighting matrix. The likelihood ratio corresponds to a test of the null hypothesis that restricting the coefficients on the variables to zero has no effect on the results. Statistical significance of 5 and 10 percent is indicated by "*" and " †", respectively. The table reports maximum likelihood estimates for the spatial Durbin model (4). Northeast is the reference Census region and a "W" indicates that the variables are interacted with the spatial weighting matrix. The likelihood ratio corresponds to a test of the null hypothesis that restricting the coefficients on the variables to zero has no effect on the results. Statistical significance of 5 and 10 percent is indicated by "*" and " †", respectively. The table reports correlation coefficients for the estimated factors and standardized observable variables. The tstatistics are based on Newey and West (1987) HAC standard errors computed using a lag truncation parameter of eight. Statistical significance of 5 and 10 percent is indicated by "*" and " †", respectively. The table reports maximum likelihood estimates for the spatial Durbin model (4). Northeast is the reference Census region and a "W" indicates that the variables are interacted with the spatial weighting matrix. The likelihood ratio corresponds to a test of the null hypothesis that restricting the coefficients on the variables to zero has no effect on the results. Statistical significance of 5 and 10 percent is indicated by "*" and " †", respectively. Q2:1990 Q2:1991 Q2:1992 Q2:1993 Q2:1994 Q2:1995 Q2:1996 Q2:1997 Q2:1998 Q2:1999 Q2: Q2:1990 Q2:1991 Q2:1992 Q2:1993 Q2:1994 Q2:1995 Q2:1996 Q2:1997 Q2:1998 Q2:1999 Q2: Third Factor Q2:1990 Q2:1991 Q2:1992 Q2:1993 Q2:1994 Q2:1995 Q2:1996 Q2:1997 Q2:1998 Q2:1999 Q2: :1990 Q2:1991 Q2:1992 Q2:1993 Q2:1994 Q2:1995 Q2:1996 Q2:1997 Q2:1998 Q2:1999 Q2: :1990 Q2:1991 Q2:1992 Q2:1993 Q2:1994 Q2:1995 Q2:1996 Q2:1997 Q2:1998 Q2:1999 Q2: :1990 Q2:1991 Q2:1992 Q2:1993 Q2:1994 Q2:1995 Q2:1996 Q2:1997 Q2:1998 Q2:1999 Q2: :1990 Q2:1991 Q2:1992 Q2:1993 Q2:1994 Q2:1995 Q2:1996 Q2:1997 Q2:1998 Q2:1999 Q2:2000 Q2:2001 Q2:2002 Q2:2003 Q2:2004 Q2:2005 Q2:2006 :1990 Q2:1991 Q2:1992 Q2:1993 Q2:1994 Q2:1995 Q2:1996 Q2:1997 Q2:1998 Q2:1999 Q2: 
Appendix C. Covariates of the Loadings on the Nominal Returns Factor
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