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Introduction
Given a set of points P in the plane, the Voronoï diagram of P is the subdivision of the plane into Voronoï regions, one region V (u) for each point u of P , such that region V (u) contains those points in the plane that are closer to u than to any other point of P (see for instance [1, Chapter 2] ). The Voronoï diagram can be viewed as a plane graph whose faces are the Voronoï regions and whose vertices are the points in the plane that lie on the boundary of three (or more) regions. The Delaunay graph on P is the dual graph, with vertex set P , of the Voronoï diagram. The Delaunay graph can naturally be viewed as a weighted graph in which the weight of an edge is the distance, typically Euclidean, between its endpoints. When the points of P are in general position (defined precisely in Section 2), the Voronoï diagram has maximum degree three and all internal faces of the Delaunay graph are triangles; the Delaunay graph is then referred to as the Delaunay triangulation on P . Delaunay triangulations have broad applications in Computer Science including surface construction, meshing, and visualization (see [2] , for example, for an overview of applications). We are particularly motivated by applications (such as wireless communication network construction [3] and online routing in such networks [4] ) that use the triangulation as 
see Fig. 1 a spanner of the Euclidean graph on P , defined as a spanning subgraph in which the distance in the subgraph between any pair of points is no more than a constant multiplicative ratio of the Euclidean distance between the points. The constant ratio is typically referred to as the stretch factor of the spanner. While the Delaunay triangulation has been studied extensively, obtaining a tight bound on its stretch factor has been elusive even after decades of attempts.
In the mid-1980s, it was not known whether a Delaunay triangulation is, in general, a spanner. In order to gain an understanding of the spanning properties of Delaunay triangulations, Chew considered related structures. In his seminal 1986 paper [5] , he proved that an L 1 -Delaunay triangulation -the dual of the Voronoï diagram of P based on the L 1 -metric rather than the L 2 -metric -has a stretch factor bounded by √ 10. Chew then continued on and showed that a TD-Delaunay triangulation -the dual of a Voronoï diagram defined using a Triangular Distance, a distance function not based on a circle (L 2 -metric) or a square (L 1 -metric) but on an equilateral triangle -has a stretch factor of 2 [6] . This bound is, in fact, tight: one can construct TD-Delaunay triangulations with stretch factor arbitrarily close to 2. Finally, Dobkin et al. [7] showed that the (L 2 -) Delaunay triangulation of P is a spanner as well. The bound on the stretch factor they obtained was subsequently improved by Keil and Gutwin [8] as shown in Table 1 . The bound by Keil and Gutwin stood unchallenged for many years until Xia recently improved the bound to below 2 [9] .
There has also been some progress recently on understanding the lower bound on the stretch factor of an (L 2 -) Delaunay triangulation. The trivial lower bound of π/2 ≈ 1.5707 has been improved to 1.5846 [10] and then to 1.5932 [11] . A large gap between the lower and upper bound still remains, however, and it is not clear at all that the techniques currently being used are appropriate for obtaining a tight bound on the stretch factor of a Delaunay triangulation. While much effort has been made on studying the stretch factor of L 2 -Delaunay triangulations, since Chew's original work little has been done on L p -Delaunay triangulations for p = 2. It is known that L p -Delaunay triangulations are spanners:
Bose et al. [12] have shown that Delaunay triangulations that are based on a convex distance function are spanners whose stretch factor depends only on the shape of the associated convex body. However, due to the general approach, the bounds on the stretch factor that they obtain are loose: the bound for L 2 -Delaunay triangulations, for example, is greater than 24. The overall picture is that, in spite of much effort and with the exception of the triangular distance, the exact value of the stretch factor of Delaunay triangulations based on any convex function is unknown. In particular, the stretch factor of L p -Delaunay triangulations is unknown for any p ∈ [1, ∞].
Our contributions We show that the exact stretch factor of L 1 -and L ∞ -Delaunay triangulations is 4 + 2 √ 2 ≈ 2.61, ultimately improving the upper bound of √ 10 ≈ 3.16 obtained by Chew [5] . This bound applies to the (traditional) case when the edge weight function is the Euclidean distance between its endpoints. In addition to obtaining a tight bound on the stretch factor when the edge weight function is the Euclidean distance (i.e., L 2 -metric), we also obtain a tight bound on the stretch factor of L ∞ -Delaunay triangulations when the edge weight function is the L p -metric, for any p ∈ [1, ∞] (see Fig. 1 ). In this case, the weight of each edge in the triangulation is the distance between its endpoints according to the L p -metric; the stretch factor is computed by comparing for every pair of points their distance in the triangulation with their distance in the plane according to the L p -metric. From this general result we deduce that the stretch factor of L 1 -and L ∞ -Delaunay triangulations is exactly 3 when the edge weight function is the L 1 -or L ∞ -metric.
Preliminaries
We consider a finite set P of points in the two-dimensional plane with an orthogonal coordinate system consisting of a horizontal x-axis and a vertical y-axis. The coordinates of a point u will be denoted ( We denote by E P p (or simply E p when the set of points P is clear from the context) the complete weighted graph whose vertex set is P and whose edge weight function, for any edge (u, v) 
The graph E 2 , in particular, is known as the complete Euclidean graph.
The length of a path in a weighted graph is the sum of the weights of the edges of the path and the distance in the graph between two vertices is the length of the shortest path between them. We say that a subgraph H of a weighted graph G is a t-spanner of G if for any pair of vertices u, v of G, the distance between u and v in H is at most t times the distance between u and v in G; the constant t is referred to as the stretch factor of H (with respect to G).
In this paper we study spanners of the graph E p , for p ∈ [1, ∞], defined on a finite set of points P . Given a subgraph H of E p and points u, v ∈ P , we denote by d
for all pairs of points u and v in P . We say that H is a t-spanner of P (or simply a t-spanner) with respect to the L p metric if it is a t-spanner of E p .
We define a family of spanners to be a set of graphs H P , one for every finite set P of points in the plane, such that for some constant t > 0, H P is a t-spanner of E P p for every set of points P . We say that the stretch factor of the family is exactly t with respect to the L p metric if: 1) H P is a t-spanner of E P p for every set of points P and 2) for every > 0 there exists a set of points
Defining L 1 -Delaunay triangulations The families of spanners we consider are the L 1 -and L ∞ -Delaunay triangulations on a set P of points in general position (which we define precisely at the end of this section). As we saw in the introduction, the L p -Delaunay triangulation on P , for p ∈ [1, ∞], can be defined as the dual graph of the Voronoï diagram of P based on the L p -metric. We will use an alternative, more direct definition though. A property of L p -Delaunay triangulationsshared by all Delaunay triangulations based on a convex distance function -is that for each interior face, or triangle, of the triangulation there is an associated convex body (e.g., square for L 1 -or L ∞ -and circle for L 2 -Delaunay triangulations) that contains the vertices of the triangle on its boundary and that contains no point of P in its interior (or, said more succinctly, that is empty). More specifically, let a square in the plane be a square whose sides are parallel to the x-and y-axis and let a tipped square be a square rotated by 45 • . For every triple of points u, v, w ∈ P , u, v, w form an interior face (triangle) in the L 1 -Delaunay triangulation on P if and only if there is an empty tipped square that contains u, v, w on its boundary [5] .
This property does not completely define L 1 -Delaunay triangulations however, because some edges of an L 1 -Delaunay triangulation may not border an interior face (when the points in P are collinear, in fact, no edge borders an interior face). The following, however, does completely define the L 1 -Delaunay triangulation on a set of points P : for every pair of points u, v ∈ P , (u, v) is an edge in the L 1 -Delaunay triangulation on P if and only if there is an empty tipped square that has u and v on its boundary [5] . We note that this definition assumes that no four points of P lie on the boundary of an empty tipped square.
From L 1 -to L ∞ -Delaunay triangulations If a square, rather than a tipped square, is used in this last definition then a different triangulation is defined; it corresponds to the dual of the Voronoï diagram based on the L ∞ -metric. We refer to this triangulation as the L ∞ -Delaunay triangulation. This triangulation is nothing more than the L 1 -Delaunay triangulation of the set of points P after rotating all the points by 45 • around the origin. Chew's bound of √ 10 on the stretch factor, with respect to the Euclidean distance, of the L 1 -Delaunay triangulation [5] applies to L ∞ -Delaunay triangulations as well. In this paper, most of our arguments focus on L ∞ -Delaunay triangulations and use squares (rather than tipped squares). When we refer to the side of a square, we assume it includes the square vertices; in other words, sides intersect at the square vertices.
To differentiate the four sides of a square we use the notation N (for the north side), E (east), S (south), and W (west). We also use this notation to describe the relative position of an edge connecting two points lying on the boundary of a square: for example, a WN edge connects a point on the W side and a point on the N side.
General position requirement for L ∞ -Delaunay triangulations
One issue with L ∞ -Delaunay triangulations (in fact, all Delaunay triangulations) is that they are not well-defined for all sets of points P . If four points of P happen to lie on the boundary of an empty square then the L ∞ -Delaunay triangulation on P , using our working definition, would contain the two ways to triangulate the four points -as illustrated in Fig. 2 (a) -and is thus not plane (with interior faces that are triangles) at all. We therefore restrict P to be a set of points such that no four points lie on the boundary of an empty square. In fact, in order to avoid technical complications in our proofs and pathological examples such as the one illustrated by Fig. 2(b) , we choose to restrict P a bit further and insist that no two points of P lie on the same side of an empty square. Note that this implies that endpoints of an edge in the L ∞ -Delaunay triangulation must have different x-and y-coordinates. In summary, the assumption in this paper will be that the points of P are in general position, which for us means that no four points lie on the boundary of an empty square and that no two points lie on the same side of an empty square.
The lower bound
In this section we prove lower bounds on the stretch factor of L 1 -and L ∞ -Delaunay triangulations. To do this we require three technical lemmas. The first gives a general lower bound for L ∞ -Delaunay triangulations: Consider the square S 1 of side length 1 − δ and having a and p 1 on its west (left) and north (top) sides, respectively (see Fig. 3(b) ). Since x (a, c 2 ) = 1 − δ and y (p 1 , c 2 ) = 1 − δ, point c 2 is exactly the southeast vertex of square S 1 . By symmetry, it follows that for every i = 1, 2, . . . , k + 1, if S i is the square of side length 1 − δ with p i−1 and p i on its west and north sides, then point q i−1 is exactly the southeast vertex of S i . This means that all points q j with j = i − 1 as well as all points p j with j = i − 1, i must lie outside S i . Therefore, for every i = 1, 2, . . . , k + 1, points p i−1 , p i , and q i−1 define a triangle in the L ∞ -Delaunay triangulation T on P . A similar argument shows that for every i = 1, 2, . . . , k + 1, points q i−1 , q i , and p i define a triangle in the L ∞ -Delaunay triangulation T -illustrated in Fig. 3(a) -as well. Having defined the set of points P and described the L ∞ -Delaunay triangulation T on P , we now analyze the stretch factor of T . A shortest path from a to b in T with respect to the L p -metric is, for example, a, p 1 
, and s p (y) < 0 for y ∈ (y p , 1), the maximum of s p (y) for y ∈ [0, 1] is reached at y = y p and is thus equal to Proof. Consider a set P of points in the plane and let P be the set of points that is the image of P under a 45 • rotation r of the plane. Suppose that the L ∞ -Delaunay triangulation T on P has stretch factor t with respect to the L p -metric for p ∈ {1, 2, ∞} and let T be the L 1 -Delaunay triangulation on P .
Observe that there is an edge (r(u), r(v)) in T if and only there is an edge (u, v) in T since the image, under rotation r, of a square that contains no point of P in its interior and that has u and v on its boundary is a tipped square that contains no point of P in its interior and that has r(u) and r(v) on its boundary. Observe also that for all u, v ∈ P ,
Hence, we have:
Therefore, if T has stretch factor t with respect to the L 2 -metric (resp. L ∞ -metric, L 1 -metric) then T has stretch factor t with respect to the L 2 -metric (resp. L 1 -metric, L ∞ -metric). The proof in the opposite direction, from P and T to P and T , is symmetric. 2
We can now show lower bounds on the stretch factors of L ∞ -and L 1 -Delaunay triangulations with respect to the important Euclidean, L 1 -, and L ∞ -metrics: In Fig. 4 , we show several examples of L ∞ -Delaunay triangulations that illustrate Theorem 4. While the points in these examples are not in general position, they demonstrate more clearly the lower bounds. Fig. 4(a) represents a class of L ∞ -Delaunay triangulations whose stretch factor, with respect to the L 1 -metric, can be made arbitrarily close to d 1 (a, c 1 ) + d 1 (c 1 , b Fig. 4 (b) represents a class of triangulations whose stretch factor, with respect to the L 2 -metric can also be made arbitrarily close to: Fig. 4 (c) represents a class of triangulations whose stretch factor, with respect to the L ∞ -metric, can be made arbitrarily close to:
Main result
In this section we obtain tight upper bounds on the stretch factor of L 1 -and L ∞ -Delaunay triangulations. They will follow directly from the following key theorem that bounds the distance between any two points a and b of an L ∞ -triangulation in terms of the length and width of a rectangle having a and b as vertices:
Theorem 5. Let p ∈ [1, ∞], let P be a set of points in general position in the plane, and let T be the L ∞ -Delaunay triangulation on P . For any pair of points a and b of P , let R(a, b) be the rectangle with sides parallel to the x-or y-axis and with diagonal [ab]. If the size of R(a, b) is w × h (with
This section is devoted to the proof of this theorem. Before we start, we show how this theorem implies the main result of this paper: 
over values w and h such that 0 ≤ h ≤ w and 0 < w and where function s p is as defined in Lemma 1. As observed in 
Overview of the argument and a structural lemma
We will prove Theorem 5 by showing that between any two points a and b of P there is a short enough path in T . The proof will be by induction on the (rank of the) distance between the points in P with respect to the L ∞ -metric. If edge (a, b) ∈ T the path is simply edge (a, b) . Otherwise, if rectangle R(a, b) contains a point c of P other than a and b, we will easily apply induction to show the existence of short enough paths from a to c and from c to b which together form a short enough path from a to b. The case when R(a, b) does not contain any point of P (other than a and b) is more difficult and we need to develop tools to handle it. Triangles T 1 (with points a, h 1 , l 1 ) , T 2 (with points h 1 , h 2 , and l 2 ), and T 3 (with points l 2 , h 3 , and l 3 ) and associated squares S 1 , S 2 , and S 3 . When traveling from a to b along segment [a, b] , the edge that is hit when leaving triangle T i is (h i , l i ) .
To simplify the notation and the discussion, we assume that point a has coordinates (0, 0) and point b has coordinates (w, h) with 0 ≤ h ≤ w and 0 < w. 
define S i to be the empty square having the vertices of T i on its boundary (see illustration in Fig. 5 ). Finally, we will say that a point u with coordinates (x u , y u ) is high (resp. low) with respect to R(a, b) if 0 ≤ x u ≤ w and y u > h (resp. y u < 0).
In order to prove Theorem 5 in the case when R(a, b) does not contain any point of P , we will show (in Lemma 8) that either a) one of the paths a, h 1 , h 2 , . . . , h k−1 , b or a, l 1 , l 2 , . . . , l k−1 , b is short enough or b) there is a point c = l j or h j and there is a path from a to c that is short enough and that can be combined with the path from c to b that exists by induction into a short enough path from a to b.
We start the formal argument with a lemma that describes the structure of triangles T 1 , . . . , T k and associated squares S 1 , . . . , S k : 
Inductive square, the Crossing Lemma, and the proof of Theorem 5
We define next the square S j and the point of P lying on the boundary of S j on which induction can be applied in the proof of Theorem 5 when rectangle R(a, b) contains no point of P other than a and b. We introduce some additional terminology first. A vertex c of T i is said to be eastern in S i if it lies on the E side of S i . An edge is said to be gentle if the line segment corresponding to it in the graph embedding has a slope within [−1, 1]; otherwise we say that it is steep. Note that by Lemma 7 and the assumption that points of P are in general position, if edge (l j , h j ) is gentle then l j or h j must be eastern in S j . Assume that (a, b) is not an edge in T and that rectangle R(a, b) contains no point of P other than a and b. The following lemma will be the key ingredient of our inductive proof of Theorem 5. We will prove it later in this section. We can now prove the main theorem.
Definition 1.
Square S j , for 1 ≤ j < k, is inductive if edge (l j , h j ) is
Lemma 8 (Crossing Lemma
Proof of Theorem 5. The proof is by induction on the rank of the distance, with respect to the L ∞ -metric, between points of P (since P is finite there is only a finite number of distances to consider).
Let a and b be the two points of P that are the closest points, with respect to the L ∞ -metric. We assume w.l.o.g.
that a has coordinates (0, 0) and b has coordinates (w, h) with 0 ≤ h ≤ w and 0 < w = d ∞ (a, b) . Since a and b are the closest points using the L ∞ -metric, the largest square having a as a southwest vertex and containing no points of P in its interior, which we call S a , must have b on its boundary. Therefore (a, b) is an edge in T and d (a, b) is not an edge in T . 
Squares with potential and the proof of the Crossing Lemma
What remains to be done is to prove Lemma 8. To do this, we need to develop some further terminology and tools. Let δ i , for 1 ≤ i ≤ k, be the horizontal distance between point a and the E side of square S i , respectively. We also set δ 0 = 0.
where 
To simplify the argument that follows, we assume that l i is "to the left" of h i , i.e., x l i < x h i . The case when x l i > x h i can be shown using an equivalent argument.
and there has to be a side of S i between the sides on which l i and h i lie, when moving clockwise from l i to h i . Using the constraints on the position of h i and l i within S i from Lemma 7 and using the assumptions that (l i , h i ) is steep and that x l i < x h i , we deduce that l i must be on the S side and h i must be on the N or E side of S i .
If h i is on the N side of S i then, because x l i < x h i , h i must also be on the N side of S i+1 . There are then two possibilities for the position of l i within square S i+1 . One is that l i is on the S side of S i+1 and S i+1 is obtained from S i by a horizontal translation of length δ x = δ i+1 − δ i as shown in Fig. 7(a) . Then
The other possibility is that l i is on the W side of S i+1 . Let S i be the square with l i as its SW corner and obtained by a horizontal translation of S i , let δ x 1 be the length of this translation, and let δ x 2 be the difference between the side length of S i and S i+1 , as illustrated in Fig. 7(b) . Then δ x 1 + δ x 2 = δ i+1 − δ i and
If h i is on the E side of S i then, let S i be the square that shares its SE corner with S i and with h i in its NE corner, as shown in Fig. 7(c) Since S i has a potential, we obtain: 
Conclusion and open problems
The proof of Theorem 5 is constructive, and we summarize now the algorithm that is implicit in the proof. The algorithm constructs a path in the L ∞ -Delaunay triangulation T on P between a pair of points a and b. 
