In this paper we study the existence and uniqueness of a solution and propose an iterative method for solving a beam problem which is described by the fully fourth order equation
Introduction
In the last decade the fully fourth order nonlinear differential equation
has attracted a great attention from many researchers because it is the mathematical model of numerous engineering problems. Depending on the concrete engineering problems the equation (1.1) is considered with different boundary conditions. Below we mention some works concerning typical boundary conditions. First, it is worth to mention a very recent work of Y. Li [14] . In this work the author consider the problem u (4) (x) = f (x, u(x), u ′ (x), u ′′ (x), u ′′′ (x)), 0 < x < 1,
2) which models a statistically elastic beam fixed at the left and freed at the right end. Under several complicated conditions such as the growth conditions on infinity, a Nagumo-type condition, using the fixed point index theory in cones the author obtained some results of existence of positive solutions. Freeing the above conditions but requiring the Lipschitz condition in a specific bounded domain in [5] we established the existence and uniqueness of a solution and proposed an iterative method for finding the solution. The method used is the reduction of the boundary value problem to an operator equation for the unknown function ϕ(x) = f (x, u(x), u ′ (x), u ′′ (x), u ′′′ (x)). This method is first proposed in our work [4] . A problem for the equation (1.1) with somewhat different from those in (1.2) boundary conditions, namely, u(0) = u ′′ (0) = u ′ (1) = u ′′′ (1) = 0 (1.3) was studied in [15] by the lower and upper solution method and degree theory.
In [3] Bai also used the lower and upper solution method under the Nagumo and monotonocity conditions proved the existence of solutions of the equation which models deformation of an elastic beam with simply supported ends, was investigated in [13] . There by the Fourier analysis method and the Leray-Schauder fixed point theorem the author established the existence of a solution under the linear growth condition. The uniqueness of the solution is guaranteed if adding the Lipschitz condition. In [6] we relaxed these conditions by the requirement only of the Lipschitz condition in a bounded domain.
Except for the boundary conditions in (1.2) and (1.3), (1.4) in [11] , [18] the authors considered the equation (1.1) with the boundary conditions
The existence of a solution was established by the Leray-Schauder degree theory and by means of the lower and upper solution method. A constructive proof of the existence of a solution also was given in [9] . As was seen above, there are many works devoted to boundary value problems for the fully fourth order nonlinear equations, but the boundary conditions associated are not the Dirichlet ones. To the best of our knowledge, there is only a work [1] concerning the existence for the problem with Dirichlet boundary conditions. In this work the authors considered the Dirichlet problem 6) where
are real constants. Some theorems on existence of a solution based on the use of Shauder fixed point theorem were established and the convergence of Picard iterations were proved. But as the examples in this paper showed that not always these theorems are applicable, and for the convergence of Picard iterations it requires the Lipschitz condition posed on the nonlinear function f in a domain defined by an approximate solution. The content of the paper was also presented in the book [2] two years later. It should be noticed that afer the appearance of this book many researchers studied analytical solution [10] , [17] and numerical solution [8] , [16] of the problem (1.6) assuming the existence and uniqueness of a solution or referred to the book for the qualitative aspects of the problem.
Motivated by the above facts, in this paper we use a novel method for existence and uniqueness and an iterative method for the problem (1.6) which can overcome some limitations of [1] . For simplicity of presentation we consider the problem
which describes the deformations of an elastic beam with both fixed endpoint.
Differently from the approaches of the authors mentioned above for the problems for the fully fourth order equation, in this paper we use the method developed by ourselves recently in the works [4, 5, 6, 7] . Namely, we reduce the problem (1.7) to an operator equation for a triplet of an unknown function and two unknown numbers. With the assumption of continuity and boundnedness of the function f (x, u, y, v, z) in a bounded domain we prove the existence of a solution. The uniqueness of the solution is established under the additional assumption of Lipschitz condition. An iterative method for finding the solution is investigated. Many examples show the applicability of the obtained theoretical results and the efficiency of the iterative method. Especially, some of the examples show the advantage of our results over ones of [1] .
The existence and uniqueness of a solution
To investigate the problem (1.7), for u ∈ C 4 [0, 1] we set
Then problem becomes
It has a unique solution
where G 0 (x, t) is the Green function
From (2.2) we have
where
It is easy verify that
Then the problem (1.7) is reduced to the following second order problems
It is obvious that v = v ϕ,α,β (x), u = u ϕ,α,β (x), so from (2.1) and the conditions u
We notice that the solutions of the problem (2.6), (2.7) can be represented in the forms
where G is the Green's function
By setting
we obtain
(2.12) Combining (2.8) and (2.12) we have the system for unknowns ϕ, α, β
Now we consider the Banach space S = C[0, 1] × R × R with the norm defined by
, it is easy to see that with ω = (ϕ α β)
T ∈ S, ω = Aω where A : S → S be a nonlinear operator defined by
We will prove that under some conditions A is a contraction operator. For any M > 0, we define the set 19) where the Green function G(x, t) and the functions H 0 (t), H 1 (t) are defined by (2.10), (2.11), respectively.
Lemma 2.1 Suppose that the function f is continuous and there exists con-
for all (x, u, y, v, z) ∈ D M . Then, the problem (1.7) has at least a solution.
Proof. First we show that A maps the closed ball
Then from the definition of the norm in (2.14) we have
We shall estimate Aω as follows: From (2.2)-(2.4) and (2.21) we get
From (2.5), (2.9), (2.18) and (2.21) we obtain
On the other hand, from (2.9) we have 
On the other hand, from (2.19) and (2.21) we obtain 
, denote u ω = u ϕ,α,β be the solution of the problem (1.7) for ω and also denote u
Next, we will prove that for any bounded set
, the set AB 1 is relatively compact in S. Indeed, for any sequence {ω n } = {(ϕ n α n β n )
T } ∈ B 1 , from the complete continuity of u, there exist subsequence
From the complete continuity of u ′ , there exist subsequence
From the complete continuity of u ′′ , there exist subsequence
From the complete continuity of u ′′′ , there exist subsequence
Therefore, from the continuity of function f we have
Further, it is possible to extract a subsequence
and a subsequence
Therefore, for any sequence {ω n } = {(ϕ n α n β n ) T } ∈ B 1 , there exist subsequence {ω
Hence, A is completely continuous in the ball B[O, M] ⊂ S. By the Schauder's fixed point theorem, A has at least a fixed point, i.e., the problem (1.7) has at least one solution. The lemma is proved. Theorem 2.2 Suppose that the assumptions of Lemma 2.1 hold. Further assume that there exists constants
then the problem (1.7) has a unique solution u and
Proof.
For proving the theorem, we shall show that the operator A mentioned above is a contraction operator tin the ball B[O, M]. Indeed, suppose that
Denote by u 1 , u 2 the solutions of the problems (2.6), (2.7), respectively. We also denote 
(2.32) From (2.29) and (2.31) we have
Combining (2.32) and (2.33) we obtain
Therefore, taking into account (2.30) we conclude that A is a contraction operator in B[O, M]. Therefore, the equation ω = Aω has a unique solution ω with ω ≤ M. This fact implies that the problem (1.7) has a unique solution u determined from (2.6)-(2.7) with the found triplet ω = (ϕ α β) T . The estimates for u, u ′ , u ′′ , u ′′′ follow straightforward from the estimates (2.22)-(2.26). The theorem is proved.
Solution method and numerical examples
Consider the following iterative method for solving the problem (1.7): i) Given an initial approximation ϕ 0 (x), α 0 , β 0 , for example,
iv) Update the new approximation
We have the following result Theorem 3.1 Under the assumptions of Theorem 2.2, the above iterative method converges with the rate of geometric progression and there hold the estimates
where u is the exact solution of the problem (1.7).
Proof. Notice that the above iterative method is the successive iteration method for finding the fixed point of the operator A with the initial approxi-
. Therefore, it converges with the rate of geometric progression and there is the estimate
Combining it with the estimate of the type (2.31) we obtain the results of the theorem.
Below we illustrate the obtained theoretical results of the existence and uniqueness of a solution and the convergence of the iterative method on some examples, where the exact solution of the problem is known or is not known.
In order to numerically realize the iterative process we use the difference scheme of fourth order accuracy [20] for solving (3.2), (3.3), and formulas of the same order of accuracy for approximating the first derivative, the second derivative, the third derivative and the definite integral on the uniform grid ω h = {x i = ih, i = 0, 1, ..., N}. For grid functions we use the uniform norm defined as u ω h = max x i ∈ω h |u(x i )|.
For testing the convergence of the proposed iterative method we perform some experiments for the case of known exact solutions and also for the case of unknown exact solutions.
In all the tables and the graphs of computation below, u is the exact solution, N denotes the number of grid intervals, K denotes the number of performed iterations, eu(k) = u k − u ω h , e(k) = u k − u k−1 ω h . We perform the iterative process until e(k) ≤ 10 −15 .
First, we consider the example for the case of known exact solution. Example 1. Consider the problem
The exact solution of the problem is
We have
In the domain
Therefore, the choice M = 36 guarantees the satisfaction of the condition (2.20) . Besides, in the domain D 36 , since
we can take
All the conditions in Theorem 2.2 are satisfied. Consequently, the problem has a unique solution, and by Theorem 3.1 the iterative method (3.1)-(3.4) converges. Table 1 shows the convergence of the iterative method. From the table we see that the convergence of the discrete version of the iterative method does not depend on the grid size. The graphs of e(k) of Example 1 is depicted in Figure 1 . In the next example, the exact solution of the problem (1.7) is not known. Example 2. Consider the problem we can take
All the conditions in Theorem 2.2 are satisfied. Consequently, the problem has a unique solution, and by Theorem 3. 
We set u(x) = w(x) − P (x), where P (x) = 2x 3 − 3x 2 + 1. Then the problem (3.5) becomes We consider problem (3.6). We have
Therefore, the choice M = 6 guarantees the satisfaction of the condition (2.20) . Besides, in the domain D 6 , since 
We set u(x) = w(x) − P (x), where P (x) = 2x 3 − 3x 2 + 1. Then the problem (3.7) becomes
Analogously as in Example 3, we can choose M = 6, and therefore, the Lipschitz coefficients in Theorem 2.2 are
. All the conditions of Theorem 2.2 are satisfied. Hence the problem (3.8) (therefore the problem (3.7)) has a unique solution and the iterative method converges. The results of computation show that for different grid sizes the discrete version of the iterative process reached the tolerance e(k) = 10 −15 after 24 iterations. The graph of the approximate solution of the problem (3.7) is depicted in Figure 5 .
Remark that in [1] the authors can only establish the existence of a solution of the problem (3.7) in the region S = (x, w) : 0 ≤ x ≤ 1, |w| ≤ 1.005222 but did not guarantee the uniqueness of a solution of this problem meanwhile by using Theorem 2.2 in this paper, the problem (3.7) has a unique solution in the region 
we have
where K = max 0≤x≤1 |P (a+(b−a)x)|. We can see that for any finite numbers b − a, A 1 , A 2 , B 1 , B 2 there exists constant M > 0 such that the condition (2.20) is satisfied. Therefore, the problem (3.11) has at least one solution, i.e., the problem (3.9) has at least one solution.
Remark that in [1] , the authors also established the existence of a solution of the problem (3.9).
In the next example we shall show that the conditions in the theorems of the existence of solutions in [1] are not satisfied meanwhile by using Theorem 2.2 in this paper, the problem has a unique solution. Example 6. Consider the problem
It is easy to see that [1, Corollary 3.3, Theorem 3.5]) cannot be applied in this example. Next we shall show that the conditions in [1, Theorem 3.1]) are not satisfied. Indeed, we have P 3 (x) = 1.87x 3 (the third degree polynomial satisfying the boundary conditions in the problem (3.12)). Let
Clearly, k 0 ≥ 1.87. Consider the compact set
It is obvious that i.e., the condition (iii) in [1, Theorem 3.1]) is not satisfied. Hence, the theorems of the existence of solutions in [1] cannot be applied in this example. Now, by using Theorem 2.2, we shall show that the problem has a unique solution. For this purpose we set u(x) = w(x) − P (x), where P (x) = 1.87x
3 . Then the problem (3.12) becomes are satisfied. Hence the problem (3.13), and in consequence, the problem (3.12) has a unique solution and the iterative method converges. The results of computation show that for different grid sizes the discrete version of the iterative process reached the tolerance e(k) = 10 −15 after 23 iterations. The graph of the approximate solution of the problem (3.12) is depicted in Figure  6 .
Conclusion
In this paper we have proposed a novel method for investigating the existence and uniqueness of a solution of a fully fourth order equation. It is based on the reduction of the original problem to an operator equation for the nonlinear term and the unknown values of the second derivatives u ′′ (0), u ′′ (1). Under some easily verified conditions we have proved that the problem has a unique solution and it may be found by an iterative method. The convergence of the method as a geometric progression is established. At each iteration it is needed to solve two simple linear boundary value problems for second order equations. Several examples, where the exact solutions of the problem are known or are not known, illustrated the effectiveness of the proposed method. Especially, some of the examples show the advantage of our results over ones of Agarwal.
The proposed method can be applied to some other problems for ordinary and partial differential equations. f (x 2s+1 ) + f (x 2m ) .
The quadrature error associated with (4) is − b − a 180 (h/2) 4 f (4) (ξ), ξ ∈ (a, b).
