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Abstract5
Fungi have a well-established role in nutrient cycling and are widely used as agents in
biological control and in the remediation of polluted landscapes. Competition for resources
between different fungal communities is common in these contexts and its outcome impacts
on the success of such biotechnological applications. In this investigation a mathematical
model is constructed to represent competition between two fungal colonies that have access
to different resources. It is shown that the model equations display a multitude of travelling
wave solutions and that the outcome of competition between two fungal biomasses can be
controlled through the simple manipulation of the nutrient resources available to each. The
model equations are also numerically integrated to illustrate the range of outcomes arising
from fungal competition and these results are placed in context of established experimental
observations.
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1. Introduction7
While perhaps best known for their role in nutrient cycling (Carlile et al., 2001), fun-8
gal mycelia are central to many biotechnological applications including the production of9
food (Efiuvweuwere and Chynyere, 2001; Flores-Maltos et al., 2011; Manjunathan et al.,10
2011), medicine (Luk et al., 2011; Torkelson et al., 2012; Bushley et al., 2013), the bioremedi-11
ation of polluted landscapes (Sang et al., 2004; Ramachandran and Gnanados, 2013; Gupta12
and Shrivastava, 2014) and the biological control of crop pathogens in agriculture (Dorner13
et al., 2003; Cotty et al., 2007; Koutb and Ali, 2010; Mehl and Cotty, 2013; Vankudoth14
et al., 2016). Additionally, over 90% of plants have symbiotic connections with species15
of fungi enabling the acquisition of resources over far wider spatial scales than would be16
possible in their absence (e.g. Smith and Read, 1997; Boddy, 1999; Selosse et al., 2006).17
In all of these settings, fungi rarely grow in isolation and instead compete against other18
species for common resources including various nutrients (e.g. carbon, nitrogen and oxygen),19
water and even simply territory (which influences the ability of the fungus to acquire further20
resources). Consequently the success of any application of fungi depends on its ability to21
grow and suitably function in the presence of rival species.22
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Such interactions are usually investigated experimentally by inoculating a Petri dish with23
two non-mutually compatible species and observing their subsequent growth and behaviour24
over a range of conditions (Boddy, 2000; Evans et al., 2008). Typically the early growth of25
both species is radially symmetric until the periphery of the colonies collide after which one26
of three distinct outcomes are observed. Certain combinations of fungi display intermingling27
(also termed overgrowth or coexistence), where there is a continued and increasing overlap28
in the extent of both species. Other fungal pairings display deadlock, where neither species29
is able to invade territory held by the other and a stalemate is reached. The third outcome30
is displacement where one fungus takes over the territory held by the other and thereby31
locally eliminating its rival.32
The mechanisms behind these outcomes have been well studied (e.g. Carlile et al., 2001;33
Utermark and Karlovsky, 2007; Sempere and Santamarina, 2010). Briefly, fungi produce a34
combination of volatile organic compounds (VOCs) and toxic metabolites that inhibit the35
growth of rivals and degrade their existing biomass (Hynes et al., 2007). Most commonly,36
one fungus will lyse its rival on contact as observed by the bursting of cells, the vacuolization37
of compartments and the withdrawal of cytoplasm (Horio and Oakley, 2005). These mecha-38
nisms are resource intensive and experimental studies have shown that the outcome of pair-39
wise interactions is in part determined by the availability of nutrient resources (Kennedy,40
2010; Mehl and Cotty, 2013). Therefore the success of any biotechnological application41
involving fungi depends on the provision of suitable nutrients.42
However, despite the plethora of laboratory-based experimental studies, the investigation43
of the outcome of competition between fungal mycelia in vivo is complicated by the scale44
at which they develop. A mycelium consists of a network of microscopic tubes, termed45
hyphae, through which material, including nutrients, are transported. The extension of46
hyphae is the sole means by which mycelia expand and therefore the movement of hyphal47
tips, representing the apex of hyphae, are central to colony dynamics (Jackson and Heath,48
1993; Gooday, 1995; Schmitz et al., 2006). The creation of hyphal tips, termed branching,49
and the fusion of hyphal tips with other hyphae, termed amastomosis, generates an inter-50
connected network that is highly efficient at acquiring new resources and their resultant51
transportation. While hyphae typically have diameters of the order of 10 microns (Carlile52
et al., 2001), an entire mycelium can cover vast areas; for example, a single Armillaria53
ostoyae colony has been found to cover 900 ha (Ferguson et al., 2003). Consequently since54
VOCs and toxic metabolites impact at the hyphal level but their overall effects are measured55
at the colony level, linking these two extreme scales is difficult from a purely experimental56
viewpoint yet is natural in the framework of a mathematical model.57
There have been a multitude of mathematical models describing fungal growth and function58
using continuum (e.g. Edelstein, 1982; Davidson, 1998, 2007; Davidson et al., 2011; Boswell59
et al., 2002, 2003; Falconer et al., 2005, 2008), discrete (e.g. Cohen, 1967; Meskauskas et al.,60
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2004a,b; Fuhr et al., 2011; Balmant et al., 2015), and hybrid approaches (e.g. Yang et al.,61
1992; Boswell et al., 2007; Schnepf et al., 2008; Davidson et al., 2011; Hopkins and Boswell,62
2012; Boswell and Davidson, 2012). However the most useful models of fungal interactions63
have been based on continuum approaches since they efficiently represent entire fungal64
communities while capturing the microscopic characteristics of colony dynamics (but see65
Halley et al., 1994, for a cellular automaton formulation).66
Davidson et al. (1996) represented a fungal mycelium and its nutrients as activators and sub-67
strates and demonstrated that spatially heterogeneous structures could be formed through68
the collision of two fungal biomasses; however the abstract nature of the model meant it was69
unable to make qualitative predictions and was difficult to differentiate between the rival70
biomasses. Falconer et al. (2011) formed a system of partial differential equations account-71
ing for the interactions between rival model fungal phenotypes in response to inhibitors.72
Through the creation of demarcation zones, this modelling showed that such inhibitors73
resulted in greater fungal biodiversity. More recently, Boswell (2012) investigated pairwise74
competition by using an alternative continuum model whose structure and formation al-75
lowed for its calibration and it was shown that nutrient availability influenced the outcome76
of competition. However, due to the complexity of the underlying partial differential equa-77
tions, only numerical solutions could be obtained and consequently the predictive power78
of the model was limited and general principles could not be extracted. In particular,79
repeated numerical solutions provided the only mechanism to determine critical nutrient80
levels to alter the outcome of competition.81
The purpose of the current work is therefore to construct a mathematical model of fungal82
pairwise competition that simulates observed experiments and allows general principles83
to emerge. To maintain the generality of the model, the resource being competed for is84
regarded as space or territory rather than an explicit source of nutrient. Thus the outcome85
of competition is solely governed by independent resources available to the two fungi and86
this scenario is designed to reflect experiments investigating the outgrowth of fungi from87
isolated nutrient resources (see, for example, Tlalka et al., 2008). The model is derived in88
Section 2 and nondimensionalised so that 6 parameters determine its long term behaviour.89
In Section 3 the dynamics of the model equations are investigated through a number of90
analytical approaches and the results are augmented by numerical simulation. In particular,91
algebraic conditions are constructed that relate nutrient concentrations to the outcome of92
competition. The implications of the results are discussed in Section 4.93
2. Modelling94
In laboratory-based experiments a Petri dish is inoculated with species of fungi that ex-95
pand outwards in a radially symmetric manner and the overall outcome of pairwise com-96
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petition is determined by observing how the colony peripheries behave immediately before97
and then following their collision. Thus, due to the radial symmetry involved, a one-98
dimensional mathematical model is sufficient to investigate such competition corresponding99
to the growth along the line connecting the centers of the inoculation sites.100
Edelstein (1982) formulated a basic structure for the representation of fungal growth by101
modelling the populations of hyphae and hyphal tips and noted that the creation of hyphae102
corresponded to the trail left behind a moving tip. This same “tip and trail” structure has103
been used successfully in other investigations (e.g Boswell et al., 2002; Boswell, 2012).104
Thus we introduce ρj and nj to denote the density of hyphae and the density of hyphal tips105
respectively in fungal biomass j where j = 1, 2 represent two different fungal phenotypes.106
Since the process of hyphal tip extension is the culmination of a cascade of metabolic107
processes each requiring suitable nutrients, consistent with previous studies (e.g. Prosser108
and Trinci, 1979) it is reasonably assumed that the speed of tip movement is proportional109
to the concentration of nutrients available to that fungal biomass. Since the purpose of the110
current investigation is to understand the role of nutrient availability on the outcome of111
competition, it is assumed that the nutrients are represented by a single generic substrate112
and that cj denotes the concentration of that substrate available to biomass j. Thus the113
speed of the model tip movement in biomass j is denoted by vjcj and the creation of biomass114
is given by the corresponding flux of the model tips. Also, to capture the natural turnover115
in hyphal segments, it is assumed that material in biomass j has a constant degradation116
rate of γj independent of any competition.117
Hyphal tips are created by the process of branching, which can either arise through the118
bifurcation of an existing hyphal tip (often termed dichotomous branching) or through the119
emergence of a new branch midway along an established hyphal segment (termed lateral120
branching). In the current study attention is focussed exclusively on the more prevalent121
lateral branching but note that the techniques applied can be easily translated to the case122
of dichotomous branching. Experimental investigations have long since established that123
an increase in glucose concentrations within a mycelium is associated with an increase in124
hyphal branching (e.g. Gruhn et al., 1992). Consequently, and consistent with previous125
modelling studies (Boswell et al., 2003, 2007; Boswell, 2012; Hopkins and Boswell, 2012),126
it is assumed that the production of new model tips in biomass j is proportional to cjρj127
capturing the dependence of this process on both the concentration of substrate and the128
hyphal length from which new tips can emerge. Anastomosis, the fusion of tips with other129
hyphae, is a process that regulates the density of hyphal tips. Again, consistent with130
previous studies (Edelstein, 1982; Boswell, 2012), it is assumed that the per capita loss of131
model tips in biomass j is proportional to the density of biomass j, namely ρj.132
During fungal competition, combinations of VOCs and toxic metabolites are produced133
along the lengths of hyphae that comprise the mycelium. Due to the concomitant energy134
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costs, the production of these compounds is reasonably assumed to be proportional to135
the energy available to the biomass, i.e. proportional to c1 or c2. Further, since these136
compounds restrict the ability of a rival biomass to create new hyphal material as well as137
degrading existing hyphae, they essentially cause hyphal tips in a rival to cease functioning138
and reduce the density of existing biomass. For convenience these substances are not139
represented explicitly but instead their influence on rival biomasses is modelled. Therefore140
the process of tip inhibition/degradation and hyphal degradation in biomass j by biomass141
i (i 6= j) is modelled using terms proportional to ciρinj and ciρiρj respectively. This142
approach is consistent with observed behaviour of competing fungi where the amount of143
VOCs produced changes during competition and depends on the degree of contact between144
the two species (Hynes et al., 2007).145
Thus the mathematical model is described by four coupled partial differential equations146
∂ρ1
∂t
= v1c1n1 − γ1ρ1 − Ec2ρ2ρ1,
∂n1
∂t
= −
∂(v1c1n1)
∂x
+ α1c1ρ1 − β1ρ1n1 − Ac2ρ2n1,
∂ρ2
∂t
= v2c2n2 − γ2ρ2 − Fc1ρ1ρ2,
∂n2
∂t
=
∂(v2c2n2)
∂x
+ α2c2ρ2 − β2ρ2n2 −Bc1ρ1n2,
(1)
where γj denotes the natural loss of hyphae, αj represents the branching rate per unit147
substrate, βj represents the anastomosis rate per unit length of hyphae and A,B,E and F148
are the proportionality constants of the rate of degradation of biomass and associated tips149
due to competition and which may be different between the two biomass “phenotypes”.150
Notice that the sign of the fluxes for the hyphal tips are reversed ensuring that both151
biomasses expand in opposite directions and thus will collide with suitable initial data; an152
approach that has successfully been used in previous studies (e.g. Boswell, 2012).153
The model equations are to be solved on the spatial interval (−L,L) and to be consistent154
with the typical experimental protocol described above require zero-flux boundary condi-155
tions because in the associated experimental configuration no material enters or leaves the156
Petri dish after inoculation. Furthermore, suitable initial data, representing the inoculation157
of the Petri dish, requires that the two rival biomasses start on opposite sides of the interval158
with no overlap. Hence the initial data is taken to be of the form159
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ρ1(x, 0) =
{
0 if x ≥ 0
ρ˜1(x) otherwise
, ρ2(x, 0) =
{
ρ˜2(x) if x ≥ 0
0 otherwise
,
n1(x, 0) =
{
0 if x ≥ 0
n˜1(x) otherwise
, n2(x, 0) =
{
n˜2(x) if x ≥ 0
0 otherwise
,
(2)
where ρ˜j and n˜j are specified functions. Henceforth we assume biomass 1 starts on the left160
hand side of the domain and biomass 2 starts on the right hand side of the domain.161
The main purpose of the current investigation is to focus on the role of nutrient availability162
and its involvement in determining the outcome of pairwise competition between fungi.163
As previous studies have shown (e.g. Edelstein, 1982), tip velocity and local branching and164
anastomosis rates dictate the densities achieved by biomasses in the absence of competition165
which in turn impact on the competitive ability of the biomass. Therefore, in order to166
isolate the key role of nutrient availability on competition, it is reasonably assumed that167
the two rival biomasses have similar growth characteristics and only differ in their local168
nutrient resources and their ability to degrade and inhibit the growth of their rivals. Thus169
we henceforth set v1 = v2 = v, α1 = α2 = α, β1 = β2 = β and γ1 = γ2 = γ. The resultant170
model equations (1) can be nondimensionalised by introducing ρ∗j =
ρjβγ
αv
, n∗j =
njβ
α
, ψ = αv
γ2
,171
A∗ = A
β
, B∗ = B
β
, E∗ = αv
βγ2
E, F ∗ = αv
βγ2
F , x∗ = γx
v
and t∗ = γt giving rise to172
∂ρ1
∂t
= c1n1 − ρ1 − Ec2ρ1ρ2,
∂n1
∂t
= −
∂
∂x
(c1n1) + ψc1ρ1 − ψρ1n1 − Aψc2n1ρ2,
∂ρ2
∂t
= c2n2 − ρ2 − Fc1ρ1ρ2,
∂n2
∂t
=
∂
∂x
(c2n2) + ψc2ρ2 − ψρ2n2 −Bψc1ρ1n2,
(3)
where stars have been dropped for notational convenience. While alternative non-173
dimensionalisations are possible, the particular choice adopted here, which retains inde-174
pendent parameters relating to the two substrate concentrations, is central to the results175
obtained below.176
Previous modelling investigations (e.g. Boswell et al., 2002, 2003) explicitly simulated the177
distribution of a substrate, representing a growth promoting carbon, inside the biomass178
structure, accounting for not only its uptake from the external environment and depletion179
due to growth costs, but also its movement within the biomass network. Indeed, when the180
external resource was continually replenished, the internally-held substrate distribution181
was the same order of magnitude throughout the majority of the biomass (Boswell, 2012).182
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Consequently, it is assumed that the variables c1 and c2 are constant throughout the biomass183
and also do not change over time corresponding to biomass expansion and competition in184
a continually-replenished or nutrient-rich environment.185
When considered in isolation, each of the biomasses and corresponding tips from equa-186
tion (3) generate a stable travelling wave solution (see below). Thus to ensure the biomasses187
have attained stable distributions prior to their contact, the initial distributions ρ˜j and n˜j188
are chosen to be similar to their travelling wave profile. Consequently, and solely for the189
purpose of numerical integration, the nondimensionalised version of the initial data in190
equation (2) is191
ρ˜1(x) =
c2
1
2
erfc
(
x˜+ x
2
)
, n˜1(x) =
c1
2
erfc
(
x˜+ x
2
)
,
ρ˜2(x) =
c2
2
2
erfc
(
x˜− x
2
)
, n˜2(x) =
c2
2
erfc
(
x˜− x
2
)
,
(4)
where 2x˜ represents the initial distance between the two model biomasses and erfc is the192
complementary error function. Note that while these functions are not the final travelling193
wave profiles obtained by the biomasses when considered in isolation of each other, provided194
x˜ is sufficiently large these initial profiles quickly converge to their stable distributions before195
any interactions.196
3. Analysis and Results197
As previously explained, the suppression of hyphal tip extension and the degradation of198
hyphae represent the two major processes used by fungal biomasses during competition. To199
isolate the effect of each, attention is focussed first on the impact of tip suppression when200
hyphal degradation is neglected (by assuming E and F are both zero) before extending the201
analysis to include both processes acting simultaneously.202
3.1. Biomass competition with tip suppression only203
Edelstein (1982) showed that model equations similar to those in (3) gave rise to travel-204
ling wave solutions and hence if there are travelling wave solutions the spatially-uniform205
stationary points provide information on such solutions. Equation (3) with E = F = 0206
has four such stationary points that can be found and classified (see Appendix). The equi-207
librium corresponding to the absence of both biomasses (ρ1, n1, ρ2, n2) = (0, 0, 0, 0) is a208
saddle point. There are two stationary points corresponding to the presence of a single209
biomass: (c2
1
, c1, 0, 0), which is stable provided Bc
3
1
> c2
2
and a saddle point otherwise, and210
(0, 0, c2
2
, c2), which is stable provided Ac
3
2
> c2
1
and a saddle point otherwise. Finally there211
is a fourth stationary point corresponding to coexistence (or intermingling)212
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(
Ac3
2
− c2
1
ABc1c2 − 1
,
Ac3
2
− c2
1
c1(ABc1c2 − 1)
,
Bc3
1
− c2
2
ABc1c2 − 1
,
Bc3
1
− c2
2
c2(ABc1c2 − 1)
)
which is biologically realistic (i.e. non-negative) and stable when both Ac3
2
< c2
1
and Bc3
1
<213
c2
2
, biologically realistic and unstable (a saddle point) when both Ac3
2
> c2
1
and Bc3
1
>214
c2
2
, and biologically unrealistic for other parameter combinations. Consequently the c1-c2215
parameter space is divided into four regions by the curves Ac3
2
= c2
1
and Bc3
1
= c2
2
(Fig. 1216
with E = F = 0). In essence, when either c1 is significantly larger than c2, or c2 is217
significantly larger than c1, one fungal biomass will displace the other. If both c1 and c2218
are sufficiently large then multiple stable equilibria arise and so precise values of c1 and219
c2, along with initial data, determine the outcome of competition. Finally, if both c1 and220
c2 are similarly and sufficiently small then the only stable equilibrium corresponds to the221
coexistence (i.e. intermingling) of biomasses.222
c
R M
C L
c1
2
Figure 1: The c1-c2 parameter space for equations (3) is divided into regions by the curves Ac
3
2
(1+Ec3
2
) = c2
1
(solid line) and Bc3
1
(1 + Fc3
1
) = c2
2
(dashed line). Region R corresponds to where the biomass initially
starting on the right will displace that initially on the left. Region L corresponds to where the biomass
initially starting on the left will displace that initially on the right. Region C corresponds to where
coexistence (or intermingling) of biomasses arises. RegionM corresponds to where multiple stable equilibria
are found, which can include deadlock.
To prove the existence of travelling wave solutions, it is necessary to prove the existence223
of trajectories in the four-dimensional state space connecting equilibria constructed above.224
To this end, introduce z = x − st, where s is a constant corresponding to the speed of a225
travelling wave. Equations (3) with E = F = 0 can then be represented as226
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ρ′
1
= −
1
s
(c1n1 − ρ1) ,
n′
1
= −
ψ
s− c1
(c1ρ1 − ρ1n1 − Ac2n1ρ2) ,
ρ′
2
= −
1
s
(c2n2 − ρ2) ,
n′
2
= −
ψ
s+ c2
(c2ρ2 − ρ2n2 −Bc1ρ1n2) ,
(5)
where prime denotes differentiation with respect to the wave variable z. The parameter ψ227
can be regarded as separating the reaction terms of equation (3) into two classes: those228
that change in proportion to ψ, representing the change of the hyphal tip population, and229
those independent of ψ, representing the change of the hyphal biomass population. For230
small values of ψ the change in the model variables n1 and n2 can be regarded as being231
slower than the change in both ρ1 and ρ2. Due to the construction of the model equations,232
in particular that the change in the biomass concentrations ρj (j = 1, 2) is dictated by the233
movement of model tips nj, the change in biomass concentration lags behind a change in tip234
concentration (effectively the biomass concentration is continually “catching up” with the235
tip concentration). Thus there is an inherent stability embedded in the model equations236
for ρj and therefore it is reasonable to take the approximations ρ1 = c1n1 and ρ2 = c2n2237
along trajectories in the four-dimensional state space. Thus the system of equations (5)238
then reduce to239
n′
1
= −
ψn1
s− c1
(
c2
1
− c1n1 − Ac
2
2
n2
)
,
n′
2
= −
ψn2
s+ c2
(
c2
2
− c2n2 − Bc
2
1
n1
)
.
(6)
This pair of equations can be investigated using standard phase plane analysis. Consis-240
tent with the construction of Fig. 1, there are four distinct ways in which the nullclines of241
equations (6) can intersect. Additionally, the direction of flow in the phase planes of each242
of these instances depends on the sign of the expressions s − c1 and s + c2 corresponding243
to the three cases s > c1, −c2 < s < c1 and s < −c2. The twelve possible phase portraits244
are illustrated in Fig. 2. The existence of travelling wave solutions in model equations (3)245
requires the presence of trajectories in the phase portraits connecting equilibria in a mean-246
ingful manner (e.g. the direction of flow in the state space is consistent with the sign of247
s and corresponds to biomass expansion in the appropriate direction). In region L of the248
parameter space of Fig. 1 (where the biomass starting on the left displaces that on the249
right, and hence indicates a positive value of s), the only physically realistic trajectories250
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Table 1: Travelling wave solutions of equations (3) with E = F = 0 for small ψ.
Fig. 1 Region Outcome Condition Wave speed (s)
L Left biomass displaces right c2
2
< Bc3
1
, Ac3
2
< c2
1
s > c1
M Multiple outcomes c2
2
< Bc3
1
, Ac3
2
> c2
1
−c2 < s < c1
R Right biomass displaces left c2
2
> Bc3
1
, Ac3
2
> c2
1
s < −c2
C Coexistence / intermingling c2
2
> Bc3
1
, Ac3
2
< c2
1
s > c1 or s < −c2
connecting equilibria arise when s > c1 (Fig. 2(a)), thus generating a lower bound for the251
travelling wave speed. Notice that there are two heteroclinic trajectories in this instance252
representing the movement of biomass into an empty domain and the movement following253
collision with the biomass initially starting on the right. A similar situation arises in region254
R of Fig. 1, except the wave speed satisfies s < −c2 (Fig. 2(k)). In regionM of Fig. 1, where255
multiple outcomes of biomass competition are possible, the only travelling waves that can256
exist must satisfy −c2 < s < c1 (Fig. 2(f)). Finally, in region C of Fig. 1, corresponding257
to the coexistence (or intermingling) of biomasses, the only physically realistic trajectories258
satisfy either s > c1 or s < −c2 (Fig. 2(d), (l)). (Note that in Fig. 2 (e), (g) there are259
no heteroclinic orbits and hence no corresponding travelling waves while in Fig. 2(b, c, h,260
i, j) the direction of the trajectories is incompatible for the existence of travelling wave261
solutions for the corresponding values of s or not consistent with the stability of the four262
equilibria of equations (3) found above.) The resultant bounds on wave speed for the small263
ψ case are summarised in Table 1. Consequently, given the bounds on the wave speeds264
constructed above, the instance of deadlock, which corresponds to stationary distributions,265
can only arise for values of c1 and c2 lying in Region M of Fig. 1.266
A similar technique can be applied when ψ is large so that it is reasonable to make the267
approximations n1 = c1ρ1/(ρ1 + Ac2ρ2) and n2 = c2ρ2/(ρ2 + Bc1ρ1) along trajectories.268
Under these conditions equation (5) reduces to the pair of equations269
ρ′
1
= −
ρ1
s(ρ1 + Ac2ρ2)
(
c2
1
− ρ1 − Ac2ρ2
)
,
ρ′
2
= −
ρ2
s(ρ2 +Bc1ρ1)
(
c2
2
− ρ2 −Bc1ρ1
)
.
(7)
As before, there are four alternative ways the nullclines can intersect and the direction270
of flow depends on the sign of s yeilding a total of 8 distinct phase portraits (Fig. 3).271
Depending on parameter values, there are trajectories connecting various equilibria similar272
to the previous case for small ψ but in this instance there are no restrictions on s and hence273
no bounds on the speed of the travelling waves can be constructed.274
The model equations (3) with initial data (2), (4) were solved numerically for a range of275
parameter values c1 and c2 with E = F = 0 for small and large values of ψ (Figs. 4, 5, 6).276
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(i) (j) (k) (l)
s
>
c 1
−
c 2
<
s
<
c 1
s
<
−
c 2
Region L Region M Region R Region C
c1
c1
c1
c1
c1
c1c1
c1
c1
c1
c1
c1
c2
c2
c2
c2
c2
c2c2
c2
c2
c2
c2
c2
n1
n1
n1
n1
n1
n1n1
n1
n1
n1
n1
n1
n2
n2
n2
n2
n2
n2n2
n2
n2
n2
n2
n2
nˆ2
nˆ2
nˆ2
nˆ2
nˆ2
nˆ2nˆ2
nˆ2
nˆ2
nˆ2
nˆ2
nˆ2
nˆ1
nˆ1
nˆ1
nˆ1
nˆ1
nˆ1nˆ1
nˆ1
nˆ1
nˆ1
nˆ1
nˆ1
Figure 2: Phase portraits of equations (6) with small ψ for the cases outlined in Fig. 1 where s takes the
values indicated and nˆ1 = c
2
2
/(Bc2
1
), nˆ2 = c
2
1
/(Ac2
2
). The n1- and n2-nullclines are represented by the
dashed (blue) and dotted (red) lines respectively with typical trajectories represented by solid black lines.
Trajectories in bold illustrate biologically relevant travelling wave solutions of equations (3) for small ψ
with E = F = 0.
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(e) (f) (g) (h)
s
>
0
s
<
0
Region L Region M Region R Region C
c2
1
c2
1
c2
1
c2
1
c2
1
c2
1
c2
1
c2
1
c2
2
c2
2
c2
2
c2
2
c2
2
c2
2
c2
2
c2
2
ρ1
ρ1
ρ1
ρ1
ρ1
ρ1
ρ1
ρ1
ρ2
ρ2
ρ2
ρ2
ρ2
ρ2
ρ2
ρ2
ρˆ2
ρˆ2
ρˆ2
ρˆ2
ρˆ2
ρˆ2
ρˆ2
ρˆ2
ρˆ1
ρˆ1
ρˆ1
ρˆ1
ρˆ1
ρˆ1
ρˆ1
ρˆ1
Figure 3: Phase portraits of equations (7) for the different regions of Fig. 1 where s > 0 and s < 0 as
indicated and ρˆ1 = c
2
2
/(Bc1), ρˆ2 = c
2
1
/(Ac2). The ρ1- and ρ2-nullclines are represented by the dashed
(blue) and dotted (red) lines respectively. Sample trajectories are indicated along with specific trajectories
(in bold) connecting equilibria illustrating biologically relevant travelling wave solutions of equations (3)
for large ψ with E = F = 0.
In all instances, the initial distributions of model biomass ρj and model tips nj (j = 1, 2)277
rapidly converged on a stable travelling wave profile taking values of zero in front of the278
wave and ρj = c
2
j and nj = cj (j = 1, 2) behind it, consistent with the equilibria found279
above. These profiles propagated towards the centre of the domain with a constant velocity280
sj (j = 1, 2), that was calculated numerically, and in all cases s1 > c1 and s2 < −c2, in281
line with the above analysis. The leading edge of the model tips marginally preceded the282
leading edge of the model biomasses, which is consistent with the model structure where283
biomass creation was proportional to tip flux and further justifies the methodology applied284
in the small and large ψ analysis investigated above. The rival distributions collided with285
each other close to the origin but the exact position varied with the values of c1 and c2286
due to the differences in the propagation speeds s1 and s2. Following their collisions, the287
distributions took numerous forms depending on parameter values and the speed of the288
travelling fronts changed accordingly.289
For ψ = 0.1, representing a small value of this parameter, the outcome depended upon290
the values of A,B, c1 and c2. When c2 < A
−3/5B−2/5 (corresponding to the value of291
c2 at the non-trivial intersection of the curves identified in Fig. 1 with E = F = 0)292
three outcomes arose consistent with the above analysis. If c1 was sufficiently small, i.e.293
c1 < (Ac
3
2
)
1/2
and so in Region R of Fig. 1, then the biomass initially starting on the right294
displaced that initially starting on the left and a corresponding travelling wave solution295
arose (Fig. 4(a)) where the resultant wave speed satisfied s < −c2. If (Ac
3
2
)
1/2
< c1 <296
(c2
2
/B)
1/3
, corresponding to Region C of Fig. 1, then the biomasses coexisted after their297
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Figure 4: Numerical solutions of equations (3) with initial data (2),(4) over the interval (−300, 300) with
x˜ = 35 and A = B = 1, E = F = 0 and ψ = 0.1. Distributions are shown at times t = 0, t = 30 and
t = 350 where values of c1 and c2 belong to (a) region R, (b) region C and (c) region L of Fig. 1. (a)
c1 = 0.4, c2 = 0.6 (with travelling wave speeds of s1 = 0.43, s2 = −0.65 before collision, s1 = s2 = −0.64
after collision). (b) c1 = 0.65, c2 = 0.6 (with travelling wave speeds of s1 = 0.72, s2 = −0.65 before
collision, s1 = 0.69, s2 = −0.61 after collision). (c) c1 = 0.8, c2 = 0.6 (with travelling wave speeds of
s1 = 0.87, s2 = −0.65 before collision, s1 = s2 = 0.87 after collision).
collision at reduced densities and both wave fronts continued to propagate at reduced speeds298
(Fig. 4(b)) where s1 > c1 and s2 < −c2. If c1 > (c
2
2
/B)
1/3
, corresponding to Region L of299
Fig. 1, then the biomass initially starting on the left displaced that on the right (Fig. 4(c))300
and the resultant wave speed satisfied s > c1. When c2 > A
−3/5B−2/5, consistent with301
the parameter space of Fig. 1, the biomass initially starting on the right displaced that on302
the left if c1 < (c
2
2
/B)
1/3
(i.e. in Region R) and vice-versa if c1 > (Ac
3
2
)
1/2
(i.e. in Region303
L). However, for (c2
2
/B)
1/3
< c1 < (Ac
3
2
)
1/2
(corresponding to region M in Fig. 1) different304
solutions were obtained depending on the precise values of c1 and c2 corresponding to the305
right biomass displacing the left (Fig. 5(a)); deadlock, where neither distribution moved306
following collision (Fig. 5(b)); and the left biomass displacing the right (Fig. 5(c)). In all307
these cases, the speeds of the travelling wave fronts satisfied −c2 < s < c1, consistent with308
the bounds presented in Table 1.309
The bounds on the travelling wave speeds for small ψ (Table 1) do not apply to larger310
values of ψ (Fig. 6). For example, in Fig. 6(a), following collision of biomasses, the speed311
of the advancing wave fronts satisfied s1 > c1 and s2 < −c2 while in Fig. 6(c), their speeds312
satisfied s1 < c1 and s2 > −c2, despite both these combinations of c1 and c2 belonging to313
region C of Fig. 1.314
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Figure 5: Numerical solutions of equations (3) with initial data (2),(4) over the interval (−300, 300) with
x˜ = 35 and A = B = 1, E = F = 0 and ψ = 0.1. Distributions are shown at times t = 0, t = 30 and
t = 200 where values of c1 and c2 belong to region M of Fig. 1, where multiple outcomes from competition
are possible. (a) c1 = 1.15, c2 = 1.2 (with travelling wave speeds of s1 = 1.30, s2 = −1.35 before collision,
s1 = s2 = −0.33 after collision). (b) c1 = 1.2, c2 = 1.2 (with travelling wave speeds of s1 = 1.35, s2 = −1.35
before collision, s1 = s2 = 0 after collision, i.e. deadlock). (c) c1 = 1.3, c2 = 1.2 (with travelling wave
speeds of s1 = 1.59, s2 = −1.35 before collision, s1 = s2 = 1.13 after collision).
3.2. Biomass competition with tip suppression and hyphal degradation315
When the processes of both tip suppression and hyphal degradation are considered act-316
ing simultaneously, the same qualitative features arose as obtained above. The spatially-317
uniform stationary points take more complicated forms and correspond to the absence of318
both biomasses, the presence of only one biomass, and the coexistence of biomasses. The319
stability of these four stationary points can be mostly determined (see Appendix). The320
equilibrium (ρ1, n1, ρ2, n2) = (0, 0, 0, 0) is a saddle point. The stationary point (c
2
1
, c1, 0, 0)321
is stable provided Bc3
1
(1 + Fc3
1
) > c2
2
and a saddle point otherwise. The steady state322
(0, 0, c2
2
, c2) is stable provided Ac
3
2
(1 + Ec3
2
) > c2
1
and a saddle point otherwise. In general,323
the equilibria corresponding to coexistence cannot be expressed in closed form nor can its324
stability be determined except in a number of special circumstances. One insightful ex-325
ception arises when A = B = 0 (i.e. in the absence of tip suppression) in which case the326
stationary point is (ρ¯1, n¯1, ρ¯2, n¯2) where327
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Figure 6: Numerical solutions of equations (3) with initial data (2),(4) over the interval (−200, 200) with
x˜ = 35 and A = B = 1, E = F = 0 and ψ = 10. Distributions are shown at times t = 0, t = 30 and t = 200
for values of c1 and c2 in the region C of Fig. 1, ensuring coexistence (or intermingling) of biomasses. (a)
c1 = 0.6, c2 = 0.6 (with travelling wave speeds of s1 = 2.07, s2 = −2.07 before collision, s1 = 0.77, s2 =
−0.77 after collision). (b) c1 = 0.65, c2 = 0.6 (with travelling wave speeds of s1 = 2.27, s2 = −2.07 before
collision, s1 = 0.98, s2 = −0.49 after collision). (c) c1 = 0.8, c2 = 0.85 (with travelling wave speeds of
s1 = 2.92, s2 = −3.07 before collision, s1 = 0.18, s2 = −0.61 after collision).
ρ¯1 =
Fc3
1
− Ec3
2
− 1 +
√
(Fc3
1
− Ec3
2
− 1)
2
+ 4Fc3
1
2Fc1
, n¯1 = c1,
ρ¯2 =
Ec3
2
− Fc3
1
− 1 +
√
(Ec3
2
− Fc3
1
− 1)
2
+ 4Ec3
2
2Ec2
, n¯2 = c2,
and is asymptotically stable for all positive parameter values (see Appendix). Notice that328
ρ¯1 increases with c1 but decreases with c2 (and vice-versa for ρ¯2). Therefore the density329
of one model biomass increases with the availability of nutrients but is inhibited by the330
presence of a rival. Notice also that in this special case of A = B = 0, coexistence is always331
a stable stationary point and therefore the suppression of hyphal tips (which corresponds332
to A,B > 0) clearly occupies a central role in the diversity of outcomes of competition.333
As in Section 3.1, and provided A and B are not both zero, the c1-c2 parameter space is334
divided by the curves Bc3
1
(1+Fc3
1
) = c2
2
and Ac3
2
(1+Ec3
2
) = c2
1
into the four regions found335
previously (Fig. 1). Hence if c1 is significantly larger than c2 the only stable equilibria336
corresponds to the presence of the model biomass ρ1 and its model tips n1, with the reverse337
case if c2 is significantly larger than c1. If c1 and c2 are both large then there are multiple338
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stable equilibria and provided c1 and c2 are sufficiently and similarly small then coexistence339
(i.e. intermingling) is observed.340
As in the previous case, the existence of travelling wave solutions connecting the equilibria341
identified above can be determined by setting z = x − st in equations (3) where A,B,E342
and F are non-zero:343
ρ′
1
= −
1
s
(c1n1 − ρ1 − Ec2ρ1ρ2) ,
n′
1
= −
ψ
s− c1
(c1ρ1 − ρ1n1 − Ac2n1ρ2) ,
ρ′
2
= −
1
s
(c2n2 − ρ2 − Fc1ρ1ρ2) ,
n′
2
= −
ψ
s+ c2
(c2ρ2 − ρ2n2 −Bc1n2ρ1) ,
(8)
where prime denotes differentiation with respect to the wave variable z. Similar to the344
approach in Section 3.1 and for the same reasons, if ψ is large it is reasonable to make the345
approximations n1 = c1ρ1/(ρ1 + Ac2ρ2), n2 = c2ρ2/(ρ2 + Bc1ρ1) and hence the system of346
equations (8) reduce to347
ρ′
1
= −
ρ1
s
(
c2
1
ρ1 + Ac2ρ2
− 1− Ec2ρ2
)
,
ρ′
2
= −
ρ2
s
(
c2
2
ρ2 + Bc1ρ1
− 1− Fc1ρ1
)
,
(9)
and standard phase space analysis in the ρ1-ρ2 plane can be used to investigate this348
system. From equations (9), the ρ2-nullclines are the line ρ2 = 0 and the curve349
ρ2 =
c2
2
1 + Fc1ρ1
− Bc1ρ1, which is defined for all ρ1 6= −1/(Fc1). The second of these350
satisfies351
dρ2
dρ1
= −
Fc1c
2
2
(1 + Fc1ρ1)2
−Bc1,
d2ρ2
dρ2
1
=
2F 2c2
1
c2
2
(1 + Fc1ρ1)3
.
Notice that the first derivative of the non-zero nullcline is negative for all values of ρ1 6=352
−1/(Fc1) while the second derivative is positive provided ρ1 > −1/(Fc1). In particular,353
this demonstrates that the non-zero ρ2-nullcline decreases from the vertical asymptote ρ1 =354
−1/(Fc1), crosses the ρ2-axis at (0, c
2
2
) and tends to the oblique asymptote ρ2 = −Bc1ρ1.355
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Figure 7: Phase portraits of equations (9) for the different regions of Fig. 1 where s > 0 and s < 0 as
indicated. The ρ1- and ρ2-nullclines are represented by the dashed (blue) and dotted (red) lines respectively
where ρˇ1 = (
√
B2 + 4BFc2
2
− B)/(2BFc1) and ρˇ2 = (
√
A2 + 4AEc2
1
− A)/(2AEc2). Sample trajectories
are indicated along with specific trajectories (in bold) connecting equilibria illustrating biologically relevant
travelling wave solutions of equations (3) for large ψ.
Through the symmetry in equations (9), the ρ1-nullclines have equivalent properties356
where the model variables and parameters are suitably transposed; namely the non-357
zero ρ1-nullcline has negative first derivative and positive second derivative provided358
ρ2 > −1/(Ec2). In particular, in ρ1-ρ2 phase space, the non-zero ρ1-nullcline declines359
from the oblique asymptote ρ2 = −ρ1/(Ac2), crosses the ρ1-axis at (c
2
1
, 0) before tend-360
ing to the horizontal asymptote ρ2 = −1/(Ec2). Thus in the region ρ1 > −1/(Fc1) and361
ρ2 > −1/(Ec2) the non-zero ρ1- and ρ2-nullclines intersect precisely once. Depending on362
parameter values, this intersection may arise inside or outside the biologically relevant por-363
tion of the phase space (i.e. ρ1, ρ2 ≥ 0). Consequently there are four ways the nullclines364
can intersect in the biologically-relevant portion of the phase space depending on param-365
eter values but where the direction of flow depends on the sign of s generating a total of366
8 distinct phase portraits (Fig. 7). This analysis demonstrates the existence of travelling367
wave solutions but, as in the case of the reduced system for large ψ in equations (7), no368
bounds on the wave speed can be obtained. Unfortunately, the case for small ψ does not369
yield any tractable analytical results.370
The model equations (3) with initial data (2),(4) were solved numerically for a range of371
parameter values c1 and c2 (Fig. 8), with positive values used for all parameters and the372
speed of the travelling waves were calculated numerically before and after biomass colli-373
sion. In all cases, the qualitative behaviour of the solutions were similar to that described374
in Section 3.1. In particular, for pairings of the parameters c1 and c2 in the region denoted375
by C in Fig. 1 where neither of the model biomasses in isolation were stable, the only ob-376
served outcome of competition was coexistence (or intermingling) of biomasses (Fig. 8(b)).377
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Furthermore, different pairings of the parameters c1 and c2 that lay within the multiple378
equilibria region M in Fig. 1 generated three distinct outcomes; the biomass initially start-379
ing on the right displaced that on the left (Fig. 8(d)), the biomasses reached a state of380
deadlock (Fig. 8(e)), and the biomass initially starting on the left displaced that on the381
right (Fig. 8(f)).382
4. Discussion383
In biotechnological applications that involve the introduction of a species of fungus to an384
environment, such as biological control and biological remediation, the interaction between385
it and other fungal species already present in the environment impacts on the success386
of the treatment. The current investigation has focused on how nutrient availability can387
influence the outcome of fungal interactions by altering the rate at which they degrade388
rival’s hyphae and hyphal tips and the concomitant spatial reorganization. In particular, the389
mathematical model predicted the circumstances under which pairwise competition would390
result in the displacement of one species by another, the intermingling (or coexistence) of391
multiple species and the emergence of deadlock where a stalemate is reached.392
In the instances of displacement or intermingling, the numerical solutions of the model393
equations suggested that the corresponding model biomasses advanced as a travelling wave.394
Indeed, through phase-space analysis, the existence of travelling wave solutions in the model395
equations were demonstrated for certain values of the parameter ψ, which essentially can be396
regarded as comparing the production of new biomass material through hyphal tip branch-397
ing and extension to that lost through natural degradation. Furthermore, bounds on the398
travelling wave speed were also obtained in certain cases. Previous studies (Boswell et al.,399
2002; Boswell, 2012) have calibrated these parameter values for the fungus Rhizoctonia400
solani growing on a standard agar mixture from which ψ can be deduced to take values401
between 1012 and 1014. Thus, since ψ is significantly larger than values taken by other402
parameters in the nondimensionalised model equations (3), there is strong experimental403
evidence to support the large ψ analysis used in the current investigation and the corre-404
sponding model equations essentially reduce to a pair of differential equations that exhibit405
Lotka-Volterra competition (e.g. Allen, 2007). However, the complete proof of the existence406
of travelling wave solutions for all values of ψ in equations (3), which involves proving the407
existence of heteroclinic trajectories in four-dimensional state space, remains an interesting408
open problem.409
A key feature of the modelling was the distinction between the two major processes involved410
in fungal competition, namely the degradation of existing hyphae and the degradation of411
hyphal tips by rival fungi. The suppression of hyphal tips alone was shown to be a sufficient412
mechanism to generate the main observed behaviours in fungal interactions, i.e. displace-413
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Figure 8: Numerical solutions of equations (3) with initial data (2),(4) over the interval (−100, 100) with
x˜ = 35 and ψ = A = B = E = F = 1. Distributions are shown at times t = 0, t = 30 and t = 100 where
c1 and c2 belong to regions (a) R, (b) C, (c) L, (d-f) M in Fig. 1. (a) c1 = 0.4, c2 = 0.6 (with travelling
wave speeds of s1 = 0.54, s2 = −0.86 before collision, s1 = s2 = −0.84 after collision). (b) c1 = 0.55,
c2 = 0.6 (with travelling wave speeds of s1 = 0.81, s2 = −0.88 before collision, s1 = 0.52, s2 = −0.71 after
collision). (c) c1 = 0.8, c2 = 0.6 (with travelling wave speeds of s1 = 1.21, s2 = −0.87 before collision,
s1 = s2 = 1.03 after collision). (d) c1 = 1.1, c2 = 1.2 (with travelling wave speeds of s1 = 1.75, s2 = −1.94
before collision, s1 = s2 = −0.27 after collision). (e) c1 = 1.2, c2 = 1.2 (with travelling wave speeds of
s1 = 1.94, s2 = −1.94 before collision, s1 = s2 = 0 after collision). (f) c1 = 1.3, c2 = 1.2 (with travelling
wave speeds of s1 = 2.24, s2 = −1.94 before collision, s1 = s2 = 0.22 after collision).
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ment, intermingling and deadlock. Indeed, by not degrading hyphal tips, a mycelium was414
shown to be unable to completely displace its rival (Section 3.2 with A = B = 0) and there-415
fore the only outcomes of competition with this singular regime are intermingling or its own416
displacement. Intuitively this is appealing: hyphal tip extension is the sole means by which417
mycelia expand and therefore the possibility of continued growth cannot be eliminated un-418
less the hyphal tips are inhibited or degraded. However, the degradation of hyphal struc-419
tures impacts on the ability of a mycelium to redistribute internally-held supplies, which420
is essential for continued growth, and therefore such degradation can reduce its ability to421
function effectively (e.g. Lee et al., 2017). This possibility cannot be captured in the current422
model because of its continuous nature, but hybrid approaches that explicitly simulate the423
discrete network of a mycelium have been used with some success (Boswell and Davidson,424
2012). Nonetheless, our modelling has shown that hyphal degradation plays an important425
role in pairwise fungal competition; it significantly reduces the region of parameter space426
where intermingling (or coexistence) can arise and extends the regions corresponding to427
displacement (Fig. 1) and therefore provides a further competitive advantage to a fungus.428
The modelling demonstrated that the availability of nutrients plays a central role on the429
outcomes of pairwise competition between fungal species. Coexistence, or intermingling,430
was shown to be possible only when the concentrations of nutrients provided to both model431
fungi were similarly small and deadlock was only possible when the nutrient concentrations432
were similarly large (Fig. 1). This result supports many of the findings in Boswell (2012)433
where numerical simulations showed that deadlock could arise when the suppression of434
hyphal tips and the degradation of biomass occurred at sufficiently large rates and coex-435
istence arose when both rates were sufficiently small. However, in that study, the explicit436
dependence of nutrients on those two processes was neglected and instead the nutrients only437
influenced the branching and tip movement processes. Further, it was shown in Boswell438
(2012) that deadlock could be achieved when there was a significant disparity between439
nutrient availability in two fungal biomasses provided their tip suppression and hyphal440
degradation rates were also different. Our results in the current paper extend these find-441
ings; our modelling predicts that further increasing the nutrient disparity will change the442
outcome of competition resulting in the displacement of one biomass by another since it443
corresponds to the movement from region M in Fig. 1 to either region L or R, depending444
on the nutrient concentration changed. Indeed, additional numerical simulations using the445
model of Boswell (2012) have shown precisely this outcome (see Supplementary Material),446
thus demonstrating the additional insight gained from the current approach.447
It has been shown in a number of experimental studies (e.g. Boddy, 1993, 2000) that under448
certain triggers, such as the presence of a rival biomass, fungi will construct structures, often449
termed barrages, to protect themselves. Such structures were not observed in our mod-450
elling and thus certain potential causes of these structures can be eliminated. In particular,451
20
the degradation of hyphal tips (or biomass) by a rival fungus is not sufficient on its own452
to generate defensive structures; other mechanisms must be employed. These alternative453
mechanisms could potentially include a change in the redistribution of internally-located454
nutrients or a change in the movement habit of hyphal tips themselves in response to an455
anticipated attack. Such a change in the movement habit of tips may require additional456
spatial dimensions in the model, and consequently the basic structure of the model equa-457
tions, especially tip flux and creation of biomass, would need careful revision, potentially458
by including their movement in response to different biomass distributions, see e.g. Boswell459
et al. (2003). Nonetheless, the modelling has demonstrated that fungi are better able to460
defend themselves when supplied with sufficient resources and hence the reallocation of461
internally-held resources to the colony periphery provides increased defensive capabilities462
for mycelia.463
The distribution and concentration of nutrients has an essential role in the growth and func-464
tion of fungi; in particular in their applications in bioremediation, pathogen neutralization465
and other biological control scenarios. In this study we have provided a simple yet power-466
ful description of how nutrient concentrations can influence interactions between different467
fungi species. However, additional factors, including temperature (Hiscox et al., 2016) and468
water activity (Sempere and Santamarina, 2010) can influence the outcome of pairwise469
competition and so need to be incorporated into further models of fungal interactions.470
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Appendix A620
The spatially-uniform equilibria of the nondimensionalised equations (3) satisfy621
0 = c1n1 − ρ1 − Ec2ρ1ρ2,
0 = ψ(c1ρ1 − ρ1n1 − Ac2n1ρ2),
0 = c2n2 − ρ2 − Fc1ρ1ρ2,
0 = ψ(c2ρ2 − ρ2n2 −Bc1ρ1n2).
There are four equilibria, three of which can be easily determined after some trivial algebraic622
manipulation623
(ρ∗
1
, n∗
1
, ρ∗
2
, n∗
2
) =(0, 0, 0, 0), (SP0)(
c2
1
, c1, 0, 0
)
, (SP1)(
0, 0, c2
2
, c2
)
. (SP2)
Clearly stationary points (SP0), (SP1) and (SP2) are biologically realistic (i.e. non-624
negative) for all non-negative parameter values. In general, the remaining stationary point,625
corresponding to coexistence, cannot be expressed in a convenient closed form. However,626
there are a number of exceptions and below we consider two important cases corresponding627
to the competition processes involved in the fungal interactions.628
Under the special case E = F = 0, the coexistence stationary point can be explicitly629
determined:630
(ρ∗
1
, n∗
1
, ρ∗
2
, n∗
2
) =
(
c2
1
(u− 1)
uw − 1
,
c1(u− 1)
uw − 1
,
c2
2
(w − 1)
uw − 1
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c2(w − 1)
uw − 1
)
, (SP3a)
26
where for convenience we have introduced u = Ac3
2
/c2
1
and w = Bc3
1
/c2
2
. Further, it can631
be seen that the coexistence stationary point (SP3a) is biologically realistic when either632
u, w > 1 (corresponding to region M in Fig. 1) or u, w < 1 (corresponding to region C in633
Fig. 1).634
In the second special case where A = B = 0, the coexistence stationary point is given by635
(ρ∗
1
, n∗
1
, ρ∗
2
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2
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+ 4Ec3
2
2Ec2
, c2
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(SP3b)
and is always biologically realistic for positive parameters.636
The stability of the stationary points found above are determined from the Jacobian matrix637
J(ρ1, n1, ρ2, n2) =


−1− Ec2ρ2 c1 −Ec2ρ1 0
ψ(c1 − n1) −ψρ1 − Aψc2ρ2 −Aψc2n1 0
−Fc1ρ2 0 −1− Fc1ρ1 c2
−Bψc1n2 0 ψ(c2 − n2) −ψρ2 −Bψc1ρ1


and the corresponding characteristic equations.638
SP0639
The characteristic equation obtained from the above Jacobian matrix evaluated at the640
stationary point (0, 0, 0, 0) can be easily factorised into two quadratics641
(
λ2 + λ− ψc2
2
)(
λ2 + λ− ψc2
1
)
= 0.
Hence the stability of this stationary point is determined by the roots of two quadratic642
equations. Since the coefficient of the constant term is negative in at least one of the643
quadratics, the Routh-Hurwitz criteria for polynomials of degree 2 implies that there is644
an eigenvalue with a positive real part and hence the stationary point (SP0) is unstable.645
Furthermore, due to the structure of the quadratics, this stationary point is clearly a saddle646
point.647
SP1648
Substituting the equilibria (c2
1
, c1, 0, 0) into the above Jacobian matrix yields a characteristic649
equation that can be easily factorised:650
27
(λ+ 1)(λ+ ψc2
1
)
(
λ2 + (1 + Fc3
1
+ ψBc3
1
)λ+ ψBc3
1
(1 + Fc3
1
)− ψc2
2
)
= 0.
Since two of the eigenvalues are clearly negative, the roots of the quadratic determine the651
stability of stationary point (SP1). Again, using the Routh-Hurwitz criteria for polynomials652
of degree 2, the stationary point (SP1) is stable provided the constant term is positive,653
i.e. Bc3
1
(1 + Fc3
1
) > c2
2
and hence is otherwise a saddle point.654
SP2655
Similar to above, the characteristic equation evaluated at the stationary point (SP2) can656
be factorised:657
(λ+ 1)(λ+ ψc2
2
)
(
λ2 + (1 + Ec3
2
+ ψAc3
2
)λ+ ψAc3
2
(1 + Ec3
2
)− ψc2
1
)
= 0.
Hence an application of the Routh-Hurwitz criteria implies that stationary point (SP2) is658
stable provided Ac3
2
(1 + Ec3
2
) > c2
1
and is otherwise a saddle point.659
SP3a660
After significant algebraic manipulation, the characteristic equation of the above Jacobian661
matrix evaluated at the stationary point (SP3a) can be written as662
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(A.1)
where, as before, u = Ac3
2
/c2
1
and w = Bc3
1
/c2
2
. Clearly λ = −1 is an eigenvalue and663
hence the roots of the remaining cubic determines the stability of the equilibria. Recall the664
stationary point (SP3a) is biologically realistic (i.e. the variables are non-negative) provided665
either u, w > 1 or u, w < 1. We investigate these two cases below but first recall from the666
Routh-Hurwitz criteria that the cubic equation λ3 + aλ2 + bλ + c = 0 has all roots with667
negative real parts if a, b, c > 0 and ab− c > 0.668
With u, w > 1 the constant term in the cubic of equation (A.1) is negative and so the Routh-669
Hurwitz condition fails. Therefore the coexistence stationary point (SP3a) is unstable when670
u, w > 1.671
Assuming u, w < 1 and then by examining the cubic in equation (A.1) it is easily seen that672
a, b, c > 0 is satisfied (i.e. the constant, linear and quadratic coefficients are all positive).673
The remaining condition for stability is investigated by examining the term ab − c where674
a, b, c represent the quadratic, linear and constant coefficients respectively. After some675
lengthy algebra, the expression ab− c can be written as676
28
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(A.2)
Since u, w < 1 and the remaining parameters are positive, it is clear that all three terms677
in (A.2) are positive. Therefore the Routh-Hurwitz criteria implies that the stationary678
point (SP3a) is stable provided u, w < 1, i.e. provided Ac3
2
< c2
1
and Bc3
1
< c2
2
, and is679
otherwise a saddle point (or biologically unrealistic if it takes negative values).680
SP3b681
The characteristic equation of the above Jacobian matrix evaluated at the stationary point682
(SP3b) can be factorised to give683
0 = (λ+ ψρ∗
1
)(λ+ ψρ∗
2
)(λ+ 1) (λ+ 1 + Ec2ρ
∗
2
+ Fc1ρ
∗
1
)
where ρ∗
1
and ρ∗
2
are the values of ρ1 and ρ2 at the stationary point (SP3b) respectively.684
Clearly, since ρ∗
1
and ρ∗
2
are positive, the stationary point (SP3b) is asymptotically stable.685
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