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TOPOLOGICAL FULL GROUPS OF C∗-ALGEBRAS ARISING
FROM β-EXPANSIONS
KENGO MATSUMOTO AND HIROKI MATUI
Abstract. We will introduce a family Γβ , 1 < β ∈ R of infinite non-amenable
discrete groups as an interpolation of the Higman-Thompson groups Vn, 1 <
n ∈ N by using the topological full groups of the groupoids defined by β-
expansions of real numbers. They are regarded as full groups of certain inter-
polated Cuntz algebras. The groups Γβ , 1 < β ∈ R are realized as groups of
piecewise linear functions on [0, 1] if the β-expansion of 1 is finite or ultimately
periodic. We also classify the groups Γβ , 1 < β ∈ R by the number theoretical
property of β.
1. Introduction
The class of finitely presented non-abelian infinite groups is one of the most
interesting and important classes of infinite groups from the viewpoints of not only
group theory but also geometry and topology. The study of finitely presented simple
infinite groups has begun with Richard J. Thompson in 1960’s. He has discovered
first two such groups in [30]. They are now known as the groups V2 and T2. G.
Higman and K. S. Brown have generalized his examples to infinite family of finitely
presented infinite groups. One of such family is the groups written Vn, 1 < n ∈ N
which are called the Higman-Thompson groups. They are all finitely presented and
their commutator subgroups are all simple. Their abelianizations are trivial if n
is even, and Z2 if n is odd. The Higman-Thompson group Vn is represented as
the group of right continuous piecewise linear functions f : [0, 1) −→ [0, 1) having
finitely many singularities such that all singularities of f are in Z[ 1
n
], the derivative
of f at any non-singular point is nk for some k ∈ Z and f(Z[ 1
n
]∩[0, 1)) = Z[ 1
n
]∩[0, 1)
([30]). V. Nekrashevych [23] has shown that the Higman-Thompson group Vn
appears as a certain subgroup of the unitary group of the Cuntz algebra On of
order n. The subgroup of the unitary group of On is the continuous full group Γn
of On, which is also called the topological full group of the associated groupoid
(see also [22, Remark 6.3]). Recently the authors have independently studied full
groups of the Cuntz-Krieger algebras and full groups of the groupoids coming from
shifts of finite type. The first named author has studied the normalizer groups of
the Cuntz-Krieger algebras which are called the continuous full groups from the
view point of orbit equivalences of topological Markov shifts and C∗-algebras ([15],
[16], etc.). He has proved that the continuous full groups are complete invariants
for the continuous orbit equivalence classes of the underlying topological Markov
shifts. The second named author has studied the continuous full groups of more
general e´tale groupoids ([20], [21], [22], etc.). He has called them the topological full
groups of e´tale groupoids. He has proved that if an e´tale groupoid is minimal, the
topological full group of the groupoid is a complete invariant for the isomorphism
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class of the groupoid. He has also shown that if a groupoid comes from a shift
of finite type, the topological full group is of type F∞ and in particular finitely
presented. He has furthermore obtained that the topological full groups for shifts
of finite type are simple if and only if the homology group H0(G) of the groupoid G
is 2-divisible. Hence we know an infinite family of finitely presented infinite simple
groups coming from symbolic dynamics. V. Nekrashevych’s paper [23] says that the
Higman-Thompson groups appear as the topological full groups of the groupoids
of the full shifts and as the continuous full groups of the Cuntz algebras. In [12],
a family of C∗-algebas Oβ , 1 < β ∈ R has been introduced. It arises from a family
of certain subshifts called the β-shifts which are the symbolic dynamics defined by
the β-transformations on the unit interval [0, 1]. The family of the β-shifts is an
interpolation of the full shifts. Hence the C∗-algebras Oβ, 1 < β ∈ R are considered
as interpolation of the Cuntz algebras ON , 1 < N ∈ N.
In the present paper, we will introduce a family Γβ , 1 < β ∈ R of infinite discrete
groups as an interpolation of the Higman-Thompson groups Vn, 1 < n ∈ N such
that Γn = Vn, 1 < n ∈ N. The groups Γβ , 1 < β ∈ R are defined as the continuous
full groups of the C∗-algebras Oβ , 1 < β ∈ R. They are also considered as the
topological full groups of the e´tale groupoids Gβ for the β-shifts. We will first
study the groupoid Gβ and show that the groupoid Gβ for each 1 < β ∈ R is an
essentially principal, purely infinite, minimal e´tale groupoid. The homology groups
Hi(Gβ) are computed as
Hi(Gβ) ∼=
{
Ki(Oβ) if i = 0, 1,
0 if i ≥ 2. (1.1)
We will show that
Theorem 1.1 (Theorem 3.5). Let 1 < β ∈ R be a real number. Then the group
Γβ is a countably infinite discrete non-amenable group such that its commutater
subgroup D(Γβ) is simple.
For a real number β > 1, let us denote by d(1, β) = ξ1ξ2ξ3 · · · the β-adic expan-
sion of 1 which means ξi ∈ Z, 0 ≤ ξi ≤ [β] and
1 =
ξ1
β
+
ξ2
β2
+
ξ3
β3
+ · · · .
The expansion d(1, β) is said to be finite if there exists k ∈ N such that ξm = 0 for
all m > k. If there exists l ≤ k such that
d(1, β) = ξ1 · · · ξlξl+1 · · · ξk+1ξl+1 · · · ξk+1ξl+1 · · · ξk+1 · · · ,
the expansin d(1, β) is said to be ultimately periodic and written d(1, β) = ξ1 · · · ξl
ξ˙l+1 · · · ξ˙k+1. It is well-known that the Higman-Thompson group Vn, n ∈ N is
represented as the group of right continuous piecewise linear functions f : [0, 1) −→
[0, 1) having finitely many singularities such that all singularities of f are in Z[ 1
n
],
the derivative of f at any non-singular point is nk for some k ∈ Z and f(Z[ 1
n
] ∩
[0, 1)) = Z[ 1
n
] ∩ [0, 1). We will introduce a notion of β-adic PL functions on the
interval [0, 1], and show the following.
Theorem 1.2 (Theorem 5.7 and Theorem 6.10). Let 1 < β ∈ R be a real number
such that the β-expansion d(1, β) of 1 is finite or ultimately periodic. Then the
group Γβ is realized as the group of β-adic PL functions on the interval [0, 1].
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It is well-known that d(1, β) is finite if and only if the β-shift (Xβ , σ) is a shift
of finite type, and d(1, β) is ultimately periodic if and only if the β-shift (Xβ , σ)
is a sofic shift. If β = 1+
√
5
2 , the number is the positive solution of the quadratic
equation β2 = β + 1 so that the β-expansion is finite d(1, β) = 110000 · · · . We will
classify the interpolated Higman-Thompson groups Γβ , 1 < β ∈ R in the number
theoretical property of β and the dynamical property of the β-shift (Xβ , σ) in the
following way.
Theorem 1.3 (Theorem 7.2, Theorem 7.10 and Theorem 7.11). Let 1 < β ∈ R be
a real number and d(1, β) = ξ1ξ2ξ3 · · · be the β expansion of 1.
(i) If d(1, β) is finite, that is, d(1, β) = ξ1ξ2 · · · ξk00 · · · , then the group Γβ is
isomorphic to the Higman-Thompson group Vξ1+···+ξk+1 of order ξ1+ · · ·+
ξk + 1.
(ii) If d(1, β) is ultimately periodic, that is, d(1, β) = ξ1 · · · ξlξ˙l+1 · · · ξ˙k+1, then
the group Γβ is isomorphic to the Higman-Thompson group Vξl+1+···+ξk+1
of order ξl+1 + · · ·+ ξk+1.
(iii) If 1 < β ∈ R is not ultimately periodic, then the group Γβ is not isomorphic
to any of the Higman-Thompson group Vn, n ∈ N.
2. Preliminaries of the C∗-algebra Oβ
We fix an arbitrary real number β > 1 unless we specify. Take a natural number
N with N − 1 < β ≤ N . Put Σ = {0, 1, ..., N − 1}. For a non-negative real number
t, we denote by [t] the integer part of t. Let fβ : [0, 1]→ [0, 1] be the funtion defined
by
fβ(x) = βx− [βx], x ∈ [0, 1].
The β-expansion of x ∈ [0, 1] is a sequence {dn(x, β)}n∈N of integers of Σ determined
by
dn(x, β) = [βf
n−1
β (x)], n ∈ N (cf.[25], [28]).
The numbers dn(x, β) will be denoted by dn(x) for simplicity. By this sequence, we
can write x as
x =
∞∑
n=1
dn(x)
βn
.
We endow the infinite product ΣN with the product topology and the lexicograph-
ical order from the leftmost letter x1 in (x1, x2, . . . ) = (xn)n∈N ∈ ΣN. We denote by
σ the shift on ΣN defined by σ((xn)n∈N) = (xn+1)n∈N. Let ξβ = (ξn)n∈N ∈ ΣN be the
supremum element of {(dn(x))n∈N | x ∈ [0, 1)} with respect to the lexicographical
order in ΣN which is defined by
ξβ = sup
x∈[0,1)
(dn(x))n∈N.
Define the σ-invariant compact subset Xβ of Σ
N by
Xβ = {ω ∈ ΣN|σm(ω) ≤ ξβ ,m = 0, 1, 2, ...}.
Definition (cf. [25], [28]). The subshift (Xβ , σ) is called the β-shift.
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Example 1. β = N ∈ N with N > 1. As ξβ = (N − 1)(N − 1) · · · , the subshift
XN = {(xn)n∈N ∈
∞∏
n=1
{0, 1, . . . , N − 1} | xn = 0, 1, . . . , N − 1}
is the full N -shift.
Example 2. β = 1+
√
5
2 . As N = 2 and d(1, β) = 1100 · · · , ξβ = 10101010 · · · , we
see
X 1+√5
2
= {(xn)n∈N ∈
∞∏
n=1
{0, 1} | “11” does not appear in (xn)n∈N}.
This is a shift of finite type XA determined by the matrix A =
[
1 1
1 0
]
.
Example 3. β = 2+
√
3. As N = 4 and d(1, β) = ξβ = 32˙, we see
X2+
√
3 = {(xn)n∈N ∈
∞∏
n=1
{0, 1, 2, 3} | (xn+m)n∈N ≤ 32˙ for all m = 0, 1, 2, . . .}.
This is a sofic shift but not a shift of finite type.
Example 4. β = 32 . As N = 2 and ξβ = 101000001 · · · , we see
X 3
2
= {(xn)n∈N ∈
∞∏
n=1
{0, 1}|(xn+m)n∈N ≤ 101000001 · · · ,m = 0, 1, 2, . . .}.
This is not a sofic shift (hence not a shift of finite type).
A finite sequence µ = (µ1, . . . , µk) of elements µj ∈ Σ is called a block or a word.
We denote by |µ| the length k of µ. Set for k ∈ N
Bk(Xβ) = {µ| a block with length k appearing in some x ∈ Xβ}
and B∗(Xβ) =
⋃∞
k=0 Bk(Xβ) where B0(Xβ) denotes the empty word ∅.
In [12], a family Oβ , 1 < β ∈ R of simple purely infinite C∗-algebras has been
introduced as the C∗-algebras associated with β-shifts (Xβ , σ). For β = N ∈ N, the
C∗-algebra is isomorphic to the Cuntz algebra ON . Hence the family Oβ , 1 < β ∈ R
is an interpolation of the Cuntz algebrasON , 1 < N ∈ N. As in [12], let us denote by
S0, S1, . . . , SN−1 the generating partial isometries of Oβ which satisfy the equalities
N−1∑
j=0
SjS
∗
j = 1, S
∗
i Si = 1 for i = 0, 1, . . . , N − 2.
We put Sµ = Sµ1 · · ·Sµl for µ = (µ1, . . . , µl) ∈ Bl(Xβ) and aµ = S∗µSµ. We define
C∗-subalgebras of Oβ :
Al = the C∗-subalgebra of Oβ generated by S∗µSµ, µ ∈ Bl(Xβ),
Aβ = the C∗-subalgebra of Oβ generated by S∗µSµ, µ ∈ B∗(Xβ),
Dβ = the C∗-subalgebra of Oβ generated by SµaS∗µ, µ ∈ B∗(Xβ), a ∈ Aβ ,
Fβ = the C∗-subalgebra of Oβ generated by SµaS∗ν , µ, ν ∈ Bk(Xβ), k ∈ Z+, a ∈ Aβ .
As S∗µSµ = S
∗
µS
∗
0S0Sµ, the algebra Al is naturally embedded into Al+1. It is
commutative and finite dimensional so that the algebras Aβ , Dβ and Fβ are all
AF-algebras, in particular Aβ and Dβ are both commutative. Put ρj(x) = S∗j xSj
4
for x ∈ Aβ , j = 0, 1, . . . , N − 1. Then the C∗-algebra Oβ has a universal property
subject to the relations:
N−1∑
j=0
SjS
∗
j = 1, ρj(x) = S
∗
j xSj for x ∈ Aβ , j = 0, 1, . . . , N − 1 (cf.[14]).
For t ∈ R/Z = T the correspondence Sj −→ e2pi
√−1tSj , j = 0, 1, . . . , N−1 yields an
automorphism ofOβ which gives rise to an action onOβ of T called the gauge action
written ρˆ. The gauge action has a unique KMS-state denoted by ϕ on Oβ at inverse
temperature log β. For the projections aξ1···ξn = S
∗
ξ1···ξnSξ1···ξn ∈ Aβ , n = 1, 2, . . . ,
the values ϕ(aξ1···ξn) are computed as
ϕ(aξ1···ξn) = β
n − ξ1βn−1 − · · · − ξn−1β − ξn =
∞∑
i=1
ξi+n
βi
, n = 1, 2, . . . ([12]).
Let m(l) denote the dimension dimAl of Al. Denote by El1, . . . , Elm(l) the set of
minimal projections of Al. As in [12, Lemma 3.3], the projection Eli, i = 1, . . . ,m(l)
is of the form Eli = aξ1···ξpi − aξ1···ξqi for some pi, qi = 0, 1, . . . . The projections
aξ1···ξn , n ∈ Z+ are totally ordered by the value ϕ(aξ1···ξn). We order El1, . . . , Elm(l)
following the order ϕ(aξ1···ξp1 ) < · · · < ϕ(aξ1···ξpm(l) ) in R.
Some basic subclasses of β-shifts are characterized in terms of the β-expansion
d(1, β) of 1 and the projections aξ1···ξn in the following way.
Lemma 2.1 ([25], cf. [12, Proposition 3.8]). The followings are equivalent:
(i) (Xβ , σ) is a shift of finite type.
(ii) d(1, β) is finite, that is, d(1, β) = ξ1ξ2 · · · ξk000 · · · for some k ∈ N.
(iii) aξ1···ξk = 1 for some k ∈ N.
We call (Xβ , σ) an SFT β-shift if (Xβ , σ) is a shift of finite type.
Lemma 2.2 ([1], cf. [12, Proposition 3.8]). The followings are equivalent:
(i) (Xβ , σ) is a sofic shift.
(ii) d(1, β) is ultimately periodic, that is, d(1, β) = ξ1 · · · ξlξ˙l+1 · · · ξ˙k+1 for some
l ≤ k.
(iii) aξ1···ξl = aξ1···ξk+1 for some l ≤ k ∈ N.
We call (Xβ , σ) a sofic β-shift if (Xβ , σ) is a sofic shift.
The K-groups of the C∗-algebra Oβ have been computed in the following way.
Lemma 2.3 ([12]).
K0(Oβ) =

Z/(ξ1 + ξ2 + · · ·+ ξk − 1)Z if d(1, β) = ξ1ξ2 · · · ξk000 · · · ,
Z/(ξl+1 + · · ·+ ξk+1)Z if d(1, β) = ξ1 · · · ξlξ˙l+1 · · · ξ˙k+1,
Z otherwise.
The position [1] of the unit of Oβ in K0(Oβ) corresponds to the class [1] of 1 ∈ Z
in the first two cases, and to 1 ∈ Z in the third case, and
K1(Oβ) =0 for any β > 1.
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3. Topological full groups of the groupoid Gβ
The C∗-algebra Oβ , 1 < β ∈ R has been originally constructed as the C∗-algebra
associated with subshift (Xβ , σ), 1 < β ∈ R. It is regarded as the C∗-algebra
C∗r (Gβ) of a certain essentially principal e´tale groupoid Gβ as in [14]. Denote
by G
(0)
β the unit space of the groupoid Gβ , so that the C
∗-algebra C(G(0)β ) of all
complex valued continuous functions on G
(0)
β is canonically isomorphic to the C
∗-
subalgebra Dβ of Oβ which is called the canonical Cartan subalgebra of Oβ . There
exists a continuous surjection σβ on G
(0)
β such that
Gβ = {(x, k − l, y) ∈ G(0)β × Z×G(0)β | σkβ(x) = σlβ(y) for some k, l ∈ Z+}.
For an e´tale groupoid G we let G(0) denote the unit space of G and let s and
r denote the source map and range map. For x ∈ G(0), the set G(x) = r(Gx) is
called the G-orbit of x. If every G-orbit is dense in G(0), G is said to be minimal
([22], [26]).
Lemma 3.1. For 1 < β ∈ R, the groupoid Gβ is an essentially principal, minimal
groupoid.
Proof. The C∗-subalgebraFβ ofOβ is the C∗-algebraC∗r (Hβ) of an AF-subgroupoid
Hβ of Gβ , which is defined by
Hβ = {(x, 0, y) ∈ G(0)β × Z×G(0)β | σkβ(x) = σkβ(y) for some k ∈ Z+}.
As the algebra Fβ is simple ([12, Proposition 3.5]), the groupoid Hβ is minimal so
that Gβ is minimal. 
A subset U ⊂ G is called a G-set if r|U , s|U are injective. The homeomorphism
r ◦ (s|U )−1 from s(U) to r(U) is denoted by piU . Following [22], G is said to be
purely infinite if for every clopen set A ⊂ G(0) there exist clopen G-sets U, V ⊂ G
such that s(U) = s(V ) = A, r(U) ∪ r(V ) ⊂ A, r(U) ∩ r(V ) = ∅.
Lemma 3.2. For 1 < β ∈ R, the groupoid Gβ is purely infinite.
Proof. As the C∗-algebra Dβ is isomorphic to the algebra C(G(0)β ) of continuous
functions on G
(0)
β , we may identify the projections of Dβ with the clopen sets of
G
(0)
β . Hence a clopen set of G
(0)
β may be considered as a finite sum of the form
P = SµE
l
iS
∗
µ for some µ ∈ Bk(Xβ) with k ≤ l such that S∗µSµ ≥ Eli. It is enough
to consider P = SµE
l
iS
∗
µ for simplicity. The minimal projection E
l
i ∈ Al is of the
form Eli = aξ1···ξpi − aξ1···ξqi for some 1 ≤ pi, qi ≤ l with aξ1···ξpi > aξ1···ξqi . Note
that
S∗µSµ ≥ aξ1···ξpi . (3.1)
There exists γ = (γ1, . . . , γr) ∈ B∗(Xβ) such that
(ξ1, . . . , ξpi , γ1, . . . , γr) ∈ B∗(Xβ), (ξ1, . . . , ξqi , γ1, . . . , γr) 6∈ B∗(Xβ).
Put the words
ζ1(m) = (
m︷ ︸︸ ︷
0, . . . , 0), ζ2(m) = (
m︷ ︸︸ ︷
0, . . . , 0, 1).
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By [12, Corollary 3.2], there exists m ∈ N such that
aξ1···ξpiγζ1(m) = aξ1···ξpiγζ2(m) = 1. (3.2)
Put ζ1 = ζ1(m), ζ2 = ζ2(m). By (3.1), (3.2), we have
aµγζ1 ≥ S∗γζ1aξ1···ξpiSγζ1 = aξ1···ξpiγζ1 = 1
so that aµγζ1 = 1 and similarly aµγζ2 = 1. We set
U = Sµγζ1E
l
iS
∗
µ, V = Sµγζ2E
l
iS
∗
µ,
which correspond to ceratin clopen G-sets in Gβ . It then follows that
U∗U = SµEliaµγζ1E
l
iS
∗
µ = SµE
l
iS
∗
µ = P and similarly V
∗V = P
so that
UU∗ + V V ∗ = Sµγζ1E
l
iS
∗
µγζ1
+ Sµγζ2E
l
iS
∗
µγζ2
.
As
S∗γζ1E
l
iSγζ1 = S
∗
ζ1
S∗γ(aξ1···ξpi − aξ1···ξqi )SγSζ1 = S∗ζ1aξ1···ξpiγSζ1 = 1,
we have
PSµγζ1E
l
iS
∗
µγζ1
= SµE
l
iSγζ1E
l
iS
∗
µγζ1
= Sµγζ1S
∗
γζ1
EliSγζ1E
l
iS
∗
µγζ1
so that PSµγζ1E
l
iS
∗
µγζ1
= Sµγζ1E
l
iS
∗
µγζ1
. This implies UU∗ ≤ P and similarly
V V ∗ ≤ P . Since Sµγζ1EliS∗µγζ1 · Sµγζ2EliS∗µγζ2 = 0, we have UU∗ + V V ∗ ≤ P . 
Therefore we have
Proposition 3.3. For 1 < β ∈ R, the groupoid Gβ is an essentially principal,
purely infinite, minimal e´tale groupoid.
We will next compute the homology groups Hi(Gβ) for the e´tale groupoid Gβ .
The homology theory for e´tale groupoids has been studied in [6]. In [20], the ho-
mology groups Hi for the groupoids coming from shifts of finite type have been
computed such that the groups Hi are isomorphic to the K-groups Ki of the asso-
ciated Cuntz-Krieger algebra for i = 0, 1, and Hi = 0 for i ≥ 2. By following the
argument of the proof of [20, Theorem 4.14], we have
Proposition 3.4. For each 1 < β ∈ R, the homology groups Hi(Gβ) are computed
as
Hi(Gβ) ∼=
{
Ki(Oβ) if i = 0, 1,
0 if i ≥ 2. (3.3)
Proof. For each 1 < β ∈ R, the map ρβ : (x, n, y) ∈ Gβ −→ n ∈ Z gives rise to
a groupoid homomorphism such that the skew product Gβ ×ρβ Z is homologically
similar to the AF-groupoid Hβ (cf. [20, Lemma 4.13]). We know that the groupoid
C∗-algebra C∗r (Gβ ×ρβ Z) is stably isomorphic to the crossed product Oβ ×ρˆ T of
Oβ by the gauge action, which is stably isomorphic to the AF-algebra C∗r (Hβ).
Since the Z-module structure on H0(Gβ×ρβ Z) is given by the induced action ˆˆρ∗ on
K0(Oβ ×ρˆT) of the bidual action ˆˆρ on Oβ ×ρˆT, we get (3.3) by the same argument
as [20, Theorem 4.14]. 
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In [20], the notion of topological full groups for e´tale groupoids has been intro-
duced. We will study the topological full groups of the groupoid Gβ for the β-shift
(Xβ, σ).
Definition ([20, Definition 2.3]). The topological full group [[Gβ ]] of the groupoid
Gβ is defined by the group of all homeomorphisms α of G
(0)
β such that α = piU for
some compact open Gβ-set U . In what follows we denote the topological full group
[[Gβ ]] by Γβ . By [20, Proposition 5.6], there exists a short exact sequence:
1 −→ U(C(G(0)β ) −→ N(C(G(0)β ), C∗r (Gβ)) −→ Γβ −→ 1
where U(C(G
(0)
β ) denotes the group of unitaries in C(G
(0)
β ) andN(C(G
(0)
β ), C
∗
r (Gβ))
denotes the group of unitaries in C∗r (Gβ) which normalize C(G
(0)
β ).
Consider the full n-shift (Xn, σ) and its groupoid Gn (cf. [22], [26]). The
groupoid C∗-algebra C∗r (Gn) is isomorphic to the Cuntz algebra On of order n.
V. Nekrashevych [23] has shown that the Higman-Thompson group Vn is identified
with a certain subgroup of the unitary group of On. The identification gives rise
to an isomorphism between the Higman-Thompson group Vn and the topological
full group Γn (see also [22, Remark 6.3]). Hence our groups Γβ, 1 < β ∈ R are
considered as interpolation of the Higman-Thompson group Vn, 1 < n ∈ N. It is
well-known that the groups Vn, 1 < n ∈ N are non-amenable and its commutator
subgroups D(Vn) are all simple. Proposition 3.3 says that the groupoid Gβ is an
essentially principal, purely infinite, minimal groupoid for every 1 < β ∈ R. By
[22, Proposition 4.10] and [22, Theorem 4.16], we have a following generalization of
the above fact for Vn, 1 < n ∈ N.
Theorem 3.5. Let 1 < β ∈ R be a real number. Then the group Γβ is countably
infinite discrete non-amenable group such that its commutater subgroup D(Γβ) is
simple.
4. Realization of Oβ on L2([0, 1])
The Higman-Thompson group Vn, 1 < n ∈ N is represented as the group of right
continuous piecewise linear bijective functions f : [0, 1) −→ [0, 1) having finitely
many singularities such that all singularities of f are in Z[ 1
n
], the derivative of f at
any non-singular point is nk for some k ∈ Z and f(Z[ 1
n
] ∩ [0, 1)) = Z[ 1
n
] ∩ [0, 1). In
order to represent our group Γβ as a group of piecewise linear functions on [0, 1),
we will represent the algebra Oβ on L2([0, 1]) in the following way.
We denote by H the Hilbert space L2([0, 1]) of the square integrable functions on
[0, 1] with respect to the Lebesgue measure. The essentially bounded measurable
functions L∞([0, 1]) act on H by multiplication. We put the sequence
βn = β
n − ξ1βn−1 − · · · − ξn−1β − ξn =
∞∑
i=1
ξi+n
βi
, n = 1, 2, . . . .
Consider the functions g0, g1, . . . , gN−1 defined by
gi(x) =
1
β
(x+ i) for i = 0, 1, . . . , N − 2, x ∈ [0, 1], (4.1)
gN−1(x) =
1
β
(x+N − 1) for x ∈ [0, β1]. (4.2)
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They satisfy the following:
∪N−2i=0 gi([0, 1]) ∪ gN−1([0, β1]) = [0, 1], (4.3)
fβ(gi(x)) = x for i = 0, 1, . . . , N − 2, x ∈ [0, 1], (4.4)
fβ(gN−1(x)) = x for x ∈ [0, β1]. (4.5)
For a measurable subset U of [0, 1], denote by χU the multiplication operator on
H of the characteristic function of U . Define the bounded linear operators Tfβ ,
Tgi , i = 0, 1, . . . , N − 2 on H by
(Tfβ ξ)(x) = ξ(fβ(x)) for ξ ∈ H,x ∈ [0, 1],
(Tgiξ)(x) = ξ(gi(x)) for ξ ∈ H,x ∈ [0, 1], i = 0, 1, . . . , N − 2.
For the function gN−1 on [0, β1] define the operator TgN−1 by
(TgN−1ξ)(x) =
{
ξ(gN−1(x)) for x ∈ [0, β1],
0 for x ∈ (β1, 1].
The followings are straightforward:
Lemma 4.1. Keep the above notations. We have
(i) T ∗fβ =
1
β
∑N−1
i=0 Tgi .
(ii) T ∗fβTfβ =
N−1
β
+ 1
β
χ[0,β1].
(iii) T ∗giTgi =
{
βχ[ i
β
, i+1
β
) for i = 0, 1, . . . , N − 2,
βχ[N−1
β
,1) for i = N − 1.
(iv) TgiT
∗
gi
=
{
β1 for i = 0, 1, . . . , N − 2,
βχ[0,β1] for i = N − 1.
We define the operators si, i = 0, . . . , N − 1 on H by setting
si =
1√
β
T ∗gi , i = 0, 1, . . . , N − 1.
By the above lemma, we have
Proposition 4.2. The operators si, i = 0, . . . , N − 1 are partial isometries such
that
s∗i si =
{
1 for i = 0, 1, . . . , N − 2,
χ[0,β1] for i = N − 1,
sis
∗
i =
{
χ[ i
β
,
i+1
β
) for i = 0, 1, . . . , N − 2,
χ[N−1
β
,1) for i = N − 1
and hence
N−1∑
i=0
sis
∗
i = 1.
The natural ordering of Σ = {0, 1, . . . , N−1} induces the lexicographical order on
B∗(Xβ), which means that for µ = (µ1, . . . , µn) ∈ Bn(Xβ) and ν = (ν1, . . . , νm) ∈
Bm(Xβ), the order µ ≺ ν is defined if µ1 < ν1 or µi = νi for i = 1, . . . , k − 1 for
some k ≤ m,n and µk < νk. For a word µ = (µ1, . . . , µn) ∈ Bn(Xβ), denote by
µ˜ = (µ˜1, . . . , µ˜n) ∈ Bn(Xβ), the least word in Bn(Xβ) satisfying (µ1, . . . , µn) ≺
(µ˜1, . . . , µ˜n). If µ = (µ1, . . . , µn) is maximal in Bn(Xβ), we set µ˜ = ∅. We will use
the following notations for µ = (µ1, . . . , µn) ∈ Bn(Xβ),
l(µ) :=
µ1
β
+
µ2
β2
+ · · ·+ µn
βn
, r(µ) :=
µ˜1
β
+
µ˜2
β2
+ · · ·+ µ˜n
βn
.
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If µ˜ = ∅, we set r(µ) = 1. For µ = (µ1, . . . , µn) ∈ Bn(Xβ), we set sµ = sµ1 · · · sµn .
Lemma 4.3. For µ = (µ1, . . . , µn) ∈ Bn(Xβ), we have
sµs
∗
µ = χ[l(µ),r(µ)). (4.6)
Proof. For n = 1, the equality (4.6) holds by the above proposition. Suppose that
the equality (4.6) holds for a fixed n = k. It then follows that for j = 0, . . . , N − 1
and ξ, η ∈ H ,
〈sjsµ1 · · · sµks∗µk · · · s∗µ1s∗jξ | η〉 =
1
β
∫ 1
0
χ[l(µ),r(µ))ξ(gj(x))η(gj(x))dx.
(4.7)
For j = 0, 1, . . . , N − 2, put y = gj(x) ∈ [ jβ , j+1β ] so that x = fβ(y) = βy − j. The
above equation (4.7) goes to∫ 1
0
χ[ j
β
,
j+1
β
)(y)χ[l(µ),r(µ))(fβ(y))ξ(y)η(y)dy = 〈χ[ j
β
,
j+1
β
)∩f−1
β
([l(µ),r(µ)))ξ | η〉.
As
[
j
β
,
j + 1
β
) ∩ f−1β ([l(µ), r(µ)))
=[
j
β
+
µ1
β2
+
µ2
β3
+ · · ·+ µk
βk+1
,
j
β
+
µ˜1
β2
+
µ˜2
β3
+ · · ·+ µ˜k
βk+1
),
we have
sjsµ1 · · · sµks∗µk · · · s∗µ1s∗j = χ[ j
β
+
µ1
β2
+
µ2
β3
+···+ µk
βk+1
,
j
β
+
µ˜1
β2
+
µ˜2
β3
+···+ µ˜k
βk+1
)
.
Since the word (j, µ˜1, . . . , µ˜k) is the minimal word in Bk+1(Xβ) satisfying (j, µ1, . . . , µk) ≺
(j, µ˜1, . . . , µ˜k), the desired equality holds for k + 1 and j = 0, . . . , N − 2. For
j = N − 1, we may similarly show the equality (4.6). 
The following lemma is straightforward.
Lemma 4.4. For a measurable subset F ⊂ [0, 1], we have s∗jχF sj = χg−1
j
(F ) for
j = 0, 1, . . . , N − 1.
We then have
Lemma 4.5. For the maximal element ξβ = (ξ1, ξ2, . . . ) ∈ Xβ, we have
s∗ξ1ξ2···ξnsξ1ξ2···ξn = χ[0,βn], n ∈ N. (4.8)
Proof. The equality (4.8) holds for n = 1. Suppose that the equality (4.8) holds
for n = k. It then follows that
s∗ξ1ξ2···ξk+1sξ1ξ2···ξk+1 = s
∗
ξk+1
χ[0,βk]sξk+1 = χg−1
ξk+1
([0,βk])
.
Since
g−1ξk+1([0, βk]) = {x ∈ [0, 1] |
1
β
x+
ξk+1
β
≤ βk − ξ1βk−1 − · · · − ξk} = [0, βk+1],
the equality (4.8) holds for n = k + 1. 
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Lemma 4.6. For n ∈ N and j = 0, 1, · · · , N − 1, we have
s∗ξ1ξ2···ξnjsξ1ξ2···ξnj =

0 for j > ξn+1,
χ[0,βn+1] for j = ξn+1,
1 for j < ξn+1.
(4.9)
Proof. We have
s∗ξ1ξ2···ξnjsξ1ξ2···ξnj = s
∗
ξj
χ[0,βn]sξj = χg−1
j
([0,βn])
and
g−1j ([0, βn]) = {x ∈ [0, 1] |
1
β
x+
j
β
≤ βn} = [0, ββn − j].
Since ββn − j = βn+1 + ξn+1 − j, we have
s∗ξ1ξ2···ξnjsξ1ξ2···ξnj = χ[0,βn+1+ξn+1−j].
If ξn+1 = j, the equality s
∗
ξ1ξ2···ξnjsξ1ξ2···ξnj = χ[0,βn+1] holds. If ξn+1 < j, we have
ξn+1 − j ≤ −1 and hence βn+1 + ξn+1 − j ≤ 0 so that [0, βn+1 + ξn+1 − j] = {0}
or ∅, which shows s∗ξ1ξ2···ξnjsξ1ξ2···ξnj = 0. If ξn+1 > j, we have ξn+1 − j ≥ 1
and hence βn+1 + ξn+1 − j ≥ 1 so that [0, βn+1 + ξn+1 − j] = [0, 1], which shows
s∗ξ1ξ2···ξnjsξ1ξ2···ξnj = χ[0,1] = 1. 
Therefore we have
Theorem 4.7. The correspondence Sj −→ sj for j = 0, 1, . . . , N − 1 gives rise
to an isomorphism from Oβ to the C∗-algebra C∗(s0, s1, . . . , sN−1) on L2([0, 1])
generated by the partial isometries s0, s1, . . . , sN−1.
Proof. Let us denote by A[0,1],l the C∗-algebra on L2([0, 1]) generated by the pro-
jections s∗µsµ, µ ∈ Bl(Xβ), and A[0,1],β the C∗-algebra generated by ∪l∈NA[0,1],l.
By the previous lemma and [12, Corollary 3.2], the C∗-algebra A[0,1],l is isomorphic
to the C∗-subalgebra Al of Oβ so that A[0,1],β is isomorphic to Aβ through the
correspondence: S∗µSµ ←→ s∗µsµ for µ ∈ B∗(Xβ). The isomorphism from Aβ to
A[0,1],β is denoted by pi. Put ρj(x) = S∗j xSj for x ∈ Aβ , j = 0, 1, . . . , N − 1. Then
the relations
pi(ρj(x)) = s
∗
jpi(x)sj , x ∈ Aβ , j = 0, 1, . . . , N − 1 (4.10)
hold by the previous lemma. Since the C∗-algebra Oβ has the universal property
subject to the relation (4.10) (cf. [14]), there exists a surjective ∗-homomorphism
p˜i from Oβ to C∗(s0, s1, . . . , sN−1) such that p˜i(Sj) = sj , j = 0, 1, . . . , N − 1 and
p˜i(x) = pi(x), x ∈ Aβ . As the C∗-algebra Oβ is simple, the ∗-homomorphism p˜i is
actually an isomorphism. 
In what follows, we may identify the C∗-algebraOβ with the C∗-algebraC∗(s0, s1, . . . , sN−1)
through the identification of the generating partial isometries Sj and sj , j = 0, 1, . . . , N−
1.
11
5. PL functions for SFT β-shifts
In this section, we will realize the group Γβ for an SFT β-shift as PL functions
on [0, 1). For a word µ = (µ1, . . . , µn) ∈ Bn(Xβ), denote by Uµ ⊂ Xβ the cylinder
set
Uµ = {x = (xi)i∈N | x1 = µ1, . . . , xn = µn}.
We put
Γ+(µ) = {(xi)i∈N ∈ Xβ | (µ1, . . . , µn, x1, x2, . . . ) ∈ Xβ}
the set of followers of µ. Recall that ϕ stands for the unique KMS state for the
gauge action on the C∗-algebra Oβ . We note that the value ϕ(aµ1···µn) is computed
inductively in the following way. For n = 1, we see
ϕ(aµ1 ) =

1 if µ1 < ξ1,
β − ξ1 if µ1 = ξ1,
0 if µ1 > ξ1.
Suppose that the value ϕ(aµ1···µk) is computed for all µ = (µ1, . . . , µk) ∈ Bk(Xβ)
with k < n. If (µ1, . . . , µn) is the maximal element (ξ1, . . . , ξn) in Bn(Xβ), then
ϕ(aµ1···µn) = β
n − ξ1βn−1 − · · · − ξn−1β − ξn. (5.1)
If (µ1, . . . , µn) 6= (ξ1, . . . , ξn), then there exists k ≤ n such that µk < ξk. If k = n,
then ϕ(aµ1···µn) = 1. If k < n, we see aµ1···µk = 1 so that
aµ1···µn = S
∗
µn
· · ·S∗µk+1Sµk+1 · · ·Sµn = aµk+1···µn .
Hence
ϕ(aµ1···µn) = ϕ(aµk+1···µn).
Since |(µk+1, . . . , µn)| < n, the value ϕ(aµk+1···µn) is computed. Therefore the value
ϕ(aµ1···µn) is computed for all (µ1, . . . , µn) ∈ Bn(Xβ). The following lemma is clear
from Lemma 4.5 and (5.1).
Lemma 5.1. Assume that the generating partial isometries S0, S1, . . . , SN−1 are
represented on L2([0, 1]). For a word µ ∈ B∗(Xβ), the projection S∗µSµ is identified
with the characteristic function χ[0,ϕ(aµ)) of the interval [0, ϕ(aµ)).
Recall that for a word ν = (ν1, . . . , νn) ∈ Bn(Xβ), the notations
l(ν) =
ν1
β
+
ν2
β2
+ · · ·+ νn
βn
, r(ν) =
ν˜1
β
+
ν˜2
β2
+ · · ·+ ν˜n
βn
are introduced in Section 4 where ν˜ = (ν˜1, . . . , ν˜n) is the smallest word in Bn(Xβ)
satisfying ν ≺ ν˜. If ν is the maximum word in Bn(Xβ), we set r(ν) = 1. The
following two lemmas are crucial.
Lemma 5.2. For µ, ν ∈ B∗(Xβ), we have Γ+(µ) = Γ+(ν) if and only if
r(µ) − l(µ)
r(ν) − l(ν) = β
|ν|−|µ|. (5.2)
Proof. We note that Γ+(µ) = Γ+(ν) if and only if S∗µSµ = S
∗
νSν . By the above
lemma, we have Γ+(µ) = Γ+(ν) if and only if ϕ(aµ) = ϕ(aν). Since ϕ(S
∗
µSµ) =
β|µ|ϕ(SµS∗µ) and ϕ(SµS
∗
µ) = r(µ) − l(µ), we have ϕ(aµ) = ϕ(aν) if and only if
β|µ|(r(µ) − l(µ)) = β|ν|(r(ν) − l(ν)). 
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We note that the above lemma holds for any real number β > 1 even if (Xβ , σ) is
not a shift of finite type.
Lemma 5.3. For τ ∈ Γβ, there exists uτ ∈ N(Dβ ,Oβ) such that there exist
µ(i), ν(i) ∈ B∗(Xβ), i = 1, . . . ,m satisfying
(1) uτ =
∑m
i=1 Sµ(i)S
∗
ν(i) such that
(a) S∗
ν(i)Sν(i) = S
∗
µ(i)Sµ(i), i = 1, . . . ,m,
(b)
∑m
i=1 Sν(i)S
∗
ν(i) =
∑m
i=1 Sµ(i)S
∗
µ(i) = 1.
(2) f ◦ τ−1 = uτfu∗τ for f ∈ Dβ.
Proof. Since (Xβ, σ) is SFT, there exist continuous functions k, l : Xβ −→ Z+ for
τ ∈ Γβ such that σl(x)(τ(x)) = σk(x)(x), x ∈ Xβ . Hence there exists a family of
cylinder sets Uν(1), . . . , Uν(m), Uµ(1), . . . , Uµ(m) such that
Γ+(ν(i)) = Γ+(µ(i)), i = 1, . . . ,m,
Xβ = ⊔mi=1Uν(i) = ⊔mi=1Uµ(i)
and
τ(x1, x2, . . . ) = (µ(i)1, . . . , µ(i)li , xki+1, xki+2, . . . ) for (xn)n∈N ∈ Uν(i)
where li = |µ(i)|, ki = |ν(i)| and µ(i) = (µ(i)1, . . . , µ(i)li). Hence we have
m∑
i=1
Sν(i)S
∗
ν(i) =
m∑
i=1
Sµ(i)S
∗
µ(i) = 1, S
∗
ν(i)Sν(i) = S
∗
µ(i)Sµ(i), i = 1, . . . ,m.
By putting uτ =
∑m
i=1 Sµ(i)S
∗
ν(i) we see that uτ belongs to N(Dβ ,Oβ) and satisfies
χUη ◦ τ−1 = uτSηS∗ηu∗τ for all η ∈ B∗(Xβ) so that f ◦ τ−1 = uτfu∗τ for f ∈ Dβ . 
Following Nekrashevych in [23], we will introduce a notation of tables in order
to represent elements of Γβ .
Definition. A β-adic table for SFT β-shift is a matrix[
µ(1) µ(2) · · · µ(m)
ν(1) ν(2) · · · ν(m)
]
for ν(i), µ(i) ∈ B∗(Xβ), i = 1, . . . ,m such that
(a) Γ+(ν(i)) = Γ+(µ(i)), i = 1, . . . ,m,
(b) Xβ = ⊔mi=1Uν(i) = ⊔mi=1Uµ(i) : disjoint unions.
We may assume that ν(1) ≺ ν(2) ≺ · · · ≺ ν(m). Since the above two conditions
(a), (b) are equivalent to the conditions (a), (b) in Lemma 5.3 (1) respectively, we
have
Lemma 5.4. For an element τ ∈ Γβ with its unitary uτ =
∑m
i=1 Sµ(i)S
∗
ν(i) ∈
N(Dβ,Oβ) as in Lemma 5.3, the matrix
Tτ =
[
µ(1) µ(2) · · · µ(m)
ν(1) ν(2) · · · ν(m)
]
is a β-adic table for SFT β-shift.
Definition.
(i) An interval [x1, x2) in [0, 1] is said to be a β-adic interval for word ν ∈
B∗(Xβ) if x1 = l(ν) and x2 = r(ν).
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(ii) A rectangle I × J in [0, 1] × [0, 1] is said to be a β-adic rectangle if both
I, J are β-adic intervals for words ν ∈ Bn(Xβ), µ ∈ Bm(Xβ) such that
I = [l(ν), r(ν)), J = [l(µ), r(µ)) and
r(µ)− l(µ)
r(ν)− l(ν) = β
n−m
(iii) For two partitions 0 = x0 < x1 < · · · < xm−1 < xm = 1 and 0 = y0 <
y1 < · · · < ym−1 < ym = 1 of [0, 1], put Ip = [xp−1, xp), Jp = [yp−1, yp), p =
1, 2, . . . ,m. The partition Ip × Jq, p, q = 1, . . . ,m of [0, 1)× [0, 1) is said to
be a β-adic pattern of squares for SFT β-shift if there exists a permutation
σ on {1, 2, . . . ,m} such that the rectangles Ip × Jσ(p) are β-adic rectangles
for all p = 1, 2, . . . ,m.
For a β-adic pattern of squares above, the slopes of diagonals sp =
yσ(p)−yσ(p)−1
xp−xp−1 , p =
1, 2, . . . ,m are said to be rectangle slopes. We then have
Lemma 5.5. For a β-adic table
T =
[
µ(1) µ(2) · · · µ(m)
ν(1) ν(2) · · · ν(m)
]
,
there exists a β-adic pattern of squares whose rectangle slopes are
β|ν(1)|−|µ(1)|, β|ν(2)|−|µ(2)|, . . . , β|ν(m)|−|µ(m)|
Proof. We are assuming the ordering such as ν(1) ≺ · · · ≺ ν(m). Since Xβ =
⊔mj=1Uµ(j) disjoint union, there exists a permutation σ0 on {1, 2, . . . ,m} such that
µ(σ0(1)) ≺ µ(σ0(2)) ≺ · · · ≺ µ(σ0(m)). Put
xi = l(ν(i + 1)), yi = l(µ(σ0(i + 1))), i = 0, 1, . . . ,m− 1
and
Ip = [xp−1, xp), Jp = [yp−1, yp), p = 1, 2, . . . ,m.
Define the permutation σ := σ−10 on {1, 2, . . . ,m}. We note that r(ν(i)) = l(ν(i +
1)), r(µ(σ0(i))) = l(µ(σ0(i + 1))) for i = 1, . . . ,m − 1. Then the rectangles Ip ×
Jσ(p), p = 1, 2, . . . ,m are β-adic rectangles such that
yσ(p) − yσ(p)−1
xp − xp−1 =
r(µ(p)) − l(µ(p))
r(ν(p)) − l(ν(p)) .
Since r(ζ) − l(ζ) = ϕ(SζS∗ζ ) = 1β|ζ|ϕ(S∗ζSζ) for ζ ∈ B∗(Xβ), we have
r(ν(p)) − l(ν(p)) = 1
β|ν(p)|
ϕ(S∗ν(p)Sν(p)),
r(µ(p)) − l(µ(p)) = 1
β|µ(p)|
ϕ(S∗µ(p)Sµ(p)).
As the condition Γ+(ν(p)) = Γ+(µ(p)) implies S∗ν(p)Sν(p) = S
∗
µ(p)Sµ(p), we have
yσ(p) − yσ(p)−1
xp − xp−1 = β
|ν(p)|−|µ(p)|, p = 1, 2, . . . ,m.

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We define a β-adic version of piecewise linear functions on [0, 1) in the following
way.
Definition. A piecewise linear function f on [0, 1) is called a β-adic PL function
for SFT β-shift if f is a right continuous bijection on [0, 1) such that there exists
a β-adic pattern of squares Ip × Jp, p = 1, 2, . . . ,m where Ip = [xp−1, xp), Jp =
[yp−1, yp), p = 1, . . . ,m with a permutation σ on {1, 2, . . . ,m} such that
f(xp−1) = yσ(p)−1, f−(xp) = yσ(p−1)+1, p = 1, 2, . . . ,m
where f−(xp) = limh→0+ f(xp−h), and f is linear on [xp−1, xp) with slope yσ(p)−yσ(p)−1xp−xp−1
for p = 1, 2, . . . ,m.
The following proposition is immediate from the definition of β-adic PL func-
tions.
Proposition 5.6. A β-adic PL function for SFT β-shift naturally gives rise to a
β-adic pattern of squares for SFT β-shift.
We may directly construct a β-adic PL function fT from a β-adic table T =[ µ(1) µ(2) ··· µ(m)
ν(1) ν(2) ··· ν(m)
]
as follows. Put xi = l(ν(i+1)), yˆi = l(µ(i+1)), i = 0, 1, . . . ,m−1.
Define fT by fT (xi) = yˆi, i = 0, 1, . . . ,m − 1 and fT is linear on [xi−1, xi), i =
1, 2, . . . ,m with slope yˆi−yˆi−1
xi−xi−1 =
r(µ(i))−l(µ(i))
r(ν(i))−l(ν(i)) = β
|ν(i)|−|µ(i)|. Hence the function
fT yields a β-adic PL function.
It is straightforward to see that the composition of two β-adic PL functions is
also a β-adic PL function. Hence the set of β-adic PL functions forms a group
under compositions. We reach the following:
Theorem 5.7. The topological full group Γβ for a SFT β-shift (Xβ , σ) is realized
as the group of all β-adic PL functions for SFT β-shift.
6. PL functions for sofic β-shifts
In this section, we will represent the topological full group Γβ for sofic β-shifts as
piecewise linear functions on [0, 1). Througout this section, we assume that (Xβ , σ)
is sofic. By Lemma 2.2, the algebra Aβ is finite dimensional. We set Kβ = dimAβ .
Let E1, . . . , EKβ be the minimal projections of Aβ so that
∑Kβ
i=1 Ei = 1. Then any
minimal projection Ei is of the form Ei = aξ1···ξpi − aξ1···ξqi for some pi, qi ∈ Z+.
We order E1, . . . , EKβ following the order ϕ(aξ1···ξp1 ) < · · · < ϕ(aξ1···ξpKβ ) in R,
where ϕ is the unique KMS-state on Oβ for the gauge action. Recall that ρˆt ∈
Aut(Oβ), t ∈ R/Z denotes the gauge action on Oβ, and N(Dβ ,Oβ) denotes the
normalizer group of Dβ ⊂ Oβ . Fix v ∈ N(Dβ,Oβ) for a while. For m ∈ Z and
µ ∈ Bn(Xβ), n ∈ N, put
vm =
∫
T
ρˆt(v)e
−2pi√−1mtdt and vµ = S∗µvn, v−µ = v−nSµ.
It is straightforward to see the following lemma.
Lemma 6.1. The operators vµ, v−µ for µ ∈ Bn(Xβ) and v0 are partial isometries
in Fβ such that v is decomposed as a following finite sum:
v =
∑
nfinite
∑
µ∈Bn(Xβ)
Sµvµ + v0 +
∑
nfinite
∑
µ∈Bn(Xβ)
v−µS∗µ
such that vµDβv∗µ, v∗µDβvµ, v−µDβv∗−µ and v∗−µDβv−µ are contained in Dβ.
15
Define a subalgebra Fkβ of Fβ for k ∈ Z+ by
Fkβ = C∗(SξEiS∗η | ξ, η ∈ Bk(Xβ), i = 1, . . . ,Kβ).
We set
supp+(v) = {µ ∈ B∗(Xβ) | vµ 6= 0}, supp−(v) = {µ ∈ B∗(Xβ) | v−µ 6= 0}.
Both of them are finite sets. For µ ∈ supp+(v), there exists k+(µ) ∈ Z+ such that
vµ ∈ Fk+(µ)β . For µ ∈ supp−(v), there exists k−(µ) ∈ Z+ such that v−µ ∈ Fk−(µ)β .
There exists k0 ∈ Z+ such that v0 ∈ Fk0β . We then have
Lemma 6.2. Keep the above notations.
(i) For µ ∈ supp+(v) and η ∈ Bk+(µ)(Xβ), i = 1, . . . ,Kβ such that v∗µvµ ≥
SηEiS
∗
η 6= 0, there uniquely exists ξ ∈ Bk+(µ)(Xβ) such that vµv∗µ ≥
SξEiS
∗
ξ 6= 0 and
Ad(vµ)(SηEiS
∗
η) = SξEiS
∗
ξ .
(ii) For µ ∈ supp−(v) and η ∈ Bk−(µ)(Xβ), i = 1, . . . ,Kβ such that v∗−µv−µ ≥
SηEiS
∗
η 6= 0, there uniquely exists ξ ∈ Bk−(µ)(Xβ) such that v−µv∗−µ ≥
SξEiS
∗
ξ 6= 0 and
Ad(v−µ)(SηEiS∗η) = SξEiS
∗
ξ .
(iii) For η ∈ Bk0(Xβ), i = 1, . . . ,Kβ such that v∗0v0 ≥ SηEiS∗η 6= 0, there
uniquely exists ξ ∈ Bk0(Xβ) such that v0v∗0 ≥ SξEiS∗ξ 6= 0 and
Ad(v0)(SηEiS
∗
η) = SξEiS
∗
ξ .
Proof. (i) As vµ ∈ Fk+(µ)β , it is written vµ =
∑
ξ,η′∈Bk+(µ)(Xβ) Sξaξ,η
′S∗η′ for some
aξ,η′ ∈ Aβ . Suppose that v∗µvµ ≥ SηEiS∗η 6= 0. Hence S∗ηSη ≥ Ei. It then follows
that
Ad(vµ)(SηEiS
∗
η) = vµSηEiS
∗
ηv
∗
µ
=
∑
ξ,ξ′∈Bk+(µ)(Xβ)
Sξaξ,ηS
∗
ηSηEiS
∗
ηSηa
∗
ξ′,ηS
∗
ξ′
=
∑
ξ,ξ′∈Bk+(µ)(Xβ)
Sξaξ,ηEia
∗
ξ′,ηS
∗
ξ′ .
Since Ad(vµ)(SηEiS
∗
η) belongs to Dβ , we have for ξ 6= ξ′
0 = SξS
∗
ξAd(vµ)(SηEiS
∗
η)Sξ′S
∗
ξ′ = Sξaξ,ηEia
∗
ξ′,ηS
∗
ξ′
so that
Ad(vµ)(SηEiS
∗
η) =
∑
ξ∈Bk+(µ)(Xβ)
Sξaξ,ηEia
∗
ξ,ηS
∗
ξ .
Since vµv
∗
µ =
∑
ξ,ζ∈Bk+(µ)(Xβ) Sξaξ,ζa
∗
ξ,ζS
∗
ξ is a projection, the operators aξ,ηa
∗
ξ,η are
projections in Aβ for all ξ ∈ Bk+(µ)(Xβ). As S∗ξSξaξ,ηEia∗ξ′,ηS∗ξ′Sξ′ = aξ,ηEia∗ξ′,η,
we have aξ,ηa
∗
ξ,η · aξ′,ηa∗ξ′,η = 0 for ξ 6= ξ′ so that there uniquely exists ξ ∈
Bk+(µ)(Xβ) such that aξ,ηa
∗
ξ,ηEi = Ei for the word η and i. By the identity
aξ,ηEia
∗
ξ,η = aξ,ηa
∗
ξ,ηEi, we have
Ad(vµ)(SηEiS
∗
η) = SξEiS
∗
ξ .
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(ii),(iii) are similar to (i). 
Proposition 6.3. For a unitary v ∈ N(Dβ ,Oβ), there exists a finite family of
partial isometries vµ, v0, v−µ in Fβ such that v is decomposed in the following way:
v =
∑
nfinite
∑
µ∈Bn(Xβ)
Sµvµ + v0 +
∑
nfinite
∑
µ∈Bn(Xβ)
v−µS∗µ
such that
(1) For any η ∈ Bk+(µ)(Xβ) with SηEiS∗η ≤ v∗µvµ, the equality
Ad(Sµvµ)(SηEiS
∗
η) = SµSξEiS
∗
ξS
∗
µ
holds for some ξ ∈ Bk+(µ)(Xβ).
(2) For any η ∈ Bk0(Xβ) with SηEiS∗η ≤ v∗0v0, the equality
Ad(v0)(SηEiS
∗
η) = SξEiS
∗
ξ
holds for some ξ ∈ Bk0(Xβ).
(3) For any η ∈ Bk−(µ)(Xβ) with SηEiS∗η ≤ v∗−µv−µ, the equality
Ad(v−µS∗µ)(SµSηEiS
∗
ηS
∗
µ) = SξEiS
∗
ξ
holds for some ξ ∈ Bk−(µ)(Xβ).
Therefore we have
Lemma 6.4. For τ ∈ Γβ, there exists vτ ∈ N(Dβ ,Oβ) such that there exists a
family Sν(j)EijS
∗
ν(j), Sµ(j)EijS
∗
µ(j), j = 1, . . . ,m of projections satisfying
(1) vτ =
∑m
j=1 Sµ(j)EijS
∗
ν(j) such that
(a) S∗
ν(j)Sν(j), S
∗
µ(j)Sµ(j) ≥ Eij , j = 1, . . . ,m,
(b)
∑m
j=1 Sν(j)EijS
∗
ν(j) =
∑m
j=1 Sµ(j)EijS
∗
µ(j) = 1.
(2) f ◦ τ−1 = vτfv∗τ for f ∈ Dβ.
For i = 1, 2, . . . ,Kβ, put
Γ−n (i) = {µ ∈ Bn(Xβ) | S∗µSµ ≥ Ei}, Γ−∗ (i) = ∪∞n=0Γ−n (i).
For ν = (ν1, . . . , νn) ∈ Γ−n (i) and i = 1, . . . ,Kβ, put the projection in Dβ
ν[i] := SνEiS
∗
ν
and define
r(ν[i]) = l(ν) +
1
βn
ϕ(aξ1···ξpi )
=
ν1
β
+
ν2
β2
+ · · ·+ νn
βn
+
ξpi+1
βn+1
+
ξpi+2
βn+2
+ · · · ,
l(ν[i]) = l(ν) +
1
βn
ϕ(aξ1···ξqi )
=
ν1
β
+
ν2
β2
+ · · ·+ νn
βn
+
ξqi+1
βn+1
+
ξqi+2
βn+2
+ · · ·
where Ei = aξ1···ξpi − aξ1···ξqi . The following lemma is obvious.
Lemma 6.5. Assume that the generating partial isometries S0, S1, · · · , SN−1 are
represented on L2([0, 1]). For ν ∈ Γ−n (i), the projection SνEiS∗ν is identified with
the characteristic function χ[l(ν[i]),r(ν[i])) of the interval [l(ν[i]), r(ν[i])).
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For ν ∈ Γ−∗ (i) and µ ∈ Γ−∗ (j) with SνEiS∗ν · SµEjS∗µ = 0, define
ν[i] < µ[j] if r(ν[i]) ≤ l(µ[j]).
Note that under the condition SνEiS
∗
ν · SµEjS∗µ = 0, the intervals [l(ν[i]), r(ν[i]))
and [l(µ[j]), r(µ[j])) are disjoint. Hence the condition ν[i] < µ[j] implies that the
interval [l(ν[i]), r(ν[i])) is located the left side of [l(µ[j]), r(µ[j])).
Lemma 6.6. Keep the above notations.
(i) For ν ∈ Γ−n (i) and µ ∈ Γ−k (j) we have SνEiS∗ν · SµEjS∗µ = 0 if and only if
[l(ν[i]), r(ν[i])) ∩ [l(µ[j]), r(µ[j])) = ∅.
(ii) For ν(j) ∈ Γ−nj (ij), j = 1, . . . ,m, we have
∑m
j=1 Sν(j)EijS
∗
ν(j) = 1 if and
only if [0, 1) = ⊔mj=1[l(ν(j)[ij ]), r(ν(j)[ij ])) a disjoint union.
(iii) For ν(j) ∈ Γ−nj (ij), j = 1, . . . ,m such that
∑m
j=1 Sν(j)EijS
∗
ν(j) = 1 and
ν(1)[i1] < ν(2)[i2] < · · · < ν(m)[im],
we have
r(ν(j)[ij ]) = l(ν(j + 1)[ij+1]), j = 1, . . . ,m.
Definition. A β-adic table for sofic β-shift is a matrix
T =
[
µ(1)[i1] µ(2)[i2] · · · µ(m)[im]
ν(1)[i1] ν(2)[i2] · · · ν(m)[im]
]
such that
(a) ν(j) ∈ Γ−∗ (ij), µ(j) ∈ Γ−∗ (ij) for j = 1, . . . ,m.
(b) ⊔mj=1[l(ν(j)[ij ]), r(ν(j)[ij ])) = ∪mj=1[l(µ(j)[ij ]), r(µ(j)[ij ])) = [0, 1).
We may assume that
ν(1)[i1] < ν(2)[i2] < · · · < ν(m)[im].
Therefore we have
Lemma 6.7. For an element τ ∈ Γβ with its unitary vτ =
∑m
j=1 Sµ(j)EijS
∗
ν(j) ∈
N(Dβ,Oβ) as in Lemma 6.4, the matrix
Tτ =
[
µ(1)[i1] µ(2)[i2] · · · µ(m)[im]
ν(1)[i1] ν(2)[i2] · · · ν(m)[im]
]
is a β-adic table for sofic β-shift.
Definition.
(i) An interval [x1, x2) in [0, 1] is said to be a β-adic interval for word ν[i] if
x1 = l(ν[i]) and x2 = r(ν[i]) for some ν ∈ B∗(Xβ) and i = 1, . . . ,Kβ .
(ii) A rectangle I × J in [0, 1] × [0, 1] is said to be a β-adic rectangle if both
I, J are β-adic intervals for words ν[i], µ[i] such that I = [l(ν[i]), r(ν[i])) and
J = [l(µ[i]), r(µ[i])) and
r(µ[i])− l(µ[i])
r(ν[i])− l(ν[i])
= β|ν|−|µ|
(iii) For two partitions 0 = x0 < x1 < · · · < xm−1 < xm = 1 and 0 = y0 <
y1 < · · · < ym−1 < ym = 1 of [0, 1], put Ip = [xp−1, xp), Jp = [yp−1, yp), p =
1, 2, . . . ,m. The partition Ip × Jq, p, q = 1, . . . ,m of [0, 1)× [0, 1) is said to
be a β-adic pattern of squares for sofic β-shift if there exists a permutation
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σ on {1, 2, . . . ,m} such that the rectangles Ip × Jσ(p) are β-adic rectangles
for all p = 1, 2, . . . ,m.
For a β-adic pattern of squares above, the slopes of diagonals sp =
yσ(p)−yσ(p)−1
xp−xp−1 , p =
1, 2, . . . ,m are said to be rectangle slopes. Similarly to Lemma 5.5 for SFT β-shift,
we have
Lemma 6.8. For a β-adic table for sofic β-shift
T =
[
µ(1)[i1] µ(2)[i2] · · · µ(m)[im]
ν(1)[i1] ν(2)[i2] · · · ν(m)[im]
]
,
there exists a β-adic pattern of squares for sofic β-shift whose rectangle slopes are
β|ν(1)|−|µ(1)|, β|ν(2)|−|µ(2)|, . . . , β|ν(m)|−|µ(m)|
Similarly to the preceding section, we will define β-adic versions of piecewise
linear functions on [0, 1) for sofic β-shift in the following way.
Definition. A piecewise linear function f on [0, 1) is called a β-adic PL function
for sofic β-shift if f is a right continuous bijection on [0, 1) such that there exists
a β-adic pattern of squares Ip × Jp, p = 1, 2, . . . ,m where Ip = [xp−1, xp), Jp =
[yp−1, yp), p = 1, . . . ,m with a permutation σ on {1, 2, . . . ,m} such that
f(xp−1) = yσ(p)−1, f−(xp) = yσ(p−1)+1, p = 1, 2, . . . ,m
where f−(xp) = limh→0+ f(xp−h), and f is linear on [xp−1, xp) with slope yσ(p)−yσ(p)−1xp−xp−1
for p = 1, 2, . . . ,m. Similarly to the preceding section, we have
Proposition 6.9. A β-adic PL function for sofic β-shift naturally gives rise to
β-adic pattern of squares for sofic β-shift.
We may directly construct a β-adic PL function fT for sofic β-shift from a β-
adic table for sofic β-shift T =
[ ν(1)[i1] ν(2)[i2] ··· ν(m)[im]
µ(1)[i1] µ(2)[i2] ··· µ(m)[im ]
]
as follows. Put xj =
l(ν(j + 1)[ij ]), yˆj = l(µ(j + 1)[ij ]), j = 0, 1, . . . ,m − 1. Define fT by fT (xj) =
yˆj, j = 0, 1, . . . ,m − 1 and fT is linear on [xj−1, xj), j = 1, 2, . . . ,m with slope
r(µ(j))−l(µ(j))
r(ν(j))−l(ν(j)) = β
|ν(j)|−|µ(j)|. The function fT yields a β-adic PL function for sofic
β-shift.
It is straightforward to see that the composition of two β-adic PL functions for
sofic β-shift is also a β-adic PL function for sofic β-shift. Hence the set of β-adic
PL functions for sofic β-shift forms a group under compositions. We reach the
following:
Theorem 6.10. The topological full group Γβ for a sofic β-shift (Xβ , σ) is realized
as the group of all β-adic PL functions for sofic β-shift.
7. Classification of the topological ful groups Γβ
In this section we will classify the groups Γβ for SFT β-shifts and sofic β-shifts.
We will first classify Γβ for SFT β-shifts.
1. SFT case:
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Proposition 7.1. Suppose that the β-shift (Xβ , σ) is a shift of finite type such that
the β-expansion of 1 is 1 = η1
β
+ η2
β2
+ · · ·+ ηn
βn
. Set
Ti = Si−1 for i = 1, . . . , η1,
Tη1+i = Sη1Si−1 for i = 1, . . . , η2,
Tη1+η2+i = Sη1Sη2Si−1 for i = 1, . . . , η3,
...
Tη1+η2+···+ηn−1+i = Sη1Sη2 · · ·Sηn−1Si−1 for i = 1, . . . , ηn.
Define the C∗-subalgebras Ôβ , D̂β of Oβ by
Ôβ = C∗(Ti; i = 1, 2, . . . , η1 + η2 + · · ·+ ηn),
D̂β = C∗(TµT ∗µ ;µ = (µ1, . . . , µm), µi = 1, 2, . . . , η1 + η2 + · · ·+ ηn).
Then the C∗-algebras Ôβ and D̂β coincide with Oβ and Dβ respectively, and are
isomorphic to the Cuntz algebra Oη1+η2+···+ηn and the canonical Cartan subalgebra
Dη1+η2+···+ηn respectively, that is
Ôβ = Oβ = Oη1+η2+···+ηn , D̂β = Dβ = Dη1+η2+···+ηn .
Proof. It is direct to see that the operators T1, T2, . . . , Tη1+η2+···+ηn are all isome-
tries. We then have
η1∑
i=1
TiT
∗
i =
η1−1∑
j=0
SjS
∗
j = 1− Sη1S∗η1 ,
η1+η2∑
i=η1+1
TiT
∗
i =
η2−1∑
j=0
Sη1SjS
∗
j S
∗
η1
= Sη1(1− Sη2S∗η2)S∗η1 ,
...
η1+η2+···+ηn∑
i=η1+η2+···+ηn−1+1
TiT
∗
i =
ηn−1∑
j=0
Sη1Sη2 · · ·Sηn−1SjS∗j S∗ηn−1S∗η1 · · ·S∗η2S∗η1
= Sη1Sη2 · · ·Sηn−1(1− SηnS∗ηn)S∗ηn−1 · · ·S∗η2S∗η1
= Sη1Sη2 · · ·Sηn−1S∗ηn−1 · · ·S∗η2S∗η1 .
It follows that
η1+η2+···+ηn∑
i=1
TiT
∗
i
=
η1∑
i=1
TiT
∗
i +
η1+η2∑
i=η1+1
TiT
∗
i + · · ·+
η1+η2+···+ηn∑
i=η1+η2+···+ηn−1+1
TiT
∗
i
=1− Sη1S∗η1 + Sη1(1− Sη2S∗η2)S∗η1 + · · ·+ Sη1Sη2 · · ·Sηn−1S∗ηn−1 · · ·S∗η2S∗η1 = 1.
Hence the C∗-algebra Ôβ is isomorphic to the Cuntz algebra Oη1+η2+···+ηn . The
inclusion relation Ôβ ⊂ Oβ is clear. To show the converse inclusion relation Oβ ⊂
Ôβ, it suffices to prove that the partial isometry Sη1 belongs to the algebra Ôβ . By
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the equality
ϕ(S∗η1Sη1) = β − η1 =
η2
β
+
η3
β2
+ · · ·+ ηn
βn−1
,
we have
S∗η1Sη1 =
η2−1∑
j=0
SjS
∗
j +
η3−1∑
j=0
Sη2SjS
∗
j S
∗
η2
+ · · ·
+
ηn−1∑
j=0
Sη2Sη3 · · ·Sηn−1SjS∗j S∗ηn−1 · · ·S∗η3S∗η2
so that
Sη1 =Sη1S
∗
η1
Sη1
=
η2−1∑
j=0
Tη1+j+1S
∗
j +
η3−1∑
j=0
Tη1+η2+j+1(Sη2Sj)
∗ + · · ·
+
ηn−1∑
j=0
Tη1+η2+···+ηn−1+j+1(Sη2Sη3 · · ·Sηn−1Sj)∗.
Denote by η0 the empty word. The following set Wβ of the words
Wβ = {(η2, η3, . . . , ηm−1, i) | i = 0, 1, . . . , ηm − 1,m = 1, 2, . . . , n}
are all admissible words of Xβ. By cutting a word in the subwords begining with
η1, one easily sees that any admissible word of Xβ is decomposed into a product of
some of words of the following set
Cβ = {(η1, η2, . . . , ηm−1, j) | j = 0, 1, . . . , ηm − 1,m = 1, 2, . . . , n}.
Hence any word of Wβ is a product of some of words of Cβ . This implies that the
operators
Sη2Sη3 · · ·Sηm−1Sj , j = 0, 1, . . . , ηm − 1,m = 1, 2, . . . , n
are products of some of T1, T2, . . . , Tη1+η2+···+ηn . Therefore Sη1 is written as a
product of Ti, T
∗
i , i = 1, 2, . . . , η1 + η2 + · · · + ηn. This shows that Oβ ⊂ Ôβ. The
equality Dβ = D̂β is direct. 
The above proposition implies that the SFT β-shift (Xβ , σ) is continuously orbit
equivalent to the full (η1 + η2 + · · · + ηn)-shift (Xη1+η2+···+ηn , σ) ([15], [20], [27]).
Therefore we have
Theorem 7.2. If the β-expansion of 1 is finite such that
1 =
η1
β
+
η2
β2
+ · · ·+ ηn
βn
,
then the group Γβ is isomorphic to the Higman-Thompson group Vη1+η2+···+ηn .
Corollary 7.3. Let (Xβ , σ) and (Xβ′ , σ) be SFT β-shifts such that their finite
β-expansions of 1 are
1 =
η1
β
+
η2
β2
+ · · ·+ ηn
βn
=
η′1
β′
+
η′2
β′2
+ · · ·+ η
′
n′
β′n
′
respectively. Then the followings are equivalent:
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(i) The groups Γβ and Γβ′ are isomorphic.
(ii) The Cuntz-algebras Oη1+η2+···+ηn and Oη′1+η′2+···+η′n′ are isomorphic.
(iii) η1 + η2 + · · ·+ ηn = η′1 + η′2 + · · ·+ η′n′ .
Proof. The implication (iii) =⇒ (ii) is trivial, and its converse (ii) =⇒ (iii) is well-
known ([7], [8]). Assume that the groups Γβ and Γβ′ are isomorphic. By [18]
or more generally [22], the C∗-algebras C∗r (Gβ) and C
∗
r (Gβ′) of the groupoids Gβ
and Gβ′ associated to their respective shifts (Xβ , σ) and (Xβ′ , σ) of finite type are
isomorphic. Since C∗r (Gβ) = Oβ and C∗r (Gβ′) = Oβ′ , Proposition 7.1 implies (ii),
so that the implication (i) =⇒ (ii) holds. The implication (iii) =⇒ (i) is a direct
consequence of the above theorem. 
2. Sofic case:
Assume that the β-shift Xβ is sofic. Put
kβ = min{k ∈ N | Ak = Ak+1}, Kβ = kβ + 1.
Hece Akβ = Akβ+1 = · · · = Aβ and dimAβ = Kβ . There exists l ∈ N with
0 < l ≤ kβ such that
aξ1···ξKβ = aξ1···ξl and hence d(1, β) = ξ1 · · · ξlξ˙l+1 · · · ξ˙Kβ . (7.1)
Let E1, . . . , EKβ be the minimal projections of Aβ as in the preceding section so
that
Aβ = CE1 ⊕ · · · ⊕ CEKβ . (7.2)
Define a labeled graph Gβ over Σ = {0, 1, . . . , N−1}with vertex set {v1, v2, . . . , vKβ}
corresponding to the minimal projections E1, . . . , EKβ in the following way. De-
fine a labeled edge from vi to vj labeled α ∈ Σ if S∗αEiSα ≥ Ej . The underlying
directed graph of the labeled graph Gβ is denoted by Gβ = (Vβ , Eβ) with labeling
map λ : Eβ −→ Σ. Let Mβ be the Kβ × Kβ symbolic matrix of Gβ and Mβ the
Kβ ×Kβ nonnegative matrix obtained from Mβ by putting all the symbols equal
to 1. For an edge e ∈ Eβ , put a partial isometry se = Sλ(e)Et(e) in the C∗-algebra
Oβ, where λ(e) ∈ Σ denotes the letter of the label of e and t(e) ∈ {1, 2, . . . ,Kβ}
denotes the number of the terminal vertex vt(e) of e. Define the |Eβ | × |Eβ | matrix
Bβ = [Bβ(e, f)]e,f∈Eβ with entries in {0, 1} by
Bβ(e, f) =
{
1 if t(e) = s(f),
0 if t(e) 6= s(f).
We have the following lemma.
Lemma 7.4. The partial isometries se, e ∈ Eβ satisfy the following relations:∑
e∈Eβ
ses
∗
e = 1, s
∗
ese =
∑
f∈Eβ
Bβ(e, f)sfs
∗
f .
Hence the C∗-algebra C∗(se; e ∈ Eβ) generated by se, e ∈ Eβ is isomorphic to the
Cuntz-Krieger algebeta OBβ .
Proof. We see the identities
1 =
Kβ∑
i=1
Ei =
Kβ∑
i=1
N−1∑
α=0
SαS
∗
αEiSαS
∗
α.
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For an edge e ∈ Eβ , denote by s(e) ∈ {1, 2, . . . ,Kβ} the number of the source vertex
vs(e) of e. The projection S
∗
αEiSα is not zero if and only if there exists e ∈ Eβ such
that α = λ(e) and i = s(e). Hence we have
S∗αEiSα =
∑
e∈Eβ ,
α=λ(e),i=s(e)
Et(e)
so that
1 =
Kβ∑
i=1
N−1∑
α=0
∑
e∈Eβ ,
α=λ(e),i=s(e)
SαEt(e)S
∗
α =
∑
e∈Eβ
ses
∗
e.
For an edge e ∈ Eβ , we see that
s∗ese = Et(e)S
∗
λ(e)Sλ(e)Et(e) = Et(e)
=
N−1∑
α=0
SαS
∗
αEt(e)SαS
∗
α
=
N−1∑
α=0
Sα ·
∑
f∈Eβ,
α=λ(f),t(e)=s(f)
Et(f) · S∗α =
∑
f∈Eβ
Bβ(e, f)sfs
∗
f .

Denote by DBβ the canonical Cartan subalgebra ofOBβ which is a C∗-subalgebra
of OBβ generated by projections se1 · · · sens∗en · · · s∗e1 , e1, . . . , en ∈ Eβ .
Lemma 7.5. We have
Oβ = OBβ , Dβ = DBβ .
Proof. Since se = Sλ(e)Et(e), e ∈ Eβ , we have se ∈ Oβ so that the inclusion OBβ ⊂
Oβ is obvious. For α ∈ Σ = {0, 1, . . . , N−1}, i = 1, . . . ,Kβ, we know that SαEi 6= 0
if and only if S∗αSα ≥ Ei, which is equivalent to the condition that there exists an
edge e ∈ Eβ such that α = λ(e), i = t(e). For i = 1, . . . ,Kβ, take e ∈ Eβ such that
α = λ(e), i = t(e). We then have s∗ese = Et(e) = Ei so that Ei ∈ OBβ . For α ∈ Σ,
we have
Sα =
Kβ∑
i=1
SαEi =
∑
e∈Eβ ,α=λ(e)
Sλ(e)Et(e) =
∑
e∈Eβ ,α=λ(e)
se
so that Sα ∈ OBβ . Therefore we have the inclusion Oβ ⊂ OBβ and hence Oβ =
OBβ .
We will next show that Dβ = DBβ . We have ses∗e = Sλ(e)Et(e)S∗λ(e) ∈ Dβ.
Suppose that se1 · · · sens∗en · · · s∗e1 ∈ Dβ . By the equality
se0se1 · · · sens∗en · · · s∗e1s∗e0 = Sλ(e0)Et(e0)se1 · · · sens∗en · · · s∗e1Et(e0)S∗λ(e0) ∈ Dβ ,
the inclusion relation DBβ ⊂ Dβ holds by induction. Conversely suppose that
SαEiS
∗
α is not zero. Take e ∈ Eβ such that α = λ(e), i = t(e) so that
SαEiS
∗
α = Sλ(e)Et(e)S
∗
λ(e) = ses
∗
e
that belongs to DBβ . Suppose next that Sµ1···µnEiS∗µ1···µn belongs to DBβ and
Sµ0Sµ1···µnEiS
∗
µ1···µnS
∗
µ0
is not zero. The labeled graph Gβ is left-resolving which
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means that there uniquely exists a finite sequence of edges e1, e2, . . . , en ∈ Eβ for
the vertex vi such that
λ(ep) = µp, t(ep) = s(ep+1) for p = 1, . . . , n− 1,
λ(en) = µn, t(en) = i.
Put j = s(e1) so that we have
Ej ≥ Sµ1···µnEiS∗µ1···µn , EjSµ1···µnEiS∗µ1···µnEj = Sµ1···µnEiS∗µ1···µn .
Take a unique edge e0 ∈ Eβ such that λ(e0) = µ0, t(e0) = j. Hence Sµ0Ej = se0 . It
then follows that
Sµ0Sµ1···µnEiS
∗
µ1···µnS
∗
µ0
= Sµ0EjSµ1···µnEiS
∗
µ1···µnEjS
∗
µ0
= se0Sµ1···µnEiS
∗
µ1···µns
∗
e0
.
As Sµ1···µnEiS
∗
µ1···µn ∈ DBβ , we have se0Sµ1···µnEiS∗µ1···µns∗e0 ∈ DBβ . Thus the
element Sµ0Sµ1···µnEiS
∗
µ1···µnS
∗
µ0
belongs to DBβ . By induction, we have Dβ ⊂ DBβ
and hence Dβ = DBβ . 
A nonnegative square matrix B is said to be strong shift equivalent to a nonnegative
square matrixM if there exist nonnegative rectangular matrices R and S such that
B = RS and M = SR (cf. [13]).
Lemma 7.6. The matrix Bβ is strong shift equivalent to the matrix Mβ. Hence
we have
det(1−Bβ) = det(1 −Mβ).
Proof. Note that dimAβ = |Vβ | = Kβ . Define a |Eβ| × |Vβ| matrix Rβ and a
|Vβ| × |Eβ | matrix Sβ as follows.
Rβ(e, i) =
{
1 if t(e) = vi,
0 otherwise ,
Sβ(j, f) =
{
1 if s(f) = vj ,
0 otherwise
for e, f ∈ Eβ , vi, vj ∈ Vβ and i, j = 1, . . . ,Kβ. It is direct to see that
Bβ = RβSβ , Mβ = SβRβ
and det(1 −Bβ) = det(1−Mβ). 
Recall that ϕ stands for the unique KMS state on the C∗-algebra Oβ under the
gauge action. It satisfies the identities
ϕ(aξ1···ξj ) = β
j − ξ1βj−1 − ξ2βj−2 − · · · − ξj−1β − ξj , j = 1, . . . ,Kβ.
By (7.2), the K0-group K0(Akβ ) of the algebra Akβ is generated by the classes of
the minimal projections E1, . . . , EKβ of Akβ (= Aβ) so that K0(Akβ ) is isomorphic
to ZKβ . Since a minimal projection Ei is of the form aξ1···ξpi−aξ1···ξqi , the following
correspondence
[1] ∈ K0(Akβ ) −→ (1, 0, 0, . . . , 0) ∈ Z⊕ βZ ⊕ · · · ⊕ βkβZ,
[aξ1 ] ∈ K0(Akβ ) −→ (−ξ1, 1, 0, . . . , 0) ∈ Z⊕ βZ⊕ · · · ⊕ βkβZ,
[aξ1···ξj ] ∈ K0(Akβ ) −→ (−ξj ,−ξj−1, . . . ,−ξ2,−ξ1, 1, 0, . . . , 0) ∈ Z⊕ βZ⊕ · · · ⊕ βkβZ
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for j = 1, . . . ,Kβ yields an isomorphism from K0(Akβ ) to Z⊕ βZ ⊕ · · · ⊕ βkβZ as
a group, which we denote by Φ. By (7.1), we have
βkβ+1 − ξ1βkβ − ξ2βkβ−1 − · · · − ξkββ − ξkβ+1
=βl − ξ1βl−1 − ξ2βl−2 − · · · − ξl−1β − ξl
so that β is a solution of a monic polynomial of degree Kβ . We denote this poly-
nomial by
βkβ+1 − η1βkβ − η2βkβ−1 − · · · − ηkββ − ηkβ+1 = 0.
Then we have
η1 + η2 + · · ·+ ηkβ + ηkβ+1 = ξl+1 + ξl+2 + · · ·+ ξkβ+1 + 1. (7.3)
Lemma 7.7 ([12, Lemma 4.8]). The following diagram is commutative:
ZKβ
Mβ−−−−→ ZKβ∥∥∥ ∥∥∥
K0(Akβ )
λβ∗−−−−→ K0(Akβ )
Φ
y Φy
Z⊕ βZ⊕ · · · ⊕ βkβZ τ−−−−→ Z⊕ βZ⊕ · · · ⊕ βkβZ
where λβ∗ is the endomorphism of K0(Aβ) induced from the map λβ : Akβ →
Akβ+1(= Aβ) defined by
λβ(a) =
N−1∑
α=0
S∗αaSα for a ∈ Aβ
and τ is an endomorphism of Z⊕ βZ⊕ · · · ⊕ βkβZ defined by
τ(m0,m1, . . . ,mkβ−1, 0) = (0,m0,m1, . . . ,mkβ−1), mi ∈ Z,
τ(0, . . . , 0, 1) = (ηkβ+1, ηkβ , . . . , η2, η1).
Set the (kβ + 1)× (kβ + 1) matrix
Lβ =

ηkβ+1
1 ηkβ
. . .
...
1 η1

where the blanks denote zeros. The matrix Lβ acts from the left hand side of
the transpose (m0,m1, . . . ,mkβ )
t of (m0,m1, . . . ,mkβ ) so that it represents the
homomorphism τ . The characteristic polynomial of Lβ is
det(t− Lβ) = tkβ+1 − η1tkβ − η2tkβ−1 − · · · − ηkβ t− ηkβ+1
and the number β is one of the eigenvalues of the transpose of Lβ with eigenvector
[1, β, β2, . . . , βkβ ]. Hence we have
Corollary 7.8. det(1−Bβ) = det(1− Lβ) = 1− η1 − η2 − · · · − ηkβ − ηkβ+1 < 0.
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Proposition 7.9. There exists an isomorphism Φ from the Cuntz-Krieger algebra
OBβ onto the the Cuntz algebra Oξ1+···+ξkβ+1+1 such that Φ(DBβ ) = Dξ1+···+ξkβ+1+1.
Therefore their topological full groups ΓBβ and Γξ1+···+ξkβ+1+1 are isomorphic.
Proof. We have already known that Oβ is isomorphic to Oξ1+···+ξkβ+1+1 by [12].
By the preceding lemma, we know that Oβ = OBβ and Dβ = DBβ so that OBβ is
isomorphic to Oξ1+···+ξkβ+1+1. By the preceding lemma with (7.3), we see that
det(1−Bβ) = 1− η1 − η2 − · · · − ηkβ − ηkβ+1
= 1− (ξl+1 + · · ·+ ξkβ+1 + 1).
Hence the topological Markov shift (XBβ , σ) is continuously orbit equivalent to the
full shift (Xξl+1+···+ξkβ+1+1, σ) by [16]. Thus their topological full groups ΓBβ and
Γξl+1+···+ξkβ+1+1 are isomorphic. 
Theorem 7.10. Suppose that (Xβ , σ) is sofic such that the β-expansion of 1 is
d(1, β) = ξ1 · · · ξl
·
ξl+1 · · ·
·
ξk+1.
Then there exists an isomorphism Φ from Oβ to Oξl+1+···+ξk+1+1 such that Φ(Dβ) =
Dξl+1+···+ξk+1+1. Therefore their topological full groups Γβ and Γξl+1+···+ξk+1+1 are
isomorphic. This implies that the group Γβ is isomorphic to the Higman-Thompson
group Vξl+1+···+ξk+1+1.
3. Non-sofic case:
Theorem 7.11. If 1 < β ∈ R is not ultimately periodic, then the group Γβ is not
isomorphic to any of the Higman-Thompson group Vn, 1 < n ∈ N.
Proof. By Proposition 3.3, the groupoid Gβ is an essentially principal, purely in-
finite, minimal groupoid. Suppose that Γβ is isomorphic to one of the Higman-
Thompson group Vn for some n ∈ N. Since Vn is isomorphic to the topological full
group Γn of the groupoid Gn for the full n-shift. By H. Matui [22], the groupoid
Gβ is isomorphic to Gn. By J. Renault [26, Theorem 4.11], there exists an iso-
morphism Φ from C∗r (Gβ) to C
∗
r (Gn). The C
∗-algebra C∗r (Gβ) is isomorphic to
Oβ, and C∗r (Gn) is isomorphic to the Cuntz algebra On. Since β is not ultimately
periodic, we know that K0(Oβ) = Z by [12, Theorem 4.12], which is a contradiction
to the fact K0(On) = Z/(1− n)Z. 
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