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Michael T. Johnson
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Abstract: This paper presents a minimum mean-square error spectral phase estimator for speech
enhancement in the distributed multiple microphone scenario. The estimator uses Gaussian models for
both the speech and noise priors under the assumption of a diffuse incoherent noise field representing
ambient noise in a widely dispersed microphone configuration. Experiments demonstrate significant
benefits of using the optimal multichannel phase estimator as compared to the noisy phase of a
reference channel.

Section I.

Introduction

For tasks such as speech enhancement and speech recognition, multiple microphone
channels can give substantial improvements in SNR/SSNR and recognition accuracy. Most
prior research in this area has focused on microphone array configurations, where
microphone elements have small and tightly-controlled aperture spacings. This type of
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configuration leads to solutions such as standard beamforming approaches or other signal
combination methods, assuming noise coherence across channels.1,2,3,4,5,6
Distributed microphones scenarios, where microphone elements are widely
dispersed to give broad acoustic coverage over a region, have not yet received nearly the
same level of attention. Many practical task domains fall into this category, including
environments such as large offices and conference rooms, broadcast stations, control
rooms, airports, etc. In distributed configurations, microphone array assumptions are no
longer valid and ambient noise is incoherent across the channels. By using the magnitudesquared coherence function 𝐶𝐶𝑖𝑖𝑖𝑖 (𝑓𝑓)7 to approximate correlation as a function of frequency
and space, the diffuse noise field assumption8 representing incoherent noise (𝐶𝐶𝑖𝑖𝑖𝑖 < 0.1) is
appropriate for speech frequencies and microphone spacings above about 14 cm.

This work presents an optimal estimator for the source signal spectral phase using a
minimum meansquare error criterion. Fundamentally, the work can be viewed as a
multichannel extension of the Ephraim Malah single channel estimator.9,10 Spectral
amplitude estimation is also given in this work, which is similar to the work of Lotter et.
al.11 but reformulated to provide an estimate of the true source signal amplitude rather
than the separate estimates of the spectral amplitude at each individual microphone. The
phase estimation component introduced here has not been derived previously and leads to
a substantially improved estimate of the source phase in multiple channel configurations as
well as to a substantially improved overall signal enhancement.

The remainder of this paper is organized into the following sections: system and
statistical models (Section II), spectral amplitude estimation (Section III), spectral phase
estimation (Section IV), experiments and implementation (Section V), experimental results
(Section VI), and conclusion (Section VII).

Section II.

System And Models

The time domain additive noise model in the multichannel domain is

(1)

𝑦𝑦𝑖𝑖 (𝑡𝑡) = 𝑐𝑐𝑖𝑖 𝑠𝑠(𝑡𝑡 − 𝜏𝜏𝑖𝑖 ) + 𝑛𝑛𝑖𝑖 (𝑡𝑡),
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where s(t) is the true, spatially stationary source signal, τi represent signal delay at each
channel 𝑖𝑖 ∈ [1 … 𝑀𝑀], 𝑛𝑛𝑖𝑖 (𝑡𝑡) is the incoherent per channel noise, and 𝑐𝑐𝑖𝑖 ∈ ⌊0,1⌋ are physical
attenuation factors. With incoherent noise, signals can be easily aligned through crosscorrelation methods without affecting the model so the delay terms τi can be dropped.
Therefore, the frequency domain model is given as

(2)

𝑌𝑌𝑖𝑖 (𝜆𝜆, 𝑘𝑘) = 𝑐𝑐𝑖𝑖 𝑆𝑆(𝜆𝜆, 𝑘𝑘) + 𝑁𝑁𝑖𝑖 (𝜆𝜆, 𝑘𝑘)
𝑅𝑅𝑖𝑖 (𝜆𝜆, 𝑘𝑘)𝑒𝑒 𝑗𝑗𝜗𝜗𝑖𝑖 (𝜆𝜆,𝑘𝑘) = 𝑐𝑐𝑖𝑖 𝐴𝐴(𝜆𝜆, 𝑘𝑘)𝑒𝑒 𝑗𝑗𝑗𝑗(𝜆𝜆,𝑘𝑘) + 𝑁𝑁𝑖𝑖 (𝜆𝜆, 𝑘𝑘)
𝑅𝑅𝑖𝑖 𝑒𝑒 𝑗𝑗𝑗𝑗 = 𝑐𝑐𝑖𝑖 𝐴𝐴𝑒𝑒 𝑗𝑗𝑗𝑗 + 𝑁𝑁𝑖𝑖

where λ and k represent the frame and frequency bin for each microphone i.

Gaussian models are assumed for both the speech prior likelihood of the form

(3)

and

(4)

𝐴𝐴
𝐴𝐴2
𝑝𝑝(𝐴𝐴, 𝛼𝛼) =
exp(− 2 )
𝜎𝜎𝑠𝑠
𝜋𝜋𝜎𝜎𝑠𝑠2

1
|𝑌𝑌𝑖𝑖 − 𝑐𝑐𝑖𝑖 𝐴𝐴𝑒𝑒 𝑗𝑗𝑗𝑗 |2
𝑝𝑝(𝑌𝑌𝑖𝑖 |𝐴𝐴, 𝛼𝛼) =
exp(−
),
𝜎𝜎𝑁𝑁2𝑖𝑖
𝜋𝜋𝜎𝜎𝑁𝑁2𝑖𝑖

where 𝜎𝜎𝑆𝑆2 and 𝜎𝜎𝑁𝑁2𝑖𝑖 are the speech and noise spectral variances. Under the diffuse noise field
assumption, the noises are independent at each channel so the conditional joint
distribution of the noisy spectral coefficients is a product of the independent spectral
components
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𝑀𝑀

𝑝𝑝(𝑌𝑌1 , … , 𝑌𝑌𝑀𝑀 |𝐴𝐴, 𝛼𝛼) = � 𝑝𝑝(𝑌𝑌𝑖𝑖 |𝐴𝐴, 𝛼𝛼)
𝑖𝑖=1

𝑀𝑀

𝑀𝑀

𝑖𝑖=1

𝑖𝑖=1

1
|𝑌𝑌𝑖𝑖 − 𝑐𝑐𝑖𝑖 𝐴𝐴𝑒𝑒 𝑗𝑗𝑗𝑗 |2
= � 2 exp �− �
�
𝜎𝜎𝑁𝑁2𝑖𝑖
𝜋𝜋𝜎𝜎𝑁𝑁𝑖𝑖

(5)

Section III.

Spectral Amplitude

From the above statistical models and following a similar approach as in Lotter et.
the minimum mean-square error estimate of the true source spectral amplitude is
given as
al.11

^

1
2
2
𝜎𝜎𝑆𝑆
𝑣𝑣
�
exp
�−
�
∑𝑀𝑀
2
𝜉𝜉
𝑖𝑖=1 𝑖𝑖

𝐴𝐴STSA = Γ(1.5) �
with

1+
𝑣𝑣
𝑣𝑣
× �(1 + 𝑣𝑣)𝐼𝐼0 � � + 𝑣𝑣𝐼𝐼1 � ��
2
2
𝑣𝑣 =

(7)

𝑀𝑀

��

�𝜉𝜉𝑖𝑖 𝛾𝛾𝑖𝑖 𝑒𝑒 𝑗𝑗𝜗𝜗𝑖𝑖 �

𝑖𝑖=1

2

1 + ∑𝑀𝑀
𝑖𝑖=1 𝜉𝜉𝑖𝑖

The above solution estimates the true source spectral amplitude given known
attenuation factors. By rescaling the attenuation factors to make cm=1 at a specific
reference channel, (6) reduces to the multichannel estimator11 for estimating the spectral
^

amplitude 𝐴𝐴𝑚𝑚 at each microphone m. The estimator in (6) also simplifies to the single
channel Ephraim Malah estimator9 for the case of M=1.
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Section IV.

Spectral Phase

As discussed in Ephraim and Malah9 regarding single channel phase estimation, the
^

minimum mean-square error estimation of the complex exponential estimator 𝑒𝑒 𝑗𝑗𝛼𝛼 results
in a non-unity modulus, which produces an altered and a non-optimal estimate of the
spectral amplitude. To prevent the optimal phase estimator from impacting the optimal
amplitude estimate, the constrained Lagrange Multiplier optimization approach is taken
here to estimate the multichannel phase, where

(8)

with
(9)

𝑚𝑚𝑚𝑚𝑚𝑚𝐸𝐸[|𝑒𝑒 𝑗𝑗𝑗𝑗 − 𝑔𝑔|2 |𝑌𝑌1 , … , 𝑌𝑌𝑀𝑀 ] + 𝜌𝜌(|𝑔𝑔| − 1)
𝑔𝑔,𝜌𝜌

subject to|𝑔𝑔| = 1
^

𝑔𝑔 = 𝑒𝑒 𝑗𝑗𝛼𝛼 = 𝑔𝑔𝑅𝑅 + 𝑗𝑗𝑔𝑔1

and ρ serving as the Lagrange multiplier. After solving this optimization, the minimum
mean-square error phase estimate is

(10)

𝑔𝑔𝐼𝐼
^
𝛼𝛼 = tan−1 ( )
𝑔𝑔𝑅𝑅

with the ratio between the real and imaginary components given by

(11)

𝑔𝑔𝐼𝐼
𝐸𝐸[sin 𝛼𝛼|𝑌𝑌1 , … , 𝑌𝑌𝑀𝑀 ]
=
.
𝑔𝑔𝑅𝑅 𝐸𝐸[cos 𝛼𝛼|𝑌𝑌1 , … , 𝑌𝑌𝑀𝑀 ]

Specifically, the expectations in (11) are computed as
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(12)
and

(13)

where
(14)
and

(15)

with

(16)

and

(17)

𝐸𝐸[cos 𝛼𝛼|𝑌𝑌1 , … , 𝑌𝑌𝑀𝑀 ] ∝ cos 𝜓𝜓
𝐸𝐸[sin 𝛼𝛼|𝑌𝑌1 , … , 𝑌𝑌𝑀𝑀 ] ∝ cos 𝜃𝜃
𝜓𝜓 = tan−1 (𝑏𝑏/𝑎𝑎)
𝜃𝜃 = sin−1 (𝑎𝑎/�𝑎𝑎2 + 𝑏𝑏 2 )
𝑀𝑀

𝑎𝑎 = �
𝑖𝑖=1

𝑀𝑀

𝑏𝑏 = �
𝑖𝑖=1

2𝑐𝑐𝑖𝑖 𝐴𝐴
Re(𝑌𝑌𝑖𝑖 )
𝜎𝜎𝑁𝑁2𝑖𝑖

2𝑐𝑐𝑖𝑖 𝐴𝐴
Im(𝑌𝑌𝑖𝑖 ).
𝜎𝜎𝑁𝑁2𝑖𝑖
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By simplifying (11) via (12) – (13) with (14)–(17) and 𝐴𝐴𝑖𝑖 = 𝑐𝑐𝑖𝑖 𝐴𝐴 and 𝜎𝜎𝑆𝑆2𝑖𝑖 = 𝑐𝑐𝑖𝑖2 𝜎𝜎𝑆𝑆2 per

the original additive model, the optimal phase estimator is given as

�𝜉𝜉𝑖𝑖
Im(𝑌𝑌𝑖𝑖 )
𝜎𝜎𝑁𝑁𝑖𝑖
⎛
⎞
^
𝑖𝑖=1
⎟
𝛼𝛼 = tan−1 ⎜
𝑀𝑀
⎜
⎟
�𝜉𝜉𝑖𝑖
�
Re(𝑌𝑌𝑖𝑖 )
𝜎𝜎𝑁𝑁𝑖𝑖
⎝
⎠
𝑖𝑖=1
�

(18)

𝑀𝑀

which is an a priori SNR weighted sum of the noisy microphone observations. For a single
channel case with M=1, this estimator simplifies to the noisy phase.

Section V.

Experiments And Implementation

A. Experimental Setup

Enhancement experiments were conducted using clean speech from the TIMIT12
corpus corrupted by additive white Gaussian noise uncorrelated across the channels. For
the baseline experiments shown here, unity attenuation coefficients were used to generate
all data with ci=1 across all channels. Results were computed using SNR as well as SSNR,
but trends in both measures were similar to each other. Thus, only SSNR results are given
here.

For analysis, Hanning windowed frames of 256 samples (25.6 ms) were used with
50% overlap between the corresponding frames. Noise estimation was performed on an
initial silence region consisting of 5 frames. For each channel, the decision-directed9
smoothing approach was utilized to recursively-estimate the a priori SNR as
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^

𝜉𝜉𝑖𝑖
=

(19)

=

^

2
^ 2 𝐴𝐴 (𝜆𝜆 −
𝛼𝛼𝑆𝑆𝑆𝑆𝑆𝑆 𝑐𝑐𝑖𝑖
𝜎𝜎𝑁𝑁2𝑖𝑖

with the a posteriori SNR calculated as

(20)
10

𝜎𝜎𝑆𝑆2𝑖𝑖

𝜎𝜎𝑁𝑁2𝑖𝑖

1)

𝑐𝑐𝑖𝑖2 𝜎𝜎𝑆𝑆2
= 2
𝜎𝜎𝑁𝑁𝑖𝑖

+ (1 − 𝛼𝛼𝑆𝑆𝑆𝑆𝑆𝑆 )𝑃𝑃[𝛾𝛾𝑖𝑖 (𝜆𝜆) − 1]

𝑅𝑅𝑖𝑖2
𝛾𝛾𝑖𝑖 = 2 .
𝜎𝜎𝑁𝑁𝑖𝑖

The smoothing factor was chosen as αSNR=0.98 with thresholds of 𝜉𝜉𝑚𝑚𝑚𝑚𝑚𝑚 =
dB and 𝛾𝛾𝑚𝑚𝑚𝑚𝑚𝑚 = 40dB.

−25/10

B. Attenuation Factor Estimation

For estimating attenuation factors, an arbitrary reference microphone is selected as
𝑐𝑐1 = 1. Given this assumption, the remaining attenuation factors are directly estimated
using the signal powers of the noisy observations across the entire utterance as
^

(21)

𝑐𝑐𝑖𝑖 =

�𝜎𝜎𝑦𝑦2𝑖𝑖 − 𝜎𝜎𝑛𝑛2𝑖𝑖
𝜎𝜎𝑠𝑠

=

�𝜎𝜎𝑦𝑦2𝑖𝑖 − 𝜎𝜎𝑛𝑛2𝑖𝑖

�𝜎𝜎𝑦𝑦21 − 𝜎𝜎𝑛𝑛21

.

Section VI.

Experimental Results

To evaluate the importance of phase estimation, SSNR improvements using the
multichannel STSA (6) and phase (18) estimators were compared to SSNR improvements
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obtained using the multichannel STSA estimator with the noisy phase of the reference
channel. Enhancement results were averaged over 10 trial runs for the unity attenuation
factor configuration as a function of increasing number of microphone channels.

Figure 1 SSNR Improvement

Figure 1 illustrates the overall enhancement from the multichannel STSA and phase
estimators. Since the result for M=1 is equivalent to the standard Ephraim Malah STSA
filter, improvement versus the single channel case can be easily seen by comparison to the
leftmost value in each curve. As can be seen in the figure, there is substantial improvement
for all input SNR levels, increasing approximately logarithmically with the number of
microphones. In this configuration with unity attenuation factors, all microphones
contribute equal information to the enhancement process and the improvement does not
asymptote but rather continues to increase with addition of more microphones. Depending
on the attenuation factor decay across microphones, other configurations have similar
trends but with more slowly increasing or asymptotic performance gains.

Although overall SSNR improvement is highest for the noisiest cases, the net
improvement as compared to the single channel case is greatest for the less noisy
conditions with the overall improvement slowly converging for an increase in number of
microphones.

Figure 2 shows the specific benefit resulting from the new multichannel phase
estimator, plotting the net differential between enhancement using multichannel STSA and
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phase estimators and enhancement using multichannel STSA estimator but with the noisy
reference channel phase.

Figure 2 SSNR Improvement of Phase Estimation over Noisy Reference Channel Noisy

The results using the newly derived phase estimator exceed the results using noisy
reference channel phase by a substantial margin. In the noisiest case (-20 dB SNR) the
benefit is less pronounced, gaining less than 1 dB in the 32 microphone case, whereas in
the least noisy case (+10 dB SNR) the gain is quite pronounced, reaching about 5.8 dB at
32 microphones. As with the overall enhancement results, the benefit due to using the
multichannel phase estimator does not asymptote but continues to increase with additional
microphones.

Section VII.
Conclusion

In this work, a minimum mean-square error phase estimator of the source signal
has been derived for speech enhancement in the distributed microphone scenario. Results
show significant performance gains compared to baseline approach using noisy phase from
a reference channel. Based on the results for unity attenuation factors, the STSA and phase
estimators improve speech quality over the STSA and standard single channel phase
estimators with SSNR improvements ranging from 0.8 dB (-20 dB) to 5.8 dB (10 dB SNR)
for 32 microphones.
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