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Abstract. Infinite time Turing machines with only one tape are in many respects
fully as powerful as their multi-tape cousins. In particular, the two models of
machine give rise to the same class of decidable sets, the same degree structure
and, at least for functions f
... R → N, the same class of computable functions.
Nevertheless, there are infinite time computable functions f : R→ R that are not
one-tape computable, and so the two models of infinitary computation are not
equivalent. Surprisingly, the class of one-tape computable functions is not closed
under composition; but closing it under composition yields the full class of all
infinite time computable functions. Finally, every ordinal which is clockable by
an infinite time Turing machine is clockable by a one-tape machine, except certain
isolated ordinals that end gaps in the clockable ordinals.
Infinite time Turing machines, introduced in [HamLew∞a], extend the usual oper-
ation of Turing machines into transfinite ordinal time. By doing so, they provide
a model for supertask computations, computations involving infinitely many steps,
and set the stage for a mathematical analysis of what is possible in principle to
achieve via supertasks. For example, it is easy to see that every arithmetic set is
decidable by such machines; a bit more sophistication reveals that every Π11 set and
more is supertask decidable. A rich degree structure has emerged on the class of
reals and sets of reals, stratified by two natural jump operators. For this and more
analysis we refer the reader to the small but rapidly growing body of literature on
the subject: [HamLew∞a], [HamLew∞b], [Wel∞a], [Wel∞b] and [Wel98].
Let us review how the machines work. Using a three-tape Turing machine model,
with separate input, scratch and output tapes, an infinite time Turing machine
progresses through the successor stages of computation just as an ordinary Turing
machine does, according to the rigid instructions of a finite program running with
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2finitely many states. The new behavior appears at a limit stage: the head is reset
to the initial starting position; the machine is placed in the special limit state,
just another of the finitely many states; and the values in the cells of the tape are
updated by computing the lim sup of the previous cell values. With the limit stage
configuration thus completely specified, the machine simply continues computing. If
the halt state is eventually reached, the machine gives as output whatever is written
on the output tape. Since there is plenty of time for the machines to handle infinite
binary input and output, the natural context for the machines is therefore Cantor
Space 2ω, which we denote by R and refer to as the set of reals. Thus, the machines
provide supertask notions of computability for partial functions f
... R → R as well
as notions of decidability and semi-decidability for sets of reals A ⊆ R.
For convenience, the machines are defined with three tapes. This mechanical
configuration allows one to keep the input separate from the scratch work and the
output. For example, many arguments in [HamLew∞a] and [HamLew∞b] begin by
regarding the scratch tape as an infinite list of infinite tapes, kept track of by means
of Go¨del pair coding.
input:
scratch:
output:
1
1
0
0
0
1
1
1
0
Head
0
1
1
1
0
1
0
1
0
· · ·
· · ·
· · ·
1 0 1
Head
1 0 · · ·
An ordinary infinite time Turing machine A one-tape infinite time Turing machine
It seems natural to wonder, what if one uses a machine with only one tape?
When such a machine begins, the one tape is filled completely with the input, and
the machine embarks on its computation according to the usual rules for infinite time
Turing machines. If, after some transfinite amount of time, the machine attains its
halt state, then whatever is written on the one tape is the output of the machine.
One naturally obtains the notions of a one-tape computable function, a one-tape
decidable set, a one-tape clockable ordinal and so on, in analogy with the original
theory. The fundamental question we would like to consider in this paper is:
Primary Question. Are the infinite time Turing machines with only one tape
fully as powerful as the original three-tape variety?
The answer is delicately mixed. On the one hand, we show that the two kinds
of machines give rise to exactly the same class of decidable sets, the same degree
structure and, at least for functions whose range is contained in { 0, 1}, N, Q or
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{ 1 } × R, the same class of computable functions. Thus, the one-tape machines
seem fully as powerful as their three-tape cousins. On the other hand, we show that
there are computable functions f : R → R which are not computed by any one-
tape machine; indeed, the class of one-tape computable functions is not even closed
under composition. So the one-tape machines are less powerful. Nevertheless, every
computable function is in a precise sense nearly computable by a one-tape machine,
and the closure of the class of one-tape computable functions under composition
yields the full class of all infinite time computable functions. Here are the main
theorems:
Main Theorems.
1. A set is decidable if and only if it is one-tape decidable.
2. A function f
... R → R whose range is not dense in R is computable if and only
if it is one-tape computable.
3. There is a computable function f : R → R which is not one-tape computable.
4. The class of one-tape computable functions is not closed under composition;
closing it under composition yields the class of all computable functions.
5. Every clockable ordinal is one-tape clockable, except certain isolated ordinals
that end gaps in the clockable ordinals.
We will follow the notation and terminology of [HamLew∞a] and [HamLew∞b].
In particular, by such unadorned terms as computable and decidable we mean com-
putable and decidable by three-tape infinite time Turing machines. Sometimes, for
emphasis, we will use the term three-tape computable and so on. Since we denote
by R the Cantor space 2ω, let us denote by N the set of sequences of the form
〈 11 · · ·1100 · · · 〉, that is, those with an initial block of 1s and then all 0s, and by
Q the set of sequences that are eventually 0. If a is a real, let ai be the i
th digit
of a, so that a = 〈 a0a1a2 · · · 〉. By 1 ∗ a we mean the real 〈 1a0a1a2 · · · 〉, with a 1
concatenated to the front of a. If f is a function with range contained in R, then
by 1 ∗ f we mean the function x 7→ 1 ∗ f(x). We write f
...A→ B to mean that f is
a partial function from A to B.
§1 The one-tape machines seem fully powerful
In this section we prove a variety of theorems which build towards the conclusion
that the one-tape infinite time Turing machines are fully as powerful as their three-
tape cousins. We begin by proving that for a large class of functions, the two models
yield the same notion of computability. Since a three-tape machine can easily
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simulate one-tape machine computations, the difficult direction of this argument
will be to simulate a three-tape computation on a one-tape machine. Our basic
strategy for doing so can be divided into three broad phases:
Stretch Input → Simulate Computation → Compress Output
The Three Phases of a Simulated Computation
We describe the middle phase first, since it explains the need for the other two
phases. We view the one tape of a one-tape Turing machine as divided into blocks
of three cells, each block representing one column on a three-tape machine; that
is, each block represents one cell each from the input, scratch and output tapes of
a simulated three-tape machine. While the head of a three-tape machine can read
and write on all three of these cells at once, our simulation will take up to nine
steps to accomplish the equivalent effect. Specifically, given a three-tape program
p, there is a one-tape program q which will simulate the operation of p by reading
the three cells of the current block (in three steps), then writing on those three
cells in the way that p would on the three tapes (in another three steps), and then
finally (in a final three steps) moving to the next block to the right or the left,
accordingly as p moves left or right in that situation. Thus, by this means each
step of computation of p on a three-tape machine is simulated by q in nine steps of
one-tape computation. Actually, by combining the steps between the three modes,
a moment’s thought shows that in fact seven steps suffice. Note that limit stages are
simulated correctly by this scheme because the three tapes are directly represented
cell-for-cell on the one tape, and so the lim sup operation is the same in both cases.
So we have proved the following:
Simulation Lemma 1.1 For every infinite time Turing machine program p there
is a one-tape program q which simulates p in the sense that if p halts on input a
with x, y and z, respectively, on the input, scratch and output tapes, then q halts
on input 〈 a000a100a200 · · · 〉 with output 〈 x0y0z0x1y1z1 · · · 〉. Each step of the p
computation corresponds to seven steps in the q computation.
In order to fully simulate a computation by means of the Simulation Lemma,
however, one must transform the input a for p into the input 〈 a000a100 · · · 〉 for q.
This explains the need for the first phase in the simulation strategy mentioned above.
Specifically, the first phase of a full simulation consists of computing the stretch
function s : a 7→ 〈 a000a100a200 · · · 〉, in order to set up the input configuration
correctly for the Simulation Lemma.
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Stretch Lemma 1.2 The stretch function is one-tape computable.
Proof: Our procedure takes ω2 + 1 many steps. The basic idea is that with each
limit we stretch the input by two additional cells, so that after infinitely many limits
we have stretched it fully. From the start state, the machine writes 0 in the second
cell and 1 in the third cell and, by means of states, remembers the values of the two
cells it has overwritten. Next, in ω many steps, it moves every digit of the input
after a0 to the right two cells. That is, it writes a1 in the fourth cell, a2 in the
fifth cell, and so on. The 1 in the third cell serves as a movable marker to remind
the machine after each limit stage just how far the input has been stretched. The
second cell is used to set a flag that will tell us when the task has been completed.
At stage ω, the machine therefore finds itself in the limit state with tape read-
ing 〈 a001a1a2a3 · · · 〉. The machine now “flashes” the second cell by writing a 1
and then a 0, shifts every digit starting with a2 two cells to the right, and moves
the marker from the third to the sixth cell. Thus at stage ω + ω the tape reads
〈 a000a101a2a3a4 · · · 〉, and at ω + ω + ω, the machine appears as follows:
limit
a0 0
flash
cell
0 a1 0 0 a2 0 1
movable
marker
a3 a4 a5 · · ·
The machine continues in this fashion: at each limit stage, it flashes the second
cell, moves the marker, and stretches the input an additional two cells. After ω2
steps, the input has been stretched to the desired form, and the machine for the
first time sees a 1 in the second cell at a limit state. The machine then erases that
cell and halts, giving the output 〈 a000a100a200 · · · 〉, as desired. Lemma
Supposing we had instead defined the stretch function on a to give the output
〈 00a000a100a2 · · · 〉, then the procedure above would take only ω
2 steps, since the
flashing flag in this case could be placed on the first cell. In our simulations,
however, we prefer to preserve the order of the tapes, and so we have defined the
stretch function in order to put the input on the first cell of each block.
The final, third phase is the one that compresses the simulated output from the
representation 〈 x0y0z0x1y1z1 · · · 〉 to just z = 〈 z0z1z2 · · · 〉, the contents of the simu-
lated output tape. Let us call the function which accomplishes this the compression
function. It is easy to see that the compression function is one-tape computable in
ω many steps, so let us record that fact here:
Compression Lemma 1.3 The compression function is one-tape computable.
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Thus, we have shown that each of the three phases of our strategy for simulating
a three-tape computation with a one-tape machine is possible by itself. We may
now put these three steps together to obtain the following theorem.
Overly Hopeful Theorem 1.4 If the class of one-tape computable functions
is closed under composition, then it is the same as the class of all infinite time
computable functions.
Proof: Given any infinite time computable function f , let g be the simulation func-
tion as in the Simulation Lemma 1.1, and let s and c be the stretch and compression
functions, respectively. Since we have proved that each of these functions is one-
tape computable, the result follows from the simple observation that the original
function can be expressed as the triple composition f = c ◦ g ◦ s, corresponding to
the three phases of our strategy. Theorem
Why have we called this theorem overly hopeful? It is because of the simple
fact, a fact we were very suprised to discover, that both the hypothesis and the
conclusion of the theorem are false. The class of one-tape computable functions is
not closed under composition, and it is not the same as the class of all infinite time
computable functions. It is not possible in the general case to combine the three
phases of our strategy and simulate an arbitrary computable function f
... R → R.
We can, nevertheless, use our strategy to simulate the computation of functions
in many cases. So let us begin with a general connection between computable and
one-tape computable functions. Recall that 1 ∗ f is the function which concatenates
a 1 to the front of every value of f .
Theorem 1.5 A function f is computable if and only if 1 ∗ f is one-tape com-
putable.
Before proving the theorem we would like to pause in order to address a small
matter not addressed in the original definition of infinite time Turing machines in
[HamLew∞a]. The question is, namely, what happens when an infinite time Turing
machines attempts to move left from the left-most cell? In practice, this question
may be avoided in the three-tape context, because one may easily put a flag or
some such information marking the left-most cell on one of the tapes in such a way
that any program can be replaced with a tidy program, one which never attempts
to move left from the left-most cell. But when we are simulating these machines
on one-tape machines, we want to simulate arbitrary programs, and not only the
tidy ones, so it seems best to adopt a specific convention. Here, therefore, we adopt
the convention that if, after having read the left-most cell, written on that cell and
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changed to a new state, the machine is then directed by the program to move left,
then in fact the head simply stays on the left-most cell without moving at all. Thus,
attempting to move left from the left-most cell is the same as not moving at all,
except the machine does not necessarily realize that it has not actually moved left.
The reason that we bring up this issue here is that when we simulate the operation
of a three-tape program p with a one-tape machine we will need to simulate this
situation appropriately. Our simulation set-up must therefore be able to know which
blocks of cells are the left-most simulated cells. In the Simulation Lemma 1.1, these
cells are the left-most cells on the one-tape machine, and so no additional care needs
to be taken there. But often, we will have additional flags in front of the simulated
blocks of cells, and so at these times we will need to take additional care. We
therefore employ a modification of the Stretch Lemma: in our simulations below we
will stretch the input to occupy every fourth cell, using blocks of four cells. The first
three cells in such a block represent one cell each from the input, scratch and output
tapes, while the fourth simply holds a flag that identifies the left-most block of cells,
and it is never written on during the computation or changed in any way. By this
means, all the information will be available in order for us to correctly simulate the
operation of any three-tape machine computation on a one-tape machine.
Proof of 1.5: The reverse direction clearly holds, so we prove the forward direc-
tion. Suppose f is computable by the program p. We will design an algorithm for
computing 1 ∗ f on a one-tape machine. The algorithm, following the three phases
of our general strategy above, will stretch the input, then simulate p, and finally
compress the output before halting.
Thus, from the start state our algorithm takes a real input a and stretches it in
just over ω2 steps as in the Stretch Lemma 1.2, but with the input occupying every
fourth cell, and with two additional cells at the start of the tape to use as flags for
keeping track of which phase of computation we are in. After ω2 many steps, the
tape will read 〈 00a0101a1000a2000 · · · 〉. Recall that the 1 in the fourth cell is used
in the algorithm of the Stretching Lemma to signal that the stretching is done, and
the 1 in the sixth cell is the fourth cell in the first block of four cells, marking that
that block of four is the first block. The fourth cell of every subsequent block of
cells remains 0 throughout the computation.
We now erase the 1 in the fourth cell, and write a 1 in the second cell, to indicate
that we have entered phase two of the simulation. Thus, a few steps after ω2, the
tape reads 〈 01a0001a1000a2000 · · · 〉. The 1 remains in the second cell to remind
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the machine at each limit stage that it is in phase two of the simulation, the phase
in which it is directly simulating the computation of p as in the Simulation Lemma
1.1, but without modifying the first two cells.
When this simulation is complete (that is, when the simulated program reaches
its halt state) our algorithm erases the 1 in the second cell and writes a 1 in the
first cell, signalling that phase three has begun. At this point, the tape reads
〈 10x0y0z01x1y1z10 · · · 〉 where f(a) = z and x and y are the contents of the simulated
input and scratch tapes at the end of the computation of f(a). The machine now
compresses the output in ω steps, so that by the next limit stage the tape reads
〈 1z0z1z2 · · · 〉. Then, the machine notes the 1 in the first cell and, recognizing that
this is the first limit stage at which it has seen a 1 in that cell, knows that it
has completed the simulation. It is therefore able to halt with output 1 ∗ z. Since
z = f(a), this is precisely the output for 1 ∗ f(a), as desired. 1.5
With the idea of this theorem we can now prove the one-tape computability of
many different functions.
Theorem 1.6 If the range of f
... R → R is not dense, then f is computable if and
only if it is one-tape computable.
Proof: If the range of f is not dense, then it omits an open set, and so there is
a finite string σ which is not an initial segment of f(a) for any a. Consider the
algorithm which computes 1 ∗ f on one tape according to the procedure described
in 1.5, except that σ is appended to the initial part of the tape all throughout the
computation (with the algorithm checking at every limit to make sure σ is still
there). Thus, the tape reads σ ∗ 1 ∗ z at the conclusion of this procedure. At this
point, for the first time, the algorithm erases the initial σ ∗ 1 and shifts the true
output z over by |σ ∗ 1| many steps, leading to a tape with just z on it. Since
z = f(a) does not have σ as an initial segment, this is the first limit stage at which
the first few cells on the tape differ from σ, and the algorithm can recognize this.
Knowing now that it has completed the computation, the algorithm halts. Theorem
The next two results follow immediately.
Corollary 1.7 A function f
... R → N is computable if and only if it is one-tape
computable.
Corollary 1.8 A function f ...R −→ {0, 1} is computable if and only if it is one-tape
computable. Consequently, a set of reals is decidable if and only if it is one-tape
decidable.
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The following corollary to Theorem 1.5 demonstrates that the condition given
in Theorem 1.6 — that the range of the function is not dense — is not necessary
for the function to be one-tape computable.
Corollary 1.9 A function f
... R −→ Q is computable if and only if it is one-tape
computable.
Proof: Every element of Q can be coded in a canonical way with an element of N,
by means of some appropriate Go¨del coding, and so to compute a function f
...R→ Q
one first computes the analogous function into N and then transforms the element
of N in finitely many steps into the corresponding element of Q. Corollary
We conclude this section with a theorem showing that two models of infinite
time Turing machines give rise to the same degree structure. We assume that the
one-tape machines are augmented in the same way as the three-tape machines with
oracle tapes.
Theorem 1.10 One-tape infinite time Turing machines give rise to the same no-
tions of relative computability A ≤
∞
B and computable equivalence A ≡
∞
B as do
the regular infinite time Turing machines.
Proof: This theorem follows by simply relativizing Corollary 1.8 to oracles. To do
so, one relativizes the Simulation Lemma 1.1 to oracles. In the case of real oracle,
where the oracle is written out on the oracle tape, one organizes the one computation
tape in blocks of four rather than three, so that each block has cells for the oracle,
input, scratch and output tapes. During the set-up phase, one must stretch both
the input and the oracle to occupy the appropriate cells in the simulation, and
having thus copied the oracle tape into the simulation form, one thereafter ignores
the actual oracle tape. In the case of an oracle which is a set of reals, one has
a blank oracle tape on which reals can be written and queries made about their
membership in the oracle. To simulate this on a one-tape machine with an oracle
tape, one divides the computation tape into blocks of five, representing cells for the
input, scratch, output and oracle tapes as well as one additional information cell.
Whenever a query is made in the simulation, the algorithm copies the contents of
the simulated oracle tape to the actual oracle tape to make the query, using the
fifth cell to keep track of where the head was before this and also to signal at a limit
that the algorithm has just performed this operation. In summary, either kind of
oracle can be simulated with a one-tape machine augmented with an oracle tape.
To prove the theorem at hand, now, recall that the relation A ≤
∞
B holds when the
characteristic function of A is computable with oracle B. Since the characteristic
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function of a set has range in { 0, 1 }, this function will be one-tape computable
from B by the relativized argument of 1.8. And once the notions of ≤
∞
are seen
to be the same for the two kinds of machines, it follows that the notions of ≡
∞
are
also the same. Theorem
§2 The one-tape machines are not fully powerful
After the results of the previous section, we appear to be on the verge of showing
that every computable function f is one-tape computable. If f is computable, then
we have proved that 1 ∗ f is one-tape computable; all that remains is to remove the
extra 1 from the front and, in ω many steps, shift the rest of the cells to the left by
one. The problem is how, after shifting the cells of 1 ∗ f(a) to the left to form f(a)
by the next limit stage, would we know to halt? At that stage, the tape contains
f(a), essentially an arbitrary real. There can be no flags to signal that we’re done
shifting. In fact, this output real could have appeared on the tape at some earlier
limit stage, and the algorithm be caught in a loop. Behind this problem lies a
surprising result.
Theorem 2.1 There is a computable function which is not one-tape computable.
Proof: We will construct the desired function by diagonalizing against all one-tape
machines. Before doing so, let us introduce some helpful terminology. If a program
halts after a limit stage, then it does so because a finite initial segment of the tape
supports a halting computation from the limit stage. So let us say that a finite
sequence σ ∈ 2<ω of length |σ| is a halting string for a one-tape program p if the
program p, encountering σ on the tape at a limit stage with its head on the first
cell and in the limit state, halts in less than or equal to |σ| steps. We refer to
the corresponding finite output τ with |τ | = |σ|, the result of the computation, as
the corresponding halting string output for p. If x is in the range of the function
computed by p, and that computation halted after a limit stage, then all sufficiently
long initial segments of x are halting string outputs. (But if a program halts in
finitely many steps, that is, before reaching any limit stage, then the output may
have nothing to do with halting string outputs.) It is easy to see that any extension
of a halting string is a halting string, and any extension of a halting string output
is a halting string output. Thus, the set of reals that do not extend a halting string
output for p is closed, and, if non-empty, contains a lexically least element xp (the
left-most branch through the tree of all non-halting string outputs).
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Recall from [HamLew∞a] that a writable real is one which is the output of a
supertask program on input 0. By the results of [HamLew∞a], we may fix a writable
real u which is not writable by any machine in fewer than ω+ω steps. We may also
fix a computable enumeration of all one-tape Turing machine programs p0, p1, p2, . . ..
Define now the partial function f by f(0) = u and, for n > 0, f(n+ 1) = xpn, if it
exists. The function is not defined for non-integer inputs.
We claim first that f is computable by an ordinary three-tape program. On
input 0, we instruct the machine to write u. On input n + 1, we instruct the
machine to construct the list of all halting outputs of the program pn, and then
output the lexically least branch through the tree which is the complement of that
set, namely, xpn, if it exists. Otherwise, our algorithm does not halt.
We conclude the proof by showing that f is not one-tape computable. Assume
towards a contradiction that it is, by some program pn. Let x be the real written
on the tape at stage ω by pn on input 0. By assumption, pn computes f(0) = u
correctly, and by the choice of u this must take at least ω+ω many steps. Thus, no
initial segment of x can be a halting string, for otherwise the computation would
halt by some stage ω+ k. In particular, there are infinitely many strings which are
not halting strings for pn. And since each halting string of length n gives rise to
exactly one halting string output of length n, it follows also that there are infinitely
many strings which are not halting string outputs for pn. Thus, by Ko¨nig’s Lemma,
the tree of all such strings has a branch, and so it has a lexically least branch. That
is, xpn exists. Consequently, by definition, f(n+ 1) = xpn.
Since we have assumed that pn computes f , it must be that on input n the
program pn gives output xpn. But no initial segment of xpn is a halting output
string for pn, so by the remarks in the first paragraph of this proof, this computation
cannot be the result of an infinite computation. So the program must have halted
in some finite number of steps k. But in a finite computation, the machine only has
a chance to view the first k digits of the input before it halts. By manipulating the
input n+1 past its kth digit, we can create a new input z which is not an integer but
which leads to the same halting computation with program pn. This contradicts
the fact that the domain of f is contained in the integers. We conclude that f is
not computable by a one-tape machine. Theorem
Corollary 2.2 The class of one-tape computable functions is not closed under
composition. The closure of the class of one-tape computable functions under com-
position is exactly the class of all infinite time computable functions.
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Proof: The proof of the Overly Hopeful Theorem shows that every computable
function can be expressed as a composition of one-tape computable functions. Since
not every function is one-tape computable, the class of one-tape computable func-
tions is not closed under composition. Corollary
The idiosyncratic nature of infinite time Turing machines with only one tape
is the simple result, we believe, of cramped working space. The situation is like
that faced by a great artist painting a masterpiece on a vast cathedral floor; before
completing the work, the artist finds himself with nowhere to stand. Similarly,
the one-tape machines find that if the whole tape is to become the output of the
computation, there is no room left for flags to signal side information about the
computation, such as when it is complete.
Carrying this idea further, let us augment the one-tape machines with a scratch
pad consisting of one cell. The machine can read from and write on this scratch
pad cell, but the value of the scratch pad does not become part of the output. The
scratch pad provides our artist with a place to stand in the end, so to speak, without
disturbing the masterpiece of the output itself.
0
scratch
pad
1 0 1
Head
1 0 · · ·
input/output tape
A one-tape infinite time Turing machine with a one-cell scratch pad
Theorem 2.3 One-tape infinite time Turing machines with a one-cell scratch pad
are fully as powerful as the three-tape machines.
Proof: A machine with a one-cell scratch pad works in effect just like a one-tape
infinite time Turing machine, except that the scratch pad cell value is a part of
neither the input nor the output. Given now a computable function f , we may
compute 1 ∗ f on this machine, treating the scratch cell as if it were the first cell on
an ordinary one-tape machine. At the end of the computation we have 1 ∗ f(a) on
the tape. Since the initial 1 sits on the scratch pad cell, the actual output is f(a),
as desired. Theorem
We can similarly modify the notion of infinite time Turing machines to include
n tapes for any n, and obtain the following corollary.
Corollary 2.4 For any n > 1, a function is n-tape computable if and only it is
computable.
Proof: The regular infinite time Turing machines, with n = 3, can simulate the
n-tape machines by means of Go¨del pairing. Conversely, the previous theorem
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shows that having a one-cell scratch pad is sufficient to compute all infinite time
computable functions. Corollary
We take the results of this section — most notably, that the class of one-tape
computable functions is not closed under composition — to show that the model
of one-tape infinite time Turing machines is not the right notion, and does not
provide the right model of supertask computation. But when one augments such a
machine with a scratch tape of any size, even a scratch pad consisting of just one
cell, the results show that one arrives at the same robust notion of computation as
the original definition of the infinite time computability. Indeed, we take this as
an affirmation of the robustness of the orginal multi-tape definition. Perhaps our
results show that the simplest kind of machine leading to the same full concept of
supertask computation is an infinite time Turing machine with one tape augmented
by a one-cell scratch pad. And we propose, especially for those wanting to work with
a one-tape model, that these one-tape infinite time Turing machines with scratch
pad provide the correct one.
§3 Clockable ordinals
In this final section we investigate the relationship between the clockable ordinals
and their one-tape clockable counterparts. Recall from [HamLew∞a] that an ordinal
α is clockable when there is an infinite time Turing machine program which halts
on input 0 in exactly α many steps. Similarly, an ordinal is one-tape clockable when
it is the length of a one-tape infinite time Turing machine computation. Results in
[HamLew∞a] include, for example, the facts that every clockable ordinal is countable,
that there are gaps in the clockable ordinals of length unbounded in γ, the supremum
of the clockable ordinals, and that the first gap begins at ωCK1 and has length ω. In
fact, in [HamLew∞a] it is proved that no admissible ordinal is clockable. Philip Welch
proved in [Wel∞a] that γ is also equal to the supremum of the writable ordinals,
the ordinals coded by a writable real, and consequently every clockable ordinal is
writable. Let us say that a clockable ordinal α ends a gap in the clockable ordinals
when there is an interval [β, α) containing no clockable ordinals; the least such β is
the corresponding gap-starting ordinal.
Since the ordinary three-tape infinite time Turing machines can directly simu-
late, step-for-step, the machines with only one tape, it follows that every one-tape
clockable ordinal is clockable. The question is whether the converse holds.
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Theorem 3.1 Every clockable ordinal that is not one-tape clockable ends a gap in
the clockable ordinals.
The theorem is an immediate consequence of the next two lemmas.
Lemma. Every clockable successor ordinal is one-tape clockable.
Proof: Suppose α + n is a clockable successor ordinal, where α is a limit ordinal
and n ≥ 1 is a positive integer. It suffices for us to show that α + 1 is one-tape
clockable, since any computation can be prolonged finitely many steps by means of
counting through extra states. By the Speed-Up Lemma of [HamLew∞a], we know
that α itself is clockable. We will clock α+1 with a one-tape machine by simulating
the computation of a three-tape machine clocking α.
Fix a program p clocking α and let i, j, k ∈ {0, 1} be the digits appearing in the
first cell of the input, scratch and output tapes at stage α in the computation of p
on input 0. Since this computation halts at stage α, it must be that α is the first
limit stage at which i, j and k appear in those cells. We will simulate p with a
one-tape program q by anticipating the appearance of i, j and k in essentially the
same manner as the proof of the Speed-up Lemma in [HamLew∞a], through the use
of flags located on the first two cells of the tape. Let us refer to the first of these
flag cells as the 0-flag and the second as the 1-flag.
We simulate p with a one-tape program q as in the Simulation Lemma 1.1,
leaving room in the front of the tape for the two flag cells and whatever additional
space is necessary for book-keeping. Since the input is 0, there is no need for the
stretching phase. After each step of the p computation simulation, we return the
head to the first three simulated cells and compare their contents with 〈 i, j, k 〉. If
each of these three simulated cells contains a 0 when the corresponding digit in
〈 i, j, k 〉 is 0, then we set the 0-flag to 0. Otherwise, we set the 0-flag to 1. We then
examine those of the three cells for which the corresponding digit in 〈 i, j, k 〉 is 1.
We flash the 1-flag if each of these cells contains a 1 or has displayed a 1 at some
point since the last flash. The point of this procedure, which is easy to verify, is
that at a limit stage the 0-flag is 0 and the 1-flag is 1 precisely when the first three
simulated cells agree with 〈 i, j, k 〉. And since the simulation procedure simulates
ω many steps of the computation of p in ω many steps, catching up as it were at
every limit stage, this means that the two flags are set to 0 and 1, respectively, for
the first time at a limit stage, exactly at α. So, by checking the status of these two
flags at every limit stage, the algorithm will be able to halt precisely at α+1. Lemma
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Lemma. Every clockable limit of clockable ordinals is one-tape clockable.
Proof: Suppose that α is a clockable limit of clockable ordinals. We will modify
the algorithm of the previous lemma in such a way as to avoid the need for the
0-flag, and therefore the need to take the extra step checking that flag at α. The
modified algorithm will therefore be able to halt in exactly α many steps.
Let 〈 i, j, k 〉 be, as above, the contents of the first cells on each of the three
tapes in the computation clocking α. If one or more of these cells displays a 0 at
α, then it must have been 0 from some point on before α. Since α is a limit of
clockable ordinals there is some clockable β < α by which those cells have stabilized
to 0, being 0 for the duration from β up to α. We now simultaneously simulate the
program p and a program clocking β on a one-tape machine. We leave the first cell
of the tape available for use as the 1-flag, but we begin flashing it only after stage
β has been reached. Thus, the 1-flag will contain a 1 at a limit stage for the first
time at stage α. By checking this flag at every limit stage, the machine will be able
to halt in exactly α many steps. Lemma
Theorem 3.2 There exist clockable ordinals which are not one-tape clockable. In
particular, any ordinal which ends a gap of compound limit length is not one-tape
clockable.
Proof: We prove the second sentence first, that any ordinal which ends a gap of
compound limit length is not one-tape clockable. Suppose to the contrary that α
ends a gap of compound limit length and is one-tape clockable. Since the length of
the gap leading up to α is a limit of limit ordinals, it follows that the ordinal α itself
is a limit of limit ordinals. Consider now the one-tape computation which clocks
α. Since α is a limit ordinal, we know that at stage α in this computation, just
before halting, the head is on the first cell of the tape, the machine is in the limit
state, and there is either a 0 or a 1 on the first cell of the tape. The cell actually
cannot display a 0 at stage α, because then the cell would have been 0 from some
point on before α, and since α is a limit of limit ordinals, it would have been 0 at
some limit stage before α, therefore causing the computation to halt at that earlier
time. Thus, at stage α, the first cell must be 1. It follows that the cell must have
displayed a 1 unboundedly often in α and in fact α must be the ωth time that this
cell displays 1, since otherwise the computation would have halted earlier, at the
ωth instance. It is easy now to see that αn, the n
th time this first cell is 1 during the
computation, is clockable. Furthermore, since the αn are unbounded in α, it must
be that α is a limit of clockable ordinals, contradicting our assumption that it ends
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a gap. Thus, the second sentence of the theorem is proved; any ordinal which ends
a gap of compound limit length is not one-tape clockable.
We now prove the first sentence by showing that such ordinals exist. We could
simply show that the first gap of size at least ω2 has size exactly ω2, in order to
conclude that gaps of compound limit ordinal length exist. It is not much more
difficult, however, to prove that if δ and β are clockable ordinals, with β a limit,
the first gap above δ of size at least β has size exactly β. When β is a compound
limit ordinal, the theorem follows. Let β′ be such that ω + β′ = β. If ω2 ≤ β, then
of course β′ = β. In any event, β′ is clockable.
Fix δ and β and observe that by the results of [HamLew∞a] there is a first gap
above δ of size at least β. We will design an algorithm to recognize this gap, and
use this algorithm to show that the gap cannot be longer than β. In the manner of
many of the arguments of [HamLew∞a], by means of Go¨del-coding we imagine that
the scratch tape of a three-tape supertask machine is divided into ω many scratch
tapes, each used to simulate the operation of one of the infinitely many infinite
time Turing machine programs on input 0, keeping careful track of which programs
have halted. The simulation procedure is set up so that ω many steps of simulated
computation are carried out for each program in ω many steps, so that the process
catches up at every limit stage. We also reserve room for two additional clocks, one
counting to δ and one counting to β′.
While simulating the computation of all programs, we count to δ. After δ, every
time we find that one of the simulated programs halts, we flash a flag on the first
cell of the tape. Any limit stage, therefore, at which this flag is 1 must be a limit
of clockable ordinals (and at this point we reset the flag to 0). If at a limit the flag
is 0, that means that the simulated computations are not halting, and we are in or
have just finished a gap. Observe that this flag is first 0 at a limit at ω many steps
past the beginning of the gap, because the beginning of the gap is, of course, a limit
of clockable ordinals, and the algorithm must check all the programs before being
sure that none have halted at that stage. The algorithm in effect recognizes gaps ω
steps past their occurence.
At any limit stage at which the flag is 0, that is, while we are inside a gap, we
use the β′ clock counting to β′ — while continuing to search for halting programs
— in order to determine the length of the gap. We reset this clock if the gap runs
out before the β′ clock, and at limits of such resettings. If it happens that the β′
clock finishes before we find another halting program, then, because of the initial
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lag of ω steps in recognizing the gap, the gap has size at least ω + β′ = β, so we
halt.
Since we discover this gap of size at least β within finitely many steps of the
βth ordinal past the start of the gap, this means that our algorithm will halt within
finitely many steps of the βth ordinal past the start of the gap. Consequently, that
gap has size less than β+ω, and so by the Speed-up Lemma of [HamLew∞a], it must
have size exactly β. Theorem
The only ordinals remaining whose one-tape clockability status is in question
are the clockable ordinals that end gaps of simple limit length, that is, that end
gaps of length β + ω for some β. The theorem below, which generalizes readily,
shows that many of these are one-tape clockable.
Theorem 3.3 If α is the least gap-ending ordinal above a given clockable ordinal,
then α is one-tape clockable. More generally, if α is the least ordinal above δ which
ends a gap of length at least β + ω where δ and β are clockable, then α is one-
tape clockable. Indeed, β need only be one-tape writable in time before the gap in
question.
Proof: Suppose α is the least gap-ending ordinal above the clockable ordinal δ. By
a result of [HamLew∞a], α ends a gap of length ω. Thus, the first sentence follows
from the second by letting β be finite. We prove this case first.
We describe an algorithm with a single master flag which signals when the
machine should halt at a limit stage. Consider the algorithm from Theorem 3.2
which simulates all three-tape infinite time Turing machine computations on input
0, keeping careful track of which programs halt, while simultaneously counting to
δ. We keep the master flag set to 1 until stage δ, but after stage δ we set it to 0
after every limit stage, and flash it each time we find that a simulated program has
halted. The first time this master flag is 0 at a limit stage will therefore be α, since
that is the end of the first gap after δ. By placing this flag on the first cell of the
tape and checking it at every limit stage, we can halt right at stage α, as desired.
We now prove the second sentence in the case β is infinite by designing a program
that causes a one-tape machine to halt at the first ordinal α such that:
1. α > δ.
2. α lies in or ends a gap (in fact, it will end the gap).
3. α is the (β + ω)th ordinal past the start of this gap.
Our algorithm has a single master flag which will signal when all three conditions
are met, since this α must end the first gap above δ of size at least β + ω, the
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theorem will be proved.
The only awkward point is noticing when we have satisfied condition (3). Search-
ing for gaps in the fashion of the previous Theorem 3.2, we will not recognize that
we have found a gap until we have reached the ωth ordinal after its start. In order
to count to the (β + ω)th ordinal past the start of the gap, we will fix β′ such that
β = ω + β′, and count to β′ + ω. Since β is clockable, so is β′.
We now describe the algorithm in detail. From the start state, the machine
places a 1 in the first three cells. The first cell is our master flag; we halt when it is
0 at a limit stage. The second cell records when we have reached δ, and the third
cell records when we have found a gap.
While simulating all computations on input 0, the machine begins by also count-
ing to δ. After reaching δ, it enters a 0 in the second cell to remind us at each limit
stage that we have passed δ. The machine now continues to simulate all three-
tape infinite time Turing machine computations on input 0, keeping careful track
of which programs halt. We write a 0 in the third cell at each limit stage, and flash
the third cell each time we find that a simulated program has halted. Any limit
stage at which the third cell contains a 1 is a limit of clockable ordinals. If at a
limit this flag is 0, then the simulated computations are not halting, and we are in
or have just ended a gap.
Observe that the first limit at which the second and third cells are both 0 occurs
ω steps past the beginning of the first gap above δ. At this point, the machine begins
to count to β′ while continuing to check for halting programs. If the gap ends before
the β′ clock runs out, then it was too short, and the machine resets the β′ clock
and goes on searching for other gaps. The β′ clock is also reset at limits of such
resettings. Otherwise, after the β′ clock runs out, the machine sets the master flag
to 0. While the master flag is 0, if we find another program to halt, then we know
that the gap was too short (having length only β), and we reset the master flag and
the third cell to 0, resets the β′ clock, and continue to search for gaps. Otherwise,
if no simulated program halts, then the machine will halt at the next limit stage,
which is α. This concludes the proof of the second sentence.
We now prove the final remark — the case that β is not necessarily one-tape
clockable, but is one-tape writable in time before the gap in question. That is, we
assume that before the start of the gap that α ends, we can write a real coding a
relation on ω with order-type β. This real can be used as a clock for counting to β
by gradually erasing its initial segments. One tick of the clock consists of finding
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and marking as deleted the least element from the field of the relation. One can
execute ω many ticks of the clock in ω many steps by finding and marking as deleted
the ω least members of the field of the relation. Furthermore, one can tell at a limit
stage that the real has already been completely deleted with a single master flag
by flashing such a flag each time the least element of the relation (in the natural
number order of the Go¨del codes) is deleted. This flag will be on for the first time
at a limit stage when the relation has been entirely deleted. Thus, by modifying
the previous algorithms to use this real as a clock, one obtains the result in the case
that β is writable in time before α, as desired. Theorem
So we know that many of the gap-ending ordinals that end gaps of simple limit
length are one-tape clockable, and we know of no such ordinals that are not one-tape
clockable. The following questions remain open.
Open Question 3.4 Exactly which clockable ordinals are not one-tape clockable?
In particular, are the clockable non-one-tape clockable ordinals exactly the ordinals
which end gaps of compound limit ordinal length?
There is a one-tape model of computation having both the same notion of
computability and the same clockable ordinals as the ordinary infinite time Turing
machines. Specifically, in addition to augmenting a one-tape machine with a one-
cell scratch pad, we propose to use a double-sized head, capable of reading two cells
at once.
0
scratch
pad
1 1 0
Double Head
1 0 0 0 1 · · ·
Since the input and output fill the entire tape, except for the one-cell scratch pad,
such a model is not automatically the same as a two-tape machine. Nevertheless,
we have the following theorem:
Theorem 3.5 One-tape double-head infinite time Turing machines with scratchpad
lead to the same class of computable functions and the same set of clockable ordinals
as the ordinary infinite time Turing machines.
Proof: The scratch pad is sufficient to compute the same computable functions by
Theorem 2.3. The double-head allows the machine to view both the 0-flag and the
1-flag in the argument of the first lemma of 3.1, thereby allowing the machine to
halt right at α in that argument, and so these machines will have the same clockable
ordinals. Theorem
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We would like now to close this paper by turning to the question of the efficiency
of one-tape supertask machines. Corollary 1.8, asserting that every infinite time
decidable set is one-tape decidable, relies on our three-step algorithm for simulating
a three-tape computation with a one-tape machine. By analyzing the time each of
these steps takes, we obtain the following result.
Efficiency Theorem 3.6 For every infinite time Turing machine program p de-
ciding membership in a set A ⊆ R, there is a one-tape program q deciding A such
that if p takes α many steps to decide whether a ∈ A, then q takes ω2+α+ω steps
to do so. If p is sufficiently tidy, then the computation of q can be arranged to take
only ω2 + α+ 1 many steps. (note that for α ≥ ω3, this is the same as α+ 1)
Proof: On input a, our strategy first called for stretching the input in ω2+1 steps.
Then, the algorithm simulates the operation of p with seven-steps-for-one, and then
compresses the output in ω additional steps. This takes ω2+1+7·α+ω = ω2+α+ω
many steps in all. If the program p is tidy in the sense that it leaves nothing except
0s on the input and scratch tapes at the end of the computation, then the simulation
can be performed in ω2 + α + 1 many steps, because the output is 0 or 1, and so
with a tidy computation the final compression phase can be omitted. To get the
+1 in this case, one should put the output cell on the first cell of the tape, with
the master halt flag on the second cell (rather than on the first cell as in Theorem
1.5), so that the program needs only one additional step after α to check it and
halt. Theorem
One naturally wonders whether this bound can be improved. Certainly one
cannot expect in general to decide A in α many steps, because α may be clockable
but not one-tape clockable. Because of this, α + 1 seems the best possible general
bound.
Open Question 3.7 Can every supertask computation in α steps (α infinite) be
uniformly simulated on a one-tape machine in α + 1 many steps?
One might hope to answer this question by improving the ω2 term in our The-
orem 3.6, the term which arises from applying the stretch function to the input.
Open Question 3.8 How long does it take to compute the stretch function with
a one-tape machine?
A partial answer to the question above is given in the following theorem.
Theorem 3.9 The stretch function is not computable in ω steps by a one-tape
machine, even by one augmented with a scratch pad of any finite size.
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Proof: The stretch function, defined by s : 〈 x0x1x2x3 · · · 〉 7→ 〈 x000x100x200 · · · 〉,
stretches the input to occupy every third cell. For convenience, we refer to the
other cells as the 0-cells. Assume towards a contradiction that s is computable in
ω many steps on every input by a one-tape machine augmented with a scratch pad
of p many cells. Choose m large enough so that m22p < 2m (for example, if p = 0,
then it suffices to take m > 4). Let us also assume that m is at least as large as the
number of states in the program. Since R = 2ω is compact, there is a sufficiently
large n such that for each real input, there is some k ≤ n such that at the kth stage
of computation, each of the first m many 0-cells has a 0 written in it. Associate to
each input of length n the machine’s configuration — cell contents, state, and head
position — at the first such stage. We now count configurations. There are at most
m many states, m many possible head positions (since a 0 has just been written on
one of m many cells), at most 2p possible strings filling the scratch pad and at most
2(n−m) possible strings filling the remaining cells. Thus, each of the 2n input strings
of length n is associated to one of m22n−m2p many configurations. Since this is less
than 2n, we conclude that there are two distinct strings t and u of length n leading
to the same configuration. It now follows that for any real y, the inputs t ∗ y and
u ∗ y will lead eventually to the same computation. This contradicts the fact that s
is a one-to-one function. Theorem
The argument does not seem to generalize easily to ω + ω.
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