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Analyse von 3D-Controllern zur Steue-
rung der Echtzeit-MRT
9DQHVVD=XUDZND
5HXWOLQJHQ8QLYHUVLW\
9DQHVVD=XUDZND#6WXGHQW5HXWOLQJHQ8QLYHUVLW\'(
Abstract 
Die Arbeit stellt die Möglichkeiten von 3D-
Controllern für den Einsatz in der interven-
tionellen Radiologie und insbesondere für 
die Steuerung der Echtzeit-Magnetresonanz-
tomographie (MRT) dar. Dies ist interessant 
in Bezug auf die kontrollierte Navigation in 
ein Zielgewebe. Dabei kann der Interventio-
nalist durch Echtzeit-Bildgebung den Ver-
lauf des Eingriffs verfolgen, allerdings kann 
er bisher das MRT während der Durchfüh-
rung des Eingriffs nicht selbst steuern, da 
dies durch den Assistenten im Nebenraum 
erfolgt. Die Kommunikation ist bei dem 
hohen Geräuschpegel aber sehr schwer. 
Diese Arbeit setzt an dieser Stelle an und 
analysiert 3D-Controller auf die Eignung für 
die Echtzeit-Steuerung eines MRTs. Dabei 
wurden trackingbasierte und trackinglose 
Geräte betrachtet. Als Ergebnis ließ sich 
festhalten, dass trackingbasierte Verfahren 
weniger geeignet sind, aufgrund der nicht 
ausreichenden Interpretation der Eingaben. 
Die trackinglosen Geräte hingegen sind 
aufgrund der korrekten Interpretation aller 
Eingaben und der intuitiven Bedienung 
geeignet. 
Schlüsselwörter 
Intervention, MRT, Echtzeit, 3D-Controller 
CR-Kategorien 
I.3 Computer Graphics, I.3.6 Methodology 
and Techniques: Interaction techniques 
1 Einleitung 
In der interventionellen Radiologie werden 
Instrumente in das Zielgewebe eines Patien-
ten eingeführt und mit intraoperativer Bild-
gebung kann sich der Chirurg im Körper 
orientieren. [1, S.467] Somit kann der Ein-
griff konstant überwacht und entsprechend 
unmittelbar korrigiert werden, [2, S.872] 
MRT-Systeme sind besonders interessant 
aufgrund des hohen Weichteilkontrasts, der 
Multiplanarität und der nicht vorhandenen 
Strahlung. [3, S.14] Des Weiteren haben 
viele Hersteller bereits Interfaces für Inter-
ventionen, welche multiplanare Bildebenen 
darstellen können. Bisher werden zwar die 
Bilder auf Monitoren im MR-Raum für den 
Chirurgen dargestellt, aber die Steuerung 
des MRTs erfolgt im Nebenraum durch die 
Assistenten. Insbesondere beim Echtzeit-
MRT wird die Kommunikation durch die 
zusätzlichen lauten Geräusche stark er-
schwert. [4] Aufgrund dessen wäre es sinn-
voll, wenn der Chirurg während des Ein-
griffs die MRT-Geräteparameter selbst 
einstellen könnte, zum einen um die Kom-
munikation zum Nebenraum zu ersetzen und 
zum anderen um Zeit zu gewinnen. In dieser 
Arbeit werden deshalb 3D-Controller analy-
siert und verglichen, um die Eignung für 
diesen Anwendungsfall zu prüfen. 
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2 Interventionelle Radiologie 
In diesem Bereich der Radiologie werden 
therapeutische Leistungen für den Patienten 
angeboten. Unter Bildgebung werden Son-
den für die Biopsie oder Thermotherapie auf 
dem günstigsten Weg ins Zielgewebe einge-
führt. Des Weiteren gehören Tumorbehand-
lungen mit Röntgen- oder Ionenstrahlen in 
diesen Bereich. [1, S.467] 
Allgemein gehören zu den bildgebenden 
Systemen die Röntgentechnik, die Compu-
tertomographie, die Magnetresonanztomo-
graphie (MRT) und der Ultraschall. Diese 
Arbeit fokussiert sich allerdings auf die 
Unterstützung von MRT-basierten Eingrif-
fen, sodass die MRT im Folgenden näher 
beschrieben wird.  
2.1 MRT 
Die Magnetresonanztomographie (engl.: 
magnetic resonance imaging, Abk.: MRT, 
MRI), die auch Kernspintomographie ge-
nannt wird, erzeugt überlagerungsfreie 
Schichtbilder unterschiedlicher Körper-
schichten, die einen hohen Weichteilkon-
trast aufweisen. [3. S.14] Im menschlichen 
Körper kommen Atomkerne vor, was die 
Magnetresonanztomographie zur Bildge-
bung nutzt. In den meisten Fällen werden 
Wasserstoffkerne, also einfache Protonen, 
verwendet. Die Protonen haben einen Spin 
und bewegen sich wie magnetische Kreisel, 
die in einem stärkeren äußeren Magnetfeld 
eine Präzessionsbewegung ausführen. Die 
Kerne selbst werden kurzzeitig zum Sender, 
indem kurze Impulse von elektromagneti-
schen Wellen im Frequenzbereich der Ra-
diowellen eingestrahlt werden. [5, S.185] 
Die Intensität der Signale hängt dabei von 
vielen messtechnischen und gewebespezifi-
schen Einflüssen ab. Die hohe Bandbreite an 
Darstellungsmöglichkeiten von Gewebe-
strukturen ist durch die Beeinflussung der 
gemessenen Bildsignale im Gewebe durch 
mehrere sich überlagernde Relaxationspro-
zesse zu begründen. Zusammenfassend 
stellen die generierten Bilder „[…] die 
Verteilung der zum Messzeitpunkt in jedem 
Volumenelement einer Körperschicht vor-
liegenden Magnetisierung durch Verwen-
dung von Grauwertskalen […]“ dar. [3, 
S.14] Der Aufbau eines MRTs ist in Abbil-
dung 1 dargestellt. 
 
Abbildung 1: Prinzipaufbau eines MRT 
[6, S.342] 
 
2.2 Minimalinvasive Tu-
mortherapie 
Das Interesse an der Entwicklung von mi-
nimalinvasiven Therapieverfahren in der 
Medizin hat stark zugenommen. Dabei ist 
bei der lokalen Zerstörung von Tumoren das 
Applizieren von thermischer Energie eine 
viel versprechende Möglichkeit. Zu den 
thermoablativen Verfahren gehören die 
Elektroporation, Laser-, Mikrowellen-, 
Kryo-, und Radiofrequenzablation (RFA). 
[7, S.1] Dabei kommt die RFA am häufigs-
ten zum Einsatz, da diese eine relativ einfa-
che Anwendung mit guten Ergebnissen bei 
der Tumorzerstörung und zudem niedrige 
Komplikationsraten aufweist. Bei der RFA 
wird unter Bildgebung eine Nadelelektrode 
im Tumorgewebe positioniert. Um die 
Nadel möglichst genau und sicher zu positi-
onieren, muss eine konstante Bildkontrolle 
erfolgen. Dies ist mit Ultraschall, Computer-
tomographie oder MRT möglich. Dabei hat 
die MRT einige Vorteile gegenüber den 
anderen Bildgebungen: die multiplanare 
Schichtführung, einen besseren Weichteil-
kontrast, die Abgrenzung von Gefäßen ohne 
Kontrastmittel und die Temperaturdarstel-
lung des Gewebes. Die größten Nachteile 
bisher sind allerdings der hohe Zeitaufwand 
und dadurch auch die hohen Kosten. [8] 
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3 State-of-the-Art 
Ein Großteil der Hersteller von MRT-
Systemen bietet integrierte Benutzeroberflä-
chen für Interventionen an. Diese haben die 
Möglichkeit multiplanare Bildebenen zur 
interaktiven Lokalisierung, Planung und 
Überwachung des Eingriffs darzustellen. [9, 
10] Des Weiteren können sie auf Bildschir-
men innerhalb des MR-Raumes dargestellt 
werden, wobei die Bedienung über die MR-
Konsole im Vorraum durch den Assistenten 
erfolgt. Um allerdings einen unmittelbaren 
Nutzen aus der Multiplanarität zu gewinnen, 
wäre die selbständige Einstellung der Ebe-
nen und Bildparameter vom Interventiona-
list selbst sinnvoll. Hinzu kommt die 
schwierige Kommunikation zwischen Inter-
ventionalist und Assistenten bei Eingriffen 
mit Echtzeit-MRT, da hier die lauten Gradi-
entengeräusche hinzukommen und die 
Kommunikation zusätzlich erschweren. [4] 
In diesem Zusammenhang wurde in [11] 
eine MR-taugliche PC-Maus in das MRT-
System integriert.  In dieser Studie waren 
die Ziele die Steuerung der Bildauswahl, 
sowie weitere Einstellungen, wie die Fenste-
rung, der Sequenzstart und -wechsel. Damit 
konnte der Interventionalist komfortabel, 
sicher und unabhängig von der technischen 
Assistenz arbeiten. Allerdings wurde die 
PC-Maus nur zur Steuerung der Benutzer-
oberfläche der Software verwendet. Des 
Weiteren wäre diese nicht zur Steuerung im 
3D-Raum geeignet, da nicht genügend 
Schaltflächen bereitstehen. Diese Arbeit 
setzt bei der Steuerung des MRTs in Echt-
zeit an. Da hier bei Sichtverlust der Instru-
mentenspitze der Vorteil wäre, sofort reagie-
ren zu können und nicht die Echtzeit-
Bildgebung unterbrechen zu müssen. 
4 3D-Controller 
In diesem Kapitel werden verschiedene 3D-
Controller beschrieben. Hierfür wurde eine 
Vorauswahl getroffen, bei der folgendes 
Kriterium ausschlaggebend war: Die ein-
händige Benutzung, da der Interventionalist 
in der anderen Hand sein Instrument hält. 
 
4.1 Trackingbasiert 
Bei trackingbasierten Verfahren werden 
entweder Bewegungen des Menschen oder 
eines Eingabegerätes mit Hilfe von Metho-
den der Bildrekonstruktion verfolgt und 
anschließend die Position und Orientierung 
im Raum rekonstruiert. Die Geräte werden 
frei bewegt. [12, S.293] 
4.1.1 Microsoft Kinect 
Bei diesem Verfahren benötigt der Benutzer 
kein weiteres Eingabegerät, da die Kopf-, 
Hand- und Fingerbewegungen erfasst wer-
den. Der größte Nachteil dabei ist allerdings 
die Genauigkeit und Robustheit der Einga-
be. Tiefenkameras können nicht nur Bilder 
aufnehmen, sondern auch den Abstand vom 
Objekt zur Kamera erfassen. Meist wird 
Infrarotlicht eingesetzt und mit Tiefensenso-
ren gemessen, wie lange der Lichtstrahl bis 
zu einer Oberfläche benötigt. Die verschie-
denen Längen des Lichtstrahls werden zu 
einer Tiefenkarte zusammengefasst. Diese 
Art an Kameras war lange Zeit sehr teuer, 
bis zur Markteinführung der Microsoft 
Kinect. Diese erzeugen ein Signal, das 
allerdings in der Auflösung und Qualität 
begrenzt ist. In vielen Fällen wird das Signal 
deshalb mit Filtermethoden und Bildrekon-
struktion verbessert. Der Anwender muss 
sich immer innerhalb eines definierten 
Bereichs befinden und die Position und 
Orientierung wird dann mit Hilfe eines 
Skeletts dargestellt. Aufgrund der vorhan-
denen Software Development Kits kann ein 
breiter Einsatz erfolgen. Die Tiefenkamera 
hat eine Auflösung von 640 x 480 Pixeln 
und ermöglicht eine Bildrate von 30 Hz, was 
allerdings bedeutet, dass sehr schnelle Be-
wegungen meist nicht erfolgreich erfasst 
werden und kleine Details im Bild verloren 
gehen. Die Tiefenauflösung liegt bei 11 Bit 
und demnach können 2048 Tiefenwerte 
erfasst werden.  [12, S.302f] 
4.1.2 Leap Motion 
Der Leap Motion 3D-Controller basiert auf 
zwei Kameras und Infrarot-Bildgebung zur 
Detektion von Händen. Der Controller 
befindet sich für gewöhnlich zwischen den 
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Händen und dem Bildschirm und kann einen 
Bereich von 60 Zentimetern in alle Raum-
richtungen detektieren. Dabei können fünf 
Bilder pro Sekunde analysiert werden und 
entsprechend gering fällt die Latenz aus. 
Aufgrund der Interpretierung der Fingerbe-
wegungen als Gesten kann Zoomen, Pannen 
und Scrollen als natürliche Bewegung reali-
siert werden. [12, S.299] 
4.1.3 Wiimote 
Die Wii Remote (Abk.: WIIMOTE) wurde 
ursprünglich als Eingabegerät für Compu-
terspiele entwickelt, aber wird inzwischen 
auch darüber hinaus eingesetzt. Durch einen 
Beschleunigungssensor ist die Steuerung mit 
Armbewegungen im Raum möglich. Des 
Weiteren können mit den Bedienelementen 
Modi und Kommandos ausgeführt werden. 
Dafür gibt es ein Digitalsteuerkreuz und 
zudem sieben weitere Tasten. Das Gerät 
basiert auf Bluetooth mit dem kabellos bis 
zu vier Infrarot-Hotspots getrackt werden 
können. Bereits 2009 wurde die Wii Motion 
Plus eingeführt, die eine genauere Positi-
onsbestimmung und Bewegungserfassung 
bietet. Die Anwendung ist insbesondere für 
die Interaktion mit 3D-Darstellungen auf 
großen Bildschirmen geeignet. Das Gerät 
wird wie ein Laserpointer zur Auswahl von 
Objekten verwendet. [12, S.301f] 
4.1.4 Datenhandschuh 
Die Beweglichkeit einer menschlichen Hand 
kann durch die Menge an möglichen Hand-
lungen für die 3D-Interaktion genutzt wer-
den. Dafür müssen Finger, Daumen und 
Handgelenk erfasst werden, was mit Hilfe 
mehrerer Kameras und der daraus resultie-
renden 3D-Rekonstruktion passieren kann. 
Eine andere Möglichkeit wäre die Übermitt-
lung von Daten über Sensoren am Benutzer, 
was die Hand zuverlässiger und genauer 
erfasst. Die ursprüngliche Idee des Einwe-
bens von Sensoren in einen Handschuh ist 
relativ alt (erster Prototyp 1970). Dabei 
wurden Dehnmessstreifen zur Krüm-
mungsmessung einzelner Finger verwendet 
und zudem ein Tracking der Handposition 
und -orientierung mit beispielsweise reflek-
tierenden Markern am Datenhandschuh, um 
die Hand im Ganzen zu erfassen. Seither 
wurden einige Datenhandschuhe entwickelt, 
unter anderem der Power Glove, der für 
Nintendo-Spiele vermarktet wurde. Die 
Meisten sind heutzutage zudem drahtlos, 
was zu einer starken Verbesserung der 
Ergonomie führt. Der große Nachteil an 
solchen Geräten ist die große Variation der 
Hände von Mensch zu Mensch, wodurch 
eine Kalibrierung nötig ist bei der der Be-
nutzer verschiedene Gesten ausführen muss. 
Systeme die darauf verzichten sind demnach 
weniger genau. Der Datenhandschuh erfasst 
zwar alle Freiheitsgrade der Hand, ist aller-
dings dabei unbequem, bewegungseinge-
schränkt und kann nicht schnell beiseitege-
legt werden. [12, S.297] 
4.2 Trackinglos 
Im Folgenden werden trackinglose Eingabe-
geräte vorgestellt. Diese basieren auf der 
mechanischen Eingabe des Benutzers. 
4.2.1 Haptische Ein-
/Ausgabegeräte 
Für haptische Interaktionen in virtuellen 
Simulationsumgebungen gibt es spezielle 
Hard- und Softwarelösungen. Diese Geräte 
haben einen 3D-Arbeitsraum, sodass die 
Bewegungen direkt auf die virtuelle Szene 
übertragen werden können. Somit wird eine 
intuitive Interaktion und Manipulation von 
Objekten im 3D-Raum möglich. Die wich-
tigsten Merkmale sind die Anzahl der Frei-
heitsgrade, die Größe des Arbeitsbereichs, 
die räumliche Auflösung und die maximale 
Kraftrückgabe. Die Geräte können auch 
werkzeugbasiert sein, sodass der Benutzer 
einen Stift in der Hand hält. Diese sind 
besonders für den medizinischen Bereich 
geeignet, um beispielsweise Skalpelle, 
Punktionsnadeln und endoskopische Instru-
mente zu simulieren und mit diesen im 
virtuellen Raum zu interagieren. [3, S.338] 
Mechanische Eingabegeräte können die 
Bewegungen eines Anwenders über eine 
Mechanik aufnehmen, wie beispielsweise 
über ein Gestänge oder einen Seilzug. Die 
Vorteile sind die hohe Genauigkeit und die 
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gute Eignung für haptisches Feedback. Die 
Nachteile sind die Gebundenheit an das 
Gerät und die teilweise störende Mechanik. 
Bei einem Stift ist der Anwender bereits 
daran gewöhnt und insofern kann die An-
wendung intuitiv gesteuert werden. Die 
Messung erfolgt mit Winkelmessungen an 
den Gelenken oder Rollen und Abstands-
messungen zwischen den Gelenken. Eine 
hohe Messgenauigkeit wird dabei durch 
Zahnräder, Potentiometer oder Dehnmess-
streifen erreicht. Aufgrund der direkten 
Messung ist die Latenz sehr gering. Die 
Leichtgängigkeit ist bei solchen Geräten 
sehr wichtig, da der Benutzer so nicht einge-
schränkt wird und das Gerät nicht als stö-
rend erachtet. Als zusätzliche Komponente 
kann dem mechanischen Eingabegerät ein 
haptisches Feedback hinzugefügt werden, 
sodass es gleichzeitig zum Ausgabegerät 
wird. [13, S.110f] Die Abbildung 3 stellt das 
haptische Gerät Phantom Omni dar. 
 
Abbildung 2: Haptisches Gerät Phantom 
Omni [12, S.320] 
4.2.2 3D-Mäuse 
3D-Mäuse wurden zur Steuerung von 3D-
Positionen und Orientierungen entwickelt. 
[12, S.289] Sie sind eine der einfachsten 
Eingabegeräte und verfügen meist zusätzlich 
über frei belegbare Buttons. [13, S.110] Von 
der 2D-Maus können wichtige Merkmale 
übernommen werden, wie das Aufsetzen auf 
eine Unterlage, das Greifen und Loslassen, 
das keine Aufmerksamkeit erfordert und das 
kontrollierte Bewegen des Cursors. Diese 
Vorteile wurden versucht auf die entwickel-
ten 3D-Mäuse zu übertragen. [12, S.289] 
Ein Nachteil ist aber die Gebundenheit an 
den Desktop, allerdings werden viele VR-
Anwendungen im Raum ausgeführt, sodass 
oft die Verwendung von Zeigegeräten er-
folgt, die in der Hand gehalten und frei im 
Raum bewegt werden können. [14, S.33f] 
Der Vorteil wiederrum ist die sehr hohe 
Genauigkeit. [13, S.110] Die SpaceMouse 
und der SpaceNavigator wurden von dem 
Hersteller 3DConnexion entwickelt und 
bieten eine freie 3D-Eingabe. Rotationen, 
Translationen und Zoomen werden durch 
Drücken, Drehen, Kippen und Ziehen der 
Kappe ermöglicht. Der SpaceNavigator ist 
auf diese Funktionalität beschränkt, sodass 
eine Taste das 3D-Modell in der Mitte des 
Bildschirms ausrichtet und die andere Taste 
Navigationseinstellungen zugänglich macht. 
Die SpaceMouse hingegen bietet mit vier 
Funktionstasten, sowie Tasten für Control, 
Shift, Alt und Escape weitere Möglichkei-
ten. [12, S.290f] 
4.2.3 Fußschalter 
Steute Meditec entwickelt Hand- und Fuß-
schalter für den medizinischen Bereich und 
insbesondere für die Bildgebung. Dabei 
kann zwischen den Produktlinien „Classic“ 
und „Custom“ gewählt werden. Ersteres 
bietet Standardkomponenten, die mit Ge-
häuse, Aktoren und Schalteinsätzen konfi-
guriert werden können. Das „Custom“-
Programm liefert User Interfaces, die indi-
viduell für den Anwender entwickelt wer-
den. Des Weiteren lassen sich die Geräte 
einfach reinigen und die Kommunikation 
erfolgt über Funk, durch einen selbst entwi-
ckelten Funkstandard, der den Anforderun-
gen der Medizintechnik entsprechen soll. 
[15] In Abbildung 4 ist eine Möglichkeit 
eines Fußschalters dargestellt. 
 
Abbildung 3: Beispiel eines Fußschalters 
von steute [18] 
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5 Bewertung der Eingabe-
geräte 
Im Nachfolgenden werden Anforderungen 
an die vorgestellten 3D-Controller definiert. 
Anschließend werden diese mit den Geräten 
verglichen und ausgewertet. 
5.1 Anforderungen 
Bei der interventionellen Radiologie mit 
Echtzeit-Bildgebung gibt es Anwendungs-
szenarien, die in Kapitel 3 und 4 beschrie-
ben werden, aus welchen sich bestimmte 
Anforderungen ableiten lassen, die nachfol-
gend aufgelistet sind:  
x Intuitive Bedienung 
x Korrekte Interpretation aller Ein-
gaben 
x schnelle Integration und Entfer-
nung 
x Sterilität 
x MR-Kompatibilität 
x Einhändige Bedienung 
Die LQWXLWLYH %HGLHQXQJ ergibt sich daraus, 
dass meist verschiedene Ärzte den gleichen 
Eingriff praktizieren und entsprechend meist 
keine Zeit bleibt neue Interaktionsformen zu 
erlernen, insbesondere da der Arzt sich 
während des Eingriffs auf das Vorschieben 
des Instruments konzentriert und von dem 
Steuergerät nicht abgelenkt werden darf. 
Dies wird in dieser Arbeit durch eigene 
Erfahrungen und Studien aus der Literatur 
bewertet. 
Die NRUUHNWH ,QWHUSUHWDWLRQ DOOHU (LQJDEHQ 
muss gegeben sein, da der Arzt sonst vom 
Eingriff abgelenkt werden könnte oder im 
schlimmsten Fall das Instrument falsch 
führt, wenn sich die Bildebene spontan 
anders verändert als zu erwarten war. Die 
Bewegungen des Anwenders müssen also 
immer exakt und konstant korrekt übertra-
gen und interpretiert werden. Diese Anfor-
derung wird mit einem Testaufbau bewertet. 
Die VFKQHOOH ,QWHJUDWLRQ XQG (QWIHUQXQJ 
muss möglich sein, da gegebenenfalls das 
3D-Steuergerät für andere Eingriffe vom 
MRT entfernt werden muss. Des Weiteren 
darf keine zusätzliche Zeit für das Einrich-
ten des Geräts notwendig sein, da das Ziel 
eine Zeiteinsparung beim Eingriff sein soll. 
Das Gerät sollte entsprechend nur an den 
richtigen Platz gestellt und an das System 
angeschlossen werden und gleich funktio-
nieren. Dies wird mit einem Testaufbau 
bewertet. 
Die 6WHULOLWlW ergibt sich aus den Bedingun-
gen bei Interventionen. Dabei ist der Inter-
ventionalist steril und die zu behandelnde 
Körperstelle des Patienten. Das heißt für die 
3D-Controller, dass sie entweder nicht 
berührt werden, oder steril abgedeckt oder 
eingepackt werden müssen.  
Die 05.RPSDWLELOLWlW ergibt sich aus den 
Gegebenheiten des MRTs. Aufgrund des 
Magnetfeldes dürfen die Geräte keine mag-
netischen Teile enthalten, da es sonst zu 
starken Bildbeeinträchtigungen kommen 
kann. Diese Anforderung kann allerdings im 
Rahmen dieser Arbeit nicht getestet werden, 
da kein MRT-Gerät zur Evaluation zur 
Verfügung steht. 
Die HLQKlQGLJH %HGLHQXQJ muss möglich 
sein, da der Interventionalist in einer Hand 
die Nadel in den Körper führt. Entsprechend 
hat er zeitgleich nur eine Hand frei für die 
Steuerung der Bildgebung. Da diese Anfor-
derung zwingend erforderlich ist, wird diese 
zur Vorauswahl der 3D-Controller verwen-
det. Entsprechend sind alle Controller, die 
im Nachfolgenden beschrieben werden, 
einhändig bedienbar. 
5.2 Vergleich 3D-Controller 
Im Nachfolgenden wird nun diskutiert, ob 
die vorgestellten 3D-Controller die zuvor 
angeführten Anforderungen erfüllen können. 
5.2.1 Microsoft Kinect 
Die LQWXLWLYH%HGLHQXQJ ist hier stark abhän-
gig von der Implementation der Gestener-
kennung. Für den Anwendungsfall kommen 
entweder Hand- oder Fingerbewegungen in 
Frage, da Kopfbewegungen für 3D-
Eingaben sehr ungünstig sind. Allerdings ist 
bei Gestenerkennungen generell die Robust-
heit die größte Schwierigkeit. Des Weiteren 
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müssten Gesten zum Starten und Beenden 
der Verschiebung der Ebene erlernt werden, 
da sonst nicht klar differenziert werden 
kann. Ohne diese Gesten müsste die Hand 
immer in der gleichen Position gehalten 
werden, was aber nicht möglich wäre bei 
gleichzeitiger Führung eines Instruments. 
Eine NRUUHNWH ,QWHUSUHWDWLRQDOOHU(LQJDEHQ 
kann eine kamerabasierte Lösung meist 
nicht bieten, da die Erkennung nicht immer 
eine korrekte Interpretation der Gesten 
gewährleisten kann. Zwar können Gesten 
bei einer nicht eindeutigen Identifikation 
ignoriert werden, was im Anwendungsfall 
für den Arzt aber sehr störend sein kann. 
Die VFKQHOOH ,QWHJUDWLRQ XQG (QWIHUQXQJ 
wäre größtenteils erfüllt, da die Kamera auf 
einen günstigen Platz gestellt und schnell 
angeschlossen werden kann. Allerdings 
muss das Sichtfeld der Kamera entspre-
chend gut ausgerichtet sein, sodass der Arzt 
die Gesten immer im Sichtfeld ausführt. 
Die 6WHULOLWlW ist sehr einfach möglich, da 
der Arzt hier im Raum agiert und das Gerät 
nicht anfassen muss, um es zu bedienen. 
Somit ist die Sterilität vollkommen gewähr-
leistet. 
5.2.2 Leap Motion 
Bei diesem 3D-Controller sind die gleichen 
Vorteile, als auch Nachteile wie bei der 
Kinect zu nennen. Der einzige Unterschied 
ist, dass die Leap Motion ausschließlich für 
die Detektion der Hand entwickelt wurde. 
Somit kann davon ausgegangen werden, 
dass die Erkennung von Gesten eine etwas 
höhere Detektionsrate aufweist. 
5.2.3 Wiimote 
Die LQWXLWLYH%HGLHQXQJist bei der Wiimote 
deutlich besser, als bei der Microsoft Kinect 
und dem Leap Motion Controller. Das liegt 
insbesondere an dem zusätzlichen Eingabe-
gerät, das wie ein Laserpointer funktioniert. 
Entsprechend müssen keine Gesten erlernt 
werden, sondern das Gerät kann intuitiv im 
Raum bewegt werden und die Buttons am 
Gerät können als Start- oder Endsignal für 
die Veränderung der Ebene genutzt werden. 
Dies ist ein deutlicher Vorteil gegenüber den 
anderen beiden kamerabasierten Geräten. 
Eine NRUUHNWH ,QWHUSUHWDWLRQDOOHU(LQJDEHQ 
ist wahrscheinlich in den meisten Fällen 
möglich, aber aufgrund der Kamera nicht 
immer gewährleistet. Im Gegensatz zu den 
anderen kamerabasierten Systemen aber 
deutlich besser. 
Eine VFKQHOOH ,QWHJUDWLRQ XQG (QWIHUQXQJ 
wäre wie auch bei der Kinect und dem Leap 
Motion Controller gegeben. Ein Nachteil ist 
aber die Notwendigkeit von Batterien, so-
dass entweder für jeden Eingriff aus Sicher-
heitsgründen neue Batterien verwendet 
werden, oder diese gegebenenfalls während 
dem Eingriff ausgetauscht werden müssen, 
was allerdings zusätzliche Zeit beansprucht. 
Die 6WHULOLWlW ist bei der Wiimote schwieri-
ger zu gewährleisten, da das Eingabegerät 
vom Anwender in der Hand gehalten wer-
den muss und dieses nicht steril ist. Ritter et 
al. [16] haben allerdings gezeigt, dass die 
Wiimote eingeschweißt werden kann und 
die Erkennung trotzdem gut genug funktio-
niert. 
5.2.4 Datenhandschuh 
Bei diesem Gerät ist die LQWXLWLYH%HGLHQXQJ 
in etwa wie bei anderen kamerabasierten 
Systemen, mit dem zusätzlichen Nachteil, 
dass der Anwender den Handschuh immer 
tragen und dieser zusätzlich auf den An-
wender kalibriert werden muss. 
Eine wirklich NRUUHNWH ,QWHUSUHWDWLRQ DOOHU
(LQJDEHQ kann der Datenhandschuh meist 
auch nicht bieten, allerdings befindet sich 
die Präzision etwa bei der gleichen Genau-
igkeit wie die Wiimote, da auch hier ein 
zusätzliches Gerät zur Kamera vorhanden 
ist. 
Eine VFKQHOOH,QWHJUDWLRQXQG(QWIHUQXQJ ist 
bedingt gegeben, da zwar die Positionierung 
der Kamera einfach zu bewerkstelligen ist, 
allerdings der Handschuh selbst kalibriert 
werden muss, was Zeit benötigt. 
Die 6WHULOLWlW ist sehr schwer umsetzbar, da 
der Datenhandschuh selbst nicht steril ist 
und nicht eingeschweißt werden kann, wie 
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die Wiimote. Eine sterile Haube kann auch 
nicht über den Datenhandschuh gezogen 
werden, da sonst die Erkennung nichtmehr 
funktionieren würde. Entsprechend kann der 
Datenhandschuh nicht für intraoperative 
Eingriffe verwendet werden, außer er wird 
aus Materialien gefertigt, die sterilisiert 
werden können. 
5.2.5 Phantom Omni 
Eine LQWXLWLYH %HGLHQXQJ ist gewährleistet, 
da der Anwender haptisch das Gerät in der 
Hand halten kann und die Ebene intuitiv 
verändern kann. 
Eine NRUUHNWH ,QWHUSUHWDWLRQDOOHU(LQJDEHQ 
kann erreicht werden, da durch die Mecha-
nik die Position sehr genau berechnet und 
übertragen werden kann. 
Eine VFKQHOOH ,QWHJUDWLRQ XQG (QWIHUQXQJ 
kann erfolgen, da nur ein Gerät angeschlos-
sen und für den Arzt zugänglich platziert 
werden muss und keine zusätzlichen Ein-
stellungen notwendig sind. 
Die 6WHULOLWlW ist nicht vom Gerät selbst 
gewährleistet, sodass eine Haube oder sterile 
Abdeckung notwendig ist. Diese muss 
entweder über das komplette Gerät gestülpt 
werden, was allerdings die Bewegungsfrei-
heit beeinflussen kann, oder nur über das 
Teilstück, welches der Arzt in der Hand 
hält. 
5.2.6 SpaceMouse 
Alle Anforderungen werden wie beim hapti-
schen Gerät Phantom Omni erfüllt, da auch 
die SpaceMouse ein haptisches Gerät ist und 
die gleichen Gegebenheiten aufweist. Ein 
Unterschied ist allerdings, dass der Anwen-
der die Maus einfach loslassen kann, wenn 
er seine Interaktion beendet hat. Beim Phan-
tom Omni hingegen muss er den Stift able-
gen oder in einer anderen Weise seine Akti-
on beenden. Der haptische Bewegungsraum 
hingegen ist bei der 3D-Maus deutlich klei-
ner. 
 
5.2.7 Fußschalter 
Bei diesem Gerät hängt die LQWXLWLYH%HGLH
QXQJ stark von den Schaltflächen ab und 
müsste mit den Anwendern evaluiert wer-
den. Allerdings ist klar, dass mindestens 
sechs Schaltflächen verfügbar sein müssen 
für die Veränderung der Translation in alle 
Raumrichtungen und gegebenenfalls weitere 
Schalter für die Rotation, falls dies zusätz-
lich gefordert ist. Je nach Aufbau des Geräts 
kann die Bedienung also mehr oder weniger 
intuitiv sein. 
Eine NRUUHNWH ,QWHUSUHWDWLRQDOOHU(LQJDEHQ 
wird möglich sein, da die Geräte medizini-
schen Standards gerecht werden und die 
Schalter so positioniert sein sollten, dass 
keine fehlerhafte Eingabe möglich ist und 
entsprechend kann das System auch alle 
Eingaben korrekt interpretieren. 
Eine VFKQHOOH,QWHJUDWLRQXQG(QWIHUQXQJ ist 
gewährleistet, da das Gerät über Funk 
kommuniziert und entsprechend zu jeder 
Zeit einfach weggelegt werden kann. Zudem 
muss das Gerät nicht eingerichtet werden, 
sondern kann einfach eingesteckt und ver-
wendet werden. 
Die 6WHULOLWlW ist sehr gut gewährleistet, da 
das Gerät bereits für medizinische Anwen-
dungen konzipiert wurde und entsprechend 
die Hygiene-Vorschriften einhält. 
5.2.8 Auswertung 
In der nachfolgenden Tabelle 2 werden die 
einzelnen 3D-Controller mit dem jeweiligen 
Erfüllungsgrad der Anforderungen zur 
besseren Übersicht dargestellt. Daraus lässt 
sich schließen, dass die kamerabasierten 
Systeme mit Microsoft Kinect und Leap 
Motion die besten Ergebnisse im Bereich 
Sterilität liefern, wohin gegen die beiden 
haptischen Geräte Phantom Omni und 
SpaceMouse die intuitive Bedienung und 
die korrekte Interpretation aller Eingaben 
bereitstellen.  Zudem wäre der Fußschalter 
mit einer entsprechenden Ausstattung ge-
eignet, sodass er auch die Anforderung der 
intuitiven Bedienung erfüllen kann. Ent-
sprechend lässt sich folgern, dass die beiden 
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haptischen Geräte und der Fußschalter für 
den Anwendungsfall in der interventionellen 
Radiologie zur Steuerung der Echtzeit-MRT 
geeignet sind. Die kamerabasierten Systeme 
Microsoft Kinect, Leap Motion und Wiimo-
te könnten trotz allem für andere Bereiche in 
der Medizin geeignet sein, wenn geringere 
Anforderungen an die Interpretation der 
Eingaben gefordert wird und der Anwender 
mehr Konzentration auf die Ausführung von 
Gesten aufwenden kann. Der Datenhand-
schuh wird in nächster Zukunft für medizi-
nische Anwendungen nicht verwendet wer-
den können, aufgrund der zeitaufwändigen 
Integration und schlechten Sterilisierbarkeit. 
6 Zusammenfassung und 
Ausblick 
Innerhalb dieser Arbeit wurde im Zusam-
menhang der interventionellen Radiologie 
zunächst auf bildgebende Verfahren einge-
gangen. Darauffolgend wurde die interven-
tionelle Bildgebung dargestellt und Studien 
in diesem Bereich vorgestellt. Im nächsten 
Schritt wurden gängige 3D-Controller be-
schrieben. Des Weiteren wurden Anforde-
rungen herausgearbeitet, die es bei der 
Auswahl eines 3D-Controllers zu beachten 
gilt. Diese wurden mit den Gegebenheiten 
der Geräte verglichen und abschließend 
ausgewertet. Dabei ergab sich, dass die 
beiden haptischen Geräte Phantom Omni 
und SpaceMouse und zudem der Fußschal-
ter am besten geeignet sind für die Steue-
rung von Echtzeit-MRTs. Die konkrete 
Entscheidung für ein Gerät muss allerdings 
in einer Nutzeranalyse zusammen mit Inter-
ventionalisten für die jeweilige Radiologie 
einer Klinik erfolgen. Des Weiteren müssen 
die 3D-Controller für die medizinische 
Nutzung zugelassen werden, da die Geräte 
ursprünglich für den Spielebereich entwi-
ckelt wurden. 
In zukünftigen Entwicklungen könnten die 
3D-Controller aber definitiv einen großen 
Mehrwert erzielen, da diese relativ einfach 
in ein bestehendes System integriert werden 
können. Insbesondere im Vergleich zu 
kompletten Systemen von MRT-Herstellern, 
die integrierte Steuergeräte liefern, wäre die 
Alternative mit 3D-Controllern deutlich 
kostengünstiger und mit weniger Aufwand 
verbunden.  
 
 
 
 
 
Tabelle 1: Übersicht Vergleich 3D-Controller,  
Legende: +++: sehr gut, ++: gut, +: eher gut, -: eher schlecht, --: schlecht, ---: sehr 
schlecht 
 Intuitive Bedie-
nung 
Korrekte In-
terpretation 
aller Eingaben 
Schnelle In-
tegration und 
Entfernung 
Sterilität 
Kinect -- -- ++ +++ 
Leap Motion -- -- ++ +++ 
Wiimote - + ++ + 
Datenhandschuh -- + --- --- 
Phantom Omni +++ +++ +++ + 
SpaceMouse +++ +++ +++ + 
Fußschalter + +++ +++ +++ 
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