The accuracy of the time information generated by clocks can be enhanced by allowing them to communicate with each other. Here we consider a basic scenario where a quantum clock receives a low-accuracy time signal as input and ask whether it can generate an output of higher accuracy. We propose protocols that, using a clock with a d-dimensional state space, achieve an accuracy enhancement by a factor d (in the limit of large d). If no feedback on the input signal is allowed, this enhancement is temporary. Conversely, with feedback, the accuracy enhancement can be retained for longer. The protocols may be used to synchronise clocks in a network and define a time scale that is more accurate than what can be achieved by non-interacting clocks.
I. INTRODUCTION
That progress in quantum technologies is commonly accompanied by progress in high-precision time-keeping, as witnessed again recently [1] [2] [3] , is not a coincidence. There are indeed fundamental reasons why the use of quantum phenomena enables more accurate time measurements than purely classical means [4, 5] . One of these reasons is of information-theoretic nature -a quantum clock with a d-dimensional state space can hold log 2 d qubits of information about time, whereas a corresponding classical clock only holds log 2 d classical bits. As shown in [6] , this makes a difference. A quantum clock can achieve an accuracy(almost) quadratic in d, whereas the accuracy of any classical clock is always bounded by d.
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From the viewpoint of information theory, it is natural to not only study clocks individually, but rather consider scenarios where multiple clocks can communicate with each other and hence exchange information about time. This is practically relevant, since networks of clocks are commonly used to define a time scale that is more reliable than what any individual clock could achieve. 2 Furthermore, it is known that the accuracy of frequency measurements can be enhanced with correlated quantum systems [4, 5] . In future networks of quantum clocks, this fact may be exploited to define a highly accurate global time scale [7] .
Here we study a basic task that a clock may carry out within such a communication scenario: the enhancement of time information (see Fig. 1 ). More precisely, we consider a setup where one clock, the Enhancing Clock (EC), receives information from another clock about what time it is. Combining this input with internal information, the EC is supposed to output more accurate information about what time it is. For this, it may also send feedback to the clock that generates the input. We note that, while this scenario merely involves two clocks, it serves as a building block for larger clock networks.
The concept of enhancing time information also plays a crucial role for operating individual high-precision clocks, such as atomic clocks [2, 3, 8] . In a caesium clock, for instance, one may regard the gas of caesium atoms as the EC, which receives an input, in the form of a microwave signal, from an electronic oscillator (e.g., a crystal oscillator), and also feedbacks to this oscillator. Radio clocks also fall into this scheme. They receive time signals sporadically (e.g., once an hour), which they use in combination with an internal quartz crystal to output a continuous time signal.
As already noted, the ability of clocks to generate accurate time information is related to their size, measured in terms of the dimension d of their state space -the larger d is, the more accurate the clock can be [6, 9] . Here we show that this is also the case for the task of enhancing time information. Specifically, we propose protocols which allow an EC of size d to enhance the accuracy of an input signal up to a factor of d. These protocols make use of quantum effects, allowing them to outperform basic classical protocols.
The remainder of this paper is structured as follows. Section II is devoted to the modelling of clocks and the question of how to operationally quantify their accuracy. In Section III we describe and analyse a basic protocol for accuracy enhancement by quantum clocks. We extend this protocol in Section IV to include feedback. We compare them in Section V with protocols that process input ticks without making use of quantum dynamics. Finally, in Section VI we describe how the protocols can be applied to designing highly accurate clocks and to establishing synchronization between clocks in a network.
II. QUANTIFYING ACCURACY
For our purposes, a clock is a quantum system that autonomously emits information about time. 3 We suppose that this time information comes in the form of ticks, which subdivide time into intervals [9] . For a perfectly accurate clock, the emitted ticks are perfectly regular, so that the intervals defined by them all have equal length. The accuracy of a clock can thus be quantified in terms of how much it deviates from this ideal.
Before proceeding with the definition of an accuracy measure, we point out the conceptual distinctions between this approach and the treatment of clocks in the context of metrology, which is common in the literature (see, for instance, Refs. [7, 10, 11] ). In quantum metrology, a clock is modelled as a system that oscillates at a frequency ω. One then considers the task of estimating ω, or more generally the difference between ω and the frequency of an external oscillator, by interrogating this system, i.e., one prepares it in a given state, lets it evolve, and then measures it. This interrogation is optimised to make the uncertainty in the estimate for ω as small as possible [4, 5] . Conversely, in this work we follow [6, 9, 12, 13] and regard a clock as an autonomous device that directly outputs information about what time it is, rather than a frequency. 4 Furthermore, time information is continuously emitted as the clock is running, rather than at the end of an interrogation.
To motivate the definition that follows for an accuracy measure operationally, we note that the ticks emitted by a clock can be used to time-tag events. The tick that 3 One may distinguish between two types of time keeping devices.
"Stopwatches" measure an interval of time determined by external events (e.g., when we press a button). Conversely, "reference clocks" autonomously generate a reference frame for time, i.e., they themselves trigger events (e.g., the ringing of a bell tower).
Here we are concerned with the latter. 4 Converting an estimate for the frequency ω of an oscillator into information about what time it is requires additional resources. Bounds on the accuracy of the former do hence not directly translate into bounds on the accuracy of the latter, nor vice versa.
is generated before all the others is taken as a starting point, and we therefore refer to it as the 0-th tick. If an event occurred before the j-th tick, we tag it with "j − 1", and if it occurs after, we tag it with "j". For a perfect clock, whose ticks occur at fixed times, this tagging is deterministic and, in this sense, unambiguous. This is no longer the case for an imperfect clock, where the exact emission time T j of the j-th tick can be random. Nevertheless, we may define a (1 − )-confidence interval C j of time for each tick j, demanding that C j contains T j except with a fixed probability > 0. Whenever an event lies either before or after the interval C j , the distinction between tag "j − 1" and "j" would still be unambiguous with confidence at least 1 − . Only events that occur within the interval C j would be more likely to be classified erroneously.
Following this idea, we may introduce a family of inaccuracy measures, Σ j ( ), parameterised by ∈ [0, 1] and j ∈ N. Roughly, Σ j can be interpreted as the fraction of events for which the time tag "j" may be ambiguous, i.e., events that lie within the interval C j , among all events that occur between the (j − 1)-th and the j-th tick.
Definition 1 (Inaccuracy). For any desired confidence level 1 − , the -inaccuracy of the j-th tick is defined as
where the infimum ranges over intervals C j with any width σ and centre µ that contain the time T j of the j-th tick with probability at least 1 − .
An important special case is that of an i.i.d. clock, where the time durations between ticks, i.e., the differences T j − T j−1 , are independent and identically distributed for all j ∈ N. Setting T 0 = 0, we then have P Tj −Tj−1 = P T1 for any j ∈ N. The behaviour of an i.i.d. clock is thus fully defined by the distribution of the first tick T 1 . We will therefore in the following often write T instead of T 1 , and analogously Σ( ) instead of Σ 1 ( ). For i.i.d. clocks, the distance between the confidence intervals of T j and T j−1 is of the order µ/j. The inaccuracy Σ( ) thus has the operational interpretation that when it becomes larger than 1, the confidence intervals of successive ticks begin to overlap, i.e., the confidence level of time-tagging has dropped below 1 − for all events.
For an i.i.d. clock one can use the Hoeffding inequality to obtain a bound on the -inaccuracy of its ticks. Suppose that the first tick lies in the interval
] with probability at least 1 − . Suppose furthermore that Σ( ) = σ1 µ1 ≤ 1. Then, for any n ∈ R + , Hoeffding's inequality implies that the probability that the j-th tick misses an appropriately centred interval C j of size σ j = n √ jσ 1 is at most
We thus have
Note that the confidence 1− j,n decreases monotonically. To obtain a bound that holds for a constant confidence 1 − , we need to know more about the tail of the distribution of T . For example, if it is sub-Gaussian (meaning that it has a tail that vanishes at least as fast as some Gaussian distribution), one can employ Hoeffding's inequality for sub-Gaussian random variables to obtain the inaccuracy bound [14, Theorem 2.6.2]
where c > 0 is a constant that depends only on the distribution of T , but not on j and . Many types of tick distributions, including, for instance, Gaussian distributions, triangle-shaped distributions, and square-shaped distributions are sub-Gaussian. Another example are situations where the distribution is a mixture of several perfect tick signals (i.e., delta functions) with slightly different frequencies. Eq. (4) holds for all these cases, and Σ j ( ) grows like √ j.
Our inaccuracy measure can be compared to another measure of clock accuracy considered in [6, 12] , which is defined as
, with E(T j ) and Var(T j ) being the mean and the standard deviation of T j , respectively. The latter is sensitive to the tail behavior of T j 's probability distribution, i.e., ticks that occur with small probability but deviate a lot from the mean. The value Σ j ( ) for fixed > 0 does hence not imply a bound on R j . Conversely, for any clock tick achieving accuracy R j in terms of the measure considered in [6, 12] , it is immediate from Chebyshev's inequality that it has an -inaccuracy
Furthermore, for i.i.d. clocks the accuracy measure satisfies R j = j · R 1 , so that we have
III. BASIC ACCURACY ENHANCING
Given an input clock signal, the goal of accuracy enhancement is to produce an output signal with as small inaccuracy as possible, using an enhancing clock (EC) as in Fig. 1 . To model the EC, we extend the concept of autonomous clocks developed in [9, 12, 13, 15] , which produce signals without an external time reference. An autonomous clock is characterized by two key ingredients: a finite-dimensional clock system (which can be either classical or quantum) that evolves continuously in time and a detector that constantly measures the clock system and produces ticks [6, 9] . In what follows, we will usually operate the clock as a reset clock as in [6] , i.e., it shall admit the same state, called the reset state, after each tick.
We assume that the EC is an autonomous quantum clock equipped with a switch that determines whether the detector is on or off. In the first case, the dynamics of the clock, D tick , corresponds to that of the autonomous clock as defined in [9] , i.e., the clock state is constantly measured and ticks can be produced. In the second case, the dynamics, D no−tick , corresponds to unitary evolution, i.e., the clock evolves periodically without any dissipation.
We now introduce a stability criterion for such an EC, or, more precisely, a family of ECs parameterised by their dimension d, indicated as EC d hereafter. The criterion will play a crucial role for the formulation of our main results. Suppose that the EC first evolves according to D no−tick and is then, at some time s, switched to D tick . Let Ψ s be the state of the clock at this time. We choose the reference for s such that Ψ 0 is the reset state and can thus assume without loss of generality that 
holds for any d and any s ∈ −
We stress that the stability criterion is defined only for ECs that evolve periodically under D no−tick , which means that the EC must be quantum to satisfy this criterion (see Section VI for more details). One can imagine that a clock satisfying this criterion has a "hand" moving on the dial. Eq. (7) then demands that the clock ticks if and only if the hand hits a detector located close to s = τ EC d /2, regardless of (a) how long the hand was evolving under D no−tick and (b) where the hand started, as long as it did not start too closely to the detector.
Note that the stability criterion is independent of the input signal and can thus be applied to any autonomous quantum clock. If a clock satisfies the criterion then, when it is initialised in state Ψ 0 , its inaccuracy Σ( ), for any > 0, is at mostΣ
for large enough d. The stability criterion is satisfied by Quasi-Ideal Clocks [6, 13] (see Lemma 2 in the Appendix for details). These are the most accurate autonomous clocks for which analytical upper bounds on the inaccuracy have been calculated [6, 13] . Specifically, a Quasi-Ideal Clock of dimension d achieves a first-tick inaccuracy of O(d −1+ν ) for any positive ν and for any confidence level 1 − < 1 in the limit of large d (see Lemma 2 in Appendix A).
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Now we are ready to introduce our first protocol, which enhances the accuracy of input signals without using feedback on the input signal. The protocol requires a quantum EC satisfying the stability criterion in Definition 2. When we write that the clock is set to (Ψ, D), we mean that the clock state is set to Ψ and the switch that controls the dynamics is set to D ∈ {D tick , D no−tick }.
Protocol 1 Accuracy enhancement without feedback by controlling the EC's switch. Wait for an EC tick.
3:
Produce an output tick and set the EC to (Ψ0, D no−tick ).
4:
Wait for an input tick.
5:
Set the EC's dynamics to D tick .
6: end loop
To gain some intuition, let us first consider an i.i.d. input signal with a given (1 − )-confidence interval C in of width σ in and centered at µ in . (Here and in the following, we will use superscripts "in", "out", or "EC d " to refer to quantities characterising the input, the output, or the EC, respectively.) Generally, speaking, the idea of the protocol is that the output ticks should lie in a (1 − 0 )-confidence interval C out whose mean should be approximately equal to the mean of the input signal, i.e., µ out ≈ µ in , whereas its width should scale like that of the enhancing clock, i.e. σ out ≈ σ EC d . Since, by Definition 2, σ EC d is small for large d, this results in a reduction of the inaccuracy.
To achieve this, we first select the period of the EC to be much smaller than that of the input signal, so that an output tick is always generated shortly after every input tick and thus µ out ≈ µ in . By its quantum nature, the EC evolves unitarily without any dissipation, until an input tick arrives. Next, by the stability criterion, the EC always ticks when its clock state hits the detector, regardless of the initial position (see Definition 2). Consequently, input ticks that arrive within the same period of the EC will trigger output ticks at almost the same time, up to a deviation that depends only on the EC. Fluctuations of the arrival time of the input tick will not affect the output ticks, and σ out ≈ σ EC d (see Fig. 2 (a) for an illustration). It follows that the output inaccuracy can be 5 An analogous statement for the accuracy measure R j has first been proved in [6] . The green dotted pikes correspond to ticks of the EC that are suppressed when it evolves unitarily. Part (b) shows the case where the width σ in of the confidence intervals of the input ticks is larger than the period of the EC. Input ticks may then arrive too early, causing output ticks to be produced earlier than they should.
in , for appropriately chosen 0 and .
However, the inaccuracy cannot be reduced arbitrarily by this method. Since the input tick is required to fall within the same period of the EC, the period τ EC d should not be smaller than σ in . Otherwise, a bad tick with large deviation may be produced (see Fig. 2(b) ). The probability for the output tick to lie in its confidence interval is at least the product of the probabilities that the input tick and the tick of the EC lie in their own confidence intervals, respectively, which means 0 > . Then one finds that the minimal inaccuracy of our protocol's output signal is approximately the product of the inaccuracies of the input signal and the EC, i.e.,
for 0 > and for large enough d. Here Σ in = σ in /µ in is the input inaccuracy andΣ EC d is the inaccuracy upper bound of the EC given by Eq. (8) .
In summary, we obtain the following statement, whose proof can be found in Appendix A. Theorem 1. Let the input clock be i.i.d. and such that Σ in ( ) < 2/3, and let the EC be such that the stability criterion holds. Then, for any 0 > , for j < 2/(3Σ in ( )), and for large enough d, the inaccuracy of the j-th output tick of Protocol 1 satisfies
The theorem provides a bound on the accuracy enhancement when using any quantum clock that satisfies the stability criterion as the EC. In particular, we can take the EC to be a Quasi-Ideal Clock, whose inaccuracy is nearly inversely proportional to d. This yields the following inaccuracy bound. Corollary 1. When the EC in Protocol 1 is taken to be a Quasi-Ideal Clock then, for any ν > 0 and for large enough d,
The main result of this section, stated as Theorem 1 and Corollary 1, is that Protocol 1 can reduce an input signal's inaccuracy almost by a factor equal to the dimension of the EC, given that the input signal is i.i.d. On the other hand, the right hand side terms of Eqs. (10) and (11) increase quadratically in j, implying that the output signal becomes inaccurate faster than i.i.d. signals [see Eq. (3)]. The tail probability grows linearly in j, like the input tick's tail probability before the accuracy enhancement [see Eq. (2)]. Note that the period of the EC in the protocol must be chosen in accordance to the confidence interval of the input signal (see Appendix A for details).
IV. ACCURACY ENHANCING WITH FEEDBACK
As discussed above, the accuracy of the output ticks produced by Protocol 1 drops after a certain time. It turns out that this problem can be remedied when feedback on the input clock is allowed. The role of the feedback is to reset the input clock to its initial configuration in each round of producing a tick.
For any input signal generated by an input clock, the following protocol uses an EC that satisfies the stability criterion in Definition 2 together with feedback on the input clock to produce more accurate output ticks. Wait for an EC tick.
4:
Produce an output tick, set the EC to (Ψ0, D no−tick ), and reset the input clock.
5:
6:
7: end loop
The working principle of this protocol is similar to that of the feedback-free protocol, and thus its performance is close to that of the feedback-free protocol in the short term. The long-term stability follows from the fact that the input clock is reset to its initial configuration in the last step of the protocol. At the same time, the EC also ticks and thus resets, as mentioned in Section IV. Therefore, the output ticks are i.i.d., and the inaccuracy of the j-th output tick increases linearly in √ j, as described by Eq. (3). To summarize, the performance of the feedback protocol is as good as the feedback-free protocol and becomes higher as more output ticks are triggered, achieving long-term stability. A more detailed analysis leads to the following result.
Theorem 2. Let the input clock be such that Σ in ( ) < 1, and let the EC be such that the stability criterion holds. Then, for any 0 > and for large enough d, the output ticks of Protocol 2 are i.i.d. with inaccuracy
The proof of Theorem 2 is provided in Appendix B. As before, the EC can be taken to be a Quasi-Ideal Clock, yielding the following inaccuracy bound.
Corollary 2. When the EC in Protocol 2 is taken to be a Quasi-Ideal Clock then, for any ν > 0 and for large enough d,
V. TICK-PROCESSING PROTOCOLS The protocols described above require an interactive control of the dynamics of the EC, which is switched between the two modes D no−tick and D tick depending on the input signal. One may ask whether this interactive switching is necessary for accuracy enhancement. In this section we consider alternative protocols that do not use such a switching of the dynamics. While we do not have a general bound, we present two natural protocols of this type and show that they achieve accuracy enhancement, although by a lower factor. For simplicity, we focus on the first output tick and drop the notation for .
The first of these protocols uses the EC simply as a ddimensional classical memory, whose content we denote Wait for an input tick, 3: if c = d − 1, then produce an output tick and reset the EC to the initial state c = 0;
4:
else c → c + 1.
5:
end if 6: end loop
The protocols basically just bunches together d ticks of the input signal to one output tick. When the input ticks are i.i.d., the output tick has an inaccuracy that is proportional to Σ in / √ d, because the time in between ticks is increased by a factor of d whereas the confidence interval grows by a factor of √ d. The output signal is then also i.i.d.
Compared to Protocol 1, the inaccuracy reduction of Protocol 3 is lower by a factor of √ d. Moreover, the former achieves a pure enhancement, in the sense that only the width of the tick's confidence interval is reduced. Conversely, Protocol 3 increases both the time between ticks and the width of the confidence interval. It thus does not conserve the frequency of the input signal, so that, depending on the application, the output signal may be less useful.
Finally, we consider another tick-processing protocol, which is capable of preserving the frequency of the input signal. Imagine that we are given an EC with confidence interval (µ Wait for an input tick.
3:
Wait for an EC tick.
4:
Produce an output tick.
5: end loop
The inaccuracy of this protocol can be evaluated as follows. If the input tick's confidence interval is narrower than the EC's period, the number of ignored ticks can be made a constant. Then the output's inaccuracy equals the inaccuracy of j ticks of the EC bunched together, where j ∝ µ in /µ EC d is the number of ignored ticks. Notice further that the output mean is close to the input mean. By Eq. (3), the output tick has inaccuracy
We may again use the Quasi-Ideal Clock for the EC, in which case the lower bound on the inaccuracy takes the form √ Σ in /d 1−ν . From this analysis, we can see that this protocol is also outperformed by the dynamics-switching protocol (Protocol 1), since it produces redundant internal clock ticks, and by bunching together these ticks one adds a factor proportional to µ in /µ EC d to the width of the confidence interval. In summary, both tick-processing protocols lose some accuracy compared to the dynamicsswitching protocol, which is made apparent in Table I . A numerical simulation, depicted in Fig. 3 , shows that the protocols of bunching ticks and the protocol of switching dynamics are both capable of achieving an enhancement, while the performance of the latter is clearly above that of the other two protocols. Finally, we remark that the same idea works with feedback, analogously to Protocol 2. 
Bunching EC ticks (4) of the input signal and the dimension d of the EC, which for concreteness we take to be the Quasi-Ideal Clock. The results hold for any ν > 0 and sufficiently large d, up to a multiplicative constant that depends on the chosen confidence level. The last column shows the relative frequency between the output and the input signal.
VI. DISCUSSION AND CONCLUSION
In this work, we proposed protocols for enhancing the accuracy of an input signal using an enhancing clock (EC). With an EC of dimension d, Protocols 1 and 2 achieve a reduction of the inaccuracy by a factor d. We stress that this result crucially depends on the quantum nature of the EC. In particular, it is necessary that the EC, when the detector responsible for its ticks is switched off, evolves unitarily, i.e., without any dissipation.
It is interesting to compare this to the case where the EC is classical (see [6] for the explicit definition of a classical clock). The evolution of a classical clock is most generally described by a continuous-time Markov chain. If it has a period of T for a state A, we can reduce the Markov chain to a two-dimensional space spanned by A andĀ (the other non-A states). A two-state continuoustime Markov chain has a transition matrix of the form P (t) = with non-negative α and β. A periodic behaviour, i.e., A P (T ) = A, can thus only occur if β = 1 and α = 0. In this case, P (t) = I, i.e., A is a stationary state that doesn't evolve at all. This shows that it is crucial that the EC is a quantum clock for Protocols 1 and 2 to work. Note also the Protocols 3 and 4, which do not require a quantum EC, have a strictly lower performance (see Table I ). Our protocols can be used as a subroutine of a highly accurate clock consisting of a macroscopic oscillator producing clock signals and a quantum system that further improves their accuracy. They may also be employed in a network setting to establish a common clock signal for multiple, and possible distant, nodes, which is crucial for various applications [16] [17] [18] [19] . Although each node may be equipped with a clock, these clocks suffer from random drifts as they produce more and more ticks without synchronization. Our accuracy enhancing protocols, especially the one without feedback, fit this task well.
The task considered in this work can be regarded as signal processing [20] , where an input signal is processed by a special-purpose system. The difference between the particular task of clock signal processing as considered here and general signal processing is that, in the former, no time reference other than the input signal is available. Common operations in signal processing, like time shifts, are therefore prohibited, which makes the task harder. Our work represents a first concrete step towards a theory of time signal processing by harnessing quantum mechanics.
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A quantum clock with a switch
An autonomous clock [6, 9, 12, 13, 15] is identified by a tuple ρ C , {M C→CT δ } δ , where ρ C is the clock state and {M 
)
∆/δ = I C . As its name suggests, an autonomous clock produces ticks without any additional input signal as reference. An example of autonomous clocks that will be useful in our work is the Quasi-Ideal Clock, and more details of the autonomous clock model can be found in [6] .
To make use of the input signal available in our setting, we need to extend the model of autonomous clocks. For this purpose, we introduce the structure of a quantum clock with a switch, which serves as a key ingredient of our protocol. For a switch-controlled clock, the state space can be factorized as H C = H B ⊗ H, and the corresponding clock state is of the form b ⊗ ρ, where ρ is the clock state of an autonomous clock and b ∈ {|0 0|, |1 1|} is a control bit. The dynamics map M C→CT δ is of the control form
where D no−tick,δ is infinitesimal form of the clock's unitary dynamics: D no−tick,δ (ρ) = (ρ − iδ[H, ρ]) ⊗ |0 0| with H being the Hamiltonian on H, and D tick,δ is the dynamics of an autonomous clock. From the above description we can see that the tick production is switched off and the clock evolves unitarily if the control bit is zero while the tick production is switched on and the clock runs in the same pattern as the autonomous clock if the control bit is one. We denote by τ EC d the period of the unitary dynamics of this autonomous clock and by Ψ s its initial state with
. By definition, if the state starts in Ψ s and evolves unitarily for τ EC d it will end up in the original state Ψ s . In an autonomous clock, the clock starts with its state in the initial state Ψ 0 . The time it takes to tick is a random variable, denoted here as T
EC d s
. When the clock has high enough dimension, T EC d s is close to τ EC d /2 with high probability. After producing a tick, the clock will be reset to its original state Ψ 0 [6] .
In the setting of our protocol there are input ticks that offer additional time reference to the clock. An input tick will trigger an operation on the control bit. In general, this operation could be any quantum channel C b→b . In this work, we only consider simple logic operations, which will switch on/off the production of the autonomous clock's ticks. For instance, in our protocols, an input tick aways triggers the detector to be on, which corresponds to be operation b → 1 for b ∈ {0, 1}. Notice that the implementation time of these operations is assumed to be zero (which is otherwise arbitrary).
Conventions and notions
For a fixed > 0, we consider an input signal with i.i.d. input ticks and a confidence interval
We denote by Σ in ( ) := σ in ( )/µ in ( ) its inaccuracy. For conciseness, we shall abbreviate Σ in ( ) to Σ in (and similarly for other -dependent quantities) when there is no risk of confusion.
Before going into the proof, it is convenient to define a couple of variables that we are going to encounter frequently. We denote by t out i the time when the i-th tick of the output signal is produced, and by t in i the time when the first input tick after the (i − 1)-th output tick arrives. Notice that, by this definition, t in i − t in i−1 is no longer i.i.d. since there may be multiple input ticks in between. In particular, we define t in 0 as the time of arrival for the 0-th input tick. The purpose of this definition is that there may be multiple input ticks that arrive in between two consecutive output ticks but only the first one of them triggers a non-trivial operation on the clock. The time between i-th input tick and (i − 1)-th input tick is a random variable, denoted as T in i . For convenience of analysis, we choose τ EC d so that
with m ∈ N * . The choice of m will affect the performance of the protocol and will be discussed later. For readers' convenience, notations that appear frequently in the next subsection are listed in Table II 
Confidence intervals of the output ticks
From this subsection, we start to bound the accuracy of the first j ∈ N * ticks, which requires us to determine a confidence interval of the random variable t (i ≤ j), fall within narrow confidence intervals around their expectations with large probability. In this case, the output ticks are generated as expected. In the case where either an input tick or an output tick falls outside its respective confidence interval, the output ticks may be triggered too early or too late, resulting in a large error. This idea is made precise by the following lemma: Lemma 1. Assume for convenience t in 0 = 0, which is otherwise arbitrary. For j ∈ N * such that
the probability that t
holds for every i ≤ j is at least 1 − out j , where the confidence intervals for the input tick and the output tick are defined as
and
Here a · (b, c) + d is a shorthand for (ab + d, ac + d). The tail probability of the output confidence interval is bounded as
where is the tail probability of the input ticks and EC d is the tail probability of the quantum clock that vanishes as d → ∞.
It is straightforward to check that the conditions (A3) and (A4) guarantee that all the confidence intervals have no intersection and are temporally ordered. If all input and output ticks are in their own confidence intervals, proper causal order among them will be ensured, i.e.
From Eq. (A6) we can see that the width of an output tick's confidence interval is σ EC d , which is a quantity dependent on the quantum clock and independent of the input tick. This feature is key to the accuracy enhancement, which is a result of the stability criterion. Proof of Lemma 1. Applying the chain rule, we can express the probability that all ticks are in their confidence intervals as
First we bound the probability for t in i to be in its confidence interval given that all previous ticks are within their confidence intervals. Notice that t and
(A3) and Eq. (A4)], if the time it takes this tick to arrive is
, then it is clear that this tick will be the first input tick after t out i−1 . In formula, this argument reads
Now we bound the probability for t out i to be in their confidence intervals, conditioned on all the previous ticks are in their confidence intervals. Define
] to be so that the clock state is Ψ si at t in i . Intuitively, it is the location of the clock's "hand" at time t in i . Since the clock is in the initial state Ψ 0 at time t out i−1 , we obtain the following relation
where m i ∈ N is the number of periods that the clock has been evolving unitarily. Notice that when t 
Since 
Next, we denote by T 
Noticing that the stability criterion is guaranteed by Eq. (A14), we can apply the stability criterion to T
Since
Finally, substituting Eq. (A10) and Eq. (A17) into Eq. (A9), we have
where
Remark 1. Eq. (A4) puts a limit on how small we can set τ EC d to be. When the clock system has large dimension, the term σ EC d is very small and Eq. (A4) becomes
Therefore, the protocol cannot run forever with small error, since the above constraint is always going to be violated when j is large enough. To address this issue, one can choose to reset the output signal every once in a while.
Accuracy of the output signal
In this subsection, we evaluate the accuracy of the output signal using Lemma 1. First, we emphasize that Eq. (A4) in Lemma 1 holds at least for j = 1 when the input signal satisfies the condition (A2), as we have τ Now we show a lower bound of the output accuracy. It is straightforward from Eq. (A6) that there exists a confidence interval of the j-th output tick with center and width
which has a tail probability out j given by Eq. (A7). Therefore, the output accuracy can be evaluated as
Notice that for large enough d Eq. (A4) becomes j · σ in < τ 
Then the ratio between σ in ( ) and τ EC d /2 can be bounded as . Substituting it into Eq. (A21), we get the bound (10) .
For the Quasi-Ideal Clock, the inaccuracy is at mostΣ
, which is an immediate consequence of the following lemma (see Appendix C for its proof):
for some m 1 ∈ N. Under the condition t 
We can then apply Lemma 2, which yields that
with probability 1 − EC d . Here T 
which means that Eq. (B9) implies t (B12)
and out ≤ + EC d as desired.
In this subsection, we evaluate the accuracy of the output signal using Lemma 3. First, we emphasis that Eq. (B2) in Lemma 3 holds since σ in ( ) < µ in ( ) by assumption and σ EC d vanishes as d → ∞ by the stability criterion. Then we show a lower bound of the output accuracy. It is straightforward from Eq. (B4) that there exists a confidence interval of the output tick with center µ in ( ) + τ EC d /2 and width σ EC d which has a tail probability out . Therefore, the output inaccuracy can be evaluated as
Choose m in Eq. (B1) as large as possible so that Eq. (B2) "barely holds", in the sense that
Then the ratio between σ in and τ EC d /2 can be bounded as
Substituting it into Eq. (B14), we get the bound (12) . For the Quasi-Ideal Clock, the inaccuracy is at mostΣ Define ρ s (t) := |ψ t s ψ t | s where |ψ t s := e −itH−tδV d |Ψ s is the unnormalized clock state. Here |Ψ s is the initial state of the non-unitary evolution, H is the Hamiltonian,V d is a real operator corresponds to the interaction potential that generates output ticks, and δ > 0 is the interaction strength. Note that the real part of the exponent causes the norm of the state to decrease so that the state is not normalized. The advantage of using this notation is that Tr [ρ s (t)] equals the probability that the clock evolves for time t without producing any tick [6] .
