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Abstract
The hull of linear codes have promising utilization in coding theory and quantum coding
theory. In this paper, we study the hull of generalized Reed-Solomon codes and extended
generalized Reed-Solomon codes over finite fields with respect to the Euclidean inner product.
Several infinite families of MDS codes with arbitrary dimensional hull are presented. As an
application, using these MDS codes with arbitrary dimensional hull, we construct several new
infinite families of entanglement-assisted quantum error-correcting codes with flexible param-
eters.
Keywods: Hull, generalized Reed-Solomon code, MDS code, Entanglement-assisted quan-
tum error-correcting code (EAQECC)
1 Introduction
Let q be a power of a prime and Fq denote the finite field with q elements. An [n, k, d] linear code
over Fq is a k-dimensional subspace of Fnq with minimum Hamming distance d. Let Fnq stand for
the vector space with dimension n over Fq. Maximum distance separable (MDS) codes are optimal
in the sense that no code of length n with K codewords has a larger minimum distance than that
of a MDS code with length n and size K. Mathematically, an [n, k, d] code C is called a MDS code
if n = k + d − 1. For any two vectors x = (x1, x2, · · · , xn)t and y = (y1, y2, · · · , yn)t of Fnq , their
Euclidean inner product is defined as
x · y =
n∑
i=1
xiyi.
The dual of the code C is defined by the set
C⊥ = {x ∈ Fnq : x · y = 0 for all y ∈ C}.
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The hull of C is the code C ∩ C⊥, denoted by Hull(C), in the terminology that was introduced
in [1]. If Hull(C) = {0}, then the linear code C is termed a linear complementary dual (LCD)
code. Recently, the study of LCD codes has attracted much attention due to their applications in
orthogonal direct sum masking (ODSM), protecting against side-channel attacks (SCAs) and fault
injection attacks (FIAs). The existence question about MDS codes with complementary duals over
Fq has been completely addressed in [4] and [11] for q = 2 and q > 3, respectively.
The test of the permutation equivalence of two codes and the determination of the automorphism
group of a linear code are interesting problems in coding theory [14, 17]. Some algorithms for
these computations have been provided in [15, 16, 20, 21]. The complexity of these algorithms is
determined by the dimension of the hull of codes. Consequently, the study of the dimension and
properties of hull of codes is useful for these computations. In [19], Sendrier established the number
of distinct q-ary linear codes of length n with a given dimensional hull. Skersys [22] discussed the
average dimension of the hull of cyclic codes. Recently, Sangwisut et al. [23] have studied the hull
of cyclic and negacyclic codes over finite fields.
In quantum information, the existence of quantum error correcting codes (QECCs) was one of
the most important discoveries in 1995. Afterwards, Calderbank, Shor and Steane [6, 24] provided a
method for constructing QECCs (namely, the CSS construction), which establishes the connections
between quantum stabilizer codes and classical linear codes. In the CSS construction for quantum
codes, the classical linear codes need to be dual-containing, otherwise the resulting “stabilizer”
group is not commuting, and thus has no code space. In other words, one can not construct a
quantum code by a classical linear code that is not dual-containing. In order to avoid this problem,
Hsieh et al. [3] introduced a simple and fundamental class of quantum codes called entanglement-
assisted quantum error correcting codes (EAQECCs). By relaxing the duality condition and using
pre-shared entanglement between the sender and receiver, one can construct quantum codes from
any classical linear codes. However, in general, the determination of the number of shared pairs
that required to construct an EAQECC is not a easy thing. Guenda et al. [10] proved that this
number can be evaluated by the dimension of the hull of classical linear codes. More precisely,
given a classical linear code with the determined dimensional hull, one can obtain an EAQECC.
For more details on EAQECCs, we refer the reader to [8]. Therefore, the study of hull of linear
codes is significant.
The purpose of this paper is to construct linear codes from generalized Reed-Solomon (GRS)
codes or extended generalized Reed-Solomon codes and determine their hull. Inspired by the idea
of [5], we propose several constructions of MDS codes with arbitrary dimensional hull. Furthermore,
by using these MDS codes with arbitrary dimensional hull, we obtain several new infinite families
of MDS EAQECCs.
This paper is organized as follows. In Section 2, we briefly recall some definitions and results
about GRS codes and extended GRS codes. In Section 3, we present our constructions of MDS
codes with arbitrary dimensional hull. In Section 4, we propose several families of MDS EAQECCs.
In Section 5, we make a conclusion.
2 Preliminaries
In this section, we briefly recall some definitions and results about generalized Reed-Solomon
codes, which will be employed in our discussion.
Let q be a prime power and Fq denote the finite field with q elements. We write F∗q = Fq \ {0}.
Assume that α1, α2, · · · , αn are n distinct elements of Fq, where 1 < n ≤ q. For n nonzero
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fixed elements v1, v2, · · · , vn of Fq (vi may not be distinct), the GRS code associated with a =
(α1, α2, · · · , αn) and v = (v1, v2, · · · , vn) is defined as follows:
GRSk(a,v) = {(v1f(α1), v2f(α2), · · · , vnf(αn)) : f(x) ∈ Fq[x],deg(f(x)) ≤ k − 1}. (1)
A generator matrix of GRSk(a,v) is given by
G =

v1 v2 · · · vn
v1α1 v2α2 · · · vnαn
v1α
2
1 v2α
2
2 · · · vnα2n
...
...
. . .
...
v1α
k−1
1 v2α
k−1
2 · · · vnαk−1n
 .
It is well known that the code GRSk(a,v) is a q-ary [n, k, n− k+ 1]-MDS code [12, Th. 9.1.4] and
the dual of a GRS code is again a GRS code. More specifically,
GRSk(a,v)
⊥ = GRSn−k(a,v′)
for some v′ = (v′1, v′2, · · · , v′n) such that v′i 6= 0 for any 1 ≤ i ≤ n.
It is obvious that GRS codes exist for any length n ≤ q and any dimension k ≤ n. GRS codes
of length q can be extended to the extended generalized Reed-Solomon codes with length q + 1.
Precisely speaking, the extended GRS code of length q+1 associated with a = (α1, α2, · · · , αq) and
v = (v1, v2, · · · , vq) is defined by
GRSk(a,v,∞) = {(v1f(α1), v2f(α2), · · · , vqf(αq), fk−1) : f(x) ∈ Fq[x],deg(f(x)) ≤ k − 1}, (2)
where Fq = {α1, α2, · · · , αq}, vi 6= 0 for all 1 ≤ i ≤ q and fk−1 is the coefficient of xk−1 in f(x). The
extended GRS codes preserve the MDS property and GRSk(a,v,∞) is a q-ary [q + 1, k, q − k + 2]
MDS code [12]. A generator matrix of GRSk(a,v,∞) is
G =

v1 v2 · · · vn 0
v1α1 v2α2 · · · vnαn 0
v1α
2
1 v2α
2
2 · · · vnα2n 0
...
...
. . .
...
...
v1α
k−1
1 v2α
k−1
2 · · · vnαk−1n 1
 .
In order to determine the hull of a GRS code, we need the following two lemmas.
Lemma 2.1. [5] Assume that GRSk(a,v) defined by (1) is the GRS code associated with a and v.
For a codeword c = (v1f(α1), v2f(α2), · · · , vnf(αn)) of GRSk(a,v), c is contained in GRSk(a,v)⊥
if and only if there is a polynomial g(x) ∈ Fq[x] with deg(g(x)) ≤ n− k − 1 such that
(v21f(α1), v
2
2f(α2), · · · , v2nf(αn)) = (u1g(α1), u2g(α2), · · · , ung(αn)),
where ui =
∏
1≤j≤n,j 6=i(αi − αj)−1 for 1 ≤ i ≤ n.
Lemma 2.2. [5] Assume that GRSk(a,v,∞) defined by (2) is the extended GRS code relative to a
and v. For a codeword c = (v1f(α1), v2f(α2), · · · , vqf(αq), fk−1) of GRSk(a,v,∞), c is contained
in GRSk(a,v, ,∞)⊥ if and only if there is a polynomial g(x) ∈ Fq[x] with deg(g(x)) ≤ q − k such
that
(v21f(α1), v
2
2f(α2), · · · , v2qf(αq), fk−1) = (g(α1), g(α2), · · · , g(αn), gq−k),
where gq−k stands for the coefficient of xq−k of g(x).
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3 Constructions of MDS codes with arbitrary dimensional
hull
In this section, utilizing generalized Reed-Solomon codes, we provide several constructions of
MDS codes with arbitrary dimensional hull. As pointed out in the first section, the existence
question about MDS codes with complementary duals over Fq has been completely addressed in
[4] and [11]. Here we only consider the case that the dimension of hull is greater than 0. By the
definition of GRS codes, without loss of generality, we always restrict ourself to k-dimensional codes
of length n with 1 < k ≤ bn/2c in the sequel.
We first construct MDS codes with arbitrary dimensional hull over a finite field of even charac-
teristic.
Theorem 3.1. Let m > 1 be an integer and q = 2m. If 1 < n ≤ q, then there exists a binary [n, k]
MDS code with l-dimensional hull for any 1 ≤ l ≤ k.
Proof. We first show the existence of MDS codes with l-dimensional hull for any 1 ≤ l ≤ k − 1.
Suppose that α1, α2, · · · , αn are n distinct elements of Fq, where 1 < n ≤ q. Put ui =∏
1≤j≤n,j 6=i(αi − αj)−1 for 1 ≤ i ≤ n. By the Frobenius transform of Fq, for each ui, there
exists a unique element vi of Fq such that v2i = ui, where 1 ≤ i ≤ n. Let a 6= 1 ∈ F∗q and s be an
integer with 1 ≤ s ≤ k − 1. Take a = (α1, α2, · · · , αn) and v = (av1, av2, · · · , avs, vs+1, · · · , vn).
Then we obtain a q-ary GRS code GRSk(a,v) of length n associated with a and v as follows
GRSk(a,v) = {(av1f(α1), · · · , avsf(αs), vs+1f(αs+1), · · · , vnf(αn)) : f(x) ∈ Fq[x],deg(f(x)) ≤ k−1}.
Assume that
(av1f(α1), · · · , avsf(αs), vs+1f(αs+1), · · · , vnf(αn))
is an arbitrary element of GRSk(a,v) ∩ GRSk(a,v)⊥. It follows from Lemma 2.1 that there is a
polynomial g(x) ∈ Fq[x] with deg(g(x)) ≤ n− k − 1 such that
(a2v21f(α1), · · · , a2v2sf(α2), v2s+1f(αs+1), · · · , v2nf(αn)) = (u1g(α1), u2g(α2), · · · , ung(αn)).
Note that v2i = ui for any 1 ≤ i ≤ n. Hence,
(a2u1f(α1), · · · , a2usf(α2), us+1f(αs+1), · · · , unf(αn)) = (u1g(α1), u2g(α2), · · · , ung(αn)). (3)
The last n − s coordinates of (3) imply that f(αi) = g(αi) for s < i ≤ n. Due to k ≤ bn/2c, we
get that deg(f(x)) ≤ k − 1 ≤ n − k − 1 and deg(g(x)) ≤ n − k − 1. Since 1 ≤ s ≤ k − 1, we have
f(x) = g(x) for any x ∈ Fq. Considering the first s coordinates of (3), we deduce that
a2uif(αi) = a
2uig(αi) = uig(αi),
for any 1 ≤ i ≤ s. It follows from a 6= 1 that g(αi) = 0. Precisely speaking, g(x) has at least s
distinct roots. Observe that deg(g(x)) ≤ k − 1 which implies that
g(x) = h(x)
s∏
i=1
(x− αi), h(x) ∈ Fq[x], deg(h(x)) ≤ k − 1− s.
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For any g(x) ∈ Fq[x] of the form g(x) = h(x)
∏s
i=1(x − αi), where deg(h(x)) ≤ k − 1 − s, there
exists a f(x) = g(x) = h(x)
∏s
i=1(x− αi) such that
(a2v21f(α1), · · · , a2v2sf(α2), v2s+1f(αs+1), · · · , v2nf(αn)) = (u1g(α1), u2g(α2), · · · , ung(αn)),
which implies that
(av1f(α1), · · · , avsf(αs), vs+1f(αs+1), · · · , vnf(αn)) ∈ GRSk(a,v) ∩GRSk(a,v)⊥.
Therefore, the dimension of Hull(GRSk(a,v)) is k − s.
Next, we prove that there is a binary [n, k] MDS code with k-dimensional hull. Let the symbols
be the same as above. Take a = (α1, α2, · · · , αn) and v = (v1, v2, · · · , vn). Consider the GRS code
GRSk(a,v) of length n as follows
GRSk(a,v) = {(v1f(α1), · · · , vnf(αn)) : f(x) ∈ Fq[x],deg(f(x)) ≤ k − 1}.
By the method analogous to that used above, we can verify that dim(Hull(GRSk(a,v))) = k.
Using the extended GRS codes, we construct MDS codes of length q+1 with variable dimensional
hull.
Theorem 3.2. Let q > 3 be an odd prime power. Then there exists a q-ary [q + 1, k] MDS code
with l-dimensional hull for any 1 ≤ l ≤ k − 1 and there exists a q-ary [q + 1, (q + 1)/2] MDS code
with l-dimensional hull for any 1 ≤ l ≤ (q + 1)/2.
Proof. Let Fq = {α1, α2, · · · , αq} and s an integer with s ≥ 1. Assume that a = (α1, α2, · · · , αq)
and v = (v1, v2, · · · , vs, 1, · · · , 1), where vi ∈ F∗q and v2i 6= 1 for any 1 ≤ i ≤ s. Then we can obtain
the q-ary extended GRS code GRSk(a,v,∞) of length q + 1 associated with a and v as follows
GRSk(a,v,∞) = {(v1f(α1), · · · , vsf(αs), f(αs+1), · · · , f(αq), fk−1) : f(x) ∈ Fq[x],deg(f(x)) ≤ k−1},
where fk−1 is the coefficient of xk−1 in f(x). Suppose that
(v1f(α1), · · · , vsf(αs), f(αs+1), · · · , f(αq), fk−1)
is an arbitrary element of GRSk(a,v,∞)∩GRSk(a,v,∞)⊥. It follows from Lemma 2.2 that there
exists a polynomial g(x) ∈ Fq[x] with deg(g(x)) ≤ q − k such that
(v21f(α1), · · · , v2sf(αs), f(αs+1), · · · , f(αq), fk−1) = (g(α1), · · · , g(αq), gq−k), (4)
where gq−k stands for the coefficient of xq−k of g(x). We divide the rest of the proof into three
cases.
Case 1): 1 < k < q+12 and s ≤ k − 2. From the q + 1 − s last coordinates of (4), we have
that f(αi) = g(αi) for all s < i ≤ q and fk−1 = gq−k. Note that deg(f(x)) ≤ k − 1 < q − k,
deg(g(x)) ≤ q − k and q − s ≥ q − k + 2. Since f(x) = g(x) has at least q − s distinct roots,
f(x) = g(x) for any x ∈ Fq. It follows from fk−1 = gq−k that fk−1 = 0; otherwise we would have
k = q+12 , which leads a contradiction. Hence, deg(g(x)) ≤ k−2. According to the first s coordinates
of (4), we deduce that
v2i f(αi) = v
2
i g(αi) = g(αi)
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for 1 ≤ i ≤ s. Due to v2i 6= 1, we get that g(αi) = 0 for any 1 ≤ i ≤ s. In other words, g(x) has at
least s distinct roots. Since f(x) = g(x) and deg(g(x)) ≤ k − 2, we obtain
g(x) = h(x)
s∏
i=1
(x− αi), h(x) ∈ Fq[x], deg(h(x)) ≤ k − 2− s.
For any g(x) ∈ Fq[x] of the form g(x) = h(x)
∏s
i=1(x − αi), where deg(h(x)) ≤ k − 2 − s, there
exists a f(x) = g(x) = h(x)
∏s
i=1(x− αi) such that
(v21f(α1), · · · , v2sf(αs), f(αs+1), · · · , f(αq), fk−1) = (g(α1), · · · , g(αq), gq−k)
which implies that
(v1f(α1), · · · , vsf(αs), f(αs+1), · · · , f(αq), fk−1) ∈ GRSk(a,v,∞) ∩GRSk(a,v,∞)⊥.
Therefore, dim(Hull(GRSk(a,v,∞))) = k − 1− s.
Case 2): k = q+12 and s ≤ k − 1. Equation (4) yields fk−1 = gq−k. Hence, one has deg(f(x) −
g(x)) ≤ k − 2. Using the same argument as in the proof of Case 1, we can easily carry out
dim(Hull(GRSk(a,v,∞))) = k − s.
Case 3): Let the symbols be the same as above. Take a = (α1, α2, · · · , αq) and v = (1, 1, · · · , 1).
Consider the extended GRS code GRSk(a,v,∞) of length n as follows
GRSk(a,v,∞) = {(f(α1), · · · , f(αq), fk−1) : f(x) ∈ Fq[x],deg(f(x)) ≤ k − 1},
By the method analogous to that used in Case 1 and Case 2, we can verify that
dim(Hull(GRSk(a,v,∞))) = k − 1, dim(Hull(GRSk(a,v,∞))) = k,
respectively.
Proceeding as in the proof of Case 1 of Theorem 3.2, we have the following result over a finite
field of even characteristic. Here, we omit the proof of Theorem 3.3.
Theorem 3.3. Let q = 2m, where m > 1 is an integer. Then there exists a q-ary [q + 1, k] MDS
code with l-dimensional hull for any 1 ≤ l ≤ k − 1.
In the following, we consider GRS codes over a finite field with odd characteristic. By taking
the set {α1, α2, · · · , αn} defined by (1) as an multiplicative subgroup of F∗q , we obtain the following
GRS codes with variable dimensional hull.
Theorem 3.4. Let q > 3 be an odd prime power. If n > 1 with n|(q− 1), then there exists a q-ary
[n, k] MDS code with l-dimensional hull for any 1 ≤ l ≤ k − 1.
Proof. Since n > 1 and n|(q − 1), there exists an multiplicative subgroup G of F∗q of order n.
Let α be a generator of G and s an integer with 1 ≤ s ≤ k − 2. Put a = (α, α2, · · · , αn) and
v = (v1, v2, · · · , vs, 1, · · · , 1), where vi ∈ F∗q and v2i 6= 1 for any 1 ≤ i ≤ s. Consider the q-ary GRS
code C of length n associated with a and v as follows
C = {(v1f(α), · · · , vsf(αs), f(αs+1), · · · , f(αn)) : f(x) ∈ Fq[x],deg(f(x)) ≤ k − 1}.
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Let (v1f(α), · · · , vsf(αs), f(αs+1), · · · , f(αn)) ∈ C ∩ C⊥. By Lemma 2.1, there is a polynomial
g(x) ∈ Fq[x] with deg(g(x)) ≤ n− k − 1 such that
(v21f(α), · · · , v2sf(αs), f(αs+1), · · · , f(αn)) = (u1g(α), u2g(α2), · · · , ung(αn)), (5)
where ui =
∏
1≤j≤n,j 6=i(α
i − αj)−1 for 1 ≤ i ≤ n. It is easy to see that
ui =
∏
1≤j≤n,j 6=i
(αi − αj)−1 = (αi(n−1))−1
∏
1≤j≤n,j 6=i
(1− αj−i)−1 = αi
∏
1≤j≤n−1
(1− αj)−1.
Note that
∏
1≤j≤n−1(x − αj) = x
n−1
x−1 = 1 + x + · · · + xn−1. Then we obtain ui = αin−1 due to
gcd(n, q) = 1.
The last n − s coordinates of (5) give f(αi) = αin−1g(αi) for s < i ≤ n. Thanks to k ≤ bn/2c,
we have that deg(f(x)) ≤ k − 1 ≤ n − k − 1 and deg(g(x)) ≤ n − k − 1. Since 1 ≤ s ≤ k − 2, we
obtain f(x) = n−1xg(x) for any x ∈ Fq. From the first s coordinates of (5), we derive that
v2i f(α
i) = v2i n
−1αig(αi) = n−1αig(αi),
for any 1 ≤ i ≤ s. It follows from v2i 6= 1 that g(αi) = 0 for any 1 ≤ i ≤ s. In other words, g(x) has
at least s distinct roots. Since f(x) = n−1xg(x) and deg(f(x)) ≤ k − 1, we get deg(g(x)) ≤ k − 2
and
g(x) = h(x)
s∏
i=1
(x− αi), h(x) ∈ Fq[x], deg(h(x)) ≤ k − 2− s.
Therefore, dim(Hull(C)) = k − 1− s.
Below, we show that there exists the MDS code C with dim(Hull(C)) = k − 1. Let the symbols
be the same as above. Take a = (α, α2, · · · , αn) and v = (1, 1, · · · , 1). Consider the GRS code
GRSk(a,v) of length n as follows
GRSk(a,v) = {(f(α), · · · , f(αn)) : f(x) ∈ Fq[x],deg(f(x)) ≤ k − 1}.
Similarly, we can verify that dim(Hull(C)) = k − 1.
Adding the zero element into the multiplicative subgroup G defined in Theorem 3.4, a q-ary
[n+ 1, k] GRS code is given as follows.
Theorem 3.5. Let q > 3 be an odd prime power. Assume that n > 1 with n|(q − 1). If −n is a
square of Fq, then there exists a q-ary [n+1, k] MDS code with l-dimensional hull for any 1 ≤ l ≤ k.
Proof. Note that n > 1 and n|(q − 1). Clearly, there exists an multiplicative subgroup G of F∗q of
order n. Let α be a generator of G and s an integer with 1 ≤ s ≤ k−1. Since gcd(n, q) = 1 and −n
is a square of Fq, there exists an nonzero element a such that a2 = −n−1. Let a = (α, α2, · · · , αn, 0)
and v = (av1, av2, · · · , avs, a, · · · , a, 1), where vi ∈ F∗q and v2i 6= 1 for any 1 ≤ i ≤ s. Consider the
q-ary GRS code C of length n associated with a and v as follows
C = {(av1f(α), · · · , avsf(αs), af(αs+1), · · · , af(αn), f(0)) : f(x) ∈ Fq[x],deg(f(x)) ≤ k − 1}.
Let (av1f(α), · · · , avsf(αs), af(αs+1), · · · , af(αn), f(0)) be an arbitrary element of C ∩ C⊥. Using
Lemma 2.1, there is a polynomial g(x) ∈ Fq[x] with deg(g(x)) ≤ n− k such that
(−n−1v21f(α), · · · ,−n−1v2sf(αs),−n−1f(αs+1), · · · ,−n−1f(αn), f(0))
= (u1g(α), u2g(α
2), · · · , ung(αn), un+1g(0)), (6)
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where ui = α−i
∏
1≤j≤n,j 6=i(α
i − αj)−1 for 1 ≤ i ≤ n and un+1 =
∏n
j=1(0− αj)−1. From the proof
of Theorem 3.4, we have ui = n−1 for 1 ≤ i ≤ n. It is easy to check that un+1 = −1.
It follows from the last n + 1 − s coordinates of (6) that f(0) = −g(0) and f(αi) = −g(αi) for
s < i ≤ n, i.e., f(x) = −g(x) has at least n − s + 1 distinct roots. Now that 1 ≤ s ≤ k − 1,
deg(f(x)) ≤ k− 1 ≤ n− k− 1 and deg(g(x)) ≤ n− k− 1. Hence, f(x) = −g(x) for any x ∈ Fq. By
the first s coordinates of (6), we obtain
−n−1v21f(αi) = n−1v21g(αi) = n−1g(αi),
for any 1 ≤ i ≤ s. Due to v2i 6= 1, we have g(αi) = 0 for 1 ≤ i ≤ s, i.e., g(x) has at least s distinct
roots. Note that deg(g(x)) ≤ k − 1 which implies that
g(x) = h(x)
s∏
i=1
(x− αi), h(x) ∈ Fq[x], deg(h(x)) ≤ k − 1− s.
Therefore, the dimension of Hull(GRSk(a,v)) is k − s.
Below, we verify that C∩C⊥ = C. Let the symbols be the same as above. Take a = (α, α2, · · · , αn, 0)
and v = (a, · · · , a, 1). Consider the GRS code C of length n as follows
C = {(af(α1), · · · , af(αn), f(0)) : f(x) ∈ Fq[x],deg(f(x)) ≤ k − 1}.
An argument similar to the one used above shows that dim(Hull(C)) = k.
Next, we provide a construction of MDS codes with variable dimensional hull from GRS codes
of even length.
Theorem 3.6. Let q ≡ 1 (mod 4) be an odd prime power. Assume that m > 1 is an integer such
that m|(q − 1). If n = 2m < q − 1, then there exists a q-ary [n, k] MDS code with l-dimensional
hull for any 1 ≤ l ≤ k − 1.
Proof. It follows from m|(q − 1) that there exists an multiplicative subgroup G of F∗q of order
m. Let α be a generator of G and s an integer with 1 ≤ s ≤ k − 2. Since 2m < q − 1, we
can take a square element ω ∈ F∗q \ G. Let ω = a2 and γ be a primitive element of F∗q . Set
a = (α, · · · , αm, ωα, · · · , ωαm) and v = (v1, v2, · · · , vs, 1, · · · , 1, γ
q−1
4 a1−m, · · · , γ q−14 a1−m︸ ︷︷ ︸
m
), where
vi ∈ F∗q and v2i 6= 1 for any 1 ≤ i ≤ s. Consider the q-ary GRS code C of length n relative to a and
v as follows
C = {(v1f(α), · · · , vsf(αs), f(αs+1), · · · , f(αm), γ
q−1
4 a1−mf(ωα), · · · , γ q−14 a1−mf(ωαm)) :
f(x) ∈ Fq[x],deg(f(x)) ≤ k − 1}.
Suppose that
(v1f(α), · · · , vsf(αs), f(αs+1), · · · , f(αm), γ
q−1
4 a1−mf(ωα), · · · , γ q−14 a1−mf(ωαm))
is an arbitrary element of C∩C⊥. By Lemma 2.1, there is a polynomial g(x) ∈ Fq[x] with deg(g(x)) ≤
n− k − 1 such that
(v21f(α), · · · , v2sf(αs), f(αs+1), · · · , f(αm),−ω1−mf(ωα), · · · ,−ω1−mf(ωαm))
= (u1g(α), u2g(α
2), · · · , umg(αm), um+1g(ωα), · · · , u2mg(ωαm)),
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where
ui =
∏
1≤j≤m,j 6=i
(αi − αj)−1
m∏
h=1
(αi − ωαh)−1
and
um+i =
m∏
h=1
(ωαi − αh)−1
∏
1≤j≤m,j 6=i
(ωαi − ωαj)−1,
for 1 ≤ i ≤ m. Since xm − bm =∏mh=1(x− bαh) for any b ∈ Fq, from the proof of Theorem 3.4, we
get that
ui = m
−1αi(1− ωm)−1 and um+i = −ω1−mm−1αi(1− ωm)−1,
where 1 ≤ i ≤ m. Proceeding as in the proof of Theorem 3.1, we complete the proof of this
theorem.
Exchanging the multiplicative subgroup of F∗q in Theorem 3.4 by the additive subgroup of Fq, we
have the following result.
Theorem 3.7. Let q > 3 be an odd prime power. If n > 1 with n|q, then there exists a q-ary [n, k]
MDS code with l-dimensional hull for any 1 ≤ l ≤ k.
Proof. Let G be an additive subgroup of Fq of order n and s an integer with 1 ≤ s ≤ k − 1. Label
the elements of G = {α1, · · · , αn}. Put a = (α1, α2, · · · , αn) and v = (v1, v2, · · · , vs, 1, · · · , 1),
where vi ∈ F∗q and v2i 6= 1 for any 1 ≤ i ≤ s. Consider the q-ary GRS code C of length n associated
with a and v as follows
C = {(v1f(α1), · · · , vsf(αs), f(αs+1), · · · , f(αn)) : f(x) ∈ Fq[x],deg(f(x)) ≤ k − 1}.
Let (v1f(α1), · · · , vsf(αs), f(αs+1), · · · , f(αn)) ∈ C ∩ C⊥. It follows from Lemma 2.1 that there is
a polynomial g(x) ∈ Fq[x] with deg(g(x)) ≤ n− k − 1 such that
(v21f(α1), · · · , v2sf(αs), f(αs+1), · · · , f(αn)) = (u1g(α1), u2g(α2), · · · , ung(αn)), (7)
where ui =
∏
1≤j≤n,j 6=i(αi−αj)−1 for 1 ≤ i ≤ n. It can be easily seen that ui =
∏
ω∈G\{0} ω
−1 for
each 1 ≤ i ≤ n. The desired result can be obtained by using the same argument as in the proof of
Theorem 3.1.
Theorem 3.8. Let q ≡ 1 (mod 4) be an odd prime power. Suppose that m > 1 is an integer such
that m|q. If n = 2m < q, then there exists a q-ary [n, k] MDS code with l-dimensional hull for any
1 ≤ l ≤ k.
Proof. Since m > 1 and m|q, there exists an additive subgroup G of Fq of order m. Let a ∈
Fq \ G and a + G be the coset of a relative to G. Label the elements of G = {α1, · · · , αn}.
Suppose that γ is a primitive element of F∗q . Put a = (α1, · · · , αm, a + α1, · · · , a + αm) and
v = (γ
q−1
4 v1, γ
q−1
4 v2, · · · , γ q−14 vs, γ q−14 , · · · , γ q−14 , 1, · · · , 1︸ ︷︷ ︸
m
), where vi ∈ F∗q and v2i 6= 1 for any
1 ≤ i ≤ s. Consider the q-ary GRS code C of length n associated with a and v as follows
C = {(γ q−14 v1f(α1), · · · , γ
q−1
4 vsf(αs), γ
q−1
4 f(αs+1), · · · , γ
q−1
4 f(αm), f(a+ α1), · · · , f(a+ αm)) :
f(x) ∈ Fq[x],deg(f(x)) ≤ k − 1}.
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Suppose that
(γ
q−1
4 v1f(α1), · · · , γ
q−1
4 vsf(αs), γ
q−1
4 f(αs+1), · · · , γ
q−1
4 f(αm), f(a+ α1), · · · , f(a+ αm))
is an arbitrary element of C ∩ C⊥. From Lemma 2.1, there is a polynomial g(x) ∈ Fq[x] with
deg(g(x)) ≤ n− k − 1 such that
(−v21f(α1), · · · ,−v2sf(αs),−f(αs+1), · · · ,−f(αm), f(a+ α1), · · · , f(a+ αm))
= (u1g(α1), u2g(α2), · · · , umg(αm), um+1g(a+ α1), · · · , u2mg(a+ αm)),
where
ui = −a−1
∏
1≤j≤n,j 6=i
(αi − αj)−1(αi − a− αj)−1
and
um+i = a
−1 ∏
1≤j≤n,j 6=i
(αi − αj)−1(αi + a− αj)−1,
for 1 ≤ i ≤ m. It can be easily checked that
ui = −a−1
∏
1≤j≤n,j 6=i
(αi − αj)−1(αi − a− αj)−1
= −a−1
∏
ω∈G\{0}
ω−1(ω − a)−1
= −a−1
∏
ω∈G\{0}
(ω2 − aω)−1
and
um+i = a
−1 ∏
1≤j≤n,j 6=i
(αi − αj)−1(αi + a− αj)−1
= a−1
∏
ω∈G\{0}
(ω2 + aω)−1
= a−1
∏
ω∈G\{0}
(ω2 − aω)−1,
where 1 ≤ i ≤ m. Proceeding as in the proof of Theorem 3.1, we complete the proof of this
theorem.
4 Constructions of entanglement-assisted quantum error cor-
recting codes
In this section, we introduce some definitions and notations about entanglement-assisted quantum
error-correcting codes (EAQECCs). We also present several infinite families of optimal EAQECCs.
We start with some notations that will be used in the following.
Assume that H⊗n is the tensor product Hilbert space corresponding to an n-qubit system. Let
B = B1⊗B2⊗· · ·⊗Bn be an n-qubit Pauli matrix, where Bi ∈ {I,X, Y, Z} is an element of the set
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Figure 1: A generic entanglement assisted quantum code
of Pauli matrices. Assume that Gn is the group of all 4n n-qubit Pauli matrices with all possible
phases. Define an equivalent class by [B] = {αB|α ∈ C, |α| = 1}. The set [Gn] = {[B] : B ∈ Gn}
is a commutative group under the multiplication
[B][C] = [B1C1]⊗ · · · ⊗ [BnCn] = [BC].
Let (Z2)2n be the vector space of binary vectors with length 2n. For any v ∈ (Z2)2n, v is
represented by (x|y), where x,y ∈ (Z2)n. The map N from (Z2)2n to Gn is defined by
Nv = Nv1 ⊗Nv2 ⊗ · · · ⊗Nv1 .
Put
Xx = Xx1 ⊗ · · · ⊗Xxn ,
Y y = Y y1 ⊗ · · · ⊗ Y yn .
In the single qubit case, we have [N(x|y)] = [XxY y]. In the qubit Hilbert space H, let L stand for
the space of linear operators. Consider the isometric operator U : H⊗n1 → H⊗n2 and its completely
positive, trace preserving (CPTP) map Û from L⊗n1 to L⊗n2 is defined as Û(ρ) = UρU†.
The following communication scenario showed in Fig. 1, contains two spatially separated parties,
Jim and Bob. The schemes at their disposal are
1. A noisy channel, defined as a CPTP map N : L⊗n → L⊗n, takes density operators on Jim’s
system to density operators on Bob’s system.
2. The c-ebit state |ε〉⊗c shared between Bob and Jim.
With the above schemes, Jim wants to send k-qubit quantum information to Bob perfectly. An
[[n, k, d; c]]q EAQECC is composed of
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1. An encoding isometry Π : L⊗k ⊗ L⊗k → L⊗n.
2. A decoding CPTP map Ω : L⊗n ⊗ L⊗c → L⊗k.
with Ω◦N ◦Π◦U = id⊗k, where U is the isometry appending the state |ε〉⊗c, i.e., U |µ〉 = |µ〉|ε〉⊗c,
and id : L → L is the identity map on a single qubit. The protocol spends c ebits of entanglement
and produces k perfect qubit channels. The parameter k−c is a good judgement of the net noiseless
quantum resources gained. It is clear that the protocol is non-trivial if k − c is negative.
The performance of EAQECCs is determined by its rate kn and net rate
k−c
n . In general, the net
rate can be positive, negative, or zero. If the net rate is negative, the corresponding EAQECC may
have practical applications. EAQECCs with positive net rates can be employed in some other ways
to increase the power and flexibility of quantum communications. Brun et al. [2] indicated that it
is possible to construct catalytic codes if the net rate of an EAQECC is positive.
In [25], Wilde and Brun provided a method for constructing EAQECCS by utilizing classical
linear codes over finite fields as follows.
Lemma 4.1. [25] Assume that H1 and H2 are parity check matrices of two q-ary linear codes
[n, k1, d1] and [n, k2, d2], respectively. Then there exists an [[n, k1 + k2 − n + c,min{d1, d2}; c]]q
EAQECC, where c = rank(H1Ht2) is the required number of maximally entangled states.
Brun et al. [3] has given the Singleton bound for an EAQECC in the following lemma.
Lemma 4.2. [3] For any [[n, k, d; c]]q EAQECC, it satisfies
n+ c− k ≥ 2(d− 1),
where 0 ≤ c ≤ n− 1.
An EAQECC is called a MDS EAQECC if its parameters achieve the Singleton bound. In general,
the parameter c = rank(H1Ht2) is not easy to compute until Guenda et al. [10] provided a relation
between the required number of maximally entangled states and the dimension of the hull of a
classical code as follows.
Lemma 4.3. [10] Let C be a q-ary linear codes with [n, k, d]. Assume that H is a parity check
matrix and G is a generator matrix of C. Then we have
rank(HHt) = n− k − dim(Hull(C)) = n− k − dim(Hull(C⊥)),
and
rank(GGt) = k − dim(Hull(C)) = k − dim(Hull(C⊥)).
As a direct consequence of Lemma 4.1, 4.2 and 4.3, one has the following lemma.
Lemma 4.4. [10] Let C be an [n, k, d] a linear codes over Fq and C⊥ its Euclidean dual with
[n, n − k, d⊥]. Then there exist [[n, k − dim(Hull(C)), d;n − k − dim(Hull(C))]]q and [[n, n − k −
dim(Hull(C)), d⊥; k − dim(Hull(C))]]q EAQECCs. Moreover, if C is MDS, then the two EAQECCs
are also MDS.
With the above lemma, the construction of MDS EAQECCs turns into that of MDS linear codes
with the determined dimensional hull. In Section 3, using GRS codes and extended GRS codes, we
presented several families of MDS codes and completely determined their hull. Let 1 < k ≤ bn/2c in
the sequel. By Lemma 4.4 and all the theorems of Section 3, we have the following results directly.
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Theorem 4.5. Let m > 1 be an integer and q = 2m. If 1 < n ≤ q, then there exist [[n, k − s, n−
k + 1;n− k − s]]q and [[n, n− k − s, k + 1; k − s]]q MDS EAQECCs, where 1 ≤ s ≤ k.
Theorem 4.6. Let q = 2m, where m > 1 is an integer. If n = q + 1 and 1 ≤ s ≤ k − 1, then there
exist [[n, k − s, n− k + 1;n− k − s]]q and [[n, n− k − s, k + 1; k − s]]q MDS EAQECCs.
Theorem 4.7. Let q > 3 be an odd prime power. Then there exist [[n, k− s, n− k+ 1;n− k− s]]q
and [[n, n − k − s, k + 1; k − s]]q MDS EAQECCs for 1 ≤ s ≤ k if q, n and k satisfy one of the
following conditions.
(1) n = q + 1 and k = q+12 .
(2) n > 2 with (n− 1)|(q − 1) and −(n− 1) is a square of Fq.
(3) n > 1 with n|q.
(4) q ≡ 1 (mod 4) and n = 2m < q, where m > 1 with m|q.
Theorem 4.8. Let q > 3 be an odd prime power. Then there exist [[n, k− s, n− k+ 1;n− k− s]]q
and [[n, n − k − s, k + 1; k − s]]q MDS EAQECCs for 1 ≤ s ≤ k − 1 if q and n satisfy one of the
following conditions.
(1) n = q + 1.
(2) n > 1 with n|(q − 1).
(3) q ≡ 1 (mod 4) and n = 2m < q − 1, where m > 1 with m|(q − 1).
Remark 1. The required number of maximally entangled states of the MDS EAQECCs reported in
the literature (see for instance [7, 10, 13, 18]) is fixed. However, the required number of maximally
entangled states of the MDS EAQECCs defined by Theorem 4.5, 4.6, 4.7 and 4.8 can take almost
all values. Consequently, the parameters of the MDS EAQECCs defined by Theorem 4.5, 4.6, 4.7
and 4.8 are new and flexible. For instance, we list the parameters of these MDS EAQECCs for
some given q, n in Table 1, 2, 3 and 4.
Remark 2. To the best of our knowledge, it is the first infinite family of MDS EAQECCs that the
required number of maximally entangled states can take all values since dim(Hull(C)) is arbitrary.
(we exclude the case that dim(Hull(C)) = 0, i.e., c = k or n− k since the existence question about
MDS codes with 0-dimensional hull has been completely solved for q = 2 and q > 3 in [4] and [11].)
5 Concluding remarks
In this paper, we proposed several infinite families of MDS codes with arbitrary dimensional
hull by using GRS codes and extended GRS codes. With the MDS codes constructed in Section
3, we presented several infinite families of MDS EAQECCs whose required number of maximally
entangled states is flexible. The study of hull of linear codes is an interesting problem in coding
theory. We believe that there are some other potential applications in coding theory.
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Table 1: Sample parameters of MDS EAQECCs of Theorem 4.5
for q = 16 and n = 10
k s [[n, k1, d1; c1]]q
1 k s [[n, k2, d2; c2]]q
2
2 1 [[10, 1, 9, 7]]16 2 1 [[10, 7, 3, 1]]16
2 2 [[10, 0, 9, 6]]16 2 2 [[10, 6, 3, 0]]16
3 1 [[10, 2, 8, 6]]16 3 1 [[10, 6, 4, 2]]16
3 2 [[10, 1, 8, 5]]16 3 2 [[10, 5, 4, 1]]16
3 3 [[10, 0, 8, 4]]16 3 3 [[10, 4, 4, 0]]16
4 1 [[10, 3, 7, 5]]16 4 1 [[10, 5, 5, 3]]16
4 2 [[10, 2, 7, 4]]16 4 2 [[10, 4, 5, 2]]16
4 3 [[10, 1, 7, 3]]16 4 3 [[10, 3, 5, 1]]16
4 4 [[10, 0, 7, 2]]16 4 4 [[10, 2, 5, 0]]16
5 1 [[10, 4, 6, 4]]16 5 1 [[10, 4, 6, 4]]16
5 2 [[10, 3, 6, 3]]16 5 2 [[10, 3, 6, 3]]16
5 3 [[10, 2, 6, 2]]16 5 3 [[10, 2, 6, 2]]16
5 4 [[10, 1, 6, 1]]16 5 4 [[10, 1, 6, 1]]16
5 5 [[10, 0, 6, 0]]16 5 5 [[10, 0, 6, 0]]16
1 k1 = k − s, d1 = n− k + 1, c1 = n− k − s.
2 k2 = n− k − s, d2 = k + 1, c2 = k − s.
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