The modular biology is supposed to be a bridge from the molecular to the systems biology. Using a new approach, it is shown here that the protein interaction networks of yeast Saccharomyces cerevisiae and bacteria Escherichia coli consist of two large-scale modularity layers, central and peripheral, separated by a zone of depressed modularity. This finding based on the analysis of network topology is further supported by the discovery that there are many more Gene Ontology categories (terms) and KEGG biochemical pathways that are overrepresented in the central and peripheral layers than in the intermediate zone. The categories of the central layer are mostly related to nuclear information processing, regulation and cell cycle, whereas the peripheral layer is dealing with various metabolic and energetic processes, transport and cell communication. A similar center-periphery polarization of modularity is found in the protein domain networks ('built-in interactome') and in a powergrid (as a non-biological example). These data suggest a 'polarized modularity' model of cellular networks where the central layer seems to be regulatory and to use information storage of the nucleus, whereas the peripheral layer seems devoted to more specialized tasks and environmental interactions, with a complex 'bus' between the layers.
INTRODUCTION
Modularity is a fundamental feature of many real-life networks, which is essential for their functionality because it reflects the division of labor among network domains. The modular biology is supposed to be a bridge from the molecular to the systems biology (Ge et al., 2003; Hartwell et al., 1999) . The modular structure of cellular networks is studied mostly by bioinformatic methods (e.g. Batada et al., 2006 Batada et al., , 2007 Dittrich et al., 2008; Kashtan and Alon, 2005; Ravasz et al., 2002; Rives and Galitski, 2003; Spirin et al., 2006; Valente and Cusick, 2006) . There are also experimental investigations of modules (e.g. Gavin et al., 2002 Gavin et al., , 2006 Ho et al., 2002; Komurov and White, 2007) . The 'hierarchical modularity' model, where modularity gradually elevates from the network center to periphery, is a popular concept (e.g. Hallinan, 2004; Ravasz et al., 2002; Resendis-Antonio et al., 2005; Zhao et al., 2006) . In a similar vein, another model assumes a ring of modules around a less modular center (Valente and Cusick, 2006) . There is also a report suggesting that the Escherichia coli protein interaction network is composed of a modular core and a non-modular peripheral region (Tamames et al., 2007) . The studies of this phenomenon usually involve the application of clustering coefficient and various kinds of cluster analysis. However, the cluster analysis may not be quite adequate for revealing the modular network structure. It was shown recently that the topological structure of the yeast protein interaction network, if figuratively compared with clouds, is rather 'stratus' than 'altocumulus', i.e. modules (clusters) are more densely intertwined between themselves than it was supposed previously (Batada et al., 2006 (Batada et al., , 2007 . Furthermore, the correspondence between topological clusters and functional pathways can be rather complicated (e.g. a pathway can involve several clusters or parts of several clusters) (Huang et al., 2007; Spirin et al., 2006) . As an extreme viewpoint, it was even claimed that modularity is an evolutionary byproduct without functional significance (Wang and Zhang, 2007) . The problem is further complicated by the fact that probably only a small fraction of protein interactions is known (Ivakhno, 2007) . Therefore, it seems reasonable to investigate whether a global (large-scale) modularity structure exists in cellular networks (because it may less depend on the above problems). Using a new approach, I found that protein interaction networks consist of two large-scale modularity layers, central and peripheral, with a zone of depressed modularity between them.
METHODS
A large fraction of false positives is the main problem of protein interactions produced by high-throughput experiments (e.g. Batada et al., 2006; Valente and Cusick, 2006) . Therefore, care was taken to maximize the reliability of data used for networks building. For yeast Saccharomyces cerevisiae, the high-confidence pairwise protein interactions (where each interaction was validated by at least two different experimental methods) were taken from Batada et al. (2007) . For bacteria E.coli, the pairwise interactions were taken from the STRING database (von Mering et al., 2007) ; only interactions designated as experimentally determined and with a confidence score above average were used. The functional domain architectures of proteins were taken from the InterPro database (Mulder et al., 2007) . [In a separate analysis, domains from the Pfam database (Finn et al., 2008) were used, which gave a qualitatively similar picture.] All domains belonging to a given protein were considered as connected, which gave the dataset of pairwise interactions for network building. The pairwise interactions for a powergrid were taken from Watts and Strogatz (1998) . In all networks, the giant component (the greatest connected component containing a majority of network nodes) was extracted.
The closeness value, which is reciprocal of the average geodesic distance between a given node and all other nodes, was calculated for each node.
The closeness window included nodes that are adjacent in their closeness values. The modularity measure was determined as a weighted average fraction of degrees of all nodes belonging to a closeness window, which is restricted within this window (i.e. realized by interactions within the window). It is calculated as the number of interactions within the window multiplied by two (to account each internal interaction for both its nodes), and divided by the total degree of all window nodes. The closeness window of a given size was moving with a one-node step along the axis of closeness rank. The closeness rank was determined as the reverse ordering of closeness values (i.e. the first rank belongs to the most central node). The modularity of each moving window was plotted against the average closeness rank of all nodes belonging to this window (in Fig. 1 ). As another global centrality measure, the eigenvector was used. The eigenvector is a result of diagonalization of matrix of geodesic distances. (It was calculated using the Ucinet program, see Ucinet documentation for details; Borgatti et al., 2002) (Betweenness, which is the other global centrality measure, is less suitable for this purpose because its distribution is ragged and strongly skewed, with many nodes having a zero betweenness.)
The overrepresented Gene Ontology (GO) categories (terms) and KEGG biochemical pathways (Gene Ontology Consortium, 2008; Kanehisa et al., 2008) were determined using the hypergeometric distribution with correction for multiple comparisons, as described (Vinogradov, 2006) . For each GO category, I collected all its subcategories using the directed acyclic GO graph, and a gene was regarded as belonging to a given category if it was mapped to any of its subcategories in the Entrez Gene database (Maglott et al., 2007) .
RESULTS AND DISCUSSION
The approach put forward here involves a more general concept of topological modularity: the relative density of interactions. Technically, I estimated the proportion of interactions restricted within a studied zone in comparison to the total number of interactions of this zone (see Section 2). This proportion of interactions is plotted against a certain axis of network structure using a moving window of a given size for delimitation of zone under study. A suited axis of network structure is closeness, a wellknown measure of global network centrality. Using closeness as the axis, I obtained a cross-section of network modularity structure from center to periphery. The revealed modularity profile depends on scale (window size) (Fig. 1A and B) .
A striking feature of the large-scale modularity profile of protein interaction networks is the two layers of elevated modularity, central and peripheral, with the intermediate zone of depressed modularity (Fig. 1B and C) . In the high-confidence yeast protein interaction network (with a total of 2228 nodes), a gradual increase of window size gives maximum modularity of the peripheral layer when window is equal to approximately 100 nodes, whereas maximum modularity of the central layer is achieved when window is equal to approximately 500 nodes (Fig. 1B) . (In the latter case, modularity of the peripheral layer slightly decreases.) A qualitatively similar picture is observed in the protein interaction network of bacteria E.coli (Fig. 1C) . On a micro-scale, the small peaks of local interaction densities are revealed over the whole range of network profile (a part of the range is shown in Fig. 1A) . Noteworthy, the clustering coefficient does not reveal the central large-scale modularity layer and shows only a monotonous increase from center to periphery (Supplementary Fig. 1 ).
But how modularity layers found in network topology do relate to functional structure? To answer this question, I estimated the number of GO categories and KEGG biochemical pathways that are overrepresented in the equi-centrality layers of the protein interaction networks. The picture was quite similar to the topological modularity profile (or even more pronounced). There are dozens of categories that are overrepresented in the central and peripheral layers but only single (or no one) categories in between (Fig. 2) .
A.E.Vinogradov
Closeness bins The categories of the central layer are mostly related (but not limited) to DNA/RNA information processing, regulation and cell cycle, whereas the categories of the peripheral layer are dealing with various metabolic and energetic processes and transport (Supplementary Tables 1A-D, 2A-D) . The inner part of the peripheral layer in the yeast protein interaction network (5th closeness bin, Fig. 2A ) includes secretion, signal transduction and cell communication (Supplementary Tables 3A and B) . The functional categories of the central and the peripheral layer differ also quantitatively. The average number of genes in the categories overrepresented in the central layer is about 4-fold greater compared with the categories of the peripheral layer. For instance, the average number of genes in a category in the 1st closeness bin (center) versus the 6th closeness bin (periphery) of the yeast protein interaction network (Fig. 2A) is as follows: for GO biological processes, 218 ± 62 versus 59 ± 21 (Mann-Whitney, P <10 −12 ); for GO cellular components, 353 ± 157 versus 57 ± 33 (P < 10 −4 ); for GO molecular functions, 85 ± 64 versus 30 ± 14 (P < 0.05); for KEGG pathways, 54 ± 41 versus 7 ± 4 (P <0.01). The similar picture was seen in the E.coli protein interaction network (data not shown). This fact is in accordance with the above-mentioned finding that the central layer achieves its maximum modularity at a greater moving window size than the peripheral layer. Furthermore, when closeness bins are taken as separate networks, there are many components in all bins except the central one (Supplementary  Table 4 ). Taken together, these data suggest that functional modules are greater and more densely intertwined between themselves in the central layer than in the peripheral layer. They also suggest that modules of the central layer are more complex. (Noteworthy, this helps to explain why the use of clustering coefficient cannot reveal the central large-scale modularity layer: the clustering coefficient uncovers only a small-scale modularity in one-step neighborhood.)
Interestingly, not only the modules but also the basic network elements (nodes) are more complex in the central layer compared with the peripheral one: the central layer proteins are longer and have a greater number of domains (including unique domains). (Comparing the 1st and the 6th closeness bins of the yeast protein network: for protein length, 625 ± 49 versus 431 ± 34, MannWhitney, P <10 −10 ; for number of Pfam domains, 3.88 ± 0.38 versus 2.35 ± 0.24, P <10 −11 ; for number of Pfam unique domains, 3.39 ± 0.30 versus 2.19 ± 0.21, P <10 −9 ; for number of InterPro unique domains, 3.22 ± 0.25 versus 2.36 ± 0.21, P <10 −6 . For the E.coli protein network this regularity is similar, albeit weaker.)
The use of the eigenvector of geodesic distances (see Section 2) as a global centrality measure gives a similar center-periphery polarization of modularity ( Supplementary Fig. 2) , with a good correspondence of the overrepresented GO categories and KEGG pathways in the central and the peripheral layer with those obtained using the closeness centrality measure (Supplementary  Tables 5A-H) .
Other examples of biological networks include the networks of protein domain interactions (i.e. networks that are constructed using the domain architecture of proteins and that can be considered as a 'built-in interactome') ( Supplementary Fig. 3) , where a similarly polarized modularity is found. As a non-biological example, a strikingly similar polarization is seen in a powergrid (Supplementary Fig. 4) . The division of functions between the central part of a powergrid where the energy is generated and the peripheral part where it is consumed (with the corresponding energy flow) resembles the flow of nucleus-based information in the living cell.
On the ground of a negative correlation between degree and clustering coefficient, and some cases of clustering analysis, it was supposed that in cellular networks of diverse organisms modularity gradually elevated from network center to periphery (the 'hierarchical modularity' model) (Hallinan, 2004; Ravasz et al., 2002; Resendis-Antonio et al., 2005; Zhao et al., 2006) . In another case of clustering analysis, a model with a modular center and sparser periphery was proposed for the E.coli protein interaction network (Tamames et al., 2007) . The present data obtained with a new approach suggest a model, which can reconcile these opposite viewpoints. The new model is more complex but probably more logical for a living unit: the central modularity layer (regulatory and using information storage of the nucleus) and the peripheral one (devoted to more specialized tasks and environmental interactions), with a complex 'bus' between them. The main difference with the 'hierarchical modularity' concept is that in the proposed model the information can be complexly processed in the central layer before the outcome goes to the periphery. This general picture ('polarized modularity' model) may provide a framework for further studies in systems biology.
