Abstract. In this note we present the main results of the papers [2, 3] , dedicated to rigorous study of the limiting properties of the stochastic model for wave turbulence due to Zakharov-L'vov. Proofs of the assertions, stated below without reference, may be found in those works.
Introduction
Let L ≥ 1 and
Denote by H the space L 2 (T d L ; C) with respect to the normalised Lebesgue measure:
Consider the modified NLS equation
where ν ∈ (0, 1/2]. This is a hamiltonian PDE, obtained by modifying the standard cubic NLS equation by another hamiltonian equation ∂ ∂t u = −iν u 2 u, whose flow commutes with that of the cubic NLS. The modified NLS can be obtained from the standard cubic equation by the substitution u = exp (iν u ′ 2 )u ′ . This modification is rather often used by people, working on hamiltonian PDEs since it keeps the main features of NLS, reducing some non-critical technicalities. The role of the modification is to remove from the Hamiltonian of the NLS its integrable part (see below the second footnote). If instead the cubic equation we considered the quadratic NLS, corresponding to a three-wave system, the modification would not be needed.
We will write solutions u as u(t, x) ∈ C or as u(t) ∈ H. Passing to the slow time τ = νt we re-write the equation as We will write the Fourier series for u(x) in the form
.
Denote by h the Hilbert space h = L 2 (Z d L ), · . The Fourier transform defines an isomorphism H → h, u(x) → (v s =û(s)) .
When studying eq. (1.1), people from the WT community often talk about "pumping energy to low modes and dissipating it in high modes". To make this rigorous, Zakharov-L'vov [9] (also see in [1] , Section 1.2) suggested to consider the NLS equation, dumped by a (hyper)viscosity and driven by a random force:
where ρ > 0, and the random process η is given by its Fourier series
Here 
We see that E u(τ ) 2 -the averaged energy per volume of a solution uis of order one uniformly in L, no matter how big or small ρ is. Later ρ will be scaled with ν in such a way that an equation for the distribution of solution's energy along the spectrum which follows from eq. (1.4) admits a non-trivial kinetic limit. As we will see this requirement determines the scaling of ρ uniquely. Equation (1.4) under the limit (1.2) describes WT in the NLS equation with added stochasticity. Another way to randomise the NLS-based models of WT, more popular in the community, is by assuming that the initial data u(0, x) is a random variable in the function space H. A problem of this kind was rigorously treated in [6] , where to achieve a progress the authors had to replace the space-domain T d L by the discrete torus Z d /(LZ d ), to modify the discrete Laplacian on Z d /(LZ d ) to a suitable operator, diagonal in the Fourier basis, and to assume that the initial data u(0, x) is distributed accordingly to the Gibbs measure, so the solution u(t) is a stationary in time random process in H. Due to the smallness of nonlinearity, this Gibbs measure is close to a Gaussian measure which is a Gibbs measure corresponding to the linear equation.
Passing to the Fourier presentation, we write (1.4) aṡ
where 
L , we re-write the v-equations as a-equations:
Here {β s } is another set of standard independent complex Wiener processes and ω
(the last equality holds since s 3 = s 1 + s 2 − s in view of the factor δ ′12 3s ). By Y s (a 1 , a 2 , a 3 ; t) we will denote the natural poly-linear mapping, corresponding to the 3-homogeneous mapping Y s ; so Y s (a; t) = Y s (a, a, a; t).
The energy spectrum of a solution u(τ ) of eq. (1.4) is the function
Traditionally in the center of attention for people, working on WT, is the limiting behaviour of the function n s (τ ) as well as of correlations of solutions a s (τ ), under the limit (1.2). Exact meaning of the latter is not quite clear. It is known (see in [5] ) that for ρ and L fixed, eq. (1.7) has a limit as ν → 0, and it was demonstrated in [5] on the physical level of rigour that if we scale ρ asε √ L,ε ≪ 1, then the iterated limit L → ∞ leads to a kinetic equation for the energy spectrum. Attempts to justify the latter result rigorously so far have failed. Instead in this work we specify the limit (1.2) as follows:
The second option formally corresponds to the first one with ǫ = ∞. 3s the condition {s1, s2} = {s3, s}. Then the double sum in the v-equation will be modified by adding the "integrable term"
Let us supplement equation (1.4)=(1.7) with the initial condition (1.9) u(−T ) = 0, for some 0 < T ≤ +∞, and in the spirit of WT decompose a solution of (1.7), (1.9) to formal series in ρ:
At first, as in physical works (e.g. cf. [7] , Section 6.4) we retain the quadratic in ρ part of this decomposition. We denote it A s (τ ), cal it a quasisolution and study its energy spectrum N s (τ ) = E(|A s (τ )| 2 ). In Sections 2-4 we show that in order to obtain a nontrivial asymptotic of N s (τ ) the right scaling for the constant ρ in eq. (1.7) is ρ ∼ ν −1/2 and accordingly substitute in the equation ρ = ν −1/2 ε 1/2 , where 0 < ε ≤ 1 should be regarded as a small constant. Then N s may be written as 
where K s is the wave kinetic integral. In the last Section 5 we return to the complete decomposition (1.10) of solutions a s (τ ). We decompose the energy spectrum of a s as
. . . and analyse this decomposition, scaling as before
Results of Sections 2-4 are proved in [2] and those of Section 5 -in [3] . More discussion of the obtained results maybe found in [2] . All constants in this work do not depend on ν, L, ρ and ε, unless the dependence is explicitly indicated.
Acknowledgments. AD was supported by RFBR according to the research project 18-31-20031, and SK -by the grant 18-11-00032 of Russian Science Foundation.
Solutions as formal series in ρ.
As in the introduction, let us decompose a solution a s (τ ) of (1.7), (1.9) as formal series (1.10). Theṅ
is a Wiener chaos of third order. Similar, for n ≥ 2,
is a Wiener chaos of order 2n + 1. We can iterate in the Duhamel integral in the r.h.s. of (2.2) and express there a (n j ) (l), l ≥ −T , with n j ≥ 1 via
. In this way we represent each a (n)
where the meaning of the summation index T is explained below and I s (T ) := I s (l 0 ; n, T ) is an iterated integral of the form
The integrating zone in (2.4) is a convex polyhedron in [−T, l 0 ] n . The summation is taken over vectors s 1 . . . , s 2n+1 ∈ Z d L which are subject to the linear relations, following from the factor δ ′12 3s in the definition of
and the processes [a (0) s ′′ (l r )] * , where a * is either a orā, with various indices k, j, r and various s ′ , s ′ i , s ′′ , taken from the set {s 1 , . . . , s 2n+1 }. It is of degree 2n+1 with respect to the process a (0) . Each integral I s (l 0 ; n, T ) corresponds to an oriented rooted tree T from a class Γ(n) of trees with the root at a fig. 1 . To each vertex enters one edge of the tree and three edges outgo from it. For a vertex, labelled by some a (n) s 0 (l 0 ),n ≥ 1, the three edges outgo to the vertices, corresponding to a choice of the three terms a (n 1 ) , a (n 2 ) , a (n 3 ) in the decomposition (2.2) of a
To analyse the limiting behaviour of correlations of solutions a s (τ ) and that of the energy spectrum n s (τ ) we should analyse the limiting correlations of the processes a 
it also can be shown that Ea
Then, in view of (2.1), (2.5) and the Wick formula the correlations of the processes a 
where
(see [2] for the calculation). The sums J s may be well approximated by the integrals
Here and below by C # s we denote various functions of s which decay, as |s| → ∞, faster than any negative degree of s. Due to (1.8) the r.h.s. is small: it is bounded by C # s ν 2+2ε . The asymptotical behaviour of integrals I s is known (see [4] ): Substituting s 1 = s + x, s 2 = s + y and denoting z = (x, y) we re-write I 0
Denote F (z) := x · y = − Regarding |z| −1 dz| Σ = δ(F ) as a measure in the space R 2d , supported by the quadric Σ, we show in [2] that it may be disintegrated as |x| −1 dx d x ⊥ y, where d x ⊥ is the Lebesgue measure on the space x ⊥ = {y : y · x = 0}. That is, for a function f (z) we have
This representation is instrumental to work with integrals of the form f δ(F ) and is used below.
Quasisolutions
As it was announced in Introduction, we start with investigating the quadratic in ρ part of (1.10) which we call a quasisolution
s (τ ). Consider the energy spectrum of A, N s (τ ) = E|A s (τ )| 2 , and decompose it in series in ρ:
and it is easy to see that n 1 s ≡ 0. Next, n 2 s = E|a
s . The first term E|a
s | 2 is given by Theorem 2.1 if T = ∞ and is of order ν; the second one is similar. So exists, is a Schwartz function of s ∈ R d and satisfies (3.2), (3.3) . Accordingly, the limiting energy spectrum of a quasisolution, N s (τ ; ν, ∞) = lim L→∞ N s (τ ; ν, L), also exists and is a function of s ∈ R d , fast decaying as |s| → ∞.
Relations (3.2) and (3.3) suggest that the right scaling for ρ is ρ ∼ ν −1/2 , and we choose ρ to be of the form
With this choice of ρ the process N s (τ ) is an ε-small perturbation of the liner process n 0 s and does not converge to n 0 s under the limit (1.8).
The wave kinetic equation
For a real function R d ∋ s → y s consider the corresponding cubic wave kinetic integral:
where for j = 1, 2, 3 we denote y j = y s j and where s 3 = s 1 + s 2 − s. Using the notation, evoked after Theorem 2.1, the integral above may be written as
If r * = 0, then γ s ≡ 1 and this integral coincides with the kinetic integral, used to describe WT for the 4-waves interaction, see [10] , p.71 and [7] , p. 91. Consider the function spaces C r (R d ) = {x ∈ C(R d ) : |x| r = sup s (1 + |s|) r |x(s)| < ∞}. The representation (2.6) for the measure |z| −1 dz| Σ implies that the wave kinetic integral K defines a continuous operator
provided that r ≥ 2r * + d. Now let us consider the wave kinetic equation:
For any r there exists ε r > 0 such that if r ≥ 2r * + d and 0 ≤ ε ≤ ε r , then Theorem 4.1. Let in (1.4) L ≥ ν −2−ǫ and ρ = ν −1/2 ε 1/2 . Then the energy spectrum N s of a quasisolution A s is ε 2 -close to the solution m * of (4.1) in the sense that for any r
with some C r > 0, provided that 0 < ε ≤ ε r and 0 < ν ≤ ν ε,r for a suitable ν ε,r > 0. The limiting energy spectrum N s (τ ; ν, ∞) also satisfies the estimate above for any r and for 0 < ν ≤ ν ε,r .
Eq. (4.2) has the unique steady state m 0 , m 0 s = b 2 s /γ s , which is asymptotically stable. By the inverse function theorem, for ε < ε ′ r (ε ′ r > 0), eq. (4.1) has a unique steady state, close to m 0 . It also is asymptotically stable. Jointly with Theorem 4.1 this result describes the asymptotic in time behaviour of the energy spectrum N s (τ ):
Due to Theorem 2.1 and some modifications of this result, the iterated limit lim ν→0 lim L→∞ ν −1 n 2 s (τ ; ν, L) exists and is non-zero. It is hard to doubt that a similar iterated limit also exists for ν −2 n 4 s . Then, in view of estimates (3.3), under the scaling ρ = ν −1/2 ε 1/2 exists the limit N s (τ ; 0, ∞) = lim ν→0 lim L→∞ N s (τ ; ν, L). If so, then the limit N s (τ ; 0, ∞) also satisfies the assertion of Theorem 4.1 and the time-asymptotic (4.3).
In the fast time t eq. (1.4) with ρ as above and λ = (ν ε) 1/2 reeds
where u(t) ∼ 1 as ν → 0, L → ∞ by (1.6). We have seen that 1) when ν → 0, L → ∞, the coefficient λ in front of the nonlinearity should scale as √ ν for the kinetic limit to exist.
2) The time, needed to arrive at the limiting kinetic regime is t ∼ λ −2 . The corresponding characteristic time scale (size of the nonlinearity) −2 coincides with the time scale usually considered by physicists, see [7, 8, 10] . 5. Energy spectra of solutions a s (τ ), written as formal series in ρ.
Let us come back to the decomposition (1.10) and accordingly write the energy spectrum of a solution a as formal series (1.11). There n 0 s ∼ 1, n 1 s = 0 and n 2 s are the same as in (3.1), but n 3 s and n 4 s are different; this small ambiguity should not cause a problem. The new coefficients n 3 s and n 4 s still meet (3.3) (see below). Let us consider any n k
s (τ ) is given by the finite sum (2.3), parametrised by the trees T ∈ Γ(k). So
where in the brackets under the expectation sign stands a product of the terms in the brackets from the representations (2.4) for integrals I s (T 1 ) and sr (l q ).
6 Since these variables correspond to leaves of the tree T 1 or T 2 , then the summands in (5.1) can be parametrised by Feynman diagrams, obtained by paring the trees T 1 and T 2 via the Wick-coupled leaves. As for s ′ = s ′′ the Gaussian variables a 
where the sum is taken over the set F(k) of Feynman diagrams, associated to all possible pairings of the trees T 1 ∈ Γ(k 1 ) and
Resolving all the restrictions, imposed on the indices s j in (5.1) by an appropriate affine transformation, we find that among the 2k + 2 indices s j exactly k are linearly independent. Denoting by z 1 , . . . , z k ∈ Z d L the independent variables obtained from the indices s j by this transformation, we write the sum in (5.1) as L −kd
Approximating the latter by an integral R kd . . . dz where z = (z 1 , . . . , z k ), we get for the integrals I s (τ ; k, F) a rather simple explicit formula. Namely, for any s ∈ Z d L ,
where l = (l 1 , . . . , l k ), the function F F is smooth in (s, z) ∈ R (k+1)d and fast decays in s, z and l, while α F = (α F ij ) is a skew-symmetric matrix without zero lines and rows. Its rank is at least two, and for some diagrams F it equals two. Moreover, each function s → I s (τ ; k, F) naturally extends to a Schwartz function on R d , and after this extension (5.3) holds for every s ∈ R d . Consequently, for any fixed ν > 0,
Then in view of (5.2) we have
for all k, s and τ . Relations (3.2) and (3.3) suggest to assume that
for every k, if L is sufficiently big in terms of ν −1 and k. In this direction we have the two theorems below:
Theorem 5.1. For each k and each F ∈ F(k),
where ⌈k/2⌉ is the smallest integer ≥ k/2.
then I s also satisfies (5.5), and in view of (5.2) n k s (τ ) is bounded by the r.h.s. of (5.5), multiplied by |F|. So (5.4) holds true for k ≤ 4 since d ≥ 2. But for k large in terms of d the upper estimate (5.5) is worse then the desired bound (5.4), and our next result shows that estimate (5.5) is sharp in the sense that in the exponent in the r.h.s. of (5.5), min(⌈k/2⌉, d) cannot be replaced by ⌈k/2⌉.
Let F 2 (k) ⊂ F(k) be a set of Feynman diagrams F, having exactly one nonzero row and column. This set is not empty. 
It is plausible that the cancellation, leading to the validity of (5.7), is a general fact, and we suggest the following problem: for some k 8 and for all sufficiently small ν and large L, then (1.11) with ρ = ν −1/2 ε 1/2 is not a formal series in √ ε uniformly in ν. We do not rule out this possibility since NLS equations appear in physics as models for small oscillations in various media, obtained by neglecting in the exact equations terms of high order in the amplitude. So it is not impossible that the kinetic limit holds for the energy spectra of quasisolutions, but not for the exact energy spectrum or for the energy spectrum of high order in ρ truncations of the series (1.10).
