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Abstract
This paper studies the design of feedback controllers that steer the output of a switched linear time-invariant system to
the solution of a possibly time-varying optimization problem. The design of the feedback controllers is based on an online
gradient descent method, and an online hybrid controller that can be seen as a regularized Nesterov’s accelerated gradient
method. Both of the proposed approaches accommodate output measurements of the plant, and are implemented in closed-
loop with the switched dynamical system. By design, the controllers continuously steer the system output to an optimal
trajectory implicitly defined by the time-varying optimization problem without requiring knowledge of exogenous inputs and
disturbances. For cost functions that are smooth and satisfy the Polyak- Lojasiewicz inequality, we demonstrate that the online
gradient descent controller ensures uniform global exponential stability when the time-scales of the plant and the controller
are sufficiently separated and the switching signal of the plant is slow on the average. Under a strong convexity assumption,
we also show that the online hybrid Nesterov’s method guarantees tracking of optimal trajectories, and outperforms online
controllers based on gradient descent. Interestingly, the proposed hybrid accelerated controller resolves the potential lack of
robustness suffered by standard continuous-time accelerated gradient methods when coupled with a dynamical system. When
the function is not strongly convex, we establish global practical asymptotic stability results for the accelerated method. Our
results suggest the existence of a trade-off between rate of convergence and accuracy of the solutions in online optimization
problems where controllers use a dynamic momentum. Our theoretical results are illustrated via different numerical examples.
Key words: Optimization, Online Optimization, Switched Systems, Hybrid Dynamical Systems.
1 Introduction
This paper focuses on the design of feedback controllers
that steer the output of a dynamical system towards the
solution of an optimization problem that embeds perfor-
mance metrics associated with the steady-state inputs
and outputs of the system. The setting considered here
– as well as in the prior works [1–7] – advocates a depar-
ture from conventional architectures that rely on a dis-
tinct separation between steady-state optimization and
control, where: an optimization problem is solved offline
based on a steady-state input-output map of the system
to compute reference points and, subsequently, propor-
tional and/or integral controllers are used to steer the
system to the setpoint while coping with disturbances.
The premise for this class of architectures is that dis-
turbances and uncontrollable exogenous inputs are pre-
dictable and slowly varying, so that offline optimiza-
tion can be used to produce effective reference points.
In contrast, we consider the design of control laws that
rely on principled first-order optimization methods, thus
incorporating the optimization and control layers in a
joint scheme that can quickly react to unmodeled and
dynamically-varying disturbances. By design, this class
of online optimization controllers steers the system to a
set-point that is implicitly defined as a solution of an op-
timization problem, without requiring knowledge of ex-
ogenous disturbances. This design strategy is pertinent
for a number of domains where physical systems operate
in dynamic settings, and where metering of exogenous
disturbances is impractical. Prominent examples include
power grids [2, 4] and transportation systems [8, 9].
Related Work. The considered setting is aligned with
works on feedback-based optimization [10–12] and au-
tonomous optimization [2,3,6]. The works [10–12] model
the underlying (physical) system as a steady-state input-
output map, thus implicitly assuming that the dynamics
of the system are significantly faster than the algorith-
mic updates. The authors in [4] considered stable linear
time-invariant (LTI) dynamical systems, and designed a
gradient descent controller to drive the system output
to the critical points of an unconstrained problem with
constant exogenous disturbances. The approach was ex-
tended to stable plants with nonlinear dynamics and to
more general controllers in [3]. Joint stabilization of an
LTI dynamical system and regulation of its output to the
solution of a convex optimization problem was consid-
ered in [5, 6]. LTI dynamical systems with time-varying
exogenous inputs were considered in [2], along with the
problem of tracking an optimal solution trajectory of a
time-varying problem with a strongly convex cost. The
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authors leveraged integral quadratic constraints to pro-
vide linear matrix inequality conditions (to be checked
numerically) that guarantee exponential stability and
a bounded tracking error. Time-varying optimization
problems and feedback-linearizable systems were consid-
ered in [7]. We also mention the works [13,14] on regret
minimization for discrete-time time LTI systems.
Contributions. In this paper, we address the steady
state optimization problem in a class of systems that
have not been studied before, namely, switched LTI sys-
tems. This type of systems emerge naturally in many
engineering applications with multiple operation modes,
as well as in feedback control systems that are stabi-
lized by supervisory controllers. For a comprehensive
introduction to LTI switched systems and its applica-
tions, we refer the reader to [15] and [16]. When the
target optimization problem is time-varying – due to
time-varying disturbances or time-varying cost func-
tions – the problem at hand becomes that of tracking an
optimal trajectory for the switched system, preserving
suitable stability properties in the closed-loop system.
We propose two design strategies: (i) an online gradient
method (or gradient flow), similar to those considered
in [3, 4]; and, (ii) a novel hybrid feedback controller
based on Nesterov’s accelerated gradient flows [17–19],
which incorporates dynamic momentum in order to
induce acceleration in the closed-loop system, without
sacrificing stability and robustness properties that are
fundamental in feedback control. The two alternatives
offer a number of trade-offs between implementation
complexity, achievable convergence rates, and condi-
tions for exponential stability. Based on this, the main
contributions of this work are the following:
• First, for the gradient flow controller, we leverage
arguments from singular perturbation analysis [20] and
input-to-state stability (ISS) for hybrid systems [21] in
order to provide sufficient conditions for uniform global
exponential stability for problems where the steady state
cost function has a Lipschitz-continuous gradient and
satisfies the Polyak- Lojasiewicz inequality [22]. Besides
considering switching plants and providing sufficient
stability conditions in terms of average dwell-times, the
contribution relative to [3–6] consists in providing con-
ditions for exponential stability and ISS, with a explicit
quantification of rates of convergence and linear gains.
• Second, when the optimization problem is time-
varying, we show that the gradient flow controller
achieves tracking of the optimal trajectories with track-
ing error that is bounded by the time-variability of the
unknown exogenous disturbances. Relative to [2], our
conditions for stability are easier to check as they do not
require to numerically solve a linear matrix inequality.
• Third, we introduce an online accelerated feedback
controller that is based on a hybrid adaptation of
the continuous-time Nesterov’s accelerated gradient
method [18, 23]. When the cost function is strongly
convex, we demonstrate that this online hybrid con-
troller achieves uniform global exponential stability of
the optimal point and tracking of time-varying trajec-
tories. Moreover, its transient behavior outperforms the
standard gradient descent-based methods. Our results
provide a possible solution to the instability and lack
of robustness suffered by standard online accelerated
gradient flows interconnected with dynamic plants,
discussed in [3, Sec. IV.B]. When the function is only
convex we show that the online accelerated gradient
method achieves asymptotic convergence to a small
neighborhood of the optimizers.
The rest of this paper is organized as follows: Section
2 describes the statement of the problem. Sections 3
and 4 present the results for both controllers, Section 5
presents the proofs, Section 6 presents some numerical
examples, and finally Section 7 concludes the paper.
Notation. Given a compact set A ⊂ Rn and a vector
x ∈ Rn, we define ‖x‖A := miny∈A ‖y − x‖2. Given
v ∈ Rn and w ∈ Rm, we let vec (v, w) := [vT, wT]T. For
a matrix M ∈ Rn×n, we let λ¯(M) and λ(M) denote its
largest and smallest eigenvalues, respectively. A function
β : R≥0 × R≥0 × R≥0 → R≥0 is of class KLL if it is
nondecreasing in its first argument, nonincreasing in its
second and third argument, limr→0+ β(r, s1, s2) = 0 for
each pair (s1, s2) ∈ R≥0, and limsi→∞ β(r, s1, s2) = 0
for each r ∈ R≥0, and i ∈ {1, 2}. A continuous function
γ : R+ → R+ is of class-K∞ if γ(0) = 0, it is non-
decreasing, and limr→∞ γ(r) =∞.
2 Problem Statement and Preliminaries
Consider a switched linear dynamical system of the form:
x˙ = Aσx+Bσu+ Eσw,
y = Cx+Dw, (1)
where x ∈ Rn is the state, u ∈ Rm is the input, w ∈ Rq
is an unknown (and possibly time-varying) exogenous
input or disturbance, y ∈ Rp is the measurable output,
and σ : R+ → S := {1, 2, ..., S} ⊂ Z>0 is a piecewise-
constant function that specifies the index of the active
subsystem. Each value of σ ∈ S specifies a LTI system
in (1), which is also referred to as a mode of the plant,
with matrices (Aσ, Bσ, Eσ, C, D) of appropriate dimen-
sion. In order to have well-defined feedback optimization
problems, we make the following assumptions.
Assumption 1 For each value of σ ∈ S, there exist
positive definite matrices Pσ ∈ Rn×n and Qσ ∈ Rn×n,
such that ATσPσ + PσAσ  −Qσ.
Assumption 2 All modes of (1) have common equilib-
rium points; that is, for any w ∈ Rq there exists x∗ ∈ Rn
and u∗ ∈ Rm such that 0 = Apx+Bpu+Epw, ∀σ ∈ S.
Assumption 1 implies that each mode is exponentially
stable [20]. If a mode is not stable a priori, an inner
stabilizing controller can be used as in [5,6]. Assumption
2 is standard in the literature of switched systems (see,
e.g., [16, 21]), and it is further discussed in Remark 1.
In this paper we will restrict our attention to switch-
ing signals for which the number of discontinuities in
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every open interval (s, t) ⊂ R+, denoted by N(t, s),
satisfies N(t, s) ≤ N0 + t−sτd , where τd > 0 is the so-
called “average dwell-time” and N0 ∈ Z>0 is the “chat-
ter bound” [16]. As discussed in [15], this is a fairly gen-
eral class of switching signals that do not preclude a fi-
nite number of arbitrarily fast switches in the plant (1).
Such behavior is often desirable in many practical ap-
plications where the switching signal is generated by a
supervisory control system. Based on this, we are inter-
ested in regulating the state of system (1) to the solu-
tions of the steady-state optimization problem:
min
u,x
h(u) + g(y) (2a)
s.t. 0 = Aσx+Bpu+ Eσw, ∀σ ∈ S, (2b)
y = Cx+Dw, (2c)
where h : Rm → R is a cost associated with the steady-
state control input, and g : Rp → R is a cost associated
with the steady-state output. The solutions of (2) are
the set of equilibrium points of (1) that minimize the
cost specified by h(·) and g(·). We make the following
assumption on the cost functions.
Assumption 3 The functions u 7→ h(u) and y 7→
g(y) are continuously differentiable and there ex-
ist `u, `y > 0 such that for every u, u
′ ∈ Rm and
y, y′ ∈ Rp, we have ‖∇h(u)−∇h(u′)‖ ≤ `u‖u− u′‖,
and ‖∇g(y)−∇g(y′)‖ ≤ `y‖y − y′‖, respectively.
In order to solve problem (2), we reformulate it as an op-
timization problem on the steady-state outputs. By com-
bining (2b)-(2c) we can rewrite the system output as y =
Gσu + Hσw, where Gσ := −CA−1σ Bσ and Hσ := D −
CA−1σ Eσ denote the steady-state input-output maps,
and where the invertibility of Aσ follows from Assump-
tion 1. Moreover, Assumption 2 implies that the input-
output maps are common across the modes and, by
defining G := Gσ and H := Hσ, problem (2) can be
reformulated as the following unconstrained problem:
min
u
f(u) := h(u) + g(Gu+Hw), (3)
where again we see w as an exogenous signal that
parametrizes f . Therefore, when w is time-varying,
the point-wise optimization problem (2) becomes time-
varying (similarly to, e.g., [2]), and the optimal points
become optimal trajectories. Finally, two technical ob-
servations are in order. First, Assumption 3 implies
that u 7→ f(u) has a Lipschitz-continuous gradient with
Lipschitz constant ` = `u + `y‖G‖2. Second, note that
every solution of (2) is also a solution of (3); however,
the inverse implication holds only under the assumption
that the pairs (Aσ, Cσ) are observable for all σ ∈ S.
Nonetheless, this assumption is not necessary for the
subsequent analysis.
Remark 1 Since problem (3) is independent of σ, for
continuous functions t 7→ w(t) the optimal trajectories
t 7→ u∗(t) generated by solving (3), point-wise in time,
are well-defined continuous functions. 
Remark 2 When the matrices Gσ and Hσ are not
common across modes, and system (1) is at equilibrium
for constant values of u and w, one can define the aver-
age map y = Gavu + Havw, where Gav :=
∑
p∈S αpGp
and Hav :=
∑
p∈S αpHp, with 0 ≤ αp ≤ 1,
∑
p αp = 1.
In this case, Gav and Hav represent the average trans-
fer functions; one may then consider the problem
minu h(u) + g(Gavu + Havw). This case is relevant in
the context of transportation systems, e.g., [8]. 
Remark 3 When the cost function in problem (2) is
parametrized by a set of time-varying parameters, the
optimization problem becomes time-varying. Two sim-
ple examples are: h(u, t) = 12u
TQ(t)u where Q(t) ∈
Rm×m models time-varying weights, and g(y, t) = 12 (y−
y¯(t))TR(t)(y − y¯(t)). Although in this paper we focus
only on time-varying vectors w, the results can be nat-
urally extend to this class of time-varying costs. 
2.1 Problem Statement
We define the problem addressed in this work.
Problem 1 Design a dynamical feedback controller for
the input u, that uses only real-time measurements of the
system output y, so that for any bounded and continu-
ously differentiable function w, the following holds for all
trajectories z := vec (x, u) of the closed-loop system:
lim sup
t→∞
‖z(t)− z∗(t)‖ ≤ γ(sup
τ≥0
‖w˙(τ)‖),
where γ ∈ K∞ and z∗ := vec (x∗, u∗) denotes an op-
timal trajectory of (2), i.e., a trajectory that satisfies
0 = Aσx
∗(t) +Bσu∗(t) +Eσw(t), and 0 = ∇h(u∗(t)) +
∇g(Cx∗(t) +Dw(t)), for each t ≥ 0. 
In words, Problem 1 specifies that, for any well-behaved
disturbance w, the error between the trajectories of (1)
and an optimal trajectory of (2) must be bounded at all
times, and if w˙(t) → 0 as t → ∞ (i.e., the disturbance
w becomes a constant), then limt→∞ ‖z(t)− z∗‖ = 0.
Notice that when w˙ = 0, Problem 1 simplifies to the
standard optimal output regulation problem.
We next provide a motivation for Problem 1, which
demonstrates that plants where all modes are stable may
result in unstable behaviors when the switching signal
and/or the controller are not properly designed.
Example 1 Consider the traffic network in Fig. 1,
which models a urban block in Downtown Los Angeles.
We model with a variable x1 the combined traffic density
in W 7th St and S Main St, and with a variable x2 the
combined traffic density in E 6th St and S Los Angeles St,
where densities of shorter roads have been combined for
simplicity of illustration. We model the dynamics of the
states by adopting the Cell Transmission Model (CTM):
x˙1 = −min{d1x1, s2x2}+ r21 min{d2x2, s1x1}+ w1,
x˙2 = −min{d2x2, s1x1}+ r12 min{d1x1, s2x2}+ w2,
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Fig. 1. (a) Block with two signalized intersections in Down-
town Los Angeles. (b) Suboptimal switching and control re-
sult in unstable trajectories. (c) Stable trajectories.
where d1, d2 > 0 model linear demand functions, s1, s2 >
0 model linear supply functions, r12, r21 ∈ [0, 1] describe
the routing preferences (routing ratios), and w1, w2 > 0
model exogenous inflows and outflows to the network.
The minimization functions in the CTM describe regimes
of free-flow (in this case, min{dixi, sjxj} = dixi), or
regimes of congestion (in this case, min{dixi, sjxj} =
sjxj). We assume that the system alternates between
regimes of free-flow and regimes of congestion, so that
the system is described by two modes:
Mode 1: x˙1 = −d1x1 + r21s1x1 + w1,
x˙2 = −s1x1 + r12d1x1 − (1− r21)d2x2 + w2,
Mode 2: x˙1 = −s2x2 + r21d2x2 − (1− r12)d1x1 + w1,
x˙2 = −d2x2 + r12s2x2 + w2,
where the terms (1 − r21)d2x2 and (1 − r12)d1x1 model
vehicles that leave the network when the downstream road
is congested (by using, e.g., an uncongested lane). Let
d1 = 0.79, d2 = 0.67, s1 = 1.33, s2 = 0.71, r12 = 0.79,
and r21 = 0.47. Then, the system can be modeled as s
linear switched system of the form (1), where each mode
is stable (Mode 1 has eigenvalues {−0.46,−0.17}, Mode
2 has eigenvalues {−0.17,−0.10}). Although all modes
are stable, Fig. 1(b) illustrates a case where the system
trajectories engage in oscillations that are amplified over
time. This behavior suggests that when the CTM switches
between regimes of free-flow and congestion in an un-
controlled fashion, the network may have unstable behav-
iors even when all modes are stable. On the other hand,
assume that the exogenous inflows can be partially con-
trolled so that wi = u+ w˜i, i = {1, 2}, where ui denotes
the portion of controllable flow and w˜i denotes the por-
tion of uncontrollable flow. Fig. 1(c) demonstrates that
the system converges to a stable equilibrium when the
control and switching signals are properly designed. 
2.2 Modeling Framework
In order to address Problem 1, we will use the framework
of set-valued hybrid dynamical systems (HDS), intro-
duced in [21]. In general, a set-valued hybrid dynamical
system with exogenous inputs w is modeled by a state
ϕ ∈ Rn, and the equations [21]:
ϕ ∈ C, ϕ˙ ∈ F (ϕ, w˙), ϕ ∈ D, ϕ+ ∈ G(ϕ), (4)
where F : Rn × Rq ⇒ Rn, and G : Rn ⇒ Rn are the
flow and jump map, respectively, and the sets C ⊂ Rn
and D ⊂ Rn are the flow set and jump set, respec-
tively, and the signal w˙ represents an input that in our
case will correspond to the time-derivative of w in (1).
Systems of the form (4) generalize purely continuous
time systems (D = ∅) and purely discrete-time systems
(C = ∅), and their solutions z are parametrized by two
time indexes: a continuous-time index t ∈ R≥0 that in-
creases continuously whenever ϕ(t, j) ∈ C and the sys-
tem can evolve as ϕ˙ := dϕ(t,j)dt ∈ F (ϕ(t, j), w(t, j));
and a discrete-time index j ∈ Z≥0 that increases by
one whenever ϕ(t, j) ∈ D and the system evolves as
ϕ+ := ϕ(t, j + 1) ∈ G(ϕ(t, j), w(t, j)). Therefore, solu-
tions to (4) are defined on hybrid time-domains [21, Ch.
2], which are subsets of R≥0 × Z>0 defined as a union
of intervals [tj , tj+1] × {j}, where 0 = t0 ≤ t1 ≤ . . .,
where the last interval can be closed or open to the right.
For a precise definition of solutions to HDS, we refer the
reader to [21, Ch. 2]. Applications of HDS in standard
static optimization can be found in [19] and [24].
There are four main motivations behind the use of the
modeling framework (4) for the solution of Problem 1.
(a) First, the framework of HDS allows us to model
switching LTI systems under average dwell-time con-
straints as time-invariant dynamical systems, thus facil-
itating our stability analysis. Indeed, as shown in [25,
Prop. 1.1], every switching signal satisfying an average
dwell-time constraint with (τd, N0) can be generated by
the following HDS:
(τ, σ) ∈ TC := [0, N0]× S, σ˙ = 0, τ˙ ∈ [0, 1/τd] (5a)
(τ, σ) ∈ TD := [1, N0]× S, σ+ ∈ S, τ+ = τ − 1. (5b)
Moreover, every solution of system (5) satisfies an av-
erage dwell-time constraint with (τd, N0). (b) Second,
the framework of HDS allows us to use Lyapunov tools
for the analysis of nonlinear hybrid controllers with set-
valued dynamics. (c) Third, by working with well-posed
HDS we will be able to establish suitable robustness
properties for the closed-loop system; (d) Fourth, the
powerful notion of input-to-state stability (ISS) for HDS
allows us to establish a relationship between Problem 1
and the notion of ISS, which is summarized next.
4
Definition 2.1 System (4) is said to render a compact
set A ⊆ Rn ISS if there exists a function γ ∈ K∞, and a
function β ∈ KLL such that all solutions satisfy:
‖ϕ(t, j)‖A ≤ β(‖ϕ(0, 0)‖A, t, j) + γ(sup
τ≥0
‖w˙(τ)‖). (6)
for all (t, j) ∈ dom(ϕ). Moreover, system (4) is said to
render the set A exponentially ISS (E-ISS) [26, Def. 5]
if there exists positive constants a0, b0, c0, d0, such that
‖ϕ(t, j)‖A ≤ a0(e− 12 (b0t+c0j)‖ϕ(0, 0)‖A + d0 sup
τ≥0
‖w˙(τ)‖)
for all (t, j) ∈ dom(ϕ).
Since the function β in (6) is a class-KLL function, it fol-
lows that lim supt+j→∞ ‖ϕ(t, j)‖A ≤ γ(supτ≥0 ‖w˙(τ)‖).
Moreover, when w˙ = 0, the bound (6) reduces to the
standard characterization of uniform global asymptotic
stability of A, [21, Ch.3]. It then follows that ISS is a
suitable property to certify the solution of Problem 1.
Note that when d0 = 0, E-ISS reduces to the standard
notion of exponential stability for HDS [27]. Since in this
paper the exogenous input t 7→ w(t) is assumed to be
continuous and only affects the flow map of the HDS, we
omit the notation of j in the argument of w to simplify
our presentation.
We focus our attention on two main feedback control ar-
chitectures, shown in Fig. 2. First, in Section 3, we will
study the solution of Problem 1 in switched LTI systems
by using a gradient descent-based controller (Fig.2-(a)),
similar to those studied in [3–6]. For this controller, we
will establish stronger and novel results in terms of ex-
ponential stability and E-ISS. After this, in Section 4,
we introduce a novel hybrid feedback-controller (Fig.2-
(b)) inspired by the accelerated Nesterov’s gradient flows
of [18, 23], which will induce better transient perfor-
mance in terms of rate of convergence.
3 Feedback Control Using Gradient Flows
When w and H are known, a feedback-based gradient
flow for the solution of Problem 1 is a dynamical system
on Rm of the form:
u˙ = −∇h(u)−GT∇g(Gu+Hw). (7)
Under Assumption 3, the above dynamical equation ad-
mits a unique solution that converges to the critical
points of (2). To solve Problem 1, we interconnect the
plant dynamics (1) with a gradient-flow algorithm of
the form (7) where the input-output map Gu + Hw is
replaced by instantaneous measurements of the system
output [2,4,6].The resulting interconnection is given by:
εσx˙ = Aσx+Bσu+ Eσw, y = Cx+Dw, (8a)
u˙ = −∇h(u)−GT∇g(y), (x, u) ∈ Rn × Rm, (8b)
where εσ ∈ R>0 is a (small) parameter that characterizes
the difference in timescale between the (faster) plant and
the (slower) controller; see also Figure 2(a).
Fig. 2. (a) A switched system in feedback with a gradient
flow controller. (b) A switched system in feedback with a
hybrid controller. “S” denotes a supervisory controller that
actuates the switching between the modes of the plant.
The following assumption will be used to strengthen our
convergence results.
Assumption 4 The function f , defined in (3), satisfies
the Polyak- Lojasiewicz (PL) inequality, i.e., ∃ µ > 0
such that 12‖∇f(u)‖2 ≥ µ(f(u)− f(u∗)), ∀ u ∈ Rm.
The PL inequality implies that every stationary point is
a global minimum of f(u). Furthermore, it is possible to
show that it implies the following quadratic growth (QG)
condition [22]: f(u) − f(u∗) ≥ µ2 ‖u− u∗‖2, ∀ u ∈ Rm,
where u∗ is a global minimizer of f . For simplicity of
exposition, in this section we assume that u∗ is unique.
Remark 4 The PL inequality is a weak condition used
in the analysis of linear convergence in gradient meth-
ods [22]. If a function is µ-strongly convex, then it also
satisfies the PL inequality. However, the inverse impli-
cation does not hold: functions that satisfy the PL in-
equality are not necessarily convex, instead, they satisfy
a notion of invexity [22]. 
3.1 Main Results
We begin by characterizing the performance of system
(8) when the disturbance w is constant. To this end, for
each σ ∈ S, we define the following quantities:
a¯σ := max
{
(1− θσ) `
2
, θσλ¯(Pσ)
}
, (9a)
aσ := min
{
(1− θσ)µ
2
, θσλ(Pσ)
}
, (9b)
where we recall that ` = `u+`y‖G‖2, and θσ is given by
θσ :=
`y‖C‖‖G‖
`y‖C‖‖G‖+ 2‖PσA−1σ Bσ‖
.
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For convenience we also define the quantities a¯ :=
maxσ∈S a¯σ, and a := minσ∈S aσ.
The following results provides a sufficient condition to
ensure output regulation under the assumption that the
switching signal σ is constant. All the proofs are based
on Lyapunov tools for hybrid dynamical systems, and
are postponed to Section 5.
Proposition 3.1 Suppose that Assumptions 1-4 hold.
Consider the closed-loop system given by (8) with σ(t) =
p ∈ S, ∀ t ≥ 0, and εσ satisfying the inequality
εp < ε¯p :=
λ(Qp)
4`y‖C‖‖G‖‖PpA−1p Bp‖
. (10)
Then, for any constant w, the closed-loop system is expo-
nentially stable with respect to the set {z∗}, with param-
eters: a0 = (a¯p/ap)
0.5, b0 = 2µ
2/`, c0 = d0 = 0, where
a¯p and ap are defined in (9).
Proposition 3.1 gives an explicit characterization, for
each mode of the plant, on the necessary time scale sep-
aration between the plant dynamics and the control dy-
namics in order to have E-ISS. We point out that the con-
ditions of Proposition 3.1 are computationally-lighter to
check relative to [2], where a linear matrix inequality
must be solved and no explicit bound for εp is available.
As shown in (10), and not surprisingly, the time scale
separation is proportional to the smallest eigenvalue of
the matrix Qσ of Assumption 1. Note that in this case
the rate of convergence is of orderO(e−µ2/`). Differently,
when f(u) is strongly convex, it can be shown that the
rate of convergence is O(e−κ), where κ is the condition
number of f(u). Next, we provide a solution to the op-
timal regulation problem for the switched LTI plant.
Proposition 3.2 Let Assumptions 1-4 be satisfied, and
let each mode implement εσ ∈ (0, ε¯σ) where ε¯σ is as in
(10) for all σ ∈ S. If τd in (5) satisfies
τd >
`
2µ2
ln
(
a¯
a
)
, N0 ∈ Z>0, (11)
then for any constant w and any positive % satisfying
ln(a¯/a) < % < 2µ2τd/`, the closed-loop system given
by (5) and (8) with regulation error z˜ := z − z∗, and
states (z˜, σ, τ) renders globally exponentially stable the
set A = {0} × S × Tc, with parameters:
a0 =
√
a¯eN0k
a
, b0 =
2µ2
`
− %
τd
, c0 = %− ln
(
a¯
a
)
,
and d0 = 0.
Theorem 3.2 asserts that when the individual modes are
exponentially stable and the dwell time of the switching
signal of the LTI plants satisfies (11), then the gradient
flow controller guarantees exponential regulation to the
optimal solution of (2). The coefficients (b0, c0) charac-
terize the effect of the dwell-time condition on the rate
of convergence of the closed-loop system. As τd → ∞,
we recover the transient performance of Proposition 3.1.
Remark 5 When Assumption 4 does not hold, [3, 4]
showed that under conditions similar to (10) the inter-
connection of the gradient-flow controller with a linear
system (not switching) converges to critical points of (3)
and strict local minimizers are asymptotically stable.
Suppose that these conditions hold for each of the modes
in (1); then, one can use [16, Theorem 4] to establish
convergence to critical points and asymptotic stability of
strict local minimizers also for switched systems. How-
ever, in general in this case it is not possible to obtain
exponential stability and the explicit characterizations
of the coefficients (a0, b0, c0, d0). We do not include this
result for space constraints. 
Having established a sufficient condition to guarantees
E-ISS for the switched closed-loop system (8) with con-
stant disturbances, we are now ready to present the first
main result of this paper, which provides a solution to
the general tracking Problem 1.
Theorem 3.3 Let Assumptions 1-4 be satisfied, and
consider the closed-loop system (5) and (8), with state
(z˜, τ, σ), where z˜ = z− z∗ is the tracking error. Let each
mode implement εσ ∈ (0, ε¯σ) where ε¯p is as in (10) for
all σ ∈ S.
(i) If σ(t) = p, ∀ t ≥ 0, then the set A = {0} × TC is
E-ISS with parameters:
a0 =
√
a¯p
ap
, b0 =
2µ2
`
, d0 =
√
2‖rp‖
d˜min{1, µ2} ,
and c0 = 0, where r
T
p := [2θp‖PpA−1p Ep‖, (1 −
θp)`y‖H‖‖G‖], and d˜ > 0.
(ii) If t 7→ σ(t) satisfies (11), then for each positive
% satisfying ln(a¯/a) < % < 2µ2τd/`, the set A =
{0} × S × TC is E-ISS with parameters:
a0 =
√
a¯eN0%
a
, b0 =
2µ2
`
− %
τd
,
c0 = %− ln
(
a¯
a
)
, d0 =
√
2 maxp ‖rp‖
d˜min{1, µ2}
where d˜ > 0.
The characterization of the coefficients (a0, b0, c0, d0) in
items (i)-(ii) of Theorem 3.3 can be expressed in terms
of three main types of parameters: (a) the parameters
(µ, `), which characterize the condition number of the
steady state cost f , and which are common in standard
optimization problems; (b) the parameters (τd, N0) that
characterize the switching signal of the LTI system; and
(c) the parameters (θσ, a¯σ, aσ, rσ), which are intrinsi-
cally related to the internal dynamics of each mode σ ∈ S
of the LTI system (1).
The proof of Theorem 3.3 exploits singular perturbation
tools for hybrid dynamical systems. However, the result
does not follow directly by applying existing singular
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perturbation results in the literature. This is the case
because unlike [28] and [29, Sec. 4.4], the closed-loop
system (8) is not linear. Moreover, the general results
of [29] and [30] assume a priori that the states of the
fast dynamics (in this case, the plant) evolve in a pre-
defined compact set, and do not establish convergence
results for the fast states. Therefore, in order to prove
Theorem 3.3, we have extended to the hybrid setting the
singular perturbation approach presented in [20, Ch.11]
by using a suitable Lyapunov construction that exploits
some of the ideas of [31] in order to directly establish the
desired ISS results under average dwell-time constraints
and strong decrease conditions during flows and jumps
for the Lyapunov function.
4 Feedback Control Using Hybrid Accelerated
Gradient Flows
Whereas gradient descent methods have a long tradi-
tion in the design of feedback controllers, recent develop-
ments in the areas of optimization and machine learning
have triggered a new interest in a different class of algo-
rithms with acceleration properties induced by the incor-
poration of dynamic momentum, see for instance [18,32,
33]. However, even though the convergence properties of
these algorithms in standard optimization problems are
now well-understood, their application in problems of
feedback control remain mostly unexplored. Moreover,
as shown by the counter examples presented in [3, Sec.
IV.B] and [19, Prop. 1], some of the dynamics with time-
varying momentum that emerge from continuous-time
approximations of accelerated algorithms can lead to un-
stable systems once they are slightly perturbed or inter-
connected with a dynamic plant. Indeed, in many cases,
these dynamics are not even suitable for the direct ap-
plication of singular perturbation theory. Nevertheless,
given that accelerated optimization algorithms generate
trajectories that minimize the cost at a more efficient
rate compared to gradient descent flows, their applica-
tion in optimization problems is of interest.
In this section, we address this problem by introducing
a hybrid feedback controller inspired by Nesterov’s ac-
celerated gradient method [18,33]. In particular, we now
consider the closed-loop system with continuous-time
dynamics given by
εσx˙ = Aσx+Bσu1 + Eσw, (12a)
u˙1
u˙2
u˙3
 =

ρ
u3
(u2 − u1)
−κu3
ρ
(∇h(u1) +GT∇g(y))
1
 , (12b)
which evolves whenever the states are in the set
(x, u1, u2, u3) ∈ C := Rn × Rm × Rm × [δ,∆], (13)
where ∆ > δ > 0 and κ, ρ > 0 are tunable parameters.
The closed-loop system also implements discrete-time
dynamics, given by
x+ = x, u+ = R0u, (14)
with u = vec (u1, u2, u3) and matrix R0 given by
R0 =

I 0 0
r0I (1− r0)I 0
0 0 δ∆
 , r0 ∈ {0, 1}, (15)
The updates (14) occur whenever the states satisfy:
(x, u1, u2, u3) ∈ D := Rn × Rm × Rm × {∆}. (16)
The hybrid controller is then characterized by equations
(12b) and the updates of u in (14), and it is intercon-
nected with the switching LTI system by using u = u1
as output, and y = Cx+Dw as input. In this controller,
the state u2 ∈ Rm acts as a momentum state, u3 ∈ R≥0
models a timer governed by the constants ∆, δ > 0, and
the Boolean variable r0 ∈ {0, 1} selects a resetting policy
for the momentum state u2. The hybrid controller can
be seen as a regularized version of Nesterov’s ODE [18],
with additional discrete-time dynamics that periodically
reset the momentum and the timer. In order to study
the closed-loop system (12)-(16), we will work with the
following two assumptions.
Assumption 5 The function f is convex and radi-
ally unbounded, and ∃ `0 > 0 and ν0 > 0 such that
‖u− u∗‖ > ν0 =⇒ ‖∇f(u)‖ > `0‖u− u∗‖, ∀ u ∈ Rm
and ∀ u∗ ∈ arg min f(u).
Assumption 6 ∃ µ > 0 such that f(u) ≥ f(u′) +
∇f(u′)T(u− u′) + µ2 ‖u− u′‖2, for all u, u′ ∈ Rm.
The last property of Assumption 5 is a type of reverse
Lipschitz condition. This property will only be needed
to guarantee global convergence in our results. However,
it can be omitted if one is interested only on semi-global
convergence results. On the other hand, Assumption 6,
is in general more restrictive than the PL inequality used
to analyze the gradient-flow controller, and it states that
the cost is strongly convex. Assumption 6 implies As-
sumption 5 when f is twice continuously differentiable.
4.1 Main Results
Our first result concerns the stability properties of (12)-
(16) under constant values of σ and w. The result does
not ask for strong convexity, but rather assumes only
convexity and the reverse Lipschitz condition. Since it is
well-known that well-posed hybrid systems with asymp-
totically stable individual modes retain the main sta-
bility properties under slow average switching [21, Cor.
7.28], we present the result only for fixed values of σ. To
do this, for each σ ∈ S and each constant w we define
the optimal set Af := arg min f(u), and the “regula-
tion” set Ar := {z∗ = (x∗, u∗1) ∈ Rn+m : u∗1 ∈ Af , x∗ =
−A−1σ Bσu∗1}, which is compact due to Assumption 5.
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Theorem 4.1 Let Assumptions 1-3, and 5 hold. Sup-
pose that σ(t) = p, ∀ t ≥ 0, and let the controller param-
eters satisfy ρ ≤ 4 and r0 = 0. Then, for every ν > 0
there exits εp > 0 satisfying
εp <
λ(Qp)δ
12∆`yρ‖Cp‖‖Gp‖‖PpA−1p Bp‖
min
{
ρ
κ∆
,
δ`0
2ρ`
}
, (17)
such that, for any constant w, any solution z of (12)-
(16), and all (t, j) ∈ dom(z), the following holds:
• lim sup
t+j→∞
‖z(t, j)‖Ar ≤ ν, ∀ (t, j) ∈ dom(z),
• f(u1(t, j))− f(u∗1) ≤ α(s, j)
u23(t, j)
+ ν, ∀ (s, j) ∈ dom(z), t > s,
where α := θαp + (1 − θ)αc with αp := x˜>Pσx˜e%u3 ,
x˜ = x − x∗, % > 0, θ ∈ (0, 1), and αc := 14 |u1 − u2|2 +
1
4 |u2|2Af + κδ2(f(u1)− f(u∗)).
The convergence result of Theorem 4.1 is global, but
“practical”. Namely, convergence is only achieved to a
small ν-neighborhood of the solution z∗ of Problem 1,
where ν can be made arbitrarily small by the choice of εp.
To our knowledge, this is the first result in the literature
that establishes convergence and stability properties for
online feedback controllers based on accelerated gradient
flows interconnected with a dynamic plant, let alone in
switched systems. Here, two comments comments are in
order. First, the bound (17) shows that the feasible time-
scale separation (parameterized by εp) shrinks to zero
when either δ → 0+ or ∆→∞. Since δ = 0 and ∆ =∞
imply that the controller (12b) simplifies to Nesterov’s
second order ODE studied in [18, 33], our analysis sug-
gests that in this case there is no ε > 0 that guarantees
stability and convergence properties for the closed-loop
system. This is consistent with some unstable behaviors
observed in numerical experiments, e.g., [3, Sec. IV.B].
Second, the result establishes that the steady-state sub-
optimality measure decreases (outside a neighborhood
of the optimal point) a rate of orderO(cj/u23) during the
intervals of flow. It follows that the larger the difference
∆−δ, the larger the size of the intervals where this bound
holds. Since in the hybrid controller the state u3 models
a timer, the decrease on the sub-optimality measure can
be seen as a (semi) sub-linear acceleration property, sim-
ilar to those studied in [18,23,33] for static optimization
problems, which here only holds during each interval of
flow. In contrast to existing results, the function α now
also contains information related to the LTI dynamics
(1), particularly via the matrix Pσ (c.f. Assumption 1).
Finally, the bound (17) also reveals the effect of the Lip-
schitz parameters (`0, `) on the required time-scale sep-
aration, as well as the role of the smallest eigenvalue of
the stability matrix Qσ.
Next, we study the properties of the closed-loop sys-
tem (12)-(16) under the additional assumption that the
steady-state cost (2) is strongly convex. In this case, we
use the resetting policy r0 = 1 and, for ease of nota-
tion, we first introduce the following constants defined
for each σ ∈ S:
a¯σ := max
{
(1− θ)κ`∆2/2ρ, θλ¯(Pσ) exp(∆)
}
,
aσ := min
{
(1− θσ)/2, (1− θσ)κµδ2/4ρ, θσλ(Pσ) exp(δ)
}
,
b := min
{
δµ/4`∆2, ρ2/2κ`∆
}
,
c := max{ln(∆2κµ2/(δκµ2 − 2ρ)),∆− δ}, (18)
where now θσ := ησ/(ησ + δσ), and
ησ :=
2
√
2κ∆`y‖Cσ‖‖Gσ‖
ρ
, δσ :=
2 exp(∆)ρ‖PσA−1σ Bσ‖
δ
,
As before, we define a¯ := maxσ a¯σ a := minσ aσ, and:
τ : =
ln a¯− ln a
b
, (19a)
ε¯σ : =
exp(δ −∆)γλ(Qσ)δ
γδλ¯(Pσ) + 2
√
2κ∆`y‖Cσ‖‖Gσ‖‖PσA−1σ Bσ‖
.
(19b)
where γ = min{ρ/4∆, κδµ/8ρ}. Again, note that ε¯σ →
0+ as either δ → 0+ or ∆→∞.
The following theorem, corresponding to the second
main result of this paper, establishes sufficient condi-
tions to solve Problem 1, in terms of the required time-
scale separation in the closed-loop system, the dwell-
time conditions of the LTI plants, and the restarting
frequency of the hybrid controller. We state the result
with respect to the set A = {0} × {0} × [δ,∆]× TC .
Theorem 4.2 Suppose that Assumptions 1-3 and
6 hold, and consider the closed-loop system (5)
and (12)-(16), with state (z˜, u2, u3, σ, τ), where z˜ =
(x−x∗, u1−u∗1) is the tracking error. Let the parameters
of the hybrid controller satisfy ∆2− δ2 > 2ρκµ , ρ ≤ 4 and
r0 = 1. If εσ ∈ (0, ε¯σ), then the following holds:
(i) If σ(t) = p ∈ S, ∀ t ≥ 0, then the set A is E-
ISS with: a0 = (a¯p/ap)
0.5, b0 = bp, c0 = cp,
d0 = ‖rp‖/d˜, where rp := [2θ‖PpA−1p Ep‖, (1 −
θp)
√
2κ`y∆
2
2ρ ‖Hp‖‖Gp‖]> and d˜ > 0.
(ii) If τd > τ , then for any % satisfying ln(c¯a¯/a) <
% < bτd, the set A is E-ISS with constants d0 =√
2e−%+ln(a¯/a), a0 = (a¯eN0%/a)0.5, b0 = b − %/τd,
and c0 = −%+ ln (ca¯/a).
Theorem 4.2 establishes an exponential ISS result for
the HDS system (12)-(16) with switching signal gener-
ated by (5). The ISS bound (6) guarantees convergence
of z to a neighborhood of the optimal trajectory z∗ (i.e.,
tracking), where the size of the residual set grows lin-
early with the dimension of the derivative of w. Note
that the “quadratic dwell-time” condition ∆2− δ2 > 2ρκµ
imposed on the updates of the controller is similar to
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the bound used in [23] for the solution of static opti-
mization problems, and it regulates, via the strong con-
vexity parameter µ, how fast the controller can reset
its internal states. Therefore, the convergence result of
Theorem 4.2 holds under two different switching condi-
tions: an average dwell-time condition imposed on the
switches of plant, and a dwell-time condition imposed
on the resets of the hybrid controllers. The result of
Theorem 4.2 also characterizes rates of convergence and
ISS-gains via the coefficients (a0, b0, c0, d0). An impor-
tant observation is that the hybrid controller further al-
lows to tune the rate of convergence of the system via
the parameters (∆, δ). This mechanism is analogous to
“restarting” techniques studied in the static optimiza-
tion literature [23,32]. However, to our knowledge, these
techniques have not been studied before in the context
of online optimization.
Next, we specialize Theorem 4.2 to two particular cases
that are of interest on their own due to their prevalence
in engineering systems. Namely, steady-state output reg-
ulation problems in LTI standard and switched systems:
Corollary 4.3 Let Assumptions 1-3 and 6 hold, and let
σ(t) = p, ∀t ≥ 0, ρ ≤ 4, r0 = 1, and ∆2 − δ2 > 2ρκµ .
If, εσ < ε¯σ, then for any constant w the set A is E-ISS
with: a0 = (a¯p/ap)
0.5, b0 = bp, c0 = cp, d0 = 0.
Corollary 4.4 Let Assumptions 1-3 and 6 hold. Let
each mode implement εp ∈ (0, ε¯p) where ε¯p is as in
Proposition 4.3, and let the parameters of the controller
satisfy ∆2− δ2 > 2ρκµ , and ρ ≤ 4, r0 = 1. If τ > τd, then
for any constant w, and % satisfying ln(ca¯/a) < % < bτd,
the set A is exponentially stable with a0 = (a¯eN0%/a)0.5,
b0 = b− %/τd, c0 = −%+ ln (ca¯/a).
We emphasize that Theorem 4.2 and Corollaries 4.3-4.4,
cannot be trivially obtained when standard continuous-
time accelerated methods with vanishing damping
are interconnected with a dynamic plant (let alone a
switched system), even if the steady state cost function
(4.4) is strongly convex, e.g., [3, Sec. IV.B] and [19, Prop.
1]. Indeed, as shown in [19] and [34], without further
damping terms, the optimization dynamics may lack
uniformity (with respect to initial time) in the conver-
gence properties of system, leading dynamical systems
that can be rendered unstable by using arbitrarily small
disturbances. This issue can be solved by inducing a
persistence of excitation (PE) condition on the damping
parameter of the controller, which in our case corre-
sponds to the inverse of the timer u3. In this way, the
hybrid controller with reset policy r0 = 0 in (15) can
be seen as an online optimization algorithm with dy-
namic momentum that periodically resets the timer u3
in order to induce the PE property.
On the other hand, the hybrid controller with reset pol-
icy r0 = 1 has similarities to (periodic) restarting heuris-
tics used in the standard optimization literature [32], and
hybrid reset controllers that have been studied in the
context of standard stabilization and tracking [27], [35],
[36]. However, the design and application of these types
of controllers in online optimization problems where ac-
celeration properties are desirable seem to be mostly un-
explored.
5 Proofs of the Results
In this section, we present the proofs of the main results
of the paper.
5.1 Proof of Proposition 3.1
Since the system does not switch we omit the dependence
on σ. Define the change of variables x˜ := x − M(u),
whereM(u) := −A−1Bu−A−1Ew. The interconnected
system (8) in the new variables reads as:
ε ˙˜x = ψp(x˜, u) := Ax˜+ εA
−1Bψc(x˜, u) (20)
u˙ = ψc(x˜, u) := −∇h(u)−GT∇g(Cx˜+Gu+Hw).
Next, consider the following Lyapunov function:
V (z) = (1− θ)V1(u) + θV2(x˜), (21)
where V1(u) := f(u) − f(u∗), V2(x˜) = x˜TPx˜, and
θ ∈ (0, 1) is a free parameter. By Assumptions 1 and
4, the uniqueness of u∗, and the QG condition, V
is positive definite with respect to z∗ = (0, u∗) and
radially unbounded. Moreover, by using the inequal-
ities V (z) ≤ (1 − θ) `2‖u− u∗‖2 + θλ¯(P )‖x˜‖2 and
V ≥ (1 − θ)µ2 ‖u− u∗‖2 + θλ(P )‖x˜‖2, it follows that
a|z|2 ≤ V (z) ≤ a¯|z|2, with a¯ = max{(1− θ) `2 , θλ¯(P )},
a = min
{
(1− θ)µ2 , θλ(P )
}
.
Next, note that the time-derivative of V1 satisfies:
V˙1(z) = (∇h(u) +GT∇g(Gu+Hw))Tψc(x˜, u),
= −ψc(0, u)T(ψc(x˜, u) + ψc(0, u)− ψc(0, u))
≤ −‖ψc(0, u)‖2 + ‖ψc(0, u)‖‖ψc(x˜, u)− ψc(0, u)‖
≤ −‖∇f(u)‖2 + `y‖C‖‖G‖‖∇f(u)‖‖x˜‖. (22)
where the last inequality follows by ψc(0, u) = ∇f(u)
and Assumption 3. On the other hand, the time-
derivative of V2 satisfies:
V˙2(z) = 2x˜
TPψp(x˜, u) = −1
ε
x˜TQx˜+ 2x˜TPA−1Bψc(x˜, u)
≤ −λ(Q)
ε
‖x˜‖2 + 2‖PA−1B‖‖x˜‖‖ψc(x˜, u)‖,
where the third identity follows from Assumption 1. The
last factor in the second term can be bounded as:
‖ψc(x˜, u)‖ = ‖ψc(x˜, u) + ψc(0, u)− ψc(0, u)‖
≤ ‖ψc(0, u)‖+ ‖ψc(x˜, u)− ψc(0, u)‖
≤ ‖ψc(0, u)‖+ `y‖C‖‖G‖‖x˜‖,
Therefore, the time-derivative of V2 satisfies:
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V˙2(z) ≤ −λ(Q)
ε
‖x˜‖2 + 2‖PA−1B‖‖x˜‖‖∇f(u)‖
+ 2`y‖C‖‖G‖‖PA−1B‖‖x˜‖2. (23)
Next, note that combining the PL inequality and the
QC inequality we have ‖u− u∗‖2 ≤ 1/µ2‖∇f(u)‖2. It
follows that
−(1− θ) `
2µ2
‖∇f(u)‖2 − θλ¯(P )‖x˜‖2 ≤ −V (z). (24)
Let ξ := [‖x˜‖, ‖∇f(u)‖]T. Combining the bounds
(22)-(24), we obtain V˙ ≤ −bV − ξTMξ, where
M is a symmetric matrix with the form described
in Lemma A.2 in the Appendix with parameters:
α = λ(Q), β = 2`y‖C‖‖G‖‖PA−1B‖, η = `y‖C‖‖G‖,
δ = 2‖PA−1B‖, ϕ = λ¯(P ), ν = `/2µ2, and γ = 1. By
using Lemma A.2, we conclude that when ε satisfies
(10), then there exists b < 2µ2/` such that M is positive
definite. Finally, the bound in the statement follows
from Lemma A.1 in the Appendix, with c = 0 and con-
sidering only one mode (see also Lemma 4.6 in [20]). 
5.2 Proof of Theorem 3.2
The proof leverages arguments from [21, Ex. 3.22] and
[31]. More precisely, we prove this claim by showing
that there exists a Lyapunov function for the HDS (5)-
(8) that satisfies the assumptions of Lemma A.1 stated
in the Appendix. We consider the Lyapunov function
W (z) = e%τVσ(z), where Vσ(z) is defined as in (21) for
each σ ∈ S, and % > 0. First, we show that W (z) satis-
fies (A.1). To this end, notice that
a¯σe
%N0‖z‖2 ≥ e%N0Vσ(z ≥W (z) ≥ e%·0Vσ(z) ≥ aσ‖z‖2.
Hence, (A.1) holds. Next, we show that W (z) satisfies
(A.2). Indeed, the time-derivative of W is
W˙ (z) = e%τ (%Vσ(z)τ˙ + V˙σ(z)) ≤
(
%
τd
− 2µ
2
`
)
W (z),
where we used τ˙ ≤ 1/τd, and V˙σ(z) ≤ −(2µ2/`)Vσ(z)
shown in the proof of Proposition 3.1. Hence, (A.2) is
satisfied when % < 2µ2τd/`. Next, we show that W (z)
satisfies (A.3). During switches of the plant, we have that
z+ = z, u+ = u, σ+ ∈ S, and τ+ = τ − 1. Therefore,
W (z+) ≤ e%τ+ max
σ
Vσ(z
+) ≤ e%(τ−1)+ln a¯σ‖z‖2
≤ e−%+ln a¯σ−ln aσW (z), (25)
Hence, W (z) satisfies (A.3) when % > ln a¯σ − ln aσ =
ln(a¯σ/aσ). By combining the upper and lower inequal-
ities on ρ we conclude that W (z) satisfies the assump-
tions of Lemma A.1 when τd >
`
2µ2 ln(a¯σ/ ln aσ) for all
σ ∈ S, which establishes the result. 
5.3 Proof of Theorem 3.3
First, we shift the equilibrium points of (8a) to the origin
by using x˜ := x −M(u), where M(u) := −A−1Bu −
A−1Ew. System (8) in the new variables reads as:
εσ ˙˜x = ψσ(x˜, u, w), u˙ = ψc(x˜, u, w),
with ψp(x˜, u, w) = Aσx˜+εA
−1
σ Bσψc(x˜, u, w)+εA
−1Ew˙,
ψc(x˜, u, w) := −∇f(u)−GT∇g(Cx˜+Gu+Hw).
Case (i). Since we focus on a single mode, in what fol-
lows we drop the dependence on the subscript σ. We
prove this claim by showing that V (z) defined in (21)
satisfies the assumptions of Lemma A.1 in the Appendix
when applied to a single mode (and setting c = 0); see
also [20, Lemma 4.6]. To this end, notice that V (z) sat-
isfies (A.1) as previously shown in the proof of Propo-
sition 3.1. Next, we show that V (z) satisfies (A.2). The
time-derivative of V1 reads as:
V˙1(z) = ∇f(u)Tψc(x˜, u, w)−∇f(u∗)T︸ ︷︷ ︸
=0
∂u∗
∂t
+HT (∇g(Gu+Hw)−∇g(Gu∗ +Hw)) w˙.
By using the bound (22) and by recalling that
ψc(0, u, w) = ∇f(u), the first term satisfies
∇f(u)Tψc(x˜, u, w) ≤ −‖∇f(u)‖2 + `y‖C‖‖G‖‖∇f(u)‖‖x˜‖.
By using Assumption 3, the second term can be bounded
by `y‖H‖‖G‖‖u− u∗‖‖w˙‖. Hence, the following bound
on V˙1(z) can be derived:
V˙1(z) ≤ −‖∇f(u)‖2 + `y‖C‖‖G‖‖∇f(u)‖‖x˜‖
+ `y‖H‖‖G‖‖u− u∗‖‖w˙‖. (26)
On the other hand, the time-derivative of V2 reads:
V˙2(z) = 2x˜
TP
(
1
ε
Ax˜+A−1Bψc(x˜, u, w) +A−1Ew˙
)
≤ −λ(Q)
ε
‖x˜‖2 + 2‖PA−1B‖‖x˜‖‖ψc(x˜, u, w)‖
+ 2‖PA−1E‖‖x˜‖‖w˙‖,
where the inequality follows from Assumption 1. Using
Assumption 3 we have:
‖ψc(x˜, u, w)‖ = ‖ψc(x˜, u, w) + ψc(0, u, w)− ψc(0, u, w)‖
≤ ‖ψc(0, u, w)‖+ `y‖C‖‖G‖‖x˜‖.
It follows that the time-derivative of V2(x˜) satisfies:
V˙2(z) ≤ −λ(Q)
ε
‖x˜‖2 + 2`y‖C‖‖G‖‖PA−1B‖‖x˜‖2
+ 2‖PA−1B‖‖x˜‖‖∇f(u)‖+ 2‖PA−1E‖‖x˜‖‖w˙‖. (27)
Let ξ := [‖x˜‖, ‖∇f(u)‖]T, ζ := [‖x˜‖, ‖u− u∗‖]T; by com-
bining (26)-(27) with (24), we obtain:
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V˙ ≤ −bV − ξTMˆξ + ‖w˙‖rTζ, (28)
where r := [2θ‖PA−1E‖, (1− θ)`y‖H‖‖G‖]>, and Mˆ is
a symmetric matrix as in Lemma A.2 with parameters
α = λ(Q), β = 2`y‖C‖‖G‖‖PA−1B‖, η = `y‖C‖‖G‖,
δ = 2‖PA−1B‖, ϕ = λ¯(P ), ν = `/2µ2, and γ = 1. By
using Lemma A.2 and by substituting, we conclude that
when ε satisfies (10) then there exists 0 < b < 2µ2/`
such that Mˆ is positive definite. Next, we show that that
the quadratic term in (28) dominates the linear term
for large ‖ζ‖. To this end, we bound the vector ξ as
follows ‖ξ‖2 = ‖∇f(u)‖2+‖x˜‖2 ≥ µ2‖u− u∗‖2+‖x˜‖2 ≥
min{µ2, 1}‖ζ‖2, where we used the PL inequality. By
using the above bound we rewrite (28) as follows:
V˙p + bVp ≤ −ξT(Mˆ − kI)ξ − k‖ξ‖2 + ‖w˙‖rTζ
≤ −λ(Mˆ − kI)‖ξ‖2 − kmin{µ2, 1}‖ζ‖2
+ ‖w˙‖‖r‖‖ζ‖
≤ −λ(Mˆ − kI)‖ξ‖2, (29)
where 0 < k < λ(Mˆ), and the last inequality holds when
−kmin{µ2, 1}‖ζ‖2 + ‖w˙‖‖r‖‖ζ‖ < 0. By recalling that
‖ζ‖ ≥ 1/√2‖z‖, we conclude that (29) is satisfied for
all ‖z‖ ≥
√
2‖r‖ supt≥0 ‖w˙‖
kmin{µ2,1} , which proves (A.2). Finally,
the claim follows by application of Theorem A.1. in the
Appendix when applied to a single-mode system.
Case (ii). Consider the HDS system (5)-(8) and the
Lyapunov function W (z) = e%τVσ(z), where % > 0 and
Vσ(z) is as in (21) with V2 now depending on the mode
σ ∈ S via the matrix Pσ. First, by using W (z) ≥ aσ‖z‖2
and W (z) ≤ a¯σeρN0‖z‖2 we conclude that W (z) sat-
isfies (A.1) with aσ‖z‖2 ≤ W (z) ≤ a¯σe%N0‖z‖2. Sec-
ond, we show that W (z) satisfies (A.2). To this end
note that W˙ (z) = e%τ (%Vσ(z)τ˙ + V˙σ(z)). Therefore,
W˙ (z) ≤ ( %τd−
2µ2
` )W (z), where the second inequality fol-
lows from (29), and holds when ‖z‖ ≥
√
2‖r‖ supt≥0 ‖w˙‖
kmin{µ2,1} .
Therefore, (A.2) is satisfied when % < 2µ
2
` τd. Third,
we show that W (z) satisfies (A.3). To this aim, by
iterating the bound (25) we conclude that W (z+) ≤
e−%+ln a¯p−ln apW (z), which shows that W (z) satisfies
(A.3) when % > ln a¯σ/aσ, for all σ ∈ S. By combin-
ing the upper and lower bounds on ρ we conclude that
W (z) satisfies the assumptions of Lemma A.1 when
τd >
`
2µ2 ln(a¯p/ ln ap) for all p ∈ S. 
5.4 Proof of Theorem 4.1
Since we focus on a single mode, in we drop the sub-
script σ. We prove this statement by using a positive
definite and radially unbounded Lyapunov function V
that decreases during flows, outside a neighborhood of
the optimal set, and also does not increase during jumps.
We begin by shifting the equilibrium points of the plant
via the change of variables x˜ := x − M(u1), where
M(u1) := −A−1Bu1 − A−1Ew. Let z˜ = vec(x˜, u). In
the new variables, the closed-loop continuous-time dy-
namics are given by:
ε ˙˜x = Ax˜+ ε
ρ
u3
A−1B(u2 − u1), u˙1 = ρ
u3
(u2 − u1),
u˙2 = −κu3
ρ
ψc(x˜, u1), u˙3 = 1. (30)
where ψc(x˜, u1) = ∇h(u) + GT∇g(Cx˜ + Gu1 + Hw).
Since u+1 = u1 and x
+ = x we have that x˜+ = x˜. De-
fine A := {0} × Ac × [δ,∆], where Ac = {(u1, u2) :
u1 = u2, u1 ∈ arg min f(u)}. Next, we consider the
Lyapunov function V (z˜) = (1−θ)V1(u)+θV2(x˜), where
0 < θ < 1 is a free parameter, V1(u) =
1
2
(‖u2 − u1‖2 +
‖u2‖2A + κu
2
3
ρ (f(u1) − f(u∗1))
)
, and V2(x˜) = x˜
TPx˜. We
have that
∂V1(u)
∂u1
u˙1 = − ρ
u3
‖u2 − u1‖2 + κu3
2
(u2 − u1)T∇f(u)
≤ − ρ
u3
‖u2 − u1‖2 + 2κu3
ρ
(u2 − u1)T∇f(u),
where the inequality follows from ρ ≤ 4. We also have:
∂V1(u)
∂u2
u˙2 = −κu3
ρ
((u2 − u1) + (u2 − u∗))Tψc(x˜, u)
≤ κu3
ρ
‖2u2 − u1 − u∗‖‖ψc(x˜, u)− ψc(0, u)‖
− κu3
ρ
(2u2 − u1 − u∗)Tψc(0, u),
Since ‖2u2 − u1 − u∗‖ ≤ 3(‖u2 − u1‖ + ‖u1 − u∗‖), by
using ‖ψc(x˜, u)− ψc(0, u)‖ ≤ `y‖C‖‖G‖‖x˜‖, we obtain:
∂V1(u)
∂u2
u˙2 ≤ 3κ∆
ρ
`y‖C‖‖G‖︸ ︷︷ ︸
:=η
(‖u2 − u1‖+ ‖u1‖A)‖x˜‖
− κu3
ρ
(2u2 − u1 − u∗)Tψc(0, u).
Since ∂V1(u)∂u3 u˙3 =
κu3
ρ (f(u) − f(u∗)), recalling that
ψc(0, u) = ∇f(u), the time-derivative of V1 satisfies:
V˙1(z˜) ≤ − ρ
u3
‖u2 − u1‖2 + 2κu3
ρ
(u2 − u1)T∇f(u)
+ η(‖u2 − u1‖+ ‖u1‖A)‖x˜‖
− κu3
ρ
(2u2 − u1 − u∗)T∇f(u)
+
κu3
ρ
(f(u)− f(u∗))
≤ − ρ
u3
‖u2 − u1‖2 + η(‖u2 − u1‖+ ‖u1‖A)‖x˜‖
+
κu3
ρ
(
(u∗ − u1)T∇f(u) + f(u)− f(u∗)
)
≤ − ρ
u3
‖u2 − u1‖2 + η(‖u2 − u1‖+ ‖u1‖A)‖x˜‖
− ω‖∇f(u)‖2, (31)
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where ω = κδ2ρ` , and where the last inequality follows by
using (u∗−u1)T∇f(u) + f(u)− f(u∗) ≤ − 12`‖∇f(u)‖2,
which follows from Lipschitz smoothness of the cost (As-
sumption 3). The time-derivative of V2 reads as:
V˙2(z˜) = 2x˜
TP
(
1
ε
Ax˜+
ρ
u3
A−1B(u2 − u1)
)
≤ −1
ε
λ(Q)‖x˜‖2 + 2ρ
u3
‖PA−1B‖‖u2 − u1‖‖x˜‖
≤ − 1
2ε
λ(Q)‖x˜‖2 − 1
2ε
λ(Q)‖x˜‖2
+
2ρ
u3
‖PA−1B‖‖u2 − u1‖‖x˜‖. (32)
By letting ξˆ = vec (‖x˜‖, ‖u2 − u1‖), and by combining
(31) with (32) we conclude that V˙ (z˜) can be bounded
by a quadratic function of ξˆ as follows:
V˙ (z˜) ≤ −ξˆTMξˆ − θα
ε
‖x˜‖2
+ (1− θ)(η‖x˜‖‖u1‖A − ω‖∇f(u)‖2), (33)
where M is a symmetric matrix with the form described
in Lemma A.2 with parameters: α = λ(Q)/2, β = 0,
γ = ρ/∆, η = 3κ∆`y‖C‖‖G‖/ρ, δ = 2ρ‖PA−1B‖/δ,
b = 0. By using Lemma A.2 and by substituting we con-
clude that when ε satisfies (17) the matrix M is positive
definite. Next, we distinguish two cases.
Case 1: Suppose θαε ‖x˜‖ > (1−θ)η‖u1‖Af . In this case,
V˙ (z) < 0 whenever ‖u1‖Af 6= 0.
Case 2: Suppose θαε ‖x˜‖ ≤ (1−θ)η‖u1‖Af . In this case,
we have ‖x˜‖ ≤ ε(1−θ)ηθα ‖u1‖Af , and the inequality (33)
can be rewritten as:
V˙ (z˜) ≤ −θα
ε
‖x˜‖2 + (1− θ)(η‖x˜‖‖u1‖Af − ω‖∇f(u)‖2)
≤ −θα
ε
‖x˜‖2 + (1− θ)
2η2ε
αθ
‖u1‖2Af
− (1− θ)ω‖∇f(u)‖2
≤ −θα
ε
‖x˜‖2 +
(
(1− θ)2η2ε
αθ
− (1− θ)ω`0
)
‖u1‖2Af ,
where the last inequality follows from the reverse Lips-
chitz condition (Assumption 5). Hence, V˙ (z˜) < 0 for all
‖x˜‖ 6= 0 and ‖z˜‖A > δ0 := ν0 whenever ε < θ`0αω/(1−
θ)η2, which holds when (17) is satisfied. Finally, note
that during jumps we have:
V (z˜+)− V (z˜) = κ
2ρ
(δ2 −∆2) (f(u1)− f(u∗)) , (34)
which is non-positive since δ < ∆. The strong decrease
of V during flows (outside a δ0 neighborhood of A),
the non-increasing condition (34), and the fact that the
jumps are periodic separated by constant intervals of
flow, guarantee uniform convergence from compact sets
to a δ0-neighborhood of A [21, Ch.8]. The convergence
bound for f − f∗ follows directly by the structure of V
and the fact that V (t, j) ≤ V (s, j) during flows provided
|z˜|A > ν0. 
5.5 Proof of Corollary 4.3
In order to simplify the proof of Theorem 4.2, we first
present the proof of Corollaries 4.3 and 4.4. Since we
focus on a single mode, we drop again the subscript σ.
We establish the result by using a Lyapunov function V
that satisfies the assumptions of Lemma A.1 stated in
the Appendix. We begin by shifting again to the origin
the equilibrium points of the system, using the change of
variables (30). Next, we consider the Lyapunov function
V (z˜) = (1− θ)V1(u) + θV2(x˜), where 0 < θ < 1 is a free
parameter, u = vec(u1, u2, u3), V2(x˜) = exp(u3) x˜
TPx˜,
and
V1(u) =
1
2
(‖u2 − u1‖2 + ‖u2 − u∗‖2 + κu23
ρ
(f(u1)− f(u∗1))
)
.
By strong convexity of f , it is easy to see that V satisfies
(A.1) with (a¯, a) given by (18). Next, note that
∂V1(u)
∂u1
u˙1 = − ρ
u3
‖u2 − u1‖2 + κu3
2
(u2 − u1)T∇f(u)
≤ − ρ
u3
‖u2 − u1‖2 + 2κu3
ρ
(u2 − u1)T∇f(u),
where the inequality follows from ρ ≤ 4. Also, note that:
∂V1(u)
∂u2
u˙2 = −κu3
ρ
((u2 − u1) + (u2 − u∗))Tψc(x˜, u)
≤ κu3
ρ
‖2u2 − u1 − u∗‖‖ψc(x˜, u)− ψc(0, u)‖
− κu3
ρ
(2u2 − u1 − u∗)Tψc(0, u),
where we decomposed ψc(x˜, u) = ψc(x˜, u) − ψc(0, u) +
ψc(0, u). Let A˜c = {u∗} × u∗ × [δ,∆]. During flows
the factor in the first term can be bounded as
‖2u2 − u1 − u∗‖ ≤ 2
√
2‖u‖A˜c . By substituting the
above bound and by using ‖ψc(x˜, u)− ψc(0, u)‖ ≤
`y‖C‖‖G‖‖x˜‖ we obtain:
∂V1(u)
∂u2
u˙2 ≤ 2
√
2κ∆
ρ
`y‖C‖‖G‖︸ ︷︷ ︸
:=η
‖x˜‖‖u‖A˜c
− κu3
ρ
(2u2 − u1 − u∗)Tψc(0, u). (35)
Since ∂V1(u)∂u3 u˙3 =
κu3
ρ (f(u) − f(u∗)), and ψc(0, u) =
∇f(u), it follows that
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V˙1(u) ≤ − ρ
u3
‖u2 − u1‖2 + 2κu3
ρ
(u2 − u1)T∇f(u)
+ η‖x˜‖‖u‖A˜c −
κu3
ρ
(2u2 − u1 − u∗)T∇f(u)
+
κu3
ρ
(f(u)− f(u∗))
≤ − ρ
u3
‖u2 − u1‖2 + η‖x˜‖‖u‖A˜c
+
κu3
ρ
(
(u∗ − u1)T∇f(u) + f(u)− f(u∗)
)
≤ − ρ
u3
‖u2 − u1‖2 + η‖x˜‖‖u‖A˜c −
κu3µ
2ρ
‖u1 − u∗‖2
≤ −min
{
ρ
u3
,
κu3µ
2ρ
}
(‖u2 − u1‖2 + ‖u1 − u∗‖2)
+ η‖x˜‖‖u‖A˜c .
Since ‖u2 − u1‖2 + ‖u1 − u∗‖2 ≥ 14‖u‖2A˜c , we obtain:
V˙1(u) ≤ −1
4
min
{
ρ
∆
,
κδµ
2ρ
}
‖u‖2A˜c + η‖x˜‖‖u‖A˜c . (36)
The time-derivative of V2(z) reads as:
V˙2(z) = e
u3
(
2x˜TP ˙˜x+ x˜TP x˜u˙3
)
≤ eu3
(
− 1
ε
λ(Q)‖x˜‖2
+ 2
ρ
u3
‖PA−1B‖‖x˜‖‖u2 − u1‖+ λ¯(P )‖x˜‖2
)
≤ −1
ε
λ(Q) exp(δ)‖x˜‖2
+ e∆
(
2
ρ
δ
‖PA−1B‖‖x˜‖‖u‖A + λ¯(P )‖x˜‖2
)
(37)
where the last inequality follows from ‖u2 − u1‖ =
‖u2 − u∗ + u∗ − u1‖ ≤ ‖u2 − u∗‖ + ‖u1 − u∗‖. By
letting ξ := vec
(‖x˜‖, ‖u‖A˜c), and by combining
(36), (37), and the quadratic bound on V we ob-
tain V˙ (z) − bV (z) ≤ −ξTMξ, where M is a sym-
metric matrix as in Lemma A.2 with parameters:
α = eδλ(Q), β = e∆λ¯(P ), η = 2
√
2κ∆`y‖C‖‖G‖/ρ,
δ = 2e∆ρ‖PA−1B‖/δ, ϕ = e∆λ¯(P ), ν = κ`∆2/2ρ,
γ = min{ρ/4∆, κδµ/8ρ}. By Lemma A.2 it follows
that M is positive definite when ε < ε¯σ for some
b < γ/ν = min{δµ/4`∆2, ρ2/2κ`∆T}, which proves
(A.2). Next, we show (A.3). During jumps we have:
V1(u
+)− V1(u) = 1
2
(
‖u1 − u∗‖2 + κδ
2
ρ
(f(u)− f(u∗))
− ‖u2 − u1‖2 − ‖u2 − u∗‖2 − κ∆
2
ρ
(f(u)− f(u∗))
)
≤ −1
2
(
‖u2 − u1‖2 + ‖u2 − u∗‖2
− κ∆T
2
ρ
(
1− δ
2
∆2
− 2ρ
κµ∆2
)
︸ ︷︷ ︸
:=γ0
(f(u)− f(u∗))
)
,
where we used ‖u1 − u∗‖ ≤ 2/µ(f(u) − f(u∗)), which
follows from the strong convexity assumption (Assump-
tion 6). Notice that γ0 < 1 by construction, and the
choice of (∆, δ) guarantees that γ0 > 0. Hence, during
jumps V1(u
+)− V1(u) ≤ −γ0V1(u). Similarly,
V2(x˜
+)− V2(x˜) = (eδ − e∆)x˜TPx˜
= (eδ−∆+∆ − e∆)x˜TPx˜
= − (1− eδ−∆)︸ ︷︷ ︸
:=η0
V2(x˜), (38)
where 0 < η0 < 1 because ∆ > δ. Using the bounds
during jumps for V1 and V2 we conclude
V (z˜+) ≤ max{1− γ0, 1− η0}V (z˜), (39)
which proves that condition (A.3) is satisfied with c =
max{ln( ∆2κµ2δκµ2−2ρ ),∆− δ}. Finally, the statement follows
by application of Lemma A.1 in the Appendix. 
5.6 Proof of Corollary 4.4
The closed-loop system (5) and (12)-(16). Consider the
Lyapunov function W (z˜) = e%τVσ(z˜), where Vσ(z˜) is
defined as in (21) for each σ ∈ S, and % > 0. First, we
show that W (z˜) satisfies (A.1). To this aim, note that
a¯σe
N0%‖z˜‖2 ≥ eN0%Vσ(z˜) ≥W (z˜) ≥ e0%Vσ(z˜) ≥ aσ‖z‖2,
where aσ and a¯σ are as in (18). Second, we show that
W (z˜) satisfies (A.2). To this aim, note that
W˙ (z˜) = %e%τVσ(z˜)τ˙ + e
µτ V˙σ(z˜) ≤ (%/τd − bσ)W (z˜)
where we used τ˙ ≤ 1/τd, and V˙σ(z˜) ≤ −bσVσ(z˜) with
bσ = min{δµ/4`∆2, ρ2/2κ`∆}, which follows from the
proof of Corollary 4.3. Hence, (A.2) is satisfied when
% < bστd. Third, we show that W satisfies (A.3). During
switches of the plant we have:
W (z˜+) ≤ e%τ+ max
σ
Vσ(z˜
+) ≤ e%(τ−1) max
σ
Vσ(z˜)
≤ e%(τ−1)+ln a¯σ‖z˜‖2 ≤ e−%+ln a¯σ−ln aσW (z˜).
(40)Similarly, during jumps of the controller:
W (z˜+) ≤ e%τ max
σ
Vσ(z˜
+) ≤ e%τ max
σ
e−cσVσ(z˜)
≤W (z˜) max
σ
e−cσ ≤W (z˜), (41)
where the second inequality follows from (39) with cσ =
max{ln( ∆2κµ2δκµ2−2ρ ),∆ − δ} the third inequality follows
from the definition of W (z˜), and the last inequality fol-
lows from cσ > 0. Hence, W (z) satisfies (A.3) when
% > ln a¯σ − ln aσ. By combining the upper and lower
bounds on ρ we conclude that W satisfies the assump-
tions of Lemma A.1 when τd > (ln a¯σ − ln aσ)/bσ for
all σ ∈ S. The result follows by iterating the bound in
Lemma A.1 to both switches in the plant and to restarts
of the algorithm. 
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5.7 Proof of Theorem 4.2
We begin by shifting the equilibrium points of the plant
to the origin by using the change of variables x˜ := x −
M(u), whereM(u) := −A−1Bu− A−1Ew. In the new
variables z˜ = vec(x˜, u), the plant dynamics read as:
˙˜x = Ax˜+ ε
ρ
u3
A−1B(u2 − u1) + εA−1Ew˙,
where we note that w is a time-varying quantity.
Proof of (i) Since we focus on a single mode, in what
follows we drop the dependence on the subscript σ. We
prove this claim by showing that the Lyapunov function
V defined the proof of Corollary 4.3 satisfies the assump-
tions of Lemma A.1 in the Appendix. First, note that
during flows:
∂V1(u)
∂w
w˙ =
κu23
2ρ
HT(∇g(Gu+Hw)−∇g(Gu∗ +Hw))w˙
≤ κu
2
3`y
2ρ
‖H‖‖G‖‖w˙‖‖u1‖Af
≤
√
2κu23`y
2ρ
‖H‖‖G‖‖w˙‖‖u‖A˜c ,
where the second inequality follows from Assumption
3 and for the last inequality we used ‖u1 − u∗‖ ≤
‖u1 − u∗‖ + ‖u2‖A ≤
√
2(‖u1 − u∗‖2 + ‖u2 − u∗‖2)0.5.
Moreover, by using inequality (36) for the remaining
terms we conclude that during flows V˙1(u) satisfies
V˙1(u) ≤ −1
4
min{ ρ
∆
,
κδµ
2ρ
}‖u‖2A˜c + η‖x˜‖‖u‖A˜c
+
√
2κ`yu
2
3
2ρ
‖H‖‖G‖‖w˙‖‖u‖A˜c . (42)
The time-derivative of V2(x˜) satisfies:
V˙2(x˜) ≤ −1
ε
λ(Q)eδ‖x˜‖2
+ e∆
(
2
ρ
δ
‖PA−1B‖‖x˜‖‖u‖A + λ¯(P )‖x˜‖2
)
+ 2‖PA−1E‖‖x˜‖‖w˙‖, (43)
where we used (37). Let ξ = vec
(‖x‖, ‖u‖A˜c); by com-
bining (42)-(43) and the quadratic bounds of V , we have:
V˙σ + bVσ ≤ −ξTMξ + ‖w˙‖rTξ (44)
where r := [2θ‖PA−1E‖, (1 − θ)
√
2κ`y∆
2
2ρ ‖H‖‖G‖]T
and M is a symmetric matrix with form as in Lemma
A.2 with parameters: α = eδλ(Q), β = e∆λ¯(P ),
η = 2
√
2κ∆`y‖C‖‖G‖/ρ, δ = 2e∆ρ‖PA−1B‖/δ,
ϕ = e∆λ¯(P ), ν = κ`∆2/2ρ, γ = min{ρ/4∆T, κδµ/8ρ}.
By using Lemma A.2, we conclude that when ε < ε¯σ,
then there exists b < γ/ν such that M is positive def-
inite. Next, we show that the quadratic term in (44)
dominates the linear term for large ‖ξ‖. To this aim, we
rewrite (44) as follows:
V˙σ + bVσ ≤ −ξT(M − kI)ξ − k‖ξ‖2 + ‖w˙‖‖r‖‖ξ‖,
≤ −ξT(M − kI)ξ, (45)
where 0 < k < λ(M), and where the last inequality
holds when −k‖ξ‖2 + ‖w˙‖‖r‖‖ξ‖ < 0. By recalling that
‖ξ‖ ≥ 1/√2‖z˜‖, we conclude that (A.2) is satisfied for
all ‖z˜‖ ≥ √2‖r‖/k. Finally, (A.2) follows from (39) since
the disturbance w is continuous during jumps. To con-
clude, the statement follows by application of Lemma
A.1 in the Appendix.
Proof of (ii) Consider the Lyapunov function W (z˜) =
e%τVp(z˜), where Vp(z˜) is defined as in (21) for some σ ∈
S, and % > 0. By the quadratic upper and lower bounds
of Vσ we conclude that W satisfies (A.1) with aσ‖z˜‖2 ≤
W (z˜) ≤ a¯σeN0%‖z˜‖2. Second, we show that W satisfies
(A.2). To this aim, note that:
W˙ (z˜) = %e%τ (Vσ(z˜)τ˙ + V˙σ(z˜)) ≤ e%τ ( %
τd
Vσ(z˜) +−bVσ(z˜))
≤ (%/τd − bp)W (z), (46)
where the second inequality follows from (45), and holds
when ‖z˜‖ ≥ √2‖r‖/k. Thus, the above inequality proves
that (A.2) is satisfied when % < bστd. Third, we show
that W (z˜) satisfies (A.3). During switches of the plant
we have W (z˜+) ≤ e−%+ln a¯σ−ln aσW (z˜), where we used
(40) and the fact that the disturbance w is continu-
ous during the jumps. Similarly, when u3 = ∆ w have
W (z˜+) ≤ ec+ln a¯σ−ln aσW (z˜), where we used (41) and
the fact that w is continuous at controller restarts. Thus,
W (z˜) satisfies (A.3) when % > ln a¯σ − ln aσ. By com-
bining the upper and lower bounds on % we conclude
that W satisfies the assumptions of Lemma A.1 when
τd > (ln a¯σ − ln aσ)/bσ. The result follows by applying
the bound in Lemma A.1 to both switches in the plant
and to restarts of the control algorithm. 
6 Simulations Results
In this section, we provide illustrative numerical re-
sults that validate our theoretical findings. We consider
a plant with two modes (i.e. S = {1, 2}), n = 10
states, m = 5 control inputs, p = 5 outputs, q = 6
exogenous disturbances, and we focus on an instance
of (3) characterized by the following cost function
h(u) = uTRu, g(y) = (y − yref)TQ(y − yref) where
R ∈ Rm×m, R  0, Qp×p, Q  0, and yref ∈ Rp is a
constant reference signal.
Gradient flow controller. We first illustrate the per-
formance of the gradient flow controller discussed in Sec-
tion 3. Fig. 3(a) illustrates the regulation bound in The-
orem 3.1 when the disturbance w and the switching sig-
nal σ are constant. Fig. 3(b) illustrates the regulation
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Fig. 3. Regulation error of gradient flow controller (8). (a)
No plant switching. (b) Plant switches between two modes.
bound in Theorem 3.2 when the switching signal is time-
varying. We observe that in this case the bound in The-
orem 3.2 is a function that is decreasing in both time t
and the number of jumps of σ. Fig. 4(a)-(b) illustrate
the tracking error characterized in Theorem 3.3 for con-
stant σ and for time-varying σ, respectively.
Accelerated Gradient controller. We now illustrate
the performance of the accelerated gradient controller
discussed in Section 4. Fig. 5(a) illustrates the regula-
tion bound in Theorem 4.3 when the switching signal
σ is constant. The figure illustrates two restarting poli-
cies: finite ∆ chosen as in the statement of Theorem 4.2,
and ∆ =∞. As illustrated by the figure (and previously
pointed out in [3] via a numerical example), accelerated
gradient controllers that are in feedback with a dynam-
ical plant can generate unstable unstable when ∆ =∞.
Differently, the presence of restarts (∆ < ∞) allows
us to prove uniform stability of the accelerated gradi-
ent controller proposed in this work. Fig. 5(b) illustrates
the regulation bound in Theorem 4.4 for time-varying
switching signals. Fig. 4(a)-(b) illustrates the tracking
error characterized in Theorem (4.2) for constant σ and
time-varying σ, respectively. We note that, in this sim-
ulation, the time horizon has been rescaled in order to
illustrate the behavior of the controller under switching
of the plant. Finally, Fig. 7 illustrates the convergence of
the accelerated gradient method when the cost function
satisfies the reverse Lipschitz condition (Assumption 5).
To this aim, we consider a scalar plant (n = m = p = 1)
(a)
(b)
Fig. 4. Tracking error of gradient flow controller (8). (a) No
plant switching. (b) Plant switches between two modes.
composed of a single mode (|S| = 1) and cost func-
tion described by: f(u) = 1/4(Gu+Hw− yref)4, where
yref ∈ R is a constant reference. Notice that the gradient
of f(u) satisfies Assumption 3 on compact sets. Two im-
portant observations follow from Fig. 7. First, the simu-
lations suggest that admissible smaller restarting times
∆, in general, result in faster convergence. Second, the
simulation illustrates that the controller ensures con-
verges only to a neighborhood of the optimal points, thus
showing that the set of optimal points is only practi-
cally asymptotically stable. The residual neighborhood
can be characterized as follows. Assumption 5 implies
(u−uref)2 > ν20 , which shows that `0 = ν20 , i.e., Assump-
tion 5 holds. Finally, Fig. 7(c) compares the regulation
errors of the gradient flow controller and of the Acceler-
ated Gradient controller. The figure illustrates that: (i)
the accelerated gradient controller, in general, ensures
faster convergence, but only to a neighborhood of the
optimal points, and (ii) the gradient flow controller con-
verges exactly to the actual optimal points, thus over-
coming the lack of asymptotic stability suffered by the
accelerated controller. However, in this case the con-
vergence is slower. Thus, our suggest the existence of a
trade-off between acceleration and convergence proper-
ties in online optimization with dynamic momentum.
7 Conclusions
This paper introduced two classes of controllers to steer
the output of a switched dynamical system to the solu-
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Fig. 5. Regulation error of accelerated gradient controller.
(a) No plant switching. (b) Switched plant.
tion of an optimization problem despite unknown and
time-varying disturbances. We demonstrated how on-
line gradient flow controllers can be properly adapted
to cope with the switched nature of the underlying dy-
namical plant. We showed that a restarting mechanism
can overcome the lack of robustness suffered by accel-
erated optimization methods when applied to an online
setting. Overall, our results show that the controllers en-
sure exponential tracking of the optimal solutions when
the controller operates at a timescale that is sufficiently
slower than the plant, and the switching is slow on the
average. Future research directions will focus on the de-
velopment of accelerated control algorithms for online
optimization on Riemannian manifolds
A Auxiliary Lemmas
The following Lemmas will be instrumental for our re-
sults. The first one provides sufficient Lyapunov condi-
tions to certify exponential ISS in a class of hybrid sys-
tems with jumps triggered by timers and inputs only
affecting the flows. The proof follows similar ideas as
in [37], [26], and [38]. To apply the Lemma in the proofs
of Section 3 the state s can be omitted and G can taken
as the identity function.
Lemma A.1 Consider a HDS with states Λ =
(σ, τ, φ, s), where the dynamics of (σ, τ) are given by (5),
φ˙ = Fσ(φ, s, u), φ
+ = G(φ, s), s˙ = 1 and s+ = δ, having
(a)
(b)
Fig. 6. Tracking error of accelerated gradient controller. (a)
No plant switching. (b) Switched plant.
(a) (b)
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Fig. 7. Regulation error of accelerated gradient controller
with polynomial cost function. (a) ∆ = 2. (b) ∆ = 5. (c)
Comparison with Gradient Flow.
flow set and jump set given byC := TC×Rr×[δ,∆],D :=
D1 ∪D2, D1 := TD×Rr× [δ,∆], D2 := TC ×Rr×{∆},
where Fσ and G are continuous on Rr × [δ,∆]×Rm and
Rr × {∆}, respectively. Let A = Tc ×Aφ × [δ,∆], where
Aφ ⊂ Rr is compact. Suppose there exists a continuously
differentiable function V : Rn → R such that
a‖Λ‖2A ≤ V (Λ) ≤ a¯‖Λ‖2A, ∀ Λ ∈ C ∪D, (A.1)
V˙ ≤ −bV (Λ), ∀Λ ∈ C s.t ‖Λ‖ ≥ b0‖u‖, (A.2)
V (x) ≤ exp(−c)V (x), ∀Λ ∈ D, (A.3)
where a,a¯,b,c,b0 > 0. Then every complete solution of the
16
complete hybrid dynamical system satisfies ‖Λ(t, j)‖A ≤√
a¯/a exp
(− 12 (bt+ cj)) ‖Λ(0, 0)‖A +√a¯/a b0‖u‖.
Proof: The proof extends the technical arguments of
[37, Prop. 2]. We distinguish among three cases.
(Case 1) ‖Λ(s, k)‖A > b0‖u‖ for all 0 ≤ s ≤ t and 0 ≤
k ≤ j. Since (A.2) is a linear differential equation, the
time-evolution of Vp(Λ) during flows (i.e. Λ ∈ C) reads
V (Λ(t, j)) ≤ exp(−bt)V (Λ(0, j)). During jumps (i.e. Λ ∈
D), (A.3) implies V (Λ(t, j)) ≤ exp(−c)V (Λ(t, j−1)). By
combining the two inequalities we obtain V (Λ(t, j)) ≤
exp(−bt−cj)V (Λ(0, 0)); then, by using (A.1), we obtain:
‖Λ(t, j)‖2 ≤ 1
a
V (Λ(t, j)) ≤ 1
a
exp(−bt− cj)V (Λ(0, 0))
≤ a¯
a
exp(−bt− cj)‖Λ(0, 0)‖2. (A.4)
(Case 2) ‖Λ(s, k)‖ = b0‖u‖ for some s ≥ 0 and k ≥ 0.
We show this condition implies ‖Λ(t, j)‖ ≤ b0‖u‖ for
all t ≥ s and j ≥ k. First, (A.2) implies V˙ (Λ(s, k)) <
0, which shows that ‖x(s, k)‖ is decreasing during flow
and thus ‖Λ(t, k)‖ ≤ b0‖u‖ for all t ≥ s. Second, (A.3)
implies V (Λ(s, k+1)) ≤ e−cV (Λ(s, k)) which shows that
Λ(s, j) ≤ b0 for all j ≥ k.
(Case 3) ‖Λ(t, j)‖ ≤ b0‖u‖ ∀ t ≥ s and j ≥ k. Then,
‖Λ(t, j)‖2 ≤ 1
a
V (Λ(t, j)) ≤ a¯
a
b20‖u‖2. (A.5)
Finally, the claim follows by combining (A.4)-(A.5). 
Lemma A.2 Let α, β, η, ϕ, δ, γ, ν be positive scalars, let
0 < θ < 1 and b > 0 be free parameters, and let
M =
 θ(αε − β − bϕ) − 12 ((1− θ)η + θδ)
− 1
2
((1− θ)η + θδ) (1− θ)(γ − bν)
 .
If 0 < ε < αγ/(βγ + ηδ), then there exists b < γ/ν and
θ ≤ η/(η + δ), such that M is positive definite.
Proof: Matrix M is positive definite if and only if its
leading principal minors are positive, that is, (1−θ)(γ−
bν) > 0 and θ(1 − θ)(γ − bν)(αε − β − bϕ) > 14 ((1 −
θ)η + θδ)2. The first inequality implies that b < γ/ν is
a necessary condition for M to be positive definite. The
second inequality can be rewritten as:
ε <
α(γ − bν)
(γ − bν)(β + bϕ) + ((1−θ)η+θδ)24θ(1−θ)
:= εˆ(θ, b).
The function εˆ(θ, b) achieves its maximum at θ = θ¯ :=
η/(η + δ) and b = b¯ = 0, with εˆ(θ¯, b¯) = αγ/(βγ + ηδ).
Further, εˆ(θ, b) achieves a minimum at θ = θ := 0 and
b = b := γ/ν, with εˆ(θ, b) = 0. Finally, the statement
follows from continuity of ε¯(θ, b) in its parameters. 
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