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Abstract: Hammerstein system identication from measurements aected by bounded noise
is considered in the paper. First, we show that the computation of tight parameter bounds
requires the solution to nonconvex optimization problems where the number of decision variables
increases with the length of the experimental data sequence. Then, in order to reduce the
computational burden of the identication problem, we propose a procedure to relax the
previously formulated problem to a set of polynomial optimization problems where the number
of variables does not depend on the measurements sequence size. Advantages of the presented
approach with respect to previously published results are discussed.
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1. INTRODUCTION
Nonlinear system identication has attracted the attention
of many authors in the last decades. In spite of the rich
literature (see, e.g., the survey paper by Sjoberg et al.
(1995)), modeling and identication of nonlinear dynamic
systems still remains a dicult task as highlighted in some
recent papers by Ljung (2006, 2008). One of the major
challenge is the search for simple and exible model struc-
ture able to cover the most relevant nonlinear phenomena
encountered in practice. This problem has stimulated a
number of contributions about the identication of block-
structured nonlinear systems, which are obtained through
interconnection of memoryless nonlinear gains and linear
dynamic subsystems (see the recent book edited by Bai
and Giri (2010) for an up-to-date collection of results and
algorithms). The conguration we are dealing with in this
note, commonly referred to as a Hammerstein model, is
shown in Fig. 1; it consists of a static nonlinear part N
followed by a linear dynamic system. The identication
of such a model relies solely on input-output measure-
ments, while the inner signal xt, i.e. the output of the
nonlinear block, is not assumed to be available. A number
of algorithm have been proposed in the literature to ad-
dress such a problem. Among others we mention the over-
parametrization method (Chang and Luus (1971); Hsia
(1976); Bai (1998)), the subspace identication Verhae-
gen and Westwick (1996), the blind approach Bai and
Fu (2002), the iterative method (Narenda and Gallman
(1966); Bai and Li (2004)), the nonparametric approach
(Greblicki and Pawlak (1989); Krzy_zak (1993)), the fre-
quency domain method (Bai (2003); Krzy_zak (1996)) and
the algorithms based on the Bussgang's theorem (see, e.g.,
Hunter and Korenberg (1986)). In all the papers men-
tioned above, the authors assume that the measurement
error t is statistically described. A worthwhile alternative
to the stochastic description of measurement errors is
the bounded-error, or set-membership, characterization,
where uncertainties are assumed to belong to a given set
(see, e.g., Milanese and Vicino (1991); Walter and Piet-
Lahanier (1990)). In this paper we consider the identi-
cation of single-input single-output (SISO) Hammerstein
models when the nonlinear block can be modeled by a lin-
ear combination of a nite and known number of nonlinear
static functions, the linear dynamic part is described by an
output error model with bounded output measurement er-
rors. As shown in Sznaier (2009), the Hammerstein system
identication problem in presence of bounded noise is NP-
hard in the size of the experimental data sequence. In a
previous paper by Cerone and Regruto (2003) a two-stage
identication procedure is presented. First, parameters of
the nonlinear block are tightly bounded using input-output
data collected from the steady-state response of the system
to a set of step inputs with dierent amplitudes. Then,
through a dynamic experiment, for all ut belonging to a
given input transient sequence futg, tight bounds on the
inner signal are computed which, together with noisy out-
put measurements are used for bounding the parameters of
the linear part. The main limit of the procedure proposed
in Cerone and Regruto (2003) is that it requires two
dierent experiments where two specic input signals have
to be used. In Cerone et al. (2011) a one-stage procedure
without particular constraints on the input signal, which
requires the solution to polynomial optimization problems,
- N - - -?fLxtut wt ytt+ +
Fig. 1. Hammerstein system.
is proposed. In this paper we present an alternative one-
stage approach (referred to as semi-static relaxation) that
signicantly reduces the computational complexity of the
algorithm proposed in Cerone et al. (2011). The paper is
organized as follows. Section 2 is devoted to the formula-
tion of the identication problem. In Section 3 we show
that computation of tight parameters bounds requires the
solution to nonconvex optimization problems where the
number of decision variables increases with the number of
measured data. A relaxation procedure to reduce the num-
ber of decision variables for such optimization problems is
presented in Section 4 and an analysis of its properties is
reported in Section 5. The simulated example in Section 6
shows the eectiveness of the proposed approach.
2. PROBLEM SETTING
Consider the SISO discrete-time Hammerstein model de-
picted in Fig. 1. The nonlinear block maps the input signal
ut into the unmeasurable inner variable xt through the
nonlinear function
xt =
nX
k=1
k'k(ut); t = 1; : : : ; N; (1)
where ('1,.....,'n ) is a known basis of nonlinear functions
and N is the length of data sequence. The linear dynamic
block is supposed to be stable and it is modeled by a
discrete-time system transforming xt into the noise-free
output wt according to the equation
wt =  
naX
i=1
aiwt i +
nbX
j=0
bjxt j : (2)
Let yt be the noise-corrupted output:
yt = wt + t: (3)
Measurement uncertainty t is known to range within
given bounds t, i.e.,
j t j t: (4)
Unknown parameter vectors  2 Rn and  2 Rn are
dened, respectively, as
 =

1 2 : : : n
T
;  = [a1 : : : ana b0 b1 : : : bnb]
T
with n = na + nb + 1. It must be pointed out that the
parametrization of the structure in Fig. 1 is not unique.
As a matter of fact, any parameters set ~bj = 
 1bj ; j =
0; 1; : : : ; nb, and ~k = k; k = 1; 2; : : : ; n , for some
nonzero and nite constant , provides the same input-
output behaviour. Thus, any identication procedure can-
not perceive the dierence between parameters fbj ; kg
and f 1bj ; kg. To get a unique parametrization, we
assume, without loss of generality, that the steady-state
gain of the linear part be one, i.e.
1 +
naX
i=1
ai =
nbX
j=0
bj : (5)
In this paper we address the problem of deriving uncer-
tainty intervals on the unknown parameters  and .
3. EVALUATION OF TIGHT PARAMETERS
BOUNDS
In this section we show that the evaluation of tight pa-
rameters uncertainty intervals requires the computation
of global optimum solutions to a set of nonconvex opti-
mization problems with n + n +N variables.
The input-output mapping for the Hammerstein model in
Fig. 1 can be obtained by substituting (1) in (2), leading
to relation
wt =  
naX
i=1
aiwt i +
nbX
j=0
nX
k=1
bjk'k(ut j): (6)
Therefore, from (3) and (6), we get the following mapping
between input signal and the output measurement:
yt =  
naX
i=1
ai(yt i t i)+
nbX
j=0
nX
k=1
bjk'k(ut j)+t: (7)
Indeed, the set D of the Hammerstein system parameters
 and  and noise samples t consistent with the measure-
ment data sequence, the assumed model structure and the
error bounds is described by (4), (5) and (7), i.e.
D =
n
(; ; ) 2 Rn+n+N :
yt =  
naX
i=1
ai(yt i   t i) +
nbX
j=0
nX
k=1
bjk'k(ut j) + t;
jrj  r; 1 +
naX
i=1
ai =
nbX
j=0
bj ;
t = na+ 1; : : : ; N ; r = 1; : : : ; N
o
;
(8)
with  = [1; : : : ; N ]
T
. Therefore, for each k = 1; : : : ; n
and j = 1; : : : ; n, tight bounds on the parameters k and
j can be computed by solving the constrained optimiza-
tion problems

k
= min
(;;)2D
k; k = max
(;;)2D
k; (9)
j = min
(;;)2D
j ; j = max
(;;)2D
j : (10)
The main features enjoyed by the identication problems
(9) and (10) are reported in the following property.
Property 1. Problems (9) and (10) are semialgebraic opti-
mization problems enjoying the following features:
P 1.1. the number of optimization variables is n+n+N ,
P 1.2. the objective function is linear,
P 1.3. the feasible region D is dened by N   na bilinear
equalities and 2N + 1 linear constraints. 
Property 1.3 holds because the constraints in (7) dening
D are bilinear equalities since there is the product between
the variable ai and the noise t i, as well as the product
between the unknown parameters bj and k. Because
of such bilinear constraints, problems (9) and (10) are
nonconvex. Therefore, standard nonlinear optimization
tools (gradient method, Newton method, etc.) cannot be
used since they can trap in local minima/maxima. Then,
the computed uncertainty intervals are not guaranteed to
contain the true parameters, key requirement of any set-
membership identication method. One possible solution
to overcome such a problem is to relax (9) and (10) into
convex optimization problems, in order to numerically
compute lower bounds of 
k
and j as well as upper bounds
of k and j . As discussed in Cerone et al. (2011), problems
(9) and (10) are semialgebraic with an inherent structured
sparsity and they can be relaxed by exploiting the LMI-
relaxation techniques proposed in Waki et al. (2006) and
Lasserre (2006). In this way, system parameter bounds can
be evaluated by solving SDP problems with:
(i) (N   na)

n + n + na+ 1 + 2
2

+
  (N   na  1)

n + n + na+ 2
2

decision variables,
(ii) N   na LMIs, each one of size

n + n + na+ 1 + 


and 2(N   na) + 2N + 1 LMIs, each one of size
n + n + na+ 
   1

, dening the feasible region of the
relaxed problem.
In this paper we present an alternative approach (referred
to as semi-static relaxation) to relax (9) and (10) to poly-
nomial optimization problems where only the parameters
 and  are considered as variables, thus allowing compu-
tation of parameter bounds for large values of N .
4. SEMI-STATIC RELAXATION
For the sake of clarity a general overview of the proposed
method is rst presented in Section 4.1. Then, detailed
technical results are given in Section 4.2.
4.1 Overview of the method
The main idea of the semi-static procedure is to relax
(9) and (10) by partly neglecting the correlation among
consecutive uncertain regressors dening the feasible pa-
rameter set D in (8), leading to an outer approximation
of D. We rst provide an alternative description of D as
intersection ofN na sets Sz, each one obtained as follows:
(i) given a xed integer n, we consider the equality con-
straints, dening D in (8), corresponding to n consecu-
tive measurements;
(ii) we substitute the rst constraint in the second one,
leading to a new equality retaining correlations between
the two; then, the new obtained equation is substituted
in the third constraint in order to retain correlation
among the rst three equalities selected in (i). The pro-
cedure is repeated until all the newly obtained equations
are substituted into the n-th considered constraint.
Then, an outer approximation S
(n)
z of each set Sz is con-
structed by assuming that the noise variables t appearing
in the n equations dening Sz are independent with each
other. Thus, a relaxed set D(n) of D is obtained as intersec-
tion of the N  na sets S(n)z . In such a way, the correlation
between n consecutive measurements is not completely lost
since it is kept by the nested substitutions in (ii). Thanks
to the structure of D(n), parameter bounds evaluation
will be formulated in terms of polynomial optimization
problems with n+n variables, instead of the n+n+N
variables involved in (9) and (10).
4.2 Technical results
Technical details of the proposed method are here dis-
cussed. Proofs of propositions, results and properties re-
ported in the paper can be found in Cerone et al. (2010b).
As stated in the previous section, we rst rewrite the
feasible parameter set D in (8) in an alternative way, as
described by the next proposition.
Proposition 1. Given an integer n 2 [1; N   na], let us
dene the set S
(n)
z as
S
(n)
z =

(; ; ) 2 Rn+n+N :
yt =  
naX
i=1
ai(yt i   t i) +
nbX
j=0
nX
k=1
bjk'k(ut j) + t;
jrj  r; 1 +
naX
i=1
ai =
nbX
j=0
bj ;
t = na+ z; na+ z + 1; : : : ;minfna+ n;Ng;
r = z; z + 1; : : : ;minfna+ n;Ng
	
:
(11)
Then, D can be written as
D =
N na\
z=1
S(n)z (12)

It is worth noting that the set D in (12) is written as
the intersection of N   na sets S(n)z , each one dened by
the constraints describing D in (8) obtained by at most
n consecutive measurements. For instance, S
(n)
1 is only
dened by the constraints obtained by the measurements
from time t = na + 1 up to time t = na + n, S(n)2 is
dened by the constraints obtained by the measurements
from time t = na + 2 up to time t = na + n + 1,
and so on, up to S(n)N na that will be dened just by the
constraint obtained by the measurement at time N . In this
work we refer to n as the dynamic-horizon. We point out
that the generic constraint yt =  
Pna
i=1 ai(yt i   t i) +Pnb
j=0
Pn
k=1 bjg'g(ut j)+t can be written in the matrix
form y
t
= F (y
t 1   t 1) +G't + t, where
y
t
2 Rna : yT
t
= [yt; yt 1; : : : ; yt na+1] ;
'
t
2 R(nb+1)n : 'T
t
=

'1(ut); '1(ut 1); : : : ; '1(ut nb);
'2(ut); : : : ; 'n (ut nb)

;

t
2 Rna : T
t
= [t; t 1; : : : ; t na+1] ;
F 2 Rna;na : F =
266664
 a1  a2 : : :  ana 1  ana
1 0 : : : 0 0
0 1 : : : 0 0
... : : :
...
0 0 : : : 1 0
377775 ;
G 2 Rna;(nb+1)n : G =
2664
1b0 : : : 1bnb 2b0 : : : n bnb
0 : : : 0 0 : : : 0
... : : : :
...
0 : : : 0 0 : : : 0
3775 :
An alternative description of sets S(n)z , obtained by nested
substitution process described in (ii), is provided by the
following proposition in terms of entries of F and G.
Proposition 2. The set S(n)z in (11) can be written as
S(n)z =

(; ; ) 2 Rn+n+N :
yna+z+s 1 =
naX
i=1
a
(s)
i (yna+z i   na+z i)+
+
sX
j=1


g(s)
j
; '
na+z+j 1

+ na+z+s 1;
jrj  r; 1 +
naX
i=1
ai =
nbX
j=0
bj ;
s = 1; 2; : : : ;minfn;N   z + 1g
r = z; z + 1; : : : ;minfna+ n;Ng
	
(13)
where coecients a
(s)
i as well as the components of the
vector g(s)
j
, with s = 1; 2; : : : ;minfn;N   k + 1g, are
polynomial functions of the unknown parameters  and
. In particular a
(s)
i = [F
s](1; i) and g(s)
j
= [F s jG](1; :),
with [R](1; i) denoting the entry of the rst row and the
i th column of a generic matrix R, [R](1; :) is the rst row
of R, while


g(s)
j
; '
na+z+j 1

denotes the inner product
between the vectors g(s)
j
and '
na+z+j 1. 
Remark 1. Let q(n) 2 Rnan be the collection of the
polynomials a
(s)
i for i = 1; : : : ; na and s = 1; : : : ; n, i.e.
q(n) =

a
(1)
1 ; : : : ; a
(1)
na ; a
(2)
1 ; : : : ; a
(2)
na ; : : : ; a
(n)
na
T
: (14)
Indeed, the components of the vectors q(n) and g(s)
j
, with
j = 1; : : : ; s and s = 1; : : : ; n, are polynomial functions in
the variables  and  of maximum degree equal to n+1. 
Outer-bounds Sss(n)z and Dss(n) of S(n)z and D, respec-
tively, are constructed as described by the next results.
Result 1. Construction of an outer bound of S(n)z
Let us dene the set Sss(n)z as
Sss(n)z =

(; ; ) 2 Rn+n+N :
yna+z+s 1  
naX
i=1
a
(s)
i yna+z i  
sX
j=1


g(s)
j
; '
na+z+j 1

 na+z+s 1 +
naX
i=1
a
(s)
i sign(a
(s)
i )na+z i;
yna+z+s 1  
naX
i=1
a
(s)
i yna+z i  
sX
j=1


g(s)
j
; '
na+z+j 1

  na+z+s 1  
naX
i=1
a
(s)
i sign(a
(s)
i )na+z i;
1 +
naX
i=1
ai =
nbX
j=0
bj ;
s = 1; 2; : : : ;minfn;N   z + 1g
	
(15)
Then, for every z = 1; : : : ; N   na, the set Sss(n)z is an
outer approximation of S(n)z , i.e. S(n)z  Sss(n)z and the
set Dss(n), dened as Dss(n) = TN naz=1 Sss(n)z is an outer
approximation of the FPS D, i.e. D  Dss(n). 
For a given dynamic horizon n, and for every k = 1; : : : ; n
and j = 1; : : : ; n, the relaxed parameter uncertainty
intervals on  and , dened as
PUIss(n)k =
h
ss(n)
k
; 
ss(n)
k
i
(16)
PUI
ss(n)
j
=
h

ss(n)
j ; 
ss(n)
j
i
(17)
can be evaluated by solving the optimization problems
ss(n)
k
= min
;2Dss(n)
k; 
ss(n)
k = max
;2Dss(n)
k; (18)

ss(n)
j = min
;2Dss(n)
j ; 
ss(n)
j = max
;2Dss(n)
j : (19)
Remark 2. Only the unknown Hammerstein system pa-
rameters  and  are optimization variables for problems
(18) and (19); on the contrary in the original identication
problems (9) and (10) also the noise samples  are treated
as variables. 
Evaluation of the intervals PUI
ss(n)
k and PUI
ss(n)
j
re-
quires to solve problems (18) and (19) over the nonconvex
feasible set Dss(n). In the following we describe how to
solve numerically such problems by exploiting the partic-
ular structure of Dss(n). In order to analyze topological
features of Dss(n), the following notation is introduced.
Let   be the set of all and only vectors with n  na
components, each one equal to 1. This means that   =
f1; : : : ; l; : : : ; Lg, where L = 2nna and l is a vector
with n  na components, each one equal to 1 and such
that l 6= i if l 6= i; for all l; i = 1; : : : ; L: For any
l 2  , let us dene the set O(l) as
O(l) =

(; ; ) 2 Rn+n+N :
ljq
(n)
j ()  0; j = 1; : : : ; n  na
	
;
(20)
where lj and q
(n)
j are the j-th element of the vectors l
and q(n), respectively. Topological features of Dss(n) are
now highlighted by Property 2.
Property 2. The set Dss(n) is the union of at most L sets
Dss(n)l in Rn+n+N , that is Dss(n) =
SL
l=1Dss(n)l , where
Dss(n)l = Dss(n) \ O(l). Furthermore, the set Dss(n)l , if
not empty, is a semialgebraic region in Rn+n+N . 
Remark 3. From Remark 1 the maximum degree over
s = 1; : : : ; n of a
(s)
i and of the components of the vector
g(s)
j
is less than or equal to n + 1. This means that, for
every l = 1; : : : ; L, the constraints describing Dss(n)l are
polynomial inequalities with maximum degree n+ 1. 
Thanks to the structure of Dss(n) highlighted by Property
2, (18) and (19) can be decomposed into the collection of
the follwing polynomial optimization problems:
ss(n)
k
= min
l=1;:::;L
ss(n)
kl
; 
ss(n)
k = max
l=1;:::;L

ss(n)
kl ; (21)

ss(n)
j = min
l=1;:::;L

ss(n)
jl ; 
ss(n)
j = max
l=1;:::;L

ss(n)
jl ; (22)
where
ss(n)
kl
= min
;2Dss(n)
l
k; 
ss(n)
kl
= max
;2Dss(n)
l
k (23)

ss(n)
jl = max
;2Dss(n)
l
j ; 
ss(n)
jl = max
;2Dss(n)
l
j : (24)
Since the number of optimization variables involved in (23)
and (24) is small, being equal to the number of unknown
parameters  and , computation of relaxed solution to
such polynomial problems by means of LMI relaxation
techniques is computationally tractable. In particular, for
a given relaxation order , application of the theory-
of-moments relaxation to problems (23) and (24) leads
to approximated solutions 
ss(n;)
kl , 
ss(n;)
kl and 
ss(n;)
jl ,

ss(n;)
jl computed by solving the convex SDP problems
ss(n;)
kl
= min
p2Dss(n;)
l
fk(p); 
ss(n;)
kl
= min
p2Dss(n;)
l
fk(p) (25)

ss(n;)
jl = min
p2Dss(n;)
l
hj(p); 
ss(n;)
jl = min
p2Dss(n;)
l
hj(p) (26)
where p is the decision variable vector of dimension
n + n + 2
2

. The functionals fk(p), hj(p) in (25)-(26)
are linear in the variables p and the feasible region Dss(n;)l
is a convex set dened by one LMI of size

n + n + 2
2

and 2n(N   na) + 1 LMIs whose maximum size is equal
to

n + n +    1
   1

. The reader is referred to Lasserre
(2001) for technical details on the relaxation of polynomial
optimization problems through the theory of moments.
Remark 4. The minimum allowed value  of the LMI re-
laxation order, so that (25) and (26) are well-dened, is
d(D
ss(n)
l
)
2 e, where de is the ceiling operator and (Dss(n)l )
denotes the maximum order of the polynomial constraints
dening Dss(n)l . From Remark 3 the maximum degree of
the polynomial constraints describing Dss(n)l is equal to
n+ 1, therefore  = dn+12 e. 
Remark 5. Since the linear block is known to be stable,
stability constraints on the parameters a1; : : : ; ana can
be enforced in problems (23) and (24) with the method
presented in Cerone et al. (2010a) in order to improve the
parameter bounds evaluation. 
For a given dynamic horizon n  1 and a relaxation order
  , let us dene the parameter uncertainty intervals
PUI
ss(n;)
k and PUI
ss(n;)
j
as
PUIss(n;)k =
h
ss(n;)
k
; 
ss(n;)
k
i
(27)
PUI
ss(n;)
j
=
h

ss(n;)
j ; 
ss(n;)
j
i
(28)
where
ss(n;)
k
= min
l=1;:::;L
ss(n;)
kl
; 
ss(n;)
k = max
l=1;:::;L

ss(n;)
kl (29)

ss(n;)
j = min
l=1;:::;L

ss(n;)
jl ; 
ss(n;)
j = max
l=1;:::;L

ss(n;)
jl (30)
In the next section the main features enjoyed by the com-
puted intervals PUI
ss(n;)
k and PUI
ss(n;)
j
are described.
5. PROPERTIES OF THE COMPUTED
PARAMETER UNCERTAINTY INTERVALS
For all relaxation order    = n+12  intervals PUIss(n;)k
enjoy the features given by next properties. Similar results
hold for PUI
ss(n;)
j
.
Property 3. Guaranteed relaxed uncertainty inter-
vals.
For every dynamic horizon n 2 [1; N   na] the inter-
val PUI
ss(n;)
k is guaranteed to contain the true non-
linear block parameter k to be estimated, i.e. k 2
PUI
ss(n;)
k for every k = 1; : : : ; n . 
Property 4. Monotone convergence to parameter
uncertainty intervals PUI
ss(n)
k
For every dynamic horizon n 2 [1; N   na] the uncertainty
interval PUI
ss(n;)
k becomes tighter as the relaxation or-
der  increases, that is PUI
ss(n;+1)
k  PUIss(n;)k . Fur-
thermore, the computed interval PUI
ss(n;)
k converges to
PUI
ss(n)
k as the relaxation order  goes to innity. 
Property 5. Increasing accuracy in uncertainty in-
tervals evaluation
For every dynamic horizon n 2 [1; N   na  1] the uncer-
tainty interval PUI
ss(n;)
k becomes tighter as the dynamic
horizon n increases, i.e. PUI
ss(n+1;)
k  PUIss(n;)k . 
6. NUMERICAL EXAMPLE
In this section a simulated example is presented in order
to show the eectiveness of the proposed approach. The
numerical computation is carried out on a 2.40-GHz Intel
Pentium IV with 3 GB of RAM. The nonlinear block
of the Hammerstein system considered here is modeled
by the polynomial function xt = 0:3ut + 0:1u
2
t   u3t , i.e.
T = [1 2 3] = [0:3 0:1   1], while the linear part
is a strictly-proper second order system with parameters
T = [a1 a2 b1 b2] = [0:7 0:8 1:4 1:1]. The output
data sequence is corrupted by random additive noises
t, uniformly distributed in [ t; +t]. The chosen
error bounds t is such that the signal to noise ratio
SNRw = 10 log
(
NX
t=1
w2t
. NX
t=1
2t
)
on the output signal
is equal to 27 db. The length of the data sequence is
N = 1000. The chosen value of the dynamic horizon n
is equal to 2. Parameter bounds are evaluated by solving
(25) and (26) for a relaxation order  = 2. The open source
software Gloptipoly by Henrion and Lasserre (2003), has
been used to convert the original identication problems
(23) and (24) into the corresponding LMI relaxed problems
(25) and (26), which are numerically solved by the solver
SeDuMi in Matlab. Results on the evaluation of nonlinear
and the linear block parameters are reported in Table 1
and 2, respectively, which show the obtained parameters
Table 1. Nonlinear block. Parameter bounds
(
ss(n;)
k , 
ss(n;)
k ) and parameter uncertainties

(n;)
k for relaxation order  = 2 and dynamic
horizon n = 2.
n Parameter 
ss(n;)
k
True 
ss(n;)
k

(n;)
k
value
2 1 0.269 0.300 0.332 0.031
2 0.072 0.100 0.126 0.027
3 -1.164 -1.000 -0.836 0.164
Table 2. Linear block. Parameter bounds
(
ss(n;)
j , 
ss(n;)
j ) and parameter uncertainties

(n;)
j for relaxation order  = 2 and dynamic
horizon n = 2.
n Parameter 
ss(n;)
j True 
ss(n;)
j 
(n;)
j
value
2 a1 0.632 0.700 0.769 0.069
a2 0.675 0.800 0.958 0.141
b1 1.298 1.400 1.497 0.099
b2 1.023 1.100 1.179 0.078
bounds, as well as the parameter uncertainties 
(n;)
k and

(n;)
j dened as

(n;)
k =

ss(n;)
k   ss(n;)k
2
; 
(n;)
j =

ss(n;)
j   ss(n;)j
2
The CPU elapsed time to compute a single parameter
bound is between 115 s and 132 s. The reported results
show that the true value of the parameters is always in-
cluded in the computed uncertainty intervals, as expected.
We point out that the presented procedure provides satis-
factory parameter uncertainty intervals, both on the non-
linear block and on the linear one, also for a small value
of dynamic horizon n and relaxation order .
7. CONCLUSION
A single-stage procedure to evaluate parameter bounds
of Hammerstein systems in the presence of bounded er-
rors is presented. Parameter bounds evaluation is formu-
lated as a collection of constrained polynomial optimiza-
tion problems, with a number of variables that increases
with the number of measurements. Therefore, because
of high computational complexity, LMI relaxation tech-
niques proposed in literature to nd approximate solutions
of such polynomial problems can be exploited only for
small/medium number of experimental data. In order to
reduce the computational complexity of the identication
problem, an outer bound of the feasible parameter set is
sought. Since this outer-bound is the union of a nite num-
ber of semialgebraic sets over the parameter space, bounds
are evaluated by solving suitable polynomial optimization
problems involving a small number of variables, i.e. only
the unknown system parameters. Then, LMI relaxation
techniques are used to approximate global optima, com-
puting uncertainty intervals that are proven to contain the
true system parameters to be estimated. The simulated
example shows that a large number of measurements can
be handled by the presented identication procedure, pro-
viding satisfactory parameter bounds also for low values
of dynamic horizon and LMI-relaxation order.
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