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CHARACTER SHEAVES AND CHARACTERS OF UNIPOTENT
GROUPS OVER FINITE FIELDS
MITYA BOYARCHENKO
Abstract. Let G0 be a connected unipotent group over a finite field Fq, and let
G = G0 ⊗Fq Fq, equipped with the Frobenius endomorphism Frq : G −→ G. For
every character sheaf M on G such that Fr∗qM
∼= M , we prove that M comes
from an irreducible perverse sheaf M0 on G0 such that M0 is pure of weight 0 (as
an ℓ-adic complex) and for each integer n ≥ 1 the “trace of Frobenius” function
tM0⊗Fq Fqn on G0(Fqn) takes values in Q
ab, the abelian closure of Q.
We further show that asM ranges over all Fr∗q-invariant character sheaves on G,
the functions tM0 form a basis for the space of all conjugation-invariant functions
G0(Fq) −→ Q
ab, and are orthonormal with respect to the standard unnormalized
Hermitian inner product on this space. The matrix relating this basis to the basis
formed by the irreducible characters is block-diagonal, with blocks corresponding
to the Fr∗q-invariant L-packets (of characters or, equivalently, of character sheaves).
We also formulate and prove a suitable generalization of this result to the case
where G0 is a possibly disconnected unipotent group over Fq. (In general, Fr
∗
q-
invariant character sheaves on G are related to the irreducible characters of the
groups of Fq-points of all pure inner forms of G0 over Fq.)
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Introduction
This article is a sequel to [Bo10] and [BD11]. In [Bo10] we defined and studied
L-packets of irreducible characters of unipotent groups over finite fields. In [BD11]
the notion of a character sheaf on a unipotent group over an algebraically closed
field of characteristic p > 0 was defined, and several basic properties of character
sheaves and L-packets thereof were established. In the present paper we study the
relationship between irreducible characters of a group of the form G0(Fq), where
G0 is a unipotent group over a finite field Fq, and character sheaves on the group
G = G0⊗Fq Fq that are invariant under the Frobenius endomorphism Frq : G −→ G.
This relationship is easier to formulate when G0 is connected. In this case the
number of Fr∗q-invariant character sheaves M on G equals the number of irreducible
characters of G0(Fq). Moreover, every such M comes from an irreducible perverse
sheaf M0 on G0 such that M0 is pure of weight 0 and the corresponding “trace of
Frobenius” function tM0 on G0(Fq) takes values in Q
ab, the abelian closure of Q.
With this choice of M0 we prove (cf. Theorem 1.8) that as M ranges over the set of
Fr∗q-invariant character sheaves on G, the functions tM0 form a basis of the space of
conjugation-invariant functions G0(Fq) −→ Q
ab, which is orthonormal with respect
to the standard unnormalized inner product 〈f1
∣∣ f2〉 = ∑g∈G0(Fq) f1(g)f2(g). The
matrix relating this basis to the basis formed by the irreducible characters of G0(Fq)
is block-diagonal, with blocks labeled by the L-packets (Theorem 2.17(d)).
For example, suppose G0 is a connected commutative unipotent group over Fq.
For each multiplicative Qℓ-local system L0 on G0, the function tL0 : G0(Fq) −→ Q
×
ℓ
is a group homomorphism, and the map L0 7−→ tL0 is a bijection between the set
of isomorphism classes of multiplicative local systems on G0 and Hom(G0(Fq),Q
×
ℓ ).
The pure perverse sheaves on G0 of weight 0, which were mentioned in the previous
paragraph, are the complexes1 M0 = L0[dimG0](dimG0/2). Note that whereas the
functions tL0 are orthonormal for the normalized inner product, the corresponding
functions tM0 = q
− dimG0/2tL0 are orthonormal for the unnormalized inner product.
We remark that even if ultimately one is only interested in the connected case,
studying arbitrary unipotent groups seems to be necessary because that is what
opens up the possibility of proving the main results by induction on the size of G0.
Indeed, as we saw in [Bo10], the study of L-packets of irreducible characters2 of
G0(Fq) leads us to consider characters of subgroups G
′
0(Fq) ⊂ G0(Fq) for certain
closed subgroups G′0 ⊂ G0 that may be disconnected. Similarly, the down-to-earth
construction of character sheaves on G that was presented in [BD11] also involves
induction from possibly disconnected closed subgroups of G.
1If dimG0 is odd, one needs to choose a square root of q, which also leads to the choice of a
square root (with respect to the tensor product of local systems) of the Tate sheaf Qℓ(1).
2This notion is recalled in §2.4.
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Thus our main goal in the present article is to formulate and prove a theorem on
the relationship between character sheaves and characters when G0 is an arbitrary
unipotent group over Fq. In general, there may be more Fr
∗
q-invariant character
sheaves on G than there are irreducible characters of G0(Fq). For example, if G0
is a finite discrete unipotent group over Fq, then G can be viewed as an abstract
finite p-group Γ on which the Frobenius endomorphism acts trivially. Character
sheaves on Γ are the same as irreducible objects of the category of Γ-equivariant
sheaves of vector spaces on Γ (with respect to the conjugation action), and they
are automatically Fr∗q-invariant. Unless Γ is trivial, the number of such objects is
strictly greater than the number of irreducible characters of the group G0(Fq) = Γ.
The example mentioned in the previous paragraph is discussed in more detail in
§2.1. It naturally leads us to consider all pure inner forms3 of G0 over Fq. This
phenomenon is also related to the fact that if M0 is a conjugation-equivariant ℓ-adic
complex on G0, then for each α ∈ H
1(Fq, G0), we get an ℓ-adic complex M
α
0 on
the corresponding pure inner form Gα0 , and hence a conjugation-invariant function
tMα
0
: Gα0 (Fq) −→ Qℓ. Taking into account the fact that a Fr
∗
q-invariant character
sheaf on G determines a function on Gα0 (Fq) for each α ∈ H
1(Fq, G0) allows us to find
the correct formulation of the relationship between character sheaves and irreducible
characters for a possibly disconnected unipotent group over Fq (Theorem 2.17).
At the end of §2.6 we discuss the organization of the remainder of the article.
Acknowledgments. The results on the relationship between character sheaves and
characters of unipotent groups over finite fields, which are proved in this article, were
conjectured several years ago by Vladimir Drinfeld.
I am very thankful to him for introducing me to this area of research, for his
continued support and advice, and for teaching me the techniques used in this
article. I am grateful to him and to Alexander Beilinson for suggesting numerous
improvements in the exposition. I am especially indebted to Drinfeld for suggesting
an approach to showing that there are “sufficiently many” character sheaves on a
unipotent group G0 over Fq (so that the associated “trace of Frobenius” functions
span the space of all conjugation-invariant functions on G0(Fq)), which is shorter
and clearer than my original argument.
I thank Martin Olsson for helpful email correspondence and for suggesting to me
the reference [Su10].
I must also acknowledge great intellectual debt to George Lusztig, both because
he conjectured in [Lu06] the existence of a theory of character sheaves on unipotent
groups, and because his work on character sheaves and characters of reductive groups
over finite fields inspired, to a large extent, the results of the present article.
3Note that if G0 is connected, then by Lang’s theorem [La56], the Galois cohomologyH
1(Fq, G0)
is trivial, and thus G0 only has one pure inner form, namely, G0 itself.
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Notation. We work with two fixed primes p 6= ℓ. We choose an algebraic closure
F of a field with p elements and an algebraic closure Qℓ of the field Qℓ of ℓ-adic
numbers. All our geometric objects are defined over a field of characteristic p > 0,
and all derived categories are those of constructible Qℓ-complexes. If M0 is such a
complex on a scheme X0 of finite type (or a perfect variety) over a finite field Fq,
the corresponding “trace of Frobenius” function is denoted by tM0 : X0(Fq) −→ Qℓ.
We write M0 ⊗Fq Fqn for the pullback of M0 via the projection X0 ⊗Fq Fqn −→ X0.
We will denote by Qab the abelian closure of Q in Qℓ, and by z 7→ z the complex
conjugation automorphism of Qab. If r ∈ N, we write µr ⊂ Q
×
ℓ for the subgroup
consisting of r-th roots of unity. We also write Fpr ⊂ F for the unique subfield
consisting of pr elements.
1. The connected case
In this section we review the definitions of character sheaves and L-packets thereof
and then state our main result for connected unipotent groups over finite fields.
1.1. Perfect schemes and groups. We recall that a scheme S in characteristic
p (i.e., such that p annihilates the structure sheaf OS of S) is said to be perfect if
the morphism OS −→ OS , given by f 7−→ f
p on the local sections of OS, is an
isomorphism of sheaves. As explained in [BD11, §1.9], it is more convenient to work
with perfect schemes and perfect algebraic groups when developing the theory of
character sheaves on unipotent groups (see loc. cit. for more details). We follow the
same approach in this article and, for brevity, introduce the following terms.
Definitions 1.1. Let k be a perfect field of characteristic p > 0.
(1) A perfect variety over k is a perfect scheme over k that is isomorphic to the
perfectization [Gr65] of a scheme of finite type over k.
(2) A perfect group over k is a group object in the category of perfect varieties over
k; equivalently [Bo10, Lemma A.7], it is a group scheme over k that is isomorphic
to the perfectization of a group scheme of finite type over k.
(3) A perfect unipotent group over k is a group scheme over k that is isomorphic to
the perfectization of a unipotent algebraic group over k.
Remark 1.2. Even though we formulate and prove the results of the present article
in the context of perfect unipotent groups over finite fields, the same statements
are also true for a usual unipotent group G0 over Fq. The reason is that if G
perf
0 is
the perfectization of G0, then the natural morphism G
perf
0 −→ G0 induces a group
isomorphism Gperf0 (Fqn) −→ G0(Fqn) for every n ∈ N, as well as an equivalence
4
between the e´tale topos of G0 and that of G
perf
0 .
4In particular, character sheaves on G0 and on G
perf
0
are “the same.”
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1.2. Recollections on character sheaves. Fix a perfect field k of characteristic
p > 0. If X is a perfect variety over k, we write D(X) = Dbc(X,Qℓ) for the bounded
derived category of constructible complexes of Qℓ-sheaves on X . If G is a perfect
unipotent group over k acting on X , one can define the equivariant derived category
DG(X) as in [Bo10, Def. 4.5] or [BD11, Def. 1.3]. (It would have been better to
define DG(X) as the ℓ-adic derived category of the quotient stack G\X [LO06], but
the ad hoc approach used in [Bo10, BD11] suffices for our purposes.)
The notation DG(G) always refers to the conjugation action of G on itself.
The categories D(G) and DG(G) are monoidal with respect to the bifunctor of
convolution with compact supports, which we denote by5
(M,N) 7−→M ∗N = µ!
(
(p∗1M)⊗ (p
∗
2N)
)
,
where µ : G × G −→ G is the multiplication morphism and p1, p2 : G × G −→ G
are the first and second projections. The unit object in each of the categories is the
delta-sheaf at the identity element of G, which will be denoted by 1.
An object e ∈ DG(G) is said to be a closed idempotent if there exists an arrow
1 −→ e that becomes an isomorphism after convolution with e. It is further said to
be aminimal closed idempotent if e 6= 0 and for every closed idempotent e′ ∈ DG(G),
we have either e ∗ e′ ∼= e, or e ∗ e′ = 0.
Remark 1.3. In [BD11], the notion of a weak idempotent in DG(G), defined as an
object e ∈ DG(G) such that e ∗ e ∼= e, was also used. The notion of a minimal weak
idempotent is defined analogously to the notion of a minimal closed idempotent. By
[BD11, Thm. 1.49(a)–(b)], the classes of minimal weak idempotents and of minimal
closed idempotents in DG(G) coincide when k = k. (Note that, a priori, it is neither
obvious that a minimal weak idempotent in DG(G) is a closed idempotent, nor that
a minimal closed idempotent in DG(G) is also minimal as a weak idempotent.)
In view of this remark, we may (and will) shorten “minimal closed idempotent”
to “minimal idempotent” in the future (when k = k) without fear of confusion.
For the rest of the section we assume that k is algebraically closed.
Definitions 1.4. Let G be a perfect unipotent group over k, and let e ∈ DG(G) be a
closed idempotent.
(1) The Hecke subcategory defined by e is the full subcategory eDG(G) ⊂ DG(G)
consisting of objects M ∈ DG(G) such that e ∗M ∼= M . By [BD11, Lem. 2.18],
eDG(G) is closed under ∗ and is a monoidal category with unit object e.
In the remainder of the definition, assume that e is minimal.
5Following [BD11, §1.2], we almost always omit the letters “R” and “L” from our notation for
the six functors defined on the derived categories D(X).
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(2) Let M perve denote the full subcategory of eDG(G) consisting of those objects
for which the underlying ℓ-adic complex is a perverse sheaf [BBD82, Ch. 4]
on G. The Lusztig packet of character sheaves on G defined by e is the set of
(isomorphism classes of) indecomposable objects of the category M perve .
(3) An object of DG(G) is a character sheaf if it lies in the Lusztig packet of character
sheaves defined by some minimal closed idempotent in DG(G).
The set of isomorphism classes of character sheaves on G is denoted by CS(G).
From now on we will write “L-packet” instead of “Lusztig packet” for brevity.
Remark 1.5. The conjectural notion of an L-packet in the representation theory
of reductive groups over local fields was introduced by R.P. Langlands in [La83].
It is hard to compare it with the notion of an L-packet because technically the
two definitions are given in quite different terms. However, philosophically the two
notions are closely related. Namely, as explained by R. Bezrukavnikov, L-packets
are philosophically similar to geometric L-packets, which are, in general, larger than
the L-packets defined by Langlands6.
1.3. Properties of L-packets of character sheaves. We keep the notation of
§1.2. In this subsection we list a few basic properties of minimal closed idempotents
in DG(G) and the corresponding L-packets of character sheaves.
Let ι : G −→ G be the inversion morphism, g 7→ g−1. As in [BD11, Def. 1.17],
we denote by D−G : D(G)
◦ −→ D(G) the composition D−G = DG ◦ ι
∗ = ι∗ ◦ DG,
where DG is the Verdier duality functor. The functors DG and D
−
G can be naturally
“upgraded” to functors DG(G)
◦ −→ DG(G), which we also denote by DG and D
−
G.
Proposition 1.6. Let G be a perfect unipotent group over k (where k = k as before),
and let e ∈ DG(G) be a minimal idempotent. Then:
(a) M perve is a semisimple abelian category with finitely many simple objects.
(b) There exists a (necessarily unique) ne ∈ Z such that D
−
G(e)
∼= e[−2ne].
(c) We have e[−ne] ∈ M
perv
e , and e[−ne] is a character sheaf.
(d) The subcategory Me = M
perv
e [ne] ⊂ DG(G) is closed under convolution, and is
a monoidal category with unit object e.
(e) The canonical functor Db(M perve ) −→ eDG(G) is an equivalence of categories.
Proof. All the assertions above are contained in [BD11, Thm. 1.15, Prop. 1.19]. 
Note that assertion (a) implies that L-packets of character sheaves on G are finite
and that character sheaves in the L-packet defined by e can also be characterized
as the simple objects of the category M perve .
6Conjecturally, L-packets bijectively correspond to “Langlands parameters.” Geometric L-
packets should correspond to Frobenius-invariant “geometric Langlands parameters” (one obtains
geometric Langlands parameters from the usual ones by replacing the Weil-Deligne groupW ′K with
Ker(W ′K ։ Z)). Thus each geometric L-packet is a union of several ordinary L-packets.
CHARACTER SHEAVES AND CHARACTERS 7
The next notion [BD11, Def. 1.21] is the geometric analogue of the notion of
functional dimension in the classical representation theory of Lie groups.
Definition 1.7. If e ∈ DG(G) is a minimal closed idempotent, the number de :=
(dimG− ne)/2 is called the functional dimension of e.
We note that de may fail to be an integer [BD11, Rem. 1.23]. One can show that
de, ne ≥ 0 [BD11, Thm. 1.15(b)], but we do not need this fact in this article.
1.4. Connected unipotent groups over finite fields. Let q be a power of a
prime p, which we assume to be fixed once and for all. If X0 is a perfect variety over
Fq and M0 ∈ D(X0), we denote the function associated to M0 via the functions-
sheaves dictionary by tM0 : X0(Fq) −→ Qℓ (see [De80], [Bo10, §4.2]). Thus for each
n ∈ N, we also have the corresponding function tM0⊗FqFqn : X0(Fqn) −→ Qℓ.
Let G0 be a perfect unipotent group over Fq, and write G = G0⊗FqF. The absolute
Frobenius morphism7 Φq : G0 −→ G0 induces an F-homomorphism Frq : G −→ G,
called the Frobenius endomorphism of G, by extension of scalars. The pullback
functor Fr∗q induces an automorphism of the set CS(G), and CS(G)
Fr∗q will denote
the set of character sheaves on G invariant under this automorphism.
Let pr denote the exponent of G0, i.e., r ≥ 1 is the minimal integer such that
gp
r
= 1 for all g ∈ G0(F). We write Z[µp2r , p
−1] ⊂ Q(µp2r) for the subring generated
by µp2r and
1
p
(cf. Remark 1.9).
Theorem 1.8. Assume that G0 is a connected perfect unipotent group over Fq.
(a) If M ∈ CS(G)Fr
∗
q , then M arises from an irreducible perverse sheaf M0 on G0
such that M0 is pure
8 of weight 0 and the function tM0⊗FqFqn : G0(Fqn) −→ Qℓ
takes values in the subring Z[µp2r , p
−1] ⊂ Qab ⊂ Qℓ for every n ∈ N.
(b) For each M ∈ CS(G)Fr
∗
q , fix a choice of M0 subject to the requirements stated
in part (a). The functions{
tM0 : G0(Fq) −→ Q
ab
∣∣M ∈ CS(G)Fr∗q}
form a basis of the space of conjugation-invariant functions G0(Fq) −→ Q
ab,
which is orthonormal with respect to the inner product
〈f1
∣∣ f2〉 = ∑
g∈G0(Fq)
f1(g) f2(g).
This result is a special case of Theorem 2.17 (which yields additional information
even for connected G0), and is only formulated separately for expository reasons.
(The statement of Theorem 2.17 requires some additional preparations.)
7It is defined to be the identity map on the underlying topological space, and the map f 7→ f q
on the local sections of the structure sheaf.
8The definition of a pure complex on a perfect variety over Fq is recalled in §3.3.
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Remark 1.9. The irreducible characters of G0(Fq) over Qℓ take values in the sub-
ring Z[µpr ] ⊂ Qℓ, and the corresponding minimal central idempotents in the group
algebra of G0(Fq) are defined over Z[µpr , p
−1]. Thus it is natural to ask whether
Z[µp2r , p
−1] can be replaced with the smaller ring Z[µpr , p
−1] in the statement of
Theorem 1.8(a). If pr = 2, the answer is negative: see Example 1.10.
For pr > 2, the answer is not known to us. The precise place in our arguments
where it becomes necessary to consider Z[µp2r , p
−1] is indicated in Remark 6.33.
Example 1.10. Suppose that G0 = Ga and q is an odd power of 2, so that p
r = 2 and
Z[µpr , p
−1] ⊂ Q. Then Qℓ[1] is a Fr
∗
q-invariant character sheaf on G corresponding to
the trivial representation of Ga(Fq), and if M0 is any pure perverse sheaf of weight 0
on G0 whose base change to F is isomorphic to Qℓ[1], then tM0 does not take values
in Q. In fact, we must necessarily have |tM0(0)|
2 = 1
q
, and since q is an odd power
of 2, there is no element λ ∈ Q with |λ|2 = 1
q
.
Remark 1.11. On the other hand, we observe that if pr > 2, the subring Z[µpr ] ⊂ Q
ab
always contains an element λ such that |λ|2 = λ · λ = p. Indeed, if p = 2, one can
take λ = 1 + i, and if p > 2, one can take λ =
∑
a∈F×p
(
a
p
)
ζa, where
(
a
p
)
is the
Legendre symbol and ζ ∈ µpr is a primitive p-th root of 1. So if p
r > 2, then for any
s ∈ Z, the ring Z[µpr , p
−1] contains an element λ such that λ · λ = ps.
Remark 1.12. The perverse sheaf M0 in Theorem 1.8(a) is determined uniquely up
to tensor product with a Qℓ-local system on G0 obtained by pullback from a rank
1 local system on SpecFq such that the corresponding character Gal(F/Fq) −→ Q
×
ℓ
takes values in the subgroup consisting of elements of Q(µp2r) of absolute value 1.
In particular, the function tM0 is determined up to multiplication by an element
of Q(µp2r) of absolute value 1. Thus the orthonormality assertion in Theorem 1.8(b)
is unambiguous even though the functions tM0 are not uniquely defined.
1.5. Easy unipotent groups. Recall from [Bo10] that a (perfect) unipotent group
G is said to be easy if every geometric point ofG is contained in the neutral connected
component of its centralizer. One of the main examples of an easy group (over any
field) is the group ULn of unipotent upper-triangular matrices of size n.
Theorem 1.13. Let G0 be an easy perfect unipotent group over Fq, and let G and Frq
be defined as before. Choose a minimal idempotent e ∈ DG(G) such that Fr
∗
q e
∼= e.
(a) There exists a unique (up to isomorphism) weak idempotent e0 ∈ DG0(G0) such
that e is obtained from e0 by base change. Moreover, e0 is a closed idempotent.
(b) The underlying complex of e0 is pure of weight 0.
(c) The functional dimension de is an integer, and q
dimG−de · te0 : G0(Fq) −→ Qℓ is
an irreducible character of the group G0(Fq) of degree q
de.
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(d) Every irreducible character of G0(Fq) over Qℓ is of the form q
dimG−de · te0 for a
(unique) Fr∗q-invariant minimal idempotent e ∈ DG(G).
This result is proved in §6.9 below.
Remark 1.14. Theorem 1.13(c) can be generalized as follows. Suppose that G0 is
a connected perfect unipotent group over Fq, which is not necessarily easy, and let
e0 ∈ DG0(G0) be a geometrically minimal weak idempotent (§2.4). Then∑
χ(1)2 = q2de , (1.1)
where the sum on the left hand side ranges over all irreducible characters of G0(Fq)
in the L-packet defined by e0 (see Definition 2.10(b) and Remark 2.11) and de is
the functional dimension of the minimal idempotent e ∈ DG(G) obtained from e0
by base change. For the proof of (1.1), see §A.1.
2. The disconnected case
In this section we state the main result of the article, namely, Theorem 2.17. It
is more informative than Theorem 1.8, because it explains the relationship between
L-packets of character sheaves and those of irreducible characters (§2.4) and yields
an explicit construction of Fr∗q-stable L-packets of character sheaves in terms of
admissible pairs (§2.5) defined over Fq. Furthermore, it extends Theorem 1.8 to the
case where G0 is an arbitrary (possibly disconnected) unipotent group over Fq.
2.1. Finite discrete groups. For motivation, we begin by discussing a simple
situation that is the “opposite” of the connected case. Let Γ be an (abstract) finite
group, and let G0 be the corresponding finite discrete group scheme
9 over Fq. If Γ is
a p-group, then G0 is unipotent, but this restriction is unimportant for what follows.
The Frobenius action on G0(F) is trivial and we can identify Γ both with G0(F)
and with G0(Fq). The category DG(G) can be identified with the derived category
of the category of equivariant Qℓ-sheaves
10 on Γ (with respect to the conjugation
action of Γ on itself); the latter is known as the Drinfeld double (or quantum double)
of Γ. There is only one nonzero idempotent in DG(G), namely, the unit object, and
it follows that the character sheaves on G are the simple objects in the category
of equivariant Qℓ-sheaves on Γ. It is known that these objects are classified up to
isomorphism by pairs (x, ρ) up to simultaneous Γ-conjugation, where x ∈ Γ and ρ
is an isomorphism class of irreducible representations of the centralizer ZΓ(x) of x
in Γ. Again, the Frobenius action on the set of all character sheaves on G is trivial.
9As an Fq-scheme, G0 is the disjoint union of copies of SpecFq labeled by Γ, and the group
structure is induced by that on Γ.
10That is, sheaves of finite dimensional Qℓ-vector spaces, where the topology on Γ is discrete.
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In particular, taking x = 1, we obtain a bijection between the set of irreducible
representations of Γ = G0(Fq) and a certain subset of the set of character sheaves on
G. However, unless Γ is trivial, there are other character sheaves onG, corresponding
to irreducible representations of the centralizers of nontrivial elements of Γ.
One way to account for them is to notice that if x ∈ Γ, then conjugation by x is an
automorphism of Γ which can be thought of as the Frobenius corresponding to some
Fq-structure on Γ viewed as a discrete group over F. If G
x
0 denotes the corresponding
group over Fq, then G
x
0(Fq) is identified with the centralizer ZΓ(x) ⊂ Γ.
In the language of algebraic group theory, Gx0 is a pure inner form of G0 defined by
the conjugacy class of x. (By definition, the pure inner formsGx0 and G
y
0 are the same
if and only if x and y are conjugate in Γ.) Thus we see that if we consider not only
the irreducible representations of G0(Fq) but also the irreducible representations
of the groups of Fq-points of each of the pure inner forms of G0, we restore the
equality between the number of irreducible characters and the number of (Frobenius-
invariant) character sheaves. As we explain in this section, the same pattern holds
for an arbitrary unipotent group over Fq.
2.2. Functions on groupoids. Following a suggestion of V. Drinfeld, we introduce
a formalism that will allow us to clarify the statement and the proof of Theorem
2.17. It is inspired by the formalism of “masses of categories” used in [DF11, §4].
Definition 2.1. A groupoid G is finite if its set of isomorphism classes π0(G) is finite
and the automorphism group of any object of G is also finite.
Definition 2.2. A function on a groupoid G is a function π0(G) −→ Q
ab. We write
Fun(G) for the vector space of functions on G.
Definition 2.3. If G is a finite groupoid, we write L2(G) for the space Fun(G) equipped
with the (Hermitian) L2 inner product corresponding to the measure on π0(G) such
that the measure of the isomorphism class of an object X ∈ G is equal to 1
|AutG(X)|
.
Remark 2.4. The total volume of this measure is equal to the mass of G as defined
in [DF11, §4.10].
Definition 2.5. Let G be a groupoid. The inertia groupoid IG of G is the groupoid
of pairs (X, f), where X ∈ G and f ∈ AutG(X). More concisely, one can define IG
is the groupoid of 1-morphisms BZ −→ G, or as the 2-fiber product of the diagonal
G −→ G × G with itself.
Definition 2.6. (a) The category of representations of a groupoid G is the category
of functors from G to the category of Qℓ-vector spaces.
(b) If ρ is a finite dimensional representation of a finite groupoid G, the character
of ρ is the function on IG given by (X, f) 7→ Tr ρ(f).
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Remark 2.7. Standard character theory implies that if G is a finite groupoid, then the
characters of irreducible representations of G form an orthonormal basis in L2(IG).
Example 2.8. Let Γ be a finite group. A representation of Γ is the same thing as
a representation of the groupoid BΓ. The inertia groupoid of BΓ can be identified
with the category whose objects are elements of Γ, a morphism from x to y is an
element γ ∈ Γ with γxγ−1 = y, and the composition of morphisms is the product in
Γ. We denote the latter groupoid by [Γ]. The space L2
(
[Γ]) can be identified with
the space Fun(Γ,Qab)Γ of conjugation-invariant functions Γ −→ Qab equipped with
the standard inner product, and the assertion of Remark 2.7 amounts to the well
known orthogonality relations for irreducible characters of finite groups.
2.3. Pure inner forms. Pure inner forms of algebraic groups over finite fields, as
well as some related notions, were discussed in11 [Bo10, §6]. We also summarize all
the constructions and results we will need in this article in §4 below. For the time
being it suffices to mention that if G0 is a perfect group over Fq, then, given a class
α ∈ H1(Fq, G0) in Galois cohomology, one can define the corresponding pure inner
form Gα0 ; it is another perfect group
12 over Fq that becomes isomorphic to G0 over
F. Moreover, there is a natural monoidal equivalence DG0(G0)
∼
−→ DGα
0
(Gα0 ), which
we denote M0 7−→M
α
0 and call the “transport of equivariant complexes” (see §4.4).
Remark 2.9. Let [G0] denote the quotient stack of G0 by the conjugation action of
G0 on itself. The groupoid [G0](Fq) can be identified with the disjoint union of the
groupoids [Gα0 (Fq)] (see Example 2.8) as α ranges over H
1(Fq, G0).
2.4. L-packets of irreducible characters. Let G0 be a perfect unipotent group
over Fq, and write G = G0 ⊗Fq F. An object e0 ∈ DG0(G0) is called a geometrically
minimal idempotent if e0 ∗ e0 ∼= e0 and the corresponding object e ∈ DG(G) is a
minimal idempotent. Given α ∈ H1(Fq, G0), we have the corresponding pure inner
form Gα0 and the geometrically minimal idempotent e
α
0 ∈ DGα0 (G
α
0 ) obtained from
e0 via transport of equivariant complexes (see §2.3). In particular, the function
teα
0
: Gα0 (Fq) −→ Qℓ is a central idempotent with respect to convolution.
Definition 2.10. (a) For each α ∈ H1(Fq, G0), consider the set of (isomorphism
classes of) irreducible representations of Gα0 (Fq) over Qℓ on which the idem-
potent teα
0
acts via the identity. The disjoint union of these sets is called the
L-packet of irreducible representations of G0 defined by e0.
(b) The set of characters of the representations in (a), viewed as a subset of13
Fun
(
[G0](Fq)
)
=
⊕
α∈H1(Fq ,G0)
Fun(Gα0 (Fq),Q
ab)G
α
0
(Fq), (2.1)
11The term “inner form” was used in op. cit., but “pure inner form” is more appropriate.
12The group Gα
0
is determined uniquely up to an isomorphism, which itself is unique up to an
inner automorphism given by conjugation by an element of Gα0 (Fq).
13Equality (2.1) follows from Remark 2.9.
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is called the L-packet of irreducible characters of G0 defined by e0.
Remark 2.11. This notion is formally different from the definition of an L-packet of
irreducible characters of G0(Fq) given in [Bo10, Def. 2.7]. Pure inner forms of G0
were not considered in op. cit., and G0 was assumed to be connected there. If G0 is
connected, then the two notions are equivalent, but this fact requires proof.
Indeed, with the definition above, it is not immediate that L-packets of irreducible
characters are nonempty. Nevertheless, in §A.3 we will prove the following result.
Proposition 2.12. Let G0 be any perfect unipotent group over Fq. The L-packets
of irreducible characters of G0 are nonempty and pairwise disjoint. Their union is
equal to the disjoint union of the sets of all the irreducible characters of the groups
Gα0 (Fq), viewed as subsets of Fun
(
[G0](Fq)
)
. If G0 is connected, the notion of an
L-packet of irreducible characters of G0(Fq) defined above is equivalent to the one
given in [Bo10, Def. 2.7].
2.5. Admissible pairs and Serre duality. We briefly recall a few more definitions
from [Bo10, BD11]. In this subsection k can be any perfect field of characteristic
p > 0. If H is a connected perfect unipotent group over k, a nonzero Qℓ-local system
L on H is said to be multiplicative if µ∗L ∼= L ⊠ L, where µ : H × H −→ H is
the group operation in H . Roughly speaking, the Serre dual, H∗, of H is defined
as the moduli space of multiplicative local systems on H (see [BD11, §3.1] as well
as [Bo10, Appendix A] for the details). We recall (loc. cit.) that H∗ is a possibly
disconnected perfect commutative unipotent group over k.
If G is a perfect unipotent group over k and (H,L) is a pair consisting of a
closed connected subgroup H ⊂ G and a multiplicative local system L on H , the
normalizer, G′, of the pair (H,L) in G is defined in two steps. First, let NG(H) be
the normalizer of H in G. Then NG(H) acts on H by conjugation, and we have the
induced action of NG(H) on H
∗. We then let G′ be the stabilizer of [L] ∈ H∗(k) in
NG(H) with respect to the latter action. Sometimes we write G
′ = NG(H,L).
Definition 2.13. (a) If k is algebraically closed, the pair (H,L) as in the previous
paragraph is said to be admissible for G if the following three conditions hold:
• Let G′ be the normalizer of (H,L) in G, and let G′◦ denote its neutral
connected component. Then G′◦/H is commutative.
• The k-group morphism ϕL : G
′◦/H −→
(
G′◦/H
)∗
induced by L (whose
construction is explained in [Bo10, §A.13] and [BD11, §3.3]) is an isogeny.
• For every g ∈ G(k) such that g 6∈ G′(k), we have
L
∣∣
(H∩Hg)◦
6∼= Lg
∣∣
(H∩Hg)◦
,
whereHg = g−1Hg and Lg is the multiplicative local system onHg obtained
from L by transport of structure (via the map h 7→ g−1hg).
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(b) If k is an arbitrary perfect field of characteristic p > 0, the pair (H,L) is said to
be admissible if the corresponding pair obtained by base change to an algebraic
closure k of k is admissible for G⊗k k.
Remark 2.14. We do not recall the statement of the second condition in the definition
of admissibility in detail, because it will not be explicitly used in our article.
Proposition 2.15 (See [Bo10, BD11]). Let k be a perfect field of characteristic p > 0
and let G be a perfect unipotent group over k. Consider an admissible pair (H,L)
for G and define G′ ⊂ G to be its normalizer. The object e′H,L ∈ DG′(G
′) obtained
from KH ⊗ L ∈ DG′(H) via extension by zero is a minimal closed idempotent in
DG′(G
′), and indGG′(e
′
H,L) is a minimal closed idempotent in DG(G).
In this statement, KH denotes the dualizing complex of H . The definition of the
functor indGG′ : DG′(G
′) −→ DG(G) is recalled in §3.4 below.
Definition 2.16. In the setting of Proposition 2.15, the object indGG′(e
′
H,L) ∈ DG(G)
is called the minimal idempotent defined by the admissible pair (H,L). In the special
case where G = G′, we call e′H,L a Heisenberg minimal idempotent.
2.6. The main result. The next theorem is the central result of our work. As in
§1.4, we assume that F is an algebraic closure of a finite field with p elements, and
recall that CS(G) denotes the set of character sheaves on a perfect unipotent group
G over F. The notions of a character sheaf and of an L-packet of character sheaves
defined by a minimal idempotent e ∈ DG(G) were introduced in Definitions 1.4.
Theorem 2.17. Let G0 be any perfect unipotent group over Fq, let G = G0 ⊗Fq F,
and let Frq : G −→ G be the Frobenius endomorphism.
(a) If e ∈ DG(G) is a minimal idempotent such that Fr
∗
q(e)
∼= e, there is a unique
(up to isomorphism) weak idempotent e0 ∈ DG0(G0) such that e is obtained from
e0 by base change. Moreover, e0 is a closed idempotent in DG0(G0).
(b) In the situation of (a), there exist a pure inner form Gα0 of G0 and an admissible
pair (H0,L0) for G
α
0 defined over Fq such that e
α
0 ∈ DGα0 (G
α
0 ) is isomorphic to
the minimal idempotent defined by (H0,L0) (Definition 2.16).
(c) Let e and e0 be as in part (a). Then e0 is pure of weight 0. Moreover, if M is
a character sheaf in the L-packet defined by e and Fr∗q M
∼= M , then M comes
from an object M0 ∈ e0DG0(G0) such that M0 is perverse and pure of weight 0,
and the function t(M0⊗FqFqn )α : G
α
0 (Fqn) −→ Qℓ takes values in Z[µp2r , p
−1] for
each n ∈ N and each α ∈ H1(Fqn, G0 ⊗Fq Fqn), where p
r is the exponent of G0
and we write Gα0 (Fqn) in place of (G0 ⊗Fq Fqn)
α(Fqn) for brevity.
(d) In the situation of (c), the elements TM0 =
(
tMα
0
)
α∈H1(Fq ,G0)
∈ Fun
(
[G0](Fq)
)
are
linearly independent, and their span is equal to the span of the set of elements
in the L-packet of irreducible characters defined by e0 (see (2.1) and Def. 2.10).
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(e) For each M ∈ CS(G)Fr
∗
q , fix a choice of M0 subject to the requirements stated in
part (c). The elements
{
TM0
∣∣M ∈ CS(G)Fr∗q} form an orthonormal basis of the
space Fun
(
[G0](Fq)
)
with respect to the inner product 〈F1
∣∣F2〉 = qdimG · (F1, F2),
where (·, ·) is the inner product on L2
(
[G0](Fq)
)
(see Def. 2.3).
A natural analogue of Remark 1.12 applies in this situation. We also observe that
there is some redundancy in the statement of the theorem: for instance, the linear
independence assertion in part (d) follows from part (e).
Corollary 2.18 (of Theorem 2.17(d)). Let G0 be a perfect unipotent group over Fq,
and let e0 ∈ DG0(G0) be a geometrically minimal idempotent. The cardinality of
the L-packet of irreducible characters of G0 defined by e0 is equal to the number of
Fr∗q-invariant elements in the L-packet of character sheaves defined by e0.
Remarks 2.19. (a) If G0 is connected, then Fun
(
[G0](Fq)
)
= Fun(G0(Fq),Q
ab)G0(Fq)
and |G0(Fq)| = q
dimG. Therefore Theorem 2.17 implies Theorem 1.8.
(b) In the situation of Theorem 2.17(a), there may not exist an admissible pair for
G0 defined over Fq such that the corresponding minimal idempotent (Definition
2.16) is isomorphic to e0. Indeed, in §A.4 we construct an example in which the
function te0 is identically zero; then one can apply Proposition 2.20. Therefore
passing to a pure inner form of G0 in Theorem 2.17(b) is necessary.
(c) If, in the setting of Theorem 2.17(c), we takeM = e[−ne] (cf. Prop. 1.6(c)), then
we can takeM0 = e0[−ne](−ne/2)⊗pr
∗L for a suitable pure rank 1 local system
L of weight 0 on SpecFq, where pr : G0 −→ SpecFq denotes the structure
morphism: see §A.5. (The reason we cannot take M0 = e0[−ne](−ne/2) in
general is that the corresponding function may not take values in Z[µp2r , p
−1].)
The next result is proved in §A.6.
Proposition 2.20. Let G0 be a perfect unipotent group over Fq and e0 ∈ DG0(G0)
a geometrically minimal idempotent. The following are equivalent:
(i) there exists an admissible pair (H0,L0) for G0 such that the minimal idempotent
defined by it (Definition 2.16) is isomorphic to e0;
(ii) the function te0 : G0(Fq) −→ Qℓ defined by e0 is not identically zero;
(iii) te0(1) 6= 0.
Let us discuss the remainder of the article in more detail. In §3 we recall the
definition of induction functors from [BD11] and the definition of mixed and pure
complexes on a perfect variety over Fq [De80, BBD82]. We also prove some results
relating these notions. In §4 we summarize some basic definitions and facts having
to do with pure inner forms of perfect unipotent groups over Fq and the transport of
equivariant complexes. In §5 we develop some tools for relating ℓ-adic complexes on
a perfect variety over Fq to those on its base change to F. The main ingredients of
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the proofs of Theorems 2.17 and 1.13 are collected in §6. Finally, the more technical
steps involved in our arguments, as well as the proofs of various side remarks made
in the text, are provided in the Appendix.
3. Induction functors
3.1. Definition of averaging functors. Let k be any perfect field of characteristic
p > 0. We begin by recalling certain definitions and constructions from [BD11].
Let G be a perfect unipotent group over k, let X be a perfect variety over k
equipped with a G-action, and let G′ ⊂ G be a closed subgroup. Let us equip
(G/G′)×X with the diagonal action of G, let pr2 : (G/G
′)×X −→ X denote the
second projection, and let i : X →֒ (G/G′)× X be the morphism taking x ∈ X to
(1¯, x), where 1¯ ∈ G/G′ is the image of 1 ∈ G.
Then the pullback functor i∗ : DG((G/G
′)×X) −→ DG′(X) is an equivalence of
categories, and we make the following
Definition 3.1. The averaging functor AvG/G′ : DG′(X) −→ DG(X) and the functor
avG/G′ : DG′(X) −→ DG(X) of averaging with compact supports are defined by
AvG/G′ = pr2∗ ◦ (i
∗)−1 and avG/G′ = pr2! ◦ (i
∗)−1.
By construction, we have a canonical morphism of functors avG/G′ −→ AvG/G′.
Lemma 3.2. The functor AvG/G′ is right adjoint, and the functor avG/G′ [2d](d) is
left adjoint, to the forgetful functor DG(X) −→ DG′(X), where d = dim(G/G
′).
Proof. This is [BD11, Lemma 1.35]. 
Remark 3.3. The construction of averaging functors is functorial in the sense that
if f : Y −→ X is a smooth G-equivariant morphism of perfect varieties over k
equipped with a G-action, then we have natural isomorphisms of functors
AvYG/G′ ◦f
∗ ∼= f ∗ ◦ AvXG/G′ and av
Y
G/G′ ◦f
∗ ∼= f ∗ ◦ avXG/G′
where AvX , avX are the averaging functors for X and AvY , avY are the averaging
functors for Y . (Use the proper and smooth base change theorems.)
3.2. Averaging functors and duality. If X is any perfect variety over k, we let
DX : D(X)
◦ ∼−→ D(X) denote the Verdier duality functor. Given an action of a
perfect unipotent group G on X , the functor DX naturally lifts to DG(X)
◦.
Lemma 3.4. Let G′ ⊂ G be a closed subgroup, and let d = dim(G/G′). Then the
functors DX ◦ AvG/G′ ◦DX and avG/G′ [2d](d) are isomorphic.
Proof. This is [BD11, Lemma 6.9]. 
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3.3. Reminder on pure complexes. We now briefly recall a few definitions from
[De80, BBD82]. LetX0 be a perfect variety over Fq and consider a point x ∈ X0(Fqn),
that is, an Fq-morphism x : SpecFqn −→ X0. If F is a Qℓ-sheaf on X0, then x
∗F
is a continuous Qℓ-representation of Gal(F/Fqn). The geometric Frobenius is the
generator Fqn of Gal(F/Fqn), defined as the inverse of the automorphism a 7−→ a
qn .
Definitions 3.5. (a) A Qℓ-sheaf F on X0 is punctually pure of weight w ∈ Z if for
every n ≥ 1 and every x ∈ X0(Fqn), the eigenvalues of Fqn acting on x
∗F are
algebraic numbers, all of whose conjugates in C have absolute value (qn)w/2.
(b) A Qℓ-sheaf F on X0 is mixed if it has a finite filtration whose successive sub-
quotients are punctually pure of some weights. The weights of the (nonzero)
subquotients in this filtration are called the weights of F .
(c) An object M ∈ D(X0) = D
b
c(X0,Qℓ) is said to be mixed if the cohomology
sheaves Hi(M) are mixed for all i ∈ Z. We let Dm(X0) ⊂ D(X0) denote the full
subcategory formed by mixed complexes.
(d) Let w ∈ Z. An object M ∈ Dm(X0) is said to have weights ≤ w if, for every
i ∈ Z, the weights of Hi(M) are ≤ w + i. We let D≤w(X0) ⊂ Dm(X0) denote
the full subcategory formed by complexes whose weights are ≤ w.
(e) An object M ∈ Dm(X0) is said to have weights ≥ w if the Verdier dual DX0(M)
lies in D≤−w(X0). We let D≥w(X0) ⊂ Dm(X0) denote the full subcategory
formed by complexes whose weights are ≥ w.
(f) An object M ∈ Dm(X0) is pure of weight w if M ∈ D≤w(X0) ∩D≥w(X0).
Remark 3.6. For each integral or half-integral14 d, the functor M0 7−→ M0[2d](d)
preserves the subcategories D≤w(X0) ⊂ D(X0) and D≥w(X0) ⊂ D(X0) for all w ∈ Z.
Theorem 3.7 (Deligne, [De80], 3.3.1, 6.2.3). Let X0, Y0 be perfect varieties over
Fq, and let f : Y0 −→ X0 be an Fq-morphism. For every w ∈ Z, the functor
f! : D(Y0) −→ D(X0) takes D≤w(Y0) into D≤w(X0), and f∗ : D(Y0) −→ D(X0)
takes D≥w(Y0) into D≥w(X0).
Corollary 3.8. Let G0 be a perfect unipotent group acting on a perfect variety X0
over Fq, and let G
′
0 ⊂ G0 be a closed subgroup. Fix M ∈ DG′0(X0). If the underlying
complex of M lies in D≤w(X0) for some w ∈ Z, then so does the underlying complex
of avG0/G′0(M). If the underlying complex of M lies in D≥w(X0) for some w ∈ Z,
then so does the underlying complex of AvG0/G′0(M). Thus if M is pure of weight w
and the canonical morphism avG0/G′0(M) −→ AvG0/G′0(M) is an isomorphism, then
avG0/G′0(M) is pure of weight w.
The corollary follows from Theorem 3.7, Lemma 3.4, Remark 3.6 and the following
14In order to make sense of the Tate twistM0 7−→M0(d) for half-integral d, one needs to choose
a square root of q in Qab.
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Lemma 3.9. In the situation of Corollary 3.8, let G0 act diagonally on (G0/G
′
0)×X0
and define i : X0 →֒ (G0/G
′
0)×X0 by x 7→ (1, x) as in §3.1.
If N ∈ DG0((G0/G
′
0) × X0) is such that (the underlying complex of) i
∗N lies in
D≤w(X0) for some w ∈ Z, then N lies in D≤w((G0/G
′
0)×X0).
The proof of Lemma 3.9 is given in §A.7.
3.4. Induction functors. If k is any perfect field of characteristic p > 0 andG′ ⊂ G
are perfect unipotent groups over k, consider the conjugation actions of G and G′
on themselves, and let j : G′ →֒ G denote the inclusion morphism. Then j induces
the functor j! = j∗ : DG′(G
′) −→ DG′(G) of extension by zero.
Definition 3.10. The induction functor IndGG′ : DG′(G
′) −→ DG(G), and the functor
indGG′ : DG′(G
′) −→ DG(G) of induction with compact supports, are defined as
IndGG′ = AvG/G′ ◦j! and ind
G
G′ = avG/G′ ◦j!.
By construction, we have a canonical morphism of functors can : indGG′ −→ Ind
G
G′ .
Remark 3.11. In [Bo10, §5.2.2] we gave a different definition of the functor indGG′ ,
which we now recall. Form the quotient G˜ = (G × G′)/G′ for the right G′-action
on G×G′ given by (g, g′) · γ = (gγ, γ−1g′γ). The left multiplication action of G on
itself induces a G-action on G˜. We have the G′-equivariant injection i : G′ →֒ G˜
induced by g′ 7→ (1, g′) and the G-equivariant morphism π : G˜ −→ G induced by
(g, g′) 7→ gg′g−1. The functor i∗ : DG(G˜) −→ DG′(G
′) is an equivalence, and in
loc. cit. we defined indGG′ = π! ◦ (i
∗)−1 : DG′(G
′) −→ DG(G).
It will be useful for us to know that the two constructions of indGG′ lead to naturally
isomorphic functors. This assertion is proved in §A.8.
Let us list some properties of induction functors. The following facts result from
Lemmas 3.2 and 3.4 together with Remark 3.3.
Proposition 3.12. Let G be a perfect unipotent group over k, let G′ ⊂ G be a
closed subgroup, and let d = dim(G/G′). The functor IndGG′ is right adjoint to the
restriction functor DG(G) −→ DG′(G
′). Furthermore, the functors DG ◦ Ind
G
G′ ◦DG′,
D−G ◦ Ind
G
G′ ◦D
−
G′ and ind
G
G′ [2d](d) are isomorphic
15.
The next proposition follows immediately from Corollary 3.8.
Proposition 3.13. Let G0 be a perfect unipotent group over Fq, and let G
′
0 ⊂ G0
be a closed subgroup. Fix M ∈ DG′
0
(G′0) and w ∈ Z. If M ∈ D≤w(G
′
0), then
indG0G′
0
(M) ∈ D≤w(G0). If M ∈ D≥w(G
′
0), then Ind
G0
G′
0
(M) ∈ D≥w(G0). Thus if M is
pure of weight w and the canonical morphism canM : ind
G0
G′
0
(M) −→ IndG0G′
0
(M) is an
isomorphism, then indG0G′
0
(M) is pure of weight w.
15The functor D−G : DG(G)
◦ −→ DG(G) was introduced in §1.3.
18 MITYA BOYARCHENKO
4. Pure inner forms
Throughout this section we work with an algebraic closure F of a field of prime
order p and a finite subfield Fq ⊂ F. Pure inner forms
16 of perfect groups over Fq
were used in [Bo10] to study the relationship between the induction functor indG0G′
0
,
where G′0 is a closed subgroup of a perfect unipotent group G0 over Fq, and the
operation of induction of class functions from G′0(Fq) to G0(Fq).
The two types of induction are compatible “on the nose” when G′0 is connected.
In general, the relationship is more complicated [Bo10, Proposition 6.13]. We give
a more general result in Proposition 4.12 below.
4.1. Definitions. We follow the same conventions regarding the definition of pure
inner forms as in [Bo10]. In particular, if G0 is a perfect group over Fq, we write
H1(Fq, G0) for the set of isomorphism classes of right G0-torsors.
Definition 4.1. A pure inner form of G0 is a pair (G1, P ) consisting of a perfect
group G1 over Fq and a (G1, G0)-bitorsor
17 P .
Remarks 4.2. (1) If we fix a right G0-torsor P , there exist a perfect group G1 over
Fq and a left action of G1 on P such that P is a (G1, G0)-bitorsor. Moreover, the
pair consisting of G1 and this action is determined up to a unique isomorphism.
Uniqueness follows from the observation that if P is a (G1, G0)-bitorsor, then
G1 represents the functor that sends a perfect scheme S over Fq to the group of
S-scheme automorphisms of P × S that commute with the right G0-action.
Existence follows from [Bo10, Lemma 6.3].
(2) Let α ∈ H1(Fq, G0), and choose a representative P of the isomorphism class α.
As we just mentioned, we obtain a corresponding pure inner form (G1, P ) of
G0. By abuse of notation, we will write G
α
0 for G1 and call it the pure inner
form of G0 defined by α. The class α only determines G
α
0 up to an isomorphism
that is unique up to inner automorphisms. However, our primary interest lies
in the space of conjugation-invariant functions on the group Gα0 (Fq), which is
canonically determined by α.
(3) In view of the first remark, the definition of a pure inner form of G0 given above
and the notation Gα0 agree with those used in [Bo10].
Definition 4.3. If (G1, P ) is a pure inner form of a perfect group G0 over Fq and X is
a perfect variety over Fq equipped with a left G0-action, we write X
α = (P×X)/G0,
where α = [P ] ∈ H1(Fq, G0) as before and the right G0-action on P ×X is given by
(p, x) · g = (p · g, g−1 · x). Note that Xα carries a natural left action of Gα0 = G1.
16This notion is not to be confused with the concept of a pure complex recalled in §3.3.
17Let us recall the definition. One requires that P is a perfect variety over Fq equipped with
a left G1-action and a right G0-action, that these actions commute, and that they make P a left
(respectively, right) torsor under G1 (respectively, G0).
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4.2. An interpretation via gerbes. In this subsection we explain a more elegant
approach to the definition of pure inner forms and the other notions appearing in
this section, which was communicated to us by A. Beilinson.
Let G be an algebraic gerbe of finite type over Fq. In view of [Be03, Cor. 6.4.2],
one can use the following concrete definition: G is an algebraic stack over Fq, which
is isomorphic to the classifying stack of some group scheme of finite type over Fq.
If we choose an object x ∈ G(Fq) and let G0 = AutG(x), then G0 is a group scheme
of finite type over Fq and x determines an isomorphism BG0
∼
−→ G. Then the
set of isomorphism classes of objects in G(Fq) becomes identified with H
1(Fq, G0),
and if y ∈ G(Fq), then G1 = AutG(y) is a pure inner form of G0 over Fq whose
class in H1(Fq, G0) corresponds to the isomorphism class of y in G(Fq). Moreover,
IsomG(x, y) is naturally a (G1, G0)-bitorsor. Thus the datum of a triple (G0, G1, P ),
where G0 and G1 are group schemes of finite type over Fq and P is a (G1, G0)-
bitorsor, is equivalent to the datum of a triple (G, x, y), where G is an algebraic
gerbe of finite type over Fq and x, y ∈ G(Fq) are objects.
Definition 4.3 can also be rephrased in this language. To do so, let us introduce
the following terminology for brevity. If Y is an algebraic stack, we call a scheme
over Y an algebraic stack X equipped with a morphism X −→ Y such that for every
scheme T the fiber product X ×Y T is also a scheme. Now a scheme over Fq with
an action of G0 is “the same thing” as a scheme over
18 BG0. So with the notation
of the previous paragraph, the objects x and y determine equivalences of categories{
schemes with a
G0 − action
}
∼
−→
{
schemes
over G
}
∼
−→
{
schemes with a
G1 − action
}
whose composition is the functor X 7→ (P ×X)/G0, where P = IsomG(x, y).
Throughout this section we will explain how the other constructions and results
can be interpreted from the gerby viewpoint. However, for the reader’s convenience,
we will also indicate the more ad hoc arguments, which avoid the language of stacks.
4.3. Functoriality of pure inner forms. Let ϕ : G′0 −→ G0 be a homomorphism
of perfect groups over Fq. It induces a natural map ϕ∗ : H
1(Fq, G
′
0) −→ H
1(Fq, G0).
If β ∈ H1(Fq, G
′
0) and α = ϕ∗(β), we obtain the corresponding homomorphism
ϕβ : G′β0 −→ G
α
0 . If ϕ is a closed embedding, then so is ϕ
β. In the latter case, we
tacitly view G′0 as a closed subgroup of G0, and G
′β
0 as a closed subgroup of G
α
0 .
Next suppose X ′ (respectively, X) is a perfect variety over Fq equipped with a left
action of G′0 (respectively, G0), and let f : X
′ −→ X be a G′0-equivariant morphism
18Given an action of G0 on a scheme X over Fq, the quotient stack G0\X is a scheme over BG0.
Conversely, if X is a scheme over BG0, then the fiber product of X with the canonical morphism
x : SpecFq −→ BG0 is a scheme X over Fq, and we get an action of G0 = Aut(x) on X .
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(where the G′0-action on X is induced via ϕ by the action of G0). Then we also
obtain the corresponding G′β0 -equivariant morphism f
β : X ′β −→ Xα.
In the special case where G′0 = G0 and ϕ is the identity, let us make a more precise
statement. For any perfect group G over a perfect field k, we write G−var for the
category of perfect varieties over k equipped with a G-action. (The morphisms in
this category are the G-equivariant morphisms of k-schemes.) The next lemma is a
tautology from the gerby viewpoint of §4.2. However, it is also very easy to give a
direct argument using Definitions 4.1 and 4.3, so we omit the proof.
Lemma 4.4. If (G1, P ) is a pure inner form of a perfect group G0 over Fq, the
functor X 7−→ (P×X)/G0 described in Definition 4.3 is an equivalence of categories
G0−var
∼
−→ G1−var .
A quasi-inverse functor is given by Y 7→ G1 \ (Y × P ), where G1 acts on Y × P
diagonally and the G0-action on the quotient is induced by g · (y, p) = (y, p · g
−1).
4.4. Transport of equivariant complexes. Let (G1, P ) be a pure inner form of a
perfect unipotent group G0 over Fq, let X0 ∈ G0−var, and define X1 = (P ×X0)/G0
using the construction of Definition 4.3.
Definition 4.5. We define a functor DG0(X0)
∼
−→ DG1(X1), which we call transport
of equivariant complexes, as follows. Let ̟ : P × X0 −→ X1 denote the quotient
morphism, and let π2 : P×X0 −→ X0 denote the second projection. Observe that π2
is a quotient map for the action of G1 induced by the left G1-action on P . Hence the
functors π∗2 : DG0(X0) −→ DG1×G0(P ×X0) and ̟
∗ : DG1(X1) −→ DG1×G0(P ×X0)
are equivalences. We choose a quasi-inverse of ̟∗ and define the transport functor
DG0(X0)
∼
−→ DG1(X1) as the composition (̟
∗)−1 ◦ π∗2 .
If α ∈ H1(Fq, G0) denotes the isomorphism class of P (as a right G0-torsor) and
we write Xα0 = X1, as in Definition 4.3, we will denote the transport functor by
DG0(X0) −→ DGα0 (X
α
0 ), M 7−→M
α.
Remark 4.6. The construction of the transport functor M 7−→Mα involves a choice
of a representative P of the class α as well as a choice of a quasi-inverse of the
functor ̟∗ in the definition above. Making different choices in those steps lead to a
canonically isomorphic transport functor, so these choices are irrelevant.
Remark 4.7. It is also easy to define the transport functor using the viewpoint of
§4.2. Namely, in the situation of Definition 4.5, the quotient stacks G0\X0 and
G1\X1 can be naturally identified, which yields an equivalence D
b
c(G0\X0,Qℓ)
∼
−→
Dbc(G1\X1,Qℓ), where we are using the ℓ-adic formalism of [LO06]. If we interpret
the equivariant derived categories DG0(X0) and DG1(X1) as D
b
c(G0\X0,Qℓ) and
Dbc(G1\X1,Qℓ), respectively, we get an equivalence DG0(X0)
∼
−→ DG1(X1), which is
the same as the one constructed in Definition 4.5.
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4.5. Functoriality of transport.
Lemma 4.8. Let G0 be a perfect unipotent group over Fq, and let f : X −→ Y be
a morphism in G0−var. For each α ∈ H
1(Fq, G0), the functors
DG0(X) −→ DGα0 (Y
α), M 7−→ (f!M)
α and M 7−→ (fα)!(M
α),
are isomorphic, and the functors
DG0(Y ) −→ DGα0 (X
α), N 7−→ (f ∗N)α and N 7−→ (fα)∗(Nα),
are isomorphic.
The lemma follows from the definitions and the proper base change theorem.
4.6. The conjugation action. Let G0 be a perfect group over Fq. If we let G0
act on itself by conjugation, G0 becomes an object of the category G0−var. The
multiplication and inversion maps for G0 are equivariant, and hence they endow G0
with the structure of a group object of the category G0−var.
Next suppose (G1, P ) is a pure inner form of G0 and define G1 = (P × G0)/G0,
where G0 acts on P ×G0 on the right via (p, x) · g = (p · g, g
−1xg). By Lemma 4.4,
G1 has a natural structure of a group object in the category G1−var.
Moreover, if X0 ∈ G0−var is arbitrary, the action morphism G0 × X0 −→ X0 is
G0-equivariant (where G0 acts on G0 ×X0 diagonally, the action on the first factor
being the conjugation action). By Lemma 4.4, we obtain a natural action of G1 on
X1 = (P ×X0)/G0 in the category G1−var. On the other hand, we can also view
G1 as a group object of G1−var, and it acts on X1 as well.
Proposition 4.9. With the above notation, there exists a unique G1-equivariant
isomorphism G1
≃
−→ G1 of perfect groups over Fq that is compatible with the actions
of G1 and G1 on X1 = (P ×X0)/G0 for every X0 ∈ G0−var.
The proposition is proved in §A.9. For us the important implication is that if G0
is a perfect unipotent group over Fq and α ∈ H
1(Fq, G0), then the meaning of the
notation DGα
0
(Gα0 ) is unambiguous
19. Moreover, we have
Corollary 4.10. If G0 is a perfect unipotent group over Fq and α ∈ H
1(Fq, G0), the
transport functor DG0(G0)
∼
−→ DGα
0
(Gα0 ) has the structure of a monoidal equivalence.
Proof. With the earlier notation, the transport functor DG0(G0)
∼
−→ DG1(G1) is
monoidal by Lemma 4.8. It remains to apply Proposition 4.9. 
19Namely, we could consider the Gα
0
inside the parentheses as the pure inner form of G0 viewed
either as a perfect group over Fq or as an object of G0−var for the conjugation action of G0 on
itself; the resulting categories are canonically equivalent by Proposition 4.9.
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Remark 4.11. Proposition 4.9 and Corollary 4.10 are essentially trivial from the
viewpoint of §4.2. Namely, let G be an algebraic gerbe of finite type over Fq, and
let I be its inertia stack, i.e., the 2-fiber product of the diagonal G −→ G×G with
itself (cf. Definition 2.5). Then I is a (relative) group scheme over G.
We have the ℓ-adic constructible derived category Dbc(I,Qℓ) together with an
intrinsically defined operation of convolution with compact supports.
Now choose x ∈ G(Fq) and put G0 = AutG(x). We get an isomorphism BG0
∼
−→
G, so, as explained in §4.2, I determines a group scheme over Fq equipped with
a G0-action. That group scheme is nothing but G0 with the conjugation action of
G0 on itself. Moreover, the convolution functor on D
b
c(I,Qℓ) corresponds to the
convolution functor on DG0(G0) defined in §1.2.
Next choose another y ∈ G(Fq), let G1 = AutG(y), and write P = IsomG(x, y),
which is a (G1, G0)-bitorsor. Then y yields an isomorphism BG1
∼
−→ G and the
group scheme G1 mentioned at the beginning of §4.6 is the same as the group scheme
with an action of G1 coming from I −→ BG1. In view of the previous paragraph,
the assertions of Proposition 4.9 and Corollary 4.10 now become obvious.
4.7. Induction. As we saw earlier, an equivariant complex on a perfect group G0
over Fq determines an equivariant complex on each of its pure inner forms G
α
0 , and
hence a class function on the corresponding group of rational points Gα0 (Fq). If we
take this viewpoint on the sheaves-to-functions correspondence, the functor indG0G′
0
becomes compatible with induction of class functions in a natural sense:
Proposition 4.12. Let G0 be a perfect unipotent group over Fq, let G
′
0 ⊂ G0 be a
closed subgroup, fix M ∈ DG′
0
(G′0) and put N = ind
G0
G′
0
M . For each α ∈ H1(Fq, G0),
tNα =
∑
β 7→α
ind
Gα
0
(Fq)
G′β
0
(Fq)
tMβ ,
where the sum is taken over all β ∈ H1(Fq, G
′
0) that map to α via the natural map
H1(Fq, G
′
0) −→ H
1(Fq, G0).
This result is proved in §A.10. The symbol ind
Gα
0
(Fq)
G′β
0
(Fq)
denotes the usual operation
of induction of class functions from the subgroup G′β0 (Fq) to the group G
α
0 (Fq).
Remark 4.13. As a special case of the proposition, we note that if α ∈ H1(Fq, G0)
is not in the image of H1(Fq, G
′
0) −→ H
1(Fq, G0), then tNα ≡ 0 on G
α
0 (Fq).
Remark 4.14. Write [G′0], (AdG
′
0)\G0 and [G0] for the quotient stacks of G
′
0, G0
and G0 by the conjugation action of G
′
0, G
′
0 and G0, respectively. Then the functor
indG0G′
0
can be identified with the functor π! ◦ ι! : D
b
c([G
′
0],Qℓ) −→ D
b
c([G0],Qℓ),
where ι : [G′0] −→ (AdG
′
0)\G0 and π : (AdG
′
0)\G0 −→ [G0] are both induced by
the natural inclusion G′0 →֒ G0. So Proposition 4.12 could be deduced from the
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(relative version of) the Grothendieck-Lefschetz trace formula for algebraic stacks
[Su10, Thm. 4.2]. However, we prefer to give a direct proof.
The functor of induction is also compatible with transport functors:
Lemma 4.15. If G0 is a perfect unipotent group over Fq and G
′
0 ⊂ G0 is a closed
subgroup, then for every β ∈ H1(Fq, G
′
0), the functors
DG′
0
(G′0) −→ DGα0 (G
α
0 ), M 7−→ (ind
G0
G′
0
M)α and M 7−→ ind
Gα
0
G′β
0
(Mβ),
are isomorphic, where α ∈ H1(Fq, G0) is the image of β.
The proof is given in §A.11. We remark that from the viewpoint of §4.2, this
result is obvious (use the gerby interpretations explained in Remarks 4.14 and 4.7).
4.8. Compatibility with duality. The next result is proved in §A.12.
Proposition 4.16. Let G0 be a perfect unipotent group over Fq.
(a) If X ∈ G0−var, then for each α ∈ H
1(Fq, G0), the functors
DG0(X)
◦ ∼−→ DGα
0
(Xα), M 7−→ (DXM)
α and M 7−→ DXα(M
α),
are isomorphic.
(b) For each α ∈ H1(Fq, G0), the functors
DG0(G0)
◦ ∼−→ DGα
0
(Gα0 ), M 7−→ (D
−
G0
M)α and M 7−→ D−Gα
0
(Mα),
are isomorphic.
4.9. Compatibility with weights. The next result is proved in §A.13.
Proposition 4.17. Let G0 be a perfect unipotent group acting on a perfect variety
X over Fq, and letM ∈ DG0(X). If w ∈ Z andM ∈ D≤w(X) (resp., M ∈ D≥w(X)),
then Mα ∈ D≤w(X
α) (resp., Mα ∈ D≥w(X
α)) for all α ∈ H1(Fq, G0).
4.10. Equivariant sheaves on a point. We now illustrate some of the notions
discussed in this section with a specific example, which will be used in §§6.2–6.4.
We let our base field be Fq and consider ℓ-adic complexes and equivariant complexes
(with respect to some perfect unipotent group G0) on the “point” SpecFq. A gerby
interpretation of the material we present is explained in Remark 4.19. As we will
see, what we are considering here is nothing but a Grothendieck-Lefschetz trace
formula for the classifying stack of a unipotent algebraic group over Fq.
Objects of D(SpecFq) can be viewed as bounded complexes of finite dimensional
Qℓ-vector spaces equipped with a continuous action of Gal(F/Fq). If V
• is such
a complex, the corresponding “trace-of-Frobenius function” on the one-point set
(SpecFq)(Fq) takes the value
∑
j∈Z(−1)
j · tr
(
Fq;H
j(V •)
)
, where Fq ∈ Gal(F/Fq) is
the geometric Frobenius (the inverse of the automorphism a 7→ aq of F).
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Now suppose G0 is a perfect unipotent group over Fq, acting trivially on SpecFq.
Write G◦0 for the neutral connected component of G0 and π0(G0) = G0/G
◦
0 for
the group of components of G0 (a finite e´tale group scheme over Fq). Set Γ =
π0(G0)(F). It is a finite (discrete) group equipped with a (continuous) action of
Gal(F/Fq). Objects of DG0(SpecFq) can be viewed as bounded complexes of finite
dimensional Qℓ-vector spaces equipped with a continuous action of the semidirect
product Γ˜ := Gal(F/Fq)⋉ Γ. Let us describe the transport functor in this setting.
By Lang’s theorem [La56], the natural map H1(Fq, G0) −→ H
1(Fq, π0(G0)) is
bijective. One can naturally identify H1(Fq, π0(G0)) with the group cohomology
set H1(Gal(F/Fq),Γ). In turn, since Gal(F/Fq) is topologically isomorphic to Ẑ
via the map taking Fq ∈ Gal(F/Fq) to 1 ∈ Ẑ, we can identify H
1(Gal(F/Fq),Γ)
with the set of Γ-conjugacy classes in Γ˜ that project to Fq ∈ Gal(F/Fq) under the
canonical homomorphism Γ˜ −→ Gal(F/Fq). Fix γ ∈ Γ and let α ∈ H
1(Fq, G0)
correspond to the conjugacy class of γ · Fq ∈ Γ˜. One can then identify π0(G
α
0 ) with
the same group Γ equipped with the “new” action of the geometric Frobenius, given
by x 7→ γFq(x)γ
−1, where Fq is the original action of the geometric Frobenius on Γ.
In this language, if M ∈ DG0(SpecFq) corresponds to a bounded complex V
• of
finite dimensional Qℓ-vector spaces equipped with a continuous action of Γ˜, thenM
α
corresponds to the same complex with the same action of Γ˜, but now Γ˜ is identified
with the semidirect product Gal(F/Fq)⋉ Γ in a different way, where the geometric
Frobenius in Gal(F/Fq) corresponds to the element γ · Fq.
Proposition 4.18 (see §A.14). In the situation above, we have∑
α∈H1(Fq ,G0)
qdimG0
|Gα0 (Fq)|
· tMα(∗) =
∑
j∈Z
(−1)j · tr
(
Fq;H
j(V •)Γ
)
, (4.1)
where tMα is the trace-of-Frobenius function corresponding to the complex M
α, the
symbol ∗ denotes the unique Fq-point of SpecFq, and H
j(V •)Γ denotes the subspace
of Hj(V •) consisting of Γ-invariant elements.
Remark 4.19. Let G be an algebraic gerbe of finite type over Fq, and assume that
the automorphism group of any object of G(Fq) is unipotent. Write Γ˜ and Γ for the
e´tale fundamental groups of G and G⊗Fq F, respectively. Then Γ˜ is an extension of
Ẑ = Gal(F/Fq) by Γ, and objects of D
b
c(G,Qℓ) can be viewed as bounded complexes
of finite dimensional Qℓ-vector spaces equipped with a continuous action of Γ˜.
Choose x ∈ G and put G0 = AutG(x), which by assumption is a unipotent
algebraic group over Fq. Then x identifies G with BG0, the group Γ with π0(G0)(F),
and determines a splitting of the extension 1→ Γ→ Γ˜→ Ẑ→ 1, which allows us to
identify Γ˜ with the semidirect product Gal(F/Fq)⋉ Γ. If we interpret DG0(SpecFq)
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as Dbc(G,Qℓ), then formula (4.1) becomes the Grothendieck-Lefschetz trace formula
[Su10] for an object M ∈ Dbc(G,Qℓ). In fact, since D
b
c(BG0,Qℓ) can be identified
with Dbc(Bπ0(G0),Qℓ) by the unipotence of G0, we can even use the earlier trace
formula [Be03, Cor. 6.4.10] for the finite stack Bπ0(G0).
5. Weil formalism
5.1. Notation. We fix an algebraic closure F of a field of prime order p and a finite
subfield Fq ⊂ F. We also fix a perfect variety X0 over Fq, write X = X0 ⊗Fq F,
and let Frq : X −→ X denote the Frobenius endomorphism
20, obtained from the
absolute Frobenius X0 −→ X0 by extension of scalars.
Let DWeil(X0) be the category consisting of pairs (M,ϕ), where M ∈ D(X)
and ϕ : Fr∗q M
≃
−→ M is an isomorphism in D(X). Morphisms and compositions
in DWeil(X0) are defined in the obvious way. (The category D
Weil(X0) is very
naive, but suffices for the purposes of this article.) One has a natural functor
D(X0) −→ D
Weil(X0), which is neither faithful nor essentially surjective.
Let PervWeil(X0) denote the full subcategory of D
Weil(X0) consisting of pairs
(M,ϕ) for which M is a perverse sheaf on X . In this setting we have
Lemma 5.1. The natural functor Perv(X0) −→ Perv
Weil(X0) is fully faithful.
Proof. This is the first assertion of [BBD82, Prop. 5.1.2]. 
5.2. The formalism. In what follows we will tacitly use the following observation.
The formalism of the six functors for the categories D(X0) extends to the categories
DWeil(X0) without any changes in the notation. In particular, given an Fq-morphism
f : X0 −→ Y0 of perfect varieties over Fq, we have the induced functors
f∗, f! : D
Weil(X0) −→ D
Weil(Y0) and f
∗, f ! : DWeil(Y0) −→ D
Weil(X0),
as well as the Verdier duality functor DX0 : D
Weil(X0)
◦ ∼−→ DWeil(X0), and all the
standard adjunctions hold in this context.
5.3. Morphism spaces. When we deal with spaces of morphisms we depart from
our usual convention of omitting the letters ‘L’ and ‘R’. Thus, if A and B are object
of any category, Hom(A,B) always denotes the space of morphisms A −→ B.
IfM0 and N0 are objects of D(X0), the derived Hom between them will be denoted
by RHomD(X0)(M0, N0). We will also need a version of RHom that “remembers the
Frobenius action.” To define it, let (M,ϕ) and (N,ψ) be the objects of DWeil(X0)
corresponding to M0 and N0.
20It is in fact an automorphism because X0 is assumed to be perfect.
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We can view RHomD(X)(M,N) as an object of D(SpecF), and as such it can be
“upgraded” to an object of DWeil(SpecFq) using the composition
RHomD(X)(M,N)
Fr∗q
−→ RHomD(X)(Fr
∗
q M,Fr
∗
q N)
∼
−→ RHomD(X)(M,N),
where the second quasi-isomorphism is induced by ϕ and ψ. We denote this object
of DWeil(SpecFq) by RHom
Weil
D(X0)
(M0, N0).
Remark 5.2. The object RHomWeilD(X0)(M0, N0) ∈ D
Weil(SpecFq) can also be obtained
from an object of D(SpecFq), for example using the construction mentioned in the
proof of [BBD82, Prop. 5.1.2]. Namely, let a : X0 −→ SpecFq denote the structure
morphism, and consider the inner Hom RHom(M0, N0) ∈ D(X0). The pushforward
Ra∗RHom(M0, N0) ∈ D(SpecFq) gives rise to RHom
Weil
D(X0)
(M0, N0).
5.4. Equivariant version. In what follows we will need an extension of the earlier
discussion to the equivariant setting. Let G0 be a perfect unipotent group over Fq
acting on X0. Note that now Frq could stand either for the Frobenius endomorphism
ofX or for the Frobenius endomorphism of G = G0⊗FqF, but in practice this conflict
of notation should not cause any confusion.
We let DWeilG0 (X0) be the category consisting of pairs (M,ϕ), where M ∈ DG(X)
and ϕ : Fr∗q M
≃
−→ M is an isomorphism in DG(X). As before, we have a natural
functor DG0(X0) −→ D
Weil
G0
(X0), which is neither faithful nor essentially surjective.
The formalism of the six functors also extends to the categories DWeilG0 (X0). The
construction of §5.3 can be adapted to the present situation to yield the definition
of RHomWeilDG0 (X0)
(M,N) ∈ DWeil(SpecFq) for any M,N ∈ D
Weil
G0
(X0).
Definition 4.5 can be repeated in the “Weil setting” and yields a transport func-
tor DWeilG0 (X0)
∼
−→ DWeilGα
0
(Xα0 ) for each α ∈ H
1(Fq, G0). The sheaves-to-functions
correspondence makes sense for objects of DWeil(X0) and Proposition 4.18 remains
true for objects of DWeilG0 (SpecFq) with essentially the same proof.
Next define PervG0(X0) ⊂ DG0(X0) and Perv
Weil
G0
(X0) ⊂ D
Weil
G0
(X0) to be the full
subcategories consisting of objects whose underlying complex is perverse.
Lemma 5.3. The natural functor PervG0(X0) −→ Perv
Weil
G0
(X0) is fully faithful.
Proof. By construction, the forgetful functor PervWeilG0 (X0) −→ Perv
Weil(X0) is
faithful. Hence by Lemma 5.1 the natural functor PervG0(X0) −→ Perv
Weil
G0
(X0) is
also faithful. Next suppose M0, N0 ∈ PervG0(X0) are objects, and let f : M −→ N
be a morphism between the corresponding objects of PervWeilG0 (X0). By Lemma 5.1,
we know that f comes from a unique morphism f0 : M0 −→ N0 in Perv(X0), and
we only need to check that f0 is G0-equivariant.
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Let α : G0 × X0 −→ X0 and π : G0 × X0 −→ X0 be the action morphism and
the projection, respectively. The G0-equivariant structures on M0 and N0 yield
identifications α∗M0
≃
−→ π∗M0 and α
∗N0
≃
−→ π∗N0. We must show that α
∗(f0) =
π∗(f0) modulo these identifications. By assumption, α
∗(f) = π∗(f). It remains
to observe that since α and π are smooth morphisms of relative dimension d =
dimG, the objects α∗M0, π
∗M0, α
∗N0, π
∗N0 ∈ D(G0 ×X0) are perverse sheaves up
to cohomological shift by d. Applying Lemma 5.1 once more finishes the proof. 
6. Proofs of main results
We prove Theorem 2.17(a) in §6.1, Theorem 2.17(b) in §6.2, and the orthonor-
mality relations for character sheaves (cf. Theorem 2.17(e)) in §§6.3–6.4. Using the
“geometric Mackey theory” recalled in §6.5, we reduce the proof of Theorem 2.17(c)
to the “Heisenberg case” (Proposition 6.11) in §6.6. We state some results on equi-
variant local systems on homogeneous spaces under unipotent groups in §6.7 and
use them to complete the proof of Theorem 2.17(d) in §6.8. Theorem 1.13 is proved
in §6.9. Finally, Proposition 6.11 is established in §6.10. Certain technical details
of the arguments appearing in this section have been relegated to the Appendix.
6.1. Proof of Theorem 2.17(a). We begin with the uniqueness assertion:
Lemma 6.1. Let G0 be a perfect unipotent group over Fq, and let G = G0⊗Fq F. If
e0, e˜0 ∈ DG0(G0) are weak idempotents such that the base changes of e0 and e˜0 to F
are isomorphic to the same minimal idempotent e ∈ DG(G), then e0 ∼= e˜0.
Proof. By Proposition 1.6(c), both e0[−ne] and e˜0[−ne] are perverse. Hence, in
view of Lemma 5.3, it suffices to show that if E0, E˜0 ∈ D
Weil
G0
(G0) are the objects
corresponding to e0, e˜0, then E0 and E˜0 are isomorphic.
Now E0 and E˜0 both have the form (e,Fr
∗
q e
≃
−→ e) for two possibly different
isomorphisms Fr∗q e
≃
−→ e. By parts (a) and (c) of Proposition 1.6 and Schur’s
lemma, any two isomorphisms Fr∗q e
≃
−→ e are proportional. Hence there is a scalar
λ ∈ Q
×
ℓ such that if Lλ ∈ D
Weil
G0
(SpecFq) corresponds to the 1-dimensional vector
space on which the Frobenius acts via λ and the G0-equivariant structure is trivial,
then E˜0 ∼= E0 ⊗ pr
∗Lλ, where pr : G0 −→ SpecFq is the structure morphism. Thus
E˜0 ∼= E˜0 ∗ E˜0 ∼= (E0 ⊗ pr
∗
Lλ) ∗ (E0 ⊗ pr
∗
Lλ)
∼= (E0 ∗ E0)⊗ pr
∗
L
⊗2
λ
∼= E0 ⊗ pr
∗
L
⊗2
λ
∼= E˜0 ⊗ pr
∗
Lλ.
Tensoring both sides of the isomorphism E˜0 ∼= E˜0⊗pr
∗Lλ with the inverse of pr
∗Lλ
yields E0 ∼= E˜0, as required. 
Now with the notation of Theorem 2.17, fix a minimal idempotent e ∈ DG(G)
such that Fr∗q(e)
∼= e. By [BD11, Thm. 1.41(c)], e comes from some admissible
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pair (H,L) for G defined over F. But (H,L) must already be defined over a finite
extension Fq ⊂ Fqn ⊂ F. So if we write G1 = G0 ⊗Fq Fqn, then e comes from a
minimal closed idempotent e1 ∈ DG1(G1).
By a slight abuse of notation, we also write Frq = Φq ⊗ id : G1 −→ G1 for
the morphism obtained from the absolute Frobenius morphism G0 −→ G0 by base
change. Then Fr∗q(e1) and e1 are both closed idempotents in DG1(G1) whose base
change to F is isomorphic to e. Applying Lemma 6.1 to G1 in place of G0, we obtain
an isomorphism ϕ : Fr∗q(e1)
≃
−→ e1 in DG1(G1).
Choose an idempotent arrow π1 : 1 −→ e1. Then ϕ ◦Fr
∗
q(π1) : 1 −→ e1 is another
idempotent arrow, where we tacitly identify Fr∗q(1) with 1. By [BD11, Cor. 2.40],
there exists a unique isomorphism σ : e1
≃
−→ e1 such that π1 = σ ◦ ϕ ◦ Fr
∗
q(π1).
Replacing ϕ with σ ◦ ϕ, we may and do assume that ϕ ◦ Fr∗q(π1) = π1.
Next observe that Frnq : G1 −→ G1 is equal to the absolute Frobenius morphism
for G1 over Fqn . In particular, we have a canonical isomorphism (Fr
n
q )
∗(e1)
≃
−→ e1
compatible with π1. By the uniqueness part of [BD11, Cor. 2.40], the composition
ϕ ◦ Fr∗q(ϕ) ◦ · · · ◦ (Fr
n−1
q )
∗(ϕ) : (Frnq )
∗(e1)
≃
−→ e1
is equal to the aforementioned canonical isomorphism. This means that ϕ defines
a descent datum for e1 relative to the finite e´tale cover pr : G1 −→ G0. Hence
e1 comes from an object e0 ∈ DG0(G0) and π1 comes from an idempotent arrow
π0 : 1 −→ e0. To construct e0 and π0 explicitly, observe that Gal(Fqn/Fq) naturally
acts21 on pr∗(e1) = pr!(e1), take e0 = pr∗(e1)
Gal(Fqn/Fq) and let π0 : 1 −→ e0 be the
arrow coming from pr∗(π1) : pr∗(1) −→ pr∗(e1).
Thus e0 ∈ DG0(G0) is a closed idempotent giving rise to e, as claimed.
6.2. Proof of Theorem 2.17(b). We keep the notation of Theorem 2.17(a). Let
e0 ∈ DG0(G0) be the closed idempotent constructed in §6.1. We must show that
there exists α ∈ H1(Fq, G0) such that e
α
0 ∈ DGα0 (G
α
0 ) comes from an admissible pair
for Gα0 defined over Fq. By Proposition 2.20, it is enough to prove
Proposition 6.2. Given an object E0 = (e, ϕ) ∈ D
Weil
G0
(G0) such that e is a minimal
idempotent in DG(G), there exists α ∈ H
1(Fq, G0) such that tEα
0
(1) 6= 0, where Eα0
denotes the image of E0 in D
Weil
Gα
0
(Gα0 ) under the corresponding transport functor
and tEα
0
is the associated “trace-of-Frobenius” function (cf. §5.4).
Proof. Let us view 1 as an Fq-morphism SpecFq −→ G0 and form the pullback
1∗E0 ∈ D
Weil
G0
(SpecFq). We can apply Proposition 4.18 (or, rather, its analogue in
the Weil setting) to the object 1∗E0. Thus we need to compute the G-invariants
21The action of the Frobenius in Gal(Fqn/Fq) comes from the isomorphism ϕ.
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(1∗E0)
G as an object of DWeil(Fq). Writing D for the Verdier duality functor on
SpecFq and using the standard adjunctions we obtain a chain of isomorphisms
D
(
(1∗E0)
G
)
∼=
(
D(1∗E0)
)G ∼= (1!D−G0E0)G ∼= RHomWeilDG0 (Spec Fq)(Qℓ, 1!D−G0E0)
∼= RHomWeilDG0 (G0)
(1,D−G0E0).
(6.1)
We now pause to prove an auxiliary result.
Proposition 6.3. If e ∈ DG(G) is any minimal idempotent, then HomDG(G)(1, e)
is 1-dimensional and HomDG(G)(1, e[r]) = 0 for all r ∈ Z such that r 6= 0.
Proof. The functor DG(G) −→ eDG(G) given by M 7→ e ∗M is left adjoint to the
inclusion functor eDG(G) →֒ DG(G) by [BD11, Prop. 2.22(a)]. In particular, we
have HomDG(G)(1, e[r])
∼= HomeDG(G)(e, e[r]) for all r ∈ Z. By Proposition 1.6, the
category Me is semisimple, e is a simple object of Me, and the natural functor
Db(Me) −→ eDG(G) is an equivalence. This implies the proposition. 
Corollary 6.4. The total cohomology of the complex (1∗E0)
G (where we disregard
the Frobenius action) is 1-dimensional.
Proof. In view of (6.1), this is the same as showing that the total cohomology of
RHomDG(G)(1,D
−
Ge) is 1-dimensional. However, D
−
Ge
∼= e[−2ne] by Proposition 1.6.
Hence the desired assertion follows from the proposition above. 
We now observe that the trace of an automorphism of a 1-dimensional vector
space cannot be zero. Hence if we apply Proposition 4.18 to the object M = 1∗E0 ∈
DWeilG0 (SpecFq), the sum on the right hand side of (4.1) is nonzero thanks to the
corollary we just proved. It follows that tEα
0
(1) 6= 0 for some α ∈ H1(Fq, G0). 
6.3. Application of a result of Gabber. We now make a short digression to prove
the following fact, which will be used in our demonstration of Theorem 2.17(e). Let
Q be the algebraic closure of Q in Qℓ, fix an embedding ι : Q →֒ C and let z 7→ z
denote the automorphism of Q corresponding to complex conjugation via ι.
Lemma 6.5. Let X be a scheme of finite type over Fq. If F is a pure perverse sheaf
of weight 0 on X, then tDXF = tF , where DX is the Verdier duality functor.
Remark 6.6. Since F is pure, the trace-of-Frobenius function tF takes values in the
maximal CM extension of Q inside Q. On that subfield, the automorphism z 7→ z
is independent of the choice of ι, which is consistent with the equality tDXF = tF .
Proof of Lemma 6.5. Without loss of generality we may assume that F is simple.
Then by [KW01, Cor. III.5.5], F ∼= j!∗
(
L[dimU ](dimU/2)
)
for a locally closed
embedding j : U →֒ X and a pure local system L on U of weight 0 such that Ured
(the reduced scheme associated to U) is smooth over Fq,
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We have DX(F) ∼= j!∗
(
L∨[dimU ](dimU/2)
)
, where L∨ is the dual local system.
Since L is pure of weight 0, we have tL∨⊗FqFqn = tL⊗FqFqn for all n ∈ N. We will
deduce from this that tDXF = tF using a result of O. Gabber given in [Fu00].
To this end, let ι1 : Q →֒ Qℓ be the inclusion map, and let ι2 : Q →֒ Qℓ be given
by ι2(z) = ι1(z). Let I be the set consisting of the two pairs (ℓ, ι1) and (ℓ, ι2). Then
the pure perverse sheaves L[dimU ](dimU/2) and L∨[dimU ](dimU/2) on U form a
(Q, I)-compatible system in the terminology of [Fu00, §1.2]. By [Fu00, Thm. 3], F
and DXF also form a (Q, I)-compatible system, proving the lemma. 
6.4. Proof of the orthonormality relations. In this subsection we assume that
Theorem 2.17(c) holds (it is proved in §6.6). For each M ∈ CS(G)Fr
∗
q we fix a choice
of M0 ∈ DG0(G0) satisfying its requirements. We will show how the orthonormality
assertion of Theorem 2.17(e) can be deduced from these properties. In particular, it
will follow that the elements
{
TM0
∣∣M ∈ CS(G)Fr∗q} are linearly independent. The
fact that they span Fun
(
[G0](Fq)
)
follows from Theorem 2.17(d), which is proved in
§6.8, along with Proposition 2.12.
By Lemma 6.5 and Proposition 4.16(a), we have
t(DG0M0)α = tMα0 for all α ∈ H
1(Fq, G0). (6.2)
Remark 6.7. Before delving into the remainder of the proof, let us explain the
interpretation of the argument we will give from the viewpoint of the Grothendieck-
Lefschetz trace formula for stacks. For each M ∈ CS(G)Fr
∗
q we view M0 as an
object of Dbc([G0],Qℓ), where [G0] is the stack quotient of G0 by the adjoint action
of G0 on itself. If pr : [G0] −→ SpecFq is the structure morphism, it turns out that
given M,N ∈ CS(G)Fr
∗
q , we have pr!(M0 ⊗ DN0) = Qℓ in degree 0 if M
∼= N and
pr!(M0 ⊗ DN0) = 0 otherwise. Applying the Grothendieck-Lefschetz trace formula
to M0⊗DN0 yields an identity, which in view of (6.2) turns out to be equivalent to
the orthonormality relations of Theorem 2.17(e).
We now explain how to rephrase this proof without using the language of stacks.
Unraveling the definition of the inner product 〈·
∣∣ ·〉 given in Theorem 2.17(e), we
find that the orthonormality relations for character sheaves are equivalent to the
following assertion: given any M,N ∈ CS(G)Fr
∗
q , we have
∑
α∈H1(Fq,G0)
 qdimG
|Gα0 (Fq)|
∑
g∈Gα
0
(Fq)
tMα
0
⊗(DG0N0)
α(g)
 = {1 if M ∼= N,
0 if M 6∼= N.
(6.3)
To prove (6.3), let pr : G0 −→ SpecFq denote the structure morphism. By the usual
Grothendieck-Lefschetz trace formula (for schemes), we have∑
g∈G0(Fq)
tM0⊗DG0 (N0)(g) = tpr!(M0⊗DG0N0)(∗),
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where ∗ denotes the unique Fq-point of SpecFq. In view of Proposition 4.18, we see
that the left hand side of (6.3) can be rewritten as the trace of Frobenius acting
on the complex
(
pr!(M0 ⊗ DG0N0)
)G
∈ D(SpecFq). If we view this complex as an
object of DWeil(SpecFq), then Verdier duality implies that(
pr!(M0 ⊗ DG0N0)
)G ∼= D(RHomWeilDG0 (G0)(M0, N0)),
where D denotes the Verdier duality functor on SpecFq. Now if M 6∼= N , then
we claim that the complex RHomDG(G)(M,N) is acyclic, which means that the
right hand side of the last formula vanishes. Indeed, there are two possibilities. If
M and N belong to L-packets defined by two nonisomorphic minimal idempotents
e, f ∈ DG(G), then the corresponding Hecke subcategories eDG(G) and fDG(G) are
orthogonal (in the sense of Hom), which forces RHomDG(G)(M,N) = 0. If M and
N belong to the L-packet defined by the same minimal idempotent e ∈ DG(G), then
our claim follows from parts (a) and (e) of Proposition 1.6 and the fact that M and
N are nonisomorphic simple objects of the category M perve .
The argument above also shows that RHomDG(G)(M,M) is concentrated in degree
0 and its 0-th cohomology is 1-dimensional. On the other hand, HomDG0 (G0)(M0,M0)
contains the identity morphism, which maps to a nonzero Frq-invariant element
of HomWeilDG0 (G0)
(M0,M0). We conclude that the complex RHom
Weil
DG0
(G0)(M0,M0) is
concentrated in degree 0 and its 0-th cohomology is a 1-dimensional space on which
the Frobenius acts trivially. The same statement must then hold for the complex
D
(
RHomWeilDG0 (G0)
(M0,M0)
)
, and it follows that the associated “trace of Frobenius”
function is equal to 1. Thus we proved (6.3), and with it Theorem 2.17(e).
6.5. Geometric Mackey theory. We now pause to discuss some auxiliary results,
which will be used in the proof of Theorem 2.17(c). Let us choose a perfect field k
of characteristic p > 0 and an algebraic closure k of k.
Definition 6.8. Let G be a perfect unipotent group over k and G′ ⊂ G a closed
subgroup. Fix an object e′ ∈ D(G′) and let e′ denote the object of D(G) obtained
from e′ via extension by zero.
(1) Suppose k = k. We say that e′ satisfies the geometric Mackey condition with
respect to G if for each x ∈ G(k) such that x 6∈ G′(k), we have e′ ∗ δx ∗ e′ = 0,
where δx ∈ D(G) denotes the delta-sheaf at x.
(2) For general k, we say that e′ satisfies the geometric Mackey condition with
respect to G if the object of D(G′ ⊗k k) obtained from e
′ by base change to k
satisfies the geometric Mackey condition with respect to G⊗k k.
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Proposition 6.9. Let G be a perfect unipotent group over k, let G′ ⊂ G be a closed
subgroup, and fix a geometrically minimal22 closed idempotent e′ ∈ DG′(G
′) satisfying
the geometric Mackey condition with respect to G. Then
(a) the object e = indGG′ e
′ is a geometrically minimal closed idempotent in DG(G);
(b) the functor indGG′ restricts to an equivalence of categories
e′DG′(G
′)
∼
−→ eDG(G);
(c) ∀M ∈ e′DG′(G
′), the canonical map indGG′ M −→ Ind
G
G′ M is an isomorphism;
(d) if M ∈ e′DG′(G
′) is such that the underlying complex of M is perverse, then the
underlying complex of (indGG′ M)[d] is also perverse, where d = dim(G/G
′).
Proof. All the assertions above are contained in [BD11, Thm. 1.52]. 
Lemma 6.10. Let G be a perfect unipotent group over k and (H,L) an admissible
pair for G. Define G′ ⊂ G to be the normalizer of (H,L), and let e′ ∈ DG′(G
′) be
the Heisenberg minimal idempotent defined by (H,L) (cf. Definition 2.16). Then e′
satisfies the geometric Mackey condition with respect to G.
Proof. See [Bo10, §9.5]. 
6.6. Proof of Theorem 2.17(c). For the time being we assume the following
result, proved in §6.10, and explain how to deduce Theorem 2.17(c) from it.
Proposition 6.11. Theorem 2.17(c) holds when e0 ∈ DG0(G0) is a Heisenberg
minimal idempotent (Def. 2.16) defined by an admissible pair (H0,L0) for G0.
Now let G0 be a perfect unipotent group over Fq, and let e0 ∈ DG0(G0) be a
geometrically minimal idempotent. Without loss of generality we may replace G0
with one of its pure inner forms and assume (using Theorem 2.17(b), which was
proved earlier) that e0 is isomorphic to the minimal idempotent defined by some
admissible pair (H0,L0) for G0. Write G
′
0 for the normalizer of (H0,L0) in G0 and
e′0 ∈ DG′0(G
′
0) for the Heisenberg minimal idempotent defined by (H0,L0).
It is clear that e′0 is pure of weight 0. Since e0
∼= indG0G′
0
e′0, Lemma 6.10, Proposition
6.9(c) and Proposition 3.13 imply that e0 is also pure of weight 0.
Next let G, e,G′, e′ denote the objects obtained from G0, e0, G
′
0, e
′
0 via base change
to F, and write L(e) and L(e′) for the L-packets of character sheaves on G and G′
defined by e and e′, respectively. Parts (b) and (d) of Proposition 6.9 yield
Lemma 6.12. The functor indGG′ [d] : DG′(G
′) −→ DG(G) induces a bijection
L(e′)
≃
−→ L(e),
which is compatible with the action of Fr∗q, where d = dim(G/G
′).
22This means that e′ remains minimal after base change from k to k.
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Fix M ∈ L(e)Fr
∗
q . By Lemma 6.12, there is N ∈ L(e′)Fr
∗
q with M ∼=
(
indGG′ N
)
[d].
By Proposition 6.11, we can choose N0 ∈ e
′
0DG′0
(G′0) such thatN is obtained fromN0
by base change to F; the underlying complex of N0 is perverse and pure of weight 0;
and for all n ∈ N and β ∈ H1(Fqn, G
′
0), the function t(N0⊗FqFqn )β : G
′β
0 (Fqn) −→ Qℓ
takes values in the subring Z[µp2r , p
−1] ⊂ Qab ⊂ Qℓ. Here, as before, we write
G′β0 (Fqn) in place of (G
′
0 ⊗Fq Fqn)
β(Fqn) for brevity.
By Remark 1.11, there exists λ ∈ Z[µp2r ] with λ · λ = p. Let Lλ be the local
system on SpecFq corresponding to the vector space of dimension 1 over Qℓ on
which the geometric Frobenius Fq ∈ Gal(F/Fq) acts via λ. Write q = p
s and let
M0 =
(
indG0G′
0
N0
)
[d] ⊗ pr∗(Lλ)
−s·d, where pr : G0 −→ SpecFq is the structure
morphism and Lλ is equipped with the trivial G0-equivariant structure. Then M
is obtained from M0 via base change to F, and M0 ∈ e0DG0(G0) by Proposition
6.9(b). Proposition 6.9(d) shows that M0 is perverse. By Proposition 6.9(c) and
Proposition 3.13, indG0G′
0
N0 is pure of weight 0. Since pr
∗(Lλ)
−s·d is a pure local
system of weight −d by construction, M0 is also pure of weight 0.
Finally, by Proposition 4.12,
t(M0⊗FqFqn)α = (−1)
d · λ−n·s·d ·
∑
β∈H1(Fqn ,G
′
0
)
such that β 7→α
ind
Gα
0
(Fqn )
G′β
0
(Fqn )
t(N0⊗FqFqn )β
for all n ∈ N and α ∈ H1(Fqn, G0), where λ ∈ Z[µp2r ] is as above. We have
λ−1 = λ/p ∈ Z[µp2r , p
−1], which by our choice of N0 implies that t(M0⊗FqFqn )α takes
values in Z[µp2r , p
−1], completing the proof.
6.7. Equivariant local systems on homogeneous spaces. Let us state some
results that will be used in the proofs of Theorem 2.17(d) and Proposition 6.11.
Definition 6.13. Let k be a perfect field of characteristic p > 0, and let U be a
perfect group over k acting on a perfect variety X over k (see Def. 1.1). We write
LocU(X) for the category of U -equivariant Qℓ-local systems on X and IrrLocU(X)
for the set of isomorphism classes of irreducible objects in LocU(X).
Proposition 6.14. Let U0 be a perfect group over Fq acting transitively on a
nonempty perfect variety X0 over Fq. Write U = U0 ⊗Fq F and X = X0 ⊗Fq F,
and let Frq : X −→ X denote the Frobenius endomorphism.
(a) Every irreducible L ∈ LocU(X) such that Fr
∗
q L
∼= L can be represented as the
base change of an object L0 ∈ LocU0(X0) such that L0 is pure of weight 0 and
the trace-of-Frobenius function23 t(L0⊗FqFqn )α : X
α
0 (Fqn) −→ Qℓ takes values in
Qab ⊂ Qℓ for all n ∈ N and all α ∈ H
1(Fqn , U0).
23Here, as always, we write Xα0 (Fqn) in place of (X0 ⊗Fq Fqn)
α(Fqn) to simplify the notation.
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(a′) If for some (equivalently, every) x ∈ X(F), the group π0(U
x) has exponent pr
(where Ux is the stabilizer of x in U), then in (a) we can further ensure that
t(L0⊗FqFqn )α : X
α
0 (Fqn) −→ Qℓ takes values
24 in Z[µpr , p
−1] ⊂ Qab ⊂ Qℓ.
(b) For every L ∈ IrrLocU(X)
Fr∗q , fix an L0 as in (a). The elements{
TL0 =
(
tLα
0
)
α∈H1(Fq ,U0)
∣∣∣L ∈ IrrLocU(X)Fr∗q}
form a basis of the space25
Fun
(
(U0\X0)(Fq)
)
=
⊕
α∈H1(Fq ,U0)
Fun(Xα0 (Fq),Q
ab)U
α
0
(Fq).
This result is proved in §A.15.
Remark 6.15. All the assertions of Proposition 6.14 depend only on the quotient
stack U0\X0, which is a gerbe because U0 acts transitively on X0. Thus Proposition
6.14 could be reformulated as a statement about algebraic gerbes over Fq. However,
it is the form given above that will be most useful for us.
Remark 6.16. Just as in Remark 1.12, the local system L0 in Proposition 6.14(a) is
determined uniquely up to tensor product with a Qℓ-local system on X0 obtained
by pullback from a rank 1 local system on SpecFq such that the corresponding
character Gal(F/Fq) −→ Q
×
ℓ takes values in the subgroup consisting of elements of
Q(µpr) of absolute value 1 (and the U0-equivariant structure is trivial).
Definition 6.17. In the setting of Definition 6.13, consider a central extension
1 −→ A −→ U˜ −→ U −→ 1
of perfect groups over k, where A is finite and discrete. We have the induced action
of U˜ on X , so we can form the category26 LocU˜(X). Since A ⊂ U˜ acts trivially
on X , for every M ∈ LocU˜(X) we obtain an action of A on M by automorphisms.
If χ : A −→ Q
×
ℓ is a homomorphism, we write Loc
χ
U˜
(X) for the full subcategory
of LocU˜(X) consisting of objects on which A acts via the scalar χ. The set of
isomorphism classes of simple objects in Locχ
U˜
(X) will be denoted by IrrLocχ
U˜
(X).
Next we would like to have an analogue of Proposition 6.14 for the categories
Locχ
U˜
(X). In order to state it we need some auxiliary constructions.
24Here, unlike in the statement of Theorems 1.8 and 2.17, we do not need to replace pr with
p2r, and this is important for our proofs.
25Here, (U0\X0)(Fq) is the groupoid of Fq-points of the quotient stack U0\X0, and we refer to
§2.2 for further explanations of the notation.
26The natural functor LocU (X) −→ LocU˜ (X) is in general not an equivalence.
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Definition 6.18. Consider a central extension
1 −→ A −→ U˜0
f
−→ U0 −→ 1
of perfect groups over Fq, where A is finite and discrete. Let
δ : H0(Fq, U0) = U0(Fq) −→ H
1(Fq, A) ∼= A
denote the connecting homomorphism in the corresponding long exact sequence of
Galois cohomology. If χ : A −→ Q
×
ℓ is a homomorphism and X0 is a perfect variety
over Fq equipped with an action of U0, we write Fun(X0(Fq),Q
ab)U0(Fq),χ for the
space of functions X0(Fq) −→ Q
ab on which U0(Fq) acts
27 via χ◦ δ : U0(Fq) −→ Q
×
ℓ .
Remarks 6.19. (1) In the situation of Definition 6.18, the long exact sequence of
Galois cohomology yields an exact sequence
1 −→ A −→ U˜0(Fq) −→ U0(Fq) −→ A −→ H
1(Fq, U˜0) −→ H
1(Fq, U0), (6.4)
where we identified both A(Fq) and H
1(Fq, A) with A. In particular, we see that
the image of U˜0(Fq) under f is a normal subgroup of U0(Fq) and the quotient
U0(Fq)/f(U˜0(Fq)) is identified with a subgroup of A.
(2) Suppose that, in addition, A is contained in the neutral connected component
U˜◦0 of U˜0. Then the map π0(U˜0) −→ π0(U0) induced by f is an isomorphism,
whence the map H1(Fq, U˜0) −→ H
1(Fq, U0) in (6.4) is a bijection.
(3) If A ⊂ U˜◦0 , then the last remark and the exactness of (6.4) imply that the
induced map U0(Fq)/f(U˜0(Fq)) −→ A is a group isomorphism.
(4) Suppose that U˜1 is another perfect group over Fq and P is a (U˜1, U˜0)-bitorsor.
Since A is central in U˜0, there exists a unique embedding A →֒ U˜1 such that
the left and right actions of A on P induced by the embeddings A →֒ U˜0 and
A →֒ U˜1, coincide. Moreover, the quotient P/A becomes a (U˜1/A, U0)-bitorsor,
and hence U˜1/A is identified with a pure inner form of U0.
Using this observation, we may and will canonically identify A with a discrete
central subgroup of any pure inner form of U˜0 in all that follows.
Definition 6.20. In the situation of Definition 6.18, assume that A ⊂ U˜◦0 . Let
χ : A −→ Q
×
ℓ be a homomorphism, and let X0 be a perfect variety over Fq equipped
with an action of U0. We put
Fun(X0)
U0,χ =
⊕
α∈H1(Fq,U0)
Fun(Xα0 (Fq),Q
ab)U
α
0
(Fq),χ.
Here we identify H1(Fq, U˜0) = H
1(Fq, U0) as in Remark 6.19(2). In addition, for
each α ∈ H1(Fq, U˜0), we identify A with a subgroup of the pure inner form U˜
α
0 , and
27Note that the image of χ consists of roots of unity and hence lies in Qab.
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we identify Uα0 with the corresponding quotient U˜
α
0 /A, as in Remark 6.19(4). The
spaces Fun(Xα0 (Fq),Q
ab)U
α
0
(Fq),χ were constructed in Definition 6.18.
Corollary 6.21. Let U0 be a perfect group over Fq acting transitively on a nonempty
perfect variety X0 over Fq. Write U = U0 ⊗Fq F and X = X0 ⊗Fq F, and let
Frq : X −→ X denote the Frobenius endomorphism. In addition, consider a central
extension 1 −→ A −→ U˜0 −→ U0 −→ 1, where A is a finite discrete subgroup of
U˜◦0 ; write U˜ = U˜0 ⊗Fq F; and let χ : A −→ Q
×
ℓ be a homomorphism.
(a) Every irreducible L ∈ Locχ
U˜
(X) such that Fr∗q L
∼= L can be represented as the
base change of an object L0 ∈ Loc
χ
U˜0
(X0) such that L0 is pure of weight 0 and
the trace-of-Frobenius function28 t(L0⊗FqFqn )α : X
α
0 (Fqn) −→ Qℓ takes values in
Qab ⊂ Qℓ for all n ∈ N and all α ∈ H
1(Fqn , U0).
(a′) If for some (equivalently, every) x ∈ X(F), the group π0(U˜
x) has exponent pr
(where U˜x is the stabilizer of x in U˜), then in (a) we can further ensure that
t(L0⊗FqFqn )α : X
α
0 (Fqn) −→ Qℓ takes values in Z[µpr , p
−1] ⊂ Qab ⊂ Qℓ.
(b) For every L ∈ IrrLocχ
U˜
(X)Fr
∗
q , fix an L0 as in (a). The elements{
TL0 =
(
tLα
0
)
α∈H1(Fq ,U0)
∣∣∣L ∈ IrrLocχ
U˜
(X)Fr
∗
q
}
(6.5)
form a basis of the space Fun(X0)
U0,χ.
This result, which can be reduced to Proposition 6.14, is proved in §A.16.
6.8. Proof of Theorem 2.17(d). The nontrivial part of the proof is the following
Proposition 6.22. Let G0 be any perfect unipotent group over Fq, let G = G0⊗FqF,
and let Frq : G −→ G be the Frobenius endomorphism. For every character sheaf
M on G such that Fr∗q M
∼= M , choose M0 ∈ DG0(G0) satisfying the requirements of
Theorem 2.17(c). Then Fun
(
[G0](Fq)
)
is spanned by
{
TM0
∣∣M ∈ CS(G)Fr∗q}.
Indeed, the fact that the elements
{
TM0
∣∣M ∈ CS(G)Fr∗q} are linearly independent
follows from the orthonormality relations proved in §6.4. Hence Proposition 6.22
implies that these elements form a basis of Fun
(
[G0](Fq)
)
. Also, if M0 ∈ e0DG0(G0)
for some geometrically minimal idempotent e0 ∈ DG0(G0), then TM0 belongs to the
span of the set of elements in the L-packet of irreducible characters defined by e0.
Hence Theorem 2.17(d) follows from the previous observations and the obvious
Lemma 6.23. Let V =
⊕
i∈I Vi be a direct sum of vector spaces over a field. For
each i ∈ I, suppose that we are given a subset Si ⊂ Vi. If
⋃
i∈I Si is a basis of V ,
then Si is a basis of Vi for every i ∈ I.
It remains to prove Proposition 6.22. We begin with
28Here, as always, we write Xα0 (Fqn) in place of (X0 ⊗Fq Fqn)
α(Fqn) to simplify the notation.
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Lemma 6.24. As N0 ranges over all objects of DG0(G0), the elements TN0 =(
tNα
0
)
α∈H1(Fq,G0)
span Fun
(
[G0](Fq),Qℓ
)
.
Proof. It suffices to check that an element of Fun
(
[G0](Fq),Qℓ
)
, which is supported
on a single geometric conjugacy class in G0, can be written as a linear combination
of elements of the form TN0 with N0 ∈ DG0(G0). To this end, let X ⊂ G be any Frq-
stable conjugacy class. Then X comes from a subscheme X0 ⊂ G0 and Proposition
6.14 implies that Fun
(
(G0\X0)(Fq),Qℓ
)
is spanned by elements of the form TN0 as
N0 ranges over G0-equivariant local systems on X0. Extending all such N0 by zero
to G0, we obtain the desired claim. 
Next choose a complete collection of representatives e10, . . . , e
m
0 of the isomorphism
classes of geometrically minimal idempotents in DG0(G0). In view of Proposition
2.12, this collection is finite and the sum
∑m
i=1 t(ei0)α is equal to the delta-function
at 1 ∈ Gα0 (Fq) for every α ∈ H
1(Fq, G0). Hence for every N0 ∈ DG0(G0), we have
TN0 =
m∑
i=1
Tei
0
∗N0 in Fun
(
[G0](Fq),Qℓ
)
.
So Proposition 6.22 follows from the previous lemma and
Lemma 6.25. Let e0 ∈ DG0(G0) be a geometrically minimal idempotent, and let
N0 ∈ e0DG0(G0). Then TN0 belongs to the span of the elements TM0, where M
ranges over the Fr∗q-invariant character sheaves on G in the L-packet defined by
e = e0 ⊗Fq F and M0 is chosen as in Theorem 2.17(c).
Proof. Write NWeil0 = (N,ϕN) for the object of D
Weil
G0
(G0) coming from N0. Then
N ∈ eDG(G), so by Proposition 1.6, N is isomorphic to a finite direct sum of
cohomological shifts of character sheaves in the L-packet defined by e. Without loss
of generality, we may assume that N is a direct sum of character sheaves without
shifts. We can then write N = N ′ ⊕N ′′, where N ′ ⊂ N is the sum of Fr∗q-invariant
character sheaves appearing in N and N ′′ is the sum of character sheaves appearing
in N that are not Fr∗q-invariant. We obtain the corresponding decomposition N0 =
N ′0⊕N
′′
0 , and it is clear that TN ′′0 = 0. Moreover, Schur’s lemma implies that N
′Weil
0
is a direct sum of objects of the form MWeil0 ⊗ pr
∗(EM), where M ranges over the
Fr∗q-invariant character sheaves in the L-packet defined by e, the M0 are chosen as in
Theorem 2.17(c), each EM is an object of D
Weil
G0
(SpecFq) corresponding to a finite
dimensional vector space VM together with an automorphism φM : VM
≃
−→ VM
(where the G0-equivariant structure is trivial), and pr : G0 −→ SpecFq denotes the
structure morphism.
Hence
TN0 = TN ′0 =
∑
M
tr(φM ;VM) · TM0 ,
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which proves the lemma, and with it finishes the proof of Theorem 2.17(d). 
6.9. Proof of Theorem 1.13. Let e ∈ DG(G) be a minimal idempotent such that
Fr∗q e
∼= e. Assertions (a) and (b) of Theorem 1.13 follow from parts (a) and (c)
of Theorem 2.17. In particular, we let e0 ∈ DG0(G0) denote the (unique) closed
idempotent whose base change to F is isomorphic to e.
Next we will prove parts (c) and (d) of Theorem 1.13. We use a more general
Lemma 6.26. Suppose G0 is any connected perfect unipotent group over Fq and
e0 ∈ DG0(G0) is a geometrically minimal idempotent. Then te0(1) = q
−ne, where
e ∈ DG(G) is the minimal idempotent obtained from e via base change to F and ne
is as defined in Proposition 1.6(b).
Proof. We use a calculation, which is similar to the chain of isomorphisms (6.1), but
easier. By Theorem 2.17(b), there exists an admissible pair for G0 (defined over Fq)
that gives rise29 to e0. By
30 [BD11, Prop. 1.46], we have D−G0(e0)
∼= e0[−2ne](−ne).
Hence we obtain the following chain of isomorphisms31 in D(SpecFq):
DSpecFq(1
∗e0) ∼= DSpec(Fq)(1
∗ι∗e0) ∼= 1
!(DG0ι
∗e0) = 1
!(D−G0e0)
∼= 1!
(
e0[−2ne](−ne)
)
∼= (1!e0)[−2ne](−ne).
Now if we view 1!e0 as an object of D
Weil(SpecFq) (see §5.1), we have
1!e0 ∼= RHom
Weil
D(Spec Fq)(Qℓ, 1
!e0) ∼= RHom
Weil
D(G0)(1, e0).
Since G is connected, the forgetful functor DG(G) −→ D(G) is fully faithful. By
Proposition 6.3, the complex RHomWeilD(G0)(1, e0) has 1-dimensional cohomology in
degree 0 and is acyclic in all nonzero degrees. Hence 1!e0 ∼= Qℓ (with the trivial
Frobenius action) in DWeil(SpecFq), because by assumption we have an idempotent
arrow 1 −→ e0, which maps to a nonzero Frq-invariant element of Hom(1, e).
We conclude that DSpec Fq(1
∗e0) ∼= Qℓ[−2ne](−ne) in D
Weil(SpecFq), whence
1∗e0 ∼= Qℓ[2ne](ne) in D
Weil(SpecFq). A fortiori, this implies that te0(1) = q
−ne. 
We return to the setting of Theorem 1.13; in particular, we assume that G0 is
easy. If e ∈ DG(G) is a minimal idempotent such that Fr
∗
q(e)
∼= e, Proposition 1.6(c)
implies that e[−ne] is a Fr
∗
q-invariant character sheaf in the L-packet defined by
e. On the other hand, it follows from [Bo10, §9.4] that the L-packet of irreducible
characters of G0(Fq) defined by e0 contains only one element. By Theorem 2.17(d),
te0 must be proportional to an irreducible character χ of G0(Fq) over Qℓ. Since
29Note that since G0 is connected, it has no pure inner forms other than itself.
30Even though the base field in [BD11] is assumed to be algebraically closed, this fact is irrelevant
in the proof of the cited proposition.
31As usual, we denote by 1 : SpecFq −→ G0 the identity element of G0, and by ι : G0 −→ G0
the inversion map g 7→ g−1.
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χ(1)
|G0(Fq)|
· χ is an idempotent under convolution of functions on G0(Fq), this forces
χ(1)2 = te0(1) · |G0(Fq)|. By Lemma 6.26, the last identity can be rewritten as
χ(1)2 = q−ne+dimG, which implies that χ(1) = qde , and therefore χ = qdimG−de · te0 .
The fact that de is an integer follows from the identity χ(1) = q
de combined with
[Bo10, Theorem 2.5]. Thus we proved Theorem 1.13(c).
Remark 6.27. The argument of the previous paragraph implies that e[−ne] is the
unique character sheaf in the L-packet defined by e.
Finally, let e range over all minimal idempotents in DG(G) satisfying Fr
∗
q(e)
∼= e.
By the last remark, e[−ne] then ranges over all Fr
∗
q-invariant character sheaves on
G. Theorem 2.17(d) implies that the corresponding functions te0 form a basis for
the space Fun(G0(Fq),Q
ab)G0(Fq). We already saw that the functions qdimG−de · te0
are irreducible characters of G0(Fq), and now we conclude that there cannot be any
other irreducible characters, proving Theorem 1.13(d).
6.10. Proof of Proposition 6.11. The argument consists of several steps. We
begin by explaining the general idea of the proof, and then supply all the details.
6.10.1. Overview. By assumption, H0 is normal in G0, so we can consider the action
of G0 on H0 by conjugation and form the semidirect product U0 = G0⋉H0. We let
U0 act on G0 in such a way that H0 ⊂ U0 acts by left translations and G0 ⊂ U0 acts
by conjugation. As usual we write H , G and U = G⋉H for the perfect unipotent
groups over F obtained from H0, G0 and U0 via base change. Further, we write
e ∈ DG(G) for the Heisenberg minimal idempotent obtained from e0.
Remarks 6.28. (1) It is proved in [De10, §4.1] that there exist finitely many U -orbits
in G such that the support of every object of eDG(G) is contained in their union.
We caution the reader that the notation used in [De10] slightly differs from the
one we are using. Namely, the meaning of G,L, U is the same, while our G◦ and
H are denoted in op. cit. by H and N , respectively.
(2) All U -orbits in G are closed because U is unipotent and G is affine.
Using the local system L0 on H0, we will find a central extension U˜0 of U0 by a
finite discrete p-group A and a homomorphism χ : A −→ Q
×
ℓ such that the Hecke
subcategory e0DG0(G0) ⊂ DG0(G0) equals
32
D
χ
U˜0
(G0) (cf. Definition 6.17). Even
though the action of U0 on G0 is not transitive, Remarks 6.28 will allow us to apply
Corollary 6.21 in this situation. Proposition 6.11 will then be deduced from it.
Some preliminary results appear in §§6.10.2–6.10.3. We construct U˜0 in §6.10.4
and give alternative descriptions of e0DG0(G0) and eDG(G) in §6.10.5. The proof of
Proposition 6.11 itself is given in §6.10.7.
32This step in the proof is essentially the same as the argument in [De10, §3.5].
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6.10.2. Construction of H˜0.
Lemma 6.29. There exists a central extension
1 −→ A −→ H˜0 −→ H0 −→ 1 (6.6)
of perfect unipotent groups over Fq, where H˜0 is connected and A is finite and dis-
crete, together with an injective homomorphism χ : A →֒ Q
×
ℓ , such that if we view
H˜0 as an A-torsor over H0, then the Qℓ-local system on H0 obtained from this torsor
via χ is isomorphic to L0.
Proof. See [Bo10, Lemma 7.3]. 
For the remainder of this section we fix a central extension (6.6) and an injective
homomorphism χ : A →֒ Q
×
ℓ satisfying the conclusions of the lemma.
Remark 6.30. If δ : H0(Fq) −→ A is the connecting homomorphism in the long exact
Galois cohomology sequence corresponding to (6.6), then tL0 = χ ◦ δ.
6.10.3. Alternative description of e0D(G0) ⊂ D(G0). The action of H0 on G0 by
left translation induces an action of H˜0 on G0. Since A ⊂ H˜0 acts trivially on G0,
the full subcategory Dχ
H˜0
(G0) ⊂ DH˜0(G0) can be constructed as in Definition 6.17.
Namely, it consists of objects of DH˜0(G0) on which A acts via χ.
The next result is standard (cf. [De10, Proposition 3.11(a)]).
Lemma 6.31. The forgetful functor DH˜0(G0) −→ D(G0) is fully faithful, and it
induces an equivalence of categories Dχ
H˜0
(G0)
∼
−→ e0D(G0).
6.10.4. Construction of U˜0. Let c : G0×H0 −→ H0 be the conjugation action map:
c(g, h) = ghg−1. The central extension (6.6) is invariant under G0-conjugation
(because the local system L0 on H0 is G0-invariant by assumption). In other words,
let us form the fiber product of the quotient map H˜0 −→ H0 with the morphism
c : G0×H0 −→ H0 and view it as a family of central extensions of H0 parameterized
by G0. Then this family is constant. This means that there is a unique morphism
c˜ : G0 × H˜0 −→ H˜0 such that c˜(g, a) = a for all g ∈ G0 and all a ∈ A, and the
following diagram commutes:
G0 × H˜0

c˜
// H˜0

G0 ×H0
c
// H0
The connectedness of H˜0 further implies that c˜ defines an action ofG0 on H˜0 by group
automorphisms. Using this action, we form the semidirect product U˜0 = G0 ⋉ H˜0.
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Thus we obtain a central extension of perfect unipotent groups over Fq:
1 −→ A −→ U˜0 −→ U0 −→ 1, (6.7)
where U0 = G0 ⋉H0, as defined in §6.10.1.
6.10.5. Alternative descriptions of e0DG0(G0) and eDG(G). The action of U0 on G0
described in §6.10.1 induces an action of U˜0 on G0. Similarly, we have actions of
U = U0 ⊗Fq F and U˜ = U˜0 ⊗Fq F on G = G0 ⊗Fq F.
Lemma 6.32. Fix x ∈ G(F) and let U˜x be the stabilizer of x in U˜ . Then the
exponent of π0(U˜
x) is at most equal to p2r, where pr is the exponent of G.
Proof. Let ps denote the exponent of H0. Then the map h 7→ h
ps takes H˜0 into A,
so since H˜0 is connected, that map is constant. Thus p
s is also the exponent of H˜0.
So the exponent of U˜ is at most pr · ps ≤ p2r, which implies the lemma. 
Remark 6.33. It is not known to us whether the bound in Lemma 6.32 is optimal.
If one could improve this bound, one could also replace the ring Z[µp2r , p
−1] with a
smaller one in the statements of Theorems 1.8 and 2.17.
Lemma 6.34. (a) The natural functor
D
χ
U˜0
(G0) −→ DG0(G0) (6.8)
is fully faithful, and its essential image is equal to e0DG0(G0).
(b) The natural functor Dχ
U˜
(G) −→ DG(G) is fully faithful, and its essential image
is equal to eDG(G).
Proof (cf. Proposition 3.11(b) in [De10]). We only consider assertion (a) (the proof
of (b) is completely analogous). The fact that (6.8) is fully faithful follows from the
fact that H˜0 is connected (and unipotent). To show that the essential image of (6.8)
equals e0DG0(G0), use Lemma 6.31 and the observation that an object of DG0(G0)
belongs to e0DG0(G0) if and only if the corresponding object of D(G0) (obtained by
forgetting the G0-equivariant structure) belongs to e0D(G0). 
6.10.6. Identifications of Galois cohomology and pure inner forms. The inclusion
maps G0 →֒ U0 and G0 →֒ U˜0 yield bijections H
1(Fq, G0)
≃
−→ H1(Fq, U0) and
H1(Fq, G0)
≃
−→ H1(Fq, U˜0). For the remainder of the argument, we tacitly identify
H1(Fq, U0) and H
1(Fq, U˜0) with H
1(Fq, G0) using these bijections.
Remark 6.35. If β ∈ H1(Fq, G0), we now have three different interpretations of G
β
0 .
Namely, we can consider G0 as an object of G0−var, or as an object of U0−var, or
as an object of U˜0−var, and in each case we can consider the corresponding pure
inner form of G0 defined by β. However, all three of these are canonically identified
with each other, so this ambiguity is irrelevant for the arguments that follow.
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6.10.7. Proof of Proposition 6.11. By Remarks 6.28, there is a closed Fq-subvariety
X0 ⊂ G0 such that X = X0 ⊗Fq F is a union of finitely many U -orbits in G, and for
every N ∈ eDG(G), the support of N is contained in X .
By Lemma 6.34, we obtain equivalences of categories
D
χ
U˜0
(X0)
∼
−→ e0DG0(G0) and D
χ
U˜
(X)
∼
−→ eDG(G).
If M ∈ Locχ
U˜
(X), the support of M is a smooth closed subvariety of G. Let sM
denote its dimension. It follows that the map M 7→ M[sM] induces a bijection
between IrrLocχ
U˜
(X) and the L-packet L(e) of character sheaves on G defined by
the minimal idempotent e. This bijection is compatible with the action of Fr∗q.
Now choose M ∈ L(e)Fr
∗
q . Then M ∼= M[sM], where M ∈ IrrLoc
χ
U˜
(X)Fr
∗
q is
supported on a single Frq-stable U -orbit in X . Hence by Lemma 6.32 and Corollary
6.21(a′), M is isomorphic to the base change of some object M0 ∈ Loc
χ
U˜0
(X0) such
that M0 is pure of weight 0 and the function t(M0⊗FqFqn )α : X
α
0 (Fqn) −→ Qℓ takes
values in Z[µp2r , p
−1] for each n ∈ N and each α ∈ H1(Fq, G0), where p
r is the
exponent of G0.
By Remark 1.11, there exists λ ∈ Z[µp2r , p
−1] with λ · λ = q−sM.
Finally, let Lλ be the Qℓ-local system on SpecFq corresponding to the vector
space of dimension 1 on which the geometric Frobenius acts via λ, equip Lλ with
the trivial G0-equivariant structure, write pr : G0 −→ SpecFq for the structure
morphism, and put M0 = M0[sM] ⊗ pr
∗Lλ ∈ e0DG0(G0). It is clear from the
construction that M0 satisfies all the requirements of Theorem 2.17(c).
Finally, the fact that e0 itself is pure of weight 0 follows from its definition as
extension-by-zero of L0[2 dimH ](dimH).
Appendix
The goal of this appendix is to supply the proofs of the more technical results and
the auxiliary claims appearing in the article.
A.1. Proof of the assertion of Remark 1.14. Let L(e0) denote the L-packet
of irreducible characters of G0(Fq) defined by e0. For each χ ∈ L(e0), the function
χ(1)
|G0(Fq)|
· χ on G0(Fq) is an idempotent under convolution, and∑
χ∈L(e0)
χ(1)
|G0(Fq)|
· χ = te0.
Evaluating both sides at 1 ∈ G0(Fq) yields
∑
χ∈L(e0)
χ(1)2 = qdimG−ne in view of
Lemma 6.26 and the fact that |G0(Fq)| = q
dimG because G0 is connected. Recalling
that dimG− ne = 2de by definition, we obtain (1.1).
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A.2. Positive functions on finite groups. Let us introduce a simple auxiliary
notion, which will be helpful in §A.3 below.
Lemma A.1. Let Γ be a finite group and f ∈ Fun(Γ,Qℓ)
Γ (here, as usual, Γ acts
on itself by conjugation). The following are equivalent:
(i) f acts as a nonnegative rational scalar in each irreducible representation of Γ;
(ii) f is a linear combination of the irreducible characters of Γ with nonnegative
rational coefficients;
(iii) f is a linear combination of the minimal idempotents (under convolution) in
Fun(Γ,Qℓ)
Γ with nonnegative rational coefficients.
The lemma follows at once from the standard facts that Fun(Γ,Qℓ)
Γ is isomorphic
to a product of copies of Qℓ as an algebra, and that the map χ 7→
χ(1)
|Γ|
·χ is a bijection
between irreducible characters of Γ and minimal idempotents in Fun(Γ,Qℓ)
Γ.
We call a function f : Γ −→ Qℓ positive if it is conjugation-invariant and satisfies
the equivalent conditions of the lemma.
Proposition A.2. Let Γ be a finite group.
(a) If f1, f2 : Γ −→ Qℓ are positive functions, so is f1 + f2.
(b) If f1, f2 : Γ −→ Qℓ are positive functions and f1 acts nontrivially on a given
irreducible representation ρ of Γ over Qℓ, then so does f1 + f2.
(c) If f : Γ −→ Qℓ is a positive function, then f = 0 if and only if f(1) = 0.
(d) If Γ′ ⊂ Γ is a subgroup and f : Γ′ −→ Qℓ is a positive function, then ind
Γ
Γ′(f) :
Γ −→ Qℓ is also positive.
Properties (a) and (b) follow from the characterization (i) of positive functions,
while properties (c) and (d) follows from the characterization (ii).
A.3. Proof of Proposition 2.12. Fix a perfect unipotent group G0 over Fq. The
fact that the L-packets of irreducible characters of G0 are nonempty follows from
Proposition 6.2, while the fact that they are pairwise disjoint follows from
Lemma A.3. Let G0 be a perfect unipotent group over Fq, and let e0, f0 ∈ DG0(G0)
be nonisomorphic geometrically minimal idempotents. Then33 e0 ∗ f0 = 0.
Proof. Let G = G0⊗FqF, and let e, f ∈ DG(G) be the minimal idempotents obtained
from e0, f0. If e0 ∗f0 6= 0, then e∗f 6= 0, whence e ∼= f by minimality. Then e0 ∼= f0
by Lemma 6.1. 
33The reason this fact requires proof is that we defined a geometrically minimal idempotent in
DG0(G0) to be a weak idempotent, which becomes a minimal idempotent after base change to F.
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To show that the union of the L-packets of irreducible characters of G0 equals
the disjoint union of the sets of irreducible characters of the groups Gα0 (Fq), it
suffices to show that if ρ is an irreducible representation of G0(Fq) over Qℓ, then
ρ belongs to some L-packet (Definition 2.10(a)). By [Bo10, Thm. 7.1], there exists
an admissible pair (H0,L0) for G0 such that the restriction of ρ to H0(Fq) has as
a direct summand the 1-dimensional representation given by tL0 : H0(Fq) −→ Q
×
ℓ .
WriteG′0 for the normalizer of (H0,L0) inG0 and let e
′
0 ∈ DG′0(G0) be the Heisenberg
minimal idempotent defined by (H0,L0). Put e0 ∼= ind
G0
G′
0
e′0, a geometrically minimal
idempotent in DG0(G0). We claim that ρ belongs to the L-packet defined by e0.
To this end, observe that by Proposition 4.12, we have
te0 =
∑
β∈Ker(H1(Fq ,G′0)−→H
1(Fq,G0))
ind
G0(Fq)
G′β
0
(Fq)
(te′β
0
).
Each te′β
0
∈ Fun(G′β0 (Fq),Qℓ)
G′β
0
(Fq) is an idempotent, whence it is a positive function
on G′β0 (Fq) (see §A.2). Since te′0 equals the function q
− dimH0 · tL0 extended by zero
to G′0(Fq), it follows that ind
G0(Fq)
G′
0
(Fq)
(te′
0
) acts nontrivially on ρ. By parts (a), (b), (d)
of Proposition A.2, te0 also acts nontrivially on ρ, as desired.
Finally, let us prove the last assertion of Proposition 2.12. IfG0 is connected, it has
no pure inner forms apart from itself. So every geometrically minimal idempotent
in DG0(G0) comes from an admissible pair for G0 by Theorem 2.17(b). Now the
fact that Definition 2.10(b) is equivalent to the definition of L-packets of irreducible
characters of G0(Fq) given in [Bo10, Def. 2.7] follows from [Bo10, Prop. 9.1(b)] and
[Bo10, Thm. 2.14].
A.4. An example for Remark 2.19(b). In this subsection we will construct a
unipotent group G0 over Fq and a geometrically minimal idempotent e0 ∈ DG0(G0)
such that te0 ≡ 0. Let U0 ⊂ GL3 be the group of matrices of the form 1 a b0 1 c
0 0 1

where a ∈ Fp and b, c are arbitrary. Write H0 ⊂ U0 for the subgroup defined by
a = 0. Then H0 is the neutral connected component of U0 and U0 can be identified
with a semidirect product of the finite discrete group Z/pZ and H0.
Moreover, H0 ∼= G
2
a, so the Serre dual of H0 can also be identified with G
2
a.
The induced action of Z/pZ = U0/H0 on H
∗
0 (Fq) is nontrivial, so we can choose a
multiplicative local system L0 on H0, defined over Fq, which is not U0-invariant.
It is clear that (H0,L0) is an admissible pair for U0, and by construction, its
normalizer in U0 is equal to H0. Put f0 = ind
U0
H0
(L0[4](2)), which is the geometrically
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minimal idempotent in DU0(U0) defined by (H0,L0). Choose any nontrivial α ∈
H1(Fq, U0) and let G0 = U
α
0 and e0 = f
α
0 . Then te0 ≡ 0 by Proposition 4.12.
A.5. Proof of the assertion of Remark 2.19(c). By Remark 1.11, there exists
λ ∈ Z[µp2r ] with λ · λ = q. Let Lλ be the local system on SpecFq corresponding to
the vector space of dimension 1 over Qℓ on which the geometric Frobenius acts via
λ and put M0 = e0[−ne] ⊗ pr
∗(Lλ)
ne , where pr : G0 −→ SpecFq is the structure
morphism. Then e comes from M0 by base change to F, and it is clear that we can
write M0 = e0[−ne](−ne/2) ⊗ pr
∗L for a suitable pure rank 1 local system L of
weight 0 on SpecFq. In particular, M0 is perverse and pure of weight 0. Moreover,
for each n ∈ N and each α ∈ H1(Fqn , G0⊗FqFqn), the function t(e0⊗FqFqn )α on G
α
0 (Fqn)
is a central idempotent under convolution, so it takes values in Z[µpr , p
−1]. Hence
t(M0⊗FqFqn)α = (−λ)
ne · t(e0⊗FqFqn)α takes values in Z[µp2r , p
−1].
A.6. Proof of Proposition 2.20. Let us prove that (i) implies (iii). Suppose that
(H0,L0) is an admissible pair for G0 that gives rise to e0. It is clear that one can find
some irreducible representation ρ of G0(Fq) over Qℓ whose restriction to H0(Fq) has
as a direct summand the 1-dimensional representation given by tL0 : H0(Fq) −→ Q
×
ℓ .
By the argument in §A.3, te0 acts on ρ via the identity, and a fortiori, te0 6= 0.
Next, (iii) implies (ii) trivially, so it remains to check that (ii) implies (i).
If te0 6≡ 0, there is an irreducible representation ρ of G0(Fq) over Qℓ on which te0
acts nontrivially. By the argument in §A.3, there exists a minimal weak idempotent
f0 ∈ DG0(G0) coming from some admissible pair for G0 such that tf0 acts on ρ via
the identity. So te0 ∗ tf0 6≡ 0 (here, ∗ denotes the usual convolution of functions on
the finite group G0(Fq)), and a fortiori, e0 ∗ f0 6= 0. Hence e0 ∼= f0 by Lemma A.3,
completing the proof of Proposition 2.20.
A.7. Proof of Lemma 3.9. We begin with an auxiliary
Lemma A.4. Let f : X0 −→ Y0 be a morphism of perfect varieties over Fq, and
suppose that the induced map34 X0(F) −→ Y0(F) is surjective. If M ∈ D(Y0) is such
that f ∗M ∈ D≤w(X0) for some w ∈ Z, then M ∈ D≤w(Y0).
Proof. The functor f ∗ : D(Y0) −→ D(X0) is exact with respect to the usual (non-
perverse) t-structure. Hence it suffices to show that if M is a Qℓ-sheaf on Y0 such
that f ∗M is punctually pure of weight w, then so is M . Let n ≥ 1 and y ∈ Y0(Fqn).
By assumption, there exist m ≥ 1 and x ∈ X0(Fqm) such that n divides m and
f(x) = y. The geometric Frobenius Fqm acting on x
∗(f ∗M) can be identified with
the (m/n)-th power of the geometric Frobenius Fqn acting on y
∗M . Hence the
lemma follows from the fact that if a ∈ Qℓ is such that a
m/n is a Weil number of
absolute value (qm)w/2, then a is a Weil number of absolute value (qn)w/2. 
34Recall that F denotes a fixed algebraic closure of a field with p = charFq elements, and Fq is
viewed as a subfield of F.
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Corollary A.5. Let G0 be a perfect (unipotent
35) group over Fq acting on a perfect
variety Y0 over Fq, and let α : G0 × Y0 −→ Y0 denote the action map. Suppose X0
is another perfect variety over Fq and f : X0 −→ Y0 is a morphism such that the
induced map
G0 ×X0
id×f
−−−−−→ G0 × Y0
α
−−−→ Y0
is surjective at the level of F-points. If M ∈ DG0(Y0) is such that f
∗M ∈ D≤w(X0)
for some w ∈ Z, then M ∈ D≤w(Y0).
Proof. Let π : G0×X0 −→ X0 denote the second projection. Since f
∗M ∈ D≤w(X0),
we have π∗f ∗M ∈ D≤w(G0 × X0). The G0-equivariant structure on M yields an
isomorphism (id×f)∗α∗M
≃
−→ π∗f ∗M . In view of our assumption, Lemma A.4
implies that M ∈ D≤w(Y0). 
Proof of Lemma 3.9. Apply Corollary A.5 to Y0 = (G0/G
′
0)×X0 and f = i. 
A.8. Equivalence of two definitions of indGG′. In this subsection we justify the
assertion of Remark 3.11. Consider the diagram
G′
j

i
// G˜
J

π
((Q
QQ
QQ
QQ
QQ
QQ
QQ
QQ
QQ
Q
G
I
// (G/G′)×G
pr2
// G
(A.9)
where the notation is explained as follows. The variety G˜ and the morphisms i
and π are defined as in Remark 3.11. The map j is the natural inclusion of G′
into G. The map I is given by g 7→ (1, g) and the map J is induced by the map
G×G′ −→ (G/G′)×G given by (g, g′) 7→ (g, gg′g−1), where g denotes the image of
g in G/G′. Finally, pr2 is the second projection.
The functors
i∗ : DG(G˜)
∼
−→ DG′(G
′) and I∗ : DG
(
(G/G′)×G
) ∼
−→ DG′(G)
are equivalences. Unraveling Definition 3.10, we see that the functor indGG′ is defined
as the composition pr2!◦(I
∗)−1◦j!. On the other hand, in [Bo10] the functor ind
G
G′ was
defined as the composition π! ◦(i
∗)−1. We need to check that these two compositions
are isomorphic. To this end, observe that diagram (A.9) is commutative, and, in
addition, the square on the left is cartesian. This implies that pr2! ◦ J!
∼= π! and, by
the proper base change theorem, I∗ ◦ J! ∼= j! ◦ i
∗. Therefore
pr2! ◦ (I
∗)−1 ◦ j! ∼= pr2! ◦ J! ◦ (i
∗)−1 ∼= π! ◦ (i
∗)−1,
as required.
35The unipotence assumption is irrelevant here; we only impose it because we did not discuss
the correct definition of the equivariant derived category DG0(Y0) in the non-unipotent case.
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A.9. Proof of Proposition 4.9. We first verify the uniqueness assertion. Suppose
ϕ : G1
≃
−→ G1 is an isomorphism of perfect groups over Fq satisfying the requirement
of the proposition. Let X0 ∈ G0−var be G0 equipped with the action of G0 given
by left multiplication. The corresponding X1 ∈ G1−var can be identified with P
viewed as a left G1-torsor. Let
a : G1 × P −→ P and α : G1 × P −→ P
denote the action maps, and let
p2 : G1 × P −→ P and π2 : G1 × P −→ P
denote the second projections. By assumption, α ◦ (ϕ× idP ) = a, and we also have
π2 ◦ (ϕ× idP ) = p2. Hence the following diagram commutes:
G1 × P
(a,p2) %%K
KK
KK
KK
KK
K
ϕ×idP
// G1 × P
(α,π2)yyss
ss
ss
ss
ss
P × P
However, in this diagram all arrows are isomorphisms because P is a left G1-torsor.
This implies that ϕ × idP = (α, π2)
−1 ◦ (a, p2), and this identity determines the
morphism ϕ uniquely.
For the existence, one could construct ϕ by reversing the proof of uniqueness
given above, but it is more convenient to proceed directly as follows. Consider the
diagram
G1 × P
≃
−−−→ P × P
≃
←−−− P ×G0
where the isomorphism on the left is given by (g1, p) 7→ (g1 · p, p) and the isomor-
phism on the right is given by (p, g0) 7→ (p · g0, p). Both of these isomorphisms are
equivariant with respect to the left action of G1 and the right action of G0, where:
• G0 acts on P on the right in the given way
36;
• G1 acts on P on the left in the given way;
• G0 acts on itself via γ0 : g0 7→ γ
−1
0 gγ and acts trivially on G1;
• G1 acts on itself via γ1 : g1 7→ γ1g1γ
−1
1 and acts trivially on G0.
Taking the quotient by the right action of G0, we obtain an isomorphism
(G1 × P )/G0
≃
−→ (P ×G0)/G0
in the category G1−var. But (G1×P )/G0 is canonically identified with G1, and by
construction, G1 = (P × G0)/G0. Thus we obtain an isomorphism G1
≃
−→ G1. It is
straightforward to check that this is an isomorphism of perfect groups over Fq and
that the requirement of Proposition 4.9 is satisfied.
36Recall that, by assumption, P is a (G1, G0)-bitorsor.
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A.10. Proof of Proposition 4.12. We will consider two cases separately. Suppose
first that there exists β ∈ H1(Fq, G
′
0) that maps to α ∈ H
1(Fq, G0). In this case,
without loss of generality, we may replace G′0 ⊂ G0 with G
′β
0 ⊂ G
α
0 and M with M
β ,
and hence we may assume that α is trivial. (Here we implicitly used Lemma 4.15.)
Then Proposition 4.12 follows from Remark 3.11 and [Bo10, Prop. 6.13].
Next suppose that α is not in the image of the natural map H1(Fq, G
′
0) −→
H1(Fq, G0). In this case we must prove that tNα ≡ 0 on G
α
0 (Fq).
It will be more convenient to work with the definition of the functor indG0G′
0
used
in [Bo10], which was recalled in Remark 3.11. Thus let G˜0 denote the quotient
(G0 × G
′
0)/G
′
0, where the right action of G
′
0 is given by (g, g
′) · γ′ = (gγ′, γ′−1g′γ′).
If i : G′0 →֒ G˜0 is induced by g
′ 7→ (1, g′) and π : G˜0 −→ G0 is induced by
(g, g′) 7→ gg′g−1, then, by Remark 3.11, we have N ∼= π!
(
(i∗)−1(M)
)
. Hence, by
Lemma 4.8, we have Nα ∼= πα!
(
((i∗)−1(M))α
)
. If we can show that G˜α0 (Fq) = ∅,
then the proof will be complete, in view of the Grothendieck-Lefschetz trace formula.
Lemma A.6. With the notation above, if α is not in the image of the natural map
H1(Fq, G
′
0) −→ H
1(Fq, G0), then G˜
α
0 (Fq) = ∅.
Proof. Let P be a right G0-torsor whose isomorphism class equals α. Unraveling
the definition of G˜α0 , we see that it can be identified with the quotient
(P ×G0 ×G
′
0)/(G0 ×G
′
0),
where the right action of G0 ×G
′
0 on P ×G0 ×G
′
0 is given by
(p, g, g′) · (γ, γ′) = (p · γ, γ−1gγ′, γ′−1g′γ′).
Suppose, for the sake of contradiction, that G˜α0 (Fq) 6= ∅. This means that there
exist p ∈ P (F), g, γ ∈ G0(F) and g
′, γ′ ∈ G′0(F) such that
(Frq(p),Frq(g),Frq(g
′)) = (p · γ, γ−1gγ′, γ′−1g′γ′).
The identity above implies that γ = gγ′ Frq(g)
−1, so that
Frq(p) = p · γ = p · gγ
′ Frq(g)
−1,
and therefore Frq(p · g) = (p · g) · γ
′. However, the last equality means that P comes
from a right G′0-torsor, which contradicts the assumption that α is not in the image
of the natural map H1(Fq, G
′
0) −→ H
1(Fq, G0). 
A.11. Proof of Lemma 4.15. Recall that IndG0G′
0
is right adjoint to the restriction
functor ResG0G′
0
: DG0(G0) −→ DG′0(G
′
0). This implies that the functors
DG′
0
(G′0) −→ DGα0 (G
α
0 ), M 7−→ (Ind
G0
G′
0
M)α and M 7−→ Ind
Gα
0
G′β
0
(Mβ),
are isomorphic, because they have isomorphic left adjoints. Now Lemma 4.15 follows
from Proposition 4.16 and the last assertion of Proposition 3.12.
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A.12. Proof of Proposition 4.16. Fix X ∈ G0−var and α ∈ H
1(Fq, G0). Let
(G1, P ) be a pure inner form of G0 such that P , as a right G0-torsor, represents the
cohomology class α. Put X1 = (P ×X)/G0, where the right action of G0 is given
by (p, x) · γ = (p · γ, γ−1 · x). The left action of G1 on P induces a left action of G1
on X1, and we can identify (G
α
0 , X
α) with (G1, X1). If ̟ : P × X −→ X1 is the
quotient map and π2 : P ×X −→ X is the second projection, then the functors
̟∗ : DG1(X1)
∼
−→ DG1×G0(P ×X) and π
∗
2 : DG0(X)
∼
−→ DG1×G0(P ×X)
are equivalences, and the transport functor DG0(X)
∼
−→ DG1(X1) is defined as
(̟∗)−1 ◦π∗2. Both ̟ and π2 are smooth morphisms of relative dimension d = dimP ,
which implies that DP×X ◦̟
∗ ∼= ̟∗ ◦ DX1 [2d](d) and DP×X ◦ π
∗
2
∼= π∗2 ◦ DX [2d](d).
This yields assertion (a) of the proposition.
Assertion (b) follows from part (a), Lemma 4.8, and the fact that the inner form
ια : Gα0 −→ G
α
0 of the inversion map ι : G0 −→ G0 (given by g 7→ g
−1) is naturally
identified with the inversion map for the group Gα0 .
A.13. Proof of Proposition 4.17. Fix a pure inner form (G1, P ) of G0 and put
X1 = (P ×X)/G0, where the right G0-action on P ×X is given by (p, x) · g = (p ·
g, g−1 ·x). Write ̟ : P×X −→ X1 for the quotient morphism and π2 : P×X −→ X
for the second projection.
If M ∈ DG0(X), then, by definition, the object M1 ∈ DG1(X1) obtained from M
via transport of equivariant complexes (Definition 4.5) is determined uniquely (up
to isomorphism) by the requirement that π∗2M
∼= ̟∗M1 in DG1×G0(P × X) (here,
as usual, G1 acts on P ×X via its given action on P and the trivial action on X).
Now if M ∈ D≤w(X), then π
∗
2M ∈ D≤w(P ×X). Since ̟ is surjective at the level
of F-points, Lemma A.4 implies that M1 ∈ D≤w(X1).
The fact that if M ∈ D≥w(X), then M1 ∈ D≥w(X1) follows from what we just
proved, using the definition of D≥w (cf. Definition 3.5(e)) and Proposition 4.16(a).
A.14. Proof of Proposition 4.18. Choose representatives γ1 ·Fq, γ2 ·Fq, . . . , γr ·Fq
of the conjugacy classes37 in Γ˜ = Gal(F/Fq)⋉ Γ that project onto Fq in Gal(F/Fq),
and write α1, . . . , αr ∈ H
1(Fq, G0) for the corresponding cohomology classes. Then
tMαi (∗) =
∑
j∈Z
(−1)j · tr
(
γi · Fq;H
j(V •)
)
,
37We remark that if γ, γ′ ∈ Γ, then γ ·Fq ∈ Γ˜ and γ
′ ·Fq ∈ Γ˜ are Γ-conjugate if and only if they
are Γ˜-conjugate. So there is no reason to distinguish between the two kinds of conjugacy.
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and hence we are reduced to proving that if W is a finite dimensional continuous
representation of Γ˜ over Qℓ, then
r∑
i=1
qdimG0
|Gαi0 (Fq)|
· tr
(
γi · Fq;W
)
= tr
(
Fq;W
Γ
)
. (A.10)
Now recall that ifH is a perfect connected unipotent group over Fq, then |H(Fq)| =
qdimH . By Lang’s theorem [La56], if H is an arbitrary (not necessarily connected)
perfect group over Fq, the sequence
1 −→ H◦(Fq) −→ H(Fq) −→ (H/H
◦)(Fq) −→ 1
is exact, which implies that if H is unipotent, then |H(Fq)| = q
dimH · |(H/H◦)(Fq)|.
We already saw that π0(G
αi
0 ) can be identified with the group Γ equipped with the
new geometric Frobenius action given by x 7→ γiFq(x)γ
−1
i . In particular, the group
π0(G
αi
0 ) can be identified with the centralizer ZΓ(γi · Fq) of γi · Fq in Γ. Hence the
desired identity (A.10) can be rewritten as
r∑
i=1
1
|ZΓ(γi · Fq)|
· tr
(
γi · Fq;W
)
= tr
(
Fq;W
Γ
)
. (A.11)
Recalling that the elements γi · Fq were chosen as representatives of Γ-conjugacy
classes of all elements of the form γ ·Fq in Γ˜, where γ ∈ Γ, we see that the left hand
side of (A.11) equals |Γ|−1 · tr
(∑
γ∈Γ γ · Fq;W
)
. Now (A.11) follows from the fact
that the element |Γ|−1 ·
∑
γ∈Γ γ in the group algebra of Γ acts as a projector onto
the subspace W Γ of Γ-invariants (for any representation W of Γ).
A.15. Proof of Proposition 6.14. Let us first reduce the proposition to the case
where X0 = SpecFq. Since X0 is nonempty and U0 acts transitively on X0, there
exists α ∈ H1(Fq, U0) such that X
α
0 (Fq) 6= ∅. Without loss of generality we may
replace U0 and X0 by the pure inner forms U
α
0 and X
α
0 , and thus assume that
X0(Fq) 6= ∅. Fix a point x ∈ X0(Fq) and let U
x
0 ⊂ U0 denote the stabilizer of x.
If we view x as a morphism SpecFq −→ X0, then, since U0 acts transitively on
X0, we obtain an equivalence of stacks (U
x
0 )\ SpecFq
∼
−→ U0\X0. Since all the
assertions of Proposition 6.14 only depend of the quotient stack U0\X0, we see that
if the proposition is true when X0 = SpecFq, then it is true in general
38.
It remains to prove Proposition 6.14 in the case where X0 = SpecFq. Here the
result can be reformulated more concretely as a statement about representations of
finite groups. Namely, let Γ = π0(U0)(F), a finite group equipped with a (continuous)
action of Gal(F/Fq), and form the semidirect product Γ˜ = Gal(F/Fq)⋉ Γ.
38It is straightforward to rephrase this argument without using the language of stacks. However,
it becomes more cumbersome, so we skip it.
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The category LocU(SpecF) is naturally identified with the category Rep(Γ,Qℓ)
of finite dimensional representations of Γ over Qℓ, so that the action of Fr
∗
q on
LocU(SpecF) becomes identified with the automorphism of Rep(Γ,Qℓ) induced by
the action of the geometric Frobenius Fq ∈ Gal(F/Fq) on Γ. On the other hand,
the category LocU0(SpecFq) is naturally identified with the category Rep(Γ˜,Qℓ) of
continuous finite dimensional representations of Γ˜ over Qℓ.
Proposition A.7. Every Fq-invariant irreducible representation of Γ over Qℓ can
be extended to a continuous representation of Γ˜ with finite image.
Proof. Let ρ : Γ −→ GL(V ) be an Fq-invariant irreducible representation of Γ
over Qℓ. Then there exists a linear automorphism ϕ : V
≃
−→ V with ρ(Fq(γ)) =
ϕ ◦ ρ(γ) ◦ϕ−1 for all γ ∈ Γ. If N is the order of the automorphism of Γ given by Fq,
then ϕN commutes with ρ(Γ), whence ϕN is scalar by Schur’s lemma. Rescaling ϕ,
we may assume that ϕN = idV . Then ρ extends to a continuous representation ρ˜ of
Γ˜ on V determined by ρ˜(Fq) = ϕ, and by construction, ρ˜ has finite image. 
We now state two other results used in the proof of Proposition 6.14. They will
be proved in §§A.17–A.18, following unpublished notes by Drinfeld.
Proposition A.8. For every Fq-invariant irreducible representation ρ of Γ over Qℓ,
choose some extension ρ˜ of ρ to a continuous representation of Γ˜ with finite image,
and form the function χ˜ρ : Γ −→ Q
ab defined by χ˜ρ(γ) = tr
(
ρ˜(γ · Fq)
)
. Then the
functions χ˜ρ form a basis for the space of functions Γ −→ Q
ab that are invariant
under Fq-conjugation.
To explain the terminology, we recall that Fq-conjugation is the action of Γ on
itself defined by γ : x 7→ Fq(γ)xγ
−1. The set of orbits for this action is identified
with the cohomology H1(Gal(F/Fq),Γ) ∼= H
1(Fq, U0). Similarly, for each n ∈ N, the
cohomology H1(Fqn , U0) is identified with the set of F
n
q -conjugacy classes in Γ.
Proposition A.9. Suppose that Γ has exponent pr. Every Fq-invariant irreducible
representation of Γ over Qℓ can be extended to a continuous representation of Γ˜,
which has finite image and whose character takes values in Z[µpr , p
−1] ⊂ Qℓ.
Let us show how Proposition 6.14 follows from the results above. Suppose ρ is an
Fq-invariant irreducible representation of Γ over Qℓ and let ρ˜ be an extension of ρ
to a representation of Γ˜ with finite image. If Γ has exponent pr, assume moreover
that the character of ρ˜ takes values in Z[µpr , p
−1] ⊂ Qℓ.
Let L0 ∈ LocU0(SpecFq) correspond to ρ˜. Choose γ ∈ Γ and n ∈ N, and let
α ∈ H1(Fqn, U0) correspond to the F
n
q -conjugacy class of γ in Γ. Then the value
of the trace-of-Frobenius function t(L0⊗FqFqn)α on the 1-element set X
α
0 (Fqn) is equal
to the trace of ρ˜(γ · F nq ) (this is a special case of the remarks in §4.10). Since ρ˜
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has finite image, we see that L0 is pure of weight 0 and trace
(
ρ˜(γ · F nq )
)
∈ Qab,
whence Proposition 6.14(a) results from Proposition A.7. Similarly, Proposition
6.14(a′) follows from Proposition A.9. Furthermore, if n = 1, the value of tLα
0
on
the 1-element set Xα0 (Fq) is equal to χ˜ρ(γ), so Proposition 6.14(b) follows from
Proposition A.8.
A.16. Proof of Corollary 6.21. Write A∗ = Hom(A,Q
×
ℓ ). If C is any Qℓ-linear
Karoubi complete39 category and M is an object of C equipped with an action of A
by automorphisms, we get a canonical decomposition M =
⊕
χ∈A∗M
χ, where each
Mχ is a direct summand of M on which A acts via χ.
In particular, we obtain decompositions
LocU˜(X) =
⊕
χ∈A∗
Locχ
U˜
(X) and LocU˜0(X0) =
⊕
χ∈A∗
Locχ
U˜0
(X0)
(direct sums of Qℓ-linear categories). Moreover, IrrLocU˜(X) becomes identified with
the disjoint union
⋃
χ∈A∗ IrrLoc
χ
U˜
(X) (in a way compatible with the action of Fr∗q),
so parts (a)–(a′) of Corollary 6.21 follow from Proposition 6.14(a)–(a′).
Next, by Remark 6.19(3), the connecting homomorphism δ : U0(Fq) −→ A used in
Definition 6.18 is surjective, and its kernel is equal to the image of U˜0(Fq) −→ U0(Fq).
Hence we obtain a decomposition
Fun(X0(Fq),Q
ab)U˜0(Fq) =
⊕
χ∈A∗
Fun(X0(Fq),Q
ab)U0(Fq),χ.
The same argument applies to each pure inner form of U˜0, so we deduce that
Fun
(
(U˜0\X0)(Fq)
)
=
⊕
χ∈A∗
Fun(X0)
U0,χ
Since for every χ ∈ A∗ the elements (6.5) belong to the subspace Fun(X0)
U0,χ ⊂
Fun(X0)
U˜0, we see that part (b) of Corollary 6.21 follows from Proposition 6.14(b)
together with the remarks in the first part of the proof and Lemma 6.23.
A.17. Proof of Proposition A.8 (V. Drinfeld). Let Fun(Γ) be the space of
functions Γ −→ Qℓ and let A = Qℓ[Γ] be the group algebra of Γ over Qℓ. The space
Fun(Γ) is naturally identified with HomQℓ(A,Qℓ), i.e., the space of linear functionals
on A (namely, λ ∈ HomQℓ(A,Qℓ) corresponds to the function f ∈ Fun(Γ) which is
the restriction of λ : A −→ Qℓ to Γ ⊂ A). The algebra automorphism of A induced
by Fq ∈ Aut(Γ) will be denoted by φ.
39This means that if M ∈ C and P ∈ EndC (M) satisfies P
2 = P , then P has a kernel.
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Lemma A.10. A function f ∈ Fun(Γ) is invariant under Fq-conjugation if and
only if the corresponding linear functional λ : A −→ Qℓ satisfies the identity
λ(φ(a)b) = λ(ba) for all a, b ∈ A. (A.12)
Proof. f is invariant under Fq-conjugation if and only if f(Fq(γ)xγ
−1) = f(x) for all
x, γ ∈ Γ, which is equivalent to the condition that f(φ(γ)y) = f(yγ) for all y, γ ∈ Γ
(make the change of variables xγ−1 = y). Now use the linearity of λ and φ. 
Proposition A.8 follows from Lemma A.10 and the next fact applied to A = Qℓ[Γ].
Proposition A.11. Let A be a finite dimensional semisimple associative algebra
over Qℓ equipped with an automorphism φ : A
≃
−→ A. Let Â denote the set of
isomorphism classes of simple A-modules. For each ρ ∈
(
Â
)φ
choose a realization
ρ : A −→ End(Vρ) and an invertible operator φρ : Vρ −→ Vρ so that
φρ ◦ ρ(φ(a)) = ρ(a) ◦ φρ for all a ∈ A. (A.13)
Then the functionals χ˜ρ : A −→ Qℓ, ρ ∈
(
Â
)φ
, defined by χ˜ρ(a) := tr(φρ ◦ ρ(a))
form a basis of the space of all linear functionals λ : A −→ Qℓ satisfying (A.12).
Proof. If the proposition holds for two pairs (A1, φ1) and (A2, φ2), then it also holds
for (A1 × A2, φ1 × φ2). Since any semisimple associative Qℓ-algebra A is a product
of matrix algebras Aρ, where ρ ∈ Â, it suffices to consider two cases:
(i) the case where
(
Â
)φ
= ∅, and
(ii) the case where A has only one simple module.
In the first case we have to prove that any λ ∈ HomQℓ(A,Qℓ) satisfying (A.12)
equals 0. Choose ρ ∈ Â and let eρ ∈ A be such that the image of eρ in Aρ′
equals 1 if ρ′ = ρ and 0 if ρ′ 6= ρ. Apply (A.12) for a = eρ and b ∈ eρA. Then
φ(a)b = φ(eρ)b = eφ(ρ)b = eφ(ρ)eρb = 0 because φ(ρ) 6= ρ by assumption. So λ(b) = 0
for all b ∈ eρA. Since ρ ∈ Â is arbitrary, we conclude that λ = 0.
It remains to consider the case where Â has only one element, call it ρ. Then
ρ : A −→ EndQℓ(Vρ) is an isomorphism. Let us use it to identify A with EndQℓ(Vρ).
Then (A.13) can be rewritten as φ(a) = φ−1ρ aφρ, and we have to prove that any
linear functional λ : End(Vρ) −→ Qℓ such that
λ(φ−1ρ aφρb) = λ(ba) for all a, b ∈ End(Vρ) (A.14)
is proportional to the functional χ˜ρ : End(Vρ) −→ Qℓ defined by χ˜ρ(a) := tr(φρa).
Put µ(a) := λ(φ−1ρ a). Then (A.14) is equivalent to the condition that µ(aa
′) = µ(a′a)
for all a, a′ ∈ End(Vρ). So µ is proportional to tr and λ is proportional to χ˜ρ. 
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A.18. Proof of Proposition A.9 (V. Drinfeld). Throughout this subsection we
write A = Z[µpr , p
−1] and E = Q(µpr) for brevity. Since p
r is the exponent of Γ,
a general fact from character theory of finite groups implies that the group algebra
E[Γ] is isomorphic to a product of matrix algebras over E. Thus extension of scalars
from E to Qℓ is a bijection between the sets of isomorphism classes of irreducible
representations of Γ over E and over Qℓ.
Consider the groupoid C whose objects are free finite rank A-modulesM equipped
with an action of Γ and a Γ-invariant Hermitian form 〈·, ·〉 : M ×M −→ A, and
whose morphisms are Γ-equivariant isometries.
Let C ⊂ C be the full subcategory consisting of objects M such that
• the Γ-module E ⊗A M is irreducible, and
• for every subgroup H ⊂ Γ and every character χ : H −→ E× such that
E ⊗A M ∼= Ind
Γ
H χ as Γ-representations, the A-submodule
MH,χ :=
{
m ∈M
∣∣hm = χ(h)m ∀h ∈ H}
has a generator mH,χ such that 〈mH,χ, mH,χ〉 = 1.
We will deduce Proposition A.9 from the following result.
Proposition A.12. (a) Every irreducible representation of Γ over Qℓ is isomorphic
to Qℓ⊗AM for some M ∈ C, and M is determined uniquely up to isomorphism.
(b) The automorphism group of any M ∈ C consists of multiplications by roots of
unity in E.
To see that Proposition A.12 implies Proposition A.9, let ρ be an irreducible
representation of Γ over Qℓ whose isomorphism class is invariant under Fq. Choose
M ∈ C so that ρ ∼= Qℓ ⊗A M . By the uniqueness assertion of Proposition A.12,
the isomorphism class of M is also invariant under Fq. So there exists an A-linear
isometry φ : M
≃
−→ M such that φγφ−1(m) = Fq(γ)(m) for all m ∈ M and all
γ ∈ Γ. Then some power of φ is an automorphism of M in C, so by Proposition
A.12(b), some (possibly larger) power of φ is equal to the identity. Hence the action
of Γ on M extends to a continuous action of Γ˜ = Gal(F/Fq)⋉ Γ with finite image,
obtained by sending Fq ∈ Gal(F/Fq) to φ. If ρ˜ is the resulting representation of Γ˜
on Qℓ ⊗A M , then ρ˜ satisfies all the requirements of Proposition A.9.
Proof of Proposition A.12. Assertion (b) follows from Schur’s lemma and the fact
that any element λ ∈ A such that λ · λ = 1 is a root of unity40.
40To see this, note that since E has only one place over p, the condition λ · λ = 1 implies that
λ is integral over Z.
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Let us prove (a). Let ρ be an irreducible representation of Γ over Qℓ and choose
H ⊂ Γ and χ : H −→ Q
×
ℓ so that ρ
∼= IndΓH χ. Define M0 ∈ C as follows. As an
A-module, M0 consists of functions f : Γ −→ A such that f(γh) = χ(h)
−1f(γ) for
all γ ∈ Γ and all h ∈ H . The action of Γ is given by left translations. The Hermitian
form is given by 〈f1, f2〉 =
∑
γ∈Γ/H f1(γ) · f2(γ).
Note that Qℓ ⊗A M0 is isomorphic to ρ as a representation of Γ by construction.
Moreover, if M ∈ C is such that Qℓ ⊗A M ∼= ρ, then M is C-isomorphic to M0: a
choice of m ∈MH,χ with 〈m,m〉 = 1 defines mutually inverse morphisms
f 7−→
∑
γ∈Γ/H
f(γ) · γ(m), f ∈M0;
x 7−→ fx, fx(γ) := 〈x, γ(m)〉, x ∈M.
It remains to check that M0 ∈ C. That is, we have to show that if ρ ∼= Ind
Γ
H′ χ
′ for
some H ′ ⊂ Γ and some χ′ : H ′ −→ Q
×
ℓ , then the A-module M
H′,χ′
0 has a generator
m′ such that 〈m′, m′〉 = 1. If pr ≤ 2, then Γ is abelian, so that H ′ = H = Γ and the
existence of m′ is obvious. If pr > 2, one can argue as follows. It is easy to see that
MH
′,χ′
0 has a generator m
′′ such that 〈m′′, m′′〉 = ps for some s ∈ Z. By Remark
1.11, we can find λ ∈ A× such that λ · λ = p. Then we can put m′ = λ−s ·m′′. 
The proof of the next consequence of Proposition A.12 is of independent interest.
Corollary A.13 (V. Drinfeld). Let Γ be a finite p-group, let ρ be an irreducible
representation of Γ over Qℓ, and let Autρ(Γ) be the stabilizer of the isomorphism
class of ρ in Aut(Γ). Thus ρ defines a projective representation of Autρ(Γ), and
therefore a central extension of Autρ(Γ) by Q
×
ℓ . We write αρ ∈ H
2
(
Autρ(Γ),Q
×
ℓ
)
for its cohomology class. Then αρ belongs to the image of the natural map
H2
(
Autρ(Γ), µpr
)
−→ H2
(
Autρ(Γ),Q
×
ℓ
)
,
where pr is the exponent of Γ.
Proof. If µE ⊂ E
× denotes the group of all roots of unity in E = Q(µpr), then
Proposition A.12 implies that αρ belongs to the image of the natural map
H2
(
Autρ(Γ), µE
)
−→ H2
(
Autρ(Γ),Q
×
ℓ
)
.
The group µE is isomorphic to µpr ⊕ B, where B has order 2 if p 6= 2 and B = 0 if
p = 2. So to finish the proof of the corollary, it suffices to show that αρ is annihilated
by a power of p. Now αρ comes from a central extension
1 −→ E× −→ Π −→ Autρ(Γ) −→ 1.
The homomorphism det : Π −→ E× induces on E× the map λ 7→ λdim(ρ). So αρ is
annihilated by dim(ρ), which is a power of p. 
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