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Resu´men
Buena colocacio´n para la ecuacio´n Korteweg-de Vries modificada en
H2(R)
Fredy Andre´s Ortiz Diaz
Asesor: Jose´ Rau´l Luyo Sanchez
En este trabajo probamos resultados de buena colocacio´n global para la ecuacio´n de Korteweg-
de Vries modificada en el espacio de Sobolev H2(R) usando los argumentos probados por A.
V. Famiskii em [4] y basada en los argumentos presentados por Peter E. Zhidkov em [22].
Palabras-clave: Ecuacio´n de Korteweg-de Vries modificada, problema de Cauchy mKdV.
v
Abstract
Well posedness for modified Korteweg-de Vries equation in H2(R)
Fredy Andre´s Ortiz Diaz
Adviser: Jose´ Rau´l Luyo Sanchez
In this work we prove global well-posedness results for the Cauchy problem associate to the
modified Korteweg-de Vries equation in Sobolev space H2(R) using the arguments proved by
A. V. Famiskii in [4] and based on the arguments given by Peter E. Zhidkov in [22].
Keywords: Modified Korteweg-de Vries equation, Cauchy problem mKdV.
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Introduccio´n
El estudio de las propiedades cualitativas para las soluciones del problema de valor inicial
(PVI) asociado a ecuaciones de evolucio´n no-lineales que modelan feno´menos f´ısicos aumento´
bastante en las u´ltimas de´cadas.
En este trabajo estamos interesados en estudiar la buena colocacio´n del (PVI), tambie´n
conocido como Problema de Cauchy, asociado a la ecuacio´n de Korteweg-de Vries modificada
(mKdV), esto es, estudiaremos el modelo:
(1)
∂tu(x, t) + ∂3xu(x, t) + λu2(x, t)∂xu(x, t) = 0, (x, t) ∈ R2, λ = ±1,u(x, 0) = u0(x), x ∈ R,
donde u : R2 −→ R en el instante inicial u(x, 0) = u0(x) sera´ considerado en un espacio de
funciones adecuado.
En nuestras palabras, buena colocacio´n significa hallar existencia en cierto sentido espe-
cificado en el Cap´ıtulo (2), unicidad de la solucio´n, y adema´s dependencia continua, esto
u´ltimo, debido a que en muchos casos los datos iniciales son tomados en laboratorio, por tan-
to existe la posibilidad de un error mı´nimo, se busca entonces soluciones a nuestro problema
(1) tales que si cambiamos un poco el valor inicial, las soluciones correspondientes no var´ıen
demasiado.
Este modelo es aplicado en diversas a´reas de la fisica; por ejemplo, aparece en el contexto
de ondas electromagne´ticas, en colisiones de plasmas, [9], en redes de fonones armo´nicos [19],
en interfaces de ondas entre dos l´ıquidos con profundidades variando gradualmente [7], en
io´n (solito´n) acu´sticos [13],[20],[21], media ela´stica [14] y es aplicada tambie´m en problemas
de flujo de tra´ficos [10],[16],[17].
En este trabajo vamos a probar la buena colocacio´n global del modelo (1) en el espacio
de Sobolev H2(R), de manera ma´s precisa probaremos la existencia, unicidad y dependencia
continua de las soluciones con datos iniciales en este espacio. Usaremos el me´todo de Regula-
rizacio´n Parabo´lica. Esta parte del trabajo sera´ desarrollada en el Cap´ıtulo 2, tomando como
base principal el art´ıculo de A. V. Faminskii [4], donde los conceptos y definiciones sera´n
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dados con mayor detalle usando los argumentos de P. Zhidkov [22].
Si bien es cierto, la ecuacio´n (1) admite otras posibles demostraciones para probar la buena
colocacio´n, como por ejemplo usando Semigrupos, la eleccio´n del me´todo y nuestras refe-
rencias se deben a que uno de nuestros objetivos principales es conseguir que un estudiante
de pre grado familiarizado con los conceptos ba´sicos de ana´lisis matema´tico y ecuaciones
diferenciales parciales logre entender y aplicar a casos ma´s generales lo expuesto en esta
tesis.
Antes de demostrar los resultados te´cnicos en el Cap´ıtulo 2, en el Cap´ıtulo 1 presentamos
algunos resultados preliminares de ana´lisis que sera´n de utilidad para obtener los resultados
deseados.
x
Cap´ıtulo 1
Preliminares
En este cap´ıtulo daremos algunos conceptos y resultados ba´sicos del ana´lisis que sera´n
utilizados en el transcurrir del trabajo.
1.1. Desigualdades elementales
A seguir probaremos algunas desigualdades cla´sicas que sera´n u´tiles en la prueba de los
resultados principales.
Proposicio´n 1.1 (Desigualdad de Young). Sean a, b, p y q nu´meros positivos tales que
1
p
+ 1
q
= 1. Entonces se cumple la siguiente desigualdad
(1.1) ab ≤
ap
p
+
bq
q
.
Demostracio´n. La aplicacio´n x 7→ ex es convexa, luego
ab = elog a+log b = e
1
p
log ap+ 1
q
log bq ≤
1
p
elog a
p
+
1
q
elog b
q
=
ap
p
+
bq
q
,
conforme anunciado.
Lema 1.1 (Desigualdad de Young com ǫ). Para a , b , ǫ > 0
ab ≤ ǫap + Cǫb
q,
donde Cǫ = (ǫp)
− q
p q−1.
Demostracio´n. Aplicar la desigualdad de Young en
ab =
(
(ǫp)
1
pa
)( b
(ǫp)
1
p
)
.
1
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Proposicio´n 1.2. Sean dos nu´meros reales a, b ≥ 0. Para todo s ≥ 0, existen constantes
positivas ms y Ms, dependiendo apenas de s, tales que
(1.2) ms(a
s + bs) ≤ (a+ b)s ≤Ms(a
s + bs).
Demostracio´n. Si a = 0 no hay nada a probar. Asumamos a > 0. La desigualdad (1.2) es
equivalente a la desigualdad
(1.3) ms
[
1 +
(
b
a
)s]
≤
(
1 +
b
a
)s
≤Ms
[
1 +
(
b
a
)s]
.
Por lo tanto, es suficiente probar que existen constantes positivas ms e Ms tales que
(1.4) ms(1 + r
s) ≤ (1 + r)s ≤Ms(1 + r
s),
para todo r > 0. En efecto, consideremos la funcio´n
F (r) =
(1 + r)s
1 + rs
.
Observe que para todo r, s ≥ 0 tenemos 1 ≤ (1+r)s y rs ≤ (1+r)s. Luego, 1+rs ≤ 2(1+r)s,
consecuentemente
(1.5)
1
2
≤
(1 + r)s
1 + rs
.
Por otro lado, para r > 1 se tiene (1 + r)s ≤ (r + r)s = (2r)s. Por tanto,
(1 + r)s ≤ 2s(1 + rs), esto es,
(1 + r)s
1 + rs
≤ 2s.
La funcio´n F (r) es continua en [0, 1] y no se anula en ese intervalo, luego, existe µs =
ma´x
r∈[0,1]
{
(1 + r)s
1 + rs
}
. Tomando Ms = mı´n
{
2s, µs
}
, vemos que
(1.6)
(1 + r)s
1 + rs
≤Ms.
De las desigualdades (1.5) y (1.6) concluimos que
1
2
≤ F (r) ≤Ms,
Como quer´ıamos probar.
Ahora vamos a probar otro resultado cla´sico y bastante importante, la desigualdad de
Gronwall.
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Proposicio´n 1.3. Sea f : [t0, T ] −→ R una funcio´n continua no negativa. Supongamos
adema´s que existen constantes no negativas a y b tales que
(1.7) f(t) ≤ b+ a
∫ t
t0
f(s)ds,
para todo t0 ≤ t ≤ T . Entonces, vale la desigualdad f(t) ≤ be
a(t−t0), para todo t0 ≤ t ≤ T .
Demostracio´n. Sea F (t) =
∫ t
t0
f(s)ds. Si t ∈ [t0, T ], entonces por el teorema fundamental
del ca´lculo y por (1.7) tenemos
F ′(t) ≤ f(t) ≤ b+ aF (t).
Integrando esta desigualdad en [t0, t] obtenemos
1
a
ln
(
b+ aF (t)
b
)
≤ t− t0.
Por lo tanto, f(t) ≤ b+ aF (t) ≤ bea(t−t0). Como quer´ıamos mostrar.
1.2. Elementos de ana´lisis funcional
Comenzamos por definir los espacios Lp(I), donde I es un intervalo de recta o´ I = R.
Definicio´n 1.1. Sea 1 ≤ p ≤ ∞ e I ⊆ R. Denotaremos por Lp(I) el conjunto de todas las
funciones f : I → R medibles segu´n Lebesgue, tales que
(1.8) ‖f‖Lp(I) =

(∫
I
|f(x)|pdx
)1/p
<∞, si 1 ≤ p <∞,
inf
{
r : |f(x)| ≤ r, c.t.p x ∈ I
}
<∞, si p =∞.
Si I = R denotaremos || · ||Lp = || · ||Lp(R). Los espacios L
p(I) son espacios de Banach y
en particular L2(I) es espacio de Hilbert con relacio´n al producto interno
〈u, v〉L2(I) =
∫
I
u(x)v(x)dx.
Adema´s, vale el siguiente resultado importante.
Teorema 1.1 (Desigualdad de Ho¨lder). Sean p, q ≥ 1 con
1
p
+
1
q
= 1, I un intervalo o
R. Si f ∈ Lp(I), g ∈ Lq(I), entonces fg ∈ L1(I) y vale la desigualdad
(1.9) ‖fg‖L1(I) ≤ ‖f‖Lp(I) ‖g‖Lq(I) .
3
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Demostracio´n. Si
p = 1 → q =∞
p =∞ → q = 1
, tenemos
∫
I
|f(x)g(x)|dx ≤ ||g||∞||f ||1(1.10)
Veamos el caso 1 < p <∞. Debemos recordar la desigualdad de Young:
ab ≤
1
p
ap +
1
q
bq, ∀ a, b ≥ 0
Considere a = |f(x)|, b = |g(x)|, entonces
|f(x)g(x)| ≤
1
p
|f(x)|p +
1
q
|g(x)|q
Integrando tenemos
(1.11)
∫
I
|fg| dx ≤
1
p
∫
I
|f(x)|p dx︸ ︷︷ ︸
<∞
+
1
q
∫
I
|g(x)|q dx︸ ︷︷ ︸
<∞
Luego fg ∈ L1(I).
Ahora, en lugar de considerar f usar λf, λ > 0
λ
∫
I
|fg|dx ≤
λp
p
||f ||pp +
1
q
||g||qq
luego
(1.12)
∫
I
|fg|dx ≤
λp−1
p
||f ||pp +
1
qλ
||g||qq
Tomemos
λp−1
p
=
||g||q
2||f ||p−1p
⇒ λp−1 =
p
2
||g||q
||f ||p−1p
λ =
(p
2
) 1
p−1 ||g||
1
1−p
q
||f ||p
⇒
1
λ
=
(p
2
) 1
p−1 ||g||
1
1−p
q
||f ||p
de donde
(1.13)
1
λq
||g||qq =
1
qλ
(
2
p
) 1
1−p ||f ||p
||g||
1
p−1
q
||g||qq
Reemplazando (1.13) en (1.12) obtenemos∫
I
|fg|dx ≤
λp−1
p
||f ||pp +
1
qλ
||g||qq
<
1
2
||f ||p||g||q +
1
2
||f ||p||g||
q− 1
p−1
q
=
1
2
||f ||p||g||q +
1
2
||f ||p||g||
pq−q−1
p−1
q
= ||f ||p||g||q
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Estamos usando el hecho que
1
p
+
1
q
= 1 implica p = pq − q.
Observacio´n 1.1. En algunas ocasiones usaremos una generalizacio´n de la desigualdad de
Ho¨lder. Para mayores detalles, revisar [3].
Teorema 1.2 (Desigualdad de Interpolacio´n). Suponga f ∈ Lp(Rn)
⋂
Lq(Rn), con p < q
entonces f ∈ Lr(Rn) para todo r ∈ [p, q]. Adema´s,
||f ||r ≤ ||f ||
θ
p||f ||
1−θ
q ,
donde
1
r
=
θ
p
+
1− θ
q
.
Demostracio´n. Note que
1
r
=
1
p
θ
+
1
q
1− θ
⇒ 1 =
1
p
rθ
+
1
q
r(1− θ)
Llamemos p′ =
p
rθ
, q′ =
q
r(1− θ)
→ 1 =
1
p′
+
1
q′
Por otro lado, dado que f ∈ Lp(Rn), entonces f rθ ∈ L
p
rθ (Rn) = Lp
′
(Rn).
Ana´logamente, dado que f ∈ Lq(Rn), entonces f (1−θ)r ∈ L
q
(1−θ)r (Rn) = Lq
′
(Rn). Aplicando el
Teorema de Ho¨lder para p′, q′ obtenemos
|f |rθ|f |(1−θ)r = |f |r ∈ L1(Rn).
As´ı, || |f |r||1 ≤ || |f |
rθ||p′ || |f |
(1−θ)r||q′ .
Luego,
||f ||rr ≤
(∫
Rn
|f |rθp
′
dx
) 1
p′
(∫
Rn
|f |(1−θ)rq
′
dx
) 1
q′
||f ||rr ≤
(∫
Rn
|f |p dx
) rθ
p
(∫
Rn
|f |q dx
) r(1−θ)
q
||f ||r ≤ ||f ||
θ
p||f ||
1−θ
q .
1.2.1. Convergencias en un espacio normado
Sea N un espacio normado con norma ‖ · ‖N . Por N
′ denotamos el dual topolo´gico de
N , que es el conjunto de todos los funcionales lineales y continuos definidos en N . En N ′ se
define la norma
‖f‖N ′ := sup
{
|〈f, ξ〉|; ξ ∈ N ; ‖ξ‖ = 1
}
,
5
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con la cual N ′ es un espacio de Banach. Podemos ahora introducir las siguientes definiciones
de convergencia.
Definicio´n 1.2 (Convergencia fuerte). Decimos que la sucesio´n (ξn)n≥1 ⊂ N converge
fuertemente para ξ en N , o, simplemente, (ξn)n≥1 converge para ξ en N , y denotamos ξn → ξ
en N cuando
‖ξn − ξ‖N → 0.
Definicio´n 1.3 (Convergencia de´bil). Decimos que (ξn)n≥1 ⊂ N converge de´bilmente para
ξ en N , y denotamos ξn ⇀ ξ en N cuando
〈f, ξn〉 → 〈f, ξ〉 , para cada f ∈ N
′.
Ahora, sean (fn)n≥1 una sucesio´n de elementos de N
′ y f ∈ N ′.
Definicio´n 1.4 (Convergencia de´bil*). Decimos que (fn)n≥1 converge de´bil estrella para
f en N ′, denotamos fn
∗
⇀ f en N ′ cuando
〈fn, ξ〉 → 〈f, ξ〉 , para cada ξ ∈ N .
Es posible definir una topolog´ıa en N llamada de topolog´ıa de´bil que induce la conver-
gencia de´bil enunciada en la definicio´n (1.3). Tambie´n se puede definir una topolog´ıa en N ′
llamada topolog´ıa de´bil* que induce la convergencia de´bil*. Cuando se procede de esta forma,
las convergencias nume´ricas usadas en las definiciones arriba pasan a ser una consecuencia de
la manera como las topolog´ıas son definidas. Para ma´s detalles al respecto de estas topolog´ıas
consulte Oliveira ([18], p.104).
Uno de los motivos para definir la topolog´ıa de´bil* es el teorema de Alaoglu. Si dimN ′ =∞
se sabe que BN ′(0; 1) no es compacta en la topolog´ıa usual de N
′ ([18], p.11). Sin embargo,
se tiene el siguiente teorema.
Teorema 1.3 (Alaoglu). Si N es un espacio normado, entonces la bola cerrada BN ′(0; 1)
es compacta en la topolog´ıa de´bil*.
Demostracio´n. Consultar ([18], p. 108).
Las principales relaciones entre estas convergencias sera´n indicadas en la siguiente pro-
posicio´n.
Proposicio´n 1.4. Sean (ξn)n≥1 una sucesio´n de elementos en N , (fn)n≥1 una sucesio´n de
elementos en N ′, ξ ∈ N , y f ∈ N ′. Se cumplen:
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(i) Si ξn → ξ en N entonces ξn ⇀ ξ en N ,
(ii) Si ξn ⇀ ξ en N , entonces ‖ξn‖ es limitada y ‖ξ‖ ≤ l´ım inf
n
‖ξn‖,
(iii) Si ξn ⇀ ξ en N y fn → f en N
′ entonces 〈fn, ξn〉 → 〈f, ξ〉,
(iv) Si fn ⇀ f en N
′ entonces fn
∗
⇀ f en N ′,
(v) Si fn
∗
⇀ f en N ′ y ξn → ξ en N , entonces 〈fn, ξn〉 → 〈f, ξ〉,
(vi) Si N es un espacio de Hilbert entonces ξn → ξ en N si y solamente si ξn ⇀ ξ en N y
‖ξn‖ → ‖ξ‖.
1.3. Algunas notas sobre distribuciones
En esta seccio´n presentamos resultados ba´sicos de la teor´ıa de distribuciones en R.
Definicio´n 1.5. Una funcio´n real f de clase C∞ definida en R esta´ en el espacio de Schwartz
si para todo par de nu´meros enteros no negativos m y n existe una constante Cm,n tal que
(1.14) pm,n(f) = sup
x∈R
∣∣xmf (n)(x)∣∣ ≤ Cm,n <∞.
Denotaremos por S(R) al conjunto de las funciones que pertenecen al espacio de Schwartz.
Definicio´n 1.6. Decimos que una sucesio´n (ϕj)j≥1 ⊂ S(R) converge para cero, si para todo
m,n ∈ N0 tenemos
pm,n(ϕj)→ 0 cuando j →∞.
Si ϕ ∈ S(R), decimos que la sucesio´n (ϕj)j≥1 de elementos en S(R) converge para ϕ en
S(R), cuando la sucesio´n (ϕj − ϕ)j≥1 converge para cero en el sentido dado en la definicio´n
(1.6).
Ahora vamos a definir la transformada de Fourier en S(R).
Definicio´n 1.7. La transformada de Fourier de una funcio´n f ∈ S(R), denotada por f̂ es
definida mediante la siguiente expresio´n
(1.15) f̂(ξ) =
∫
R
e−2πiξxf(x)dx.
La pro´xima proposicio´n resume las principales propiedades de la Transformada de Fourier
en el espacio de Schwartz.
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Proposicio´n 1.5. Sean f , g en S(R), y ∈ R, b ∈ R, m ∈ N y t > 0, entonces se cumplen
(i) ‖f̂‖L∞ ≤ ‖f‖L1,
(ii) f̂ + g = f̂ + ĝ,
(iii) b̂f = bfˆ ,
(iv) (f (m))ˆ (ξ) = (2πiξ)mfˆ(ξ),
(v) fˆ ∈ S(R),
Demostracio´n. Consultar [6].
Las formas lineales definidas en S(R), continuas en el sentido de la convergencia definida
en S(R) se denominan distribuciones temperadas. El espacio vectorial de todas las distribu-
ciones temperadas con la convergencia puntual de sucesiones sera´ representado por S ′(R).
As´ı
l´ım
j→∞
Tj = T en S
′(R) si l´ım
j→∞
〈Tj, ϕ〉 = 〈T, ϕ〉.
El siguiente teorema es muy importante para estimar derivadas de funciones en Lp(R) y sera´
de mucha utilidad en el Cap´ıtulo 2.
Proposicio´n 1.6 (Desigualdad de Gagliardo-Nirenberg). Sean q, r ∈ [1,+∞) y adema´s
j,m ∈ N0, tales que 0 ≤ j ≤ m. Entonces
(1.16) ‖f (j)‖Lp ≤ C(j,m, q, r, θ)‖f
(m)‖
θ
Lq‖f‖
1−θ
Lr ,
para todo θ ∈
[
j
m
, 1
]
y p satisfaciendo
1
p
= j + θ
(
1
q
−m
)
+ (1− θ)
1
r
.
Demostracio´n. Consultar [5].
Teorema 1.4. Sea 1 ≤ p <∞. La aplicacio´n inclusio´n
i : S(R) −→ Lp(R)
ϕ 7−→ i(ϕ) = ϕ,
es continua y densa, esto es,
i) S(R) ⊂ Lp(R).
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ii) S(R) = Lp(R), donde la clausura es considerada en la norma || · ||Lp.
iii) Existen constantes positivas Cm,n, M , N , C := sup{Cm,n : 1 ≤ m ≤ M, 1 ≤ n ≤ N}
tales que
(1.17) ‖ϕ‖Lp ≤ C
M∑
m=1
N∑
n=1
pm,n(ϕ), para cadaϕ ∈ S(R).
La prueba de este resultado puede ser encontrada en [3].
Es fa´cil probar que si ϕ ∈ S(R) entonces xmϕ(n)(x) ∈ S(R). As´ı, utilizando el teorema
1.4 podemos definir en S(R) la siguiente familia de seminormas:
(1.18) p˜m,n(ϕ) = ‖x
mϕ(n)(x)‖L2 .
El siguiente resultado nos da una forma equivalente de generar la topolog´ıa de S(R) y sera´
de utilidad para obtener parte de los resultados que sera´n presentados en el Cap´ıtulo 2.
Ana´logamente, decimos que (ϕj)j≥1 ⊂ S(R) converge para ϕ ∈ S(R) con relacio´n a la familia
(1.18) si p˜m,n (ϕj − ϕ)
j→∞
−→ 0, ∀m, n ∈ N0.
Proposicio´n 1.7. Valen las siguientes afirmaciones
a) p˜m,n(ϕj)
j→∞
−→ 0 si y solo si p˜m,0(ϕj)
j→∞
−→ 0 y p˜0,n(ϕj)
j→∞
−→ 0.
b) pm,n(ϕj)
j→∞
−→ 0 si y solo si p˜m,n(ϕj)
j→∞
−→ 0
Demostracio´n. Observe que basta probar que las seminormas son uniformemente equivalen-
tes.
a) La condicio´n es necesaria por ser un caso particular de la hipo´tesis. Para la suficiencia
notamos que
p˜2m,n(ϕ) =
∫ +∞
−∞
x2m
(
ϕ(n)(x)
)2
dx = (−1)n
∫ +∞
−∞
ϕ(x)
dn
dx
(
x2mϕ(n)(x)
)
dx,
ahora, usando la siguiente igualdad
dn
dx
(
x2mϕ(n)(x)
)
=
∑
0≤k≤n
Cm,k,n x
2m−kϕ(2n−k)(x)
=
∑
0≤k≤min{n,2m}
Cm,k,n x
2m−kϕ(2n−k)(x).
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Aplicando las desigualdades de Cauchy- Schwarz y Young
p˜2m,n(ϕ) ≤ Cm,n
∑
0≤k≤mim{n,2m}
(∫ +∞
−∞
ϕ2(x)x2(2m−k)dx
) 1
2
(∫ +∞
−∞
(
ϕ(2n−k)(x)
)2
dx
) 1
2
≤ Cm,n
∑
0≤k≤mim{n,2m}
{∫ +∞
−∞
ϕ2(x)x2(2m−k)dx+
∫ +∞
−∞
(
ϕ(2n−k)(x)
)2
dx
}
≤ Cm,n
∑
0≤k≤mim{n,2m}
{
p˜22m−k,0(ϕ) + p˜
2
0,2n−k(ϕ)
}
.
b) Sea ϕ ∈ S(R) y estimemos p˜m,n(ϕ) como sigue
p˜2m,n(ϕ) =
∫ +∞
−∞
x2m
(
ϕ(n)(x)
)2
dx
=
∫ +∞
−∞
x2m
(
1 + x2
) (
ϕ(n)(x)
)2 1
(1 + x2)
dx
≤
(
p2m,n(ϕ) + p
2
m+1,n(ϕ)
)∫ +∞
−∞
1
1 + x2
dx
≤ C
(
p2m,n(ϕ) + p
2
m+1,n(ϕ)
)
.
Por otro lado, usando (1.1) y (1.16) tenemos
p2m,n(ϕ) =
{
sup
x∈R
∣∣xmϕ(n)(x)∣∣}2 ≤ C∥∥xmϕ(n)(x)∥∥
L2
∥∥∥∥ ddx (xmϕ(n)(x))
∥∥∥∥
L2
≤ Cm
∥∥xmϕ(n)(x)∥∥
L2
∥∥xm−1ϕ(n)(x)∥∥
L2
+ C
∥∥xmϕ(n)(x)∥∥
L2
∥∥xmϕ(n+1)(x)∥∥
L2
≤ Cm
{∥∥xmϕ(n)(x)∥∥2
L2
+
∥∥xm−1ϕ(n)(x)∥∥2
L2
+
∥∥xmϕ(n+1)(x)∥∥2
L2
}
= Cm
{
p˜2m,n(ϕ) + p˜
2
m−1,n(ϕ) + p˜
2
m,n+1(ϕ)
}
.
1.4. Espacios de Sobolev
Fijando 1 ≤ p ≤ ∞, para k un entero no negativo, definimos ahora un cierto espacio
de funciones, cuyos miembros tienen derivada en el sentido de las distribuciones de varios
o´rdenes pertenecientes a espacios Lp(R).
Definicio´n 1.8. El espacio de Sobolev W k,p(R) consiste de todas las funciones u : R −→ R
tales que para cada entero m con m ≤ k, Dmu existe en el sentido de las distribuciones
perteneciendo a Lp(R).
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Si u ∈ W k,p(R) definimos su norma por
‖u‖Wk,p(R) =

(∑
m≤k
∫ +∞
−∞
(
Dmu(x)
)p
dx
) 1
p
(1 ≤ p <∞)
∑
m≤k
sup
x∈R
ess
∣∣Dmu(x)∣∣ (p =∞)
Definicio´n 1.9. Sea (um)m≥1, u ∈ W
k,p(R). Decimos que (um)m≥1 converge para u en
W k,p(R), escribimos
um → u, en W
k,p(R),
si
l´ım
m→∞
‖um − u‖Wk,p(R) = 0.
Teorema 1.5 (espacio de Sobolev como espacio de funciones). Para cada k ≥ 1 y
1 ≤ p ≤ ∞. El espacio de Sobolev W k,p(R) es un espacio de Banach.
Demostracio´n. Consultar [3].
El caso particular p = 2 es u´til en las aplicaciones y en este caso el espacio de Sobolev
W k,2(R) es representado porHk(R). El espacioHk(R) es un espacio de Hilbert con el producto
escalar dado por
〈u, v〉Hk =
∑
m≤k
〈Dmu,Dmv〉L2 ,
para todo u, v ∈ Hk(R), y se denomina espacio de Sobolev de orden k.
Definicio´n 1.10. Denotamos por W k,p0 (R) la cerradura de C
∞
0 (R) en W
k,p(R).
As´ı u ∈ W k,p0 (R) si y so´lo si existe una sucesio´n de funciones (um)m≥1 ∈ C
∞
0 (R) tal que
um → u en W
k,p(R).
En el caso p = 2 vamos a denotar por Hk0 (R) = W
k,2
0 (R).
Definicio´n 1.11. Sean 1 ≤ p < ∞ y 1 < q ≤ ∞ tal que
1
p
+
1
q
= 1. Representamos por
W−k,q(R) al dual topolo´gico de W k,p(R).
El dual topolo´gico de Hk(R) se denota por H−k(R). A seguir veremos otra caracterizacio´n
de los espacios Hm(R), m entero positivo.
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Proposicio´n 1.8. Hm(R) coincide con
{
u ∈ S ′(R);
(
1 + |x|2
)m
2 uˆ ∈ L2(R)
}
. Definimos
(1.19) |||u|||m = ‖(1 + |x|
2)
m
2 uˆ‖L2 ,
la aplicacio´n u 7−→ |||u|||m de H
m(R) −→ R+ es una norma equivalente a la norma de
Sobolev ‖ · ‖Hm.
Proposicio´n 1.9. Hm(R) es un espacio de Hilbert y S(R) esta´ continuamente inmerso en
Hm(R), siendo all´ı denso.
Sea m ≥ 0 e H−m(R) =
(
Hm(R)
)′
el dual de Hm(R). De la proposicio´n anterior resulta
que
S(R) →֒ Hm(R) →֒ H−m(R) →֒ S ′(R),
donde →֒ representa inmersio´n continua.
Denotamos por ‖f‖H−s(R) la norma de una forma lineal continua f ∈ H
−s(R), esto es,
‖f‖H−s(R) = sup
{
|〈f, u〉|; u ∈ Hs(R), ‖u‖Hs(R) = 1
}
.
Proposicio´n 1.10. Son verdaderas las siguientes afirmaciones
i) H−s(R) = {f ∈ S ′(R); (1 + |x|2)
−s
2 fˆ ∈ L2(R)},
ii) ‖f‖H−s(R) = ‖(1 + |x|
2)
−s
2 fˆ‖L2(R) para toda f ∈ H
−s(R).
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Cap´ıtulo 2
Ecuacio´n mKdV
Antes de enunciar el principal resultado que probaremos en este cap´ıtulo definimos lo que
significa buena colocacio´n para el problema de Cauchy asociado a una ecuacio´n de evolucio´n
abstracta.
Sea X un espacio de Banach con norma || · || e I ⊂ R un intervalo de la recta. Sea
u :I −→ X
t 7−→ u(·, t).
Definimos C
(
I;X
)
=
{
u : I −→ X ; u(·, t) es continua y limitada en I
}
, y su norma∥∥u∥∥
C(I;X )
= sup
t∈I
‖u(·, t)‖.
Ana´logamente, definamos
C1
(
I;X
)
=
{
u : I −→ X ; u(·, t), ∂tu(·, t) son continuas y limitadas en I
}
,
y su norma
∥∥u∥∥
C1(I;X )
= ma´x
{
sup
t∈I
‖u(·, t)‖, sup
t∈I
‖∂tu(·, t)‖
}
.
Definicio´n 2.1 (buena colocacio´n). Dados X e Y espacios de Banach y T0 ∈ (0,∞),
decimos que el problema de Cauchy
(2.1)
∂tu(t) = F (t, u(t)) ∈ X ,u(0) = φ ∈ Y ,
donde F : [0;T0]× Y −→ X es una funcio´n continua, es localmente bien puesto si
(a) Existe T ∈ (0, T0] y una funcio´n u ∈ C([0, T ];Y) tal que u(0) = φ y la ecuacio´n
diferencial se satisface en el sentido que
l´ım
h→0
∥∥∥∥u(t+ h)− u(t)h − F (t, u(t))
∥∥∥∥
X
= 0, ∀ t ∈ [0, T ],
donde las derivadas en 0 y T son calculadas por la derecha e izquierda respectivamente;
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(b) El problema (2.1) tiene como ma´ximo una solucio´n en C([0, T ];Y).
(c) La aplicacio´n φ −→ u es continua. Ma´s precisamente, sean φn ∈ Y, n ≥ 1, tales que
φn
Y
−→ φ, y sean un ∈ C([0, Tn];Y) correspondientes soluciones. Para T ∈ (0;T0),
entonces las soluciones un pueden ser extendidas al intervalo [0, T ] para todo n sufi-
cientemente grande y
l´ım
n→∞
sup
[0,T ]
‖un(t)− u(t)‖Y = 0.
Si cualesquiera de estas condiciones no es satisfecha, el problema es llamado mal puesto.
Finalmente, si F (t, ·) esta´ definida en [0,+∞) y (a), (b), y (c) son va´lidas en [0, T ], para todo
T > 0 diremos que (2.1) es bien puesto globalmente.
Nuestro objetivo es demostrar la buena colocacio´n global para la ecuacio´n Korteweg-de
Vries modificada (mKdV), modelada por
(2.2)
∂tu+ ∂3xu+ λu2∂xu = 0, (x, t) ∈ R× R+ , λ = ±1,u(x, 0) = u0(x), x ∈ R,
donde u : R2 → R y el dato inicial u0 es considerado en el espacio H
2(R), que en el resto del
texto sera´ denotado por H2.
Definicio´n 2.2. Sea u0 ∈ H
2. Una funcio´n u(·, t) ∈ C
(
[0, T ];H2
)
∩ C1
(
[0, T ];H−1
)
es
solucio´n de (2.2) si
i) u(·, 0) = u0.
ii) l´ım
h→0
∥∥∥∥u(·, t+ h)− u(·, t)h − ∂3xu(·, t)− λu2(·, t)∂xu(·, t)
∥∥∥∥
H−1
= 0 para todo t ∈ [0, T ].
Observemos que de acuerdo con la definicio´n 2.1 en este caso particular estamos conside-
rando Y = H2 y X = H−1.
De manera ma´s precisa, el resultado principal de este cap´ıtulo es el siguiente.
Teorema 2.1. El problema de Cauchy (2.2) es globalmente bien puesto en H2 en el sentido
de la definicio´n (2.1), adema´s, u ∈ C1
(
[0, T ];H−1
)
para todo T > 0.
La prueba de este resultado sera´ realizada en varias etapas usando un me´todo conocido
como regularizacio´n parabo´lica. El cap´ıtulo esta´ estructurado de la siguiente manera: en la
seccio´n 2.1 obtenemos dos cantidades conservadas por el flujo de la ecuacio´n que sera´n de
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mucha utilidad para ciertas desigualdades. En seguida, en la seccio´n 2.2, encontramos para
cada 0 < ε < 1 una solucio´n global w(x, t; ε) en el espacio S(R) para el problema regularizado
(2.3)
∂tu+ ∂3xu+ ε∂4xu+ λu2∂xu = 0, (x, t) ∈ R× R+ y λ = ±1,u(x, 0) = u0(x), x ∈ R,
con datos iniciales tomados en el espacio S(R). Adema´s, buscamos que las soluciones sean
convergentes para una solucio´n global w(x, t; ε) en S(R) para el problema original (2.2). En la
seccio´n 2.3 probaremos desigualdades a priori para el problema regularizado. Finalmente, en
la seccio´n (2.4), usando las soluciones regulares obtenidas en S(R) probaremos la existencia
de soluciones en H2 satisfaciendo las exigencias iniciales.
2.1. Leyes de conservacio´n
A seguir mostraremos dos funcionales importantes que son conservados por el flujo de la
ecuacio´n Korteweg-de Vries modificada. 1
Proposicio´n 2.1. Sea u(·, t) una solucio´n regular para la ecuacio´n (2.2) con dato inicial
u0 ∈ S(R). Entonces,
M
[
u(·, t)
]
=
∫ +∞
−∞
u2(x, t)dx = M
[
u0
]
,(2.4)
E
[
u(·, t)
]
=
∫ +∞
−∞
{
1
2
(∂xu)
2 − λ
u4
12
}
dx = E
[
u0
]
,(2.5)
para todo t ≥ 0.
Demostracio´n. Sea u solucio´n regular de (2.2), entonces multiplicando el lado izquierdo de
la ecuacio´n (2.2) por u obtenemos
u∂tu+ λu
3∂xu+ u∂
3
xu = u∂tu+
[(
∂xu∂
2
xu+ u∂
3
xu
)
− ∂xu∂
2
xu+ λu
3∂xu
]
,
que podemos reescribir en la forma
∂t
(
u2
2
)
= −∂x
(
u∂2xu−
(∂xu)
2
2
+ λ
u4
4
)
.
1 La prueba sera´ realizada sobre la hipo´tesis de la existencia de soluciones regulares con decaimiento a
cero en el infinito.
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Integrando con relacio´n a la variable espacial y usando el hecho que la solucio´n pertenece al
espacio S(R) obtenemos
1
2
d
dt
∫ +∞
−∞
u2(x, t)dx =
∫ +∞
−∞
∂t
(
1
2
u2
)
dx
= −
∫ +∞
−∞
∂x
(
u∂2xu−
(∂xu)
2
2
+ λ
u4
4
)
dx = 0,
o sea, ∫ +∞
−∞
u2(x, t)dx =
∫ +∞
−∞
u20(x)dx,
de donde sigue (2.4).
Por otro lado, derivando (2.2) con relacio´n a la variable espacial obtenemos
(2.6) ∂2xtu+ ∂
4
xu+ λ∂x
(
u2∂xu
)
= 0.
Multiplicando (2.6) por ∂xu e integrando con respecto a x se tiene∫ +∞
−∞
∂2txu∂xudx+
∫ +∞
−∞
∂4xu∂xudx+ λ
∫ +∞
−∞
∂x
(
u2∂xu
)
∂xudx = 0.
Usando integracio´n por partes tenemos entonces que
1
2
d
dt
∫ +∞
−∞
(∂xu)
2
dx = −λ
∫ +∞
−∞
∂x
(
u2∂xu
)
∂xu dx
=
λ
3
∫ +∞
−∞
∂x
(
u3
)
∂2xu dx
= −
λ
3
∫ +∞
−∞
u3∂3xu dx.
(2.7)
Usando de nuevo la ecuacio´n (2.2) en (2.7) obtenemos
1
2
d
dt
∫ +∞
−∞
(∂xu)
2
dx = −
λ
3
∫ +∞
−∞
u3
(
− ∂tu− λu
2∂xu
)
dx
=
λ
3
∫ +∞
−∞
u3∂tu dx+
1
3
∫ +∞
−∞
u5∂xu dx
=
λ
12
d
dt
∫ +∞
−∞
u4dx.
As´ı,
d
dt
∫ +∞
−∞
{
1
2
(∂xu(x, t))
2 −
λ
12
u4(x, t)
}
dx = 0,
por lo tanto, vale (2.5).
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2.2. Solucio´n local
Definicio´n 2.3. Una funcio´n u : R× [0.T ) −→ R pertenece al espacio C∞
(
[0, T );S
)
si
i) u ∈ C∞
(
R× [0, T )
)
;
ii) sup
(x,t)∈R×[0,T )
∣∣∣∣xk ∂m+nu(x, t)∂mt ∂nx
∣∣∣∣ <∞.
En esta seccio´n probaremos la existencia de soluciones locales para el problema (2.3), de
forma ma´s precisa mostraremos el resultado siguiente.
Proposicio´n 2.2. Sean u0 ∈ S(R) y ε un nu´mero real tal que 0 < ε < 1. Entonces, el
problema (2.3) tiene una u´nica solucio´n w(x, t; ε) ∈ C∞
(
[0, Tε);S
)
.
La prueba de este resultado sera´ realizada en varios pasos. Primero buscamos solucio´n
del problema (2.3) mediante un proceso iterativo.
2.2.1. Esquema iterativo
Considerando 0 < ε < 1 arbitrario, construiremos soluciones del problema (2.3) mediante
un proceso iterativo, esto es, para cada n ∈ N consideramos:
w1(x, t; ǫ) = u0(x),
wn(x, t; ǫ) solucio´n para el problema descrito a continuacio´n.
(2.8)
∂twn + ∂3xwn + ε∂4xwn = −λw2n−1∂xwn−1, (x, t) ∈ R× R+ , λ = ±1,wn(x, 0) = u0(x), x ∈ R.
Dado n ≥ 2 mostraremos que existe solucio´n u´nica wn(x, t; ε) ∈ C
∞
(
[0,+∞);S
)
para (2.8).
En efecto, haremos la prueba por induccio´n. Para n = 2 en (2.8)∂tw2 + ∂3xw2 + ε∂4xw2 = −λu20u′0, (x, t) ∈ R× R+ , λ = ±1,w2(x, 0) = u0(x), x ∈ R.
Aplicando la transformada de Fourier y sus propiedades obtenemos∂tŵ2(ξ, t) + (−8π3iξ3 + 16π4ξ4ε) ŵ2(ξ, t) = −λû20u′0(ξ), (ξ, t) ∈ R× R+ , λ = ±1,ŵ2(ξ, 0) = û0(ξ) ∈ S(R), ξ ∈ R.
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Fijando ξ ∈ R el problema anterior es una E.D.O de primer orden como funcio´n de t, entonces
obtenemos su solucio´n expl´ıcita, dada por
ŵ2(ξ, t) = û0(ξ)e
fε(ξ)t + λ
(
1− efε(ξ)t
fε(ξ)
)
û20u
′
0(ξ),
donde fε(ξ) = 8π
3ξ3 (i− 2πεξ).
As´ı, usando la transformada de Fourier inversa podemos escribir
w2(x, t; ε) =
(
H1(·, t) ∗ u0(·)
)
(x) + λ
(
H2(·, t) ∗ u
2
0u
′
0(·)
)
(x),
donde Ĥ1(ξ, t) = e
fε(ξ)t, Ĥ2(ξ, t) =
1− efε(ξ)t
fε(ξ)
= gε(ξ, t).
Como gε(ξ, t), e
fε(ξ) ∈ L1(Rξ) se tiene que H1(x, t) y H2(x, t) son continuas en relacio´n
a x. Adema´s, como u0 ∈ S(R) tenemos que H1(·, t) ∗ u0(·) e H2(·, t) ∗ u
2
0u
′
0(·) son C
∞ con
relacio´n a la variable x.
Haremos la prueba para la continuidad de w2(x, t; ε) como funcio´n del tiempo t, para
el primer termino de w2(x, t; ε) fijando T > 0, considere una sucesio´n (tk)k≥1 en [0, T ] que
converge para t0, entonces tenemos
I1(x, tk) :=
∫ +∞
−∞
(∫ +∞
−∞
(
1− efε(ξ)tk
fε(ξ)
)
e2πiξ(x−y)dξ
)
u0(y) dy.
Usando el teorema de la convergencia dominada de Lebesgue, tenemos que I1(x, tk)
k→∞
−→
I1(x, t0). Ana´logamente se prueba que para cada T > 0 w2(x, t; ε) ∈ C
∞
(
[0, T );S
)
.
Luego, suponga existe wn−1 ∈ C
∞
(
[0,+∞);S
)
. Siguiendo el proceso inductivo como en
el caso n=2, existe wn ∈ C
∞
(
[0, T );S
)
, para cada T > 0.
2.2.2. Estimacio´n para la norma H2 de las soluciones en un inter-
valo de tiempo dependiendo de ε
En esta seccio´n probaremos que la sucesio´n construida en el proceso iterativo es limitada
en el espacio C
(
[0, T (ε)];S
)
. Primero, usando la desigualdad de Gagliardo-Nirenberg (1.16)
tenemos ‖∂xw‖L2 ≤ ‖∂
2
xw‖
1
2
L2‖w‖
1
2
L2 , adema´s, por la definicio´n de la norma en el espacio H
2
y usando la desigualdad de Young (1.1) obtenemos
‖w‖2L2 + ‖∂
2
xw‖
2
L2 ≤ ‖w‖
2
H2 ≤
3
2
(
‖w‖2L2 + ‖∂
2
xw‖L2
)
.
As´ı, tenemos la siguiente equivalencia ‖w‖2H2
∼= ‖w‖
2
L2 + ‖∂
2
xw‖
2
L2 .
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Observacio´n 2.1. Una misma constante C denotara´ varias constantes que pueden ser dife-
rentes durante las estimaciones realizadas. Sin embargo, cuando el crecimiento o dependencia
de ciertas constantes con relacio´n a los para´metros sea importante haremos la distincio´n co-
rrespondiente.
Multiplicando (2.8) por wn tenemos
(2.9) wn∂twn + wn∂
3
xwn + εwn∂
4
xwn = −λwnw
2
n−1∂xwn−1.
Por otro lado, derivando (2.8) dos veces respecto a la variable espacial obtenemos
(2.10) ∂2x∂twn + ∂
5
xwn + ε∂
6
xwn = −λ∂
2
x
[
w2n−1∂xwn−1
]
,
luego, multiplicando (2.10) por ∂2xwn tenemos
(2.11) ∂2xwn
[
∂2x∂twn + ∂
5
xwn + ε∂
6
xwn
]
= −λ∂2xwn∂
2
x
[
w2n−1∂xwn−1
]
.
Sumando (2.9) con (2.11) e integrando obtenemos
1
2
d
dt
‖wn‖
2
H2 + ε‖∂
4
xwn‖
2
L2 = −ε
∫ +∞
−∞
(
∂2xwn
)2
dx− λ
∫ +∞
−∞
(
wn + ∂
4
xwn
)
w2n−1∂xwn−1 dx,
luego,
1
2
d
dt
‖wn‖
2
H2 + ε‖∂
4
xwn‖
2
L2 ≤ ε‖∂
2
xwn‖
2
L2 +
(
‖wn‖L2 + ‖∂
4
xwn‖L2
)
‖w2n−1∂xwn−1‖L2
≤ ε‖wn‖H2 + ε‖∂
4
xwn‖
2
L2 +
1
2ε
‖w2n−1∂xwn−1‖
2
L2
.
Luego, usando (1.16) obtenemos
‖w2n−1∂xwn−1‖
2
L2
≤ ‖wn−1‖
4
∞‖∂xwn−1‖
2
L2 ≤ 4‖wn−1‖
6
H2 ,
entonces
1
2
d
dt
‖wn‖
2
H2 ≤ ε‖wn‖
2
H2 +
2
ε
‖wn−1‖
6
H2 ,
ahora, tomando Cε = ma´x
{
ε,
2
ε
}
=
2
ε
, obtenemos
(2.12)
1
2
d
dt
‖wn‖
2
H2 ≤ Cε
(
‖wn‖
2
H2 + ‖wn−1‖
6
H2
)
.
Afirmacio´n 2.2.1. Existe T1 = T1(ε) > 0 tal que
(2.13) ‖wn‖
2
H2 ≤ 2‖u0‖
2
H2 , ∀ t ∈ [0, T1], n ≥ 2
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Demostracio´n. Integrando en (2.12) tenemos
‖wn(·, t; ε)‖
2
H2 ≤
4
ε
∫ t
0
‖wn(·, s; ε)‖
2
H2 ds+
4
ε
∫ t
0
‖wn−1(·, s; ε)‖
6
H2 ds+ ‖u0‖
2
H2 .
Ahora, usaremos induccio´n. Para el caso n = 2 tenemos
‖w2(·, t; ε)‖
2
H2 ≤
4
ε
∫ t
0
‖w2(·, s; ε)‖
2
H2 ds+
4
ε
‖u0‖
6
H2t+ ‖u0‖
2
H2 .
Considere 0 < T0 <
ε
64‖u0‖
4
H2
, entonces
‖w2(·, t; ε)‖
2
H2 ≤
4
ε
∫ t
0
‖w2(·, s; ε)‖
2
H2 ds+
3
2
‖u0‖
2
H2 .
Aplicando el lema de Gronwall tenemos
‖w2(·, t; ε)‖
2
H2 ≤
3
2
‖u0‖
2
H2e
4
ε
t,
luego considere 0 < T1(ε) = mı´n
{
T0,
ε
4
ln
(
4
3
)}
, entonces ‖w2(·.t; ε)‖
2
H2 ≤ 2‖u0‖
2
H2 , para
cada 0 < t < T1.
Supongamos la hipo´tesis es va´lida para (n− 1), esto es,
‖wn−1(·, t; ε)‖
2
H2 ≤ 2‖u0‖
2
H2 , para todo 0 < t < T1(ε).
Ahora, de (2.12) y usando la hipo´tesis inductiva
‖wn(·, t; ε)‖
2
H2 ≤
4
ε
∫ t
0
‖wn(·, s; ε)‖
2
H2 ds+
4
ε
∫ t
0
‖wn−1(·, s; ε)‖
2
H2 ds+ ‖u0‖
2
H2 .
≤
4
ε
∫ t
0
‖wn(·, s; ε)‖
2
H2 ds+
32
ε
‖u0‖
6
H2t+ ‖u0‖
2
H2 .
Usaremos el siguiente dato T1 < T0 <
ε
64‖u0‖
4
H2
, entonces
‖wn(·, t; ε)‖
2
H2 ≤
4
ε
∫ t
0
‖w2(·, s; ε)‖
2
H2 ds+
3
2
‖u0‖
2
H2 .
Aplicando el lema de Gronwall tenemos
‖wn(·, t; ε)‖
2
H2 ≤
3
2
‖u0‖
2
H2e
4
ε
t,
luego, para t < T1 <
ε
4
ln
(
4
3
)
, entonces ‖wn(·, t; ε)‖
2
H2 ≤ 2‖u0(·)‖
2
H2 .
Esto verifica nuestra afirmacio´n.
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La pro´xima afirmacio´n nos da la limitacio´n uniforme de las derivadas de wn en L
2 en el
mismo intervalo de tiempo obtenido en la afirmacio´n 2.2.1.
Afirmacio´n 2.2.2. Sea l ≤ 3, l ∈ N. Existe una constante positiva C(ε, l) tal que para todo
0 ≤ t ≤ T1(ε) y cualquier n ∈ N se tiene
(2.14) ‖∂lxwn‖
2
L2 ≤ C(ǫ, l).
Demostracio´n. Derivando l veces en (2.8) tenemos
(2.15) ∂lx∂twn + ∂
l+3
x wn + ε∂
l+4
x wn = −λ∂
l
x
[
w2n−1∂xwn−1
]
.
Multiplicando (2.15) por ∂lxwn e integrando obtenemos
1
2
d
dt
∫ +∞
−∞
(
∂lxwn
)2
dx+ ε‖∂l+2x wn‖
2
L2 = −λ
∫ +∞
−∞
∂lxwn∂
l
x
[
w2n−1∂xwn−1
]
dx,
usando integracio´n por partes y (1.9) tenemos
(2.16)
1
2
d
dt
∫ +∞
−∞
(
∂lxwn
)2
dx+ ε‖∂l+2x wn‖
2
L2 ≤ ε‖∂
l+2
x wn‖
2
L2 +
1
4ε
∥∥∂l−2x [w2n−1∂xwn−1]∥∥2L2 ,
entonces
1
2
d
dt
∫ +∞
−∞
(
∂lxwn
)2
dx ≤
1
4ε
∥∥∂l−2x [w2n−1∂xwn−1]∥∥2L2 , donde
∥∥∥∥∂l−2x [w2n−1∂xwn−1] ∥∥∥∥
L2
=
∥∥∥∥ l−2∑
k=0
Ck∂
l−2−k
x
(
w2n−1
)
∂k+1x wn−1
∥∥∥∥
L2
=
∥∥∥∥ l−2∑
k=0
Ck
( l−2−k∑
j=0
Cj,k∂
l−2−k−j
x wn−1∂
j
xwn−1
)
∂k+1x wn−1
∥∥∥∥
L2
≤
p−1∑
k=0
p−1−k∑
j=0
Cj,k||∂
p−1−k−j
x wn−1||
2
H1 ||∂
j
xwn−1||
2
H1 ||∂
k+1
x wn−1||
2
L2 .
Usando induccio´n y aplicando el lema de Gronwall obtenemos para cada 0 ≤ t ≤ T1 que
‖∂lxwn(·, t)‖
2
L2 ≤ C(ε, l).
Afirmacio´n 2.2.3. Existe T2 = T2(ε) ∈
(
0, T1(ε)
)
tal que para cada par m, n ∈ N tenemos
la siguiente desigualdad
(2.17) sup
0≤t≤T2
∫ +∞
−∞
x2mw2n(x, t)dx ≤ C(m, ε),
donde C(m, ǫ) es una constante independiente de n.
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Demostracio´n. Podemos asumir m ≥ 2, pues el caso m = 1 es tratado de manera ana´loga.
Haciendo integracio´n por partes obtenemos,
1
2
d
dt
∫ +∞
−∞
x2mw2ndx+ ε
∫ +∞
−∞
x2m
(
∂2xwn
)2
dx =
∑
i
Pi,
donde Pi puede ser dada por una de las siguientes expresiones:
P1 = C
∫ +∞
−∞
x2m−kwn∂
l
xwn dx o P1 = C
∫ +∞
−∞
x2m−k∂xwn∂
l
xwn dx,
P2 = C
∫ +∞
−∞
x2m−1
w3n−1
3
wn dx,
P3 = C
∫ +∞
−∞
x2m
w3n−1
3
∂xwn dx,
donde k, l = 0, 1, 2.
Usando (2.8) tenemos
1
2
d
dt
∫ +∞
−∞
x2mw2ndx = I1 + I2 + I3,
donde
I1 = −
∫ +∞
−∞
x2mwn∂
3
xwn dx,
I2 = −ε
∫ +∞
−∞
x2mwn∂
4
xwn dx,
I3 = −λ
∫ +∞
−∞
x2mwnw
2
n−1∂xwn−1 dx.
Podemos escribir I1 de la siguiente forma
(2.18) I1 = 2m
∫ +∞
−∞
x2m−1wn∂
2
xwn dx︸ ︷︷ ︸
P1(k=1,l=2)
+
∫ +∞
−∞
x2m∂xwn∂
2
xwn dx︸ ︷︷ ︸
P1(k=0,l=2)
.
Ana´logamente,
I2 =− ε
∫ +∞
−∞
x2m
(
∂2xwn
)2
dx− (4m2 − 2m)ε
∫ +∞
−∞
x2m−2wn∂
2
xwn dx︸ ︷︷ ︸
P1(k=2,l=2)
−
− 4mε
∫ +∞
−∞
x2m−1∂xwn∂
2
xwn dx︸ ︷︷ ︸
P1(k=1,l=2)
,
(2.19)
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y
(2.20) I3 = 2λm
∫ +∞
−∞
x2m−1
w3n−1
3
wn dx︸ ︷︷ ︸
P2
+λ
∫ +∞
−∞
x2m
w3n−1
3
∂xwn dx︸ ︷︷ ︸
P3
.
Ahora veremos desigualdades para algunas de las integrales que aparecen en (2.18), (2.19),
(2.20). Las otras que restara´n, pueden ser tratadas ana´logamente. Usaremos la siguiente
desigualdad
(2.21) |x|m
′
≤ ε1x
2m + C(ε1,m), m
′ ≤ 2m
Estimaciones para I1:∣∣∣∣2m ∫ +∞
−∞
x2m−1wn∂
2
xwn dx
∣∣∣∣ ≤ 2m∥∥xm∂2xwn∥∥L2∥∥xm−1wn∥∥L2
≤
ε
K
∥∥xm∂2xwn∥∥2L2 + m2ε K∥∥xm−1wn∥∥2L2
≤
ε
K
∥∥xm∂2xwn∥∥2L2 + m2ε Kε1
∫ +∞
−∞
x2mw2n dx+ C(ε,m),
donde por la desigualdad (2.21) tenemos∫ +∞
−∞
x2m−2w2n dx ≤ ε1
∫ +∞
−∞
x2mw2n dx+ C(ε1,m)
∫ +∞
−∞
w2n dx.
Adema´s, estamos considerando ε1 apropiado y K suficientemente grande tales que
m2KC(ε1,m)
ε
∫ +∞
−∞
w2n dx ≤ C(ε,m).
Para el otro te´rmino de I1 el procedimiento es ana´logo.
Estimaciones para I2:∣∣∣∣− 2m(2m− 1)ε ∫ +∞
−∞
x2m−2wn∂
2
xwn dx
∣∣∣∣ ≤ (4m2 − 2m)ε‖xm∂2xwn‖L2‖xm−2wn‖L2
≤
ε
K
∥∥xm∂2xwn∥∥2L2 +Km2(2m− 1)2ε∥∥xm−2wn∥∥L2
≤
ε
K
∥∥xm∂2xwn∥∥2L2 + C ∫ +∞
−∞
x2mw2n dx+ C(ε,m),
donde por la desigualdad (2.21) tenemos∫ +∞
−∞
x2m−4w2n dx ≤ ε1
∫ +∞
−∞
x2mw2n dx+ C(ǫ1,m)
∫ +∞
−∞
w2n dx.
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Adema´s, estamos considerando ε1 apropiado y K suficientemente grande tales que
Km2(2m− 1)2εε1
∫ +∞
−∞
w2n dx ≤ C(ǫ,m).
Para el otro te´rmino de I2 el procedimiento es ana´logo.
Estimaciones para I3:∣∣∣∣2λm ∫ +∞
−∞
x2m−1
w3n−1
3
wn dx
∣∣∣∣ ≤ 2m3 ∥∥xmwn∥∥L2∥∥xm−1w3n−1∥∥L2
≤
m
3
∥∥xmwn∥∥2L2 + m3 ∥∥xm−1w3n−1∥∥2L2
≤ C1 + C2
∫ +∞
−∞
x2m
(
w2n−1 + w
2
n
)
dx,
Para el otro te´rmino de I3 el procedimiento es ana´logo. Finalmente,
(2.22)
1
2
d
dt
∫ +∞
−∞
x2mw2n dx ≤ C(ε,m)
[
1 +
∫ +∞
−∞
x2m
(
w2n−1 + w
2
n
)
dx
]
.
Aplicando el lema de Gronwall e induccio´n concluimos como en la afirmacio´n (2.2.2) que
existe T2 = T2(ε) ∈
(
0, T1(ε)
)
tal que
sup
0≤t≤T2
∫ +∞
−∞
x2mw2n(x, t)dx ≤ C(m, ε).
2.2.3. Existencia y unicidad de la solucio´n local
De la seccio´n anterior hasta ahora tenemos
sup
[0,T2(ε)]
‖xk∂lxwn(·, t; ε)‖L2 ≤ Ck,l, ∀ k, l ∈ N0.
Equivalentemente por (1.7) tenemos
sup
[0,T2(ε)]
sup
x∈R
|xk∂lxwn(x, t; ε)| ≤ C˜k,l, ∀ k, l ∈ N0.
De acuerdo con (2.8) concluimos que ∂xwn(x, t; ε) ∈ S(R), para cada 0 ≤ t ≤ T2(ε) y adema´s
obtenemos que
sup
[0,T2(ε)]
‖xk∂lxwn(·, t; ε)‖L2 ≤Mk,l, ∀ k, l ∈ N0,
equivalentemente tenemos
(2.23) sup
[0,T2(ε)]
sup
x∈R
|xk∂lxwn(x, t; ε)| ≤ M˜k,l, k, l ∈ N0.
De (2.23) podemos concluir que la familia w˜k,l =
(
wn(x, t; ε)
)
n≥1
verifica las siguientes
propiedades:
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t continua en [0, T2(ε)],
uniformemente limitado en [0, T2(ε)].
Por el teorema de Arzela Ascol´ı podemos concluir que existe
(2.24) w(x, t; ε) ∈ C1
(
[0, T2(ε)];S(R)
)
.
Ahora probaremos que existe w˜(x, t; ε) tal que wn → w˜ en L
2. En efecto, para cada
0 < ε < 1 usando (2.24) tenemos que
(2.25)∂tw(x, t; ε) + ∂3xw(x, t; ε) + ε∂4xw(x, t; ε) = −λw2(x, t; ε)∂xw(x, t; ε), (x, t) ∈ R× R+ , λ = ±1,w(x, 0; ε) = u0(x), x ∈ R.
Sea [0, T ∗(ε)] el intervalo maximal de la solucio´n. Probaremos que T ∗(ε) = +∞, para
esto vamos obtener en la pro´xima seccio´n estimaciones a priori en C
(
[0, T ];S
)
para cualquier
intervalo [0, T ] de existencia de la solucio´n.
Adema´s, tambie´n la siguiente desigualdad es satisfecha.
(2.26)
1
2
d
dt
∫ +∞
−∞
g2n dx ≤ Cε
∫ +∞
−∞
[
g2n−1 + g
2
n
]
dx,
donde gn = wn − wn−1. En efecto, partiendo de (2.8) tenemos
(2.27) ∂twn + ∂
3
xwn + ε∂
4
xwn = −λw
2
n−1∂xwn−1
(2.28) ∂twn−1 + ∂
3
xwn−1 + ε∂
4
xwn−1 = −λw
2
n−2∂xwn−2
Restando (2.28) de (2.27) tenemos
(2.29) ∂tgn + ∂
3
xgn + ε∂
4
xgn = −λ
[
w2n−1∂xwn−1 − w
2
n−2∂xwn−2
]
.
Multiplicando (2.29) por gn = wn − wn−1, e integrando obtenemos
1
2
d
dt
∫ +∞
−∞
g2n dx+ ε
∫ +∞
−∞
(
∂2xgn
)2
dx = −λ
∫ +∞
−∞
gn
[(
w2n−1 − w
2
n−2
)
∂xwn−1 + w
2
n−2∂xgn−1
]
dx.
Donde usando las siguientes estimativas verificamos (2.26)
−λ
∫ +∞
−∞
gn
(
w2n−1 − w
2
n−2
)
∂xwn−1dx = −λ
∫ +∞
−∞
gn (wn−1 + wn−2) gn−1∂xwn−1dx
≤ ‖wn−1 + wn−2‖∞‖∂xwn−1‖∞‖gn−1‖L2‖gn‖L2
≤ C1
(
‖gn−1‖
2
L2 + ‖gn‖
2
L2
)
.
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−λ
∫ +∞
−∞
gnw
2
n−2∂xgn−1 dx = λ
∫ +∞
−∞
wn−2 gn−1 gn∂xwn−2 dx+ λ
∫ +∞
−∞
gn−1w
2
n−2∂xgn dx
≤ C1‖gn−1‖L2‖gn‖L2 + ‖wn−2‖
2
∞‖gn−1‖L2‖∂xgn‖L2
≤ C1
(
‖gn−1‖
2
L2 + ‖gn‖
2
L2
)
+ C2‖gn−1‖L2‖∂
2
xgn‖
1
2
L2‖gn‖
1
2
L2
≤ C1
(
‖gn−1‖
2
L2 + ‖gn‖
2
L2
)
+
C2
2
(
‖gn−1‖
2
L2 +
2ǫ
C2
‖∂2xgn‖
2
L2 +
C2
8ε
‖gn‖
2
L2
)
≤ Cε
(
‖gn−1‖
2
L2 + ‖gn‖
2
L2
)
+ ε‖∂2xgn‖
2
L2 .
Por lo tanto, la sucesio´n
(
wn(x, t; ε)
)
n≥1
es de Cauchy en L2, as´ı, converge para una funcio´n
w(x, t, ε) en el espacio L2.
Nuestro objetivo ahora es probar que la convergencia anterior es satisfecha en el espacio
C
(
[0, T (ε)];L2
)
, donde T (ε) ∈ (0, T2(ε)] es suficientemente pequen˜o. Para esto, basta probar
la continuidad de w en C
(
[0, T (ε)];S
)
. Considere una sucesio´n (tk)k≥1 ⊂ [0, T (ε)] tal que
tk → t0 en [0, T (ε)], ahora usando la desigualdad triangular tenemos
||w(·, tk)− w(·, t0)||L2 ≤ ||w(·, tk)− wn(·, tk)||L2+||wn(·, tk)− wn(·, t0)||L2+||wn(·, t0)− w(·, t0)||L2 .
Notemos que en el primer y tercer te´rminos vamos a usar que wn → w en L
2. En el segundo
vamos a usar el hecho que wn ∈ C
(
[0, T (ε)];S
)
. Luego, concluimos que w ∈ C
(
[0, T (ε)];L2
)
.
As´ı, usando que la sucesio´n (wn)n≥1 converge para w(x, t; ε) en el espacio C
(
[0, T (ε)];L2
)
y es limitada en S(R) obtenemos la convergencia en el espacio C
(
[0, T (ε)];S
)
. Finalmente
tomando el limite en (2.8) cuando n → ∞ obtenemos la existencia de solucio´n local del
problema (2.3) en el espacio C
(
[0, T (ε)];S
)
.
Para probar la unicidad de esta solucio´n suponga la existencia de dos soluciones w1(x, t, ε)
y w2(x, t, ε) en el espacio C
(
[0, T ];S
)
, para algu´n T > 0. Consideremos w = w1−w2, entonces
existe una constante C(ε) > 0 que no depende de x ∈ R ni de t ∈ [0, T ] satisfaciendo
(2.30)
d
dt
∫ +∞
−∞
w2(x, t, ε)dx ≤ C(ε)
∫ +∞
−∞
w2(x, t, ε)dx.
De hecho, es simple verificar usando (2.3) que
1
2
d
dt
∫ +∞
−∞
w2 dx+ ε
∫ +∞
−∞
(
∂2xw
)2
dx = −λ
∫ +∞
−∞
ww21∂xw1 dx+ λ
∫ +∞
−∞
ww22∂xw2 dx.
Haciendo integracio´n por partes tenemos −λ
∫ +∞
−∞
ww21∂xw1 dx =
λ
3
∫ +∞
−∞
w31∂xw dx, tambie´n
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ana´logamente λ
∫ +∞
−∞
ww22∂xw2 dx = −
λ
3
∫ +∞
−∞
w32∂xw dx, entonces
1
2
d
dt
∫ +∞
−∞
w2 dx+ ε
∫ +∞
−∞
(
∂2xw
)2
dx =
λ
3
∫ +∞
−∞
(
w31 − w
3
2
)
∂xw dx
≤
1
3
‖w21 + w1w2 + w
2
2‖∞‖w‖L2‖∂xw‖L2
≤
C
3
‖w‖L2‖∂
2
xw‖
1
2
L2‖w‖
1
2
L2
≤
C2
18
‖w‖2L2 +
1
2
‖∂2xw‖L2‖w‖L2
≤
C2
18
‖w‖2L2 + ε‖∂
2
xw‖
2
L2 +
1
16ε
‖w‖2L2 .
Cancelando los te´rminos semejantes tenemos
1
2
d
dt
∫ +∞
−∞
w2 dx ≤ C(ε)‖w‖2L2 . Luego, integran-
do obtenemos
(2.31) ||w(·, t; ε)||2L2 ≤ 2C(ε)
∫ t
0
||w(·, s; ε)||2L2ds.
Aplicando el lema de Gronwall en (2.31) concluimos que w = 0, esto es, w1 = w2. As´ı,
tenemos probada la unicidad de la solucio´n local del problema (2.3).
2.3. Estimaciones a priori
Ahora vamos a probar algunas estimaciones, las cuales son uniformes con respecto a
ε ∈ (0, 1], para soluciones del problema (2.3).
Lema 2.1. Para T > 0 sea w(x, t; ε) ∈ C∞
(
[0, T ];S
)
solucio´n de (2.3), entonces:
i) ‖w(·, t; ε)‖L2 es una funcio´n decreciente de argumento t > 0.
ii) Para T > 0, 0 < ε < 1, sea R1 > 0 tal que ‖w(·, 0; ε)‖H1 ≤ R1. Entonces, existe R2 > 0
tal que para cada 0 < t < T
‖w(·, t, ε)‖H1 ≤ R2.
Demostracio´n. Denotemos
g(t) = ‖w(·, t; ε)‖L2 =
{∫ +∞
−∞
w2(x, t; ε)dx
}1
2
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i) Observe que basta probar que g ′(t) ≤ 0. En efecto, si w es solucio´n de (2.3) tenemos
(2.32)
d
dt
‖w(·, t; ε)‖L2 = −ε
∫ +∞
−∞
(
∂2xw(x, t; ε)
)2
dx.
Esto es obtenido de la siguiente forma: Multiplicando por w en (2.3) tenemos
1
2
∂t
(
w2
)
+ λw3∂xw + w∂
3
xw + εw∂
4
xw = 0,
integrando con respecto a la variable espacial
1
2
d
dt
∫ +∞
−∞
w2(x, t; ε)dx = −λ
∫ +∞
−∞
w3∂xw dx−
∫ +∞
−∞
w∂3xw dx− ε
∫ +∞
−∞
w∂4xw dx.
Se verifica integrando por partes que
∫ +∞
−∞
w3∂xw dx = 0,
∫ +∞
−∞
w∂3xw dx = 0, y tam-
bie´n −ε
∫ +∞
−∞
w∂4xwdx = −ε
∫ +∞
−∞
(
∂2xw
)2
dx ≤ 0.
As´ı, g′(t) ≤ 0. La primera parte del lema esta´ probada.
ii) Ahora probamos la segunda parte del lema. Derivando (2.3) tenemos
(2.33) ∂x∂tw + λ∂x
(
w2∂xw
)
+ ∂4xw + ǫ∂
5
xw = 0,
Multiplicando (2.33) por ∂xw obtenemos
(2.34) ∂xw∂x∂tw + λ∂xw
[
2w(∂xw)
2 + w2∂2xw
]
+ ∂xw∂
4
xw + ε∂xw∂
5
xw = 0.
Por otro lado, multiplicando (2.3) por λw
3
3
tenemos
(2.35) λ
w3
3
∂tw +
w5
3
∂xw + λ
w3
3
∂3xw + λε
w3
3
∂4xw = 0.
Substrayendo (2.35) de (2.34) e integrando obtenemos∫ +∞
−∞
∂t
(
1
2
(∂xw)
2 − λ
w4
12
)
dx+ 2λ
∫ +∞
−∞
w(∂xw)
3
dx+
+λ
∫ +∞
−∞
w2∂xw ∂
2
xw dx− λ
∫ +∞
−∞
w3
3
∂3xw dx+
∫ +∞
−∞
∂xw ∂
4
xw dx−(2.36)
−
∫ +∞
−∞
w5
3
∂xw dx+ ε
∫ +∞
−∞
∂xw ∂
5
xw dx− λε
∫ +∞
−∞
w3
3
∂4xw dx = 0.
Usando integracio´n por partes en (2.36) tenemos que
2λ
∫ +∞
−∞
w(∂xw)
3
dx+ λ
∫ +∞
−∞
w2∂xw∂
2
xwdx− λ
∫ +∞
−∞
w3
3
∂3xwdx = 0,
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y
∫ +∞
−∞
∂xw ∂
4
xw dx = 0,
∫ +∞
−∞
w5
3
∂xw dx = 0, ocurren. Tambie´n
ε
∫ +∞
−∞
∂xw ∂
5
xw dx = ε
∫ +∞
−∞
(
∂3xw
)2
dx,
−λε
∫ +∞
−∞
w3
3
∂4xw dx = λε
∫ +∞
−∞
w2∂xw∂
3
xw dx.
Luego,
1
2
d
dt
∫ +∞
−∞
(∂xw)
2
dx =− ε
∫ +∞
−∞
(
∂3xw
)2
dx+ λ
d
dt
∫ +∞
−∞
w4
12
dx−
− λε
∫ +∞
−∞
w2∂xw ∂
3
xw dx.
(2.37)
Afirmacio´n 2.3.1. La siguiente desigualdad es satisfecha
I = −λε
∫ +∞
−∞
w2∂xw ∂
3
xw dx ≤ C + ε‖∂
3
xw‖
2
L2 .
Demostracio´n. Usando (1.16) tenemos
(2.38) ‖w‖∞ ≤ C1‖w‖
5
6
L2‖∂
3
xw‖
1
6
L2 y ‖∂xw‖L2 ≤ C2‖w‖
2
3
L2‖∂
3
xw‖
1
3
L2 ,
entonces,
I ≤ ε
∫ +∞
−∞
∣∣w2∂xw ∂3xw∣∣ dx
≤ ε‖w2∂xw‖L2‖∂
3
xw‖L2 .
Ahora, notemos que ‖w2∂xw‖
2
L2 =
∫ +∞
−∞
w4(∂xw)
2
dx ≤ ‖w‖4∞‖∂xw‖
2
L2 . Luego,
‖w2∂xw‖L2 ≤ ‖w‖
2
∞‖∂xw‖L2 .
Usando (2.38) y (1.1) tenemos
I ≤ ε‖w‖2∞‖∂xw‖L2‖∂
3
xw‖L2
≤ εC1‖w‖
5
3
L2‖∂
3
xw‖
1
3
L2C2‖w‖
2
3
L2‖∂
3
xw‖
1
3
L2‖∂
3
xw‖L2
= εC‖w‖
7
3
L2‖∂
3
xw‖
1+ 1
3
+ 1
3
L2
= εC
(
C1
ε
‖∂xw‖
7
18
L2 +
ε
C
‖∂3xw‖
2
L2
)
≤ C + ε‖∂3xw‖
2
L2 .
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Usando la afirmacio´n (2.3.1), tenemos de (2.37)
1
2
d
dt
∫ +∞
−∞
(∂xw)
2
dx ≤ λ
d
dt
∫ +∞
−∞
w4
12
dx+ C
Adema´s, sabemos que existe una constante positiva C3 tal que
(2.39) λ
w4
12
≤ C3
(
w2 + w4
)
.
Por otro lado, usando (1.16) tenemos ‖w‖4L4 ≤ C4‖w‖
3
L2‖∂xw‖L2 . Ahora, integrando
(2.39) obtenemos
λ
∫ +∞
−∞
w4
12
dx ≤ C3
(∫ +∞
−∞
w2dx+
∫ +∞
−∞
w4dx
)
= C3
(
‖w‖2L2 + ‖w‖
4
L4
)
≤ C3
(
‖w‖2L2 + C4‖w‖
3
L2‖∂xw‖L2
)
= C +
1
4
‖∂xw‖
2
L2 .
As´ı, para todo t ∈ [0, T ] se tiene
(2.40)
1
2
d
dt
‖∂xw(·, t; ε)‖
2
L2 ≤ λ
d
dt
∫ +∞
−∞
w4
12
dx+ C.
Luego, integrando (2.40) en (0, t)
1
2
‖∂xw(·, t; ε)‖
2
L2 −
1
2
‖∂xw(·, 0; ε)‖
2
L2 ≤ λ
∫ +∞
−∞
w4(x, t; ε)
12
dx− λ
∫ +∞
−∞
w4(x, 0; ε)
12
dx+ Ct,
esto es,
1
2
||∂xw||
2
L2 ≤
1
4
||∂xw||
2
L2 + C(R1) + CT , de donde
‖∂xw(·, t; ε)‖
2
L2 ≤ C(R1, T ).
Lema 2.2. Sean R1, T > 0 arbitrarios, considere R2(R1, T ) proveniente del Lema 2.1.
Para cada R3 > 0 y 0 < ε < 1, sea w(x, t; ε) ∈ C
∞
(
[0, T ];S
)
la solucio´n de (2.3) tal que
‖w(·, 0; ε)‖H1 ≤ R1 y ‖w(·, 0; ε)‖H2 ≤ R3. Entonces existe R4 > 0 tal que
‖w(·, t; ε)‖H2 ≤ R4, para t ∈ [0, T ].
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Demostracio´n. Partiendo de (2.3) probamos que
1
2
d
dt
∫ +∞
−∞
(∂2xw)
2
dx = −λ
∫ +∞
−∞
∂2xw∂
2
x
(
w2∂xw
)
dx−
∫ +∞
−∞
∂2xw∂
5
xwdx︸ ︷︷ ︸
0
−− ε
∫ +∞
−∞
∂2xw∂
6
xwdx
= −ε
∫ +∞
−∞
(∂4xw)
2
dx −2λ
∫ +∞
−∞
(∂xw)
3
∂2xw dx︸ ︷︷ ︸
I1
−5λ
∫ +∞
−∞
w∂xw(∂
2
xw)
2
dx︸ ︷︷ ︸
I2
.
Luego,
(2.41)
1
2
d
dt
∫ +∞
−∞
(∂2xw)
2
dx = −ε
∫ +∞
−∞
(
∂4xw
)2
dx+ I1 + I2.
Estimaciones para I1:
Aplicando la desigualdad de Gagliardo Nirenberg (1.16) y las propiedades de los espacios
Lp tenemos
I1 ≤ 2
∥∥(∂xw)3∥∥L2∥∥∂2xw∥∥L2 = 2∥∥∂xw∥∥3L6∥∥∂2xw∥∥L2
≤ 2C1
∥∥∂xw∥∥2L2∥∥∂2xw∥∥L2∥∥∂2xw∥∥L2
≤ C(R2)
∥∥∂2xw∥∥2L2 .
Afirmacio´n 2.3.2. La siguiente igualdad es satisfecha
(2.42) I2 = −
5
6
λ
d
dt
∫ +∞
−∞
w3
3
∂2xw dx+
5
3
∫ +∞
−∞
(
w3(∂xw)
3 + λ(∂xw)
3
∂2xw
)
dx+ Iε,
donde
Iε =
5
3
λε
∫ +∞
−∞
(
w2(∂3xw)
2
+ (∂xw)
3
∂3xw + 4w∂xw ∂
2
xw ∂
3
xw
)
dx.
Demostracio´n. Multiplicando (2.3) por −5
6
λw2∂xw tenemos
(2.43) −
5
6
λw2∂2xw
(
∂tw + λw
2∂xw + ∂
3
xw + ε∂
4
xw
)
= 0.
Por otro lado, derivando (2.3) dos veces y despue´s multiplicando por − 5
18
λw3 obtenemos
(2.44) −
5
6
λ
w3
3
∂2x∂tw −
5
6
w3
3
∂2x
(
w2∂xw
)
−
5
6
λ
w3
3
∂5xw −
5
6
λε
w3
3
∂6xw = 0.
As´ı, al sumar (2.43) y (2.44) obtenemos
−
5
6
λ
d
dt
∫ +∞
−∞
w3
3
∂2xw dx−
5
6
∫ +∞
−∞
w3
3
∂2x
[
w2∂xw
]
dx︸ ︷︷ ︸
=0
−
5
6
∫ +∞
−∞
w4∂2xw∂xw dx
−
5
6
λ
∫ +∞
−∞
w3
3
∂5xw dx−
5
6
λ
∫ +∞
−∞
w2∂2xw∂
3
xw dx+ Iε = 0,
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donde
(2.45) Iε = −
5
6
λε
∫ +∞
−∞
w2∂2xw∂
4
xw dx−
5
6
λε
∫ +∞
−∞
w3
3
∂6xw dx.
Usando integracio´n por partes llegamos a
(2.46) −
5
6
∫ +∞
−∞
w4∂2xw∂xw dx =
5
3
∫ +∞
−∞
w3(∂xw)
3
dx,
tambie´n tenemos −
5
6
∫ +∞
−∞
w3
3
∂2x
(
w2∂xw
)
= 0. Adema´s,
−
5
6
λ
∫ +∞
−∞
w3
3
∂5xw dx =
5
6
λ
∫ +∞
−∞
w2∂xw ∂
4
xw dx
= −
5
3
λ
∫ +∞
−∞
w(∂xw)
2
∂3xw dx−
1
6
I2
=
5
3
λ
∫ +∞
−∞
(∂xw)
3
∂2xw dx−
5
6
I2.
(2.47)
Por otro lado tenemos
−
5
6
λ
∫ +∞
−∞
w2∂2xw ∂
3
xw dx = −
1
6
I2.
Sumando (2.46) y (2.47) obtenemos
−
5
6
λ
∫ +∞
−∞
w3
3
∂5xw dx−
5
6
λ
∫ +∞
−∞
w2∂2xw ∂
3
xw dx =
5
3
λ
∫ +∞
−∞
(∂xw)
3
∂2xw dx− I2,
luego
−
5
6
λ
d
dt
∫ +∞
−∞
w3
3
∂2xw dx+
5
3
∫ +∞
−∞
(
w3(∂xw)
3 + λ(∂xw)
3
∂2xw
)
dx+ Iε = I2.
Haciendo integracio´n por partes en (2.45) tenemos
−
5
6
λε
∫ +∞
−∞
w2∂2xw ∂
4
xw dx =
5
6
λε
∫ +∞
−∞
(
2w∂xw ∂
2
xw ∂
3
xw + w
2
(
∂3xw
)2)
dx.
Ana´logamente
−
5
6
λε
∫ +∞
−∞
w3
3
∂6xw dx =
5
6
λε
∫ +∞
−∞
w2∂xw ∂
5
xw dx
= −
5
6
λε
∫ +∞
−∞
∂4xw
(
2w(∂xw)
2 + w2∂2xw
)
dx
=
5
6
λε
∫ +∞
−∞
(
2(∂xw)
3
∂3xw + 6w ∂xw ∂
2
xw ∂
3
xw − w
2∂2xw ∂
4
xw
)
dx.
As´ı,
Iε =
5
3
λε
∫ +∞
−∞
(
w2
(
∂3xw
)2
+ (∂xw)
3
∂3xw + 4w ∂xw ∂
2
xw ∂
3
xw
)
dx = Iε.
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Ahora haremos algunas estimaciones para los te´rminos de (2.42). Utilizando (1.16) tene-
mos
‖∂xw‖L3 ≤ C‖∂xw‖
5
6
L2 ‖∂
2
xw‖
1
6
L2 ,
‖∂xw‖L6 ≤ C‖∂xw‖
2
3
L2 ‖∂
2
xw‖
1
3
L2 ,
entonces
5
3
∫ +∞
−∞
(
w3(∂xw)
3 + λ(∂xw)
3
∂2xw
)
dx ≤
5
6
{
‖w‖3∞‖∂xw‖
3
L3 + ‖(∂xw)
3‖L2‖∂
2
xw‖L2
}
≤
5
6
CR32‖∂xw‖
5
2
L2 ‖∂
2
xw‖
1
2
L2 +
5
6
‖∂xw‖
3
L6 ‖∂
2
xw‖L2
≤
5
6
CR32R
5
2
2 ‖∂
2
xw‖
1
2
L2 +
5
6
R22‖∂
2
xw‖
2
L2
≤ C1 + C2‖∂
2
xw‖
2
L2 .
Afirmacio´n 2.3.3. La siguiente desigualdad es satisfecha
Iε ≤ ε‖∂
4
xw‖
2
L2 + C(R2).
Demostracio´n. Haciendo integracio´n por partes obtenemos
5
3
λε
∫ +∞
−∞
w2
(
∂3xw
)2
dx = −
5
3
λε
∫ +∞
−∞
∂2xw
(
2w∂xw ∂
3
xw + w
2∂4xw
)
dx,
5
3
λε
∫ +∞
−∞
(∂xw)
3
∂3xw dx = −
5
3
λε
∫ +∞
−∞
w
(
2∂xw ∂
2
xw ∂
3
xw + (∂xw)
2
∂4xw
)
dx,
entonces
Iε = −
5
3
λε
∫ +∞
−∞
w2∂4xw dx−
5
3
λε
∫ +∞
−∞
(∂xw)
2
∂4xw dx,
as´ı
(2.48) Iε ≤
5
3
ε‖w‖∞ ‖w‖L2‖∂
4
xw‖L2 +
5
3
ε
∥∥(∂xw)2∥∥L2‖∂4xw‖L2 .
Donde es fa´cil ver que
∥∥(∂xw)2∥∥L2 = ‖∂xw‖2L4 , y usando (1.16) tenemos
‖∂xw‖L4 ≤ C‖∂
4
xw‖
5
16
L2‖w‖
11
16
L2 .
Siguiendo de (2.48), aplicando el Lema (2.1) y (1.1) obtenemos
Iε ≤
5
3
εR22‖∂
4
xw‖L2 +
5
3
εC‖∂4xw‖L2‖∂
4
xw‖
5
8
L2‖w‖
11
8
L2
≤
5
3
ε
(
3ε
10
‖∂4xw‖
2
L2 +
5
6ε
R42
)
+
5
3
Cε‖∂4xw‖
13
8
L2 R
11
8
2
≤
ε
2
‖∂4xw‖
2
L2 + C1(R2) +
ε
2
‖∂4xw‖
2
L2 + C2(R2)
= ε‖∂4xw‖
2
L2 + C(R2).
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Afirmacio´n 2.3.4. La siguiente desigualdad es satisfecha
I3(w, t) = −
5
6
λ
∫ +∞
−∞
w3
3
∂2xw dx ≤ C +
1
4
‖∂2xw‖
2
L2 .
Demostracio´n. De hecho, usando (1.16) obtenemos
I3(w, t) ≤
5
18
‖w‖3L6‖∂
2
xw‖L2
≤ C‖∂xw‖L2‖w‖
2
L2‖∂
2
xw‖L2
≤ C R32‖∂
2
xw‖L2 ≤ C
(
1
4C
‖∂2xw‖
2
L2 + C R
6
2
)
= C +
1
4
‖∂2xw‖
2
L2 .
Luego,
1
2
d
dt
‖∂2xw‖
2
L2 ≤ C1 + C2||∂
2
xw||
2
L2 +
d
dt
I3(w, t)
entonces integrando en (0, t) tenemos
1
2
‖∂2xw(·, t; ε)‖
2
L2 −
1
2
‖∂2xw(·, 0; ε)‖
2
L2 ≤ C
∫ t
0
‖∂2xw(·, s; ε)‖
2
L2 ds++I3(w, t)− I3(w, 0) + C1t,
as´ı, ‖∂2xw(·, t; ε)‖
2
L2 ≤ C
∫ t
0
‖∂2xw(·, s; ε)‖
2
L2 ds+C(R2, R3, T ). Por lo tanto aplicando el lema
de Gronwall obtenemos
‖∂2xw(·, t; ε)‖
2
L2 ≤ R4 = R4(R3, T ).
Lema 2.3. Sea T > 0 tal que para 0 < ε < 1 fijo, w(x, t; ε) ∈ C∞
(
[0, T ];S
)
es solucio´n de
(2.3). Entonces para cada entero l ≥ 2 existe C(l, T ) > 0 satisfaciendo
‖∂lxw(·, t : ε)‖L2 ≤ C(l, T ), para t ∈ [0, T ].
Demostracio´n. Probaremos el Lema usando induccio´n. El caso l = 2 es verificado por el
Lema (2.2). Ahora suponga la estimativa es satisfecha para 2 ≤ l ≤ r, esto es,
(2.49) ||∂lxw(·, t; ε)||L2 ≤ C(l, T ), para 2 ≤ l ≤ r.
Considere l = r + 1, partiendo de (2.3) obtenemos
1
2
d
dt
‖∂r+1x w‖
2
L2 = −ε‖∂
r+3
x w‖
2
L2 − λ
∫ +∞
−∞
∂r+1x
[
w2∂xw
]
∂r+1x w dx
≤ −ε‖∂r+3x w‖
2
L2 + ε‖∂
r+3
x w‖
2
L2 +
1
4ε
∫ +∞
−∞
(
∂r−1x
[
w2∂xw
])2
dx,
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donde ∥∥∥∥∂r−1x (w2∂xw) ∥∥∥∥
L2
=
∥∥∥∥ r−1∑
k=0
Ck∂
r−1−k
x
(
w2
)
∂k+1x w
∥∥∥∥
L2
=
∥∥∥∥ r−1∑
k=0
Ck
{ r−1−k∑
j=0
Cj,k∂
r−1−k−j
x w∂
j
xw
}
∂k+1x w
∥∥∥∥
≤
r−1∑
k=0
r−1−k∑
j=0
CkCj,k||∂
r−1−k−j
x w||∞||∂
j
xw||∞||∂
k+1
x w||L2
≤ C
r−1∑
k=0
r−1−k∑
j=0
||∂r−1−k−jx w||H1 ||∂
j
xw||H1 ||∂
k+1
x w||L2 .
Usando (2.49) concluimos la prueba.
Lema 2.4. Sean T > 0 tal que para cada 0 < ε < 1 fijo w(x, t; ε) ∈ C∞
(
[0, T ];S
)
es solucio´n
de (2.3). Entonces para cada entero m > 0 existe C(m) > 0 satisfaciendo∫ +∞
−∞
x2mw2(x, t; ε)dx ≤ C(m), para t ∈ [0, T ].
Demostracio´n. Antes de probar el Lema, probaremos una desigualdad que sera´ importante
en la demostracio´n.
Afirmacio´n 2.3.5. Sean l = 0, 1, 2; m ∈ N, y n = 1, 2. Entonces existe C > 0 y un entero
positivo r tales que para cada u ∈ S(R) tenemos
(2.50)
∫ +∞
−∞
|x|2m−l
(
dnu(x)
dxn
)2
dx ≤ C
{
‖u‖2Hr + ‖u‖
2
H2 +
∫ +∞
−∞
x2mu2(x)dx
}
.
Demostracio´n. Aplicando (1.16) y considerando a ∈ Z, n = 1, 2 y r > 2 entero tenemos la
siguiente estimacio´n,∥∥∥∥dnudxn
∥∥∥∥
L2(a,a+1)
≤ Cr‖u‖
1−n
r
L2(a,a+1)
∥∥∥∥drudxr
∥∥∥∥nr
L2(a,a+1)
≤ Cr‖u‖
1−n
r
L2(a,a+1)
(∥∥∥∥drudxr
∥∥∥∥nr
L2(a,a+1)
+ ‖u‖
n
r
L2(a,a+1)
)
.
Luego, en el te´rmino de la izquierda en (2.50) es igual a∫ +∞
−∞
|x|2m−l
(
dnu
dxn
)2
dx =
∫ 1
−1
|x|2m−l
(
dnu
dxn
)2
dx+
(
−2∑
k=−∞
+
+∞∑
k=1
)∫ k+1
k
|x|2m−l
(
dnu
dxn
)2
dx.
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Usando para x ∈ (k, k + 1) con k ∈ Z\{0, 1} las siguientes estimativas
1
2
≤
|k|
|x|
≤ 2 e |k|2m−l ≤ 22m−lx2m.
Entonces, tenemos∫ +∞
−∞
|x|2m−l
(
dnu
dxn
)2
dx ≤ ‖u‖2H2 + C
(
−2∑
k=−∞
+
+∞∑
k=1
)
|k|2m−l
∫ k+1
k
(
dnu
dxn
)2
dx
≤ ‖u‖2H2 + C
(
−2∑
k=−∞
+
+∞∑
k=1
)
|k|2m−l
(∫ k+1
k
u2dx
)1−n
r
(∥∥∥∥drudxr
∥∥∥∥nr
L2(k,k+1)
+ ‖u‖
n
r
L2(k,k+1)
)2
≤ ‖u‖2H2 + Cr
(
−2∑
k=−∞
+
+∞∑
k=1
)
22m−l
(∫ k+1
k
x2mu2dx
)1−n
r
(∥∥∥∥drudxr
∥∥∥∥2
L2(k,k+1)
+ ‖u‖2L2(k,k+1)
)n
r
≤ ‖u‖2H2 + Cr
(
−2∑
k=−∞
+
+∞∑
k=1
){∫ k+1
k
x2mu2dx+
∥∥∥∥drudxr
∥∥∥∥2
L2(k,k+1)
+ ‖u‖2L2(k,k+1)
}
≤ ‖u‖2H2 + Cr
+∞∑
k=−∞
{∫ k+1
k
x2mu2dx+
∥∥∥∥drudxr
∥∥∥∥2
L2(k,k+1)
+ ‖u‖2L2(k,k+1)
}
.
As´ı, ∫ +∞
−∞
|x|2m−l
(
dnu
dxn
)2
dx ≤ Cr
{
‖u‖2Hr + ‖u‖
2
H2 +
∫ +∞
−∞
x2mu2dx
}
.
Partiendo del hecho que w es solucio´n de (2.3) obtenemos
1
2
d
dt
∫ +∞
−∞
x2mw2dx =− λ
∫ +∞
−∞
x2mw3∂xw dx+ 2m
∫ +∞
−∞
x2m−1w∂2xwdx
−m
∫ +∞
−∞
x2m−1(∂xw)
2
dx− ǫ
∫ +∞
−∞
x2mw∂4xw dx.
(2.51)
Ahora haremos estimaciones para las integrales obtenidos en (2.51). En el primer te´rmino
tenemos
−λ
∫ +∞
−∞
x2mw3∂xw dx ≤ ‖x
mw2∂xw‖L2‖x
mw‖L2 ≤
1
2
(
‖xmw2∂xw‖
2
L2 + ‖x
mw‖2L2
)
,
tambie´n
‖xmw2∂xw‖
2
L2 =
∫ +∞
−∞
x2mw4(∂xw)
2
dx ≤ ‖w‖4∞
∫ +∞
−∞
x2m(∂xw)
2
dx
≤ C1
{
‖w‖2Hr + ‖w‖
2
H2 +
∫ +∞
−∞
x2mw2dx
}
≤ C1 + C2‖x
mw‖2L2 .
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Por lo tanto,
(2.52) − λ
∫ +∞
−∞
x2mw3∂xw dx ≤ C1 + C2
∫ +∞
−∞
x2mw2dx.
Para el segundo te´rmino tenemos
2m
∫ +∞
−∞
x2m−1w∂2xw dx ≤ 2m‖x
m−1∂2xw‖L2‖x
mw‖L2
≤ m
(
‖xm−1∂2xw‖
2
L2 + ‖x
mw‖2L2
)
,
donde
‖xm−1∂2xw‖
2
L2 =
∫ +∞
−∞
x2m−2
(
∂2xw
)2
dx ≤ C1 + C2
∫ +∞
−∞
x2mw2dx,
as´ı,
(2.53) 2m
∫ +∞
−∞
x2m−1w∂2xw dx ≤ C1 + C2
∫ +∞
−∞
x2mw2dx.
De (2.50) obtenemos
(2.54) −m
∫ +∞
−∞
x2m−1(∂xw)
2
dx ≤ C1 + C2
∫ +∞
−∞
x2mw2dx.
Ana´logamente, haciendo dos veces integracio´n por partes y procediendo como en (2.52) y
(2.53) obtenemos
(2.55) Iε = −ε
∫ +∞
−∞
x2mw∂4xw dx ≤ C1 + C2
∫ +∞
−∞
x2mw2dx.
Usando (2.52)-(2.55) en (2.51) tenemos para t ∈ [0, T ]
1
2
d
dt
∫ +∞
−∞
x2mw2 dx ≤ C3 + C4
∫ +∞
−∞
x2mw2dx,
entonces∫ +∞
−∞
x2mw2(x, t, ε)dx ≤ 2C4
∫ t
0
∫ +∞
−∞
x2mw2(x, t, ε)dx+ 2C3t+
∫ +∞
−∞
x2mw2(x, 0; ε)dx.
Por lo tanto,
∫ +∞
−∞
x2mw2 dx ≤ C(m,T ).
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2.3.1. Solucio´n de la KdV Modificada en S(R)
Proposicio´n 2.3. Para cada u0 ∈ S(R) y 0 < ε < 1, el problema (2.3) tiene una u´nica
solucio´n global.
Demostracio´n. En efecto, sea u0 ∈ S(R). Suponga existe T
∗ > 0 tal que la u´nica solucio´n
w(·, t; ε) ∈ C
(
[0, T ];S
)
de (2.3), se puede extender al semi-intervalo de tiempo [0, T ∗) y no
puede ser extendida en una vecindad a la derecha del punto t = T ∗.
Entonces, en virtud de la continuidad arriba indicada existe limt→T ∗−u(x, t; ε) = u1(x),
entendido en el sentido del espacio S(R). As´ı, considerando el problema de Cauchy∂tu+ ∂3xu+ ε∂4xu+ λu2∂xu = 0, (x, t) ∈ R× R+ , λ = ±1,u(x, T ∗) = u1(x) ∈ S(R), x ∈ R.
Luego, tenemos solucio´n local del sistema anterior en un intervalo de tiempo [T ∗, T ∗+δ), esto
es una contradiccio´n. Porlo tanto, la solucio´n puede ser extendida pata todo T ∗ positivo.
Usando la Proposicio´n 2.3 obtenemos el siguiente resultado para el problema (2.2).
Proposicio´n 2.4. Sea u0 ∈ S(R). Entonces, existe solucio´n global para el problema (2.2).
Demostracio´n. En vista de la proposicio´n 2.3, para cada 0 < ε ≤ 1 arbitrario, solucio´n global
de ∂tu+ ∂3xu+ ε∂4xu+ λu2∂xu = 0, (x, t) ∈ R× R+ , λ = ±1,u(x, 0) = u0(x) ∈ S(R), x ∈ R.
Haciendo ε→ 0 obtenemos solucio´n de∂tu+ ∂3xu+ λu2∂xu = 0, (x, t) ∈ R× R+ , λ = ±1,u(x, 0) = u0(x) ∈ S(R), x ∈ R.
La unicidad de esta solucio´n puede ser probada como en la proposicio´n (2.3).
2.4. Solucio´n del problema en H2
En esta seccio´n resolveremos el problema de Cauchy para la ecuacio´n Korteweg-de Vries
modificada asociado a un dato inicial en el espacioH2. Recordemos que la ecuacio´n Korteweg-
de Vries modificada que intentamos resolver es la siguiente.∂tu+ ∂3xu+ λu2∂xu = 0, (x, t) ∈ R× R+ , λ = ±1,u(x, 0) = u0(x) ∈ H2, x ∈ R.
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A seguir, haremos la demostracio´n del resultado principal de este trabajo, el teorema (2.1),
cuya prueba sera´ hecha en algunos pasos.
2.4.1. Bu´squeda de un candidato
Pretendemos encontrar un candidato para la solucio´n del problema en el espacio L2.
Sean u0 ∈ H
2 y T > 0 arbitrarios. Usando el hecho que S es denso en H2(R) existe una
sucesio´n (un0 )n≥1 ⊂ S(R) tal que u
n
0 → u0 en H
2 cuando n→∞.
Para cada n ∈ N, denotemos por un(·, t) ∈ C
∞
(
[0, T ];S
)
la solucio´n de
(2.56)
∂tu+ ∂3xu+ λu2∂xu = 0, (x, t) ∈ R× R+ , λ = ±1,u(x, 0) = un0 (x) ∈ S(R), x ∈ R.
Sabemos que ‖un0‖H1 <∞, dado que S(R) →֒ H
1, entonces se tiene que
‖un0 (·)‖H1 ≤ sup
n
‖un0 (·)‖H1 <∞.
Consideremos Rn2 = R2 (‖un‖H1 , T ) proveniente del lema 2.1. Observe que (R
n
2 )n≥1 es acotado,
denotemos por
R2 = sup
n
R2(‖un‖H1 , T ) = sup
n
Rn2 > 0.
Ana´logamente ‖un0‖H2 ≤ R
n
3 , denotemos R3 = sup
n
Rn3 . Entonces, debido al Lema 2.2 existe
R4 = R4(R3) > 0 tal que ‖un‖H2 ≤ R4. As´ı, para t ∈ (0, T ) tenemos
(2.57) ‖un(·, t)‖H1 ≤ R2 y ‖un(·, t)‖H2 ≤ R4.
Por lo tanto, tenemos
Afirmacio´n 2.4.1. La sucesio´n (un)n≥1 es de Cauchy en C([0, T ];L
2)
Demostracio´n. Para 0 < t ≤ T , partiendo de (2.56) tenemos
(2.58) ∂tun + ∂
3
xun + λu
2
n∂xun = 0,
(2.59) ∂tum + ∂
3
xum + λu
2
m∂xum = 0.
Substrayendo (2.59) de (2.58), despue´s multiplicando por un − um obtenemos
1
2
d
dt
∫ +∞
−∞
(un − um)
2
dx = −λ
∫ +∞
−∞
(un − um)
[
u2m∂xun − u
2
m∂xum
]
dx
= −λ
∫ +∞
−∞
(un − um)
[
u2n (∂xun − ∂xum) + ∂xum
(
u2n − u
2
m
)]
dx,
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donde
−λ
∫ +∞
−∞
(un − um) u
2
n∂x(un − um)dx = λ
∫ +∞
−∞
un∂xun(un − um)
2
dx
≤ ‖un‖∞‖∂xun‖∞
∫ +∞
−∞
(un − um)
2
dx
≤ C(T )
∫ +∞
−∞
(un − um)
2
dx,
tambie´n
−λ
∫ +∞
−∞
(un − um)
2 (un + um) ∂xum dx ≤ ‖un + um‖∞‖∂xum‖∞
∫ +∞
−∞
(un − um)
2
dx
≤ C(T )
∫ +∞
−∞
(un − um)
2
dx,
entonces
1
2
d
dt
∫ +∞
−∞
(un − um)
2
dx ≤ C(T )
∫ +∞
−∞
(un − um)
2
dx.
Aplicando el lema de Gronwall tenemos∫ +∞
−∞
(un − um)
2
dx ≤ ‖un0 − u
m
0 ‖
2
L2 e
2C(T )t,
dado que ‖un0 − u
m
0 ‖L2 → 0 cuando n,m → ∞, entonces haciendo n,m → ∞ obtenemos
‖un(·, t)− um(·, t)‖L2 → 0, como quer´ıamos probar.
Luego la sucesio´n
(
un(·, t)
)
n≥1
es de Cauchy en L2, por lo tanto
(
un(·, t)
)
n≥1
converge en
el espacio C
(
[0, T ];L2
)
para una funcio´n u(x, t).
La continuidad es satisfecha, pues si tk → t0 en [0, T ], entonces
‖u(·, tk)−u(·, t0)‖L2 ≤ ‖u(·, tk)−un(·, tk)‖L2+‖un(·, tk)−un(·, t0)‖L2+‖un(·, t0)−u(·, t0)‖L2 .
2.4.2. Regularidad en H2
Ahora, de (2.57) tenemos
Afirmacio´n 2.4.2. Para t ∈ [0, T ] tenemos:
(2.60) u(·, t) ∈ H2(R) y ‖u(·, t)‖H2 ≤ R4.
Demostracio´n. En efecto, tomando t arbitrario en [0, T ], usando (2.57) y el teorema 1.3 la
sucesio´n
(
un(·, t)
)
n≥1
es de´bilmente compacta en H2, ya que H2 es reflexivo. Luego contiene
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una subsucesio´n que converge de´bil (sin perdida de generalidad podemos suponer la misma
sucesio´n).
Por lo tanto, aplicando la proposicio´n 1.4 tenemos
‖u(·, t)‖H2 ≤ l´ım infn
‖un(·, t)‖H2 ≤ R4.
As´ı, (2.60) esta´ probada.
Ana´logamente, probaremos que nuestro candidato es regular en H1.
Lema 2.5. Para cada T > 0, un → u cuando n→∞ en C
(
(0, T );H1
)
.
Demostracio´n. Sea T > 0 arbitrario fijo, consideremos t ∈ (0, T ).
Note que ya hemos verificado un(·, t), u(·, t) ∈ H
1, luego
sup
t∈(0,T )
‖un‖H1 <∞, sup
t∈(0,T )
‖u‖H1 <∞.
Por definicio´n sabemos que
‖un − u‖
2
H1 = ‖un − u‖
2
L2 + ‖∂xun − ∂xu‖
2
L2 ,
ahora, usando Cauchy Schwarz, desigualdad triangular y la afirmacio´n 2.4.2
‖∂xun − ∂xu‖
2
L2 =
∫ +∞
−∞
∂x(un − u)∂x(un − u)dx
= −
∫ +∞
−∞
(un − u)∂
2
x(un − u)dx
≤ ‖un − u‖L2‖un − u‖H2
≤ 2R4‖un − u‖L2 .
As´ı, cuando n→∞ tenemos ‖un − u‖H1 → 0, adema´s, como
‖un − u‖H1 ≤ ‖un − u‖
2
L2 + 2R4‖un − u‖L2
≤ 4R4
2
+ 2R4R2 <∞.
Luego, sup
t∈(0,T )
‖un(·, t)− u(·, t)‖H1 < ∞. Para probar la continuidad considere una sucesio´n
tk → t0 en [0, T ] y basta usar la siguiente desigualdad.
||u(·, tk)− u(·, t0)||H1 ≤||u(·, tk)− un(·, tk)||H1 + ||un(·, tk)− un(·, t0)||H1
+ ||un(·, t0)− u(·, t0)||H1 .
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Lema 2.6. Para cada T > 0, sea t ∈ [0, T ]. Entonces ‖un(·, t)− u(·, t)‖H2 → 0 cuando
n→∞.
Demostracio´n. Usando el lema (2.5), para cada t ∈ R+
un ⇀ u en H
2 cuando n→∞.
Adema´s, tenemos a partir de (2.41) y (2.42) considerando ε = 0
(2.61)
1
2
‖∂2xun(·, t)‖
2
L2 −
1
2
‖∂2xun(·, 0)‖
2
L2 = R(un),
donde
R(un) = R1(un) +R2(un),
R1(un) =
∫ t
0
∫ +∞
−∞
{
−
λ
3
(∂xun(x, s))
3
∂2xun(x, s) +
5
3
u3n(x, s)(∂xun(x, s))
3
}
dxds,
R2(un) =
5
6
λ
∫ +∞
−∞
{
u2n(x, t)(∂xun(x, t))
2 − u2n(x, 0)(∂xun(x, 0))
2
}
dx.
Queremos probar que R(un) tiende para R(u) cuando n→∞. Para R2(un) el paso del l´ımite
es va´lido en vista de la siguiente desigualdad.∫ +∞
−∞
{
u2n(∂xun)
2 − u2(∂xu)
2
}
dx = −
1
3
∫ +∞
−∞
{
u3n∂
2
xun − u
3∂2xu
}
dx
= C
∫ +∞
−∞
{
u3n
(
∂2xun − ∂
2
xu
)
+ ∂2xu
(
u3n − u
3
)}
dx
≤ C1‖un − u‖H1 + C2‖un − u‖H1
n→∞
−→ 0.
Ana´logamente, ∫ +∞
−∞
{
u2n(x, 0)(∂xun(x, 0))
2 − u2(x, 0)(∂xu(x, 0))
2
}
dx
n→∞
−→ 0.
Para los te´rminos de R1(un) usando∫ t
0
∫ +∞
−∞
{
(∂xun(x, s))
3
∂2xun(x, s)− (∂xu(x, s))
3
∂2xu(x, s)
}
dx ds
=
∫ t
0
∫ +∞
−∞
{
∂2xun
[
(∂xun)
3 − (∂xu)
3]+ (∂xu)3 (∂2xun − ∂2xu)}dx ds
=
∫ t
0
∫ +∞
−∞
{
∂2xun
[
(∂xun)
3 − (∂xu)
3]− 3(∂xu)2∂2xu (∂xun − ∂xu)}dx ds
≤
∫ t
0
{
C1‖∂
2
xun(·, s)‖L2 ||un − u||H1 + C2‖u(·, s)‖
3
H2‖un − u‖H1
}
ds
≤ C sup
s∈(0,t)
‖un − u‖H1t
n→∞
−→ 0.
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Ana´logamente, para el otro te´rmino de R1(un), concluimos que R(un) → R(u) cuando n →
∞.
Recordando que un0 → u0 en H
2 cuando n→∞, como
1
2
‖∂2xun(·, t)‖
2
L2 −
1
2
‖∂2xun(·, 0)‖
2
L2 = R(un),
entonces
1
2
‖∂2xun(·, t)‖
2
L2 ≤ l´ım infn→∞
1
2
‖∂2xun(·, t)‖
2
L2
=
1
2
l´ım inf
n→∞
‖∂2xun(·, 0)‖
2
L2 + l´ım infn→∞
R(un)
=
1
2
‖∂2xu(·, 0)‖
2
L2 +R(u).(2.62)
Ahora, observemos que las consideraciones anteriores continu´an va´lidas en el siguiente pro-
blema, fijando t ∂tw + ∂3xw + λw2∂xw = 0, (x, t) ∈ R× R+ y λ = ±1,w(x, t) = u(x, t) ∈ S(R), x ∈ R.
Consideremos una sucesio´n arbitraria (wn0 )n≥1 ⊂ S(R), tal que w
n
0 (·)→ u(·, t) en H
2. Enton-
ces denotemos por wn(·, s) la solucio´n de∂tw + ∂3xw + λw2∂xw = 0, (x, t) ∈ R× R+ y λ = ±1,w(x, t) = wn0 (x) ∈ S(R), x ∈ R.
Donde wn(·, s) ∈ C
∞
(
(0, T );S
)
, y observe que wn(·, t) = w
n
0 (·). Como antes wn(·, s)→ u(·, s)
en C
(
(0, T );H1
)
, adema´s, para s ∈ R fijo, wn(·, s) ⇀ u(·, s) en H
2(R).
Dado que wn(·, t) = w
n
0 (·)→ u(·, t) en H
2(R), entonces
1
2
‖∂2xu(·, 0)‖
2
L2 ≤
1
2
l´ım inf
n→∞
‖∂2xwn(·, 0)‖
2
L2
=
1
2
l´ım inf
n→∞
‖∂2xwn(·, t)‖
2
L2 − l´ım infn→∞
R(un)
=
1
2
‖∂2xu(·, t)‖
2
L2 −R(u).(2.63)
Ahora, de (2.62) y (2.63) concluimos que
(2.64)
1
2
‖∂2xu(·, t)‖
2
L2 =
1
2
‖∂2xu(·, 0)‖
2
L2 +R(u).
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Tomando el l´ımite cuando n→∞ en (2.61)
l´ım
n→∞
(
1
2
‖∂2xun(·, t)‖
2
L2
)
=
1
2
‖∂2xu(·, 0)‖
2
L2 +R(u)
=
1
2
‖∂2xu(·, t)‖
2
L2 .
Finalmente, tenemos un(·, t) ⇀ u(·, t) en H
2 y ‖un(·, t)‖H2 → ‖u(·, t)‖H2 , por lo tanto
un(·, t)→ u(·, t) en H
2, como quer´ıamos probar.
2.4.3. Continuidad del candidato en H2
Lema 2.7. Para cada T > 0, u ∈ C
(
(0, T );H2
)
.
Demostracio´n. De (2.64) tenemos
1
2
‖∂2xu(·, t)‖
2
L2 =
1
2
‖∂2xu(·, 0)‖
2
L2 +R(u).
Afirmacio´n 2.4.3. ‖∂2xu(·, t)‖L2 es continua como funcio´n de t.
En efecto, observe que basta probar R(u(·, t)) es continua como funcio´n de t. Recordando
que R(u) = R1(u) +R2(u), donde
R1
(
u(·, t)
)
=
∫ t
0
∫ +∞
−∞
{
−
λ
3
(∂xu(x, s))
3
∂2xu(x, s) +
5
3
u3(x, s)(∂xu(x, s))
3
}
dxds,
R2
(
u(·, t)
)
=
5
6
λ
∫ +∞
−∞
{
u2(x, t)(∂xu(x, t))
2 − u2(x, 0)(∂xu(x, 0))
2
}
dx.
Para R1(·, t) considere t1, t2 ∈ [−T, T ]
R1
(
u(·, t1)
)
−R1
(
u·, t2)
)
=
∫ t2
t1
∫ +∞
−∞
{
λ
3
(∂xu)
3
∂2xu+
5
3
u3(∂xu)
3
}
dx ds
≤
∫ t2
t1
{
C1‖∂xu‖
2
∞‖∂xu‖L2‖∂
2
xu‖L2 + C2‖u‖
3
∞‖∂xu‖∞‖∂xu‖
2
L2
}
ds
≤
∫ t2
t1
{
C1‖u‖
4
H2 + C2‖u‖
6
H2
}
ds
≤ C|t1 − t2|.
As´ı, R1
(
u(·, t)
)
es continua como funcio´n de t.
Para probar la continuidad de R2
(
u(·, t)
)
, consideremos una sucesio´n (tk)k≥1 contenida en
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[0, T ] tal que tk → t0 cuando k →∞, luego∫ +∞
−∞
{
u2(x, tk)(∂xu(x, tk))
2 − u2(x, t0)(∂xu(x, t0))
2
}
dx
=
∫ +∞
−∞
{
u2(x, tk)
[
(∂xu(x, tk))
2 − (∂xu(x, t0))
2]}
dx
−
∫ +∞
−∞
(∂xu(x, t0))
2 [
u2(x, tk)− u
2(x, t0)
]}
dx
≤ ‖u‖2∞‖∂xu(·, tk)− ∂xu(·, t0)‖L2‖∂xu(·, tk) + ∂xu(·, t0)‖L2 +
+‖u(·, tk)− u(·, t0)‖H1‖u(·, tk) + u(·, t0)‖H1‖∂xu(·, t0)‖
2
L2
≤ C1‖u(·, tk)− u(·, t0)‖H1 + C2‖u(·, tk)− u(·, t0)‖H1 .
Dado que, u(·, t) ∈ C
(
(0, T );H1
)
, el u´ltimo te´rmino en la desigualdad anterior tiende a cero,
cuando k →∞. Esto prueba nuestra afirmacio´n.
Luego, ‖u(·, t)‖H2 es continua como funcio´n de t, para cada t ∈ [0, T ].
Tomando un arbitrario t0 ∈ [0, T ] y una sucesio´n (tn)n≥1 ⊂ [0, T ] tal que tn → t0 cuando
n→∞. Entonces debido a los datos anteriores tenemos u(·, tn)→ u(·, t0) en H
1.
Adema´s, como ‖u(·, tn)‖H2 ≤ R4 existe una subsucesio´n convergente (sin perdida de
generalidad podemos tomar la misma sucesio´n). Dado que, convergencia fuerte implica con-
vergencia de´bil, entonces u(·, tn) ⇀ u(·, t0) en H
1, luego, u(·, tn) ⇀ u(·, t0) en H
2. Debido a
la continuidad de ||u(·, t)||H2 como funcio´n de t, tenemos
l´ım
n→∞
‖u(·, tn)‖H2 = ‖u(·, t0)‖H2 ,
entonces, u(·, tn)→ u(·, t0) en H
2, por lo tanto
l´ım
n→∞
‖u(·, tn)− u(·, t0)‖H2 = 0.
2.4.4. Existencia de la solucio´n del problema
Lema 2.8. Para cada T > 0, un(·, t)→ u(·, t) cuando n→∞ en C
(
[0, T ];H2
)
.
Demostracio´n. Suponga la afirmacio´n no es va´lida, entonces existe ǫ > 0 y una sucesio´n
(tn)n≥1 ⊂ [0, T ] tal que
(2.65) ‖un(·, tn)− u(·, tn)‖H2 ≥ ǫ.
Por el teorema de Bolzano-Weierstrass, existe (tnk)k≥1 ⊂ (tn)n≥1 y t0 ∈ [0, T ] tal que tnk → t0
cuando k →∞.
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Sin embargo, por el lema anterior, u(·, tnk)→ u(·, t0) enH
2.
De manera ana´loga al lema (2.6) se puede probar que
unk(·, tnk)→ u(·, t0) enH
2,
luego,
‖unk(·, tnk)− u(·, tnk)‖H2 ≤ ‖unk(·, tnk)− u(·, t0)‖H2 + ‖u(·, tnk)− u(·, t0)‖H2
< ǫ.
Esto es una contradiccio´n con (2.65).
Veamos a continuacio´n que u es de hecho la solucio´n del problema (2.2). En efecto, dado
que cada un es regular entonces
(2.66) ∂tun(·, t) = F
(
un(·, t)
)
= −λu2n(·, t)∂xun(·, t)− ∂
3
xun(·, t)
tienen sentido en el espacio H−1, para cada t ∈ [0, T ], de donde concluimos que
un(·, t+ h)− un(·, t) =
∫ t+h
t
F (un(·, s))ds.
Usando que un −→ u en H
2 y el Teorema de la convergencia dominada obtenemos la igualdad
u(·, t+ h)− u(·, t) =
∫ t+h
t
F (u(·, s))ds,
va´lida en H−1, de donde podemos concluir que u(·, t) ∈ C1
(
[0, T ];H−1
)
y ∂tun → ∂tu en
H−1.
Finalmente tomando limite en el espacio H−1 en ambos lados de (2.66) concluimos la
prueba.
2.4.5. Unicidad de la solucio´n del problema
Consideremos u1(·, t),u2(·, t) dos soluciones generalizadas de (2.2) definidas en el intervalo
de tiempo [0, T ], donde T > 0. Observe que para t ∈ [0, T ] y w = u1 − u2 tenemos
1
2
d
dt
∫ +∞
−∞
w2dx = −λ
∫ +∞
−∞
w
[
u21∂xu1 − u
2
2∂xu2
]
dx
= −λ
∫ +∞
−∞
w
[
(u21 − u
2
2)∂xu1 + u
2
2∂xw
]
dx
≤ C
∫ +∞
−∞
w2dx.
Aplicando el Lema de Gronwall obtenemos u1 = u2.
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2.4.6. Dependencia continua
Sea u0 ∈ H
2 y una sucesio´n (un0 )n≥1 ⊂ H
2 tal que un0 → u0 en H
2 cuando n → ∞. Sean
u(x, t) y un(x, t) las correspondientes soluciones generalizadas de (2.2) para datos iniciales
u0(x) y u
n
0 (x) respectivamente.
Necesitamos probar que para cada T > 0
(2.67) l´ım
n→∞
ma´x
t∈[0,T ]
‖un(·, t)− u(·, t)‖H2 = 0.
Tomemos T > 0 arbitrario, como S(R) es denso en H2. Para cada n ∈ N existe u˜n0 ∈ S(R)
tal que para la correspondiente solucio´n u˜n(·, t) ∈ C
∞
(
[0, T ];S
)
de (2.2) tenemos
(2.68) ma´x
t∈[0,T ]
‖u˜n(·, t)− un(·, t)‖H2 <
1
n
,
observe que u˜n0 → u0 en H
2 cuando n→∞. De donde por el lema 2.7 tenemos
(2.69) l´ım
n→∞
ma´x
t∈[0,T ]
‖u(·, t)− u˜n(·, t)‖H2 = 0.
Aplicando desigualdad triangular y usando (2.68) y (2.69) obtenemos (2.67).
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