In this paper, we introduce a new approach to multiclass classification problem. We decompose the problem into a series of regression tasks, that are solved with CART trees. The proposed method works significantly faster than state-of-the-art solutions while giving the same level of model quality. The algorithm is also robust to imbalanced datasets, allowing to reach high-quality results in significantly less time without class re-balancing.
Introduction
Classification with more than two classes is a natural setting for many tasks including text classification, object recognition, protein folding. High demand generated many methods whose performances vary from task to task . In most cases, the family of gradient boosted decision trees (GBDT) works best off-the-shelf. There are three major exceptions:
• datasets where feature extraction is not trivial (images, signals, etc.) . Deep learning methods have better results on this data;
• tiny datasets, where RBM (Smolensky, 1986) , ELM (Huang et al., 2012) are better;
• problems with large number of classes where performance issues make usage of GBDT impractical.
In this paper, we focus on the last case. We propose a factorization method that makes it practical to use GBDT models for problems with a large number of classes without having to do class balancing.
There are two main approaches to apply boosting to multiclass classification problems known from the literature: task decomposition and weights boosting. The most straightforward approach is to decompose the multiclass classification problem into a system of independent binary classification problems (e.g. one vs. rest). A generalization of this approach is provided in Allwein et al. (2000) . This approach has nice theoretical properties and has its successors (Evron et al., 2018) , but this setting does not fit for dynamic nature of boosting procedure. Another way of decomposition, which is more natural for boosting, is to build a series of weak classifiers correcting each other. This approach is represented in wide variety of papers (Schapire and Singer, 1999; Zhu et al., 2006) and is generalized on top of game theory principles in Mukherjee and Schapire (2013) . Unfortunately, these methods are rarely used in practice because they are generally outperformed by off-the-shelf GBDT libraries .
One more way to do boosting for multiclass classification is to build a decision vector function, whose components represent the weights of each class for provided example. The most simple way to build such a vector function is to optimize multinomial logistic regression loss (MLR) (Hardin and Hilbe, 2001) or another loss that contains information on class relationships (Friedman et al., 1998) . Attractive property of this approach is that it works well even with imbalanced classes (Weiss and Provost, 2001; Japkowicz and Stephen, 2002) . The boosting procedure in this case is applied to vector function components that are built either independently or share components of ensemble elements.
When the number of classes increases, a constructing vector function becomes complicated. We can reduce complexity and the computational "weight" of the decision function by sharing certain components. The most popular functional basis for boosting methods are decision trees. To reduce the complexity of the vector function, we can share the same tree topology between all classes and express their differences in the leaf values only. Because of this structure (single topology and vector of class weights in the leaves) they sometimes are referenced as vector-trees. This optimization is presented in both academic studies (Sun et al., 2012; Si et al., 2017) and in industrial libraries (Dorogush et al., 2018; Chen and Guestrin, 2016) . The techniques used to build a topology vary, but it is always more computationally intensive than single classifier or regression tree building because we need to take into account information on all of the classes. To the best of our knowledge, the only exception from this rule is when we choose single "basis" class during optimization, but this simplification gives poor quality results.
In our work we combine both approaches. At first, we decompose the multiclass classification task into a series of regression tasks using MLR gradient matrix factorization. Then, for each regression task we build a decision tree with state-of-the-art algorithms. Finally, we add all vectors together to get boosted classes weights. This way we are able to get lightweight, less complex models that are fast to train and robust to class imbalance. The main contributions of this paper are the following:
• method for fast rank-one matrix decomposition, when one of the matrix dimensions dominates the other (SALS); • method based on a decomposition of the multiclass classification task to a series of regressions; • extensive comparison of the method with off-the-shelf libraries and alternative approaches.
The later sections of the paper are organized as follows: in the motivation part, the idea of the method is explained on the basis of existing approaches, the algorithm is described in details in Section 3, experimental part of the research and computation performance analysis follows in Section 4.
Motivation
Many algorithms in ML solve binary classification or regression tasks. The idea of employing them for multiclass classification looks attractive. The modeling matrix approach formulated by Allwein, Schapire, and Singer (Allwein et al., 2000) allows one to split this complex task into binary classification subtasks. Unfortunately, the elements of the modeling matrix must be from a set of {−1, 0, 1}. This limitation makes the optimization of this matrix for a particular task much more difficult (Crammer and Singer, 2000; Zhao and Xing, 2013) . We want to get rid of this limitation and build the modeling matrix iteratively, column by column. On each step, we greedily optimize the classification quality on the whole dataset. This approach is similar to (Mukherjee and Schapire, 2013 ), but we use regression instead of classification. Thus the mathematical grounds are completely different.
Another valuable property of the modeling matrix approach is that it fits well when the number of classes is significant, and it is hard or even impossible to train scoring function for each of them. In this case, we "code" the class by modeling matrix row. Then it is possible to estimate the class probability, using results of the binary classifiers defined by each column. The minimal number of the classifiers needed to code a fixed number of classes K is logK, and this theoretically allows us to use much fewer models than the number of classes. Unfortunately, coding matrix optimization is hard, and one bad classifier can ruin the quality of the whole decision function.
Our idea is to go the opposite way: instead of minimization of the number of classifiers, we use a broad set of weak models and associate with them "coding vectors". A large number of weak models allows reduce the variance of an entire ensemble. Reuse of the same regression trees across classes reduces computational and informational weight of the decision. The number of classes influence only "coding vectors", this allows to have the arbitrary number of weak models, even less than the number of the classes. This property becomes useful when the number of classes is huge (> 1000).
Algorithm
In this section we describe the proposed method. To introduce the notation we start from general schema of the multinomial logistic regression optimization, the core of the method is described then followed by convergence analysis, the final part contains description of SALS method used for gradient matrix factorization.
Multinomial logistic regression boosting
The boosting of multinomial logistic regression is a well studied topic (Friedman et al., 1998) . If one fixes a decision vector function H of K − 1 dimensions (H c is the c-th class component of H), the probability of class c for feature vector x will take the following form:
( 1) where I is indicator function. One can maximize the log likelihood of the training sample:
with dataset X consisting of (x, y) pairs, where y is the correct class for the associated item x. The decision function is a sum of T components
Construction of the decision function is done iteratively, one h t+1 at a time.
At each step, we want the matrix h t+1 (X), where X is a joined training data feature matrix, to be aligned with the matrix of partial derivatives for each example (row), for each class (column) at the point of current boosting cursor H t (X):
The particular value of ∇L is calculated at each step ∇L t = ∇L(H t (X)). To provide alignment we look for h c,t+1 minimizing Frobenius norm of the residue matrix:
where
If we optimize h c components independently, there are K − 1 regression trees are built at this step.
This part is the most computationally intensive for any MLR implementation and its further optimization is definitive. There are wide variety of techniques used here, but the most important problems are: scoring function for tree topology and leaf vector optimization strategy. Because each tree optimization is K times more difficult than binary classification, many implementations use Newton step instead of simple gradient for leaves vectors computation to reduce the number of required steps T . The Newton step requires Hessian computation which is quadratic by number of classes and hardly possible when K is big enough. In our approach the optimization at this step is way easier and there is no reason to save the number of gradient steps. Because of this we can skip Newton step to be able to work with large number of classes.
Main algorithm
We will look for decision in the class of such functions:
Input: step α, iterations count T .
Evaluate the gradient's ∇L t+1 = ∇L(x t ) using (3). Factorize the gradient's matrix:
Train weak model h t+1 (x) using {X, r t+1 } as a training set and MSE as a target function:
Update model:
It consists of T real-valued components h t (x) common for all classes. Each component is weighted for each class c differently by b t vector values. The exact probability of the class c is then calculated in form of multinomial logistic regression (1). This form allows us to work without conditions on b t which has K − 1 components. One could think of B = {b ct } as a "coding matrix" components of {h t } T t=1 ensemble. As we want to optimize (4) for all classes simultaneously then the boosting optimization step (4) can be split into two steps:
According to the Eckart-Young-Mirsky theorem (Eckart and Young, 1936) , solving first step means finding the left and the right singular vectors of ∇L t associated with the largest singular value of ∇L t . The second step is just a regression problem, that is well known and hardly optimized in GBDT libraries. The main steps of the resulting algorithm are summarized in Algorithm. 1.
There are two theoretical issues with the proposed method:
• in boosting process neighboring gradients can be aligned with each other and continuous rank-one factorization may become less effective;
• we have reduced the complexity of the tree learning procedure, but the SVD cost could take even more time to complete.
Convergence analysis
To the best of our knowledge, the multinomial logistic regression boosting analysis is not presented in the literature. On the other hand it seems that general greedy boosting analysis (Zhang and Yu, 2003) can be easily adapted for this case. We can use results of this analysis and the only issue with our method is that it can violate the key assumption: approximate minimization. In this assumption authors want the greedy minimization on each step to be closer to the precise optimization on each step. The problem here is that we have introduced additional step (factorization) and it can bring additional error. If the error increases with the number of steps, the boosting can diverge.
To check this we need to evaluate the quality of factorization through optimization steps. We do this with condition number 1 . The lower condition number, the lower the factorization quality. At start of the optimization the condition number drops but with the number of iterations it grows back. Consequently the problem exists only in the first part of optimization, and after a certain point it fades out.
1 Ratio of the greatest singular value to the lowest one This effect can be explained: at the firsts steps of the boosting the ∇L t are aligned with each other, but closer to the optimum, with the reduction of the norm, consequent ∇L t become more independent on each other and rank-one factorization becomes effective again.
Stochastic ALS
Rank one matrix factorization is well studied topic. There are many algorithms to deal with this problem, starting from power iteration method to more complex ALS. The ALS complexity is O(K|X|). In our case, |X| is the number of observations which we want to grow and this complexity does not fit our needs. It is reasonable to find more effective algorithm for our special case when the number of classes is orders of magnitude less than the number of examples in the dataset K ≪ |X|. This algorithm can be used beyond the proposed method so we will describe in general terms of matrix rank one factorization task arg min u,v
A−uv
T where A ∈ R m×n . Taking into account that elements of u (and their optimization) are independent on each other we can turn our task to stochastic form:
This task has an infinite number of solutions because we can simultaneously scale u and v by any α and 1 α to get the same result. We will look for solutions in set of v = 1. One can see that the third form of the task split it into two independent optimizations of v vector and for u i component of the u vector. The optimal u can be taken from zero derivative condition of the most internal component
, in condition of the unit length of v it can be rewritten asû i = j a ij v j . And the v optimization now takes the following form:
This task can be easily solved by any stochastic gradient decent method (SGD). We chose the most straightforward way:
where w is SGD step. The resultû is calculated after optimization converges. This algorithm is much faster than the standard ALS on the matrices of the defined shape. When the number of observations is large and only a fixed part of this data m is needed to reach low variance on weak model optimization, the complexity of the SALS algorithm drops to O(n).
Experiments
In this section, we make two series of experiments: comparing with off-the-shelf libraries and testing the proposed approach on top of the same GBDT implementation. The first part of experiments allows us to validate the statement that the proposed method can achieve the same or even better level of quality in most cases. The second study is dedicated to deeper complexity analysis and the ability of the method to build models that are applicable in industry practice.
In the experiments, we use Monte Carlo cross-validation (5 splits) to measure the performance of the classifiers on each dataset. 20% of the total instances in each data set is used for testing, another 20% is used for the parameters tuning and with the rest 60% of the instances of the dataset represent final training data. Parameter tuning is done via grid-search method. All experiments were performed on a system with dual Intel Xeon CPUs at 2.60GHz and 32GB RAM, running on Ubuntu 16.04.5
Comparison with off-the-shelf libraries
We consider various implementations of state-of-the-art classification algorithms according to an extensive comparative study , where the authors compared the accuracy and That is why we use popular publicly-available classification datasets from the UCI Machine Learning Repository datasets. This allows reader to compare our results with a particular method. In addition, we used a small dataset (IMAT2009) for ranking from Yandex IMAT'2009 competition. To the best of our knowledge, the used baselines outperform the published boosting methods for all presented datasets as we have thoroughly tuned parameters. Tab. 1 shows the characteristics of the used datasets.
We should notice here, that some libraries work much faster on GPU than on CPU, but the performance of GPU version depends on code optimization and it matters more than the computational difficulty of the training process. Because of this, we use CPU versions of all libraries.
Tab. 2 exhibits a comparison of the tested algorithms performance on the benchmark datasets. Each cell contains an average and standard deviation of the accuracy.
Amsterdam Library of Objects dataset 2 (ALOI) has two properties that we should consider interpreting the results:
• it is perfectly balanced (108 examples of each class);
• 0.95+ accuracy for 1000 classes allows us to call this task easy and it needs no sophisticated model to be used as a decision function.
The first property gives the advantage to OvR methods, and the second one to simple models. Unfortunately, we are not aware of another non text-based dataset with such a number of classes available publicly and have to use it to study the dependence of accuracy and time on the number of classes.
We analyze how the accuracy and time performance of the gradient boosting family methods depend on the number of classes in a dataset. We randomly choose 100, 250 and 500 classes from the ALOI, which initially consists of 1000 different classes for this experiment. Tab. 3 shows the results of this experiment. As one can see the accuracy of all methods is similar for each number of classes, but time to train is different. For example, CatBoost achieves the best results on each step due to more sophisticated training mechanism, but it takes too much time to train the model.
Another interesting observation is that the time required to reach the best level of accuracy increases faster than linear which is counter-intuitive for both one-vs-rest and MLR methods where we need to build one weighting function for each class. This effect can be explained in the following way: the total error grows with each classifier and to adjust this growth we need to reduce each individual classifier error by heavier model. This is not the case for FMCB for which the training time grows almost linearly.
To study how the quality of the model changes when classes are not balanced, we make one more experiment on ALOI dataset. We manually construct an imbalanced version of the dataset by sampling uniformly distributed portion of the original samples for each class. We compare accuracy on original and imbalanced versions of the ALOI dataset for the LightGBM and our method. The drop of model quality for FMCB is less than 5.7% 5 while for LightGBM it is 8.8%. This demonstrates the well-known property of MLR models to be resistant to class imbalance.
Performance analysis
In a production, one often has service level agreement (SLA), formulated in maximal available time to make a decision, and the resulting model must fit this limitation. Because of this open competition, winner solutions (like those from kaggle.com) are rarely (never) used in industry practice. In the previous sections of the experimental study, we did not care about the model complexity and training time, but focus on the quality maximization despite the model weight. In this section, we limit the budget of the model. Using our own decision trees optimization mechanism, we compare the performance of the three approaches: one-vs-rest, MLR boosting, and FMCB. This way we remove from a consideration the implementation details, that influence the performance a lot (Ke et al., 2017) . Our tree implementation is very close to the one used in CatBoost (Dorogush et al., 2018 ) and published at GitHub as Java sources.
There are two experimental setups:
• limit the number of trees in the model and study the quality of the final model; 5 3% of the drop comes from 2 times reduction of the dataset. 6 The number of models should be divisible to the number of classes for OvR and MLR. • set up the target model quality and research the time needed to achieve the same quality level through different approaches.
From the Tab. 4, it is clear that within a certain budget on the models count, the proposed approach is significantly better than the alternatives. Tab. 5 illustrates the performance details of different methods on the LETTER collection when we fix the same level of model quality. As one can see, FMCB model is 10+ times lighter than alternatives providing the same quality. The performance of the FMCB decision function is much better than one for other methods, and this allows to use it in high load setup. The learning process takes six times less time to reach the same quality. These measurements are made on a small number of classes (26), and the difference grows with the number of classes as one can get from previous experiments.
The complexity of the MLR learning is O(|X|K|C|T ) where T is the number of boosting iterations, C-possible conditions set of a decision tree. MLR builds K − 1 trees on each step and need every bit of available information from a dataset for this. In our method, we build only one tree on each iteration, and its complexity is O(|X|(K + |C|)T ). Further reduction of the complexity term is possible only if we can skip the gradient calculation step that takes O(|X|KT ).
Conclusions and future work
In this paper, we presented a new approach to solving the multi-classification problem. It is built on top of modeling matrix and inherits its nice properties, e.g., the number of classes is not connected with the number of basic models in the decision function and the method can be used even in case of a large number of classes. The second root of the presented approach is multinomial logistic regression which gives us the ability to work with unbalanced datasets effectively.
The key feature of the method is that training time and model complexity grows linearly with the number of classes. In the experimental section we have shown that this is not the case for the other methods. This property allows us to say that the proposed method applies to a huge number of classes better than other boosting techniques that we have tested.
The presented method is based on the rank-one factorization of the partial derivatives matrix (observations to classes) which is a hard problem regarding computational difficulty. To overcome this difficulty we have transferred ALS algorithm to stochastic form. The resulting algorithm (SALS) has shown its effectiveness on all datasets used in experimental section and eliminated performance issue at this step. Due to promising results, we can recommend using this algorithm in other settings where rank-one factorization needed and the matrix has one dimension dominance over the other.
The resulting decision function is computationally more lightweight than those for existing methods due to its single ensemble nature. The computational difficulty of learning procedure is comparable to a single one vs. rest classification optimization because of SALS algorithm but requires more steps to achieve comparable results. The performance of the proposed method implementation is better than most of the out-of-shelf libraries despite Java-based implementation which is usually slower than the C++ one.
We see the following directions for further improvements:
• reducing factorization error;
• applying of the presented approach in the multi-label setting;
• implementing our method on GPUs.
The Java implementation of the algorithm is available at GitHub.
