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Abstract
Accurate neutron measurements in international safeguards are dependent on the
knowledge of significant sources of neutrons emitted in an item, which can include
neutrons from induced or spontaneous fission and (α, n) reactions. In particular, the
neutron energy spectrum is needed to accurately characterize the detector response
to neutrons of a range of energies. Neutron energy spectra for neutron emitters in
international safeguards are typically not well-established, particularly for (α, n) reactions. A novel neutron spectrometer using the inverse Bonner sphere concept was
developed in this work to experimentally establish neutron energy spectra for international safeguards purposes. Well-characterized neutron sources, namely 252 Cf, were
heavily relied upon in this work. However, discrepancies in the fissioning characteristics between

252

Cf sources were discovered that needed to be addressed prior to

developing the novel neutron spectrometer. Gamma-ray signatures from spontaneous
fission products and odd-numbered Cf isotopes present in the
used to confirm or query source age and isotopic ratios for five

252
252

Cf spectrum were

Cf sources. MCNP

simulations were then employed for proof-of-concept of the inverse Bonner sphere
spectrometer (iBSS) and sensitivity analyses to the response functions and a priori
information in the input guess spectrum. Application of the iBSS was then presented
as a tool for experimentally verifying neutron energy spectra in SOURCES-4C.
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Chapter 1
Introduction
The International Atomic Energy Agency (IAEA) is an autonomous international organization that promotes the safe, secure, and peaceful use of nuclear energy.
The IAEA is tasked with assuring the international community that Member States
are upholding their legal obligations to international nuclear treaties, particularly
the Nonproliferation Treaty (NPT) [5] and Additional Protocol (AP) [6], by confirming the presence of all declared special nuclear material (SNM) and/or the absence
of undeclared SNM and illicit activities through international safeguards. International safeguards are technical measures the IAEA employs to independently verify
State compliance to the NPT and to deter illicit activities to divert nuclear material
throughout the nuclear fuel cycle for non-peaceful purposes [7]. Neutron counting is
an established nondestructive assay (NDA) method employed by the IAEA to measure the mass of SNM in an item without changing the physical or chemical properties
of the material [7]. Neutron measurements can be performed in a nuclear facility, such
as a uranium enrichment facility, by an IAEA inspector without bringing a sample
to a laboratory for analysis and quantification. For accurate neutron measurements,
it is important to have knowledge of the significant sources of neutrons emitted from
1

an item, which can include neutrons from induced fission, spontaneous fission, and
the (α, n) reaction. Each of these neutron sources are defined in Chapter 2.
SOURCES-4C is a computer code that generates neutron energy spectra for
complex source compositions that emit spontaneous fission neutrons, delayed neutrons, and (α,n) neutrons [8, 9]. In international safeguards, SOURCES-4C is most
commonly used to generate neutron energy spectra for MCNP simulations of neutron
measurements for verifying declared content in enriched U storage cylinders or spent
nuclear fuel. However, neutron energy spectra for (α, n) reactions important to international safeguards are not well known in many cases. An example of this is the
AmLi (α, n) neutron energy spectrum, which is often debated in the literature, used
to model active coincidence counting measurements.
Active neutron coincidence counting is an established non-destructive assay
(NDA) method implemented by the IAEA to measure the mass of
[7]. AmLi neutron sources induce fission in

235

235

U in an item

U and the resulting number of fissions

registered by the neutron counter is related to the mass of

235

U via a system cali-

bration. Although a system calibration has traditionally been based on the response
to representative standards, simulation-based system calibrations are becoming more
commonplace in international safeguards due to the difficulty of obtaining representative standards for complex geometries, such as a fuel assembly. However, biases
may be introduced into the system when deriving the system calibration in this manner. An ongoing debate in the literature exists regarding an accurate representation
of the neutron spectrum for AmLi [2, 3, 10–12]. Moreover, discrepancies exist between the AmLi (α, n) spectrum in SOURCES-4C and the literature [11]. A method
is needed to establish an accepted neutron energy spectrum not only for the AmLi
(α, n) reaction, but for other (α, n) reactions pertinent to international safeguards.
The novel inverse Bonner sphere spectrometer (iBSS) was developed to ex2

perimentally calculate neutron energy spectra from a series of measurements. The
inverse Bonner sphere concept was initially proposed for a sensitivity study for AmLi
sources using a large volume active well coincidence counter (LVAWCC) [13]. The
standard Bonner sphere spectrometer (BSS) calculated the neutron energy spectrum
from a series of measurements by placing a single thermal neutron sensor centrally
inside of spherical moderators with increasing diameters to elicit a different response
function with respect to energy [14]. In contrast, the inverse Bonner sphere placed the
source in spherical or cylindrical moderators with incrementally increasing diameters
and surrounded the source and moderator by two concentric rings of moderated 3 He
proportional counters. Each ring consisted of 24 moderated 3 He proportional counters and acted as a single detector. The inverse Bonner sphere thus consisted of two
rings of counters compared to the single neutron sensor of the BSS, providing twice
as many data points for unfolding the neutron energy spectrum for the same number of moderators. Previous work considered which AmLi neutron energy spectrum
reported in the literature most closely resembled the experimental data, but did not
perform neutron energy spectrum unfolding [13]. This work presents the process of
developing a novel neutron spectrometer using the inverse Bonner sphere concept for
calculating the neutron energy spectrum from a series of neutron measurements for
safeguards-relevant neutron emitters. Verification of (α, n) neutron energy spectra in
SOURCES-4C is demonstrated as an application of the iBSS.

3

Chapter 2
Background
2.1

Properties of the Neutron
Neutrons (mn = 1.674·10−27 kg [15]) are neutrally-charged subatomic particles

with a similar, but slightly heavier, mass than the positively-charged proton (mp =
1.672 · 10−27 kg [15]). They are typically found bound in the nucleus, but can be
emitted from the nucleus as neutron radiation, which presents as free neutrons. Free
neutrons (T1/2 = 613.9 s) are unstable and decay to form a proton and electron
[16, 17]. However, the free neutron, referred to hereafter simply as the neutron,
is treated as long-lived and stable in neutron counting for international safeguards,
because only the time frame of 1-s or less is considered post-emission.

2.2

Sources of Neutron Radiation in International
Safeguards
The sources of neutron radiation are diverse and those of interest are depen-

dent on the field of application. For international safeguards, the primary sources
4

of neutron radiation are prompt and delayed neutrons from induced or spontaneous
fission, the (α, n) reaction, and background neutron radiation.
Fission occurs when a nucleus breaks into multiple fragments—typically two
smaller nuclei and two or more free neutrons—and releases energy in the form of heat
or γ rays [18]. Heavy nuclei are particularly subject to fission, because the long range
Coulomb repulsion from the protons increases faster (∝ Z 2 ) than short range nuclear
forces holding the nucleus together (∝ A), causing instability in the nucleus [19].
Fission can be either a spontaneous or an induced nuclear reaction. Both spontaneous
and induced fission produce a similar end result, but are differentiated by how each
event is initiated. Spontaneous fission occurs when an unstable nucleus splits apart
randomly and spontaneously. This phenomenon most commonly occurs in eveneven isotopes—isotopes with even numbers of protons and neutrons. The even-even
isotopes with high spontaneous fission yields important in international safeguards
are

238

U,

238

Pu,

240

Pu,

242

Pu,

242

Cm,

244

Cm, and

252

Cf [20]. Induced fission, on the

other hand, occurs when the nucleus absorbs a particle or photon that excites it to an
unstable state, causing it to break apart [18]. Typically, a free neutron is absorbed by
the nucleus, which subsequently becomes unstable and causes the nucleus to fission.
Uranium-235 has an induced fission signature that is commonly used to measure the
fissile mass in an item via neutron counting in international safeguards [20]. For the
purposes of this discussion, a signature is defined as a unique emission or distribution
of possible specific reactions from an isotope that can be used to identify the presence
of the isotope the radiation was emitted from.
Neutrons released from a fission event can be prompt or delayed in origin.
Prompt fission neutrons are emitted during the fission event when the parent nucleus
breaks into fragments. Delayed fission neutrons are emitted following beta decay of a
neutron-rich fission product [21]. Both prompt and delayed fission neutrons are used
5

as signatures for identifying and quantifying special nuclear material for international
safeguards.
The (α, n) reaction occurs in the nuclear fuel cycle when an α-emitting actinide
is in intimate contact with a light element (Z<18) [9]. The α particle is emitted via
α decay from the actinide and absorbed by the light element, which subsequently
emits a single neutron. This reaction is dependent on a radioisotope decaying via
α particle emission, the stopping power of the α particle within the medium, and
the microscopic cross section [9]. The neutron yield and neutron energy spectrum
emitted of the (α, n) reaction is also of interest to improve modeling and simulation
capabilities. This reaction appears throughout the fuel cycle as both an extraneous
neutron source term during neutron counting, such as measuring the mass of Pu, and
the dominant neutron source term, such as measuring the mass of
even-numbered Pu isotopes—namely

238

Pu,

240

Pu, and

242

235

U. The mass of

Pu—can be measured by

relating the number of fissions detected to the mass of the item via a calibration curve
using passive neutron coincidence counting, which measures the fission rate using
shift register electronics [22]. However, if the material is PuO2 , then the additional
neutrons from the 17,18 O(α, n) reaction can induce fission in 239 Pu, causing additional
fissions to be detected and an over estimate the mass of even-numbered Pu isotopes
in an item [20]. In the case of enriched UF6 , the dominant neutron emitter is from
the

234

UF6 (α, n) reaction [23]. The mass of

total neutrons emitted from the

234

235

U in the item can be related to the

UF6 (α, n) reaction as long as the isotopic ratio

is known or measured by gamma-ray spectroscopy [20].
A source of ambient neutron radiation is from cosmic ray interaction by nuclei
in the atmosphere, earth, or large structures subsequently followed by free neutron
emission into the surrounding environment. Cosmic rays originate from celestial objects, such as the sun or stars, and consist of 90% protons, 9% helium nuclei, and
6

1% other heavy elements at the top of the atmosphere [24, 25]. Because cosmic rays
lose energy as they penetrate the atmosphere, the neutron background rate is larger
at higher elevations compared to sea level and must be accounted for when collecting
neutron measurements. Cosmic rays are also affected by the Earth’s magnetic field,
so the neutron background rate can also vary with latitude when moving from the
equator to the poles. Solar flares can also cause a spike in the neutron background
rate, so regular neutron background measurements should be conducted throughout
a measurement campaign to ensure the neutron background rate remains steady [24].

2.3

Neutron Interactions with Matter
Neutrons are indirectly ionizing radiation and rely on secondary reactions for

detection [26]. The probability of a particular reaction occurring between a neutron
and a nucleus in the target material is represented by the microscopic cross section,
hereafter referred to simply as the cross section. The cross section is the ratio of the
reaction rate, R [atoms/cm2 ·s], of a particular reaction to the intensity of a beam of
neutrons at a given neutron energy, I [neutrons/cm2 ·s], incident on a thin target with
an areal density, NA [atoms/cm2 ] [18, 26]. Mathematically, this is represented as

σ=

R
NA · I

(2.1)

with units of area [cm2 ]. The cross section is usually expressed in units of barns [b],
where
1b = 10−24 cm2 ,
so that the cross section can be related to the geometrical area of the target nuclei.
However, the cross section does not directly correspond to the geometrical area of the
7

target nuclei. Resonance effects as a result of the quantum mechanical nature of the
neutron and nucleus can cause the cross section to be greater than or less than the
geometrical cross sectional area of the nucleus [18].
The concept of the cross section can be applied to a diverse set of neutroninduced reactions, which are typically categorized according to Fig. 2.1 [18]. The total
cross section, σT , represents the probability of all neutron-induced reactions occurring
when a neutron is incident upon a specific nuclide. The next tier in the cross section
hierarchy is comprised of scatter and absorption events. These two subtypes add
together to form the total cross section, such that

σT (E) = σs (E) + σa (E)

(2.2)

where σs is the scattering cross section and σa is the absorption cross section [18].

Total

Absorption

Scattering

Elastic

Inelastic

Fission

Radiative
Capture

Charged
Particle

(n, n)

(n, n')

(n, f)

(n, g)

(n, a)
(n, p)
etc.

Neutron
Multiplication
(n, 2n)
(n, 3n)
(n, 4n)
etc.

Figure 2.1: Neutron-induced reactions by category
Scatter events occur when a neutron collides with a nucleus and changes veloc-
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ity but is not absorbed into the nucleus [18]. The scattering cross section has elastic
and inelastic components such that

σs (E) = σel (E) + σi (E)

(2.3)

where σel is the elastic scattering cross section and σi is the inelastic scattering cross
section. In an elastic scattering event, a fraction of the neutron’s kinetic energy is
transferred to the nucleus, but momentum is conserved in the system. In an inelastic
scattering event, the energy transferred from the neutron during the collision causes
the nucleus to enter an excited state and eventually releases radiation. Although
momentum is conserved in an inelastic scattering event, the kinetic energy in the
system cannot be tracked as it is converted to other types of energy during the
collision [18].
Absorption events occur when a neutron collides and merges with a nucleus to
form a heavier, and frequently unstable, compound nucleus [18]. Absorption events
can induce fission or result in prompt emission of γ rays, charged particles, or additional neutrons. The absorption cross section is comprised of all neutron-induced
absorption reactions, such as fission, and can be described mathematically as

σa (E) = σf (E) + σn,γ (E) + σcp (E) + σn,xn (E)

(2.4)

where σf is the fission cross section, σn,γ is the radiative capture cross section, σcp
is the charged particle reaction cross section, and σn,xn is the neutron multiplication
cross section.
Cross section magnitudes are strongly dependent on the energy of the incident
neutron, which are categorized according to Table 2.1 [18, 20]. In general, the cross

9

section decreases with increasing energy—or, the probability of the reaction occurring
decreases when the incident neutron has more energy—but can have extreme fluctuations across a broad energy range. This is demonstrated in Fig. 2.2, which plots
the energy-dependent total cross sections for a heavy nucleus (235 U), an intermediate
weight nucleus (113 Cd), and a light nucleus (10 B). Three regions are denoted in the
plot: 1/v region, resonance region, and fast neutron region. In the 1/v region, where
v is neutron velocity, σ decreases linearly with energy on a log-log plot between thermal and epithermal neutrons. Neutrons have a greater probability to be affected by
the nuclear forces of the nucleus at these energies, because they move slower through
matter and increase the probability of absorption into the nucleus. The resonance
region contains a series of many resonance peaks, particularly for intermediate and
heavy weight nuclei. Resonance peaks appear in the spectrum when a neutron’s energy correlates to one of the quantum states in the nucleus, making it an ideal energy
for the neutron to absorb into the nucleus. Light nuclei generally have few or no
resonance peaks in this region [18, 20].

Table 2.1: Neutron energy classifications
Classification
Thermal Neutrons
Epithermal Neutrons
Intermediate Neutrons
Fast Neutrons

Energy [MeV]
2.5·10−8
< 10−3
10−3 – 1
>1

Note that the (α, n) reaction described in the previous section is not included
in the neutron-induced cross section, because it is an alpha-induced reaction that
produces a neutron. This reaction is, however, represented by its own microscopic
cross section that can be described in a similar fashion to neutron-induced reactions.
The (α, n) microscopic cross section represents the probability that an alpha particle
10

Figure 2.2: Cross section plots for

235

U,

113

Cd, and

10

B [1]

is absorbed by the light element and emits a single neutron.

2.4

Monte Carlo N-Particle Code
Monte Carlo N-Particle (MCNP) is a computer simulation code created to

model neutron, photon, and electron transport in three-dimensional geometric cells
containing specified materials using the Monte Carlo method [27, 28]. This code was
developed after World War II to model nuclear physics processes and is maintained
by Los Alamos National Laboratory [29]. MCNP tracks individual particle or photon
histories originating from a user-defined source as each particle moves through the
geometric cells. At each interaction, probabilities define the direction, energy, path
length, and type of reaction to occur. This continues until the particle or photon is
absorbed or travels outside of the system. If the reaction produces more particles or
11

photons as reaction products, then new particle or photon histories are tracked until
the particles or photons are terminated. The results are then tallied in a specific cell or
over a surface and averaged over all particle histories. MCNP has been benchmarked
for a diverse range of nuclear fields, including nuclear criticality safety and radiation
shielding [30–34]. In international safeguards, the code is most commonly used to
design new radiation detection systems and characterize system performance prior to
field deployment [35]. An example of this is the development of the Advanced Experimental Fuel Counter (AEFC) [36]. The AEFC combines active and passive neutron
counting and gamma-ray measurement capabilities to characterize spent nuclear fuel.
AmLi sources are typically used for active interrogation to determine the 235 U content
in the item. However, a study was performed to determine if AmLi could be replaced
by

252

Cf for active interrogation in the AEFC. MCNP simulations were critical to

benchmark the AEFC performance and confirm the increase in fissions detected was
from spontaneous fission of

2.5

252

Cf [37].

SOURCES
SOURCES is a computer code that determines neutron production rates and

neutron energy spectra from spontaneous fission neutrons, (α,n), and delayed neutrons due to radionuclide decay neutrons for complex source compositions [9, 38].
Spontaneous fission spectra are calculated using half-life data, spontaneous fission
branching ratios, and Watt fission spectrum parameters. The (α, n) spectra are determined by α decay from actinides in the source material, (α, n) reaction cross sections
for low-Z target material, and α stopping cross sections. Delayed neutron spectra
are calculated using delayed neutron branching fractions and half-lives of the parent
radionuclide [38]. The code has four different problem types for the user to choose
12

from: homogeneous mixture problem, beam problem, two-region interface problem,
three-region interface problem. The homogeneous problem has alpha emitting and
spontaneous fission sources intimately mixed with low-Z target materials. The homogeneous mixture problem is most commonly used in international safeguards, because
it most closely represents the source material medium. The beam problem is used
solely for (α, n) reactions, and simulates the scenario where a monoenergetic beam of
α particles are incident on a low-Z material. The two-region and three-region interface
problems are similar. Both essentially resemble materials sandwiched together where
one is a slab of alpha-emitting material and another is a low-Z target material. The
main difference is that the two-region problem involves only two slabs of material
and the three-region problem involves three slabs of material sandwiched together
[38]. The code outputs the neutron source magnitude, neutron energy spectra from
each component in the material and the total neutron energy spectrum. The binning
structure of the neutron energy spectra is specified by the user and does not have to
be linear [38]. The code has been benchmarked to experimental data for both the
neutron source magnitude and neutron energy spectra [9, 39]. However, the spectra
and magnitude calculations were accurate only to within ±18% [9]. A more robust
benchmarking study was performed for PuO2 , and SOURCES agreed within 12.5%
with experimental results [39]. SOURCES is continually being updated as more information becomes available. The current version of the code is SOURCES-4C.

2.6

Thermal Neutron Detection
Traditional thermal neutron counters in international safeguards detect neu-

trons using proportional counters filled with 3 He gas at a pressure of 4–10 atm and
surrounded by high-density polyethylene (HDPE) [20]. Proportional counters are
13

gas-filled detectors that use gas multiplication to create an electrical pulse [26]. Gas
multiplication is initiated when electrons are freed from fill gas atoms when ionizing
radiation passes through the detector volume, producing an ion pair consisting of free
electrons and positive ions. In the presence of a sufficient electric field, the free electrons will accelerate and gain kinetic energy as they move towards the anode, freeing
more electrons from additional fill gas atoms in the process. This process continues
until the free electrons do not possess enough energy to produce another ion pair. The
resultant free electrons collect at the anode to create an electrical pulse proportional
to the energy deposited in the detector volume from the initial radiation event. Since
neutrons are indirectly ionizing radiation, they require a secondary reaction to ionize
the gas in a proportional counter.
Helium-3 is an ideal fill gas for neutron detection because it produces charged
particle reaction products, has a large thermal neutron cross section, and has excellent
gamma-ray discrimination abilities. The (n,p) reaction is the prevailing neutroninduced reaction for 3 He, as shown in Fig. 2.3, meaning this reaction is likely to occur
if a neutron is in the presence of a 3 He nucleus. This reaction produces a proton and
a triton such that
3
2 He

+10 n −→31 H +11 p + 0.764 MeV.

Because the proton and triton are charged particles, they are capable of ionizing the
fill gas to produce an electrical signal and indicate the presence of a neutron. The
thermal neutron cross section is 5330 b for the 3 He(n,p) reaction [20]. The pulses
produced from γ rays and neutrons in 3 He are well-separated in energy and thus easily
discriminated to eliminate the γ-ray signal when performing neutron measurements.
HDPE is a common neutron moderator used in thermal neutron detection
systems. Moderation is the process of reducing a neutron’s speed to increase the
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Figure 2.3: Total, elastic, and (n,p) cross section plots for 3 He [1]
probability of a reaction occurring in a thermal neutron detector, such as 3 He or
BF3 detectors [26]. Because of its neutral charge, a neutron is not subjected to
Coulomb forces from atomic electrons to slow it down as it travels through matter.
Scatter events are thus relied on to moderate neutrons through direct interaction with
nuclei to reduce the neutron’s speed and, in turn, energy. Conversion of energy and
momentum dictate that light nuclei, such as H and C, are most efficient at neutron
moderation because they are similar in mass to a neutron. The composition of HDPE
is a series of H and C atoms, making it the ideal neutron moderator. It is also readily
available in large sizes at a low cost, making it a cost effective and readily available
material as well.

15

2.7

Multisphere Neutron Spectrometers
Multisphere spectrometers, frequently referred to as BSS, are popular because

of their near isotropic response and ability to cover a wide energy range from thermal
to GeV neutrons [40]. The spectrometer, first described by Bramblett et al. [14],
consists of a set of a polyethylene moderating sphere with different diameters and a
thermal neutron sensor that is placed in the center of each sphere for neutron measurements. With different diameters, and thus different quantities of neutron moderating
material between the neutron field and detector, the detector response changes such
that the peak of the response function (i.e. the optimal neutron energy for detection) shifts towards higher energies with increasing moderator diameter. Combining
the detector response functions with neutron measurements collected using a set of
moderating spheres allows for derivation of the neutron energy spectrum using an
unfolding algorithm.
Unfolding the neutron energy spectrum for an unknown neutron emitter is a
difficult task when using a thermal neutron counter, such as the 3 He proportional
counter commonly utilized in international safeguards neutron instrumentation. A
single neutron measurement can merely provide the number of neutrons detected in a
given time frame with no information about the energy spectrum. Multiple neutron
measurements, on the other hand, can provide insight into the neutron spectrum
when varying thicknesses and types of moderator are placed between the source and
neutron detector, causing a change in the response function versus initial neutron
energy. The response peaks at higher neutron energies for increasing thicknesses of
moderator. Mathematically, the response is related to the count rate and neutron
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energy spectrum by a Fredholm integral of the first kind
Z

∞

Rd (E) φ (E) ∂E

Md =

(2.5)

0

where Md is the measured count rate [cps] for a given moderator d, Rd (E) is the
response function [counts/(n/cm2 )] for the given moderator, and φ(E) is the neutron
fluence spectrum [n/cm2 ·s] [40, 41]. Although the true response functions and spectral
fluence are continuous functions, they must be discretized to numerically solve the
unfolding problem. The discretized version of Eqn. 2.5 is

Md =

n
X

Rd,j φj

(2.6)

j=1

where Rd,j is the discretized response function [counts/(n/cm2 )] for each energy bin
j and φj is the discretized fluence spectrum [n/cm2 ·s] [40, 41]. Because there are
often fewer moderators than there are energy groups to be solved for, Eqn. 2.6 is an
underdetermined problem and can only be solved through a combination of trial-anderror and additional a priori information [41].

2.7.1

Thermal Neutron Sensors
Most multisphere spectrometers utilize a thermal neutron detector based on a

charged-particle reaction with a high thermal neutron cross section. Early multisphere
spectrometers used a 6 LiI(Eu) scintillator, which utilized the 6 Li(n,α)3 H reaction
(Q=4.78 MeV) for thermal neutron detection [14, 42, 43]. LiI(Eu) scintillators have a
high mass density and can thus be small and attain close to 100% efficiency for thermal
neutrons [44]. However, the iodine present in the scintillator also readily detects
gamma rays within the scintillator. The gamma-ray fluence increases proportional to
17

the neutron fluence, so a discriminator must be set for each sphere in each unique
neutron/gamma ray field [44].
An alternative to 6 LiI(Eu) scintillators is the

10

BF3 proportional counter, al-

though it has mainly been used for spectral measurements [45, 46]. Thermal neutron
detection is achieved using the

10

B(n,p)7 Li reaction (Q = 2.78 MeV). Neutron- and

gamma ray-induced events are well separated on a pulse height spectrum for this
counter. A simple low-level discriminator can thus be set to reject the gamma rayinduced pulses and remains the same for each sphere in all neutron/gamma ray fields
[44].
The 3 He proportional counter is another alternative to LiI(Eu) scintillator
with similar characteristics to the

10

BF3 proportional counter as discussed in an ear-

lier section. Compared to the LiI(Eu) scintillator, the common SP9 spherical 3 He
proportional counter is more sensitive with fluence responses on the order of 14 times
greater than the LiI(Eu) scintillator [44, 47–49]. This makes it an excellent choice for
low-level measurements [44]. Because this is the most common neutron detector for
international safeguards applications, it will be used in this work for development of
the inverse Bonner sphere spectrometer.

2.7.2

Response Functions
The response function relates the instrument reading to the energy-dependent

neutron fluence spectrum and is analogous to intrinsic detection efficiency. However,
the response function considers the fluence through the detector and not the radiation emitted from the source. The response function is defined as the ratio of the

18

instrument reading to the neutron fluence and is calculated as
πd2
Rd (E) = d (E) ·
4

(2.7)

where d (E) is the absolute detection efficiency of neutrons with energy E [40]. A
response function must be generated for each sphere and the bare source used in the
unfolding. Combined, this is typically referred to as the response matrix.
Response functions were mainly experimentally determined through the 1990s
prior to advances in computing and processing speed. Because most neutron sources
emit neutrons over a spectrum of energies, an accelerator was required to produce
most monoenergetic neutron fields for determining the detector response function
[14, 44, 49, 50]. Accelerators were not readily available for calibrating each BSS
individually, so characteristic detector response functions were created and used by
all BSS users for a standard set of moderators.
Computational codes have been heavily relied on for characterizing the detector response functions. Discrete ordinate codes were also popular prior to computing advancements. The most popular code was ANISN [51], which solved the
one-dimensional Boltzmann neutron transport equation using discrete ordinances,
because it was computationally fast and reasonably reliable for a wide range of BSS
with varying thermal neutron sensors [43, 45, 47, 52]. As technological advancements
improved computational speed and processing power, Monte Carlo codes became the
choice method to characterize the BSS detector response functions. Agreement between Monte Carlo codes and experimental results improved compared to discrete
ordinance methods [40, 53, 54]. MCNP is most commonly chosen to determine the
detector response functions using a detailed three dimensional model of the BSS [55–
57]. Geant4, another Monte Carlo code, has recently been studied for evaluating the
19

BSS detector response functions [58]. Although computer simulations eliminated the
need for a accelerator, the computer simulations need to be benchmarked to experimental data to confirm the model represents the physical system. Typically this is
accomplished by using reference sources, such as

2.7.3

252

Cf [40].

Unfolding Algorithms
A number of unfolding algorithms have been developed for unfolding the neu-

tron energy spectrum for the BSS. The algorithms vary in their background theory
and include non-linear least squares regression [59, 60], the maximum entropy principle [61], genetic algorithms [62, 63], and artificial intelligence [64, 65]. Although
the method to iterate through solution spectra for each algorithm may differ, the
general algorithm routine to solve for Eqn. 2.6 remains the same for most BSS algorithms. The flow chart in Fig. 2.4 illustrates the general routine for a BSS algorithm.
Each algorithm requires the user to input the measured data, the corresponding response functions, an input guess spectrum, and a minimum reduced chi-square value,
(χ2 /ν)min . The measured data, Md , is the count rate data for each moderator, d, for
the total number of moderators, D. The response functions are a discretized function
for each moderator in the system. The input guess spectrum should include any a
priori information the user has from calculations or previous measurements.
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Figure 2.4: Flowchart for a general BSS unfolding algorithm

Setting (χ2 /ν)min requires an assessment of the number of degrees of freedom,
ν, in the system and the significance level, α. For the standard BSS, the degrees of
freedom is typically set to the number of moderators minus 1, because the number of
moderators is equal to the number of measured data points entered into the algorithm.
For the iBSS, this should be set to the number of moderators times the number of
rings in the neutron counter minus 1 to account for the added data in the iBSS.
The significance level, α, is a measure of rejecting the null hypothesis in a statistical
21

test. The null hypothesis for the BSS is that there is no significant difference between
the measured data and the calculated data that results from folding the solution
spectrum with the response functions. Essentially, it is a test to determine if the
measured data could be produced by the spectrum. For development of the iBSS, the
significance level was set to 1% to ensure there was a small probability of rejecting the
null hypothesis and the solution spectrum not fitting the data. A two-sided chi-square
test was used here due to the random nature of radioactive decay: the randomness
brings a certain amount of uncertainty and thus a perfect fit (χ2 =0) cannot exist. The
significance level was split in two to determine the range of admissible critical values
for the two-sided chi-square test. The critical values are the limits that the χ2 must
fall within to not reject the null hypothesis and are determined such that the area
under the extremes of the PDF curve are equal to the significance level. An example
of setting the critical values is illustrated in Fig. 2.5 for 25 degrees of freedom and a
1% significance level. Note that the probability density function (PDF) changes with
respect to the degrees of freedom, so a universal PDF cannot be used for all degrees
of freedom. The admissible critical values (unshaded region) were 10.52–46.93. The
admissible critical values were then divided by the degrees of freedom to determine the
admissible range of critical values corresponding to the significance level and degrees
of freedom set by the user. The critical value range for 25 degrees of freedom and a
1% significance level was 0.421–1.88, and (χ2 /ν)min was thus set to 0.421.
After the user enters all of the input data, the algorithm then evaluates the
goodness-of-fit of the input spectrum to the measured data. The input spectrum is
folded with each response function to calculate the count rate data for each moderator,
Cd that would result from the input spectrum. The reduced chi-squared value, χ2 /ν,
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Figure 2.5: χ2 probability density function for 25 degrees of freedom
for the spectrum is then calculated as
D
X
(Cd − Md )2
χ2
= (D − 1)−1
2
ν
σM
d
d=1

(2.8)

where σMd is the standard deviation for each measured count rate [40, 41]. This
value is then compared to (χ2 /ν)min to determine if the input spectrum needs to be
adjusted. In most cases, the input guess spectrum is not the best match to the data,
so Φ undergoes adjustment to find the best fit to the measured data. The iteration
process generally involves modifying the spectrum, Φ, calculating new Cd values and
χ2 /ν for the updated spectrum, and then comparing the result to (χ2 /ν)min again to
determine if the iteration process needs to continue. The procedure for iterating Φ
and optimizing it to fit the measured data is where most BSS unfolding algorithms
differ. The algorithm generally terminates when χ2 /ν is minimized [40, 41].
MAXED and GRAVEL are among the most common codes used for unfolding
the neutron energy spectrum using the BSS [60, 61, 66]. They were chosen for this
work they are well-established unfolding algorithms and offer a performance compar23

ison to many BSS studies. Other codes that were considered were STAY’SL [67] and
FRUIT [68]. STAY’SL and FRUIT both offer the opportunity to include uncertainty
in the unfolding on a bin-by-bin basis. However, uncertainties in the input data,
particularly for the response functions and input guess spectrum, are typically not
well-defined or defined at all. Neither of these codes can unfold the neutron energy
spectrum without inputting uncertainties for all input data. The uncertainties in
the input data for developing the iBSS were not known or not well-known for all
input data, limiting the functionality of these unfolding codes for this application.
MAXED and GRAVEL were ultimately better suited for this work, though other
unfolding codes could be considered for future work.
The MAXED (MAXimum Entropy Deconvolution) algorithm is a Bayesian
code that is based on the maximum entropy principle, which requires the best solution to have the largest entropy to reduce errors and biases in the unfolding [61].
Because it is based on Bayes’ theorem, MAXED requires good a priori information
to be included in the input guess spectrum. The goal of MAXED is to produce an
optimum solution spectrum with the new knowledge from the measured data while
still remaining as close as possible to the input guess spectrum. To quantify how
close a spectrum is to the input guess spectrum, MAXED uses entropy, S, which is
quantified for each admissible spectrum, fi , by

S=−

X


fi · ln

fi
fiDEF


+

fiDEF


− fi

(2.9)

where fiDEF is the input guess spectrum. MAXED chooses the best solution based on
the maximum value of S. Note that S is a negative quantity, so the largest value is
the one closest to 0. Maximization of S is dependent on a potential function, Z(λk ),
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defined as

Z(λk ) = −

X

fiDEF exp

 X
 h X
i1/2 X
2
−
λk Rki − D
(λk σk )
−
Nk λk

(2.10)

where λk is a Langrangian multiplier, Rki are the discretized response functions, Nk is
the measured data, and σk is the uncertainty in the measured data [61]. The solution
spectrum is then expressed in terms of λk as
"
fi = fiDEF exp −

#
X

λk · Rki .

(2.11)

k

A simulated annealing algorithm is used to find the maximum value of Z, which
is a global optimization program used to find local optima [69]. Optimization of
the problem involves randomly choosing a point for evaluation, evaluating the point
compared to its value at the initial point, and then either accepting or rejecting that
point. This continues until the algorithm reaches an optimum solution. The MAXED
code terminates when Z has been optimized and S has been maximized and returns
the solution spectrum and χ2 /ν for the solution spectrum [61, 66]. MAXED is not
dependent on the number of iterations; the code runs until the solution is optimized
through the above process.
GRAVEL is an iterative method based on non-linear least squares regression
[60]. Starting from the input guess spectrum, which must be non-negative for the
solution to be a non-negative answer, each iteration J of the discretized spectrum,
fiJ , is calculated according to the rule
P
fiJ+1 = fiJ · exp 



j
Nk
W
·
log
ik
k
Rki0 ·fiJ0

P
j
W
ik
k
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(2.12)

where k is the moderator number, i is the energy bin, Nk are the measured counts,
and Rki are the response matrix data. The variable Wikj is calculated as
Wikj

Rki · fiJ · Nk2
= 2P
σk i0 Rki · fiJ0

(2.13)

where σk is the estimate of the measurement error input by the user [60]. A non-linear
least squares regression considers the optimal solution to be the one that minimizes the
square of the difference between the measured and expected values. This is captured
by minimization of the χ2 /ν value to find the optimal solution. GRAVEL thus iterates
the solution spectrum until χ2 /ν is less than (χ2 /ν)min or until it reaches the set
number of iterations input by the user [60]. This ensures that the null hypothesis is
not rejected and that the code does not run infinitely if minimization of χ2 /ν does
not reach (χ2 /ν)min .

2.8

Inverse Bonner Sphere Concept
The inverse Bonner sphere concept was initially proposed as an in-situ tech-

nique to characterize AmLi sources installed in neutron collars and first demonstrated
for AmLi sources, with

252

Cf as a monitor using a large volume active well coinci-

dence counter (LVAWCC) [13]. The purpose of the work was to choose the best AmLi
spectrum that represented physical sources. AmLi spectra that were considered were
a spectrum generated in SOURCES-4C, Owen [70], Tagziria [3], Geiger and van der
Zwan [2]. To determine which of these spectra most closely aligned with experimental results, AmLi sources were placed in increasing sizes of cylindrical and spherical
polyethylene moderators. Neutron measurements were then collected for the inner
ring, outer ring, and summed rings. The geometry was then modeled in MCNP and
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simulations run with different possible AmLi spectra. The experimental and simulation results were then compared, and those with the closest results were chosen as
the most suitable candidates for the AmLi spectrum. The SOURCES-4C and Owen
spectra were the closest matches to the experimental results, but were not explicitly
unfolded. This work will continue the previous work by expanding the inverse Bonner
sphere concept to a novel neutron spectrometer for experimentally measuring neutron
energy spectra from neutron emitters pertinent to international safeguards.
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Chapter 3
Objectives
The aim of this work was to develop a novel neutron spectrometer using the
inverse Bonner sphere concept to measure the neutron energy spectrum for safeguardsrelevant neutron emitters. Well-characterized neutron sources, especially

252

Cf, were

heavily relied upon in this work. However, discrepancies were observed in the fissioning characteristics of

252

Cf sources that had to be addressed prior to developing

the iBSS. A method to confirm source age and isotopic ratios on the technical data
sheets was developed using high-resolution gamma-ray spectroscopy. The estimated
source age could then be used to determine if the neutron energy spectrum would
significantly differ from the expected

252

Cf spontaneous fission spectrum and affect

verification of the iBSS. Development of the iBSS then proceeded using MCNP simulations to demonstrate proof-of-concept for the methodology using the LVAWCC and
perform sensitivity analyses. Neutron energy spectra were then experimentally unfolded using the inverse Bonner sphere spectrometer. Experimental verification of the
iBSS was performed using three

252

Cf sources certified for use by the high-resolution

gamma-ray spectroscopy method. Neutron energy spectra generated by SOURCES4C were then compared to unfolded spectra for a high-purity
28

240

PuO2 , AmLi, and

AmBe sources to determine if the data needed to be updated.
The specific research objectives of this work were:
1. Confirm technical data sheet information for

252

Cf sources necessary for verify-

ing performance of the iBSS using high-resolution γ-ray spectroscopy,
2. Employ Monte Carlo simulations to demonstrate methodology proof-of-concept
for the iBSS and perform sensitivity analyses, and
3. Experimentally unfold the neutron energy spectrum for 252 Cf, 240 Pu, AmLi, and
AmBe neutron sources using the iBSS
Work performed to fulfill each objective led to a peer-reviewed publication that is
published or being prepared for submission. The manuscripts for each objective are
presented in order in the proceeding chapters. The work presented in Chapter 4
was published in Applied Radiation Isotopes with the title “Characterization of

252

Cf

Sources Using High-Resolution Gamma Spectroscopy” [71]. Chapter 5 presents the
simulation work associated with developing a method for unfolding the neutron energy spectrum using the iBSS. This work was prepared for submission to in Nuclear
Instruments and Methods in Physics Research A with the title “Unfolding Neutron
Energy Spectra Using the Inverse Bonner Sphere Concept”. Chapter 6 was a continuation of chapter 5 and presents the experimental results for unfolding the neutron
energy spectrum. This work was prepared for submission to Nuclear Instruments and
Methods in Physics Research A with the title “The Inverse Bonner Sphere Spectrometer as a Verification Method for SOURCES-4C”.
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Chapter 4
Characterization of 252Cf Sources
Using High-Resolution Gamma
Spectroscopy
Abstract
Californium-252 is used as a neutron calibration source for passive neutron correlation
counting. Source age and isotopic information are needed to make decay corrections
to the neutron emission rate due to the influence of

250

Cf. Gamma-ray signatures

present in the spectrum from spontaneous fission products and odd-numbered Cf
isotopes can be used with high accuracy to confirm or query declared values on a
technical data sheet. This method is good practice for independently verifying the
content of

252

Cf calibration sources.
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4.1

Introduction
Passive neutron correlation counting is employed in nuclear safeguards to mea-

sure the mass of plutonium in bulk items [72]. This method is dependent on the
detection of two or more time-correlated neutrons from a spontaneous fission event.
Accidental neutron correlation events, such as those produced from the (α, n) reaction, ambient background, or overlapping uncorrelated fission events, are traditionally
separated from true coincidence events in a statistical way using shift register electronics [22]. In shift register electronics, a reals-plus-accidentals (R+A) gate opens
following an initial neutron trigger to detect any possible subsequent coincident neutrons. To determine the accidental rate within the R+A gate, a second gate (A gate),
is opened for the same time as the R+A gate after a long delay (typically 4096 µs,
which is much greater than the neutron lifetime in moderated capture-detector arrays [72]). The long delay ensures that any time correlation from the initial trigger
event is removed. Subtracting the counts in the A gate from the R+A gate returns
the reals rate. In the simplest approach, the background-corrected net reals rate is
empirically related to the plutonium mass in an item based on a system calibration
typically utilizing a

252

Cf source.

Californium-252 (T1/2 = 2.645 y [73]) is an isotope used to characterize and
calibrate passive neutron correlation counters. This isotope has a high spontaneous
fission branching ratio (3.09%), a high neutron emission rate per unit mass (2.31·106
s−1 µg−1 ), and a prompt fission spectrum similar to other neutron emitters in the
fuel cycle, namely

240

Pu [20, 73]. It is also the dominant neutron emitter in freshly

irradiated, chemically separated californium sources, so the source resembles pure
252

Cf despite the inevitable presence of secondary neutron emitters, notably 250 Cf [74].

Californium-252 is thus a convenient isotope for fabricating compact neutron sources
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that approximate to a point. Commercially available sources are readily available
from several vendors and typically have recommended working lives of about 15 y,
though this recommendation is based on the possibility of capsule failure rather than
radiative contributions from secondary neutron emitters [74].
The two secondary neutron emitters of potential concern in a
250

248

Cf and

capture of

252

Cf source are

Cm. Californium-250 (T1/2 = 13.08 y [75]) is produced from neutron

249

Cf or beta decay of

250

Bk during irradiation of

This isotope is elementally the same as

252

249

Bk to produce

252

Cf.

Cf and cannot be chemically separated

post-irradiation. Consequently, isotopic composition must be accurately noted on
the technical data sheet (TDS) so that the quantity of

250

Cf contributing to the

overall neutron emission rate can be accounted for as the source ages. Curium-248
(T1/2 = 3.48 · 105 y [76]) is chemically separated from
grows into the source via α decay of

252

Cf. However,

248

252

Cf post-irradiation, but

Cm is unlikely to contribute

significantly to the neutron emission rate until the source is more than 40 years old,
because the relative neutron yield of

248

Cm remains less than 10% of the total yield

in the source depending on initial source isotopic ratios [74]. At the end of the
recommended working life, the

248

Cm contribution is typically on the order of 10−5 %

of the total neutron yield [74].
A

252

Cf source was recently purchased for calibrating neutron counters de-

veloped for nuclear safeguards instrumentation at Oak Ridge National Laboratory
(ORNL). The source request specified
that it was dominated by

252

252

Cf from a freshly irradiated batch to ensure

Cf for high-accuracy, absolute source calibration using

passive neutron correlation counting [77, 78]. Upon counting the new and old sources
on the large-volume active well coincidence counter operated in passive mode [79], the
ratios of the doubles-to-singles counting rates, which is a measure of the fission rate
to the total neutron emission rate, from each source were discovered to be statistically
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different at the 3-σ limit. Because the doubles-to-singles ratio is a direct measure of
the nature of the source and indicative of the neutron multiplication in a multiplying
sample matrix, the ratios of all similarly encapsulated sources are expected to agree if
the Cf is from a freshly irradiated batch. The cause of this discrepancy was unknown
and led to the investigation reported in this work.
Gamma-ray spectroscopy is rarely performed on

252

Cf sources intended for

metrological purposes because the gamma-ray spectra have generally been assumed
to provide little useful information. However, gamma-ray signatures from spontaneous fission products (SFP) are present in the spectrum and have been exploited
to estimate

252

Cf source age [80, 81]. Source age can be calculated by setting the

experimental ratio of the gamma-ray emission rate from the 661.657 keV line from
137

Cs (T1/2 = 30.08 y [82]) to the gamma-ray emission rate from a short-lived fission

product equal to the theoretical ratio of the same gamma ray emission rates derived
using the Bateman equations [83] and solved for time. In essence, 137 Cs logs the total
number of fissions, whereas the shorter-lived nuclides mark present decay rates. Previous work measured the source age to within 1% of the value reported by the vendor
using this method [80, 81]. These works did not, however, include a comprehensive
method for calculating measurement uncertainty, fission product in-growth from both
secondary neutron emitters

250

Cf and

248

Cm, or isotopic analysis using gamma-ray

spectroscopy.
The work described here used high-resolution gamma-ray spectroscopy to characterize 252 Cf sources currently used for detector calibration by confirming source age
and isotopic ratios. Uncertainty analyses were performed to determine which shortlived product(s) are best for calculating source age using gamma-ray spectroscopy.
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4.2
4.2.1

Materials and Methods
Data Collection
Gamma-ray spectra were collected using an n-type high-purity germanium

detector (Model GL2820R/S, Canberra Industries, Meriden, Connecticut). The primary concern for collecting a gamma-ray spectrum from a 252 Cf source was radiation
damage to the detector from prolonged neutron exposure. The neutron flux from
each neutron source was small enough to cause little radiation damage and resolution degradation [84]. However, to limit damage from prolonged neutron exposure,
an aged detector with degraded performance from prior use was used. Preliminary
results established that spectral resolution was acceptable for this methodology.
Energy calibration and detection efficiency were determined using a

152

Eu

source (4.7 µCi). The source was placed 15 cm from the face of the detector along
the centerline and a gamma-ray spectrum collected for 2 h. A 2-h background spectrum was then collected and subtracted from the

152

Eu gamma-ray spectrum using

PeakEasy 4.98.1 [85]. The peak locate and peak analysis algorithms in Canberra
GenieTM 2000 Spectroscopy Software (V3.4.1) [86] were used to locate 152 Eu peaks in
the spectrum and calculate net count rate with associated uncertainty for each identified peak. The absolute full-peak detection efficiency curve was constructed using
seven gamma rays in the

152

Eu spectrum. The absolute full-energy peak efficiency,

abs , was calculated for each peak by

abs =

CR
A · Iγ

(4.1)

where CR is the net count rate in the gamma-ray full-energy peak corrected for capsule attenuation, A is the decay-corrected source activity [Bq], and Iγ is the gamma34

ray yield [γ/decay]. The absolute detection efficiency curve was normalized to the
efficiency at 661.657 keV to create the relative detection efficiency curve.
Five 252 Cf sources were measured. They were labeled as sources A–E to remove
any identifying information to a specific vendor. Sources D and E were older sources
included to extend the dynamic range of calculated source ages and serve as a test
of the method. Source A was placed 20 cm from the face of the detector along the
centerline and sources B–E were placed 15 cm from the face of the detector along
the centerline. These distances were chosen to keep the dead time under 10% and
also to ensure true coincidence summing was negligible. Spectra were collected in
2-h increments for quality control purposes for a total of 42 h for sources A–C and
48 h for sources D and E and background. Each 2-h spectrum was summed for each
source and background in PeakEasy 4.98.1 [85]. The summed background spectrum,
normalized in time, was then subtracted from each summed and time-normalized
source spectrum. Spectra were then analyzed in GenieTM 2000 [86] using the VMS
Standard Peak Search peak locate algorithm to locate fission product peaks followed
by the Sum/Non-Linear Least Squares Fit peak area algorithm to quantify the net
count rate with associated uncertainty for each identified peak in the spectrum.

4.2.2

Methodology for Calculating Source Age
Source ages were calculated by setting the experimental ratio, Rexp , of the

count rate of two SFPs equal to the theoretical ratio of the gamma-ray emission rates
from the same SFPs derived using the Bateman equations and solving for time. In
this case, time represents time passed since the last Cm separation and not time
since irradiation of the production batch, because the fission products would have
been stripped from the source during the Cm separation. All source material can be
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traced to Cf produced in the High Flux Isotope Reactor at ORNL.
The experimental ratio is a measure of the current source age. Cesium-137 is a
long-lived isotope that accumulates as the source ages for the age range studied here,
and the short-lived SFP is a measure of the present fission rate. The experimental
ratio was calculated by dividing the net count rate of the

137

Cs 661.657 keV peak by

the net count rate of the short-lived SFP gamma-ray peak and accounting for relative
detection efficiency respective to the 661.657 keV peak, rel,661 , such that

Rexp =

CR(137 Cs)
· rel,661 (Ex )
CR(x)

(4.2)

where CR(137 Cs) and CR(x) are the capsule attenuation-corrected net count rates in
the gamma-ray full-energy peak for the

137

Cs and isotope x, respectively, and Ex is

the gamma-ray energy emitted from isotope x [keV].
Theoretical ratios required derivation of the gamma-ray emission rate equations from the Bateman equations [83]. This ratio is dependent on time, which was
solved for to calculate source age when set equal to the experimental ratio. Gammaray emission rate equations for SFP in-growth and decay were derived starting from
the Bateman equations for spontaneous fission and α decay of 252 Cf, 250 Cf, and 248 Cm.
Note that the

248

Cm Bateman equation also included a term for in-growth of

248

Cm

from α decay of 252 Cf. Bateman equations were then derived and solved for production
and decay of spontaneous fission product from

252

Cf,

250

Cf, and

248

Cm individually.

The Bateman equations were solved for using the separation of variables technique
for solving differential equations; only one solution was found. Each equation was
normalized to initial activity of

252

Cf, A0 (252 Cf), to cancel out this variable in most

of the equations when calculating the theoretical ratio. Initial quantities of
and

250

Cf were assumed to be present in the source;
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248

252

Cf

Cm was assumed to be fully

chemically separated at time zero. The resulting gamma-ray emission rate equation
for isotope x from

252

Cf spontaneous fission, GCf-252 (x) [γ/s], was



t
− T ln 2 t
− T ln 2
GCf-252 (x)
1
=
· SCf-252 · Yx,Cf-252 · Ix · e 1/2,Cf-252 − e 1/2,x
T1/2,x
A0 (252 Cf)
1 − T1/2,Cf-252
where T1/2,Cf-252 and T1/2,x are the half-lives of
SCf-252 is the

252

252

(4.3)

Cf and isotope x [y], respectively,

Cf spontaneous fission branching ratio [fissions/decay], Yx,Cf-252 is

the cumulative spontaneous fission product yield of isotope x from

252

Cf [atoms of

isotope x/fission], Ix is the gamma-ray yield from isotope x [γ/decay], and t is time
[y]. The gamma-ray emission rate equation for isotope x from

250

Cf spontaneous

fission, GCf-250 (x) [γ/s], was


t
− T ln 2 t
− T ln 2
A0 (250 Cf)
GCf-250 (x)
1
· SCf-250 · Yx,Cf-250 · Ix ·
=
· e 1/2,Cf-250 − e 1/2,x
T1/2,x
A0 (252 Cf)
A0 (252 Cf)
1 − T1/2,Cf-250
(4.4)
where T1/2,Cf-250 is the half-life of

250

Cf [y], SCf-250 is the

250

Cf spontaneous fission

branching ratio [fissions/decay], and Yx,Cf-250 is the cumulative spontaneous fission
product yield of isotope x from 250 Cf [atoms of isotope x/fission], and A0 (250 Cf)/A0 (252 Cf)
is the ratio of initial activities of 250 Cf to 252 Cf. The initial activity ratio is related to
the initial atom ratio by
N0 (250 Cf) · T1/2,Cf-252
A0 (250 Cf)
=
A0 (252 Cf)
N0 (252 Cf) · T1/2,Cf-250

(4.5)

where N0 (250 Cf) and N0 (252 Cf) are the initial atom percent values of 250 Cf and 252 Cf,
respectively. Typically, initial atom ratios of

250

Cf to

252

Cf are 0.10–0.15, and initial

activity ratios are 0.02–0.03. The gamma-ray emission rate equation for isotope x
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from

248

Cm spontaneous fission, GCm-248 (x) [γ/s], was

1
GCm-248 (x)
=
· SCm-248 · Yx,Cm-248 · Ix
T1/2,Cm-248
252
A0 ( Cf)
1 − T1/2,Cf-252






ln 2
ln 2
ln 2
ln 2
−
t
−
t
−
t
−
t
1
1
·
e T1/2,Cf-252 − e T1/2,x −
e T1/2,Cm-248 − e T1/2,x 
T1/2,x
T1/2,x
1 − T1/2,Cf-252
1 − T1/2,Cm-248
(4.6)
where T1/2,Cm-248 is the half-life of 248 Cm [y], SCm-248 is the 248 Cm spontaneous fission
rate [fissions/decay], and Yx,Cm-248 is the cumulative spontaneous fission product yield
of isotope x from

248

Cm [atoms of isotope x/fission].

Two mathematical models were derived for calculating the theoretical ratio.
Model I only accounts for SFP in-growth from spontaneous fission and decay of 252 Cf
and is the same model used by Gehrke [80]. It is suitable for freshly irradiated sources
that are dominated by

252

Cf. The theoretical ratio equation for Model I, Rth,1 is

Rth,I =

GCf-252 (137 Cs)
.
GCf-252 (x)

Model II accounts for SFP in-growth from spontaneous fission and decay of
250

Cf, and

248

(4.7)

252

Cf,

Cm. The theoretical ratio equation for Model II, Rth,2 is

Rth,II =

GCf-252 (137 Cs) + GCf-250 (137 Cs) + GCm-248 (137 Cs)
.
GCf-252 (x) + GCf-250 (x) + GCm-248 (x)

(4.8)

Source age was calculated by setting the experimental ratio equal to the theoretical
gamma-ray emission rate ratio and solving for time, t.
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4.2.3

Uncertainty Analysis
The standard deviation for source age, σt , was calculated using

σt =

s
X


σu2i

∂t
∂ui

2
(4.9)

where ui is the ith variable in Model I or Model II, and σui is the uncertainty associated with ui . However, the derivative in Eqn. 4.9 could not be analytically derived
from Eqns. 4.7 or 4.8, because t could not be isolated. The forward-backward finite
difference method was instead used as a numerical approximation to estimate the
derivative in Eqn. 4.9. For this work, the forward-backward finite difference method
was calculated as
t (ui + σui ) − t (ui − σui )
∂t
.
=
∂ui
2σui

(4.10)

The ith variable and associated uncertainty in Eqn. 4.10 were substituted for the value
and associated uncertainty, respectively, for each variable in Eqns. 4.7 or 4.8. This
was repeated for each variable included in Models I or II to solve for the source age
uncertainty in Eqn. 4.9.

4.3

Results and Discussion
High-resolution gamma-ray spectra, shown in Fig. 4.1, were collected for five

252

Cf sources of varying ages. Background is subtracted from each spectrum. Each

spectrum was normalized to the maximum net count rate in the 661.657 keV peak of
137

Cs for comparison based on source age. All spectra had the same conversion gain.

Cesium-137 records the number of fissions since Cm separation and thus acts as a
metric for source age. The prominent peaks from left to right in order of increasing
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energy are Cm K-series x-rays between 104 and 123 keV,
177.52 keV,

249

251

Cf gamma ray peak at

Cf gamma ray peaks at 333.37 and 388.17 keV, and

137

Cs gamma

ray peak at 661.657 keV; all other discernable peaks are short-lived SFP. No notable
impurities were identified in the gamma-ray spectra for any of the sources.

Count Rate Normalized to Maximum in 661.657
keV Peak

100

Source A
Source B
Source C
Source D
Source E

10
1
0.1
0.01
0.001
0.0001
0

500

1000
Energy [keV]

1500

2000

Figure 4.1: Californium-252 spectra for sources A–E normalized to the maximum
count rate in the 661.657 keV gamma-ray peak.

4.3.1

Californium-252 Source Ages
Gamma-ray peaks from four SFP—132 I,

to calculate source age. Iodine-136,

138

Cs, and

136

142

SFP yields > 2% and are resolvable peaks in the

I,

138

Cs, and

142

La—were chosen

La were chosen because they have

252

Cf gamma-ray spectrum. Iodine-

132 was used as a comparison to Gehrke et al. ([80]). The the properties of the
spontaneous fission nuclides are listed in Table 4.1, and the SFP properties are listed
in Table 4.2. These values were input into Eqns. 4.3-4.6 to calculate the theoretical
ratio for Model I and Model II. No uncertainty was provided for three gamma-ray
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yields as noted in Table 4.2, so the associated uncertainty was assumed to be zero.
Initial activity ratios of

250

Cf to

252

Cf are listed in Table 4.3 for sources A–C. The

initial activity ratios were calculated for sources A–C by converting atom or weight
percent isotopic values on the TDS to activity percent. The isotopic ratios were decaycorrected from the mass analysis date to the date of last 248 Cm separation. TDS were
unavailable for sources D and E, so the initial activity ratios are the average value of
sources A–C. Two SFP, 136 I and 138 Cs, had metastable isomers with SFP yields greater
than 10% of the ground isomer SFP yield from at least one spontaneous fission nuclide.
The model was modified to account for this phenomenon by individually calculating
the gamma-ray emission rate from each isomer for each spontaneous fission nuclide
using Eqns. 4.3, 4.4, and 4.6. The gamma-ray emission rate from each isomer was
then added together to calculate the total gamma-ray emission rate for the isotope.
This value was then entered into the denominator of Eqns. 4.7 and 4.8 to calculate
source age.
Table 4.1: Properties of spontaneous fission nuclides present in a
certainties are in parentheses and represent 1-σ.
Isotope

252

Cf source. Un-

Half-life [y]

Probability of Spontaneous Fission [%]

Avg. Neutrons/Fission [87]

252

Cf [73]

2.645(8)

3.092(8)

3.77

250

Cf [75]

13.08(9)

0.077(3)

3.53

Cm [76]

3.48·105 (6)

8.39(16)

3.11

248

41

42

∗

La [91]

1596.21(4)

1436.0(2)

1435.77(7)

1313.02(10)

1313.02(10)

667.714(2)

661.657(3)

Energy [keV]

No uncertainty provided

140

Cs [90]

Cs [90]

138m

138

I [89]

I [89]

136

136m

I [88]

Cs [82]

132

137

Isotope

1.67855(12) d

2.91(10) m

32.5(2) m

46.6(11) s

83.4(4) s

2.295(13) h

30.08(9) y

Half-life

0.9540(8)

0.19(3)

0.763(5)

1*

0.667*

0.987*

0.851(2)

[γ/decay]

Gamma-Ray Yield
Cf Yield

0.0596(8)

0.00301(192)

0.0547(15)

0.00939(422)

0.0228(53)

0.0215(137)

0.0502(20)

252

252

Cf source. Uncertainties are in

Cf Yield

0.0525(31)

0.00591(266)

0.0555(89)

0.0131(30)

0.0176(41)

0.0245(157)

0.0545(125)

250

Cm Yield

0.0582(35)

0.00146(94)

0.0650(103)

0.0127(29)

0.0288(46)

0.0433(278)

0.0608(36)

248

SFP Yield [atoms/fission] [1]

Table 4.2: Properties of 252 Cf fission products used for age dating an unknown
parentheses and represent 1-σ.

Table 4.3: Initial activity ratios of 250 Cf to 250 Cf at time since 248 Cm separation and
neutron emission rates at time of high-resolution gamma-ray spectroscopy measurements. Initial activity ratios were calculated using isotopic analyses reported on the
TDS for sources A–C. TDS for sources D and E were unavailable, so values reported
are the average ratios of sources A–C.
Source
Variable
A

B

C

D

E

A0 (250 Cf)/A0 (252 Cf)

0.0304

0.0217

0.0312

0.0278

0.0278

Neutron Emission Rate [n·s−1 ]

2.46·105

2.12·105

9.18·104

Experimental emission rate ratios were calculated using Eqn. 4.2. Count rate
data is listed in Appendix A. Relative detection efficiency accounted for differences
in detector response to varying gamma-ray energies with respect to the 661.657 keV
gamma ray from

137

Cs and was derived from absolute full-energy peak efficiency.

Full-width-at-half-maximum (FWHM) was 1.67 keV at 122 keV and 3.08 keV at
1408 keV. The gamma-ray peaks were Gaussian in shape and low energy tailing was
not present. Although the energy resolution for this detector was degraded, the
detector was deemed fit-for-purpose, because the methodology employed here was
not identifying and quantifying many overlapping peaks and thus did not require
superb energy resolution. The absolute full-energy peak efficiency for each peak was
calculated using Eqn. 4.1. A power fit was applied to the seven data points to create
an absolute detection efficiency curve as shown in Fig. 4.2. The fit was within the
uncertainty of all data points and was determined to be a good fit. The power fit
was then normalized to the absolute efficiency value at 661.657 keV to create the
relative detection efficiency curve. Note that the relative efficiency curve is applicable
for sources placed at varying distances with no added absorbers between the source
and detector. The detector response of one gamma-ray energy relative to a second
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gamma-ray energy will remain approximately constant with changing distance over
the energy range considered; only the source intensity changes with distance. The
attenuation in the

152

Eu source was negligible over the energy range of interest and

approximately canceled when the relative efficiency curve was formed.

Absolute Detection Efficiency

0.009
0.008
0.007
0.006

ε=2.091*E-1.168

0.005
0.004
0.003
0.002
0.001
0

0

250

500

750
1000
Energy [keV]

1250

Figure 4.2: Absolute efficiency curve constructed from a

152

1500

Eu calibration source.

The calculated age and associated uncertainty of each source using Models I
and II are displayed in Table 4.4 for each SFP and the average age from all SFP. Average source age represents the weighted average and associated weighted uncertainty
[92]. The calculated source ages from 132 I and 136 I were consistently below the source
ages for 138 Cs and 140 La. The methodology employed here was strongly dependent on
the quality of the nuclear data available. A systematic bias likely exists in the data for
132

I and 136 I that was carried through in this calculation. However, all individual SFP

source ages were within two standard deviations of each other for each source. The
agreement among different SFP indicates that this is a robust method for calculating
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source age of a

252

Cf source.

Table 4.4: Calculated source ages of
certainty represents 1-σ.

252

Cf sources with associated uncertainty. Un-

Source Age [y]
Isotope, x
A

B

C

D

E

I

12.2±0.9

14.5±0.9

24.2±1.0

29.6 ±1.0

33.0±1.0

138

Cs

14.7±0.3

16.2±0.2

25.8±0.2

31.6 ±0.3

35.1±0.2

140

La

14.4±0.5

16.1±0.3

25.7±0.2

31.6 ±0.2

35.1±0.2

11.8±2.9

14.6±3.0

24.3±3.2

28.6±3.2

33.1±3.2

Average

14.4±0.3

16.1±0.2

25.7±0.2

31.5±0.2

35.0±0.2

136

I

12.1±0.9

14.6±0.9

24.7±1.0

31.6±1.1

38.9±1.7

138

Cs

14.7±0.3

16.2±0.2

26.7±0.3

35.2±0.8

53.0±14.1

140

La

14.4±0.5

16.1±0.3

26.4±0.3

34.4±0.4

45.8±2.1

11.9±2.9

14.7±3.0

25.0±3.1

30.5±3.3

42.7±16.0

14.4±0.3

16.1±0.2

26.4±0.2

34.2±0.4

41.7±1.3

Model I

136

Model II

132

132

I

I

Average

Comparing source ages between Models I and II for the same source demonstrates the importance of accounting for contributions from secondary neutron emitters for older sources. Both models are in statistical agreement at the 1-σ limit for
sources A and B, indicating that the sources are dominated by 252 Cf spontaneous fission and the contributions from 250 Cf and 248 Cm are negligible. The calculated source
ages of source C for Models I and II statistically agree at the 2-σ limit, suggesting
that
250

252

Cf is still the dominant neutron emitter in the source, but contributions from

Cf are beginning to affect source characteristics and should be accounted for. This

result is not surprising as

250

Cf accounts for about 11% of the neutron yield for this

source at its estimated age. An increase in 250 Cf neutron yield proportionately affects
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the SFP in-growth contributions from 250 Cf. Models I and II are statistically different
at the 3-σ limit for sources D and E, so

250

Cf and

248

Cm contributions are no longer

negligible for these sources. Source D is at approximately the age that
yield is greater than or equal to the

252

250

Cf neutron

Cf neutron yield, and source E is at approxi-

mately the age that 248 Cm neutron yield is greater than or equal to the 252 Cf neutron
yield [74]. Consequently, the assumptions for Model I are not valid for sources D
and E as the SFP in-growth contributions from

250

Cf and

Model II is ultimately more appropriate for calculating

252

248

Cm are not negligible.

Cf source age, because its

underlying assumptions remain true for a wider age range of sources than Model I.
A third model, Model III, was considered that accounted only for SFP ingrowth from

252

Cf and

250

Cf and assumed SFP in-growth from

248

Cm was negligible.

The average source age was less than 0.5% different between Models II and III for
sources A–C. The 248 Cm neutron yield was at least three orders of magnitude less than
the total neutron yield from 252 Cf and 250 Cf for these sources at their calculated source
ages. This translated to the SFP contribution from

248

Cm being proportionately

smaller and negligibly affecting the calculated source when not accounted for in the
model. However, the average source ages were 1.8% and 7.9% different for sources D
and E, respectively, between Models II and III. Much of the

252

Cf has decayed away

in these sources, so the

248

Cm SFP contributions were only one order of magnitude

less than the combined

252

Cf and

same order of magnitude as the
248

250

252

Cf SFP contributions for source D and on the

Cf and

250

Cf SFP contributions for source E. The

Cm contributions were thus not negligible. This result strengthens the argument

that Model II should be used when calculating source age for

252

Cf sources, because

its underlying assumptions hold true for a wider age range of sources.
Calculated source ages were compared to declared sources ages on the TDS
for sources A–C and displayed in Fig. 4.3. Sources D and E could not be compared
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to their respective TDS as they were unable to be located. Source B is the only
source with a calculated source age within 1-σ of the reported source age; sources
A and C are statistically different at the 3-σ limit. Previous work [80, 81] indicated
that the method used here to calculate source age from the gamma-ray spectrum
should reproduce the source age provided on the technical data, which means that
the observed discrepancy is likely the result of a problem with the source, the provided
TDS, or the assumptions for calculating source age.
30

Source Age [y]

25
20
15
10
5
0
A
TDS Source Age

B
Source

C

Calculated Source Age

Figure 4.3: Comparison of the source age listed on the
values from high-resolution gamma spectroscopy.

252

Cf TDS and measured

An unidentified impurity or contaminant in the source was investigated as a
possible cause of the severely overestimated source age. Cesium-137 is the isotope in
the numerator of both experimental and theoretical ratios for calculating source age
and is consequently the only isotope that could cause an overestimation in source age.
It is also the only SFP used in the source age calculation with a long enough half-life
to appear as an impurity or contaminant in the source; all short-lived SFP used in this
calculation would have decayed away shortly after source fabrication. For

137

Cs to

exist as an impurity or contaminant in a 252 Cf source, either radiochemical processing
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did not fully separate Cs from Cf or the fabrication laboratory was contaminated with
137

Cs. Actinides, such as Cf, are readily separated from alkali metals, such as cesium,

via the ion exchange process used at the Radiochemical Engineering Development
Center (REDC) at ORNL, making the first scenario unlikely [93]. The second scenario
is also unlikely because these facilities are regularly tested for contamination. Any
137

Cs contamination would be quickly identified in the work area so that a source

could not leave the facility contaminated with 137 Cs. Additionally, the vendors of both
sources stated that they either do not work with cesium or only work with cesium
in facilities located in a different building to the

252

Cf source fabrication facilities.

Ultimately, there are no means for 137 Cs to be present as an impurity or contaminant
in the sources, so it must have grown into the source as a fission product from the
three spontaneous fission nuclides present in the source.
Another possible explanation for the source age discrepancy was that the vendors did not send the correct TDS with the source when purchased. Note that sources
B and C were fabricated by the same vendor, and source A was fabricated by a different vendor. The vendor that fabricated source A confirmed that the correct TDS was
sent with the source. The vendor that fabricated source C supplied another TDS for
source C that statistically agreed at the 2-σ limit with the calculated source age and
isotopic ratios. However, the vendor also noted that source C was fabricated from
depleted source inventory and could contain source material from different batches,
so a single TDS might not accurately represent the source material. Additionally, the
vendor later noted that the source material did not come from the batch associated
with the newly provided TDS but did not provide information about the specific
batch or batches that the material came from. It was ultimately not conclusive if the
correct TDS was supplied for source C.
The final possible explanation was that the assumptions for calculating source
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age did not hold true. The assumptions for this work presumed that the vendors
did not perform any radiochemical processing on the source material and that they
created

252

Cf sources using the chemical form that the REDC at ORNL sent the

material in. However, the vendor that fabricated source A revealed that the Pd wire
that the Cf source material is shipped in was dissolved and the Pd extracted using an
ion exchange resin prior to source fabrication. This radiochemical process could thus
disrupt the contents of the material, resulting in an incorrectly calculated source age
based on invalid assumptions.

4.3.2

Nuclear Data Uncertainty Evaluation
The individual source age values in Table 4.4 demonstrate that certain short-

lived SFPs produce source age estimates with less uncertainty than others. Lanthanum140 has the smallest source age uncertainties for Models I and II and

132

I has the

largest uncertainties. This is a direct result of the magnitude of the uncertainties associated with the SFP yield for these two isotopes. As shown in Table 4.2,

140

La has

SFP yield uncertainties that are between 1.3% and 6.0% for all spontaneous fission
nuclides, whereas

132

I has SFP yield uncertainties that are approximately 64% for all

spontaneous fission nuclides. These uncertainties ultimately drive the quality of the
final source age uncertainties.
Similarly, the source age uncertainty for sources D and E increases dramatically
from Model I to Model II but remains consistent for sources A–C. This stems from
the 23% uncertainty associated with the

137

Cs SFP yield from

250

Cf compared to the

4–6% uncertainty associated with the 137 Cs SFP yield from 252 Cf and 248 Cm. Sources
D and E are affected by this large uncertainty more than sources A–C, because the
250

Cf contributions are no longer negligible. Older sources will thus always have
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higher uncertainty when implementing Model II because of the poorer quality of the
currently available nuclear data for the

137

Cs SFP yield from

250

Cf.

Quality nuclear data are essential for obtaining a source age measurement with
low uncertainty. The limiting variable in these cases was the SFP yields, but it could
be other variables for different isotopes. Currently, great care should be taken when
choosing SFP for calculating 252 Cf source age. However, the nuclear data used for this
work could be improved using the CARIBU beam at the ATLAS facility at Argonne
National Laboratory [94]. Specifically, SFP yields could be obtained with improved
uncertainty using an ion counting method along a beam of each SFP of interest.

4.3.3

Isotopic Ratios
Californium-250 and

252

Cf emit low-energy gamma rays (<210 keV) with low

probability of emission (<0.0002 emissions/decay) [73, 75]. These gamma rays are
obscured in the gamma-ray spectrum by the gamma rays emitted from SFP and thus
cannot be directly measured via gamma-ray spectroscopy to confirm their isotopic
composition in a source. However, isotopic analyses on the TDS provide information
about the

249−254

Cf isotopes relative to each other. Highly probable gamma rays

emitted from the decay of long-lived, odd-numbered californium isotopes,
251

249

Cf and

Cf, can be exploited to verify isotopic information provided on the TDS for all

californium isotopes, including

250

Cf and

The 388.17 keV gamma ray from
were used to compare the ratio of

249

252

249

Cf to

Cf.

Cf and 177.52 keV gamma ray from

251

251

Cf

Cf from experimental data to the TDS.

The experimental ratio, Rdata , was calculated by

Rdata =

CRCf-249 (388.17 keV) · rel (177.52 keV) · ICf-249
CRCf-251 (177.52 keV) · rel (388.17 keV) · ICf-249
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(4.11)

where CRCf-249 (388 keV) and CRCf-251 (177 keV) are the net count rates in the 388.17 keV
gamma-ray full-energy peak peak from
energy peak peak from

251

249

Cf and the 177.52 keV gamma-ray full-

Cf, respectively, and ICf-249 and ICf-251 are the gamma-ray

yields of the respective gamma rays emitted by each isotope. The net count rates,
included in Appendix A, are corrected for capsule attenuation. The ratio from the
TDS data was obtained by dividing the isotopic activity percent of
topic activity percent of

251

249

Cf to the iso-

Cf. These values were decay corrected from the isotopic

analysis date to the measurement date, but the correction was negligible because both
isotopes have long half-lives.
Figure 4.4 displays the

249

Cf/251 Cf ratios calculated from experimental data

and TDS values. Source B was the only source that had an experimental

249

Cf/251 Cf

ratio that agreed with the isotopic ratio reported on the TDS at the 1-σ limit. Sources
A and C had experimental and TDS ratios that were statistically different at the 3-σ
limit. However, no pathway exists, other than radioactive decay, for the quantity of
these isotopes to change from the initial reported quantity. Californium-249 is created
via multiple successive neutron captures in 248 Cm or a single neutron capture in 249 Bk,
and

251

Cf is created via multiple successive neutron captures in

249

Cf. However, Cm

and Bk are stripped from the source after irradiation in the reactor, eliminating this
as a possible pathway for changes in the reported quantity of
quantity of

249

Cf and

251

249

Cf or

251

Cf. The

Cf present in the source at t = 0 should be equal to the

quantity of these isotopes present in the source at the time of measurement because
249

Cf and

251

Cf decay is negligible in that time period. Consequently, the TDS and

experimental ratio should be in statistical agreement. The possible explanations
for this discrepancy were the same as the discrepancies for the source age: either
the incorrect TDS was provided for the source or the assumptions for the calculation
were invalid because the source material contents were disrupted during radiochemical
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processing for source fabrication.
6

249Cf/251Cf

Ratio
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Figure 4.4: Comparison of
the TDS.

4.4

249

C

Exp. Ratio

Cf/251 Cf ratios calculated from experimental data and

Conclusions
Source age and isotopic data are needed to make accurate decay corrections

inclusive of the 250 Cf contribution to the neutron yield for calibrating a passive neutron
correlation counting system. The present work demonstrated the utility of performing
gamma spectroscopy on

252

Cf sources to estimate source age. Analysis results from

all four SFP used for calculating source age returned statistically similar source ages
at the 2-σ limit for Models I and II despite large nominal uncertainties in some
SFP yields. Statistical differences in the average source age between Models I and
II, however, illustrate the importance of accounting for secondary neutron emitters,
250

Cf and

248

Cm, when estimating source age using gamma-ray spectroscopy.

Comparing the experimental data to declared values on the TDS for sources
A–C revealed discrepancies between the values. Source age and isotopic ratio experimental data for source B were within 1-σ of the values reported on the TDS,
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bolstering the claim from previous work [80, 81] that this method has the potential
to produce accurate results. However, sources A and C had statistically different
source age and isotopic ratio values at 3-σ, suggesting that either an impurity or
contamination was present in the source, the TDS did not match the source, or the
assumptions for calculating source age and isotopic ratios were invalid. The possibility of an impurity or contamination in the source was eliminated, but the remaining
possible explanations for this discrepancy could not be eliminated. However, regardless of the explanation for the discrepancy, the disagreement between source age and
isotopic ratios on the TDS and experimental calculations still affects the user’s ability to confidently calibrate a passive neutron correlation counter, because accurate
source age and isotopic information is needed for decay corrections. It is thus strongly
recommended to independently verify the content of 252 Cf calibration sources used for
passive neutron correlation counting prior to use, and this method can be employed
with high accuracy to confirm or query declared values on a TDS for a

252

Cf source.

The discrepancies revealed here regarding source age and isotopic ratio did
not, however, explain the discrepancy between the doubles-to-singles ratios of

252

Cf

sources used at ORNL for calibrating neutron counters for nuclear safeguards instrumentation, which is what originally inspired this work. Using nuclear data, the
theoretical ratio of the second neutron moment to the first neutron moment squared
decreased by only 0.3% at 25 y compared to the initial ratio at source fabrication.
In comparison, the experimentally determined ratio of the doubles rate to the square
of the singles rate is about 55% different for the sources in question and thus cannot
be explained by incorrect source age data. The discrepancy could be explained by
unidentified impurities in the source that are adding (α, n) neutrons to the singles
rate. The (α, n) reaction occurs when a light element, such as O, is intimately mixed
with an actinide that decays via α particle emission. The α particle is then absorbed
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by the light element and emits a neutron. The added neutrons from this reaction
could explain the discrepancy between the doubles-to-singles ratio and not be identified in a gamma-ray spectrum. Although (α, n) reaction gamma rays are possible,
their emission probabilities are commonly low and would likely be overshadowed by
the SFP gamma rays. Identification of (α, n) impurities could possibly be accomplished by neutron spectroscopy but will likely require destructive analysis techniques
for definitive identification and quantification. Further work is ultimately required to
explain this discrepancy between sources.
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Chapter 5
Unfolding Neutron Energy Spectra
Using Concentric Rings of
Moderated 3He Counters
Abstract
The inverse Bonner sphere concept was developed into a novel neutron spectrometer
for measuring neutron energy spectra in international safeguards. The concept was
initially proposed as an in-situ technique to characterize AmLi sources used in active
neutron interrogation techniques. In this method, the source was centrally placed in
cylindrical moderators with incrementally increasing diameters and then centered in
the large volume active well coincidence counter cavity, operated in passive mode,
to surround it by two concentric rings of 48 moderated 3 He proportional counters.
MCNP simulations were used in this work to simulate the inverse Bonner sphere
spectrometer. Californium-252, 241 AmLi, and 241 AmBe neutron sources. The sources
were surrounded by high density polyethylene cylinders to moderate neutrons. The
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cylinder diameters were incrementally increased by 1 cm between 0–12 cm to elicit a
change the response functions for the unfolding procedure. Response functions were
created in MCNP using monoenergetic neutrons between 0.1–14 MeV. The MAXED
and GRAVEL algorithms were used to unfold the neutron energy spectra. Proofof-concept was demonstrated using well-characterized response functions and input
guess spectra. Sensitivity studies were then performed for the response functions, the
quantity of a priori information in the input guess spectra, and impurities in AmLi
sources.

5.1

Introduction
Active neutron coincidence counting is an established non-destructive assay

(NDA) method implemented by the IAEA to measure the mass of
[7]. AmLi neutron sources induce fission in

235

235

U in an item

U and the resulting number of fissions

registered by the neutron counter is related to the mass of

235

U via a system cali-

bration. Although a system calibration has traditionally been based on the response
to representative standards, simulation-based system calibrations are becoming more
commonplace in international safeguards due to the difficulty of obtaining representative standards for complex geometries, such as a fuel assembly. However, biases may
be introduced into the system when deriving the system calibration in this manner.
An ongoing debate in the literature exists regarding an accurate representation of
the neutron spectrum for AmLi [2, 3, 10–12]. A method is needed to establish an
accepted neutron energy spectrum not only for the AmLi (α, n) reaction, but for
other (α, n) reactions pertinent to international safeguards.
The inverse Bonner sphere spectrometer (iBSS), which was initially proposed
as an in-situ technique to characterize AmLi sources installed in neutron collars and
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first demonstrated for AmLi sources, with

252

Cf as a monitor using a large volume

active well coincidence counter (LVAWCC), could be used as a tool to experimentally
measure (α, n) neutron energy spectra pertinent to international safeguards [13].
The concept of the standard Bonner sphere spectrometer (BSS), which was initially
reported by [14], measured the neutron energy spectrum by placing spherical moderators with increasing diameters centrally around a thermal neutron sensor, specifically
a LiI scintillator in this case. Doing so changed the response function such that the
peak (i.e. the optimal neutron energy for detection) shifted towards higher energies
with increasing moderator diameter. The BSS can measure neutron energy spectra
across a wide range of energies from thermal to GeV neutrons depending on the size
of the moderators [40]. The BSS has been recreated using several moderator shapes,
namely spherical and cylindrical, and a variety of thermal neutron sensors, including
BF3 and 3 He [44–49, 95]. In contrast to the standard BSS method, the source, not the
thermal neutron detector, was placed spherical or cylindrical moderators with incrementally increasing diameters in the iBSS method. The source and moderator were
then centered radially and longitudinally in the LVAWCC cavity such that they were
surrounded by two concentric rings of moderated 3 He proportional counters. Each
ring of 3 He counters acted as a single counter, and the ring ratios provided additional
insight. Previous published work on the inverse Bonner sphere concept considered
which of a number of plausible AmLi spectrum representations most closely reproduced the experimental data, but did not perform explicit neutron energy spectrum
unfolding [13]. The work presented here builds upon previous work [13] to develop the
inverse Bonner sphere concept into a novel neutron spectrometer, referred to as the
iBSS. Proof-of-concept for the iBSS was developed using simulated

252

Cf,

241

AmLi,

and 241 AmBe neutron sources in an MCNP model of the LVAWCC. Sensitivity studies
were then performed for the response functions, quantity of a priori information in
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the input guess spectra, and impurities in AmLi sources.

5.2
5.2.1

Methods
MCNP Simulations
Computer simulations were run in MCNP 6.2 [28]. An MCNP model of the

LVAWCC was used to simulate measurements of

252

Cf,

241

AmLi, and

241

AmBe neu-

tron sources surrounded by cylindrical HDPE moderators with varying wall thicknesses. The LVAWCC model in MCNP replicated the physical system. A depiction
of the cross section of the model with a

252

Cf source and HDPE cylinder inside the

cavity is illustrated in Fig. 5.1. The cavity had a diameter of 27.9 cm and a height
of 38.1 cm and was surrounded by two concentric rings of 48 3 He-filled cylindrical
proportional counters embedded in HDPE; each ring had 24 counters spaced equally
around the cavity. The proportional counters had a 2.54 cm outer diameter and 0.508
mm steel wall thickness, had an active length of 63.5 cm, and were filled with 3 He to
a pressure of 4.5 atm at 25◦ C with an Ar quench gas. The detectors were embedded
in HDPE (ρ = 0.95 g/cm3 ) to moderate neutrons for optimal detection by the 3 He
(n,p) reaction.
Each simulated neutron source corresponded to a physical source available in
the laboratory. Californium-252 was modeled in a Frontier Technology Corporation
Model 10S capsule. The source material was assumed to consist only of 252 Cf (ρ = 15.1
g/cm3 ), because
252

252

Cf calibration sources are dominated by neutrons emitted from

Cf with negligible contributions from other isotopes or elements. Neutrons were

simulated as originating from a point in the center of the source material, because
252

Cf sources are compact neutron sources that are often assumed to approximate
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Figure 5.1: Cross section of the LVAWCC MCNP model in the x-z plane
to a point, which eliminates other potential source effects, such as self-multiplication
and moderation. Spontaneous fission neutrons from

252

Cf were modeled using the

Watt spectrum with parameters a = 1.025 and b = 2.926 [28].
AmLi was modeled in a Gammatron C-series capsule inside of a tungsten pot.
The tungsten pot had outer dimensions of 5.73 cm in diameter and 4.31 cm in height
and inner dimensions of 2.68 cm in diameter and 3.17 cm in height. Because the
composition of AmLi source material is generally not well documented, a general
source mixture (ρ=1.6 g/cm3 ) was used of LiOH and AmO2 with a 7 Li/241 Am atom
ratio of 263 to 1 [11]. Neutron were uniformly sampled from the cell containing the
source material. SOURCES-4C was used to create the neutron energy spectrum for
the general source mixture and included neutron emission contributions from 6 Li(α,n)
and

17,18

O(α,n) [8].

AmBe was modeled in an Eckert & Ziegler Am1.N02 capsule. The source
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material (ρ=1.3 g/cm3 ) was mixture of AmO2 and Be with a 9 Be/241 Am ratio of
9.8 [96, 97]. Neutrons were uniformly sampled from the cell containing the source
material in the same manner as the AmLi source. SOURCES-4C was also used to
create the neutron energy spectrum and included neutron emission contributions from
9

Be(α,n) and

17,18

O(α,n) [8].

Each neutron source was centrally placed inside of HDPE cylindrical moderators (ρ = 0.95 g/cm3 ). Cylindrical moderators were chosen for this work instead of
spherical moderators because a cylinder matches the geometry of the neutron sources
and LVAWCC cavity used in this work. The wall thickness of the cylindrical moderator was modeled to be equal radially and longitudinally surrounding the source, as
shown in Fig. 5.2 by the variable x. The diameter of the cylindrical moderator was
then equal to twice the wall thickness plus the diameter of the source capsule, and the
height of the cylindrical moderator was then equal to twice the wall thickness plus
the height of the source capsule. The moderator wall thicknesses were incrementally
increased by 1 cm between 1–12 cm for

252

Cf and AmBe and 1–11 cm for AmLi; the

diameter of the LVAWCC cavity limited the overall diameter of the moderators. The
bare source with no moderator present was also simulated.
2x + d
2x + h

Cylinder

d
x

h
x

Source

Figure 5.2: Cylinder depiction
Only neutron transport was considered in this work; photon transport was
ignored because 3 He proportional counters discriminate gamma rays well. An F4
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tally—the averaged track length in a volume divided by the volume—was used to
average the flux over the cells representing the active length of 3 He proportional
counters. This was combined with a tally multiplier to account for the 3 He(n,p)
reaction rate using the ENDF70 cross section library in MCNP [98]. In a physical
sense, the tally and multiplier together represent the number of neutrons that produce
an electrical pulse and results in a neutron detection. Tallies were collected for the
inner ring counters and outer ring counters separately. One million neutron histories
were run for each MCNP input file to ensure the statistical uncertainties were below
1%.

5.2.2

Unfolding Algorithms
The “few channel” versions of the MAXED (MAXimum Entropy Deconvolu-

tion) and GRAVEL algorithms, which were written for BSS with thermal neutron
detectors, were used to unfold the neutron energy spectra in this work. MAXED is
based on the maximum entropy principle, which requires the best solution to have
the largest entropy to reduce errors and biases in the unfolding [61]. GRAVEL is
a modification of the SAND-II algorithm and is based on non-linear least squares
regression [61]. The codes were run using the suggested input parameters for a BSS
system [60]. The data input into the algorithm were the same for both algorithms and
included the simulated data and associated uncertainties, an initial guess spectrum,
and the response functions. The algorithms required the data to be input as counts
or count rate and the uncertainty to be separated into counting statistics and other
sources of uncertainty. Within the algorithm, the two uncertainty categories were
added in quadrature. For the simulated data in this work, the simulated counts were
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calculated from the MCNP F4 tally as

Md = (F 4)d · V · H

(5.1)

where (F 4)d is the results of the F4 tally for each moderator and ring combination,
V is 3 He active length cell volume in each ring, and H is the total number of neutron
histories. The counts were then entered into the algorithm separately for each ring
and source and moderator combination. Uncertainty due to counting statistics was
the square root of the number of counts. Other sources of uncertainty (e.g. systematic
uncertainty) were estimated to be 1% for

252

Cf and AmBe to cover uncertainty from

source assay and nuclear data. For AmLi, other sources of uncertainty were increased
to 3% for the added uncertainty in source composition.
Different input guess spectra were used for each neutron source to test the
sensitivity of the algorithms. Each spectrum contained varying amounts of a priori
information, but each was chosen such that the energy range was a positive, smooth
function between 0–14 MeV and zero outside of this energy range. This energy range
was chosen, because it covers the likely energy range of typical neutron emitters in
international safeguards. The first input guess spectrum for was the neutron energy
spectrum input into MCNP for each respective neutron source, as described in the
previous section, to test if the algorithm could unfold the spectrum given the correct
solution. A uniform spectrum was also used to test the sensitivity of the iBSS to the
quality and quantity of a priori information included in the input guess spectrum.
The uniform spectrum provided no information about the shape of the resultant
spectrum; it simply contained information about the expected energy range of the
resultant spectrum.
The response functions were simulated in MCNP for each neutron source and
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moderator combination described above. Monoenergetic neutrons were emitted from
each source in 0.1 MeV increments from 0.1–14 MeV. Additional energy bins were
included for the AmLi response functions in 0.05 MeV increments between 0–2 MeV
due to the soft neutron spectrum of that source. Neutrons were emitted from a point
in the center of the source material for 252 Cf and from the source material volume for
the AmLi and AmBe sources. Separate response functions were created for each ring
of 3 He proportional counters.

5.3

Results and Discussion
Californium-252, AmBe, and AmLi neutron energy spectra were unfolded in

the MAXED and GRAVEL algorithms using simulated data generated in MCNP 6.2
using a model of the LVAWCC. These sources are surrogates for fission and (α, n)
neutron spectra that are of interest in international safeguards. They represent three
distinct, well-known neutron energy spectra and serve to verify the method. Simulated counting data are provided in Appendix B. Response functions for each source
and moderator combination were created first in MCNP prior to unfolding neutron
spectra. Proof-of-concept for the methodology was demonstrated using the ideal case
wherein the input guess spectra matched the neutron energy spectrum used to generate the data and the response functions corresponded to the neutron source. Since the
ideal case is not always possible, non-ideal scenarios were explored to test the sensitivity of the algorithms, including sensitivity to the response functions and sensitivity
to the a priori information available in the input guess spectrum.
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5.3.1

Response Functions
Response functions were created in MCNP for each source and HDPE cylinder

configuration. Separate response functions were required for the inner and outer ring
of 3 He proportional counters in the LVAWCC, because each ring of counters operated
as an individual counter and required separate input to the unfolding algorithm.
The response values were calculated by dividing the simulated counts by the total
neutron histories to calculate the efficiency, and then multiplying the efficiency values
estimated in MCNP by the surface area of the LVAWCC cavity. The surface area of
the LVAWCC cavity is the surface of interest for the neutron fluence to be calculated.
The response functions are displayed for each cylinder wall thickness for the inner
and outer rings, respectively, in Figs. 5.3 for the

252

Cf source, Figs. 5.4 for the AmBe

source, and Figs. 5.5 for the AmLi source. Note that the wall thickness refers to the
quantity of HDPE that surrounds the outer surface of the source and not the radius
of the cylinder. The radius of the HDPE was the source radius plus the HDPE wall
thickness and varies for each source.
Each response function plot has a discontinuity at approximately 3 MeV, a
peak at about 6.5 MeV, and another peak between 7.5–8 MeV. All of these features
are caused by the total neutron cross section of C shown in Fig. 5.6. Carbon is a large
component of HDPE, so it was expected that the response functions resembled the C
total cross section due to the quantity of HDPE present in this system: each source
was surrounded by HDPE cylinders and both rings of 3 He proportional counters were
embedded in HDPE. The sharp peak at approximately 2 MeV in the C total cross
section did not appear in the response functions, because it occurs at an energy that
was between the monoenergetic neutron energies considered in this work. In other
words, the increments used to generate the response functions were not resolved
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(b) Outer Ring

Figure 5.3: Response functions for 252 Cf neutron sources for varying wall thicknesses
for the inner and outer rings of the LVAWCC
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Figure 5.4: Response functions for AmBe neutron sources for varying wall thicknesses
for the inner and outer rings of the LVAWCC
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Figure 5.5: Response functions for AmLi neutron sources for varying wall thicknesses
for the inner and outer rings of the LVAWCC
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enough to capture the finer peaks in the C total cross section.
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Figure 5.6: Carbon total cross section [1]
The response functions had broader peaks at higher energies and were smaller
in magnitude when neutrons had to travel through greater amounts of bulk matter,
and were thus subject to more neutron moderation, prior to detection. This can be
observed when comparing the response functions for different wall thicknesses, counter
rings, and neutron sources. The changes in response functions for different wall
thicknesses and counter rings due to neutron moderation were necessary to generate
an energy dependence in the measured response. Without this, the LVAWCC would
have no energy dependence. However, differences between neutron sources mean that
a new set of response functions should be created for each neutron source. Advances
in computational codes and technology, however, provide a good resource for creating
response functions for the iBSS as needed.
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5.3.2

Proof-of-Concept
Proof-of-concept for the iBSS as a novel neutron spectrometer was verified

by unfolding simulated 252 Cf spontaneous fission spectrum, 241 AmBe (α,n) spectrum,
and 241 AmLi (α,n) spectrum using MAXED and GRAVEL in the ideal scenario. The
input guess spectrum for each neutron source was the same neutron energy spectrum
input into MCNP to generate the simulated data and thus the expected solution. For
252

Cf, the input guess spectrum was a Watt fission spectrum, and, for AmBe and

AmLi, the input guess spectra were generated using SOURCES-4C. Three criteria
were used to assess the quality of the solution spectra unfolded by MAXED and
GRAVEL. The first criterion, relative error, compared the solution spectrum and
expected spectrum–the neutron energy spectrum input into MCNP to generate the
simulated count rate data. The relative error for each energy bin, REi , was calculated
as
REi =

|Φs,i − Φe,i |
Φe,i

(5.2)

where Φs,i is the solution spectrum and Φe,i is the expected spectrum. The second and
third criteria, reduced chi-square value and the calculated-to-measured ratio, evaluated how well the calculated count rate, obtained by folding the solution spectrum
with the response functions, aligned with the measured iBSS count rates input by
the user. Note that “measured count rates” here refers to the simulated count rates
generated by MCNP. The reduced chi-square value, χ2 /ν, determines whether or not
a statistically significant difference exists between the calculated and measured count
rate based on the significance level. In this work, the significance level was set to 1%
and represented the probability that the calculated and measured count rates were
statistically similar but determined to be different. A two-sided chi-square test was
used for this work due to the random nature of radioactive decay. The χ2 /ν 1%
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significance level translated to critical value ranges of 0.421–1.88 for 252 Cf and AmBe,
which had 25 degrees of freedom, and 0.403–1.92 for AmLi, which had 23 degrees of
freedom. The degrees of freedom are equivalent to one less than the number of measured count rates entered into the algorithm, which is one less twice the number of
moderators used for the measurements. The calculated-to-measured ratio, Cd /Md , is
a measure of how closely each calculated count rate compared to each corresponding
measured count rate. The solution spectrum is considered to be close to the true
spectrum if calculated-to-measured ratio is within 1-σ of unity for all count rate data
[40]. Note that the uncertainty in the calculated-to-measured ratio is a measure of
the statistical uncertainty in the measured data and not a measure of the uncertainty
in the solution spectrum. Both the statistical limits for the χ2 and calculated-tomeasured ratios, which ultimately affect the solution spectrum, were set to be the
most stringent limits.
The solution spectra for MAXED and GRAVEL, shown in Fig. 5.7, for

252

Cf,

AmBe, and AmLi show high relative agreement with the expected spectrum and confirmed by the small relative error plots between the solution and expected spectra,
as shown in Fig. 5.8. Note that MAXED data points not shown in plot have a relative error less than 0.0001. A threshold was set at 0.05 relative error to represent
good agreement between the solution spectrum and expected spectrum and is represented by the black horizontal line on the relative error plots. The relative error
was approximately zero for all three neutron emitters for MAXED. The input guess
spectrum was close to the correct solution under the MAXED optimization procedure and thus required little adjustment. GRAVEL minimized the relative error at
the maximum points in each neutron energy spectrum. Although the relative error
was almost 0.05 towards the extreme ends of each GRAVEL solution spectrum, the
values for normalized fluence rate per unit lethargy were small and approaching zero.
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In both cases, the adjustment to the input guess spectrum was minimal to obtain
the solution spectrum as suggested by the relative error plots. Strong agreement was
also observed between the iBSS calculated and measured count rate data. The χ2 /ν
values, displayed in the legends in Fig. 5.7, for all solution spectra were within the
desired critical value range, and the calculated-to-measured ratios in Fig. 5.9 are also
all within 1-σ of unity for

252

Cf, AmBe, and AmLi. This indicated that that the

solution spectra are consistent with the expected neutron energy spectrum for each
neutron emitter.
The possibility exists that each solution is a local minimum in the unfolding
algorithms as opposed to the global minimum. This could be determined by generating a series of new measured count rate data sets. Each new data set would contain
data altered from the original data set using a Poisson distribution. The new data
sets would then be individually run through the algorithms to unfold the neutron
energy spectra. If all unfolded spectra are statistically similar to the original solution
spectra (determined by the χ2 /ν value), then it is likely that the solution spectrum
was a global minimum to the problem.
The combined results presented here demonstrate proof-of-concept for the
novel neutron spectrometer using the iBSS concept in the ideal scenario. However,
these results do not indicate how well the algorithms adapt to the measured iBSS
data when the response functions do not match the source and moderator geometry
exactly or when the input guess spectrum has limited a priori information. This
is the more likely scenario when measuring individual sources, because the spectrum is expected to vary slightly from source-to-source based on differences in the
composition and microstructure of the source material. A sensitivity study for the
methodology was completed for the response functions, input guess spectra with less
a priori information, and ability to detect anomalies and impurities in a spectrum.
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Figure 5.7: MAXED and GRAVEL solution spectra for 252 Cf, AmBe, and AmLi using
the expected solution as the input guess spectrum

72

1000

MAXED
GRAVEL

Relative Error

100
10
1
0.1
0.01
0.001
0.0001
0

2

4

6
8
10
Energy [MeV]

(a)

14

252 Cf

1000

MAXED
GRAVEL

100
Relative Error

12

10
1
0.1
0.01
0.001
0.0001
0

2

4

6
8
Energy [MeV]

10

12

(b) AmBe
1000

MAXED
GRAVEL

Relative Error

100
10
1
0.1
0.01
0.001
0.0001
0

1

2

3
4
Energy [MeV]

5

6

(c) AmLi

Figure 5.8: Relative error for 252 Cf, AmBe, and AmLi using the expected solution as
the input guess spectrum. Note that MAXED data points not shown in plot have a
relative error less than 0.0001.
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Figure 5.9: Calculated-to-measured ratios for 252 Cf, AmBe, and AmLi using the
expected solution as the input guess spectrum for MAXED and GRAVEL
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5.3.3

Sensitivity to Response Functions
A number of studies have shown that good knowledge of the response func-

tions for the standard BSS are central to unfolding accurate neutron energy spectra
[40, 41, 44, 48, 49], and the iBSS is expected to have a similar dependence on the response functions. The standard BSS is dependent on a single set of response functions
for all moderators, because the counter’s response is considered to be independent
of the source or neutron field geometry. However, the iBSS could require a different
set of response functions for each source, because the moderators, and thus geometry
of the iBSS, changes with each neutron source. The extent to which the iBSS is
affected by this was explored by unfolding the AmBe and AmLi neutron energy spectra using the

252

Cf response functions. In international safeguards,

252

Cf calibration

sources are most often used as a surrogate for other neutron emitters in the fuel cycle. Californium-252 sources can be approximated as point sources and are assumed
to have negligible self-moderation. However, most neutron sources in international
safeguards cannot be approximated as a point, and using a

252

Cf calibration source

as a surrogate to create the iBSS response functions has the potential to introduce
significant errors into unfolding process.
Although the AmBe source was not approximated as a point source, it was
physically similar in size to the

252

Cf source and expected to undergo limited self-

moderation. The unfolded spectra from MAXED and GRAVEL, shown in Fig. 5.10a,
had good relative agreement, suggesting that the source self-moderation was negligible. The relative error, shown in Fig. 5.10b, at the soft end of the spectrum was larger
and above the 0.05 threshold for unfolded spectra from the

252

Cf response functions

than the AmBe response functions in Fig. 5.7b. Due to the size of the AmBe source,
self-moderation was likely highest at the soft end of the spectrum and thus aligns
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with this result. There was also relatively good agreement between the calculated
and measured count rates as indicated by the χ2 /ν and calculated-to-measured ratios. The χ2 /ν were within the desired critical value range for both MAXED and
GRAVEL. The calculated-to-measured ratios were not within 1-σ for all of the wall
thicknesses, as shown in Fig. 5.10c; the ratio at 12 cm was greater than 1-σ for both
MAXED and GRAVEL, indicating that the fit to the data might not be accurate
despite the acceptable solution spectrum. The response functions for
be substituted for sources similar in size to a

252

252

Cf can likely

Cf source, but caution should be

exercised as the data might not align as well. The similar results between the ideal
scenario and this result suggest that the self-moderation by the AmBe source was
limited and likely negligible for this measurement. The

252

Cf response functions can

thus be used as a surrogate source for the iBSS if the source is physically similar in
size and geometry to the

252

Cf source.
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Figure 5.10: AmBe solution spectra, relative error plots, and calculated-to-measured
ratios using the 252 Cf response functions with MAXED and GRAVEL
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AmLi, on the other hand, was a physically larger neutron source than

252

Cf,

so the neutrons emitted from the AmLi source were expected to undergo significant self-moderation that needed to be accounted for in the response functions. The
effects of not accounting for this additional moderation were demonstrated by the
stark disagreement between the solution spectra and expected spectrum shown in
Fig. 5.11a and the large relative error above the 0.05 threshold shown in Fig. 5.11b.
The χ2 /ν also were not within the desired critical value range nor were the calculatedto-measured ratios in Fig. 5.11c within 1-σ of unity for more than half of the wall
thicknesses for MAXED and GRAVEL. All of the data thus point to the AmLi source
undergoing significant self-moderation that needed to be accounted for in the response
functions.
In international safeguards, items containing fissile material can rarely be approximated as a point source. Unlike the standard BSS, which requires a single
response function for the set of moderators, the iBSS need to mirror the source, moderator, and counter geometry as closely as possible for the unfolding algorithms to
produce the most accurate results. The iBSS thus requires a different set of response
functions for each source and moderator geometry. This is not always realistic, however, and the user will likely have to make substitutions or approximations to the
best of their knowledge when generating the response functions.
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Figure 5.11: AmLi solution spectra, relative error plots, and calculated-to-measured
ratios using the 252 Cf response functions with MAXED and GRAVEL
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5.3.4

Sensitivity to the Quantity of a priori Information in
the Input Guess Spectrum
The quality of the solution spectrum from the standard BSS is dependent on

the quality and quantity of a priori information provided in the input guess spectrum
for MAXED and GRAVEL [40]. The algorithms were tested to understand how they
respond to varying amounts of a priori information in the input guess spectrum for
the iBSS. The response functions that correspond to the proper source geometry were
used for each spectral unfolding. A uniform spectrum was used as the input guess
spectrum for unfolding the 252 Cf spontaneous fission spectrum, AmBe (α,n) spectrum,
and AmLi (α,n) spectrum. The uniform spectrum represents the worst case scenario
with regards to a priori information. Only information about the energy range of
the spectrum was provided; no information about the shape of the solution spectrum
was provided.
MAXED and GRAVEL both produced a solution spectrum that resembled
a fission spectrum, but neither algorithm reproduced the

252

Cf Watt spectrum, as

shown in Fig. 5.12a. The relative error, plotted in Fig. 5.12b, was greater than the
0.05 threshold for most data points and more than 5 times greater on a bin-by-bin
basis than the relative error shown in Fig. 5.8a for the ideal scenario. The GRAVEL
χ2 /ν was within the desired critical value range and all but one of the calculated-tomeasured values were within 1-σ of unity. MAXED, on the other hand, did not have
a χ2 /ν within the desired critical value range, and 1/3 of the calculated-to-measured
ratios were not within 1-σ of unity. The MAXED unfolding results ultimately suggest
that the correct solution spectrum is a fission spectrum, but the current solution
spectrum does not match the data well. The MAXED results do, however, provide
additional a priori information for a better constructed input guess spectrum.
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Figure 5.12: Solution spectrum, relative error, and calculated-to-measured ratios for
252
Cf unfolded using a uniform spectrum in MAXED and GRAVEL
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A

240

Pu Watt spontaneous fission spectrum replaced the uniform spectrum

as the input guess spectrum for the second round of unfolding. The MAXED and
GRAVEL solution spectra are shown in Fig. 5.13a and the relative error in Fig. 5.13b.
Although neither MAXED nor GRAVEL generated solution spectra that matched the
252

Cf Watt spectrum exactly, the relative error decreased by an order of magnitude

across the entire energy range relative to the solution spectrum for the uniform input
guess spectrum. Additionally, the solution spectra for MAXED and GRAVEL shifted
from the input guess spectrum towards the

252

Cf Watt spectrum, which was the

correct solution. The χ2 /ν values were both within the desired critical value range
and the calculated-to-measured ratios were within 1-σ of unity. The updated input
guess spectrum thus improved upon the solution spectrum for the uniform input
guess spectrum to produce a better solution spectrum and match the measured count
rate data better. This process of unfolding the neutron energy spectra several times
while updating the input guess spectra with newly-learned a priori information is
commonly implemented when using the standard BSS with limited or no a priori
and can be used for the iBSS as well [40].
The AmBe (α,n) spectrum was a challenge for MAXED and GRAVEL to
unfold without a priori information about the correct solution spectrum. The algorithms operate under the assumption that the solution spectrum will be smooth
unless the user advises otherwise in the input guess spectrum [41]. However, the
AmBe spectrum has three relative maximum points between 0–11 MeV that were
difficult for MAXED and GRAVEL to unfold from the uniform spectrum as the input guess spectrum, as shown in Fig. 5.14a. Instead, both MAXED and GRAVEL
produced a solution spectrum that resembled a smooth fission spectrum for both algorithms. The reduced chi-squared values, all within the desired critical value range,
provided no indication in this example that the solution might be incorrect. Only
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Figure 5.13: Solution spectrum, relative error, and calculated-to-measured ratios for
252
Cf unfolded using the240 Pu Watt spectrum in MAXED and GRAVEL
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the 12 cm wall thickness calculated-to-measured ratios for the inner and outer ring
for the MAXED unfolding with a uniform distribution provided any indication that
the solution spectrum, without knowledge of the correct solution, might not be correct. The AmBe (α,n) spectrum was thus a good example to demonstrate that the
quality of the a priori information is a crucial element for the unfolding algorithms
to produce the correct solution spectrum.
Unfolding the AmLi (α,n) spectrum using the uniform input spectra produced
solution spectra that resembled the correct solution at the soft end of the spectrum
where the 7 Li(α,n) component is, as shown in Fig. 5.15a. The relative error was
greater than 1 for most of the energy range and was highest towards the harder end
of the spectrum where the

17,18

O(α,n) component would be. The reduced chi-square

values were within the desired critical value range, but the calculated-to-measured
ratios for the were not all within 1-σ of unity. The AmLi solution spectra, similar
to the AmBe solution spectra, resembled a fission spectrum with a single peak in
the spectrum. However, the

17,18

O(α,n) component was not properly unfolded, likely

because the feature is small compared to the strong 7 Li(α,n) component. Much like
the standard BSS, the MAXED and GRAVEL algorithms were not sensitive enough
to detect that feature without a priori information due to the poor energy resolution
of the iBSS [40, 41]. Small features, such as the

17,18

O(α,n) component, thus need to

be included in the input guess spectrum if MAXED and GRAVEL are to include it
in the unfolded spectrum.
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Figure 5.14: Solution spectrum, relative error, and calculated-to-measured ratios for
AmBe unfolded using a uniform spectrum in MAXED and GRAVEL
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Figure 5.15: Solution spectrum, relative error, and calculated-to-measured ratios for
AmLi unfolded using a uniform spectrum in MAXED and GRAVEL
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5.4

Sensitivity to Impurities in AmLi Sources
The unknown oxygen content in an AmLi source translates to an additional

17,18

O(α, n) component to the neutron energy spectrum. Additionally, reports of a

Be impurity could affect the neutron energy spectrum for individual AmLi sources.
Quantifying the

17,18

O(α, n) and potential Be contributions to the neutron emission

rate for individual AmLi sources is a desirable feature for the iBSS [13]. This section
explores the ability of the iBSS to quantify the

17,18

O(α, n) and Be impurity content

from a general AmLi spectrum.
Neutron energy spectra were derived by scaling the individual (α, n) neutron
energy spectra for 7 Li,

17,18

O, and 9 Be to the desired fraction and adding the spectra

together on a bin-by-bin basis. Each of these spectra are pictured individually in
Fig. 5.16. Neutron energy spectra were created for 3%, 5%, and 10% of the total
neutron emissions from

17,18

O(α, n) and 97%, 95%, and 90% of the total neutron

emissions from 7 Li(α, n), respectively. For the Be impurity, neutron energy spectra
were created for 0.3, 1, and 3% neutron emissions from the 9 Be (α, n) reaction, 5%
neutron emissions from the

17,18

O (α, n) reaction and 94.7, 94, and 92% neutron

emissions from the 7 Li (α, n) reaction, respectively. A previous study suggested that
the Be impurity, if it were present in the source, accounted for 0.3–3% of the neutron
emission rate [99]. Each spectra was input into MCNP to generate simulated count
rate data to be input into the MAXED and GRAVEL unfolding algorithms. The
AmLi response functions and input guess spectrum used in previous sections were
used here.
The MAXED and GRAVEL solution spectra for the varying

17,18

O(α, n) con-

tent are plotted in Fig. 5.17 on a semi-logarithmic scale the input guess spectrum
generated in SOURCES-4C for reference. The MAXED and GRAVEL solution spec-
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Figure 5.16: (α, n) spectra from alpha particles emitted from
tra for a given

17,18

241

Am

O(α, n) were indistinguishable from each other and indicate that

both solutions agreed. The calculated and measured count rate had good agreement
as evidenced by χ2 /ν being within the desired critical range and the calculated-tomeasured ratios being within 1-σ of unity for all data, as shown in Fig. 5.18. The
spectra were distinguishable based on

17,18

O(α, n) neutron emissions. The spectra

displayed on a logarithmic scale in Fig. 5.17b show the fluence rate per unit lethargy
increase with respect to percent

17,18

O(α, n) where the

17,18

O(α, n) spectrum was

most prominent (i.e. 2–4 MeV). However, the spectra displayed on a linear scale in
Fig. 5.17a show that the 7 Li(α, n) portion of the neutron energy spectrum was distorted for changing

17,18

O(α, n) content. The neutron energy spectrum is essentially

a probability density function, so the integral value of the curve must be equal to
one. The algorithms likely distorted the spectrum to account for the lesser probability of the

17,18

O(α, n) content with respect to the input guess spectrum by adjusting

the portions with higher probability (i.e. the 7 Li(α, n) content). Although the iBSS
was able to scale the spectrum based on the

88

17,18

O(α, n) contribution to the neutron

emission rate, the more prominent 7 Li(α, n) portion of the neutron energy spectrum
was distorted. Additional experimental studies will need to be conducted to confirm whether or not the distorted 7 Li(α, n) agrees with neutron energy spectra for
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Figure 5.17: MAXED and GRAVEL solution spectra for AmLi sources with total
neutron emissions of 3, 5, and 10% from the 17,18 O(α, n) reaction and 97, 95, 90%
from the 7 Li(α, n) reaction, respectively. The input guess spectrum was generated
from a general AmLi source material composition.
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Figure 5.18: Calculated-to-measured ratios for unfolded AmLi spectra with 3–10% of
the neutron emissions from 17,18 O (α, n)
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The MAXED and GRAVEL solution spectra for the varying 9 Be(α, n) content
are shown in Fig. 5.19 on a linear and semi-logarithmic scale alongside the input
guess spectrum. The input guess spectrum contained neutron emissions only from
7

Li and

17,18

O and not 9 Be, because it would be assumed that there was no 9 Be

content in an AmLi source with unknown source composition. The purpose of this
section was to determine how the general AmLi spectrum with

17,18

O content would

be affected with a Be impurity and if it could be identified using the general input
guess spectrum. Good agreement was achieved between the simulated count rate data
and the solution spectra as evidenced by χ2 /ν being within the desired critical range
and the calculated-to-measured ratios being within 1-σ of unity for all data, as shown
in Fig. 5.20. None of the solution spectra exactly reproduced the input guess spectra,
but were almost indistinguishable between each other, indicating that the Be content
cannot be easily identified or quantified using the iBSS methodology using a general
AmLi spectrum with contributions only from 7 Li and 17,18 O. Additionally, the changes
in the solution spectra from the input guess spectrum resemble similar changes in the
solution spectra in Fig. 5.17 for different neutron emission percentages from the 17,18 O
(α, n) reaction, opening up the possibility for a Be contaminant to be mistaken for
excess

17,18

O in the item. The Be content could be better identified if the 9 Be(α, n)

spectrum was included in the input guess spectrum. However, this will disrupt the
solution spectra and possibly cause inaccuracies, because the algorithm would assume
Be was present even though it was not confirmed to be present. It is recommended
to identify the presence of Be contamination via gamma-ray spectroscopy.
The iBSS demonstrated promise for characterizing the neutron energy spectra
for individual AmLi sources. However, impurities in the sources must be present in
the input guess spectrum so that the unfolding algorithms can scale the quantity
of the contribution. Without knowledge of the impurity, the unfolding algorithm
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does not appear to be able to identify and quantify the contribution to the neutron
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Figure 5.19: MAXED and GRAVEL solution spectra for AmLi sources with total
neutron emissions of 0.3, 1, and 3% from the 9 Be (α, n) reaction, 5% from the 17,18 O
(α, n) reaction and 94.7, 94, and 92% from the 7 Li (α, n) reaction, respectively. The
input guess spectrum was generated from a general AmLi source material composition
with oxygen.
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Figure 5.20: Calculated-to-measured ratios for unfolded AmLi spectra with 0.3–3%
of the neutron emissions from 9 Be (α, n)
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5.5

Conclusions
The iBSS successfully unfolded the the

252

Cf spontaneous fission spectrum,

AmBe (α, n) spectrum, and AmLi (α, n) spectrum in the ideal scenario where the
response functions matched the geometry exactly and the input guess spectrum was
the correct solution. Unfolding the AmBe neutron energy spectrum yielded acceptable
results when the

252

Cf response functions were used, because the two sources had

similar geometry and thus similar response functions. The method did not, however,
fair as well when the

252

Cf response functions replaced the AmLi response functions

or when the input guess spectrum incorporated little a priori information about the
content of the source. The neutron spectrum unfolded using the iBSS scaled with
oxygen content in the AmLi source. Therefore, a potential use for iBSS could be to
verify oxygen content in AmLi sources. The capability of iBSS to flag the presence of
Be impurities was fairly limited. The observed perturbation on the neutron spectrum
was not as significant as oxygen. Furthermore, when investigating an AmLi source of
unknown composition, it may not be possible to determine whether Be or O content
perturbed the neutron energy spectrum. The presence or absence of Be must first be
verified using high-resolution gamma-ray spectrometry. The dependence of the iBSS
on well-characterized response functions and quality a priori information makes the
iBSS well-suited to scenarios where measurements are to be verified. International
safeguards is a technical discipline built upon verifying state declarations to ensure the
peaceful use of nuclear science and technology. Although the inverse Bonner sphere
concept was originally proposed as a method to establish the AmLi neutron energy
spectrum, it could have a broader impact on international safeguards for verification
measurements.
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Chapter 6
The Inverse Bonner Sphere
Spectrometer as a Verification
Method for SOURCES-4C
Abstract
The inverse Bonner sphere spectrometer (iBSS) was used as a tool to experimentally verify neutron energy spectra in SOURCES-4C. SOURCES-4C is a computer
code that produces neutron energy spectra for spontaneous fission neutrons, delayed
neutrons, and (α,n) neutrons that can be used for MCNP simulations of neutron measurements in international safeguards. Although the code continues to be updated,
discrepancies exist between experimentally determined neutron energy spectra and
SOURCES-4C, particularly for (α, n) reactions. Three
240

252

Cf sources, a high-purity

PuO2 source, four AmLi sources, and one AmBe source were each measured in trip-

licate using the large volume active well coincidence counter in passive mode. Sources
were centrally placed in a different cylinder made from high density polyethylene for
95

each measurement with wall thicknesses of 0.64–6.99 cm for
0.64–5.72 cm for

240

252

Cf and AmBe and

PuO2 and AmLi. Neutron energy spectra for each source were

unfolded using the MAXED and GRAVEL algorithms. The solution spectra for 252 Cf
and 240 PuO2 agreed to within 1-σ of the expected spectrum, indicating that the iBSS
can accurately unfold neutron energy spectra and can thus be used as a verification
tool. AmLi and AmBe did not, however, agree with the SOURCES-4C neutron energy spectra, indicating that the SOURCES-4C spectra may need to be updated using
experimentally measured spectra.

6.1

Introduction
International safeguards are technical measures implemented to ensure the

peaceful use of nuclear science and technology. Neutron counting is an established
non-destructive assay method used in international safeguards to measure the fissile mass of an item [20]. For accurate neutron measurements, it is important to
have knowledge of the significant sources of neutrons emitted from an item, which
can include neutrons from induced fission, spontaneous fission, and (α, n) reactions.
SOURCES-4C is a computer code that produces neutron energy spectra for spontaneous fission neutrons, delayed neutrons, and (α,n) neutrons for complex source material compositions [8, 9]. In international safeguards, SOURCES-4C is most commonly
used to generate energy spectra for MCNP simulations of neutron measurements for
verifying declared content in enriched U storage cylinders or spent nuclear fuel. The
code has been benchmarked using experimental results and continues to be updated
as more information becomes available. The most extensive benchmarking study was
performed using well-characterized PuO2 items with varying burn-up content [39].
All PuO2 spectra in SOURCES-4C had excellent relative agreement with experimen96

tally measured spectra. Other experimental benchmark studies for neutron energy
spectra, such as those for PoBe and PuBe, did not have as good of relative agreement
as the PuO2 study, differing by as much as 18%. Additionally, other computationallydetermined spectra for (α, n) reactions, such as the AmLi (α, n) reaction, do not agree
with the spectrum produced by SOURCES-4C [11]. A tool, such as the inverse Bonner sphere spectrometer (iBSS), could be useful for experimentally verifying neutron
energy spectra in SOURCES-4C and updating those that cannot be verified.
The inverse Bonner sphere concept was initially proposed as a methodology
to determine the neutron energy spectrum of individual AmLi sources for improved
detector performance characterization [13]. The concept was then expanded and the
proof-of-concept was demonstrated for a novel neutron spectrometer using MCNP
computer simulations [100]. In the iBSS, a neutron source was placed in the center
of a cylindrical moderator and surrounded by multiple concentric rings of moderated
3

He proportional counters. The moderator diameter was incrementally increased to

illicit a change in the detector response due to increased neutron moderator with
respect to neutron energy so that the neutron energy spectrum could be unfolded.
Based on preliminary results using simulated data, the iBSS successfully unfolded
the 252 Cf spontaneous fission spectrum, AmLi (α, n) spectrum, and the AmBe (α, n)
spectrum under ideal conditions [100]. The ideal scenario for the iBSS included
detector response functions that matched the physical geometry of the measurement
and an input guess spectrum that was similar to the true spectrum.
This work demonstrates the application of the iBSS for providing experimental data to verify neutron energy spectra in SOURCES-4C using the large volume
active well coincidence counter (LVAWCC) in passive mode. Proof-of-concept for
the methodology using experimental measurements was demonstrated using
Experimentally unfolded neutron energy spectra of
97

240

252

Cf.

PuO2 , AmLi, and AmBe were

then compared to SOURCES-4C and other experimentally measured spectra to verify
or contest the spectra.

6.2
6.2.1

Materials and Methods
Experimental Setup
The Oak Ridge National Laboratory (ORNL) Large-Volume Active Well Co-

incidence Counter (LVAWCC), pictured in Fig. 6.1 was used for this work. The
LVAWCC operates in the same manner as the AWCC (Canberra Industries Inc.,
Model JCC-51), but has a larger cavity and more 3 He proportional counters [79].
The LVAWCC detector cavity had a diameter of 27.9 cm and a depth of 38.1 cm.
The counter had 48 3 He proportional counters (GE RS-P4-08P4-202) spaced equally
around the detector cavity in two concentric rings of 24 counters each. The proportional counters had an outer diameter of 2.54 cm, a steel wall thickness of 0.508 mm
steel wall thickness, and an active length of 63.5 cm. Each 3 He proportional counter
was filled to a pressure of 4.5 atm with 3 He gas and Ar as a quench gas. The counters
were embedded in high density polyethylene (HDPE) (ρ = 0.95 g/cm3 ) to moderate
neutrons to thermal energies for optimal detection by the 3 He(n,p) reaction. Graphite
end plugs with an internal 0.5 mm Cd layer were used for this work.
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(a) Exterior

(b) Top of rings of 3 He proportional counters and
associated electronics in junction box

Figure 6.1: Large volume active well coincidence counter

Three
one

241

252

Cf sources, a high-purity

240

PuO2 source, four

241

AmLi sources, and

AmBe source were measured in this work. Pertinent technical data for each

source was provided in Table 6.1. Technical data sheets are available in Appendix D.
A neutron emission rate was not provided for AmBe on the technical data sheet, and
the 240 PuO2 source encapsulation was designed for this source specifically and did not
have an associated model number. In addition to the stainless steel encapsulation, the
241

AmLi sources were placed in a tungsten pot to shield the 59.5 keV gamma ray to

reduce the dose rate. The tungsten pot had outer dimensions of 5.73 cm in diameter
and 4.31 cm in height and inner dimensions of 2.68 cm in diameter and 3.17 cm in
height.
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Table 6.1: Neutron source information.
Neutron Emitter

Neutron Emission Rate [n/s]

Encapsulation

252

Cf

FTC-Cf-18301

1.33·105 ± 1.06%

Model 10S

252

Cf

FTC-Cf-30101

5.64·104 ± 1.07%

Model 10S

252

Cf

EZ Q9-3042

1.53·105 ± 1.07%

3023 Capsule

Pu

C2-05N

1.74·104

N/A4

241

AmLi

AN-HP-C2683

5.5·104 ± 10%

C-series

241

AmLi

AN-HPC2723

5.5·104 ± 10%

C-series

241

AmLi

AN-HP-N4583

5.5·104 ± 10%

N-series

241

AmLi

AN-HP-N4593

5.5·104 ± 10%

N-series

AmBe

K560/182

N/A4

N02 Capsule

240

241

1

Serial No.

Frontier Technology Corporation, 1641 Burnett Drive, P.O. Box 486, Xenia, OH

45385
2

Eckert & Ziegler Isotope Products, 24937 Avenue Tibbitts, Valencia, CA 91355

3

Gammatron, Inc., P.O. Box 34042, Houston, TX 77034

4

Not available.
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Cylindrical moderators were machined using HDPE to encase the neutron
sources. A cavity was positioned such that the sources were in the center of the
cylinder. A plug was then machined for each cylinder to sit on top of the source
and fill the cavity. The HDPE cylinders, pictured in Fig. 6.2, were designed to fit
each of the neutron sources using the same set of moderators. Because the AmLi
sources were physically the largest, the cavity diameter was machined to fit these
sources. The

240

PuO2 source was as tall as the AmLi sources but with a slightly

smaller diameter and fit in the cylinder cavity without an insert. The

252

Cf and

AmBe sources, however, were physically much smaller and required an insert made of
HDPE to be machined that had the same dimensions as the AmLi sources. By doing
this, the wall thickness of the insert cylinder and larger cylinder was additive. Two
additional smaller cylinders with were machined so that neutron measurements could
be collected with the thinner wall thicknesses. Physical dimensions for all cylinders
and plugs are provided in Appendix C.

Figure 6.2: HDPE cylinders for 240 PuO2 and AmLi sources and
inserts. Dimensions represent wall thickness.
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252

Cf and AmBe

Figure 6.3: HDPE cylinders for

252

Cf sources. Dimensions represent wall thickness.

Figure 6.4: HDPE cylinders for the AmBe source. Dimensions represent wall thickness.

Neutron measurements were collected using the JSR-15 Handheld Multiplicity
Register (Canberra Industries Inc., Meriden, CT) controlled by the IAEA Neutron
Coincidence Counting (INCC) software [101]. Although typically used for neutron
coincidence counting, only the singles count rate data from the inner ring and outer
ring were considered. Sources and moderators were placed on a lab jack and centered in the detector both radially, as shown in Fig. 6.5, and longitudinally. Each
configuration for each source was measured in triplicate to account for repositioning
errors. Californium-252, AmLi, and AmBe sources were measured for 5 min in each
configuration and

240

Pu was measured for 15 min in each configuration. Background

measurements were collected for 5–15 min with only the lab jack in the LVAWCC
cavity. Additional long background measurements were collected to characterize the
background count rate.
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Source +
Moderator

Lab
jack

Figure 6.5: Source and moderator positioned centrally inside of the LVAWCC detector
cavity on an aluminum lab jack

6.2.2

Unfolding Algorithms
Spectra were unfolded using the “few channel” versions of the MAXED and

GRAVEL algorithms [60, 61]. Both codes were compiled using the suggested input
parameters for a standard BSS system [61]. The algorithm inputs include count rate
data and associated uncertainties, response functions, and input guess spectra. Count
rate data was entered directly from the INCC software for each ring of the LVAWCC.
Associated uncertainty was split into counting statistics and other sources of uncertainty. Other sources of uncertainty was set to the uncertainty in the source assay
for this work, because it was the largest source of uncertainty outside of counting
statistics. Source assay uncertainty was 1% for

252

Cf sources and the AmBe source.

The source assay uncertainty was increased to 3% for AmLi because of the unknown
composition of the source material. The

240

Pu source assay uncertainty was set to

0%, because the source composition was determined via mass spectrometry, which
typically has an associated uncertainty much less than counting statistics. The algorithms added uncertainty due to counting statistics and other sources of uncertainty
103

in quadrature.
Response functions were generated in MCNP using a model of the LVAWCC.
The neutron sources, HDPE cylinders, and aluminum lab jack were modeled in the
detector cavity to match the experimental geometry. A depiction of the LVAWCC
MCNP model with an AmLi source and HDPE cylinder with 4.45 cm wall thickness
is in Fig. 6.6. Californium-252 sources were modeled as point sources from the center
of the source. The high-purity

240

PuO2 source material was modeled using the exact

source composition measured by mass spectrometry. Because the composition of
AmLi source material is generally not well documented, a general source mixture
(ρ=1.6 g/cm3 ) was used of LiOH and AmO2 with a 7 Li/241 Am atom ratio of 263 to 1
[11]. The AmBe source material (ρ=1.3 g/cm3 ) was similarly unknown and assumed
to be a mixture of AmO2 and Be with a 9 Be/241 Am ratio of 9.8 [96, 97]. Neutrons
were uniformly emitted from the source material volume for the AmBe, AmLi, and
240

Pu sources. Monoenergetic neutrons were emitted from each source in 0.1 MeV

increments from 0.1–14 MeV. Additional data points were included for the AmLi
response functions in 0.05 MeV increments between 0–2 MeV due to the soft nature
of the AmLi spectrum. Separate response functions were created for each ring of 3 He
proportional counters.
Input guess spectra were tailored to each neutron emitter. A Watt fission
spectrum was used for all

252

Cf sources. SOURCES-4C was used to generate input

guess spectra for the high-purity

240

PuO2 source, AmLi sources, and AmBe source.

The homogeneous option in SOURCES-4C—which simulates the α-emitting isotopes
as intimately mixed with the light target elements—was used to create the input
guess spectra with the same source composition entered into the MCNP simulations
for the response functions. The PuO2 input guess spectrum included components
from spontaneous fission and the

17,18

O(α,n) reaction component. The AmLi input
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Figure 6.6: Depiction of the cross section of the LVAWCC in MCNP with an AmLi
source and HDPE cylinder with 4.45 cm wall thickness
guess spectrum included the 7 Li(α,n) and

17,18

O(α,n) reactions. The AmBe input

guess spectrum was composed of the 9 Be(α,n) and

6.3

17,18

O(α,n) reactions.

Results and Discussion
Neutron measurements were collected for

252

Cf,

240

PuO2 , AmLi, and AmBe

neutron sources. Net count rates are listed in Appendix C for each measurement.
Measurements were collected in three different geographic locations and thus had different background count rates. Sources FTC-Cf-1830, EZ Q9-304, AN-HP-C268, and
AN-HP-C272 were measured in the same location with an average total background
count rate of 36.35±0.02 cpm, 10.06±0.01 cpm for the inner ring, and 26.29±0.02 cpm
for the outer ring. Source C2-05N was measured in a location with an average total background count rate of 6.04±0.01 cpm, 2.40±0.01 cpm for the inner ring, and
3.64±0.01 cpm for the outer ring. Sources FTC-Cf-3010, AN-HP-N458, AN-HP105

N459, K560/18 were measured in a location with an average background count rate
of 8.56±0.01 cpm for both rings, 3.17±0.01 cpm for the inner ring, and 4.94±0.01 cpm
for the outer ring.
Detection efficiency was determined using the bare NIST-certified FTC-Cf1830

252

Cf source. The value was calculated by dividing the net singles count rate

by the decay-corrected neutron emission rate. The total detection efficiency was
34.5±0.4%, 20.6±0.2% for the inner ring, and 13.9±0.1% for the outer ring. The
LVAWCC and HDPE cylinder MCNP models were benchmarked to experimental
measurements using the absolute detection efficiency for each ring and moderator
combination. NIST-certified FTC-Cf-1830 and the high-purity

240

PuO2 source were

used to benchmark the MCNP model to experimental results, because both of these
sources are well-characterized and act as standard sources. The simulated and measured detection efficiencies for FTC-Cf-1830 and the

240

PuO2 source are shown in

Fig. 6.7. The agreement between the simulated and measured indicated that the
MCNP model can reliably predict experimental results and can thus be used to create the response functions.
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Figure 6.7: Comparison of measured and simulated detection efficiency values for the
LVAWCC. Error bars are too small to be visible.

6.3.1

Californium-252
Californium-252 is commonly used as a standard for establishing the perfor-

mance of novel neutron counters and methodologies, because it has well-known fissioning characteristics, a well-defined neutron energy spectrum, and approximates to
a point. The three

252

Cf sources measured here were used to demonstrate the iBSS

proof-of-concept using experimental data, because previous work only demonstrated
proof-of-concept using simulated data [100]. Each of the three 252 Cf sources measured
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were previously characterized using high-resolution gamma-ray spectroscopy to confirm source age and isotopic ratios on the technical data sheet, but the technical data
sheet could only be confirmed for NIST-certified FTC-Cf-1830 [71]. However, calculations using nuclear data determined that the fissioning characteristics of FTC-Cf-3010
and EZ Q9-304 would deviate less than 0.5% from the characteristics of a pure
source. This means that both sources can be assumed to act as pure
with negligible contributions from secondary neutron emitters

250

252

Cf and

252

Cf

Cf sources

248

Cm, be-

cause the changes in the fissioning characteristics are smaller than the measurement
uncertainties. Even though the technical data sheets could not be confirmed for all
three sources, it was hypothesized that all of the sources can be used to establish
experimental proof-of-concept for the iBSS.
All three of the

252

Cf sources had the same geometry, so the same response

functions were used to unfold solution spectra for all three sources. The response
functions are illustrated in Fig. 6.8. As was the case for the proof-of-concept work
performed in simulation space, the peak broadens and shifts toward higher energies
with increased HDPE and thus increased neutron moderation [100]. Additionally, the
magnitude and shape of the response functions of the inner and outer ring response
functions are unique, so each measured count rate distinctively contributed towards
the unfolding spectral problem.
MAXED and GRAVEL were used to unfold the solution spectrum for each
neutron source and measurement individually. The quality of a solution spectrum is
typically judged by how well the solution spectrum, when folded with each respective
response function, agrees with the measured count rate data [40]. The two units
of measure used to quantify this are the reduced chi-square value, χ2 /ν, and the
calculated-to-measured ratios. The reduced chi-square value determines whether or
not a statistically significant difference exists between the calculated and measured
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Figure 6.8: Response functions for
ator wall thicknesses

252

Cf neutron sources for different HDPE moder-
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count rate based on the significance level. In this work, the significance level was
set to 1% and represented the probability that the calculated and measured count
rates were statistically similar but determined to be different. The 1% significance
for

252

Cf translated to critical values of 0.40–1.92 for 23 degrees of freedom. The

degrees of freedom are equivalent to one less than the number of measured count
rates entered into the algorithm or one less twice the number of moderators used
for the measurements. The calculated-to-measured ratio, Cd /Md , is a measure of
how closely each calculated count rate compared to each corresponding measured
count rate. The solution spectrum is considered to be close to the true spectrum
if calculated-to-measured ratio is within 1-σ of unity for all count rate data [40].
Note that the uncertainty in the calculated-to-measured ratio is a measure of the
statistical uncertainty in the measured data and not a measure of the uncertainty
in the solution spectrum. The χ2 /ν and calculated-to-measured ratios are shown in
Figs. 6.9, 6.10, 6.11 for FTC-Cf-1830, FTC-Cf-3010, and EZ Q9-304, respectively.
The χ2 /ν values for all MAXED and GRAVEL solution spectra for all neutrons
measurements were within the desired critical value range. This confirms that all
solution spectra, when folded with the response functions, statistically agreed with
the measured count rate data for each measurement. The calculated-to-measured
ratios were within 1-σ of unity, shown as the gray horizontal line in each plot, for the
majority of data points across all measurements. The data points not within 1-σ of
unity were the outer ring count rate for the 3.81 cm wall thickness for measurement
1 for FTC-Cf-1830 and the 4.45 cm wall thickness for measurement 2 and 1.27 cm
wall thickness for measurement 3 for EZ Q9-304. In each of these cases, the count
rate was lower than expected. The cause of the lower count rate was not the result of
human error, but likely due to a temporary electronics glitch. Ultimately, these data
indicate that the solution spectra are a good solution for the measured data for all
110

252

Cf measurements [40].
The MAXED and GRAVEL solution spectra for each neutron source are pic-

tured in Fig. 6.12. All solution spectra were indistinguishable for sources FTC-Cf-1830
and FTC-Cf-3010. Solution spectra for EZ Q9-304, however, were undifferentiated
for measurements 1 and 2, but the solution spectra for measurement 3 could be differentiated from the other solution spectra. This was caused by an outlying count
rate data point for the outer ring 1.27 cm moderator. The outlier was observed by
the high calculated-to-measured ratio in Fig. 6.11c, which was likely the algorithm’s
attempt to adjust for the abnormally low count rate data point to produce a solution
spectrum. To test the sensitivity to the outlying data point, MAXED and GRAVEL
solution spectra were calculated for EZ Q9-304 measurement 3 without the count rate
data point from the outer ring 1.27 cm moderator. The χ2 /ν values for MAXED and
GRAVEL were within the desired critical value range and the calculated-to-measured
ratios were within 1-σ of unity for all data points, as shown in Fig. 6.13b. The new
solution spectra for measurement 3, when folded with the response functions, had
improved agreement with the measured count rate data without the outlying count
rate data point. The new solution spectra for measurement 3 are shown in Fig. 6.13a
and compared to the solution spectra from measurements 1 and 2. All MAXED and
GRAVEL solution spectra for EZ Q9-304 were undifferentiated with the removal of
the outlying data point in the measurement 3 count rate data set. This result demonstrates the robust methodology of the algorithm to adapt to the measured data and
not simply reproduce and verify that the input guess spectrum was a likely solution.
The solution spectra for MAXED and GRAVEL for all measurements for a
neutron source were averaged and standard deviation calculated on a bin-by-bin basis to generate an averaged solution spectrum for each neutron source, because the
agreement was good between MAXED and GRAVEL for each measurement and the
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Figure 6.9: MAXED and GRAVEL calculated-to-measured ratios and χ2 /ν for triplicate measurement of FTC-Cf-1830

112

Calculated-to-Measured Ratios

1.1

MAXED: Χ²/ν=0.48
GRAVEL: Χ²/ν=0.43

1.05
1
0.95
0.9
0

1

2

3
4
5
Wall Thickness [cm]

MAXED Inner Ring
GRAVEL Inner Ring

6

7

MAXED Outer Ring
GRAVEL Outer Ring

Calculated-to-Measured Ratios

(a) Measurement 1
1.1

MAXED: Χ²/ν=0.58
GRAVEL: Χ²/ν=0.45

1.05
1
0.95
0.9
0

1

2

3
4
5
Wall Thickness [cm]

MAXED Inner Ring
GRAVEL Inner Ring

6

7

MAXED Outer Ring
GRAVEL Outer Ring

Calculated-to-Measured Ratios

(b) Measurement 2
1.1

MAXED: Χ²/ν=0.60
GRAVEL: Χ²/ν=0.44

1.05
1
0.95
0.9
0

1

2

3
4
5
Wall Thickness [cm]

MAXED Inner Ring
GRAVEL Inner Ring

6

7

MAXED Outer Ring
GRAVEL Outer Ring

(c) Measurement 3

Figure 6.10: MAXED and GRAVEL calculated-to-measured ratios and χ2 /ν for triplicate measurements of FTC-Cf-3010
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Figure 6.11: MAXED and GRAVEL calculated-to-measured ratios and χ2 /ν for triplicate measurement of EZ Q9-304
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(c) EZ Q9304

Figure 6.12: MAXED and GRAVEL spectra for 252 Cf neutron sources measured in
triplicate. M1, M2, and M3 are abbreviations for Measurement 1, 2, and 3, respectively.
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Figure 6.13: MAXED and GRAVEL spectra for EZ Q9-304 measurement 3 unfolded
without the outlying count rate data point for the outer ring 1.27 cm moderator and
compared to the spectra for measurement 1 and 2. M1, M2, and M3 are abbreviations
for Measurement 1, 2, and 3, respectively.
solution spectra and measured data. The solution spectra calculated without the outlying data point for EZ Q9-304 measurement 3 were included in the averaged spectrum
for this source, because these spectra agreed with those from measurement 1 and 2.
Although several algorithms, including MAXED, have the mathematical capability
to calculate uncertainty on a bin-by-bin basis, quantifying uncertainty for a solution
spectrum using a BSS algorithm is a difficult task because the uncertainty associated
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with the response functions and input guess spectrum are not easily quantified. Often
times, the response functions have unquantifiable biases and the input guess spectra
have unknown uncertainty. Inputting values into an algorithm for these data would
thus likely be incorrect, causing the final uncertainty in the solution spectrum to be
misrepresented. By averaging the solution spectra from multiple measurements of
the same source and geometry and calculating standard deviation, the uncertainty
can better be quantified in a “top-down” approach that considers how the system
change with slightly varying input within statistical limits. The averaged solution
spectra for all sources are shown in Fig. 6.14 alongside the

252

Cf Watt fission spec-

trum. Error bars represent standard deviation. All neutron sources are within 1-σ
of the

252

Cf Watt fission spectrum for each energy bin despite the outlying spectrum

for EZ Q9-304. The agreement between the neutron energy spectrum for each source
and the

252

Cf Watt fission spectrum further confirms that, despite the differences in

source age between these sources [71], the neutron energy spectra resemble a pure
252

Cf source. Either the neutron emissions from secondary neutron emitters are neg-

ligible, as suggested earlier, or the neutron energy spectra cannot be distinguished
Cf Watt fission spectrum. Neither

250

Cf

Cm fission spectra are well-known, so differences between them and the

252

Cf

within the sensitivity of the iBSS from a
or

248

252

Watt fission spectrum cannot be established. Ultimately the iBSS spectral agreement with the
for several

252

252

Cf Watt fission spectrum demonstrated reproducibility of the iBSS

Cf sources and proof-of-concept for the iBSS using experimental data.

Establishing that the iBSS can be used in the experimental space means that its uses
can be expanded, including benchmarking it to SOURCES-4C.
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Figure 6.14: Averaged solution spectra for three 252 Cf sources measured using the
iBSS of the averaged MAXED and GRAVEL solution spectra. Error bars represent
standard deviation from the averaged MAXED and GRAVEL solution spectra.

6.3.2

Plutonium-240
ORNL has a high-purity 240 PuO2 source that served to establish the iBSS as a

tool for experimentally verifying neutron energy spectra generated by SOURCES-4C.
The source material composition was determined by mass spectrometry and isotopically consists of more than 99%

240

Pu. Isotopic information is listed in Table 6.2.

Other Pu isotopes that typically need to be considered–spontaneous fission from evennumbered isotopes and the

17,18

O(α,n) reaction from

239

PuO2 –negligibly contribute

to the neutron emission. The high-purity and well-known source composition thus
make this an ideal source for benchmarking the iBSS to SOURCES-4C.

118

Table 6.2: Isotopic information for the high-purity
Isotope

The

240

240

PuO2 source

Isotopic Abundance [%]

238

Pu

9.89·10−3

239

Pu

6.72·10−2

240

Pu

99.8

241

Pu

4.79·10−3

242

Pu

1.14·10−1

PuO2 source was measured in the LVAWCC and solution spectra un-

folded in MAXED and GRAVEL for each data set. Response functions, pictured in
Fig. 6.15, were generated in MCNP using a system geometry that matched the physical system. Strong agreement was observed between the calculated count rate and
the measured count rate for each data set. The χ2 /ν values were within the desired
critical value range of 0.36–1.50 for 19 degrees of freedom, and the calculated-tomeasured ratios were within 1-σ of unity for all measurements, as shown in Fig. 6.16.
Note that the calculated-to-measured ratios for all count rates in each data set were
less than 1% from unity, which is the smallest margin between the measured count
rates and calculated count rates estimated in this work and within the measurement
uncertainty. Because the three independent data set for the

240

PuO2 source agreed,

the MAXED and GRAVEL solution spectra for each data set were averaged and standard deviation calculated to generate an averaged solution spectrum for the

240

PuO2

source. The averaged solution spectrum is shown in Fig. 6.17. All energy bins were
within 1-σ of the spectrum generated by SOURCES-4C. The statistical agreement between the two spectra confirms that the iBSS can be used as a tool for benchmarking
neutron energy spectra in SOURCES-4C.
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(b) Outer Ring

Figure 6.15: Response functions for the high-purity
HDPE moderator wall thicknesses
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Figure 6.16: MAXED and GRAVEL calculated-to-measured ratios and χ2 /ν for triplicate measurement of the high-purity 240 PuO2 source
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Figure 6.17: Averaged MAXED and GRAVEL solution spectra for the high-purity
240
PuO2 source measured using the iBSS. Error bars represent standard deviation
from the averaged MAXED and GRAVEL solution spectra for triplicate measurement
of the source.
Although this benchmarking study between SOURCES-4C and the iBSS was
limited to a single source, the number of benchmarking studies for neutron energy
spectra in SOURCES-4C is also limited. The PuO2 benchmark study, on the other
hand, used higher quality data and relied on data from multiple neutron sources
with different Pu isotopic compositions. Additionally, the source used here was
well-characterized and had less than 1% associated uncertainty with each measured
count rate. Together the robust benchmark studies previously completed for PuO2
in SOURCES-4C and high-quality measurement presented here provided the best
benchmark for the iBSS to SOURCES-4C.

6.3.3

AmLi
The neutron energy spectrum for the AmLi (α, n) reaction has been measured

experimentally and via calculations or simulations [2, 3, 10–12]. However, there is an
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ongoing debate in the literature regarding the true neutron energy spectrum for AmLi.
The composition of AmLi sources is not well known and consists of a heterogeneous
mixture of AmO2 and Li, LiH, or LiOH [11]. The additional H and O components in
the source matrix can produce additional source terms in the neutron energy spectrum
that are difficult to account for due to the unknown nature of the source composition.
These unknowns in the source composition thus make it difficult to separate the
Li(α, n) component from these extraneous components to determine the true neutron
energy spectrum for the AmLi (α, n) reaction. Additionally, recent studies suggest
that the AmLi neutron energy spectrum generated by SOURCES-4C under estimates
the the soft end of the spectrum [3, 11]. The iBSS was utilized to provide additional
experimentally-determined data to the literature and offer another comparison for
SOURCES-4C.
Gamma-ray spectra were first collected for the AmLi sources to determine
if there was a Be impurity in the source and determine whether or not it could
be quantified. The spectra were collected using an n-type high-purity germanium
detector (Model GL2820R/S, Canberra Industries, Meriden, Connecticut) for 68 h
for the C-series sources and 48 h for the N-series sources. The resulting spectra are
shown in Fig. 6.18 for AN-HP-C272 and Fig. 6.19 for AN-HP-N458. A gamma-ray
peak at 4.468 MeV was present in the AN-HP-C272 gamma-ray spectrum, but not in
the AN-HP-N458 spectrum. This gamma-ray is emitted from the 9 Be(α, n) reaction
and indicated that 9 Be is a contaminant in the C-series sources, but not in the Nseries sources. However, the quantity of 9 Be in the C-series sources could not be
quantified, because the neutron-to-gamma ratio of the 9 Be(α, n) reaction is not wellknown. Additionally, the quantity would need to be calibrated from an AmBe source,
but, like AmLi sources, the composition of the source material is not documented.
Without knowledge of the 9 Be content in AmBe sources or the neutron-to-gamma
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ratio of the reaction, the Be contaminant in the C-series sources was not able to be
quantified. Previous work also indicated that the iBSS cannot identify or quantify
the Be contaminant in a source, so Be was not included in the input guess spectrum
for the C-series sources [100].
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Figure 6.18: Gamma-ray spectrum for AmLi source AN-HP-C272
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Figure 6.19: Gamma-ray spectrum for AmLi source AN-HP-N458
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Solution spectra were unfolded using the MAXED and GRAVEL algorithms
for four AmLi sources. All AmLi sources had similar geometry, so a single set of
response functions, pictured in Fig. 6.20, were generated for unfolding the neutron
energy spectrum for these sources. The MAXED and GRAVEL solution spectra
for all measurements, when folded with the response functions, statistically agreed
with the measured data. The χ2 /ν values were within the desired critical value
range (0.36–1.50 for 19 degrees of freedom) and the calculated-to-measured ratios
were within 1-σ of unity for all measurements, as shown in Figs. 6.21. The MAXED
and GRAVEL solution spectra had good relative agreement for all measurements for
each individual source. A single solution spectrum was calculated for each AmLi
source by averaging and calculating the standard deviation from all MAXED and
GRAVEL solution spectra for triplicate measurement of each source. The resulting
averaged solution spectra are shown in Fig. 6.25 on a linear and semi-logarithmic scale.
The C-series averaged solution spectra (AN-HP-C268 and AN-HP-C272) and N-series
(AN-HP-N458 and AN-HP-N459) averaged solution spectra agreed to within 1-σ for
the sources within each series. The averaged solution spectra for the sources in each
series was expected to agree, because the source material came from the same batch
of material. However, the C-series and N-series averaged solution spectra do not agree
to within 1-σ, likely because they have different source compositions. Each series of
source has an unknown H and O content that ultimately affected the final averaged
solution spectrum. From Fig. 6.25b, the averaged solution spectrum indicated that
the C-series AmLi sources had more
AmLi sources. The excess

17,18

17,18

O(α, n) neutron emissions than the N-series

O(α, n) could have distorted the 7 Li(α, n) portion of

the spectrum, as suggested by simulation studies [100]. Although the inverse Bonner
sphere concept was proposed as a method to characterize individual AmLi sources
because of the aforementioned differences in source material composition [13], the
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purpose of the present work was to experimentally measure a general spectrum for
the 7 Li(α, n) reaction and compare it to SOURCES-4C.
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(b) Outer Ring

Figure 6.20: Response functions for AmLi neutron sources for different HDPE moderator wall thicknesses
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Figure 6.21: MAXED and GRAVEL calculated-to-measured ratios and χ2 /ν for triplicate measurement of AN-HP-C268
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Figure 6.22: MAXED and GRAVEL calculated-to-measured ratios and χ2 /ν for triplicate measurement of AN-HP-C272
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Figure 6.23: MAXED and GRAVEL calculated-to-measured ratios and χ2 /ν for triplicate measurement of AN-HP-N458
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Figure 6.24: MAXED and GRAVEL calculated-to-measured ratios and χ2 /ν for triplicate measurement of AN-HP-N459
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Figure 6.25: Averaged solution spectra from MAXED and GRAVEL for each AmLi
source. Error bars represent standard deviation from the averaged MAXED and
GRAVEL solution spectra.
A general spectrum for the 7 Li(α, n) reaction from AmLi sources was created
by averaging the solution spectra from all AmLi sources to average out the affects
from differing source compositions mainly due to differences in the

17,18

O content.

The general iBSS AmLi (α, n) spectrum is shown in Fig. 6.26 and compared to
Geiger and van der Zwan [2], Tagziria [3], and SOURCES-4C. The general spectrum
had good relative agreement with Geiger and van der Zwan, which was determined
via calculations that accounted for α-decay from

241

Am, (α, n) cross sections, and

α stopping powers. Tagziria [3] had a peak at the soft end of the spectrum that
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was not observed in the iBSS spectrum. The AmLi spectrum in Tagziria [3] was
determined using three different neutron spectrometry methods for a single AmLi
source. Although all of the methods agreed, Tagziria [3] suggested and confirmed
via MCNP simulations that the peak was from H in the source. Later work from
Tagziria (2012) [12] proposed an ideal AmLi spectrum based on measurements and
simulations that agrees well with Geiger and van der Zwan [2]. This collection of
work suggests that SOURCES-4C is underpredicting the 7 Li(α n) neutron energy
spectrum for AmLi and should be updated to reflect the growing body of literature
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Figure 6.26: General AmLi spectrum measured using the iBSS and compared to
Geiger and van der Zwan [2], Tagziria [3], and SOURCES-4C. Error bars on the iBSS
spectrum represent standard deviation from the averaged MAXED and GRAVEL
solution spectra.

6.3.4

AmBe
The 9 Be(α,n) neutron energy spectrum was benchmarked using experimental

data for PuBe and PoBe in SOURCES-4C. However, the data used for these studies
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were outdated and only agreed with experimental data to 18% [9, 102]. Additionally, the SOURCES-4C spectrum has not been benchmarked to experimental results
specifically for the AmBe (α,n) reaction.
The iBSS was used to measure an AmBe source and provide an experimental
comparison to the SOURCES-4C spectrum. The response functions used for the
unfolding are illustrated in Fig. 6.27. The solution spectra produced by MAXED
and GRAVEL for each measurement had good agreement with the measured count
rate data. The χ2 /ν values were within the desired critical value range of 0.40–1.92
for 23 degrees of freedom. The calculated-to-measured ratios were also within 1-σ
of unity for all count rate data, further confirming the excellent agreement between
the solution spectrum and measured data. The solution spectra for MAXED and
GRAVEL were indifferentiable and thus averaged and standard deviation calculated
to create a general iBSS spectrum for the AmBe source measured here. The general
iBSS solution spectrum is shown in Fig. 6.29 alongside the SOURCES-4C spectrum
and a high-resolution AmBe spectrum experimentally measured by Marsh [4] for
comparison. The general shape of the iBSS, Marsh [4], and SOURCES-4C spectra are
similar, but the magnitudes of each spectrum do not agree across the full energy range.
The most notable discrepancy occurred at the soft end of the spectrum, where the
iBSS and Marsh [4] suggested the peak at approximately 1 MeV has a magnitude three
times larger than predicted by SOURCES-4C. Additionally, Marsh [4] resolved a peak
at approximately 10 MeV that was not present in either the iBSS or SOURCES-4C
spectrum. The benchmark study described here involved only a single AmBe source.
Although the iBSS solution spectra did not agree with the SOURCES-4C spectrum,
it does not mean that the SOURCES-4C spectrum is incorrect, because the iBSS also
did not agree across the full energy with Marsh [4], another experimentally measured
AmBe spectrum. The AmBe spectra illustrated in Fig. 6.29 simply show that the
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SOURCES-4C spectrum did not agree with this AmBe source or the AmBe source
measured by Marsh [4]. A more robust benchmarking study involving additional
AmBe sources needs to be conducted. Ultimately, the SOURCES-4C AmBe neutron
energy spectrum cannot be confirmed to align with experimental data, but it’s not
clear what the true spectrum is for the AmBe (α, n) reaction.

134

1800
1600

Response [cm2]

1400

0 cm
0.64 cm
1.27 cm
1.91 cm
2.54 cm
3.18 cm
3.81 cm
4.45 cm
5.08 cm
5.72 cm
6.35 cm
6.99 cm

1200
1000
800
600
400
200
0
0

2

4

6
8
Energy [MeV]

10

12

14

(a) Inner Ring
1800
1600

Response [cm2]

1400

0 cm
0.64 cm
1.27 cm
1.91 cm
2.54 cm
3.18 cm
3.81 cm
4.45 cm
5.08 cm
5.72 cm
6.35 cm
6.99 cm

1200
1000
800
600
400
200
0
0

2

4

6
8
Energy [MeV]

10

12

14

(b) Outer Ring

Figure 6.27: Response functions for AmBe neutron sources for different HDPE moderator wall thicknesses
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Figure 6.28: MAXED and GRAVEL calculated-to-measured ratios and χ2 /ν for triplicate measurement of the AmBe source

136

Normalized Fluence Rate per Unit
Lethargy [MeV-1]

0.025

SOURCES-4C
Marsh (1995)
iBSS

0.02

0.015

0.01

0.005

0
0

2

4

6
Energy [MeV]

8

10

12

Figure 6.29: Averaged spectrum measured by the iBSS for the AmBe (α, n) reaction
and compared to SOURCES-4C and Marsh [4]. Error bars on the iBSS spectrum represent standard deviation from the averaged MAXED and GRAVEL solution spectra.

6.4

Conclusions
The iBSS has the potential to be a verification tool for experimentally deter-

mining neutron energy spectra in SOURCES-4C. Solution spectra measured using the
iBSS for 252 Cf and 240 PuO2 agreed to within 1-σ of the expected spectrum, indicating
that the iBSS can accurately unfold neutron energy spectra and can thus be used as
a verification tool. The agreement between the iBSS and SOURCES-4C for PuO2
confirms that the iBSS can be used to verify neutron energy spectra in SOURCES-4C
using experimental data.
AmLi and AmBe did not, however, agree with the SOURCES-4C neutron
energy spectra. Neither spectra in SOURCES-4C has been previously been benchmarked to experimental data. The general AmLi spectrum measured by the iBSS
aligned more closely with the spectrum proposed by Geiger and van der Zwan [2]
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than SOURCES-4C. Other experimental works [3, 10, 12] also agree with Geiger and
van der Zwan [2], suggesting that SOURCES-4C should be updated to reflect experimental data. The current experimentally-determined AmBe spectra by the iBSS
and Marsh [4] do not agree with each other or with SOURCES-4C. A more robust
benchmark study with additional AmBe sources should be conducted to establish an
accepted AmBe (α, n) neutron energy spectrum prior to suggesting SOURCES-4C
be updated.
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Chapter 7
Conclusions & Future Work
The accuracy of neutron measurements in international safeguards is dependent on the knowledge of the significant sources of neutron emissions. The neutron
energy spectrum of (α, n) reactions are often times not well known. A novel neutron
spectrometer using the inverse Bonner sphere concept was developed to experimentally establish neutron energy spectra for neutron emitters commonly encountered
in international safeguards. The key elements of this process included confirming
technical data sheet information for

252

Cf sources to be used in experimental ver-

ification of the iBSS using high-resolution gamma-ray spectroscopy, demonstrating
proof-of-concept and performing sensitivity analyses using MCNP simulations, and
experimentally measuring neutron energy spectra using the iBSS method.
Development of the iBSS was dependent on well-characterized

252

Cf, because

it has a well-known fissioning system and can be approximated to a point. However,
a discrepancy was noted between the doubles-to-singles ratio for a newly purchased
252

Cf calibration source. A methodology was developed using high-resolution gamma-

ray spectroscopy to confirm the source age and isotopic ratios on the technical data
sheets. The spontaneous fission product gamma-ray lines and Bateman equations
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were used to estimate the source age. Previous work [80] developed a similar methodology, but only accounted for

252

Cf in the calculation. This work expanded upon the

previous work by including contributions to the spontaneous fission product gammaray lines from
present in

252

250

Cf and

248

Cm–two spontaneous fission isotopes that are inevitably

Cf sources. Additionally, the odd-numbered Cf isotopes were used to

confirm the isotopic ratios on the technical data sheet. Only source age and isotopic
ratios on the technical data sheet for one

252

Cf source could be confirmed using this

methodology. The discrepancies revealed regarding source age and isotopic ratio did
not, however, explain the discrepancy between the doubles-to-singles ratios of

252

Cf

sources used at ORNL for calibrating neutron counters for international safeguards.
The estimated source age would not change the neutron energy spectrum significantly
and could thus still be used for this work. Experimental measurement of these three
252

Cf sources in Chapter 6 confirmed that the neutron energy spectrum had good

relative agreement with the

252

Cf Watt fission spectrum. However, the cause of the

different doubles-to-singles ratios was not determined and needs to be studied further.
MCNP simulations were used to demonstrate proof-of-concept and perform
sensitivity analyses. The proof-of-concept was demonstrated using an ideal scenario
where the response functions perfectly mirrored the geometry and the input guess
spectrum was the correct solution. In the ideal scenario, MAXED and GRAVEL, the
unfolding algorithms, successfully unfolded the

252

Cf spontaneous fission spectrum,

AmBe (α,n) spectrum, and AmLi (α,n) spectrum using the iBSS. Sensitivity studies
compared the response from the ideal scenario to less-than-ideal scenarios, including
response functions that did not match the exact geometry of the system and input
guess spectra with limited a priori information. In both cases, the solution spectra
had a larger relative error than the ideal scenario, indicating that the quality of the
solution spectra measured using the iBSS has a strong dependence on the quality of
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the response functions and input guess spectrum. Neutron measurements in international safeguards are typically verification measurements, so the dependence on a
well-characterized system makes the iBSS uniquely suited to international safeguards
measurements. The iBSS ultimately has the potential to have a broad impact on
international safeguards for verification measurements. Additional sensitivity studies
should be performed to study how small of an anomaly in an item can be detected by
the iBSS. The purpose of verification measurements in international safeguards is to
confirm that State declarations for nuclear operations and SNM are correct. The sensitivity of the iBSS to detect anomalies will determine how effective the spectrometer
will be for verification measurements.
Application of the iBSS was then presented as a tool for experimentally verifying neutron energy spectra in SOURCES-4C. Using lessons from the MCNP simulations, the iBSS was used to experimentally unfold neutron energy spectra of sources
with well-known geometry. Experimental proof-of-concept was demonstrated using
three

252

Cf sources, which agreed to within 1-σ of the established

252

Cf Watt spon-

taneous fission spectrum. The iBSS was then benchmarked to SOURCES-4C, which
has been extensively benchmarked to PuO2 items, using a high-purity 240 PuO2 source.
The solution spectrum had strong agreement with the SOURCES-4C spectrum, which
included the 240 Pu spontaneous fission spectrum and 17,18 O(α, n) spectrum. However,
the iBSS solution spectra for AmLi and AmBe did not agree with the SOURCES4C spectra, neither of which have been benchmarked to experimental data prior to
this study. It is recommended that SOURCES-4C be benchmarked and updated to
include these iBSS results. Additional studies should include a robust study using
multiple AmBe sources to establish an accepted neutron neutron energy spectrum.
An iBSS system should also be designed for measuring the UF6 (α, n) neutron energy
spectrum for various U enrichments. The neutron rate from the UF6 (α, n) reaction
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is critical for confirming

235

U enrichment in enrichment facilities.
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Appendix A

Supplementary Data for Chapter 4

Table A.1: Net count rate data for the
177 keV gamma-ray

249

Cf 388 keV gamma-ray and the

Net Count Rate [cps]
Source

249

251

Cf

Cf

A

0.5263±0.0046

0.3800±0.0078

B

13.43±0.01

5.354±0.014

C

383.5±0.1

51.36±0.03

D

525.5±0.1

64.78±0.02

E

981.7±0.1

769.9±0.1
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251

Cf

145

I

La

132

140

I

Cs

138

136

Cs

137

Isotope

0.2156±0.0031

0.1110±0.0049

0.1046±0.0025

0.0868±0.0020

0.6736±0.0030

Source A

252

0.6151±0.0129

0.4199±0.0074

0.3343±0.0039

0.3453±0.0033

3.878±0.0070

0.2547±0.0082

0.1783±0.0045

0.1393±0.0023

0.1447±0.0021

16.62±0.01

Source C
17.80±0.01

Source D

0.09822±0.00164

0.04627±0.00101

0.04074±0.00288

0.03880±0.00106

Net Count Rate [cps]

0.6908±0.0054

0.4180±0.0069

0.3716±0.0037

0.3535±0.0033

370.1±1.1

Source E

Cf spontaneous fission products used for estimating source age

Source B

Table A.2: Net count rate data for

Appendix B

Supplementary Data for Chapter 5

Table B.1: LVAWCC inner and outer ring simulated counts for 252 Cf Watt spontaneous fission spectrum for 106 neutron histories per simulation. Wall thickness refers
to the thickness of moderator surrounding each neutron source. Uncertainty was the
reported uncertainty from the F4 tally multiplier in MCNP.
Simulated Counts
Wall Thickness [cm]
Inner Ring

Outer Ring

0

204462.1±452.2

140855.0±375.3

1

215325.2±464.0

135693.9±368.4

2

217725.7±466.6

125652.1±354.5

3

206913.1±454.9

112027.0±334.7

4

186058.1±431.3

97196.3±311.8

5

159885.3±399.9

82506.5±287.2

6

133886.2±365.9

68198.2±261.1

7

110147.4±331.9

56465.2±237.6

8

88970.0±298.3

46370.6±215.3

9

71765.8±267.9

37372.6±193.3

10

57367.2±239.5

30282.8±174.0

11

45873.8±214.2

24529.8±156.6

12

36583.0±191.3

19993.7±141.4
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Table B.2: LVAWCC inner and outer ring simulated counts for AmBe (α, n) spectrum
generated in SOURCES-4C for 106 neutron histories per simulation. Wall thickness
refers to the thickness of moderator surrounding each neutron source. Uncertainty
was the reported uncertainty from the F4 tally multiplier in MCNP.
Simulated Counts
Wall Thickness [cm]
Inner Ring

Outer Ring

0

140013.1±294.0

112728.7±484.7

1

150880.4±452.6

113733.6±398.1

2

159098.2±461.4

112715.9±394.5

3

161630.4±468.7

108773.9±380.7

4

158106.8±458.5

102161.0±378.0

5

149124.7±447.4

94600.8±359.5

6

137829.6±441.1

86053.5±344.2

7

124506.3±410.9

77228.0±332.1

8

110632.8±398.3

68173.5±306.8

9

96677.5±367.4

59983.6±293.9

10

84482.1±346.4

52356.2±272.3

11

72587.8±319.4

45594.6±255.3

12

62330.0±299.2

39588.0±241.5
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Table B.3: LVAWCC inner and outer ring simulated data for AmLi (α, n) spectrum
generated in SOURCES-4C for 106 neutron histories per simulation. Wall thickness
refers to the thickness of moderator surrounding each neutron source. Uncertainty
was the reported uncertainty from the F4 tally multiplier in MCNP.
Simulated Counts
Wall Thickness [cm]
Inner Ring

Outer Ring

0

262967.9±578.5

134691.1±431.0

1

255718.7±562.6

114514.3±400.8

2

222764.4±534.6

89387.7±348.6

3

176162.2±493.3

66405.2±305.5

4

131092.9±419.5

47537.0±261.5

5

92410.2±360.4

32888.3±217.1

6

64171.5±301.6

22812.0±182.5

7

43451.6±252.0

15521.5±150.6

8

29470.8±209.2

10287.0±122.4

9

19377.0±170.5

7073.3±102.6

10

12960.6±140.0

4860.2±84.6

11

8690.0±114.7

3281.4±69.2
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Appendix C

Supplementary Data for Chapter 6

Physical HDPE Cylinder Dimensions
Cylinder
C

Plug

D

E

B

F

A

Figure C.1: Cross section of the HDPE cylinders.

Table C.1: HDPE cylinder dimensions for main set of cylinders
Measurement [mm]
HDPE Wall Thickness [cm]
A

B

C

D

E

F

0.64

44.35

70.37

32.39

64.27

6.37

31.78

1.27

57.39

82.69

32.54

69.81

12.94

32.34

1.91

76.58

95.61

32.50

76.31

19.26

32.22

2.54

82.58

107.99

32.48

82.90

25.48

31.67

3.18

96.19

120.67

32.46

89.70

31.59

32.19

3.81

107.63

131.53

32.34

95.62

37.34

32.23

4.45

121.54

146.50

32.62

101.77

45.07

32.21

5.08

133.31

158.33

32.44

108.39

50.82

31.86

5.72

146.11

171.37

32.74

114.52

56.95

31.65
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Table C.2: HDPE cylinder dimensions for

252

Cf insert and additional cylinders

Measurement [mm]
HDPE Wall Thickness [cm]
A

B

C

D

E

F

0.64

19.01

25.19

6.53

19.45

6.25

5.95

1.27

31.68

38.26

6.50

25.48

12.56

6.17

1.26 (Insert)

31.80

57.23

6.54

35.29

22.13

6.42

Table C.3: HDPE cylinder dimensions for AmBe insert and additional cylinders
Measurement [mm]
HDPE Wall Thickness [cm]
A

B

C

D

E

F

0.64

20.66

22.52

8.03

15.63

6.25

7.85

1.27

33.84

35.15

8.15

22.59

16.58

7.79

1.28 (Insert)

31.75

57.11

8.31

32.99

23.44

7.96
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252

Cf Supplementary Data

Normalized Fluence Rate per
Unit Lethargy [MeV-1]

FTC-Cf-1830
0.04

MAXED (Χ²/ν=1.32)
GRAVEL (Χ²/ν=0.42)

0.03
0.02
0.01
0
0

2

4

6
8
10
Energy [MeV]

12

14

Normalized Fluence Rate per
Unit Lethargy [MeV-1]

(a) Measurement 1
0.04

MAXED (Χ²/ν=0.94)
GRAVEL (Χ²/ν=0.43)

0.03
0.02
0.01
0
0

2

4

6
8
10
Energy [MeV]

12

14

Normalized Fluence Rate per
Unit Lethargy [MeV-1]

(b) Measurement 2
0.04

MAXED (Χ²/ν=1.06)
GRAVEL (Χ²/ν=0.44)

0.03
0.02
0.01
0
0

2

4

6
8
10
Energy [MeV]

12

14

(c) Measurement 3

Figure C.2: MAXED and GRAVEL solution spectra for FTC-Cf-1830
151

152

18076.±10.6
17423.2±8.7
16468.6±8.9

28333.3±14.2
28971.0±9.8
29022.8±12.8
28048.8±7.2
25736.2±9.7
24593.2±12.0
22193.0±11.1
19961.3±11.4
17679.7±7.1
15713.2±11.0
13720.6±6.6

0.64

1.27

1.91

2.54

3.18

3.81

4.45

5.08

5.72

6.35

6.99

6946.6±4.3

7921.1±5.2

8920.2±5.9

10091.0±6.6

11319.3±4.3

12445.7±7.2

13430.3±7.2

15253.9±9.4

18446.8±9.3

Outer Ring

27361.2±12.5

Inner Ring

Measurement 1

0

Wall Thickness [cm]

13718.2±8.0

15676.0±7.9

17684.7±13.8

19955.1±10.2

22209.6±9.0

24568.0±15.0

25726.2±6.2

28028.0±16.7

28965.8±11.9

28939.0±17.0

28315.5±11.8

27360.0±11.6

Inner Ring

6923.8±6.4

7901.3±7.0

8927.8±7.0

10087.1±7.7

11318.0±6.2

12695.3±9.7

13433.8±6.1

15259.1±9.1

16445.3±9.4

17427.3±10.9

18051.7±9.6

18440.4±5.3

Outer Ring

Measurement 2

13680.3±9.5

15665.3±8.0

17674.3±11.0

19903.4±9.5

22177.5±8.2

24564.9±15.2

25718.1±12.5

28016.6±13.5

28980.6±11.5

28926.5±9.4

28325.3±11.9

27340.1±12.8

Inner Ring

6911.4±3.7

7898.9±5.7

8903.9±5.6

10064.6±6.2

11290.5±7.4

12697.9±8.6

13403.2±8.1

15245.4±7.9

16432.5±9.2

17418.2±10.8

18064.7±10.7

18435.5±10.4

Outer Ring

Measurement 3

Table C.4: LVAWCC net count rate data [cps] of the inner and outer ring for FTC-Cf-1830

Normalized Fluence Rate per
Unit Lethargy [MeV-1]

FTC-Cf-3010
0.04

MAXED (Χ²/ν=1.16)
GRAVEL (Χ²/ν=0.45)

0.03
0.02
0.01
0
0

2

4

6
8
10
Energy [MeV]

12

14

Normalized Fluence Rate per
Unit Lethargy [MeV-1]

(a) Measurement 1
0.04

MAXED (Χ²/ν=1.27)
GRAVEL (Χ²/ν=0.43)

0.03
0.02
0.01
0
0

2

4

6
8
10
Energy [MeV]

12

14

Normalized Fluence Rate per
Unit Lethargy [MeV-1]

(b) Measurement 2
0.04

MAXED (Χ²/ν=1.27)
GRAVEL (Χ²/ν=0.43)

0.03
0.02
0.01
0
0

2

4

6
8
10
Energy [MeV]

12

14

(c) Measurement 3

Figure C.3: MAXED and GRAVEL solution spectra for FTC-Cf-3010

153

154

8916.5±7.0
8604.8±4.1
8129.5±5.3

14055.1±9.8
14362.1±2.9
14371.±7.4
13899.9±7.2
12756.7±7.6
12178.1±6.6
11003.2±6.0
9874.2±5.8
8742.3±7.5
7766.2±5.6
6766.6±6.1

0.64

1.27

1.91

2.54

3.18

3.81

4.45

5.08

5.72

6.35

6.99

3413.3±4.2

3900.6±3.6

4388.3±5.1

4957.9±5.6

5567.3±4.3

6268.0±6.0

6624.6±5.9

7537.0±9.0

9112.8±9.1

Outer Ring

13559.7±10.2

Inner Ring

Measurement 1

0

Wall Thickness [cm]

6768.2±3.0

7751.3±4.9

8736.0±5.7

9875.1±6.8

10992.9±5.6

12161.2±6.5

12748.5±7.2

13889.6±5.8

14386.3±6.4

14342.9±11.0

14068.3±10.7

13568.5±10.2

Inner Ring

3409.0±3.6

3890.6±2.8

4399.3±3.5

4971.5±5.7

5584.3±5.2

6263.8±3.0

6634.1±4.2

7527.2±4.1

8108.5±4.5

8610.7±3.9

8913.7±6.8

9111.1±9.4

Outer Ring

Measurement 2

6768.6±3.7

7758.4±8.5

8744.1±6.3

9877.8±7.2

10989.4±4.9

12187.2±5.3

12749.6±8.0

13909.1±7.8

14381.±8.8

14362.7±10.8

14041.5±9.1

13558.8±8.0

Inner Ring

3407.3±2.8

3902.4±2.8

4393.0±2.6

4970.1±2.7

5572.3±4.6

6259.8±5.2

6610.3±6.6

7529.6±4.7

8123.1±7.1

8601.4±6.8

8911.4±6.9

9101.7±7.1

Outer Ring

Measurement 3

Table C.5: LVAWCC net count rate data [cps] of the inner and outer ring for FTC-Cf-3010

Normailzed Fluence Rate per
Unit Lethargy [MeV-1]

EZ Q9-304
0.04

MAXED (Χ²/ν=0.86)
GRAVEL (Χ²/ν=0.45)

0.03
0.02
0.01
0
0

2

4

6
8
10
Energy [MeV]

12

14

Normailzed Fluence Rate per
Unit Lethargy [MeV-1]

(a) Measurement 1
0.04

MAXED (Χ²/ν=1.14)
GRAVEL (Χ²/ν=0.45)

0.03
0.02
0.01
0
0

2

4

6
8
10
Energy [MeV]

12

14

Normailzed Fluence Rate per
Unit Lethargy [MeV-1]

(b) Measurement 2
0.04

MAXED (Χ²/ν=1.30)
GRAVEL (Χ²/ν=1.21)

0.03
0.02
0.01
0
0

2

4

6
8
10
Energy [MeV]

12

14

(c) Measurement 3

Figure C.4: MAXED and GRAVEL solution spectra for EZ Q9-304

155

156

20653.8±11.3
19924.7±8.6
18815.7±11.0

32317.0±10.0
33053.0±10.7
33083.3±11.8
32029.0±16.2
29412.5±12.4
28096.5±10.3
25392.4±14.7
22820.7±10.2
20223.2±13.0
17965.0±3.7
15684.6±8.4

0.64

1.27

1.91

2.54

3.18

3.81

4.45

5.08

5.72

6.35

6.99

7916.2±3.1

9065.7±5.2

10196.0±8.6

11544.6±7.5

12926.9±8.0

14543.±10.4

15350.2±12.4

17445.2±6.4

21098.3±12.0

Outer Ring

31245.7±13.5

Inner Ring

Measurement 1

0

Wall Thickness [cm]

15671.8±6.3

17984.1±7.8

20243.8±6.7

22817.3±17.9

25405.0±12.6

28080.9±11.8

29399.6±17.6

32035.5±19.0

33078.7±12.9

33044.7±10.3

32333.5±14.4

31249.7±11.5

Inner Ring

7926.5±4.3

9075.2±5.2

10204.0±5.9

11538.1±9.4

12666.3±7.6

14539.1±6.9

15361.5±8.6

17464.4±5.8

18826.0±10.3

19921.0±6.7

20655.8±13.9

21111.6±11.5

Outer Ring

Measurement 2

15685.1±10.4

17956.1±11.8

20233.1±7.3

22797.4±14.1

25389.0±9.7

28051.4±10.7

29412.1±12.8

32041.4±9.4

33087.6±12.5

33049.7±10.5

32330.2±15.5

31241.8±11.0

Inner Ring

7929.1±5.0

9046.9±3.4

10199.9±5.8

11530.3±5.5

12953.3±5.1

14533.2±8.0

15359.3±7.1

17443.7±8.0

18845.5±10.2

18843.7±7.6

20664.5±6.9

21099.3±6.3

Outer Ring

Measurement 3

Table C.6: LVAWCC count rate data [cps] of the inner and outer ring for EZ Q9-304

PuO2 Supplementary Data
Normalized Fluence Rate per
Unit Lethargy [MeV-1]

240

0.04

MAXED (Χ²/ν=0.44)
GRAVEL (Χ²/ν=0.42)

0.03
0.02
0.01
0
0

2

4

6
8
10
Energy [MeV]

12

14

Normalized Fluence Rate per
Unit Lethargy [MeV-1]

(a) Measurement 1
0.04

MAXED (Χ²/ν=0.56)
GRAVEL (Χ²/ν=0.42)

0.03
0.02
0.01
0
0

2

4

6
8
10
Energy [MeV]

12

14

Normalized Fluence Rate per
Unit Lethargy [MeV-1]

(b) Measurement 2
0.04

MAXED (Χ²/ν=0.58)
GRAVEL (Χ²/ν=0.47)

0.03
0.02
0.01
0
0

2

4

6
8
10
Energy [MeV]

12

14

(c) Measurement 3

Figure C.5: MAXED and GRAVEL solution spectra for the high-purity
source

157

240

PuO2

158

2365.2±1.6
2246.9±1.7
2030.6±1.5

3723.1±2.3
3764.4±2.2
3626.6±2.7
3524.8±2.2
3277.1±2.1
3003.8±1.6
2702.1±2.0
2423.2±1.4
2137.2±1.7

0.64

1.27

1.91

2.54

3.18

3.81

4.45

5.08

5.72

1092.4±1.5

1241.4±1.2

1393.3±1.3

1568.9±1.7

1750.0±1.2

1936.3±1.5

2435.2±2.3

Outer Ring

3611.5±2.2

Inner Ring

Measurement 1

0

Wall Thickness [cm]

2134.3±1.8

2423.2±1.8

2698.1±2.2

2996.1±2.3

3269.8±2.1

3524.1±1.8

3627.2±2.2

3760.0±2.2

3721.7±2.7

3602.2±2.3

Inner Ring

1087.6±1.2

1242.7±1.1

1392.7±1.1

1542.8±1.2

1743.4±1.5

1934.3±1.2

2025.9±1.8

2244.3±2.0

2364.9±2.0

2431.9±1.8

Outer Ring

Measurement 2

240

PuO2

2133.9±1.8

2424.5±1.5

2697.9±1.9

3000.7±2.2

3266.4±2.5

3527.4±2.2

3624.8±2.1

3757.9±2.2

3722.7±1.8

3605.3±2.0

Inner Ring

1087.5±1.1

1240.4±1.1

1392.9±1.2

1569.5±1.0

1739.0±1.3

1931.3±1.4

2028.1±1.2

2243.9±2.1

2363.3±1.9

2433.2±1.7

Outer Ring

Measurement 3

Table C.7: LVAWCC count rate data [cps] of the inner and outer ring for

AmLi Supplementary Data

Normalized Fluence Rate per
Unit Lethargy [MeV-1]

AN-HP-C268
0.14

MAXED (Χ²/ν=1.35)

0.12

GRAVEL (Χ²/ν=0.43)

0.1
0.08
0.06
0.04
0.02
0
0

1

2

3
4
Energy [MeV]

5

6

Normalized Fluence Rate per
Unit Lethargy [MeV-1]

(a) Measurement 1
0.14

MAXED (Χ²/ν=0.51)

0.12

GRAVEL (Χ²/ν=0.43)

0.1
0.08
0.06
0.04
0.02
0
0

1

2

3
4
Energy [MeV]

5

6

Normalized Fluence Rate per
Unit Lethargy [MeV-1]

(b) Measurement 2
0.14

MAXED (Χ²/ν=0.69)

0.12

GRAVEL (Χ²/ν=0.43)

0.1
0.08
0.06
0.04
0.02
0
0

1

2

3
4
Energy [MeV]

5

6

(c) Measurement 3

Figure C.6: MAXED and GRAVEL solution spectra for AN-HP-C268
159

160

4158.3±28.9
3622.4±27.0
2855.1±24.0

9217.2±43.0
8716.4±41.8
7486.7±38.7
6892.7±37.2
5731.9±33.9
4710.2±30.7
3786.7±27.6
3036.0±24.7
2362.0±21.8

0.64

1.27

1.91

2.54

3.18

3.81

4.45

5.08

5.72

827.4±13.1

1057.1±14.7

1316.2±16.4

1657.5±18.3

2064.3±20.4

2564.9±22.8

4553.5±30.4

Outer Ring

9244.2±43.0

Inner Ring

Measurement 1

0

Wall Thickness [cm]

2365.9±21.8

3036.2±24.7

3781.7±27.5

4707.1±30.7

5733.6±33.9

6890.8±37.1

7491.3±38.7

8712.8±41.8

9211.9±42.9

9238.7±43.0

Inner Ring

825.2±13.0

1055.3±14.7

1315.4±16.4

1655.5±18.3

2059.9±20.4

2566.6±22.8

2845.2±24.0

3617.4±27.0

4161.8±28.9

4565.4±30.4

Outer Ring

Measurement 2

2366.7±21.8

3033.9±24.7

3774.8±27.5

4711.8±30.7

5726.7±33.9

6893.1±37.2

7472.3±38.7

8722.7±41.8

9212.6±42.9

9240.4±43.0

Inner Ring

823.6±13.0

1056.2±14.7

1318.9±16.4

1660.3±18.4

2061.8±20.4

2568.1±22.8

2843.3±23.9

3628.4±27.0

4159.0±28.9

4562.2±30.4

Outer Ring

Measurement 3

Table C.8: LVAWCC count rate data [cps] of the inner and outer ring for AmLi-C268

Normalized Fluence Rate per
Unit Lethargy [MeV-1]

AN-HP-C272
0.14

MAXED (Χ²/ν=0.42)
GRAVEL (Χ²/ν=0.43)

0.12
0.1
0.08
0.06
0.04
0.02
0
0
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3
4
Energy [MeV]

5

6

Normalized Fluence Rate per
Unit Lethargy [MeV-1]

(a) Measurement 1
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0.12

GRAVEL (Χ²/ν=0.43)
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0.06
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0
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3
4
Energy [MeV]

5

6

Normalized Fluence Rate per
Unit Lethargy [MeV-1]

(b) Measurement 2
0.14

MAXED (Χ²/ν=0.91)
GRAVEL (Χ²/ν=0.43)
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Energy [MeV]
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(c) Measurement 3

Figure C.7: MAXED and GRAVEL solution spectra for AN-HP-C272
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4194.9±29.0
3648.7±27.1
2866.9±24.0

9265.6±43.1
8771.6±41.9
7526.8±38.8
6944.5±37.3
5760.4±34.0
4743.9±30.8
3801.5±27.6
3056.9±24.8
2388.5±21.9

0.64

1.27

1.91

2.54

3.18

3.81

4.45

5.08

5.72

833.5±13.1

1063.3±14.7

1329.1±16.4

1675.2±18.4

2072.8±20.5

2588.4±22.9

4592.3±30.5

Outer Ring

9301.2±43.2

Inner Ring

Measurement 1

0

Wall Thickness [cm]

2377.6±21.8

3059.5±24.8

3805.4±27.6

4743.0±30.8

5779.1±34.0

6938.0±37.3

7536.0±38.8

8784.5±41.9

9269.1±43.1

9296.2±43.2

Inner Ring

832.2±13.1

1064.8±14.8

1330.0±16.5

1670.2±18.4

2076.2±20.5

2581.5±22.8

2869.7±24.1

3646.5±27.1

4191.7±29.0

4592.0±30.5

Outer Ring

Measurement 2

2380.0±21.9

3055.4±24.8

3804.5±27.6

4748.0±0.8

5775.4±34.0

6943.2±37.3

7523.7±38.8

8775.4±41.9

9268.6±43.1

9297.5±43.2

Inner Ring

830.8±13.1

1064.2±14.8

1326.5±16.4

1675.3±18.4

2084.0±20.5

2588.0±22.9

2872.8±24.1

3653.4±27.1

4187.5±29.0

4590.5±30.5

Outer Ring

Measurement 3

Table C.9: LVAWCC count rate data [cps] of the inner and outer ring for AmLi-C272

Normalized Fluence Rate per
Unit Lethargy [MeV-1]

AN-HP-N458
0.14

MAXED (Χ²/ν=0.66)

0.12

GRAVEL (Χ²/ν=0.52)

0.1
0.08
0.06
0.04
0.02
0
0

1

2

3
4
Energy [MeV]

5

6

Normalized Fluence Rate per
Unit Lethargy [MeV-1]

(a) Measurement 1
0.14

MAXED (Χ²/ν=0.68)

0.12

GRAVEL (Χ²/ν=0.52)

0.1
0.08
0.06
0.04
0.02
0
0

1

2

3
4
Energy [MeV]

5

6

Normalized Fluence Rate per
Unit Lethargy [MeV-1]

(b) Measurement 2
0.14

MAXED (Χ²/ν=0.59)

0.12

GRAVEL (Χ²/ν=0.52)

0.1
0.08
0.06
0.04
0.02
0
0

1

2

3
4
Energy [MeV]

5

6

(c) Measurement 3

Figure C.8: MAXED and GRAVEL solution spectra for AN-HP-N458
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5829.7±34.2
5076.5±31.9
3978.4±28.2

12956.4±50.9
12289.6±49.6
10569.3±46.0
9734.6±44.1
8099.1±40.3
6651.3±36.5
5312.4±32.6
4252.0±29.2
3284.2±25.6

0.64

1.27

1.91

2.54

3.18

3.81

4.45

5.08

5.72

1076.4±14.7

1402.8±16.8

1774.9±18.9

2264.8±21.3

2842.6±23.9

3575.8±26.8

6423.9±35.9

Outer Ring

12978.1±1.0

Inner Ring

Measurement 1

0

Wall Thickness [cm]

3282.8±25.6

4253.3±29.2

5310.1±32.6

6651.4±36.5

8097.1±40.2

9746.8±44.2

10574.1±46.0

12285.0±49.6

12943.0±50.9

12969.0±50.9

Inner Ring

1075.9±14.7

1410.4±16.8

1779.1±18.9

2276.9±21.4

2845.5±23.9

3574.9±26.8

3977.6±28.2

5071.5±31.9

5843.1±34.2

6428.2±35.9

Outer Ring

Measurement 2

3288.4±25.7

4245.8±29.2

5310.2±32.6

6653.7±36.5

8098.9±40.3

9737.3±44.1

10566.3±46.0

12289.4±49.6

12951.3±50.9

12957.5±50.9

Inner Ring

1078.9±14.7

1405.5±16.8

1782.4±18.9

2265.1±21.3

2843.0±23.9

3568.3±26.7

3975.5±28.2

5071.9±31.9

5841.7±34.2

6422.4±35.9

Outer Ring

Measurement 3

Table C.10: LVAWCC count rate data [cps] of the inner and outer ring for AmLi-N458

Normalized Fluence Rate per
Unit Lethargy [MeV-1]

AN-HP-N459
0.14

MAXED (Χ²/ν=0.55)
GRAVEL (Χ²/ν=0.53)

0.12
0.1
0.08
0.06
0.04
0.02
0
0

1

2

3
4
Energy [MeV]

5

6

Normalized Fluence Rate per
Unit Lethargy [MeV-1]

(a) Measurement 1
0.14

MAXED (Χ²/ν=0.84)

0.12

GRAVEL (Χ²/ν=0.54)

0.1
0.08
0.06
0.04
0.02
0
0

1

2

3
4
Energy [MeV]

5

6

Normalized Fluence Rate per
Unit Lethargy [MeV-1]

(b) Measurement 2
0.14

MAXED (Χ²/ν=0.63)

0.12

GRAVEL (Χ²/ν=0.56)

0.1
0.08
0.06
0.04
0.02
0
0

1

2

3
4
Energy [MeV]

5

6

(c) Measurement 3

Figure C.9: MAXED and GRAVEL solution spectra for AN-HP-N459
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5957.3±34.5
5183.3±32.2
4057.8±28.5

13226.9±51.4
12550.9±50.1
10791.2±46.5
9947.2±44.6
8271.5±40.7
6794.6±36.9
5425.9±33.0
4342.2±29.5
3359.7±25.9

0.64

1.27

1.91

2.54

3.18

3.81

4.45

5.08

5.72

1099.1±14.9

1437.2±17.0

1817.1±19.1

2314.5±21.5

2911.0±24.1

3647.4±27.0

6558.3±36.2

Outer Ring

13273.3±51.5

Inner Ring

Measurement 1

0

Wall Thickness [cm]

3358.7±25.9

4348.9±29.5

5430.7±33.0

6798.0±36.9

8275.±40.7

9943.3±44.6

10798.4±46.5

12557.7±50.1

13234.0±51.5

13265.0±51.5

Inner Ring

1104.4±14.9

1435.7±17.0

1816.7±19.1

2322.7±21.6

2909.5±24.1

3652.6±27.0

4059.6±28.5

5184.2±32.2

5961.7±34.5

6566.2±36.3

Outer Ring

Measurement 2

3359.6±25.9

4347.5±29.5

5432.7±33.0

6796.0±36.9

8273.2±40.7

9940.7±44.6

10804.3±46.5

12555.8±50.1

13243.0±51.5

13270.2±51.5

Inner Ring

1104.±14.9

1442.1±17.0

1819.0±19.1

2324.3±21.6

2906.9±24.1

3643.7±27.0

4071.4±28.6

5192.3±32.2

5967.5±34.6

6558.0±36.2

Outer Ring

Measurement 3

Table C.11: LVAWCC count rate data [cps] of the inner and outer ring for AmLi-N459

Normalized Fluence Rate per
Unit Lethargy [MeV-1]

AmBe Supplementary Data
0.025

MAXED (Χ²/ν=0.97)
GRAVEL (Χ²/ν=0.45)

0.02
0.015
0.01
0.005
0
0

2

4

6
8
Energy [MeV]

10

12

Normalized Fluence Rate per
Unit Lethargy [MeV-1]

(a) Measurement 1
0.025

MAXED (Χ²/ν=0.67)
GRAVEL (Χ²/ν=0.45)

0.02
0.015
0.01
0.005
0
0

2

4

6
8
Energy [MeV]

10

12

Normalized Fluence Rate per
Unit Lethargy [MeV-1]

(b) Measurement 2
0.025

MAXED (Χ²/ν=0.50)
GRAVEL (Χ²/ν=0.45)

0.02
0.015
0.01
0.005
0
0

2

4

6
8
Energy [MeV]

10

12

(c) Measurement 3

Figure C.10: MAXED and GRAVEL solution spectra for K560/18

167

168

979.2±14.1
967.9±14.0
957.7±13.9

1351.6±16.5
1399.1±16.8
1431.6±17.0
1424.7±16.9
1383.7±16.7
1355.7±16.5
1289.5±16.1
1217.7±15.6
1142.5±15.2
1071.6±14.7
988.2±14.1

0.64

1.27

1.91

2.54

3.18

3.81

4.45

5.08

5.72

6.35

6.99

601.1±11.1

652.5±11.5

698.8±11.9

749.2±12.3

798.5±12.7

847.9±13.1

870.9±13.3

927.1±13.7

977.5±14.1

Outer Ring

1303.0±16.2

Inner Ring

Measurement 1

0

Wall Thickness [cm]

989.6±14.1

1069.1±14.7

1144.3±15.2

1222.7±15.7

1287.9±16.1

1354.9±16.5

1382.7±16.7

1426.2±16.9

1428.9±16.9

1400.6±16.8

1352.9±16.5

1300.2±16.2

Inner Ring

601.6±11.1

654.6±11.5

697.0±11.9

746.0±12.3

795.9±12.7

847.9±13.1

870.7±13.3

924.8±13.7

961.8±13.9

970.3±14.0

978.2±14.1

978.9±14.1

Outer Ring

Measurement 2

986.9±14.1

1069.6±14.7

1141.7±15.2

1219.6±15.7

1291.2±16.1

1355.1±16.5

1382.9±16.7

1425.9±16.9

1429.2±16.9

1396.6±16.8

1350.4±16.5

1299.5±16.2

Inner Ring

602.2±11.1

649.2±11.5

699.2±11.9

748.0±12.3

795.8±12.7

845.7±13.1

870.0±13.3

928.2±13.7

957.9±13.9

971.4±14.0

980.0±14.1

979.1±14.1

Outer Ring

Measurement 3

Table C.12: LVAWCC count rate data [cps] of the inner and outer ring for K560/18

Appendix D

Technical Data Sheets for Neutron
Sources

Technical data sheets were included for

252

Cf sources FTC-Cf-1830, FTC-

Cf-3010, and EZ Q9-304 and AmLi sources AN-HP-N458 and AN-HP-N459. The
technical data sheets are presented in the order that they were listed. Note that the
batch information from the Radiochemical Engineering Development Center for the
FTC sources was included, as that is what was provided with the source. FTC-Cf1830 was reported to be associated with batch SR-Cf-1349 and FTC-Cf-3010 was
reported to be associated with SR-Cf-1371.
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