Recent work on the sizes of craters produced by ion impacts of solids has shown that the size of the crater scales with the inverse square of the cohesive energy. This observation is in contrast to the size of craters produced in macroscopic impacts, which scale directly with the inverse of the cohesive energy. It has relied on the assumption that the melting temperature is proportional to the cohesive energy. Using computer simulations, we now show that the size scales in fact with the inverse of the product of the melting temperature and cohesive energy. This provides direct proof that the reason to the different behavior of macroscopic and ion-induced cratering is flow of the liquid produced by the ions.
The production of craters has been observed in a wide range of systems in nature, ranging from craters produced by meteor impacts on planets and gas guns on solids to those produced by ion impacts on metals and insulators [1] [2] [3] [4] [5] . Analysis of the crater size and shapes have shown that several of the scaling laws used in describing their behavior apply both to the macroscopic and microscopic (ion-induced) regimes. However, one of the central laws, the one which describes the dependence on the crater size on the cohesive energy E coh of the material, differs in the two regimes 6 . For the macroscopic craters, the crater size N cr (measured e.g. by the volume of the excavated region) scales as
whereas for the microscopic craters the behavior (2) has been reported 6, 7 . The latter scaling behavior is observed when the cohesive energy of a material is modified in a computer simulation by simply scaling the depth of the potential well 6, 8 . In this kind of a modification, the melting temperature will scale directly with the cohesive energy 9 . Although this choice of scaling is a natural choice, it does not allow for distinguishing between melting point and cohesive energy effects. Being able to do this would be interesting because it has been assumed, without direct proof, that the difference between the macroscopic and microscopic behavior is due to the liquid flow made possible by the intense heat generated by ion impacts 6, 10 . In a previous work, we have found that in atomistic computer simulations it is quite possible to modify the melting point of a material without any effect on the cohesive energy or other equilibrium properties 11 . In that work, we constructed two different potential models for Pd on one hand, and Pt on the other, to test the effect of the melting point on ion beam mixing. We will here utilize these potential models to compare cratering in the same material under identical conditions for each impact energy, so that the only difference is the melting point.
In practice, we used clusters of 13 atoms for producing craters since previous work has shown that the fluctuations in crater size are reduced with the increasing cluster size 12 .
The principles of our MD simulations have been discussed in other papers 11, 13, 14 , so here we review only the features most relevant for the present work. In order to have a surface, periodic boundary conditions are switched off in one direction, in the one defining the z direction. To describe the heat conduction into the medium, all borders except the surface are damped, that is, three atom layers at the borders are kept at a temperature of 0 K using Berendsen's temperature control method 15 . In this work, each cluster had icosahedral symmetry, having one center atom and 12 nearest neighbors, due to the face-centered cubic (fcc) lattice. The cluster was rotated with a random polar and azimuthal angle, and translated a random distance a x and a y in the x and y directions, respectively. Here a x , a y ∈ [−a 0 /2, a 0 /2], a 0 being the lattice parameter. These rotation and translation operations introduced an element of randomness into each simulation, as required to generate statistics.
The cluster, which always consisted of the same atom type as those in the bulk, was positioned outside the potential cutoff (∼ 5Å ) of the nearest bulk atom. In order to start the cluster moving against the bulk surface, a kinetic energy of E 0 /13 was given to the atoms in the cluster.
The incident atoms lose energy in elastic collisions with the bulk atoms (nuclear stopping), and also by inelastic collisions with the electrons (electronic stopping). In the simulations the electronic stopping 16, 17 was applied to all atoms having a kinetic energy of at least 5 eV.
A potential based on the embedded atom method by Foiles 18 was used to describe equilibrium properties. We used both the original potential, and a modified version which was designed to keep the equilibrium properties unchanged, but give a better description of the melting point than the original potential 11 . We obtained the latter potential by modifying the potential with a function f (r) = −a(r − r i ) + 1 when r < r i . When r ≥ r i we had f (r) = 1. The value of r i was chosen to be less than the equilibrium nearest-neighbour distance to ensure that the equilibrium properties are unaffected. We chose the parameters r i and a to obtain a good reproduction of both the melting point and threshold displacement energy. At close separations all the EAM potentials were smoothly joined to the universal Ziegler-Biersack-Littmark interatomic repulsive potential 16 to realistically describe strong collisions. The original potentials, denoted by Pt-A and Pd-A, had melting temperatures of 1530 ± 20 K and 1415 ± 5 K, respectively. The modified potentials, denoted by Pt-B and Pd-B, had melting temperatures of 2130 ± 10 K and 1910 ± 20 K, respectively. The potentials were also found to be in good agreement with experimental high-pressure equation of state 19, 20 data in the pressure regime below 100 GPa relevant in collision cascades 21 .
The development of the cluster hitting the bulk surface, the resulting (displacement) cascade, the formation of a microscopic explosion accompanied with liquid flow and eventually the cooling down of the system was followed for 50 ps, in all the cases of cluster energy. This time was enough to cool down the system and achieve a stable crater, as determined by visual inspection.
As a rule, 14 simulations were carried out for each kind of cluster impinging on the surface of the bulk. Half of these used the modified potential. For example, in the case of 20 keV Pt 13 clusters impinging on Pt and using the potential denoted by Pt-A, 7 simulations were carried out. However, in the case of self-bombardment of Pt by 2 keV clusters, results where gathered from a total of 60 simulations in order to obtain enough statistics.
In all the simulations, the uncertainty in N cr was at most 18.4 % (Pt-B in the case of 2 keV clusters) and at least 3.5 % (Pt-B in the case of 40 keV clusters). Crater sizes in the form of number of excavated atoms and crater radius are presented in table I. N cr is simply the sum of the number of sputtered atoms and adatoms, N cr = N sput + N ad . This practically equals the number of excavated atoms, since there are almost no defects outside the crater itself.
The crater radius R cr is derived from the expression N su /n = A = πR The crater size N cr for the simulated cases is illustrated in Fig. 1 a) . Clear differences are obtained in the crater sizes. Since for each material the cohesive energy is exactly the same for the two models used, the crater size does not depend on the cohesive energy alone. In Fig. 1  a) we plot the same data, but now scaling the data for models Pt-B and Pd-B with the ratio T melt,B /T melt,A . Now the crater sizes agree within the uncertainties. Bearing in mind that this result still has to be consistent with the previously observed dependence (Eq. 2) for the simpler (i.e. T melt ∝ E coh ) modification of a potential, our new result shows that the best way to describe the crater size dependence on material properties is
A more detailed analysis, considering a generalized form for the scaling
gave an upper limit |x| 0.2 considering the uncertainties of the data. The scaling behavior observed here can be understood by recalling that one factor of 1/E coh is observed for macroscopic cratering, where melting usually plays no role. Our observation of another factor T melt (rather than E coh ) in the denominator for microscopic cratering is a direct proof for the assumption that the difference between the two regimes is due to liquid flow. We emphasize that in our modification of the potential 11 all other quantities which could be expected to be relevant here, such as the elastic and heat conduction properties, are still unmodified. Hence the crucial additional parameter is better described as the melting point rather than any of the other quantities.
It is interesting to note that at 2 keV, the crater size still scales with the inverse of the melting point within the uncertainties, even though no long-lived heat spike can form at this low energy.
In conclusion, we have shown that the size of craters produced by energetic ion and cluster ion impact scales with the inverse of the product of the melting temperature and cohesive energy when other material parameters are the same. This proves that the difference between the crater production mechanisms for macroscopic and microscopic crater impacts is due to liquid flow in the latter case.
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