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Abstract—In this paper, we present an efficient method to
construct a good rate-compatible punctured polar (RCPP) code
for incremental redundancy hybrid automatic repeat request (IR-
HARQ) schemes. One of the major challenges on the construction
of a RCPP code is to optimize a common information set
which is good for all the (punctured) polar codes in the family.
Unfortunately, there is no efficient way to solve the above
problem. In the proposed construction, a common information
set is simply optimized for the highest-rate code in the family and
then it is updated to yield an effective information set for each
other code, by keeping the condition that information bits are
unchanged during retransmissions. This is enabled by presenting
a novel hierarchical (or reciprocal) puncturing and information-
copy technique. Specifically, some information bits are copied
to frozen-bit channels whose locations are carefully determined
according to rate-compatible puncturing patterns. This yields
an information-dependent frozen vector in the encoding part.
Also, in the decoding part, the effective information sets are
obtained by properly combining the common information set and
the information-dependent frozen vector. More importantly, the
impact of “unknown” frozen bits are avoided due to the special
structure of the proposed hierarchical (or reciprocal) puncturing.
Simulation results verify that the proposed RCPP code can yield
a significant performance gain (about 2dB) over a benchmark
RCPP code where both codes use the same rate-compatible
puncturing patterns but the latter uses the conventional all-zero
frozen vector. Therefore, the proposed method would be crucial
to construct a good RCPP code efficiently.
Index Terms—Polar code, rate-compatible code, puncturing,
incremental redundancy, IR-HARQ.
I. INTRODUCTION
Polar codes, proposed by Arikan [1], achieve the symmetric
capacity of binary-input discrete memoryless channels (BI-
DMCs) under a low-complexity successive cancellation (SC)
decoder. The finite-length performances of polar codes can be
enhanced by using a list decoder that enables polar codes to
approach the performance of the optimal maximum-likelihood
(ML) decoder [2]. It was further shown in [2] that a polar
code concatenated with a simple CRC can outperform well-
optimized LDPC and Turbo codes especially for short lengths.
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Due to their good performance and low-complexity, polar
codes are currently considered as channel codes in future
wireless communication systems (i.e., 5G cellular systems).
Wireless broadband systems (e.g., 4G LTE and 5G) operate
in the presence of time-varying channels, which requires flex-
ible and adaptive transmission techniques. In these systems,
incremental redundancy hybrid automatic repeat request (IR-
HARQ) schemes are widely employed in which parity bits for
retransmission are chosen in an incremental fashion according
to a certain rate requirement. They are enabled by the use of
a rate-compatible (RC) code which consists of a family of
codes to support various rates. For the RC code, it should be
guaranteed that the set of parity bits of a higher-rate code
is a subset of the set of parity bits of a lower-rate code,
which is referred to as rate-compatibility constraint. This is
able to allow the receiver that fails to decode at a particular
rate, to request only additional parity bits from the transmitter.
For this reason, there have been extensive researches on the
construction of RC Turbo and RC LDPC codes (see [3], [4],
[5] and the references therein).
Very recently, a capacity-achieving RC polar code, named
parallel concatenated polar (PCP) code, was presented in [6]
for IR-HARQ schemes. In this method, a capacity-achieving
(punctured) polar code can be used for every transmission by
satisfying the rate-compatibility constraint. In [7], a similar
method was independently presented by the name of incremen-
tal freezing. Although both methods can achieve the optimal
performance for sufficiently large lengths, it does not directly
imply that they yield attractive performances for practical
lengths. In particular when incremental rate is small, they
cannot perform well as the length of constituent (punctured)
polar code is too small. An alternative approach to design a
RC polar code by performing puncturing successively from a
mother polar code, which is referred to as RC punctured polar
(RCPP) code. On the construction of a RCPP code, it is re-
quired to jointly optimize rate-compatible puncturing patterns
and a common information set (which is good for all the codes
in the family). Unfortunately, this optimization is not tractable
due to its extensive complexity. Instead, numerous heuristic
methods were presented to generate a puncturing pattern and
an associated information set (see [8], [9], [10], [11] and the
references therein). In [12], a practical puncturing pattern,
named quasi-uniform puncturing (QUP), was presented and
shown to yield an attractive performance. However, its ex-
tension to a rate-compatible puncturing is not straightforward
because of the design of a good common information set.
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2In [13], an efficient search algorithm to jointly optimize a
puncturing pattern and an information set was developed and
shown to outperform LDPC codes. It is remarkable that, in
the existing methods [10]-[13], an optimized information set
according to each puncturing pattern was employed, i.e., each
code in the family can use its own optimized information set.
These approaches cannot be applied to IR-HARQ schemes
since information bits, in this case, should be kept during
retransmissions (i.e., a common information should be used for
all the codes in the family). Therefore, it is still open problem
to construct a good RCPP code for IR-HARQ schemes.
In this paper, we present an efficient method to construct
a good RCPP code for IR-HARQ schemes. In fact, there
are good rate-compatible puncturing patterns like QUP in
[12] as long as an optimized information set can be used
for each puncturing pattern. As pointed out before, it is not
possible since information sets, in IR-HARQ schemes, should
be unchanged during retransmissions. Motivated by this, we
propose a novel technique to produce effective (or virtual)
information sets from the common one, each of which is the
optimized information set for the corresponding code in the
family.
Our contributions are summarized as follows.
• We present a novel hierarchical puncturing which has the
special property such that “unknown” frozen bits can be
allocated to some frozen-bit channels (carefully chosen
according to a puncturing pattern), without affecting the
performance. Moreover, we derive a class of hierarchical
puncturing patterns which satisfy the rate-compatible
constraint (e.g., QUP).
• We then propose an information-copy technique which
repeats some information bits to frozen-bit channels as
well as information-bit channels, which can yield an
information-dependent frozen vector. Here, the locations
of non-zero frozen-bit channels are determined as a
function of rate-compatible puncturing patterns and the
associated optimized information sets.
• Leveraging hierarchical puncturing and information-
dependent frozen vector, we develop a systematic method
to construct a good RCPP code for IR-HARQ scheme.
In the proposed method, a common information set is
first optimized for the highest-rate code in the family
and then, it is updated to produce effective information
sets which are optimized for the other codes in the
family, by properly exploiting the common information
set and information-dependent frozen vector. Thanks to
the property of hierarchical puncturing, moreover, the
impact of “unknown” (information-dependent) frozen bits
are completely avoided.
• Finally, simulation results demonstrate that the pro-
posed RCPP code yields a considerable performance
gain (about 2dB) over a benchmark RCPP code for IR-
HARQ scheme, where both codes use the same QUP. The
main difference of the both methods is that the former
uses an information-dependent (non-zero) frozen vector
while the latter uses a conventional all-zero frozen vector.
Therefore, the proposed construction method would be
crucial to construct a good RCPP code for IR-HARQ
scheme.
The outline of this paper is as follows. In Section II, we
provide some useful notations and definitions to be used
throughout the paper. In Section III, We present novel recipro-
cal and hierarchical puncturing and derive their key properties
for the construction of the proposed RCPP code. In Sec-
tion IV, leveraging the proposed puncturing and information-
copy technique, we propose an efficient method to construct
a good RCPP code. In Section V, simulation results are
provided to verify the superiority of the proposed RCPP code.
Section VI concludes the paper.
II. PRELIMINARIES
In this section we provide some useful notations and defi-
nitions that will be used in the sequel.
A. Notation
A polar code of length N = 2n is considered, in
which the synthesized (or polarized) channels are indexed by
0, 1, . . . , N−1. Let A ⊆ {0, ..., N−1} denote the information-
bit set which contains all the indices of the synthesized chan-
nels to carry information bits. Accordingly, its complement set
Ac represents the frozen-bit set that contains all the indices of
frozen-bit channels. Let GN = G⊗n2 be the rate-one generator
matrix of all length-N polar codes, where G2 denotes the 2-
by-2 Arikan’s Kernel [1] as
G2
∆
=
[
1 0
1 1
]
. (1)
A length-N polar code is specified with GN and its
information-bit set A.
Given index subsets B,D ⊆ {0, ..., N − 1}, let GN(B,D)
denote the submatrix of GN obtained by selecting the rows
and columns whose indices belong to B and D, respectively.
Define a function g(`) : {0, ..., N−1} → {0, 1}n which maps
` onto a binary expansion as
g(`) = (b`n, . . . , b
`
1), (2)
such that ` =
∑n
i=1 b
`
i2
i−1. We let wH(b) denote the number
of non-zero elements in a vector b (called the Hamming
weight). Given uN = (u0, ..., uN−1) and A ⊂ {0, ..., N − 1},
we write uA to represent the subvector (ui : i ∈ A).
B. Punctured Polar Codes
In this section, we formally define a punctured polar code
and its synthesized channels. Let uN = (u0, ..., uN−1) and
xN = (x0, ..., xN−1) be respectively the input and output
vectors of a length-N polar code. As shown in Fig. 1, the
encoding of the polar code is given by
uNGN = xN. (3)
For the ease of expression, it is assumed that the bit-reverse
permutation, denoted by ψ(·), is applied to the decoding part,
instead of the encoding part as in [1]. Namely, the SC decoding
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Fig. 1. The length-8 polar code with input vector u8 = (u0, ..., u7) and
output vector x8 = (x0, ..., x7). Also, given BI-DMC W : X → Y , xi and
yi represent the respectively channel input and output, where xi ∈ X and
yi ∈ Y for i = 0, ..., 7.
successively decodes the uˆψ(i) for i = 0, ..., N−1 in that order.
In the example of N = 8, the SC decoding order is given as
uˆ0 → uˆ4 → uˆ2 → uˆ6 → uˆ1 → uˆ5 → uˆ3 → uˆ7. (4)
A punctured polar code of a length Np < N is constructed
by eliminating N − Np coded bits. Formally, it is described
by the “mother” polar code of the length N and a binary
vector (called the puncturing pattern) pN = (p0, . . . , pN−1) ∈
{0, 1}N such that wH(pN) = Np. Here, pi = 0 indicates
that the i-th coded bit (e.g., xi) is punctured and thus not
transmitted. For simplicity, we will drop the index N in pN
as long as it is identified in the context. Given p, we define
the zero-location set which contains the locations of punctured
bits as
Bp ∆= {i ∈ {0, ..., N − 1} : pi = 0} . (5)
In this paper, we specify a puncturing pattern using either a
binary vector p or a zero-location set Bp. The corresponding
unpunctured coded bits are denoted by xNP = (xi : i ∈ Bcp)
and accordingly, the Np channel observations are denoted by
yNP = (yi : i ∈ Bcp). The notion of synthesized channels
in polar codes can be extended into punctured polar codes
in a straightforwardly manner as follows. Given a BI-DMC
W : X → Y , where X = {0, 1} and Y denote the respectively
input and output alphabets, a length-N polar code, and an
associated puncturing pattern p, the transition probability of
the i-th synthesized channel of the resulting punctured polar
code is defined as
W (i)(yNp ,ui−1,p|ui)
=
1
2N−1
∑
ui+1,...,uN
∑
yN∈pip({yNp})
WN (yN|uNGN), (6)
where pip(S) , {yN ∈ YN : (yi : i ∈ Bcp) ∈ S}. Also, the
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Fig. 2. The punctured polar code of Np = 4 where the information set
is A = {3, 7} and the puncturing pattern is p = (0, 1, 0, 1, 0, 1, 0, 1).
Also, the input and output vectors are u4 = (u1, u3, u5, u7) and x4 =
(x1, x3, x5, x7), respectively.
channel transition probabilities are given by
WN (yN|xN) =
∏
i∈[1:N ]
W (yi|xi), (7)
where W (·|·) denotes the channel transition probability of the
underlying BI-DMC. Throughout the paper, we let W (i)p de-
note the i-th synthesized channel with the transition probability
in (6), and let I(W (i)p ) denote the corresponding symmetric
capacity. Then, an information set A of a punctured polar
code is constructed by taking the indices of the |A| highest
capacities as
A = {`1, ...`A}, (8)
where I(W (`1)p ) ≥ I(W (`2)p ) ≥ · · · I(W (`|A|)p ). Also, a
punctured polar code is defined as C(GN ,uAc ,A,p) where
uAc represents a frozen-bit vector. The encoding system of a
punctured polar code is depicted in Fig. 2.
Remark 1: As seen in (8), an information set of a punctured
polar code can be easily determined as long as {I(W (i)p )}
(e.g., the capacities of the synthesized channels when a
puncturing p is applied), are computed. Even if they are
well-defined mathematically, their computational complexities
are generally unmanageable. Instead, the reliabilities of the
synthesized channels can be efficiently computed by several
techniques as density evolution under a Gaussian approxi-
mation (DE/GA), tracking the mean value, Battacharyya pa-
rameter of mutual information of Gaussian L-densities [16].
Also, in 3GPP standardization, the simplest approach using
a predetermined ordering sequence is presented [17]. In this
sense, we use mutual information {I(W (i)p )} to explain the
main idea and to describe the proposed algorithms while, in
simulations, we use the DE/GA method.

Given a puncturing pattern p, we define the zero-capacity
set which contains the zero-capacity synthesized channels as
DWp ∆= {i ∈ {0, ..., N − 1} : I(W (i)p ) = 0}. (9)
Especially when W is a perfect channel (i.e., noiseless deter-
ministic channel), the above set is denoted by Dp. Due to the
4nesting property of synthesized channels [14], we have
Dp ⊆ DWp . (10)
Furthermore, it was shown in [15] that
|Bp| = |Dp| = N − wH(p), (11)
namely, the number of zero-capacity synthesized channels
is equal to that of punctured coded bits. Therefore, all the
synthesized channels whose indices belong to Dp should be
frozen-bit channels. Also, given {I(W (i)p )) : i = 0, ..., N−1},
we let
L = max-ind(t){I(W (i)p ) : i = 0, 1..., N − 1} (12)
S = min-ind(t){I(W (i)p ) : i = 0, 1, ..., N − 1}, (13)
where L and S contain the indices corresponding to the t
largest and smallest values in {I(W (i)p )}, respectively.
III. THE PROPOSED HIERARCHICAL PUNCTURING
In this section, we propose a novel hierarchical puncturing
which will be used as a key technology on the construction
of the proposed RCPP codes. As noticed in Section II-B, all
the synthesized channels associated with the zero-capacity set
Dp should be frozen-bit channels, i.e.,
ui = 0 for i ∈ Dp ⇒ A∩Dp = φ. (14)
Otherwise, the corresponding punctured polar code surely
leads to a frame (or block) error. It is required to identify Dp to
construct a good information set A. In [15], it was shown that
there exists a class of puncturing patterns to satisfy Dp = Bp,
which are referred to as reciprocal. Moreover, their sufficient
and necessary conditions are derived as follows.
Theorem 1 ([15]): A puncturing pattern p is reciprocal if
and only if the following properties are satisfied:
zero-inclusion: 0 ∈ Bp
one-covering: For any i ∈ Bp, we have j ∈ Bp for all j
such that i 1 j,
where i 1 j implies that, if b(j)k = 1, then b(i)k = 1 for all
k = 1, ..., n and i 1 0 for every i > 0, and where g(i) =
(b
(i)
n , ..., b
(i)
1 ) and g(j) = (b
(j)
n , ..., b
(j)
1 ).

For reciprocal puncturing patterns, the zero-capacity set Dp
is straightforwardly identified from the puncturing pattern p
(equivalently, Bp), which makes it much easier to design
a good information set A for the punctured polar code. In
Theorem 1, the one-covering property implies that if p7 = 0
in a reciprocal puncturing pattern p = (p0, ..., p15), then the
following locations should be punctured:
• weight-2 locations: g−1((0, 0, 1, 1)), g−1((0, 1, 0, 1)),
and g−1((0, 1, 1, 0));
• weight-1 locations: g−1((0, 0, 0, 1)), g−1((0, 0, 1, 0)),
and g−1((0, 1, 0, 0)).
0,0,0 = 00,0,1 = 10,1,0 = 20,1,1 = 31,0,0(1,0,1)(1,1,0)(1,1,1)
𝐩 = (0,0,0,0,1,1,1,1)
0,0,0 = 01,0,0 = 40,1,0 = 21,1,0 = 60,0,1(1,0,1)(0,1,1)(1,1,1)
𝜎 = (3,2,1)
binary
representation
punctured-bit
locations
binary
representation
punctured-bit
locations
𝐩(-,.,/) 	= (0,1,0,1,0,1,0,1)
Fig. 3. Construction of a permuted puncturing pattern.
A. Properties of reciprocal puncturing
We derive the useful properties of reciprocal puncturing.
Let Πn denote the set of all permutations of (1, 2, ..., n) with
|Πn| = n!. In the example of n = 3, we have:
Π3 = {(1, 2, 3), (1, 3, 2), (2, 1, 3), (2, 3, 1), (3, 1, 2), (3, 2, 1)}.
Definition 1: For a given p and σ ∈ Πn, a permuted
puncturing pattern pσ is defined with its zero-location set:
Bpσ = {g−1((biσ(n), ..., biσ(1))) : i ∈ Bp}, (15)
where g(i) = (bin, ..., b
i
1).

For instance, if p = (0, 0, 0, 0, 1, 1, 1, 1) and σ = (3, 2, 1),
then we have p(3,2,1) = (0, 1, 0, 1, 0, 1, 0, 1) (see Fig. 3). With
this definition, we can get:
Proposition 1: If p is reciprocal, then pσ is also reciprocal
for any permutation σ ∈ Πn.
Proof: The proof follows the fact that a permutation σ
in (15) definitely preserves the both zero-inclusion and one-
covering properties in Theorem 1.
Proposition 2: For any reciprocal puncturing pattern p, we
have:
GN(Bp,Bcp) = 0. (16)
Proof: Recall that GN(Bp,Bcp) is the submatrix of GN
by taking the columns and rows whose indices respectively
belong to Bp and Bcp. Suppose there exists a non-zero element
in GN(Bp,Bcp), i.e., GN(i, j) = 1 for i ∈ Bp and j ∈ Bcp.
That is, ui is added to uj to generate the j-th coded bit xj ,
which shows that i 1 j. Since p is reciprocal, it should
hold from Theorem 1 that any index t with i 1 t should be
the element of Bp. Accordingly, j should be the element of
Bp, which is the contradiction that j ∈ Bcp. Therefore, there
should be no 1’s in GN(Bp,Bcp), i.e., GN(Bp,Bcp) = 0. This
completes the proof.
Remark 2: From Proposition 2, we can obtain the useful
property of a reciprocal puncturing pattern p such that assign-
ing “unknown” values to the synthesized channels belong to
Bp does not impact on the performance of the punctured polar
code. In the proposed RCPP code, this plays a fundamental
role in exploiting an information-copy technique to generate
effective information sets.

5In the remaining of this section, we will provide a class
of reciprocal puncturing patterns which are constructed from
the so-called successive puncturing pattern and a bit-wise
permutation. We first define:
Definition 2: Let p˙Np denote the successive puncturing
pattern which punctures the first N −Np coded bits, namely,
its zero-location set is given by
Bp˙Np = {0, 1, ..., N −Np − 1}, (17)
where Np represents the number of unpunctured coded bits.
Then, we have:
• It is reciprocal;
• Its permuted puncturing pattern p˙σNp is also reciprocal
for any σ ∈ Πn, which immediately follows from
Proposition 1.

Remark 3 (QUP): In particular, p˙(n,n−1,...,1)Np is known as
quasi-uniform puncturing (QUP) in [12], which can be easily
verified as follows. In [12], the QUP algorithm proceeds as
• Step 1) Initialize the p as all ones, and then, set the first
N −Np bits as zeros;
• Step 2) Perform bit-reversal permutation on the p and
then, the resulting puncturing pattern is referred to as
QUP.
Consider the example of N = 8 and Np = 5. Following the
above steps, we have p = (0, 0, 0, 1, 1, 1, 1, 1) as initialization
and then, by performing the bit-reversal permutation, we can
get p = (0, 1, 0, 1, 0, 1, 1, 1). This is exactly same with p˙(3,2,1)5
in Definition 2. Note that, differently from this paper, the bit-
reversal permutation in [12] was applied to the encoding part.
Since this only changes the indices of the input vector u, it
does not changed the punctured locations. Thus, p˙(n,n−1,...,1)Np
is indeed same with QUP in [12].

B. A hierarchical puncturing
We define a hierarchical puncturing and derive its useful
properties for the construction of a RCPP code.
Definition 3: A reciprocal puncturing pattern p with
wH(p) = 2
n¯ = N¯ for some n¯ < n is said to be hierarchical
if
uNGN({0, ..., N − 1},Bcp)
= (ui : i ∈ Bp)GN (Bp,Bcp) + (ui : i ∈ Bcp)GN (Bcp,Bcp)
= (ui : i ∈ Bcp)GN¯. (18)
Also, since GN (Bp,Bcp) = 0 from Proposition 2, the condi-
tion (18) is equivalent to
GN(Bcp,Bcp) = GN¯, (19)
where note that |Bcp| = wH(p) = N¯ .

Starting with a simple example, we now explain two key
properties of hierarchical puncturing patterns. Consider the
N = 8, N¯ = 4, and the reciprocal puncturing pattern p˙(3,2,1)4
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Fig. 4. The punctured polar code of Np = 2, which is obtained by the
puncturing pattern p˙(3,2,1)2 = (0, 0, 0, 1, 0, 0, 0, 1).
is used. The input-output relationship of the punctured polar
code is represented as
(xi : i ∈ Bcp˙(3,2,1)4 ) = uNGN({0, ..., 7},B
c
p˙
(3,2,1)
4
)
= (ui : i ∈ Bcp˙(3,2,1)4 )GN(B
c
p˙
(3,2,1)
4
,Bc
p˙
(3,2,1)
4
)
+ (ui : i ∈ Bp˙(3,2,1)4 )GN(Bp˙(3,2,1)4 ,B
c
p˙
(3,2,1)
4
)
(a)
= (ui : i ∈ Bcp˙(3,2,1)4 )GN¯, (20)
where (a) follows from the fact that
GN(Bcp˙(3,2,1)4 ,B
c
p˙
(3,2,1)
4
) = GN¯
GN(Bp˙(3,2,1)4 ,B
c
p˙
(3,2,1)
4
) = 0.
Since it satisfies the condition (19) in Definition 3, p˙(3,2,1)4 is
hierarchical. Also, we know from (14) that (ui : i ∈ Bc
p˙
(3,2,1)
4
)
only carry the information bits. Let uN¯ = (ui : i ∈ Bcp˙(3,2,1)4 )
and xN¯ = (xi : i ∈ Bcp˙(3,2,1)4 ) (i.e., unpunctured coded bits).
From (20), we can create a length-N¯ polar coding system as
xN¯ = uN¯GN¯, (21)
where N¯ = 4 < N = 8. From the above example, we can
identify the following two important properties of hierarchical
puncturing patterns (which will be exploited to construct a
proposed RCPP code in Section IV):
• Property 1: Information bits can be decoded using the
length-N¯ polar decoder with the (unpunctured) observa-
tion yN¯ (see Fig. 4), instead of using the original polar
decoder;
• Property 2: Since it is also reciprocal, assigning un-
known values to the synthesized channels corresponding
to B
p˙
(3,2,1)
4
does not impact on the performance of the
length-N¯ punctured polar code (see Remark 2).
From now on, we will provide a class of hierarchical
puncturing patterns. To explain it clearly, we start with the
simple case of N = 8 and N¯ = 4, i.e., half of the coded
bits are punctured. As shown in Fig. 1, the polar encoding
consists of logN = 3 levels. Also, we can easily verify that
p˙4 = (0, 0, 0, 0, 1, 1, 1, 1) (called successive puncturing) is
hierarchical as, in this case, the following holds:
G8(Bcp˙4 ,Bcp˙4) = G4. (22)
6Also, Fig. 2 shows that its permuted puncturing pattern
p˙
(3,2,1)
4 = (0, 1, 0, 1, 0, 1, 0, 1) is also hierarchical. From these
hierarchical puncturing patterns, we identify that
bi3 = 0 for all i ∈ Bp˙4 and bi1 = 0 for all i ∈ Bp˙(3,2,1)4 , (23)
where g(i) = (bi3, b
i
2, b
i
1). In detail, the 3rd and 1st levels
in Fig. 1 are completely eliminated, respectively. Also, the
remaining parts in the both cases generate the length-4 polar
encoding structure, i.e., they satisfy the condition (19). Gener-
alizing the above arguments, we can obtain that, when half of
the coded bits are punctured (e.q., N¯ = N/2), if bij = 0 for all
i ∈ Bp˙σ
N/2
, then the j-th level in the polar encoding structure
is completely eliminated, thus satisfying the condition (19).
Based on this analysis, we identify that p˙σN/2 is hierarchical
for any σ ∈ Πn, which is generalized for any N¯ = 2n¯ in
Theorem 2 below.
Theorem 2: For any N¯ = 2n¯ with 1 ≤ n¯ < n, a puncturing
pattern p˙σ
N¯
in Definition 2 is hierarchical for any σ ∈ Πn.
Proof: As explained in the above, the statement holds for
n¯ = n − 1. Next, focusing on n¯ = n − 2, we consider the
puncturing pattern p˙σN/4 for some σ ∈ Πn. In order to use the
result of n¯ = n − 1, we first decompose the Bp˙σ
N/4
into two
disjoint subsets:
Bp˙σ
N/4
= Bp˙σ
N/2
∪ (Bp˙σ
N/4
\ Bp˙σ
N/2
). (24)
Given Bp˙σ
N/2
, we can create the length-N/2 polarization
structure with input vector (ui : i ∈ Bcp˙σ
N/2
) and output vector
(xi : i ∈ Bcp˙σ
N/2
) (see Fig. 2) since p˙σN/2 is hierarchical. Letting
N ′ = N/2 and by re-indexing the input and output vectors,
we can yield the length-N ′ polar code with puncturing pattern
p˙σ
′
N ′/2 where σ
′
i = σi+1 for i = 1, ..., n−1 (see Fig. 4). Then,
p˙σ
′
N ′/2 is hierarchical with respect to the resulting length-N
′
polar code. By combining the two stages, it is clear that p˙σN/4
is hierarchical with respect to the original length-N polar code.
In general for n¯ = n−` with an arbitrary 1 ≤ ` ≤ n−1, we can
prove the statement exactly following the above procedures
with ` stages. This completes the proof.
We are now ready to construct a RCPP code efficiently, in
which the following puncturing patterns in Remark 4 will be
used (see Section IV for the detailed procedures).
Remark 4 (Rate-compatible, reciprocal, and hierarchical):
For the construction of a proposed RCPP code, we will employ
puncturing patterns p˙σNp in Definition 2. In this remark, we
describe the key properties of p˙σNp as follows:
• For N1 > N2 > · · · > Nm, the puncturing patterns
p˙σN1 , p˙
σ
N2
, ..., p˙σNm satisfy the rate-compatible constraint;
• They are reciprocal:
• Due to the hierarchical property, a punctured polar code,
obtained by p˙σNi , can be decoded using a length-2
dlogNie
polar code, rather than a mother polar code.

IV. THE PROPOSED RCPP CODE
A RCPP code consists of a family of (punctured) polar
codes for which the corresponding puncturing patterns satisfy
the rate-compatible constraint in (27). Also, all the codes in the
family should use a common information set A as information
bits should be unchanged during retransmissions in IR-HARQ
scheme. It is extremely difficult to find an optimal common
information set. Usually, it is optimized for a target code in the
family (e.g., the mother polar code or the highest-rate code).
Therefore, it cannot be good for the other codes in the family,
which results in a performance loss especially when a rate-
change is large. Because of this, it is quite challenging to
construct a good RCPP code for IR-HARQ schemes.
We address the above problem (i.e., the limitation of us-
ing a common information set) by presenting the so-called
information-copy technique based on hierarchical (or recipro-
cal) puncturing. The main idea of the proposed RCPP code can
be outlined as follows. Some information bits are repeated to
frozen-bit channels as well as information-bit channels, thus
yielding an information-dependent frozen vector. Here, the
locations of such information bits and frozen-bit channels are
determined according to rate-compatible puncturing patterns
and the corresponding optimized information sets. Note that,
in the encoding part, the only difference from conventional
RCPP codes is that the proposed one employs the information-
dependent frozen vector. In the decoding part, effective infor-
mation sets, which are optimized information sets for other
codes in the family, are generated by exploiting the common
information set and the information-dependent frozen vector.
In this way, each code in the family can be decoded using its
own optimized information set. One can concern that the use
of information-dependent (unknown) frozen bits can result in
a performance loss. This problem, in the proposed method, is
completely avoided due to the Property 2 in in Section III-B of
hierarchical (or reciprocal) puncturing. We provide the detailed
procedures to construct the proposed RCPP code in the below.
Suppose we construct a RCPP code to send k information
bits with various rates
r1 =
k
N1
< r2 =
k
N2
< · · · < rm = k
Nm
. (25)
The construction method of a proposed RCPP code can be
outlined as follows.
• step 1) We choose the “mother” polar code to support
the above m code rates as the polar code of the length
N¯1 = 2
n¯1 , where n¯1 = dlogN1e.
• step 2) We determine a family of rate-compatible punc-
turing patterns, which are denoted by the length-N¯1
binary vectors as
p(1),p(2),p(3), ..., and p(m), (26)
such that wH(p(i)) = Ni for i ∈ {1, ...,m}. Each
puncturing pattern p(i) generates the punctured polar
code of rate ri. Due to the rate-compatible constraint,
they should satisfy
RC-Condition: Bp(1) ⊂ Bp(2) ⊂ Bp(3) ⊂ · · · ⊂ Bp(m) .
(27)
In the proposed RCPP code, the reciprocal (or hierarchi-
cal) puncturing patterns in Remark 4 are chosen as
p(i)
∆
= p˙σNi , (28)
7for a fixed σ ∈ Πn¯1 and for i ∈ {1, ...,m}.
• step 3) We optimize a common information set A by
taking into account the puncturing pattern p(m) (see
Remark 1 for details). Since p(m) is reciprocal, A should
satisfy A ∩ Bp(m) = φ.
• step 4) For simplicity, the m (punctured) polar codes in
the family are denoted by {C(i) : i = 1, ...,m}, where
each C(i) is the punctured polar code, defined by
C(i) ∆= C(GN¯1 ,uAc ,A,p(i) = p˙σNi), (29)
where an information-dependent frozen vector uAc will
be defined in Section IV-A. As explained before, this
special (information-dependent) frozen vector will play a
fundamental role in producing effective information sets
which are good for the other codes in the family.
Remark 5: In a work developed independently and in par-
allel to ours, a similar idea was introduced by Zhao et al.
[18]. Here, the information-copy technique was used based
on the extension framework. In this framework, this technique
was originally proposed in earlier works in [6] and [7], which
achieves the optimal performance for a sufficiently large length
(i.e., capacity-achieving). In [18], the main contribution is to
improve the performances of the previous works in [6] and [7]
for practical finite lengths, by entangling the subcodes (corre-
sponding generator matrices) appropriately. Whereas, in this
work, we apply the information-copy technique to puncturing
framework in a non-trivial way. Also, it is remarkable that our
work based on the successive puncturing is equivalent to that
in [18], by simply changing the construction order. Therefore,
we can say that this work extends the independent work in
[18], by generating more puncturing patterns suitable for the
information-copy technique.

In the following subsections, we will explain how to
construct an information-dependent frozen vector and the
encoding/decoding procedures of the proposed RCPP code.
We first provide the notations for information sets which will
be employed in the sequel.
Definition 4: We let T (i) denote the optimal information
set for each code C(i) in the family. Note that this information
set is independently optimized by taking into account an
associated puncturing pattern (see Remark 1). Due to a certain
requirement (will be explained below), the effective informa-
tion set (obtained by the information-copy technique) can be
different from the optimal one. To clarify such difference, the
effective information set is denoted by A(i). Note that the code
C(i) in the family is decoded with the effective information set
A(i). These notations will be exploited in the below.

A. Information-dependent frozen vector
In this section, we present an information-copy tech-
nique which produces an information-dependent frozen vector
(equivalently, effective information sets A(i) for the codes C(i),
i = 1, ...,m−1). We will explain the main idea with the simple
case of k = 2 and
r1 =
2
8
< r2 =
2
5
< r3 =
2
3
. (30)
From (28) in Step 2), the rate-compatible puncturing patterns
are chosen as
p(1) = 1 = (1, 1, 1, 1, 1, 1, 1, 1) (31)
p(2) = p˙
(3,2,1)
5 = (0, 1, 0, 1, 0, 1, 1, 1) (32)
p(3) = p˙
(3,2,1)
3 = (0, 0, 0, 1, 0, 1, 0, 1). (33)
In this example, the corresponding optimal information sets
are obtained as
T (1) = {6, 7}, T (2) = {6, 7}, and T (3) = {3, 7}. (34)
As in Step 3), the common information set A is given by
A = A(3) = T (3) = {3, 7}. (35)
We can see that A = T (3) is not optimal information set for
the code C(2) because T (2) = {6, 7} 6= T (3), i.e., I(W (6)
p(2)
) >
I(W
(5)
p(2)
) (see Fig. 5). Nevertheless, in conventional RCPP
codes, all the codes in the family use A as the information sets.
In the proposed RCPP code, however, each code in the family
is able to use its own optimized information set. Namely, C(2)
can use T (2) = {6, 7} as its information set. In the below, we
will show how it works.
Fig. 4 shows that C(3) can be decoded via the length-4
polar code C(G4, {1, 3}, (0, 0),p = (0, 1, 1, 1)), instead of
the mother polar code C(G8, {3, 7},uAc ,1). This is possi-
ble because p˙(3,2,1)3 is hierarchical (see Property 1 in Sec-
tion III-B). It is also remarkable that the frozen-bit channels
belong to Bp(3) = {0, 2, 4, 6} are not associated with this
decoding, which makes it possible to allocate “unknown”
frozen bits to those frozen-bit channels without degrading the
performance of C(3) (see Property 2 in Section III-B). Hence,
the information-bit u3 = a0 can be copied to the frozen-bit
channel 6 (i.e., u6 = u3 = a0). In the decoding of C(2),
u5 can operate as a frozen bit since the copied one u6 is
decoded earlier. This shows that C(2) can be decoded using
the effective information set A(2) = T (2) = {6, 7}, instead of
A = {3, 7}. Next focus on the decoding of C(1). As before, we
copy the information bit a0 to the frozen-bit channel 4 (i.e.,
u6 = u3 = u4 = a0). In the decoding of C(1), both u3 and u6
can operate as frozen bits since the copied one u4 is decoded
earlier. Also, from Property 2 in Section III-B, the copied bit
u6 does not impact on the decoding of both C(2) and C(3).
Thus, C(1) can be decoding using the effective information
set A(1) = T (1) = {6, 7}. In this simple example, we know
that A(i) = T (i) but it is not necessary. Consequently, the
information-dependent frozen vector is obtained as
uAc = (u0, u1, u2, u4, u5, u6) = (0, 0, 0, u3 = a0, 0, u3 = a0).
(36)
Accordingly, the punctured polar codes in the family are
defined as C(i) = C(G8,A = {3, 7},uAc = (0, 0, 0, u3 =
a0, 0, u3 = a0),p
(i)) for i = 1, 2, 3. From this, we can see
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Fig. 5. Illustration of a proposed information-copy technique. Note that the decoding order of SC decoder is given by u0 → u4 → u2 → u6 → u1 →
u5 → u3 → u7.
that an input vector u (i.e., uA and uAc ) of the mother polar
code is determined as
(a0, a1)
[
0 0 0 1 1 0 1 0
0 0 0 0 0 0 0 1
]
︸ ︷︷ ︸
∆
=P
= (u0, u1, ..., uN¯1−1), (37)
where (a0, a1) represents the two information bits and the
|A| × N¯1 matrix P is called precoding matrix. Note that P
is constructed as a function of uAc and A, where P(0, 3) =
P(1, 7) = 1 for A(3) = {3, 7}, P(0, 6) = 1 for A(2) \A(3) =
{6}, and P(0, 4) = 1 for A(1) \A(2) = {4}. Furthermore, we
identify that, in order not to affect the performances of the
other codes in the family, information-copy technique should
be performed only when the following requirement holds:
• IC-Requirement: The indices of frozen-bit channels to
be copied, in order to construct A(i) from a given A(i+1),
should belong to (T (i) \ A(i+1))∩ B
p˙
(3,2,1)
Ni+1
, for i = 1, 2.
Note that the intersection with B
p˙
(3,2,1)
Ni+1
is required to
ensure that the copied bits do not affect the performance
of C(i+1) (see Property 2 in Section III-B).
Example 1: In this example, it is shown that, due to IC-
requirement, some information bits cannot be copied and
accordingly, T (i) 6= A(i). Suppose that
p(1) = p˙
(3,2,1)
8 = (1, 1, 1, 1, 1, 1, 1, 1)
p(2) = p˙
(3,2,1)
5 = (0, 1, 0, 1, 0, 1, 1, 1),
and the associated optimal information sets are given by
T (1) = {4, 5} and T (2) = A(2) = {3, 7}, respectively. From
p(2), we have that B
p˙
(3,2,1)
5
= {0, 2, 4}. From IC-Requirement,
A(2) cannot include the index 5 as 5 /∈ B
p˙
(3,2,1)
5
. Hence, we
obtain that A(1) = {4, 7} 6= T (2).

Taking the above IC-requirement into account, we provide
the systematic algorithms to produce effective information
sets and a precoding matrix P (see Algorithms 1 and 2,
respectively). It is noticeable that the precoding matrix P
is used at the encoding side and the effective information
sets are used at the decoding side. We briefly explain the
main idea of these algorithms as follows. Consider the IR-
HARQ scheme to support the m code rates in (25), i.e.,
r1 =
k
N1
< · · · < rm = kNm . Then, we have:
• As explained in Remark 1, the m information sets
T (1), T (2), ..., and T (m) are optimized by taking the cor-
responding puncturing patterns into account (i.e., based
on I(W (j)
p(i)
)).
• From T (i)’s, Algorithm 1 produces effective information
sets A(i) for i = 1, ...,m. Note that A(i) is not always
identical to T (i).
• Also, from A(i)’s, Algorithm 2 generates a precoding
matrix P (i.e., information-dependent frozen vector).
B. Encoding and decoding
We describe the encoding and decoding procedures of the
proposed RCPP code. First of all, we simplify the expression
of the proposed rate-compatible puncturing patterns in (28),
by introducing the so-called seed sequence.
Definition 5: Given N¯1 and σ, we define a seed sequence
by the following length-N¯1 binary vector
sσN¯1
∆
= (g−1(b0σ(3), b
0
σ(2), b
0
σ(1)), ..., g
−1(bN¯1−1σ(3) , b
N¯1−1
σ(2) , b
N¯1−1
σ(1) )),
(38)
where (bin, ..., b
i
1) denotes the binary representation of ‘i’ for
i = 0, ..., N¯1 − 1. Then, the puncturing pattern p(i) = p˙σNi in
(28) is simply defined with its zero-location set as
Bp(i) = {sσN¯1(i) : i = 0, 1, ..., Ni − 1}. (39)

Example 2: Suppose N¯1 = 8 and σ = (3, 2, 1) (e.g., QUP).
From (38), we can easily obtain the length-N¯1 seed sequence
as
s
(3,2,1)
8 = (0, 4, 2, 6, 1, 5, 3, 7). (40)
For N1 = 7, N2 = 5, and N3 = 3, the corresponding
rate-compatible puncturing patterns are obtained from (39) as
Bp(1) = {0}, Bp(2) = {0, 2, 4}, and Bp(3) = {0, 1, 2, 4, 6}.
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Fig. 6. Encoding structure of the proposed RCPP code in which the bit-interleaving is used to produce a rate-compatible puncturing pattern (see Definition
4 for details).
Algorithm 1 Effective Information Sets A(i)’s
Input: Optimized information sets T (i) for i ∈ {1, ...,m} and
set A = A(m) = T (m).
Output: Optimized (effective) information sets A(j) for j ∈
{1, ...,m}.
Algorithm:
For j = m− 1, ..., 1
1) Let
I1 = (T (j) \ A(j+1)) ∩ Bp˙σNj+1
∆
= {`1, ..., `|I1|}
I2 = min-ind(|I1|){I(W (i)p(j)) : i ∈ A(j+1)},
where ψ(`1) < · · · < ψ(`|I|) with the bit-reverse
permutation ψ(·).
2) Information-copy set Ic:
• Initialization: Ic = φ and Id = φ.
• For i = 1, ..., |I1|
a) S = {q ∈ I2 \ Id : ψ(q) > ψ(`i)}
b) If S 6= φ, then
Ic = Ic ∪ {`i} and Id = Id ∪ {q∗},
where q∗ = minq∈T ψ(q).
3) Effective information set: A(j) ∆= Ic ∪ (A(j+1) \ Id).
Accordingly, given an encoded output (xi : i = 0, ..., 7), IR-
HARQ scheme proceeds as follows:
• 1st transmission: (x
s
(3,2,1)
8 (i)
: i = 0, .., N3 − 1) =
(x3, x5, x7);
• 2nd transmission: (x
s
(3,2,1)
8 (i)
: i = N3, .., N2 − 1) =
(x1, x6);
• 3rd transmission: (x
s
(3,2,1)
8 (i)
: i = N2, .., N1 − 1) =
(x2, x4).

Generalizing the above example, we have:
Encoding: Consider the proposed RCPP code to support m
code rates in (25). We first generate an input vector u using a
precoding matrix P and then, produce a polar-encoded output
x. Then, at the i-th (re)transmission, the following part of the
encoded output x = uGN¯1 is transmitted:
(xsσ
N¯1
(i) : i = Nm−i+2, ..., Nm−i+1 − 1), (41)
for i = 1, ...,m and with initial value Nm+2 = 0. Then, the
overall encoding structure is illustrated in Fig. 6.
Algorithm 2 Precoding Matrix P
Input: The effective information sets A(j) for j ∈ {1, ...,m}
and length N¯1.
Output: The |A| × N¯1 precoding matrix P where P(i, j)
denotes the (i, j)-th element of P for i = 0, 1, ..., |A|− 1 and
j = 0, 1, ..., N¯1 − 1.
Initialization:
• A(m) = A = {`0, ...., `|A(m)|−1} and P = 0.
• Define a mapping h : A(m) → {0, 1, ..., |A(m)|−1}, i.e.,
h(`j) = j for j = 0, ..., |A(m)| − 1.
• Let A(j) \A(j+1) ∆= {`(j)1 , ..., `(j)dj } for j ∈ {1, ..., J−1}.
Algorithm:
• Assign P(h(`j), `j) = 1 for j = 0, ..., |A(m)| − 1.
• For j = m− 1, ..., 1
Assign P(h(i(j)t ), i
(j)
t ) = 1 for t ∈ [1 : dj ].
Remark 6: As shown in Fig. 6, the proposed RCPP code
seems to have an additional precoding operation, compared
with conventional RCPP codes. However, we would like to
emphasize that this precoding is also performed (implicitly) in
conventional RCPP codes (i.e., mapping information bits to an
input vector). In this case, each row of P has only one 1’s due
to the use of all-zero frozen vector while in the proposed RCPP
code, some rows of P can have more than one 1’s because
of information-copy technique. Clearly, this minor difference
does not affect the overall encoding complexity.

Decoding: Consider the decoding of the proposed RCPP
code after the i-th (re)transmission. In conventional RCPP
codes, the polar decoding is performed via the mother polar
code C(1) = C(GN¯1 ,uAc ,A,p(1)). Whereas, as shown in
Fig. 5, the proposed RCPP code can be decoded with the
length-N¯i (possibly shorter) polar code, defined by
C(GN¯i ,uA¯c , A¯,p), (42)
where A¯ (i.e., effective information set), uA¯c , and p will be
specified from the given p(i),A(i), and uAc . Recall that uAc is
able to contain the “unknown” values. For the example in (37),
uAc = (u0 = 0, u1 = 0, u2 = 0, u4 = 0, u5 = 0, u6 = u3)
has the unknown frozen bit u6 = u3. In the decoding, if one of
u3 and u6 are decoded, the other bit is immediately copied and
operates as the “known” frozen-bit. For the ease of expression,
we define
`
(i)
j
∆
= the (j + 1)-st smallest index in Bcp˙σ
N¯i
, (43)
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Fig. 7. Performance comparison of the proposed method and benchmark
method I to support the code rates r1 = 52256 < r2 =
52
192
< r3 =
52
128
<
r4 =
52
64
. Both methods employ the identical rate-compatible puncturing
patterns (known as QUP) and the common information set A (which is
optimized for the highest-rate code). The only difference is that the proposed
approach uses the information-dependent frozen vector while the benchmark
scheme uses the conventional all-zero frozen vector.
for j = 0, ..., |Bcp˙σ
N¯i
| − 1. As seen in Fig. 4, using the re-
indexing, we obtain:
A¯ = {j : `(i)j ∈ A(i)}
p = (p
(i)
t : t ∈ Bcp˙σ
N¯i
)
uA¯c = (ut : t ∈ Bcp˙σ
N¯i
\ A(i)), (44)
where p(i) = p˙σNi
∆
= (p
(i)
0 , ..., p
(i)
N¯1−1).
Example 3: We revisit the simple case in Section IV-A
and focus on the polar decoding after 3rd transmission.
In this case, we have that A(3) = {3, 7}, p(3) =
p˙
(3,2,1)
3 (0, 0, 0, 1, 0, 1, 0, 1), and uAc = (u0 = 0, u1 = 0, u2 =
0, u4 = 0, u5 = 0, u6 = u3). When N¯3 = 4, we obtain
Bc
p˙
(3,2,1)
4
= {1, 3, 5, 7} and, using (43), we have
`
(3)
0 = 1, `
(3)
1 = 3, `
(3)
2 = 5, and `
(3)
3 = 7.
From (44), we then get
A¯ = {1, 3},p = (0, 1, 1, 1), and uA¯c = (u1 = 0, u5 = 0).
In this case, the decoding is performed via
C(G4,uA¯c = (0, 0), A¯ = {1, 3},p = (0, 1, 1, 1)). (45)

V. SIMULATION RESULTS FOR IR-HARQ SCHEME
In this section, we consider the IR-HARQ scheme based on
the proposed RCPP code to send k = 52 information bits via
four different code rates as
r1 =
52
256
< r2 =
52
192
< r3 =
52
128
< r4 =
52
64
.
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Fig. 8. Throughput for various IR-HARQ schemes. All three methods support
the code rates r1 = 52256 < r2 =
52
192
< r3 =
52
128
< r4 =
52
64
, and
employ the identical rate-compatible puncturing patterns (known as QUP). The
proposed method and benchmark method I use the same common information
set which is optimized for the highest-rate code while benchmark method II
uses the common information set which is optimized for the lowest-rate code.
As before, only the proposed method employs the information-dependent
frozen vector.
At the decoding part, the list decoder with list-size 8 and 8-bit
CRC are used. Note that, thus, the actual size of information
bits, with respective to (punctured) polar codes, is equal to 60.
The proposed RCPP code is constructed as follows.
• The rate-compatible puncturing patterns (e.g., QUP) are
chosen as
p(1) = 1,p(2) = p˙
(8,7,...1)
192 ,
p(3) = p˙
(8,7,...,1)
128 , and p
(4) = p˙
(8,7,...,1)
64 . (46)
• Using the optimization method in Remark 1, we sep-
arately find the optimal information set T (i) for each
code C(i) for i = 1, 2, 3, 4. Here, each T (i) is associ-
ated with the puncturing pattern p(i) for i = 1, 2, 3, 4.
From them, we choose the common information set as
A = A(4) = T (4).
• Using Algorithm 1, we obtain the effective information
sets A(i) for i = 1, 2, 3. Also, using A(i)’s and Algorithm
2, we obtain the precoding matrix P.
• At the decoding side, the (punctured) polar code C(i) is
decoded using the effective information set A(i) for i =
1, 2, 3, 4. From Remark 4, furthermore, both C(1) and C(2)
are decoded using the length-256 polar code, C(3) is using
the length-128 polar code, and C(4) is using the length-64
polar code.
To show the superiority of the proposed method, we com-
pare the performances with the benchmark methods. They em-
ploy the same rate-compatible puncturing patterns in (46) (e.g.,
QUP) while all the codes in the family are decoded only using
the common information set A, namely, the information-copy
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technique is not employed. Here, the common information sets
are optimized in the two different ways:
• Benchmark method I: The common information set is
optimized for the highest-rate code in the family (i.e.,
A = T (4)).
• Benchmark method II: The common information set
is optimized for the lowest-rate code in the family (i.e.,
A = T (1)).
It is noticeable that, when A = T (i), the code C(j) for some
j > i can suffer from a severe error-floor since the common
information set does not ensure that Bp(j) ∩ T (i) 6= φ for
some j > i. In this example, we observed that if we choose
A = T (i) for some i < 4, the code C(4) (in the benchmark
method) suffers from a severe error-floor, which yields a lower
throughput for IR-HARQ scheme (see the benchmark method
II in Fig. 8). From Fig. 7, we observe that the proposed RCPP
code can significantly outperform the benchmark method. As
expected, the performance gain becomes lager as a code
rate is lower. The corresponding throughputs for IR-HARQ
schemes are provided in Fig. 8. Here, we also considered
chase combining (CC) HARQ scheme in which the highest-
rate polar code of rate r4 is repeated for every retransmis-
sion. Fig. 7 shows that the proposed RCPP code achieves
higher throughput than the benchmark schemes. Although in
this particular example, the throughput gain of the proposed
method is only attained at lower SNRs, larger gains at higher
SNRs can be made by choosing a family of codes with more
high-rate cods. Moreover, we observe that, without leveraging
the proposed information-copy technique, IR-HARQ scheme
cannot get a throughput gain over the simple CC-HARQ
scheme. Thus, the proposed method would play a fundamental
role in constructing a RCPP code for IR-HARQ schemes.
Here, the (expected) throughput (η) is computed as
η =
k(1− pf )∑m−1
i=1 Nm−(i−1)(1− pi)
∏i−1
j=1 pj +N1
∏m−1
j=1 pj
,
where pi represents the probability of a frame error on the i-th
transmission, given that all the previous transmissions failed,
for i = 1, ...,m−1, and pf represents the probability that none
of the transmission succeeded. Recall that Nm−(i−1) denotes
the number of transmitted coded bits until the i-th transmission
(see (25)). In Fig. 8, we have that N4 = 64, N3 = 128,
N2 = 192, and N1 = 256 for both IR and CC schemes. In
addition, we consider another IR-HARQ scheme based on the
proposed RCPP code to send k = 32 information bits via five
different rates as
r1 =
32
256
< r2 =
32
192
< r3 =
32
144
< r4 =
32
96
< r5 =
32
64
.
We remark that, in this example, the lengths of the (punctured)
polar codes in the family are less likely to be the form of power
of 2. Similarly to the previous example, we observe that the
proposed RCPP code can outperform the benchmark scheme
due to the use of improved information sets effectively at the
decoding side. Obviously, we can expect that, when a RCPP
code should support a wide range of rates, the performance
gain of the proposed method becomes much larger.
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Fig. 9. Performance comparison of the proposed and benchmark methods
to support various rates r1 = 32256 < r2 =
32
192
< r3 =
32
144
< r4 =
32
96
<
r5 =
32
48
. Both schemes employ the identical rate-compatible puncturing
patterns (known as QUP) and the common information set A (which is
optimized for the highest-rate code). The only difference is that the proposed
approach uses the information-dependent frozen vector while the benchmark
scheme uses the conventional all-zero frozen vector.
VI. CONCLUSION
We presented novel reciprocal and hierarchical puncturing
patterns, and derived their special properties. Leveraging them
and the so-called information-copy technique, it is enabled
that each code in the family of the proposed RCPP code
can be decoded using its own optimized information set.
Thus, the proposed method can address a challenging problem
that, in conventional RCPP codes, one common information
set was employed for all the codes in the family, thus not
achieving balanced performances. Via simulation results, we
demonstrated that the proposed RCPP code provides a non-
trivial performance gain mainly due to the use of enhanced
effective information sets. Therefore, it would be an important
technique to construct a good RCPP code. An interesting
future work is to identify a good hierarchical puncturing
pattern for a given IR-HARQ system.
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