Abstract. In a Hilbert space setting, for convex optimization, we analyze the convergence rate of a class of first-order algorithms involving inertial features. They can be interpreted as discrete time versions of inertial dynamics involving both viscous and Hessian-driven dampings. The geometrical damping driven by the Hessian intervenes in the dynamics in the form ∇ 2 f (x(t))ẋ(t). By treating this term as the time derivative of ∇f (x(t)), this gives, in discretized form, first-order algorithms in time and space. In addition to the convergence properties attached to Nesterov-type accelerated gradient methods, the algorithms thus obtained are new and show a rapid convergence towards zero of the gradients. On the basis of a regularization technique using the Moreau envelope, we extend these methods to non-smooth convex functions with extended real values. The introduction of time scale factors makes it possible to further accelerate these algorithms. We also report numerical results on structured problems to support our theoretical findings.
In the case β ≡ 0, α = 3, b(t) ≡ 1, it can be interpreted as a continuous version of the Nesterov accelerated gradient method [31] . According to this, in this case, we will obtain O t −2 convergence rates for the objective values.
• For a µ-strongly convex function f , we will rely on the autonomous inertial system with Hessian driven damping (DIN) 2 √ µ,βẍ (t) + 2 √ µẋ(t) + β∇ 2 f (x(t))ẋ(t) + ∇f (x(t)) = 0, and show exponential (linear) convergence rate for both objective values and gradients. For an appropriate setting of the parameters, the time discretization of these dynamics provides first-order algorithms with fast convergence properties. Notably, we will show a rapid convergence towards zero of the gradients.
1.1. A historical perspective. B. Polyak initiated the use of inertial dynamics to accelerate the gradient method in optimization. In [27, 28] , based on the inertial system with a fixed viscous damping coefficient γ > 0 (HBF)ẍ(t) + γẋ(t) + ∇f (x(t)) = 0, he introduced the Heavy Ball with Friction method. For a strongly convex function f , (HBF) provides convergence at exponential rate of f (x(t)) to min H f . For general convex functions, the asymptotic convergence rate of (HBF) is O( 1 t ) (in the worst case). This is however not better than the steepest descent. A decisive step to improve (HBF) was taken by Alvarez-Attouch-Bolte-Redont [2] by introducing the Hessian-driven damping term β∇ 2 f (x(t))ẋ(t), that is (DIN) 0,β . The next important step was accomplished by Su-BoydCandès [31] with the introduction of a vanishing viscous damping coefficient γ(t) = α t , that is (AVD) α (see Section 1.1.2). The system (DIN-AVD) α,β,1 (see Section 2) has emerged as a combination of (DIN) 0,β and (AVD) α . Let us review some basic facts concerning these systems.
1.1.1. The (DIN) γ,β dynamic. The inertial system (DIN) γ,βẍ (t) + γẋ(t) + β∇ 2 f (x(t))ẋ(t) + ∇f (x(t)) = 0, was introduced in [2] . In line with (HBF), it contains a fixed positive friction coefficient γ. The introduction of the Hessian-driven damping makes it possible to neutralize the transversal oscillations likely to occur with (HBF), as observed in [2] in the case of the Rosenbrook function. The need to take a geometric damping adapted to f had already been observed by Alvarez [1] who considered x(t) + Γẋ(t) + ∇f (x(t)) = 0, where Γ : H → H is a linear positive anisotropic operator. But still this damping operator is fixed. For a general convex function, the Hessian-driven damping in (DIN) γ,β performs a similar operation in a closedloop adaptive way. The terminology (DIN) stands shortly for Dynamical Inertial Newton. It refers to the natural link between this dynamic and the continuous Newton method.
1.1.2. The (AVD) α dynamic. The inertial system (AVD) αẍ (t) + α tẋ (t) + ∇f (x(t)) = 0, was introduced in the context of convex optimization in [31] . For general convex functions it provides a continuous version of the accelerated gradient method of Nesterov. For α ≥ 3, each trajectory x(·) of (AVD) α satisfies the asymptotic rate of convergence of the values f (x(t)) − inf H f = O 1/t 2 . As a specific feature, the viscous damping coefficient α t vanishes (tends to zero) as time t goes to infinity, hence the terminology. The convergence properties of the dynamic (AVD) α have been the subject of many recent studies, see [3, 4, 5, 6, 8, 9, 10, 14, 15, 24, 31] . They helped to explain why α t is a wise choise of the damping coefficient.
In [20] , the authors showed that a vanishing damping coefficient γ(·) dissipates the energy, and hence makes the dynamic interesting for optimization, as long as +∞ t0 γ(t)dt = +∞. The damping coefficient can go to zero asymptotically but not too fast. The smallest which is admissible is of order The tuning of the parameter α in front of 1 t comes from the Lyapunov analysis and the optimality of the convergence rates obtained. The case α = 3, which corresponds to Nesterov's historical algorithm, is critical. In the case α = 3, the question of the convergence of the trajectories remains an open problem (except in one dimension where convergence holds [9] ). As a remarkable property, for α > 3, it has been shown by AttouchChbani-Peypouquet-Redont [8] that each trajectory converges weakly to a minimizer. The corresponding algorithmic result has been obtained by Chambolle-Dossal [21] . For α > 3, it is shown in [10] and [24] that the asymptotic convergence rate of the values is actually o(1/t 2 ). The subcritical case α ≤ 3 has been examined by Apidopoulos-Aujol-Dossal [3] and Attouch-Chbani-Riahi [9] , with the convergence rate of the
. These rates are optimal, that is, they can be reached, or approached arbitrarily close:
• α ≥ 3: the optimal rate O t −2 is achieved by taking f (x) = x r with r → +∞ (f become very flat around its minimum), see [8] .
• α < 3: the optimal rate O t is achieved by taking f (x) = x , see [3] .
The inertial system with a general damping coefficient γ(·) was recently studied by Attouch-Cabot in [4, 5] , and Attouch-Cabot-Chbani-Riahi in [6] .
was introduced in [11] . It combines the two types of damping considered above. Its formulation looks at a first glance more complicated than (AVD) α . In [12] , Attouch-Peypouquet-Redont showed that (DIN-AVD) α,β is equivalent to the first-order system in time and space
This provides a natural extension to f : H → R ∪ {+∞} proper lower semicontinuous and convex, just replacing the gradient by the subdifferential.
To get better insight, let us compare the two dynamics (AVD) α and (DIN-AVD) α,β on a simple quadratic minimization problem, in which case the trajectories can be computed in closed form as explained in Appendix A.3. Take H = R 2 and f (
, which is ill-conditioned. We take parameters α = 3.1, β = 1, so as to obey the condition α > 3. Starting with initial conditions: (x 1 (1), x 2 (1)) = (1, 1), (ẋ 1 (1),ẋ 2 (1)) = (0, 0), we have the trajectories displayed in Figure 1 . This illustrates the typical situation of an ill-conditioned minimization problem, where the wild oscillations of (AVD) α are neutralized by the Hessian damping in (DIN-AVD) α,β (see Appendix A.3 for further details).
1.2.
Main algorithmic results. Let us describe our main convergence rates for the gradient type algorithms. Corresponding results for the proximal algorithms are also obtained. General convex function. Let f : H → R be a convex function whose gradient is L-Lipschitz continuous. Based on the discretization of (DIN-AVD) α,β,1+ β t , we consider
Suppose that α ≥ 3, 0 < β < 2 √ s, sL ≤ 1. In Theorem 3.3, we show that Strongly convex function. When f : H → R is µ-strongly convex for some µ > 0, our analysis relies on the autonomous dynamic (DIN) γ,β with γ = 2 √ µ. Based on its time discretization, we obtain linear convergence results for the values (hence the trajectory) and the gradients terms. Explicit discretization gives the inertial gradient algorithm
Assuming that ∇f is L-lipschitz continuous, L sufficiently small and β ≤ 1 √ µ , it is shown in Theorem 5.4
that, with q = 1 1 +
Moreover, the gradients converge exponentially fast to zero.
1.3.
Contents. The paper is organized as follows. Sections 2 and 3 deal with the case of general convex functions, respectively in the continuous case and the algorithmic cases. We improve the Nesterov convergence rates by showing in addition fast convergence of the gradients. Sections 4 and 5 deal with the same questions in the case of strongly convex functions, in which case, linear convergence results are obtained. Section 6 is devoted to numerical illustrations. We conclude with some perspectives.
Inertial dynamics for general convex functions
Our analysis deals with the inertial system with Hessian-driven damping
2.1. Convergence rates. By specializing the functions β and b, the convergence rates obtained in the following theorem make it possible to find most of the related results existing in the literature. The following quantities play a central role in our analysis:
(1) w(t) := b(t) −β(t) − β(t) t and δ(t) := t 2 w(t). 
Then, w(t) is positive and
where v(t) :
The function E(·) will serve as Lyapunov's function. Differentiating E gives
Using equation (DIN-AVD) α,β,b , we havė
Hence,
Let us go back to (3) . According to the choice of δ(t), the terms ∇f (x(t)),ẋ(t) cancel, which gives
Condition (G 2 ) gives δ(t) > 0. Combining this equation with convexity of f ,
we obtain the inequality
Then note that
Hence, condition (G 3 ) writes equivalently
which, by (4), gives
Therefore, E(·) is nonincreasing, and hence E(t) ≤ E(t 0 ). Since all the terms enter E(·) are nonnegative, we obtain
Then, by integrating (4) we obtain
and
which gives ii) and iii), and completes the proof. , which corresponds to β(t) ≡ β and b(t) = 1 + β t , was considered in [30] . Compared to (DIN-AVD) α,β it has the additional coefficient β t in front of the gradient term. This vanishing coefficient will facilitate the computational aspects while keeping the structure of the dynamic. Observe that in this case, w(t) ≡ 1. Conditions (G 2 ) and (G 3 ) boil down to α ≥ 3. Hence, as a consequence of Theorem 2.1, we obtain Theorem 2.3. Let x : [t 0 , +∞[→ H be a solution trajectory of the dynamical system (DIN-AVD) α,β,1+
Case 3. The dynamical system (DIN-AVD) α,0,b , which corresponds to β(t) ≡ 0, was considered by AttouchChbani-Riahi in [7] . It comes also naturally from the time scaling of (AVD) α . In this case, we have
which is precisely the condition introduced in [7, Theorem 8.1] . Under this condition, we have the convergence rate
This makes clear the acceleration effect due to the time scaling. For b(t) = t r , we have f (x(t)) 
can be written respectively as:
When b = β − 1, the conditions (7) are equivalent to β < c − 1 and β ≤ α − 2, which gives the convergence
Let us apply these choices to the quadratic function f : (
f is convex but not strongly so, and argmin f = {(x 1 , x 2 ) ∈ R 2 : x 2 = −x 1 }. The closed-form solution of the ODE with this choice of β(t) and b(t) is given in Appendix A.3. We choose the values α = 5, β = 3, b = β − 1 = 2 and c = 5 in order to satisfy condition (7) . The left panel of Figure 2 depicts the convergence profile of the function value, and its right panel the trajectories associated with the system (DIN-AVD) α,β,b for different scenarios of the parameters. Once again, the damping of oscillations due to the presence of the Hessian is observed.
Inertial algorithms for general convex functions

Proximal algorithms.
3.1.1. Smooth case. Implicit time discretization of (DIN-AVD) α,β,b , with step size h > 0, gives
We obtain the following algorithm with β k and b k varying with k:
(IPAHD): Inertial Proximal Algorithm with Hessian Damping.
Step k : Set
and suppose that the following growth conditions are satisfied:
Then, δ k is positive and, for any sequence (x k ) k∈N generated by (IPAHD)
Proof. Given x ∈ argmin f , set
where
and (δ k ) k∈N is a positive sequence that will be adjusted. Set ∆E k := E k+1 − E k , i.e.,
Let us evaluate the last term of the above expression with the help of the three-point identity
Using successively the definition of v k and (8), we get
Let us assume that, for k large enough
Then, in the above expression, the coefficient of ∇f (x k+1 ) 2 is less or equal than zero, which gives
According to the (convex) subdifferential inequality and C k ≤ 0, we infer
By summing the inequalities
3.1.2. Non-smooth case. Let f : H → R ∪ {+∞} be a proper lower semicontinuous and convex function. We rely on the basic properties of the Moreau-Yosida regularization. Let f λ be the Moreau envelope of f of index λ > 0, which is defined by:
We recall that f λ is a convex function, whose gradient is λ −1 -Lipschitz continuous, such that argmin f λ = argmin f . The interested reader may refer to [17, 19] for a comprehensive treatment of the Moreau envelope in a Hilbert setting. Since the set of minimizers is preserved by taking the Moreau envelope, the idea is to replace f by f λ in the previous algorithm, and take advantage of the fact that f λ is continuously differentiable. The Hessian dynamic attached to f λ becomes
However, we do not really need to work on this system (which requires f λ to be C 2 ), but with the discretized form which only requires the function to be continuously differentiable, as is the case of f λ . Then, algorithm (IPAHD) now reads
By applying Theorem 3.1 we obtain that under the assumption (G 2 ) and (G 3 ),
Thus, we just need to formulate these results in terms of f and its proximal mapping. This is straightforward thanks to the following formulae from proximal calculus [17] :
• ∇f
We obtain the following relaxed inertial proximal algorithm (NS stands for Non-Smooth):
(IPAHD-NS) : 
where the sequence (δ k ) has been defined in (9) . Then, for any sequence (x k ) k∈N generated by (IPAHD-NS) , the following holds
3.2. Gradient algorithms. Take f a convex function whose gradient is L-Lipschitz continuous. Our analysis is based on the dynamic (DIN-AVD) α,β,1+ β t considered in Theorem 2.3 with damping parameters α ≥ 3, β ≥ 0. Consider the time discretization of (DIN-AVD) α,β,1+
with y k inspired by Nesterov's accelerated scheme. We obtain the following scheme:
(IGAHD) : Inertial Gradient Algorithm with Hessian Damping.
Step k:
Given x ∈ argmin f , our Lyapunov analysis is based on the sequence (E k ) k∈N
Theorem 3.3. Let f : H → R be a convex function whose gradient is L-Lipschitz continuous. Let (x k ) k∈N be a sequence generated by algorithm (IGAHD) , where α ≥ 3, 0 ≤ β < 2 √ s and sL ≤ 1. Then the sequence (E k ) k∈N defined by (10)- (11) is non-increasing, and the following convergence rates are satisfied:
Proof. We rely on the following reinforced version of the gradient descent lemma (Lemma A.1 in Appendix A.1). Since s ≤ 1 L , and ∇f is L-lipschitz continuous,
for all x, y ∈ H. Let us write it successively at y = y k and x = x k , then at y = y k , x = x . According to x k+1 = y k − s∇f (y k ) and ∇f (x ) = 0, we get
Multiplying (12) by t k+1 − 1 ≥ 0, then adding (13), we derive that
Let us multiply (14) by t k+1 to make appear E k . We obtain
Since α ≥ 3 we have t
According to the definition of E k , we infer
Let us compute this last expression with the help of the elementary inequality 1 2
By definition of v k , according to (IGAHD) and t k − 1 = t k+1 α k , we have
Collecting the above results, we obtain
When β = 0 we have
We have
Elementary algebra gives that the above quadratic form is non-negative when
Recall that t k is of order k. Hence, this inequality is satisfied for k large enough if (β √ s − s) 2 < s 2 , which is equivalent to β < 2 √ s. Under this condition E k+1 − E k ≤ 0, which gives conclusion i). Similar argument gives that for 0 < < 2 √ sβ − β 2 (such exists according to assumption 0 < β < 2 √ s)
After summation of these inequalities, we obtain conclusion ii).
A similar argument holds for y k . Hence
Remark 3.5. In Theorem 3.3, the convergence property of the values is expressed according to the sequence (x k ) k∈N . It is natural to know if a similar result is true for the sequence (y k ) k∈N . This is an open question in the case of Nesterov's accelerated gradient method and the corresponding FISTA algorithm for structured minimization [26, 18] . In the case of the Hessian-driven damping algorithms, we give a partial answer to this question. By the classical descent lemma, and the monotonicity of ∇f we have
According to x k+1 = y k − s∇f (y k ) we obtain
From Theorem 3.3 we deduce that
Remark 3.6. When f is a proper lower semicontinuous proper function, but not necessarily smooth, we follow the same reasoning as in Section 3.1.2. We consider minimizing the Moreau envelope f λ of f , whose gradient is 1/λ-Lipschitz continuous, and then apply (IGAHD) to f λ . We omit the details for the sake of brevity. This observation will be very useful to solve even structured composite problems as we will describe in Section 6. √ µẋ(t) + β∇ 2 f (x(t))ẋ(t) + ∇f (x(t)) = 0.
√ µ . Then, the following hold:
Moreover,
Proof. i) Let x be the unique minimizer of f . Define E :
Using (15), we get
After developing and simplification, we obtain d dt
By strong convexity of f we have
Thus, combining the last two relations we obtain d dt
where (the variable t is omitted to lighten the notation)
Let us formulate A with E(t).
After developing and simplifying, we obtain
Let us use again the strong convexity of f to write
By combining the two inequalities above, we obtain
Elementary algebraic computation gives that, under the condition
By integrating the differential inequality above we obtain
By definition of E(t), we infer
ii) Set C = 2E(t 0 )e √ µ 2 t0 . Developing the above expression, we obtain
By convexity of f we have
Combining the above results, we obtain
By integrating this differential inequality, elementary computation gives
Noticing that the integral of e √ µs over [t 0 , t] is of order e √ µt , the above estimate reflects the fact, as t → +∞, the gradient terms ∇f (x(t)) 2 tend to zero at exponential rate (in average, not pointwise).
Remark 4.3. Let us justify the choice of γ = 2 √ µ in Theorem 4.2. Indeed, considering
a similar proof to that described above can be performed on the basis of the Lyapunov function
Under the conditions γ ≤ √ µ and β ≤ µ 2γ 3 we obtain the exponential convergence rate
Taking γ = √ µ gives the best convergence rate, and the result of Theorem 4.2.
4.2.
Non-smooth case. Following [2] , (DIN) γ,β is equivalent to the first-order system
. This permits to extend (DIN) γ,β to the case of a proper lower semicontinuous convex function f : H → R ∪ {+∞}. Replacing the gradient of f by its subdifferential, we obtain its Non-Smooth version :
Most properties of (DIN) γ,β are still valid for this generalized version. To illustrate it, let us consider the following extension of Theorem 4.2.
Theorem 4.4. Suppose that f : H → R ∪ {+∞} is lower semicontinuous and µ-strongly convex for some µ > 0. Let x(·) be a trajectory of
as t → +∞,
that will serve as a Lyapunov function. (15) . Its implicit discretization similar to that performed before gives
where h is the positive step size. Set s = h 2 . We obtain the following inertial proximal algorithm with hessian damping (SC refers to Strongly Convex):
Theorem 5.1. Take f : H → R µ-strongly convex, µ > 0, and suppose that
, which satisfies 0 < q < 1. Then, the sequence (x k ) k∈N generated by the algorithm (IPAHD-SC) obeys, for any k ≥ 1
Moreover, the gradients converge exponentially fast to zero: setting θ =
1+
√ µs which belongs to ]0, 1[, we have
Proof. Take x ∈ argmin f , and consider the sequence (E k ) k∈N
We will use the following equivalent formulation of the algorithm (IPAHD-SC)
Using successively the definition of v k and (16), we get
Combining the above results, and after dividing by √ s, we get
which gives, after developing and simplification
4 , which, with Cauchy-Schwarz inequality, gives
Combining the two inequalities above, we get
Let us rearrange the terms as follows 1
Let us examine the sign of the last two terms in the rhs of inequality above.
holds true under the condition 0 ≤ β ≤ 1 2 √ µ . Hence, under this condition
holds true under the condition
In turn, the condition
Clearly, this condition is satisfied if √ s ≤ β. Let us put the above results together. We have obtained that, under the conditions 0 ≤ β ≤ 1 2
, which satisfies 0 < q < 1. From this, we infer E k ≤ qE k−1 which gives
we finally obtain
Let us now estimate the convergence rate of the gradients to zero. According to the exponential decay of (E k ) k∈N , as given in (17), and by definition of E k , we have, for all k ≥ 1
After developing, we get
By convexity of f , we have
Set θ =
√ µs which belongs to ]0, 1[. Equivalently
Iterating this linear recursive inequality gives
Then notice that
Using again the inequality θ < q, and after reindexing, we finally obtain
5.1.2.
Non-smooth case. Let f : H → R ∪ {+∞} be a proper, lower semicontinuous and convex function. We argue as in Section 3.1.2 by replacing f with its Moreau envelope f λ . This operation also preserves strong convexity, thought with a different modulus as shown by the following result.
Proposition 5.2. Suppose that f : H → R ∪ {+∞} is a proper, lower semicontinuous convex function. Then, for any λ > 0 and µ > 0 f is µ-strongly convex =⇒ f λ is strongly convex with modulus µ 1 + λµ .
Proof. If f is strongly convex with constant µ > 0, we have f = g + 
x is convex, the above formula shows that f λ is strongly convex with constant 
It is a relaxed inertial proximal algorithm whose coefficients are constant. As a result, its computational burden is equivalent to (actually twice) that of the classical proximal algorithm. A direct application of the conclusions of Theorem 5.1 to f λ gives the following statement.
Theorem 5.3. Suppose that f : H → R ∪ {+∞} is a proper, lower semicontinuous and convex function which is µ-strongly convex for some µ > 0. Take λ > 0. Suppose that
, which satisfies 0 < q < 1. Then, for any sequence (x k ) k∈N generated by algorithm (IPAHD-NS-SC)
5.2. Inertial gradient algorithms. Let us embark from the continuous dynamic (15) whose linear convergence rate was established in Theorem 4.2. Its explicit time discretization with centered finite differences for speed and acceleration gives 1
which gives the inertial gradient algorithm with Hessian damping (SC stands for Strongly Convex):
(IGAHD-SC)
Let us analyze the linear convergence rate of (IGAHD-SC) .
Theorem 5.4. Let f : H → R be a function µ-strongly convex for some µ > 0, and whose gradient ∇f is L-Lipschitz continuous. Suppose that
, which satisfies 0 < q < 1. Then, for any sequence (x k ) k∈N generated by algorithm (IGAHD-SC) , we have
1+
Proof. The proof is based on Lyapunov analysis, and the decrease property at linear rate of the sequence (E k ) k∈N defined by
where x is the unique minimizer of f , and
Using successively the definition of v k and (21), we obtain
After developing and simplification, we get 1
Let us majorize this last term by using the Lipschitz continuity of ∇f
Combining the two above relations we get 1
Let us examine the sign of the above quantities: Under the condition L ≤
we have • extension to the non-smooth setting;
• acceleration via time scaling factors. This article contains the core of our study with a particular focus on the gradient and proximal methods. The results thus obtained pave the way to new research avenues. For instance:
• as initiated in Section 6, apply these results to structured composite optimization problems beyond (RLS) and develop corresponding splitting algorithms; • with the additional gradient estimates, we can expect the restart method to work better with the presence of the Hessian damping term; • deepen the link between our study and the Newton and Levenberg-Marquardt dynamics and algorithms (e.g., [13] ), and with the Ravine method [23] .
• the inertial dynamic with Hessian driven damping goes well with tame analysis and KurdykaLojasiewicz property [2] , suggesting that the corresponding algorithms be developed in a non-convex (or even non-smooth) setting.
By the Pythagoras relation, we then get prox M f (x) = argmin z∈R n 1 2s z − x 2 + 1 2 y − Ax 2 − A(x − z), Ax − y + g(z)
= argmin z∈R n 1 2s z − x 2 − z − x, A * (y − Ax) + g(z)
= argmin z∈R n 1 2s z − (x − sA * (Ax − y)) 2 + g(z)
= prox sg (x − sA * (Ax − y)) .
A.3. Closed-form solutions of (DIN-AVD) α,β,b for quadratic functions. We here provide the closed form solutions to (DIN-AVD) α,β,b for the quadratic objective f : R n → Ax, x , where A is a symmetric positive definite matrix. The case of a semidefinite positive matrix A can be treated similarly by restricting the analysis to ker(A) . Projecting (DIN-AVD) α,β,b on the eigenspace of A, one has to solve n independent one-dimensional ODEs of the form x i (t) + α t + β(t)λ i ẋ i (t) + λ i b(t)x i (t) = 0, i = 1, . . . , n.
where λ i > 0 is an eigenvalue of A. In the following, we drop the subscript i. Case β(t) ≡ β, b(t) = b + γ/t, β ≥ 0, b > 0, γ ≥ 0: The ODE reads (25)ẍ(t) + α t + βλ ẋ(t) + λ b + γ t x(t) = 0.
• If β 2 λ 2 = 4bλ: set ξ = β 2 λ 2 − 4bλ, κ = λ γ − αβ/2 ξ , σ = (α − 1)/2.
Using the relationship between the Whitaker functions and the Kummer's confluent hypergeometric functions M and U , see [16] , the solution to (25) can be shown to take the form • If β 2 λ 2 < 4bλ, whence ξ ∈ iR + * and κ ∈ iR, we have |x(t)| = O t . By the standard derivation chain rule, it is straightforward to show that y obeys the ODË y(τ ) + α + β (1 + β)τ + λ 1 + β ẏ(τ ) + cλ (1 + β) 2 τ y(τ ) = 0.
It is clear that this is a special case of (25) . Since β and λ > 0, set
It follows from the first case above that
c 1 M σ − κ + 1/2, α + β 1 + β , ξτ + c 2 U σ − κ + 1/2, α + β 1 + β , ξτ .
Asymptotic estimates can also be derived similarly to above. We omit the details for the sake of brevity.
