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Certain nonlinear evolution equations of great physical 
significance exhibit solutions which develop a singularity 
within a finite time. In the mathematics literature this singu-
lar behaviour is most commonly called "blow-up", whereas in 
physics journals the same phenomenon is referred to as "wave-
collapse". One analytical approach to these problems is the 
method of moments (Vlasov et al. 1971, Zakharov 1972), or the 
"virial theory" of collapse, as termed by some western authors 
(Goldman and Nicholson 1978). This method applies to equations 
which possess a certain hierarchy of conservation laws; 
3tJ»r + V'S = o (1.1) 
3t5 + V«T = 0 (1.2) 
3y defining an average position <x> = N~ / Jf x dx, and a 
mean square spatial width of the wave packet <(Ax) > = 
N~ / Jfix - <x>) dx, where N = / Jf dx. one easily deduces from 
(1.1) and (1.2): 
3t2<Ux)2> = 2A (1.3) 
where A = (2/N) / Tr T dx - (S/N)2, S = J.^dx. A particularly 
simple case occurs if the next conservation law takes the form 
dfc Tr T • V'Q = 0 (1.4) 
- 6 -
from which it follows that A is a constant of motion, and eq. 
(1.3) can be integrated to yield 
<(Ax)2> = At2 + Bt + C (1.5) 
If A < 0, <(Ax) > •*• 0 in a finite time, and a singularity deve-
lops at the average position <x>. 
-* 
Virial theory presupposes finite integrals, N,S,A, i.e. for 
-*+••* 
symmetric configurations the densities «Af,S.T must decay faster 
than r as r -» °°, where D is the nunu- J of spatial dimensions 
and r = |x|. It gives a sufficient criterion for singularity 
formation for localized (finite integrals) wave-forms. It does 
not, however, provide a necessary criterion because, as will be 
demonstrated in the following, a singularity may form locally 
even though <(Ax) > remains finite or even increases. 
Another analytical approach is to search for self-similar 
substitutions. In most papers in the physics literature one 
tentatively writes the wave-field variable u on the form 
u(x,t) = <Mn)r n = rtT^T\ 6 (1.6) 
(t -t)° ^o Z) 
o 
and tries to eliminate the time-dependence by the proper choice 
-» 
of a and (3. The existence of localized solutions <J>(n) is often 
taken as a necessary and sufficient criterion for self-similar 
collapse. As will be demonstrated in this paper, this criterion 
is neither necessary nor sufficient. It is not necessary 
because the evolution can be locally self-similar, i.e. the 
asymptotic behaviour of <Mn) * o r n + " is irrelevant. Further-
- 7 -
more it is not sufficient since there are cases 
where localized solutions do exist, which turn out to be un-
stable in the sense that infinitesimal perturbations either 
prevent the collapse, or bring it into a different self-similar 
mode as the collapse is approached. The stability analysis is 
performed by means of virial theory, since localized self-
similar solutions must conform with the global predictions of 
this theory. The results of this analysis have also been veri-
fied numerically. 
An important feature of self-similar behaviour is that 
many similarity substitutions are valid only if certain approxi-
mations are made in the original evolution equation. If the 
error becomes arbitrary small close to collapse, such a sub-
stitution may represent a real feature. This means that seeking 
exact solutions to "exact" evolution equations may rule out 
important classes of approximate solutions which become exact 
in the collapse limit. 
An example from the current literature illustrates some 
of the points above. The problem is the existence of super-
sonic collapse as described by the so-called Zakharov equations 
(Sakharov 1972). Gol'tsman and Fraiman (1981) found a self-
similar substitution for the full Zakharov system in two spatial 
dimensions. Localized solutions were found only for subsonic 
velocities, hence it was concluded that supersonic collapse 
does not exist. The authors did not take into account the fact 
that locally self-similar solutions may exist even in the 
absence of localized solutions of the equation for 4>(n). More-
over, their subsonic solution was of the unstable type, and 
- 8 -
therefore had no physical relevance. Tskhakaya (1982) redis-
covered this substitution, and by observing that it is valid 
for two space dimensions only, he concluded that Zakharov-
collapse has a two-dimensional character. However, from the 
discovery of a similarity substitution alone, one can hardly 
draw any conclusions at all, and definitely not far-reaching 
ones like these (Rypdal et al. 1983). Zakharov and Shur (1981) 
applied the supersonic approximation prior to the self-similar 
substitution, and thus obtained a localized supersonic solution. 
Thereby they demonstrated the importance of selecting the proper 
approximations. However, these authors also seem to make a point 
of finding localized solutions, even though numerical experience 
indicates that this is quite irrelevant for a locally self-
similar singularity formation (Budneva et al. 1975, Goldman et 
al. 1980). 
In the present paper, we discuss in detail all the ques-
tions listed above, in the context of the Cubic Schrodinger 
Equation (CSE). This is perhaps the simplest model equation 
of physical interest, which exhibits all the features necessary 
for our discussion. It describes the nonlinear evolution of 
dispersive wave envelopes, and can be shown to possess a 
hierarchy of conservation laws (eqs. (1.1), (1.2) and (1.4)) 
which makes it tractable by means of virial theory. This means 
that for certain initial conditions, collapse is bound to occur. 
In addition to describe the time-evolution of a wave-envelope, 
the CSE also covers the stationary self-focusing of a light 
beam in a nonlinear, dispersive medium. The time-variable is 
then replaced by the axial coordinate. As there are two 
- 9 -
remaining spatial variables, this makes the two-dimensional case 
particularly interesting from an experimental viewpoint (Chiao 
et al. 1964, Garmire et al. 1966). 
The report is organized as follows. In Sec. II we apply dif-
ferent similarity methods to reduce the number of variables in 
the Cubic Schrodinger Equation. Explicitly our aim is to remove 
the explicit time variation. We apply a general similarity trans-
formation (II.1), a linear transformation group (II.2), and the 
Lie transformation group (II.3). In Sec. Ill we investigate if 
the self-similar solutions are localized or non-localized. The 
results of the numerical solutions of the CSE in two dimensions 
are discussed in Sec. IV: IV.1 describes the temporal evolution 
of amplitude and phase at r = 0, IV.2 the spatial structure of 
amplitude and phase, IV.3 the nature of the collapsing singularity, 
and finally IV.4 is concerned with the evolution of the global, 
localized similarity solution. In Sec. V we discuss the physical 
significance of the similarity solutions and we introduce the 
concepts of proper and improper solutions. In Sec. VI we consider 
the soliton solutions of the CSE and discuss their stability. 
Finally, Sec. VII contains our conclusions. 
- l O -
II. REDUCTION OF THE NUMBER OF VARIABLES IN THE CSE 
Consider the Cubic Schrodinger Equation (CSE) in the 
following general form: 
i u. + V : VVu + A | u | u = 0 (2.1) 
where u describes the slowly varying envelope of a particular 
wave train and p is the dispersion tensor: p.. = $3 u)/3k. 3k. . 
As p.. are assumed to be real, we can always perform a coordinate 
transformation that makes V diagonal. According to virial 
theory the existence of collapse can be guaranteed only if p 
is positively definite and A > 0. 
Assuming this to be the case, we may seals the variables 
in the CSE to obtain: 
i u. + V2u + lul2 u = 0 (2.2) 
which will be the starting point of our analysis. 
II.1 A general similarity transformation 
The aim of this section is to remove the explicit time 
variation from the CSE by performing similarity transformations, 
We apply a general self-similar transformation: 
u(x.t) = ftøjj exp[iip(n,t>] (2.3) 
* = hTFT (2'4) 
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to eq. (2.2): 
and 
2*2 + ~4- n • 7*2 -V(-|^- *2V<p) = 0 (2.5) 
f h
 h 2 f , 
2 
V24> + ^  4>3 + [hh'n«V<P - h2»pt - (V«p)2]* = 0 (2.6) 
Here, the prime denotes differentiation and V operates in n-
space. Demanding that $ is not explicitly depending on t puts 
restrictions on f and h; which in principle make their explicit, 
determination possible. We immediately see that h = C»f and 
since the constant C only corresponds to a trivial scaling 
factor we may put it equal to unity without loss of generality. 
Thus with h ~ f we find the following restrictions: 
J|T Vip = 7* (where T|> = ij/(n)> (2.7a) 
ff'n-vip - f2*fc - (v*) 2 = g(n) (2.7b) 
We solve (2 .7a) for the phase : 
«P(n.t) = ^ <Mn> + G( t ) (2 .8) 
where G(t) is an as yet unknown function. On using (2.8) in 
(2,5) and (2.7b) and using (2.7b) in (2.6) we arrive at the 
basic equations of the transformation: 
(2-D)$2 + V'[n$2 - *2vt] = 0 (2.9) 
- 12 -
V2<J> + <J>3 + g ( n ) < 5 > = O ( 2 . 1 0 ) 
g(n) = ( f f 2 ' } (n-v4 - i ( v ^ ) 2 - *) - ^ y ^ * - f2 G' ( t ) 
( 2 . 1 1 ) 
where D is the number of spatial dimensions. In general 
f(t) must satisfy the following equations in order that <J> 
does not depend explicitly on t: 
(ff ) 2 = 2b (2.12a) 
f3f" = -2a (2.12b) 
f2 G'(t) = X (2.12c) 
where a, b and X are constants. With f given (from (2.12a,b)), 
(2.12c) determines G(t). The only solution for f(t) satisfying 
both (2.12a) and (2.12b) is 
f(t) = [2/2a (C±t)p (2.13) 
with a = b > 0 . C is a constant which may be removed by a time 
translation, since Eq. (2.2) is invariant for time translations. 
V/e further note that since 'a' only is a trivial scaling factor 
it may be put equal to 1/8 without loss of generality. 
Jsing (2.13) in (2.12c) and (2.8) v/e determine the phase as 
- 13 -
where vp is a constant phase. The expression for g(n) reads: 
g(n) = a[n-v* - itv*)2] - A (2.15) 
4>(n) and Mn) may now be found by solving Eqs. (2.9) and (2.10) 
with g(n) given in (2.15). The solution thus found, with the 
phase determined by (2.14), is an exact solution of CSE in any 
dimensions, and the equations (2.9),(2.10) with (2.14).(2.15) 
represents an e.^ act reduction of eq. (2.2). The term exact 
should be understood in the broad sense that the transformation 
applies to the CSE without approximations. An approximate solu-
tion could for instance also be one where the restrictions 
(2.12) are satisfied approximately in a certain region in space 
and/or in a certain time domain. Such solutions will be dis-
cussed in a later section. 
Unfortunately it is not possible to solve the equations 
(2.9), (2.10) and (2.15) in general. But we see that D = 2 
constitutes a special case since Eq. (2.9) may be integrated 
directly for this case. 
Assuming radial symmetry, eq. U.9) takes the form 
§ ^ F = 0' ' S " > - H y «•'«> 
which have the general solution 
* . „ • £ 
where K i s a cons tan t of i n t e g r a t i o n . If <j>(0) * 0, dty/dn 
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diverges at n = 0 for K * 0. However, such solutions are still 
of interest because similarity forms may be attained in limited 
soptial regions not including the origin. Hence, we first 
analyze the case K * 0. 
By inserting eq. (2.17) into expression (2.11) for g(n) 
eq. (2.10) takes the following form: 
d 2. , ,, , r -, T,2 
„ £ * ^ ' { ! [n2 - -§-j] - A}, • *3 = o ,2.18, 
This equat ion has the fol lowing asymptot ic s o l u t i o n for l a r g e n: 
• / | K | n~1 + Yg n 3 + <T(n 4 ) | (2 .19) 
Inserted into eq. (2.17), and integrated, this yields 
2 -1 
n - (A/a)«,nn+ fr(n ) for K > 0 
<l>(n> = ^ Q + < _1 (2.20a.b) I ( A/a)£n n + <?(n~ ) for K < 0 
Inserting the expression for K < 0 in (2.20) into eq. (2.14) gives 
the following asymptotic expression for the phase: 
ip(n,t) ~ tp ± —^ jin[n2(C±t)] + fr(n ^ 
° 2/2a 
- «p„ i -zz Jin r + C(rf1) (2.21) 
° /2a 
by using (2.13). 
Furthermore, we have from (2.19) 
u| = 7 0 = t ^p~ + ^(n"1) (2.22) 
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Note the time-independence of both amplitude and phase in the 
region where this asymptotic form is valid. The present solu-
tions were first derived by Zakharov (1972). 
We now proceed to the case K = 0, and eqs. (2.11) and 
(2.17) now yield 
tMn) = i n2 + *Q (2.23) 
g(D) = -f3f"n2/4 - f2[G'(t) + (f2>" « /4] (2.24) 
Thus, in this case eq. (2.12) should be replaced by 
f3f" = -2a (2.25a) 
f2[G'(t) + (f2)" ,^o/4] = X (2.25b) 
Consequently, we have 
G(t) = A / ^ - - (f2)' * /4 (2.26) 
fz 
and eq. (2.8) then yields 
V(n,t) = (f2)'n2/8 + A / % - (2.27) 
By means of e q s . ( 2 . 2 4 - 2 5 ) , e q . ( 2 . 1 0 ) r e d u c e s t o 
M - • ±*fc + ( f n 2 - A)<|> + d>3 = 0 (2 .28 ) 
dn n n 
which is the special case of eq. (2.18) for K = 0. Asymptotic 
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solutions decaying for large n. are 
<& -
J o(| n2> for a > 0 (a) 
KQ(n/X) for a = 0 (b) 
K Q ( | n2) for a < 0 (c) 
(a) is oscillatory with amplitude decaying as n~ , whereas (c) 
-1 2 decays monotonically like n exp(-an. /2). In sect. Ill we 
prove that for a H no non-singular solution can exhibit an 
exponential decay as in (c), i.e. the solution corresponding 
to (c) is singular at n = 0. For a = 0, such a decaying 
solution does indeed exist, as will be discussed in sect. III. 
Note that even if a * 0, a solution exists which coincides 
2 
approximately with the a = 0-solution for ar) /2 << A even though 
it diverges for large n. Hence, this solution may characterize 
the waveform in a localized region around the origin even if 
a * 0. To find the time behaviour f(t)., we integrate (2.25a) 
to obtain 
( f ) 2 = ^ | + C1 (2.29) 
We consider the three possibilities (i) a > 0, (ii) a = 0 
and (iii) a < 0. 
(i) a > 0: 
For C1 = 0 we reproduce the solution (2.13), whereas for 
C. * 0 we find 
f(-) = ±[C^t+C2)2 - 2a/C,]* (2.30) 
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The integration constant C~ demonstrates the invariance 
of the CSE with respect to time-translation. The phase 
corresponding to (2.30) follows from (2.27); 
Q 
<P(n,t) = -L (t+C )n2 + —zzz In 
4 Z
 2/2a 
C^t+C^) - /2a 
C^t+C^) + /2a 
+ to 
(2.31) 
(ii) a = 0: 
Nov/ (2.29) is solvable only for C- s 0, yielding 
f(t) = ± (/Cj" t + C2) (2.32) 
<P(n,t) = -± (t
 + c,//c7)n2 + s> (2.33) 
4 l 1
 c,t + c2/c1 ° 
(iii* a < 0: 
(2.29) has s o l u t i o n s only for c . > 0, y i e l d i n g 
f ( t ) = ± [ c 1 ( t + C 2 ) 2 + 2 |a j / C ^ ^ (2.34) 
«p(n,t) = ^ ( t + C 2 ) n 2 + / - ^ a r c t a n ° ^ 2 • VQ 
(2 .35) 
Note that in (2.34) f(t) never becomes zero, i.e. the 
field function u(r,t) exhibits no time singularity. 
Possible solutions of the obtained ordinary differential 
equations (2.9-10) for D * 2 and (2.28) for D = 2 and their 
physical significance will be considered in the following 
sections. Sc*»e of the self-similar solutions considered here 
have also briefly been considered in other works (e.g. Talanov 
1966; Ablowitz and Segur 1980; Redekopp 1980). 
- 18 -
Finally we shall here briefly consider the special self-
similar solutions having space independent amplitude, since for 
that case Eqs. (2.9-10) can be solved exactly. We thus take 
$(rt) = * ( = const.) and (2.9) and (2.10) reduces to: 
and 
V 0» = 2 (2.36a) 
g(H) = - * Q 2 (2.36b) 
A solution of (2.36a) is: 
*
 =
 h q2 + h V ^ * C2 C2.37) 
By substituting (2.36b) and (2.37) into (2.11) we obtain the 
restrictions of f(t), however, it is shown that a consistent 
solution for f(t) can only be found for C. = 0 and then (see 
appendix I): 
f ( t ) = [ 2 ( C 3 t + C 4 ) / D J D / 2 ( 2 . 3 8 ) 
For the phase variation we obtain: 
C * 2 
<P(n,t) = -f n 2 + 2§~ ln<c3t*c4) • «po for D = 1 
C, r, 1r 1 ? *rt2(D/2)D . 
*<*'" - £ [i(c3t+c4)]D-1 n2 - -fjTorrr C V ^ J 
+ ipo for D * 1 (2.39) 
where »p is a constant. Thus the solution of Eq. (2.2) for 
- 19 -
space-independent amplitude reads: 
u =
 7 ~ 572 exp(iV(n,t|) (2.40) 
L2(C3t+C4)/D] 
with <f given by 12.39) and n * x/f(t). We note that 2Cj/D is 
a simple scaling of t and nay be put equal 1, whereas C. can 
be removed by a simple time translation. Doing that, the 
solution (2.40) reproduces the corresponding solutions given by 
Ablowitz -ji.d Segur (1979) and Redekopp (1980) for the one- and 
two-dimensional case. For the tr.ree-dimensional case our 
solution agrees with the solution of Lin and Strauss (1979) 
obtained for the CSE with a minus sign preceeding tha dispersion 
term. From equation (2.40) we observe that decaying solutions 
to the CSE decay as 
lul - *0t'D/2 
and the nonlinearit only appears in the phase. The solution 
in the one-dimensional case is associated with the decaying 
radiation part of the general inverse scattering solution of 
the CSE (Segur and Ablowitz 1976). 
We emphasize that the constants appearing in the solutions 
for f(t) (e.g. Eq. (2.13,30,32,34 and 38)) may in principle be 
removed or changed by scaling or time translation. However, 
the freedom in choosing these constants may also be used to 
make the solutions of u(x,t) fit prescribed boundary conditions 
or restrictions. If the solution u(x,t) as given in Eq. (2.13) 
is demanded to be finite for all times t i 0, this requires 
- 20 -
that the constants are chosen such that f(t) • 0 for t * 0. On 
the other hand, if collapsing solutions are to be studied, we 
must require f(t ) = 0, where t is the collapse time, and the 
o o 
constants must be chosen accordingly. Note in this connection 
that a self-similar solution determines its own initial- and 
boundary conditions. That is, if a given say initial condition 
should evolve according to a particular self-similar solution, 
then this initial condition must satisfy the reduced ordinary 
differential equations. It is thus obvious that obtaining a 
self-similar solution cannot generally be used to predict the 
occurrence of collapse, except for a very restricted »is^s of 
initial conditions. Nevertheless, the forthcoming seeLion& 
will demonstrate the significance of Rome of these similarity 
solutions in describing the collapse dynamics for a vida range 
of conditions. 
II. 2 The linear transformation group 
We shall here briefly describe how the explicit time 
variation is removed from the CSS (Eq. (2.2)) by applying a 
linear one parameter transformation group with the parameter p: 
t =
 P
kt; * = pAx; f = pmr; f * p % (2.41) 
where T and <p are modulus and phase of u, i.e. u = T exp(i«p), 
determined by the equations: 
V2r • T3 - f(.pt*(V(p)2) = 0 (2.42) 
- 21 -
r • 2vr»v«p • rv2<* = o (2.43) 
These equations are invariant with respect to the transformation 
group (2.41) if and only if: 
n = 0. A
 s - £ s £ (2.44) 
The self-sirailar variables are now obtained as the invariants 
with respect to (2 41) (Blunan and Cole 1974): 
$ v ^  . •<*,
 5 LL*£1 . ,<*> . SUA! (2.45) 
t5 t"3 "° 
or 
*in) u = - ^
 exp[iV(n>] (2.46) 
t* 
By noting that the CSE is invariant for time translation the 
self-similar variables (2.45) are similar to the ones in (2.3) 
and (2.4) with h(t) = f(t) determined by Eq. (2.13)r except for 
the explicit time dependence of the phase. By inserting (2.45) 
into (2.42) and (2.43) we obtain a set of equations without the 
explicit time dependence, and in radial symmetry the equations 
reduce to a set of ordinary differential equations: 
<{:} .» ) (2.47) 
A solution of (2.47) i.e. <Mn) and H n ) then results in a space-
time evolution determined by (2.45) and (2.46). This solution 
- 22 -
is the self-similar solution. A solution of the form r+s(t), 
<p+v(t) may also be self-similar if T and «p are self-similar and 
s(t),v(t) are chosen to make the transformed equations invariant. 
Thus a wider class of similarity solutions can be obtained by 
performing the transformation: 
V - T * s(t)f <P • «P • v(t) (2.48) 
in Eqs. (2.42-2.43) prior to the application of the group (2.41). 
The invariance of the resulting equations (2.47) is preserved 
if, and onlv if- s(t) 5 0 and v(t) .= A In I. where A is an 
arbitrary real constant. Introducing that in (2.47) vl-?lds 
(in radi<ii symmetry): 
d*» D-1 d* ,. , .2 ...
 A3 n ... ... 
— 2 * ~n - H T * (2'tG-3 -A)* • • r 0 (2.49) 
f • 2=1 0 - i . ,*,-»> 1 g ,2.50, 
where 9 = df/dn, and D is the number of spatial dimensions. 
The equations (2.49-2.50) are identical to Eqs. (2.9-2.10) (in 
radial symmetry) with f given by (2.13), the phase determined 
by (2.14) and g(n) by (2.15). 
To summarize, the only linear transformation group to 
which the CSE is invariant is given by (2.41) and (2.44). The 
self-similar solutions constructed from the invariants of this 
transformation group have the form of (2.46) or by applying 
the transformation (2.48) in addition: 
- 2? -




n = -T 
where the dependent variables are determined from (2.49-2.50). 
No further solutions can be found by means of the linear trans-
formation group. However, certain restrictions imposed on the 
solutions of (2.42-2.43) may reduce these to a set of equations, 
which are invariant with respect to other transformations. 
Normally, these restrj.c-;ed equations will Le overdetermined, 
but in certain important cases (to find them may require an 
inventive mind) they are not As an example Tskhakaya (1982) 
fvjund a transformation of the &akhai.~>v equations which is valid 
for two space dimensions only, by imposino restrictions on the 
phase. 
Let us illustrate this procedure briefly, i.e. v/e restrict 
the phase to be of the form: 
<p = t04-(n) + v|t), 7f = -*- (2.52) 
ta 
and select a,3 and "Hn) such that 
«pt • (V«>)2 = vt (2.53) 
I n s e r t i n g (2.52) i n t o (2 .53) we f ind : 
3 = 2o-1 and 
m ) 2 - an»VN ( 2 o - m = 0 (2.54) 
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which has the solutions: 
¥ 5 0 or * 5 n2/4 (2.55) 
The V 5 0 solution yields from (2.42-2.43) 
v2r - vtr + r
3
 = o, rt = o (2.56) 
Since F is time independent v. must be chosen as a constant and 
the explicit time variation is eliminated. Formally the trans-
formation group that leaves (2.56) invariant is the one corre-
sponding to (2.41) with k arbitrary and I = m = 0. Discussions 
of the solutions of (2.56) v/ill be presented in Sec. VI. 
For the Y = n2/4 solution Fqs. (2.42-2.43) reduce to 
v2r - vtr + r
3
 = o (2.57) 
trt + n*vr + § r = o J2.58) 
Invariance of this system with respect to (2.41) requires 
£ = -m and v(t) = At 1~ 2 £ / k (2.59) 
and in terms of the self-similar variables Eqs. (2.57-2.58) take 
the form: 
72<j> - A* + $3 = 0 (2.60) 
(§ - £ ) * + d - f)n'V* = 0 (2.61) 
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Obviously this set is overdetermined unless 
| = 1 and D = 2 (2.62) 
which makes (2.61) trivially satisfied for any <t. This trans-
formation is seen to correspond to the transformation (2.3-2.4) 
for the two dimensional case with h(t) = f(t) = (/cTt+c-), i.e. 
Eq. (2.32). The solution of (2.60) in radial symmetry (D = 2) 
has been shown to be localized (see Sec. III). 
Concluding this subsection we have seen that a linear one 
parameter transformation group corresponds to the transformation 
Eqs. (2.3-2.4) with f(t) = h(t) = (t+c)0. This is also seen 
from the way the similarity variables (the invariants with 
respect to the linear group) are CUT,«-»meted (Bluman and Cole 
1974). Unless some restrictions are imposed on the solutions 
we find 6 = i . 
II.3 The Lie transformation group 
A broader spectrum of similarity solutions of the CSE 
than we have obtained in the previous sections should be obtain-
able by applying the infinitesimal transformation groups of 
Lie (e.g. Bluman and Cole 1974). Tajir> (1983) has applied 
this method to the general two dimensional CSE,and in order to 
reduce this equation,the transformation group was applied twice, 
each time the number of independent variables was reduced by 
one. 
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We shall not present a general reduction of the CSE by 
applying the infinitesimal group but only consider Eq. (2.2) 
in radial symmetry: 
i u. + u + — u + |u|2 u = 0 (2.63) 
t rr r r • ' 
Thus the number of independent variables is reduced from D+1 to 
2. This may also formally be done by applying a subgroup of the 
infinitesimal group that leaves (2.2) invariant. We shall now 
remove the explicit time variation in (2.63) by applying the 
infinitesimal one parameter (e) Lie group: 
2 
r* = r + £R(r,t,u) + 0(e) 
t* = t + eT(r,t,u) + o(e2) 
2 
u* = u + eU(r,t,u) + o(e ) 
(2.64) 
Since our main purpose is to investigate collapsing solutions 
we shall mainly consider the two- and three-dimensional cases. 
For D = 2 Eq. (2.63) corresponds to Eq. (4.12) of Tajiri (1983) 
(with his A = r = 1), and by using his results we get the 
infinitesimals leaving (2.63) invariant with respect to the 
transformation (2.64): 
R = Ar + Brt 
T = 2At + Bt2 + C (2.65) 
U = { IE + A + B(| r - t)}u 
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giving the following invariants, i.e. similarity variables 
(n,<Mn) and <P(n)): 
n = /|Q(t)| 
(2.66) 
u = <S(n) exp[i«p(n,t)] 
/|Q(t)| 
where 
ip = f on2t + / | dt • ¥<n) (2.67) 
Q(t) = Bt2 + 2At + C (2.68) 
f +1 for Q > 0 
a = < 
1
 -1 for Q < 0 
(2.69) 
and 4>(n), Y(n) (note Tajiri's f(n) = *(n)el4,(n)) are determined 
by the two coupled ordinary differential equations: 
2 
d « 1 d$ 3 
— ? + 7 — + * + g(n)* = 0 (2.71) 
dn n dn 
v/ith 
g(n) - oA«*L- oE - f n2 - (£)' 3n 
Here the prime denotes differentiation with respect to n. Equa-
tion (2.70) is similar to Eq. (2.16) and its solution reads: 
dn = i° A n 2 (2.72) 
n$ 
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wnere K i s a constant . Introducing (2.72) in (2 .71) we obtain: 
« _ |
 + ±M + $ 3 + fl n 2 ( A 2 _ B C ) _ K _ o E | $ = Q ( 2 ? 3 ) 
dn n dn l n * 
which resembles (2.18) and the discussion in connection with 
(2.18) also applies in connection with (2.73). We now take 
K = 0 in (2.72) and obtain: 
d
-|+ 1 d* + $3 + 4 n2(A2-BC) - oE)$ = 0 
dr/ n dn 4 
(2.74) 
2 
which resembles (2.28) with a = ?(A -BC) and X = oE. We note 
that Q(t) becomes zero for t = T- and t = T_ where 
A 1 ? J - A l ? i 
T1 = - | + ^  (A^-3C)2, T2 = - | - £ (AZ-BC)2 (2.75) 
2 
Thus for A > 3C (a > 0) Q(t) have real zeros and the solution 
2 
(2.65) may describe collapse while for A < BC (a < 0) no real 
zeros exist and the solution (2.65) cannot describe collapse. 
2 
The special case A = BC (a = 0) gives T.. = T~ and Q(t) = 
2 
3(T -t) and for aE > 0 Eq. (2.74) has a localized solution as 
will be discussed in the next section. For K = 0 in (2.72) 
1 2 
Y = j oAn + ip and the phase reads 
q>(n,t) = \ on2(A+Bt) + / I d t + ipQ (2 .76) 
From this expression it is easily seen that ip(r|ft) is equal to 
<p(n,t) found in sec. II.1 for the three different cases: 
A2 - 3C | 0 (a | 0) Eqs. (2.31), (2.33) and (2.35) 
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We thus conclude that by applying the infinitesimal Lie 
group to the two dimensional C S E in radial symmetry we obtain 
the same similarity solutions as by using the transformation 
(2.3-2.4) Furthermore we do not obtain any "new" solutions. 
We now apply (2.64) to the three dimensional CSE (Eq. (2.63) 
with D = 3) and find the infinitesimals leaving (2.63) invariant 
R = Ar 
T = 2At (2.77) 
U = (iE-A)u 
resulting in the following invariants (n,<Mn) .-"Mn)) 
(2.78) 
u = _ £ i a | exp[i<ptn,t)] 
where 
^(H,t) = / jf- dt + 4Mn) (2.79) 
and 
Q1 = 2At + C (2.80) 
On substituting (2.78) with (2.79) and (2.80) into (2.63) (D = 3) 
v/e obtain a set of coupled ordinary differential equations for 
$(n) and 4Mn)- These equations resembles Eqs. (2.9-2.11) in 
radial syranietry v/ith f(t) given by Eq. (2.13) (i.e. f(t) = /|Q1 |) 
and g(n) by Eq. (2.15). We further find that the expression 
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(2.79) for the phase resembles the phase given by Eq. (2.14). 
Therefore also for D = 3 we conclude that the application of 
the infinitesimal group (2.64) produce the same similarity 
solutions as the transformation (2.3-2.4) and no "new" solutions. 
We should emphasize, however, that this is not a general feature. 
For the one dimensional CSE, for instance, the transformation 
by the infinitesimal group indeed yield a much wider class of 
similarity solutions than obtained by the transformation (2.3-
2.4) (see e.g. Tajiri (1983) Eqs. (4.2-4.5) and Johnson et al. 
(1979)). 
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III. LOCALIZED AND NON-LOCALIZED SOLUTIONS IN RADIAL SYMMETRY 
A similarity solution will be called localized if <Mn) •* 0 
as n •> æ and the two conserved integrals 
N E R / rD_1 dr |u|2 (3.1) 





 dr(|ur|2 - i|u|4) (3.2) 
o 
are finite. Here R = 2 ~ ir for D > 1 and 2 for D = 1. By in-
serting the similarity substitution (2.3-4) and (2.8) we find 
N = R fD"2 /
 n
D _ 1
 dn <j>2 (3.3) 
r .D-4 i D-1 ,
 #J. 2 1 j k 4 . H = R [f J n dn(<b - i<t> ) 
o 
1 * D - 2 . , 2 7 D-1 , , 2
 A 2T ,-, . . 
+ -i-f f' J n dn \b • J ( 3 . 4 ) 
o 
Since N and H are conserved, localized solutions are possible 
only if D = 2, f = const., and 
7 n dn<4> 2 - U4) = 0 (3.5) 
o n 
These conditions are satisfied by the a = 0 solution. Here f 
is given by eq. (2.32) for which f = const., and <j> is given 
by the equation 
>nn + n~
1<t»n + <fr3 - * = o ( 3 . 6 ) 
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In obtaining this equation, the constant A in eq. (2.28) (<i s 0) 
has been removed by a simple stretching, n -* n//A. $ * /A $. 
This means that A is absorbed into f, i.e. f •• f//A. Numeri-
cally it is easily demonstrated that (3.6) exhibits an infinite 
number of localized solutions (6.(0) = 0, $(n • ») = 0). In 
this countable set {$-*}, j = 0,1.2. , the solution $'•' '(n) 
has j zeroes. For collapse purposes the most interesting solu-
tion is <J> (n), which is monotonically decreasing. This solu-
tion is given by the dotted curve in fig. 3. 
The other similarity solutions found in sect. II are all 
non-localized, since for these solutions f is not constant. By 
this, we have proven that eq. (2.28) does not possess localized 
solutions for a # 0. In particular, this is the case for those 
2 
solutions for which D = 2. ili(n) = 1 /2 + i» and ø(n) satisfies 
eq. (2.28) for a • 0. From eq. (3.4) it is clear that these 
2 3 
solutions are non-localized only if the integral J = / <t> n dn 
o 
diverges. Hence, by means of the conservation laws for the 
partial differential equation (2.2) and a self-similar transfor-
mation, we have proved the following properties of the ordinary 
differential equation (2.28): 
(i) For a * 0, the integral J is infinite for any non-
singular solution <Mn). 
(ii) For a = 0, the integral J is finite only if eq. (3.5) 
holds. 
- 33 -
(ii) can also easily be proved directly froa Multiplying (3.6) 
by • and integrating, but the authors knotf no siaple way of 
proving (i) directly fro« (3.6). 
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\ 
IV. DISCUSSION OF NUMERICAL RESULTS FOR 2-DINENSIONAL CSE 
In sect. II we demonstrated that the 2-dimensional CSE 
reveals a number of similarity solutions which are specific for 
this dimensionality. As the main purpose of this paper is to 
assess the physical relevance of various similarity solutions, 
the 2-dimensional case will be the natural choice for a numeri-
cal study. The 1-dimensional case is well explored numerically., 
and analytically by means of the inverse scattering transform. 
3-dimensional numerical studies have been performed by Budneva 
et al. (1975) and Goldman et al. (1980). The basic result of 
these studies was that the collapsing similarity solution 
± 
corresponding to f(t) = (t -t) 2 is attained locally. In the 
following, a more complete study is made for D = 2 in radial 
symmetry. In particular, the spatial structure of the collapsing 
spike is analyzed for the first time. 
We will first describe some of the general features of the 
collapson, as derived from the simulation. Some of the numeri-
cal details will be discussed later in this section. 
Most of our numerical runs have started with a Gaussian 
wave-form with a standard deviation (spatial width) Ar and a 
maximum field amplitude u . An important parameter is P = 
u /u.. , where u., = /2/Ar is the virial theory thresho J o tnr tnr 
for collapse given by Goldman et al. (1980). A variation of 
2 2 
Ar and u . such that P = £ u (Ar) is kept constant, has no 
qualitative consequence for the collapse dynamics, since the 
initial waveform can be kept invariant under a simple stretching 
transform which leaves the CSE invariant. Hence P is the only 
important parameter for our purpose, and we present results 
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for P = 2. P = 20 and P = 100. 
IV. 1 Time evolution of |uI and <p at r = 0 
We test the hypothesis that the amplitude has an explosive 
growth of the form 
|u(0,t)|« (t o-t) - 0 (4.1) 
as t •* t . We also test the logarithmic behaviour 
o 
<p(0,t) « tn(tQ-t) (4.2) 
Behaviour of the form (4.1) and (4.2) follows from eqs. (2.30) 
and (2.31), respectively,in the limit t -*• t , and also from eqs. 
(2.13) and (2.14). 
For P = 2, the later part of the collapse is divided into 
two intervals where 8 = 1 / 2 and 3 « 0.61 respectively. The phase 
behaviour is shown in fig. 1 to be logarithmic in the B = 1/2-
interval, in accordance with eq. (2.31). 
For P = 20, 8 = 1/2 during the later stages of the collapse, 
the numerical scheme breaks down before the transition to 
higher 8 can take place. The scheme breaks down when the spa-
tial width of the similarity spike becomes comparable with the 
numerical space step. Again a logarithmic phase behaviour is 
confirmed (fig. 1). 
For P = 100, the $ = 1/2-regime is entered just before the 
scheme breaks down. 
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Thus, the evolution agrees with the similarity forms 
(2.30-31) or (2.13-14) in a certain stage of the collapse 
evolution. When the spike-width becomes sufficiently small, 
3 undergoes an adiabatic transition to larger values. The 
spike width, for which this takes place, decreases for increa-
sing P. 
IV.2 Spatial structure of |u|and tp for different t 
Fig. 2 gives an example of the space-time evolution of u 
and *p for P = 100. During the later stages a spike develops 
at r = 0. Qualitatively, the spatial profile can be divided 
into 3 distinct regions: 
(I) The self-similar spike: In this region the amplitude 
profile approximately coincides with the function 
f~ d>(r/f). where f{t) is determined from the time-
evolution of the spike-maximum and <Mn) is the non-
oscillatory localized solution of eq. (2.28) for a = 0. 
2 
In the same region the phase is proportional with r , 
in agreement with eq. (2.33). 
(II) The nonstationary transition region: As r increases 
the spatial profiles gradually depart from the similarity 
form until they enter a region where both amplitude and 
phase are almost stationary. 
(III) The quasi-stationary region: On the time-scale of the 
spike development and collapse, the amplitude and phase 
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in the outer regions of the collapson are almost sta-
tionary. The contraction of the wave-packet in this 
region occurs on the time-scale predicted by virial 
theory, and the virial theory collapse time turns out to 
be much later than the actual time for spike-collapse. 
After this general description, we present some of the 
numerical results in more detail. If our similarity hypothesis 
were true, we could express the amplitude profile as |u(r,t)I = 
f~ <i> (r/f) where v is the nonoscillatory.. localized solution 
to equation (3.6). 
Thus, in region (I) the expression 
5(n;t) s f|u(fn,t)i (4.3) 
should be approximately equal to <Mn) throughout the entire 
region. In Fig. 3 <Mn) a n d <Mn;t) is plotted for different t 
for P = 2. The curve for t = 4.0 corresponds to the end of the 
3 = 1/2-stage. It is seen that the amplitude profile deviates 
considerably from <t>(n), even inside the peak half width. The 
same type of behaviour is observed in the 3 = 1/2-stage for 
both P = 20 and P = 100. For later times, however, as the 
higher 6 ( = 0.61) develops, the fit to <|>(n) becomes progressively 
better. The spatial region where #(njt) progressively departs 
from <f» (n).» as n increases into the exponential tail of <Mn)r 
corresponds to the nonstationary transition region (II). It is 
quite easily seen that the similarity region (I) cannot match 
directly onto the quasistationary region at a fixed r = r . If 
such a matching did exist at r , the corresponding n = r /f 
o r o o 
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would go to infinity as collapse is approached. The asymptotic 
behaviour of <Mn) ~ (*/ (2/1 n)) exp(-/T n) then requires that 
_i _ 
f 2 exp(-/A r It) = const. (4.4) 
o 
which is obviously not the case when f(t) -*• 0. 
From our numerical runs v/e find a linear increase of the 
2 
quasiparticle-number NT TT = 2TT / |u| rdr of the spike during 
1 + 1 1
 I+II 
the collapse development. This is due to the slower contraction 
of the field in region III, which provides a steady "flux of 
quasiparticles" into the spike region. During the earlier 
stages (3 = 1/2) of the collapse the fractional increase of the 
quasiparticle number in the spike is considerable, allov/ing for 
a monotonic increase in the amplitude throughout the entire 
spike region (Fig. 4a). Closer to collapse (3 > 1/2), Nj. „(t) 
(% NT TI(t )) remains nearly constant during the final collapse 
stage. Hence, the amplitude increase in the inner portion of 
the spike must be accompanied by a corresponding decrease in 
the outer portion in order to conserve quasiparticles (Fig. 4b). 
One might suspect that the transition from 3 = 1/2 to larger 3 
is associated with this qualitative change of the spike dynamics. 
However, we are not able to prove this in analytical terms, as 
our knowledge about the dynamics in the transition region is 
very limited. 
In Fig. 5 the spatial structure of the phase is displayed 
at various times. The inner portion, where ip is parabolic, 
corresponds to the similarity region. As there is r.o sharp 
boundary between region I and II it is difficult to give exact 
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figures for the time-evolution of this boundary r (t). Of 
course, quantitative criteria for determinations of r (t) could 
o 
be defined, but they would not be unique. Qualitatively, how-
ever, it is clearly seen from fig. 4b and fig. 5 that r (t) is 
decreasing as t •*• t . On the other hand, it is possible to see 
that the corresponding n (t) = r (t)/f(t) is slightly increasing, 
so that r (t) decreases more slowly than does f(t). 
o 
IV.3 Nature of the collapsing singularity 
Zakharov et al. (1971) and Zakharov and Synakh (1975) 
argue theoretically that the final time evolution of the spike 
2/3 
maximum corresponds to f(t) = (t -t) . We believe that their 
arguments are incorrect, but before demonstrating that, we will 
show that a self-similar evolution corresponding to 3 > j is 
indeed an approximate solution of the CSE during late stages of 
a collapse. First, we note that our numerical solution demon-
strates that $(n;t) is not entirely time-independent; there is a 
certain "adiabatic" variation such that <ji(n;t) •+ <i>(r|) a s * "* ' Q 
in region I. For such a slow variation eqs. (2.9-11) might 
still be valid in the limit t •*• t . In fact, a term of the form 
o 
2 
(f/f')(<j) ) should be added on the L.H.S. of eq. (2.9), and a 
2 
slow time-variation shou_d be permitted in ijj(n;t) = n /2 + 
(f /f' )\\>. (n;t) , where ii/..(n;t) is of order unity for all t. Eq. 
(2.11) then takes the form 
g(n;t) = £-£L (q.7^1 - i(vu>1 ) 2 - ^  ) - ^f- <p - f2G'(t) 
(4.5) 
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The explicit t-dependence will vanish in the limit t •+ t 
provided 
f/f + 0, f3f' * 0, f3f" + 0 (4.6) 
and then 
f2(t)G(t) •*• A as t + t (4.7) 
where A is a constant. As mentioned earlier f(t) could be 
scaled such that A = 1, and f(t) should satisfy the equation 
<t>(0,(n = 0) = f(t)u(0,t) (4.8) 
where the numerical solution of (3.6) yields dr (n = 0) = 2.2062. 
If we assume f(t) has the form 
f(t) = a(to-t)6 (4.9) 
(4.6) requires that 3 > 5. Applying the numerically obtained 
values for u(0,t), we find from (4.8), and by means of (4.9) 
an excellent fit is obtained in the late stages for P = 2 if 
we choose a = 1.37 and g - 0.61. We can also check v/hether the 
phase evolution fits into this picture. By choosing a fixed n 
within the similarity region, eqs. (2.27) and (4.9) imply that 
for varying t we have 
W'V - *lfrt] = " V M - const. (4.10) 
(t -tr^ ""' 
o 
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By inserting the values obtained numerically for ip, and putting 
B = C.61, we find indeed that the L.H.S. of (4.10) is a constant. 
The value of this constant yields a = 1.35, which agrees very 
well with the value obtained from the amplitude development. 
In the work by Zakharov and Synakh (1975) the wave-field 
is assumed to have the form 
u(r,t) = [|«(r/f) + ^ ] e1{p{l,t) (4.11) 
where ip(r,t) is given by eq. (2.27). They implicitly make the 
following invalid assumptions: 
i) The ordering; <{>.. << 4>(r/f)/f is valid for all r as t -> t 
ii) Eq. (2.27) for tp is valid for all r as t -»• t 
iii) <J)1 is constant throughout the similarity region. 
From these assumptions and eq. (3.4), they arrive at the 
following asymptotic expression for the energy integral 
Tv = / ( | u r r - i | u | 4 ) r d r . ( f - r / * V d n - I *! / * ndn 
o 0 0 
(4.12) 
2/3 Conservation of H now implies f = a(t -t) . We may reconsider 
o 
this argument by replacing i)-iii) by more reasonable assump-
tions. Fig. 3 clearly shows that <fr,.(n,t) -*• 0 as t -*• t for 
fixed n. 0 n e m&Y conjecture that, in the collapse limit, 
<t»..(n,t) = 0 for n < n (t) where n is the point where the simi-
larity amplitude <t>(n )/f is equal to the quasistationary ampli-
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tude uTTT(r ). This conjecture means that the transition 
region will vanish in the collapse limit. From the asymptotic 
form 
7T i -/\ n 
•
(n0> -
 ( i / T P e (4'13) 
and ass uming uTTT(r ) •*• const, as r -»-0, we find 3






e ft = const, x n (4.14) 
and 
/A nQ = const. + ILn(1/f) - £ in nQ (4.15) 
Hence n diverges more slowly than ln(1/f) as f(t) -+ 0. By 
means of (4.13) we find that 
no . -2/1 n 
/ (<D -i* )ndn - - - ^ e as
 n + » (4.16) 
o n 4/A ° 
which yields for the energy integral inside n (3.4): 
H l n J 4 ( f T / <i> Vdn- " ? e ( 4 . 1 7 ) 
'o ' 4 
o 4/A f 
By means of (4.15) we have that 
ro E fno * f £ n H/f) * 0 
in the collapse limit. We have assumed that uTTT(r ) converges 
III O 
to a finite value as r + 0, and this means that the energy 
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integral in region III converges to a finite limit 
2TT / ( | u r | 2 - i | u | 4 ) r d r = H - H(n0> - H ^ (4.18) 
r o 
Since H is conserved, this implies that H(n ) converges to a 
finite value in the collapse limit, and from (4.17) we ha^e 
7 -2/1 n
 2 
(V)2- = const, x e °/f/ (4.19) 
An asymptotic solution to eqs. (4.14) and (4.19) is n - ln(1/f), 
f - (t -t)ln(t -t). The expression for f can also be written 
as 
am in[in(t -t)-1] 
f ~ (t - t ) B U ' , 6(t) ~ 1 - i -.— (4.20) 
° ln(to-t)_1 
Since 3(t) •* 1" as t + t , 0 = 1 would be the most correct 
exponent in the collapse limit, and the arguments of Zakharov et 
al. (1971; 1975) for £ = 2/3 do not apply. Also Newell (1978) has 
presented strong arguments against the 6 = 2/3 law using a some-
what different approach. 
IV.4 The global, localized similarity solution 
In sect. II we found that the solution corresponding to 
a = 0 for D = 2 is localized. By substituting the amplitude 
I u| = 4>(n)/f into the expression for the mean square width, we 
find 
<r2> = 2 i J | u j 2 r 3 d r = ^ / <J.2n3dn = A f 2 / ( f . ) 2 (4.21) N
 o o 
Here the constant A can be expressed in terms of the integrals 
N and H as A = 4H/N, since we found in sect. Ill that 
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2 °° 2 3 H = i*(f) / <J> n dn using (2.23). The general result of 
o 
virial theory is 
<r2> = At2 + Bt + C (4.22) 
where A is the constant given above, and 
B
 =
 3t<r2>t=o- c E <r2>t=o 
A sufficient collapse condition is A < 0. However, if A > 0, as 
in this case, collapse still occurs if -B > 2(AC)* and the collapse 
2 -time is t = [|B|-(B -4AC)2]/2A. Since the a = 0-solution 
requires f(t) = /cf.. (t -t) , correspondence between (4.22) and 
(4.21) is obtained for -B = 2(AC)'. This means that this 
solution is exactly on the virial threshold for collapse, and 
suggests that an infinitesimal perturbation 6u(r,0) of the 
initial wave-form may lead either to a final collapse or to 
dispersion, depending on the nature of the perturbation. The 
proof of this is given in appendix II. 
At this point it is very tempting to suggest that a per-
turbation, which leads to collapse according to virial theory, 
will lead to a local collapse development described by the 
similarity solution (2.30), corresponding to a > 0. And, on 
the other hand, if virial theory predicts avoidance of collapse, 
the development is described by the non-collapsing similarity 
solution (2.34), corresponding to a < 0. 
Indeed, numerical runs confirm this idea. In fig. 6 we 
show the actual development of |u(r=0 ,t )| for an initial profile 
u(r,t=0) = $(r) + 6<t>(r), where 6<Mr) is a small positive 
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perturbation and *(r) is a solution to (3.6). This perturba-
tion is easily shown by virial theory to yield avoidance of 
2 
collapse in the sense that <r > •*• <*> as t •*• <» without ever 
becoming negative. 
One might conceive that a collapse singularity could develop 
2 locally even if <r > remains positive definite, however, the 
numerical solution shows that this does not happen. The dotted 
curve in fig. 6 shows an almost perfect fit of the non-collapsing 
similarity solution (2.34) to the actual amplitude development. 
Thus, the global a = 0-solution is unstable in the sense that 
any perturbation will lead to a development corresponding to 
a * 0, which is qualitatively different from the a = 0 develop-
ment as t + t . This concept of stability will be formulated in 
more precise terms in the next section. 
Even though the global a = 0 solution is unstable, the 
arguments of the preceeding paragraph indicate that it reappears 
in a local form in the later stages of the collapse. The 
asymptotic form f(t) - (t -t)ln(t -t) indeed yields a -*• 0 and 
o o 
S + 1" as t + t . and <t> = <j>(n) within the spike region. The 
stability analysis presented above, does not hold for this case, 
because of the local character of the spike. Thus, the sta-
bility of the development of the spike singularity remains 
uncertain, though the numerical evidence so far indicates a 
stable behaviour. Certainly, there is a need for more refined 
numerical schemes implemented on very fast computers in order 
to achieve more information about the nature of the singularity. 
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V. PROPER AND IMPROPER SIMILARITY SOLUTIONS 
An obvious difficulty in assessing the physical relevance 
of our similarity solutions is that most of then are non-
localized, whereas actual physical wave-forms always are loca-
lized, i.e. the wave-function is square-integrable; 
/ u* u dx < » (5.1 ) 
all space 
As war; demonstrated in the previous section, there is numerical 
evidence that a wide class of localized initial wave-forms will 
evolve into a state where they are well approximated by the simi-
larity solution in a finite space-domain. For decaying solutions 
this proximity is maintained for a semi-infinite time interval 
(t. ,°°) , for collapsing solutions only for a finite interval (t1 »t^) 
during the development of the singularity. To this date, there 
exists no definite proof that any particular similarity solution 
holds all the way to the instance of collapse., i.e. proximity 
is maintained only in a time interval (t-.t-) where t2 < t . 
This makes it impossible to replace the notion of "local 
proximity" with the more precise concept of "asymptotic conver-
gence" for collapsing solutions. For decaying solutions this 
is indeed possible. 
Consider a similarity solution s(x;t) and a localized, 
evolving wave-form u(x;t). u is said to be in the e-neighbour-
hood of s inside the sphere r < r (t) = f(t)n , on the time 
interval I. = (t-.t-), if 
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pn ( 
u,s;t> = \± 
^ ,2,, /lu-s^dJ 
< € (5.2) 
O I O , j 
for all t € I.. If there exists an e << 1 and an n > 0 such 
c o 
that (5.2) is satisfied, u is locally proximate to s. If I is a 
finite interval, not containing a singularity (t- > t or 
t2 < t ), continuity of u and s ensures that the definition of 
local proximity is equivalent with the notion of pointwise 
proximity. This notion results from replacing p by its limit 
o 
|u(5;t)-s(u?t)| 
p (u,s;t) = lira p n (uts;t) = (5.3) 
° Ho-0 no |s(<5;t)| 
in (5.2). If t = t or t2 = t , pointwise proximity does not 
necessarily imply local proximity. However, the pointwise 
criterion contains the essential information about the tine 
development of the singularity. In this sense one may state 
that a similarity solution s reveals the nature of the collapsing 
singularity if 
lim p (u,s;t) = 0 (5.4) 
t + to 
For the CSE, no similarity form is k iown to have this property. 
For localized similarity solutions a global proximity criterion 
may be applied by replacing P with 
o 
P j u ^ t ) = lim p (u,s;t) (5.5) 
in (5.2). 
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For decaying solutions, where the interval I. = (t1 ,») 
is semi-infinite, local proximity is the relevant notion. Note 
that in this case r (t) = f(t)n + • as t • ». 
o o 
If p (u,s;t) is small, and monotonically decreasing on 
o 
the time interval I., u is attracted by s on I.. If all initial 
waveforms v(x,0) in a 6-neighbourhood of u(x,0) (i.e. all v(x,0) 
for which / |v(x,0)-u(x,0)| dx < 6) are also attracted by 
similarity solutions of the same form as s, u is stably attracted 
by s. 
A similarity solution, which stably attracts some localized 
waveform on some nonzero time interval, is one that may be of 
physical significance and will be termed a proper similarity 
solution. 
All decaying similarity solutions we have found are proper. 
In fact, any dispersing waveform (no collapse, no stable soli-
tons) will in the limit t •* « be governed by the linear 
Schrodinger equation. The asymptotic solutions of this equation 
conforms with our decaying solutions in such a way that 
pn (u,s;t-»~) = 0. Our numerical solutions, and the analysis 
in IV.4 and the appendix show that the localized similarity 
solution corresponding to a = 0, f(t) = (tQ-t) is improper 
for t < t due to instability. A completely analogous ana-
lysis (though computationally simpler) reveals the same cha-
racteristics for the 2-dimensional soliton; it will collapse 
or disperse depending on the nature of an infinitesimal per-
turbation (see Sec. VI). An interesting class of improper 
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solutions are given by eq. (2.40) for C3 < 0, C. > 0 and 
t < t = lCycC.,1. These solutions are non-localized, and 
they "blow up" as t •» t . Consider a localized wave-packet 
which is locally proximate to such a solution for n < n . If 
this proximity was to persist as t -» t for D = 1 this would 
imply a 1-dimensional collapse. However, from eq. (3.1) we 
-1 2 find that such a proximity would imply that N S f R<f> n •*"> 
as t -+ t , i.e. the conservation of N would be violated. 
Hence, no localized wave could be proximate to this similarity 
solution on an interval (t,t ), and the similarity solution 
must be improper. 
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VI SOLITON SOLUTIONS 
In this section we consider the stationary solutions of the 
CSE eq. (2.2) vanishing at infinity. Here we shall call such sol-
utions for solitons even if they turn out to be unstable. We seek 
the stationary solutions in the form 
u(x,t) = Q(x)elX * (6.1) 
which on substitution into eq. 2.2 yields the following equation 
for *(x) 
V2« + *3 - X2* = 0 (6.2) 
where * is real. 
Note that the transformation of eq. 2.2 into (6.2) formally 
can be obtained from the similarity transformation (2.3-2.4) 
with f(t) = h(t) = const, or from the linear group transformation 
with k arbitrary and I = m = 0 (see eq. 2.56). 
Before describing the solutions of eq. 6.2 in radial sym-
metry for one -, two- and three dimensions we shall discuss some 
basic features of the solitons and in particular we consider 
their stability. The CSE (2.2) belongs to the Hamiltonian type 
(e.g. Zakharov et al. 1983) and may be written: 
6H 
iut = - (6.3) 
6u* 
where the star denotes the complex conjugate, H is the Hamil-
tonian: 
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H = jKdDr = / (lVu| 2 -flul^Jdx (6.4) 
and 6 denotes variation in the usual way i.e. 
6H d< die 
6u* du* 8(djiu*) 
Except for H eq. 2.2 also conserves the plasmon number 
N = / |u|2 dx (6.5) 
and the momentum 
P =~-J (u*Vu - u7u*)dx (6.6) 
2 
see also Sec. Ill where these quantities are given for the radial 
symmetric case, here P = 0 as it is for a solution of the type 
(6.1). The parameter \2 in eq. 6.2, which denotes the nonlinear 
frequency shift, can be removed by a simple scaling of the 
variables (see also sec. Ill) introducing 
9 = */\ and x = x\ (6.7) 
eq. (6.2) reads: 
V2* + *3 - * = 0 (6.8) 
Thus a solution of (6.8) immediately gives us the solution of 
(6.2) by using (6.7) showing that the soliton amplitude is pro-
portional to \ while the width is inversely proportional to X. 
The conserved quantities N and H for solutions of the form (6.1) 
reads: 
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N = J*2 dx = A2"13 /(*) 2 dx = X2"D N (6.9) 
H = J(|V*I2 - ^ ***)dx 
= X u - D J(V*|2 - jtSJ^Jdx (6.10) 
= X^-D H 
where N and H are the plasmon number and Hamiltonian for the 
solution of 6.8, respectively. 
From the formulation of the CSE in the Hamiltonian form it 
follows that the soliton solutions of the form (6.1) can be 
found from the variational problem 
6(H + X2N) = 0 (6.11) 
and the solitons are extremum points of H for fixed N (Zakharov et 
al. 1983). For the soliton solution a relation between H and N can 
be obtained by following the procedure of Zakharov et al. (1983). 
First we multiply the equation 
6 
— (H + X2N) = 0 
6$ 
by * and integrate over x resulting in 
11 - 2I4 + X2N = 0 (6.12) 
where we have introduced: 
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Il = | |V«|2dx and (6.13a) 
I4 = $*kdx (6.13b) 
i.e. H = li - I4. A second relation between I], I4 and N is ob-
tained by considering a scaling transformation (Derrick 1964) 
* = aD/2 *0(ax) (6.14) 
which leaves N invariant, whence 
H = a2I1 - o DI 4 ; (6.15) 
since *o is a solution of (6.11) and N is independent of a we 
must have 
d 
— H(a) I = 0 
do *=1 
resulting in 
i! ="?-l4 (6.16) 
and 
d2H 
— - I , = D(2-D)I4 . (6.17) 
da2 «*1 
Combining (6.12) and (6.16) results in an relation between 
H and N: 
D-2 
H = \2N (6.18) 
4-D 
Note that there is a misprint in the corresponding relation in 
the report of Zakharov et al. (1983). 
The solitons are realized for extremum points of H with 
fixed N. We see from (6.14) that only for D < 2 is the Hamil-
tonian bounded from below and the soliton solution corresponds 
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to a minimum of H for fixed N. Thus only for D < 2 is the 
soliton absolutely stable (e.g. Derrick 1964 and Zakharov et al. 
1983). In two dimensions H and its derivatives are zero and the 
soliton is marginally stable, while the three-dimensional soliton 
is unstable and corresponds to a maximum of H. 
Here we shall further consider the soliton stability using 
different methods, and in particular we shall discuss the appli-
cability of the virial theorem (see Sec. I) to predict stability. 
A particular simple criterion for longitudinal stability of one-
dimensional soliton solutions to Schrodinger-type equations is 
the socalled N-theorem, which was first derived by Kolokolov 
(1974) using the Lyapunov method and later generalized by Laedke 
et al. (1983). The condition, which is sufficient and necessary 
for longitudinal stability reads 
ax2N > 0 (6.19) 
where X2 is the nonlinear frequency shift. Laedke and Spatchek 
(1984) generalized (6.19) to higher dimensions and vector-fields. 
They used it to prove that a nonlinear Schrodinger equation with 
exponential nonlinearity (i.e. the term lul2 in (2.2) is replaced 
by 1-exp(-|u|2)) has stable three-dimensional spherical soliton 
solutions when the amplitude is sufficiently large. In addition 
to the longitudinal stability (i.e. stability with respect to 
r-dependent perturbations) Laedke and Spatchek showed that this 
spherical solition is completely stable with respect to all types 
of perturbations. By using a similar method Vakhilov and Kolokolov 
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(1973) showed that a cylindrical symmetric soliton solution 
to the nonlinear Schrodinger equation with saturable non-
linearity (i.e. |u|2 is replaced by |u|2/(1+1u|2)) is stable. 
Applying (6.19) to the soliton solutions (6.1) of (2.2) we 
obtain by using (6.9): 
1 ~ 
d„2N = — (2-D)X-D N . (6.20) 
* 2 
The stability criterion obtained from (6.20) D < 2 coincides 
with the condition for the boundedness of the Hamiltonian. Thus 
the one-dimensional soliton is longitudinal stable, the two-
dimensional soliton is marginally stable, while the three-
dimensional soliton is unstable. We re-emphasize that (6.19) is 
only concerned with longitudinal stability, and it is well-
known that the one-dimensional soliton is unstable with respect 
to transverse perturbations (e.g. Zakharov and Rubenchik 1973, 
Zakharov et al. 1983), an instability which, at least to third 
order, leads to unlimited growth (Janssen and Rasmussen 1983). 
Also the cylindrical symmetric two-dimensional soliton is un-
stable with respect to a perturbation along the z-direction (e.g. 
Zakharov and Rubenchik 1973, Han 1979, Zakharov et al. 1983). 
The virial theory, which is briefly described in Sec. I, 
gives a sufficient criterion for collapse i.e. instability of 
localized solutions to the CSE. For solutions of the form (6.1) 
the virial theory results in: 
* 2 2 * 
52t < (Ax)2 > - — V = — [4H + (2-D)/*'»dx] . (6.21) 
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From (6.21) it is seen that H < 0 is a sufficient criterion for 
collapse only for two and three dimensions since the last term 
for D = 1 is always positive. That H < 0 is not a necessary 
criterion for collapse, as erroneously stated in the last para-
graph in the paper by Laedke and Spatchek (1984) is easily seen: 
For D = 2 (6.21) may be integrated to yield 
• - 4H , 
<(Ax)2> = — t 2 + Bt + C (6.22) 
N 
thus even if H > 0 collapse may still take place for -B>2[—C)1/* 
(see also Sec. IV.4). For D = 3 the last term in (6.18) is always 
negative and V can easily be negative for H > 0, which will lead 
to collapse. Therefore we believe that the arguments given in 
the last paragraph of the paper by Laedke and Spatchek (1984), 
that a virial type of collapse is not to be expected for the 
spherical soliton solution of the CSE, are incorrect. 
Applying the virial theorem (6.21) to the soliton solution 
we find 
V = 4H + (2-D)2I4 = 0 (6.23) 
for any D by using the relation (6.16). Thus the soliton solutions 
are all on the "virial theory" threshold for collapse. However, 
by using qualitative arguments we may consider the stability and 
the evolution of the unstable solitions. Imagine that the soliton 
solution is perturbed initially: 
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u(x,0) = *s(x) + 6u(x) . (6.24) 
where * s is the soliton solution of (6.2). For the perturbed 
soliton V takes the form 
V = 46H + (2-D)25l4 (6.25) 
where 6H and 6I4 are the perturbations of H and 14 due to 6u. 
In (6.25) 6H is conserved during the evolution of the soliton. 
For D = 2 the virial theorem is written as (6.22) where B = 
Bt < (Ax)2 > lt=o a n d c = < (Ax)2 >lt=0 a n d t n e arguments are 
rigorous. For the soliton solution B = 0. If 6H < 0 the perturbed 
soliton collapses. If 6H > 0 collapse takes place for -6B > 2 
46H 
( — C ) 1 / 2 while the soliton spreads for the opposite case. 
N 
That there excists perturbations 6u giving rise to these pertur-
bations of H and B may be proved by using the argumentation of 
Appendix II. For D » 1 and 3 the term with 6I4 which is not con-
served appears in (6.25). An estimate of I4 can be given by 
using that N is conserved which yields 
N 
lul2 - — 
LP 
where L is some averaged width of the perturbed soliton L -
/<(Ax)2>. Thus 
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-I -»• N2 
14 = — J l u l - d x « — 
2 L D 
which means that for a collapsing solution I4 increases while for 
a spreading soliton I4 decreases. Consider first D = 1, if V < 0 
then <(Ax)2> starts decreasing implying an increase of 6I4 and 
in turn of V (6H is conserved), when V = 0 the evolution stops. 
For V > 0, <(Ax)2> starts increasing implying a decrease of 6I4 
and in turn of V until the evolution stops at V = 0. For D = 3 
the sign in front of 6I4 is negative, and V = 0 will always lead 
to collapse while V > 0 may result in a spreading of the soliton. 
Similar arguments for the evolution of Gaussian wave packets in 
one, two and three dimensions were presented by Goldman et al. 
(1980). The foregoing arguments based on the "virial theory" 
confirm that only the one-dimensional soliton is absolutely 
stable, while the perturbed soliton solution in two and three 
dimensions either collapses or disperses spatially depending on 
the "sign" of the perturbation 
Let us finally consider the soliton solutions of Eq. (6.8) 
in radial symmetry: 
d2* D-1 d* 
+ + $3 _ 9 = g (6.26) 
dr2 r dr 
where the tilde ~ has been dropped. The soliton solutions satisfy 
the boundary conditions: 
d* 
— I = 0 and * • 0 for r -* » . (6.2 7) 
dr r-0 
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Solutions of (6.2) are easily obtained by using the scaling 
(6.7). For D = 1 eq. (6.26) is solved by quadrature, and it 
has one and only one solution satisfying Cq. (6.27) namely the 
well-known: 
* = /7 sech r (6.28) 
In two and three dimensions (6.26) cannot be solved analytically. 
For D = 2 (6.26) was solved numerically by Chiao et al. (1964). 
For this case (6.26) have a denumerable set of solutions (e.g. 
Yankauskas 1966) satisfying (6.27) and the jth solution has j 
zeroes. The j = 0 solution is monotonically decreasing and only 
this solution was found by Chiao et al. (1964). The results for 
D = 2 can easily be generalized to D = 3. The zeroth order solu-
tions for D = 2 and 3 are shown in Fig. 7 together with the one-
dimensional soliton eq. (6.28). In table 1 we show the values of 
*(r = 0), N and H. For D = 2 and 3 N and H are calculated numeri-
cally by using eqs. (6.9 - 6.10) in radial symmetry (i.e. eqs. 
(3.1 - 3.2) with 6.1 inserted) and for D = 1 they are calculated 
analytically. The relation between N and H is in perfect agree-
ment with eq. 6.15. Finally, also V (eq. 6.21) was calculated 
(for D = 2 and 3 numerically), and it was found to be equal to 


















Table 1. Parameters for the soliton solutions of Eq. (6.26) or 
(6.2) with X = 1. The parameters for X * 1 can be obtained 
from (6.7), (6.9) and (6.10). 
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VII CONCLUSIONS 
He have presented a detailed study of the similarity reduc-
tions of the Cubic Schrodinger Equation, with special emphasis 
on the radially symmetric cases. For two and three dimensions 
we found that the infinitisimal transformation group of Lie 
results in the same similarity solutions as the "general" trans-
formation (2.3-2.4). The two dimensional case was found to be 
a special case allowing for further analytical treatment and a 
number of similarity solutions, which are specific for this 
dimensionality, were found. Furthermore, we showed that localized 
similarity solutions are possible only in two dimensions. By a 
localized similarity solution we mean a solution for which 
*(n) • 0 as t| + • and the conserved quantities of the CSE are 
finite (Sec. III). 
Our main aim was to investigate the physical relevance of 
the similarity solutions to describe wave collapse. For that 
purpose we performed a detailed numerical study of the collapsing 
solutions of the CSE in two dimensional radial symmetry. Our 
main conclusions are as follows: 
i) The similarity behaviour is local in space and time. 
Thus, the question as to whether the similarity solution 
is localized or not is normally irrelevant for the actual 
collapse evolution, and the evolution of a wide class of 
localized wave-forms are locally attracted to non-
localized similarity solutions. Furthermore, a specific 
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time dependence of the collapsing spike maximum, say e.g. 
IuI « (tQ-t)~P with 0 = -fa holds only in a finite 
time regime, with t2 < tQ. Closer to collapse p increases 
and we have argued that p + 1" as t • tQ. 
) The localized similarity solution for which |u| 
* (tQ-t)~^ is shown to be unstable. This is, pertur-
bations of the initial wave-form will alter the 
collapse behaviour significantly or even prevent 
the collapse. By introducing the concepts of proper 
and improper similarity solutions in Sec. V, we 
concluded that this localized similarity solution is 
the only improper solution we have considered. There-
fore, the existence of localized similarity solutions is 
neither a sufficient nor a necessary criterion for self-
similar collapse. 
) In our investigations the similarity reduction is per-
formed by eliminating the time variable in the CSE. If, 
however, a slow explicit time dependence is permitted 
in the reduced equations, a new class of quasi-similarity 
solutions arises. We have numerical and analytical 
evidence that the explicit slow time dependence dis-
appears as the collapse is approached. 
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Finally, we have also investigated the stationary or 
soliton solutions of the CSE since these appear for a particular 
similarity reduction (f(t) = h(t) = const, in eqs. 2.3-2,4). We 
have reviewed different stability investigations of these 
solitons and found that only in one dimension is the solition 
absolutely stable. 
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Appendix I 
The self-similar solution with constant amplitude *(TI) = *Q< 
Inserting (2.36) and (2.37) into (2.11) results in 
• TJ2 (ft1)2 2 f3f" 
g(t|) = — [ (1 --) ] 
D 2 D 2 
+ + (ff) 2 3 f3f" 
+ C,.T, [ (1 --) ] (1.1) 
2 D 2D 
(ff) 2 f3f" (ff) 2 
- C2[ + ] - C ^ - G'(t)f2 = -*0 . 
A non-trivial solution for f(t) (i.e. f(t) * const., which would 
2 
only give the nonlinear frequency shift proportional to *0) must 
satisfy: 
(ff•)2 (D-2) - Df3f" = 0 (a) 
C1[(ff)2(D-3) - f 3f] = 0 (b) (1.2) 
^C2[(ff)2 + f3f"] +-Jc2(ff')2 + G'(t)f2 = *2 (c) 
(a) and (b) can only be satisfied simultaneously for C = 0 (since D 
must be an integer), then f (t) is found from (a): 
2-D 
( ) ( f ) 2 + ff" - 0 (1.3) 
D 
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which y i e l d s 
f ( t ) = [2 (C 3 t + C 4 ) / D ] D / 2 . ( 1 . 4 ) 
The phase (p i s found from eq. ( 2 . 8 ) 
1 f f f f 
<p = - q2 + C2 + G(t) ( 1 . 5 ) 
D 2 2 
ff* 
we may here include the t-dependent term C2 in G(t) and then 
this new G(t) is determined from [1.2c)t 
G'(t)f2 « *o 
resulting in: 




( D / 2 ) D




Assume that the unperturbed initial wave-profile u0(r) 
corresponds to the global, localized similarity solution, i.e. 
the situation is marginally stable with respect to collapse/non-
collapse in the sense that the unperturbed coefficients A0,B0,C0, 
as defined in Sec. IV.4, satisfy the relation 
-B0 = 2(A0C0)l/2 . (II.1) 
An infinitesimal perturbation of the initial profile, u(r,o) = 
u0(r) + 6u(r), will lead to collapse if the collapse criterion 
-B > 2(AC)1/2 (II-2) 
holds for the perturbed quantities A = A 0 + 5A etc. To the lowest 
order in the perturbations the collapse criterion (II.2) can be 
written in the form 
L{u} = t0A + t B + C < 0 (II.3) 
where t0 = - B 0/2AQ. From Eq. (II.1) one observes that the 
functional L{u} has the property 
Mu0} = t^A0 + t0BQ -<• C0« 0 . (II.4) 
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Let us write the perturbed field in the form 6u (r) = ev(r) 
where v(r) is some arbitrary square-integrable function. For 
E •*• 0*, and a given v(r), the collapse criterion is 
dL 
lim sgnL{uc} = lim sgn(e—) = -1 . (II.5) 
c+0* e+0* de 
Thus, if (dL/de)e=o * n» the situation shifts from collapsing 
to non-collapsing when e changes sign, i.e. the wave-packet may 
be brought to collapse or disperse as t •*• •, depending on the 
form of the initial perturbation. 
However, the proof is not complete until we have shown that 
(dL/de)e=o * 0 at least for one choice of v(r). If this was 
not true, the variational property 
6L{u} = 0 (II.6) 
would hold true for u = u0. By writing the initial field on the 
form 
u(r,0) = — »(nJexp [i—*(n)],n = r/t0 (II.7) 
to 
we find that 
2K • 
C 5 <r2>t=o - — t g /t|3dri#2 (II.8) 
N o 
B = dt<r2>t_0 » /r2drdtlu|2 * Jir2drV»(u*Vu-uVu*) 
2 s 2 » 2n • 
= Jr 2dr* 28 r4; =» 2 t 0 /«t>2n202dn ( I I . 9 ] 
N tr, o N o 
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d<t> 
where 9 = — . Furthermore, we have 
dri 
4H 2* 4 » d+ 2 1 
A = — = — [ - /T)dn[(—) - V ] + JndTi*2e2] ( i i . io) 
N N t0 o du 2 o 
and by insertinq eqs. (II.8-10) into (II.3), we get 
2* • d+ 1 
M*,6} = — JridT,{4[(—)2 - -•*] + t2*2(0 + T,)2}. (11.11) 
N o dr, 2 
Here the real functions #(n),8(n) have been used to represent 
the complex function u(r,0). The Buler-Lagrange equations corre-
sponding to the variational principle (II.6) are 
d d+ 
—
 (n — ) + n*3 - t2n*(0 + n) 2 = 0 (11.12) 
dt] dt) 
•
 2(9 + Tj) = 0 . (11.13) 
Apart from the trivial solution + = 0, this yields 9 = -i\, and 
eq. (11.12) reduces to eq. (2.28) with a = \ = 0. But for a = 0, 
eq. (2.28) exhibits localized solutions only if \ > 0. Hence, if 
•(n) corresponds to the localized similarity solution (i.e it 
satifies eq. (2.29) for a = 0 and \ > 0), eq. (11.12) cannot be 
satisfied. This proves that (II.6) does not hold true for u - u0, 
and thus that (dL/de)e=0 * 0 for at least one v(r). 
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6-10" 1 -10" 
2 M> 
Pig. 1. Temporal evolution of the phase <p(0,t) of the 




Piq. 2. Space-tirae evolution of the collapsing wave-packet for 
P = 100. a) Evolution of the amplitude |ul. b) Evolution of the 
phase <P. 
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Pig. 3. Comparison of the anplitude profile |u(r,t)| of the 
collapsing wave-packet with the self-similar solution (P = 2). 
Me have plotted *(TI;t> = f|u(T)f,t)| as described in connection 
with eq. 4.3 The broken curve shows the localized self-similar 
solutions (the solution of eq. 2.28 with a = 0). 
- 76 -
2 3 4 5 6 
4 a 
4 b 
Fig. 4. Detailed behaviour of the collapsing spike, a) Earlier 
stage of collapse in the p * -^-regime (P = 20). b) Closer to 
llapse p > •£ (P » 2, p * 0.61). co 
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2 3 4r 
Pig. 5. Spatial structure of the phase<P at various tines (P = 2). 
lu(0,t)| 
101 
Pig. 6. Development of |u(r » 0,t)| for an initial profile 
u(r,t * 0) = *(r) • 6«(r), where 6*(r) is a small positive per-
turbation and #(r) is the solution of eq. 2.28 with a - 0. The 
broken line shows the time evolution of the non-collapsing 
similarity solution (a < 0) eq. 2.34. 
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Pig. 7. Soliton solution of the CSE in 1, 2 and 3 dimensions. 
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