Abstract-The sub-Nyquist estimation of line spectra is a classical problem in signal processing, but currently popular subspace-based techniques have few guarantees in the presence of noise and rely on a priori knowledge about system model order. Motivated by recent work on atomic norms in inverse problems, we propose a new approach to line spectrum estimation that provides theoretical guarantees for the meansquare-error performance in the presence of noise and without advance knowledge of the model order. We propose an abstract theory of denoising with atomic norms which is specialized to provide a convex optimization problem for estimating the frequencies and phases of a mixture of complex exponentials with guaranteed bounds on the mean-squared-error. In general, our proposed optimization problem has no known polynomial time solution, but we provide an efficient algorithm, called DAST, based on the Fast Fourier Transform that achieves nearly the same error rate. We compare DAST with Cadzow's canonical alternating projection algorithm, which performs marginally better under high signal-to-noise ratios when the model order is known exactly, and demonstrate experimentally that DAST outperforms other denoising techniques, including Cadzow's, over a wide range of signal-to-noise ratios.
I. INTRODUCTION
Extracting the frequencies and relative phases of a superposition of complex exponentials from a small number of noisy time samples is a foundational problem in statistical signal processing. These line spectral estimation problems arise in a variety of applications [1] - [3] , including the direction of arrival estimation in radar target identification, sensor array signal processing and imaging systems. Line spectral estimation also underlies techniques in ultra wideband channel estimation, spectroscopy, and power electronics.
Polynomial interpolation can reconstruct the signal exactly from as few as 2k samples if there are k frequencies, but this method is very sensitive to noise. Several variants of such interpolation ideas have been proposed [4] - [6] for high resolution frequency estimation (for an extensive bibliography on the subject, see [7] ). However, these techniques do not yield satisfactory denoising performance when the signal-to-noise ratio (SNR) is low and require a priori knowledge of model order. Motivated by recent work on atomic norms [8] , we propose a convex relaxation approach to denoise a mixture of complex exponentials, overcoming many of the shortcomings of previous subspace-based approaches.
Our first contribution is an abstract theory of denoising with atomic norms. Atomic norms provide a natural convex penalty function for discouraging specialized notions complexity. These norms generalize the 1 norm for sparse vector estimation [9] and the nuclear norm for low-rank matrix reconstruction [10] , [11] . Here, we provide a unified approach to denoising with the atomic norm that provides a standard approach to computing mean-square-estimates. Our approach is based upon a generalization of Tibshirani's LASSO [12] , and we show how certain Gaussian statistics and geometrical quantities of particular atomic norms are sufficient to bound estimation rates with these penalty functions.
Specializing these denoising results to the line spectral estimation problem, we provide mean-square-error estimates for denoising line spectra with the atomic norm. The proposed optimization problem has no known efficient algorithm, but we show that basis pursuit denoising on a dense oversampled grid of frequencies approximates the solution of the atomic norm minimization problem to a resolution sufficiently high to guarantee excellent mean-square-error. Moreover, a minor modification of our approach to the case of non-negative moments results in an exact formulation solvable by semidefinite programming.
We compare and contrast our algorithm, DAST, with Cadzow's iterative alternating projections approach which has empirically been shown to be an effective denoising technique at low SNR. It should be noted that the success of Cadzow's method depends on accurate a priori knowledge of model order. As a by-product of our theoretical developments, we are able to characterize conditions under which this model order is identifiable from noisy time samples. Nonetheless, our experiments indicate that DAST outperforms Cadzow's method in low SNR even when we provide the exact model order to Cadzow's method, and our approach algorithm has much lower computational complexity.
A. Outline and Summary of Results
The denoising problem is obtaining an estimatex of the signal x from y = x + w , where w is additive noise. For the general sparse approximation problem, where x is a sparse non-negative combination of points from an arbitrary set A, we analyze the performance of regularization with the atomic norm penalty [8] . The atomic norm is a penalty function specially catered to the structure of A and is described in depth in the next section. To state our main results, we will introduce the notation · A for the atomic norm associated with A, · * A for the corresponding dual atomic norm, and let τ denote some regularization parameter. In Section II, we characterize the performance of the estimate x obtained by solving
by an upper bound for the MSE when the noise statistics is known:
Theorem 1. Suppose, we observe the signal y = x + w where x is a sparse nonnegative combination of points in A, the estimatex of x given by the solution of the atomic soft thresholding problem (AST) has the expected mean square error
In many cases of interest, the optimization problem in (AST) cannot be solved exactly. We provide a general approach to approximating the solution by discretizing the set A and show conditions for the discretized problem to approach the same rate of convergence of MSE.
We specialize the results of the abstract denoising problem for line spectral estimation. Consider the signal x with a line spectrum composed of k unknown frequencies
Then the Nyquist samples of the signal are given by
where c 1 , . . . , c k are unknown complex coefficients and
T ∈ C n of n time samples can be written as a non-negative linear combination of k points from the infinite set
When the number of observations n k, x is k-sparse and thus line spectral estimation in the presence of noise can be thought of as instance of a sparse approximation problem. The choice of the regularization parameter for the strongest guarantee in Theorem 1 is given in terms of the expected dual norm of the noise and can be explicitly computed.
, the estimatex of x obtained from y = x + w given by the solution of atomic soft thresholding problem (AST) with τ = σ n log(n) has the asymptotic mean square error rate
As a byproduct of our analyses of the dual norm of noise, we are able to give a simple technique to determine k from the moments, in the presence of noise. This is of independent interest since many subspace techniques based on the Prony's method perform very well when the model order is known accurately. Before stating this result, define a linear transformation T :
In section V, we show the following theorem:
Theorem 3 (Model Order Identification). If the kth singular value of T x is more than 4τ , then we can identify the model order k by counting the number of singular values of T y above the threshold 2τ.
We can also give easily verifiable conditions on the amplitudes c * and the spacing between frequencies u 1 , . . . , u k so that the kth singular value of T x is above 4τ . 
For the trigonometric moment problem where x is a sparse nonnegative combination of complex exponentials, (AST) can be reformulated as a semidefinite program and solved exactly, as we show in Section III-A. For the general case, we discretize the problem and show that it reduces to basis pursuit denoising on a grid of a large number of points which can be solved efficiently using the Fast Fourier transform as we show in Section III-B.
We contrast our method with Cadzow's denoising heuristic which has been empirically shown to be a very succesful heuristic for denoising. We close with numerical experiments in Section VI which demonstrate that our proposed estimation algorithm compares favorably with Cadzow's technique.
II. ABSTRACT DENOISING WITH ATOMIC NORMS
The foundation of our technique consists of extending some of the recent work on atomic norms in linear inverse problems in [8] . In this work, the authors describe how to reconstruct models which can be expressed as sparse linear combinations of atoms from some basic set A. The set A can be very general and not assumed to be discrete. As we will return to in the sequel, A could consist of all atomic moment sequences.
We show how to use an atomic norm penalty to denoise a signal known to be a sparse nonnegative combination of atoms from a set A. For example, if the signal is known to be a low rank matrix, A could be the set of all rank-1 matrices. We compute the MSE for the estimate we thus obtain and propose an efficient computational method.
Definition 5 (Atomic Norm). The atomic norm · A of A is the Minkowski functional (or the gauge function) associated with conv(A) (the convex hull of A) and is defined by:
The gauge function is a norm if conv(A) is compact, absorbent and centrally symmetric. Our results do not depend on · A being a norm, although it is typically a norm in many applications. If A lives in an inner product space, with a real inner product ·, · , we can define a dual norm as
which satisfies
If the underlying space is complete, the supremum in (3) is achieved and for any x, there is a y that achieves equality. If we assume that A lives in a finite dimensional space (say C n ), the unit ball for the atomic norm coincides with the convex hull conv(A). In this case, an expression for a dual norm can be given as
Let Φ be a mixing matrix that determines the linear combinations we observe so that the observation is given by y = Φx + w . One way to estimate x from these observations would be to find the sparsest vector x such that y − Φx 2 < δ, for some choice of δ derived from the noise model. However, this is an NP-hard combinatorial problem. It has been shown in many settings that solving a regularized least squares problem with an appropriate sparsity inducing norm as a penalty term recovers the signal exactly in the noiseless setting and is robust to additive noise in the observation. This penalty function depends on A: For example, if x is a sparse vector, the appropriate penalty is the 1 norm, and for low rank matrices, the appropriate penalty is the nuclear norm. The authors of [8] generalize the penalty to the case of sparse combination of atoms from an arbitrary set and show that the appropriate penalty is the atomic norm of A. Then, the regularized least squares problem to recover x is given by
When A is a set of 1-sparse elements in C n , the atomic norm · A is the 1 norm [9] . Similarly, when A is the set of rank-1 matrices, the atomic norm is the nuclear norm [10] . In the abstract denoising problem, there is no mixing matrix Φ. The mimimizerx is the optimal solution of minimize
The mapping from y to the optimal solution of the above is called the Moreau-Yosida proximal operator of the atomic norm applied to y, and can be thought of as a soft thresholded version of y. Indeed, when A is the set of 1-sparse atoms, the atomic norm is the 1 -norm, and the proximity operator corresponds to element-wise shrinking towards zero. Similarly, when A is the set of rank-1 matrices, the atomic norm is the nuclear norm and the proximity operator shrinks the singular values of the input matrix towards zero. We collect a simple consequence of the optimality conditions in a lemma:
Lemma 6. The optimal solutionx of (6) satisfies
Rewriting the primal optimization problem using (4) as
i.e., as the maximum with respect to w of f (x, w) :
, we can prove the lemma using standard minimax theorems on f .
Using this lemma, we can prove a proposition which gives an upper bound for the MSE with the optimal choice of the regularization parameter.
Proposition 7 (MSE and Regularization Parameter). If the regularization parameter τ > w *
A , the optimal solutionx of (6) has the mean square error
Proof:
The theorem now follows from (10) and (11) 
holds for every x, then the theorem 1 still applies with a constant factor M . An application of Theorem 1 to the Lasso problem recovers the stability result reported in [13] assuming no conditions on the design matrix. For a faster convergence rate, more assumptions are needed.
A. Accelerated Convergence Rates
We can achieve a faster convergence rate for MSE if we assume
where
The condition for the atomic norm in (12) can be compared to Weak Compatibility criterion [14] . In [8] , the authors were able to estimate volumes of cones using very elementary techniques. It may be possible that similar techniques will yield concrete constants under which the fast rate we provide applies. However we defer this extension to future work. We now proceed to show thatx − x ∈ C. Sincex is optimal, we have,
So, we get the following rate for the mean square error:
III. APPLICATION TO LINE SPECTRAL ESTIMATION Define the atoms a t,φ ∈ C n as
Then, the uncountably infinite collection
The choice of the regularization parameter is dictated by the noise model and we show the optimal choice for white gaussian noise samples in our analysis of the mean square error in the next section.
The dual norm induced by the set A here takes a very intuitive form:
In other words, v * A is the maximum absolute value attained on the unit circle by the polynomial (called the maximum modulus of the polynomial) z → n−1 k=0 v k z k . Indeed, an unexpected byproduct of our results is an asymptotically tight bound on the maximum value attained by a random polynomial on the unit disc in the complex plane. A simple lower bound for the expected dual norm occurs when we consider the maximum value of n uniformly spaced points in the unit circle. Using the result of [15] , the lower bound whenever n ≥ 5 is σ n log(n) − n 2 log(4π log(n)) Using a theorem of Bernstein about polynomials and standard results on the extreme value statistics of gaussian distribution, we can also obtain a non-asymptotic upper bound for expected dual norm of noise for n > 3:
n log(n) + n log(4π log(n))
If we set the regularization parameter τ to be upper bound for the expected dual atomic norm, i.e.,
n log(n) + n log(4π log(n)). (14) an application of Corollary 1 yields the asymptotic result in Theorem 2.
A. Positive Measures and Semidefinite Programming
We can easily adapt our framework and incorporate the positivity of the representing measure for the problem. The classic trigonometric moment problem [16] - [18] is an inverse problem where we attempt to retrieve a nonnegative measure from the moment sequence. Then, the trigonometric moments are in the conical hull of
The conical hull of A + corresponds to the moment cone M characterized by Caratheodory-Toeplitz theorem [19] as the set of positive definite sequences. We can write this as
The atomic norm assigns a value of +∞ to all points in the moment cone M. When x ∈ M, we can write
for some c 1 , . . . , c k ≥ 0 and some
Thus,
This allows us to rewrite the optimization problem (6) as
which is a standard conic optimization problem. Using (15), we can reformulate this as an SDP:
It is worth emphasizing that the functional form of the atomic norm penalty forces the solution to lie in the moment cone. This may be solved using standard optimization techniques.
B. Computational Method: Discretized Atomic Soft Thresholding (DAST)
Having established that atomic norm denoising achieves high quality mean-square-error in theory, we now turn to solving the regularized optimization problem (6) for the set of atoms defined in (13) . For the special case when the phase is assumed to be 0, we have shown the atomic norm denoising can be posed as a semidefinite programming problem. However, the computational complexity of computing the norm in the general case is unknown. It is known that the problem is solvable by semidefinite programming for a sufficiently large lifting of the atomic set [18] , [20] , but there is no known bound on the size of the semidefinite program required to solve it. Moreover, semidefinite programming itself is typically very slow and the computational burden of solving such optimization problems may outweigh the theoretical guarantees. In order to have a method that would be competitive with existing techniques, we would require some sort of novel first order method geared toward our particular method.
We circumvent these computational difficulties by approximating the set of atoms (13) 
To see why this is to our advantage, define Φ be the n × N Fourier matrix with mth column a m/N,0 . Then any x ∈ conv(A N ) can be written as Φc for c ∈ C N , with x AN = c 1 . So, we solve
for the optimal pointĉ and setx = Φc or the first n terms of the N term DFT of c. Further more, Φ * z is simply the N term inverse DFT of z ∈ C n . This observation coupled with Fast Fourier Transform (FFT) algorithm for efficiently computing DFTs gives a fast method to solve (17) , using standard compressed sensing software for 2 − 1 minimization, for example, SparSA [21] .
Because of the relatively simple structure of the atomic set, the optimal solutionx for (17) can be made arbitrarily close to (6) by picking N a constant factor larger than n. In fact, we show that the atomic norms on A and A N are equivalent and using Corollary 1, conclude
Due to the efficiency of the Fast Fourier Transform, DAST has a much lower algorithmic complexity than Cadzow's alternating projections method, which requires computing an SVD in each step. Indeed, fast solvers for (18) converge to an optimal solution in no more than 1/ √ iterations. Each iteration requires a multiplication by Φ and a simple "shrinkage" step. Both of these operations can be computed in O(N log N ) time.
IV. PRONY'S TECHNIQUE AND PRIOR ART
From the theory of recurrence relations, we know that the moment sequence in (1) must satisfy a kth degree recurrence relation whose auxiliary polynomial must have its k roots at exp(−i2πu l ) for l = 1, . . . , k. Prony's technique and its variants are called Linear Prediction methods, since they convert the nonlinear problem of estimating frequencies into a linear problem by estimating the coefficients of the auxiliary polynomial of the recurrence relation from the data.
The model order k of the system can be determined as the rank of the Toeplitz matrix of moments, when k is unknown. This procedure breaks down in the presence of noise, since the Toeplitz matrix of moments has full rank with high probability, which makes the determination of model order very difficult. Even if k is known, the technique is sensitive to perturbations of α [22] , and Prony's technique, without sufficient preprocessing, is known to produce inconsistent estimates [23] . It is difficult to provide an exhaustive account of the preprocessing approaches for Prony's method. We refer the interested reader to the list of references compiled by Stoica [7] . We review some of these techniques.
Prony's technique involves finding the roots of a polynomial of prediction coefficients to determine the location of the frequencies. Via simulations and a perturbation analysis, Hua and Sarkar [6] demonstrate that a reformulation of Prony's technique as a generalized eigenvalue problem is more stable than polynomial root finding, and also show that their approach is consistent. An obvious way to estimate the frequencies in the presence of noise is to find the poles of a prediction filter of order n instead of k, and determine the significant poles that lie on the unit circle using some heuristics [24] . Akaike [25] has given an information theoretic heuristic for model order determination. Once the model order is determined using any of the several heuristics, the optimum prediction coefficients are determined by a least squares or total least squares approach [26] which can be computed using SVD. Potts and Tasche [27] provide a modification of Prony's technique and provide upper bounds for the reconstruction error using matrix perturbation analysis. Cadzow [28] proposed using an algorithm involving alternately projecting the observed Toeplitz matrix of moments into the space of rank k matrices and the space of Toeplitz matrices to preserve the structure. This has been identified as a very fruitful preprocessing step [29] and is closer in spirit to our technique of encouraging sparsity and preserving structure. Like many other proposed techniques, Cadzow's algorithm also requires the correct determination of model order.
Our technique ultimately justifies denoising the original moment sequence using Basis Pursuit denoising on a sufficiently large grid. There is some recent work [30] on the recovery of frequencies and amplitudes from a line spectrum by assuming that the frequencies lie on some uniform grid of N points, and attempting reconstruction from the grid. In other words, a slightly mismatched basis is assumed for the time samples, but as pointed out by [31] , the performance of the reconstruction technique can degrade considerably due to this basis mismatch.
V. MODEL ORDER IDENTIFICATION
Our analysis also provides insights into why Cadzow may work well in the high SNR regime. In this section, we prove Theorem 3 and Proposition 4 which provide an estimate of the model order based on the spectral resolution and the dynamic range of the Fourier coefficients.
A. Proof of Theorem 3
It is a simple corollary of the Szego's theorem [19] that for any z ∈ C n ,
Furthermore, the first inequality becomes an equality asymptotically according to Szego's theorem and the second inequality is exact for trigonometric moments of a nonnegative measure. We have T y = T x + T w . From (19), we have T w ≤ 2τ . Now, note that [32] 
and since rank(T x ) = k,
From (20) and (21), the theorem follows.
B. Proof of Proposition 4
Since the kth singular of T x is the same as the minimum eigenvalue of the corresponding k × k Gram matrix G with entries
we can now use Gershgorin's circle theorem to estimate the kth singular value:
VI. EXPERIMENTS
We compared the MSE performance of our fast algorithm DAST, described in Section III-B, with Cadzow's method. For our experiments, we generated k normalized frequencies u 1 , . . . , u k both uniformly randomly, and equally spaced in [0, 1]. For a given signal amplitude level η, the signal x ∈ C n is generated according to (1) with all the amplitudes c 1 = . . . = c k = ητ where τ is chosen according to (14) . Now, the observation vector y is generated by adding complex unit variance white gaussian noise w . For both the equispaced and the random case, we compare the average MSE of the two algorithms in 10 trials for various values of number of observations (n = 100, 200, 400, 800), number of frequencies (k = 5, 10, 15) and signal amplitude levels (η = 2, 4, 8, 16).
Our atomic soft thresholding method obtains an estimatê x of x from y by solving the optimization problem (6) . We use the algorithm described in Section III-B with grid of N = 2 16 points and setx = Φĉ whereĉ is the optimal solution of (18) . We compare DAST with Cadzow's method of denoising, which involves cyclically projecting T y onto the space of positive definite Toeplitz matrices and A good visual indicator of the performance can be had by looking at the performance profiles, where we compare two algorithms under a variety of experimental conditions [33] . Let P be the set of experiments and let MSE s (p) be the mean-square-error of experiment p ∈ P using the algorithm s. Then the ordinate P s (β) of the graph at β specifies the fraction of experiments where the ratio of the MSE of the algorithm s to the minimum MSE for the given experiment is less than β, i.e., Figure 2 shows a plot of the singular values of the associated toeplitz matrix for the received signal and the denoised signals and the location of the frequencies using DAST and Cadzow. For this experiment, n = 200 observations were made on a moment sequence having k = 10 frequencies and gaussian noise was added so that SN R = −1.492 dB. Although the signal denoised by Cadzow's method has a larger ratio of the norm of the first 10 singular values to the rest, DAST has a received SN R of 9.98 dB in contrast 5.48 From the performance profile in Figure 1 , we can see that the performance of DAST is comparable to Cadzow in the random case. DAST is consistently better than Cadzow's algorithm when we have equispaced moments, corroborating our conjecture about a faster rate of convergence when the compatibility condition is met. The regularization parameter we recommend in (14) only depends on the noise variance and the number of observations. However, a higher signal amplitude level allows us to use a more aggressive threshold to get a better MSE performance. With a choice of √ ητ for the regularization parameter, our experiments show that DAST significantly outperforms Cadzow's method for equispaced frequencies.
VII. CONCLUSION AND FUTURE WORK
Appealing directly to the natural atomic norm formulation of line spectral estimation provided several advantages over prior approaches. By performing the analysis in the continuous domain we were able to derive simple closed form rates using fairly straightforward techniques. Only at the very end of our analysis did we grid the disk and determine the loss incurred from discretization. This approach allowed Fig. 3 : Adjusted Regularization Parameter: These are performance profiles comparing DAST and Cadzow's method for both uniformly random set of frequencies (top) and equispaced frequencies (bottom). In these plots, the regularization parameter is scaled by the √ η where η is the signal amplitude. Note that DAST has a considerable performance advantage when the frequencies are well spaced. DAST Cadzow us to circumvent some of the more complicated theoretical arguments that arise when using concepts from compressed sensing or random matrix theory. This work provides several interesting possible future directions, both in line spectral estimation and in signal procession in general. We conclude with a short outline of some of the possibilities. a) Fast Rates: Determining checkable conditions on the cones in Section II-A for the atomic norm problem is a major open problem. Our experiments suggest that when the frequencies are spread out, DAST performs much better with a slightly larger regularization parameter. This suggests the fast rate developed in Section II-A may be active for some signals and noise regimes. Determining concrete conditions on the signal x that ensure this fast rate require techniques for estimating the parameter φ in (12) . Such an investigation should be accompanied by a determination of the minimax rates for line spectral estimation. Such minimax rates would shed further light on the rates achievable for line spectral estimation b) Fast Algorithms for Semidefinite Relaxations: Our gridding algorithm is fast and efficient, but may still perform worse than an exact optimization technique. In particular, we have no theoretical bounds for the gridding algorithm in the "fast rate regime" described in Section II-A. It may be possible that it is advantageous to solve some semidefinite programming relaxation to achieve these faster rates. However, for these relaxations to be at all practical, more efficient formulations need to be derived in order to compete with our fast FFT-based algorithms or alternating projection techniques.
c) Moments Supported Inside the Disk: Our work also naturally extends to moment problems where the atomic measures are supported on the unit disk in the complex plane. These problems arise naturally in controls and systems theory and include model order reduction, system identification, and control design. Applying the standard program developed in Section II provides a new look at these classic operator theory problems in control theory. It would be of significant import to develop specialized atomic-norm denoising algorithms for control theoretic problems. Such an approach could yield novel statistical bounds for estimation of rational functions and H ∞ -norm approximations.
d) Other Denoising Models: Our abstract denoising results in Section II apply to any atomic models and it is worth investigating their applicability for other models in statistical signal processing. For instance, it might be possible to pose a scheme for denoising a signal corrupted by multipath reflections. Here, the atoms might be all time and frequency shifted versions of some known signal. It remains to be seen what new insights in statistical signal processing can be gleaned from our unified approach to denoising.
