Head movements contribute to the acquisition of targets in visually guided tasks such as reaching and grasping. It has been found that head orientation is generally related to the spatial location of the visual target (Gauthier et al. 1986). Therefore, it is important to predict and model head orientation and posture.
Head movements contribute to the acquisition of targets in visually guided tasks such as reaching and grasping. It has been found that head orientation is generally related to the spatial location of the visual target (Gauthier et al. 1986) . Therefore, it is important to predict and model head orientation and posture.
The movement of the head in a three dimensional space can be described using six degrees of freedom including anterior-posterior, lateral, and vertical translations, and roll, yaw, and pitch rotations. Though the head moves in a 3D-space, the monocular visual input guiding the movement is composed of a 2D image representation formed on the retina. Thus the 3D world can be represented by a 2D image viewed by the head. By assuming that the planning of the head movement is based on the 2D visual image, we can considerably minimize the degrees of freedom that are necessary for the prediction.
In the present study, we analyze the head orientation and posture with a theoretical reconstruction of the 2D visual image on the retina in a set of experiments simulating a driving situation, rather than using the 6-degrees of freedom representation in 3D space. For each visual target, the head error, defined as the deviation of head orientation from the target, was computed from the virtual image. It was observed that head error (azimuth and elevation) varies systematically as a function of the location of the target in 3D space. From the error model it is then possible to estimate head orientations and postures in the 3D-space. However it is still necessary to determine which posture would be preferred over another for a given error. We assume that this equivalency problem could be resolved if we consider the nature of the concurrent task (e.g., mechanical constraints in reaching or lifting, and visual demands such as precise identification or simple orientation of the target), which can be considered as constraints to be added to the model. abs2001_10
