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Abstract
Let {n} be a subcritical branching process in random environment with independent identi-
cally distributed generating functions fn(s). It is shown that if there exists a positive number /
such that E(f′0 (1))
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1. Introduction and main result
Let {n; n∈N0} be a branching process in random environment {	n; n∈N0}; where




n = 1; n∈N0 = {0; 1; 2; : : :}; and besides the
sequences 	n are identically distributed and independent for di:erent n: By de;nition
it means that n are non-negative, integer-valued random variables and





n si; s∈ [− 1; 1]; n∈N0:
In Afanasyev (1999) for the critical case (that is when E lnf′0(1) = 0) it is shown










where K1 is a positive constant (note, that one of the assumptions in Afanasyev (1999)
is that fn(s) are linear-fractional generating functions). The aim of the present paper is
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to ;nd the asymptotics of P(supn∈N0 n ¿x) as x → +∞ in the subcritical case (i.e.,
when E lnf′0(1)¡ 0). We assume that there exists a positive number / such that
E(f′0(1))
/ = 1: (1)
Let us analyse this assumption in more details. Set Xn = lnf′n−1(1); n∈N; and
consider the function (t) = E exp(tX1); t ∈R: Assumption (1) is equivalent to the
following condition: there exists a positive number / such that
(/) = 1: (2)
Since the sequences 	n, the components of environment, are identically distributed and
independent for di:erent n; Xn are also identically distributed and independent random
variables for di:erent n: We consider the random walk S0 = 0; Sn =
∑n
i=1 Xi; n∈N;
which is closely connected with {n}: Since {n} is a subcritical branching process in
random environment, EX1 =E lnf′0(1)¡ 0; i.e., {Sn} is a random walk with negative
drift. Condition (2) is well known for random walks with negative drift and it allows
us to ;nd the asymptotics of P(supn∈N0 Sn ¿x) (see [Feller, 1971, Chapter XII])
and of P(
∑∞
n=1 exp Sn ¿x) (see Kesten, 1973), as x → +∞. Given this condition it is
convenient to pass from {Sn} to the conjugate random walk S˜0=0; S˜n=
∑n
i=1 X˜ i: These
random walks are connected by the relation P(X˜ 16x)=
∫ x
−∞ exp(/u) dP(X16u): This
transformation allows us to reduce the respective problems for random walks with
negative drift to the problems for random walks with positive drift. Let us show why
the drift of {S˜n} is positive.
The function (t) is convex on (0;/); since ′′(t)=E(X 21 exp(tX1))¿ 0; t ∈ (0;/):
Moreover, limt↓0′(t) = limt↓0 E(X1 exp(tX1)) = EX1¡ 0: Provided that
E(X+1 exp(/X1))¡+∞ (3)
the limit limt↑/′(t)=E(X1 exp(/X1)) exists. Since (0)=(/)=1; it follows from
the arguments above that E(X1 exp(/X1))¿ 0: Hence
EX˜ 1 = E(X1 exp(/X1))¿ 0 (4)
as required.
In the present paper we use a modi;cation of this method – the passage to the
“conjugate” random environment. The modi;ed branching process in this environment
turns out to be supercritical (it means that E lnf′0(1)¿ 0).
In connection with the problem under consideration, it is necessary to mention paper
(Kesten et al., 1975), the main part of which is, in essence, devoted to ;nding asymp-
totics of P(
∑+∞
n=0 n ¿x) as x → +∞ for a subcritical branching process in random
environment. It is established in Kesten et al. (1975) that if conditions (2) and (3) are







where K2 is a positive constant. One should note, however, that only the case when
/∈ (0; 2] and fn(s) are linear-fractional generating functions was considered.
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The next important step in the investigation of probability P(
∑∞
n=0 n ¿x) was made








where K() is independent of x and K()¿ 0:
Problems of ;nding asymptotics P(supn∈N0 n ¿x) and P(
∑∞
n=0 n ¿x) are closely
connected. One can use the method from the present paper to ;nd the asymptotic
P(
∑∞
n=0 n ¿x) taking into account the relation P(
∑∞




In the present paper we prove the following result (observe that we do not assume
that fn(s) are linear-fractional generating functions).
Theorem 1. Let {n} be a subcritical branching process in random environment. Let
conditions (2) and (3) be satis4ed for some positive / and let the distribution of X1
be non-lattice. In addition; let E(1 ln
+ 1 exp((/− 1)X1))¡+∞ and; if /¿1; there








where K is a positive constant being independent of x.
2. Passage to a supercritical process





0 : Let F1(x1); F2(x1; x2); F3(x1; x2; x3); : : : be the distribution functions of
the random vectors X1; (X1; 	
(0)




0 ); : : : respectively. Set






e/u1 dFn(u1; : : : ; un); n∈N:
In other words, for n∈N
F˜n(x1; x2; : : : ; xn) = E(exp(/X1){X16x1 ;	(0)0 6x2 ;:::;	(n−2)0 6xn}
);
where A is the indicator function of a set A. Note, that these functions are indeed




F˜n(x1; : : : ; xn) = E exp(/X1) = 1:
These distribution functions are consistent, because
lim
xn→+∞
F˜n(x1; : : : ; xn) =E(exp(/X1){X16x1 ;	(0)0 6x2 ;:::;	(n−3)0 6xn−1}
)
= F˜n−1(x1; : : : ; xn−1):




0 ; : : : (may be,
on another probability space) such that
F˜1(x1) = P(X˜ 16x1); F˜2(x1; x2) = P(X˜ 16x1; 	˜
(0)
0 6x2); : : :
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The following statement is of importance in the subsequent arguments.




0 ; : : : ; 	
(n)
0 ) = E(exp(−/X˜ 1)g(X˜ 1; 	˜(0)0 ; : : : ; 	˜(n)0 ));
Eg(X˜ 1; 	˜
(0)
0 ; : : : ; 	˜
(n)
0 ) = E(exp(/X1)g(X1; 	
(0)
0 ; : : : ; 	
(n)
0 ))
are valid if at least one of the expectations exists in each equality.
Proof. Clearly,














exp(−/u1)g(u1; u2; : : : ; un+2)exp(/u1) dFn+2(u1; u2; : : : ; un+2)
=Eg(X1; 	
(0)
0 ; : : : ; 	
(n)
0 ):
The remaining case is considered in a similar way. Lemma 1 is proved.
Put ˜(t) = E exp(tX˜ 1); t ∈R:
Corollary 1. ˜(−/) = 1 and ˜(t)¡ 1 for all t ∈ (−/; 0).
Proof. By Lemma 1
˜(t) = E exp(tX˜ 1) = E exp((/ + t)X1) =(/ + t):
It remains to recall that (t)¡ 1 for t ∈ (0;/) and (0) = 1:
Now we study some properties of {X˜ 1; 	˜(0)0 ; 	˜(1)0 ; : : :}: First it is clear that 	˜(n)0 ¿0 a.s.













0 61 a.s. Observe now that by the monotone convergence




	˜(i)0 = limn→∞ E
n∑
i=0



















0 = 1 a.s.
Thus, we have established that the sequence 	˜0 = {	˜(0)0 ; 	˜(1)0 ; : : :} may be viewed as




i; s∈ [− 1; 1]: We show that if, along with (2), condition (3) is valid then
X˜ 1 = ln f˜
′
0(1) a:s: (6)

















0(1)6X˜ 1 a:s: (7)



































Conditions (7)–(9) imply (6).
Along with the initial element 	˜0 of the environment we consider elements 	˜1; 	˜2; : : : ;
each of which is distributed the same as 	˜0 and demand the independence of all
elements of the sequence 	˜0; 	˜1; 	˜2; : : : . It is this sequence we take as the environment
conjugate to {	n}. Now we consider a branching process in random environment {	˜n}.





i for n∈N and X˜ n = f˜′n−1(1)
for n=2; 3; : : : . Taking into account (6) we conclude that S˜0=0; S˜n=
∑n
i=1 X˜ i; n∈N;
is a random walk. Since P(X˜ 16x) =
∫ x
−∞ exp(/u) dP(X16u); it follows that {S˜n} is
conjugate to {Sn}. In particular, relation (4) is valid. But this means that {˜n} is a
supercritical process.
Set 	m;n={	(0)m ; 	(1)m ; : : : ; 	(n)m }; m; n∈N0: Lemma 1 admits an obvious generalization.
Lemma 1′. For any measurable function g de4ned on Rm(n+1); the equalities
Eg(	0; n; 	1; n; : : : ; 	m−1; n) = E(exp(−/S˜m)g(	˜0; n; 	˜1; n; : : : ; 	˜m−1; n));
Eg(	˜0; n; 	˜1; n; : : : ; 	˜m−1; n) = E(exp(/Sm)g(	0; n; 	1; n; : : : ; 	m−1; n))
are valid if at least one of the expectations exists in each equality.
As a corollary we have the following result. Let
Tx = inf{n: n ¿x}; T˜ x = inf{n: ˜n ¿ x}:







= E(exp(−/S˜ T˜ x); T˜ x ¡+∞):
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Proof. Since for x∈ (0; 1] both sides of this equality are equal to 1; it is suQcient to







= P(Tx ¡+∞) =
∞∑
m=1
P(Tx = m); (10)
P(Tx = m) = P(16x; : : : ; m−16x)− P(16x; : : : ; m−16x; m6x): (11)
Denote by E	 and P	 the expectation and probability under ;xed environment. Then,
for all m∈N,
P(16x; : : : ; m6x) = EP	(16x; : : : ; m6x):
Clearly, P	(16x; : : : ; m6x) is a non-random function g of the random vector {	0; [x];
: : : ; 	m−1; [x]}, where [x] is the integer part of x: By Lemma 1′
P(16x; : : : ; m6x) =Eg(	0; [x]; : : : ; 	m−1; [x])
=E(e−/S˜mg(	˜0; [x]; : : : ; 	˜m−1; [x])):
It is not diQcult to see that g(	˜0; [x]; : : : ; 	˜m−1; [x]) plays the same role for {	˜n} as
g(	0; [x]; : : : ; 	m−1; [x]) for {	n}; i.e.
g(	˜0; [x]; : : : ; 	˜m−1; [x]) = P	˜(˜16x; : : : ; ˜m6x)):
Thus,
P(16x; : : : ; m6x) = E(exp(−/S˜m)P	˜(˜16x; : : : ; ˜m6x)): (12)
Similarly,
P(16x; : : : ; m−16x) =E(exp(−/S˜m−1)P	˜(˜16x; : : : ; ˜m−16x))
=E(exp(−/S˜m)P	˜(˜16x; : : : ; ˜m−16x)) (13)
since exp(−/X˜ m) and P	˜(˜16x; : : : ; ˜m−16x) are independent and E exp(−/X˜ m) = 1
by Corollary 1. Relations (11)–(13) imply
P(Tx = m) = E(exp(−/S˜m)P	˜(T˜ x = m)):

















e−/S˜m{T˜ x=m} = E(e
−/S˜ T˜ x ; T˜ x ¡+∞):
Lemma 2 is proved.
To reformulate the hypotheses of Theorem 1 in terms of {˜n} we need the following
statement.
Lemma 3. The following equalities:
E(1ln
+ 1 exp((/− 1)X1)) = E(˜1ln+ ˜1 exp(−X˜ 1));
E(p1 exp((/− p)X1)) = E(˜
p
1 exp(−pX˜ 1))
hold if at least one of the expectations exists in each equality.
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Proof. It is clear that, for n∈N; E	(1 ∧ n)p = h(	(0)0 ; 	(1)0 ; : : : ; 	(n)0 ); where h is a
non-random function and, moreover, E	˜(˜1 ∧ n)p = h(	˜(0)0 ; 	˜(1)0 ; : : : ; 	˜(n)0 ): Hence by
Lemma 1
E((1 ∧ n)pexp((/− p)X1)) =E(exp((/− p)X1)E	(1 ∧ n)p)
=E(exp(((/− p)X1)h(	(0)0 ; 	(1)0 ; : : : ; 	(n)0 ))
=E(e−pX˜ 1h(	˜(0)0 ; 	˜
(1)
0 ; : : : ; 	˜
(n)
0 ))
=E(exp(−pX˜ 1)E	˜(˜1 ∧ n)p)
=E((˜1 ∧ n)pexp(−pX˜ 1)):
Using the monotone convergence theorem as n→∞, we obtain the second statement
of Lemma 3. The ;rst statement can be proved by similar arguments. Lemma 3 is
proved.
3. Properties of the natural martingale of the super-critical process
Below, to simplify presentation, we omit the symbol ∼ in all notations connected
with the branching process in the conjugate random environment. By this reason from
now on we consider {n} as a supercritical branching process in random environment
{	n}: In view of Lemma 2 it is necessary to investigate the asymptotic behavior of




















=M1(x; k) +M2(x; k); (15)
where k ∈N0 is arbitrary and

























In calculating the limits of M1(x; k) and M2(x; k) as k →∞, Lemma 7 below plays
an important role, the proof of which is based on Lemmas 4–6.
Lemma 4. Let  n be the number of direct descendant of a particle from the (n−1)th
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Proof. Denote by  (1)n ;  
(2)
n ; : : : ;  
( n−1)
n the numbers of direct descendants of the 1th,
2th, : : : ; (n−1)th particle from the (n − 1)th generation, respectively. Let E	; n−1 be
the conditional expectation given that the random environment and the number of


























 (1)n +  
(2)












































proving the statement of the lemma for m= 2.
Now we use the induction method. Suppose that the statement of the lemma is valid

















 (1)n +  
(2)
n + · · ·+  ( n−1)n
expXn
)m+1 : (16)
By Lyapunov’s inequality, for k1 + · · ·+ kl =m+1; k1; : : : ; kl ∈N; 16i1¡i2¡ · · ·¡












































For k ∈N and a1; : : : ; ak ∈R we write the following obvious identity:
(a1 + · · ·+ ak)m+1 =
∑
16i1 ; i2 ;:::; im+16k
ai1ai2 : : : aim+1 :
First we consider the summands in the last sum, whose indices i1; i2; : : : ; im+1 are dif-
ferent. The number of such summands is k(k− 1) : : : (k−m)6km+1: Now we consider
the remaining summands, the number of which is km+1 − k(k − 1) : : : (k − m) and, as
it is not diQcult to show, is not greater than kmm(m+ 1)=2: Hence we conclude that
E	; n−1
(
 (1)n +  
(2)






















































































Lemma 4 is proved.
By the assumption of Theorem 1 and Lemma 3, for /¿1 there exists p¿/ such
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where L1 is a positive constant being independent of n. Without loss of generality we
may assume that
/¡p¡ [/] + 1; (20)
where [/] is the integer part of /. Hence by Corollary 1
q=max(Ee−(p−1)X1 ;Ee−(p−2)X1 ; : : : ;Ee−(p−[/])X1 )¡ 1: (21)
Lemma 5. Let /¿2 and conditions (19); (20) be valid. Then; for n∈N and m =
2; 3; : : : ; [/] the inequality
E(!m(n)e−(p−m)Sn)6(L1n)m−1qn−m+1
holds.











and all three factors on the right-hand side of this equality are independent random






































Thus, the statement of the lemma is proved for m=2: Now we use induction. Assume
that the statement of the lemma is true for a natural number m− 1, where m6/, and











exp((p− (m− 1))Skm−1 )
)
e−(p−m)(Sn−Skm−1+1);
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where all three factors on the right-hand side of this equality are independent random







































Lemma 5 is proved.
Lemma 6. Let /¿1 and conditions (19); (20) be satis4ed. Then; for n∈N0;
E






where Cp is a positive constant which is independent of n.
Proof. Using the notation of Lemma 4 we write
E	




































The summands under the module sign in the last expectations are independent identi-
cally distributed random variables with zero mean.
First we consider the case /¿2. By the Dharmadhikary–Jogdeo equality (see, for
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where c(p)¿ 0 depends on p only. Thus,
E	

































are independent. Using this fact and taking into account (19) and Lemma 4 we deduce
from (24) that
E









Hence by Lemma 5 we conclude that
E













−[/]+1 we obtain the statement of Lemma 6 for /¿2.
Using the Bahr–Esseen inequality (see, for example, [Petrov, 1975, chapter III,





















This inequality and relation (22) imply
E	



























condition (19) and relation (21), we have
E






Lemma 6 is proved.








(this limit exists a.s. for any branching process in random environment).
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of random variables are uniformly integrable for /∈ (0; 1). This is true for /¿1 as
well; if condition (19) is satis4ed.
Proof. First we consider the case /∈ (0; 1). Set A is uniformly integrable since, for
all k ∈N0 E(k exp (−Sk)) = 1: Fix a positive number , such that / + ,¡ 1: For
any ;xed environment {	n} the sequence {(k=exp Sk)/+,; k ∈N0} is a uniformly in-
tegrable supermartingale in view of E	(kexp (−Sk)) = 1 for all k ∈N0. Since Tx is a
stopping time for x∈ [0;+∞), we conclude that for ;xed environment {	n} the process

























where for Tx = +∞ the ratio on the left-hand side is de;ned by (25) and the same
value on the right-hand side is de;ned as the limit of k=exp Sk as k → ∞ provided







implying the uniform integrability of B.
Let now /¿1 and condition (19) be satis;ed. Without loss of generality we suppose







where L2 is a positive constant independent of k. This provides the uniformly integra-
bility of A. Finally, for a ;xed environment, {(k=exp Sk); k ∈N0} is a non-negative
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This gives the desired uniform integrability of B. Lemma 7 is proved.
4. Representation of the event {Tx ¡ +∞}






exists a.s. Taking into account the assumption of Theorem 1 and Lemma 3 we have
E(1ln
+1 exp (−X1))¡+∞: (30)









= P(∃n∈N : n = 0)¡ 1: (31)
















P(k ¿ 0)¿ 0: (32)















=W ¿ 0; D
)
= P(D)¿ 0: (33)















Proof. Let / be positive and less than P(D). By (33) there exists c¿ 0 such that
P(1=W¿c; D)¿P(D)− /: (34)
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∣∣∣∣6 ,c2 ; D
)
= P(D): (35)




















then ∣∣∣∣ 1W − exp Skk


















∣∣∣∣6 ,2(1− ,=2) exp Skk ; D
)
¿P(D)− /:
Since ,∈ (0; 1), we obtain limk→∞P(D(k))¿P(D) − /: On the other hand,
limk→∞P(D(k))6P(D): Since / is arbitrary, Lemma 8 follows.
For x∈ (0;+∞); k ∈N0 and ,∈ (0; 1) consider the event
Dx;k =
{
k ¡Tx ¡+∞; lim











x→+∞ |P(k ¿ 0)− P(Dx;k)|= 0:
Proof. It is obviously that for all ;xed k ∈N0
lim









x→+∞ P(k ¡Tx ¡+∞; D) = P(D) (39)




x→+∞ |P(k ¡Tx ¡+∞; D)− P(Dx;k)|= 0: (40)
Since
|P(k ¿ 0)− P(Dx;k)|6|P(k ¿ 0)− P(D)|
+ |P(D)− P(k ¡Tx ¡+∞; D)|+ |P(k ¡Tx ¡+∞; D)− P(Dx;k)|;
relations (32), (39) and (40) imply the statement of Lemma 9.
For x∈ (0;+∞) consider the event
Dx = {Tx ¡+∞}:
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Lemma 10. If condition (30) is valid; then
lim
x→+∞ P(Dx) = P(D):
Proof. It is clear that, for all k ∈N,








06P(Dx)− P(D)6P(Tx ¡+∞; k = 0)






Since P(Tx ¡+∞; k = 0)6P(maxn6k n ¿x); it follows from relation (38) that
lim
x→+∞ P(Tx ¡+∞; k = 0) = 0: (42)
Further we have




















Relations (41)–(43) imply Lemma 10.




x→+∞ |P(Dx)− P(Dx;k)|= 0:
Proof. It is clear that
|P(Dx)− P(Dx;k)|6 |P(Dx)− P(D)|+ |P(D)− P(k ¿ 0)|
+|P(k ¿ 0)− P(Dx;k)|:
Combining Lemmas 9, 10 and relation (32) gives Lemma 11.
5. Accomplishment of the proof of Theorem 1
First we consider


















x→+∞ |M2(x; k)|= 0: (44)
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By the de;nition of Tx
Tx ¿ x (45)
if Tx ¡+∞: On the other hand, if limn→∞ n=+∞, then Tx ¡+∞ and limx→+∞ Tx=






This relation remains true if n = 0 for some n∈N, since in this case Tx = +∞ for
large x and by de;nition Tx =exp STx = limk→∞ k=exp Sk = 0 given Tx =+∞.
Observe, that by Lemma 7 and relation (29)
EW /¡+∞: (47)












Passing to limit ;rst as x → +∞ and then as k →∞ in the right-hand side, and taking
into account Lemma 7 and relations (29), (46) and (47), we obtain 0, that proves (44).
Now we consider the term



























; Dx \ Dx;k
)
:




x→+∞ |M1(x; k)−M (x; k)|= 0: (48)
Denote by Ek and Pk the conditional expectation and conditional probability given
	0; 	1; : : : ; 	k ; 0; 1; : : : ; k . Then
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If Dx;k occurs, then k ¡Tx ¡+∞ and, therefore,
Pk(Tx ¿ xy; Dx;k) =
∞∑
l=k+1
Pk(l ¿xy; Tx = l; Dx;k): (51)
Observe now that by the de;nition of Dx;k , for y¿1; l= k + 2; k + 3; : : : ,
Pk(l ¿xy; Tx = l; Dx;k)






; : : : ; eSl−16x
eSl−1
l−1










; : : : ; eSl−16(1+ ,)x
eSk
k






Put S ′0=0; S
′
1=Sk+1−Sk ; S ′2=Sk+2−Sk ; : : : Clearly, {S ′n} generates a random walk which
has the same distribution as {Sn} but is independent of 	0; 	1; : : : ; 	k ; 0; 1; : : : ; k .
Thus, we have established that, for y¿1 l= k + 2; k + 3; : : : ,






; : : : ; S ′l−1−k6ln
(1 + ,)x
k






(for l = k + 1 we have to replace the right-hand side of relation (52) with Pk(S ′1¿
ln((1− ,)xy=k); Dx;k)). It follows from (51) and (52) that, for y¿1,
Pk(Tx ¿ xy; Dx;k)
6Pk
(
∃ l∈N : S ′16ln
(1 + ,)x
k










If y¿ (1 + ,)=(1− ,); then the event{
∃ l∈N : S ′16ln
(1 + ,)x
k
; : : : ; S ′l−16ln
(1 + ,)x
k















Let (t) be the ;rst overshoot of {S ′n} over the level t. It follows from (53) that, for
y¿ (1 + ,)=(1− ,),














It is known (see, for example, [Feller, 1971, chapter XI]), that if the distribution of S ′1
is non-lattice (it is provided by the assumption of Theorem 1) and E|S ′1|¡ +∞ (it
holds in view of condition (3) and Lemma 1), then for any u∈ (0;+∞) there exists
lim
t→+∞P((t)¿u) = G(u); (55)
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where 1 − G(u) is the distribution function of an absolutely continuous probability
measure. Since {S ′n} is independent of 	0; 	1; : : : ; 	n; 0; 1; : : : ; n, relation (55) implies,
















































































































; {k ¿ 0} ∩ TDx;k
)
= 0: (58)
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Now we establish an upper bound for M (x; k). Similarly to (52) we ;nd that, for
y¿1; l= k + 2; k + 3; : : : ,






; : : : ; S ′l−1−k6ln
(1− ,)x
k






(for l = k + 1 we have to replace on right-hand side of relation (61) with Pk(S ′1¿
ln((1 + ,)xy=k ; Dx;k)). It is clear from (51) and (61) that, for y¿1,
Pk(Tx ¿ xy; Dx;k)¿Pk
(
∃ l∈N : S ′16ln
(1− ,)x
k



















1− , ; Dx;k
)
: (62)














































































































M (x; k) = lim
k→∞
lim






































(1− G(ln y)) / dy
y/+1
:



















Recall that EW / is ;nite (see (47)). We consider the second factor on the right-hand
side of (67). Let  be a random variable to which (t) converges in distribution as
t → +∞ (see (55)). Then P(¿u) = G(u) and∫ +∞
1















e−/u dP(6u) = Ee−/: (68)
Combining (14), (67), and (68) we see that, as x → +∞,
E(exp(−/STx); Tx ¡+∞) ∼ EW /Ee−/x−/:
Thus, Theorem 1 is proved and the constant in (5) has the form
K = EW /Ee−/;
where W and  are the random variables de;ned by the branching process in the
conjugate random environment.
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