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SUMMARY
In this paper, we show the Wilks type of results for the Bradley-Terry model. Specifically,
for some simple and composite null hypotheses of interest, we show that the likelihood ratio
test statistic Λ enjoys a chi-square approximation in the sense that (2p)−1/2(−2 log Λ− p) L→
N(0, 1) as p goes to infinity, where p is the corresponding degrees of freedom. Simulation studies
and an application to NBA data illustrate the theoretical results.
Some key words: Bradley-Terry model, diverging number of vertices, Wilks phenomena.
1. INTRODUCTION
In paired comparison experiments, a set of subjects are repeatedly compared with one another.
The win-loss outcomes can be summarized by a weighted directed graph with each vertex rep-
resenting a subject and a weighted directed edge from vertex i to vertex j indicating the number
2of times that i is preferred to j (Hunter , 2004). The Bradley-Terry model (Bradley and Terry,
1952) is widely used to describe the probability of such comparison outcomes. It is a directed
exponential random graph model with the out-degree sequence as its natural sufficient statistic.
For surveys, see David (1988) and Caron and Doucet (2012). Simons and Yao (1999) proved
that the maximum likelihood estimate is consistent and asymptotically normal as the number of
subjects goes to infinity.
At present, little is still known about the performance of the likelihood ratio test in the Bradley-
Terry model under the high dimensional setting. In classical parametric hypothesis testing where
the parameter space is finite dimensional, the likelihood ratio test has the appealing property that
its asymptotic null distribution is a chi-square distribution independent of nuisance parameters
(Wilks, 1938), which is referred to the Wilks phenomenon by Fan et al. (2001). In this paper,
we investigate the high dimensional Wilks phenomena for the Bradley-Terry model. The rest
of the paper is organized as follows. The Wilks type of theorems for the Bradley-Terry model is
presented in Sections 2. Simulation studies and an application to a NBA data are given in Section
3.
2. WILKS TYPE OF THEOREMS FOR THE BRADLEY-TERRY MODEL
Assume there are n subjects, for example n NBA teams, to be compared. Let each vertex
represent a subject. Let (i, j) denote a directed edge from vertex i to vertex j. An edge (i, j),
associated with a count dij , represents that vertex i has dij “wins” over vertex j. In the Bradley-
Terry model, the count dij of edge (i, j) is assumed to come from kij mutually independent
Bernoulli trials, i.e., dij ∼ Binomial(kij , pij), where pij is the probability that vertex i has a
“win” over vertex j, and dij + dji = kij . Let di =
∑
j 6=i dij be the out-degree of vertex i for
directed graphs. Notice that we consider a directed graph here and
∑
i di is equal to
∑
i 6=j kij
since it is a sum over all off-diagonal entries of the adjacent matrix (dij)i,j=1,...,n. To simplify
notation, similar to Simons and Yao (1999), we assume kij = K for all i 6= j, where K is a
fixed positive constant.
Bradley and Terry (1952) suggests that the probability of vertex i beating vertex j is
pij =
eβi
eβi + eβj
, i 6= j; i, j = 1, . . . , n,
where βi is a “merit” parameter of vertex i, i.e. the bigger the merit, the higher the probability
vertex i having a win over other vertices. Since pij can be represented as a function of n− 1
differences, for example βi+1 − βi, i = 1, . . . , n − 1, for model identification, we set β1 = 0 as
a constraint. The log-likelihood function then is
ℓbt(βn) =
n∑
i,j=1;i 6=j
dij [βi − log(e
βi + eβj)] =
n∑
i=1
βidi −K
∑
1≤i<j≤n
log(eβi + eβj ), (1)
where βn = (β1, β2, . . . , βn) with β1 = 0. Setting the derivatives with respect to βi to zero, we
obtain the likelihood equations
di =
n∑
j=1,j 6=i
Keβˆi
eβˆi + eβˆj
, i = 2, . . . , n, (2)
where βˆn = (βˆ1, βˆ2, . . . , βˆn) is the maximum likelihood estimate of βn with βˆ1 = 0. Note that
d1 is not involved in (2); indeed, given d2, . . . , dn and K , d1 is determined. Further, Ford (1957)
3provides necessary and sufficient conditions for the existence and uniqueness of the maximum
likelihood estimate.
Define Mn = maxi,j eβi−βj . We present the Wilks type of theorems.
THEOREM 1. (a) If the following conditions hold:
Mn = o
(
n1/14(log n)−2/7
)
,
n∑
i,j=1
∣∣∣∣
eβi − eβj
eβi + eβj
∣∣∣∣ = o
(
n25/14(log n)−15/7
)
, (3)
then the log-likelihood ratio test statistic ℓbt(βˆn)− ℓbt(βn) is asymptotically normally dis-
tributed in the sense that
2[ℓbt(βˆn)− ℓbt(βn)]− (n− 1)√
2(n − 1)
L
→ N(0, 1), as n→∞. (4)
(b)Without loss of generality, suppose the null hypothesis takes the following form, i.e. H∗0 :
β1 = · · · = βr, 2 ≤ r ≤ n. Let βˆ
∗
n = (βˆ
∗
1 , βˆ
∗
2 , . . . , βˆ
∗
n) be the maximum likelihood estimate of
βn under H∗0 , with βˆ∗1 = 0. Assume that r/n ≥ τ > 0, where τ is a positive constant. If (3)
holds, then the log-likelihood ratio test statistic ℓbt(βˆn)− ℓbt(βˆ
∗
n) is asymptotically normally
distributed in the sense that
2[ℓbt(βˆn)− ℓbt(βˆ
∗
n)]− (r − 1)√
2(r − 1)
L
→ N(0, 1), as n→∞. (5)
Note that the first condition in (3) is to control the increasing rate of Mn, and it is necessary
in order to guarantee the existence of the maximum likelihood estimate with high probability,
which is similar to that discussed in Simons and Yao (1999). If some ui’s are very large, and
others are very small, corresponding to a large value of Mn, the vertices with relatively poor
merits will stand very little chance of beating those with relatively large merits such that all
vertices could be partitioned into two sets, in which the vertices in one set will win all games
against those in the other set. In this case, the maximum likelihood estimate doesn’t exist by Ford
(1957). Moreover, it would be of interest to see whether the condition imposed on Mn can be
relaxed. The second condition in (3) is technical, due to the control of the remainder in the Taylor
expansion of the log-likelihood function, which essentially requires that the merits of different
vertices do not differ too much. τ is used to control the number of parameters that are equal. A
larger τ , more parameters are equal.
Note that in the above discussion, we have assumed the kij’s, i 6= j are all equal to a constant
K . This is only for the purpose of simplifying notations. Theorem 1 can be readily extended to
the general case, where kij’s are not necessarily the same (but with a bound). A complicated case
is when the kij are quite different from one another. For example, a large number of pairs don’t
have direct comparisons or some pairs have too many comparisons. In these cases, it is caution
whether Theorem 1 is applicable. The interested readers can investigate this problem.
3. NUMERICAL RESULTS
In this section, we demonstrate the theoretical results via numerical studies.
Simulation studies
To evaluate Theorem 1, we considered several simulations. In all simulation studies, we
let the number of experiments kij equal to 1 for all 1 ≤ i 6= j ≤ n, and the parameters βi,
4i = 1, . . . , n, be in a linear form. Specifically, for the simple null, we set βi = (i− 1)Ln/(n−
1), i = 1, . . . , n, and for the composite null, we set β1 = · · · = βr = 0, where r = n/2 and
βi = (i− 1)Ln/(n − 1), i = r + 1, . . . , n. Note that in both settings of βi’s, Ln = maxi βi and
Mn = e
Ln
. Several values of Ln were considered, specifically, 0, log(log n), log n and n, and
consequently Mn = 1, log n, n and en respectively. In each simulation, we computed the test
statistic in the theorem, and the procedure was repeated 10, 000 times.
The results for the Bradley-Terry model are shown in Figure 1. The top two rows are for the
case with the simple null, and the bottom two rows for the composite null. In each QQ-plot, the
horizontal and vertical axes correspond to the theoretical and empirical quantiles respectively.
Note that when Mn = en, condition (3) is not satisfied, and we observed that the maximum
likelihood estimate did not exist more than 90% times out of the 10, 000 repetitions, thus the
corresponding result is not reported; on the other hand, the maximum likelihood estimate always
existed for other values of Mn, i.e. 1, log n and n, which is in agreement with earlier findings
in Simons and Yao (1999). As we can see, when n = 50, the empirical quantiles differ a little
from the theoretical ones, but as n increases to 200, the difference diminishes and the empirical
quantiles agree well with the theoretical ones. Further, we can see that as Mn increases, the
difference between the empirical quantiles and the theoretical ones becomes more prominent.
A data example
National Basketball Association (NBA) is one of the most successful men’s professional bas-
ketball league in the world. The current league organization divides its total thirty teams into
two conferences: the western conference and the eastern conference. In the regular season, every
team plays with every other team three or four times. It would be of interest to test whether there
are significant difference among a set of teams. Here we use the 2008-09 NBA season data as an
illustrative example.
The fitted merits using the Bradley-Terry model are presented in Table 1, in which Philadel-
phia 76ers is the reference team. As we can see, the ranking based on the won-loss percentage
and that based on the fitted merits are similar. Further, we use (5) to test whether there are
significant differences among the middle 9 teams according to the ranking of the won-loss
percentage, i.e. No. 4–12, in each conference. It may be obvious that it is significance if testing
the equality of all teams in each conference. In fact, we get asymptotic p-values in the magnitude
of 10−86. So we drop the top 3 teams and bottom 3 ones. The values of (5) are 0.290 and 13.6
for the eastern conference and the western conference respectively, with the corresponding
p-values 0.772 and 2.8 × 10−42. To evaluate the quality of asymptotic approximation, we used
the permutation tests under the null based on 100, 000 Monte Carlo simulations, getting the
p-values 0.739 and < 10−5. We can see that the empirical one and the asymptotic one are similar
for testing the equality of the middle 9 teams in the east conference. For the west conference,
the asymptotic one gives much smaller p-value. The results indicate that there is no significant
difference among the middle nine teams in the eastern conference while there are significant
differences among the those teams in the western conference.
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5Table 1: Fitted merits based on the 2008-09 NBA season data
Eastern Conference Western Conference
Team W-L Merit Team W-L Merit
1 Cleveland Cavaliers 66-16 4.53(0.37) Los Angeles Lakers 65-17 4.16(0.37)
2 Boston Celtics 62-20 3.46(0.36) Denver Nuggets 54-28 2.06(0.34)
3 Orlando Magic 59-23 2.75(0.35) San Antonio Spurs 54-28 2.01(0.34)
4 Atlanta Hawks 47-35 1.40(0.34) Portland Trail Blazers 54-28 2.06(0.34)
5 Miami Heat 43-39 1.15(0.34) Houston Rockets 53-29 1.95(0.34)
6 Philadelphia 76ers 41-41 1.00 Dallas Mavericks 50-32 1.61(0.34)
7 Chicago Bulls 41-41 1.00(0.33) New Orleans Hornets 49-33 1.56(0.34)
8 Detroit Pistons 39-43 0.90(0.34) Utah Jazz 48-34 1.43(0.34)
9 Indiana Pacers 36-46 0.79(0.34) Phoenix Suns 46-36 1.28(0.34)
10 Charlotte Bobcats 35-47 0.72(0.34) Golden State Warriors 29-53 0.50(0.34)
11 New Jersey Nets 34-48 0.68(0.34) Minnesota Timberwolves 24-58 0.38(0.35)
12 Milwaukee Bucks 34-48 0.70(0.34) Memphis Grizzlies 24-58 0.39(0.39)
13 Toronto Raptors 33-49 0.66(0.34) Oklahoma City Thunder 23-59 0.35(0.35)
14 New York Knicks 32-50 0.62(0.34) Los Angeles Clippers 19-63 0.27(0.36)
15 Washington Wizards 19-63 0.28(0.36) Sacramento Kings 17-65 0.23(0.37)
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6Fig. 1: Simulation results for the Bradley-Terry model. The horizontal and vertical axes in each
QQ-plot are the theoretical (based on the standard normal distribution) and empirical quantiles
(based on the log-likelihood ratio test statistic), respectively. The straight lines correspond to
y = x. The first, second, third columns correspond to Mn = 1, log n, n, respectively.
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(a) n = 50 under the simple null
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(b) n = 200 under the simple null
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(c) n = 50, r = 25 under the composite null
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(d) n = 200, r = 100 under the composite null
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