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Abstract
Methods of Lie group analysis of differential equations are extended
to weak solutions of (linear and nonlinear) PDEs, where the term “weak
solution” comprises the following settings:
(a) Distributional solutions.
(b) Solutions in generalized function algebras.
(c) Solutions in the sense of association (corresponding to a number of
weak or integral solution concepts in classical analysis).
Factorization properties and infinitesimal criteria are developed that allow
to treat all three settings simultaneously, thereby unifying and extending
previous work in this area.
Key words. Algebras of generalized functions, Lie symmetries of differ-
ential equations, group analysis, Colombeau algebras.
Mathematics Subject Classification (2000). 46F30, 22E70, 35Dxx,
35A30.
1 Introduction
Local symmetries for equations with weak type solutions, such as, e.g., conser-
vation laws, involve different constraints depending on the framework in which
the equations are analyzed. The aim of this paper is to study symmetry prop-
erties of differential equations involving singular (in particular: distributional)
terms through an analysis of symmetries in distribution spaces and generalized
function algebras, as well as associated (i.e., weak type) symmetries. A main
ingredient in our analysis will be the determination of infinitesimal criteria for
these solution concepts.
Investigations in this direction have been initiated by Methe´ ([25]), Tengstrand
([34]), Szmydt and Ziemian ([31, 32, 33]) and have been systematically pursued
by Berest and Ibragimov ([3, 4, 5, 6, 15, 16]) in the distributional setting. More
recently, in [19, 20, 21], an extension of the purely distributional methods applied
so far has been given that allows to also consider nonlinear equations involv-
ing singularities. The basic tool allowing for such an extension is Colombeau’s
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theory of algebras of generalized functions. In what follows, on the one hand
we are going to continue the analysis of [21], and on the other hand we shall
establish connections between the distributional criteria developed in [4, 5] and
the Colombeau-type methods given in [21]. Moreover, the framework of gener-
alized function algebras enables us to study symmetry properties of associated
solutions (i.e. of weak or integral solutions) by the same methods.
To begin with, let us fix some notations concerning group analysis of differen-
tial equations and Colombeau’s theory of generalized functions. Our principal
reference for symmetries of differential equations is [28], whose terminology we
shall follow closely. Let M be an open subset of Rp+q (in what follows, p will
be the number of independent variables of a system of differential equations, q
the number of dependent variables) and G a Lie group acting regularly on M.
For x ∈ Rp, u ∈ Rq and (x, u) ∈ M we write
(x˜, u˜) = g · (x, u) = (Ξg(x, u),Φg(x, u))
If Ξg(x, u) = Ξg(x), g ∈ G, then G is called projectable. Elements of the Lie
algebra of G as well as the corresponding vector fields on M will typically be
denoted by v.
Put X = Rp, U = Rq. By identifying a function f : Ω ⊂ X → U with its graph
Γf = {(x, f(x)) | x ∈ Ω} ⊂ X ×U , the action of g ∈ G onto f is defined (locally)
by
g · f = f˜ = (Φg ◦ (idX ×f)) ◦ (Ξg ◦ (idX ×f))
−1
where idX is the identity mapping on X ; in the projectable case this specializes
to
g · f = Φg ◦ (idX ×f) ◦ Ξ
−1
g .
Set U (n) = U ×U1× . . .×Un,M(n) =M×U1× . . .×Un. Here Uk = Rqpk , with
coordinates uαJ , α = 1, . . . , q, J = (j1, . . . , jk) ∈ {1, . . . , p}
k such that j1 ≤ j2 ≤
. . . ≤ jk and pk =
(
p+k−1
k
)
, is the number of different partial derivatives of order
k of a scalar valued smooth function of p variables. Elements of U (n) are denoted
by u(n). M(n) is called the n-jet space of M and we set N := dim(M(n)). The
coordinates onM(n) will also be written as (z1, . . . , zp, zp+1, . . . , zN ) = (x, u(n)).
For any f : Ω ⊆ X → Rq, the n-th prolongation or n-jet of f is the function
pr(n) f : Ω → U (n) formed by f and its derivatives up to order n. The n-th
prolongation of a group action g or vector field v is written as pr(n)g or pr(n)v,
respectively.
Let Σ be a system of differential equations with p variables and q unknown
functions of the form
∆i(x, u
(n)) = 0, i = 1, . . . , s (1)
(with ∆i smooth for all i). We shall henceforth assume that (1) is nondegenerate
(i.e. locally solvable and of maximal rank, see [28]). Any f : Ω ⊂ X → U which
solves the system on its domain will be called a solution. This amounts to saying
that the graph of the n-jet of f , Γ
(n)
f is contained in the zero-set Σ∆ of ∆. A
symmetry group of Σ is a local transformation group on X ×U such that if f is
a solution of the system, g ∈ G and g · f is defined then also g · f is a solution
of Σ.
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Next, let us shortly recall some basic definitions from Colombeau’s theory of
generalized functions ([1], [7], [9], [10], [11], [27]). For notational simplicity we
are going to work in the so-called “special” Colombeau algebra G(Ω), defined
as the quotient algebra EM (Ω)/N (Ω), where
EM (Ω) := {(uε)ε∈I ∈ C
∞(Ω)I : ∀K ⊂⊂ Ω, ∀α ∈ Nno ∃p ∈ N with
sup
x∈K
|∂αuε(x)| = O(ε
−p) as ε→ 0}
N (Ω) := {(uε)ε∈I ∈ C
∞(Ω)I : ∀K ⊂⊂ Ω, ∀α ∈ Nno ∀q ∈ N
sup
x∈K
|∂αuε(x)| = O(ε
q) as ε→ 0}
Here I = (0, 1]. G(Ω) is a differential algebra (with componentwise operations)
and Ω → G(Ω) is a fine sheaf on Rn. The equivalence class of (uε)ε∈I in G(Ω)
will be denoted by U = cl[(uε)ε∈I ] or cl[uε] for short.
We shall make use of the function spaces
D(Ω) = {f ∈ C∞(Ω) : supp(f) compact}
S(Rn) = {f ∈ C∞(Rn) : ∀q > 0 ∀α ∈ Nn0 sup
x∈Rn
(1 + |x|)q |∂αf(x)| <∞}
OM (Ω) = {f ∈ C
∞(Ω) : ∀α ∈ Nn0 ∃p > 0 sup
x∈Ω
(1 + |x|)−p|∂αf(x)| <∞}
D(Ω) is the space of test functions on Ω, elements of S(Rn) and OM (Rn) are
called rapidly decreasing and slowly increasing, respectively.
The algebra Gτ (Ω) = Eτ (Ω)/Nτ (Ω) of tempered generalized functions is defined
by
Eτ (Ω) = {(uε)ε∈I ∈ (OM (Ω))
I : ∀α ∈ Nno ∃p > 0
sup
x∈Ω
(1 + |x|)−p|∂αuε(x)| = O(ε
−p) (ε→ 0)}
Nτ (Ω) = {(uε)ε∈I ∈ (OM (Ω))
I : ∀α ∈ Nno ∃p > 0 ∀ q > 0
sup
x∈Ω
(1 + |x|)−p|∂αuε(x)| = O(ε
q) (ε→ 0)}
By componentwise insertion, elements of G(Ω) and Gτ (Ω) can be composed with
slowly increasing functions. Next, choose ρ ∈ S(Rn) such that
∫
ρ(x) dx = 1 and∫
ρ(x)xα dx = 0 for all α ∈ Nn0 with |α| ≥ 1. Then E
′(Ω) (the space of compactly
supported distributions) is linearly embedded into G(Ω) via ι : u→ cl[(u∗ρε)ε∈I ]
(where ρε =
1
εn ρ(
.
ε )). Moreover ι coincides with the identical embedding σ : f →
cl[(f)ε∈I ] on D(Ω), so D(Ω) becomes a subalgebra of G(Ω) via ι. Finally, there
is a unique sheaf morphism ιˆ extending ι to C∞( . ) →֒ D′( . ) →֒ G( . ) (where
D′ denotes the space of distributions). ιˆ commutes with partial derivatives, and
its restriction to C∞ is a sheaf morphism of algebras. The map ι defined above
also provides a linear embedding of S ′(Rn) into Gτ (R
n) commuting with partial
derivatives and making
OC(R
n) = {f ∈ C∞(Rn) : ∃p > 0 ∀α ∈ Nno sup
x∈Rn
(1 + |x|)−p|∂αf(x)| <∞}
a faithful subalgebra. So far, Colombeau algebras are the only known differential
algebras enjoying these optimal embedding properties. Moreover, an intrinsic
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global formulation of Colombeau’s construction on differentiable manifolds re-
taining all the characteristics of the local theory has recently been achieved
([12, 13]). Of the various variants of Colombeau algebras we shall also use the
subalgebra G∞(Ω) of G(Ω) consisting of those elements of G(Ω) possessing a rep-
resentative (uε)ε such that supε∈I ‖uε‖L∞(Ω) <∞. Finally, we shall employ the
“mixed type”-algebra G˜(R × Ω) whose elements satisfy G-bounds with respect
to t ∈ R and Gτ -bounds with respect to x ∈ Ω.
The ring of constants in G is denoted by C, its elements are called generalized
numbers. Elements of C may be used to model infinitesimal numbers (e.g.,
(ε)ε∈I is a representative of an infinitely small yet nonzero generalized number),
which may be viewed as a “nonstandard” aspect of the theory. The support
of a generalized function U ∈ G(Ω), suppg U , is defined as the complement of
the largest open subset Ω′ of Ω such that U|Ω′ = 0. This notion is coherent
with the embedding ι, i.e. for any T ∈ D′(Ω) we have suppT = suppg(ι(T )).
Finally, we mention the concept of association in the algebra G: Two elements
F , G are associated F ≈ G if there exist representatives Fε and Gε of F and G,
respectively, such that
lim
ε→0
∫
(Gε(x)− Fε(x))ψ(x)dx = 0, for all ψ ∈ D(Ω)
Clearly, this definition does not depend on the choice of representatives. The
concept of association (resp. strong association, cf. 3.2 below) plays a central
role in the Colombeau framework as in many cases it allows for a distributional
interpretation of results achieved in G. Particularly in applications to physics
and numerics it is of fundamental importance (cf. e.g. [7], [11], [36]).
With this terminology at hand we can now formulate the main goals of this
article: Let G be a transformation group acting on the space of independent and
dependent variables of a system (1) of (linear or nonlinear) differential equations.
We are looking for criteria for G to transform weak solutions of (1) into weak
solutions. More precisely, we shall develop conditions under which G transforms
D′-solutions to D′-solutions (in case (1) is linear), G-solutions to G-solutions, or
solutions in the sense of association into solutions in the sense of association
(in which case (1) is to be replaced by ∆(x, u(n)) ≈ 0). We shall see that these
questions are in fact closely linked and that criteria for one situation are often
useful in other cases as well. As an application we study the symmetries of the
quasilinear hyperbolic system ut+A(u)ux = 0 where A is an s× s matrix with
C1(Rs) entries (cf. [30], [8]). For treating this system distribution type spaces
are not convenient, while G provides a quite satisfactory solution concept (cf.
[17], [26] and the literature cited therein). We consider strongly associated
solutions and calculate symmetry transformations of such solutions. Also, we
discuss infinitesimal criteria for symmetries of this system.
2 Factorization properties, symmetries in G
Let G be a projectable group action on some open set M ⊂ X × U . As
was already pointed out in the introduction, composition in the framework
of Colombeau generalized functions requires polynomial growth restrictions on
the smooth functions. Thus we first single out those group actions which can
be applied to elements of G (cf. [21]). An element g ∈ G with g · (x, u) =
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(Ξg(x),Φg(x, u)), is called slowly increasing if u 7→ Φg(x, u) is slowly increas-
ing, uniformly for x in compact sets; g is called strictly slowly increasing if
Φg ∈ OM (M).
If Ω ⊂ X , U ∈ G(Ω) and g is slowly increasing, the action of g on U is the
element of G(Ξg(Ω)) given by
gU = cl
[(
Φg ◦ (id×uε) ◦ Ξ
−1
g
)
ε
]
(2)
Also, in order to be able to insert elements of G(Ω) into (1) we will from now on
suppose that u(n) 7→ ∆(x, u(n)) is slowly increasing, uniformly for x in compact
sets. A symmetry group of (1) in G is a local transformation group acting on
X ×U such that if U is a solution of the system in G, g ∈ G and g ·U is defined,
then also g · U is a solution of Σ in G.
Let G be a slowly increasing symmetry group of some differential equation
∆(x, u(n)) = 0 (3)
and let U ∈ G(Ω) be a generalized solution to (3). Then for any representative
(uε)ε of U there exists some (nε)ε ∈ N (Ω) such that for all x and all ε we have
∆(x, pr(n) uε(x)) = nε(x) (4)
Due to the nontrivial right hand side of (4) it is clear that a direct (component-
wise) application of classical symmetry methods to Colombeau solutions is not
feasible. A transfer of classical symmetry groups into the G-setting therefore
has to rely on properties of symmetry transformations that are better suited to
the algebraic structure of G. The key concept serving this purpose (and, as we
shall see shortly, at the same time applicable to symmetries of D′- and other
weak solutions) is that of factorization:
Let G = {gη | η ∈ R} be a (classical) one parameter symmetry group of (1)
gη · (x, u) = (Ξη(x, u),Φη(x, u))
Then by [28], Prop. 2.10 there exists a smooth map Q : W → Rs
2
(W open in
R×M(n), 0×M(n) ⊆ W) such that
∆(pr(n)gη(z)) = Q(η, z)∆(z) (5)
Throughout this paper, W will denote an open set as specified above. By [21],
Th. 3.4 for any smooth u : Ω ⊂ Rp → Rq such that gηu exists we have
∆(Ξη(x, u(x)), pr
(n)(gηu)(Ξη(x, u(x))))
= Q(η, x, pr(n)u(x)) ·∆(x, pr(n)u(x)) .
(6)
In particular, η → gη is a symmetry group of (1) in G if (x, u(n)) → Qµν(η, x,
pr(n) u(x)) is slowly increasing with respect to u(n), uniformly for x varying in
compact sets ([21], Proposition 3.5). Thus the need for conditions ensuring that
the Qµν remain well behaved (in the above sense) arises. Theorem 3.8 of [21]
shows that for scalar differential equations possessing a stand alone term (i.e.
∂∆
∂zk
= c for some k > p) this is indeed always the case. Our first aim is to
generalize this result.
Since (1) is nondegenerate it follows that the Jacobian J(∆) of ∆ has rank
s on the zero-set of ∆. The following result uses a mild strengthening of this
assumption to derive a factorization property adapted to the polynomial growth
restrictions necessary for applying nonlinearities to elements of G.
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2.1 Theorem Let G = {gη | η ∈ (−η0, η0)} be a slowly increasing symmetry
group of system (1) and suppose that there exist p < k1 < · · · < ks ≤ N such
that, setting Jk1,...,ks(∆) :=
(
∂∆i
∂zkj
)
i,j=1...s
, the following conditions are satisfied:
(i) z → (z′,∆(z)) is injective, where z′ = (z1, . . . , ẑk1 , . . . , ẑks , . . . , zN ).
(ii) z → (det(Jk1,...,ks(∆)))
−1(z) is defined globally and is slowly increasing,
uniformly for (z1, . . . , zp) varying in compact sets.
Then there exists a smooth mapping Q :W → Rs
2
which is slowly increasing in
z ∈M(n), uniformly for z1, . . . , zp varying in compact sets such that (5) holds.
In particular, (6) holds for any smooth u : Ω ⊆ Rp → Rq such that gηu exists.
Proof. Without loss of generality we may suppose {k1, . . . , ks} = {N − s +
1, . . . , N}. We set z′ = (z1, . . . , zN−s), z
′′ = (zN−s+1, . . . , zN) and define
∆˜ : RN → RN by
∆˜(z) = (z′,∆(z))
Since det(J(∆˜)) = det(Jk1,...,ks(∆)) 6= 0, ∆˜ is a diffeomorphism by (i). More-
over,
∆ ◦ ∆˜−1 = (y1, . . . , yN)→ (yN−s+1, . . . , yN) = y → y
′′
Now set fη(z) = ∆(pr
(n)gη(z)). By [21], Proposition 3.7 and our general as-
sumption on ∆, fη is slowly increasing in z, uniformly for (z1, . . . , zp) varying in
compact sets. Since η → gη is a symmetry group of (1) we have fη ◦ ∆˜−1(y) ≡ 0
if y′′ ≡ 0. Thus
fη ◦ ∆˜
−1(y) = (fη ◦ ∆˜
−1)(y′, τy′′) |1τ=0
=
∫ 1
0
d
dτ (fη ◦ ∆˜
−1)(y′, τy′′) dτ
=
(∫ 1
0 Jk1...ks(fη ◦ ∆˜
−1)(y′, τy′′) dτ
)
· y′′
(7)
Inserting z = ∆˜−1(y) into (7) we arrive at
fη(z) =
(∫ 1
0
Jk1,...,ks(fη ◦ ∆˜
−1)(z′, τ∆(z)) dτ
)
·∆(z) =: Q(η, z) ·∆(z) (8)
In order to establish the claimed growth properties of Q, since fη and ∆ are
slowly increasing, by the chain rule it suffices to estimate Jk1...ks(∆˜
−1). The de-
terminant of this Jacobian is precisely (det(Jk1,...,ks(∆)))
−1, so the claim follows
from (ii). ✷
2.2 Remarks
(i) By dropping the growth restrictions on ∆, G (in particular, allowing for
G to be nonprojectable and merely supposing that (det(Jk1,...,ks(∆)))
−1
exists globally), the same proof as above still provides the explicit form
(8) of the factorization property of general symmetry groups of (1), which
reads
∆(pr(n)gη(z)) = (
∫ 1
0
Jk1,...,ks(fη ◦ ∆˜
−1)(z1, . . . , zk1−1, τ∆1(z), zk1+1,
. . . , zks−1, τ∆s(z), zks+1, . . . , zN) dτ) ·∆(z)
(9)
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(ii) A necessary and sufficient condition for (ii) in 2.1 is given by
∀K ⊂⊂ Rp ∃C > 0 ∃r > 0 ∀z ∈M(n) :
inf(z1,...,zp)∈K
∣∣∣ ∂(∆1,...,∆s)∂(zk1 ,...,zks )(z)∣∣∣ ≥ C((1 + |zp+1|) . . . (1 + |zN |))−r (10)
(iii) An extensive compilation of sufficient conditions for global injectivity of
smooth maps (∆˜ in our case) can be found in [29]. As an example we
mention a result of Gale and Nikaido ([29], ch. 3) stating that any F :
Ω→ Rn (with Ω a rectangular region in Rn) is injective if its Jacobian is
a P -matrix on all of Ω (i.e. all principal minors are positive). Moreover,
global invertibility results for Sobolev functions are given in [2].
2.3 Corollary Under the assumptions of Theorem 2.1, G is a symmetry group
of (1) in G.
Proof. Let u ∈ G(Ω)q be a solution of (1). Then by (6), for any representative
(uε)ε∈I of u we have, taking into account the projectability of gη,
∆(x, pr(n)(gηuε)(x))
= Q(η,Ξ−η(x), pr
(n)uε(Ξ−η(x))) ·∆(Ξ−η(x), pr(n)uε(Ξ−η(x)))
(11)
Here, ∆(Ξ−η(x), pr
(n)uε(Ξ−η(x))) is negligible by definition and Theorem 2.1
shows cl[x → Q(η,Ξ−η(x), pr(n)uε(Ξ−η(x)))] to be moderate. It follows that
(∆(x, pr(n)(gηuε)(x)))ε∈I is negligible, which precisely means that gηu is a so-
lution in G. ✷
2.4 Example Suppose that system (1) satisfies ∂∆i∂zkj
= ciδikj for some p <
k1 < · · · < ks ≤ N and nonzero constants ci. Then (1) satisfies conditions
(i) and (ii) of Theorem 2.1. In fact, det(Jk1,...,ks(∆)) is constant and since the
underlying domain is convex the above assumption on (1) is equivalent with
∆i(z) = cizki + Fi(z
′) (1 ≤ i ≤ s)
with Fi smooth and z
′ as in 2.1 (i). From this, injectivity of z → (z′,∆(z)) is
immediate. Thus by 2.1 any slowly increasing classical symmetry group of (1)
is a G-symmetry group as well. This observation applies e.g. to the system
Ut + UUx = 0
Vt + UVx = 0
considered in [21], Example 3.6. Also, Theorem 3.8 of [21] is a special case of
this setup (for s = 1).
3 Associated and distributional symmetry
groups
In this section we are going to investigate symmetries of system (1) in the sense
of association, i.e. we shall be concerned with group actions that transform
solutions of
∆i(x, u
(n)) ≈ 0 (i = 1, . . . , s) (12)
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into solutions in the sense of association. Such group actions will be called sym-
metries in the sense of association or, by slight abuse of terminology, associated
symmetries. Also, we will give a rather general criterion for transferring clas-
sical symmetry groups of linear systems to the distributional setting. In what
follows we will only consider projectable symmetry groups.
3.1 Definition u = (u1, ..., uq) ∈ G(Ω)q is a solution to (12) (also called an
associated solution to (1)) if u has a representative (u1ε, ..., uqε) ∈ EM (Ω)q such
that for every ϕ ∈ D(Ω)∫
∆i(x, pr
(n)uε(x))ϕ(x) dx → 0 as ε→ 0, 1 ≤ i ≤ s (13)
The set of all associated solutions to (1) will be denoted by A∆. The set of all
u ∈ (G∞)
q satisfying (13) will be termed AB∆. Let A ⊆ A∆. A symmetry group
η → gη of (1) will be called an A-symmetry group if gηU ∈ A whenever U ∈ A
and gηU is defined.
In what follows, Ckc (Ω) (k ∈ N0), the space of compactly supported C
k-functions
on Ω is equipped with the inductive limit topology of its subspaces CkK(Ω) =
{f ∈ Ck(Ω) | supp f ⊆ K} (K compact in Ω).
3.2 Definition Let u = (u1, ..., uq) ∈ A∆(Ω) (resp. u ∈ AB∆(Ω)) and let
k ∈ N0. u is called a k-strongly associated (
k
≈-associated) solution to (1) if it
has a representative (u1ε, ..., uqε) ∈ EM (Ω)q such that for every set B ⊆ C∞c (Ω)
which is bounded in Ckc (Ω) we have
lim
ε→0
sup
ϕ∈B
∫
∆i(x, pr
(n)uε(x))ϕ(x) dx = 0 (1 ≤ i ≤ s)
The space of k-strongly associated solutions to (1) is denoted by ASk∆ and we
set ABSk∆ := AS
k
∆ ∩ G∞. The corresponding symmetry groups are called AS
k
∆-
and ABSk∆-symmetry groups, respectively.
3.3 Remark Associated solutions (i.e., solutions of type A∆) play a central
role in applications to numerics (cf. the remarks in Section 1). Moreover, by
imposing slight changes in their definition, Colombeau type algebras can be
adapted to a wide variety of solution types. Thus G∞ is particularly useful for
the investigation of shock wave solutions of conservation laws (cf. 3.4, 3.6, 3.7
below), which fall into this class of generalized functions. It will turn out in
Theorem 3.5 (i) that the uniform bounddedness of solutions is essential for the
characterization of ABS∆-symmetry groups.
3.4 Example Consider the Riemann problem
ut + uux = 0
u(x, 0) = ul + (ur − ul)H(x)
(14)
where H denotes the Heaviside function. For ul > ur the unique weak solution
to this problem is u(x, t) = ul + (ur − ul)H(x − ct), (x, t) ∈ R × [0,∞), where
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c = (ul + ur)/2. Let θ ∈ D(R), θ ≥ 0,
∫
θ = 1 and set Hε(y) =
∫ y/ε
−∞
θ(x) dx,
δε(y) =
1
εθ(
y
ε ). We are looking for 1-strongly associated solutions to (14) of
the form uε(x, t) = ul + (ur − ul)Hε(x − ct), with c to be determined. Thus
let B be a bounded subset of C1c (R × (0,∞)). This means that there exists
K ⊂⊂ R× (0,∞) such that suppϕ ⊆ K for all ϕ ∈ B and
sup{|∂αϕ(x, t)| | ϕ ∈ B, (x, t) ∈ K, |α| ≤ 1} <∞
Let ψ ∈ B. Then∫
R×(0,∞)
[uεt(x, t) + uε(x, t)uεx(x, t)]ψ(x, t) dx dt =∫
R×(0,∞)
[−c(ur − ul)∂xHε(x− ct) +
1
2
∂x((ul + (ur − ul)Hε(x− ct))
2)]ψ(x, t) dxdt
= −
∫
R×(0,∞)
[−c(ur − ul)Hε(x− ct) +
1
2
((2ul(ur − ul)
·Hε(x− ct) + (ur − ul)
2Hε(x− ct))
2)]ψx(x, t) dx dt
→
∫ ∞
0
[c(ur − ul)−
1
2
(u2r − u
2
l )]ψ(ct, t) dt
by dominated convergence, uniformly for ψ ∈ B. Thus uε as above is a 1-
strongly associated solution if and only if c = (ul + ur)/2, i.e. if and only if the
Rankine-Hugoniot jump condition is satisfied.
The transfer of classical symmetry groups into symmetry groups in the sense of
association is again governed by factorization properties. Sufficient conditions
for this transfer are provided by the following result:
3.5 Theorem Let G = {gη | η ∈ (−η0, η0)} be a slowly increasing symmetry
group of (1) admitting a global factorization of the form (5). Then
(i) If Q depends exclusively on η, x and u then gη is an ABS∆-symmetry
group of (1).
(ii) If Q depends exclusively on x and η then for any k > 0 gη is an AS
k
∆-
symmetry group of (1).
Proof. (i) Let φ ∈ D(Ξη(Ω)) and u ∈ ABS∆(Ω). It follows from (2) that
u ∈ G∞(Ξη(Ω))q. Moreover, by (6), for any 1 ≤ i ≤ s we have∫
∆i(x, pr
(n)(gηuε)(x))φ(x) dx
=
∑
j
∫
Qij(η,Ξ−η(x), uε(Ξ−η(x)))∆j(Ξ−η(x), pr
(n)uε(Ξ−η(x)))φ(x) dx
=
∑
j
∫
∆j(x
′, pr(n)uε(x
′))Qij(η, x
′, uε(x
′))φ(Ξη(x
′))| detDΞη(x
′)|︸ ︷︷ ︸
(∗)
dx′
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If φ varies in a subset of D(Ξη(Ω)) which is bounded in Cc then due to the fact
that the uε are globally bounded, (∗) varies in a Cc-bounded subset of D(Ω).
Hence the above expression tends to zero, uniformly in φ and ε.
(ii) With φ as in (i),∫
∆i(x, pr
(n)(gηuε)(x))φ(x) dx
=
∑
j
∫
∆j(x
′, pr(n)uε(x
′))Qij(η, x
′)φ(Ξη(x
′))| detDΞη(x
′)|︸ ︷︷ ︸
(∗)
dx′
which tends to zero since (∗) is Ckc -bounded if φ varies in a C
k
c -bounded subset
of D(Ξη(Ω)). ✷
3.6 Example Let A be an s×s matrix with C1-entries aij = aij(u1, ..., us), i, j
= 1, ..., s on Rs. We consider the quasilinear system
∆(u, ux, ut) ≡ ut +A(u)ux (15)
(for solvability resp. unique solvability of (15) we refer to [30] and [8]) and the
action of a classical symmetry group G = {gη | η ∈ (−η0, η0)}
x˜ = Ξ1η(x, t)
t˜ = Ξ2η(x, t)
u˜ = Φη(x, t, u)
 , η ∈ (−η0, η0) (16)
where Ξ1η,Ξ
2
η ∈ C
∞(Ω),Φη ∈ (C
∞(Ω× Rs))s , η ∈ (−η0, η0). We are going to
show that G is an ASk∆-symmetry group of (15) for each k provided that
(i) ∂uΦη does not depend on u, i.e. G acts linearly on the dependent variables.
(ii) Ξ2η does not depend on x.
Denoting as above the Jacobian of Ξη by JΞη, u˜x˜ and u˜t˜ are given by the
first and second column of the matrix valued function Φ1η ∈
(
C∞(Ω× R3s)
)s×2
,
where Φ1η(x, t, u, ux, ut) is defined by
([
Φηx(x, t, u) Φηt(x, t, u)
]
+
∂Φη
∂u
(x, t)
[
ux ut
])
(JΞη(x, t))
−1 (17)
Moreover,
∆(u˜, u˜x˜, u˜t˜) =: ∆˜η(x, t, u, ux, ut)
=
∫ 1
0
(
∂∆˜η
∂ut
)(x, t, u, ux, θut + (1− θ)(−A(u)ux)) dθ × (ut − (−A(u)ux))
= Qη(x, t, u)∆(u, ux, ut),
Note that Qη does not depend on ux, ut by our assumption on G and the explicit
form of ∆. Now
∆˜η = Φ
1
η(x, t, u, ux, ut)
[
0
1
]
+A(Φη(x, t, u))Φ
1
η(x, t, u, ux, ut)
[
1
0
]
(18)
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Φ1η
[
0
1
]
=
([
Φηx Φηt
]
+Φηu
[
ux ut
]) 1
detJΞη
[
−Ξ1ηt
Ξ1ηx
]
=
1
detJΞη
(
Ξ1ηxΦηt − Ξ
1
ηtΦηx + Ξ
1
ηxΦηuut − Ξ
1
ηtΦηuux
)
Φ1η
[
1
0
]
=
([
Φηx Φηt
]
+Φηu
[
ux ut
]) 1
detJΞη
[
Ξ2ηt
−Ξ2ηx
]
=
1
detJΞη
(
Ξ2ηtΦηx − Ξ
2
ηxΦηt + Ξ
2
ηtΦηuux − Ξ
2
ηxΦηuut
)
Thus
Qη =
∂∆˜η
∂ut
=
1
det JΞη
(
Ξ1ηxΦηu − Ξ
2
ηxA(Φη)Φηu
)
=
Ξ1ηxIs − Ξ
2
ηxA(Φη)
Ξ1ηxΞ
2
ηt − Ξ
2
ηxΞ
1
ηt
Φηu
where Is is the s× s identity matrix. This implies
∆˜η(x, t, u, ux, ut) =
Ξ1ηxIs − Ξ
2
ηxA(Φη)
Ξ1ηxΞ
2
ηt − Ξ
1
ηtΞ
2
ηx
Φηu∆(x, t, u, ux, ut) = Qη∆. (19)
By assumptions (i) and (ii) it follows that Qη does not depend on u. Thus our
claim follows from 3.5 (ii).
3.7 Example Let f ∈ C1(R) and let F be a primitive of f . The generalized
Burgers equation
ut + f(u)ux = 0
u(x, 0) = ul + (ur − ul)H(x)
(20)
has a weak solution of the form
u(x, t) = ul + (ur − ul)H(x − ct), (x, t) ∈ R× (0, T ) (21)
where c = (F (ur)− F (ul))/(ur − ul). (If f ′ > 0 and ul > ur, then this solution
is unique.) The same arguments as in the case of Burgers’ equation in 3.4 imply
that (21) is the 1-strongly associated solution to (20) if and only if c is of the
given form. In this special case of (15), conditions (i) and (ii) of 3.6 are in fact
necessary for shock wave solutions to be transformed into 1-strongly associated
solutions. In fact, if (i) or (ii) is violated then from the explicit calculations in
3.6 it follows that the integrand in the proof of 3.5 (ii) will contain unbounded
terms.
More complex factorizations arise in case f is invertible. Indeed, by a straight-
forward explicit calculation, the infinitesimal generators
w1 = xt∂x + t
2∂t +
1
f ′(u) (x− f(u)t)∂u
w2 = x
2∂x + xt∂t +
f(u)
f ′(u) (x− f(u)t)∂u
give rise to the group actions
G1: x˜ = x(η) =
x
1−ηt , t˜ = t(η) =
t
1−ηt , u˜ = f
−1(ηx+ f(u)− ηf(u)t)
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G2: x˜ = x(η) =
x
1−ηx , t˜ = t(η) =
t
1−ηx , u˜ = f
−1
(
f(u)
1−η(x−f(u)t)
)
with factors
Q1 =
(1− ηt)3f ′
f ′(f−1(ηx+ f(u)− ηf(u)t))
Q2 =
(1− ηx)3f ′(u)
(1− η(x − tf))3f ′
(
f−1
(
f(u)
1−η(x−tf(u))
))
Theorem 3.5 raises the question of finding criteria for classical symmetry groups
to display the favorable factorization properties used above. As an important
case where a general result is available we now turn to systems of linear PDEs.
With a view to applications in distribution theory (cf. section 4) we also restrict
our attention to group actions which act linearly on the dependent variables.
3.8 Theorem Suppose that in (1), ∆ is a linear differential operator:
∆i(z) =
N∑
k=p+1
aik(z1, . . . , zp)zk + a
i
0(z1, . . . , zp) (1 ≤ i ≤ s) (22)
Furthermore, let gη be a one parameter symmetry group of (22) which acts
linearly in the dependent variables:
gη(x, u) = (Ξη(x),Φη(x) · u+Ψη(x)) (23)
If there exist p < k1 < · · · < ks ≤ N such that Jk1,...,ks(∆) is globally non-
singular then conditions (i) and (ii) of 2.1 are satisfied and Q in (5) depends
exclusively on η and x = (z1, . . . , zp).
Proof. Using the same notations and conventions as in the proof of Theorem
2.1 we have ∆˜(z) = (z1, . . . , zN−s, A(x) ·z+a0(z)) where the s×N matrix A(x)
is of the form (A′(x), A′′(x)) with A′(x) an s × (N − s) matrix and A′′(x) =
Jk1,...,ks(∆) invertible.
Thus
∆˜−1(y) = (y′, A′′(y1, . . . , yp)
−1 · [y′′ −A′(y1, . . . , yp) · y
′ − a0(y1, . . . , yp)])
(24)
is affine linear in yk for k > p. By (23) and [28], (2.18) we have
pr(n)gη(z) = (Ξη(x),Φη(x)zp+1 +Ψη(x), . . . , z¯k, . . . , z¯N) (25)
where
z¯k =
N∑
l=p+1
bkl (η, x)zl + b
k
0(η, x) (26)
with certain smooth functions bkl (Actually, the upper limit N in these sums is
only attained for terms corresponding to highest order derivatives but for the
following argument only the general form of (26) is of interest). Hence both
fη and ∆˜
−1 are (affine) linear in zk for k > p. It follows that the matrix
Jk1,...,ks(fη ◦ ∆˜
−1) is independent of zk for k > p. This observation, together
with (8), finishes the proof. ✷
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3.9 Remark The conclusion of Theorem 3.8 remains valid for a semilinear
system
∆i(z) =
N∑
k=p+1
aik(z1, . . . , zp)zk + a
i
0(z1, . . . , zp, zp+1, ..., zp+q) (1 ≤ i ≤ s)
(27)
provided that k1, . . . , ks correspond to indices of highest order derivatives of the
dependent variables. This follows immediately from an inspection of the above
proof (only the form of a0 in (24) changes).
3.10 Corollary Let G be a symmetry group of the linear (resp. semilinear)
system (22) (resp. (27)) such that the assumptions of Theorem 3.8 (resp. of
Remark 3.9 ) are satisfied. Then G is an AS∆-symmetry group of (22) (resp.
(27)).
Proof. Immediate from 3.5 (ii) and 3.8. ✷
3.11 Example Let
∆ ≡ ut + a(x, t)ux + a0(x, t, u) = 0, (x, t ∈ R)
then setting z = (x, t, u, ux, ut) and using the notation of 3.8 we have s = 1, ks =
5, ∆˜(z) = (z1, . . . , z4, z5+a(z1, z2)z4+a0(z1, z2, z3)), ∆˜
−1(y) = (y1, . . . , y4, y5−
a(y1, y2)y4 − a0(y1, y2, y3)), and
pr(1)gη(z) = (Ξη(z1, z2),Φη(z1, z2)z3 +Ψη(z1, z2),
∑5
j=3 b
4
j(η, z1, z2)zj+
b40(η, z1, z2),
∑5
j=3 b
5
j(η, z1, z2)zj + b
5
0(η, z1, z2))
∆(pr(1)gη(z)) =
∑5
j=3 b
5
jzj + b
5
0 + a · (
∑4
j=3 b
4
jzj + b
4
0) + a0
Hence
Q(y) =
∂
∂y5
(fη ◦ ∆˜
−1)(y) = b55(η, y1, y2) + a(y1, y2)b
4
2(η, y1, y2).
Turning now to the distributional setting, we first note that the most general
group actions applicable to distributions are those which are projectable and
act linearly on the dependent variables, i.e. those which are of the form (23). If
u ∈ D′(Ω)q then the action of gη is defined by
gηu := Ξ
∗
−η(Φη · u+Ψη)
where Ξ∗−η denotes (componentwise) distributional pullback, i.e.,
〈f∗(u), ϕ〉 = 〈u(y), ϕ(f−1(y))| detD(f−1)(y)|)〉 (u ∈ D′(Ω′), ϕ ∈ D(Ω))
for f : Ω→ Ω′ a diffeomorphism. We will sometimes also write u ◦ f instead of
f∗u.
3.12 Definition Suppose that (1) is linear and let G be a local transformation
group acting linearly on the dependent variables. G is called a distributional (or
D′-) symmetry group of (1) if it transforms distributional solutions of (1) into
distributional solutions.
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3.12 is the most general definition of distributional symmetry groups. More
restrictive notions (as introduced e.g. in [5]) will be discussed in the following
section.
3.13 Theorem Let G be a symmetry group of the linear system (22) such
that the assumptions of Theorem 3.8 are satisfied. Then G is a distributional
symmetry group of (22).
Proof. By 3.8 and (6), for any smooth u : Ω→ Rq we have
∆(x, pr(n)(gηu)(x)) = Q(η,Ξ−η(x)) ·∆(Ξ−η(x), pr
(n)u(Ξ−η(x)))
Now suppose that u ∈ D′(Ω)q is a solution to (1). Choose some φ ∈ D(Rp)
with
∫
φ(x) dx = 1 and set uiε = ui ∗ φε, uε = (u
1
ε, . . . , u
q
ε). Then u
i
ε is smooth
and converges to ui in D′ for ε → 0. Since gη acts linearly on the dependent
variables we also have that pr(n)(gηuε)→ pr(n)(gηu) in D′. Hence
∆(x, pr(n)(gηu)(x)) = lim
ε→0
Q(η,Ξ−η(x)) ·∆(Ξ−η(x), pr
(n)uε(Ξ−η(x)))
= Q(η,Ξ−η(x)) ·∆(Ξ−η(x), pr
(n)u(Ξ−η(x))) = 0
in D′, which concludes the proof. ✷
4 Infinitesimal criteria
In this section we develop infinitesimal criteria for finding symmetries applicable
to all three settings of interest (distributional, weak, Colombeau). The results
introduced here also establish a direct connection of our approach to symmetries
of distributional and weak solutions to that given in [5] (cf. also [3, 4, 6]).
In [5], systems of the formL11 . . . L1q. . . . . . . . . . . . . .
Ls1 . . . Lsq
u1. .
uq
 =
F1. .
Fs
 , or, for short L(x,D)u = F (28)
where
Lij(x,D) =
n∑
|J|=0
aijJ (x)D
J , aijJ smooth, i = 1, . . . , s, j = 1, . . . , q
(n the order of L) and F = x 7→ F (x) ∈ D′(Ω), Ω ⊆ Rp, are examined. The form
(28) of writing a system of linear PDEs (which, of course, is equivalent to (22))
provides the advantage of allowing to derive very concise forms of infinitesimal
criteria for factorization properties, cf. (30) below.
In Berest’s approach, symmetry groups of (28) are defined via factorization
properties: Let G = {gη | η ∈ (−η0, η0)} be a projectable one parameter group
acting linearly on the dependent variables. Thus gη(x, u) = (Ξ(η, x),Φ(η, x, u))
is of the form (i = 1, . . . , p, k, l = 1, . . . , q)
x˜i = Ξi(η, x), u˜k = Φ(η, x, u) =
q∑
l=1
ϕkl(η, x)ul + ψk(η, x)
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G is called a symmetry group of (28) if there exists a smooth matrix valued map
(η, x)→ Q(η, x) such that (see [5], (1.6)):
L(x˜, D)(gηu)(x˜)− F (x˜) = Q(η, x)(L(x,D)u(x) − F (x)) . (29)
for all u ∈ D′(Rp)q Note that this form corresponds exactly to (6) with Q
depending on η and x exclusively.
[5], (1.7) gives the following infinitesimal criterion for the validity of (29):
[ξD,L]u+ L(α(x)u + β(x)) − ξDF =
∂Q
∂η
∣∣∣
η=0
(Lu− F ) (30)
where
ξ =
∂Ξ
∂η
∣∣∣
η=0
, ξD =
p∑
i=1
ξi
∂
∂xi
, α =
∂ϕ
∂η
∣∣∣
η=0
, β =
∂ψ
∂η
∣∣∣
η=0
The equivalence of (29) and (30) raises the question whether factorization prop-
erties for general systems (1) of differential equations can always be character-
ized by infinitesimal conditions similar to (30). For ∆ smooth, an affirmative
answer is given by the following result, contained implicitly in [28] (cf. 4.2 (ii)
below). Since its method of proof will form the basis for our generalizations to
the G- resp. D′-settings we state it explicitly.
4.1 Proposition Let G = {gη | η ∈ (−η0, η0)} be a one parameter group with
infinitesimal generator v acting on M. Then the following are equivalent
(i) There exists a smooth mapping Q :W → Rs
2
such that
∆(pr(n)gη(z)) = Q(η, z) ·∆(z) ((η, z) ∈ W) (31)
(ii) There exists a smooth mapping Q˜ :M(n) → Rs
2
such that
pr(n)v(∆)(z) = Q˜(z) ·∆(z) (z ∈M(n)) (32)
Proof. (i) ⇒ (ii): Noting that pr(n)v (v the infinitesimal generator of η → gη)
is a vectorfield on M(n) whose flow is precisely pr(n)gη, differentiation of (31)
with respect to η at η = 0 gives (32) (with Q˜(z) = ∂∂η
∣∣
η=0
Q(η, z)).
(ii) ⇒ (i): (32) yields the following linear ODE for ∆ ◦ pr(n)gη:
∂
∂η (∆ ◦ pr
(n)gη(z)) = Q˜(pr
(n)gη(z)) ·∆ ◦ pr(n)gη(z)
∆ ◦ pr(n)gη(z)|η=0 = ∆(z)
(33)
Let Q(η, z) be a principal matrix solution to (33) (i.e. the i-th column of Q is
precisely the solution with initial value ei). Then we immediately obtain the
unique solution to (33) in the form
∆ ◦ pr(n)gη(z) = Q(η, z) ·∆(z)
✷
4.2 Remarks
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(i) From the explicit formulae given in the above proof it follows that Q de-
pends exclusively on z ∈ M(k) for k < n (e.g. exclusively on (z1, . . . , zp) =
x) if and only if the same is true of Q˜: indeed it suffices to note that by
[28], (2.20) πnk ◦pr
(n)gη = pr
(k)gη (where π
n
k :M
(n) →M(k) is the natural
projection).
(ii) By [28], eq. (2.26), for any nondegenerate system (1), (32) is equivalent
to pr(n)v(∆i) = 0 on the zero-set of ∆ (1 ≤ i ≤ s) which in turn (by [28],
Th. 2.71) is necessary and sufficient for v to generate a one-parameter
symmetry group of (1). Thus (32) is precisely the infinitesimal version of
the global factorization (5).
(iii) It follows immediately from the definition of pr(n)gη that (31) is equivalent
with
∆(Ξη(x, u(x)), pr
(n)gη(u)(Ξη(x, u(x))))
= Q(η, x, pr(n)u(x)) ·∆(x, pr(n)u(x)) ∀u ∈ C∞(Ω)q ∀x ∈ Ω
(34)
where Ω ⊆ Rp runs through all open sets. A similar reformulation is valid
for (32).
In the Colombeau setting the general form of (1) allows for ∆ itself to be a
generalized function. More precisely, we suppose that ∆ ∈ Gτ (M(n))s. Thereby,
the admissible symmetry transformations themselves will become generalized
functions, so-called (projectable) generalized group actions g ∈ G˜τ (R ×M)p+q.
Thus g is supposed to satisfy Gτ -bounds with respect to the group parameter
η ∈ R and G-bounds with respect to (x, u) ∈ M ([21], Def. 4.8). Many of the
infinitesimal methods of classical group analysis can be recovered in this setting.
For a detailed analysis we refer to [21]. The proof of the analogue to 4.1 in the
present situation requires the following auxiliary result on solutions of linear
ODEs in G:
4.3 Lemma Let A ∈ G˜τ ((−η0, η0)× Rp)m
2
such that for all K ⊂⊂ Rp,
sup
x∈K
∫
R
‖Aε(s, x)‖ ds = O(| log(ε)|)
Then for each u0 ∈ G(Rp)m the initial value problem
∂tu(t, x) = A(t, x)u(t, x)
u(0, x) = u0(x)
(35)
has a unique solution u in G˜τ ((−η0, η0) × Rp)m. Setting U the matrix with
columns the unique solutions with initial conditions ei (1 ≤ i ≤ m), the solution
to (35) is given by U(t, x)u0(x). We call U a principal matrix solution to (35).
Proof. We only sketch the argument (for details, cf. [14, 22, 23]). Choosing
representatives (Aε)ε of A and (u0ε)ε of u0, by the corresponding result in
the C∞-setting we obtain representatives (uε)ε, (Uε)ε satisfying the claimed
properties for each fixed ε. Then
‖uε(t, x)‖ ≤ ‖uε(0, x)‖+
∫ t
0
‖Aε(s, x)‖‖uε(s, x)‖ ds , t ∈ (−η0, η0)
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Thus Gronwall’s inequality and the supposed growth restriction on A imply
moderateness of the representatives and unique solvability. ✷
Note that the corresponding statement for initial value problems in the sense of
association (i.e. replacing = by≈ in (35)) is false since unique solvability of linear
ODEs breaks down in that context. As an easy example take uε(x) =
1
ε cos(ε
2x)
(x ∈ R). Then u′ ≈ 0 but u is not associated to any constant.
An element u of G(Ω) is called globally of L∞-log-type (cf. [14]) if it possesses a
representative (uε)ε with supx∈Ω |uε(x)| = O(| log(ε)|). After these preparations
we can state (for the notion of G-n-completeness, see [21], Def. 4.15):
4.4 Proposition Let ∆ ∈ Gτ (M(n))s and let g be a G-n-complete group action
on M. Consider the statements
(i) There exists Q ∈ (G˜τ (W))s
2
with
∆(pr(n)gη(z)) = Q(η, z) ·∆(z) in G˜τ (W)
s (36)
(ii) There exists Q˜ ∈ G(M(n))s
2
pr(n)v(∆)(z) = Q˜(z) ·∆(z) in G(M(n))s (37)
Then (i) implies (ii). If Q˜ ◦ pr(n)gη is an element of G˜τ (W)s
2
satisfying the
growth property given in 4.3 then (ii) implies (i). If Q and Q˜ are supposed to
be globally of L∞-log-type then (i) and (ii) are equivalent.
Proof. Using 4.3, the proof proceeds along the lines of 4.1. ✷
From the pointvalue characterization of Colombeau generalized functions given
in [21] it follows that (36) is equivalent with
∆(Ξη(x), pr
(n)gη(u)(Ξη(x)))
= Q(η, x, pr(n)u(x)) ·∆(x, pr(n)u(x)) in G(Ω)s ∀u ∈ G(Ω)q ∀Ω
(38)
(cf. [21], Lemma 4.13 and Prop. 4.14).
4.5 Remark If in 4.3, A ∈ C∞((−η0, η0);OC(Rn))m
2
and u0 ∈ OC(Rn), then
the solution to (35), U(t, x)u0(x) belongs to C∞((−η0, η0);OC(Rn))m. Thus, if
we suppose ∆ ∈ OC(RN )s in 4.4 then we have Q ∈ C∞((−η0, η0);OC(RN ))s
2
,
Q˜ ∈ OC(RN )s
2
and (i) and (ii) in 4.4 are equivalent
Turning now to the distributional setting, we first note the following result on
linear ODEs in D′.
4.6 Lemma Let A ∈ C∞(Rp)m
2
and let a ∈ D′(Rp)m. Then the initial value
problem
∂tu = A · u in C
∞(R,D′(Rp)m)
u(0, .) = a in D′(Rp)m
(39)
has the unique solution Q · a where Q is the smooth principal matrix solution of
(39).
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Proof. That Q ·a is a solution follows easily by regularizing the initial data via
convolution with a standard mollifier and then taking the distributional limit
of the solutions to the resulting smooth problems. Uniqueness follows from
uniqueness of the corresponding smooth initial value problem by observing that
for any solution u ∈ C∞(R,D′(Rp)m) of (39) with a = 0 we have ∂t(Q−1u) = 0.
But then u = Q · c with c a constant vector which is necessarily 0. ✷
Let us suppose that ∆ is of the form (22) with ai0 ∈ D
′(Rp) and aik ∈ C
∞(Rp)
(1 ≤ i ≤ s, p + 1 ≤ k ≤ N). This is the most general form of differential
operators applicable to elements u of D′(Rp). Moreover, we suppose that the
group action gη is of the form (23) (also the most general action applicable
to distributions). We consider ∆ as an element of D′(RN ) by embedding a0
as a0 ⊗ 1N−p into D′(RN ). For the following result, to simplify notations we
suppose that M = Rp × Rq and that g is defined on all of M.
4.7 Proposition Under the assumptions formulated before 4.6, the following
are equivalent
(i) There exists a smooth mapping Q : R× Rp → Rs
2
such that
(pr(n)gη)
∗∆ = Q(η, . ) ·∆ in C∞(R,D′(M(n))s) (40)
(ii) There exists a smooth mapping Q˜ : Rp → Rs
2
such that
pr(n)v(∆) = Q˜ ·∆ in D′(M(n))s (41)
(iii) There exists a smooth mapping Q : R× Rp → Rs
2
such that
∆(Ξη(.), pr
(n)(gηu)) = Q(η, . ) ·∆(., pr
(n)u(.)) in C∞(R,D′(Rp)s) (42)
for all u ∈ D′(Rp).
Proof. (i) ⇔ (ii): Using 4.6, the proof is again identical to that of 4.1 (for the
distributional identity ∂∂η ((pr
(n)gη)
∗∆) = pr(n)v(∆) used in the argument, see
e.g., [24], Th. 3.7).
(i)⇔ (iii): With the notations introduced in (22), (25), (26) and z = (x1, . . . , xp,
zp+1, . . . , zN) we have
∆i(pr
(n)gη(z)) =
N∑
j=p+1
aij(Ξ(η, x))
 N∑
l=p+1
bjl (η, x)zl + b
j
0(η, x)
 +
ai0(Ξ(η, x)) ⊗ 1N−p (i = 1, . . . , s)
It follows that (40) can be written in the form
N∑
l=p+1
 N∑
j=p+1
aij(Ξ(η, x))b
j
l (η, x)
 zl + N∑
j=p+1
aij(Ξ(η, x))b
j
0(η, x) +
ai0(Ξ(η, x)) ⊗ 1N−p =
s∑
m=1
Qim(x)
 N∑
k=p+1
amk (x)zk + a
m
0 (x) ⊗ 1N−p

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Hence, introducing suitable smooth functions a˜ik and distributions a˜
i
0 (k = p+
1, . . . , N , i = 1, . . . , s), the proof reduces to establishing the equivalence of
〈
N∑
k=p+1
a˜ik(η, x)zk + a˜
i
0(x) ⊗ 1N−p, ϕ1(x1) . . . ϕp(xp)ψp+1(zp+1) . . . ψN (zN)〉
= 0 , ϕm, ψn ∈ D(R) , m = 1, . . . , p, n = p+ 1, . . . , N
and
〈
N∑
k=p+1
a˜ik(η, x)zk(x) + a˜
i
0(x)⊗ 1N−p, ϕ1(x1) . . . ϕp(xp)〉 = 0 ,
ϕm ∈ D(R) , m = 1, . . . , p, zk ∈ C
∞(Rp), k = p+ 1, . . . , N
This last assertion naturally splits into a (distributional) invariance property
of a˜i0 ⊗ 1N−p resp. a˜
i
0 and a smooth part, both of which are easily seen to be
equivalent. ✷
Thus (29) corresponds precisely to (42). In particular, the specific form of the
infinitesimal criterion for the validity of (29) follows from an explicit calculation
of pr(n)v(∆) in the notation (due to Berest) introduced at the beginning of this
section. In fact, we have
v =
p∑
i=1
ξi(x)∂xi +
q∑
k=1
(
q∑
l=1
αkl(x)ul + βk(x)
)
︸ ︷︷ ︸
=:Φk(x,u)
∂uk
Then by [28], Th. 2.36, pr(n)v =
∑p
i=1 ξ
i∂xi +
∑q
k=1
∑n
|J|=0Φ
J
k (x, u
(n))∂uk
J
,
where
ΦJk (x, u
(n)) = DJ
(
Φk −
p∑
i=1
ξi
∂uk
∂xi
)
+
p∑
i=1
ξiu
k
J,i
(ukJ,i =
∂ukj
∂xi
). Thus the r-th component of pr(n)v(∆) = pr(n)v(L(x,D)u−F ) is
calculated as follows:
pr(n)v
 q∑
k=1
n∑
|J|=0
arkJ u
k
J
− pr(n)v(Fr)
=
q∑
k=1
n∑
|J|=0
p∑
i=1
ξi∂i(a
rk
J )u
k
J +
q∑
k=1
n∑
|J|=0
ΦJka
rk
J −
p∑
i=1
ξi∂iFr
=
q∑
k=1
n∑
|J|=0
p∑
i=1
ξi∂i(a
rk
J )u
k
J −
q∑
k=1
n∑
|J|=0
p∑
i=1
arkJ ∂
Jξi∂iu
k
+
q∑
k=1
n∑
|J|=0
q∑
l=1
arkJ ∂
Jαklul +
q∑
k=1
n∑
|J|=0
q∑
l=1
αklarkJ ∂
Jul
+
q∑
k=1
n∑
|J|=0
arkJ ∂
Jβk −
p∑
i=1
ξi∂iFr
= ([ξD,L]u+ L(x,D)(αu + β)− ξDF )r
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This calculation, combined with 4.7 and (42) provides a rigorous proof of the
equivalence of (29) and (30). Moreover, 4.1 allows to derive infinitesimal criteria
for factorization properties even for systems that are not necessarily linear and
thereby to obtain workable criteria for finding symmetries of weak or Colombeau
solutions of such systems. For example, let us consider the semilinear system
L(x,D)u = F (u) (43)
where we shall suppose F ∈ OM (Rq) (to allow for an insertion of Colombeau
functions, note however that 4.8 below does not use this assumption). Further-
more, let us assume that the group action gη is of the form (23). Then we have
4.8 Proposition Under the above assumptions, the following are equivalent:
(i) There exists a smooth mapping Q :W → Rs
2
such that for all u ∈ C∞(Ω)
(Ω ⊆ Rp) and all x ∈ Ω
L(x˜, D)(gηu)(x˜)− F (gηu(x˜)) = Q(η, x)(L(x,D)u(x) + F (u(x))) (44)
(ii) There exists a smooth mapping Q˜ : M(n) → Rs
2
such that for all u ∈
C∞(Ω) (Ω ⊆ Rp) and all x ∈ Ω
[ξD,L]u(x) + L(x,D)(α(x)u(x) + β(x)) − J(F )(u(x))·
(α(x) · u(x) + β(x)) = Q˜(x)(L(x,D)u(x) − F (u(x)))
(45)
(with J(F ) the Jacobian of F ).
Proof. By 4.1 and 4.2 (iii) it suffices to calculate pr(n)v(∆) for ∆ = L(x,D)u−
F (u) as above. Noting that pr(n)v(F ) = J(F )(u) · (α ·u+ β), the result follows
exactly as in the above calculation. ✷
In [5], it was shown that a certain splitting of (30) is advantageous for estab-
lishing a connection between determining symmetry groups of PDEs and group
invariance of the solutions themselves, in particular with a view to determining
group invariant fundamental solutions of linear systems. In our more general
setup, we first note that (using obvious abbreviations) setting K = ξD − α
and h = α − ∂∂η |η=0, (30) is equivalent to (46) as well as to (47). Also, (45) is
equivalent to (48):
(−[L,K] + hL)u− (K + h)F + Lβ = 0 (46)
[L,K] = hL , (K +H)F = Lβ (47)
(−[L,K] + hL)u− J(F )(u)αu +
∂
∂η
∣∣∣
η=0
QF (u)− J(F )(u)β = 0 (48)
We first note the following immediate consequence of (30):
4.9 Proposition Let η → gη be a one-parameter symmetry group of the form
(23) of the homogeneous system L(x,D)u = 0 satisfying (29). If u ∈ G(Ω)q is
a solution, resp. associated solution resp. strongly associated solution then so is
Ku. ✷
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4.10 Definition Let η → gη be a slowly increasing one-parameter group. We
say that u ∈ G(Ω)q is G-invariant under gη, ≈-invariant, or
k
≈-invariant, re-
spectively, if gηu = u, gηu ≈ u, or gηu
k
≈ u for all η. If gη is of the form (23)
and u ∈ D′(Ω)q then u is called D′-invariant under gη if gηu = u in D′.
4.11 Proposition Let η → gη be of the form (23).
(i) Let u ∈ (C∞)q resp. u ∈ Gq resp. u ∈ (D′)q. A necessary and sufficient
condition for u to be invariant resp. G-invariant resp. D′-invariant under
gη is that Ku equals β in C∞ resp. in G resp. in D′.
(ii) Then u is ≈-invariant, resp.
k
≈-invariant, if Ku−β ≈ 0, resp. Ku−β
k
≈ 0
( k ∈ N0).
Proof. (i) We first note that in each of the possible settings we have
∂
∂η
∣∣∣
0
(gηu) = −Ku+ β
which is immediate from the chain rule. Thus the conditions are necessary.
Conversely, for fixed u set
f(η, x) = Ξ∗ηu(x)− φ(η, x)u(x) − ψ(η, x)
Then f ′(η, x) = Ξ∗ηα · f(η, x) and f(0, x) = 0. Thus the claim follows from
unique solvability of linear ODEs in each of the respective settings (cf. 4.3 with
A smooth (hence automatically satisfying the necessary growth restrictions) and
4.6).
(ii) Setting rε(η, . ) = Ξ
∗
η(Kuε − β) we have
f ′ε(η, x) = Ξ
∗
ηα · fε(η, x) + rε(η, x)
fε(0, x) = 0
Also, rε(η, . ) ≈ 0 resp.
k
≈ 0 for all η follows from our assumption (by substituting
for Ξη(x) in the respective integrals). With U(η, x) the principal matrix solution
to the corresponding homogeneous system we obtain the solution to this initial
value problem in the form
fε(η, x) = U(η, x)
∫ η
0
U(η′, x)−1rε(η, x) dη
′
Thus for ϕ ∈ D, resp. ϕ ∈ B ⊆ C∞c , B bounded in C
k
c , we have∫
fε(η, x)ϕ(x) dx =
∫
rε(η, x)
(
U(η, x)
∫ η
0
U(η′, x)−1 dη′ϕ(x)
)
dx→ 0
as ε→ 0, resp. this limit is uniform for ϕ ∈ B. It follows that fε(η, .) ≈ 0, resp.
fε(η, .)
k
≈ 0 i.e., that gηuε ≈ uε, resp. gηuε
k
≈ uε. ✷
Note that the converse assertion in (ii) does not follow since gηu − u ≈ 0 resp.
k
≈ 0 for all η does not imply any information on ddη
∣∣
0
gηu = −Kuε + β.
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4.12 ExampleWe derive infinitesimal criteria for symmetries (16) of the quasi-
linear system (15) whose infinitesimal generators we write as
ξ(x, t)∂x + τ(x, t)∂t + ψ(x, t, u)∂u
Applying ∂∂η
∣∣∣
η=0
to Φ1ηJΞη =
[
Φηx Φηt
]
+ Φηu
[
ux ut
]
, which is just the
short form of (17), we obtain
∂
∂η
∣∣∣
η=0
Φ1η +
[
ux ut
] ∂
∂η
∣∣∣
η=0
JΞη =
[
ψx ψt
]
+ ψu
[
ux ut
]
Thus,
∂
∂η
∣∣∣
η=0
Φ1η
[
1
0
]
= ψx + ψuux − ξxux − τxut
∂
∂η
∣∣∣
η=0
Φ1η
[
0
1
]
= ψt + ψuut − ξtux − τtut
Hence by (18) we get the following expression for ∂∂η
∣∣∣
η=0
∆˜η:
∂
∂η
∣∣∣
η=0
Φ1η
[
0
1
]
+
∂
∂η
∣∣∣
η=0
(A(Φη))
[
ux ut
] [1
0
]
+A(u)
∂
∂η
∣∣∣
η=0
Φ1η
[
1
0
]
=
[ψt]
s
1 + [ψu]
s
s[ut]
s
1 − ξt[ux]
s
1 − τt[ut]
s
1 +
∑
i
ψi[
∂A
∂ui
]ss[ux]
s
1 +
[A(u)]ss ([ψx]
s
1 + [ψu]
s
s[ux]
s
1 − ξx[ux]
s
1 − τx[ut]
s
1) = (ψt +A(u)ψx) +
(ψu − τt − τxA(u)) ut +
(
A(u)ψu − ξtIs − ξxA(u) +
∑
i
ψi
∂A
∂ui
)
ux,
(where [a]bc is a reminder that a is b × c matrix). Note that in this expression
the coefficient of ut equals
∂
∂η
∣∣∣
η=0
Qη.
Thus the determining system ( ∂∂η
∣∣∣
η=0
∆˜)η =
∂
∂η
∣∣∣
η=0
Qη · ∆ for an infinitesimal
projectable symmetry reads
ψt +A(u)ψx = 0
A(u)ψu − ξxA(u)− ξtIs +
∑
i
ψi
∂A
∂ui
= (ψu − τtIs − τxA(u))A(u)
or
ψt +A(u)ψx = 0
[A(u), ψu] +
∑
i
ψi
∂A
∂ui
= (ξtIs − τtA(u)) + (ξxIs − τxA(u))A(u)
4.13 Example We continue to analyze the last determining system in the case
of a strictly hyperbolic conservation law
ut + f(u, v)x = 0, (49)
vt + g(u, v)x = 0. (50)
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corresponding to (15) with
A =
[
fu fv
gu gv
]
with the characteristic values λ1(u, v) < λ2(u, v), (u, v) ∈ H, where H is open
in R2 (cf. [8, 17, 18]; for generalized solutions, see [26]).
We denote by ri =
(r1i
r2i
)
, ℓi =
(ℓ1i
ℓ2i
)
∈ (C∞(H))2×1 the characteristic vectors:
Ari = λiri, ℓ
T
i A = λiℓ
T
i , i = 1, 2.
We will calculate the coefficients of an infinitesimal symmetry v = ξ(x, t)∂x +
τ(x, t)∂t + φ(x, t, u, v)∂u + ψ(x, t, u, v)∂v for (49), (50). By 4.12 we have[
φt
ψt
]
+A
[
φx
ψx
]
= 0 (51)
[A,B] + φAu + ψAv = (ξI2 − τA)t + (ξI2 − τA)xA (52)
where B =
[
φu φv
ψu ψv
]
.
Differentiating (51) with respect to u and v we have
(Bt + φxAu + ψxAv)
[
1
0
]
+A
[
φxu
ψxu
]
= 0
(Bt + φxAu + ψxAv)
[
0
1
]
+A
[
φxv
ψxv
]
= 0
Putting both together we obtain the matrix equation
Bt +ABx + φxAu + ψxAv = 0 (53)
Taking the derivative of (52) with respect to x and subtracting from (53) we
arrive at
Bt +BxA+ (ξI2 − τA)xt + (ξI2 − τA)xxA = 0
or in shorter form
Mt +MxA = 0 where M = B + (ξxI2 − τxA) (54)
Thus we obtain the system (51), (54) which , while not equivalent to (51),
(52) (due to the differentiations used in deriving it), considerably facilitates the
determination of infinitesimal symmetries.
By [35], Section 16, we have[
φ(x, t, u, v)
ψ(x, t, u, v)
]
=
2∑
i=1
αi(x− tλi(u, v), u, v)ri(u, v), αi ∈ C
∞(R×H)
M(x, t, u, v) =
2∑
i=1
βi(x − tλi(u, v), u, v)ℓ
T
i (u, v)
βi ∈ (C
∞(R×H))2×1, (x, t, u, v) ∈ R2 ×H
In order to determine ξ and τ as well as αi, βi =
[
β1i
β2i
]
, i = 1, 2, we use
M = B + ξxI2 − τxA:
2∑
i=1
β1i ℓ
1
i =
2∑
i=1
(αir
1
i )u + ξx − τxfu;
2∑
i=1
β1i ℓ
2
i =
2∑
i=1
(αir
1
i )v − τxfv
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2∑
i=1
β2i ℓ
1
i =
2∑
i=1
(αir
2
i )u − τxgu;
2∑
i=1
β2i ℓ
2
i =
2∑
i=1
(αir
2
i )v + ξx − τxgv
By 4.1 resp. 4.4, solutions of this system in C∞ resp. G determine infinitesimal
symmetries in each of the respective settings.
Note that the above considerations also hold for systems of order s > 2 even in
non-conservative form with the additional assumption that the coefficients of A
do not depend on x and t.
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