ABSTRACT -
Introduction
Autonomous Mobile Robots (AMR) operate in a given environment without being remotely controlled by a human operator [6] . A mobile Robot has to move from its initial position to a target in a minimum traveling time. The basic needs for all autonomous mobile robots are navigation and obstacle avoidance ability that helps mobile robots to move without collision in the environment. Real-time obstacle avoidance is one of the key issues to successful applications of mobile robot systems. All mobile robots have some kind of collision avoidance, ranging from detecting an obstacle and stop the robot short of it, through advanced algorithms, that enable the robot to bypass obstacles [1] .
In late eighties much of the work on reactive navigation has been inspired by the layered control system of the subsumption architecture. Then some fuzzy-logic based behaviour control schemes have been proposed by Saffiotti [7] . Soft computing [3] approaches are preferable over conventional control system design, for problems that are difficult to describe by analytical models. The features of fuzzy control, neural networks and evolutionary algorithms are of particular benefit to the type of problems emerging in behavior based robotics [7] . Fuzzy behavior hierarchies, neuro-fuzzy and genetic fuzzy system are valuable methodologies for the design and adaptation of complex robotic behaviors. A new approach in robotic control is Evolutionary Robotics [5] that uses evolution as a tool to create increasingly better robot controllers. The most well known class of Evolutionary Algorithms (EAs) are Genetic Algorithms (GAs), pioneered by Holland and later popularized by Mitchell. Genetic algorithms [4] are search algorithms based on the principles of natural selection and natural genetics, and are particularly suited for optimization problems. The designers specify the behaviours that are desired, by encoding the fitness function for the population to evolve. It does not need to know the environment that it has to operate in a priory. Instead, we need to devise fitness evaluators to guide the evolution of programs towards the required task [2] .
A Fuzzy Logic Controller (FLC) is one of the most successful applications of the fuzzy set theory [7] . The performance of an FLC depends largely on the selection of membership function distribution and rule base. It is a suitable tool for handling imprecision and uncertainty. Several researchers used a fuzzy logic approach for robot navigation but they did not use any optimization technique to find optimal solution to the problem. The advantage of using fuzzy logic is that it allows for easy combination of various behaviours' output through a command fusion process. The knowledge representation of fuzzy rule based systems combined with the learning capabilities of neural networks and evolutionary algorithm opens a promising path towards more intelligent and robust robotic systems. This paper has a five sections including Introduction. Section 2 has the over all idea about the techniques applied in this research area in present and past. And also it includes the basic idea about the soft computing method such as fuzzy logic and Genetic algorithm. In section 3, we introduce the proposed algorithm for hybrid genetic-fuzzy approach to Automobile Robot Navigation. We have shown how genetic algorithms can be used to evolve fuzzy rule combinations for Robot Navigation and Obstacle Avoidance. Section 4 contains the way how this algorithm has been simulates and the results obtained. Finally, the Conclusions discussed in section 5.
systems [4] . These approaches have been given the general name Genetic-Fuzzy Systems (GFSs). A priori knowledge in the form of linguistic variables, fuzzy membership function parameters, fuzzy rules, number of rules, etc., may be incorporated easily into the genetic design process. The generic code structure and independent performance features of GAs make them suitable candidates for incorporating a priori knowledge. Over the last few years, these advantages have extended the use of GAs in the development of a wide range of approaches for designing fuzzy systems (FSs). As in the general case of FSs, the main application area of GFSs is system modeling and control. Regardless of the kind of optimization problem, i.e., given a system to be modeled or controlled, the involved design or tuning or learning process will be based on evolution. In some cases, the process starts off with an initial population obtained from available knowledge, while in other cases the initial population is randomly generated. Since the evolution operators work in a coded representation of the FSs, certain compatibility between the operators and the structure of the chromosomes is required.
The most extended GFS type is the genetic fuzzy rule based system, where a GA is employed to learn or tune different components of an FRBS. Following the guideline of soft computing GAs have been widely used for automatic design of FLCs. The basic idea is to learn the rules of a knowledgebased system by artificial evolution. GA has been used diversely for FLC design either off-line or on-line although in the latter case computation time is sometimes prohibitive. The design of a FLC by hand requires expert knowledge in order to formulate the fuzzy rules. This design process can be automated by the use of a GA, which adapts the rule base in order to achieve desired control behavior of the fuzzy system. Sakawa and Mori proposed an efficient genetic algorithm for job-shop scheduling problems with fuzzy processing time and fuzzy due date [8] . Yun presented a new genetic algorithm with a fuzzy logic controller (FLC) for dealing with preemptive job-shop scheduling problems and non-preemptive job-shop scheduling problems [9] . The FLC is used to regulate adaptively the crossover ratio and the mutation ratio of the proposed algorithm. A fuzzy logic approach for Mobile Robot Navigation did not use any optimization technique to find optimal collision-free path. Therefore, over the past years more research has been devoted to augment the approximate reasoning method of fuzzy systems with the learning capabilities of Neural Networks and Evolutionary algorithms.
Algorithm Over View
In this work, a Hybrid Fuzzy-Genetic Algorithm is proposed. Hybrid Fuzzy-Genetic algorithm has been designed by combining local search capability of fuzzy logic with the global search power of GA to find a collision-free path for a mobile robot. Here, the initial population for a GA has been created randomly for an FLC and standard GA parameters, namely crossover and mutation, are used to optimize. We applied our method to evolve a FLC for an Autonomous Mobile Robot. The given task is to reach a specified goal point while avoiding collisions with static (stationary) obstacles on the way. Beginning with a random population of rules that one would like to exhibit adaptive, intelligent behavior in their simulated environment, each individual is tested in that environment and scored according to their behavioral ability.
Those that do better, in terms of succeeding at whatever goals the environment presents them with, will have more "offspring" in the next generation. The graphical representation of the proposed algorithm is in Fig. 1 .
Mathematical Formulation of the Problem
The following assumptions are made to simplify the problem: (i) Robot is considered to be a single point.
(ii) Each obstacle is represented by points occupied by them. The path of the robot from an initial point to a final point is assumed to be a sequence of 1.. (N -1) straight-line segments.
On each line segment, the robot starts moving from the initial position and reaches the next possible position without collision. Our study takes place in the context of an environment totally unknown to the robot. An acquisition process is needed to obtain information about the robot environment. The scanning takes place in a circle, returning distance and direction types of data from detected obstacles. In Termination condition achieved the workspace, the robot moves progressing toward its target, scanning in a circle. Robot safety is obtained by avoiding stationary objects along the way. The Genetic-Fuzzy based collision avoidance algorithm admits two inputs for one set of rule and four inputs for another set of rules.
In our problem, the area will be scanned in a distance of six units. Each obstacle detected has a distance variable from the robot. This distance variable has a different membership in each of the four distance subsets. The distance universe of discourse is discretized into levels with 4 fuzzy sets, where parameters and membership functions are chosen heuristically. Around the robot, the area will be scan from -180˚ to +180˚ for the Angle. This scope is divided into eight subsets, where each subset has a membership function. The Fig. 2 shows the distribution of the Angle with respect to the eight fuzzy concepts or subsets, where the Angle universe of discourse is discretized into eight fuzzy sets, where parameters and membership functions are chosen heuristically. The linguistic variables are the same for the input and output, Angle, Distance and Direction sets.
Membership function
The membership function is a graphical way of representation of the value of each inputs and outputs. It associates a weight factor with each of the inputs and defines functional overlap between inputs. We use the same membership functions for input and output. The membership functions associated with each scalar quantity are shown in fig 3 and fig 4. For Autonomous Robot Navigation among stationary obstacle in an unknown environment, it would be computationally expensive to produce 8*3=24 and 8*7*3=168, is 192 rules. Therefore, we thought to find out the minimum set of rule by using this algorithm. In order to give the robot a certain amount of flexibility in reaching its target, this specific angle is broadened into a more general desired direction by using a set of fuzzy rules. If this were not done, the robot would not be able to turn in order to avoid any obstacles. A few examples of the fuzzy rules employed by the target following behaviour are shown below:
If Target Angle is Front And Movable Distance is Far Then Desired Direction is Front And Desired distance is Far
If Target Angle is Back and Movable Distance is Near  Then Desired Direction is Back and Desired distance is Near
The Obstacle Avoidance behaviour takes its inputs as the Target Angle, possible Turning Angle and possible Distance on that turning Angle. These provide the distance to any nearby obstacles located at the Target angle of the robot. Each sensor input has its own fuzzy set which represents how close it is to an obstacle. The fuzzy set for the target direction sensor considers objects further away to be more hazardous than the other side sensors. This is due to objects having less influence on the side than ones at the Target Angle are. The fuzzy rules for this particular behaviour produce an output, which represents the Turning Direction in which the robot should turn and the Distance the robot should move. Some rules employed by this behaviour are shown below: The outputs from each of the two behaviours are not crisp (1). One of the most commonly used methods for defuzzification is the Centroid method also known as Centre of Area (COA) method.
Where i = 1.. N. N is the number of rule activated. The result of this calculation gives the actual output setting.
Fitness function
GA requires a scalar objective function in order to select the best individuals for reproduction of offspring. For control problems with multiple competing tasks the fitness function has to be designed carefully in order to take all objectives into account. The GA tends to converge prematurely on FLCs that are exclusively specialized to individual easy subtasks. Fitness values of GAs always reflect cumulative rewards received by learning algorithms during the whole course of interaction with the environment. They indicate the quality of a sequence of actions, rather than any individual action. The definition of the objective function is not a simple matter. This function measures the goodness of each individual. The fitness function used in our work is as in (2):
Fitness of the Rule set is defined as:
Where A -Allowed maximum number of steps the robot can move during an episode. S -The number of Steps used by the robot to reach the target G -Assign 1 for G, if the goal is achieved, other wise -1. R-Remaining distance from the current position of the Robot to the target position. Remaining distance, R is calculated by using the formula as in (3). R = Remaining distance / Total distance * 100
Where the remaining distances is calculated using the coordinates of the robot's current location and the target location. Total distance is calculated by using the coordinate of starting location and target location. To magnify the resulting value, we multiply that value by 100.
In case of the Mobile Robot the performance of each FLC is evaluated in, simulated, two-dimensional environments, which include corridors, dead ends and detached obstacles. It varies the parameters of the environments, such as the width and the geometry of space as well as the position of obstacles, dead ends, the start and the goal point. A training situation achieves a high fitness value. If a collision happens, or unable to achieve the target, then the FLC receives only a small fitness value. The robot is considered to be successful in goal point reaching, if it fails, it will be given negative value (-1), otherwise positive value (+1). Just to magnify the over all fitness value, we multiply this value by a constant value (5). After testing of different constant values, this has been selected.
The rule base is built in an incremental fashion by repeatedly invoking a genetic fuzzy rule generation algorithm. The genetic fuzzy system identifies those fuzzy rules that best match and correctly classify the current distribution of training examples. In each fuzzy state, multiple rules are activated. The rewards apportioned for each rule depend on the rule's contribution in fuzzy inference to final outputs. The rule's contribution in each fuzzy state is proportional to its activated degree in the state. In our algorithm, individual fitness of each rule applied in a particular episode is calculated by using the number of time a particular rule is fired. Therefore, each episode, for each rule, the number of time fired is counted and total number of rules fired is calculated as in (4).
Individual fitness = Number of time a rule is fired / total number of rules fired * 100 (4) In this problem, the initial position and final position of the robot is known. To begin the motion of the robot, an obstaclefree search direction is first determined using the fuzzy logic control technique. There are two inputs of the FLC, namely free space distance and target angle and the output of the FLCis the obstacle-free direction. Once the direction and distance to travel are obtained, the robot will move to that location. The same procedure will continue until the robot reaches its destination.
There are three segments in a GA string. The first segment codes the Target angle and possible Distance moved along the direction. Second segment represents the turning angle and the possible distance that robot can be moved. Final segment contains the output direction and distance the robot has to move. The fig 5 shows the instruction format. Condition part Action part
Simulation Results
As we mention earlier, the objective of this work is to provide a method by which an improved set of rules governing the actions and behavior of a simple navigating and obstacle avoiding Autonomous Mobile Robot. In every episode, the robot gets the information about only the start and target locations. Initially the rules were created randomly. Then those rules were used for finding the route to reach target. Based on the successfulness of the rule set, fitness for each rule was assigned. Our simulation is written in a way it always try to move the robot to maximum locations in one step. If fails then it tries to move next maximum location and so on. The robot is considered to be successful in goal point reaching, if it fails, it will be given negative value (-1), otherwise positive value (+1). Just to magnify the over all fitness value, we multiply this value by a constant value (5). After testing of different constant values, this has been selected. Every rule begins with an initial strength that is then updated at the end of each episode for every rule that has been employed or fired. The total fitness was shared within the rules fired on that episode.
The objective function we used for the AMR model to successfully navigate the course model while maintaining boundaries, avoiding collision with obstacles, and other constraints set forth. Every rule begins with an initial strength that is then updated at the end of each episode that increases the simulation performance for every rule that has been fired.
The genetic operators applied in this thesis will be those of crossover, single gene mutation. The manner in which crossover is utilized in this work is to randomly recombine gene pair of the one third of the population with the highest strength. The value is purely subjective. Single gene mutation creates new stimulus-response rules by generating random changes in a gene of an existing rule. This paper uses a completely subjective population size of 20.
The application of the simple genetic-fuzzy algorithmic manipulation is applied in this logic: 
Return to line #2 (simulation).
The focus of this work is to emphasize that the Genetic-Fuzzy system with fewer rules can work better than a conventional FLC with more rules. The decision on the control action is only based on the current input and is made irrespective of previous information. Nevertheless the controller has learned to turn the robot in a corridor if the goal point is located in opposition to the robot's heading. The robot moves on keeping its original direction and turns around when there is space enough. The second matter of interest in the experiments was the agent's capability to deal with previously unseen situations. In all of the test environments the goal point was always reachable for the robot. Here we have shown how the rules were evolved after number of generations. In fig. 6 , after 100 generations, robot was able to move only one step towards the target. The fig. 7 shows the Robot's positions after 250 generations respectively. The Robot always, tries to move towards the target, by using the available rules. If there is no rule available to move towards the target, it will stop moving. Also it tries to avoid the obstacle by using the rules in the second set otherwise it collides with the obstacle.
Our one of the goal was to test that the rules obtained by means of genetic evolution were able to control successfully an AMR in other environments. After many generations of evolution in different environments, we got the final set of 20 rules. This supported many different starting and target points. The controller has been tested in a number of simulated environments showing good results. The robot drives around the obstacle and moves towards the targets, which shows that the autonomous agent is able to take the higher priority of collision avoidance into account. Some of the Simulation Results are shown in fig. 8 & fig 9. 
Conclusions
The main drawback of Evolutionary techniques is their slow convergence rate and the considerable amount of time that has to be spent to conduct the evolutionary process on a real robot. Therefore, Evolutionary Algorithms have to be fast enough to get the real advantage of evolutionary robotics. Moreover, the issues related to interaction of learning with evolution have to be dealt with more carefully. The choice of the controllerencoding scheme can have a large impact on the success or failure of the Evolutionary Robotics process. The simulation we used is just a simplified instrument in combination with the application of Genetic Algorithms and Fuzzy logic to achieve the research objective. The effectiveness of the algorithm is tested through computer simulations and found to be satisfactory.
There are number of possible extensions to the work presented in this paper. Since, the work focused on fixed length linear chromosomes, one of the most obvious extensions is to variable length representations. We only concentrated on static obstacles in unknown environment. So other possibility is considering the robot with moving obstacles. In the proposed algorithm, only the rule base is optimized, author defied membership functions are used. There is a possibility of variable membership function through evolution. Evolutionary robotics will also deal with Evolutionary Robotics modeling of artificial emotion, in future. Thus, tomorrow's evolutionary robot will be intelligent, autonomous and emotional as well. 
