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COMPLEX-VALUED BEST LINEAR UNBIASED ESTIMATOR OF
AN UNKNOWN CONSTANT MEAN OF WHITE NOISE
T. SUS LO
to Els Van Hecke
Abstract. In this paper the complex-valued best linear unbiased estimator
of an unknown constant mean of white noise was derived the ordinary least-
squares estimator of an unknown constant mean of random field (arithmetic
mean) charged by an imaginary error.
1. Introduction
Let us consider a stationary random process ǫ = {ǫj = ǫ(xj); xj ⊃ xi = x1, . . . , xn}
with zero mean
E{ǫj} = E{ǫi} = E{ǫ} = 0
and the background trend
∑
k fjkβ
k = fjkβ
k = m(xj) (some known mean function
m(xj) with unknown regression parameters β
k) then
(1) Vi = ǫi +m(xi) = ǫi + fikβ
k for xi = x1, . . . , xn
and
(2) Vj = ǫj +m(xj) = ǫj + fjkβ
k
where fjk is a given vector and fik is a given matrix.
The unbiasedness constraint
E{Vj} = E{Vˆj}
on the estimation statistics
Vˆj = ω
i
jVi = ω
i
jǫi + ω
i
jfikβ
k = ǫˆj + ω
i
jfikβ
k
produces the system of N(k) equations in n unknowns ωij
(3) fjk = ω
i
jfik
and gives
(4) Vˆj = ǫˆj + fjkβ
k .
For white noise
E{[Vj − ωijVi]2} = E{[Vj − Vˆj ]2}
= E{[ǫj − ǫˆj]2}
= E{ǫ2j}+ E{ǫˆ2j}
= E{[Vj − fjkβk]2}+ E{[Vˆj − fjkβk]2}
= σ2 + σ2ωijρilω
l
j(5)
where ρil; i, l = 1, . . . , n is the indentity matrix.
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Our aim is to constraint from (5) the estimation statistics of the field Vj
Vˆj = ω
i
jVi = ω
i
jǫi + ω
i
jfikβ
k = ǫˆj + fjkβ
k
for the estimation statistics of mean fjkβ
k of the field at some xj given by the
constraint on xj
(6) E{[ωijVi − fjkβk]2} = σ2ωijρilωlj = 0
then at some xj holds
E{[Vj − ωijVi]2} = σ2 = E{[Vj − fjkβk]2} .
2. The best linear unbiased estimation statistics
The minimization constraint on E{[ωijVi − Vj ]2}
∂E{[ωijVi − Vj ]2}
∂ωij
= 2σ2ρilω
l
j + 2σ
2fikµ
k
j = 0 ,
where (5)
E{[ωijVi − Vj ]2} = σ2 + σ2ωijρilωlj + 2σ2 (ωijfik − fjk)︸ ︷︷ ︸
0
µkj ,
let us add n equations in N(k) unknowns µkj to the unbiased system (3) of N(k)
equations in n unknowns ωij
(7) ρisω
s
j = −fikµkj , s = 1, . . . , n ,
then
(8) δlsω
s
j = ω
l
j = −ρlifikµkj ,
where
ρliρis = δ
l
s ,
substituted into the unbiased system (3)
fzj = fzlω
l
j , z = 1, . . . , N(k) ,
gives
(9) µkj = −(fzlρlifik)−1fzj
and (from(8)) the kriging weights
ωlj = ρ
lifik(fzlρ
lifik)
−1fzj .
Now, we can derive the kriging estimator
(10) vˆj = vlω
l
j = ω
l
jvl = fjz βˆ
z
where the ordinary least-squares estimator
(11) βˆz = (fkiρ
ilflz)
−1fkiρ
ilvl
is the best linear unbiased estimator of unknown regression parameters βz based on
vl as an observation of a stochastic process V = {Vj = V (xj); xj ⊃ xl = x1, . . . , xn}
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and minimized variance of the best linear unbiased ordinary (estimation) statistics
Vˆj = ω
i
jVi of the field Vj (from (5) and (7) and (3) and (9))
E{ǫˆ2j} = E{[ωijVi − fjkβk]2} = σ2ωijρilωlj
= −σ2ωijfikµkj
= −σ2fjkµkj
= σ2fjk(fzlρ
lifik)
−1fzj .(12)
3. Complex-valued estimator of an unknown constant mean of white
noise
Since for constant mean function
Vi = ǫi + fkiβ
k = ǫi + β
1 for xi = x1, . . . , xn
and
Vj = ǫj + fkjβ
k = ǫj + β
1
the minimized variance (12) of the best linear unbiased ordinary (estimation) sta-
tistics Vˆj = ω
i
jVi of the field Vj can not be compared to zero value
E{ǫˆ2j} = E{[Vˆj − β1 ]2} = E{[ωijVi − β1 ]2} = n−1σ2
let us consider linear mean function with the slope β2 and the offset β1
Vi = ǫi + fikβ
k = ǫi + β
1 + xiβ
2 for xi = x1, . . . , xn
and
Vj = ǫj + fjkβ
k = ǫj + β
1 + xjβ
2
to constraint the estimation statistics of the field Vj
Vˆj = ω
i
jVi = ǫˆj + β
1 + xjβ
2
for the best linear unbiased statistics of mean fjkβ
k = β1 + xjβ
2 of the field at
some xj we have to solve (from (6) and (12))
fjk(fzlρ
lifik)
−1fzj =
[
1 xj
]︸ ︷︷ ︸
1×2

 n nxi
nxi nx
2
i


︸ ︷︷ ︸
2×2
−1 [
1
xj
]
︸ ︷︷ ︸
2×1
=
x2j − 2mnxj +msn
nσ2n
= 0 ,
where
mn = xi =
1
n
∑
i
xi, msn = x2i =
1
n
∑
i
x2i , σn =
√
x2i − xi2
and we get
(13) xj = mn ± Iσn ,
where I =
√−1.
The best linear unbiased estimator
vˆj = βˆ
1 + xj βˆ
2
with the ordinary least-squares estimator of the offset β1
βˆ1 =
msnvi −mnxivi
σ2n
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the ordinary least-squares estimator of the slope β2
βˆ2 =
xivi −mnvi
σ2n
,
based on vi = v1, . . . , vn, where
xivi =
1
n
∑
i
xivi , vi =
1
n
∑
i
vi ,
constrained at (13)
xj = mn ± Iσn
is the ordinary least-squares estimator of an unknown constant mean of the field
(arithmetic mean)
vi =
1
n
∑
i
vi
charged by an imaginary error (Van Hecke estimator)
vˆj = βˆ
1 +mnβˆ
2 ± Iσnβˆ2 = vi ± Iσnβˆ2 = mˆ .
Example. The best linear unbiased estimator of an unknown constant mean
vi = ℜ(mˆ) = 1
n
∑
i
vi = 3.29
of an uncorrelated signal (white noise) vi at xi
xi 1 2 3 4 5 6 7 8 9 10 11
vi 4.12 1.38 5.71 1.25 2.24 0.81 1.67 7.42 7.91 1.63 2.05
has the real-valued standard error
±
√
v2i − vi2
n
= ±0.74
and the imaginary error
ℑ(mˆ) = ±σnβˆ2 = ±xivi − xi vi√
x2i − xi2
= ±0.26 .
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