Optically induced dielectrophoresis (ODEP) provides a powerful method for parallel manipulation of micro/nano-scale particles with dynamic optical patterns. Until now, few ODEP-related researches has been done for automatic assembly of micro/nanodevices which have a profound effect on the application of nanomaterials. In this paper, an innovative ODEP platform is investigated for automatic and repeatable micro/nanoscale material assembly by integrating image acquisition module, image analysis module, light pattern generation module with micro step motion module. Image analysis module was successfully designed to automatically analyze the images obtained from the image acquisition module and recognize the shape and position of the manipulated objects in the images. The programed light pattern generation module allows for arbitrary and reconfigurable optical patterns based on the recognition results. A high resolution 3D motorized stage upon which the ODEP chip is fixed offers rapid and precise movement of the chip in micro scale. The automatic patterning of polystyrene beads and assembling of multi-walled carbon nanotubes (MWCNTs) into array had been accomplished by the ODEP platform. Experiment results proved that our platform is very effective and shows a promising potential for automatic assembly of micro/nano-devices in wafer-scale requiring massively parallel manipulation.
Introduction
The micro/nanoscale materials show a great potential for more and more significant applications, thus their manipulation technology has become the core issue for the development of micro/nano-technology. Over the past decades some technologies have been used for the manipulation of micro/nano-materials. While the optical tweezers [1] offer high resolution for trapping single particles, they can induce adverse effects on biosamples under manipulation due to high focusing optical power requirements. Although magnetic forces [2] are frequently used for the sorting of biological cells due to less effects on the manipulated materials than electrical or optical fields, the intrinsic properties of the cells may be damaged by the attachment of magnetic beads, which may prevent the user from observing the original cell responses. Dielectrophoresis (DEP) [3] is another approach that has been demonstrated to provide high throughput, but DEP requires a static pattern of electrodes and is not easily reconfigurable. In general, conventional manipulation techniques can not achieve high resolution and high throughput simultaneously, which is quite critical for most of application in micro/nano-device fabrication. A novel tool called optoelectronic tweezer (OET) was firstly proposed by the M. C. Wu group in 2003 [4] , which permits optical manipulations with a light intensity 100,000 times less than optical tweezers, and dramatically increases the effective manipulation area for parallel manipulation. Since then, it had been extensively used in various manipulations of microscopic materials such as metallic nanoparticles [5] , polystyrene beads [6] , carbon nanotubes [7] , silicon nanowires [8] and blood cells [9] . The OET system consists of a photoconductive layer which can generate virtual electrodes when illuminated by optical patterns under electric bias. The interaction between the virtual electrodes and the fluid results in the dielectrophoretic forces on the micro/nanoscale materials. Therefore the dielectrophoresis generated in this mechanism is called optically induced dielectrophoresis. In this paper, an innovative platform is presented for automatic and repeatable micro/nanoscale material manipulation by integrating image acquisition module, image analysis module, light pattern generation module with micro-step motion module utilizing ODEP technology. This platform may be a promising solution for automatic assembly of micro/nano-devices in wafer-scale that requiring massively parallel manipulations. most of the voltage drops across the a:Si-H photoconductive layer because of its high electrical impedance, so there is a weak electric field in the solution layer. When the two-dimensional light patterns are projected onto the photoconductive layer, the local photoconductivity of the a:Si-H layer at the illumination area is greatly increased, so most of the voltage drop transfers to the liquid layer. A light induced virtual electrode thus turns on locally and generates a highly non-uniform electric field in the solution layer. The particles near the illuminated area are subjected to these field gradients which induce a dielectrophoretic force, namely, the ODEP force. Figure 2 shows a diagram of the experimental ODEP system. A microscope (Zoom 160, Optem, USA) and a CCD camera (Daheng Image, China) are used to observe the manipulated particles. A 3D motorized stage (MPC08SP, GuangZheng, China) is used to support the ODEP chip and transport it in XY plane with a resolution of 1μm. The transportation of the stage in Z axis can be used to automatically focusing of the microscope. A LCD projector (VPI-F400X, Sony, Japan) is digitally controlled to project dynamic light patterns onto the chip. A function generator (AFG3022B, Tektronix, USA) is utilized to provide AC bias for the chip. A Visual C ++ program is developed to perform image acquisition, image analysis, light pattern generation and control the path planning of projected light pattern and the movement of the stage. 
Systems Design and Experimental Setup

Operating Principles of ODEP
Experimental Setup
Algorithm Design
The ODEP system mainly consists of four modules, image acquisition module, image analysis module, light pattern generation module and microstep motion module. The first and last module are developed based on the software development kit of the relative hardware, while the second and third module are extensively related to software algorithm. The image analysis module is the core part of the software system. In order to achieve a real and ideal analysis result, clear and smooth images are captured by the image acquisition module through the CCD and microscope. The flow chart of the image analysis procedure is shown in Fig. 3. 1. The selected image is transformed from color image to gray image with important information being preserved. 2. A linear transformation of the gray value for every pixel in the gray image is made to enhance the image contrast between the objectives and the background, i.e.
Eq. (1) is a linear gray value scaling.
Where (a,b) is the gray value of a pixel in the gray image, a and b are real parameters for the transformation, respectively, f (g) is the postransformed gray value. If a > 1, the contrast will be enhanced consequently. 3. The outlines of the objectives are detected by canny edge detector. In first priority, Gaussian transform is employed to remove the noise of the gray image as well as to smooth the image. The edge point candidates can be determined by calculating the image gradient where the local maximum gradient magnitudes are marked and saved. The main advantage of canny edge detector is the dual-threshold connection strategy. Owing to the discontinuity of the edges, a large threshold is used to select the real edge points and a small threshold is also employed to choose the real and weak edge points which are adjacent to the real edge points. The gradient values of the weak edge points are between the large threshold and the small threshold. Thus the canny algorithm detects the most real and complete edges. 4. A self-adapting threshold is calculated to transform the gray image to the binary image. 5. Thinning is normally to reduce the thresholded output of an edge detector to lines of a single pixel thickness, while preserving the full length of those lines. Consider all pixels on the boundaries of foreground regions (i.e. foreground points that have at least one background neighbor). Delete any such point that has more than one foreground neighbor, as long as doing so does not locally disconnect the region containing that pixel. Iterate until convergence. After finishing the traverse through the original edge point sets, a connected skeleton of the boundaries will be calculated out. 6. To recognize the shape and position of the manipulated objects, hough transform which can detect any curve that can be expressed in parametric form is employed on the previous thinning image. The parametric equation of circle can be written as:
Where (a,b) is the center coordinates of the circle, (x,y) denotes the edge point of the circle, r is its radius. At the same time, gradient at each edge point is also known. The center of the circle will lie on the line:
Where (a,b) is the coordinates of center point Q of the circle, R is its radius, (x i ,y i ) is the coordinates of the edge point P i , θ i is the gradient direction of P i . 
Results and Discussion
In this section, we will validate the function of the image acquisition module, image analysis module and light pattern generation module in the automatic assembly ODEP system utilizing polystyrene beads (Polysciences Inc., USA). As shown in Fig. 4(a) , the image of randomly distributed polystyrene beads in the liquid solution with diameter of 10 μm was captured. All the beads were recognized through the above algorithms as shown in Fig. 4(b) . Then, various optical patterns and their trajectories can be designed to manipulate the micro/nano particles. Fig. 4 (c)- Fig. 4(h) show the experimental process of the manipulation of polystyrene beads using ring-shaped optical patterns as virtual electrodes to form a circle shape. In addition, MWCNTs manipulation is carried out to prove the automatic ODEP system capable of the function of the microstep motion. The carboxyl funtionalized MWCNTs (HongDe, China) were diluted with deionized (DI) water in 4000 times. Then the solution was ultrasonicated for 10 min to obtain a well dispersed MWCNTs solution. Finally, 15-μl of the solution was injected into the chip by a pipette. In this experiment, an AC voltage with a frequency of 30 kHz and amplitude of 20 Vpp was applied between the top and bottom layers to generate an electrical field. A 8 × 4 lines pattern with a row spacing of 30 μm, a column spacing of 40 μm and 30 × 70 μm for each single line was projected onto the ODEP chip surface. The MWCNTs are assembled toward the predesigned optical pattern array after 1 min. Then the chip is automatically moved to the next operation area to continually concentrate the MWCNTs by setting the moving step length of the motorized motion stage in the software system. Fig. 5 shows the assembly result of the MWCNTs. Hence, rapid and precise manipulations over large working areas can be implemented effortlessly.
Conclusions
In this study, we have demonstrated a novel, fully automatic ODEP platform which can efficiently manipulate and assemble micro/nanoscale materials using DEP force. The major advantages of our platform over other existing ODEP systems are that, the microvisionbased close-loop control makes the platform a fully automatic, reconfigurable and parallel system using the self-developed integrated microvision analysis program, the platform can realize combined multiple manipulation tasks. The polystyrene beads and MWCNTs patterning experiments show that our system is with great potential for large scale, fast fabrication of micro/nano-devices.
