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We reinterpret the spectral dimension of spacetimes as the scaling of an eﬀective self-
energy transition amplitude in quantum ﬁeld theory (QFT), when the system is probed at
a given resolution. This picture has four main advantages: (a) it dispenses with the usual
interpretation (unsatisfactory in covariant approaches) where, instead of a transition
amplitude, one has a probability density solving a nonrelativistic diﬀusion equation in
an abstract diﬀusion time; (b) it solves the problem of negative probabilities known for
higher-order and nonlocal dispersion relations in classical and quantum gravity; (c) it
clariﬁes the concept of quantum spectral dimension as opposed to the classical one. We
then consider a class of logarithmic dispersion relations associated with quantum particles
and show that the spectral dimension dS of spacetime as felt by these quantum probes
can deviate from its classical value, equal to the topological dimension D. In particular,
in the presence of higher momentum powers it changes with the scale, dropping from D in
the infrared (IR) to a value dUV
S
≤ D in the ultraviolet (UV). We apply this general result
to Stelle theory of renormalizable gravity, which attains the universal value dUV
S
= 2 for
any dimension D.
PACS numbers: 04.60.-m, 11.10.-z, 11.10.Hi
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1. Introduction and summary of the results
When geometry becomes quantum, it is common to incur in phenomena of anoma-
lous scaling. An almost universal feature one can ﬁnd across the most diverse models
of quantum gravity is dimensional flow, i.e. the changing of the dimension of space-
time with the probed scale.1–3 String theory, asymptotic safety, noncommutative
spacetimes, dynamical triangulations, Hořava–Lifshitz gravity, multi-scale space-
times (by deﬁnition), super-renormalizable quantum gravity, black holes, all share
1
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this characteristic.4–21
1.1. Spectral dimension and diffusion interpretation
The operational way to establish dimensional ﬂow is the diﬀusion equation method.
Let us recapitulate the two main ways in which the method is presented in the
literature. The ﬁrst is a naive transposition of the interpretation of the diﬀusion
equation in transport theory. For a classical, nonrelativistic massive particle subject
to Brownian motion, the diﬀusion equation is (see, e.g. Ref. 18 for a derivation)(
∂
∂t
− κ1∇2x
)
P (x, x′; t) = 0 , P (x, x′; 0) = δ(x− x′) , (1)
where t is time, κ1 is a constant coeﬃcient, ∇2x is the Laplacian in D − 1 spatial
dimensions and the delta initial condition encodes the pointwise nature of the object
under diﬀusion. The probability to ﬁnd the particle at point x, after some time
t has passed since it started at point x′, is the solution P of Eq. (1). One can
impose the same equation to a spacetime, interpreting the particle as a test probe
of the geometry. The variable t is now replaced by an abstract “diﬀusion time”
σ and the Laplacian is replaced by the Beltrami–Laplace operator . Curvature
eﬀects are neglected in the calculation, so one can assume the Minkowski metric
η = diag(−,+, · · · ,+) and hence  = ∂µ∂µ, where µ = 0, 1, . . . , D − 1. Also, it is
part of the deﬁnition of the method to Wick rotate the time direction and consider
the Euclideanized operator E = ∇2x, i.e. the D-dimensional Laplacian. In eﬀective
geometries arising in quantum gravity, the Laplacian is deformed into some more
complicated, higher-order or nonlocal operator K called form factor. In that case,
however, the context is ﬁeld theory, not particle mechanics, and the form factor is
deﬁned to be the typical kinetic term of ﬁelds.
This leads to the second formulation of the diﬀusion equation method, where by
“classical test particle” one means a real scalar ﬁeld, which is the ﬁeld exhibiting the
simple kinetic term −φK(−)φ in the action. K(k2) = 0 is the relativistic dispersion
relation of the ﬁeld. At this point, to get something like Eq. (1), one notes that the
propagator of a massless scalar can be written in the Schwinger representation as
G˜(k2) = − 1K(k2) = −
∫ +∞
0
d(ℓ2) e−ℓ
2
K(k2) , (2)
where ℓ is a parameter with the engineering dimension of length. This integral
representation assumes that K > 0 for all momenta k (thus, it is valid in Euclidean
signature). For any K, the solution of the diﬀusion equation[
∂
∂ℓ2
+K(−∇2x)
]
P (x, x′; ℓ) = 0 , P (x, x′; 0) = δ(x− x′) (3)
is the heat kernel
P (x, x′; ℓ) =
∫
dDk
(2π)D
eik·(x−x
′)e−ℓ
2
K(k2) . (4)
Int. J. Mod. Phys. D 25 (2016) 1650058, arXiv:1408.0199
3
For the integral to converge, one should require K > 0, although this condition does
not have to hold for all momenta k, contrary to the starting point (2). Conversely,
solutions where K can be negative in some regions correspond to physically patho-
logical or unrealistic conﬁgurations, as we will ﬁnd later. Under the assumption
(reasonable in the cases of interest) that k2 = 0 is a pole of G˜, one has K(0) = 0
and the normalization condition
〈1〉 :=
∫
dDxP = 1 . (5)
The convolution of two P ’s is also normalized to one,
∫
dDx
∫
dDx′ P (x, x′; ℓ)
×P (x′, x′′; ℓ) = 1. Therefore, if P > 0 and K(0) = 0, the solution P can be given the
particle-mechanics interpretation as a probability density function and the running
equation (3) can describe a diﬀusion process with “diﬀusion time” ℓ. In a Poincaré-
invariant spacetime, the return probability is deﬁned as the trace of the heat kernel
P over spacetime points:
P(ℓ) := 1V
∫
dDxP (x, x; ℓ) =
∫
dDk
(2π)D
e−ℓ
2
K(k2)
=
Ω
(2π)D
∫ +∞
0
dk kD−1 e−ℓ
2
K(k2) , (6)
where Ω is a constant coming from the angular integral and k = |kE| is the length of
the Euclidean momentum D-vector. As customary, one normalizes with respect to a
divergent spacetime volume factor V = ∫ dDx. The spectral dimension of spacetime
is then deﬁned as
dS(ℓ) := −2∂ lnP(ℓ)
∂ ln ℓ2
. (7)
In the standard free case on Minkowski spacetime, K = − and the Wick-
rotated form factor is simply
K(k2) = k2 = kµkµ = δµνkµkν , (8)
so that the diﬀusion equation (3) is(
∂
∂ℓ2
−∇2x
)
P (x, x′; ℓ) = 0, P (x, x′; 0) = δ(x− x′). (9)
The solution (4) is the Gaussian
P (x, x′; ℓ) =
e−
r2
4ℓ2
(4πℓ2)
D
2
, (10)
where r2 = |x− x′|2. This is positive deﬁnite and normalized to one and the prob-
abilistic interpretation holds. The spectral dimension is therefore well-deﬁned and
equal, in this case, to dS = D. Eﬀective quantum geometries can induce strong
deviations from Eq. (9) via changes in the Laplacian, the initial condition, the dif-
fusion operator ∂/∂ℓ2 and the presence of source terms.17, 19 Then, dS can acquire
a nontrivial dependence on ℓ.
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1.2. Problems with the diffusion interpretation
The presentation of the spectral dimension in the diﬀusion interpretation is unsat-
isfactory for a number of reasons:
• Diffusion-time problem. In the diﬀusion-equation setting, the parameter
σ ∼ ℓ has no obvious physical meaning when considered within covari-
ant and background-independent approaches to gravity (either classical or
quantum). In fact, in these cases there is a conceptual as well as operational
diﬃculty to identify a time variable which would lend itself as a “diﬀusion
time” of some stochastic process, unless one ﬁxes the background and makes
a choice of coordinates. On one hand, as discussed below (1), if one deﬁnes
the diﬀusion equation with a spatial Laplacian, then there is no justiﬁcation
for assuming Eq. (1) as it stands, since it is not general covariant and only
applies to a nonrelativistic test particle. On the other hand, if one takes
the Euclideanized covariant Laplacian, the meaning of ℓ and its relation
with coordinate time are not obvious. Both impasses are partially solved
by regarding (3) as stemming from the Schwinger representation (2) of the
propagator of the probe particle. This explains the form of the diﬀusion
equation, thus cutting the debate between nonrelativistic and relativistic
diﬀusion. However, if the length parameter ℓ cannot be interpreted satis-
factorily as a diﬀusion time, what is its physical meaning? In what sense
can we talk of a diﬀusion process in the context of ﬁeld theory? What does
P represent? The spectral dimension is the scaling of P with respect to ℓ,
but the absence of a solid physical interpretation of ℓ reﬂects into the lack
of one also for dS.
• Negative-probabilities problem. Any theory of quantum gravity with a semi-
classical and continuum limit should admit a well-deﬁned proﬁle for the
spectral dimension, from the IR down to a (possibly eﬀective) UV scale. In
this case, one should give a physical operational meaning to Eq. (3) and
dS. Unfortunately, the interpretation of P as a probability density does
not hold in some theories, where the heat kernel is not positive deﬁnite
due to the form the operator K takes in such cases. Examples are asymp-
totic safety and Hořava–Lifshitz gravity,19 string ﬁeld theory and nonlocal
gravity.21 These theories are well behaved in any other formal respect, in-
cluding unitaritya (here we are not discussing their phenomenological via-
bility). For instance, higher-order derivative operators 2, 3, . . . lead, in
general, to ghosts. Since they are also associated with diﬀusion equations
with no stochastic interpretation (see, e.g. Ref. 17 and references therein),
one might be tempted to infer that the negative-probabilities problem is, in
theories with such operators, due to the nonunitarity of the theory. However,
negative probabilities and unitarity are two independent features. All the
aThere is still debate about unitarity of asymptotic safety.
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examples mentioned above are either unitary theories or admit unitary for-
mulations.13, 22, 23b This means that the problem is not in the internal con-
sistency of these models but in the form of (3) or, if the form of (3) cannot
be subject to modiﬁcations in a given theory, in the diﬀusion-probabilistic
interpretation.
These issues pose conceptual problems undermining the physical robustness of the
machinery, so often deployed in quantum gravity, leading to the spectral dimension.
If there were no operational way to measure dS, it would not make sense as a physical
observable describing the geometry of spacetime.
These problems have received scant attention in the written literature. The
existence of negative probabilities and possible solutions have been considered in
Refs. 17–19, while the diﬀusion-time problem has been recognized as an important
shortcoming of the deﬁnition of dS in Refs. 24 and 25 (where it was even proposed
to abandon dS as a meaningful observable). Outside these examples, the general
tendency, which we presently discourage, is to ignore the above points, to trust the
number dS at face value and regard its deﬁnition as purely mathematical.
1.3. Aim of the paper and main results
In this paper, we attempt to solve these issues within the frame of quantum ﬁeld
theory. Under certain but quite general assumptions, one can construct a physically
meaningful deﬁnition of dS. These assumptions are:
• The theory lives on a continuum and admits a Minkowski background.
Models of quantum gravity based on discrete structures can be included if
they admit a continuum limit where an eﬀective propagator encoding some
generic dispersion relation K(k2) = 0 can be formulated. Lorentz invariance
is not required but, for the sake of simplicity, we will present all the formulæ
in a Lorentz-invariant setting. For the QFT interpretation to be valid in a
regime where an eﬀective ﬁeld theory can be formulated, both this regime
and dimensional ﬂow should occur at scales larger than the characteristic
scale L of the fundamental degrees of freedom of the putative quantum-
gravity theory. While a priori this expectation seems hard to be fulﬁlled in
general, it is actually corroborated by concrete and highly nontrivial exam-
ples. In loop quantum gravity and group ﬁeld theory, dimensional ﬂow takes
place at scales ℓ≫ L larger than those of the underlying combinatorial dis-
crete structure.37, 38 Another instance is causal dynamical triangulations:
bFor some of the examples in the text, there are heuristic reasons why they are unitarity. In
Hořava–Lifshitz gravity, higher-order operators contain only spatial derivatives and, therefore, no
ghost modes are introduced via Ostrogradski instabilities. In the case of nonlocal gravity and
string ﬁeld theory. entire functions of the form e do not introduce extra poles (in particular,
instabilities) in the spectrum. In all cases, however, the proof of unitarity is not so intuitive and
depends both on the deﬁnition of the theory and on detailed quantum calculations.
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although the phase space of the theory has diﬀerent regions with properties
even wildly diﬀerent from ordinary geometries, dimensional ﬂow to the IR
occurs in the so-called phase C, where geometry is approximated by a de
Sitter spacetime at scales much larger than the average size of the triangu-
lation cell.4 Thus, even if the assumption of continuity seems too strong and
bound to be violated in quantum gravity at large, top-bottom approaches
indicate otherwise. We are not aware of any counterexample.
• The theory admits a well-deﬁned analytic continuation to Euclidean space-
time. In the diﬀusion interpretation, Wick rotation is not necessary if one
is only interested in the spectral dimension of space alone: in that case,
one deﬁnes a diﬀusion equation on spatial slices and limits the analysis
to that context, without the need to Euclideanize. This is not possible
in the QFT interpretation, since time and space are entangled relativisti-
cally in the propagator. This is not an issue, however, since by deﬁnition
dimension observables of a spacetime (spectral, Hausdorﬀ and walk dimen-
sion) are always constructed in the Euclidean setting. On the other hand,
all the major quantum-gravity examples we mentioned (asymptotic safety,
Hořava–Lifshitz gravity, nonlocal gravity and string ﬁeld theory) and the
one we will construct (Stelle theory) obey the Osterwalder–Schrader con-
ditions26, 27 in their Euclidean formulation, which guarantee the validity of
the analytic continuation.
• The propagator has a pole at k2 = 0, so that K(0) = 0. As we already said,
physically meaningful cases have K(k2) ≥ 0 but our treatment will allow
us to study also instances where K becomes negative in a certain range of
the momenta.
• P (x, x′; ℓ) and its massive version Pm(x, x′; ℓ) are nonsingular at x = x′ for
any positive value of the resolution scale, ℓ > 0. This condition, respected
in almost all cases in quantum gravity (see Refs. 17–19,21 for examples), is
necessary to have a well-deﬁned spectral dimension at inﬁnite resolution.c
When the probe is quantum, the diﬀerential operator K(−∇2) is interpreted as
stemming from the quantum propagator of the particle ﬁeld, computed at one- or
higher-loop level in ordinary perturbation theory (K(k2) 6= k2). In Sec. 4, we shall
focus on a class of logarithmic dispersion relations:
K(k2) = k2
[
1 + a k2n ln
(
k2
E2
)]
, (11)
cThe only instance we are aware of where this condition is not satisﬁed is the eﬀective nonlocal
model of Ref. 20. There, the diﬀusion process is well-deﬁned only above a certain minimal diﬀusion
length (or resolution scale) ℓ∗ of order of the Planck scale. To include also this and similar cases
in our treatment, it would be suﬃcient to require that P (x, x′; ℓ) is nonsingular at x = x′ for any
value of the resolution scale above a certain critical value ℓ > ℓ∗ ≥ 0. Then, all the ℓ integrals in
our paper should be performed in the range [ℓ∗,+∞) rather than [0,+∞). We do not attempt this
generalization here.
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where a is a constant with momentum scaling [a] = −2n, n ∈ N and E is a reference
energy scale. The form of K is suﬃciently general to include most of the (one- and
two-loop resummed) renormalizable massless ﬁeld theories.d
To summarize our main results, we reinterpret all the details of the deﬁnition of
the spectral dimension within quantum ﬁeld theory. The interpretation problem is
clariﬁed by regarding ℓ as a resolution scale and the diﬀusion equation as a probing
of the system under a resolution-varying tool (Sec. 2). The role of the mass of the
particle probe is discussed in Appendix Appendix A.
The resolution interpretation, partly formulated in Ref. 21 but sometimes in-
voked also in some of prior literature, regards ℓ as a resolution scale and (3) as a
running equation. It solves the issues connected with the diﬀusion picture in covari-
ant theories, but it still regards P as a classical probability. A step further in solving
the negative-probabilities problem consists in abandoning also this last inheritance
from the diﬀusion-equation interpretation and regard P as a quantum probability
amplitude rather than a classical probability (Sec. 3). By this assumption, and recall-
ing that the heat kernel is related to a quantum propagator, the return probability is
reinterpreted as the eﬀective contribution of the loop-corrected vacuum-to-vacuum
amplitude of the probe ﬁeld at a given resolution, and the quantum spectral dimen-
sion is nothing but the scaling of this contribution. A regulator is introduced at this
point to render bubble diagrams and several formal expressions ﬁnite.
It is important to stress once again the practical usefulness of the new interpre-
tation of the spectral dimension. Even if the number dS for a given theory is not
changed (and thus all previous quantitative results in the literature remain valid),
its derivation is put on a ground which does not suﬀer from the issues of the ﬁcti-
tious diﬀusion process assumed in older treatments. The disappearance of diﬀusion
time “rehabilitates” the physical meaning of the spectral dimension of spacetime,
not only in covariant theories but also in cases (such as Hořava–Lifshitz gravity)
where time plays a separate role. Moreover, the theories where a negative probabil-
ity arises in the diﬀusion interpretation19, 21 beneﬁt from the QFT reinterpretation
of what the actual probability should be.e
dBoth λφ4 in D = 4 dimensions and λφ3 in D = 6 have a loop-corrected inverse propagator
which is precisely of the type (11), although a < 0 in those cases (see, for instance, Refs. 28–30).
More generally, logarithmic form factors sometimes appear in quantum gravity, as in proximity of
a black hole obeying the entropy-area law20, 34 or in κ-Minkowski noncommutative spacetime,35
but these speciﬁc cases have some subtle diﬀerences with respect to (11) which would require a
separate discussion (see the previous footnote).
eAnother possible advantage of the QFT interpretation is that we give an operational deﬁnition of
the spectral dimension. Previously, there were only vague ideas about “placing a test particle in a
spacetime and see how it diﬀuses.” Beyond this wishful thinking, the only quantitative exploration
of the “observable” consequences of such picture was given in Ref. 18, where the actual random
walks of the test particle in some generic anomalous spacetimes (possibly of quantum-gravity
origin) were plotted. On the other hand, the QFT interpretation of the present paper may open up
new possibilities towards an actual measurement of the spectral dimension. The abstract “diﬀusion
time” takes the role of the energy scale at which a particle experiment is done. dS is tightly related
to the vacuum diagrams of a QFT and, as we will see, diﬀerent particles can see, surprisingly,
Int. J. Mod. Phys. D 25 (2016) 1650058, arXiv:1408.0199
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The general setting we shall provide is quite ﬂexible and the results of Sec. 4
will be valid for any QFT with inverse propagator of the form (11) and respecting
the assumptions stated above. In particular, a dispersion relation of the form (11)
is that of the one-loop graviton propagator in renormalizable Stelle theory.31–33
In this case, the probe is the graviton, i.e. a quantum ﬂuctuation of spacetime, so
quantum eﬀects can be ascribed to geometry itself. In Sec. 5, we will calculate the
spectral dimension of Stelle gravity for the ﬁrst time.
2. Interpretation problem
According to the resolution interpretation,21 one places a test particle on the ge-
ometry one wants to probe at some initial point x′ (suitably deﬁned also in discrete
geometries), and asks what the probability is to ﬁnd the particle in a neighborhood
of size ℓ of another point x when the system is probed with a resolution 1/ℓ. The
length scale ℓ in the Schwinger propagator (2) (or (A.1), for a massive ﬁeld; this
case is considered in Appendix Appendix A) represents the minimal detectable sep-
aration between points. In particle-physics experiments, 1/ℓ can be identiﬁed with
the energy scale at which scattering processes take place. Note that here we are
taking two independent steps: one is to stress the origin of the diﬀusion equation
from the Schwinger representation of the propagator and the other is to embrace
the resolution interpretation (a priori and by itself, the integration parameter in
the Schwinger representation is no more physical than an abstract diﬀusion time).
From Eq. (2), we can see that the heat kernel P (x, x′; ℓ) is the Green function
at a given resolution:
G(x− x′) = −
∫ +∞
0
d(ℓ2)P (x, x′; ℓ) , (12)
where the dimensionality of these quantities in momentum units is [G] = D−2, [ℓ] =
−1 and [P ] = D. Consider a generic form factor K(k2). In QFT, loop corrections
modify the propagator of a scalar particle and, consequently, K(k2) 6= k2; in a
Lorentz-invariant setting, K will depend on the square k2 of the momentum D-
vector.
We now show that, if the running equation (3) holds, then G respects the Green
equation. In the following, we will adopt the Euclidean version of a Minkowski
background. For a massive Green function, one has
δ(x− x′) = −K(−∇2x)G(x − x′) =
∫ +∞
0
d(ℓ2)K(−∇2x)P (x, x′; ℓ)
(3)
= −
∫ +∞
0
d(ℓ2) ∂ℓ2P (x, x
′; ℓ) = P (x, x′; 0)− P (x, x′; +∞) , (13)
diﬀerent spectral dimensions. These pieces of information are still fragmentary but they might
serve to create a connection between dS and experiments.
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and we recover the “initial condition” (shape of the probe at inﬁnite resolution) if
0 = P (x, x′; +∞), which is veriﬁed in all the ﬁeld theories (including of quantum
gravity) that are the context of the present paper.f Note also that (13) is the precise
expression of possible divergences of (12). It states that the integral of P in ℓ is
singular at x = x′, even if P itself is not (a very general assumption we made in the
introduction).
3. Negative-probabilities problem
In the previous section, we have given the running equation (3) an operational
meaning in QFT. Before computing the spectral dimension according to the scheme
of the introduction, one must ensure that it is physically well-deﬁned. In the diﬀusion
interpretation, the solution P is a classical probability density normalized to 1. In
particular, P must be positive semi-deﬁnite. However, in many situations this is
not the case, the solution of the diﬀusion equation is negative for certain values of
diﬀusion time and spacetime points x, and there is no diﬀusion interpretation at all,
even if the “return probability” P is positive-deﬁnite17, 19 (we use quotation marks
since, in this case, it is a misnomer). In other words, there is no diﬀusing process
by which the test particle can be found “somewhere” after a given diﬀusion time
and, consequently, no clear geometric and physical meaning can be attached to the
quantity (7). Notably, the polynomial form factor (17) falls into this pathological
class of models when n ≥ 1.17, 19 We numerically checked that the same behaviour
occurs for Eq. (11) as well as for the exponential operator K(k2) = k2eℓ2sk2 typical
of string ﬁeld theory, where ℓ2s ∝ α′ is proportional to the Regge slope. In all these
cases, P < 0 for some values of x− x′ and ℓ.
The problem persists in the resolution-based picture, since its main diﬀerence
with respect to the diﬀusion interpretation is in the interpretation of ℓ, while P
is still the probability density associated with ﬁnding the probe at some point on
the eﬀective manifold. In a yet alternative revisitation of the problem, the eﬀect
of nonstandard dispersion relations can be mapped into a nontrivial measure of
momentum space, so that the spectral dimension is identiﬁed with the Hausdorﬀ
dimension of momentum space, at least in the UV limit.24, 25 However, one still
lacks an interpretation for the function P , Eq. (4), from where dS is derived.
fThis is obvious from the physical interpretation of the condition P (x, x′; +∞) = 0 in either the
diﬀusion or resolution-based picture: the probability to ﬁnd the particle at point x when probing
spacetime in the limit of zero resolution (1/ℓ → 1/∞) is zero. This property can also be checked
explicitly by looking at the expression of the heat kernel in the quantum-gravity models under
consideration: see Ref. 19 (Eqs. (9) and (10)) for asymptotic safety and Hořava–Lifshitz gravity,
Ref. 21 (Eq. (27)) for string ﬁeld theory and nonlocal theories of gravity, Refs. 17 and 18 for other
heat kernels (in Eq. (74) of Ref. 17, s should be σ) and Appendix Appendix B of the present paper
for Stelle’s gravity. In all these cases, P can be written as P ∼ f1(ℓ)f2[(x− x′)2/ℓ] either exactly
or in the large-ℓ limit. But f2 is ﬁnite when sending ℓ to inﬁnity (otherwise, one could not deﬁne
the trace of P (x, x; ℓ)) and the remainder f1(ℓ) typically goes to zero (as an inverse power law
∼ ℓ−D , asymptotically) when ℓ diverges.
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Adopting a QFT interpretation of the running equation (3) can do the job. From
Eq. (12), we see that the heat kernel is related to a transition amplitude, which sug-
gests to give |G|2 (not P ) the meaning of a probability density function in the sense
of a QFT path integral. This is wholly diﬀerent from the usual probabilistic inter-
pretation, where the diﬀusion equation can be derived from stochastic quantum me-
chanics and P ∼ 〈〈|GR(x, t;x′, t′)|2〉〉 is actually the square of a mechanical-particle
retarded propagator, averaged over the noise.18, 36 While the quantum-mechanics
interpretation is helpful to derive (rather than assuming) the diﬀusion equations
(3) or (9) from fundamental (albeit not quite ﬁrst) principles,18 the QFT interpre-
tation of P as a probability amplitude rather than a probability density is perhaps
more natural when one has to calculate the heat kernel of an eﬀective spacetime.
The key diﬀerence between the two pictures is the role of diﬀusion time: in the QFT
case, it is a resolution scale, an arbitrary parameter.
Therefore, we set the probability for a particle ﬁeld to propagate from x′ to x
to be proportionalg to the squared transition amplitude (integration domain ℓ ∈
[0,+∞) omitted here and below)
|G(x − x′)|2 =
∫
d(ℓ2)d(ℓ′
2
)P (x, x′; ℓ)P ∗(x, x′; ℓ′) (14)
=
∫
d(ℓ2)d(ℓ′
2
)
∫
dDk
(2π)D
dDk′
(2π)D
ei(k−k
′)·(x−x′)e−ℓ
2
K(k2)−ℓ′2K(k′2).
In the present reinterpretation of the spectral dimension, the diﬀusion of a particle
under a classical random stochastic process is replaced by its quantum propagation
from one point to another. We can also ﬁnd a relation between the return probability
P (that indeed has a probabilistic interpretation) and the square of the absolute
value of the Green function. Integrating (14) in x,∫
dDx |G(x − x′)|2 (14)=
∫
d(ℓ′′
2
)d(ℓ′
2
)
∫
dDk
(2π)D
e−(ℓ
′′2+ℓ′2)K(k2)
=
∫
d(ℓ′′
2
)d(ℓ′
2
)P(
√
ℓ′′2 + ℓ′2)
=
∫ +∞
0
d(ℓ′′
2
)
∫ ∞
ℓ′′2
d(ℓ2)P(ℓ)
=
∫ +∞
0
d(ℓ2)
∫ ℓ2
0
d(ℓ′′
2
)P(ℓ)
=
∫ +∞
0
d(ℓ2) ℓ2 P(ℓ) , (15)
where we made the change of variables ℓ =
√
ℓ′′2 + ℓ′2.
Equations (14) and (15) deserve several comments. According to our hypothesis,
P is a smooth function (veriﬁed in the great majority of quantum-gravity models
gIn general, the proportionality constant may be inﬁnite. Divergences like this can be parametrized
by regularization procedures such as the one discussed below in the text.
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and, in general, in QFT) but its double integral in (14) diverges at least at the
lower boundary ℓ = 0. The mathematical reason is obvious: in the language of the
diﬀusion interpretation, this lower boundary is the initial condition for the diﬀusion
process, where by deﬁnition the heat kernel is a delta (i.e. the diﬀusion probe is
pointwise). We can see this in the cornerstone example of the Gaussian heat kernel
(10). The associated return probability is the inverse power ℓ−D, so that the integral
of ℓ2−D diverges at ℓ = 0 for positive D. This is consistent with the left-hand side
of (15). In D topological dimensions, the Euclidean Green function is G(r) ∝ r2−D
and its square is |G(r)|2 ∝ r2(2−D). This distribution is well-deﬁned everywhere
for r > 0 but it is singular in r = 0, which is the only singular point of the heat
kernel when ℓ = 0. So, when one integrates |G|2 in x, one has a left-hand side of
the form ∼ ∫∞
0
dr rD−1r2(2−D) =
∫∞
0
dr r3−D. In D = 4, this integral also has
an IR divergence, but introducing a mass removes this problem. (Incidentally, this
is yet another interesting application of the need for a nontrivial mass in the QFT
interpretation.) The UV divergence cannot be removed and expressions such as (14)
and (15) are actually formal.
One way to remove the UV divergence is to regularize Eq. (14). Dimensional reg-
ularization would clearly not work (by deﬁnition, the dimensional regularization of
the integral of a power law is zero). The alternative is to introduce a UV cutoﬀ ℓ¯ > 0
and perform the integrals in (14) and (15) with this cutoﬀ. In a sense, this would
correspond to avoid the dangerous point x ∼ x′. This cutoﬀ can have a physical
justiﬁcation: an inﬁnite resolution would be in conﬂict with the general principles
of quantum mechanics (Heisenberg principle). On the other hand, the present dis-
cussion is focused on the operational aspects of the spectral dimension and, clearly,
any experiment will have a ﬁnite resolution (characteristic energy scale).
To avoid confusion here, it is important to recall that the sole purpose of
Eqs. (14) and (15) is to answer the conceptual questions: 1) If we give up the
diﬀusion interpretation and adopt the QFT interpretation, then we have to give up
also the interpretation of the heat kernel as the probability that the particle prop-
agates from x′ to x. So what is such probability in the QFT interpretation? 2) The
spectral dimension is the scaling of the return probability, but what is the return
probability in the QFT interpretation? The mathematical deﬁnition of the spectral
dimension dS is untouched, one does consider the full range of ℓ as well as the point
x = x′ (otherwise, it would be impossible to take the trace). However, Eqs. (14)
and (15) are intrinsically divergent. To make these equations mathematically mean-
ingful, one has to introduce a cutoﬀ ℓ¯, in which case both the left- and right-hand
side of Eq. (15) are positive semi-deﬁnite. In any other respect, our discussion on
the spectral dimension is unchanged. In particular, the regulator ℓ¯ does not aﬀect
dimensional ﬂow in any appreciable way, for two reasons. First, ℓ¯ is used to make
sense of the formal expressions (14) and (15), which are helpful to complete the
QFT interpretation of the spectral dimension but neither of which are ever used
in the calculation of the dS. Second, as stated in the introduction, continuous di-
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mensional ﬂow usually happens at scales larger than the characteristic scales of the
fundamental quantum-gravity degrees of freedom. Thus, the presence of a regulator
does not interfere with the generation of a dimensional ﬂow by the building blocks
at ultra-microscopic scales and it is possible to take L < ℓ¯≪ ℓ in the eﬀective QFT
regime without any inconsistency.
Another interesting consequence of the QFT picture is the physical interpre-
tation of dS. The return probability summed over all scales ℓ turns out to be the
contribution of vacuum-to-vacuum diagrams, i.e. the integration of a loop-corrected
propagator at a given resolution 1/ℓ. From Eq. (12),
− 1V
∫
dDxG(0) = −G(0) =
∫ +∞
0
d(ℓ2)P(ℓ) . (16)
If G is the tree-level propagator (Eq. (8)), this is the one-loop bubble diagram. If G
is the loop-corrected propagator, this expression is an eﬀective contribution. Thus,
the spectral dimension (7) is the ℓ-scaling of this contribution for a given resolution
in the massless limit. In the QFT interpretation, the left-hand side of Eq. (16)
represents the contribution of a loop diagram with no external legs, i.e. a bubble
contribution to the vacuum energy of the particle. If the theory is perturbatively
renormalizable, then these diagrams should be renormalized order by order in the
loop expansion.
These simple relations between Green function and P stem from the fact that
the Fourier transform of “ |P |2” is additive in ℓ2. The focal object to pay attention
to is therefore the return probability P , not P . This is often done in the literature,
but here, we provided an explicit justiﬁcation for it. Positivity of P(ℓ) is satisﬁed in
all known examples of quantum-gravity and string-ﬁeld-theory dispersion relations.
In particular, this result ﬁnds an immediate application to asymptotic safety and
Hořava–Lifshitz gravity. In those cases, a solution was proposed where the diﬀusion
equation (9) received special modiﬁcations.19 In asymptotic safety, these modiﬁ-
cations stemmed from novel cutoﬀ identiﬁcations, while in Hořava–Lifshitz gravity
source terms were added by hand in the diﬀusion equation. However, the physical
origin of such source terms is not clear. Here we oﬀer the QFT interpretation as a
portable alternative, potentially valid in all QFT approaches to quantum gravity
such as those just mentioned and Stelle gravity (see Sec. 5).
4. Quantum spectral dimension
The diﬀusion-probabilistic interpretation of the spectral dimension does not provide
a clear way to actually measure this number. Beside the conceptual issues discussed
above, it is diﬃcult to imagine an experiment at high energies or ultra-high curvature
where an abstract pointwise probe is let diﬀuse via a stochastic process ideally
generated18, 19 by the pushing-around of quanta of geometry. On the other hand,
the QFT interpretation can provide a more realistic setting where the probe is
quantum and where one can hope to make actual measurements with particle-
physics experiments. To test the most immediate consequences of this possibility,
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in this section we abandon the remote realm of quantum gravity and consider the
more conventional setting of QFT on ﬂat spacetime.
In this case, the probe (i.e. the particle ﬁeld involved in the experiment) propa-
gates on a ﬁxed background: spacetime is not dynamical and, therefore, there are no
back-reaction eﬀects. Thus, one takes a speciﬁc ﬁeld (with its characteristic kinetic
operator) and asks how spacetime dimensionality is felt by such ﬁeld. From this ex-
ercise, we learn that, contrary to the case of an abstract pointwise generic “probe,”
diﬀerent quantum particles can perceive diﬀerent spacetime geometries. We identify
the source of the eﬀect in the way the form factor K is modiﬁed at the quantum
level. The fact that not only Minkowski spacetime is not seen as D dimensional
at all scales but also that diﬀerent quantum particles can see diﬀerent eﬀective
dimensions in the UV is therefore not so surprising: perturbative corrections to
the eﬀective kinetic term can vary according to the type of ﬁeld considered. This
suggests, as advertized in the introduction, to introduce the concept of “quantum
spectral dimension,” as opposed to the traditional or “classical” one.h
In the Appendices, we estimate analytically the trace of the heat kernel (6) for
the function (11) when a > 0 in two diﬀerent regimes: the IR limit (small resolution,
ℓE ≫ 1) in Appendix Appendix B and the UV limit (large resolution, ℓE ≪ 1) in
Appendix Appendix C. As we will see, a change of spacetime dimensionality is
mainly due to the classical higher-order power (k2)n rather than the logarithm. In
this respect, it is not at all surprising to have dimensional ﬂow with the form factor
(11), which is similar to that for the polynomial form factor (e.g. Refs. 11, 17 and
references therein; this is also the form factor of Stelle’s theory at the tree level)
K¯(k2) = k2[1 + a k2n] . (17)
Still, the analytic formulæ we shall obtain will highlight some interesting properties
of Eq. (11). For instance, the UV or high-resolution limit of dS is independent of
the parameters a and E, a fact that will allow us to comment also on cases (mainly,
scalar ﬁeld theories) where a < 0. Also the IR or low-resolution limit is nontrivial.
In fact, the magnitude of a does matter and there is a critical value a∗(E, n) above
which the result dIRS = D is not recovered. The practical reason is that, for a > a∗,
new poles appear in the propagator and the theory becomes unphysical. To keep
the same particle spectrum at any order in perturbation theory, any well-deﬁned
quantum ﬁeld theory must predict a parameter a below this critical value, which
is the case for all models considered here. No such threshold exists for models with
dispersion relations of the form (17).
4.1. Small-resolution (IR) limit
Against intuition, the analysis of the IR limit is not trivial. One would expect that,
by removing the cutoﬀ scale E, one would obtain immediately P ∼ ℓ−D, from which
hFor a diﬀerent application of this terminology in discrete quantum-gravity settings, see Refs. 37
and 38.
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the small-resolution limit
dS
IR≃ D (18)
descends. However, this is true only within a certain region in the parameter space
and not for all values of the dimensionless constant
α := aE2n . (19)
From the analysis given in Appendix Appendix B, it turns out that the behaviour
of the return probability drastically changes at the critical value
α∗ := n e , (20)
where n is the integer in Eq. (11). Up to a positive normalization constant, from
Eqs. (B.11) and (B.14) one has
P(ℓ) ℓE≫1∝ (ℓE)−D (0 < α < α∗ with n 6= 0) , (21)
while Eqs. (B.13) and (B.15) yield
P(ℓ) ℓE≫1∝ e−(ℓE)2K(k2min)
√
2π
(ℓE)2 K′′(k2min)
(α > α∗, n ≥ 0) , (22)
where double primes denote the second derivative with respect to the argument,
and
kmin(n 6= 0) = E

− nα(n+ 1)W0 [−nen/(n+1)α(n+1) ]


1
2n
, (23)
kmin(n = 0) = E e
−
1+α
2α (24)
is the momentum value at which the form factor (11) acquires the relative minimum.
If α > α∗, this is also the absolute minimum and K(k2min) < 0. In the above equation,
W0 is the principal branch of Lambert’s W function (see Appendix Appendix B for
details).
Thus, Eq. (18) is valid only in the parameter range 0 < α < n e (which is nothing
but the condition K > 0), while in the other case dS ≃ 2(ℓE)2K(k2min) → −∞.
What happened? The critical value (20) signals the appearance of extra poles in
the propagator (zeros of K), as one can see from cases (c) and (d) in Fig. 3. Such
a change in the particle spectrum should not occur in any sensible quantum ﬁeld
theory and, moreover, it could be incompatible with the renormalization scheme
adopted. Also, for α > α∗ the form factor K is negative deﬁnite and Eq. (2) is
invalid. We can conclude that the limit (22) is either unphysical or, at best, it does
not describe the theory we started from. This problem does not arise with the form
factor (17), which is positive deﬁnite for a > 0 and there is no upper bound for α.
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4.2. High-resolution (UV) limit
In the deep UV, the spectral dimension of spacetime as seen by the propagating
particle drops down to a universal value independent of the parameters α and n.
From Eq. (C.3), it follows that
P ℓE≪1∝ [−α(ℓE)2 ln(ℓE)]− D2(n+1) , (25)
so that
dS
UV≃ D[1 + ln(ℓE)
2]
(n+ 1) ln(ℓE)2
→ D
n+ 1
. (26)
The ordinary QFT of a scalar ﬁeld on Minkowski spacetime is somewhat special.
In fact, n = 0 and the value of the constant a in Eq. (11) is negative, both at the
one-loop level in the λφ3 model in D = 6 and at the two-loop level for the massless
λφ4 theory in D = 4.28 These cases are problematic, as a < 0 makes the integral (6)
divergent and prevents the validity of the asymptotic behaviours given in Appen-
dices Appendix B and Appendix C. Even invoking analytic continuation, diﬃculties
remain on the physical side: the return probability (25) is negative deﬁnite if α < 0,
and there is no probabilistic interpretation for the diﬀusing process. On the other
hand, the ﬁnal result (26) does not depend on a, which suggests to take the limit
n→ 0 and argue that form factors (11) with n = 0 do not trigger a running in the
spectral dimension, which remains at its classical value dS = D. This is compatible
with the well-known notion that the simplest occurrence of dimensional ﬂow, when
no other ingredient of the theory is modiﬁed, takes place in the presence of polyno-
mial dispersion relations K(k2) = k2(1 + k2n + . . . ), i.e. in models with derivatives
higher than (or, more generally, diﬀerent from) second-order. Under this perspective,
higher momenta (higher curvature terms in Stelle quantum gravity) are responsible
for the feeling of diﬀerent spectral dimensions at diﬀerent scales, while the quan-
tum nature of the probe itself is not enough to introduce anomalous scalings. In
fact, unless one chooses exotic scalar ﬁeld theories with higher-order or fractional
derivatives, all the standard renormalizable scalar theories have n = 0 in Eq. (11),
as it follows by a simple dimensional analysis. Therefore, we may conjecture that
the right-hand side of (26) would always be D for a standard quantum scalar ﬁeld,
which would not experience any diﬀerence in the UV and IR spectral dimensions.
The case of Stelle gravity considered in the next section is more interesting and
does not suﬀer from these problems, since a > 0.
5. Stelle quantum gravity
On a discrete structure, genuine quantum-gravity eﬀects can arise from the choice
of states in the quantum theory, such as in causal dynamical triangulations4, 8 or
loop quantum gravity and spin foams.37, 38 On a continuum, they typically arise from
modiﬁcations (diﬀerently motivated in each case) of the Laplacian (as in asymptotic
safety,5, 19 Hořava–Lifshitz gravity,19, 39 nonlocal gravity13, 21 and noncommutative
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spacetimes7, 15), or from a change in the diﬀerential structure of geometry itself as
in multi-scale spacetimes.18 Both factors are equally important and intertwined in
multi-scale spacetimes as well as in the discrete approach of causal sets.40 Even
at the classical level of both probe and geometry, the spectral dimension does not
coincide with the topological one whenever curvature bends the background. In
all the above cases and whenever a continuum limit can be identiﬁed, the spec-
tral dimension is usually deﬁned to probe eﬀects of the quantum geometry in the
spectrum of the Laplacian, while at the same time excluding trivial eﬀects due to
curved backgrounds. Therefore, in quantum gravity it is part of the conventional
deﬁnition of dS to consider propagation of the probe on a ﬂat space or its discrete
counterpart. Not doing so would otherwise result in the impossibility to disentangle
spurious curvature eﬀects from phenomena beyond classical gravity.
A concrete realization of the form factor (11) is provided by Stelle’s quantum
gravity, a four-dimensional higher-derivative theory where gravity is quantized per-
turbatively.31, 41 This is not a viable model of quantum gravity because it contains
ghost modes, but it provides an easy application to quantum gravity of the in-
terpretation and method presented in this paper. Also, it is of academic interest
to determine the spectral dimension of this theory, which is older by more than a
decade than the models presently under scrutiny in the community. To get informa-
tion of the quantum geometry and determine the spectral dimension, we will apply
the philosophy of Sec. 4 to graviton ﬂuctuations on ﬂat spacetime (which are well
deﬁned, the theory being quantized perturbatively), when quantum corrections are
included in the propagator. These quantum corrections will drive a nontrivial run-
ning of dS. Note that, as in any other approach to quantum gravity on a continuum,
we interpret the running of the spectral dimension as due to quantum geometry,
even if the background around which we consider the ﬂuctuations is (by necessity,
according to what said in the previous paragraph) ﬂat spacetime. In fact, the proﬁle
of dS is mainly determined by the form of the kinetic operator of the probing parti-
cle and such operator, in turn, determines the renormalization-group properties of
the theory.
The generalization of Stelle’s theory in a D-dimensional spacetime reads
S =
∫
dDx
√−g
[
2
κ2D
R+
γ
2
R2 +
β
2
RµνR
µν
]
, (27)
where κ2D = 32πGD is Newton’s constant in D dimensions and γ and β are con-
stants. A power-counting analysis gives the upper bound for the superﬁcial de-
gree of divergence for this theory: δ = DL − 4I + 4V = D − (D − 4)(V − I) =
D − (D − 4)(V − I) = D + (D − 4)(L − 1), where L is the number of loops, V
is the number of vertices and I is the number of internal lines of the graph. We
have substituted the topological relation L = 1 + I − V in δ. In D = 4 we get
δ = 4, so that all the divergences can be absorbed in the operators already present
in the Lagrangian and the theory (27) is renormalizable. It does contain an unstable
spin-two mode, however, which makes the model nonunitary.
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On the footprint of Stelle’s theory, one can generalize (27) to a model renormal-
izable in any dimension:13
LD-ren = a1R+ a2R2 + b2R2µν + aDR
D
2 + bDR
D
2
µν
+cDR
D
2
µνρσ + dDR
D
2 −2R+ · · · , (28)
where covariant index contractions are implicit, a1 = 2/κ
2
D, a2 = γ/2 and b2 = β/2.
This Lagrangian holds in even dimensionsD; whenD is odd, it is suﬃcient to replace
D → D − 1. Here, δ = D and the theory is renormalizable.
The tree-level propagator for the action (27) is
O−1 = ξ(2P
(1) + P¯ (0))
2k2 ω1(k2)
+
P (2)
k2
(
1 +
k2κ2Dβ
4
)
− P
(0)
2k2
[
D−2
2 − k2
Dβκ2D/4+(D−1)γκ
2
D
2
] , (29)
where ξ is a gauge parameter and ω1(k
2) is a weight function.31 The projectors
are deﬁned by P
(2)
µνρσ = (θµρθνσ + θµσθνρ)/2− θµνθρσ/(D − 1), P (1)µνρσ = (θµρωνσ +
θµσωνρ + θνρωµσ + θνσωµρ)/2, P
(0)
µνρσ = θµνθρσ/(D − 1), P¯ (0)µνρσ = ωµνωρσ, where
θµν = ηµν − kµkν/k2 and ωµν = kµkν/k2. Ignoring the tensorial structure, the
quantum propagator at one loop in D = 4 for the graviton is33
O−12 ∼ −
1
k2
[
1 + β2G42π k
2 ln
(
k2
E2
)] , β2 = 13310 , (30)
where E (usually denoted as µ) is the renormalization scale. The constants in the
form factor (11) are
a =
133
20π
G4 , n = 1 . (31)
For the tachyon mode, the propagator is O−10 ∼ −{k2[1 − (3β3G4/π)k2×
ln(k2/E2)]}−1, where β3 ≈ 0.101. In this case, a < 0 and the spectral-dimension
analysis breaks down, as discussed above. We will ignore the tachyon and concen-
trate on the graviton.
In D (even) dimensions, for the theory (28) we expect
O−12 ∼ −
1
k2
[
1 + (c0k2 + · · ·+ cNkD−2) ln
(
k2
µ2
)] , (32)
where the constants ci , as far as we know, have not been calculated yet. Assuming
that cN > 0 for the graviton, we can consider the theory in even D dimensions with
inverse propagator given approximately by Eq. (11) with
a = cN > 0 , n =
D
2
− 1 . (33)
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We now apply the results of the previous section. According to Eq. (33), the
limit (26) is
dUVS = 2 , (34)
independently of the number of topological dimensions. A two-dimensional UV
regime is an almost universal feature of quantum-gravity models supposed to be
UV ﬁnite or renormalizable. Stelle theory is one such model (even if it is nonuni-
tary).
Figure 1 shows the the full numerical evaluation of dS for D = 4, n = 1 and
α = 1, together with the UV asymptotic behaviour (26). Contrary to the polynomial
case (17), dimensional ﬂow is not monotonic and displays a local minimum and a
local maximum. These transient regimes appear only at the quantum level (the
classical proﬁle of dS is monotonic) and are very short in logarithmic scale.
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Fig. 1. Solid curve: numerical evaluation of the spectral dimension (7) with Eq. (11) for D = 4,
n = 1 and α = 1 (quantum spectral dimension of Stelle gravity). Dotted curve: Eq. (26) with the
same parameter values. Dashed curve: spectral dimension for the polynomial dispersion relation
(17) for D = 4, n = 1 and α = 1 (classical spectral dimension of Stelle gravity).
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Appendix A. Massless limit
In the diﬀusion interpretation, one interprets the probe as a classical particle but,
to justify Eq. (3), the propagator (2) has been invoked. However, in a realistic
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treatment one should consider the quantum corrected propagator, take into account
the physics of quantum ﬁelds and, in particular, all the diﬃculties related to the
localization of massless particles (see Ref. 42 and references therein). By adding a
nonzero mass, K is deformed to a mass-dependent operator we shall denote as Km.
The dispersion relation changes to Km(k2) +m2 = 0 and Eq. (2) becomes
G˜(k2) = − 1Km(k2) +m2 = −
∫ +∞
0
d(ℓ2) e−ℓ
2[Km(k
2)+m2] . (A.1)
If m is the physical mass, then Km(−m2) = −m2 (pole of the propagator at the
physical mass) and K′m(−m2) = 1 (unitarity; the prime is a derivative with respect
to k2), so that Km will have a branch point at −k2 = M2 > m2, where M is the
mass production threshold of multi-particle states. Here and in the following, we
shall always adopt a small-mass approximation for which Km(k2) will be chosen to
be independent of m and equal to the form factor of the corresponding massless
case, Km(k2) ≃ K(k2), so that we shall omit the subscript m in K.i Then, K(0) = 0
and all the mass dependence in the dispersion relation will be in the additive mass
square term,
K(k2) +m2 = 0 . (A.2)
The resulting diﬀusion equation and its solution are[
∂
∂ℓ2
+K(−∇2x) +m2
]
Pm(x, x
′; ℓ) = 0 , Pm(x, x
′; 0) = δ(x− x′) , (A.3)
where
Pm(x, x
′; ℓ) = e−ℓ
2m2P (x, x′; ℓ) . (A.4)
Upon replacing P with Pm, Eqs. (15) and (16) can serve as a consistency check of
the small-mass approximation. In fact, from
Pm(ℓ) = Ω
(2π)D
∫ +∞
0
dk kD−1 e−ℓ
2[K(k2)+m2] = e−ℓ
2m2P(ℓ) , (A.5)
we can write ℓ2Pm(ℓ) = −∂[Pm(ℓ)]/∂m2 that, substituted into (15) and compared
with (16), leads to∫
dDx |G(x − x′)|2 = − ∂
∂m2
∫ +∞
0
d(ℓ2)Pm(ℓ) = ∂
∂m2
G(0) . (A.6)
This is indeed satisﬁed in the small-mass approximation, as it is equivalent to the
identity
1
[K(k2) +m2]2 = −
∂
∂m2
1
K(k2) +m2 . (A.7)
iIn the on-shell renormalization scheme described above, the m → 0 limit could be singular (IR
catastrophe). In this limit, the minimal subtraction scheme should be adopted (then m would not
be the physical mass).
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Looking at Eq. (A.4), we see that all the mass dependence is in an overall
exponential factor, which does not modify the initial condition but it changes the
normalization (5). From Eq. (5),∫
dDxPm = e
−ℓ2m2 ≤ 1 . (A.8)
The interpretation of Pm as a probability density is in accordance with the fact,
well known in transport theory, that the mass is a dissipative term. Therefore, the
probability is not conserved along ℓ. In the diﬀusion-probabilistic interpretation of
dS, the total probability is imposed to be 1: we must ﬁnd the probe somewhere in
the inspected volume with almost certainty. This is just an operational deﬁnition
corresponding to take the limit m→ 0 and is necessary to recover the correct value
of dS even in the simplest classical case (see Eq. (A.9)). However, if one gives up the
statistical interpretation of the spectral dimension and adopts a QFT interpretation,
sending the mass to zero may be questionable, not only because the most generic
probe will possess a mass but also because, strictly speaking, a massless scalar
particle cannot be localized. This means that, from a relativistic point of view,
a pointwise particle with m = 0 may not make much physical sense as an initial
condition. Therefore, the problem we pose ourselves is how to interpret the massless
limit in the QFT setting.
Having m 6= 0 makes the resolution interpretation proposed in the text more
credible. If we probed the geometry with bad enough resolution, it should become
possible (i.e. with nonzero probability) to miss the test particle in a measurement
and see it nowhere. This is precisely the meaning of the normalization (A.8): as the
resolution worsens with respect to the mass scale (large ℓm), the probability to ﬁnd
the particle “somewhere” on the geometry diminishes. Note also that the parameter
m in (A.1) is to be identiﬁed with the physical mass of the ﬁeld, not with the bare
mass m0 appearing in the classical Lagrangian. This is because we assumed the
dispersion relation (A.2), which is the deﬁnition of physical mass.28 Therefore, m is
a constant independent of the resolution 1/ℓ and we treated it as such in Eqs. (A.3)
and (A.4).
Let us now discuss the eﬀect of m on the spectral dimension. Even when
Pm(x, x
′; ℓ) is not positive deﬁnite, its trace indeed is (such is the reason why the
negative-probabilities problem has been overlooked in early literature). This is all
what is needed to interpret Pm(ℓ) as the return probability (at a given resolution
scale ℓ) and to evaluate the spectral dimension.
From Eq. (A.5) and from the positivity of P it immediately follows that, as
anticipated, Pm(ℓ) ≥ 0 for all ℓ. If we used Pm instead of P in the deﬁnition of the
spectral dimension, we would get the quantity
d
(m)
S (ℓ) := −2
∂ lnPm(ℓ)
∂ ln ℓ2
= dS(ℓ) + 2ℓ
2m2 , (A.9)
to be compared with (7). The mass does not modify the spectral dimension in the
limit of inﬁnite resolution ℓ→ 0 (UV limit), but it produces a divergence in the IR
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limit (or maximum coarse graining) ℓ→ +∞. For geometries without dimensional
ﬂow, the correct value of the spectral dimension is obtained by asking to take the
inﬁnite-resolution limit, i.e. dS = limℓ→0 d
(m)
S . In all other cases, we can simply
deﬁne the spectral dimension as Eq. (7).
We can see that the limit m→ 0 is indeed a sensible requirement by considering
the simple example of ordinary Euclidean space, Eq. (8). There, d
(m)
S (ℓ) = D+2ℓ
2m2
ceases to be a viable geometric indicator at energy scales ℓ−1 . m lower than
the particle mass, where d
(m)
S blows up for coarse resolution (large ℓ). For the
test particle to be an eﬃcient probe of geometry, one must excite it with energies
greater than its mass, i.e. ℓm ≪ 1 for any ℓ. Consequently, very massive particles
are not good probes since they establish an upper limit to the allowed resolution
of order ∼ 1/m. We conclude that, contrary to Eq. (A.9), Eq. (7) does not contain
spurious eﬀects due to the characteristics of the particle. For all purposes, in the
main text we ignore the mass, bearing however in mind that the tension between
this prescription and the QFT requirement of having a massive localizable probe
has been easily addressed by implementing the resolution interpretation.
Appendix B. Small-resolution (IR) limit
In this section, we study the integral (A.5) with the form factor (11) (with
a > 0) in the limit of small resolution ℓ−1 ≪ E. Calling y := k2/E2 and
I := 2P(2π)D/(ΩED), we have to estimate
I =
∫ +∞
0
dy y
D
2 −1 e−σK(y) , (B.1)
where σ := (ℓE)2 is dimensionless,
K(y) = y(1 + αyn ln y) (B.2)
is the form factor and α = aE2n > 0 is a dimensionless constant. A special function
we will often use is the Euler function (formula 8.310.1 of Ref. 43)
Γ(c) :=
∫ +∞
0
dz zc−1 e−z . (B.3)
At ﬁrst, one might try to compute (B.1) by expanding part of the exponential
while retaining a dumping factor, and then assuming that the sum and integration
operations commute:
I =
+∞∑
m=0
(ασ)m
m!
∫ +∞
0
dy y
D
2 −1+m(n+1) e−σy(− ln y)m. (B.4)
Using iteratively Eq. (B.3) and some summation manipulation, one ends up with
(q = m− l)
I = 1
σ
D
2
+∞∑
l=0
+∞∑
q=0
(−2)l
l!q!
( α
σn
)l+q
(ln σ)q
∂l
∂Dl
Γ
[
D
2
+ (n+ 1)(l + q)
]
. (B.5)
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A similar expression is provided also by formula 4.358.5 of Ref. 43.
The small-resolution (IR) limit corresponds to
σ ≫ 1 , (B.6)
for which the (l, q) = (0, 0) term in the sum (B.5) dominates. Then, P ∼ σ−D/2 and,
from Eq. (7), one gets the expected result dS ≃ D, Eq. (18). However, in commuting
the sum with the integral in Eq. (B.4) we have thrown away vital information for
the correct evaluation of I. To recover it, we restart the analysis from the study of
the form factor (B.2).
The ﬁrst derivative of K with respect to y is K′(y) = 1 + αyn[1 + (n + 1) ln y],
which vanishes at
y¯(i) :=

− nα(n+ 1)Wi [−nen/(n+1)α(n+1) ]


1
n
. (B.7)
HereWi are the two real branches of Lambert’s functionW drawn in Fig. 2, deﬁned
0.0 0.5 1.0 1.5 2.0
-5
-4
-3
-2
-1
0
1
z
Fig. 2. The two real branches of the Lambert function W−1(z) (dashed curved) and W0(z) (solid
curve).
implicitly by the transcendental equation (Sec. 4.13 of Ref. 44)
z = W (z) eW (z) . (B.8)
This equation has real solutions only if z ≥ −1/e, corresponding, in Eq. (B.7), to
α ≥ α¯, where
α¯ :=
n
n+ 1
e(2n+1)/(n+1). (B.9)
In this case, there are two real branches of W , denoted by Wi. One, called W−1,
is deﬁned in the interval −1/e < z ≤ 0 and runs from W−1(0) = −∞ to
W−1(−1/e) = −1; the other, called W0, is deﬁned in the interval z > −1/e and
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runs from W0(−1/e) = −1 to inﬁnity, with W0(0) = 0 (see Fig. 2). In Ref. 44, W0
and W−1 are denoted by Wp and Wm, respectively.
In the case α > 0, we are only interested in the semi-interval z < 0, where we
have two roots of the form (B.7) with W−1 and W0, respectively corresponding to a
local maximum and a local minimum of K. In the special case n = 0, there is only
one root
y0 = e
−1−1/α , α¯ = 0 , (B.10)
corresponding to an absolute (negative) minimum, K(y0) = −αy0. If α < 0, the
only root ((B.7) with W0 if n 6= 0 or (B.10) for n = 0) corresponds to an absolute
positive maximum.
Denote with y¯ the position of the minimum, that is y¯(i=0). We omit the index i =
0 to keep notation light. Another critical point in the parameter space occurs when
the local minimum of K changes sign. This happens when K(y¯) = y¯(1+αy¯n ln y¯) = 0
but, since y¯ 6= 0, this reduces to 0 = 1 + αy¯n ln y¯ = (n − αy¯n)/(n + 1), where
we used the condition K′(y¯) = 0. Therefore, K(y¯) = 0 for y¯ = (n/α)1/n. From
Eq. (B.7) and calling z∗ the argument of the Lambert function therein, it follows
that W (z∗) = −1/(n+ 1). Plugging this into Eq. (B.8), one ﬁnally gets the critical
value α∗ = n e ≥ α¯, where the equality holds only if n = 0. Thus, we recognize ﬁve
cases (Fig. 3):
(a) 0 < α < α¯, n 6= 0: K′(y) > 0 for all y and K > 0 is monotonic.
(b) α¯ < α < α∗, n 6= 0: K has a local maximum followed by a local minimum, both
positive.
(c) α > α∗, n 6= 0: K has a positive local maximum followed by a negative absolute
minimum.
(d) α > α¯ = α∗ = 0, n = 0: K has one negative absolute minimum.
(e) α < 0, any n: K has one positive absolute maximum.
In the critical cases α = α¯ and α = α∗, the second extremum is, respectively, a
saddle point and a minimum at K = 0.
Let us now calculate the integral (B.1), beginning with case (a). Here, the large-
σ limit is easily obtained by expanding the exponential exp(−σαyn ln y) = 1 −
σαyn ln y + . . . and retaining only the ﬁrst term; the others are subleading, since
n > 0. Using the deﬁnition (B.3), we obtain
I(a) =
∫ +∞
0
dy y
D
2 −1 e−σy (1− σαyn ln y + · · · ) = Γ
(
D
2
)
σ
D
2
[
1 +O
(
lnσ
σn
)]
,
(B.11)
where the order of the ﬁrst next-to-leading term can be checked using formula
4.352.1 of Ref. 43.
To deal with case (b), we split the integration range [0,+∞) at the position of
the local maximum ymax = y¯
(−1), [0, ymax] ∪ [ymax,+∞). Up to ymax, the integral
(B.1) is approximated with I(a), while the integral between ymax and inﬁnity can
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Fig. 3. Solid curves: the form factor (B.2) with n = 1 (α¯ = e3/2/2, α∗ = e) and, with increasing
thickness, α = 2, 2.5, 3, corresponding to cases (a)–(c). Dashed curve: n = 0 (case (d)) with α = 0.7.
Dotted curve: case (e) with n = 0, α = −10 and K rescaled by 1/20 to make the maximum enter
the range of the plot.
be estimated with the Laplace method.45 Let f(y) be a twice-diﬀerentiable function
with a single minimum in the interval (A,B), with A and B possibly inﬁnite, and let
g(y) positive and bounded in the same interval. The Laplace approximation states
that, in the large-σ limit, the main contribution to the integral
∫ B
A
dy g(y) e−σf(y)
comes from points near the minimum. One expands f and g around the minimum,
f(y) = f(ymin) + (1/2)f
′′(ymin)(y − ymin)2 + · · · , g(y) = g(ymin) + · · · , so that∫ B
A
dy g(y) e−σf(y) ≃ g(ymin) e−σf(ymin)
∫ +∞
−∞
dy e−
1
2σf
′′(ymin)(y−ymin)
2
= g(ymin) e
−σf(ymin)
√
2π
σf ′′(ymin)
. (B.12)
In the present case, f(y) = K(y), g(y) = y(D/2)−1 and ymin = y¯(0), which yields
∫ +∞
ymax
dy y
D
2 −1 e−σK(y) ≃ y
D
2 −1
min e
−σK(ymin)
√
2π
σK′′(ymin) =: I˜ . (B.13)
Overall,
I(b) = I(a) + I˜ ≃ I(a) , (B.14)
since K(ymin) > 0 as long as α < α∗ and I˜ is exponentially suppressed. On the
other hand, both in case (c) and (d) (n = 0) K(ymin) < 0, so that I˜ dominates:
I(c) = I(a) + I˜ ≃ I˜ ≃ I(d) . (B.15)
Finally, in case (e) (α < 0) the integral diverges for any σ.
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Appendix C. High-resolution (UV) limit
To evaluate the integral (B.1) in the high-resolution limit
σ ≪ 1 , (C.1)
we change variable x := yσ1/(n+1) and get
I = σ− D2(n+1)
∫ +∞
0
dxx
D
2 −1 e−
α
n+1 (− lnσ)x
n+1
e−xσ
n/(n+1)
−αxn+1 ln x . (C.2)
The second exponential is bounded from above and below for all σ > 0, α and x > 0,
and it can be expanded as 1− xσn/(n+1) − αxn+1 lnx+ · · · . The ﬁrst exponential
dominates when σ is small, in a neighborhood of x = 0 for α > 0. Using again
Eq. (B.3),
I σ≪1=
Γ
[
D
2(n+1)
]
(n+ 1)
(
− αn+1σ lnσ
) D
2(n+1)
[
1 +O
(
1
lnσ
)]
. (C.3)
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