A method for approximating one-dimensional functions  by Basios, V. et al.
Pergamon 
Computers Math. Applic. Vol. 34, No. 7/8, pp. 687-693, 1997 
Copyright©1997 Elsevier Science Ltd 
Printed in Great Britain. All rights reserved 
0898-1221/97 $17.00 + 0.00 
Plh S0898-1221(97)00169-7 
A Method for Approximating 
One-Dimensional  Functions 
V. BASIOS 
Universitd Libre de Brussels, Service de Chimie Physique 
and 
International Solvay Institutes for Physics and Chemistry 
C.P. 231, Boulevard u Triomphe 
B-1050 Brussels, Belgium 
A. YU. BONUSHKINA 
Laboratory of Computing Techniques and Automation 
Joint Institute for Nuclear Research, Dubna, Russia 
V. V. IVANOV 
International Solvay Institutes for Physics and Chemistry 
C.P. 231, Boulevard u Triomphe 
B-1050 Brussels, Belgium 
and 
Laboratory of Computing Techniques and Automation 
Joint Institute for Nuclear Research, Dubna, Russia 
Abstract--A nontraditional approach is presented to the approximation of a one-dimensional 
function defined on a discrete set of points. The method is based on the application of an artificial feed- 
forward neural network, which realizes expansion of the function considered in orthogonal Chebyshev 
polynomials and which calculates the expansion coefficients during the network training. 
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1. INTRODUCTION 
The procedure adopted for the parametrization f functions defined on a finite set of argument 
values plays an essential role in the problem of experimental data processing. Diverse methods 
have been developed and are widely applied in constructing approximating functions in the form of 
algebraic or trigonometric polynomials [1]. Among such polynomials, the orthogonal Chebyshev 
polynomials [2] occupy an important place, since, in the case of a broad class of functions, 
expansions in Chebyshev polynomials converge more rapidly than expansions in any other set 
of polynomials [3]. In recent years, artificial neural networks (ANN) have acquired widespread 
application in experimental physics. They are used in solving problems of data classification and 
pattern recognition, and for function approximation [4]. 
In this paper, a nontraditional pproach to the interpolation of one-dimensional functions is 
presented. It is based on the application of an artificial feed-forward neural network, which 
realizes expansion in the set of orthogonal Chebyshev polynomials and calculates the expansion 
coefficients during the process of ANN training. 
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2. CONSTRUCTION OF THE INTERPOLATING FUNCTION 
Consider a function f(x) defined on a finite set of argument values x : f(z0), f (x l ) , . . . ,  f(Xn). 
If the values of f(z) at intermediate z values are required for solution of the problem, then it 
is convenient to construct a function ~o(z), which is easy to calculate, which assumes the values 
.f(xo),f(xl),...,f(Xn) at the points z0 ,x l , . . . , zn ,  and which approximates f(x) with some 
degree of accuracy in the rest of its domain. Such a function is called an interpolating function. 
The function ~o(x) can be sought in the form of the following expansion in orthogonal Chebyshev 
polynomials of the first kind: 
~(z)=coTo(x)+c~T~(x)+c2T~(z)+...+c.T.(z). (1) 
The Chebyshev polynomial T,~(x) is determined as follows: 
T,(z)=cos(narccosz), Izl ~ 1. 
For n = 0, To(z) = 1, and  for n = 1 
T~(z)  = cos(arccos  z )  = z .  
Polynomials of powers k _> 2 are calculated applying the recurrent expression 
Tk+l(Z ) .~ 2xTk(z  ) -- Tk_l(Z ). 
Taking into account he orthogonality of Chebyshev polynomials at points corresponding to the 
roots of Tn(x) 
( (2~ + 1)Tr 
Xa = cos 2n J '  0 < a < n -  1, 
and using the following equality: 
r$--I 
)-].*ffio f(Xa) T~(xa) 
C-/= n-1 2 , 0<i<n,  (2) 
E~=0 Ti (z~) 
we can calculate the coefficients c~ of expansion (1). It can be seen from (2), that for determining 
the coefficients c~ it is necessary to have the values of function f(z) at the nodal points za, but, 
in practice, this is not always possible. 
When the domain of the function to be interpolated is an arbitrary interval [a, b], a linear 
change of variables, 
x = ~[(b - a)z + (b + a)], 
i (3) 
z = ~ (2x -  b -  a), 
can be applied for transforming it into [-1, 1]. The roots of polynomial Tn(z) will, then, assume 
the form 
xa f l [(b _ a)cos { (2a -{-1)Ir'~ 
2n J + (b + a)]. 
If the roots of Chebyshev polynomials are taken as the interpolation nodes, the error of the 
method is estimated to be 
Mn+I (b -  a) n+l 
I f (z)  - ~on(x)l _< (n + I)[ 2 ~u+1 ' (4) 
where Mn+l -- suPxe[a,b ] If(n+l)(X)l. Expression (4) serves as the best estimation of the method 
for the whole interval [a, b] (see [1]). 
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Figure 1. 
3. DESCRIPT ION OF THE NEURAL NETWORK 
The neural network of the feed-forward type, which permits calculation of the coefficients ci of 
expansion (1), proceeding from an arbitrary set of experimental points, will be considered below. 
3.1. Architecture of the Network 
The architecture ofthe network is represented in Figure 1. The network has one input neuron, 
to which the argument x is supplied, a layer of hidden neurons and one output neuron, from 
which the calculated value of function y(x) is taken. 
The argument x is sent from the input neuron to the neurons of the hidden layer. Each i th 
neuron of the hidden layer transforms the received signal in accordance with the transfer function 
gi(x) in the form of a Chebyshev polynomial 
gi(x) = Ti(x), 
where i -- 0 , . . . ,  n. Then, the sum of weighted signals from the neurons of the hidden layer 
1% 
a = Z~i .  T,(x) (5) 
/=0 
is supplied to the output neuron, which transforms it in accordance with the function g(a) = a. 
The considered network permits realization of the expansion (1). When the weights of the 
connections between the input neuron and the neurons in the hidden layer are all set to 1, the 
weights ~i will play the role of the expansion coefficients c~. The number of neurons in the 
hidden layer coincides with the number of terms in equation (1) and determines the accuracy of 
approximation f the function being analyzed. 
3.2. Neural  Network Training 
Calculation of the weights 0Ji is done with the aid of an iteration process known as "neural 
network training." In essence, it consists of the minimization of the error functional 
1 
E ~- ~ Z[y (Xp)  - f(Xp)] 2, p --~ 1 , . . . ,  Ntrain, (6) 
p 
with respect o the weights oJi, where Ntrain is the number of training patterns [5]. 
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Usually, to minimize (6) a back-propagation (BP) [5] algorithm is applied, in which the correc- 
tion of weights w~ at each k th step is given by the following expression: 
where 
Awi,k = -~?AE~,k + aAw~,k_l, (7) 
p 
Taking into account hat the output signal y(xp) = g(ap), where ap is determined by equality (5), 
corresponds to the argument xp, we obtain 9'(xp) = T,_l(xp). 
The BP algorithm differs from the traditional steepest descent method [6] by the additional 
term with the coefficient a in formula (7), which permits us to suppress oscillations of the network, 
and in that the value of AEi,k is calculated from a small set of Ntrain patterns. 
The procedure of network training continues until a correspondence between the output signal 
and the function analyzed is achieved. For instance, the quantity A f  = I f (x )  - u(x) l  can be 
taken as a measure of convergence of the training process. 
3.3. P rocedure  of Funct ion Interpo lat ion  
In each of the examples considered below the argument x was selected from two sets of points 
[x, 9(x)] and was supplied to the neural network. Here, x is a random value generated in ac- 
cordance with a uniform distribution in the interval [-1,1], and 9(x) = f(t)  is the value of the 
analyzed function value at point t = [x(b - a) + (a + b)]/2, where t E [a, b] (see (3)). 
The first data set was used for training the neural network. To this end the argument x was 
supplied to the ANN input, the output signal Yx was calculated, and the weights corrected to 
make 9x coincide with 9(x). A single run over all the points of the set composed one training 
epoch. 
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Figure 2. Fraction of experimental  points for which the relative error did not exceed 
0.01 versus the ordinal number  of training epoch for (a) N = 15, (b) N = 25, 
(c) N = 50, and (d) N = 100. 
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Upon completion of each training epoch, the weights w~ were fixed and the quality of function 
approximation bythe neural network was estimated. A second ata set was used for this purpose. 
In this case the argument x was supplied to the ANN input, and the output signal Yx was 
compared with the target value y(x). 
Then, the neural network training procedure was repeated. The network training was ter- 
minated, when correspondence b tween the output signals Yx and the target values y(x) was 
achieved for the whole set of test data. From 10 to 20 training epochs were required for a 
network with an optimum number of neurons in the hidden layer. 
4. EXAMPLES OF  FUNCTION INTERPOLAT ION 
In the first example, a neural network with 10 neurons in the hidden layer was used to interpo- 
late the function f ( t )  = sin t, where t E I - r ,  7r]. The influence of the empirical sample volume N 
on the speed of the neural network training was investigated. Figure 2 presents the fraction of 
experimental points, for which the relative rror did not exceed 0.01, versus the ordinal number 
of the training epoch for (a) N = 15, (b) N = 25, (c) N = 50, and (d) N = 100. One can 
see from the plots that, when N exceeds 100, the training proceeds rapidly. In this case, most 
important is that, upon completion of the training process, the absolute rror for the network 
did not exceed 10 -5 for each of the sample points. 
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Figure 3. (a) Function f(t) = tsintexp(-0.1t), t E [-31r, 3~r]. Behaviour of the 
difference between true value of function f(t) and the output signal of the neural 
network for the whole domain of the function, for (b) 10, (c) 15, and (d) 20 neurons 
in the hidden layer. 
To interpolate the function f(t) = tsintexp(-O.It), where t e [-3~r, 31r], a neural network with 
varying number of neurons in the hidden layer was used. This function is potted in Figure 3a. 
Figures 3b-d show the behaviour of the difference between the true value of the function and the 
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Figure 4. Plot of function f(t) = sin t/t, t E [0, 37r], reduced to the interval [ -  1, 1] (c). 
Behaviour of the difference between the true values of the function and the vaiues 
obtained by approximation (1), and the difference between the true value of the 
function (a) and the output signal of the neural network (b). 
Table 1. Expansion coefficients ci and weights w~ of neural network. 
i 
0 0.2816579 
1 -0.4504825 
2 0.3376492 
3 -0.1006174 
4 -0.1364144 
5 0.0590117 
6 0.0183911 
7 -0.0085243 
8 -0.0013424 
9 0.0006710 
Ci Wi 
0.2816519 
-0.4504766 
0.3376310 
-0.1006100 
-0.1364370 
0.0590206 
0.0183621 
-0.0085041 
-0.0013814 
0.0006600 
output signal of the network (after 10 training epochs) for (b) 10, (c) 15, and (d) 20 neurons in 
the hidden layer. From the figures, it can be seen that  to achieve a high accuracy of function 
approximation it is necessary to choose the number of neurons in the hidden layer correctly. In 
our case, the network with 20 neurons in the hidden layer permitted achieving an interpolation 
accuracy of 10 -5 . 
The function f ( t )  = sin t / t ,  t E [0, 31r] was chosen for comparing the accuracies of its approxi- 
mation, applying two approaches: 
(a) by a neural network containing 10 neurons in the hidden layer, which was trained using a 
sample of arbitrary argument values, 
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(b) by expression (1), for which the coefficients ci, i = 0, 1 , . . . ,  9 were calculated with the aid 
of equality (2), using values of function f ( t )  at the nodal points. 
The function f ( t )  = s in t / t  reduced to the interval [-1,1] is presented in Figure 4c. Figure 4a 
shows the behaviour of the difference between true values of the function and values obtained 
using expansion (1), and Figure 4b represents he difference between true values of the function 
and the output signal of the neural network. Comparison of the curves in Figures 4a and 4b 
shows that the neural network yields a result which practically coincides with the one obtained 
within the traditional approach. It can be seen from Table 1 that the expansion coefficients ci
coincide with the weights wi with an accuracy at around 10 -5. 
5. CONCLUSION 
A new approach to the approximation of one-dimensional functions based on artificial neural 
network application is proposed. A feed-forward neural network, which permits us to realize 
expansions in orthogonal Chebyshev polynomials of the first kind, is developed. This approach 
permits us to calculate the expansion coefficients during the network training process, for which 
arbitrary points (for instance, measured in experiments) from the function's domain are used. In 
this case the neural network provides an accuracy of function approximation practically coinciding 
with the accuracy that can be achieved with the traditional approach when the values of the 
function at the nodal points are known. 
The architecture of the neural network is considered, its training procedure is described, and 
interpolation examples of various functions are presented. The speed of the network training 
is shown to increase rapidly with the volume of the empirical sample, while an increase of the 
number of neurons in the hidden layer significantly enhances the approximation accuracy of the 
function analyzed by the neural network. 
The approach presented essentially simplifies the approximation procedure of a one-dimensional 
function defined on a finite set of points. The user is free of task of calculating expansion 
coefficients, when the function can be calculated at the roots of the Chebyshev polynomials, and 
it also permits realizfng expansion (1) for arbitrary sets of points. Moreover, the modern state 
of affairs in the development of neural network techniques permits hardware realization of the 
function interpolation procedure. 
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