A cornerstone of the smart grid is the advanced monitorability on its assets and operations. Increasingly pervasive installation of the phasor measurement units (PMUs) allows the so-called synchrophasor measurements to be taken roughly 100 times faster than the legacy supervisory control and data acquisition (SCADA) measurements, time-stamped using the global positioning system (GPS) signals to capture the grid dynamics. On the other hand, the availability of low-latency two-way communication networks will pave the way to high-precision real-time grid state estimation and detection, remedial actions upon network instability, and accurate risk analysis and post-event assessment for failure prevention.
I. INTRODUCTION A. Perspective on Smart Grids
The modern power grid is one of the most complex engineering systems in existence; the North American power grid is recognized as the supreme engineering achievement in the 20th century [1] . The complexity of the future's electrical grid is ever increasing: 1) the evolution of the grid network, especially the expansion in size; 2) the penetration of renewable/distributed resources, flexible/controllable electronic units, or even prosumers with dual load-generator behavior [2] ; and 3) the revolution of the operation mechanism, e.g. demand-side management. Also, the financial, the environmental and the regulatory constraints are pushing the electrical grid towards its stability limit.
Generally, power grids have experienced three ages-G1, G2, and G3 [3] . The network structures are depicted in Fig. 1 [4] . Their data flows and energy flows, as well as corresponding data management systems and work modes, are quite different [5] , which are shown in Fig. 2 and Fig. 3 , respectively. [9] . Hence, data with features of volume, velocity, variety, and veracity (i.e. 4Vs data) [10] are inevitably generated and daily aggregated. Particularly, the "4Vs" are elaborated as follows:
• Volume. There are massive data in power grids. The so-called curse of dimensionality [11] occurs inevitably. The world wide small-scale roof-top photovoltaics (PVs) installation reached 23 GW at the end of 2013, and the growth is predicted to be 20 GW per year until 2018. The up-take of electric vehicles (EVs) also continues to grow. At least 665,000 electricdrive light-duty vehicles, 46,000 electric buses and 235 million electric two-wheelers were in the worldwide market in early 2015 [12] .
• Velocity. The resource costs (time, hardware, human, etc.) for big data analytics should be tolerable. To sever on-line decision-makings, massive data must be processed within a fraction of second.
• Variety. The data in various formats are often derived from diverse departments. In the view of data management, sampling frequency of source data, processing speed and service objects are not completely accord.
• Veracity. For a massive data source, there often exist realistic bad data, e.g. incomplete, inaccurate, asynchronous, and unavailable. For system operations, decisions such as protection, should be highly reliable. As mentioned above, smart grids are always huge in size and complex in topology; big data analytics and data-driven approach become natural solutions for the future grid [13] [14] [15] [16] . Driven by data analysis in high-dimension, big data technology works out data correlations (indicated by statistical parameters) to gain insight to the inherent mechanisms. Actually, big data technology has already been successfully applied as a powerful data-driven tool for numerous phenomena, such as quantum systems [17] , financial systems [18, 19] , biological systems [20] , as well as wireless communication networks [21] [22] [23] . For smart grids, data-driven approach and data utilization are current stressing topics, as evidenced in the special issue of "Big Data Analytics for Grid Modernization" [24] . This special issue is most relevant to our book in spirit. Several SA topics are discussed as well. We highlight anomaly detection and classification [25, 26] , social media such as Twitter in [27] , the estimation of active ingredients such as PV installations [28, 29] and finally the real-time data for online transient stability evaluation [30] . In addition, we point out researchs about the improvement in wide-area monitoring, protection and control (WAMPAC) and the utilization of PMU data [31] [32] [33] [34] , together with the fault detection and location [35] [36] [37] . Xie et al., based on Principal component analysis (PCA), proposes an online application for early event detection by introducing a reduced dimensionality [38] . Lim et al. studies the quasi-steady-state operational problems relevant to the voltage instability phenomena [39] . These works provide primary exploration of the big data analysis in smart grid. Furthermore, a brief account for random matrix theory (RMT) which can be seen as basic analysis tools for spatial-temporal grid data processing, is elaborated in the following subsection.
C. A Brief Account for RMT
The last two decades have seen the rapid growth of RMT in many science fields. The brilliant mathematical works in RMT shed light on the challenges from classical statistics. In this subsection, we present a brief introduction to the main development of the RMT. The application-related account, with particular attention paid to recently rising RMT-based technology that are relevant for smart grid, is elaborated in Section III.
The research of random matrices began with the work of Wishart in 1928 which focused on the distribution of the sample covariance matrices. The first asymptotic results on the limit spectrum of large random matrices (energy levels of nuclei) were obtained by Wigner in 1950s in a series of works [40] [41] [42] [43] which ultimately lead to the well-known Semi-Circle Law [44] . Another breakthrough was presented in [45] that studied the distribution of eigenvalues for empirical covariance matrices. Based on these excellent works, RMT became a vibrant research direction of its own. Plenty of brilliant works that branched off the early physical and statistical applications were put forward in the last decades. For the sake of brevity, here we only show two remarkable results that turned out to be related to a large number of research hotspots in economics, communications and smart grid. One of the most striking progress is the discovery of the Tracy Widom distribution of extreme eigenvalues and another one is the single ring law which described the limit spectrum of eigenvalues of non-normal square matrices [46] . Interested readers are referred to monographs [47] [48] [49] for more details.
We will end this section by providing the structure of the remainder of this chapter. Firstly, Section II gives a tutorial account of existing mathematical works that are relevant to the statistical analysis of random matrices arising in smart grids. Specially, Section II-A introduces data collected from the widely applied phasor measurement unit and data modelling using linear and nonlinear combination of random matrices. Section II-B focuses on asymptotic spectrum laws of the major types of random matrices. Section II-C presents some three dominant transforms which play key roles in describing the limit spectra of random matrices. Recent results on the convergence rate to the asymptotic limits are contained in the Section II-D. Section II-E is dedicated to the free probability theory which is demonstrated as a practical tool for smart grids.
Secondly, we begin with some representative problems arisen from widely deployment of synchronous phasor measurement units that capture various features of interest in smart grids. We then show how random matrix theories have been used to characterize the data collected from synchronous phasor measurement and tackle the problems in the era of "Big Data". In particular, Section III-A provides some basis hypothesis tests that remain fundamental to research into the behaviour of the data in smart grids. Section III-B concerns stability assessment from some recently developed data driven methods that based on RMT. Section III-C focuses on situation awareness for smart grids from linear eigenvalue statistics. Early event detection problem is studied in details using free probability in Section III-D.
II. RMT: A PRACTICAL AND POWERFUL BIG DATA ANALYSIS TOOL In this section, we provide a comprehensive existing mathematical results that are associated with the analysis of statistics of random matrices arising in smart grid. We also describe some new results on random matrices and other data-driven methods which were inspired by problems of engineering interest.
A. Modelling Grid Data using Large Dimensional Random Matrices
Before the comprehensive utilization of RMT framework, we try to build a model for spatio-temporal PMU data using large dimensional random matrices.
It is well accepted that the transient behavior of a large electric power system can be illustrated by a set of differential and algebraic equations (DAEs) as follows [50] :ẋ
where x (t) ∈ C m×p are the power state variables, e.g., rotor speeds and the dynamic states of loads, u (t) represent the system input parameters, h (t) define algebraic variables, e.g., bus voltage magnitudes, w denote the time-invariant system parameters. t ∈ R, m and p are the sample time, number of system variables and bus, respectively. The model-based stability estimators [51, 52] focus on linearization of nonlinear DAEs in (1) and (2) which gives
where f x , f u are the Jacobian matrices of f with respect to x, u and
E is a diagonal matrix whose diagonal entries equal t −1 cor and t cor is the correction time of the load fluctuations. C denotes a diagonal matrix whose diagonal entries are nominal values of the corresponding active (P ) or reactive (Q) of loads; ξ is assumed to be a vector of independent Gaussian random variables.
It is noted that estimating the system stability by solving the equation (3) is becoming increasingly more challenging [49] as a consequence of the steady growth of the parameters, say, t, p and m. Besides, the assumption that ξ follows Gaussian distribution would restrict the practical application.
On the other hand, as a novel alternative, the lately advanced data driven estimators [38, 39, 52, 53] can assess stability without knowledge of the power network parameters or topology. However, these estimators are based on the analysis of individual window-truncated PMU data. In this chapter, we seek to provide a method with ability of continuous learning of power system from spatio-temporal PMU data.
Firstly, we provide a novel method for modelling the spatio-temporal PMU data. Fig. 5 illustrates the conceptual representation of the structure of the spatio-temporal PMU data. More specifically, let p denote the number of the available PMUs across the whole power network, each providing c measurements. At ith time sample, a total of κ = p × c measurements, say z i , are collected. With respect to each PMU, the c measurements could contain many categories of variables, such as voltage magnitude, power flow and frequency, etc. In this chapter, we develop PMU data analysis assuming each type of measurements is independent. That is, we assume that at each round of analysis, κ := p. Given q time periods of T seconds with K Hz sampling frequency in kth data collection. Let n g = T × K and Z ig = z i1 , · · · , z ing , i = 1, 2, · · · , n, a sequence of large random matrix
is obtained to represent the collected voltage PMU measurements. As illustrated in Fig. 5 , Z i is a large random matrix with independent identical distributed entries. Here we also include other forms of basic random matrices that are relevant to the applications in smart grids as follows.
Gaussian Unitary Ensemble (GUE): Let Y be N × N Wigner matrix or so called Gaussian unitary ensemble GUE, and Y = {w ij } 1≤i,j≤N . Y satisfies the following conditions:
1) The entries of
For the convenience of analysis, we can denote GUE as Y =
Laguerre Unitary Ensemble (LUE): Let {X ij } 1≤i≤M,1≤j≤N be i.i.d. Gaussian random variables with E (X ij ) = 0 and Large random matrix polynomials:
where f, g are analytical functions, A is GUE, and B is LUE. See more details in Section II-E.
B. Asymptotic Spectrum Laws
In this subsection, we provide a brief introduction to the asymptotic spectrum laws of the large basic random matrices as shown in the Section II-A. There are remarkable results describing the asymptotic spectrum laws. Here special attention is paid to the limit behavior of marginal eigenvalues as the data dimensions tend to infinity.
We start with the GUE matrix X ∈ R N whose entries are independent identical distributed zero-mean (real or complex) Gaussian ensembles. As shown in [47] , as N → ∞, the empirical distribution of eigenvalues of
X converges to the well-known semi-circle law whose density can be represented as
Also shown in [40] , the same result could be obtained for a symmetric X whose diagonal entries are 0 and whose lowertriangle entries are independent and take the values ±1 with equal probability.
If no attempt is made to symmetrize the square matrix X, then the eigenvalues of
X are asymptotically uniformly distributed on the unit circle of the complex plane. This is referred as the well-known Griko circle law which is elaborated in the following Theorem.
Theorem II.1 (Circular Law [48] ). Let ξ be a complex random variable with mean zero and unit variance. For each N ≥ 1. Let X N be an iid random matrix of size N with atom variable ξ. Then, for any bounded and continuous function f :
almost surely as N → ∞ where U is the unit disk in the complex plane |z| 1 and d 2 z = dxdy, with z = x + iy.
Semi-circle law and Circular Law explain the asymptotic property of large random matrices with independent entries. However, as illustrated in Section I-B, the key issues in smart grid involve the singular values of rectangle large random matrix W ∈ R N ×T . The LUE matrices W =
1
T Y H Y have dependent eigenvalues of interest even if Y has independent entries. Let the matrix aspect ratio c = T /N , the asymptotic theory of singular values of W was presented by the landmark work [45] as follows.
As N, T → ∞ and c ≤ 1, the limit distribution of the eigenvalues of W converges to the so-called Marcenko-Pastur law whose density function is
where (x) + = max (0, x) and
Analogously, when c ≥ 1, the limit distribution of the eigenvalues of W converges tõ
In addition to above Wigner's semicircle law and Marchenko-Pastur law, we are also interested in the Single Ring Law developed by Guionnet, Krishnapur and Zeitouni (2011) [46] . It describes the empirical distribution of the eigenvalues of a large generic matrix with prescribed singular values, i.e. an N × N matrix of the form A = UTV, with U; V some independent Haar-distributed unitary matrices and T a deterministic matrix whose singular values are the ones prescribed. More precisely, under some technical hypotheses, as the dimension N tends to infinity, if the empirical distribution of the singular values of A converges to a compactly supported limit measure Θ on the real line, then the empirical eigenvalues distribution of A converges to a limit measure µ on the complex plane which depends only on Θ. The limit measure µ is rotationally invariant in C and its support is the annulus S := {z ∈ C; a |z| b} with a, b ≥ 0 such that
C. Transforms
The transforms of large random matrices are specially useful to study the limit spectral properties and to tackle the problems of polynomial calculation of random matrices. In this subsection, we will review the useful transforms including Stieltjes transform, R transform and S transform suggested by problems of interest in power grid [49, 56] .
We begin with the Stieltjes transform of X that is defined as follows.
Definition II.2. Let X be a random matrix with distribution F (·). Its Stieltjes transform is defined as
where z ∈ C − and C − = {z ∈ C : Im (z) < 0} and I represents the identity matrix of dimension N .
An important application of Stieltjes transform is that its close relationship with the limit spectrum density of X.
Theorem II.3. Let X be a N × N random hermitian matrix and its Stieltjes transform is G (z), the corresponding eigenvalue density ρ (x) can be expressed as:
It is noted that the signs of the Im (z) and G (z) coincide. This property should be emphasized in the following examples where the sign of the square root should be chosen.
For GUE and LUE matrices, the corresponding Stieltjes transforms are shown in the following examples.
Example II.4. Let X be an GUE matrix and its limit spectral density is defined in (7), the Stieltjes transform of X is
Example II.5. Let W be an LUE matrix and its limit spectral density is defined in (8) and (9). The corresponding Stieltjes transform can be represented as
and
respectively.
Another two important transforms which we elaborate in the following are R transform and S transform. The key point of these two transforms is that R/S transform enable the characterization of the limiting spectrum of a sum/product of random matrices from their individual limiting spectra. These properties would turn out to be extremely useful in the following subsection. We start with blue function, that is, the functional inverse of the Stieltjes transform G (z) which is defined as B (G (z)) = z and then the R transform is simply defined by
Two important prosperities of R transform are shown in the following. Additivity law : let R A (z), R B (z) and R A+B (z) be the R transforms of matrices A, B and A + B, respectively. We have
Scaling property : For any α > 0,
Additivity law can be easily understood in terms of Feynman diagrams, we refer interested readers to references [49] for details. The above properties of R transform enable us to do the linear calculation of the asymptotic spectrum of random matrices.
Another important transform of engineering significance in RMT is the S transform. S transform is related to the R transform which is defined by
An interesting property of S transform is that the S transform of the product of two independent random matrices equals the product of the S transforms:
Note that (16) is known as multiplication law of S transform. For the sake of brevity, see Section II-E for more details.
D. Convergence Rate
In this section, we investigate the spectral asymptotics for GUE and LUE matrices. We are motivated by the practical problems introduced in [49] . Let F (x) be the empirical spectral distribution function of GUE or LUE matrices and G(x) be the distribution function of the limit law (semicircle law for GUE matrices and Marchenko-Pastur law for LUE matrices). Here, we study the convergence rate of expected empirical distribution function EF (x) to G(x). Specially, the bound
is mainly concerned in the following. The rate of convergence for the expected spectral distribution of GUE matrices has attracted numerous attention due to its increasingly appreciated importance in applied mathematics and statistical physics. Wigner initially looked into the convergence of the spectral distribution of GUE matrices [57] . Bai [58] conjectured that the optimal bound for ∆ in GUE case should be of order n −1 . Bai and coauthors in [59] proved that ∆ = O N −1/3 . Gotze and Tikhomirov in [60] improved the result in [59] and proved that ∆ = O N −1/2 . Bai et al. in [61] also showed that ∆ = O N −1/2 on the condition that the 8th moment of X satisfies sup E|X ij | 8 < ∞. Girko in [62] stated as well that ∆ = O N −1/2 assuming uniform bounded 4th moment of X. Recently, Gotze and Tikhomirov proved an optimal bound as follows.
Theorem II.6. There exists a positive constant C such that, for any N ≥ 1,
The convergence of the density (denoted by g(x)) of standard semicircle law to the expected spectral density p(x) is proved by Gotze and Tikhomirov in the following Theorem.
Theorem II.7. There exists a positive constant ε and C such that, for any x ∈ −2 + N For LUE matrix W with spectral distribution function F (x), let β = N M as N, M → ∞, it is well known that EF (x) convergences to the Marchenko-Pastur law H(x) with density
where
for the convergence rate is shown in the following theorems.
Theorem II.8. For β = N M , there exist some positive constant β 1 and β 2 such that 0 < β 1 ≤ β ≤ β 2 < 1, for all N ≥ 1. Then there exists a positive constant C depending on β 1 and β 2 and for any N ≥ 1
Considering the case β < 1, a similar result is shown in Theorem II.9.
Theorem II.9. For β = N M , there exists some positive constant β 1 and β 2 such that 0 < β 1 ≤ β ≤ β 2 < 1, for all N ≥ 1. Then there exists a positive constant C and ε depending on β 1 and β 2 and for any N ≥ 1 and
Interested readers are referred to [63] for technical details and Section III-C for applications in smart grid.
E. Free Probability
Free probability theory, initiated in 1983 by Voiculescu in [64] , together with the results published in [65] regarding asymptotic freeness of random matrices, has established a new branch of theories and tools in random matrix theory. Here, we provide some of the basic principles and then examples to enhance the understanding and application of the free probability theory.
Let x 1 , . . . , x n be selfadjoint elements which are freely independent. Consider a selfadjoint polynomial p in n non-commuting variables and let P be the element P = p(x 1 , . . . , x n ). Now we introduce the method [66] [67] to obtain the distribution of P out of the distributions of x 1 , . . . , x n .
Let A be a unital algebra and B ⊂ A be a subalgebra containing the unit. A linear map
An operator-valued probability space consists of B ⊂ A and a conditional expectation E : A → B. Then, random variables x i ∈ A(i ∈ I) are free with respect to E (or free with amalgamation over B ) if E[a 1 . . . a n ] = 0 whenever a i ∈ B < x j(i) > are polynomials in some x j(i) with coefficients from B and E[a i ] = 0 for all i and j(1) = j(2) = · · · = j(n). For a random variable x ∈ A, we denote the operator-valued Cauchy transform:
whenever (b−x) is invertible in B. In order to have some nice analytic behaviour, we assume that both A and B are C * -algebras in the following; B will usually be of the form B = M N (C), the N × N -matrices. In such a setting and for x = x * , this G is well-defined and a nice analytic map on the operator-valued upper halfplane:
and it allows to give a nice description for the sum of two free selfadjoint elements. In the following we will use the notation
Theorem II.10. ( [66] ) Let x and y be selfadjoint operator-valued random variables free over B. Then there exists a Frechet analytic map ω :
, where f on b means the n-fold composition of f b with itself. Same statements hold for ω 2 
Let A be a complex and unital C * -algebra and let selfadjoint elements x 1 , . . . x n ∈ A. A is given. Then, for any noncommutative polynomial p ∈ C < X 1 , . . . , X n >,we get an operator P = p(x 1 . . . x n ) ∈ A by evaluating p at (x 1 , . . . , x n ) .In this situation, knowing a linearization trick [68] means to have a procedure that leads finally to an operator
Let p ∈ C < X 1 , . . . , X n > be given. A matrix
, where
• and u is a row vector and v is a column vector, both of size N − 1 with entries in C < X 1 , . . . , X n >, is called a linearization of p, if the following conditions are satisfied: To introduce the following corollary,which will enable us to shift Λ ε (z) for z ∈ C + to a point
lying inside the domain H + (M N (C)) in order to get access to all analytic tools that are available there.
Corollary II.11. Let (A, φ) be a C * -probability space and let elements x 1 , . . . , x n ∈ A be given. For any seladjoint p ∈ C < X 1 , . . . , X n > that has a selfadjoint linearization
with matrices b 0 , . . . , b n ∈ M N (C) sa , we put P = p(x 1 , . . . , x n ) and
Then, for each z ∈ C + and all sufficiently small ε > 0 , the operators z − P ∈ A and Λ ε (z) − L p ∈ M N (C) ⊗ A are both invertible and we have lim
denotes the conditional expectation given by E=id M N (C) ⊗ φ.
Let (A, φ) be a non-commutative C * -probability space, x 1 , . . . , x n ∈ A selfadjiont elements which are freely independent, and p ∈ C < X 1 , . . . , X n >a selfadjoint polynomial in n non-commuting variables X 1 , . . . , X N . We put P = p(x 1 , . . . , x n ). The following procedure leads to the distribution of P . step 1 p has a selfadjoint linearization
.., b n ⊗ x n are freely independent elements in the operator-valued C * -probability space
Furthermore, for j = 1, . . . , n , the M N (C)-valued Cauchy transform G bj ⊗xj (b) is completely determined by the scalar-valued Cauchy transforms G xj via
by using the fixed point iteration for the operator-valued free additive convolution. The Cauchy transform of L P is then given by
. step 4 Corollary tells us that the scalar-valued Cauchy transform G P (z) of P is determined by
Finally, we obtain the desired distribution of P by applying the Stieltjes inversion formula.
Example II.12. We consider the non-commutative polynomial p ∈ C < X 1 , X 2 > given by p(X 1 , X 2 ) = X 1 X 2 + X 2 X 1 . It is easy to check that
is a selfadjoint linearization of p. Now, let X 1 , X 2 be free semicircular or Poisson elements in a non-commutative C * -probability space (A, φ). Based on the algorithm of Theorem above, we can calculate the distribution of the anticommutator p(X 1 , X 2 ) = X 1 X 2 + X 2 X 1 .
Example II.13. In the same way, we can deal with the following variation of the anticommutator:
It is easy to check that
Then, let X 1 , X 2 be free semicircular or Poisson elements in a non-commutative C * -probability space (A, φ).Based on the algorithm above, we can calculate the distribution of the polynomial p(X 1 ,
For readers's convenience, we also provide some simulations of the free polynomials of random matrices in the following.
III. APPLICATIONS TO SMART GRIDS
In this section, we elaborate some of the more representative problems described in Section I that capture various features of interest in smart grid and we show how random matrix results have been used to tackle the problems that arise in the large power grid with wide deployment of PMU equipments. Besides, we also conclude some state-of-art data driven methods for comparison.
A. Hypothesis Tests in Smart Grids
Considering the data model introduced in Section II-A, the problem of testing hypotheses on means of populations and covariance matrices is addressed. We stated by a review of traditional multivariate procedures for these tests. Then we develop adjustments of these procedures to handle with high-dimensional data in smart grid.
As depicted in the Section II-A, a large random matrix flow {Z 1 , Z 2 , · · · , Z q } is adopted to represent the massive streaming PMU data in one sample period. Instead of analyzing the raw individual window-truncated PMU data Z g [38, 39] or the Fig. 6 . Comparison of the distribution of p(X 1 , X 2 ) = X 1 X 2 + X 2 X 1 according to our algorithm, with the histogram of eigenvalues for p(X 1 (n) , X 2 (n) ) according to our algorithm, with the histogram of eigenvalues for p(X 1 (n) , X 2 (n) ), for n = 1000. X 1 , X 2 are free semicircular elements and
are independent standard Gaussian random matrices. Fig. 7 . Comparison of the distribution of p(X 1 , X 2 ) = X 1 X 2 +X 2 X 1 according to our algorithm, with the histogram of eigenvalues for p(X 1 (n) , X 2 (n) ), for n = 1000 . X 1 , X 2 are free poisson elements and X 1 (n) , X 2 (n) are Wishart random matrices. Fig. 8 . Comparison of the distribution of p(X 1 , X 2 ) = X 1 X 2 +X 2 X 1 according to our algorithm, with the histogram of eigenvalues for p(X 1 (n) , X 2 (n) ), for n = 1000 . X 1 is of free semicircular elements and X 2 free Poisson ones. X 1 (n) is an independent standard Gaussian random matrix and X 2 (n) is a Wishart matrix. 13 Fig . 9 . Comparison of the distribution of p(X 1 , X 2 ) = X 1 X 2 + X 2 X 1 + X 1 2 according to our algorithm, with the histogram of eigenvalues for p(X 1 (n) , X 2 (n) ), for n = 1000 . X 1 , X 2 are of free poisson elements and X 1 (n) , X 2 (n) are Wishart random matrices. Fig. 10 . Comparison of the distribution of p(X 1 , X 2 ) = X 1 X 2 + X 2 X 1 + X 1 2 according to our algorithm, with the histogram of eigenvalues for p(X 1 (n) , X 2 (n) ), for n = 1000 . X 1 , X 2 are of free poisson elements and X 1 (n) , X 2 (n) are Wishart random matrices. Fig. 11 . Comparison of the distribution of p(X 1 , X 2 ) = X 1 X 2 + X 2 X 1 + X 1 2 according to our algorithm, with the histogram of eigenvalues for p(X 1 (n) , X 2 (n) ), for n = 1000 . X 1 are of free semicircular elements and X 2 free Poisson ones. X 1 (n) is an independent standard Gaussian random matrix and X 2 (n) is a Wishart matrix.
statistic of Z g [52, 53] , a comprehensive analysis of the statistic of {Z 1 , Z 2 , · · · , Z q } is conducted in the following. More specially, denote Σ i as the covariance matrix of ith collected PMU measurements, we want to test the hypothesis:
It is worthy noting that the hypothesis (24) is a famous testing hypothesis in multivariate statistical analysis which aims to study samples share or approximately share some same distribution and consider using a set of samples (data streams denoted in equation (4) in this paper), one from each population, to test the hypothesis that the covariance matrices of these populations are equal.
B. Data Driven Methods for State Evaluation
The LR test [69] and CLR test [70] as introduced in the Section III-A are most commonly test statistics for the hypothesis in (24) . These tests can be understood by replacing the population covariance matrix Σ g by its sample covariance matrix Y g . While direct substitution of Σ g by Y g brings invariance and good testing properties as shown in [69] for normally distributed data. The test statistic V 2 may not work for high-dimensional data as demonstrated in [71, 72] . Besides, the estimator V 3 has unnecessary terms which slow down the convergence considerably when dimension of PMU data is high [72, 73] . In such situations, to overcome the drawbacks, trace criterion [72] is more suitable to the test problem. Specially, instead of estimating the population covariance matrix directly, a well defined distance measure exploiting the difference among data flow {Z 1 , Z 2 , · · · , Z q } is conducted, that is, the trace-based distance measure between Σ s and Σ t is
where tr (·) is the trace operator. Instead of estimating tr Σ 2 s , tr Σ 2 t and tr (Σ s Σ t ) by sample covariance matrix based estimators, we adopt the merits of the U-statistics [74] . Specially, for l = {s, t} ∈ Ω = {1 ≤ s, t ≤ q, s = t},
is proposed to estimate tr Σ 2 l . It is noted that * represents summation over mutually distinct indices. For example, * i,j,k says summation over the set {(i, j, k) : i = j, j = k, k = i}. Similarly, the estimator for tr (Σ s Σ t ) can be expressed as
The test statistic which measures the distance between Σ s and Σ t is
Then the proposed test statistic can be expressed as:
As p, n g → ∞, the asymptotic normality [73] of the test statistic (28) is presented in the following:
Assuming the following conditions: 1) For any k and l ∈ {s, t}, tr (Σ k Σ l ) → ∞ and
2) For i = 1, 2, · · · , n g , z (i) are independent and identically distributed p-dimensional vectors with finite 8th moment.
Under above conditions,
Corollary III.2. For any q ≥ 2, as p, n g → ∞, the proposed test statistic V 1 satisfies
, the false alarm probability (FAP) for the proposed test statistic can be represented as
For a desired FAP τ , the associated threshold should be chosen such that
Otherwise, the detection rate (DR) can be denoted as
It is noted that the computation complexity of proposed test statistic in (30) is O(εn 4 g ) which limits its practical application. Here, we proposed a effective approach to reducing complexity of the proposed test statistic from O(εn
) by principal component calculation and redundant computation elimination. For simplicity, we briefly explained the technical details in our recent work which is available at https : //arxiv.org/abs/1609.03301.
In this section, we evaluate the efficacy of the proposed test statistic for power system stability. For the experiments shown in the following, the real power flow data were of a chain-reaction fault happened in the China power grids in 2013. The PMU number, the sample rate and the total sample time are p = 34, K = 50Hz and 284s, respectively. The chain-reaction fault happened from t = 65.4s to t = 73.3s. Let q = 5, n g = 50. Fig.12 shows that the mean and variance of λ agree well with theoretical ones. Based on the results in Fig.12 and event indicators (29) , the occurrence time and the actual duration of the event can be identified as t 0 = 65s and t d ur ≈ 8s, respectively. The location of the most sensitive bus can also be identified using the data analysis above. The result shown in Fig.13 illustrates that 17th and 18th PMU are the most sensitive PMUs which are in accordance with the actual accident situation.
C. Situation Awareness based on Linear Eigenvalue Statistics
Situation awareness (SA) is of great significance in power system operation, and a reconsideration of SA is essential for future grids [24] . These future grids are always huge in size and complex in topology. Operating under a novel regulation, their management mode is much different from previous one.
All these driving forces demand a new prominence to the term situation awareness (SA). The SA is essential for power grid security; inadequate SA is identified as one of the root causes for the largest blackout in history-the 14 August 2003 Blackout in the United States and Canada [75] .
In [76] , SA is defined as the perception of the elements in an environment, the comprehension of their meaning, and the projection of their status in the near future. This chapter is aimed at the use of model-free and data-driven methodology for the comprehension of the power grid.
The massive data compose the profile of the actual grid-present state; SA aims to translate the present state into perceived state for decision-making [77] .
The proposed methodology consists of three essential procedures as illustrated in Fig. 14(b) : 1) big data model-to model the system using experimental data for the RMM; 2) big data analysis-to conduct high-dimensional analyses for the indicator system as the statistical solutions; 3) engineering interpretation-to visualize and interpret the statistical results to human beings for decision-making.
Power grids operate in a balance situation obeying where P is and Q is are the power injections on node i, while P i (v, θ) and Q i (v, θ) are the injections of the network satisfying
For simplicity, combining (33) and (34), we obtain
where W 0 is the vector of power injections on nodes depending on P is , Q is . X 0 is the system status variables depending on V i , θ i , while Y 0 is the network topology parameters depending on B ij , G ij . For a system state with certain fluctuations-thus randomness in datasets, we formulate the system as
With a Taylor expansion, (36) is rewitten as
Equ. (34) shows that W 0 is linear with Y 0 ; it means that f YY (X,Y) = 0. On the other hand, the value of system status variables X are relatively stable and we can ignore the second-order term (∆X) 2 and higher-order terms. In this way, we turn
Suppose the network topology is unchanged, i.e., ∆Y = 0. From (38), we deduce that
On the other hand, suppose the power demands is unchanged, i.e., ∆W = 0. From (38), we obtain that
−1 , i.e., the inversion of the Jacobian matrix J 0 , expressed as
Thus, we describe the power system operation using a random matrix-if there is an unexpected active power change or short circuit, the corresponding change of system status variables X 0 , i.e. V i , θ i , will obey (39) or (40) respectively.
For a practical system, we can always build a relationship in the form of Y = HX with a similar procedure as (35) to (40); it is linear in high dimensions. For an equilibrium operation system in which the reactive power is almost constant or changes much more slowly than the active one, the relationship model between voltage magnitude and active power is just like the Multiple Input Multiple Output (MIMO) model in wireless communication [49, 78] . Note that most variables of vector V are random due to the ubiquitous noises, e.g., small random fluctuations in P. In addition, we can add very small artificial fluctuations to make them random or replace the missing/bad data with random Gaussian variables. Furthermore, with the normalization, we can build the standard random matrix model (RMM) in the form ofṼ =ΞR, where R is a standard Gaussian random matrix.
The data-driven approach conducts analysis requiring no prior knowledge of system topologies, unit operation/control mechanism, causal relationship, etc. It is able to handle massive data all at once; the large size of the data, indeed, enhances the robustness of the final decision against the bad data (errors, losses, or asynchronization). Comparing with classical data-driven methodologies (e.g. PCA), the RMT-based counterpart has some unique characteristics:
• The statistical indicator is generated from all the data in the form of matrix entries. This is not true to principal components-we really do not know the rank of the covariance matrix. Thus, the RMT approach is robust against those challenges in classical data-driven methods, such as error accumulations and spurious correlations [53] .
• For the statistical indicator, a theoretical or empirical value can be obtained in advance. The statistical indicator such as LES follows Gaussian distribution, and its variance is bounded [79] and decays very fast in the order of O(N −2 ) given a moderate data dimension N, say N = 118.
• We can flexibly handle heterogenous data to realize data fusion via matrix operations, such as the blocking [80] , the sum [78] , the product [78] , and the concatenation [53] of matrices. Data fusion is guided by the latest mathematical research [49, Chapter 7] .
• Only eigenvalues are used for further analyses, while the eigenvectors are omitted. This leads to much smaller required memory space and faster data-processing speed. Although some information is lost in this way, there is still rich information contained in the eigenvalues [81] , especially those outliers [82, 83] .
• Particularly, for a certain RMM, various forms of LES can be constructed by designing test functions without introducing any physical error (i.e.
. Each LES, similar to a filter, provides a unique view-angle. As a result, the system is systematically understood piece by piece. Finally, with a proper LES, we can trace some specific signal. We adopt a standard IEEE 118-node system as the grid network (Fig. 15) and the events is shown in Tab. I. P52 is the power demand of node 52.
The power demand of nodes are assigned as
where r 1 and r 2 are the element of standard Gaussian random matrix; γ Acc =0.1, γ Mul =0.001. Thus, the power demand on each node is obtained as the system injections ( Fig. 16(a) ); the voltage can also be obtained (Fig. 16(b) ). Suppose we sample the voltage data at 1 Hz, the data source is denoted as Ω V :ṽ i,j ∈ R 118×2500 . The number of dimensions is n = 118 and the sampling time span is t = 2500.
Suppose that the power demand data ( Fig. 16(a) ) are unknown or unqualified for SA due to the low sampling frequency or the bad quality. For further analysis, we just start with data source Ω V (Fig. 16(b) ) and assign the analysis matrix as X ∈ R 118×240 (4 minutes' time span). First, we conduct category for the system operation status; the results are shown as 
16(c).
In general, according to the raw data source and the analysis matrix size, we divide our system into 8 stages. Note that it is a statistical division-S4, S5, and S6 are transition stages, and their time span is right equal to the length of the analysis matrix minus one, i.e, T −1 = 239. These stages are described as follows:
• For S0, S1, S2, the white noises play a dominant part. P Node-52 is rising in turn.
• For S3, P Node-52 maintains stable growth.
• S4, transition stage. Ramping signal exists.
• S5, S6, transition stages.
Step signal exists.
• For S7, voltage collapse. We also select two typical data cross-sections for stage S0 and S6: X 0 ∈ R 118×240 during period t = [61 : 300] at the sampling time t end = 300, and 2) X 6 ∈ R 118×240 during period t = [662 : 901] at the sampling time t end = 901. Besides, as discussed in II-A, we build up the RMMṼ from the raw voltage data. Then, τ MSR is employed as a statistical indicator to conduct anomaly detection. For the selected data cross-section X 0 and X 6 , their M-P Law and Ring Law Analysis are shown as Fig 17(a), 17(b) , 17(c) and 17(d). Fig 17 shows that when there is no signal in the system, the experimental RMM well matches Ring Law and M-P Law, and the experimental value of LES is approximately equal to the theoretical value. This validates the theoretical justification for modeling rapid fluctuation at each node with additive white Gaussian noise, as shown in Section II-A. On the other hand, Ring Law and M-P Law are violated at the very beginning (t end = 901) of the step signal. Besides, the proposed high-dimensional indicator τ MSR , is extremely sensitive to the anomaly. At t end = 901, the τ MSR starts the dramatic change as shown in the τ MSR -t curve, while the raw voltage magnitudes remain still in the normal range as shown in Fig. 16(c) . Moreover, we design numerous kinds of LES τ and define µ 0 = τ /E(τ ). The results are shown in Fig. 18 and prove that different indicators have different characteristics and effectiveness; this suggests another topic to explore in the future.
Furthermore, we investigate the SA based on the high dimensional spectrum test. The sampling time is set as t end = 300 and t end = 901. Following Lemma II.7 and Lemma II. selected. The results are shown in Fig. 19 and Fig. 20 . These results validate that empirical spectral density test is competent to conduct anomaly detection-when the power grid is under a normal condition, the empirical spectral density f A (x) and the ESD function F A (x) are almost strictly bounded between the upper bound and the lower bound of their asymptotic limits. On the other hand, these results also validate that GUE and LUE are proper mathematical tools to model the power grid operation. The V − P curve (also called nose curve) and the smallest eigenvalue of the Jacobian matrix [39] are two clues for steady stability evaluation. In this case, we focus on the E4 part during which P Node-52 keep increasing to break down the steady stability. The related V − P curve and λ − P curve, respectively, are given in Fig. 21(a) and Fig. 21(b) . Only using the data source Ω V , we choose some data cross-section, Fig.  21(a) . The RMT-based results are shown as Fig. 22 . The outliers become more evident as the stability degree decreases. The statistics of the outliers are similar to the smallest eigenvalue of Jacobian Matrix, Lyapunov Exponent or the entropy in some sense.
For further analysis, we take the signal and stage division into account. Generally speaking, sorted by the stability degree, the stages are ordered as S0 > S1 > S2 > S3 max(S4, S5) S6 S7. According to Fig. 18 , we make the Table II . The high-dimensional indicators τ XR and V R have the same trend as the stability degree order. These statistics have the potential for data-driven stability evaluation.
The key for correlation analysis is the concatenated matrix A i , which consist of two part-the basic matrix B and a certain factor matrix C i , i.e., A i = [B; C i ]. For more details, see our previous work [53] . The LES of each A i is computed in parallel, and Fig. 23 shows the results.
In Fig. 23 , the blue dot line (marked with None) shows the LES of basic matrix B, and the orange line (marked with Random) shows the LES of the concatenated matrix [B; R] (R is the standard Gaussian Random Matrix). Fig. 23 demonstrates that: 1) node 52 is the causing factor of the anomaly; 2) sensitive nodes are 51, 53, and 58; and 3) nodes 11, 45, 46, etc, are not affected by the anomaly. Based on this algorithm, we can continue to conduct behavior analysis, e.g., detection and estimation of residential PV installations [84] . Behavior analysis is a big topic. Limited to the space, we will not expand it here. 
D. Early Event Detection using Free Probability
Problem Modeling : Following [85] , we build the statistic model for power grid. Considering T random vectors observed at time instants i = 1, ..., T, we form a random matrix as follows
In an equilibrium operating system, the voltage magnitude vector injections V with entries V i , i = 1, · · · , N and the phase angle vector injections θ with entries θ i , i = 1, · · · , N experience slight changes. Without dramatic topology changes, rich statistical empirical evidence indicates that the Jacobian matrix J keeps nearly constant, so does Ξ. Also, we can estimate the changes of V, θ, and Ξ only with the classical approach. Thus we rewrite (43) as: 
. Here V and P are random matrices. In particular, P is a random matrix with Gaussian entries. Model Designs : Multivariate linear or nonlinear polynomials perform a significant role in problem modeling, so we build our models on the basis of random matrix polynomials. Here, we study two typical random matrix polynomial models.
The first case is the multivariate linear polynomial:
The second one is the selfadjoint multivariate nonlinear polynomial: P 2 (S 0 , S 1 ) = S 0 S 1 + S 1 S 0 .
Here, both S 0 and S 1 are the sample covariance matrices. The asymptotic eigenvalue distributions of P 1 and P 2 can be obtained via basic principles of the free probability theory as introduced above. The asymptotic eigenvalue distributions of P i are regarded as the theoretical bounds.
Hypothesis Testing and Anomaly Detection : We formulate our problem of anomaly detection in terms of the same hypothesis testing as [85] : no outlier exists H 0 , and outlier exists H 1 .
where R is the standard Gaussian random matrix. Generate S 0 , S 1 from the sample data through the preprocess in III-D . Compare the theoretical bound with the spectral distribution of raw data polynomials. If outlier exists, H 0 will be rejected, i.e. signals exist in the system.
The Processing of the Grid Data : The data sampled from power grid is always non-Gaussian, so we adopt a normalization procedure in [80] to conduct data preprocessing. Meanwhile, we employ Monte Carlo method to compute the spectral distribution of raw data polynomial according to the asymptotic property theory. See details in Algorithm.1.
Simulation Results :
Our data fusion method is tested with simulated data in the standard IEEE 118-bus system. Detailed information of the system is referred to the case118.m in Matpower package and Matpower 4.1 User's Manual [86] . For all cases, let the sample dimension N = 118. In our simulations, we set the sample length equal to N , i.e. T = 118, c = T /N = 1 and select six sample voltage matrices presented in Tab. III, as shown in Fig. 24 . The results of our simulations are presented in Fig. 25 and Fig. 26 . The outliers existed when the system was abnormal and its sizes become large when the anomaly become serious.
Algorithm 1 Require:
The sample data matrices: V 0 and V 1 ; The number of repetition times : M ; The size of V 0 and V 1 : N, T ; SNR: η 1: for i ≤ M do 2: add small white noises to sample data matrices V 0 = V 0 + η randn (N, N ) ; V 1 = V 0 + η randn(N, N ); 3: standardize V 0 and V 1 , i.e. mean=0, variance=1; 4: generate the covariance matrices: S 0 = V 0 V 0 /N , S 0 = V 1 V 0 /N ; 5: compute the eigenvalues of P (S 0 , S 1 ); 6: end for 7: Computer the frequency of different eigenvalues and draw the spectral distribution histogram; Ensure:
The spectral distribution histogram. No signal *We choose the temporal end edge of the sampling matrix as the marked time for the cross section. E.g., for V 0 : 100 ∼ 217, the temporal label is 217 which belong to C 0 : 118 − 800. Thus, this method is able to be applied to conduct real-time analysis. 
IV. CONCLUSION AND FUTURE DIRECTIONS
Motivated by the immediate demands of tackling the tricky problems raised from large scale smart grids, this chapter introduced RMT-based schemes for spatio-temporal big data analysis. Firstly, we represent the spatio-temporal PMU data as a sequence of large random matrices. This is a crucial part for power state evaluation as it turning the big PMU data into tiny data for the practical use. Rather than employing the raw PMU data, a comprehensive analysis of PMU data flow, namely, RMT-based techniques, is then proposed to indicate the state evaluation state. The core techniques include streaming PMU data modelling, asymptotic properties analysis and data fusion methods (based on free probability). Besides, the case studies based on synthetic data and real data are also included with the aim to bridge the technology gap between RMT and spatio-temporal data analysis in smart grids.
The current works based on RMT, provides a fundamental exploration of data analysis for spatio-temporal PMU data. Much more attentions are to be paid along this research direction, such as classification of power events and load forecasting. It is also noted that this work provide data-driven methods which are new substitutes for power system state estimation. The combination of power system scenario analysis, spectrum sensing mechanisms, networking protocols and big data techniques [15, 34, 49, 87 ] is encouraged to be investigated for better understanding of the power system state.
