be a hyperexponential function in variables = ( 1, . . . , ) with coefficients in a field K, [K : Q] < ∞, and a rational differential 1-form. Assume that is closed and transcendental. We prove using Schanuel conjecture that there exist a univariate function and multivariate rational functions , such that ∫︀ = ( ( )) + ( ) ( ). We present an algorithm to compute this decomposition. This allows us to present an algorithm to construct a basis of the cohomology of differential 1-forms with coefficients in K[ , 1/( )] for a given , being the denominator of / and ∈ K[ ] a square free polynomial. As an application, we generalize a result of Singer on differential equations on the plane: whenever it admits a Liouvillian first integral but no Darbouxian first integral, our algorithm gives a rational variable change linearising the system.
of rational functions. Thanks to that, the hyperexponential functions, whose logarithmic differential is a closed rational 1-form, are not so mysterious, being the exponential of such functions. Things become more difficult whenever we want to iterate the process. Liouvillian functions are built by successive integrations, exponentiations and algebraic extensions. So one of the natural next steps is to study closed 1-forms in K( ) with hyperexponential. One of the motivations is the following result.
Proposition 1 (Singer [10] ). Let be a rational vector field in the plane. If admits a Liouvillian first integral, then it admits a first integral of the form ∫︁
where , are rational functions.
The inner exponential integral defines a hyperexponential function , and then the first integral is defined as the integral of the closed 1-form ( 2 − 1 ). This closed form is said exact if it is in ( K( ) ). Else in general this integral is not elementary. In fact, Singer proved that a necessary (but not sufficient) condition for elementary integration is that is algebraic. Instead of trying to integrate in elementary terms, we will try to write it using univariate functions composed with rational functions and hyperexponential functions. This can be seen as a generalization of elementary functions in which only exp, ln are allowed as transcendental univariate functions. In other terms, is it possible to explicitly integrate hyperexponential 1-forms by extending our tool kit with all univariate functions? Admitting the Schanuel conjecture, we will prove the following Theorem 1. Let us consider ∈ K( ) and a hyperexponential function with / ∈ K( ) . Assume is closed and that is transcendental. Then • There exist a rational function ∈ K( ) and a function ( , ) rational in such that
• If is not exact, there exist rational functions , ∈ K( ), , ∈ K( ) such that
Remark that when is exact, we can still write expression (3) (but not always (2) ), simply taking = 0, = 0, as the expression just becomes the condition of exactness of . Theorem 1 is effective, and we will present in section 4.2 an algorithm computing possible , , , , . It appears moreover that it is always possible to choose them with coefficients in K. The decomposition given by equations (2) ,(3) is not unique: can be chosen up to homographic transformation, can be multiplied by an arbitrary rational function in , integration by parts of ∫︀ ( ) exp ∫︀ ( ) can change the expression of by changing .
When is transcendental, a single univariate Liouvillian function ∫︀ ( ) exp (︀∫︀ ( ) )︀ is necessary to express the integral, contrary to the algebraic case for which the decomposition does not always exist, as in the elementary case where several logs can be necessary for expressing the integral.
Given a square free polynomial ∈ K[ ] and a hyperexponential function and the denominator of / , we can now consider the vector space of closed 1-forms in K[ , 1/( )] . The cohomology of this vector space is its quotient by the subspace of exact forms. Theorem 1 will allow us to compute a basis of such space. Indeed, the functions , , only depend on , and is irrelevant as ∫︀ is computed modulo exact forms. Thus the computation of representation (3) of an element of reduces to the determination of for which we will be able to control its poles thanks to and generalized Hermite reduction [2] . Theorem 2. Given a transcendental hyperexponential function , the denominator of / and a square free polynomial , the cohomology of the vector space of closed 1-forms in K[ , 1/( )] is finite dimensional and a basis is computed by algorithm CohomologyBasis.
We do not give an estimation of the cost of these algorithms because they manifest dependence to exponents. In particular, can have an arbitrary large degree even for given and bounded degree of . The degree of the function can be controlled by the degree of the in , but not by the degree of / , as the degree of depends on rational relations between the residues of / . As an application, we build the following algorithm, linearising differential equation by a rational variable change whenever it has a Liouvillian first integral (and none of lesser type).
Corollary 1 (See [8] for comparison). Let us consider the differential equation in dimension 1
If (4) admits a Liouvillian first integral which is not -Darbouxian (see definition in [7] ) nor exponential of Darbouxian, then there exists a rational variable change , ∈ K( , ) and , ∈ K( ) such that
The Liouvillian first integrals of equation (4) up to degree (with a suitable notion of degree) can be found algorithmically, see [7] . The condition on the first integral is equivalent to that is transcendental and is not exact, which are both done in Theorem 1.
HYPEREXPONENTIAL FUNCTIONS

Definition 1. A hyperexponential function
in variables is a function satisfying / ∈ K( ) .
The equation / = ∈ K( ) gives ln = ∫︀ and so defines up to multiplication of a constant.
Definition 2. The trace of ∈ L where L is a field extension of Q, noted ( ), is minus the second leading coefficient of the monic minimal polynomial in Q of . We say that is traceless if ( ) = 0.
Proposition 2.
A hyperexponential function can be written under the form
with ∈ N * , ∈ L traceless independent over Q, , 0 ∈ K( ), 1, . . . , ∈ L( ) and L is a finite algebraic extension of K. The algorithm RationalIntegration computes from the rational one form / such a representation.
RationalIntegration
Input: A rational closed differential form ∈ K( ) . (iv) For all roots of , add
to the list , and redefine 0 = 0 + . (v) Redefine as the differential form
(2) Compute the minimal ∈ N * such that ∈ K( ) and redefine = .
(3) Compute a basis of the Z module generated by the ( ,1), and a integer passage matrix .
Very close results are obtained in [11] , [5] , [4] , and here the main novelty is the trace reduction of the residues. Using this algorithm, from a closed 1 form , we obtain the elementary expression of the hyperexponential function such that / = . Remark that the most costly step from a theoretical point of view is the computation of the field L, which is given by splitting fields of polynomials , thus of the size order of (deg )!. However, the explicit computation of the field is necessary to compute the basis to ensure the are traceless independent over Q. This condition is not necessary to write down under elementary form, but will be for the algorithm of Theorem 1.
Proof. We will prove the termination and correctness of the algorithm, which will also give us the existence of such elementary expression. We follow Trager integration algorithm [11] applied to an element of K( 1, . . . , −1)( ). Let us prove by recurrence the following properties are true at the beginning of the loop • The form is a closed rational 1-form with coefficients in K( 1, . . . , ) • We have 0 ∈ K( ) and ∈ K( ) for some ∈ N * . • The last − coefficients of are zero.
• The first entries of are traceless.
,2 is invariant For = , = 1, this is true by hypothesis on the input. Now assume it is true for some , . In step ( ), we compute the Hermite reduction, ensuring that has only simple factors in . In step ( ), the roots of the resultant are the residues associated to the roots of . A priori, the residues are elements K( 1, . . . , −1). However, we also know that ∫︀ should have all its other derivatives in 1, . . . , −1 rational. This requires that all the residues to be constant with respect to these derivations. As they are in K( 1, . . . , −1), they should then be in K. Thus all the roots in of the resultant are constant, and thus are roots of .
As is irreducible, its roots are conjugated, and so are the residues. Thus is a power of an irreducible polynomial, and so it˜. Now shifting the roots by /deg˜ensure that their minimal polynomial has now 0 as second leading coefficient. Thus − /deg˜is traceless, and thus so are all the first entries of . Let us now remark that
In steps ( ), ( ), we add to the list the terms forming the right-hand side of (7), we multiply by /deg˜t hus forming the deg˜o f the right-hand side of (7) . We still have ∈ K( ) for some ∈ N * . Now the quantity
increases by (7) . Also 0 increases by , and so stays in K( ). This is compensated in step ( ) where decreases by the same quantities. Thus
stays invariant. The expression plus equation (7) is an integral of in , thus after the redefinition of , we have = 0, and so ∫︀ does not depend on . As is depended only in 1, . . . , by hypothesis, it now only depend on 1, . . . , −1. It is still closed as we have subtracted to it a closed form.
We now unroll the recurrence properties up to = 0, and apply the redefinition of in step (2), giving that
is an integral of the original , and thus its exponential is an expression of as = exp ∫︀ . The new is now in K( ) as required. Now in step (3), we compute a basis of the Z-module of the (
. Thus any ,1 can be written as an integer linear combination of the , which is given by the -th line of passage matrix . In step (4), the integral (8) is rewritten using the additive rules of the logs. The fact that the entries of are integers ensures that the products are rational, and the elements of are Q independent by construction. They are traceless as the trace is a Q-linear function. The field L is given by K( ).
EXISTENCE THEOREM
In this section, we will prove Theorem 1. The necessary number theory result we will need for our proofs is the following
∈ L traceless linearly independent over Q, the numbers 1 , . . . , are algebraically independent. For = 1, this conjecture is true thanks to the result of Gelfond [9] . For ≥ 2, it is implied by Schanuel conjecture. For our proof of Theorem 1, the Schanuel conjecture is not needed in the following cases • If has a non trivial exponential part 0. • If has only one irrational power, there is only one as then = 1.
The problematic case is when ≥ 2 and without an exponential part. We will need the notion of decomposability.
Definition 3. A rational fraction ∈ K( ) is decomposable when there exists ∈ K( ) of degree ≥ 2 and ∈ K( ) such that ( ) = ( ( )). The decomposition of a rational
Moreover
is unique up to homographic transformation.
Proposition 3 (See [6] ). The decomposition of a rational function ∈ K( ) is in K( ) and is unique up to homographic transformation.
Proof of Theorem 1. We consider written under the form (5) . Let us consider a ∈ {0, . . . , } with non constant and its decomposition of ( ) = ( ( )) with indecomposable and we can choose (0) = ∞. Now we consider the manifold
As is indecomposable, we know that its spectrum, i.e. the set ( : ) ∈ P 1 such that num( ) − den( ) factorizes, is finite (see [3] ). Thus there exists a disc centred in 0 without 0, such that ℱ ℎ is smooth ∀ℎ ∈ .
We now restrict to ℱ ℎ for some ℎ ∈ . The integral of this 1-form of the algebraic manifold ℱ ℎ defines a multivalued function. The multivaluation comes from two reasons
• "multiplicative multivaluation": is hyperexponential, thus a small loop around the zero or pole of a of multiplicity multiplies the integral by 2 . • "Additive multivaluation": the manifold ℱ ℎ has not a priori a trivial homotopy group, and thus the integral ∫︀ for a closed loop on ℱ ℎ could be non zero. Thus such loops add to the integral some constants. Let us first remark that given a closed loop (ℎ) on ℱ ℎ , continuous on ℎ, the quantity ∫︀
does not depend on ℎ: indeed, the form is not only closed on ℱ ℎ , but in fact on C , so the value is constant with respect of continuous deformations of .
The form is hyperexponential, and thus is defined on a covering space ℛ ℎ above ℱ ℎ . Any closed loop on ℛ ℎ can be decomposed (non commutatively) as closed loops on ℱ ℎ and turns around the roots and poles of the . Two closed loops 1, 2 with the same projection on ℱ ℎ have the property
Indeed, between two points on ℛ ℎ with the same projection on ℱ ℎ , the 1-form is simply multiplied by such constant.
Let us note = dim( 1 (ℱℎ, Z) ). There exist constants, 1, . . . , ∈ C, which are the values of the integral ∫︀ on a basis of the homotopy group 1(ℱℎ, Z). Now the integral ∫︀ on a closed loop on ℛ ℎ will be an integer combination of those and their multiples by elements of the form , i.e. in the set
Let us prove that = {0}. Two cases appear.
We can choose = 0, i.e. 0 is not constant. We now consider a limit path towards ℎ = 0. At the limit ℎ = 0, ℱ ℎ is possibly no longer smooth, however the values of the monodromy are conserved by passing at the limit because it is constant with respect to ℎ. Using the Casorati-Weierstrass theorem, we can choose for the limit of exp( (ℎ)) any value we want (as ℎ = 0 is an essential singularity). Thus by choosing two different limit paths, we define a transformation on the space of cycles, and the values of differ only by a factor ∈ C * . The set should thus be stable by multiplication by . As can be chosen arbitrary, = {0}.
We have 0 constant, and then ≥ 1, so we can choose ≥ 1 (as else would be algebraic). We consider a loop around 0 in . As ℱ ℎ is always smooth, any cycle on ℛ ℎ deforms continuously, and thus after coming back to the initial ℎ, is again a cycle on ℛ ℎ . This defines a linear transformation on the homotopy space of ℛ ℎ . This also multiplies by 2 for some ∈ Z. We know that ∫︀ ∈ for any closed loop on ℛ ℎ , and thus should be stable by multiplication by 2 . Thus we have a relation of the form
Now if ̸ = 0, this defines an eigenvector of eigenvalue 2 . Thus, as 2 / is algebraic,
( 2 ) = 0 defines a non trivial algebraic relation between the 2 . Now according to the Conjecture 1, such relation is not possible. Thus = 0, and so = {0}.
As = {0}, the integral
∫︀ has no additive monodromy, and thus is hyperexponential on ℱ ℎ . So −1 ∫︀ is rational on ℱ ℎ . We can thus write
where is rational in , and so replacing ℎ = ( ), we obtain relation (1) . Let us now prove point 2 of the Theorem. Let us now consider 1, . . . , −1, −1 independent rational derivations tangential to ℱ ℎ (and thus ( ( )) = 0). We have 
This is a partial differential system on ℱ ℎ , and its solution space is an affine vector space of dimension 1. Let us look at the subspace of rational solutions. The homogeneous solution of the equation is (ℎ) ( ) −1 . Let us first assume the restriction of to ℱ ℎ is not rational, then equation (9) has at most one rational solution (the homogeneous equation having no rational solution), and as it has at least one due to the previous proof of point 1 of the Theorem 1, it has exactly one. Now this system can be seen as an integrable connection with coefficients in K(ℎ), and thus its solution has coefficients in the same field [1] . Thus (ℎ, ) ∈ K(ℎ, ), and as ∫︀ = ( ) ( ( ), ), the form is exact. Let us now assume is rational on ℱ ℎ . The space of rational solutions are of the form (ℎ) ( ) −1 + (ℎ, ), with a rational function in all its variables, and thus ∫︁ = ( ( )) + ( ) ( ( ), )
for some unknown function . By differentiating both sides, we deduce that ′ ( ( )) should be hyperexponential and that ′ ( ( ))/ ( ) = ( ) ∈ K( ). As is indecomposable, the function ′ ( ) is then hyperexponential. Thus there exists ∈ K( ) such that
THE ALGORITHMS
In this section, we will present explicit algorithms to compute the decompositions of Theorem 1 and cohomology basis of Theorem 2. The function ( ) is obtained by decomposition of the rational functions . The rational function is obtained by considering, as in proof of Theorem 1, derivations tangential to ( ) = ℎ and then building a PDE system for . To do it explicitly, we introduce explicit expressions for the . A simple way to build them is to consider as an algebraic function in 1, . . . , −1, ℎ on the level = ℎ and consider the derivations in , = 1 . . . − 1. We then find
Hyperexponential Decompositions
The polynomial should not be constant with respect to , but if it is we can always choose another variable: the polynomial cannot be constant. 
is not constant, and take for its decomposition. If such does not exist, return "None" else return , , .
Proof. We can compute the representation (5) in step 1. If ( ) = ( ) exp ∫︀ ( ) ( ) for some ∈ K( ), then its restriction on a level set ℱ ℎ of should be rational. This implies that all the restricted to ℱ ℎ should be constant. Thus all such are algebraic functions of a same . The composition of a hyperexponential function with a rational function is hyperexponential. Thus can always be chosen indecomposable, up to changing . Then according to [6] , the are rational functions of . Let us go to step 2. If 0 ̸ = 0, its decomposition˜0 ∈ K( ) suits us, and thus we take =˜0. Else consider the action of ∈ (L : K) on the , . As the traceless property is stable by Galois action, a conjugate of representation (5) is also a suitable representation. As , 0 ∈ K( ), we have
The left-hand side is function of , the right-hand side function of ( ), so by uniqueness, they are equal up to homography. So all the ( ) are function of . Now considering the sums (10) for some non constant , they are function of . At least one of these sums is non constant as else would be constant. Thus can be obtained as the decomposition of such a sum, and so ∈ K( ).
We now continue the algorithm to find , and to prove that their coefficients are in K. Restricted to the level ( ) = ℎ, we want ( ) = ( ) exp ∫︀ (ℎ) ℎ. As the derivations are tangential to ℱ ℎ , we obtain taking the logarithmic derivative both sides ( )/ = ( )/ . We can see as an element of K(ℎ)( 1, . . . , −1)[ ]/( ), as well as the right-hand side of the equation. Noting
with the degree in of , the system becomes an integrable connection on 0, . . . , −1 in − 1 variables 1, . . . , −1 over the base coefficient field K(ℎ). Such system can be solved, and without extending the base coefficient field K(ℎ) [1] . Thus if a rational solution in exists, then it can be chosen also rational in ℎ. This gives in step 4. Now the obtained in step 3 is valid up to multiplication by an arbitrary function of ( ). However, as is rational and indecomposable, it is valid up to multiplication by a rational function of ( ). Such factor can be taken care by the hyperexponential part, thus if a decomposition of exist, a decomposition with this will exist too. Step 4 comes from the logarithmic differential of the relation ( )/ ( ), giving ( ( )/ ( )) ( )/ ( ) = ( ( ( ), )/ ( )) ( ( ), )/ ( ) = ( ( )) ( ) which defines uniquely .
Liouvillian Decompositions
The function of Theorem 1 will be obtained using the algorithm HyperexponentialDecomposition. If it does not return a solution, then is exact and thus can be integrated with hyperexponential functions. Else it returns ( , , ), and equation (9) Now the function ( ) (ℎ, ) can be recovered up to the addition of an arbitrary function of ℎ by an indefinite integration on the level set ℱ ℎ . As the function ( ) ( ) in equation (1) equals to ( ) (ℎ, ) up to the addition of an arbitrary function of ℎ, we then obtain candidates for .
LiouvillianDecomposition
Input: A closed 1-form / ∈ K( ) , and a 1-form ∈ K( ) such that is closed. Output: Rational functions , , , satisfying (3).
(1) Solve the system in K( )
If it has a solution , return [0, , 0, 0]. (2) Apply HyperexponentialDecomposition to , get , , .
(3) Solve the system (11) for (ℎ, ) ∈ K(ℎ)( 1, . . . , −1).
Take one solution, and note it˜and ( ) =˜( ( ), 1, . . . , −1).
(4) Find ∈ K( ) such that
Proposition 5. The algorithm LiouvillianDecomposition takes in input / , ∈ K( ) and computes , , , with coefficients in K satisfying equation (3).
Proof.
Step 1 tests if the form is exact. If it is, it returns = 0, = 0, = 0 and . This satisfies equation (3) . In step 2, the algorithm HyperexponentialDecomposition cannot return "None" as then would be exact. In step 3, we solve the system. As is not exact, then the system has a rational solution˜, and so ( )˜(ℎ, ) gives an expression of ( ) (ℎ, ) up to the addition of an arbitrary function of ℎ. Thus we have ( ) −1 ∫︁ = ( ( ), ) = ( ) + ( ( )) ( ) .
As we already know that can be written under the form
thanks to point 2 of Theorem 1, this implies that
We differentiate the relation, giving = + + ( )
. This is the relation solved in step 4.
Cohomology Computation
We now consider a square free polynomial ∈ K[ ], a transcendental hyperexponential function , and denominator of / . The pullback function depends only on , so any closed 1-form in K[ , 1/( )] have the same . Moreover, the hyperexponential part of the decomposition of Theorem 1 corresponds to the integral of an exact form, and thus is irrelevant for the computation of the cohomology. The only part left to control is . Thus it is necessary to understand the cohomology of one variable hyperexponential 1-forms, which is done in [2] . 
Proof. We first use Lemmas 6, 16 of [2] , reducing the rational part of the form to / + / 2 with deg < deg . Now using Lemma 8 of [2] , we can now reduce to a vector space . When 1 − 2 ≤ −2 (case 3), the basis of is , = 0 . . . 2 − 1, ̸ = 1, giving Proposition 6.
The condition 1 − 2 ≤ −2 is equivalent to ask that the form ( ) has not a pole at infinity. The function used will be the output of HyperexponentialDecomposition, and as is unique only up to homographic transformation, it is always possible to make a homographic transformation of ( ) and to satisfy this condition. Now the function can always be assumed differentially reduced by multiplying by a suitable rational function of . Then applying LiouvillianDecomposition, we obtain the "non integrable part" ∫︀ ( ) exp ∫︀ ( ) . The poles of will lead after substitution by to poles of , and as their location is controlled by , this will allow us to control the poles of . (1) Apply HyperexponentialDecomposition to / . If it returns "None", return [ ]. Else obtain , , .
(2) Find ℎ homography such that ℎ ′ ( ) (ℎ( )) is of degree ≤ −2 and den(ℎ −1 ( )) does not divide a power of . Replace by ℎ ′ ( ) (ℎ( )) and by ℎ −1 ( ). 
Proof. In step 1, if HyperexponentialDecomposition returns "None" when applied to , this implies that any closed 1-form , ∈ K( ) is exact. Thus the cohomology of K[ , 1/( )] in particular is trivial, and thus the returned basis is empty. In step 2, we want a homographic transformation to ( ) so that it is not singular at ∞, which is equivalent to ℎ ′ ( ) (ℎ( )) being of degree ≤ −2. This constrains only ℎ of not sending a singular point of ( ) to infinity. The denominators den(ℎ −1 ( )) are linear combinations of numerator and denominators of , and thus only finitely many such combinations can divide a power of . Thus it is always possible to find a suitable ℎ. Now replacing by ℎ −1 ( ), we ensure that , , is a decomposition of . In step 3, we differentially reduce and change accordingly so that , , is now a decomposition of with differentially reduced. The differential reduction may have changed the residue at infinity to an integer . In step 4, we shift rational residues by integers and modify accordingly , and this does not create integer residues, so is still differentially reduced. In step 5, we modify the residue of a pole of (keeping it differentially reduced) such that the residue at infinity of is zero (so deg ≤ −2), and change accordingly so that , , is still a decomposition of . As this pole is of order ≥ 2 or with irrational residue, rational residues of are still positive.
We know that any closed form in K[ , 1/( )] can be reduced modulo exact forms to ( ) exp ∫︀ ( ) by Theorem 1. We can now apply Proposition 6. The denominators of can be reduced to 2 and simple poles / ∈ −1 2 (0). Now considering such a pole of , we know that exp ∫︀ ( ) is smooth at = and is of order 1 to . Thus thus integral ∫︀ ( ) exp ∫︀ ( ) has a logarithmic singularity along the curve = . This property is conserved by adding terms in K( ) , and thus so is ∫︀ . This implies that has a pole along = , and thus num( − ) divides a power of . All such possible are computed in step 6, and as the num( − ) are coprime for different , the set Σ is finite. Thus we can define the polynomial ∈ K[ ] as the sets Σ, −1 2 (0) are invariant by Galois action.
We can now apply Proposition 6 with , obtained in steps 5, 6. We obtain a vector space of possible . However, some elements of this vector space have a non zero residue at infinity. A ∈ K[ , 1/( )] cannot have a singularity along den( ) = 0 as den( ) does not divide a power of . Thus its integral cannot have a logarithmic singularity along den( ) = 0, and so ( ) exp ∫︀ ( ) cannot have a logarithmic singularity at = ∞. This ensures that the possible will not have residues at infinity, and so removes after basis change a single basis element of the cohomology. As all other elements have degree ≤ −2, the substitution and differentiation does not make appear den( ) in the denominators.
Consider a curve on which = 0. On , the function exp ∫︀ ( ) can be smooth, essential singular, irrational ramified or rational ramified with positive exponent. In all cases, = exp ∫︀ ( ) still vanishes or is singular on , and thus / is singular on . Thus num( ) divides , and so 
APPLICATIONS AND EXAMPLES
Proof of Corollary 1. If system (4) admits a Liouvillian first integral, it can be written ( , ) = ∫︀ ℛ − ℛ where ℛ is a hyperexponential function, called the integrating factor. If ℛ is algebraic, then is -Darbouxian which is forbidden by hypothesis. If ℛ − ℛ is exact, its integral is hyperexponential, and thus is the exponential of a Darbouxian first integral, again forbidden by hypothesis. 2 + 12 1 2 2 + 8 3 2 + 4 1 + 16 2 For ∈ N * , the degree of is . This is related to the height of integer relations between the residues, here depending on . Example 2: the differential systeṁ
