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We are grateful to Professor A. Faessler, Professor A. Weiguny, Professor M. stingl, and Professor G. Vagradov for many helpful discussions. One of us (T. T.S.K.) wishes to thank Professor A. Faessler for his hospitality and assistance during his stay at Julich. We thank Professor G. E. Brown for a critical reading of the manuscript. A new Hamiltonian density formulation of a perfect fluid with or without a magnetic field is presented. Contrary to previous work the dynamical variables are the physical variables, p, ~, :8, and s, which form a noncanonical set. A Poisson bracket which satisfies the Jacobi identity is defined. This formulation is transformed to a Hamiltonian system where the dynamical variables are the spatial Fourier coefficients of the fluid variables.
One of us (T. T.S.K.) is an Alexander von
PACS numbers: 47.10.+g, 03.40.0c, 47.65.+a, 52.30.+r Several advantages may be gained from expresHamiltonian systems are most elegant when exsing a set of equations in Hamiltonian form. In pressed in canonical coordinates. Hydrodynamaddition to their formal elegance, Hamiltonian ics is most usefully expressed in Eulerian varisystems possess Poincare invariants that influabIes. These two desiderata conflict. In pracence the dispersion of an ensemble of systems tice, the penalty paid for adopting noncanonical with clustered initial conditions. A manifestly coordinates is not severe, so that branch of the Hamiltonian formulation of a given problem makes dichotomy is pursued here. it easier to find those approximations that prePreviously, the equations of hydrodynamics 1 serve the Hamiltonian character. We wish to cast the following set of equations into Hamiltonian form:
Equation (1) (2) is mass conservation. Equation (3) is the Maxwell induction equation with the electric field eliminated by Ohm's law: E +vxB =0. Here infinite conductivity is assumed. Equation (4) expresses entropy convection;. heat flow is assumed to vanish. The equation V· B =0 enters our formulation only as an initial condition.
The energy density of a fluid described by Eqs. (1)- (4) Before writing this bracket [Eq. (6) below], we briefly discuss the structure of our formulation. Quite generally consider the vector space V, over the real numbers R, whose elements are functionals of the form where X is an n-uple of C\V) functions X· (X,t) . [In part~ular, XO=p, Xl =s, (x2,X 3 ,X 4 )=v, and (X 5 ,X 6 , X 7 ) =B. The notation ax/ax~ is used to indicate that F depends on the derivatives of Xi with respect to each of the three spatial variables x~, a =1-3. We assume F has a finite number of arguments and is a COO function in each of them. The bracket we obtain is a bilinear function which maps V x V to V. In addition, the bracket possesses the follOWing two important properties: (i) [F ,F] Now we introduce the following bracket 12 :
as ov Os ov
Here the notation of/OX I means the functional derivative with respect to Xl. Suppose each Xl contains an additional parameter dependence X / (X, a/,t). We define the functional derivative bys aft f of al
This functional derivative has the role, in finite-dimensional Hamiltonian systems, of the derivatives with respect to phase coordinates where I is the unit N XN matrix. In a canonical system this matrix may be full and depend on the dynamical variables. Clearly, this is the case for our bracket, Eq. (6). The cosymplectic form here, is the operator OiJ which, in addition to being dependent on the dynamical variables, contains derivatives. Now we complete the description of our formulation and demonstrate the relationship between this bracket and Eqs. (1)-(4). We define a set ,D C V whose elements are of the form
where Xl E C~(V) and thefl are arbitrary func- Equations (1), (3), and (4) follow, from the remaining dynamical variables of the set D, in a similar manner.
Several features of the bracket defined in Eq. (6) deserve comment. First, the denSity, p, appears in the denominator of several terms. This makes it awkward to evaluate the bracket exactly when polynomial or Fourier representations are used for the dynamical variables. This is easily rectified through a nonlinear transformation described below, and the resulting bracket, in terms of the new variables, has a pleaSing form. Second, gradients appear throughout the bracket. This is reminiscent of the bracket used in Hamiltonian theories of the Korteweg-de Vries equation 7 . 8 
[F G]=JdXOF(~ aG).
,
au ax au
Two methods have been used to reduce the Korteweg-de Vries bracket to canonical form. Gardners used a Fourier transform to convert the derivatives to numbers, and then scaled the coefficients to achieve canonical form. Similarly motivated, we also consider Fourier transforms below. In another approach to the Korteweg-de Vries equation, Zakharov and Faddeev7 used a spectral transform to achieve canonical form. This method may be applicable here. together with similar transformations for the re- 
Notice that each term .contains one Eulerian variable in the numerator; the terms in the denominator have been eliminated. Now consider a transformation of the Hamiltonian coordinates from Eulerian variables to the coefficients of the Fourier transform of these variables. For convenience, we take V to be a unit cube and adopt periodic boundary conditions. Then P =6tP'k(t) exp(21Tk .x), 'I where kE ZXZXZ (Z, the integers). from Eq. (7) 
Inserting Eqs. (10) and (12), and the analogous expressions for the other variables in our set, into Eq. 
where Zt is the octuple (Pt, (Jt, M t, 13t) , and the matrix Ok t is shown in Fig. 1 . Here I is the 3 x 3 unit m~trix appropriate to the box in which it is contained. The matrix has the important property Qt, r=-Qt. t, where the tilde indicates I transpose. Equation (13) can be written as fol-
where 195, 1288 (1970) [Sov. Phys. Dokl. 15, 913 (1971 )l. GR. Littlejohn, J. Math. Phys. 20, 2445 (1979 .
-
V. Zakharov and L. Faddeev, Functional Anal. App!. 5, 280 (1972) . -8C . Gardner, J. Math. Phys. 12, 1548 (1971 . ~ -J. Greene and E. Karlson, Phys. Fluids 12, 561 (1969) .
lOWe have proved the Jacobi identity for functionals F, (J,E with corresponding F,G,E which are functions ofi, t, and X. This is sufficient for our purposes here.
The more general case is of interest; e.g., the dynamical variable with the integrand \7X~ yields, when substituted into Eq. (5) 
Similarly, the lasf term of Eq. (9) where repeated index notation is used. We emphasize that the Jacobi condition is satisfied in complete generality for these brackets,t independent of V 0 13 = O. The dynamical equations of motion, Rev. Lett. 47, 1840 (1981 ].
The condition for stability of the quantum fluid state against pinning by a substrate potential commensurate with the mean particle separation (p. 1842, top of column 2) should read:. "The fluid state is only stable if the sine-Gordon coupling parameter 10 satisfies {32 = 21Tn21/ > 81T, i.e., 1/-1 < in 2 , or 1/ > 4/ n 2 ." (This replaces the opposite condition 13 2 < 81T in the printed text.) The condition (:32> 81T means that the zero-point density fluctuations of the fluid are sufficiently strong to resist pinning by the substrate.
Note also that the phase field qJ (x) [intended as cp(x) 
