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The “routing protocol for low-power and lossy networks” (RPL) from the IETF ROLL working group is a widely used standard to
support routing in wireless sensor networks (WSNs). Although the RPL protocol was originally designed with static topologies in
mind, recently a number of extensions have been proposed to support traffic flows from mobile nodes towards a static gateway.
However, this paper demonstrates that these solutions do not support traffic flows going the other direction, for example, from the
gateway towards mobile devices. To remedy this, the paper first analyses the problems that prevent reliable traffic flows towards
mobile devices when using RPL. Afterwards, a new mechanism to improve downward route updating is proposed. Our new
approach minimizes the probability of connectivity loss by ensuring that the internal state of the static network remains consistent.
Our solution is implemented and evaluated using both simulation tools and experimental facilities and it is shown that it improves
the end-to-end packet delivery ratio to mobile nodes from 20–30% up to 80% while reducing the overall RPL signalling overhead
without the use of location information.
1. Introduction
The IETF IPv6 Routing Protocol for Low-Power and Lossy
Networks (RPL) [1] is widely used to support routing between
sensor nodes. In most scenarios, a backbone network of
intermediary nodes is installed, which is assumed to be static.
Although handling mobility is not an explicit design cri-
teria for RPL [2], a number of use cases have been proposed
in which also mobile nodes could be added to this static
network [3–6]. Examples include mobile nodes in intelli-
gent transportation systems (ITS) for the monitoring of air
quality, mobile robots collecting information, and location
tracking of occupants and assets. For most of these use cases,
communication flows go from the mobile node to the sink
and vice versa. In addition, more advanced use cases, such
as continuous monitoring of patients where patients (data
sources) and doctors (data collectors) are mobile [3], also
require direct communication flows between mobile nodes.
RPL is optimised for data traffic in which the sink is colo-
cated with the root of the RPL tree, but also other commu-
nication patterns are supported [1, 2]. The protocol is based
on the exchange of DIO (DODAG information object) mes-
sages to construct a DODAG (destination-oriented directed
acyclic graph) for routing of data towards a DODAG root.
RPL uses DAO (destination advertisement object) messages
to establish downward routes towards the network nodes.
These downward routes also enable the point-to-point com-
munication between network nodes. The establishment of
downwards routes leads to higher control traffic overhead and
increased memory and processing requirements for (nodes
near) the DODAG root [2].
RPL uses a tree-based routing approach for the fixed
backbone network. However, the main characteristic of mo-
bility is a highly dynamic topology which results in frequent
disconnections with neighbouring nodes. Due to these dis-
connections, packets that are routed towards a mobile device
can be routed towards edges (parents) even when the mobile
device is already out of reach of these parents.
The main contributions of this paper are as follows:
(i) The paper thoroughly analyses the conditions during
which packet loss can occur when routing towards
mobile nodes in a RPL network.
(ii) In contrast to previous papers about mobility in RPL,
that focused mainly on efficient parent selection by
mobile nodes, this paper proposes a solution to keep
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the internal routing state of the backbone network
consistent.
(iii) An improved route-cancellation algorithm has been
proposed, implemented, and evaluated in a simulator
using different criteria and scenarios, including dif-
ferent movement speeds.
(iv) The results have been experimentally verified using
large scale wireless sensor testbed.
The remainder of this paper is organized as follows. In
Section 2 an overview of the current state-of-the-art and
related work on RPL and mobility support within RPL is
presented. The problems that can occur with mobile nodes
due to the standardRPLdownward path constructionmecha-
nism are analysed in Section 3. To remedy these problems, an
alternative downward path construction mechanism towards
mobile nodes is proposed in Section 4. The evaluation setup
is described in Section 5 and the evaluation results are
presented in Section 6. Section 7 presents the experimental
validation of the results. The paper is concluded by the
future work in Section 8 and the conclusions of this paper in
Section 9.
2. Related Work
This related work sectionwill focus on three relevant research
aspects: (i) the selection of objective functions for RPL, (ii)
RPL support for traffic flows towards one or more mobile
sinks, and (iii) RPL support for traffic flows from mobile
nodes towards a static gateway (sink) node.
2.1. Link Estimation in RPL. To adapt the RPL protocol to
different network conditions link estimation algorithms are
used for evaluation of the path cost and definition of the prop-
erties of the constructed tree in an objective function (OF).
The most popular link estimation algorithm for RPL is
the estimated transmission count (ETX) metric. This metric
estimates the amount of transmission needed to successfully
deliver a packet to a neighbouring node. The combination
of the different ETX values defines the rank of that node in
the DODAG. The default objective function of RPL is the
minimum rank with hysteresis objection function (MRHOF)
which uses ETX by default.
In [7] the problems concerning link quality estimation
and neighbour management policies for high-density net-
works are discussed and evaluated. Because the ETX calcu-
lation is implemented as an exponentially weighted moving
average and only evaluates the links that are currently
being used no alternatives are evaluated. This can result in
suboptimal routing topology after some time. The proposed
solution is passive probing mechanism for new discovered
links.These new discovered links are assumed to be excellent
(the best possible value) instead of bad (the worst value).
This results in the evaluation of each newly discovered link.
The evaluation of this technique shows that some kind of
passive probing is possible to ensure the evaluation of the link
with every possible parent. This technique however requires
a cache management policy to ensure already evaluated bad
links are not deleted out of the neighbour table and afterwards
readded suppressing good but not perfect links.
An evaluation of the impact of different metrics on the
stability and efficiency of RPL is made in [8]. The paper illus-
trates the instability problem for all evaluated routingmetrics
(MinHop, ETX, andLQI). Also the trade-off between stability
and efficiency for the evaluated metrics is illustrated.
The use of the nodes next hop remaining energy is com-
pared as routing metric with the ETX routing metric in [9].
The paper concludes that the proposed mechanism and
implementation increase the network lifetime with 14% com-
pared to the popular ETX-based scheme and evenly dis-
tributes the energy over all the nodes of the network. How-
ever, the more energy efficient approach however results in a
slightly lower number of received packets by the sink.
In RPL the selection of an appropriate parent is essential
for the efficiency of the routing structure. Because the objec-
tive function is responsible for the selection of the parent, the
selection of the best objective function is of high importance.
2.2. Sink Mobility in RPL. Because sensor nodes around a
sink are more likely to spend their energy faster (due to
their forwarding task), a different category of research papers
focuses on solutions to support moving sinks to extend the
network lifetime. Examples of modifications to RPL for these
purposes can be found in [10, 11]. However, since these solu-
tions focus on traffic flows to mobile gateways without sup-
port for mobile end-devices, we consider these as out-of-
scope for this paper.
2.3. Routing from Mobile Node towards Static Sink in RPL. A
major challenge for optimizing traffic flows from a mobile
node towards a static sink is the timely selection of a newopti-
mal parent node for the mobile node during its movement.
In [12] a simulation performance study of RPL for vehic-
ular networks is presented. The study focuses on 10 nodes,
with an intermediate distance and transmission range of 250
meters, traversing a straight line of 5000meters, with the sink
being in themiddle of the line.Thepaper evaluates the perfor-
mance of RPL under these mobile circumstances and varied
the DIO (DODAG information object) message period for all
nodes. The simulations were performed for speeds of 25mph
(40,2 km/h), 45mph (72,4 km/h), and 65mph (104,6 km/h).
The conclusion illustrates that an increase in DIO frequency
improves the PDR (packet delivery ratio). The proposed
adaptations of RPL are an illustration of techniques which
make it possible to use RPL for mobile low-power devices.
However, the scenario used is specific for car-to-car routing,
where neighbouring nodes travel together on the same path.
TheME-RPL (mobility enhanced RPL) [13] protocol pro-
poses optimizations for the RPL protocol to support routing
frommobile nodes over a static network towards a static sink
node. A first technique is the use of explicit advertisement of
mobility status information in control messages. As a result,
nodes are able to distinguish between fixed nodes andmobile
nodes. Fixed nodes are preferred as parent and routes through
mobile nodes are avoided. Finally, DIS (DODAG information
solicitation) messages are used to monitor the environment
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and amechanism is introduced that adapts the RPL-DISmes-
sage interval depending on the stability of the neighbour-
hood. This DIS message is normally only used when con-
structing a new network to discover neighbouring nodes.
The simulation results show that the proposed optimizations
perform better than the standard RPL protocol in terms of
packet delivery ratio and route stability, but no experimental
results are available.
Co-RPL [14] proposes an extension to RPL to support
mobility. To improve the network performance the extension
keeps track of the mobile nodes’ positions while moving. To
allow localization of RPL nodes inmotion the extension relies
on the corona mechanism. This mechanism divides the net-
work in into circular areas aroundmultiple DAG roots which
are called coronas. Based on the distance from theDAG roots,
this technique allows the computation of the position of the
node. The extension is evaluated against standard RPL via
a simulation study using Contiki/COOJA simulator. In the
study the impact of the node speed, packet transmission rate
and the number of DAG roots on the network performance
is evaluated. The results show that Co-RPL decreases the
average energy consumption by 50%, the packet loss ratio by
45%, and the end-to-end delay by 2,5 seconds.
Cobarzan et al. [15] have shown that RPL and standard
unreachability detection systems with RPL fail in preventing
node disconnection for mobile nodes.Therefore a new cross-
layer protocol (MT-RPL) is proposed.This MT-RPL protocol
benefits from the X-Machiavel MAC protocol that favors
mobile nodes which want to transmit data. The new protocol
achieves a packet delivery ratio of 62% to 66% for traffic from
a mobile node towards a sink node. The paper also analyses
the packet delivery ratio for traffic from root to mobile node
which results in percentages of 23% to 36%.
In our research group we defined a standard compliant
optimization of RPL. RPL with enhanced neighbour discov-
ery optimizes the routing from amobile node towards a static
sink. This solution uses the DIS mechanism, an adapted link
quality estimation function, an alternative parent, and detec-
tion of connection loss to obtain an end-to-end packet deliv-
ery ratio ofmore than 80%over a static “access” network from
communication from a mobile node towards a static sink.
Due to the movement of mobile nodes, their neighbour-
ing nodes and the link quality with these nodes constantly
change. Because the mobile node has to rediscover its envi-
ronment every time and this situation is similar to the discov-
ery of the network at start up, the same discovery mechanism
(DIS broadcast mechanism) to solicit for DIOmessages from
neighbouring nodes is used.
The solution also uses an alternative parent which,
together with the preferred parent, is monitored via DIS uni-
casts.
To prevent the selection of a neighbour which is out of
reach, old parents in the neighbour list are deleted if they do
not respond with a DIO after a few DIS broadcast messages.
For the selection of a parent for a mobile node this paper
will use our optimization of RPL because it is the most
relevant to our scenario and it is standard compliant.
3. Downward Routing in RPL
To send packets to any node that is part of a RPL network, a
downward routemust exist towards this node.When amobile
device is part of the network, this downward route can fail.
As such, before proposing optimizations in Section 4, this
section first describes the existing mechanism for creating
and maintaining downward routes.
3.1. Downward Route Construction. Downward routes are
created from “bottom to top,” meaning that the downward
route construction process is initiated by the node that should
be reached.Thenode, towhich a downward route has to be set
up, sends a destination advertisement object (DAO) message
(with the lifetime of the route as an option field) via its
preferred parent towards the root. The preferred parent will
then forward the DAO message via its own preferred parent
towards the root of the DODAG. Using this mechanism,
the DAO message propagates the destination information
upwards to the root via the DODAG.
The DAO mechanism can work in two modes: storing
mode and nonstoring mode. (i) In nonstoring mode, interme-
diary nodes on the path forward the DAO message towards
the sink but do not store the destination information in their
routing table. Only the sink node has knowledge about the
exact topology. Downward messages are routed downward
using IP source routing: the sink includes the full route
information in the header of the packets. (ii) In storing mode
intermediate nodes on the path between the root and the
node store information about downwards nodes in their
routing table. The routing table is used for routing packets
downward using their IPv6 destination address. In this paper
we will focus on the storing modemechanism.
3.2. Downward Route Maintenance and Update. When a
node receives a DAOmessage, the node computes if the DAO
changes the set of prefixes that the node advertises. If so, it
generates a new DAO message and transmits it to its parent.
According to the RFC, the transmission of this DAOhas to be
delayed to aggregate information of other nodes. The default
value suggested by the RFC for this delay is 1 second.
3.3. Downward Route Cancellation and Update. No-path
DAOmessages (DAOmessage with lifetime zero) are sent by
nodes to their parent to remove a path towards a specific node
(Figure 1). A node that receives a no-path DAOwill send this
packet further to its parent, to inform also its parent that it
should cancel the downward route towards the original node.
Route cancellations can be sent to indicate a forwarding error,
indicate a neighbour unreachable error, or indicate when a
mobile node loses reachability with its parent.
After the transmission of the no-path DAO, a node sends
out a DAOmessage towards its new parent to establish a new
downward path (Figure 1).TheRFC specifying RPLmentions
that, in order to aggregate DAO information of other nodes,
the sending of a DAO message should be delayed.
3.4. Point-to-Point Routing in RPL. Communication between
two nodes inside the network is based on the downward path
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Figure 1: Downward route cancellation and setup mechanism of
RPL.
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Figure 2: Point-to-point routing in RPL.
construction for communication between sink and node. As
stated in the RFC [1] defining RPL “A packet flows towards
a root until it reaches an ancestor that has a known route to
the destination.” If no common ancestor exists, that common
ancestor may be the DODAG root. In other cases, it is a node
closer to both the source and destination (Figure 2).
The mentioned issues can have a severe impact on point-
to-point traffic. If the old path in the sub-DODAG of the
commonparent is not deleted,messages fromall nodes in this
sub-DODAG towards the destinationnodewill be sent via the
old path (Figure 3).
4. Downward Route to Mobile Nodes
This section will discuss the shortcomings of the RFC mech-
anism when used to communicate with mobile nodes. As
CA
21
NPOP
11
R
DAO
Data
Data
Data
R→R
R→OP
R→R
R→NP
R→ 21
No-path
DAO
Figure 3: Packet loss due to inconsistent subtrees in point-to-point
traffic when old route is not cancelled.
mentioned previously, the mechanism for switching from a
previous parent to a new preferred parent is described by the
RFC as follows. (1) First, the node must transmit a no-path
DAO towards the old preferred parent. (2) Next, the node
must generate a DAOmessage to the new preferred parent to
construct a new downward route from the root to the mobile
node (Figure 1).
The mechanism described in the RFC can lead to incon-
sistent routing states when the no-path DAO does not arrive
due to packet loss or when the mobile node is already out
of reach of the old parent. In this case, the old downward
route keeps on existing until the lifetime of the route expires
(Figure 3).
The frequency with which this will occur depends mainly
on the packet loss of the network and the movement speed of
the mobile node and can potentially result in a large part of
the tree with incorrect routing information.
A second inconsistency can occur when after deleting an
old path (by a no-pathDAO) a newparent is selected from the
neighbour list that is no longer reachable (Figure 4).This will
result in loss of connectivity because the old path is deleted
and the new path is not set up since the DAO initiating the
construction of a new path cannot be delivered to the new
parent.
4.1. Route Maintenance Improvements. To remedy this situa-
tion, this paper proposes modifying the cancellation mecha-
nism for downward routes. Currently when a DAO message
arrives at a node which is a common ancestor for the old and
the new route and the old route is not already cancelled, the
old path is overwritten by the new path. However, the old
path will still exist in the subtree of the old path until the
lifetime of the path expires. Therefore, we propose to change
the behaviour. Firstly, mobile nodes should not delay the
transmission of the DAO, since this has a significant potential
to lead to inconsistent states. Secondly, instead of generating
a no-path DAO from the mobile node, the common ancestor
should generate a no-path DAO upon receiving an updated
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Figure 4: Selection of new parent that is no longer available,
resulting in unreachability of mobile node.
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DAO. The no-path DAO created by the common ancestor
should be propagated downward over the old route towards
the old parent of themobile node (Figure 5). (We assume that
packet loss ismost problematic for themobile node, while the
underlying static network is sufficiently reliable to deliver the
different DAOmessages. This assumption is also made in the
RFC and is a requirement for the good functioning of the RPL
protocol for static networks.)
This approach solves several of the identified shortcom-
ings of the current behaviour. First, packets that are stored in a
node between the common ancestor and themobile node can
still be delivered to the mobile node since the old downward
route between the root and the destination can still be used
until the new downward route is installed. Secondly, lost no-
path DAO packets from the mobile node no longer result in
CA
NPOP
R
Standard RPL
Optimized RPL
Figure 6: Comparison between standard protocol and proposed
solution concerning DAO packet flows for updating downward
paths.
an inconsistent state since the proposedmechanismwill clean
up the route in the sub-DODAG of the old common parent
on the path to the destination node. As a result, point-to-
point communication can no longer be disrupted due to the
inconsistent state.
In addition to solving the inconsistencies, the proposed
route update approach also has a lower total packet overhead.
The packet overhead for the nodes on the old and new path
between the common ancestor and the destination node
remains the same (Figure 6). However, the destination node
(R) and the nodes between the common ancestor (CA) and
the DODAG root have to transmit only a single packet and
the old parent (OP) has to transmit no DAO packet. The
overall reduction of packets per parent switch can thus be
expressed as #hops(CA → root) + 1.
4.2. Alternative Solutions. For the sake of completeness, this
section mentions several alternative mechanisms for route
maintenance that we considered but did not implement since
they have several other disadvantages:
(i) One alternative is to delay the transmission of no-
path DAO from the mobile nodes until the DAO
messages on the new path have propagated the new
path. Delaying these no-path DAO messages ensures
that at no point in time no downward route to the
mobile node exists. However, this approach has the
disadvantage that the probability increases that the
previous preferred parent is already out of range
and can no longer receive the no-path DAO, again
resulting in inconsistencies in the tree.
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Table 1: Simulation configuration.
TERRAIN 375m × 375m
Number of nodes 37
Node placement Uniform 6 × 6 grid with 75m intermediate distance + 1 mobile node
Application Point-to-point
Simulated platform Sky-platform
Simulation time 1800 seconds
Number of simulations 30 times for each setup
Routing layer Adapted ContikiRPL
Network simulator COOJA
MAC protocol CSMA
RDC driver NullRDC (no sleep schedule)
Link failure model Unit Disk Graph Medium (UDGM): distance loss
Application traffic every 10 s UDP packet
Moving speed 5 km/h, 10 km/h, 15 km/h, 20 km/h
ETX-ALPHA value 60%
DIS Broadcast interval 24 s (5 km/h)-12 s (10 km/h)-9 s (15 km/h)-6 s (20 km/h)
DIS Unicast interval 12 s (5 km/h)-6 s (10 km/h)-4 s (15 km/h)-3 s (20 km/h)
MAXMAC transmissions 3
TX ratio 100%
Probability packet reception [TX-ratio] × (1 − ([distance]2/[TX-range]2) × (1 − [RX-ratio]))
(ii) A second alternative is to let themobile node transmit
a DAO with a limited lifetime towards the old pre-
ferred parent instead of a DAO with a lifetime of zero
(no-path DAO). As a result, the old path will remain
active only for a limited time. After the lifetime has
expired, the path is deleted. This approach has two
major disadvantages. (i) During the limited lifetime
it is possible that the mobile node moves out of reach
of the previous parent, which again makes the path
incorrect. (ii) The new parent might be unreachable
due to incorrect parent selection. In such a case the
old path is cancelled on the moment the limited
lifetime expires, resulting in a situation where no path
is available any more to the mobile node (Figure 4).
The solution proposed before did not have either of these
problems.
5. Evaluation Set-Up
The proposed enhancements to support communication
towards a mobile node which moves inside a static grid of
a wireless sensor network have been implemented in the
open source Contiki operation system (version 2.7) [16]. To
evaluate the performance of the improvements, experiments
were performed with the COOJA simulator [17] with the
configuration parameters of Table 1 and without the use of
location information.
The simulations were performed for 4 topologies. The
first two topologies use receiving ratio of 100%, a transmit
range of 100 meters, and an interference range of 140 meters
(Figure 7). In the first topology the sender will be the sink
positioned in the upper left corner. For the second topology
S
S
M
Sink
Mobile
Sender
100%
100%
100% 100%
75m
75m
10
0m
M
Figure 7: Topology for lossless tests with path of mobile node.
the senders were positioned in the lower left and upper right
corner of the grid. With these topologies we simulate an
almost ideal scenario in which every node (except the border
nodes) has four ideal neighbours with perfect link quality.
International Journal of Distributed Sensor Networks 7
S
71.3%
71.3%
71.3%
42.6% 42.6%
71.3%42.6% 42.6%
S
M
Sink
Mobile
Sender
75m
75m
14
0m M
Figure 8: Topology for lossy tests with path of mobile node.
The last two topologies use a transmit range of 140 meters
and an interference range of 180 meters. In these topologies
receiving ratio of 0,1% (at the border of the transmission
range) is used (Figure 8). This results in an exponential
degrading probability of packet reception according to the
formula in Table 1. In the third topology the sender will be the
sink positioned in the upper left corner. For the last topology
the senders were positioned in the lower left and upper right
corner of the grid. With these topologies we simulate a real
life scenario in which every node (except the border nodes)
has four neighbours with an acceptable link quality and four
nodes with a bad link quality.
In all topologies the mobile node starts moving after 2
minutes from the lower left corner towards the upper right
corner and directly back to the lower left corner. After the
node arrives back in the lower left corner the mobile node
immediately starts the same movement pattern and this is
repeated during the rest of the simulation. This movement
pattern is chosen because it ensures that the mobile node will
cross most subtrees of the DODAG.
These two types of topologies illustrate the ideal and the
worst case scenario. A realistic real-life scenario will be sit-
uated in between these two scenarios.
6. Evaluation Results
Using simulations, we will compare the performance of (i)
standard RPL, (ii) RPL with enhanced neighbour discovery
for mobile nodes (see Section 2.3), and (iii) the proposed
optimizations for routing towards mobile nodes. The first
parameter for the evaluation is the average end-to-end packet
delivery ratio which represents the percentage of received
packets divided by the number of transmitted packets during
the movement of the mobile node. A second parameter is the
distribution of the delay of all the received packets during the
whole simulation. In total 5010 packets are sent over the 30
simulation runs for each parameter.
6.1. Sink to Mobile without Packet Loss. The first scenario
represents communication from a sink towards a mobile
node in a lossless environment (Figure 7). In Figure 9(a) the
average end-to-end packet delivery for the three evaluated
protocols is presented, as well as the standard deviation. The
results show that the standard RPL protocol is not suited at all
for communication from sink towards a mobile device. The
“mobile” solution, whichwas proposed to support communi-
cation frommobile nodes, slightly improves the performance,
but the communication remains extremely unreliable. In con-
trast, the proposed solution drastically improves the end-to-
end packet delivery ratio for all consideredmovement speeds.
In Figure 11(a) the delay of all the received packets is
shown. The figure shows that almost all the received packets
have a delay between 50 and 100ms.
6.2. Sink to Mobile with Packet Loss. Similar experiments
have been performed with packet loss (Figure 8); the results
are shown in Figures 9(b) and 11(b). As expected, the
average end-to-end packet delivery ratio is lower than in
the previous simulations, but the optimizations still result
in significant improvements (Figure 9(b)). Note that whereas
in the previous simulations the packet loss was nonexistent,
the packet loss used in the last simulations is higher than
that observed in many (especially open air) environments.
As such, most realistic deployments will probably exhibit
behaviour that is intermediate between these scenarios.
If we compare the results of the average packet delivery
ratio of standard RPL and the results of RPL with enhanced
neighbour discovery formobile nodes (Figure 9(b)) we ascer-
tain a lower delivery ratio for RPL with enhanced neighbour
discovery. This decrease can be explained by the loss of
control messages to switch the downward path which lead to
inconsistencies in the routing path towards the mobile node.
Since for the standard protocol switching of parent occurs
only rarely, the packet loss will only affect the actual data traf-
fic and will not affect the consistency of the downward path.
The effect of packet loss on the average delay of all the
received packets is shown in Figure 11(b). Due to retransmis-
sions, the number of packets with a delay between 50 and
100ms is drastically decreased for all scenarios.
6.3. Point-to-Point Sending towards Mobile without Packet
Loss. Whereas the previous scenarios evaluated traffic from
the sink to themobile node, we now evaluate the performance
of point-to-point communication from two infrastructure
nodes, situated in the lower left and upper right corner of the
grid (Figure 7) towards the mobile node. Again, the perfor-
mance of the optimized solution improves the overall perfor-
mance by remedying the internal inconsistencies (Figure 10).
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Figure 9: Average top-down end-to-end packet delivery ratio (with corresponding standard deviation) for the different movement speeds
(sender = sink) (simulations) (receiving ratio of 100%).
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Figure 10: Average top-down end-to-end packet delivery ratio
(with corresponding standard deviation) for the differentmovement
speeds (sender upper right corner; the other sender has similar
behaviour) (simulations).
The average delay of the received packets (Figures 12(a)
and 12(b)) is lower than that in the previous scenario since the
mobile nodemoves closer to the sender during itsmovement.
However, it is worth noting that the delay of the unoptimized
solutions is lower than the one of the optimized solution.
This is because a faulty internal state is more likely to result
in packet loss when packets have to traverse multiple hops.
As a result, packet loss for the unoptimized solutions occurs
mainly for those packets that have to traverse multiple hops,
whereas the packets with a low number of hops (low delay)
are still received. We illustrate the above explanation by
analysing the number of packets that are received over time
by each solution (see Figures 13(a), 13(b), and 14).
The main part of the received packets, from the upper
right corner, has a delay between 100 and 200ms for the
standard and optimized scenario. For the protocol with only
optimized neighbour discovery the main part has a delay
lower than 50ms.
When using the standard RPL, received packets arrive
for both senders periodically at the same time period
(Figure 13(a)). Because standard RPL fails in the timely
selection of a new parent and in updating the downward
path, the existing path stays in place and all packets are
routed to the old parent of the mobile node. Every time the
mobile node comeswithin reach of the old parent, the packets
sent by the two senders arrive at the mobile node. This also
explainswhy the delay for the sender in the upper right corner
(Figure 12(a)) is higher than the delay for packets from the
sender in the lower left corner (Figure 12(b)), which is the
initial parent.
When considering the reception pattern for the RPL
protocol with optimized neighbour discovery (Figure 13(b))
the packets also arrive periodically, but they are no longer
synchronized. In this case, themobile node selects newparent
nodes, but the old path cannot be cancelled because the
old parent is out of reach so the no-path DAO cannot be
delivered. As a result, packets arrive mainly when the node
is in reach of the sending node.
Finally, Figure 14 shows the reception pattern for the opti-
mized protocol. Since the mobile node constantly evaluates
its parents and old routes are cancelled by sending no-path
DAOmessages downwards via the old path, packet reception
is not systematically interrupted.
6.4. Point-to-Point Sending towards Mobile with Packet Loss.
Finally, the results obtained when two infrastructure nodes
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Figure 11: Packet delay of all received packets for the different movement speeds (sender = sink) (simulations).
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Figure 12: Packet delay of all received packets for the different movement speeds (simulations).
are transmitting towards a mobile node in a lossy environ-
ment are similar to the previous observations. The overall
end-to-end delivery ratio is lower due to internal packet loss,
and as a result the average end-to-end delay increases.
7. Experimental Evaluation: iMinds wiLab.t
Office Testbed
To validate the conclusions from the simulations, additional
tests were performed on a real-life testbed (iMinds wiLab.t).
The setup and results are discussed in this section.
7.1. Testbed Setup. The wiLab.t testbed [18, 19] is a testbed
which consists of Tmote sky sensor nodes connected to an
embedded PC installed at the ceiling on almost 200 locations
on three floors in an office environment. The embedded PCs
are interconnected via a switch over Ethernet. For thewireless
communication in these tests, the IEEE 802.15.4 interface
with channel 26 and a transmit power of −15 dBm (level 7)
was used. The topology and selected nodes from the wiLab.t
testbed are displayed in Figure 15.
The tests were performed on two floors of the testbed.The
sink was positioned centrally on the second floor (node 107).
The connection with the third floor is possible through nodes
10 International Journal of Distributed Sensor Networks
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Figure 13: Example of the received number of packets during simulation of sending nodes in the upper right corner (UR) and lower left
corner (LL) with receiving ratio of 100% (simulations).
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Figure 14: Example of the received number of packets during
simulation of sending nodes in the upper right corner (UR) and
lower left corner (LL) with receiving ratio of 100% (simulations)
(RPL with proposed enhancements).
installed in the technical shaft (nodes 10-50-70-101) between
the two floors. This results in a DODAG tree with two main
branches, each of which connects via one of the technical
shafts towards the third floor of the testbed. On the third floor
a mobile node moves from one side of the floor towards the
other side of the floor to force the switching of one branch
towards the other branch of the DODAG.
Two nodes (nodes 57 and 95) on the second floor send
data packets towards the mobile node. Since no automated
mobility is supported in the used testbed, a mobility pattern
was emulated by having a person walk from the left side of
the floor (under node 200) towards the right side of the floor
(under node 2) and back to the left side of the floor, with a
stationary moment at each end point. The mobile node was
attached to a laptop for logging purposes. Due to limitations
of the office environment only slow mobility (walking speed)
could be tested. Multiple repetitions of the same movement
pattern were used.
7.2. Experiment Results. In Figure 16 the received packets
by the mobile node in relation to the packets sent towards
the mobile node (by the two sending nodes) is represented
for the standard (Figure 16(a)) and the optimized protocol
(Figure 16(b)). In this scenario there is no stationarymoment
between moving from the left to the right and from the right
to the left on the third floor of the testbed.
In Figure 16(a) the connection is lost by the standard RPL
protocol and is only reestablished when the mobile devices
moves back to its original location. For the optimized proto-
col (Figure 16(b)) the packet reception is much more contin-
uous, but during parent switches some packet loss occurs.
Figure 17 compares the packet reception pattern for the
standard RPL protocol (Figure 17(a)) and the optimized
RPL protocol (Figure 17(b)) in case of a stationary moment
of 3 minutes (represented by a dotted line in the graph)
before going back to the original location. The effects of this
stationary moment can clearly be observed in the standard
RPL protocol behaviour, illustrating the long period it takes
before standard RPL detects inconsistencies in its routing
tree. The graph shows that as long as the mobile node is in
reach of its parent the packets from both senders, which are
routed via the preferred parent, arrive at the mobile node.
Once the mobile node is out of reach of the preferred parent,
no packets arrive at the mobile node. When the mobile node
starts to move back again, after some time the node is again
in reach of its parent and the transmitted packets are received
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Figure 16: Number of packets received in relation to packets sent from sender 57 (right sender) and sender 95 (left sender) without stationary
moment on the iMinds testbed.
again by the mobile node. These shortcomings are remedied
by the improved neighbour monitoring and the new path-
update mechanism of the proposed solution.
In terms of packet delivery ratio, the end-to-end packet
delivery ratio for two senders (on the second floor) towards
a mobile node with stationary moments (on the third floor)
is between 61% and 78% depending on the duration of
the stationary period. The slight increase of the end-to-end
packet delivery ratio for longer stationary moments can
be explained because the link quality will be more stable
resulting in less parent switches.
For the standard protocol the end-to-end packet delivery
ratio is much lower: between 25% and 35% depending on
the length of the stationary moment. In case no stationary
moment is used, the delivery ratio is around 70%, which is
comparable to the optimised scenario. This last percentage is
however not representative because the mobile node is only a
short period out of reach of its original parent.
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Figure 17: Number of packets received in relation to packets sent from sender 57 (right sender) and sender 95 (left sender) with stationary
moment of 3 minute (under node 2) on the iMinds testbed.
7.3. Experiment Conclusions. Due to the use of a real life
environment, the experimental tests are influenced by outside
network conditions and as such are not fully repetitive.
However, the experiments illustrate that the standard RPL
protocol cannot handle fast parent change and fast downward
route update for nodes moving out of reach. The obtained
results validate the simulations and prove the need for mod-
ifying the deletion and updating mechanism for downward
routes, especially for routing towards mobile nodes.
8. Future Work
Further research about the optimization of the parent selec-
tion mechanism can possibly lead to an increase of the end-
to-end packet reception ratio and a decrease in terms of
signalling overhead. A reduction of the total overhead can
be obtained by the intelligent selection of alternative and
preferred parent. If this selection, especially the switching
of the preferred parent, is done intelligently, the number of
downward path switches is minimised which reduces the
packet loss and total overhead.
One issue which is not yet solved by the optimizations
proposed in the paper is the fact that packet loss can occur
when the old parent cannot reach the mobile node any more,
but the old route is not yet cancelled by a newDAO.This point
of failure also exists in the old protocol, where an old route
cannot be cancelled when at the moment of the parent switch
the old parent is no longer in reach.
In an ideal switching case the possibility of communica-
tion with the old parent still exists some time after the switch-
ing of parent to ensure that packets still travelling on the
old downward path still can be delivered. If the connection
with the old and the new preferred parent remains possible
until the complete downward route is updated (and the old
route is completely cancelled), this can possibly lead to a
total elimination of packet loss due to the updating of the
downward route.
The bestmoment for switching fromone preferred parent
towards another preferred parent happens when the link
quality with the old parent is decreasing and the link quality
with the new parent is increasing. If the location of the
infrastructure nodes and the path of the mobile node are
known, ideally the next selected parent is selected to ensure
the longest connection time between themobile node and the
new parent. Since this information is typically unavailable, a
more realistic switching scenario is that a mobile node selects
a parent where it is still moving towards and switches when
it detects that the link with the current preferred parent is
degrading. Especially for the maintenance of the downward
paths towards the mobile node, it is important that the
number of neighbour switches is minimized. On the other
hand the switching has to be finished before connection is lost
between themobile node and the current parent. Future work
could include historical information to estimate the speed of
the device and use this information to dynamically adapt the
speed of neighbour switches.
9. Conclusion
This paper has shown that communication towards mobile
nodes is not feasible in standard RPL protocols due to slow
parent switching mechanism and the occurrence of faulty
states in subtrees when mobile nodes move out of reach of
a parent. Although previous RPL optimizations to support
mobility have been proposed, these did not remedy the prob-
lem of incorrect downwards route maintenance. To this end,
this paper (i) analysed the downward path mechanism and
identified shortcomings for routing towards mobile nodes,
(ii) proposed optimizations to enhance routing towards
mobile nodes, and (iii) validated these optimizations in sim-
ulation with different scenarios, different movement speeds,
andwithout the use of location information.The validation of
the optimizations was also verified in real-life experiments.
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This study is the first to enable communication to a
mobile node using the RPL protocol, either from a sink (sink-
to-point) or from another RPL node (point-to-point). The
solution was shown to reduce the overhead for communicat-
ing route updates through the RPLDODAGand amathemat-
ical formula for calculating the packet reduction per parent
switch was given. Further reduction of the total overhead
can be obtained by the intelligent selection of alternative and
preferred parent. Simulations and experimental deployments
showed improvements of the end-to-end packet delivery
ratio by up to 40%, depending on the scenario. In realistic
scenarios, the obtained improvements will dependmainly on
the frequency with which the mobile node moves towards
parts of the tree that are inconsistent.
After adding the proposed enhancements of this paper to
RPL,whenusing one of themobilitymechanisms for upwards
routes, the reliable communication from and towards mobile
nodes via RPL becomes possible.
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