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Introduction
The work reported in this thesis has been performed within the Trigger and Data
Acquisition (TDAQ) working group of the CERN NA62 experiment, with the
purpose of studying and developing the trigger system essential for the collection
of rare kaon decays. The NA62 experiment is located in the CERN North Area
SPS extraction site and it aims at measuring the Branching Ratio of the ultra-rare
decay K+ → pi+νν in order to provide a stringent test of the Standard Model.
The theoretical introduction of the K+ → pi+νν decay and the NA62 experimen-
tal strategy are described in chapter 1. In chapter 2 the NA62 experimental setup
is described, composed of an upstream part, with detectors used to identify and
measure the propriety of the K+ inside the beam, and a downstream part where
the decay products are detected. The first part of this work concerns the devel-
opment of the common Trigger and Data Acquisition system for the majority of
detectors in NA62. The system, the boards and the firmwares are presented in
chapter 3. The second part of the work describes in chapter 4 the studies of both
hardware low-level (L0) and software high-level triggers for the selection of the
K+ → pi+νν decay, on the real data collected in 2015. The chapter 5 focuses on
the development of a L1 trigger algorithm for the NA62 STRAW spectrometer,
essential to reach the design rate for the L1 event output.
i
ii INTRODUCTION
Chapter 1
Theoretical and experimental
framework
1.1 Introduction
The NA62 experiment is located in the CERN North Area SPS extraction site
and aims at measuring the Branching Ratio of the ultra-rare decay K+ → pi+νν,
collecting about 100 events in two years of data taking. This decay, with its
neutral partner KL → pi0νν, is a very useful process to study flavour physics and
to obtain a stringent test of the Standard Model; in fact the Branching Ratio
of these decays can be computed with high precision within the Standard Model
(SM) [37].
BR(K+ → pi+νν)(SM) = (7.81+0.80−0.71 ± 0.29)× 10−11 (1.1)
B(KL → pi0νν) = (2.43+0.40−0.37 ± 0.06)× 10−11. (1.2)
The first error is related to the uncertainties in the input parameters, the sec-
ond error quantifies the remaining theoretical uncertainties. The uncertainties in
the Branching Ratio are dominated by the knowledge of the CKM mixing matrix
parameters, but the purely theoretical error is unusually low, about 2%, because
this decay is suppressed by a quadratic GIM mechanism[58] and is dominated
by short-distance dynamics. The short-distance amplitude is controlled by one
single semileptonic operator whose hadronic matrix element, usually the most
important source of uncertainties, can be obtained precisely from the experimen-
tal measure of K+ → pi0e+ν decay. The combination of the Branching Ratio of
these two decays (K+ → pi+νν and K0 → pi0νν) would allow to determine the β
angle of the Unitarity Triangle and to have a powerful test on Standard Model.
The K+ → pi+νν decay is one of the best probes for new physics effects
and it is complementary to direct searches for models like non Minimal Flavour
Violation[69][31][29]. This decay is computed very precisely also within these new
physics models: even a deviations of 20% from the SM value can be considered
as a signal of new physics.
At the present time the most accurate measurement (1.3) of this decay was
obtained by the E787 experiment and its upgrade E949 at BNL (from 1995 to
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2002) which collected seven events [22].
BR(K+ → pi+νν)(E787 + E949) = 17.3+11.5−10.5 × 10−11 (1.3)
This result shows the present large gap between the theoretical precision and
the experimental error. NA62 wants to improve the measurement of this decay
Branching Ratio reaching a precision of 10%, by collecting about 100 events
in three years of data taking. 1013K+ decays are required, assuming a signal
acceptance of the 10% and a branching ratio of the order of 10−10 and the rejection
factor for other kaon decays shall be about 1012. The possibility to measure trigger
efficiencies and background suppression factors directly from data will allow to
control other systematic uncertainties.
1.2 The CKM matrix
The Cabibbo-Kobayashi-Maskawa (CKM) matrix [43][72] describes the quark
flavour-mixing in the Standard Model weak decays connecting the quark flavour
eigenstates (d, s, b) to the weak interaction eigenstates (d’, s’, b’ ) which interact
with the u, c, t quarks flavour eigenstates.d′s′
b′
 =
Vud Vus VubVcd Vcs Vcb
Vtd Vts Vtb
ds
b

Quark mixing only appears between negatively charged quarks and not be-
tween the positively charged ones for historical reasons: when Cabibbo suggested
this mechanism only the u, d and s quarks had been discovered.
The CKM matrix is a generalisation of the 2 x 2 Cabibbo matrix to include
three quark families, it is an unitary 3 x 3 matrix that can be expressed through
the Wolfenstein parametrisation[92]
V =
 1− λ2/2 λ Aλ3(ρ− iη)−λ 1− λ2/2 Aλ2
Aλ3(1− ρ− iη) −Aλ2 1
+O(λ4)
The 4 real matrix parameters are:
λ = sin θ12, Aλ
2 = sin θ23, Aλ
3(ρ− iη) = sin θ13e−iφ
where θij are three real Cabibbo-like angles expressing a rotation and φ is a phase
factor that encodes the CP violation in the SM. Shown below are the current
experimental values of the nine CKM elements obtained by combining the results
of different measurements. The elements of the two u- and c-quark columns
(|Vud|, |Vus|, |Vub|, |Vcd|, |Vcs| and |Vcb|) are extracted from measurements of the
leptonic (q1q¯2 → lν) and semileptonic (q1 → q2lν) decays of the pi, K, D and B
mesons and from measurements of their masses and lifetimes. The t-quark column
elements (|Vtd|, |Vts| and |Vtb|) cannot be obtained from leptonic or semileptonic
decays because the top quark mass is above the Wb threshold and the process
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t→ Wb occurs before top hadronisation. The element |Vtb| is therefore obtained
from the measurement of the t-quark production cross-sections (σ(pp¯→ tb¯) and
σ(pp→ tb)). The same processes for d - and s-quark are instead suppressed by at
least a factor 103: in this way no tree-level processes are suitable to determinate
|Vtd| and |Vts|, requiring the study of loop-mediated processes such rare K and B
decays and B−B¯ oscillations for their determinations. The current measurements
of these two parameters are obtained by CDF[2] and LHCb[1] experiments from
the mass difference of the mass eigenstates BL and BH mesons. The branching
ratio of the K+ → pi+νν (main goal of the NA62 experiment) will give a clean
and independent measurement of |VtdV ∗ts|.
|Vud| = 0.97425± 0.00022 |Vus| = 0.2252± 0.0009 |Vub| = (4.15± 0.49)× 10−3|Vcd| = 0.230± 0.011 |Vcs| = 1.006± 0.023 |Vcb| = (40.9± 1.1)× 10−3
|Vtd| = (8.4± 0.6)× 10−3 |Vts| = (42.9± 2.6)× 10−3 |Vtb| = 0.89± 0.07

1.3 The unitary triangles
The CKM matrix unitarity leads to nine conditions on its elements: one for each
element of the V †V matrix. Shown below is one of the combinations conditions
VudV
∗
ub + VcdV
∗
cb + VtdV
∗
tb = 0
that can be represented graphically in the complex plane as a triangle made of
three vectors (see figure 1.1): each one corresponding to one term of the relation.
Figure 1.1: Unitarity triangle.
The angles and the side lengths of the triangle are physical observables. So the
previous relation (like the others) combination can be tested experimentally to
verify the matrix unitarity and therefore to test the SM. For the chosen relation
the vertexes of the triangle are (0,0), (1,0), (ρ¯, η¯) with
ρ¯ = ρ
(
1− λ
2
2
)
, η¯ = η
(
1− λ
2
2
)
.
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The angles are given by the following relations:
β = arg
(
−VcdV
∗
cb
VtdV ∗tb
)
, α = arg
(
− VtdV
∗
tb
VudV ∗ub
)
, γ = arg
(
−VudV
∗
ub
VcdV ∗cb
)
.
Measurement of CP asymmetries in Bd decay (like Bd → J/ΨKs and Bd →
pipi) allow to obtain the values sin 2β and sin 2α. In the next sections we will see
that the K → piνν processes offers a complementary and independent tool to test
the above relation in the SM.
1.4 The K+ → pi+νν branching ratio
Before discussing with the theoretical computation of the branching ratio, it is
useful to define the decay width for a decay X → Y :
Γ(X → Y ) def= 1
2mX
∫
|A(X → Y )|2dΦ(Y )
where A(X → Y ) is a matrix element that describes the dynamics of the
process X → Y and is called decay amplitude, Φ(Y ) is the final state phase
space and mX is the mass of the decaying particle X.
The branching ratio of the decay X → Y is the ratio between that process
decay width and the sum of all the decay widths of all possible decays of particle
X:
B(X → Y ) def= Γ(X → Y )∑
n Γ(X → Yn)
If there are different final states that are experimentally indistinguishable,
the branching ratio is obtained as by the sum of these branching ratios. This
is the case for the K+ → pi+νν decay, because the three neutrino flavours are
indistinguishable in our experiment, so the branching ratio is given by the formula:
B(K+ → pi+νν) =
∑
l=e,µ,τ
1
2mKΓtot
∫
|Al|2dΦ(pi+νlνl)
where Al ≡ A(K+ → pi+νν) and Γtot ≡
∑
n Γ(X → Yn). The main contribu-
tion to the amplitude Al in the SM derives from the flavour changing quark tran-
sition s → dνν described by three one-loop Feynman diagrams, the Z-penguins
and the W-box (see figure 1.2).
The effective Hamiltonian for this contribution can be written in the SM as
[69]:
HSMeff =
GF√
2
α
2pi sin2 θW
∑
l=e,µ,τ
(V ∗csVcdX
l + V ∗tsVtdX(xt))(s¯d)V−A(ν¯lνl)V−A (1.4)
where
• GF is the Fermi constant,
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Figure 1.2: The penguin and box diagrams contributing to K+ → pi+νν.
• α is the electromagnetic coupling constant,
• θW is the weak mixing angle,
• X l are functions describing the contribution of the c-quark to the amplitude
Al (with l = e, µ, τ),
• X(xt) is a function describing the contribution of the t-quark, xt = m2t/M2W
where mt and MW are the masses of the top-quark and W boson respec-
tively,
• (s¯d)V−A and (ν¯lνl)V−A are the quark and lepton neutral weak currents with
vector - axial vector structure.
The u-quark contribution is not present in this formula because it is negligible
(the contribution depends on m2u/M2W ). Indeed, because of its mass, the top-
quark contribution is dominant and the s → d transition is described by short-
distance quark dynamics.
Starting from the effective Hamiltonian (the amplitude is A = −iHeff ), the
branching ratio can be written as
B(K+ → pi+νν) =
∑
l=e,µ,τ
|Gl|2
4mKΓtot
∫
|(s¯d)V−A(ν¯lνl)V−A|2dΦ(pi+νlνl)
where
Gl
def
=
αGF
2pi sin2 θW
(V ∗csVcdX
l + V ∗tsVtdX(xt))
Usually the evaluation of the hadronic matrix element of the FCNC processes
limits the precision of the theoretical estimate due to non-perturbative effects.
An important property of the K+ → pi+νν decay is that the hadronic matrix
element can be extracted from the branching ratio of K+ → pi0e+ν decay that is
well-measured.
B(K+ → pi0e+ν) = G
2
F |Vus|2
4mKΓtot
∫
|(s¯u)V−A(ν¯ee)V−A|2dΦ(pi0e+ν)
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The K+ → pi+νν branching ratio can be written as
B(K+ → pi+νν) =
∑
l=e,µ,τ
|Gl|2
G2F |Vus|2
2rK+B(K
+ → pi0e+νe)
where rK+ = 0.901± 0.027 is an isospin breaking corrections[77][30].
Often in literature this expression is written summing over three neutrino
flavours as follows [38]
B(K+ → pi+νν) = k+(1+∆EM)
[(
Imλt
λ5
X(xt)
)2
+
(
Reλc
λ
Pc(X) +
Reλt
λ5
X(xt)
)2]
where
• k+
def
= rK+
3α2B(K+→pi0e+νe)
2pi2 sin4 θW
λ8,
• λ def= |Vus|,
• λq = V ∗qsVqd,
• ∆EM = −0.15% is a long-distance QED radiative corrections [78],
• X(xt) is the top-quark contribution,
• Pc(X) is the charm-quark contribution.
If we insert the numerical values of the parameters [84]
B(K+ → pi0e+νe) = (5.07± 0.04)%, α = 1
127.9
, sin2 θW = 0.231,
we obtain [69]:
k+ = (5.173± 0.025) · 10−11
[
λ
0.225
]8
.
The top-quark contribution can be expanded as
X(xt) = X
0(xt) +
αs(mt)
4pi
X1(xt) +
α
4pi
XEW (xt)
where αs is the strong coupling constant, X0(xt) is the leading-order (LO) con-
tribution[67], X1(xt) is the next-to-leading order (NLO) QCD correction[79] and
XEW (xt) is a two-loop electroweak correction[37]. With the recently computed
two-loop electroweak correction the value of the top-quark contribution [37] is
X(xt) = 1.469± 0.017± 0.002.
The first error corresponds to the uncertainty on the QCD corrections, instead
the second error is due to the uncertainty of the electroweak corrections.
The charm-quark contribution Pc(X) is composed of a short-distance and a
long-distance part:
Pc(X) = P
SD
c (X) + δPc,u.
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The short-distance part can be written as
P SDc (X) =
1
λ4
[
2
3
Xe +
1
3
Xτ
]
where X l are functions describing the contribution of the c-quark already seen in
the eq. 1.4. While the distinction of the lepton flavour in the box diagrams is irrel-
evant in the top contribution due to the large mass of the top-quark (mt >> ml),
it is relevant for the charm contribution because mτ > mc. The QCD correction
to the short distance charm contribution has been calculated up to the NNLO
with a residual uncertainty of ±2.5%[39]. After the recent inclusion of QED elec-
troweak corrections[36], the current value of the short-distance contribution [36]
is
P SDc (X) = 0.372± 0.015.
In [68] we can find a computation of the long distance contributions:
δPc,u = 0.04± 0.02.
Finally the current theoretical prediction for the K+ → pi+νν branching ratio
in the SM is [37].
B(K+ → pi+νν) = (7.81+0.80−0.71 ± 0.29)× 10−11.
The first error is due to uncertainties of the input parameters: Vcb (56%), ρ¯ (21%),
mc (8%), mt (6%), η¯ (4%), αs (3%), sin2 θW (1%), etc. The second error is due
to the remaining intrinsic theoretical uncertainties: δPc,u (46%), X(xt)(QCD)
(24%), Pc (20%), k+ (7%), X(xt)(EW ) (3%), etc.
In a similar way the branching ratio of the neutral partner decay KL → pi0νν
is computed to be [37]
B(KL → pi0νν) = (2.43+0.40−0.37 ± 0.06)× 10−11.
1.5 K+ → pi+νν and the unitarity triangle
The previous equations is computed the dependence of theK+ → pi+νν branching
ratio on the CKM matrix elements (V ∗csVcd and V ∗tsVtd). Expressing them in the
Wolfenstein parametrisation
Reλc = Re[V
∗
csVcd] = −λ+
λ3
2
+
λ5
8
+ A2λ5(1− ρ¯) +O(λ7),
Reλt = Re[V
∗
tsVtd] = −A2λ5(1− ρ¯) +O(λ7),
Imλt = Im[V
∗
tsVtd] = −A2λ5η¯ +O(λ7),
we obtain
B(K+ → pi+νν) = k+(1 + ∆EM)X2(xt)A4[η¯2 + (ρ0 − ρ¯)2],
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where
ρ0
def
= 1 +
Pc(X)
A2X(xt)
.
In a similar way the branching ratio of the neutral process KL → pi0νν can
be written as:
B(KL → pi0νν) = kLX2(xt)A4η¯2
where kL is a parameter (like k+) that allows to extract the hadronic matrix
element from the branching ratio of the KL → pi±e∓νe decay.
Observing the equations, we can notice that branching ratio of the neutral
decay KL → pi0νν determines the height of the Unitarity triangle, being directly
related to the parameter η¯ (see figure 1.3). The K+ → pi+νν branching ratio is
instead proportional to the square of the hypotenuse of the right-angled triangle
having as other sides the height η¯ of the Unitarity triangle and the length ρc =
ρ0 − ρ¯.
Figure 1.3: Unitarity triangle related to the unitary condition VudV ∗ub + VcdV ∗cb +
VtdV
∗
tb = 0 and to the branching ratios of K+ → pi+νν and KL → pi0νν decays.
The measurement of both the K → piνν Branching Ratios allows to eliminate
the considerable uncertainty due to the |Vub/Vcb| parameter and gives to a more
complete determination of the unitarity triangle, obtaining a clean measurement
of the β and γ angles independent from b-decay measurement.
This shows how theK+ → pi+νν process (with its neutral partner) can be used
for an independent and complementary test of the Standard Model consistency.
1.6 Beyond the standard model
In SM extensions the effective Hamiltonian becomes generally much more com-
plex: indeed new complex phases, new one-loop short distance functions and
generally new flavour-violating couplings can be present.
The effective Hamiltonian for the K → piνν processes in almost all the SM
extensions is simply equal to the SM one but replacing X(xt) with |X|eiθX [41].
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The new physics modifies the magnitude of the X(xt) function and introduce a
new complex phase θX .
Minimal Flavour Violation (MFV) models are the simplest extensions of the
SM: in those models θX = 0 or pi and |X| is only modified by loop diagrams with
new particles exchanges [40]. The correlations between K → piνν and other K
and B processes remains valid in the MFV: so the bounds on rare B decays do
not allow a large departure of K → piνν from the SM in this model.
It is possible to obtain larger deviations from the Standard Model in other
models like the Minimal Supersymmetric extension of the Standard Model (MSSM)
[69], Littlest Higgs model with T-parity (LHT) [31], the Randall-Sundrum model
with custodial protection [32] and the Standard Model with a sequential fourth
generation [42].
Figure 1.4 shows the correlation between the branching ratios of K+ → pi+νν
and KL → pi0νν in MVF and other new physics models [89].
Figure 1.4: Correlation between the branching ratios of K+ → pi+νν and KL →
pi0νν in new physics models [89]. The Grossman-Nir bound arises from the fact
that the imaginary part of a complex number has to be smaller than or equal
to its absolute value, corrected by the lifetime differences and isospin breaking
effects [62].
1.7 Experimental status
The interest for the K+ → pi+νν decay started in 1969 with experiments that
used stopped-kaon beams.
The first experimental search used a heavy-liquid bubble chamber at the Ar-
gonne Zero Gradient Synchrotron [45], and obtained an upper limit to the branch-
ing ratio of 10−4 at 90% confidence level (CL).
At the Berkeley Bevatron in 1973 a spark chamber experiment reduced the
limit down to 5.6× 10−7 [44].
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This limit was further improved to B(K+ → pi+νν) < 1.4 × 10−7 in 1981 at
the KEK Proton Synchrotron [23].
To obtain the first observation of the decay we have to wait for 1997 [3] and the
experiment E787 at Brookhaven National Laboratory (BNL). The combination
of its measurement with the one of its upgraded version, E949, gives the best
measurement currently available [21]. E787 and E949 studied the process by
using decays from kaons at rest.
The signature of the K+ → pi+νν decay was a pion of momentum P < 227
MeV/c without other particles. This required a strong backgrounds suppression
and a reliable estimate of residual background. The main background sources
are K+ → µ+νµ (64% branching ratio), K+ → pi+pi0 (21% branching ratio), the
beam pions scattering processes and K+ charge exchange processes resulting in
decays of the KL.
In the E787 experiment the kaons were produced with a momentum between
710 MeV/c and 790 MeV/c depending on the runs and with a rate of 7× 106 per
spill of 1.6 s.
A central drift chamber, a plastic scintillator cylindrical range stack, a double-
layer straw chambers and a magnetic field were used to measure the momentum
(P), range (R) and kinetic energy (E) of charged decay products. Pions were
distinguished from muons by kinematics and by identifying the pion decays (to
muons and electrons) in the range stack.
A CsI Endcap Photon Detector [48] was used to detect the photons produced
by pi0 decays allowing to suppressK+ → pi+pi0 background events; the inefficiency
for photon energies above 1 MeV was 10−6.
The signal was selected by looking for an identified kaon stopping in the
target together with a single charged particle track unaccompanied by other decay
products. That charged particle should be identified as a pi+ using the measured
values of momentum, range, energy together with the observation of the decay
sequence pi → µ→ e that provided further rejection against K+ → µ+νµ events.
Residual backgrounds could be due to mis-identified scattered beam pions and
charge exchange processes (if KL were produced at low enough energy to remain
in the target for the required time and if the charged lepton decay products were
unobserved).
The momentum spectrum of the K+ → pi+νν decay was divided in two signal
regions on both sides of the pi+ momentum of the K+ → pi+pi0 decay (see figure
1.5).
The E787 experiment observed 2 events in region 1 (pion momentum between
211 MeV/c and 229 MeV/c) with an estimated background of 0.15± 0.05. This
observation leads to B(K+ → pi+νν) = 1.57+1.75−0.82 × 10−10 obtained from a total
sample of 5.9×1012 stopped kaons[5]. In region 2 (pion momentum 140 MeV/c <
P < 195 MeV/c) one candidate event was found, consistent with the background
estimate of 0.73 ± 0.18. The upper limit obtained in this region was B(K+ →
pi+νν) < 4.2 × 10−9 (90% confidence level) consistent with the measurement in
the other region[4].
The experiment E949 [21] was an upgrade of E787 studied to increase the
sensitivity of a factor 5. They upgraded the photon veto calorimeter, replaced
one third of the Range Stack and improved the trigger system and data analysis,
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Figure 1.5: Expected momentum spectra of charged particles from K+ decays in
the rest frame. The values in parentheses represent the Branching Ratios of the
corrisponding decay modes. The hatched area represents the pi+ spectrum from
K+ → pi+νν decay. The densely hatched regions are the signal regions 1 and 2.
achieving a comparable acceptance even at twice the rate of E787. Figure 1.6
shows the E949 detector layout.
Figure 1.6: Schematic layout of the E949 apparatus: side (a) and front (b) views.
As for E787, E949 performed the data analysis diving the kinematic regions
in 2 parts. E949 observed one event in region 1 over an expected background of
0.30±0.03 and a stopped kaon sample of 1.8×1012. Combining the data of the two
experiments (E787 and E949) a branching ratio of B(K+ → pi+νν) = 1.47+1.30−0.89×
10−10 was obtained in the region 1 [19]. Three events were instead observed in
the region 2 from a sample of 1.71 × 1012 stopped kaons and with an estimated
total background of 0.93± 0.17(stat.)+0.32−0.24(syst.) events. This observation led to
a branching ratio of B(K+ → pi+νν) = 7.89+9.26−5.10 × 10−10[21].
The combined final measurement[22] of the two experiments is based on 7 ob-
served candidate K+ → pi+νν events (see figure 1.7) and the resulting branching
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ratio is B(K+ → pi+νν) = 1.739+1.15−1.05 × 10−10. This measurement is within one
standard deviation from the SM prediction.
Figure 1.7: The kinetic energy and range of the 7 K+ → pi+νν candidates,
observed in the E787+E949 experiments. The two signal regions are delimited
by solid lines, the dashes lines show the Signal Regions of earlier analyses. The
grey points are obtained by a MC simulation of the signal. The cluster of events
between the two Signal Regions is due to K+ → pi+pi0 events with an undetected
pi0.
Figure 1.8 shows a summary of all the experimental limits and measurements
of the Branching Ratio of the K+ → pi+νν decays.
Figure 1.8: Summary of experimental measurements and upper limits (squares
with no errors) at 90% confidence level for theK+ → pi+νν branching ratio shown
along a time line indicating the year of publication [45][44][23][3][21].
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1.8 NA62 experimental strategy
Unlike previous experiments, NA62 uses a decay-in-flight technique to measure
the branching ratio of the K+ → pi+νν decays. The experiment uses a primary
400 GeV/c proton beam extracted from the SPS CERN and steered to a Beryl-
lium target to generate a secondary beam of kaons, pions and protons, with a
momentum of 75 GeV/c, selected in a beam line long 100 m.
There are two principal advantages to use a high energy beam:
1. the K+ production cross section increases with the proton energy so we
have a greater K+ flux with the same proton flux;
2. the detection of photons from background decays is easier at high energy.
NA62 will study the kinematic region where the laboratory pi+ momentum
is lower than 35 GeV/c; so the photons, from the dominant background
decay K+ → pi+pi0, have at least 40 GeV of energy to be detect by veto
detectors.
The high energy beam has also some disadvantage: protons and pions can’t be
separated efficiently from kaons of the secondary beam, so the upstream detectors,
that measure K+ direction and momentum, are exposed to a seventeen times
larger flux than the kaon flux alone. In fact the total beam rate at the end of
the beam line is of the order of 750 MHz but kaons are only about 6% of the
flux. Downstream detectors should not be interested by this large flux because
the undecayed particles remain inside the beam pipe; the integrated rate over
these detectors is of the order of 13 MHz. Upstream detectors as the GTK (see
section 2.2.2) were developed to cope with this very high beam rate.
The downstream detectors start about 100 m after the Beryllium target and
are distributed along 170 m; the fiducial region for decays extends from 105 m
to 165 m after the target. Detectors have an approximate azimuthal symmetry
around the beam axis, with an inner hole to let the high flux of undecayed particles
pass through without hitting the downstream detectors. In the next chapter, a
detailed description of the experimental setup is presented.
To reach its goal, the NA62 experiment needs to collect at least 1013 K+
decays, corresponding to about 100 K+ → pi+νν events assuming a signal accep-
tance of 10% and the SM Branching Ratio (eq. 1.1). For this purpose a rejection
factor of the order of 1012 is required for the common kaon decay modes, to keep
the systematic uncertainty small enough to measure the pi+νν Branching Ratio
with a precision of 10%.
The K+ → pi+νν signature is one track in the final state matching in time
with one K+ track upstream the decay region and nothing else, because the two
neutrinos are undetectable. Backgrounds can originate from all the kaon decays
that result in a single detected charged track with no other particles, or from beam
particles interacting with detectors or residual gas, if they accidentally match in
time an incoming kaon. Kaon decays with more charged particles can mimic the
signal if there are undetected tracks due to detectors inefficiencies or acceptances.
In particular the rejection of the most frequent decays, with Branching Ratio 1010
times that of the signal, is crucial: for example
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B(K+ → pi+pi0) = (20.66± 0.08)%,
B(K+ → µ+νµ) = (63.55± 0.11)%.
The detector design focused on four main requirements to minimize the back-
ground: an accurate kinematic reconstruction, a precise time measurement, an
efficient veto system and particle identification system.
Kinematic reconstruction, together with particle identification, is a useful re-
jection technique for some decays when pi0 photons of K+ → pi+pi0 decay aren’t
detected or when the µ of K+ → µ+νµ is mistaken for a pi+.
Figure 1.9 shows the K+ → pi+νν decay kinematics: only the K+ momentum−→
P K and the pi+ momentum
−→
P pi can be measured.
Figure 1.9: K+ → pi+νν kinematics.
The kinematics of the decay can be described by the variable m2(pi)miss defined
as the square of the difference between the kaon candidate 4-momentum and
the pion candidate 4-momentum. In the computation, the detected particles are
supposed to be a K+ and a pi+.
m
2(pi)
miss
def
= (PK − Ppi)2 = m2K +m2pi − 2EKEpi + 2|
−→
P K ||−→P pi| cos θpiK
Where θpiK is the angle between the K+ momentum and the pi+ momentum,
EK =
√
|−→P K |2 +m2K and Epi =
√
|−→P pi|2 +m2pi.
The missing mass has different distributions for the signal and the main K+
decays:
• K+ → pi+νν is a three-body decay so it has a continuous distribution in
m
2(pi)
miss. We have that m
2(pi)
miss = (Pν + Pν¯)
2 because PK = Ppi + Pν + Pν¯ and
m
2(pi)
miss = (PK−Ppi)2. The lower value of the distribution is reached when the
two neutrinos have the same momentum, so that m2(pi)miss = (mν +mν¯)2 ≈ 0.
The maximum value is obtained when the pi+ is at rest in he kaon rest
frame: PK = (mK ,
−→
0 ), Ppi = (mpi,
−→
0 ) and m2(pi)miss = (mK −mpi)2.
• K+ → pi+pi0 is a two-body decay so from the relation PK = Ppi+ + Ppi0
follows that the result is a peak at m2(pi)miss = m2pi0 .
• Even the decay K+ → µ+ν is a two-body decay but the pion candidate is
actually a muon: the muon energy Eµ is wrongly estimated assuming the
pion mass, and the result is that the m2(pi)miss is always negative and 0 is the
upper limit.
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• K+ → pi+pi+pi− is a three-body decay so it has a continuous distribution
in m2(pi)miss = (Ppi+ + Ppi−)2. It is analogous to the K+ → pi+νν decay so the
minimum value is m2(pi)miss = 4m2pi and the maximum is (mK −mpi)2 (same as
the signal).
The distribution of the m2(pi)miss for the signal and the main decay modes led to
define two signal regions where the main backgrounds should be limited by the
kinematic constrains (see figure 1.10):
• Region I: 0 < m2(pi)miss < m2pi0 − (∆m)2
• Region II: m2pi0 + (∆m)
2 < m
2(pi)
miss < min[m
2(pi)
miss(K
+ → pi+pi+pi−)]− (∆m)2
where (∆m)2 is the resolution on the squared missing mass.
Figure 1.10: m2(pi)miss distributions for signal and backgrounds from the main K+
decay modes. The backgrounds are normalized according to their branching
fraction; the signal is shown multiplied by a factor 1010.
In this way the m2(pi)miss variable can be used to reject the main decay modes
backgrounds that are the 92% of K+ decays. However the total background in
these regions is several order of magnitude larger then the signal, because of
resolution effects on the measured quantities of the main decay modes, radiative
tails, semi-leptonic decays and even rare decays (for example K+ → pi+pi−e+νe).
The kinematics of these other decays cannot be constrained by the missing mass
variable. Moreover other sources of single-track background could be the beam
interactions with the material along the beam line and the residual gas in the
vacuum region.
8% of the K+ decay width is due to radiative and semi-leptonic decays that
can’t be rejected kinematically because they overlap the signal regions in the
m
2(pi)
miss variable (see figure 1.10); so for these decay modes, particles identification
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and veto systems are the only tools to fight the background. To suppress all
the decays that can mimic the signal, hermetic detectors are required, especially
for photons from pi0 originating in the fiducial region. The detectors system
should provide a total angular coverage for angles below to 50 mrad to have an
inefficiency on the pi+pi0 rejection below to 10−8.
The first requirement for signal selection is the presence of one track recon-
structed in the downstream spectrometer matching in time and space with one
track reconstructed in the beam spectrometer. A C˘erenkov counter upstream the
decay region ensures the presence of a kaon and gives a time to match the tracks
in the beam spectrometer with those in the downstream spectrometer. This al-
lows to suppress events due to interactions of the beam with the residual gas in
the vacuum region and the material along the beam line. A photon veto system
is used to veto decays with photons in the final state. To identify charged pions
and to achieve the suppression of the decay modes with muons and positrons, a
set of criteria based on detector as the RICH and hadronic calorimeters is estab-
lished. The same criteria, together with a complete tracks reconstruction in the
downstream spectrometer, are useful to reduce backgrounds with more than one
charged track in the final state. Finally two requirements are imposed:
• The decay must have the vertex between 105 and 165 m from the target;
• The measured pi+ momentum has to be between 15 GeV/c and 35 GeV/c.
The rejection strategy for some decay modes is described below:
• The K+ → pi+pi0 decay is mainly rejected by the kinematic selections of
the two signal regions: the tracking system allows a 10−3 GeV2/c4 reso-
lution on m2(pi)miss that corresponds to a kinematic rejection factor of about
5 × 103. The principal limiting factor to the rejection power is due to the
pileup in the beam spectrometer and the non Gaussian tails induced e.g.
by multiple scattering. To reach the final rejection factor, photon rejection
must provide a pi0 suppression factor of order 108. The NA62 photon veto
system (including electromagnetic calorimeters) ensures an angular cover-
age between 0 to 50 mrad for photons with an energy down to 100 MeV.
The percentage of K+ → pi+pi0 events with one photon out of acceptance at
large angle is about 0.2%, but the other photon should be detected because
it travels in the forward direction and has an energy above 10 GeV.
• The m2(pi)miss of the K+ → µ+ν decay is negative because of the pion mass
hypothesis, and approaches zero at increasing pion momenta. So the m2(pi)miss
cuts allow a strong suppression of this background. The situation is similar
to that of K+ → pi+pi0 and the kinematics rejection factor is about 1.5 ×
104. Additional suppression comes from the pion identification method
which uses the information from the RICH detector and calorimeters. The
inefficiency of the muon-pion separation is of the order of 10−5 and is due
to the absorption of muons undergoing Bremsstrahlung energy loss.
• The rejection of K+ → pi+pi+pi− events by the one track requirement in
the downstream spectrometer is about the 99%. The residual 1% (when
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one pi+ and the pi− are not reconstructed in the spectrometer or out of
acceptance) is strongly suppressed with the kinematics m2(pi)miss cut, and the
lower momentum cut at 15 GeV/c helps for this goal. The overall rejection
factor from kinematics is 1.5× 106. The only residual background is due to
events entering in region II, because of the tails of the reconstructed m2(pi)miss
due to multiple scattering.
The table 1.1 shows a summary of the main kaon decay modes together with
the strategy used to reject them.
Decay Branching Ratio Rejection strategy
K+ → µ+ν 63% µ-ID + kinematics
K+ → pi+pi0 21% γ-veto + kinematics
K+ → pi+pi+pi− 6% multi tracks veto + kinematics
K+ → e+pi0νe 5% e-ID + γ-veto
K+ → µ+pi0νµ 3% µ-ID + γ-veto
K+ → pi+pi0pi0 2% γ-veto + kinematics
Table 1.1: Main kaon decay modes with their Branching Ratios and rejection
strategy.
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Chapter 2
NA62 apparatus overview
The NA62 experiment is located at the ECN3 zone in the CERN North Area
Intensity Facility (see figure 2.1) and uses the SPS extraction line already used
by the NA48 experiment.
Figure 2.1: Schematic view of the CERN accelerator complex (not to scale). The
NA62 experiment is located in the North Area SPS extraction line.
As mentioned in section 1.8 the detectors used to detect the kaon decay prod-
ucts are spread along a 170 m long region starting about 100 m downstream of
the target. The fiducial decay region is 60 m long and starts 105 m after the
target. The largest detectors have an approximately cylindrical shape around the
beam axis with a diameter up to about 2 m and down to 10 cm in order to let
the very intense flux of undecayed beam particles pass through without affecting
19
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the active area.
The experimental setup (see figure 2.3) consists in:
• the Kaon TAGger (KTAG) that uses a C˘erenkov Differential counter with
Achromatic Ring focus (CEDAR) to identify K+ in the hadron beam;
• the Gigatracker (GTK), a tracking detector for beam particles upstream
the decay region and composed of three silicon micro-pixel stations and a
set of achromatic magnet;
• the CHarged ANTIcounter (CHANTI) a set of six stations of plastic scin-
tillator detectors useful for vetoing charged particles generated in the last
station of the GTK.
• a photon veto system that guarantees an angular coverage from 0 mrad
up to 50 mrad through 12 Large Angle Veto (LAV), a Liquid Krypton
electromagnetic calorimeter (LKr), an Inner Ring Calorimeter (IRC) to
cover the annular region around the beam and a Small Angle Calorimeter
(SAC) located at the end of the experimental hall to cover the small angle
region;
• the STRAW magnetic spectrometer for charged particles originating in the
decay region;
• a Ring Imaging C˘erenkov (RICH) to separate pi+ from µ+ in the momentum
region between 15 GeV/c to 35 GeV/c, which can also measure particle
direction and velocity;
• the Charged Hodoscope (CHOD), a segmented plastic scintillator detector
conceived for triggering purpose.
• a muon veto system composed of three stations.
Figure 2.2: Gigapanorama of the NA62 cavern, in which all detectors can be
roughly seen.
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Figure 2.3: Schematic longitudinal view of the NA62 experimental setup.
22 CHAPTER 2. NA62 APPARATUS OVERVIEW
2.1 The beam line
The NA62 experiment uses a 75 GeV/c secondary hadron beam composed by
K+ (6%), pi+ (71%) and protons (23%) [50]. This secondary beam is produced
by steering a 400 GeV/c primary proton beam to the T10 Beryllium target. The
primary beam is delivered by the SPS in spills (also called bursts) with a 4.5 s
flat top and ∼ 6 s of period; it is transported via the P42 beam line, focused
and directed at zero angle onto the 400 mm long, 2 mm diameter, Beryllium
target. The secondary beam is shaped by a collimator, which selects only outgoing
particles within an angle of 6 mrad; the beam is focussed by three quadrupole
magnets and bent vertically by the first of two front-end achromats, each formed
of four dipole magnets. The first two dipoles bend the beam downwards and
then upwards, in this way selecting only the particles in a narrow momentum
band ∆p/p, centred around 75 GeV/c: particles with a momentum outside the
momentum band are deflected by different angles and are dumped by a set of
collimators. The selected beam passes through a tungsten radiator (1.3 X0 thick)
making the positrons lose enough energy via Bremsstrahlung radiation to be
rejected after a second pair of dipole magnets. The second two dipoles work in
a similar way to the first and restore the initial beam trajectory. After the first
achromat, another three quadrupole magnets refocus the beam. At this stage the
beam has an average momentum of 75 GeV/c, a spread of 0.8 GeV/c (RMS) and is
composed only of positively-charged particles. Two pairs of quadrupole magnets
are placed before and after the KTAG to optimise the kaon identification: the
first pair makes the beam wider and more parallel while the second pair refocuses
the beam to make it convergent. Finally, just before the decay region, the beam
passes through the second achromat, composed of two pairs of dipole magnets.
The three stations of the GTK are placed before, between and after the dipole
pairs, to measure the beam momentum. Finally, the beam is bent horizontally
by an angle of 1.2 mrad (see figure 2.4) in order to compensate for the deflection
induced by the magnet MNP33 used in the STRAW spectrometer downstream
the decay region. The beam profile and the beam divergence at the entrance of
the decay region are 55.0× 22.8 mm2 (± 2 RMS) and 90 µrad respectively[50].
At the end of the experimental hall, the residual beam is deflected by +21.6
mrad by a final dipole magnet and sent to a beam-dump, in order to avoid the
SAC calorimeter (which vetoes photons).
A choice of a positive rather than negative beam is motivated by the fact that,
at 75 GeV/c, the ratio of production rates K+/K− ∼ 2.1 for 400 GeV/c proton
and the ratio K
+/pi+
K−/pi− ∼ 1.2.
2.2 Detectors upstream the decay region
2.2.1 KTAG
The kaon component is about the 6% of the beam, which has a total rate of 750
MHz. Since the separation in flight of the kaon from the other beam particles
is not possible at this beam momentum (75 GeV/c), a particle flux 17 times
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Figure 2.4: Schematic layout of the downstream part of the beam on the hori-
zontal plane.
greater than the kaon one passes through the NA62 detector, interfering with
the measurements and generating accidental events. In particular beam pions,
interacting with the material upstream of the decay volume (e.g. the GTK3) or
with the residual gas in the vacuum tank, may be scattered and misidentified as
part of K+ → pi+νν events: kaon identification is necessary to reduce the beam
pi+ contribution to the background.
A detector called Kaon TAGger (KTAG) was built to identify the kaons in
the beam and to measure their time with good resolution. The KTAG is a
NA62 upgrade of a ChErenkov Differential counter with Achromatic Ring focus
(CEDAR) [34][35]. A schematic view of a standard CERN SPS CEDAR is shown
in figure 2.5.
The CEDAR is a steel vessel of 55.8 cm external (53.4 cm internal) diameter
and 4.5 m length, was used at CERN since the early ’80s for SPS secondary beam
diagnostics, and is designed to identify particles of a given mass by making the
detector blind to the C˘erenkov light produced by particles of different masses.
The C˘erenkov angle of the light, emitted by a charged particle traversing a gas of
a given refraction index n, is a function of the gas pressure, the beam momentum
and the mass of the particle. The CEDAR is filled with nitrogen gas (0.03X0),
whose refractive index n is set by choosing the gas pressure (see figure 2.6), for the
kaon mass and the beam momentum (75 GeV/c). The CEDAR could be even
filled with hydrogen to minimise material on the beam line, and hence reduce
multiple Coulomb scattering.
At the end of the CEDAR vessel, a spherical mirror reflects the C˘erenkov light
onto a ring-shaped diaphragm of 100 mm radius, located at the vessel entrance.
The aperture width of the diaphragm is adjustable to optimize the selection of
the kaons. A chromatic corrector lens, designed to match the dispersion curve of
the gas, is positioned between the mirror and the diaphragm: it ensures that light
of all wavelengths arrives at the same radius on the diaphragm plane. After the
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Figure 2.5: Schematic layout of the optical system located inside the CEDAR.
Figure 2.6: Pressure scan, done during the 2015 run, with different requirerments
on the number of sectors coincidences: the 1st peak corresponds to the pion peak,
the 2nd to the kaon peak, and the 3rd one to the proton peak.
diaphragm, 8 PMTs are placed behind 8 annular slits to detect the light. Light
from other beam components hits the diaphragm plane at a different radius and
does not pass through the aperture and in this way it does not contribute to the
detector rate.
The upgrade of the CEDAR, the KTAG, was built to cope with the challeng-
ing 45 MHz kaon rate and to achieve the required time resolution. The KTAG
replaced the original 8 PMTs with 384 PMTs divided in 8 sectors with an average
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rate of about 4 MHz on a single PMT.
The efficiency in kaon tagging required for the KTAG is above 95% with a kaon
time resolution of the order of 100 ps, and the pion mis-identification probability
has to be below 10−3. The front-end electronics system is based on 8 boards (one
per sector) using 8 ultra fast NINO amplifier/discriminator chips[18], to benefit
from the fast PMT response. The CEDAR uses the common TDC-based readout
system TDCB+TEL62 described in chapter 3.
2.2.2 GigaTracker
The GigaTracker (GTK) is an essential detector in the NA62 experimental strat-
egy which allows to reconstruct the kaon track. This information is needed to
compute the missing mass that is the basis for the kinematic rejection of the
background. Figure 2.7 shows the importance of GTK in the missing mass reso-
lution.
Figure 2.7: The squared missing mass distributions for K+ → pi+pi0 decays com-
puted without (blue line) and with (red line) the GTK track information (d)ata
obtained in the 2015 run.
The GTK is a spectrometer composed of three stations (see figure 2.8) situated
between the four magnets of the second achromat, just before the fiducial decay
region.
The measurements of the particle momentum and direction are obtained
through the bending due to the magnetic field. Each GTK station is made of
one hybrid silicon pixel detector of 63.1× 29.3 mm2 size containing 18000 pixels
(300×300 µm2 each) arranged in a matrix of 90×200 elements. The requirement
on the direction resolution (σθ = 16 µrad with a beam divergence of about 90
µrad) puts constraints on the choice of a sensor thickness of 200 µrad (correspond-
ing to 0.22%X0), because the material crossed by the particles at each station
influences the angle measurement. Moreover the pixel thickness also affects the
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Figure 2.8: Sketch of the Gigatracker stations.
rate of hadronic interactions of the beam particles with the GTK material; in-
cluding the material budget for the pixel readout and cooling, the total amount
per station remains below 0.5%X0.
The most challenging aspect of the GTK development was to cope with a
very high rate of particles: it has to sustain a non-uniform beam rate of 0.75 GHz
total, with a peak of 1.4 MHz/mm2 around the centre[15] (see figure 2.9).
Figure 2.9: Beam intensity distribution on GTK3 station (expressed in
MHz/mm2). In grey is shown one of the 2 X 5 readout chips.
In order to reduce the kaon-pion misidentification to a negligible level, the
required track time resolution using all three stations must be 150 ps (RMS). To
meet this requirement each silicon sensor is bump-bonded to 2 X 5 TDC based
read-out ASICs called TDCPix[71] (see figure 2.9), each of which delivers a time
resolution of about 200 ps for a single pixel hit (see figure 2.10).
2.2.3 CHANTI
The GTK material can induce inelastic interactions of the beam particles. When
this occurs in GTK3, the scattered particles (pions or muons) can enter the straw
acceptance and mimic a kaon decay in the fiducial region. If no other tracks
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Figure 2.10: Time resolution for the GTK stations. Data obtained in the 2015
run.
are detected, such events look like K+ → pi+νν events. The probability of kaon
inelastic scattering in the GTK3 is about 10−3, so, to achieve the required signal
over background ratio, a combined (analysis cuts and veto efficiency) rejection
factors of at least 10−8 is needed on the beam scattering background.
The CHANTI detector was built for this purpose (see figure 2.11) and is
composed of six stations of scintillator bars arranged all around the beam and
located inside a vacuum vessel together with the GTK3 station.
Figure 2.11: Sketch of an inelastic interaction in the GTK material. The scattered
particles are detected in the CHANTI stations (blue).
Each station has an outer square side length of 300 mm and a rectangular hole
of 90 X 50 mm2 for the beam passage. The 6 stations, placed longitudinally at
27 mm, 77 mm, 177 mm, 377 mm, 777 mm and 1577 mm from the GTK3, allow
an angular coverage from the centre of the GTK3 between 34 mrad and 1.38 rad.
Each station is made of two layers (bars along the x and y directions) with 22
and 24 parallel triangular prism bars. Inside each bar a wavelength-shifting fibre
collects the light that is detected by a silicon photomultiplier device.
The CHANTI is also sensitive even to the muon halo around the beam. The
total expected event rate is about 2 MHz, so a time resolution below 2 ns is
required to keep the random veto at a low level (2%). The CHANTI could veto
28 CHAPTER 2. NA62 APPARATUS OVERVIEW
about 95% of kaon inelastic interactions in GTK3; this fraction increases up to
99% if we restrict only to signal-like events: the kaon either does not survive the
inelastic interaction or does not decay in the fiducial volume together with only
one track reconstructed in the STRAW spectrometer.
The CHANTI uses the LAV front-end electronics boards[20] to produce a
Time-over-Threshold (ToT) signal output that is sent to the common TDCB +
TEL62 readout system.
2.3 Detectors downstream the decay region
2.3.1 Photon veto system
The photon veto system is needed to reduce the background events coming from
kaon decays and interactions before the decay region. The most challenging
background is K+ → pi+pi0: the analysis requirement of pi+ momentum below
35 GeV/c guarantees that the two photons from the pi0 have more than 40 GeV
of total energy. So considering a missing mass rejection power of 104 we need
a photon detection inefficiency less then 10−8. A photon veto covering an angle
from 0 to 50 mrad from the decay volume satisfies such requirement. With this
coverage only 0.2% of the selected K+ → pi+pi0 events (pi+ momentum between
15 and 35 GeV/c) have a photon escaping at larger angles while the other photon
is within the detector acceptance.
The system consists of four detectors that cover different angle θ regions:
• the Large Angle Vetoes (LAV) are 12 stations covering the polar region
8.5 mrad < θ < 50 mrad;
• the LKr calorimeter covers the forward region ( 1.5 mrad < θ < 8.5 mrad);
• the Inner Ring Calorimeter (IRC) is a ring calorimeter surrounding the
beam pipe to cover the area close to the central hole of the LKr;
• the Small Angle Calorimeter (SAC) is the last detector of the experiment
and covers the region θ < 1.5 mrad
LAV
The Large Angle Vetoes are 12 stations (LAV1-12, see figure 2.12): the first eleven
LAV are installed in the NA62 vacuum tank, while the last one is located in air
outside of the tank between the RICH and the CHOD.
LAV stations are made of rings of lead-glass blocks (see figure 2.12) that were
recovered from electromagnetic calorimeter barrel of the OPAL experiment[6].
Each block is a trapezoidal C˘erenkov counter exploiting lead-glass1 as active
material; it is read out at one side by a PMT coupled via a 4 cm long cylindrical
light guide of the same diameter as the PMT (see figure 2.12). The front and
1This material is about 75% lead oxide by weight and has a density ρ = 5.5 g cm3 and a
radiation length X0 = 1.50 cm; its index of refraction is n ≈ 1.85 at λ = 550 nm and n ≈ 1.91
at λ = 400 nm.
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Figure 2.12: A LAV block (left). The LAV1 station, with 32 X 5 lead glass
calorimeter blocks (right).
rear faces of the blocks measure about 10 X 10 cm2 and 11 X 11 cm2 respectively
and the blocks length is 37 cm. A LAV station is made by arranging these
blocks around the inside of a segment of vacuum tank: the blocks are aligned
radially to form a ring. Multiple rings are used in each station to provide total
minimum effective depth of 21 radiation lengths for incident particles. The blocks
in successive rings are staggered and the rings are spaced longitudinally by about
1 cm.
The LAV provide time and energy measurements using the time-over-threshold
(ToT) technique. The time resolution obtained for a single block is
σt =
220ps√
E(GeV)
⊕ 140ps.
The front-end electronics is a custom discriminator board (called LAV front-
end[20]) which converts the analog signals to low-voltage differential signals (LVDS).
These signals sent to the common TDCB+TEL62 system which is used for read-
out and trigger purpose.
LKr
The NA48 LKr calorimeter (see figure 2.13) is mainly used as a photon veto
in the forward angle region (1.5 mrad < θ < 8.5 mrad). The LKr is also
an important element for the L0 trigger reduction of K+ → pi+pi0 decays. The
NA48 experiment [54] needed an electromagnetic calorimeter with good energy,
position and time resolution, precise charge calibration, long-term stability and a
fast read-out to study direct CP violation. The experiment chose a liquid Krypton
almost homogeneous ionisation chamber to meet these requirements [54].
When a photon or an electron enters the calorimeter active volume, it produces
an electromagnetic shower via pair production and Bremsstrahlung processes un-
til the energy of the particles falls below the critical energy. The charged particles
of the shower can ionise Krypton atoms producing a number of electron-ion pairs
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proportional to the deposited energy. The produced electrons drift towards the
anode where are collected before they can recombine. A liquefied noble gas was
chosen to obtain a good resolution and energy linearity, with absence of ageing
problems. Furthermore the relative short radiation length of the liquid Krypton
allows a compact design without the need of passive material typical of sampling
calorimeters.
The low boiling temperature of Krypton (120 K) entails that the whole de-
tector has to be kept inside a cryostat: only temperature variations of few per
mille are allowed not to have big variations of the drift velocity.
The LKr is octagonal, containing a circle of 128 cm radius, 127 cm thick and
has a hole at the centre of 9 cm radius for the beam pipe. The total active
volume of about 7 m3 liquid Krypton (about 27 radiation lengths) is divided into
13248 cells 2 x 2 cm2 by 18 mm wide, 40 µm thick copper-beryllium ribbons (see
figure 2.13). The ribbons are distant 1 cm from each other, with no longitudinal
segmentation, and are used as electrodes to collect the ionisation signal. A cell
consists of a central anode, to which a voltage of 3 kV is applied, and two cathodes,
one at each side, so that each cathode is in common between two cells.
Figure 2.13: The LKr electrode structure and a detail of the LKr cells showing
the ribbons structure (left). A picture of the LKr (right).
The energy resolution of the calorimeter, measured using a momentum scan
of an electron beam with 0.1% momentum bite, can be parametrised as
σE
E
=
3.2%√
E(GeV)
⊕ 9%
E(GeV)
⊕ 0.42%.
where the first contribution is the term related to stochastic fluctuations, the
second is mostly due to electronic noise and Krypton radioactivity, and the last
one comes from the non perfect inter-calibration of the cells.
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The space resolution, measured by comparing electron track extrapolation at
the the LKr with the reconstructed centre of energy deposition, is
σx,y =
(
0.42√
E(GeV)
⊕ 0.06
)
cm.
where the first term is due to the statistical fluctuations of the number of particles
in the shower and the second one is due to the size of the cells. The time resolution
on a single shower is of the order of 500 ps.
The LKr is read-out in a current-sensitive mode: the initial induced current is
proportional to the ionisation generated by the electromagnetic shower and so to
the energy of the crossing particle. The signal is sampled and digitized every 25
ns by a flash ADC-based calorimeter readout module (CREAM)[46]. To reduce
the number of read cells and the output bandwidth, a zero suppression is applied
to the cells with pulse height below a certain threshold.
IRC
The IRC is a ring-shaped calorimeter with an inner radius of 60 mm, an outer
radius of 145 mm and 21 cm thick (see figure 2.14). It is placed in front of the LKr
Figure 2.14: Layout of the IRC detector. The distribution of the fibre holes can
be seen in the frontal view (left).
electromagnetic calorimeter and around the beam pipe to cover small angles but
not too close to have high rate due to the beam halo. The detector is segmented
into 4 parts each representing a 90° sector.
It uses the shashlyk design, that is based on consecutive lead and plastic
scintillator plates (see figure 2.15). The crossing photon interacts with the lead
and develops an electromagnetic shower that produces scintillation light inside
the plastic material. The light reaches the photomultiplier via wavelength-shifting
fibres. The attenuation length of the emitted scintillation light is much longer
than the actual size of the IRC.
The photons of K+ → pi+pi0 decays give a rate of about few hundreds of kHz,
which is a small fraction of the total rate of about 6 MHz to which the detector
is exposed, that is mostly due to the beam halo.
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Figure 2.15: Shashlyk technology with lead and scintillator plates.
SAC
The SAC (see figure 2.16) is a shashlyk calorimeter with a square cross-section
of 20.5 X 20.5 cm2 and a thickness of 21 cm (17 radiation lengths). It is the last
Figure 2.16: A picture of the SAC.
detector of the experiment, placed at the end of the experimental hall, behind the
last magnetic dipole which further deflects the charged component of the beam by
13.6 mrad towards the beam dump. The SAC detects the remaining undeflected
photons, in this way it covers the region down to 0 mrad corresponding to the
beam pipe.
The rate on the detector is of the order of 100 kHz due to the remaining
K+ → pi+pi0 decay.
The 480 WLS fibres are divided into four channels and read by four photo-
multipliers.
The IRC and SAC read-out uses a CREAM module.
2.3.2 RICH
A Ring-Imaging CHerenkov counter (RICH) is the main particle identification
detector of NA62; it is employed to obtain pi − µ separation and to achieve
a precise time measurement of the pion candidate. Because of its good time
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resolution, it is one of the reference detectors in order to tag the passage of a
charged particle and partially reject the multi-track events.
The RICH consists of a 17 m long vessel (see figure 2.17), with 3.8 m diameter,
filled with Neon gas at atmospheric pressure (5.6% of a radiation length) and
crossed by the beam pipe that allows the beam to pass through.
Figure 2.17: A picture of the RICH installed in the NA62 cavern.
The internal optics is made of a mosaic of 20 hexagonal spherical mirrors (see
figure 2.18a) that reflects and convoys the C˘erenkov light towards the upstream
part of the detector where the photomultipliers are placed. The mirrors are
divided into two spherical surfaces with centre of curvature respectively on the
left and on the right of the beam pipe, in this way the absorption of reflected
light by the beam pipe is avoided. In the the upstream part of the detector, two
flanges (see figure 2.18b) host 960 photomultipliers each to collect the C˘erenkov
light. Each flange has a diameter of about 0.7 m and its centre is at a transverse
distance of 1.2 m from the beam pipe axis. The active area of each PMT has a
diameter of 8 mm and a Winston cone is used to collect the light from a pixel of
18 mm diameter.
A charged particle, traversing a medium of refraction index n, with a velocity
(a) . (b) .
Figure 2.18: The RICH mirrors (a), a laser was used to calibrate the mirrors
alignment. One PMT flange (b).
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βc higher than the speed of light in the medium, emits a e.m. radiation at an
angle cos θc = 1/(nβ). The light cone is reflected by the mirrors toward the
PMTs placed on the mirror focal plane where the cone image is a ring of radius
r = f tan θc ∼ fθc (f is the focal length). In this way the ring radius depends
only on the particle velocity: this means that, for a particle of momentum p, the
radius r depends only on its mass m
r ≈ f
√
2(n− 1)
n
− m
2
np2
.
Using this information it is possible to obtain a pion-muon separation in
the momentum range between 15 GeV/c and 35 GeV/c. Figure 2.19 shows the
C˘erenkov ring radius as a function of momentum (measured by the STRAW spec-
trometer) obtained with data of 2015 run and without any selection on particle
type: electrons, muons, charged pions and scattered charged kaons can be seen.
Cutting on the reconstructed mass, charged pions can be selected and muons
Figure 2.19: C˘erenkov ring radius as a function of particle momentum; electrons,
muons and charged pions can be seen; charged kaons from the scattered beam
can also be seen. Particles with momentum higher than 75 GeV/c are due to
background muons from the experiment target. Data obtained in the 2015 run.
can be rejected: with 2015 data a 86% pion efficiency and a 1.3% muon survival
probability were measured. It must be noted that in 2015 the RICH mirrors
alignment was not optimal and the need for better pion-muon separation was the
main reason for detector maintenance carried out during the 2015-2016 winter
shutdown.
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The measured RICH time resolution was 65 ps and this leads to the choice
of the RICH as one of the possible reference positive detectors for the L0 trigger
(see section 3.3.1).
The front-end electronics uses the same NINO chip[18] as for the CEDAR to
process the PMT signals; the readout of the about 2000 channels is done through
the TDCB+TEL62 common system.
2.3.3 CHOD
During the first two run (2014-2015) NA62 reused the charged hodoscope (CHOD)
of the NA48 experiment[54]. In the next data taking (run 2016) it will be used
together a new version called NEW CHOD (see next section).
The CHOD is placed between the RICH and the LKr with the main purpose of
detecting possible photo-nuclear reactions due to the crossing of particles through
the RICH mirrors (about 20% of radiation length) that can produce low energy
hadrons. This might reduce the photon veto power of the LKr, so the CHOD
function is to re-establish this veto performance.
The CHOD consists of two planes, respectively with vertical and horizontal
slabs (see figure 2.20), made of BC408 plastic scintillators. The distance between
Figure 2.20: Sketch of the CHOD (front and side). One can see the horizontal
and vertical planes.
the two planes is about 30 cm; each plane has 64 scintillator slabs of different
length (from 60 cm to 121 cm) and width (from 6.5 cm to 9.9 cm), divided in 4
quadrants (16 slabs per quadrant). The thickness is the same for each slab and is
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2 cm, corresponding to 0.05 radiation lengths. The beam pipe passes through a
central hole with a radius of 10.8 cm. The passage of a charged particle produces
scintillation light that is collected at the edge of the slab by a plexiglass fishtail
shaped light guide connected to a photomultiplier.
The particle is identified through a time matching between hits in slabs of
corresponding quadrants of the two planes. A cut in the time separation of the
hits is useful to reduce fake coincidences due to back-splash from the calorime-
ter surface; when some particles of an electromagnetic shower go back to the
hodoscope.
To avoid the effect due to the propagation time of the light inside the scin-
tillator slabs towards the PMT, an impact point correction is applied during the
reconstruction: in this way the CHOD can reach a time resolution of about 200
ps (see figure 2.21). With this time resolution the CHOD is another possible
Figure 2.21: Left: distribution of the time differences between one horizontal and
one vertical slab hit by a particle (data of 2015 run). A Gaussian fit with 400 ps
sigma is superimposed to the data. Right: distribution of the time differences be-
tween CHOD candidates and KTAG kaon signals (data of 2015 run). A Gaussian
fit with 215 ps sigma is superimposed to the data.
reference positive detector for the main L0 trigger (see section 3.3.1).
The detector uses the LAV front-end electronics[20] and is read-out by the
common TDCB+TEL62 system.
2.3.4 NEW CHOD
A new charged hodoscope was designed and will be used for the first time in
the 2016 run together with the old CHOD. The main reason to build the NEW
CHOD is the high hit rate at which the long slabs (1 m) of the CHOD are exposed.
The intrinsic dead time and the light transit time inside the scintillator are not
compatible with the expected overall rate on the detector above 10 MHz.
The NEW CHOD is a two-dimensional array of 152 scintillator tiles (see figure
2.22) installed after the LAV12. In each quadrant, a 30 mm thick plastic scintil-
lator is divided into 38 tiles. The scintillation light is collected and transmitted
by 1 mm diameter wavelength shifting fibres to be detected by arrays of 3 X 3
mm2 silicon photomultipliers (SiPMs) on mother-boards located on the periphery
of the detector. A maximum rate of the order of 500 kHz is expected on the tiles
close to the beam pipe.
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Figure 2.22: Sketch of the NEW CHOD, front and side views.
The signals are shaped using constant fraction discriminators to improve the
time resolution, and read out by the common TDCB+TEL62 system.
2.3.5 The muon veto system
A further reduction of the K+ → µ+νµ background is achieved by the muon veto
system, composed of three detectors (MUV1, MUV2, and MUV3). The first two
modules (MUV1 and MUV2) are downstream of the LKr calorimeter and work
as hadronic calorimeters measuring the deposited energies and the shower shapes
of incident particles, the MUV3 is instead located behind a 80 cm thick iron wall
and is employed as a fast muon veto in the lowest trigger level (L0) and for oﬄine
muon identification (see figure 2.23).
MUV1 and MUV2
The MUV1 module is a detector built for NA62, while the MUV2 detector is the
front module of the former NA48 hadron calorimeter[54] (HAC). The MUV2 is
mounted backwards with respect to NA48 to allow a better servicing access to the
PMTs. Both are iron-scintillator sandwich calorimeters; they have 24 (MUV1)
and 22 (MUV2) layers of plastic scintillator strips alternated with iron plates.
The plates have dimension 2600 X 2600 X 25 mm3; a central hole of diameter
212 mm allows the beam pipe passage. The scintillator strips of both modules
are alternately horizontal and vertical.
The MUV1 consists of 48 X 24 strips (1152 in total) of about 6 cm width.
light is read by two wavelength-shifting fibres per scintillator strip. The fibres of
one longitudinal row of scintillators are bundled together to direct the light to
one single PMT, therefore no longitudinal segmentation exists.
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Figure 2.23: Sketch of the Muon Veto System.
The MUV2 is composed of 44 strips of about 11 cm width, each one span-
ning half of the transverse size of the detector. Consecutive strips with identi-
cal transverse positions are coupled to the same photomultiplier using plexiglass
light-guides.
These two detectors are read-out with the CREAM modules[46] used by the
LKr calorimeter.
MUV3
The MUV3 detector (see figure 2.24) consists of an array of 12 x 12 plastic
scintillator tiles, 5 cm thick, with a transverse area of 22 x 22 cm2. Eight smaller
tiles are mounted around the beam pipe to cover the region with a higher rate.
The light produced by traversing charged particles is collected by two pho-
tomultipliers positioned about 20 cm downstream. The maximum time jitter
between photons produced is below 250 ps, in this way the required time res-
olution is preserved. The only error in the time measurement could be due to
particles traversing the PMT windows: these particles produce C˘erenkov photons
who arrive earlier than those produced in the scintillators, with typical time dif-
ferences of about 2 ns. To overcome this problem each scintillator tile is read out
by two PMTs. The output time of the two PMT signals coincidence, corresponds
to the time defined by the PMT which is unaffected by the Cerenkov photons.
The time resolution of the MUV3 is below 500 ps, sufficient to keep the random
veto probability at a low level.
The PMT output signals are sent to constant fraction discriminators (CFD)
which are then read-out through the common TDC-based system TDCB+TEL62.
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Figure 2.24: MUV3 detector picture (a) and layout (b).
2.3.6 The STRAW tracker
The STRAW Tracker is a magnetic spectrometer which has the purpose of mea-
suring the momentum, position and direction of the charged particles originating
in the decay region. It is used in the oﬄine analysis and in the next run (2016) it
will also enter in the software L1 trigger to reject multi-particle events together
with events decaying out of the fiducial region and undecayed beam particles.
The spectrometer consists of 4 straw chambers and a dipole magnet with a
momentum kick of 270 MeV/c (the magnetic field integral is about 0.86 Tm)
placed between the second and the third chamber (see figure 2.25 and 2.26).
Figure 2.25: Schematic view of the STRAW Tracker.
Every chamber hosts 1792 light straw tubes arranged on 4 different orienta-
tions (called views: X(0°), Y(90°), U(-45°) and V(+45°) see figure 2.27) that are
orthogonal to the beam axis [15].
The active area of the detector is octagonal with diameter 2.1 m. The central
region, 12 cm wide, of each view has no straws to allow the beam crossing,
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Figure 2.26: Online plot showing the straws hit activity in all four chambers
during the 2015 run. The histogram shows triggered data as it is sent to the PC
farm.
resulting in a loss of about 10% in acceptance. The existence of a central zone
without straw entails a subdivision of the transverse plane in four different zones
depending on the number of views covering it (see figure 2.28 and 2.29). Indeed
there are zones covered only by 1 view while others are covered by 2, 3 or 4 views;
Figure 2.27: Drawing of the four views of each straw chamber: a) vertical straws
for the x -coordinate; b) horizontal straws for the y-coordinate; c) 45° oriented
straws for the u-coordinate (the v -coordinate is obtained from straws orthogonal
to c); d) full chamber with all four views.
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Figure 2.28: Sketch of the division of the x,y plane in four different zones de-
pending on the number of views covering it.
this is an important point to keep in mind in the development of a reconstruction
algorithm because for example the 1-view zone does not allow to know both
coordinates of the particle crossing. A Monte Carlo simulation shows that the
fraction of signal events in the fourth chamber crossing only 1 view is 2%, 2 views
is 10%, 3 views is 50% and 4 views is 38%.
Each view is made of four planes of 112 straw tubes, staggered to solve the
left-right ambiguity (see figure 2.30); the distance between the straws in one layer
is 17.6 mm. The straws are 2.1 m long, 9.8 mm in diameter and are fabricated
from 36 µm thick PET foils coated inside with two thin metal layers (0.05 µm of
Cu and 0.02 µm of Au) to provide electrical conductance on the cathode. The
anode wire has a diameter of 30 µm and is made of gold-plated tungsten. The
straws are filled with a gas mixture of Argon (70%) + CO2 (30%). The total
amount of material (< 0.5% X0 for each chamber) is low in order to minimize
multiple Coulomb scattering along the particle trajectory. The space resolution
on a single view obtained is about 130 µm and the expected track momentum
resolution is
σp
p
= (0.32⊕ 0.008 · p)%.
where p is the momentum expressed in GeV/c. The first term of the momentum
resolution is due to multiple scattering while the second one depends on the
points2 spatial resolution.
In order to develop the oﬄine tracks reconstruction or the online trigger al-
gorithm, it is important to understand how the STRAW spectrometer works in
detail. A charged particle traversing the straw ionizes the gas on the way. The
2The points are obtained from two clustering steps, one to merge the hits inside the same
view and obtain view clusters and the other to merge the view clusters of the chamber; see
chapter 5 for details.
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Figure 2.29: Impact point distribution in the 4th chamber for a signal event, for
different number of hit views.
electrons created by the particle move toward the anode with a drift velocity of
about 3 cm/µs. Electrons arriving inside 300 µm from the wire have enough
energy to ionize the gas molecules producing avalanches. The straw signal starts
with the first avalanches formation, generated by electrons less distant from the
wire, and end after the arrival of the last avalanches due to electrons regions near
the tube edge. The time difference between the time arrival of the first avalanches
and the particle crossing is called leading time, while the difference with arrival
of the last avalanches is called trailing time (see figure 2.31). The value of the
leading time depends on the minimum distance of the particle crossing from the
wire and its value is between 0 ns and about 160 ns. The trailing time is instead
fixed to about 160 ns, depending only on the straw radius and the trailing time
resolution.
The read-out electronics was designed in order to cope with an overall particle
rate of about 15 MHz and a single straw maximum rate of 700 kHz. The front-
end electronics called COVER is placed directly on the detector, sealing the gas
volume [24]. A COVER can read-out 16 channels using 2 8-channel CARIOCA
chips developed for LHCb [80]. The chip amplifies, shapes and discriminates the
current signal induced on the wire chamber electrodes. The discriminator output
is sent to the LVDS driver that provides the CARIOCA output signal. The time
measurement is performed on an FPGA located directly on the COVER board.
Leading and trailing are treated in parallel and the TDC time resolution is of 0.78
ns. After the digitization of the signals and the time measurements, the data are
sent to the Straw Read-out Board (SRB). Each SRB can read-out 16 COVERs
(256 channels), it selects and packages the data to send it to the PC Farm.
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Figure 2.30: Straw layout in one view.
Figure 2.31: Sketch of the straw signal formation.
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Chapter 3
TDAQ system
3.1 Introduction
The high event rate (about 13 MHz) and the number of detectors in NA62 result
in a large amount of output data (∼ 30 GB/s) that is difficult to store without
filtering. The total number of channels in NA62 is above 80000: considering the
detector rate and size of each subdetector packet, the system produces a raw
data bandwidth of the order of 2 TB/s. The number of channels and the typical
hit rates of the detector are presented in table 3.1. A high performance trigger
and data acquisition (TDAQ) system is therefore necessary, which must minimize
dead time and maximize data collection rate. To do that, NA62 developed an
unified trigger and data acquisition system: trigger is integrated inside the DAQ
system, allowing to have a good control of the trigger, that use the same data
available at readout, and a excellent flexibility. The trigger system is organised
in three levels: the lowest-level trigger (L0) is hardware and is followed by two
software high-level triggers (L1 and L2) implemented in a PC farm.
Sub-detector Total channels Hit rate (MHz)
CEDAR 240 50
GTK 54000 2700
LAV 4992 11
CHANTI 276 2
STRAW 7168 240
RICH 1912 11
CHOD 128 35
NEWCHOD 304 45
IRC 20 4.2
LKr 13248 40
MUV 432 30
SAC 4 2.3
Table 3.1: Number of channels and typical hit rates of NA62 sub-detectors
The common clock of the experiment is provided by the Timing, Trigger and
Control (TTC) system used in LHC experiments[26], its frequency is close to 40
45
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Figure 3.1: The NA62 TTC system.
MHz and is the common unity reference for all time measurements, which are
defined by a 32-bit timestamp, with 25 ns LSB (least significant bit), plus 8 bit
of fine time with 100 ps LSB covering the duration of an entire SPS spill (which
is of the order of 10 s).
3.2 The TTC system
The Timing, Trigger and Control (TTC) system [26], developed for the LHC
experiments, provides the timing of the experiment with a common, centrally
generated, free-running synchronous 40.079 MHz clock. This clock is the unique
reference for time measurements of all the experiment. The above frequency is
the exact bunch-crossing frequency of the LHC but in NA62 the kaon beam is
unbunched, and this is just the reference clock frequency of a free running clock.
The clock produced by the TTC system is distributed all over the experiment
through optical fibres to detectors’ DAQ and the L0 trigger processor. The NA62
TTC system (shown in figure 3.1) is composed of a central clock source and
many sets of LTU + TTCex modules. These modules encode and send clock
and triggers to the readout electronics of the detectors. A back pressure system
of CHOKE and ERROR signals is implemented : they are produced in case
of exceedingly high rate or errors by the data acquisition boards and the LTU
propagates them to the L0TP to momentarily stop L0 triggers. The LTU [70],
a 6U VME module, is an updated version of the Local Trigger Unit designed
for the ALICE experiment. An on-board FPGA on the LTU receives the clock
from the TTCex and is programmed to perform the following tasks: dispatch
triggers received from the L0TP (L0 Trigger Processor, see the next section) to
the TTCex for optical encoding, in the form of a trigger signal and a trigger
message containing 8 bits; propagate the back pressure CHOKE and ERROR
signals to the L0TP; deliver synchronously to the readout systems the start of
burst (SOB) and end of burst (EOB) signals, received from the SPS, as special
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trigger messages: these signals respectively start and end the data acquisition
operations inside a single burst synchronously to the entire system. In the trigger
messages the lowest two LSBs bits are reserved to encode SOB and EOB signals,
the remaining 6 bits represent the Level 0 trigger type (up to 63 different types).
The TTCex module [91] is a 6U board: it receives the main clock which drives
an internal QPLL, and is linked to the LTU to receive trigger signals and trigger
information messages. The module provides several optical fibre outputs in which
clock, trigger signals and trigger messages are encoded together.
All the subdetectors front-end subsystems are endowed with a TTC interface
containing an optoelectronic receiver and a TTCrx chip [8] which decodes the L0
trigger information.
The trigger word can encode several physics triggers belonging to different
conditions and subdetectors, as well as some service triggers, e.g. signal useful to
synchronize all the detector together, to monitor the the noise or the background
in the detectors and the CHOKE/ERROR signals which represent a warning or
a problem in the general data acquisition and they says to the read-out board to
pause or stop the data acquisition.
3.3 The trigger system
The general TDAQ structure of a modern high energy experiment is organized
on more levels: the detectors data are stored if they satisfy some requirements
established by several sequential trigger levels. The NA62 trigger system is struc-
tured in 3 levels that have to reduce the event rate from about 13 MHz to some
kHz. The number of detectors channels and their high rates led the NA62 col-
laboration to choose for the first level (called L0) a fully hardware trigger; after
the L0 trigger, the sub-detectors transfer the data to a pc farm where the L1 and
L2 trigger are implemented. The L1 is based on the information computed by
each complete sub-system. The L2 uses assembled and partially reconstructed
events with the possibility to use correlations between different sub-detectors.
The NA62 trigger hierarchy is shown schematically in figure 3.2.
3.3.1 L0 trigger
The L0 trigger is digitally implemented on hardware in the common TEL62 board,
it’s based mainly on input from CHOD, MUV, RICH, LKr and LAV12 and with
the goal of reducing the event rate from about 13 MHz to 1 MHz. The default
L0 trigger algorithm consists in requiring a single charged track in the CHOD
and RICH, nothing in the MUV3 and in the LAV12, and an amount of energy
in the LKr and in the MUV1 compatible with a charged pion. Together with
this main trigger, other L0 trigger could be implemented to acquire a selection
of events useful for different physical goals respect to the branching ration mea-
surement of the K+ → pi+νν decay. The signals of the CHOD and RICH will
allow to tag a charged particle within the detector acceptance, reducing the rate
due to K decays downstream of the final collimator. It is possible to use, in
addition, the hits multiplicity to select multi-track events. The fast third station
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Figure 3.2: Schematic view of NA62 TDAQ system
of the muon veto (MUV3) is used to reject the high rate of muons due to the
major background decay K+ → µ+νµ (about 63% of Branching Ratio) and the
muon halo components from decays upstream of the final collimator. The LKr
and MUV1 are useful to suppress the rate due to the other background decay
K+ → pi+pi0, by requiring the energy released corresponding to the charged pion
electromagnetic shower. An online cluster counting with a time resolution of 1 ns
can allow a good rejection and at the same time give useful information for several
other sets of physics triggers. The RICH is able to contribute by exploiting hits
multiplicity, for the reduction of the background due to multi-track events, and
giving a very precise time measurement O(300 ps); we are not able to use the
particle identification in the L0 trigger because it requires the correlation with
the information from other sub-detectors like the measurement of the particles
momentum from the slow magnetic spectrometer. The RICH trigger condition is
computed in a single TEL62 board, called RICH MULTI, that collect the signal
of all the detector super-cells (a super-cell is the digital OR of 8 RICH PMs).
The last station of the LAV veto (LAV12) is used to reject at the L0 a part of the
events with photons in the final state. The other stations are used inside the L1
trigger condition. It is not possible at the moment to use all the LAV station in
the L0, but is under development a system that will allow the firmware commu-
nication between the LAV TEL62 board to generate a common trigger condition.
The new-CHOD detector is been installed for the 2016 RUN; it could be used,
simultaneously, with the old CHOD detector to select single charged tracks. For
the first run periods will be test its trigger and read-out efficiency.
The electronic boards connected to these sub-detectors inside the trigger sys-
tem produce L0 trigger primitives with timestamp and fine time to allow the
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time matching. The L0 trigger primitives are managed by a central L0 Trigger
Processor (L0TP). The L0TP used during the 2015 run is a FPGA system based
on the Altera®development DE4 board[10] which accommodates a Stratix®IV
FPGA[14], plus a TTC [8] interface card and daughter-cards for 8 Gigabit eth-
ernet ports used for trigger primitives reception. The received primitives are
stored in RAMs implemented in the FPGA, with a RAM address depending on
the primitive time. The timestamps of a reference (positive element) detector are
stored in a FIFO, and subsequently read to search for primitive matching in times
from other detectors; different trigger masks coexist for different physics goals,
and a look up table is implemented inside the FPGA for this multiple matching
purpose. After the matching, if the trigger conditions are satisfied the L0TP
generates a L0 trigger signal followed by a trigger type word that is dispatched
by the TTC system back to all detectors. When the detector boards receive this
signal they read-out the data inside a programmable number of time slots (each
one of 25 ns) around the trigger time. The data, waiting for the L0 trigger signal,
is stored into some memory buffer (on the TEL62 boards is a DDR2 memory).
The maximum L0 trigger latency was set to 1 ms and it is limited by the
memory inside the L0TP indeed the read-out electronics of the detectors can
currently store data for more time like the DDR2 memory in the TEL62 (∼ 50
ms) and the memory in the readout board used by the LKr (∼ 10 ms).
3.3.2 L1 and L2 triggers
The sub-detector data, after the L0 trigger signal, are extracted from memories
and sent to the PC farm where the L1 and L2 triggers are implemented. The
L1 algorithms check data quality conditions and then requires simple correlations
between conditions computed by single sub-detectors. The L1 trigger uses the
KTAG to cut the non-kaon component of the beam, the LAV stations to reject
events with photon and the CHOD to reduce multi-tracks events. A significant
part of the rejection power is obtained using STRAW informations that help to
cut events with a decay vertex out of the fiducial region, due to beam particles
that are inside the detector acceptance and multi-body decays. The L1 trigger is
necessary to achieve an overall trigger rate below 100 kHz. In case of positive L1
decision, a complete event reconstruction at L2 will be done.
The L2 takes care of accepting, for the main trigger, events with only a single
identified charged pion. These two software level triggers are both implemented
inside the same PCs, so useless data transfers are avoided. All the events accepted
by the L2 trigger are finally stored on tape. The available bandwidth for data
storage is about 100 MB/s, this limits the final output trigger rate to about 10
KHz.
The NA62 Pisa group is developing a parallel fast online trigger system using
commercial graphic processors (GPUs)[51]. This system could support some L1
and L2 trigger algorithms acting as a Level 0.5 trigger between the hardware
level and the software levels. Two low latency applications under evaluation in
NA62 are the RICH online ring-finding, both for L0.5 and L1, and a L1 tracks
reconstruction for the STRAW spectrometer.
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3.4 Data acquisition system
The high hit rate and the consequent need of a good time resolution to have an
efficient selection of the events, led the collaboration to use a TDC-based system
for many detectors. A TDC system can also provide pulse-height information
using a time-over-threshold approach: both leading and trailing edges of pulses
should be measured to utilize this method. Consequently most of the detectors
of the experiment (CEDAR, CHANTI, LAV, RICH, CHOD, NEWCHOD and
MUV3) adopted a TDC and FPGA-based common readout composed of the
TEL62 carrier board[88][17] and the TDCB daughter-card[85]. A part of my
PhD work consisted of the firmware development of these two boards; this will
be described in sections 3.5.2 and 3.6.1.
Due to specific needs, some detectors chose to adopt a different custom TDC
system or an ADC based readout instead and these read-out systems are briefly
described in the rest of this section. The readout of the Gigatracker is based
on a TDCPix chip that provides, in addition to the hit time, the time-over-
threshold self-triggered measurement for 360 channels, the pre-amplification and
the discrimination of the signal[71]. The TDCPix time bin size is about 100 ps,
the expected rate is about 210 MHits/s and the output is given by 4 3.2 Gbit/s
serial links. Taking into consideration the propagation of the signal through the
chip and the relative time correction the chip time resolution is about 70 ps. The
4 output serial links send data to a carrier GTK-RO VME 6U board where it
is stored waiting for a L0 trigger decision. After the reception of a L0 trigger
signal the data inside a 75 ns time windows are sent to the readout PC. There is
also on the board a TTC interface to receive triggers from the central L0 Trigger
Processor and to send the clock to the TDCpix.
The STRAW spectrometer electronics[24] is based on a 8-channel analogue
front-end chip, the CARIOCA chip[80],containing a fast pre-amplifier, semi-Gaussian
shaper, a tail cancellation circuitry, base-line restorer and a discriminator. Two
CARIOCA chips are integrated in a custom COVER board [75] together with
an Altera®Cyclone®III FPGA [9]. The COVER board houses 16 pairs of TDC
implemented within the FPGA with de-randomizers and an output link serial-
izer. The full system is composed of 14236 TDCs producing a data rate of order
2 GB/s. The back-end VME 9U Straw Readout Board (SRB) receives data from
16 COVER boards for processing (in FPGAs) and storage in DDR3 memories.
A TTC interface is also present, to optically receive the clock and the L0 trigger
signal. After receiving a L0 trigger, data are extracted from the buffers and sent
to the PC farm.
The LKr, the MUV 1 and MUV2 use a FADC (Flash ADC) based readout.
The readout board is a Calorimeter Readout Module (CREAM) [46] developed
by CAEN (see figure 3.3). It is a VME 6U board able to digitise 32 LKr channels
at 40 MHz using four 8-channel, 14-bit ADCs. 414 such boards are needed to
read out the 13248 calorimeter cells. After signal digitisation, samples are stored
in a circular buffer built inside a DDR3 module, waiting for the L0 trigger signal.
Upon reception of such signal through a custom backplane, data is moved to the
L0 buffer, also built in the same DDR3 module, where it waits for a L1 trigger
signal. This is one main differences with respect to other detectors: due to the
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Figure 3.3: Logical scheme and photo of a Calorimeter Readout Module.
high data rate, the LKr is only read out at the reduced L1 trigger rate (below
100 kHz). When such signal is received, the corresponding data is finally sent to
the PC farm. The CREAM module also computes digital sums of 4×4 channels,
called Super-cells, for L0 trigger purposes: two Super-cells are read out by each
CREAM, and digital sums are sent every 25 ns to a system based on 36 TEL62s
and custom interface mezzanine boards, where LKr L0 trigger primitives, based
on energy deposits and cluster identification, are generated.
At present, the IRC and SAC small angle photon veto detectors use two
different readout system together: the TDCB-TEL62 and the CREAM board
systems. Both IRC and SAC have only 4 channels, this number is linked to the
transversal dimension of an electromagnetic shower indeed a greater segmentation
of these detectors would not have diminished the single channel rate.
3.5 The TDC Board
The TDC Board (TDCB) is a high-density (10 layers printed circuit) mezzanine
daughter-card for the TEL62 carrier motherboard, designed in Pisa for precision
time measurements. The board design (see figure 3.4) was driven by the desire to
integrate a high number of channels within the same processing board, in order to
ease triggering issues [85]. The desire for a compact and common electronics and
the short distance (order of meters) between subdetectors and readout electronics,
with no space constraints, led to the choice of having digitizers on the readout
board rather than on the detector thus leaving only analog front-end electronics
on each individual subdetector in a potentially higher radiation environment and
making all digital electronics common and located on the same boards, at the
price of having to transmit analog pulses on the 5 m LVDS cables between the
two.
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Figure 3.4: The TDC Board.
Figure 3.5: Schematic view of the TDCB architecture.
The requirements of a good time resolution and high channel integration
led to the choice of the CERN High Performance Time to Digital Converter
(HPTDC)[49] as time digitizers (see figure 3.5).
With a fast front-end electronics providing adequately time-stretched LVDS
discriminated pulses, the measurement of both the leading and trailing edge
times allows obtaining analog pulse-height information by the time-over-threshold
method: HPTDCs can indeed digitize the time of occurrence of both signal edges,
provided they are separated by a minimum time (about 7 ns); the resulting time
measurements (made with respect to clock edges) can be combined into a single
word to reduce the required data bandwidth.
The board houses four 68-pin VHDCI connectors for input signals, each of
them delivering 32 LVDS signals to one TDC, with two spare pairs being used to
provide additional grounding (one pair) and to allow user-defined back communi-
cation from the TDCB to the front-end electronics (one pair). This latter feature
can be used to trigger the injection of calibration pulses in the subdetector or
calibration patterns in the front-end (as two single-ended lines allowing bidirec-
tional communication, or as a LVDS pair towards the front-end). This choice
allows in principle the use of high-performance cables, if required by the intrinsic
resolution of a subdetector, as well as cheaper solutions.
The TDCB houses a dedicated Altera®Cyclone®III EP3C120 FPGA [9],
named TDC Controller (TDCC-FPGA) which can handle the configuration of
the four HPTDCs via JTAG, read the data they collect, and possibly pre-process
it. A 2 MB external static RAM block is also available and will be used for online
data monitoring purposes and low-level checks on data quality.
The TDCC-FPGA can be configured from an on-board flash memory (Al-
tera®EPCS64 [12]), which can be loaded using an external programmer via an
on-board connector or through JTAG, either using a JTAG port on the TEL62
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board, or through its Credit Card PC (CCPC). Communication between each
TEL62 FPGA and the corresponding TDCC-FPGA on the daughter-board pro-
ceeds through a 200-pin connector with 4 independent 32-bit single-ended LVTTL
parallel data buses (one for each TDC, running at 40 MHz, for a total bandwidth
of about 5 Gbit/s) and a few dedicated lines for synchronous commands and re-
sets. The TDCC-FPGA on the TDC daughter-card can also be accessed from
the TEL62 CCPC card via a dedicated I2C connection for slow operations.
The individual TDCs are configured via JTAG, with the TDCC-FPGA acting
as the JTAG master: the configuration bits are sent to the TDCC-FPGA from
the TEL62 CCPC card via I2C, and are then uploaded to the TDCs. A second
working mode allows inserting both the TDCC-FPGA and the four HPTDCs into
a global JTAG chain which also includes all the TEL62’s devices, and which can
be driven by the TEL62 CCPC card.
The contribution of the digitizing system to the time resolution ultimately de-
pends on the random jitter of the reference clock against which the measurement
is performed. The 40 MHz clock optically distributed by the TTC is received
through the TEL62 and is cleaned by the on-board QPLL [81] to reduce the jit-
ter below 50 ps. This clock signal drives the internal logic and is distributed to
each TDCB, where it can be configured to go through more jitter-cleaning stages:
these are the internal PLL of the TDCC-FPGA and a second on-board QPLL.
3.5.1 HPTDC
The HPTDC[49] can work in an un-triggered mode, in which all available data
is delivered at every readout request, or in a trigger-matching mode, in which
a readout request follows a trigger pulse, and the TDC only delivers the data
which matches in time the trigger occurrence, within some programmable time
windows. Trigger-matching mode was implemented to allow HPTDCs to work as
front-end buffers, storing data in a buffer (called L1 buffer, but have no relation
to the NA62 L1 trigger) while a trigger signal was generated (see figure 3.6);
however, in a modern experiment such as NA62, the latency of the lowest trigger
level (1 ms) is much longer than the typical time it takes to fill TDCs’ buffers
(order of tens of µs in our experiment). The TDCBs therefore normally use
TDCs in trigger-matching mode just as a way of obtaining properly time-framed
data, but triggers are actually sent to HPTDCs in a continuous periodic stream,
with no relation whatsoever to the trigger of the experiment (data storage during
trigger latency being actually provided on the carrier TEL62 board with much
larger buffers). The time-matching parameters in the TDCs have to be properly
set in order to allow readout of all hits which occurred since the previous trigger
(time-matching window set equal to trigger period): in this way the TDCs are
periodically triggered and readout, receiving all hits corresponding to a time
frame of length equal to the triggering period, in a continuous sequence. Since
the range of time measurement within the TDC chips is limited (to 51.2 µs at
most), and therefore a roll-over of the TDC time word frequently occurs, only by
exploiting this working mode one can be guaranteed (by the TDCs themselves)
that all the data are being read.
Each HPTDC provides 32 TDC channels when operated in fully digital mode
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Figure 3.6: Schematic view of the HPTDC architecture. The input for the TDC
from the subdetector front-end electronics are at the top left and are called
Hit[31:0]. At the bottom there are the link (called in the scheme Read-out)
with the TDCC-FPGA.
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Figure 3.7: Block diagram of the TDCC-FPGA firmware.
at 98 ps LSB resolution, with some internal buffering for multi-hit capability and
a trigger-matching logic allowing the extraction of hits in selected time windows.
Four such chips, for a total of 128 channels, are mounted on each TDCB, resulting
in a grand total of 512 TDC channels per fully-equipped TEL62 carrier-board; as
an example, the entire RICH detector can be handled by 4 TEL62 boards only,
while most small subdetectors only require a single TEL62 board.
3.5.2 The TDCC-FPGA firmware
We used the software tools HDL Designer®[60], Modelsim®[61] (from Mentor
Graphics®) and Quartus®II[11] (from Altera®) to develop the firmware for the
TDC Board’s TDCC-FPGA (and for the FPGAs of the TEL62 carrier-board).
The main TDCC-FPGA firmware[64] parts and functionalities are shown in a
block diagram in figure 3.7.
To have a good resolution for the time measurement we have chosen a TDC
configuration, in which the chip produces two 32 bit-long words for each signal,
one word for the leading and one for the trailing edge. The number of bits
dedicated to time measurement are 19 out of 32, the other being used identify
the channel (5 bits), the TDC inside the board (4 bits) and the type of data
word (4 bits). The possible types of words are 5: leading or trailing edge, error
words and TDC frame timestamps and word counters. Inside the FPGA the
data are are packed in 6.4 µs frame, each frame have a header word (TDC frame
timestamps) and a trailer word (word counters).
The TDCC-FPGA firmware performs several operations:
• Packing the data stream from the TDCs. The TDCC-FPGA receives
the data sent by the HPTDCs through a 32-bit parallel block writing pro-
tocol. The TDC time measurement rolls over every 51.2 µs, while the SPS
spill is several seconds long. To cope with these different time scales, in
the TDC control block we add a timestamp to the data in such a way that
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the TDC time measurement is unambiguously associated to an “absolute”
time for the whole length of the spill. This is achieved by periodically trig-
gering the TDCs with a period shorter than the TDC’s roll-over (we chose
a period of 6.4 µs) and adding a frame timestamp at the beginning of the
data stream associated with each frame. Then at the end of the frame data
stream we add a word counter indicating the number of words received by
the TDC plus the frame timestamp itself. The roll-over of the frame times-
tamp (whose least significant bits corresponds to 400 ns) is 228×400ns ≈ 107
s, much longer than the SPS spill duration.
In the TDC control block 2, of the 4 bits that identify the TDC inside the
board, are replaced with 2 parity bits. These parity bit are useful to verify
if the data were altered (e.g. corruption or bit-flips) during the data flow.
A mathematical function returns a 2 bits result for each data word (usually
a the XOR of the data word bits); these 2 bits can be checked off-line to
test the integrity of the each data word.
• Configuring TDCs and communicating with the CCPC on the
motherboard. As mentioned before, configuration data is sent to the
TDCB from the CCPC on the TEL62 through I2C. An I2C slave controller
has been implemented in the firmware, through which internal registers are
both written and read. A JTAG master controller is implemented in the
TDCC-FPGA to transmit and receive the configuration to and from the
TDC chips.
• HPTDC emulator. Two different HPTDC emulators are contained in the
TDCB firmware: one was developed to send some simple repeating pattern
on selected TDC channels (called single-channel TDC emulator), the other
allows to load some amount of data words from a file into memory and
repeatedly send it (called data emulator).
The data emulator generates data packets containing a variable number
of words per frame as required by the user, sending one data packet for
each frame to which the header (timestamp) and trailer (word count) are
automatically added; This emulator is directly linked to the TDCC output
FIFO (called transfer FIFO). The data words are read from four (one for
each TDC) 32-bit wide and 1 K deep pattern memories and modified so that
the upper bits of the TDC time field do match the current frame timestamp
(so the data words will not repeat exactly). The data emulator read from
the memory and puts in each frame a number of words as read from a 9-bit
wide and 1 K deep count memory (0 value in a line of this memory will
generate an empty frame with only the header and the trailer). It is even
possible to set the data emulator to repeat the same sequence continuously.
The data emulator is used to test parts of the firmware of the TDCB or of
the TEL62, using patterns written ad hoc to stress the firmware and the
electronics, such ad the TEL62 output links.
• The on-board RAM. The data stream can be optionally split and sent to
the TDCB’s on-board static RAM during the acquisition, to possibly store
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a fraction of it for reading it and analysing it off-line. This can be useful for
debugging or monitoring purposes. The RAM space is equally subdivided
among the four TDCs. In the final implementation, it will be possible to
choose between filling the RAM with the data from the first part of the
spill, the last one or only with the frames that exceed same defined rate.
• Front-end pulser. The TDCC-FPGA can drive a spare output LVDS
pair of the TDC connector, that allows to trigger the front-end boards for
sub-detectors’ calibration. Some front-end boards can send data signals
to the TDCs in response to that stimulusS: this is useful for debugging
purposes and to test the hardware connections. The Front-end pulser is
driven by a mask register which is compared with a timestamp counter.
An alternative working mode generates the output signal when the TDCC
receives a special command from the motherboard.
3.5.3 TDCB test
Once the TDCB design was finalized various tests were performed in order to
verify that the system complies with the experiment’s requirements. These tests
were performed in the laboratory of Pisa INFN, using a test setup which may
reproduce conditions similar to the experiment environment, and at CERN during
a test beam[85].
Time resolution
An important figure is the intrinsic contribution of the board to the time resolu-
tion. It was evaluated in the laboratory by pulsing TDC channels with signals of
fixed duration generated by an FPGA-based test board working on the same clock
used by the TDCB, and by measuring the time differences between the trailing
and leading times of a LVDS pulse with nominal 25 ns duration. In a first test we
pulsed 32 TDC channels at a time: we observed that the RMS of the measured
pulse width on a single channel was 61 ps (figure 3.8 left) and the average was
25.18 ns on a sample of 105 pulses. In a second test we pulsed simultaneously
only 1 every 4 TDC channels (8 in total) with the same signals of the previous
case (figure 3.8 right) and found comparable results.
No spurious hits were detected on channels which were not pulsed, over a
sample of 107 events. We checked other possible cross-talk effects by comparing
the channel time resolution in the previous two tests: all the 32 TDC channels
pulsed with signals of constant width (25 ns) or only 8 TDC channels (1 every 4)
pulsed. We didn’t observe differences in the time resolution (see figure3.8) when
other channels were pulsed, concluding that no significant cross talk effects are
present.
Channel efficiency
Hit losses are expected at high rates due to the limited amount of buffering present
in the HPTDC. In the HPTDC the 32 channels are divided in four independent
groups of 8 channels each, and hits are buffered at different stages: per channel,
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Figure 3.8: Distribution of times-over-threshold for digital 25 ns wide signals as
measured by the TDCB, with 32 channels pulsed (left) and 8 channels pulsed
(right).
per group of 8 channels, per full chip (respectively Hit registers, L1 buffer and
Readout FIFO in figure 3.5); apart from the first buffering stage, the other ones
are monitored for overflow conditions.
The data transfer efficiency is defined as the ratio between the number of hits
delivered by the system and the number of input pulses. It was measured in the
laboratory both using only one single channel (1 of every group of 8 for a total of
4 TDC channels) and using two neighbouring channels (channels 0 and 1 of every
group of 8 for a total of 8 TDC channels). We use these configurations because
inside the HPTDC every group of 8 channels shared a 256 words deep level 1
buffer [49]. When several hits are waiting to be written inside the level 1 buffer an
arbitration between pending requests is performed. Arbitration between channels
in the active request queue is done with a simple hard-wired priority (channel 0
highest priority, channel 7 lowest priority). In this way the first channels in
each group of 8 are serviced faster than the last ones. At high rates this gives
an advantage to the low-numbered high-priority channels which can use their
channel de-randomizers more efficiently, while in such conditions lower-priority
channels appear like they have smaller de-randomizing capability and therefore
slightly higher data losses. The results of the measurement and different channels
efficiency are shown in figure 3.9.
No data losses were observed for input rates below 17.5 MHz in the first case
(single channel). In the case of two adjacent channels being pulsed, no data losses
were observed for input rates below 8.5 MHz per channel; above such value data
losses start to appear at slightly different levels depending on the pulsed channel.
Test beam results
In November and December 2012 a test run with beam was performed at the
CERN SPS. The main measurements performed during of this test run were
the response of the detector and the front-end, the rates and efficiencies of the
detectors and the TDAQ system, the time and space correlations between the
detectors. The setup in the test beam was similar to the experiment, with the
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Figure 3.9: TDCB hits efficiency pulsing one and two channels.
secondary kaon beam of 75 GeV/c produced by protons from the SPS. The test
was carried out with a low intensity beam (1/50 of nominal rate foreseen for
NA62). Figure 3.10 shows the event time difference distribution between the fast
and high-resolution detectors CHOD and CEDAR, which had a fitted standard
deviation of 410 ps. This value is compatible with the intrinsic detector resolu-
tions, confirming a negligible contribution from the electronics and the read-out
board.
Run 2014
During the 2014 Run it became evident that, even at low beam intensities (about
∼ 12 % of the nominal), intensity peaks are present in the beam time structure.
These peaks can reach and exceed the DAQ design limit (∼ 39 Mword per second
per TDC) and the initial version of the firmware was not able to sustain this rate.
We measured a firmware limit of ∼ 34 Mword per second per TDC and when this
limit was reached the TDC board was not able to recover smoothly. So we made
some improvements to the firmware to reach the design limit and prevent failures
when this limit is exceeded. A reshaping of the TDC control block allowed to
reach the limit of ∼ 39 Mword per second per TDC and the addition of two
new blocks gave the possibility of managing the data frame when the limit is
surpassed. This two blocks (which can be enabled via registers) approach the
problem in different way:
• Data limiter This block limits the number of words written in TDCC
output FIFO for a single frame. The maximum value is set by a register;
any words (excluding header and trailer) exceeding such value are thrown
away, an error word is inserted in the frame and the frame is completed
with the correct word count.
• Data suppressor When this block is active and one of the input FIFOs
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Figure 3.10: Distribution of event time differences between CHOD and CEDAR
detectors (2012 test beam).
storing TDC data becomes almost full (at a pre-defined level), further data
from TDCs will be ignored (although TDCs are still read) and an error
word is written into the FIFO until the filling of both such input FIFOs
falls below a (lower) threshold.
Using either of this two blocks we are able to prevent blocking failures in the
TDC Board.
3.6 The TEL62 board
The TEL62 board (see figure 3.11) is the common multi-purpose FPGA-based
motherboard [88][17]; it is used in the NA62 experiment both for trigger primitive
generation and for data acquisition. It is used by several NA62 detectors with a
total number of about 100 installed card.
This board has been developed in Pisa and it is a highly-improved version
of the TELL1 board designed by EPFL Lausanne for the LHCb experiment at
CERN [65]. The design exhibits a similar overall architecture, but the board is
based on much more powerful and modem devices, resulting in more than eight
times the computation power and more than twenty times the buffer memory of
the original, plus several other improvements in terms of connectivity.
While a large number of TEL62 board are used for the implementation of the
calorimetric trigger (see section 4.3.1), we mostly focus here on their use when
equipped with TDCB boards.
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Figure 3.11: The TEL62 motherboard.
The TEL62 is a standard 9U Eurocard, with a 16 layers printed circuit with
all lines impedance (50Ω) controlled and the clock tree routing done with special
care to avoid introducing signal jitter. This motherboard can handle up to 4
mezzanines (like the TDCB), for a total of 512 input channels and houses 5
FPGA of the same type. The 4 Pre-Processing (PP) FPGAs are connected to a
single Sync-Link (SL) FPGA; each PP is directly connected to one of the TDCB
mezzanine (see figure 3.12). Depending on the subdetector, the TDCs can send
an amount of data up to some tens of MB/s per channels. Data are organized in
packets, each one related to time frames of 6.4 µs duration. The 4 PP-FPGAs
have the role of collecting and merging the data and later organizing them on
the fly in a 2 GB DDR2 memory, where each time slot corresponds to a single 25
ns time window. Data are stored in the DDR2 memory waiting for a L0 trigger
request; at the trigger arrival, the data within a programmable number of 25 ns
time windows around the trigger timestamp are read from the DDR2, packed
and sent to the SL-FPGA. In the SL-FPGA, the data from the 4 PP are merged,
synchronized and stored in a 1 MB QDR SDRAM temporary buffer. Later, the
data are extracted for formatting into Ethernet data packets and sent through
4 Gigabit Ethernet links hosted on a custom daughter-card to a computer farm.
The board can sustain, by design, 1 MHz of L0 trigger rate for standard-size
events.
The fundamental components of the board (see figure 3.13) are shown below:
• The 4 PP FPGA are Altera®Stratix®III FPGAs EP3SL200F1152 [13],
each one containing an embedded memory of 9396 kbit and 198 900 equiv-
alent logic elements. Each PP elaborates the data from the 4 TDCs of one
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Figure 3.12: Layout of the TEL62 board architecture. FPGAs are shown in
yellow, memory buffers in orange, other chip and daughter-card connectors are
in green. Lines represent data bus links between devices.
Figure 3.13: Main components of the TEL62.
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TDCB that is connected through a 200-pin connector, using 4 32-bit wide
data buses. Each bus transmits data from one TDC, at 40 MHz for a total
bandwidth of about 5 Gbit/s. Each PP is also linked to a DDR2 memory
buffer of 2 GB with a 64 bit bus with a clock frequency of 640 MHz, result-
ing in a memory bandwidth of ∼ 41 Gbit/s. Furthermore the 4 FPGA are
interconnected in a row (see figure 3.12) with 2 x 16 bit buses (input and
output).
• The SL FPGA is also an Altera®Stratix®III FPGAs EP3SL200F1152 [13]
with the same hardware characteristics of the PP-FPGA. It is connected
to each of the 4 PPs through two independent data and trigger primitives
buses, 32 bits wide and operating at a clock frequency of 160 MHz, for a
total bandwidth of about 10 Gbit/s per connection. All signal lines are
properly terminated and equalized in length to handle this clock speed;
moreover we added in the firmware a set of time constraints to guarantee
the functionalities of the board. The SL-FPGA is linked to a Quad Data
Rate (QDR) Synchronous Pipelined Burst SRAM of 1 MB, read and written
at 120 MHz clock frequency and used like temporary buffer in the data flow.
The data packets generated in the SL are sent to a custom Gigabit Ethernet
(GbE) mezzanine.
• The custom mezzanine is a Quad GbE [82] (the same card used in the
TELL1); this card hosts four 1 Gbit Ethernet channels used to send data
packets to the PC farm, trigger primitives to the L0 Trigger Processor
(L0TP) or data packets to other TEL62s in a daisy chain configuration.
• A standard optical TTC link distributes the main 40 MHz clock and the
L0 triggers, which are then decoded by a TTCrx chip[8].
• An on-board QPLL [81] reduces the signal jitter of the input clock to few
tens of ps.
• A commercial Credit Card PC (CCPC)[74] is a SM520PC SmartModule
produced by Digital-Logic, Inc. running a Scientific Linux operating system
mounted from an external CCPC boot server through a dedicated Ethernet
link, and a custom input/output interface card named Glue card[55] (same
as in the TELL1 board) handle the slow control, the monitoring and the con-
figuration of the TEL62. These two mezzanine cards communicate among
them through PCI buses. The Glue card use and distribute to the other
devices and connectors three different communication protocols: ECS is a
custom parallel bus used to configure or read the FPGAs’ internal registers
and to control or monitor the board functionalities, I2C is used to control
the TDC Board and JTAG allows to configure and program remotely the
FPGAs on the TEL62 and on the mezzanines, by loading the firmware on
the respective EEPROMs.
• Two 64 Mbit EEPROMs (Altera®EPCS64[12]), one for the 4 PPs and one
for the SL, store the FPGA configurations.
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• Dedicated auxiliary connectors with two independent 16-bit buses allow to
link several TEL62 in a daisy chain: it could be useful to merge the L0
trigger primitives from different TEL62 of a single detector and to use only
one Gigabit link, to send them to the L0TP.
3.6.1 The TEL62 firmware
Like for the TDCB, we use HDL Designer®, Modelsim®and Quartus®II to
develop the firmware of the PP-FPGAs and the SL-FPGA.
The PP-FPGAs
All the 4 PP-FPGAs use the same firmware, which can be divided in 4 parts:
the data flow upstream the DDR (inside the red square in figure 3.14), the one
downstream the DDR (inside the blue square in figure 3.14), the trigger primitive
flow (inside the green square in figure 3.14) and the part related to testing of the
FPGA and the connections (inside the brown squares in figure 3.14).
The upstream data flow. The PP-FPGA receives the data from four buses
linked to the TDCB mezzanine card (one per TDC). Each bus fills a dedicated
derandomizer IB (Input Buffer) FIFO with a clock frequency of 40 MHz. The
data from the TDCB are packed in 6.4 µs data frames. The OB (Output Buffer)
block merges, at 160 MHz, data of frames with the same timestamp from the 4 IB
buffers; a bigger frame containing all the hits of the daughter-card is created, and
is stored in two copies of the Output Buffer (OB) FIFO, one of them reserved used
form monitoring purposes. Then the data packets are compressed to be stored
inside the DDR2 memory. This is the most complex part of the firmware, indeed
it has been the subject of two important revisions during the evolution of the
firmware itself. The difficulty consists in packing the data in order to minimize
the number of accesses to the DDR2. Each access requires a relatively large time
(3 clock cycles for a write access and 33 clock cycle for a read access) that could
slow down the data flow; we have to maximize the time efficiency of DDR2 writing
and reading operations because the structure must sustain an input data flow of
160 Mword per second and a trigger rate of 1 MHz. The first version (V1) of
the firmware organized the data of each 6.4 µs frame in fixed-size area related to
25 ns time slots, for a total of 256 slots. Each time slot was reserved a memory
amount equal to 128 x 32-bit words, so each frame required 1 Mbit of memory.
We implemented two of these memories to avoid interruptions in the data flow:
while one memory was written by the Data Organizer, the other was read by
the DDR writer. We reserved 128 words per 25 ns time slot, as a compromise
between the need to sustain high instantaneous rates (i.e. up to 2.56 GHz of hit)
and the available memory in the FPGA (2 Mbit is about a quarter of the total
memory). Half of the DDR2 (1 GB) was reserved for memory data storage and
half was used for 8-bit counters, that indicated the actual number of words of
each time slot. In the second half of the DDR, the counters were organized 8
DDR locations of 256 bit (16 counters per location) per a frame. The use of data
counters optimized the DDR reading because only the relevant part of each time
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Figure 3.14: Block diagram of the PP-FPGA firmware version 3.
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slot was read. These numbers defined the maximum latency of the system, that
is the time after that data is overwritten (and lost if a L0 trigger did not arrive).
1 GB
1 Mbit / 6.4µs
=
8 Gb
1 Mbit / 6.4µs
= 51.2 ms
At L0 trigger arrival, a module, the DDR reader, read up to three 25 ns slots of
data in a single access and packed the data to send them to the SL-FPGA.
After some test we realized that this data organization presented some prob-
lem at high trigger rate: the DDR writer needed 257 accesses (256 time slots +
the counter part) to write one frame and the DDR reader module had to perform
2 memory accesses (counter + data) for each trigger. The DDR2 access latency
for a write operation is 3 clock cycles (the clock period is 6.25 ns) and it needs
1 clock further cycle per DDR line (8 words of a timeslot) to be written. So for
each 6.4 µs frame the total write time was:
all slots empty : (3 × 257 + 8 ) × 6.25 ns ∼ 5µs
design rate (160MHz words) : (3 × 257 + 256 ) × 6.25 ns ∼ 6.4µs
all slots completely full : (3 × 257 + 4096 ) × 6.25 ns ∼ 30µs
The DDR2 access latency for a read operation is 33 clock cycles and it has to
read 49 lines (16 line per 3 slot to read the data and 1 line to read the counters).
The total read time for a trigger was:
empty slot : (33 + 1 ) × 6.25 ns ∼ 0.2µs
design rate (160MHz word) : (33 × 3 + 49 ) × 6.25 ns ∼ 0.9µs
slot not empty : (33 × 3 + 49 ) × 6.25 ns ∼ 0.9µs
These values were not compatible with the design trigger rate limit of 1 MHz.
Indeed at 1 MHz of trigger rate, the time to write and read an empty frame
should be about 6.3 µs (5 µs to write an empty frame and 0.2 µs × 6.4 trigger
in average) that is almost all the available time (6.4 µs) without considering the
DDR refresh time and other operation latencies. The L0 trigger limit measured
for this first version was about 700 KHz of triggers with empty events (the limit
decreased with non-empty events). Another problem of this firmware version was
the limited number of slots that could be read for each trigger, because some
detectors (for example the LAV) need more than 3 slots to measure the hit time
over threshold.
For these reasons we developed a second version of time DDR data organi-
zation. We introduced a new block, the data compressor (see figure 3.15), to
better pack the data frame. In this version, each 25 ns time slot is not allocated
a pre-defined space: data was written in adjacent 256 DDR locations with flags
pointing to the end of the slot. The memory space allocated for a frame remained
the same as in the previous version ( 1 Mbit for 6.4 µs) but the second area of the
DDR2 now contained 8-bit addresses instead of counters. The addresses, related
to a time slot, represented the starting address of the next non-empty slot in the
DDR2 data area. Figure 3.16 shows an example of the compressor output for a
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Figure 3.15: Layout of the second version of DDR organization.
Figure 3.16: Example of data distribution in the DDR2 for a frame with 3 not
empty slots, firmware version 2.
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frame with 3 non-empty time slots: slot 1 has 3 data words, slot 2 has 9 words
and slot 5 has 2 words; slot 0 is empty so the address of the next non-empty slot
is 0, instead for slot 2 the next slot address is 3.
This version resulted in a vast improvement because the DDR writer block
needed only one access to write all the data part and one to write the address
part. So for each 6.4 µs frame this version had a total write time of:
all slots empty : (3 × 2 + 8 ) × 6.25 ns ∼ 90 ns
design rate (160MHz words) : (3 × 2 + 128 + 8 ) × 6.25 ns ∼ 900 ns
all frame completely full : (3 × 2 + 256 + 8 ) × 6.25 ns ∼ 1.7µs
The DDR reader part was also improved removing 3 slots limit (in this version the
limit wa 30 time slots), only 1 access and 2 reads to get all the needed addresses
and only one access (in some particular cases 2 accesses) to have all the data
words of the time slots triggered. The total read time for a trigger and 3 time
slots was:
empty slot : (33 + 1 ) × 6.25 ns ∼ 0.2µs
design rate (160MHz word) : (33 × 2 + 5 ) × 6.25 ns ∼ 0.4µs
slot not empty : (33 × 2 + 49 ) × 6.25 ns ∼ 0.7µs
Version 2 was able to sustain a trigger rate of 1 MHz.
During the 2014 RUN even this version (V2) was shown to be unable to reach
the required rate. The PP should be able to sustain the same rate of the TDC
Board i.e. 4 × 39Mword/s = 156Mword/s while it reached only 116 Mword/s.
This high rate could be reached even at intensities below nominal due to the highly
non-uniform spill structure (see figure 3.17) that presents a 50 Hz modulation and
some high peaks (see figure 3.18).
We re-designed again the core firmware of the TEL62 to obtain the (final) V3
version. To stand rate, the data had to be more compressed in the DDR and we
had to remove the end-of-slot flag (it wasted 1 clock cycle per each non-empty
time slot). The data words of each slot are now one after the other without
empty space or flags and in the address word we added 4 bits to specify the
position of the slot first data within the row (see figure 3.19). Having reached
this compression, it was even possible to increase the capacity of a frame up to
4096 words compared to the 2048 of the V2.
The 2015 Run showed the design rate achievement for this firmware version.
The downstream data flow. The firmware part after the DDR2 takes care of
elaborating the trigger requests from the SL-FPGA and reading the correspond-
ing data from the DDR2. Trigger requests are received by the Trigger Receiver
(TrigRX) block that decodes the trigger type and the trigger timestamp. The
trigger type can be either physics or a special purpose one. In case of physics
triggers (32 possible different types), a request is forwarded to the DDR Reader
which starts to read a programmed number of 25 ns time slots around the trigger
timestamp (the centre of these windows with respect to the trigger time can be
also chosen by register). In the version 3, the firmware can extract up to 32 time
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Figure 3.17: Example of burst structure.
Figure 3.18: Zoom of the burst structure showing the large 50 Hz modulation
and the intensity peaks.
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Figure 3.19: Example of data distribution in the DDR2 of a frame with 3 slot
not empty, firmware version 3.
slots, for a total of 800 ns: such large window is useful to test and study the
detector response. The DDR data read are stored in the Data Output FIFO to
be transferred to the SL-FPGA.
Monitoring and testing tools. We implemented a lot of debugging and test-
ing tools in the firmware to check its performance during the data acquisition.
The CCPC can access the FPGAs via the ECS bus and read the internal registers
and the status of FIFOs or memories. An useful tool is the logger system that
stores in memory informations about specific error conditions, to be later checked
using the CCPC. Time was dedicated to implement and optimize a tool to test
the communication between PP-FPGA and TDCC-FPGA or between PP-FPGA
and SL-FPGA. It’s important to find a perfect coupling between the input and
output lines of different FPGA, since a single error can cause some word to be
misinterpreted. To test the communication system we implemented random gen-
erators using the same seed: the first sends data from the FPGA to another and
the second checks the correctness of the arriving data.
Trigger primitive generation The compressor module has a second output
toward a FIFO, used to provide data to trigger primitive generators. Since the
FIFO is written after the organizer module, in such FIFO all the data of a 6.4
µs frame is organized in a sequence ordered of 25 ns slot. The ordering simplifies
the following elaboration because it is easier to work on 25 ns slots of data to
obtain more precise clusters (like 3 ns of resolution) or further data sorting. Only
detectors involved in the L0 trigger developed this firmware part: RICH, CHOD,
new-CHOD, MUV3, LAV12. Some firmware handles channels matching or time
slewing correction (see next chapter). After primitive building, these data sent
to the SL-FPGA for further processing.
The SL-FPGA
Also the SL-FPGA firmware can be divided in four parts: the trigger and data
flow, the trigger primitive generation and the testing tools. Figure 3.20 shows the
firmware blocks dedicated to the data flow (red square), the trigger flow (inside
the blue squares) and the testing tools (inside the brown squares); figure 3.21
shows the trigger primitive generation flow.
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Figure 3.20: Data flow block diagram of the SL-FPGA firmware.
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Figure 3.21: Trigger primitive generation flow block diagram of the SL-FPGA
firmware.
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Trigger and data flow The SL-FPGA receives the trigger, the start of burst
(SOB) and the end of burst signals from the on-board TTCrx chip. The TTC
interface block handles the communication with the on-board TTCrx chip. It
decodes the signals and propagates the result to the remaining parts of the board.
In this way at the time of SOB all the blocks are reset and the data acquisition
starts, while the EOB signal stops the data acquisition. An internal timer, reset
with the SOB signal, produces a timestamp that is assigned to each trigger and
is used for debug and monitoring reasons. The trigger requests, from the TTC
interface, are dispatched towards the PP-FPGAs where the corresponding data
are read out. The data belonging to a trigger coming from the four PPs are
merged in the SL-FPGA data merger block, that works in the same way of the
OB block in the PP. The resulting event is stored in the Event Data FIFO.
Multiple events can be packed in a single Multi-Event Packet (MEP) to optimize
the output link bandwidth, limiting the fraction used by the packet header (42 B)
rather than the payload. After MEP assembly the packets are temporarily stored
in the external 1 Mbit QDR memory, written in a circular way: at each time
it contains several readable for debugging purposes. The MEP packet is then
extracted from the QDR, formatted in a UDP packet and passed to the SPI3
interface. This module takes care of the communication with the GbE output
mezzanine that finally sends the packet to the PC farm.
Trigger primitive generation The trigger primitives follow a similar path to
that of the data. The primitives coming from the PPs are merged by the primitive
merger block and then they undergo further processing stages like multiplicity
counting in the RICH or the cluster identification in the LAV. A communication
interface between different TEL62 boards under development: it could be useful
for the generation of trigger primitives for detectors that use more than one
TEL62 (like LAV, RICH and KTAG).
The triggers, like the data, are packed in Multi-Trigger Packets (MTPs) which
are formatted as UDP packets and sent via dedicated Ethernet ports of the GbE
to the L0 Trigger Processor.
Monitoring and testing tools. The SL-FPGA, like the PP, has a lot of mod-
ules dedicated to testing the board interconnections and to monitoring the data
acquisition status. It is possible to generate trigger patterns via CC-PC control to
test the trigger and the data readout system. A tool in the SL allows to produce
fake trigger primitives, overriding the primitive generation in the PP-FPGA, for
the development and testing of the L0 Trigger Processor.
3.6.2 TEL62 tests
The performances of the TEL62 were tested at the end of 2013 during one of
the TDAQ commissioning phases. We tested the output data bandwidth of the
board (see figure 3.22) with a standalone data acquisition system, using the TDC
emulators (inside the TDCC-FPGA) for data production and the LTU standalone
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Figure 3.22: TEL62 output bandwidth as function of the number of used Gigabit
ports. The blue line indicates the expected upper limit value (1 Gbit/s = 125
MB/s per port), while red points refers to the measured values.
mode1 as trigger source. Results were in good agreement with expectations:
the small gap between the expected upper rate limit value and the measured
values indicates that the firmware could be further optimized even if there is some
irreducible limitation introduced by the data formatting and other operations that
prevents to reach the theoretical link bandwidth.
Figure 3.23 shows the maximum data payload (that is without including IP
and UDP packet headers) for a given trigger rate using 4 Ethernet ports and
assuming one data packet for each incoming trigger. The measured values lie on
a hyperbola: the product between the trigger rate and the payload size is the
effective data output bandwidth.
The TDCB+TEL62 system was extensively tested since the 2012 NA62 Tech-
nical Run to the 2015 NA62 Run. In the last Run the system still showed some
rate inefficiency in the part that selects the Ethernet ports and sends the data
packet to the GbE output mezzanine; witch is being addressed.
The measured time resolution is compatible with the intrinsic detector reso-
lutions, with a negligible contribution from the TDCB. The TEL62 reached the
design performance in the DDR2 memory data storage (160 Mword per second)
and in the data extraction with a trigger rate up to 1 MHz
1In the standalone mode, the LTU can emulates the L0TP protocol and generates pro-
grammable trigger sequences.
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Figure 3.23: TEL62 data packet maximum payload size as function of the trigger
rate using 4 output links.
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Chapter 4
Studies of the NA62 L0 and L1
trigger
As we have already mentioned, the high beam intensity of the NA62 experiment
requires a trigger system able to reject a large part of the background events,
while losing the minimum amount of signal events (K+ → pi+νν). To do that,
NA62 adopts a multi-level trigger scheme composed of three levels: the first is
hardware (L0) and is implemented in the firmware of the TEL62 common readout
board and in the firmware of the L0TP; the other two (L1 and L2) are software
high level triggers that run on a PC farm. At the nominal intensity, we expect an
events rate on the main trigger detectors of about 13 MHz while for the PC farm
the maximum average acceptable L0 trigger rate must not exceed 1 MHz, due to
the available bandwidth, the size of the PC buffers and the average event size [15].
This rate should include the trigger for the main physics channel (K+ → pi+νν)
but also secondary triggers useful for other physical studies and control samples.
The NA62 experiment could be useful to search and to measure the branching
ratio of other rare or forbidden K+ or pi+ decays [59]. For this reason the L0
trigger must reduce the background at least by a factor 10 or better 20.
4.1 Pre-run simulation
In the pre-run period (2014) the NA62 collaboration performed some Monte Carlo
Analysis to find a L0 trigger scheme capable of selecting the main data stream for
theK+ → pi+νν analysis. Proposals for different trigger schemes were considered:
the guidance parameter to choose the L0 Trigger conditions was the achievement
of a suppression factor of 50 on the event rate; this value allows to add to the
data stream other physics channels, such as like lepton number violating decays,
lepton flavour violating decays, etc.[59] (K+ → pi−l+1 l+2 , K+ → pi+e±µ∓ andpi0 →
e±µ∓, etc).
Monte Carlo simulations took in account the following contributions to the
event rate[87]:
• the main 6 decay modes of the K+ in the region between z = 100 m (just
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after the GTK3) to z = 300 m 1: K+ → pi+pi0(γ), K+ → µ+ν(γ), K+ →
pi+pi+pi−, K+ → pi+pi0pi0, K+ → pi0e+ν, K+ → pi0µ+ν;
• the muon halo due to K± and pi± decays upstream the GTK3;
• beam pi+ that decay or interact with the material;
• beam protons that interact with the material.
The hadronic interactions of beam particles and the decay of K+ in non muonic
state both upstream the GTK3 was instead neglected.
An important part of that analysis was the simulation of the accidental activ-
ity, that is when there is an overlay of different events. In the analysis, simulated
events of the physics processes described were mixed up and superimposed to the
events of the studied process. To mix the events the assumption that the number
of accidental events in a time window follow a Poissonian distribution was made.
So that the probability to have at least one accidental event within a time t from
the studied event is:
f(t) = 1− e−Rt
. where R is the total event rate.
Then the digitized hits of the different processes were added inside the sub-
detector simulation to obtain overlayed events; the expected pulse width was
taken into account in merging the signals.
The aim of the study was the evaluation of the total rate of the events passing
the L0 trigger, that was simulated as a sequence of cuts, and of the trigger
efficiency over the signal K+ → pi+νν.
These Monte Carlo studies led to choose the following hardware conditions
for each sub-detector involved in the L0 trigger decision:
• RICH: at least 3 PMs fired;
• CHOD: at least a crossing in one quadrant2 (called Q1 condition);
• LKr: total energy between 1.5 GeV and 20 GeV, where total energy is the
sum of the energy deposited in the cells with at least 50 MeV each;
• IRC, SAC: total energy deposited below 4 GeV;
• LAV1,12: total energy deposited per station below 4 GeV;
• MUV1,2: total hadronic energy greater than 8 GeV;
• MUV3: no pad fired.
The resulting rates for physics processes satisfying the above L0 trigger con-
ditions are summarized in figure 4.1. Accidentals have a big effect in the result,
indeed they increase the total rate by about 15% and decrease the efficiency of
the signal by 16%.
1The coordinate z is parallel to the beam line, the axis origin is set at the target position.
2see section 2.3.3.
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Figure 4.1: Expected particle rate (kHz) and trigger efficiency () after L0 (Errors
are statistical only). The first value is the original rate (kHz) in input to the L0.
The final event rate is composed mainly of K+ → pi+pi0 and K+ → pi+pi+pi−
decays, beam pi+ and, considering accidentals, upstream-produced muons. The
result of this Monte Carlo simulation is that the total rate of events passing L0
is below 200 KHz and the signal efficiency is about 75%.
4.2 Data sample
During the 2015 run it was not yet possible to use all the simulated trigger
conditions and that reality was shown to be not completely described by the
simulation, indeed we found a beam component inside the detector acceptance
larger than expected, which changed the trigger efficiency.
The second part of my PhD work was to study the L0 trigger scheme for the
selection of the K+ → pi+νν decay, on the real data obtained in 2015; this run
lasted about 5 months, from June 15 to November 16. The study is based on the
subdetectors which will generate L0 trigger primitives in the next data taking
run starting in April 2016, and their trigger algorithms.
During the 2015 Na62 collected data with simple L0 triggers and often without
a L1 and L2 trigger. We scanned the whole beam intensity range from about 0.6%
to 100% of the nominal intensity. In this way we have almost a complete sample
to study trigger efficiency and inefficiency for the 2016 run.
For this study I used 3 specific runs with different intensities (see table 4.1):
3809 (0.6% of the nominal intensity), 4069 (12% of the nominal intensity) and
4098 (60% of the nominal intensity). For each run I selected a single trigger
channel to obtain a rate measurement before and after the complete trigger re-
construction.
I didn’t use runs over the 60% of nominal intensity because some detector
readout system were not yet able to sustain the corresponding rate of hits.
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RUN NUMBER T10 (ppp) % Intensity Number of Events L0 Trigger Type (N◦ events trigger)
3809 0.2× 1011 ∼ 0.6% 108904 Mask 0: CHOD&MUV 3&L1KTAG (52605)Mask 1: CHOD/2 (97278)
4069 4.3× 1011 ∼ 12% 4069
Mask 0: CHOD/200 (123645)
Mask 1: CHOD&MUV 3/200
Mask 2: CHOD&LKr/10
4098 21× 1011 ∼ 60% 243799 LKr/14(MUV 1 > 5GeV&LKr < 5GeV )
Table 4.1: Data Sample
4.3 L0 trigger studies
4.3.1 L0 primitive simulation
The starting point for the trigger analysis was to elaborate the raw data of the
2015 data-taking using the NA62Reconstruction software[83] that unpacks the
raw data, applies the detector and time calibrations (hit reconstruction) and
finally does the detectors’ complete reconstruction returning event candidates.
For this trigger analysis I did not use a complete detector reconstruction but
only the reconstructed hits to start from informations similar to those we have in
the online trigger.
The analysis evaluates the trigger primitives for each detector involved in
the L0 trigger: CHOD, LKr, MUV1, RICH, MUV3, LAV12. The L0 trigger
primitives transmitted to the L0TP contain the following informations [63]:
• ThePrimitive ID is the identifier of the primitive conditions being satisfied
in the detector.
• The Timestamp is the time of the event that generated the L0 primitive,
the LSB equals the period of the master clock, roughly 25 ns.
• The Fine Time allows to know the time of the primitive with a better
granularity, the least significant bit is about 100 ps.
The CHOD is considered as the reference detector (see section 3.3.1): the time
matching of the other detector primitives is verified in a time window of ±6.4 ns
around the CHOD primitive fine time.
We use CHOD, RICH, LKr and MUV1 as positive detectors to select the
events, while MUV3 and LAV12 are in veto to reject events with muons or photon
in the final state:
Trigger condition : CHOD and RICH and LKr/MUV 1 andMUV 3 and LAV 12
Here follows a the description of the conditions for each detector to generate
trigger primitives; LKr and MUV1 information are merged together to generate
trigger primitives.
• CHOD: The CHOD primitives are based on the coincidences between hor-
izontal and vertical planes; the time measurement is improved with the
impact-point time correction. The scintillation light can take up to 10 ns
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Figure 4.2: Time difference between the hits of the two CHOD planes after the
application of the impact-point correction.
to cover all the slab length introducing a corresponding uncertainty in the
time measurement. Once the position of the particle crossing is known one
can correct and improve the time measurement subtracting to the time a
constant depending on the difference between the crossing position and the
PMT position.
The L0 trigger algorithm first splits the leading times of the CHOD hits
between the two detector planes (x and y), then it looks for pair coincidences
in space and time. Spatially the two channels should belong to the same
CHOD quadrant and the required time condition was−3.2 ns < ∆t < 3.2 ns
(∆t is the time difference between the hits of the two plane, see figure
4.2). Coincidences within the same time interval are then grouped into the
same primitive. One could also use informations about the hits or quadrant
multiplicities, but the accidental activity and the particle interactions don’t
allow to have a safe 3 cut at L0. We prefer to use only a safe condition:
at least 1 crossing point in in the CHOD to select events inside the CHOD
acceptance.
• RICH: RICH primitives are based on the multiplicity of the leading times
from super-cells evaluated in a single TEL62 board. The super-cells are
the digital OR of 8 PMs made by a NINO chip[18]. All the leading times
are clustered in a time interval (−3.2ns < ∆t < 3.2ns, see figure 4.3) and
a primitive is generated if the multiplicity of the cluster is at least 3. In
this analysis, as in the RICH firmware of the 2016 RUN, we use a true
time difference instead of filling a histogram with time measurements and
cutting on its bins. Using histograms, the previous version of the firmware
was subject to edge effects: two hits arbitrarily close in time could fall in
different adjacent bins, in this way creating two different primitives for the
3at high beam rate the accidental activity and the particle interactions add several hits inside
the selected time window
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Figure 4.3: Time difference between the hits of the RICH.
same event or none if the hit multiplicity in the two bins did not pass the
threshold.
• LKr: I wrote a software algorithm that simulates what is done at hardware
level based on the collected data, even if the two implementations (primi-
tive generator and read-out data system) are very different. The read-out
of the LKr is based on a 25 ns sampling by FADC on each detector cell
to find the energies peak and its time. The system also provides to the
primitive generator a sampling of SuperCells (SC) energy. SuperCells are
groups of 4 x 4 adjacent cells in a square, the sum is made digitally by the
CREAM readout module[46]. 32 SC are analysed by 36 TEL62s linked like
in a daisy chain: 28 "front-end" boards elaborate the informations of all
the SuperCells and send the results to 7 "1st concentrator" TEL62s, these
TEL62s put together the data received and send the result to one final
"2nd concentrator" TEL62 [25]. This last TEL62 takes care of generating
the trigger primitive and sending it to the L0TP. In the oﬄine simulated
algorithm we use the information of all the individual cells summing the
energy of all the LKr channels and reconstructing the energy clusters. The
LKr primitive is generated together with the MUV1 primitive (and in the
future together with the IRC and SAC primitive);
• MUV1: the MUV1 uses the same readout and trigger system of the LKr,
sampling from the scintillator strips and summing the energy information
with the CREAM modules. The informations are evaluated by one TEL62
board that sends the results to the last board ("2nd concentrator") of the
LKr daisy chain.
• LKr/MUV1: Two possible and rather different primitive conditions are
under study for the two detectors LKr and MUV1 in the 2016 RUN. The
first condition is looser on the rejection of events with photons in the final
state asK+ → pi+pi0 but is safer then the second one for the signal efficiency:
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to generate this trigger primitive at least one SuperCell in the LKr should
have measured more than 1.2 GeV and the total energy in the LKr should
be below 20 GeV ot, alternatively the MUV1 should have an energy larger
than 5 GeV. This looser condition allow to select both the events with a
pion producing an hadronic shower inside the LKr and that with the pion
producing the hadronic shower inside the MUV1.
(ELKr cluster > 1.2 GeV and Etotal LKr < 20 GeV) or EMUV1 > 5 GeV (4.1)
The second possibility allows to reject a bigger part of the background with
the L0 but could lead to larger signal losses. It requires conditions on the
LKr and the MUV1: at least one SC with more than 1.2 GeV energy and
total energy below 8 GeV, and more than 5 GeV in the MUV1.
(ELKr cluster > 1.2 GeV and Etotal LKr < 8 GeV) and EMUV1 > 5 GeV (4.2)
The energy threshold at 8 GeV together with the "and" condition between
MUV1 and LKr allow to obtain a better rejection over events with photons
in the final state but at the same time about the 40% of good signal event,
with a pion producing an hadronic shower inside the LKr, could be lost.
• LAV12:For the moment only the last LAV station is used for trigger pur-
poses. A primitive is generated if both the low threshold and the high
threshold leading times are within 6.4 ns from each other (see figure 4.4).
We require leading times for both the threshold to allow computing the
slewing correction that is needed to reach an adequate time resolution of
the primitives. The slewing correction is computed with a linear approxi-
mation of the rising edge of the pulse:
tp = tl − (th − tl)Vl
Vh − Vl
where tp is the time of the primitive corrected by the slewing correction,
Vh and Vl are respectively the high and low thresholds, th and tl are the
leading times of the two threshold crossings.
• MUV3: The generation of the MUV3 L0 trigger primitive is based on the
coincidence of the leading time hits from both PMTs belonging to the same
scintillator pad. The time coincidence of the the hits should be within ±6
ns; figure 4.5 shows the time differences between the PMTs of the same
pad. During the 2015 RUN a looser condition was used: a primitive was
generated even if only one leading hit of the pad was present. This condition
was used for debugging purposes and because the readout of some PMT was
inefficient.
4.3.2 L0TP simulation
The L0TP has to match all the primitives coming from the detectors: it does not
evaluate a trigger condition but it performs the time matching of the primitives.
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Figure 4.4: Time differences between the low threshold and the high threshold in
the LAV12 leading times.
Figure 4.5: Time differences between hits of the same pad PMTs of the MUV3.
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Figure 4.6: Time differences between CHOD and the other primitives.
The L0TP can implement several trigger masks to generate different trigger con-
ditions for several purposes. The time matching always starts from the primitives
of one detector called the reference detector : it is a positive element in the trigger
chain and it gives its own timestamp to the trigger. At the moment the L0TP can
use only one reference detector at a time, but for the 2016 RUN it should allow
at least 2 reference detectors, In this way one could use completely uncorrelated
triggers to compute the trigger efficiencies. The two reference detectors could be
the CHOD and the RICH because they are positive elements in the chain and
they have good time resolution. The primitive matching is done within a time
window whose width is adjustable by firmware. The possible values of the time
matching window size are ±3.2, ±6.4, ±12.8 or ±25.6 ns around the time of
the primitive from the reference detector. Figure 4.6 shows the time differences
between the CHOD primitive and other detectors’ primitives. From these time
differences one can see that the best compromise between the matching efficiency
and the possibility to have random veto, due to the matching with noise or back-
ground events, is a time windows of ±6.4 ns; indeed with a small time windows
too many LAV12 and LKr/MUV1 primitives are lost.
A improvement for the next run could be the possibility to choose any size
for the time matching window. To use small time windows while maintaining
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a good efficiency, a precise time alignment of all the subdetectors is essential,
indeed some software was developed to perform this alignment during the data
taking.
4.3.3 L0 simulation results
The following two tables show the results of imposing, step by step, all the L0
trigger conditions on the data selected from 3 runs at different intensities (see
table 4.1). To understand better the results I select the data collected with only
one trigger channel for each run: CHOD trigger with downscale factor 2 for run
3809 at intensity 0.6% of nominal, CHOD trigger with downscale factor 200 for
run 4069 at intensity 12% of nominal and LKr trigger with downscale factor 14
for run 4098 at intensity 60% of nominal. The CHOD condition during the data
taking for run 4069 was equal to the one used in this analysis, i.e. at least 1
crossing in the detector; for run 3809 a loose condition was used instead: if the
CHOD hit multiplicity is at least 3, the firmware generated a primitive. Other
differences between this analysis and the actual implementation could be due
to the different implementations (firmware instead of analysis software), edge
effects in the time clustering which cause hits belonging to the same event fill
adjacent bins instead of the same one and by time windows larger than in this
reconstruction (this reconstruction aim to study the trigger implementation of
the next run, not the previous one). The LKr condition used in run 4098 was
similar to the tighter condition explained before (see equation 4.2). In the first
table (figure 4.7a) the looser LKr/MUV1 condition (4.1) is applied, while in the
second one (figure 4.7b) the tighter condition (4.2) is applied.
From the table we can see that the results for run 3809 and run 4069 are
similar; the small differences could be attributed to some change betweem the
two data samples due to the implementation of a new firmware in the TEL62
board that takes care of generating the CHOD primitive in the time between the
two data taking periods. Indeed during run 3809 in the CHOD TEL62 board run
a multiplicity primitive generator similar to the RICH one (more than 3 slabs
firing in the CHOD), while during run 4069 the CHOD primitives creation were
given by the crossings (at least 1 crossing).
A validation of this analysis is obtained comparing the actual generated prim-
itives, that are recorded in the data files, with those simulated in the analysis. We
use three detectors (RICH, LAV12 and MUV3) and run 3809 for this comparison:
due to the low beam intensity, the sample is less subject to the accidental activ-
ity. In figures 4.8 the comparison between the generation of the primitives in this
analysis and their generation inside the firmware is shown: the first bin contains
the number of events that have primitives generated both by the firmware and
this analysis, the second one the number of events which have only firmware gen-
erated primitives and the last bin the number of events with only the simulated
primitives. The figures show a good agreement between the firmware and the
analysis, particularly for the LAV12. In the RICH there is a significant number
of events in which only the simulation finds at least one primitive (about the 14%
of the events); this could be due to the edge effect in the time windows selection
that should be removed in the firmware of the 2016 data taking. The events in
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(a) looser L0 contitions on LKr/MUV1.
(b) tighter L0 contitions on LKr/MUV1.
Figure 4.7: Results of the simulation oftwo L0 trigger conditions.
MUV3 with only firmware primitives generation is explained by considering that
the analysis implemented a tighter primitive condition (the coincidence of the
hits from both the two PMTs of a single tile) instead of the condition used during
the data taking; in which even a single PMT hit generated a trigger primitive. I
have simulated this tighter condition because it will be implemented in the next
data taking in order to reduce the random veto caused by the noise and the loose
condition together.
Tables in figure 4.7 show that the LKr/MUV1 tighter condition (equation 4.2)
allows to reach about a factor 5 higher L0 rejection. In run 4098 we don’t see this
improvement respect to the loose condition (equation 4.1) because in the actual
firmware trigger condition for that run was already required this tight condition.
This condition allows to have a lower input bandwidth to the PC farm but a
preliminary study shows that it rejects a significant fraction (∼ 70%) of events
with a single pi+ in the final state resolving in an important inefficiency (∼ 70%)
in theK+ → pi+νν selection. For this reason in the rest of this work we’ll consider
only the safer condition (see 4.1) that allows to reach almost a factor 10 rejection,
which is the goal of the L0 Trigger.
4.4 L1 trigger analysis
L1 is a software trigger implemented in the PC farm, so it is easier to obtain
a reliable analysis of all the conditions applied on the detector data. For this
analysis the L1 trigger conditions for 4 detectors are studied: KTAG, CHOD, LAV
and STRAW. These are the most important detectors to reduce the trigger rate
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(a) RICH.
(b) LAV12.
(c) MUV3.
Figure 4.8: Result of the comparison between the generation of primitives in this
analysis and their generation inside the firmware.
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Figure 4.9: Time differences between KTAG hits time and the L0 trigger time.
although, after further studies, it appeared that other detectors could be added
in the trigger during the 2016 run. The trigger algorithms for these detectors are
already implemented in the PC farm, ready for use since the start of the 2016
RUN.
In the first weeks of the run the L1 algorithms will be used in flagging mode:
if an event does not satisfy the trigger conditions the L1 will not reject it but
the algorithm will just flag the event before passing it to the L2. In this way we
can study the trigger efficiency and compare it with the present analysis. After
validation, the L1 trigger will be put in cutting mode, so we can increase the
beam intensity without the need of a random event downscaling.
The following study is done by applying one after the other the different L1
conditions to the data sample already used in the previous section and after the
application of the L0 loose condition (equation 4.1).
4.4.1 KTAG
The KTAG is useful in the trigger selection because it allows to reject all the
events not due to kaon decays: it removes a large fraction of the beam component
(protons and pions are 93% of the beam). The KTAG indeed allows to select only
K+ particles, passing through it, cutting all the events who not exceed a threshold
on the number of firing sectors (see section 2.2.1). In this analysis we select a
time window of ±3 ns (see figure 4.9) to do the matching of the kaons selected
by the KTAG with the timestamp of the L0 trigger. The efficiency of this cut is
very sensitive to accidental activity and therefore to the size of the time matching
window: if many particles turn up inside the time window we’ll have a greater
number of firing sectors due to the contribution of all particles; in this way a
large time matching window reduces the rejection factor of the KTAG condition.
Figure 4.10 shows the distribution of the number of firing KTAG sectors: on the
right of the red line indicating the cut condition is the K+ contribution, and
on the left is the background due to pions and protons. To keep only the kaon
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Figure 4.10: number of KTAG firing sectors for each event of run 4098 at intensity
60% of nominal, the red line shows the cut condition.
Figure 4.11: Time differences between CHOD hits time and the L0 trigger time.
contribution we decided to select only events with more than 4 sectors firing.
This condition results in a rejection factor of about 1.6 for all three runs.
4.4.2 CHOD
The goal to use the CHOD in the L1 trigger is the rejection of multi-particle
events; in this way we can prevent the STRAW algorithm from elaborating very
large events, thus reducing the variability in its execution time (a significant
fraction of the execution time of tracks reconstruction algorithm is due to the
number of hit combinations that it has to analyse). The CHOD L1 algorithm
looks for hits inside a ±5 ns time window (see figure 4.11) around the L0 trigger
time. In the 2015 run a condition on the number of CHOD slabs firing was used
(< 5 slabs) but this cut is applicable only at low intensity (see figure 4.12a):
indeed at 60% of the nominal intensity we have on average 26 slabs firing inside
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(a) 0.6% of the nominal intensity.
(b) 60% of the nominal intensity.
Figure 4.12: Number of firing slabs inside the CHOD time window (±5 ns).
the time window (see figure 4.12b).
We decided for a safe condition on the number of crossings (less than 5 cross-
ings, see figure 4.13) to reject only very large events without losing a significant
number of the signal events. Signal events could have more than one crossings for
many reasons: accidental activity, emission of a delta ray, back-splash of particles
that interact with the LKr calorimeter or particles produced in nuclear interac-
tions with the RICH mirror. The CHOD L1 condition gives a rejection factor
ranging from 1.3 for run 4098 to 1.58 for run 3809. The drop in rejection factor
for run 4098 is probably due to a loss of efficiency correlated to the presence of
accidental hits that can move a crossing out of the time window.
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Figure 4.13: Number of CHOD crossings inside the time window (±5 ns); 60%
of the nominal intensity.
4.4.3 LAV
All the LAV stations are used for the L1 trigger to reject the events with more
than 1 complete hit (see figure 4.14) in any station in a time window of ±3 ns
(see figure 4.15) around the L0 trigger time. We define a complete hit as hit
that has all informations: both leading and trailing time measurement of both
low and high threshold crossing. This cut is useful to reject events with photons
in the final state and we require at least two hits to reduce random veto due
to accidentals or noise events. The rejection factor for the LAV condition, after
applying the KTAG and CHOD conditions, is about 1.3.
4.4.4 STRAW
A complete track reconstruction using the STRAW spectrometer is very useful
in the rejection of the background because it allows to obtain new informations
about the events, which can not be obtained with other detectors. Moreover,
the STRAW spectrometer information is not used at all in L0 trigger, due to
the slow time response of the detector and the complexity of the possible trigger
condition. By using the track momentum, for example cutting above 70 GeV/c,
is possible to remove the beam component that remains after the application of
the KTAG condition, that is the kaon component and some proton or pion not
vetoed by KTAG condition (due to accidental activity). Particles decay vertex
reconstruction then allows to select only events decaying in or close to the fiducial
region, rejecting, e.g., all the kaon decays occurring 180 m downstream the target.
The value was choose far away from the fiducial region be sure not rejecting goos
events. Moreover we can look for multi-track events to select them, for other
physics purposes, or to reject them. The STRAW reconstruction is more complex
than other L1 conditions and its development took a relevant fraction of my PhD
thesis work so it will be described in detail in the next chapter.
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Figure 4.14: Number of LAV hits inside the time window; 60% of the nominal
intensity..
Figure 4.15: Time differences between LAV hits time and the L0 trigger time
for each of the 12 LAV stations. The misalignment does not reduce the trigger
efficiency because all stations have the physics peak inside the time windows.
LAV12 does not have hits within the time window becuse is already used as veto
in the L0 trigger.
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Figure 4.16: Result of the L1 trigger condition before straw application.
4.4.5 L1 result
In the figure 4.16 a table shows a summary of the L1 results before the application
of the L1 STRAW algorithm. The rejection factors are in agreement among the
three runs, the differences being mostly due to the changes in the L0 trigger.
The total L0-L1 rejection factor so far is a factor between 23 and 35 so we miss
another factor 3-4 to reach our goal of a 100 kHz output rate after L1.
4.5 GPUs
In recent years the use of commercial graphics cards "Graphic Processing Units"
(GPUs) for scientific computing has grown considerably. Although GPUs have
been designed for three-dimensional graphics and are produced mainly for the
video game market, their parallel structure for data processing and their comput-
ing power can be used in several applications in the scientific field (for example
in medical physics, astrophysics, quantum mechanics, molecular chemistry, etc.
[57]). For these reasons a branch of computing research called General-Purpose
Computing on Graphics Processing Units (GPGPU) was developed: it has the
goal of using GPUs for computations that require a lot of processing power.
GPUs have a different structure compared to the CPU (Central Processing Unit
which is the processor of standard computers) with more chip area devoted to
the computing unit with respect to flow control or caching, making the device
more appropriate to highly parallelizable tasks (see figure 4.17).
From a comparison between the GPU and CPU (see figure 4.18) we note
that the computing performance of GPUs exceeds by a factor 6 that of CPUs at
present.
GPUs could be used to fill the lack of commercial processing devices on which
the lowest level trigger of a high-energy experiment can be implemented and to
reduce the size of PC farm used for the high level triggers [51].
4.5.1 GPUs in high energy physics
In the past decades High-Energy Physics experiments exploited custom-built pro-
cessors with the most recent technology for the trigger and data acquisition sys-
tems. Lately, the large distribution of mass-market electronic devices changed
this trend, since commercial hardware manufacturers now lead the development
of the most performing digital computing devices. Moreover, the development of
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Figure 4.17: GPU and CPU architectures showing the ammount of chip area
devoted to the different parts. The largest area (green) GPU chip is devoted
to ALU (Arithmetic and Logic Unit) circuits that are fundamental block for
computing operation; Flow control (yellow) and caching (red) units occupy a
little fraction of the chip area.
Figure 4.18: Time evolution of floating-Point Operations per Second for CPUs
and GPUs in recent years.
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these performing devices with the latest silicon technology involves costs usually
not affordable for research groups.
These facts pushed the scientific community to evaluate commercial solutions
instead of custom electronic systems for a growing part of TDAQ system. The
obvious advantages of such trend lie in an optimization of the costs, installation
and maintenance issues, as well as the possibility of easy upgrade, since more
powerful devices become available every year at the same (or lower) price.
The only exception is given by very specific front-end electronics. Indeed until
now it was not possible to implement the entire trigger and data acquisition sys-
tem on a commercial processor for a triggerless approach, because the computer
farm required would have an impractically large size.
GPUs can fill the missing gap between custom front-end electronics and com-
mercial devices. They can be used to implement low level triggers or to reduce
the size and the cost of computer farms used for running high level triggers.
The main problem with this approach is that GPUs are not designed for low
latency response, since their target applications have only to deal with video
frames at rates usually below a hundred Hz. The first level trigger of a HEP
experiment must instead handle event rates even higher than 10 MHz in a max-
imum latency that is defined by the size of the buffer memories where data are
stored. In recent HEP experiments this latency is of the order of 1÷ 10 µs even
if there are some experiments, like NA62, with latencies that reach 1 ms.
Every year the computing power of GPUs increases so fast that their intrinsic
time latencies approach the requirements of HEP lowest level triggers. Indeed
in the last years the interest of the High-Energy Physics community for these
devices grew considerably [33].
The LHC luminosity upgrade foreseen for the next years leads profit from
GPU developments; the improvement of highly selective algorithms will be essen-
tial to obtain a sustainable trigger rate. To exploit these more complex algorithms
a large computing performance is needed, which can’t be any more obtained by
increasing of CPU clock frequency. Indeed until few years ago the CPUs perfor-
mance improved mostly with the increases of the clock frequency. Now the CPU
clock frequency can’t be increased due to physical constraints (the CPU power
consumption increase with the CPU clock frequency) and increases in computing
capabilities can be obtained only by using more cores and processors together.
Several experiments are studying algorithms and developing the environment to
use GPUs in their high-level trigger.
• The ATLAS experiment is studying a GPU implementation for the muon
selection [27] and the track reconstruction for its Inner Detector [53][28].
The muon trigger algorithm is at the moment implemented as a simplified
version in the ATLAS level 2 trigger system and it is based on the repeated
execution of the same particle trajectory reconstruction. The high comput-
ing capability of GPUs will allow to use a more refined muon algorithm for
better selection and efficiency. Concerning the track reconstruction algo-
rithm the parallelization of the data preparation step on a GPU reached
a speed-up of up to 26x over the serial CPU version and the implementa-
tion of a Reference Kalman-Filter on the GPU achieved a speed-up of 16x
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compared to a single threaded CPU version[28].
• CMB (Compressed Baryonic Matter), a future heavy-ion experiment, is
studying the implementation of its online First Level Event Selection on a
dedicated many-core CPU/GPU cluster. IThis system should be able to
elaborate a huge data quantity of up to 1 TB/s [7].
• The LHCB experiment in its upgrade phase is developing a trigger-less
data acquisition system to read-out all the detector at the bunch-crossing
rate of 40 MHz. The events that LHCB stores have a small size (order of
100 kB) so it is relatively easy to use GPUs or multi-core CPUs to process
many events in parallel for a real time selection without lose time in the
bottleneck due to the transfer speed to the GPUs. Moreover this possible
solution might reduce the cost of the High Level Trigger (HLT) Farm. Since
the vertex finding and the track reconstruction algorithms are the more time
consuming threads running in the HLT, they will be probably the first to
be implemented on GPUs. Preliminary results show a speed-up of a factor
3 with respect to CPUs obtained using the GPU for the tracking algorithm
respect to the sequential one [56].
• The CMS experiment is studying the benefits of using GPUs to reconstruct
high energy tracks in the core of high PT jets coming from the heavy quarks.
Indeed the tracks from B-decays, ad high transverse momentum, become
more collimated, reducing the efficiency of the standard track-finding algo-
rithms. The combinatorial complexity of such algorithms could profit from
an implementation on GPUs [33].
• The PANDA hadronic physics experiment, under construction at FAIR
(the Facility for Antiproton and Ion Research in Darmstadt) will not use
hardware-based triggering but sophisticated software-based online event
triggers. They are investigating three different GPU-based algorithms for
the track reconstruction [66]: the Hough transform (a method that allows to
detect edges in images), a Riemann Track Finder (which uses the projection
of two dimensional hit points onto a Riemann surface) and a Triplet Finder
(an algorithm specifically designed for the PANDA straw Tube Tracker that
analyses only small subsets of data at time). Using the Triplet Finder al-
gorithm, a cluster of O(100) GPUs seems sufficient for the PANDA trigger
system to cope with the expected rates.
4.5.2 GPUs in NA62
The NA62 Collaboration has been considering GPUs for two different applica-
tions: finding rings inside the RICH in the L0 trigger [16] and implementing a
complete track reconstruction in the L1 trigger reducing its execution time [86].
GPUs for a L0 RICH trigger
As already mentioned in this chapter, the L0 Trigger primitives for the RICH
are based on the multiplicity of the leading time measurements from the detector
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Figure 4.19: Total latency, including data transfer and computing, of the RICH
L0 algorithm using two different GPUs.
super-cells. The use of GPUs at this trigger level can allow to evaluate a more
complex condition for the trigger primitive, based on the velocity or the direction
of the charged particles crossing the RICH detector. It is possible to use this
information to compute other physical quantities, like the decay vertex of the
K+ and the missing mass, in the following of trigger levels.
The system proposed for the use of the GPUs inside the L0 Trigger will
initially operate in a parasitic mode to study the performance during the normal
data taking.
Several different ring reconstruction algorithms were studied to find the best
compromise between execution time and trigger efficiency [51]. For most of the
events from kaon decays a single ring reconstruction can be performed. In terms of
computing throughput, algebraic non-iterative fits, like Crowford and Taubin fits
[90][47], are suitable for hard-real time performances. In case of multiple rings a
fast and trackless algorithm [73] (also known as "Almagest") has been developped.
Starting from purely geometrical considerations based on the Ptolemy’s theorem,
this algorithm is able to reconstruct multi rings events with an oﬄine quality in
less than 1 µs.
Figure 4.19 shows the total computing latency, including data transfer time
to and from the GPU and the kernel computing time; The green line marks the
maximum latency allowed to the GPU in the experiment (The total NA62 latency
is 1 ms but we must subtract the time required to the data transfer and to the
L0TP operations), showing that the use of GPUs for this purpose is possible.
To reduce the data transfer time to the GPU a custom FPGA-based NIC
(Network Interface Card) board will be used instead of a standard one. Indeed
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usually the detector data reaches a commercial NIC board which copies it on a
dedicated area in the PC RAM, and from that area data is copied to the user space
memory where applications can process them. In user space data is formatted
and copied to GPU memory through the PCI express bus. These multiple copy
operation impact on the latency and should be avoided in the present application.
A custom FPGA-based NIC called NaNet[76] was developed to improve in this
aspect: NaNet is able to exploit the GPUDirect peer-to-peer (P2P) capabilities
of NVIDIA recent GPUs, enabling to directly inject UDP input data from the
detector front-end into GPU, with speeds compatible with the low latency real-
time requirements of the trigger system.
Preliminary results on the complete system with GPUs show that it is suitable
for sustaining the event rates within the required latency.
GPUs for a L1 STRAW trigger
A complete track reconstruction at the L1 trigger level could be very time con-
suming, so that other trigger algorithms, in particular those for L2, will have
only a limited time budget available for their operations. I worked on the imple-
mentation of a preliminary STRAW algorithm for NA62 on GPU for my master
thesis, obtaining promising results: the algorithm execution time was about 63
µs [86]. The algorithm should be able to stand the expected rate if we consider
the use of up to 32 GPUs in parallel (the total capability of the NA62 PC farm)
and the fact that applying after the other L1 conditions the expected input rate
to the algorithm should be below 300 kHz. Furthermore the GPU used for the
measurement is, by now, obsolete and we could use new and more performing
devices.
It is in our plans so to study the implementation of the new STRAW algorithm
on GPU for the next NA62 runs.
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Chapter 5
STRAW L1 trigger study
5.1 Introduction
This chapter describes another important part of my PhD work: the study of a
L1 trigger algorithm for the STRAW spectrometer that is now implemented as a
sequential version in the NA62 PC farm and could be implemented as a parallel
version on GPUs. The GPUs will reduce the execution time needed to reconstruct
events’ tracks and will allow to implement other time consuming algorithms at
the L2 trigger.
The L1 STRAW algorithm was developed using a Monte Carlo simulation and
it was validated and fine-tuned with real data collected during the 2015 run.
5.2 Simulation
The NA62MC[83] software was used to simulate the experiment and to generate
decays. The six main decay modes of the K+ were simulated in a region extending
from GTK3 to z = 300 m (where z = 0 m is the target position and z = 300 m is the
end of the experiment zone): K+ → µ+ν(Kµ2),K+ → pi+pi0,K+ → µ+pi0ν (Kµ3),
K+ → e+pi0ν (Ke3), K+ → pi+pi+pi−, K+ → pi+pi0pi0. In addition, two sources of
beam halo events were added to the simulation: the beam pions and the muons
generated upstream (from beam pion and kaon decays before of the GTK3). The
upstream muons can be divided in 4 classes depending on their parent particle
(K+, K−, pi+, pi−). The proton beam component was not considered in this
simulation, because the protons do not decay and so they should not generate a
big rate on the detector. The signal K+ → pi+νν was simulated in the fiducial
decay region (from z = 105 m to z = 165 m) and with a pi+ momentum between
15 GeV/c and 35 GeV/c. The maximum straw drift time (∼ 200 ns) makes it
mandatory to include accidentals in the simulation, indeed, with a decay rate
of about 13 MHz, within the spectrometer time window there is on average at
least 1 track of a particle that belongs to an overlaid event. In the simulation I
use a time window twice the drift time (∼ 320 ns) because there would be both
preceding and following hits with a leading time within the drift time window
of the central event. I used a modified version of the NA62MC generator code
to include accidentals in the main decays. Additional K decays (according to
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their branching ratios) were added to the central event of the process under the
assumption that the number of accidental events is described by a Poissonian
distribution. The formula P (t) = 1− e−Rt gives the probability of having at least
one accidental event within a time interval t after or before the central event.
(a) number of tracks in the spectrometer in a 320 ns windows.
(b) number of hits in the spectrometer in a 320 ns windows.
Figure 5.1: Events of pi+νν (red) and pi+pi+pi− (blue) with accidentals superim-
posed.
Accidentals don’t allow the use of hits multiplicity to cut background events
because inside a time window of 320 ns there are about 3 tracks on average in
the spectrometer, both for pi+νν events and background events such as pi+pi+pi−
(see figure 5.1).
Each straw hit generates a leading and a trailing time: when compared to the
time of the track passage in the chamber, the former depends on the distance
of the hit from the wire, the latter is fixed by the straw radius. The simulation
takes the straw hit times and the true crossing point of the particles, and, using a
parametric MC Straw Response that transforms a distance from the straw wire to
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a drift time, it generates the hit leading and trailing times. The parametric MC
Straw Response already simulates the leading time resolution, while the trailing
time was smeared with a Gaussian distribution with σ = 40 ns (fig:5.2) that was
the estimated resolution.
Figure 5.2: Trailing time distribution with 40 ns smearing for events of pi+νν
(without accidentals).
Both the leading time, used to reconstruct the track distance from the wire,
and the trailing time are useful to reject accidentals.
5.3 Algorithm flow
Due to the large number of hits, the only effective way to use the STRAW Tracker
to cut the background is to completely reconstruct the tracks. Thus, we can re-
move the events that don’t have reconstructed tracks with the longitudinal mo-
mentum within a specific range or that have the decay vertex outside the fiducial
region. An essential point of the algorithm, before these cuts are applied, is to re-
move accidentals. Because of chamber geometry and multiplicity considerations1,
we have to cluster the hits generated by the single particles before starting with
the pattern recognition. The main steps of the L1 Straw trigger algorithm are:
• hit clustering within one view;
• hit clustering within one chamber;
1For each chamber we could have up to 12 hits belonging to the same track and each hit
gives only a partial information.
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• pattern recognition of the tracks;
• tracks selection and trigger cuts;
5.3.1 Hit clustering within one view
A view-plane is composed by four adjacent straw-planes with parallel straw tubes
that are staggered to solve the left-right ambiguity intrinsic to the hit minimum
distance measurement (fig. 5.3).
Figure 5.3: Straw layout in one view (beam direction from left to right)[15]. The
distances are in mm. The four layer are visible, with 3 straws in each.
The number of straws hit by a particle in one view depends on the position of
the impact point of the particle on the first plane, in the hypothesis of a straight
path parallel to the z axis (that is along the beam line). There are only two cases:
a particle can hit either two or three straws. I decided to use anyway only two hits
for each cluster to speed up the algorithm, because I did not observe any efficiency
improvement in the final result using three-hits clusters: 97.9% of efficiency for
pi+νν events compared to 98.4% using only two-hits cluster, the difference being
inside the statistical error of 3.1%. Two-hit clusters are composed by one hit in
the first two straw-planes (the first half-view) and one hit in the second one (the
second half-view). The cluster coordinate is obtained as the average of the two
hit positions. The three-hits clusters are considered as two-hit clusters for the
coordinate computation.
The 4 possible types of two-hit clusters are shown in Figure 5.4 where a letter
is associated to each track and to its own cluster. The average coordinate which
is associated to each type of cluster is:
cluster A : coordinate = [(yn − r0) + (yn − d+ r3)]/2
cluster B : coordinate = [(yn + r0) + (yn + d− r2)]/2
cluster C : coordinate = [(ym − e− r1) + (ym−1 + d+ r2)]/2
cluster D : coordinate = [(ym − e+ r1) + (ym − d− r3)]/2
Where yn,m is the coordinate of the centre of straw n or m in plane 0, ra (a is the
number of the straw-plane) is the transverse distance between hit and the straw
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Figure 5.4: Types of two hit clusters: n andm are straw numbers, the letters near
the tracks identify the type of the cluster and the numbers to the side identify the
straw plane inside a view. Planes 0 and 1 belong to the first half-view whereas 2
and 3 belong to the second half-view.
centre obtained from the leading time, the trigger time and the function that
parametrizes the straw response, d = 4.4 mm is the distance between two straw
centres belonging to different half-views, e = 8.8 mm is the distance between
two straw centres belonging to the same half-view. Fig 5.5 shows the cluster
resolution obtained by the algorithm.
Only the hits that pass the following timing cut on the leading time and the
trailing time take part in the clustering (fig. 5.6).
T1 < leading time < T2 T3 < trailing time < T4 (5.1)
The value of the above cut parameters will be discussed in the next section.
The trailing time of the clusters are the averages of the corresponding trailing
times of the hits that compose them (fig. 5.7).
Clustering allows to implement a cut derived from the view-plane geometry:
the sum of the distances ra,b to the closest wires for two hits (a and b) belonging
to the same track but in planes of different half-views should be equal to the
distance between the straw wires (4.4 mm). For this cut I evaluated the smearing
due to the track slopes and to the leading time uncertainty (fig. 5.8).
CUTlow < ra + rb − 4.4 mm < CUThigh (5.2)
I use different cut values on the 2 sides because of the asymmetry of the
distribution for the signal with and without accidentals.
5.3.2 Clustering within one chamber
When a track passes through one chamber, it may hit 1,2,3 or 4 views (see fig.
5.9) depending on its impact point position. In order to compute the position of
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Figure 5.5: Difference between the average cluster position and the true particle
position (MC truth) for simulated pi+νν events without accidentals.
the particle in the chamber, the clusters produced in the different views must be
combined to obtain a space point.
All possible three and four view-combinations in each chamber are analysed.
Space point candidates in each station are obtained by computing the inter-
sections of any possible x- and y-cluster combinations. For each such point the u-
and v-projections are then computed; if at least one cluster in either u- or v-views
is found within a fixed range distance (Dclustering) from such projections, the al-
gorithm generates a three-dimensional space point. Clusters used to generate
space point are flagged in order to be excluded from next cluster generation. The
algorithm then performs the same operation using u- and v-cluster as starting
point.
The time associated with each space point is the average of the trailing times
of the clusters used in the combination (fig. 5.10).
We might add space points built by only two view-combinations (in the two
view sector of the chamber only even if straw inefficiency and time resolution
could bring to have two view-combinations in three view sector, see Figure 5.9)
to increase spectrometer acceptance of about 3% (see fig. 5.11) but this would
slow down the execution of the algorithm of order of 10 µs per event.
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(a) Hit leading time distribution for simulated pi+νν events with (blue) and
without (red) accidentals.
(b) Hit trailing time distribution for simulated pi+νν events with (blue) and
without (red) accidentals.
Figure 5.6
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Figure 5.7: View-cluster trailing time distribution for simulated pi+νν events with
(blue) and without (red) accidentals.
Figure 5.8: ra + rb − 4.4 mm distribution for simulated pi+νν events with (blue)
and without (red) accidentals; The accumulation point at -4.4 mm is due to a
cut off in the function that computes the radius from the leading time: to all
negative leading times below 0 ns (due to the leading time resolution) a distance
to the wire of 0 mm is associated.
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Figure 5.9: Sketch of the central part of a chamber where the chamber sectors
with different expected numbers of crossed views are shown. White: beam hole;
Blue: 1-view; red: 2-views; green: 3-views; violet: 4-views.
Figure 5.10: Space point trailing time distribution for pi+νν events with (blue)
and without (red) accidentals.
5.3.3 Pattern recognition of the tracks
After clustering a pattern recognition algorithm is executed. The algorithm per-
forms a two-dimensional (y,z ) Hough transform, a technique that permits the
identification of geometric patterns[52]. I use only two dimensions (the non bend-
ing transverse coordinate) to avoid the effect of the magnetic field and work with
straight tracks. At the end of the pattern recognition step the information on the
second transverse coordinate is added to compute the magnetic bending and the
particle momentum.
The Hough transform converts the two-dimensional projection (y,z ) of each
point into a sheaf of straight lines y = my∗z+qy, which corresponds to a single line
in the parameter space (my, qy). A bidimensional histogram for the parameters
my and qy of the tracks, with 160 (0.2 mrad wide, [-40,40] mrad interval) × 200
(10 mm wide, [-1000,1000] mm interval) bins is created. For each line in the
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Figure 5.11: Distribution of the number of lost view (when the particle crosses
the hole of the view) and distribution of the number of chambers in which the
particle crosses only 2-views, for pi+νν events and σtrailingtime = 40ns.
parameter space, the algorithm increases by one the value of all the crossed bins
and saves the information on the related space point in a structure linked to the
histogram. Once the histogram is filled, the algorithm looks for accumulation bins
(i.e. the portions of the histogram where intersection points of three or four lines
are located); the accumulation bins yield the parameters my and qy of candidate
tracks. An example of this technique is shown in figure 5.12, where each point in
the (y, z) space (figure a) corresponds to a line of the same colour in the (my, qy)
space (figure b).
The algorithm scans all the bins, searching for those that have at least 2 entries
and that contain points related to different chambers in the linked structure. The
algorithm then scans the neighbouring bins (all the 8 bins around the central one)
looking for some entries belonging to the remaining chambers not yet used. The
sum of the entries in the selected bins should be 3 or 4, because we reconstruct
only tracks composed by 3 or 4 points of different chambers.
Considering that more hits, belonging to the same chamber, could generate
lines that cross the same accumulation area, the algorithm creates one candidate
track for each combination of the points that it finds in the area (fig. 5.13). Most
of the tracks created in this way are fake tracks and the algorithm must identify
the true ones among those.
The algorithm evaluates the parameters of each candidate track:
• (my, qy): slope and intersection at the z coordinate of the magnet, for y
projection;
• (m1x,m2x, q1x, q2x): slope and intersection at the z coordinate of the magnet
for x projection, where the tracks are divided in two straight segments
(tracklets) by the effect of magnet;
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(a) Space points produced by a track (continuous line) in the STRAW spectrometer.
The dotted line is the beam axis.
(b) lines corresponding to the coloured clusters in figure (a). The accumulation bin
corresponds to the actual track parameters.
Figure 5.12: Example of Hough transform for a single-track event with 4 clusters.
• the position of the decay vertex along z using a Closest Distance Approach
(CDA) algorithm between the candidate tracks and the nominal beam di-
rection;
• Pz: the longitudinal momentum is computed using the approximation that
the magnetic field effect is a momentum kick of 270 MeV/c (Pz = |270 MeV /(mx2−
mx1)|, where mx1 and mx2 are the horizontal slopes of the tracks before and
after the magnet).
I use these informations to cut the fake tracks caused by combinations of hits
generated by different particles:
• Qlow < q2x − q1x < Qhigh (tracklets should be connected at the magnet:
ideally q2x − q1x should be equal to 0);
• the temporary track should pass through the MUV2;
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Figure 5.13: Distribution of the number of space points per event and of the
number of tracklets reconstructed for each accumulation point, for simulated
pi+νν events with accidentals and a trailing time resolution of 40 ns.
• Tlow < average of the cluster trailing times of the temporary track < Thigh.
The value of each cut parameter will be discussed in the next section. In fig.
5.14 the number of tracks per event that remain after the above cuts is shown.
Figure 5.14: Distribution of the number of tracks per event after the first cuts,
for simulated pi+νν events with accidentals and a trailing time resolution of 40
ns.
Some fake tracks aren’t removed by the above cut, so there are many tracks
that share one or more space points: the algorithm must identify the real tracks
among others. To do this, it considers the tracks obtained with 4 space points
that share at least 2 points and compares the value of |q2x − q1x| keeping only
the track with the smaller value. Then it merges the chosen candidate tracks
with others who share all the space points (averaging the track parameters) and
removes the tracks obtained with 3 space points that share at least 1 cluster with
those. Similarly, the algorithm then chooses the best remaining tracks with 3
points, looking for those that have more points in the central bin or a smaller
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CDA, in case they have the same number of point central bin. Thus, it merges
these chosen tracks with those which have the same cluster (averaging the tracks
parameters). The tracks that share with the chosen tracks at least 2 points or
1 point if located in the central bin are removed. Merged tracks and the tracks
which are not removed proceed to the next step (fig. 5.15).
Figure 5.15: Distribution of the number of tracks per event after the second step,
for simulated pi+νν events with accidentals and a trailing time resolution of 40
ns.
In the last step, the algorithm removes the tracks which share the space points
with other tracks and it applies two physical cuts to the tracks:
• P1 < Pz < P2
• z1 < zv < z2
where zv is the z coordinate of the track vertex.
Finally, to improve the rejection of K+ → pi+pi+pi− events, the algorithm
removes all the events that have one track with a positive x slope and another
with a negative one. This cut reduces the signal efficiency by about 0.7% but
improves the rejection of pi+pi+pi− events from a factor 1.9 to a factor 3.7 therefore
reducing the total rate by about 9 KHz.
Fig. 5.16 shows the distribution of final number of tracks per event.
5.4 The parameters
The algorithm parameters are chosen in order to maximise the algorithm efficiency
for events of pi+νν with accidentals and to reduce background rate. I show, as an
example, only a few plots obtained by scanning one parameter at a time while
keeping the other parameters fixed (see figure 5.17).
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Figure 5.16: Distribution of the number of final tracks per event, for simulated
pi+νν events with accidentals and a trailing time resolution of 40 ns
lower limit upper limit
leading time T1 = 0.0 ns T2 = 140 ns
hit trailing time T3 = 40 ns T4 = 270
ra + rb − 4.4 mm CUTlow = -2.4 mm CUThigh = 2.6 mm
clustering range no low cut Dclustering = 6 mm
track trailing time Tlow = 120 ns Thigh = 180 ns
q2x − q1x Qlow = -30 Qhigh = 20
Table 5.1: table of algorithm cuts
Table 5.1 lists the values chosen for each parameter of the algorithm.
For what concerns the physical cuts (that is particle momentum and decay
vertex), I choose to not maximise the background rejection (fig. 5.19) to be safer
in not introducing any bias on the signal, despite the excellent resolution achieved
(see figure 5.18) for the longitudinal momentum (∼ 0.66 GeV/c) and for the decay
vertex (∼ 1.9 m); so I use the following values for the longitudinal momentum
and the longitudinal zv decay vertex:
• 10 GeV/c < Pz < 40 GeV/c
• 90 m from target < zv < 180 m from target
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(a) Scan over the leading time lower cut T1. (b) Scan over the leading time upper cut T2.
(c) Scan over the trailing time lower cut T3. (d) Scan over the trailing time upper cut T4.
(e) Scan over the lower cut of the ra+rb−4.4
mm distribution (see eq. 5.2).
(f) Scan over the upper cut of the ra+rb−4.4
mm distribution (see eq. 5.2).
Figure 5.17: Algorithm efficiency for signal events with accidentals (bloe dots, left
scale) and estimated trigger rate (red dots, right scale) as a function of different
values of cut limits.
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Figure 5.18: Distribution of the difference between reconstructed and generated
decay vertex longitudinal position, and between reconstructed and generated lon-
gitudinal momentum; for simulated pi+νν events with accidentals and a trailing
time resolution of 40 ns.
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(a) Scan over the longitudinal momentum
lower cut P1.
(b) Scan over the longitudinal momentum
upper cut P2.
(c) Scan over the z decay vertex lower cut z1. (d) Scan over the z decay vertex upper cut
z2.
Figure 5.19: Algorithm efficiency for signal events with accidentals (bloe dots, left
scale) and estimated trigger rate (red dots, right scale) as a function of different
values of physical cut limits.
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5.5 Conclusions on the STRAW simulation
This algorithm is satisfactory since, as shown in table 5.2, we obtain a good signal
efficiency (94%± 1)% and a total background rejection factor of about 4 without
considering the upstream muon and the beam pion components which will be
also rejected. The output rate after this L1 STRAW algorithm are computed
according to the Pre-RUN L0 simulation (see fig 4.1) discussed in the section 4.1.
Process rejection factor L0 simulated
rate (kHz)
Rate simulation
after STRAW
L1 (kHz)
Kµ2 4.9 11.3 ± 1.5 2.3 ± 0.1
Kµ3 3.3 6.9 ± 0.3 2.1 ± 0.1
Ke3 2.6 12.9 ± 0.5 4.9 ± 0.1
pi+pi0 5.3 39 ± 1 7.4 ± 0.1
pi+pi+pi− 3.7 34.4 ± 0.8 9.3 ± 0.2
pi+pi0pi0 4 1.2 ± 0.1 0.3 ± 0.1
Muons upstream
(90% confidence level)
>13.9 22 ± 5 <1.6
Beam pi+ (90% confi-
dence level)
>4.8 48 ± 5 <10
Total >4.7 179 ± 8 <37.9
Signal efficiency (94 ± 1) %
Table 5.2: Algorithm results
5.6 Algorithm fine-tuning with 2015 data
As already said in the previous chapter (see section 4.2) the 2015 RUN showed
that real conditions are in part different from the simulation. In particular for the
STRAW detector the straw response to the particle passage was not satisfactorily
simulated (e.g. the trailing time shape) and the accidental impact on the STRAW
time windows was much larger than expected. So we studied the developed
algorithm with real data, starting from the results of the L0 and the other L1
algorithms described in sections 4.3.1 and 4.4. The data samples used are listed
in the table 4.1; more importance will be given to the data sample of run 4098
because its intensity (about 60 % of the nominal) allows a better understanding
of the 2016 run condition and a better evaluation of the accidentals at high beam
intensities.
To evaluate the accidentals effect on the STRAW detector with real data,
figure 5.20a and 5.20b show the number of hits revealed in the detector in the
400 ns STRAW time windows (between -100 ns and +300 ns around the trigger
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time) respectively for run 3809 (about 0.6 % of the nominal intensity) and 4098
(about 60 % of the nominal intensity). Figure 5.20b could be compared with the
(a) Run 3809: ∼ 0.6% of the nominal intensity.
(b) Run 4098: ∼ 60% of the nominal intensity.
Figure 5.20: number of hits in the STRAW detectors in a 400 ns around the
trigger time during the 2015 run.
number of hits in the spectrometer obtained in the simulation with accidentals
(see figure 5.1b). The time window of the simulation was 320 ns instead of 400 ns
but the beam was simulated at full intensity: real data show about a factor five
more hits with respect to the simulation. The large multiplicity of hits decreases
the reconstruction capability of the algorithm thus requiring a fine-tuning of the
parameters and of the algorithm structure.
Figures 5.21 and 5.22 show the leading time and trailing time distributions
at ∼ 0.6% and ∼ 60% of the nominal intensity; new time windows used in the
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algorithm to select only the hits in time with the L0 trigger are shown between
the red lines.
• 0 ns < leading time < 175 ns
• 55 ns < trailing time < 250 ns
(a) RUN 3809: ∼ 0.6% of the nominal intensity.
(b) RUN 4098: ∼ 60% of the nominal intensity.
Figure 5.21: Hit leading time distributions for two runs; the two red lines identify
the time selection.
There are three main differences and improvements with the STRAW algo-
rithm described previously:
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(a) RUN 3809: ∼ 0.6% of the nominal intensity.
(b) RUN 4098: ∼ 60% of the nominal intensity.
Figure 5.22: Hit trailing time distribution for two runs; the two red lines identify
the time selection.
• The huge number of hits made forced us create view clusters even with
the combination of 3 straws: the use of the 3 straws case allows to reduce
the possible combinations of 2 view clusters reducing both the possibility
to create fake clusters and the execution time. There are four possible 3
hits clusters (see figure 5.23) but in any case two straws are hit near the
edge (like straws a and b in figure) and one is hit in the middle (straw c in
figure). So, while the sum of the wire distance ra + rc (ra is the distance
between the hit a and the closest wire) is about 4.4 mm like for rb + rc, for
ra + rb it is about 8.8 mm. This helps us to make a clean selection of these
three straw clusters.
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• In the chamber clustering step and only for the two view zones, space points
obtained by only two view-combinations are added. This was done not to
decrease the spectrometer acceptance and reconstruction efficiencies. The
loop to build the 2 view-clusters is done after the reconstruction of the 3
and 4 view-clusters to reduce the number of possible 2 view-combinations
and to speed-up this part of the algorithm. The search is made only in the
2 view zones, to limit the number of additional fake clusters.
• A selection step for space points was added: if two or more space points
share at least one view-cluster, the one with a better clustering range
(Dclustering see section 5.3.2) will be chosen.
Figure 5.23: Types of three hit clusters.
The algorithm parameters after the fine-tuning are shown in the table 5.3.
lower cut upper cut
leading time T1 = 0.0 ns T2 = 175 ns
hit trailing time T3 = 55 ns T4 = 250
ra + rb − 4.4 mm (2 hits view clusters) CUTlow = -1.5 mm CUThigh = 1.4 mm
ra + rb − 8.8 mm (3 hits view clusters) CUTlow = -0.2 mm CUThigh = 0.2 mm
clustering range (chamber cluster) no low cut Dclustering = 6 mm
Table 5.3: table of algorithm cuts
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Cuts on the track times (the average of the trailing times of all the track hits)
and on q2x−q1x were no longer necessary with real data. Indeed the reconstructed
tracks are already well selected in time: as we can see in figure 5.24 there are
no large differences between the track time distribution in run 3809 where the
accidental activity is negligible (∼ 0.6% of the nominal intensity) and in run 4098
(∼ 60% of the nominal intensity).
(a) Run 3809: ∼ 0.6% of the nominal intensity.
(b) Run 4098: ∼ 60% of the nominal intensity.
Figure 5.24: Time distributions of the candidate tracks (before the physics cuts
are applied) for two runs. The time of the tracks is obtained by the average of
trailing time of all the track hits.
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5.7 Algorithm trigger condition
After track reconstruction, this STRAW L1 Algorithm rejects all events without
at least one track defining a decay vertex within 180 m from target, CDA < 200
mm and Pz < 70 GeV/c (see figures 5.25 and 5.26).
Figure 5.25: Distribution of the CDA of the tracks with the nominal beam direc-
tion for RUN 4098 (∼ 60% of the nominal intensity).
Figure 5.26: Track momentum vs longitudinal vertex (zv), run 4098 (∼ 60% of
the nominal intensity).
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These cuts are chosen far from the regions that will be used in the analysis (15
GeV/c < track momentum < 35 GeV/c and 105 m < zv < 165 m from the target)
to not lose good signal events due to resolution effects (momentum resolution is
about 3 GeV/c and the zv resolution is about 5 m). A comparison of the tracks
reconstructed by this L1 STRAW algorithm and by the official NA62 analysis is
done to validate the algorithm. The comparison shows a good agreement of the
reconstructed tracks as can be seen in figures 5.27 and 5.28.
Figure 5.27: Difference between the longitudinal momentum for tracks recon-
structed by the L1 algorithm and by the official NA62 Analysis software. Run
3809 (∼ 0.6% of the nominal intensity).
The good longitudinal momentum resolution of the tracks can allow to bring
the upper momentum cut up to 50 GeV/c, thus reducing the output rate of the
L1 trigger further.
Moreover, for each event with more than one track, the CDA among the two
tracks is computed to select and reject multi-body decays. Each combination of
two tracks that satisfies the condition CDA < 30 mm is removed. If no other
tracks remain, the event will be rejected.
Figures 5.29a and 5.29b show vertex positions for the rejected multi-body
decay: as expected, vertexes are located along the beam line and in proximity of
the STRAW chambers, since they are likely due to particle interactions with the
straws material.
5.8 Algorithm results
We summarize here the physics cuts applied on the tracks.
• Pz < 70 GeV/c
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Figure 5.28: Difference between the vertex longitudinal position reconstructed by
the L1 algorithm and by the official NA62 Analysis software. Run 3809 (∼ 0.6%
of the nominal intensity).
• zv < 180 m from target
• CDA vertex < 200 mm
• no track identified as belonging to a multi-body decay (all CDA between
tracks > 30 mm)
Figure 5.30 shows the results of the L1 STRAW trigger algorithm on the data
samples listed in section 4.2 after the application of the L0 and L1 conditions (see
chapter 4).
Depending on the Run number, and therefore on the beam intensity, the
fraction of rejected events varies from 48% to 57%, reaching a rejection factor of
about 2.3. In figure 5.30 the rejection factor obtained using the multi-body cut
(see previous physics cuts summary) is also included (from 12% to 16%).
The very different rejection factor for run 4098, as already mentioned in the
section 4.3.3, is due to the L0 trigger condition used to collect the data sample:
instead of a simple CHOD condition of geometrical acceptance a tight LKr/MUV1
condition on the event energy was used at L0. Indeed if we don’t consider the
LKr/MUV1 condition we obtain about the same results for the L0 (between a
factor 2 and 2.6).
The official NA62 off-line Reconstruction program was used to evaluate the
algorithm inefficiency and false positive events2. The inefficiency is evaluated by
looking at the events that have at least one track with the following properties
in the NA62 Reconstruction:
2False positives are events accepted which L1 STRAW algorithm which don’t satisfy at least
one trigger condition when reconstructed with the more precise off-line Reconstruction program.
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(a) (x,y) plane.
(b) (y,z) plane.
Figure 5.29: Decay vertex positions of the rejected multi-body decays.
• Pz < 35 GeV/c;
• 105 m from target < zv < 165 m from target;
• the track is built using one space point for each chamber;
• the track fit has a chi-square< 20;
• the track projection matches3 with a CHOD or RICH Reconstructed can-
didate.
3Algorithm looks for CHOD candidate with x and y coordinate within ±6 cm and timestamp
within ±30 ns from the track projection. In the same way it looks for RICH candidate with x
and y angle within ±1.5 mrad and timestamp within ±30 ns from the track.
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Figure 5.30: Results of the L1 STRAW trigger algorithm.
The efficiency and purity decrease with increasing beam intensity due, to the
accidental activity.
If we use a tighter cut om the longitudinal momentum (Pz < 50 GeV/c) the
fraction of rejected events reaches 69%, or a rejection factor of about 3.2.
5.9 Computing time
An important test about this algorithm is related to its execution time. A L1
algorithm have to respect two conditions:
• it must cope with the average input rate of events;
• it must elaborate each event within the L1 latency.
While it is relatively easy to remain within the L1 latency, because the PC farm
environment allows to keep data for the whole duration of the spill (several sec-
onds), the challenge is to cope with the L1 input rate that will reach 1 MHz
of average. The complete L1 trigger, composed at the moment by 4 algorithms
(CHOD, LAV, KTAG and STRAW, see section 4.4), should elaborate one event
in 1 µs in average. The CHOD, LAV and KTAG algorithms are faster than the
STRAW algorithm because they require very simple conditions (the total execu-
tion time of this three algorithms is 50 µs in average), so it is better to execute
them before the STRAW algorithm. In this way the input rate to the STRAW
algorithm is reduced of about a factor 3. The PC farm is composed at present
by 30 PCs and each one can schedule 16 concurrent processes. In conclusion the
STRAW algorithm has about 1.3 ms on average to elaborate one event on a single
PC process.
The algorithm implements a cut-off on the number of hits in an event to pre-
vent running on very large events which would need a long time to be elaborated:
events with more than 1500 hits are skipped by this algorithm and automatically
sent to the L2 (accepted).
To estimate the actual algorithm execution time I ran it on a PC similar to
those of the PC farm (but with less computing power). The average execution
time measured was about 415 µs (see figure 5.31) that is within the requirement.
For such test data of the run 4098 was used (∼ 60% of the nominal intensity),
results with other data samples are shown in figure 5.32 together with the fraction
of skipped events due to the 1500 hits cut-off.
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Figure 5.31: Distribution of the execution time of the L1 STRAW trigger algo-
rithm using data of run 4098 (∼ 60% of the nominal intensity).
Figure 5.32: Execution time results of the L1 STRAW trigger algorithm.
5.10 Summary of the L0 and L1 study
I can now put together the results of this L1 STRAW algorithm with the L0-L1
analysis of chapter 4 to verify the goal concerning the output rate (maximum 100
kHz). The expected event L0 input rate at nominal intensity is about 13 MHz
so the L0 and L1 should provide a rejection factor of at least 130: a factor 13
should be obtained with the L0 to reach the design L1 input rate of 1 MHz, and
a factor 10 has to be provided by the L1 trigger.
The total rejection factor obtained with L0 and L1, before the STRAW L1
algorithm is applied, is about between 23 to 34 so at least a further factor 5 is
needed to reach the goal.
Figures 5.33 and 5.34 show a summary of the L0 and L1 study using two
possible cut sets for the STRAW algorithm. The two sets differ only by the
longitudinal momentum condition: Pz < 70 GeV/c or Pz < 50 GeV/c. The
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tighter condition (Pz < 50 GeV/c) almost allows to reach the required rejection
factor and the L1 output contribution (9.2 instead of 10).
Figure 5.33: Results for the L0 and L1 trigger using the Pz < 70 GeV/c condition
for the L1 STRAW algorithm.
Figure 5.34: Results for the L0 and L1 trigger using the Pz < 50 GeV/c condition
for the L1 STRAW algorithm.
The missing gap on the total L0 and L1 rejection must be achieved by the
L0 to reach 1 MHz of L0 output rate. A possibility is to use a slightly tighter
condition about LKr/MUV that indeed could supply by itself a rejection factor
25 (see figure 4.7).
Conclusions
The work presented in this thesis covers almost all the aspects of the common
Trigger and Data Acquisition of the NA62 experiment that has as main goal
the measurement the Branching Ratio of the ultra-rare K+ → pi+νν decay, very
useful to obtain a stringent test of the Standard Model.
This PhD work began with the development and the testing of the firmware of
common boards of the NA62 TDAQ system: TDCB and TEL62. The TDCB is a
daughter-board of the TEL62 and measures the detector hit times. The TEL62
processes and stores these detector data in a buffer memory; at the arrival of a L0
trigger request, it extracts the data within a programmable time window around
the trigger time to send them to the PC farm. The TEL62s of some detectors
also take care of producing the L0 trigger primitives that are merged to generate
L0 trigger requests.
In this thesis is described (chapter 3) the significant contribution given to the
developing, the testing and the commissioning of the TDCB and TEL62 firmware.
Since the 2012 Technical Run to the 2015 Run the system was tested, and evolved
to be compatible with the detector input rate and the beam at growing intensity
up to nominal. After three main versions the system composed by TDCB and
TEL62 manages to cope with the design rate.
Once the work on the Data Acquisition system was concluded, I focuses on the
Trigger system and the analysis of the L0 and L1 triggers. The goal of this work
was to study the detector response and the trigger conditions required to obtain
the needed rejection factor with the minimum amount of signal loss. Starting
from 13 MHz of event rate, the L0 trigger must provide a factor 13 of rejection
to reach the design L0 output rate of 1 MHz; the L1 trigger should provide a
rejection of a factor 10 to achieve the goal of 100 KHz of L1 event output rate.
The starting L0 and L1 scheme analysed in chapter 4 failed to reach the output
rate request by a factor 5. This gap could be filled only by using the STRAW
spectrometer at the L1. For this reason in the last part of this work (see chapter
5) the development of a L1 STRAW algorithm is described, starting from a Monte
Carlo simulation and validating with the use of real data samples used for the L0
and L1 analysis.
The results reached by the STRAW algorithm (a rejection factor of about 3)
plus other improvements allows to achieve the required L1 rejection factor and
the goal of 100 kHz L1 output rate is reachable by using a tighter LKr/MUV
condition al L0.
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