Abstract. Let (X, d, µ) be a space of homogeneous type, i.e. the measure µ satisfies doubling (volume) property with respect to the balls defined by the metric d. Let L be a non-negative self-adjoint operator on L 2 (X). Assume that the semigroup of L satisfies the Davies-Gaffney estimates. In this paper, we study the weighted Hardy spaces H p L,w (X), 0 < p ≤ 1, associated to the operator L on the space X. We establish the atomic and the molecular characterizations of elements in H p L,w (X). As applications, we obtain the boundedness on H p L,w (X) for the generalized Riesz transforms associated to L and for the spectral multipliers of L.
Introduction
The theory of Hardy spaces has been a central part of modern harmonic analysis. While the classical Hardy spaces on R n can be characterized by certain estimates via the Laplacian, the study on the Hardy spaces associated to operators has been intensive recntly, see for example [5, 22, 25, 26] and their references. Here we will give only a brief account of some recent studies. In [5] , the Hardy spaces H 1 L associated to an operator L was introduced and studied under the assumption that the heat kernel of L satisfies a pointwise Poisson upper bound. The BMO space associated to such an L was introduced in [21] and it was shown in [22] that the BMO space associated to L is the dual space of the Hardy space H 1 L * associated to the adjoint operator L * . Recently the Hardy space H 1 associated to Hodge Laplacian on a Riemannian manifold was studied in [7] . Meanwhile the Hardy spaces associated to a second order divergence form elliptic operator L on R n with complex coefficients was investigated in [25] . The study of the Hardy spaces H p L (X), 1 ≤ p < ∞, on a metric space X associated to a non-negative self adjoint operator L satisfying Davies-Gaffney estimates was carried out in [26] .
It is natural to study weighted Hardy space H p L,w , 1 ≤ p < ∞ associated to an operator L with an appropriate weight w. It is known that the classical weighted Hardy spaces H p w (R n ) can be considered as weighted Hardy spaces associated to the Laplacian. See, for example, [23] , [37] and their references. This paper is inspired by the recent work of Song and Yan [38] in which they introduced the weighted Hardy spaces H 1 L,w (R n ) associated to an operator L initially defined on L 2 (R n ) with the assumptions that L is non-negative self-adjoint on L 2 (assumption (H1) in Section 3.1) and that L has Gaussian heat kernel bounds (assumption (H3) in Section 3.1). As an application, it was shown in [38] that when the operator L is the Schrödinger operator with a non-negative potential, the Riesz transform associated to L is bounded from the weighted Hardy space H 1 L,w (R n ) to the classical weighted Hardy space H 1 w (R n ).
In this paper, we extend the work in [38] on H 1 L,w (R n ) in several aspects. We define and study weighted Hardy space H p L,w (X) in the general setting: (i) The underlying space X is a space of homogeneous type, i.e. a metric space with doubling property.
(ii) The index p is in the range 0 < p ≤ 1.
(iii) L is assumed to satisfy the weaker assumption of Davies-Gaffney estimate (assumption (H2) in Section 3.1) instead of the stronger assumption of Gaussian heat kernel bound.
In comparison with [38] , our approach is different from that in [38] . Let us remind that the Gaussian heat kernel upper bound and the setting of Euclidean space R n seem to be indispensable and play an essential role in the approach of [38] . One of the key estimates used in [38] is the equivalences of different weighted area integral norms in [37] . Moreover, their approach relied heavily on a geometric argument. However, in the setting of homogeneous spaces without Gaussian upper bound condition, it is not clear whether or not their approach still work. In this paper, using the different approach by introducing new weighted tent spaces (see Section 3.3) and exploiting the similar approach to that of [26] , we extend the results in [38] to spaces of homogeneous type X under the weaker assumption of Davies-Gaffney estimate.
To demonstrate practical applications of our study of weighted Hardy spaces, we consider certain singular integral operators whose kernels are not smooth enough for the operators to belong to the class of standard Calderón-Zygmund operators. We show that some of these singular integrals are bounded on weighted Hardy spaces associated to an (appropriate) operator L.
The layout of this paper is as follows. In Section 2, we review the concept of doubling space and the main properties of the Muckenhoupt weights and reverse Hölder weights. In Section 3, we introduce the weighted Hardy spaces associated to operators H p L,w (X) for 0 < p ≤ 1 by using the area integral norm, then obtain an atomic characterization of elements in H p L,w (X). In Section 4, we show that certain singular integral operators are bounded on H p L,w (X). These operators have non-smooth kernels and they include the Riesz transforms associated to magnetic Schrödinger operators, Riesz transforms associated to an operator and spectral multipliers of non-negative self-adjoint operator.
After finishing our paper, we had learned that in [33] the authors studied MusielakOrlicz Hardy spaces associated to such an operator L. However, it seems that there are some differences in obtaining the atomic decomposition of the weighted tent spaces and the condition on the weights between our paper and [33] . Moreover, the the kind of singular integrals considered in our paper is also different from that in [33] . So, the results obtained in this paper are still interesting in their own rights.
Preliminaries
2.1. Doubling metric spaces. Let X be a metric space, with distance d and µ is a nonnegative, Borel, doubling measure on X. Throughout this paper, we assume that µ(X) = ∞. Denote by B(x, r) the open ball of radius r > 0 and center x ∈ M , and by V (x, r) its measure µ(B(x, r)). The doubling property of µ provides that there exists a constant C > 0 so that
for all x ∈ X and r > 0. Notice that the doubling property (1) implies that following property that
for some positive constant n uniformly for all λ ≥ 1, x ∈ M and r > 0. There also exists a constant 0 ≤ N ≤ n such that
uniformly for all x, y ∈ X and r > 0.
To simplify notation, we will often just use B for B(x B , r B ) and V (E) for µ(E) for any measurable subset E ⊂ X. Also given λ > 0, we will write λB for the λ-dilated ball, which is the ball with the same center as B and with radius r λB = λr B . For each ball B ⊂ X we set
2.2. Muckenhoupt weights. Throughout this article, we shall denote w(E) := E w(x)dµ(x) for any measurable set E ⊂ X. For 1 ≤ p ≤ ∞ let p ′ be the conjugate exponent of p, i.e. 1/p + 1/p ′ = 1. We first introduce some notation. We use the notation
A weight w is a non-negative measurable and locally integrable function on X. We say that w ∈ A p , 1 < p < ∞, if there exists a constant C such that for every ball
For p = 1, we say that w ∈ A 1 if there is a constant C such that for every ball
We set A ∞ = ∪ p≥1 A p . The reverse Hölder classes are defined in the following way: w ∈ RH q , 1 < q < ∞, if there is a constant C such that for any ball B ⊂ X,
The endpoint q = ∞ is given by the condition: w ∈ RH ∞ whenever, there is a constant C such that for any ball B ⊂ X,
Let w ∈ A ∞ , for 1 ≤ p < ∞, the weighted spaces L p w (X) can be defined by
We sum up some of the properties of A p classes in the following results, see [10] .
Lemma 2.1. The following properties hold:
For any ball B, any measurable subset E of B and w ∈ A p , p ≥ 1, there exists a constant C 1 > 0 such that
If w ∈ RH r , r > 1. Then, there exists a constant C 2 > 0 such that
From the first inequality of Lemma 2.2, if w ∈ A 1 then there exists a constant C > 0 so that for any ball B ⊂ X and λ > 1, we have
3. Weighted Hardy spaces associated to operators 3.1. Definition of weighted Hardy spaces. In this paper we consider the following conditions: (H1) L is a non-negative self-adjoint operator on L 2 (X); (H2) The operator L generates an analytic semigroup {e −tL } t>0 which satisfies the Davies-Gaffney condition. That is, there exist constants C, c > 0 such that for any open subsets U 1 , U 2 ⊂ X,
(H3) The kernel of e −tL denote by p t (x, y) which satisfies the Gaussian upper bound. That is, there exist constants C, c > 0 such that for almost every x, y ∈ X,
It is not difficult to show that condition (H3) implies (H2).
Let L be an operator satisfying (H1) and (H2). Set
, where R(L) and N (L) stand for the range and the kernel of L, and the sum is orthogonal.
For w ∈ A ∞ and 0 < p < ∞, the Hardy space
, where
Remark 3.1. When w = 1 the Hardy spaces H p L,w (X) were introduced in [26] and p = 1. The particular case when p = 1, X = R n , and L satisfies (H1) and (H3) the Hardy space H 1 L,w (X) was studied in [38] . We next describe the notion of an (M, p, w)-atom and an (M, p, w, ǫ)-molecule associated to the operator L.
It is not difficult to show that an (M, p, w)-atom associated to the ball B is also an (M, p, w, ǫ)-atom associated to the ball same ball B.
We will say that f = j λ j a j is an atomic (M, p, w)-representation if {λ j } ∞ j=0 ∈ l p , each a j is a (M, p, w)-atom, and the sum converges in
and we also define the Hardy space 
see for example [34] .
, where c 0 as in (6) . Let Φ denote the Fourier transform of ϕ. Then for every k ∈ N and t > 0,
Lemma 3.5. Let L be an operator satisfying (H1) and (H2). For every k = 0, 1, . . ., the operator (tL) k e −tL satisfies Davies-Gaffney estimates (H2).
For the proof we refer the reader to Lemma 3.5 in [26] .
3.3. Weighted tent spaces. For the measurable function F defined on X ×(0, ∞), we set
where Γ(x) is the cone {(y, t) :
. Note that our weighted tent spaces T p w (X) can be considered an extension of those in [12] when w ≡ 1 and X = R n . In the case that w ≡ 1, we write T p (X) instead of T p w (X). Another version of weighted tent spaces was used in [27] but this version is not suitable to our purpose.
Given the ball B we denote by B the tent over B, i.e, B = {(y, t) : d(x, y)+t < r}. Now a function a(y, t) is said to be an T p w (X)-atom whenever it is supported in B and
An important result concerning weighted tent spaces is that each function in T p w (X) has an atomic decomposition. More precisely, we have the following result.
Then there exist a sequence of T p w (X)-atoms {a j } j and the sequence of numbers {λ j } j such that
Before giving the proof for Theorem 3.6 we need the following technical lemma which is an extension of [27, Proposition 3] to spaces of homogeneous type.
Lemma 3.7. Let w ∈ A ∞ and B a ball in X. Then there exists a constant C such that, for every measure function F defined on X × (0, ∞) and every measurable set E ⊂ B, we havê
where Ω = {x ∈ B : M(χ E )(x) > γ} for γ ∈ (0, 1), γ sufficiently small (M is the Hardy-Littlewood maximal function).
Proof: We adapt the ideas in [27, Proposition 3] to our situation. Set S = {(x, y, t) ∈ (B\E) × ( B\ Ω) : y ∈ Γ(x)} and S(y, t) = B(y, t) ∩ (B\E). For (y, t) ∈ B\ Ω we can pick x 0 such that x 0 / ∈ Ω and x 0 ∈ B(y, t) ⊂ B. This implies M(χ E )(x 0 ) ≤ γ, and hence
Since w ∈ A ∞ , w ∈ RH r for some 1 < r < ∞. This together with Lemma 2.2 implies w(B(y, t) ∩ E) ≤ C γ w(B(y, t)).
This together with B(y, t) ⊂ B gives
provided with sufficiently small γ.
Then we havê
This completes our proof.
We now prove Theorem 3.6.
Proof of Theorem 3.6: To prove this theorem, we exploit the standard arguments, see for example [12, 27, 32] .
For each k, due to [14, Theorem 1.3, Chapter III] we can pick a family of balls {Q j k } j of Ω k satisfying the following three conditions:
Moreover, we have, by Lemma 3.7,
.
At this stage, the same argument as in [28, Proposition 3.1] shows that if F ∈ T p w (X) ∩ T 2 (X) then the identity (8) converges in both T p w (X) and T 2 (X). Let us denote by T p,c w (X) and T p,c (X) the spaces of those functions in T p w (X) and T p (X) with bounded support respectively. Here, by a function f on X × (0, ∞) with bounded support, we shall mean that there exist a ball B ⊂ X and 0 < c 1 < c 2 < ∞ such that supp f ⊂ B × (c 1 , c 2 ). Proof: The same argument as in [12, p. 306 
This implies Af
Conversely, for any f ∈ T p,c w (X) with supp f ⊂ K for some bounded set K. Let B be the ball satisfying K ⊂ B and supp Af ⊂ B. For any 0 < r < p we have
It therefore follows T p,c w (X) ⊂ T r,c (X). At this stage, using the fact that T r,c (X) and T 2,c (X) coincide, the proof is complete. 
, the set of all functions in L 2 (X × (0, ∞)) with bounded support, and for x ∈ X, define
where c Ψ is a constant such that
Proposition 3.9. Let L satisfy (H1) and (H2)
Proof: (i) The proof of (i) is standard and we omit the detail.
(ii) Let f ∈ T p,c w (X). It is easy to see that f ∈ T 2,c (X). Then by Theorem 3.6 we have
in L 2 (X) with {λ j } and {a j } satisfying (8) and (9) . Since S L is bounded on L 2 (X), we obtain that
We now claim that π Ψ,L a j is a multiple of an (M, p, w) atom for each j. Indeed, we can write π Ψ,L a j = L M b j where
Let us note that for each j there exists some ball B j such that supp a j ⊂ B j . Therefore, by Lemma 3.4 we have supp L k b j ⊂ B j for all k = 0, . . . , M . On the other hand, for any h ∈ L 2 (B j ), by the Hölder inequality we have
Since (x, t) ∈ B j , the ball B(x, t) ⊂ B j . This together with Lemma 2.2 gives
This implies π Ψ,L a j is a multiple of an (M, p, w) atom with the harmless constant for each j.
To complete the proof, it is suffice to show that for any (M,
Indeed, we write
For j = 0, 1, 2 we have, by the Hölder inequality, L 2 -boundedness of S L , and w ∈
Since w ∈ A 1 , using Lemma 2.2, we have
For j ≥ 3, we have
, we write
ˆd (x,y)<t
for some x ∈ S j (B)}, then d(B, F j (B)) ≥ 2 j−2 r B . By the fact that´d (x,y)<t 1 V (x,t) dµ(x) < C, we have
For the term J 2 we have
Combining above estimates of J 1 and J 2 , using w ∈ A 1 we have and a sequence of numbers {λ j } ∞ j=0 such that f can be represented in the form f = ∞ j=0 λ j a j , and the sum converges in the sense of L 2 (X)-norm. Moreover,
By using the argument as in Proposition 3.9 we complete the proof. 4p . Let f = ∞ j=0 λ j a j , where {λ j } ∞ j=0 ∈ l p , a j 's are (M, p, w)-atoms, and the sum converges in L 2 (X). Then f ∈ H p L,w (X) and
This have been proved in (10) and hence we complete the proof.
As a consequence of Theorems 3.10 and 3.11, we conclude that 
, then there exists a family of (M, p, w, ǫ)-molecules {m j } ∞ j=0 and a sequence of numbers {λ j } ∞ j=0 such that f can be represented in the form f = ∞ j=0 λ j m j , and the sum converges in the sense of L 2 (X)-norm. Moreover,
(ii) Conversely, given w ∈ A 1 ∩ RH 2 and M > n(2−p)
Proof: (i) The proof of (i) is a direct consequence of Theorem 3.10, since an (M, p, w)-atom is also an (M, p, w, ǫ)-molecule for all ǫ > 0.
(ii) The proof of (ii) is similar to that of Theorem 3.11. The main difference is that the support of (M, p, w, ǫ)-molecule is not the ball B. However, we can overcome this difficulty by decomposing X into annuli associated with the ball B, then using the same argument as in Theorem 3.11 to get (ii). We omit the details here.
Boundedness of singular integrals with non-smooth kernels
In this section, we study the boudnedness of some singular integrals such as the generalized Riesz transforms and spectral multipliers on the weighted Hardy spaces. Before coming to details, we need the following technical lemma. (ii) the family operators { √ tDe −tL } t>0 satisfies the Davies-Gaffney estimate (H2). Examples of such an operator D include gradient operator in the Euclidean space and the Riemannian gradient on complete Riemannian manifolds, see for example [1, 3, 9] .
. Before giving the proof of Theorem 4.2, we state the following lemma. Lemma 4.3. For every M ∈ N, all closed sets E, F in X with d(E, F ) > 0 and every f ∈ L 2 (X) supported in E, one has
Proof: The proof is similar to that of Lemma 2.2 in [24] and we omit it here.
We now prove Theorem 4.2.
Proof of Theorem 4.2: Due to Lemma 4.1, we need only to claim that there exists a constant C > 0 so that
We estimate the term I first. By the Hölder inequality, we obtain
For k = 0, 1, 2, one has
This together with Lemma 2.2 implies, for k = 0, 1, 2,
Therefore,
4p , we obtain ∞ k=0 I k ≤ C. For the term II, the same argument above gives
Next we have
where
At this point, by the same argument as in the estimate I k , we also obtain that II < C. This therefore completes our proof.
4.2.
Boundedness of Riesz transforms associated with magnetic Schrödinger operators.
4.2.1.
Magnetic Schrödinger operators and heat kernel estimates. Consider magnetic Schrödinger operators in general setting as in [19] . Let the real vector potential a = (a 1 , · · · , a n ) satisfy
and an electric potential V with
It is well known that this symmetric form is closed and this form coincides with the minimal closure of the form given by the same expression but defined on C ∞ 0 (R n ) (the space of C ∞ functions with compact supports). See, for example [35] .
Let us denote by A the non-negative self-adjoint operator associated with Q. The domain of A is given by
and A is given by the expression
Formally, we write A = −(∇ − i a) · (∇ − i a) + V . The operator A generates a semigroup e −tA which possesses a Gaussian kernel bound. Indeed, by the well known diamagnetic inequality (see, Theorem 2.3 of [35] and [11] for instance) we have the pointwise inequality
This inequality implies in particular that the semigroup e −tA maps L 1 (R n ) into L ∞ (R n ) and that the kernel p t (x, y) of e −tA satisfies (16) for all t > 0 and almost all x, y ∈ R n .
For k = 1, · · · , n, the operators L k A −1/2 are called the Riesz transforms associated with A. It is easy to check that
for any k = 1, · · · , n, and hence the operators L k A −1/2 are bounded on L 2 (R n ). Note that this is also true for V 1/2 A −1/2 . Moreover, it was recently proved in Theorem 1.1 of [19] that for each k = 1, · · · , n, the Riesz transforms L k A −1/2 and V 1/2 A −1/2 are bounded on L p (R n ) for all 1 < p ≤ 2, i.e., there exists a constant C p > 0 such that
The L p -boundedness of Riesz transforms for the range p > 2 can be obtained if one imposes certain additional regularity conditions on the potential V , see for example [2] . Let us recall that (i) In [19] , the boundedness of the Riesz transforms L k A −1/2 and V 1/2 A −1/2 was proved for L p (R n ) spaces with 1 < p < 2; (ii) Recently, [1] extended the results in [19] to weighted weak type L 1,∞ estimates and weighted L p estimates with an appropriate range of p (depending on the weight). 
and for all k, 
and for all k,
The proofs of Propositions 4.5 and 4.6 are standard and rely on the heat kernel estimates and we refer the reader to [4] for the details of the proofs. From Propositions 4.5 and 4.6, the following estimates hold. Proposition 4.7. There exists C > 0 such that for any (M, p, w) atoms a associated to the ball B we have
ˆS j (B)
Our main results are the following two theorems. 
Note that (25) always holds for q = ∞, see [18] . For further discussions concerning condition (25), we refer the reader to [18] .
As a preamble to the proof of Theorem 4.8, we record a useful auxiliary result which is taken from [18, Lemma 4.3] . 
Proof of Theorem 4.8: Since condition sup t>0 ηδ t F W q s < ∞ is invariant under the change of variable λ → λ s and independent on the choice of η, due to Lemma 4.1 it suffices to show that there exists ǫ > 0 such that for any (2M,
is a multiple of (M, p, w, ǫ)-molecule for M > n(2−p) 4p and some ǫ > 0. By definition, it suffices to prove that for all l = 0, 1, . . . , M ,
Now we need only to verify (27) for k ≥ 3. By standard argument, fix a function
where b = L M b and j 0 = − log 2 r B .
It is easy to see that
then we can rewrite (28) as follows Then,
Therefore, It therefore follows that a = F ( √ L)a is a multiple of (M, p, w, ǫ)-molecule. The proof is complete. To prove Theorem 4.10 we need the following estimate in [20] .
Lemma 4.11. Let γ > 1/2 and β > 0. Then there exists a constant C > 0 such that for every function F ∈ W 2 γ+β/2 and every function g ∈ L 2 (X) supported in the ball B, we havê
for j ∈ Z.
Proof of Theorem 4.10: The proof of Theorem 4.10 can be proceeded in the same line as Theorem 4.8 by replacing Lemma 4.9 by Lemma 4.11. We omit the details here.
