A quantum binary experiment consists of a pair of density operators on a finite dimensional Hilbert space. An experiment E is called ǫ-deficient with respect to another experiment F if, up to ǫ, its risk functions are not worse than the risk functions of F, with respect to all statistical decision problems. It is known in the theory of classical statistical experiments that 1. for pairs of probability distributions, one can restrict to testing problems in the definition of deficiency and 2. that 0-deficiency is a necessary and sufficient condition for existence of a stochastic mapping that maps one pair onto the other. We show that in the quantum case, the property 1. holds precisely if E consist of commuting densities. As for property 2., we show that if E is 0-deficient with respect to F, then there exists a completely positive mapping that maps E onto F, but it is not necessarily trace preserving.
Introduction
In classical statistics, a statistical experiment is a parametrized family of probability distributions on a sample space (X, Σ). The theory of experiments and their comparison was introduced by Blackwell [2] and further developed by many authors, e.g. Torgersen, [17, 18] . Most of the results needed here can be found in [16] .
For our purposes, a classical statistical experiment E = (X, {p θ , θ ∈ Θ}) is a parametrized set of probability distributions p θ , θ ∈ Θ over a finite set X, where Θ is a finite set of parameters. This can be interpreted as follows: X is a set of possible outcomes x ∈ X of some experiment, each occurring with probability p(x), where p is a member of the parametrized family {p θ }, but the value of the parameter is not known. After observing x, a decision d is chosen from a finite set D of possible decisions, with some probability µ(x, d). The function µ : X × D → [0, 1] is called the decision function. It is clear that a decision function is a Markov kernel (or a stochastic matrix), that is, d → µ(x, d) is a probability distribution for all x ∈ X.
A loss function W : Θ × D → R + represents the loss suffered if d ∈ D is chosen and the true value of the parameter is θ. The risk, or the average loss of the decision procedure µ when the true value is θ is computed as
The couple (D, W ) is called a decision problem. If D consists of two points, then the decision problems (D, W ) are precisely the problems of hypothesis testing.
Let F be another experiment with the same set of parameters, then its "informative value" can be compared to that of E by comparing their risk functions for all decision problems. This leads to the definitions of (k, ǫ)-deficiency and ǫ-deficiency, see Section 3. One of the most important results of the theory is the following randomization criterion:
Theorem 1 Let E = (X, {p θ , θ ∈ Θ}) and F = (Y, {q θ , θ ∈ Θ}) be two experiments. Then E is ǫ-deficient with respect to F if and only if there is a Markov kernel λ :
For ǫ = 0, this is the Blackwell-Sherman-Stein Theorem, [2, 13, 15] . For general ǫ it was proved in [17] .
If Θ consists of two points, then the experiment is called binary. In this case, ǫ-deficiency is equivalent to (2, ǫ)-deficiency [17] , which means that such experiments can be compared by considering only the risk functions of hypothesis testing problems.
The development of the quantum version of comparison of statistical experiments was started recently by several authors, [14, 3, 8] . A quantum statistical experiment is a set of density operators on a Hilbert space, mostly of finite dimension. Some versions of the randomization criterion, resp. the BlackwellSherman-Stein Theorem were obtained, in particular, conditions were found for existence of a trace preserving completely positive map that maps one experiment onto the other. It was conjectured in [14] that the existence of such positive (but not necessarily completely positive) trace preserving map is equivalent to 0-deficiency. A weaker form of this was obtained in [3] , where the notion of a statistical morphism was introduced. The (even weaker) notion of a k-statistical morphism was considered in [8] .
The present paper reviews some of the results of [3] and [8] , with focus on the problem of comparison of binary experiments. As an extension of [8] , we prove that (2, ǫ)-deficiency and ǫ-deficiency of a quantum experiment E with respect to another quantum experiment F are equivalent for any F precisely if the experiment E is abelian, that is, all density matrices ρ θ commute. Moreover, we use the results in [12] to show that any k-statistical morphism can be extended to a map that is completely positive, but not trace preserving in general.
Quantum statistical experiments
Let H be a finite dimensional Hilbert space and let A ⊆ B(H) be a C * -algebra. Let S(A) denote the set of density operators in A. A (quantum) statistical experiment E consists of A and a family {ρ θ , θ ∈ Θ} ⊂ S(A), which is written as E = (A, {ρ θ , θ ∈ Θ}). Throughout the paper, we suppose that Θ is a finite set.
The family {ρ θ , θ ∈ Θ} represents our knowledge of the state of the quantum system represented by A: it is known that this family contains the state of the system but the true value of θ is not known.
Let (D, W ) be a decision problem. The decision is made by a measurement on A with values in D. Any such measurement is given by a positive operator
are projections, we say that M is a projection valued measure (PVM). We will denote the set of all measurements by M(D, E).
Note that any POVM defines a positive trace preserving map M :
and any positive trace preserving map A → F (D) is obtained in this way. Moreover, we define the mapM :
ThenM is again positive and trace preserving. Since F (D) is abelian, both M andM are also completely positive, [10] .
As it was pointed out in [3] , the set of quantum experiments contains the set of classical experiments and these correspond precisely to abelian experiments, that is, experiments such that all densities in the family {ρ θ , θ ∈ Θ} commute. Indeed, let E be abelian and let C be the subalgebra generated by {ρ θ , θ ∈ Θ}. Then C is generated by a PVM P concentrated on a finite set X and we have the classical experiment (X, {p θ := P (ρ θ ), θ ∈ Θ}). Conversely, let (Y, {q θ , θ ∈ Θ}) be any classical experiment with |Y | ≤ dim(H) and let Q : Y → A be any PVM, then (A, {Q(q θ ), θ ∈ Θ}) defines an abelian quantum experiment. It is clear that p θ = P (ρ θ ) and ρ θ =P (p θ ), θ ∈ Θ, so that E and (X, {p θ }) are mapped onto each other by completely positive trace preserving maps. In particular, the experiments are equivalent in the sense defined below.
Deficiency
Let E be an experiment and let (D, W ) be a decision problem. The risk of the decision procedure M ∈ M(D, E) at θ is computed as [5] 
Let now F = (B, {σ θ , θ ∈ Θ}) be another experiment, with B ⊂ B(K) for a finite dimensional Hilbert space K and with the same parameter set. Let k ∈ N, D k := {0, . . . , k − 1} and let ǫ ≥ 0. We say that E is (k, ǫ)-deficient with respect to F , in notation E ≥ k,ǫ F , if for every decision problem (D k , W ) (equivalently, for all decision problems (D, W ) with |D| = k) and every
The relation ≤ 0 defines a preorder on the set of all experiments. If we have E ≥ 0 F and simultaneously F ≥ 0 E, then we say that E and F are equivalent, E ∼ F . The equivalence relation E ∼ k F is defined similarly, and E and F are called k-equivalent.
The Theorem 2 below (apart from (iii)) was proved in [8, Theorem 5] in a more general setting. We give the proof in our simpler case, just for the convenience of the reader.
The most important ingredient of the proof is the minimax theorem, which can be found in [16] .
Theorem 2 Let E = (A, {ρ θ , θ ∈ Θ}) and F = (B, {σ θ , θ ∈ Θ}) be two experiments with the same parameter set Θ, |Θ| < ∞. Let k ∈ N, ǫ ≥ 0. The following are equivalent.
Suppose (ii) and let W : Θ × D k → R + be a loss function. ThenW :
Suppose (iii), and let N ∈ M(D k , F ). Then for every loss function W , we have max
and this implies that
is compact and obviously convex and the set W of all loss functions W with W ≤ 1 is convex as well. Moreover, the function
is linear in both arguments, hence the minimax theorem applies and we get
Let P(Θ) be the set of all probability measures on Θ and let p ∈ P(Θ). For M ∈ M fixed, let W be given by
Then W ∈ W, so that we get
Since this holds for any p ∈ P(Θ), we have obtained
The set P(Θ) is convex and the function
Hence the minimax theorem applies again and we have
which clearly implies (iv), by taking the probability measures concentrated in θ ∈ Θ. Suppose (iv) and let
The following Corollary is a generalization of the classical randomization criterion to the case when the experiment F is abelian. In the case that ǫ = 0, it was proved in [3] .
Corollary 1 Let E = (A, {ρ θ , θ ∈ Θ}) and let F = (B, {σ θ , θ ∈ Θ}) be abelian. Then E ≥ ǫ F if and only if there is a completely positive trace preserving map
Proof. Let (X, {p θ , θ ∈ Θ}) be a classical experiment equivalent to F and let P = (P 1 , . . . , P m ) be the PVM such that P (σ θ ) = p θ , θ ∈ Θ. Suppose E ≥ ǫ F , then P ∈ M(X, F ) and by Theorem 2 (iv), there is some M ∈ M(X, E) such that
Put T =P • M , then T : A → B 0 ⊆ B is positive and trace preserving, where B 0 is the abelian subalgebra generated by P . Hence T is also completely positive. Moreover,
For the converse, let N ∈ M(D, F ) for any finite set D.
By Theorem 2 (iv), this implies E ≥ ǫ F .
Deficiency w.r. to testing problems
Let (D 2 , W ) be a decision problem. Then any M ∈ M(D 2 , E) has the form (M 0 , I − M 0 ) for some 0 ≤ M 0 ≤ I and the risk of M is
for all loss functions W , where we denote
here we used the equality Tr a + = 1 2 (Tr a + Tr |a|) for a self adjoint element a ∈ A.
Theorem 3 E ≥ 2,ǫ F if and only if
Proof. Follows from (1) and (2) . For the 'if' part, put A θ = W θ (0) − W θ (1), we then have θ |A θ | ≤ W . For the converse, let F + := {θ, A θ > 0}, F − := {θ, A θ ≤ 0} and put
Then W is a loss function with W = θ |A θ |.
Deficiency and sufficiency
Let T : A → B be a completely positive trace preserving map. The experiment
and it is clear that T * (N ) has the same risks as N , hence E is 0-deficient with respect to F .
Suppose that in this setting, F is k, 0-deficient with respect to E, then we say that T is k-sufficient for E. If also E is a randomization of F , then we say that T is sufficient for E, this definition of sufficiency was introduced in [11] . If T is a restriction to a subalgebra A 0 ⊂ A, then we say that A 0 is k-sufficient resp. sufficient for E, if T is. If the experiments are abelian, then it follows by the randomization criterion that T is sufficient if and only if it is k-sufficient for every k ∈ N. Moreover, for abelian binary experiments, T is sufficient if and only if it is 2-sufficient. (In fact, the last statement hold for all classical statistical experiments [16] .)
It is not clear if any of the above two statements holds for quantum experiments. The latter condition for binary experiments was investigated in [6] , for a subalgebra A 0 . It was shown that A 0 is 2-sufficient if and only if it contains all projections P t,+ , t ≥ 0 (see Lemma 1) and that this is equivalent to sufficiency in some cases. In particular:
Theorem 4 Let E = (A, {ρ 1 , ρ 2 }) be an experiment and let A 0 ⊆ A be an abelian subalgebra. Then the following are equivalent.
(i) A 0 is 2-sufficient.
(ii) A 0 is sufficient.
(iii) A 0 is sufficient and E is abelian.
Proof. The equivalence of (i) and (ii) was proved in [6, Thm. 5(2)], (ii) =⇒ (iii) follows from [9, Theorem 9.10]. (iii) =⇒ (i) is obvious.
Binary experiments
Let E = (A, {ρ 1 , ρ 2 }) be a binary experiment. Note that we may suppose that ρ 1 + ρ 2 is invertible, since E can be replaced by the experiment (P AP, {ρ 1 , ρ 2 }), where P = supp (ρ 1 + ρ 2 ) is the support projection of ρ 1 + ρ 2 .
Let us denote
It is easy to see that Theorem 3 for binary experiments has the following form.
Theorem 5 Let E = {A, {ρ 1 , ρ 2 }) and F = (B, {σ 1 , σ 2 }). Then the following are equivalent.
We will need some properties of the function f E . First, we state the quantum version of the Neyman-Pearson lemma, [4, 5] . For this, let us denote P t,+ := supp (ρ 1 − tρ 2 ) + and P t,0 = ker (ρ 1 − tρ 2 ) for t ≥ 0.
The proof of the following lemma can be found in the Appendix.
Lemma 2 (i) f E is continuous, convex and f E (t) ≥ max{1 − t, 0}, t ∈ R.
(ii) f E is nonincreasing in R. Moreover, f E is analytic in R except some points
where f E is not differentiable. These are exactly the points where P t,0 = 0.
We will denote T E := {t 1 , . . . , t l } the set of points defined in (ii).
Deficiency and 2-deficiency for binary experiments
For classical binary experiments, it was proved in [17] that E ≥ 2,ǫ F is equivalent with E ≥ ǫ F , so that for comparison of such experiments it is enough to consider all testing problems. We prove below that this equivalence remains true if only E is abelian, and that this property characterizes abelian binary experiments. We will need the following Lemma.
Proof. Let us define linear functions g i (t) := a i − tb i , i = 0, . . . , 3, where
, where we put s 0 = 0. Since f E is convex and f E (t) ≥ max{1 − t, 0}, g i (t) ≤ f (t), for all i and t. Moreover, since f E is also nonincreasing, we have for any t < 0,
Convexity and f E (0) = 1 also imply that p 2 , p 3 ) and q = (q 1 , q 2 , q 3 ) are probability measures. Let F := ({1, 2, 3}, {p, q}), then
Let us now define the points t 
In the case that g 2 (t) > 0 for all t, we put t
We will now state the main result of this section.
Theorem 6 Let E = {A, {ρ 1 , ρ 2 }) be a binary experiment. Then the following are equivalent.
(i) E ≥ 2,ǫ F ⇐⇒ E ≥ ǫ F for any ǫ ≥ 0 and any abelian binary experiment F
(ii) E ≥ 2,ǫ F ⇐⇒ E ≥ ǫ F for any ǫ ≥ 0 and any binary experiment F .
(iii) E ≥ 2,0 F ⇐⇒ E ≥ 0 F for any abelian binary experiment F .
(iv) E is abelian.
Proof. Suppose (i) and let F = (B, {σ 1 , σ 2 }) be any binary experiment such that E ≥ 2,ǫ F . Let D be a finite set and let N ∈ M(D, F ). Put p i := N (σ i ), i = 1, 2 and let F N := (D, {p 1 , p 2 }). Then by Theorem 5, we have for each t ≥ 0,
By Theorem 2, E ≥ ǫ F and this implies (ii). (ii) trivially implies (iii).
Suppose (iii). Choose any points s 1 , s 2 / ∈ T E , 0 < s 1 < s 2 , then by Lemma 3, there is a classical experiment F = ({1, 2, 3}, {p 1 , p 2 }) such that f E (t) ≥ f F (t) for t ≥ 0 and f E (s i ) = f F (s i ), i = 1, 2. By Theorem 5, this implies that E ≥ 2,0 F and by (iii), E ≥ 0 F . By Corollary 1, there is a POVM M :
Since s i / ∈ T E , we have P si,0 = 0 and Lemma 1 implies that j∈Ji M j = P si,+ . Hence the projection P si,+ is in the range of M . Since for all j ∈ {1, 2, 3} we either have M j ≤ P si,+ or M j ≤ I − P si,+ , P si,+ must commute with all M j . In particular, P s1,+ and P s2,+ commute.
Since this can be done for any such s 1 , s 2 , it follows that all {P t,+ , t / ∈ T E } are mutually commuting projections. Since t → P t,+ is right-continuous, it follows that P tj ,+ commutes with all P s,+ for s / ∈ T E , and by repeating this argument, P t,+ are mutually commuting projections for all t ≥ 0.
Let now A 0 be the subalgebra generated by {P t,+ , t ≥ 0}. Then A 0 is an abelian subalgebra which is 2-sufficient for E. Hence E must be abelian by Theorem 4.
The implication (iv) =⇒ (i) was proved by Torgersen, [17] .
, it was proved in [1] that E ≥ 2,0 F if and only if F is a randomization of E. The above proof shows that if dim(K) ≥ 3 this is no longer true unless E is abelian.
Statistical morphisms
Let
The map L is a statistical morphism if it is a k-statistical morphism for any k. It is clear that any positive trace preserving map L : A → B defines a statistical morphism. The proof of the following proposition appears also in [8] .
Proposition 1 E ≥ k,0 F if and only if there is a k-statistical morphism L :
Proof. Suppose that E ≥ k,0 F for some k, then we also have E ≥ 2,0 F , and by Theorem 3, this implies
so that L is a well defined linear map on S E . Theorem 2 (iv) now implies that L is a k-statistical morphism. The converse is obvious.
In [14] and [3] , a question was raised whether 0-deficiency is equivalent with existence of a trace preserving positive map that maps one experiment onto the other. It is clear that this question is equivalent with the question if any statistical morphism can be extended to a trace preserving positive map. We show below that if E and F are binary experiments, then any k-statistical morphism such that L(ρ i ) = σ i , i = 1, 2 can be extended to even a completely positive map, but Theorem 6 implies that such an extension is not trace preserving in general. This shows that the condition that the map preserves trace cannot be omitted.
Let t 1 be as in Lemma 2. Note that
and t 1 = 0 if and only if supp ρ 2 ≤ supp ρ 1 . Let us denote t max := min{t ≥ 0, f E (t) = 0} = min{t ≥ 0, ρ 1 − tρ 2 ≤ 0}.
Then we have either t max = t l or t max = ∞, and the latter happens if and only if supp ρ 1 ≤ supp ρ 2 . We have
and t 1 , t max are extremal values for which the inequality occurs. Equivalently,
with t −1 max and t −1 1 extremal. We also remark that t 1 = sup(ρ 1 /ρ 2 ) and t max = inf(ρ 1 /ρ 2 ) as defined in [12] .
Theorem 7 Let E = (A, {ρ 1 , ρ 2 }), F = (B, {σ 1 , σ 2 }) be binary experiments. Then if E ≥ 2,0 F , then there is a completely positive map T : A → B such that T (ρ i ) = σ i , i = 1, 2.
Proof. Let E ≥ 0,2 F , then there is a 2-statistical morphism L : S E → B, L(ρ i ) = σ i , i = 1, 2. Moreover, f E (t) ≥ f F (t) for all t. Let t ′ 1 and t ′ max be as in (4) and (5) for F . Since f F (t) ≥ max{0, 1 − t}, we must have t 1 ≤ t Let u, v ∈ S E be positive elements such that ker(u) ≤ ker(v) and ker(v) ≤ ker(u). Then there are some ϕ, ψ ∈ H such that uϕ = vψ = 0, but uψ = 0, vϕ = 0. Put T (a) = ψ, aψ ψ, uψ L(u) + ϕ, aϕ ϕ, vϕ L(v), a ∈ A then T is a completely positive extension of L. We show that such u and v exist.
Suppose t max < ∞ so that supp ρ 1 ≤ supp ρ 2 , then u := t max ρ 2 − ρ 1 , v := ρ 1 − t 1 ρ 2 . Then u, v ≥ 0 and the condition on the kernels follows by extremality of t 1 and t max . If t max = ∞ but t 1 > 0, then we put u := t −1 1 ρ 1 − ρ 2 and v := ρ 2 . Finally, if t max = ∞ and t 1 = 0, then we put u := ρ 1 , v := ρ 2 .
Remark 1 One can see that the extension obtained in the above proof cannot be trace preserving unless dim H = 2 and E is abelian.
