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périphérique haptique utilisé est un bras à retour d’effort dont l’interface tangible est un
stylet. Les données acquises ont été obtenues au travers d’un questionnaire évaluant le
sentiment d’incarnation. Nos résultats montrent que les deux formes de retour haptique mises
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du retour. A l’opposé, l’absence de résultats significatifs plus précis et les retours mitigés des
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Le rapport ci-après cherche à rendre compte du travail effectué sur l’impact d’un retour
haptique sur le sentiment d’incarnation en environnement virtuel immersif. Ce travail s’est ef-
fectué dans le cadre d’un stage de six mois au sein du centre Inria Lille. Nous avons développé
une expérience contrôlée avec trois conditions. Deux conditions proposent une forme de retour
haptique différente, une condition à retour d’effort et une condition à retour vibro-tactile ; nous
les avons comparées à une condition de contrôle, sans retour. Le périphérique haptique utilisé
est un bras à retour d’effort dont l’interface tangible est un stylet. Les données acquises ont
été obtenues au travers d’un questionnaire évaluant le sentiment d’incarnation. Nos résultats
montrent que les deux formes de retour haptique mises en place suscitent un niveau d’incarna-
tion plus élevés chez les participants. Les différences trouvées entre les conditions de contrôle
et à retour d’effort permettent d’affirmer la fidélité dudit retour. A l’opposé, les résultats plus
mitigés et les retours des participants nous laissent penser que le retour vibro-tactile n’est pas
assez cohérent pour susciter les mêmes niveaux d’incarnation que le retour d’effort.
Mots-clés : haptique, retour d’effort, retour vibrotactile, incarnation, avatar, environnement
virtuel immersif
Abstract
The following report seeks to adress the work that was done regarding the impact of haptic
feedback on the sense of embodiment in immersive virtual environment. This work was done as
part of a six month internship at Inria Lille. We have designed a controlled experiment with three
conditions. Two of those conditions proposed a certain form of haptic feedback, the first being a
force feedback and the second being a vibrotactile feedback, we then compared them to a control
condition, without any haptic feedback. The haptic device we used was a force feedback arm,
with a stylus as its tangible interface. The acquired data was obtained through questionnaires
evaluating self-reported embodiment. Our results show that both forms of implemented haptic
feedback can enhance participants’ sense of embodiment. through significant differences found
between control condition and force feedback condition, we can assert sufficient fidelity of force
feedback condition. On the contrary, mitigated results and participants’ feedback let us on that
vibrotactile feedback may not be coherent enough to call forth levels of embodiment on par
with force feedback condition.
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Ce rapport cherche à restituer le travail qui a été réalisé dans le cadre d’un stage de
Master 2 d’une durée de six mois, portant sur l’étude de l’impact du retour haptique, que
nous comprendrons pour l’instant comme le sens du toucher, sur le sentiment d’incarnation en
environnements virtuels immersifs [EVI]. Le stage a eu lieu à l’Inria de Lille, au sein de l’équipe
Loki et en partenariat avec l’équipe Hybrid d’Inria de Rennes, et s’inscrit dans le cadre du
projet IPL Avatar 1.
Le projet Avatar, regroupant 4 équipes de recherche Inria en plus des deux équipes susmen-
tionnées, a pour but de concevoir des avatars mieux incarnés, plus interactifs et plus sociaux,
en améliorant les techniques de représentation des avatars, de l’acquisition et de la simulation
à la conception de nouveaux paradigmes d’interaction et de retour multisensoriel. Ce projet
est financé par Inria, un établissement public de recherche scientifique et technologique. Cet
établissement regroupe 8 centres et 200 équipes de recherche dont 80% collabore avec d’autres
entités de recherche et d’enseignement.
L’étude au cœur de ce stage s’inscrit plus largement dans une thèse qui débutera en octobre
2019 et ayant pour intitulé « Touching Avatars : Rôle du retour haptique dans les interactions
en réalité virtuelle avec des avatars ». Des études antérieures réalisées par des membres de
l’équipe Hybrid ont mis en évidence le rôle de l’interaction sur le sentiment d’incarnation [3]. Il
s’agissait pour ce stage de proposer une expérience éclairant la relation entre l’implémentation
d’un retour haptique et le sentiment d’incarnation, puis rédiger un article à but académique en
vue d’une publication.
Il convient, avant d’introduire les différents chapitres de ce rapport, de préciser un détail
important. La mise en place d’un retour haptique actif en EVI nécessite une interface haptique,
un outil de simulation vibro-tactile ou à retour d’effort, tandis qu’un retour haptique passif peut
être mis en place avec des techniques moins invasives technologiquement. L’équipe Loki possède
un bras à retour d’effort, le Phantom Desktop, d’une grande fidélité haptique, et nous avons
convenu naturellement qu’une partie du temps serait initialement consacrée à l’interfaçage du
bras à retour d’effort. L’opportunité de pouvoir travailler sur une telle interface haptique a
1. IPL Avatar (Août 2019) : https ://avatar.inria.fr/
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permis d’accélérer la conception de l’expérience et de faire avancer, au travers de l’interfaçage
du bras, notre familiarisation avec les interfaces haptiques actives en parallèle de la recherche
bibliographique. Nous justifierons plus loin dans ce rapport les raisons qui nous ont conduit à
garder l’interface utilisée.
Bien que les temporalités des différents travaux à réaliser n’aient été pas distinctes, nous
présenterons ainsi les différentes parties qui ont structuré le temps du stage : la recherche
bibliographique afin d’établir le périmètre de recherche, l’interfaçage du bras à retour d’effort
et les mécaniques d’interaction, la conception de l’expérience et les choix qui y ont conduit, et
enfin la passation de l’expérience préliminaire et les premiers résultats.
2
Introduction
Le stage de recherche « Etude de l’impact du retour haptique sur le sentiment d’incarnation
en environnement virtuel immersif » a pour objectif initial de produire une expérience contrôlée
permettant de mettre en évidence un lien entre retour haptique et incarnation en EVI.
La notion d’avatar n’est pas mentionnée dans l’intitulé du stage, mais est malgré tout essen-
tielle dans un contexte impliquant incarnation et EVI : lorsqu’un utilisateur est immergé dans
un environnement virtuel, son niveau d’incarnation subjectif exprimé est plus élevé lorsqu’il y
a une similarité morphologique entre le membre représenté et le membre réel [35].
Nous pouvons donc reformuler la problématique de recherche : l’augmentation des avatars par
retour multisensoriel, en particulier en ajoutant le toucher, permet-elle de susciter un niveau
d’incarnation plus important ?
Nous avons, tout au long de ce projet, planifié les différentes tâches à réaliser selon la
méthode de recherche qui nous a été enseignée au cours de la formation de Master 2 : réfléchir
à la problématique et établir les limites du sujet suite à un état de l’art, fixer un protocole
expérimental adapté, le mettre en place, puis faire passer l’expérience à un panel suffisamment
large de sujets en vue des analyses statistiques.
Les notions principales issues directement de la problématique du stage sont complexes :
elles sont le sujet d’études de domaines variés, et nous sommes loin de comprendre les inter-
actions entre leurs modèles théoriques respectifs. Ainsi la première étape dans notre travail a
été de resserrer le périmètre de recherche en réalisant une recherche bibliographique. Celle-ci
s’est d’abord portée sur la littérature traitant de l’haptique, notion que nous maîtrisions le
moins. Nous avons ensuite repris nos recherches sur la littérature propre aux différentes repré-
sentations corporelles, à l’incarnation, et par la suite, à l’intégration d’outils dans le schéma
corporel. Enfin, nous avons cherché à nous informer sur les expériences existantes portant sur
le retour haptique en EVI. Nous avons pu, grâce à ces recherches, nous constituer une base
de réflexion quant aux différentes interfaces haptiques utilisées, et positionner peu à peu notre
ébauche d’expérience vis-à-vis de la littérature.
Nous avons eu l’occasion, durant le stage, de découvrir et d’utiliser deux interfaces hap-
tiques assez proches, le Phantom Omni et le Phantom Desktop. Nous entrerons plus dans le
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détail technique des interfaces dans la section qui leur sera dédiée. Ces interfaces sont toutes
deux des bras à retour d’effort, avec un stylet pour manipulateur. Nous avions plusieurs ob-
jectifs quant à l’interfaçage des périphériques haptiques : il fallait développer des mécaniques
d’interactions permettant à l’utilisateur de toucher des objets virtuels faisant partie de l’envi-
ronnement, d’interagir dynamiquement avec lesdits objets (simulation d’inertie, de poids, etc),
de simuler des dangers tangibles ou intangibles, et de créer une interface haptique permettant
un contact objet/objet.
Une fois les mécaniques principales développées, nous avons pu réaliser une expérience
cherchant à établir un lien entre les trois composantes du sentiment d’incarnation et le retour
haptique actif : afin de maximiser le temps de contact entre l’interface haptique et l’environ-
nement, nous avons décidé de baser notre expérience sur une tâche de peinture. Après avoir
discuté des différentes conditions envisageables, il a ensuite fallu intégrer les différentes com-
posantes : l’avatar et son comportement, l’environnement et le game flow (l’enchainement de
l’expérience et des différentes conditions).
Il a ensuite été nécessaire de vérifier si l’expérience était suffisamment robuste et si les hy-
pothèses initiales semblaient se confirmer en réalisant des premiers tests pilotes. Nous avons pu
apporter grâce à cela des corrections à l’expérience et commencer la passation d’une expérience
préliminaire pour obtenir de premiers résultats. Nous discuterons ensuite du travail à effectuer
pour parvenir aux objectifs initiaux.
Enfin, nous conclurons ce rapport par une rétrospective sur les compétences qui auront
été développées et utilisées dans ce projet, sur les apports personnels de celui-ci, et comment
cette étude a été l’occasion de structurer et de maturer un projet professionnel à un moment




Nous allons restituer dans ce chapitre l’ensemble des recherches bibliographiques que nous
avons réalisées au cours du stage, et particulièrement sur le premier mois de celui-ci. Nous allons
aborder les différents concepts théoriques qui nous ont été nécessaires dans la délimitation du
périmètre de recherche, et dans la réflexion qui a structuré la conception de notre expérience.
Nous traiterons tout d’abord des avatars et de l’expérience utilisateur en EVI, en particulier
de la présence et du sentiment d’incarnation et de son évaluation. Ensuite, nous aborderons la
notion d’haptique au sens large, et nous verrons comment l’haptique peut se transposer en EVI.
Nous nous intéresserons particulièrement aux différentes composantes formant le sens haptique
et leur simulation.
1.1 Avatars en EVI
La notion d’avatar est importante dans cette étude, bien qu’elle n’apparaisse pas dans
l’intitulé du stage. En effet, comme il a été mentionné plus haut, le sujet s’inscrit dans un projet
plus vaste, Touching Avatars, qui cherche à comprendre la relation entre retour multi-sensoriel,
en particulier le retour haptique, et l’avatar. Ainsi, nous allons nous attarder premièrement sur
le concept d’avatar, dans un contexte d’EVI, dont l’utilisation ne s’arrête pas à ceux-ci, mais
qui y sera limité dans notre étude.
Il convient de commencer cette rapide introduction au concept d’avatar en faisant la distinc-
tion entre avatar et agent : un avatar est une personnification d’un humain en environnement
virtuel, tandis qu’un agent est contrôlé par une intelligence artificielle (e.g. des algorithmes).
Cette personnification n’est pas nécessairement un corps anthropologique [2], ou peut être sim-
plement un membre [52]. Certaines études ont de plus montré que la mise en place d’un avatar
en EVI permet d’augmenter le sentiment de présence chez les utilisateurs [55].
5
Actuellement, en EVI, les périphériques utilisés permettent de simuler principalement les
retours sensoriels visuel et audio. La démocratisation des casques de réalité virtuelle a changé
l’interaction utilisateur-environnement, notamment au niveau de la perception du corps réel, et
a ouvert de nouvelles perspectives de recherche. Ce changement technologique amène en effet de
nouvelles problématiques : la réalité virtuelle s’est développée avec les systèmes CAVEs (Cave
Automatic Virtual Environment), dans lesquels l’utilisateur perçoit encore son corps réel, mais
prend actuellement son essor avec les casques, où la perception de l’environnement réel est oc-
cultée. Cette occultation a permis de mettre en évidence l’effet de l’avatar sur le comportement
des utilisateurs [65]. De plus, les périphériques utilisés demain seront probablement capable de
simuler d’autres sens, comme le FeelReal Multi-Sensory VR Head-Mounted Display 1, et d’en-
richir les potentialités des avatars en EVI. Ces nouvelles formes d’interactions entre l’avatar et
l’environnement virtuel peuvent concerner ainsi la multisensorialité du retour, et cette problé-
matique s’inscrit donc au cœur de nos réflexions.
Nous allons désormais nous intéresser à certains modèles de l’expérience utilisateur propres
aux EVI. Il en existe un grand nombre [59], qui ont été proposés au cours des trois dernières
décennies principalement, mais nous n’entrerons dans le détail que des principaux modèles.
Nous pouvons notamment donner l’immersion, la présence, l’incarnation ou l’engagement en
exemple. Notre étude porte ici sur l’incarnation, mais il convient tout de même de développer les
notions d’immersion et de présence, celles-ci étant liées au modèle de l’incarnation. Cette revue
de la littérature nous permettra par la suite de situer notre étude par rapport aux différentes
études portant sur l’haptique en EVI.
1.2 Immersion et présence
Nous allons tout d’abord aborder les notions d’immersion et de présence, qui sont deux
notions liées.
La notion d’immersion peut se définir ainsi que l’a fait Slater et al. en 2009 [56] : cette dernière
est une description objective de la technologie et des moyens techniques mis en place pour
développer un environnement ou un EVI. Ainsi, il est possible d’évaluer suivant cette définition
le niveau d’immersion au travers des spécificités logicielles ou matérielles tangibles, comme la
latence, la résolution d’affichage, etc. Cette définition de l’immersion a été contestée par Witmer
& Stinger, proposant une immersion psychologique plus centrée sur l’utilisateur [63]. Il existe
ainsi deux compréhensions de la notion d’immersion, l’immersion perceptuelle et l’immersion
psychologique.
La notion de présence peut se définir littéralement par opposition à l’absence, à savoir le fait
1. Casque multi-sensoriel Feel-Real (Août 2019) : https ://feelreal.com/
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de se trouver physiquement en un lieu. Il est généralement accepté que la présence puisse se
définir comme l’a caractérisée Heeter en 1992 [28], « Being there », le sentiment d’être « là ».
Ainsi, il semble que l’immersion psychologique proposée par Witmer & Stinger et la présence
soient des notions liées, ainsi que l’a fait remarquer Slater et al. [54]. Slater et al. avanceront
de plus que « la présence est une réaction humaine à l’immersion » [Traduction].
Nous garderons dans la suite du rapport le terme d’immersion pour définir les moyens techniques
et technologiques mis en place dans un environnement pour une simulation virtuelle.
1.2.1 Composantes de la présence
Nous avons défini les concepts d’immersion et présence, il convient désormais d’expliciter
les différentes dimensions qui viennent composer le sentiment de présence. Encore une fois, il a
existé une grande divergence quant aux sous-composantes de la présence ; nous avons décidé de
prendre le modèle proposé par Lee en 2004 [40], celui-ci étant le plus repris dans la littérature
que nous avons parcourue. La présence y est décomposée ainsi : la présence physique (physical
presence), la présence sociale (social presence), et la présence de soi (self-presence).
La présence sociale, impliquant la présence de plusieurs acteurs sociaux virtuels (artificiels
ou humains), ne nous intéresse pas dans cette étude. En revanche, la présence physique, définie
comme « l’état psychologique dans lequel des objets physiques virtuels (para-authentiques ou
artificiels) sont vécus comme de véritables objets physiques, de manière sensorielle ou non »,
et la présence de soi, définie comme « l’état psychologique dans lequel le soi virtuel (para-
authentique ou artificiel) est vécu comme le soi véritable, de manière sensorielle ou non », sont
deux notions qui sont chacune liées fortement à plusieurs dimensions de notre problématique.
En effet, puisque la présence physique concerne la relation de l’utilisateur avec l’environnement,
il semble que le sens du toucher et la présence physique puissent être en lien si l’on admet que
la tangibilité de l’environnement et des objets qui le composent peut rendre des objets plus «
physiques ». De plus, la présence de soi concerne la transposition du soi depuis le réel vers le
virtuel, et peut donc se lier à la notion d’avatar.
1.3 Incarnation
La notion d’incarnation fait référence à la prise de possession d’un corps, et signifie littéra-
lement « dans la chair ». S’il parait difficile en pratique de se dissocier de son corps physique,
certaines expériences ont modifié notre compréhension du phénomène de possession et ont mon-
tré qu’il est possible de tromper notre perception et la conscience de notre corps. L’expérience
la plus répandue et la plus reprise est l’illusion de la main en caoutchouc (Rubber-Hand Illusion,
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RBI dans la suite du rapport) [9]. A été mis en évidence la possibilité d’induire une erreur dans
la perception d’un membre (d’une main dans l’expérience initiale) des participants, et d’induire
un sentiment de possession envers un substitut. Botvinick & Cohen sont parvenus à ce résultat
grâce à une stimulation tactile sur le membre factice, corrélée à des stimulations synchrones
de même nature sur la main réelle des participants dont on leur occultait la vue. Cette expé-
rience a permis de poser un premier paradigme dans la compréhension des schémas corporels,
de l’incarnation et la conscience du corps. Avant de passer à la définition que nous utiliserons
de l’incarnation, nous allons détailler ici les notions de schéma corporel, d’espace péripersonnel,
et d’incarnation d’outils.
1.3.1 Représentations corporelles et incarnation d’outil
Comme il a été expliqué dans l’avant-propos, notre état de l’art s’est effectué en parallèle
des premières tâches d’interfaçage des périphériques haptiques disponibles. Ceux-ci ont pour
interface tangible un stylet (voir le chapitre suivant sur la conception de l’expérience). Nous
nous sommes ainsi demandés si interagir avec l’environnement au travers d’un stylet pouvait
modifier le processus d’incarnation. L’incarnation d’outil est fortement liée aux différentes re-
présentations corporelles. L’idée que le cerveau va traiter un outil comme une extension du corps
date de plus d’un siècle, émise par Butler en 1872 [11]. Cette idée est maintenant largement
acceptée et est confirmée par de nouvelles expériences neuropsychologiques [44].
Espace péripersonnel
La première représentation corporelle dont le corps dispose et qui sert d’interface avec l’en-
vironnement est l’espace péripersonnel. Cet espace permet d’acquérir des informations somato-
sensorielles, visuelles et auditives. De Vignemont & Iannetti [14] ont proposé une dichotomie de
l’espace péripersonnel, une représentation étant dédiée à la détection de menaces et à la protec-
tion du corps, et la deuxième servant à l’interaction avec l’environnement proche et les objets à
portée. Dans notre contexte, l’incarnation d’outil semble être liée à la seconde compréhension
de l’espace péripersonnel. L’utilisation prolongée d’outils chez les primates permet de montrer
un agrandissement de l’espace selon l’axe de l’outil [31]. Des études plus récentes ont permis de
trouver des résultats similaires aux primates chez des patients atteints de négligence spatiale
(« incapacité à détecter, s’orienter, ou répondre à des stimuli porteurs d’information lorsqu’ils
sont présentés dans l’espace opposé à la lésion » [Traduction] [29]) [6] mais aussi chez des sujets
sains [64]. Mais l’utilisation d’outil ne fait pas que modifier notre espace péripersonnel ; elle
modifie aussi les représentations corporelles plus profondes, comme le schéma corporel, l’image
corporelle ou la description structurelle du corps.
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Schéma corporel
Le schéma corporel correspond à la représentation spatiale de la dimension, de la position
et de la posture des membres et des parties du corps. Cette représentation est utile pour
éxécuter ou imaginer l’éxécution de mouvements correctement [47]. Cardinali et al. [12] ont
montré que le schéma corporel pouvait être modifié par l’utilisation d’un outil, ici d’une pince
mécanique, après une période de dix minutes. En effet, le comportement des utilisateurs après
utilisation d’outil est modifié « comme s’ils avaient un bras plus long » [Traduction]. Les profiles
cinématiques des mouvements main libre des sujets ont été enregistrés avant et après l’utilisation
de l’outil. Cardinali et al. ont remarqué que les profils après utilisation présentent des vitesses
et des amplitudes plus faibles, semblables à des profils propres aux personnes possédant des
bras longs, et ce quelle que soit la longueur réelle de leur bras.
Image corporelle
L’image corporelle se définit souvent par opposition au schéma corporel, et correspond à la
représentation consciente et sémantique des membres et parties du corps et leurs fonctions [15].
Miller et al. [48] ont proposé une expérience dans laquelle les utilisateurs devaient juger de la
taille de leur main par rapport à une image de main servant de contrôle, avant et après avoir
utilisé un outil en forme de main beaucoup plus grand. Les résultats obtenus sont dépendants
des conditions de passation : lorsque les sujets ont un retour visuel en utilisant l’outil, alors ils
jugent la taille de leur main différemment selon si cela est demandé avant ou après l’utilisation
de l’outil ; mais sans retour visuel, il n’y a aucune différence induite par l’outil. Le retour visuel
est ainsi impliqué dans les modifications de l’image corporelle.
Description structurelle du corps
La description structurelle du corps rassemble les informations structurelles de position des
différentes parties du corps, positions qui sont évaluées relativement entre elles. Cette représen-
tation se construit de façon consciente et visuo-spatiale [45].
Ainsi, nous avons pu voir une partie des mécanismes participant à l’intégration d’un ou-
til dans le schéma corporel. Cette forme d’incarnation est spécifique à l’utilisation d’outil, et
l’incarnation dans un avatar en EVI possède ses propres modèles et paradigmes.
Dans la suite de ce rapport, nous comprendrons le concept d’incarnation comme l’a défini
Kilteni [35] : le sentiment d’incarnation envers un corps B est le sentiment qui émerge quand
les caractéristiques du corps B sont traitées comme si elles étaient les caractéristiques de notre
propre corps biologique.
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Tout comme pour le sentiment de présence, le sentiment d’incarnation se décrit selon trois
dimensions. Le modèle sur lequel nous nous pencherons a été proposé par Kilteni [35] et se
comporte ainsi les composantes suivantes : la localisation de soi, l’agentivité, et la possession.
1.3.2 Localisation de soi
La localisation de soi « correspond au volume déterminé dans l’espace où l’utilisateur se
sent localisé » [Traduction][35]. La localisation de soi est à différencier de la présence. Comme
nous l’avons vu plus haut, le sentiment de présence rend compte de la relation entre l’utilisateur
et l’environnement (« être là », dans l’espace), tandis que la localisation de soi décrit la relation
entre l’utilisateur et son corps. L’illusion de la main en caoutchouc [9] montre qu’une stimulation
visuo-tactile synchrone permet d’induire un décalage proprioceptif : l’utilisateur juge sa main
comme étant plus proche de la main en caoutchouc. Ainsi, la stimulation synchrone permet
d’induire une erreur de localisation de soi. D’autres études [42] ont montré que les Out of
Body Experience, les expériences « hors de son corps » pouvaient aussi induire des erreurs de
localisation sur l’ensemble du corps. En EVI, il est courant d’utiliser un point de vue égocentré,
rendu depuis la position du corps virtuel, et ce afin de maximiser le sentiment de localisation
de soi. En effet, il a été montré que le point de vue utilisé a un impact sur la localisation de soi
et sur le sentiment de possession [24].
1.3.3 Agentivité
Le sentiment d’agentivité a été défini par Gallagher [21] comme « je suis la cause ou l’ori-
gine d’une action » [Traduction], et plus récemment par Blanke et Metzinger [7], comme le
« contrôle moteur global, incluant l’expérience subjective de l’action, le contrôle, l’intention,
la sélection motrice et l’expérience consciente de la volonté » [Traduction]. L’émergence du
sentiment d’agentivité résulte d’une comparaison entre les informations sensorielles anticipées
avant l’action de l’utilisateur et les conséquences sensorielles qui s’ensuivent. Lorsqu’il y a cor-
respondance entre les conséquences sensorielles prédites et les conséquences sensorielles réelles,
par exemple au travers d’une synchronisation visuo-motrice entre le corps physique et l’avatar,
l’utilisateur va considérer être à l’origine de ces actions [33]. Il a été montré à plusieurs reprises
qu’une mauvaise synchronisation visuo-motrice (avec de la latence, par exemple) pouvait im-
pacter négativement le sentiment d’agentivité [19]. Les travaux de Bayne & Pacherie [5] ont
posé une ébauche de la distinction entre deux formes d’agentivité : le jugement d’agentivité
et l’expérience d’agentivité. D’après eux, l’agentivité ne peut se limiter au jugement d’agenti-
vité : ce dernier est basé sur un ensemble de procédés descendants qui ne suffit pas à décrire le
phénomène. L’expérience d’agentivité est le terme utilisé pour désigner les procédés montants
suscitant l’agentivité de nos propres mouvements. Les travaux de Jeunet et al. [33] ont permis
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d’approfondir la compréhension de ces deux notions. Le sentiment d’agentivité précède le retour
sensoriel issu de l’action, tandis que le jugement d’agentivité découle de la comparaison entre
les résultats réel et attendu de l’action. Ces deux composants reposent sur trois principes. Ces
trois principes correspondent aux conditions d’attribution de la causalité [33] : [Traduction]
1. Principe de priorité : l’intention consciente d’accomplir un acte doit précéder immédia-
tement l’action, qui à son tour doit précéder immédiatement le résultat.
2. Principe de cohérence : le résultat sensoriel doit correspondre au résultat prédit.
3. Principe d’exclusivité : la pensée doit être la seule cause apparente du résultat (absence
supposée de la part de l’utilisateur d’influence extérieure).
1.3.4 Possession
Tout comme pour l’agentivité, la possession a été pensée comme pouvant prendre la forme
d’un jugement ou d’un sentiment. Certains organes sont ainsi « jugés » comme nous apparte-
nant (c’est le cas pour les organes internes par exemple), tandis qu’il est plus difficile d’avoir le
même raisonnement pour un membre comme un bras. Cette forme primitive de possession est
appelée « sentiment » de possession [16]. Les réflexions sur l’attribution de notre corps physique
tendent à montrer que nous ne sommes que rarement conscients de celui-ci [25]. Nous sommes de
plus capables de ressentir des sensations, comme la douleur, simplement en observant d’autres
personnes souffrir [53]. Pourtant, cette empathie n’entraine aucune confusion entre le soi et les
autres : l’expression des sensations corporelles ne nous sont pas propres, elles sont communes
à soi et aux autres [17]. Ainsi, du besoin de différencier les sensations de son corps et d’un
corps tiers résulte le sentiment de possession. La re-découverte du paradigme de la main de
caoutchouc par Botvinick et Cohen [9] a permis d’ouvrir de nouvelles perspectives de recherche
et de compréhension du sentiment de possession. L’émergence du sentiment de possession est
admise comme provenant de la combinaison entre des facteurs montants (bottom-up) et des
facteurs descendants (top-down) [60]. Les facteurs montants peuvent être des stimuli similaires
aux stimulations visuo-tactiles synchrones de la RBI, et les facteurs descendants des proces-
sus cognitifs modifiant l’interprétation des informations sensorielles (la ressemblance suffisante
entre une main réelle et la main en caoutchouc rend possible son incarnation). Le paradigme
de la RBI a été confirmé par Sanchez-Vives et al. [52] pour des mains virtuelles, ainsi que pour
des avatars complets [49].
La réaction à des menaces extérieures a été corrélée au sentiment de possession : plus le senti-
ment est fort, plus la réaction à une menace sera vive [51].
Nous comprendrons par la suite le sentiment de possession comme « l’auto-attribution d’un
corps, ce corps étant la source des informations sensorielles » [Traduction] [60].
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1.4 Sens haptique
Nous avons pu faire une revue des notions concernant les environnements virtuels, les avatars
et l’expérience utilisateur qui nous seront utiles par la suite. Il convient désormais de se pencher
sur la deuxième partie de l’état de l’art, qui portera donc sur le retour haptique au sens large.
Nous essaierons de définir en premier lieu ce qu’est l’haptique, au sens physiologique du terme,
que l’on nommera haptique humain. Il sera ensuite question des formes de retour haptique et les
périphériques qui peuvent être utilisés pour simuler un retour haptique. Nous traiterons aussi
des techniques de simulation liées à l’haptique. Nous verrons enfin comment le retour haptique
est mis en œuvre en EVI sur des problématiques d’expérience utilisateur.
1.4.1 Haptique humain
L’haptique réfère, au sens le plus large, à tout ce qui concerne le sens du toucher. Le sens du
toucher, chez l’humain, est constitué de l’ensemble des sous-systèmes cognitif, moteur, sensoriel
et mécanique. Les mains jouent un rôle prédominant dans le sens haptique : elles comportent
environ 40% des mécanorécepteurs cutanés [62]. Une main humaine est composée d’un ensemble
de dix-neuf os (sans compter les huit os du poignet), connectés par autant d’articulations
sans frottements, le tout étant recouvert de tissus mous et de peau. Les os sont reliés à une
quarantaine de muscles au travers de tendons. Cet ensemble compose la structure mécanique de
la main, proposant vingt-deux degrés de liberté, et est équipé d’un système sensoriel complexe,
dont les terminaisons nerveuses se trouvent au niveau de la peau, des articulations, des tendons
ou des muscles 2. L’utilisation de nos mains pour des tâches de manipulation ou d’exploration
demande l’utilisation simultanée des différentes propriétés de la peau et des tissus sous-cutanés,
notamment au niveau des doigts, et des capacités motrices et sensorielles de la main [57].
Il est possible de classer en deux catégories les informations sensorielles perçues par le cer-
veau lors du contact entre la main et un objet. La première catégorie va contenir les informations
tactiles, qui vont découler des réponses des mécanorécepteurs de la peau et décrire la percep-
tion du contact avec l’objet, et la seconde catégorie va contenir les informations kinesthésiques.
Ces dernières correspondent à la sensibilité de la position et du mouvement des membres, et la
sensibilité des forces qui y sont associées. [26]
Il convient d’illustrer ces deux nouveaux concepts : si un contact s’effectue entre un objet
et une main statique, alors les informations issues de ce contact seront de nature tactile, mis
à part les informations venant de la posture de la main – et qui seront toujours présentes.
2. Os de la main, Passeport Santé (Août 2019) : https ://www.passeportsante.net/fr/parties-
corps/Fiche.aspx ?doc=os-main
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A l’opposé, lors d’un mouvement libre, sans contact, les informations acquises seront d’ordre
kinesthésique [43]. En pratique, les deux formes d’informations sont présentes simultanément
dans des tâches actives (d’exploration, de manipulation, etc) [39].
Le terme proprioception désigne la sensibilité profonde de la position et du mouvement de nos
membres ; la kinesthésie et la proprioception sont considérées comme synonymes, nous ne ferons
pas de distinction entre ces termes par la suite [58].
1.4.2 Techniques et technologies haptiques
Nous allons rendre compte dans ce paragraphe de l’état des technologies haptiques exis-
tantes, et des formes que l’haptique peut prendre en EVI. Il convient de faire une distinction
importante avant de poursuivre : il existe plusieurs formes de retour haptique. En effet, nous
distinguerons les trois formes suivantes : l’haptique actif [43], l’haptique passif [30], et le pseudo-
haptique [38].
Haptique actif
L’haptique actif désigne les périphériques haptiques contrôlés par un programme et néces-
sitant un ordinateur pour générer des stimuli qui seront transmis aux utilisateurs par le biais
du périphérique, que ce soit par des moyens électroniques, mécaniques ou autre.
Les périphériques haptiques actifs les plus répandus prennent la forme de bras à retour
d’effort, comme les bras proposés par 3D Systems, lesquels mesurent la position de l’interface
tangible (un stylet pour certains périphériques, comme le Phantom Desktop 3[46] , une boule
pour d’autres, comme le Falcon 4, etc) grâce à des capteurs, et des moteurs présents dans les
articulations permettent d’appliquer des efforts pour simuler des surfaces. De nouveaux péri-
phériques haptiques apparaissent depuis quelques années : les gants haptiques, haptic gloves,
ont été peu utilisés jusqu’à présent, faute de diversité [10, 50]. Les gants haptiques peuvent
prendre deux formes principales, qui découlent de la dichotomie entre sensations tactiles et
sensations kinesthésiques. Les gants à retour tactile essaient généralement d’apporter une di-
mension supplémentaire de texture, de vibration ou parfois même thermique [36]. Les gants
à retour d’effort, basés sur la kinesthésie, prennent souvent la forme d’exosquelette 5. Dans ce
contexte, un exosquelette est une structure articulée se portant sur la main qui permet de
générer et transmettre aux doigts des efforts.
3. Phantom Desktop, par 3D Systems : https ://fr.3dsystems.com/haptics-devices/touch-x
4. Falcon, par Novint, pas de site Internet officiel
5. Dexmo, par Dexta Robotics (Août 2019) : https ://www.dextarobotics.com/en-us/#product
13
Ces technologies sont encore en plein expansion, en témoigne la vitesse de création de start-
ups proposant de nouvelles interfaces haptiques, mais sont encore limitées dans la simulation
d’environnement virtuel. Les caractéristiques nécessaires à un périphérique haptique afin de
proposer une simulation acceptable sont les suivantes [57] :
1. Une inertie propre et une friction faible, afin que les mouvements soient le moins entravés
que possible.
2. Les capacités du périphérique en terme de résolution, de bande passante, vis-à-vis de
l’acquisition de la position et du retour d’effort, doivent être au plus proche de celles de
l’humain dans les tâches pour lesquelles le périphérique sera employé.
3. Le confort et l’ergonomie doivent être pris en compte, afin que l’utilisateur ne ressente
aucune douleur.
Haptique passif
L’haptique passif désigne l’ensemble des techniques cherchant à fournir un retour haptique
en utilisant les propriétés physiques inhérentes d’objets réels, comme leur forme, la texture de
leur surface, etc.[43] Ce type de solution a l’avantage de ne pas être invasif technologiquement :
il n’y pas besoin de périphérique commandé par ordinateur.
Dans un contexte en EVI, si l’utilisateur peut marcher librement, l’absence de retour hap-
tique pour l’environnement peut causer des décalages entre la position réelle de l’utilisateur et
celle de son avatar : si l’interpénétration des objets virtuels n’est pas possible, si l’utilisateur dé-
cide de faire cinq mètres dans une direction, mais qu’un mur arrête son avatar au second, alors
quand l’utilisateur reviendra à sa position initiale, il se sera décalé par rapport à son avatar.
Ainsi, le principe de l’haptique passif serait ici d’arrêter et l’avatar, et l’utilisateur, pour éviter
tout interpénétration, qu’elle soit virtuelle ou réelle. Pour ce faire, il faut utiliser des objets
physiques que l’on vient positionner pour correspondre aux obstacles virtuels que l’avatar de
l’utilisateur peut rencontrer.
L’haptique passif peut être utilisé pour créer de nouvelles interactions, comme l’ont fait
Azmandian et al. [4], en proposant la redirection haptique, (haptic retargeting). Leur technique
permet de réutiliser le même objet physique, offrant le retour haptique passif, pour plusieurs
objets virtuels distincts en position, en jouant sur la prédominance de la vision durant un conflit
sensoriel.
5. Go Touch VR : https ://www.gotouchvr.com/
5. HGlove, par Haption : https ://www.haption.com/fr/products-fr/hglove-fr.html
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Pseudo-haptique
Le retour pseudo-haptique est « une technique pour simuler des sensations haptiques de
façon innovante, en utilisant les propriétés de la perception humaine » [Traduction] [38].
Prenons un exemple : il est demandé à un utilisateur de réaliser une tâche proprioceptive
simple, dans laquelle il faille ranger des objets sur une étagère. Pour simuler la masse de ces
objets avec des techniques pseudo-haptiques, il est possible de jouer sur la vitesse de dépla-
cement des objets, en jouant sur l’échelle et le rapport mouvement de contrôle / mouvement
affiché [18]. Ainsi, pour obtenir le même déplacement pour un objet virtuel, l’utilisateur va
devoir effectuer un mouvement plus ample, ou plus court.
Achibet et al. [1] ont développé un support permettant de mettre en œuvre un retour pseudo-
haptique qui peut se combiner avec d’autres techniques d’interactions en EVI : le bras élastique
(Elastic-Arm). Le bras élastique relie la main et l’épaule de l’utilisateur, et permet de générer
une force égocentrée quand il allonge le bras. Le retour pseudo-haptique peut ainsi être une
alternative à l’haptique actif, et simuler de multiples propriétés haptiques sans investissement
technologique important [38].
1.4.3 Simulation haptique
Nous faisons référence, avec le titre de la section « Simulation Haptique » aux techniques
et procédés permettant de générer et de simuler des surfaces tangibles à partir de périphériques
haptiques à retour d’effort. Le fonctionnement d’une boucle haptique peut être schématisé
comme sur la figure 1.1 [34]. L’interface haptique va permettre de fournir des coordonnées en
position et en rotation, coordonnées qui permettront d’actualiser la représentation virtuelle de
l’interface haptique, et de savoir s’il y a collision avec des objets haptiques. S’il y a collision,
alors l’environnement responsable de la gestion de l’haptique va calculer les efforts en accord
avec les modèles algorithmiques et les efforts calculés seront ensuite envoyés dans les moteurs
du périphérique haptique [57].
Afin de simuler une surface haptique, le modèle théorique le plus simple est celui du res-
sort : on associe à la représentation virtuelle de l’interface la position d’un proxy, on récupère
la position réelle de l’interface haptique, et l’on crée un ressort théorique entre ces deux po-
sitions 1.2. On simule ainsi une surface dont la rigidité sera liée à la valeur de la raideur du
ressort. L’utilisation d’un proxy va, dans un contexte en environnement virtuel immersif, créer
un décalage entre la position réelle du stylet - par extension de la main de l’utilisateur – et
la représentation virtuelle de ce stylet. Ce décalage entre position réelle et position observable
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Figure 1.1 – Boucle théorique de simulation haptique
va potentiellement créer des conflits entre les informations proprioceptives et les informations
visuelles, et peut entrainer des changements conséquents sur le sentiment de localisation de soi.
1.4.4 Haptique en EVI
Il existe un certain nombre de publications relatives à l’étude du retour haptique en EVI. La
première étude de ce genre remonte à 1996 [13], et mettait en évidence le rôle du retour vibro-
tactile et l’amélioration de la performance en EVI. Les autres études qui ont suivi portent
principalement sur l’évaluation du sentiment de présence [22, 36], sur la performance [36],
l’apprentissage [41] ainsi que le sentiment d’incarnation [37]. Cette dernière étude par Krogmeier
et al. montre une corrélation positive entre une forme de retour vibro-tactile. Un nombre de
publications assez important pour qu’il soit utile de le noter se place dans un contexte de
simulation et d’entrainement à la médecine [41, 61, 8].
La majeure partie des études que nous avons considérées comme étant les plus proches de
ce que nous voulions réaliser proposent un retour haptique en utilisant des périphériques variés,
comme des vestes [37, 22], des gants vibro-tactiles ou à retour d’effort [36, 20], mais nous n’avons
pas trouvé de publication récente proposant une expérience en EVI avec pour interface un bras
à retour d’effort. Lorsque le retour haptique est mis en place en utilisant un périphérique
vibro-tactile, les modèles régissant les vibrations sont des points clés du développement de
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Figure 1.2 – Fonctionnement d’un dispositif haptique : HIP et proxy [27]
l’expérience : il faut que les modèles vibratoires permettent à l’utilisateur de se répérer dans
l’EVI et de comprendre comment interagir avec celui-ci [32].
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1.5 Bilan
Nous avons pu voir dans ce chapitre les notions que nous avons étudiées dans notre re-
cherche bibliographique. Nous avons ainsi défini les concepts essentiels à notre étude, à savoir
l’haptique et ses différentes compréhensions, les modèles principaux de l’expérience utilisateur
en EVI, notamment l’incarnation, et nous avons ainsi pu situer notre étude par rapport aux
expériences existantes mettant en œuvre un retour haptique en EVI. Nous avons ainsi pu remar-
quer que les publications les plus proches de notre sujet ne portaient pas sur des bras à retour
d’effort. L’objectif de cette étude était de mettre en évidence une augmentation du sentiment
d’incarnation par ajout d’un retour haptique. Cela sera notre hypothèse la plus large, mais il
convient de la préciser.
Grâce à notre état de l’art, nous avons pu voir que les procédés montants, comme les sti-
mulations visuo-tactiles synchrones peuvent susciter l’émergence d’un sentiment d’incarnation
[9]. Cela peut en particulier susciter un sentiment de possession envers le membre virtuel [52],
mais aussi provoquer des changements dans le sentiment de localisation de soi. L’émergence
du sentiment d’agentivité repose en partie sur le principe de cohérence [33]. En comparant une
condition avec un retour d’effort à une condition vibro-tactile, il est possible qu’une condition
semble plus cohérente qu’une autre que le sentiment d’agentivité soit ainsi différent. Ainsi, nous
prendrons pour hypothèses :
1. Le retour haptique va augmenter le sentiment d’incarnation.
2. Le retour kinesthésique (retour d’effort) et le retour vibro-tactile vont augmenter le
sentiment de possession.
3. Le retour kinesthésique va susciter un sentiment d’agentivité supérieur que le retour
vibro-tactile.
4. Le retour haptique va modifier le sentiment de localisation de soi.
Dans le prochain chapitre, nous nous intéresserons à la conception de notre expérience. Nous
présenterons les périphériques utilisés et leurs caractéristiques, puis détaillerons leur interfaçage.
Nous parlerons ensuite de la première ébauche d’expérience, puis de la tâche qui a été retenue.
Enfin, nous verrons les étapes majeures qui ont structuré la conception de notre expérience :





Nous allons dans ce chapitre voir comment s’est déroulée la conception de l’expérience.
Nous allons pour cela dans un premier temps détailler l’interfaçage des périphériques haptiques
disponibles, en particulier les outils utilisés, puis nous donnerons un exemple d’utilisation des
mécaniques haptiques. Dans un second temps, il sera question des idées et réflexions qui nous
ont conduits à la tâche de Pick’n Place. Enfin, nous conclurons ce chapitre avec l’expérience
finale, ses mécaniques et sa mise en place.
2.1 Interfaçage des périphériques haptiques
Nous nous intéresserons dans cette section aux différentes interfaces haptiques que nous
avons eu l’occasion d’utiliser, leurs spécifications techniques et l’utilisation des interfaces couplée
à Unity.
2.1.1 Caractéristiques techniques
Comme dit précédemment, nous avons pu durant ce projet nous familiariser et interfacer
deux bras à retour d’effort, les modèles Phantom Omni et Phantom Desktop, de 3DSystems,
anciennement SensAble Technologies. Le tableau 2.1 présente une vue d’ensemble des carac-
téristiques techniques des deux interfaces. Le périphérique TOUCH correspond au Phantom
Omni et le TOUCH X au Phantom Desktop, ces derniers ayant changé de nom en même temps
que l’entreprise. Ces périphériques haptiques sont tous deux des bras à retour d’effort ayant
pour interface tangible un stylet.
Il est à noter que le Desktop (nous utiliserons cette dénomination) que nous avons interfacé
était une des premières versions du bras, disponible à ce moment non pas en USB 2.0, mais
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en port parallèle. Ainsi, nous avons utilisé un convertisseur port parallèle – port FireWire,
et utilisé une carte contrôleur possédant un port FireWire afin de faire communiquer une
machine avec le Desktop. La version de l’Omni que nous avons utilisée étant plus récente,
l’interfaçage se faisait par USB 2.0.
Figure 2.1 – Fiches techniques des modèles Phantom Desktop et Omni
La zone de travail des deux interfaces est relativement limitée : 160 * 120 * 120 mm. Afin
de fournir plus de libertés dans les mouvements des utilisateurs, nous avons décidé de tester le
développement de l’environnement virtuel avec une échelle différente du 1 : 1 habituellement
utilisé en EVI. Il convient aussi de mentionner que la zone de travail mesurée expérimentalement
est plus grande que celle fournie dans les documentations techniques. Nous avons pu mesurer
une zone d’environ 360 * 180 * 180 mm. Nous n’avons pas fixé de mapping, d’échelle, durant la
phase d’interfaçage des bras, cela n’ayant pas lieu d’être avant d’avoir intégré la tâche finale,
l’avatar et l’environnement. Nous discuterons dans la prochaine section de la décision quant à
l’échelle retenue.
Les deux interfaces proposent un déplacement à 6 degrés de liberté, convenant parfaitement
pour une tâche d’exploration d’environnement, et un retour d’effort sur les trois translations.
Ainsi, puisqu’il n’y a pas de retour d’effort en rotation, il nous a été impossible avec ces inter-
faces de simuler un couple.
L’inertie, ou masse apparente des stylets, est de 35g pour le Desktop et de 45g pour l’Omni.
En prenant en compte le fait que la masse d’un stylo quelconque est d’une dizaine de grammes
environ, il est préférable que la masse apparente soit la plus faible possible, pour que la condi-
tion de contrôle soit jugée comme réaliste par les utilisateurs.
La résolution des deux périphériques haptiques est leur principale différence : 450 DPI pour
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l’Omni et 1100 DPI pour le Desktop, ce qui correspond à un pas de 55µm et de 23µm res-
pectivement. Plus la résolution est importante, plus la qualité de la simulation sera élevée.
La différence de résolution entre les deux bras s’explique par une motorisation distincte, plus
précise pour le Desktop. Ainsi, en comparant les deux bras, il est assez évident que le Phantom
propose un retour haptique de meilleure qualité ; le Phantom fait d’ailleurs partie des interfaces
haptiques haut de gamme, tandis que l’Omni est un produit d’entrée de gamme.
2.1.2 Environnements de travail
Dans le but d’interfacer les périphériques, nous avons installé les drivers fournis par 3D
Systems et testé les démonstrateurs que l’équipe utilisait. Un démonstrateur notamment, Dice
Demo, dans lequel l’utilisateur peut interagir avec un dé, permettait d’apprécier le rendu des
surfaces d’une zone de jeu et dé, d’en ressentir le poids et interagir dynamiquement. Ce démons-
trateur a été développé avec OpenHaptics, l’environnement de développement haptique proposé
par 3D Systems. 3D Systems est auteur d’un plugin disponible gratuitement sur l’Asset Store
qui permet d’utiliser les bras à retour d’effort de leur marque sur Unity.
Nous avons décidé de développer notre expérience sur Unity 3D car beaucoup d’outils de RV
sont disponibles facilement, notamment grâce à SteamVR. L’existence d’un plugin permettant
de faire le lien entre OpenHaptics, et l’environnement de développement général, Unity 3D a
fortement contribué au choix de l’environnement.
OpenHaptics est une boite à outils dérivée de l’API OpenGL® qui regroupe deux biblio-
thèques principales : HDAPI et HLAPI. La base de OpenHaptics est développée en C, et
certaines couches supplémentaires sont implémentées en C++. OpenHaptics regroupe quatre
classes fonctionnelles principales : DeviceSpace, permettant de définir l’espace de travail au
travers duquel le périphérique peut se déplacer ; QHRenderer, moteur de rendu pour les par-
ties graphiques et haptiques ; Shape, la classe qui gère les objets aux propriétés visuelles ou
haptiques ; Cursor, qui gère la représentation graphique du HIP (Haptic Interface Point, Point
d’Interface Haptique). Plus loin dans le chapitre, quand nous décrirons la conception de l’expé-
rience, lorsque nous parlerons d’objet haptique, nous ferons référence à des objets définis grâce
à la classe Shape et dont le comportement est géré par OpenHaptics.
Le plugin utilisé, 3D Systems Openhaptics Unity Plugin 1, offre un ensemble d’interactions
haptiques utilisables facilement, au travers d’un certain nombre de prefabs ; les différentes inter-
actions sont illustrées avec des scènes de démonstration. Ces scènes permettent de comprendre
les bases de l’intégration d’un périphérique haptique dans un environnement virtuel : comment
ajouter des propriétés haptiques à des GameObjects, comment ajouter des zones à effets, de
1. OpenHaptics Unity Plugin, par 3D Systems : https ://assetstore.unity.com/packages/tools/integration/3d-
systems-openhaptics-unity-plugin-134024
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type vibratoire ou autre, comment intégrer l’haptique à la physique de Unity, etc. . .
Ainsi, nous nous sommes familiarisés avec le plugin et nous avons commencé à concevoir diffé-
rentes interactions afin de tester les possibilités des périphériques haptiques à notre disposition.
Bien que nous eussions le Desktop, qui est de meilleure qualité que l’Omni, nous avons tout
de même utilisé ce dernier lors de notre phase de développement. En effet, l’Omni que nous
avions à disposition se branchait en USB, et nécessitait un driver différent de celui du Desktop.
Compris dans ce driver se trouvait un démonstrateur inédit, qui nous a permis de comprendre
les paramètres à utiliser afin de recréer la transmission d’effort. Il convient d’expliquer ce que
nous entendons par là.
Dans les premières scènes de démonstration, nous avions pour objectif de juger du niveau
de fidélité de la simulation des surfaces et des objets, et de voir s’il était possible de transmettre
à l’HIP les efforts appliqués ailleurs sur le stylet, ou sur un objet attrapé. Après avoir constaté
de la qualité des surfaces simulées, nous avons réalisé qu’il n’était pas possible d’avoir une
interface haptique autre qu’un point dans la scène. Ainsi, le contact n’est possible que par un
contact point/objet, et non pas objet/objet. Nous avons donc cherché à créer artificiellement ce
contact objet/objet, en essayant plusieurs méthodes qui n’ont pas abouti. Au final, nous avons
opté pour la solution mise en avant dans le démonstrateur de 3D Systems, qui se base PhysiX,
le moteur physique de Unity. Tous les efforts sont calculés par PhysiX, au travers des collisions
entre rigidbody, et seule la résultante est utilisée et transmise à OpenHaptics.
Exemple d’utilisation
Le script TexturePaintedHandler donné en annexe est un exemple d’utilisation que nous
avons développpé lors des premières phases de test des périphériques, et nous a servi dans
l’expérience finale. Ce script a pour but d’associer les paramètres des textures haptiques (rigi-
dité, friction, etc. . .) à la couleur du pixel touché. Cela est réalisé grâce à la nuance de gris de
chaque couleur. Ce script n’utilise que les fonctions haptiques basiques telles que la définition
des paramètres de surface haptique, mais permet d’ajouter des mécaniques d’interaction qui
pouvaient être intéressantes pour des tâches variées.
2.1.3 Difficultés rencontrées
Il convient de se pencher sur la dernière problématique rencontrée lors de l’interfaçage
des périphériques haptiques. Afin de simuler de façon réaliste des effets haptiques, il faut au
préalable être capable de calculer les efforts à une fréquence suffisamment élevée afin de tromper
les organes sensoriels humains, ceux-ci nécessitant des boucles de fréquence supérieure ou égale
à 1000Hz. Ainsi, l’environnement de développement haptique doit avoir une boucle de calcul à
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1000Hz afin de produire une simulation convaincante.
Pourtant, Unity 3D, environnement de développement plutôt graphique, ne permet pas des
vitesses de calcul de cet ordre-là ; or, pour simuler le retour d’effort d’un objet que l’on vient
soulever, il est nécessaire de faire jouer son poids (force constante) et son inertie (force variable,
fonction de la vitesse).
Puisque l’inertie est variable, et qu’elle dépend de la vitesse, qui dérive de paramètres internes à
Unity, celle-ci ne peut s’actualiser à une fréquence suffisamment élevée pour être « haptiquement
fidèle ». Cela se traduit par des saccades lorsque l’on attrape un objet et que l’on le déplace.
Nous avons pu valider le lien entre vitesse de calcul et saccades en diminuant le pas de temps
entre deux actualisations des boucles de calcul. Cela diminuait drastiquement les performances
de la machine (en lui faisant rafraichir à environ 400Hz).
Nous nous sommes intéressés au threading, afin de voir s’il était possible d’effectuer des calculs
à la fréquence nécessaire sans pour autant hériter de MonoBehaviour. Cette méthode n’a pas
abouti, et nous n’avons pas réussi à remédier à ce problème.
Le travail réalisé pour l’interfaçage des deux périphériques haptiques nous a permis de faire
lumière sur les différences de performances entre l’Omni et le Desktop, et de discriminer ainsi
l’Omni. Nous verrons dans la prochaine section comment le développement des mécaniques
d’interaction a orienté la conception de l’expérience et le choix de la tâche à réaliser, et com-
ment nous avons construit l’application finale en fonction des mécaniques haptiques les plus
judicieuses.
2.2 Tâche de Pick’n Place
Après avoir détaillé le travail réalisé directement sur les périphériques haptiques, nous al-
lons aborder dans cette partie les différentes étapes qui se sont succédées dans le développement
de l’application que nous avons utilisée afin de pouvoir apporter des éléments de réponse à la
problématique initiale. Les premières ambitions de l’expérience en devenir portaient principa-
lement sur la forme du retour haptique, à savoir, quelle serait la meilleure technique de retour
haptique entre haptique actif, passif ou pseudo-haptique, vis-à-vis de l’incarnation.
Comme nous avons pu le voir dans l’état de l’art, il peut être difficile de mettre au même
niveau ces différentes techniques, chacune ayant des avantages et des inconvénients. En accep-
tant que nous allions utiliser le Desktop comme périphérique actif, il fallait ainsi recréer une
condition passive similaire avec un stylet identique à celui-ci du Desktop dont on peut acquérir
la position. Cette solution était techniquement réalisable mais aurait demandé un réel inves-
tissement en temps afin d’avoir des conditions haptiques passive et active équivalentes. Ainsi,
nous avons orienté notre expérience vers la comparaison des formes que peuvent prendre le
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retour haptique. L’haptique au sens large comprend, comme nous l’avons vu dans le premier
chapitre, plusieurs sous-composantes telles que la kinesthésie et le sens tactile. Ces deux sous-
composantes sont souvent utilisées comme conditions dans la littérature [36], et peuvent toutes
deux être simulées au travers du seul périphérique haptique que nous avons interfacé (que ce
soit l’Omni ou le Desktop).
Des études antérieures, dont certaines réalisées au sein de l’équipe Hybrid, mettent en
lumière le lien entre les techniques d’interaction, la fidélité, qu’elle soit visuelle ou comporte-
mentale, et le sentiment d’incarnation. Ainsi, les premières idées qui ont orienté la conception
de l’expérience reprenaient en partie le protocole expérimental mis en place dans les travaux
de Argelaguet et al. [3]. Nous avons dans un premier temps cherché à concevoir un protocole
se basant sur le même concept, un Pick’n Place – une tâche basique dans laquelle l’utilisateur
doit attraper un objet, le déplacer jusqu’à un endroit indiqué, puis le relâcher.
Cette première version de l’expérience s’est mise en place assez vite dans ses mécaniques
générales. En effet, dans une tâche telle, il faut que l’utilisateur soit capable d’attraper les objets
et de les déplacer. Dans notre cas, il fallait que l’expérience soit augmentée par retour haptique,
et ce en ajoutant l’inertie et le poids lors du transport d’objets, la tangibilité des surfaces et des
propriétés de textures, et la transmission des efforts (comme définie dans la section précédente).
Il a fallu ensuite réfléchir au déroulement de l’expérience et de la variété possible des tâches
que l’on pouvait soumettre aux participants. Dans l’expérience de Argelaguet et al. [3], les
participants devaient transporter une boule d’une extrémité d’un bureau à l’autre extrémité,
en évitant un obstacle qui pouvait avoir 3 formes : un obstacle tangible non dangereux, comme
un cube, un obstacle tangible dangereux, comme une bobine de barbelés, et enfin un obstacle
non tangible dangereux, comme du feu. Enfin, à la fin de l’expérience, les participants devaient
positionner leur main au-dessus d’une cible se trouvant derrière une menace, une scie circulaire.
Nous avons pensé qu’il pouvait être judicieux de recréer un contexte similaire, avec des obstacles
tangibles haptiquement, et qui pouvaient évoquer visuellement des menaces quant à l’intégrité
du corps (virtuel) de l’utilisateur.
Nous avons donc commencé à proposer plusieurs obstacles couvrant les différentes catégories
d’obstacles possibles : tangible non menaçant, tangible menaçant, intangible menaçant. Les
captures d’écran Pick’n Place présentent plusieurs des solutions développées. Ces obstacles
regroupaient différents effets haptiques, simulant des surfaces pour les obstacles tangibles non
menaçants, à gauche de la figure 2.2, des effets de zones, de vibration ou de force constante pour
les obstacles intangibles menaçants, au centre de la figure 2.2, ou encore une combinaison des
techniques précédentes pour les obstacles tangibles menaçants, à droite de la figure 2.2. Dans
la figure 2.2, la boule blanche représente l’objet à déplacer, et l’ensemble formé par la baguette
beige et la sphère rouge représente le stylet.
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Figure 2.2 – Exemple d’obstacles (de gauche à droite) : obstacle tangible non menaçant,
obstacle intangible menaçant, obstacle tangible menaçant
Il est important de souligner les limitations de pareils obstacles. En effet, la simulation
d’obstacles non physiques, des obstacles qui ne sont pas pris en compte par le moteur phy-
sique PhysiX (qui n’ont pas de rigidbody), ne peut se faire qu’en utilisant les propriétés de
OpenHaptics. Or, lorsque l’on utilise celles-ci, l’HIP est limitée à un seul point dans l’espace,
et la transmission des efforts et impossible. Ainsi, pour illustrer nos propos, si dans la scène
d’exemple 2.3, l’utilisateur venait à traverser l’obstacle de la même manière que présentée, il ne
ressentirait aucun retour haptique (hormis le poids et l’inertie de l’objet porté), car la pointe
du stylet, qui représente l’HIP, est en dehors de la zone d’effet (en bleu). Ainsi, l’utilisation de
zones d’effet qui ne peuvent être actives que par la pénétration d’un seul point est limitée en
pratique.
De plus, puisque cette expérience amène l’utilisateur à porter des objets comme tâche
principale, le problème de la boucle de rafraichissement inférieure à 1000Hz évoqué plus haut
s’est placé au cœur de nos problématiques, et comme nous l’avons mentionné dans le chapitre
précédent, nous n’y avons pas trouvé de solutions.
Nous avons considéré que l’interaction avec l’environnement devait être maximisée afin
que l’utilisateur soit suffisamment sollicité haptiquement. Il nous a donc semblé nécessaire de
revoir notre protocole et de concevoir une nouvelle tâche qui permettrait de mieux exploiter le
potentiel du périphérique haptique.
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Figure 2.3 – Exemple d’obstacles de zone : Obstacles tangibles menaçants et intangibles non
menaçants
2.3 Tâche de dessin
L’interface périphérique/utilisateur étant un stylet, il y avait d’emblée un certain nombre
d’idées qui découlaient logiquement de cela : tâche d’écriture, de dessin, tâche plus complexe
comme une intervention chirurgicale. Nous avons retenu la tâche de dessin pour plusieurs rai-
sons : la lecture (et l’écriture par extension) est assez limitée en RV car la résolution des écrans
étant encore assez faible, il est assez difficile de distinguer les caractères, il est ainsi souvent
déconseillé d’inclure ce genre de tâche en EVI. Les applications commerciales de médecine
(simulation chirurgicale, etc) utilisant les bras à retour d’effort sont assez communes et repré-
sentent une grande partie des ventes de Phantom Omni. Pourtant, ces tâches étant particulières,
et pouvant causer des réactions inattendues chez les utlisateurs (dégoût, peur, etc), il semblait
plus difficile d’élaborer un protocole robuste sans biais à partir de cette idée. Ainsi, nous avons
choisi une tâche plus créative de dessin, où l’utilisateur était guidé dans le remplissage d’un
motif géométrique. Avec ce protocole, l’utilisateur aurait à être en contact avec l’environnement
la majeure partie du temps de l’expérience, et profiterait donc au maximum de l’augmentation
sensorielle.
2.3.1 Mécanique de peinture
Le choix de la tâche nous a ainsi conduit à développer une nouvelle mécanique d’interac-
tion : celle de pouvoir peindre/colorier sur des textures. Nous avons dans un premier temps
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tenter de développer nous-même cette interaction. En cherchant différents exemples, nous avons
réutilisé le travail proposé librement par un développeur indépendant qui avait voulu recréer les
mécaniques de peinture que l’on peut trouver dans des jeux comme Splatoon. Ce développeur
proposait le shader qu’il avait développé : ce shader (disponible en annexe, avec les scripts as-
sociés) permet d’ajouter une texture supplémentaire modifiable. Cette solution nous a permis
de peindre librement en utilisant le stylet du Desktop, mais les performances de l’application
laissaient à désirer ; ce problème était attendu, car à chaque itération des boucles de calcul, nous
changions les textures des objets en direct en décalquant une texture 512*512 pré-enregistrée,
et ces actions sont très coûteuses en mémoire vive.
Nous avons donc opté pour un asset disponible dans le magasin Unity, appelé Paint in
3D, qui permet de peindre en mode Editeur ou en play-mode, en proposant un ensemble de
méthodes faciles à mettre en place. Les mécaniques de peinture de notre expérience ont été
développées à partir d’une méthode particulière, appelée PaintBetweenRaycast, dans laquelle la
peinture est déposée entre deux points virtuels de la scène. Cela nous permettait de donner une
direction et un sens à la mécanique que nous voulions implémenter : en effet, si la condition de
déclenchement pour le dépôt de peinture sur la texture était une condition de contact, il aurait
pu être possible pour l’utilisateur de peindre « à l’envers » (voir capture d’écran d’exemple). Il
nous a paru plus cohérent de devoir peindre avec l’extrémité du pinceau en direction de l’objet
à peindre. Nous avons ensuite pu utiliser des paramètres déjà existants dans les classes de Paint
in 3D pour créer des scripts permettant de contrôler l’épaisseur du trait en fonction de l’effort
appliqué, de sauvegarder les peintures/textures peintes ainsi réalisées.
Nous nous sommes ensuite penchés sur les différentes conditions de l’expérience. Nous
l’avons évoqué plus haut, mais il nous a paru justifié d’avoir trois conditions : une condition de
contrôle, sans retour sensoriel ; une condition kinesthésique à retour d’effort, où les surfaces des
objets virtuels sont tangibles ; et enfin une condition tactile vibratoire, où les effets de vibration
simulent les surfaces des objets virtuels [36, 37]. Il nous donc fallu réaliser ces conditions dans
le contexte de l’expérience.
2.3.2 Conditions de l’expérience
Pour cela, nous avons commencé par la condition la plus simple techniquement, à savoir la
condition kinesthésique. En effet, il suffit d’utiliser les méthodes fournies dans le plugin Open-
Haptics et d’assigner aux gameobjects un script appelé Haptic Surface, qui permet de créer dans
l’environnement de OpenHaptics un nouvel objet tangible haptiquement basé sur le maillage
initial. Nous nous sommes ensuite concentrés sur la condition de contrôle, sans retour sensoriel.
1. Blog de Sergey Shamov (Août 2019) : https ://sergeyshamov.wordpress.com/2018/05/22/paint-splat-on-
objects-in-game/
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Comme nous l’avons dit plus haut, lorsqu’un retour haptique est mis en œuvre, il est courant
d’utiliser un proxy qui va être dissocié de la position réelle du périphérique haptique. Or ce
proxy, dans un contexte où les objets ne peuvent être pénétrés de façon importante grâce au
retour d’effort simulant la surface de l’objet, reste relativement proche de la position réelle asso-
ciée. Ici, nous voulons que les conditions soient identiques, hormis la forme du retour sensoriel.
Le retour visuel doit donc être basé sur les mêmes interactions avec l’environnement. Ainsi,
nous avons modifié le script Haptic Surface pour que l’on puisse créer des formes haptiques
« blanches », sans aucun effort associé. Ces objets haptiques seront gérés de la même façon
que ceux de la condition à retour d’effort au niveau des interpénétrations, sans qu’ils soient
tangibles pour l’utilisateur. En ce qui concerne la condition vibratoire, que nous appellerons
aussi vibro-tactile, nous avons repris le comportement de la condition de contrôle que nous
avons augmenté en lui ajoutant une zone d’effet haptique vibratoire. Les zones d’effets mises
en place dans le plugin OpenHaptics demandent un collider convexe, mais en considérant les
formes simples que nous avons utilisées, cela n’a pas posé de problème. Nous avons ensuite créé
un script qui permet de moduler la fréquence et l’intensité de la vibration en fonction de la
profondeur de pénétration et la vitesse de déplacement du stylet, afin d’offrir une dimension
d’information supplémentaire à l’utilisateur.
Il convient aussi de se pencher sur la tâche de dessin pour chaque condition : nous avons,
pour les conditions haptique et vibro-tactile, créé les toiles à peindre en déformant des plans à
haute densité de maillage à partir d’images de référence. Ces toiles ainsi déformées permettent,
pour la condition haptique, de sentir les lignes délimitant le dessin à remplir. Nous avons aussi
voulu que ce soit le cas pour la condition vibro-tactile, mais la déformation appliquée n’a pas
permis de « ressentir » les contours ainsi formés par les variations d’intensité et de fréquence.
2.3.3 Environnement virtuel
Nous avons ensuite commencé à concevoir un environnement virtuel. Nous avons repris
les processus de travail acquis durant les différents projets de modélisation effectués lors du
Master 2. Nous avons utilisé de même 3DsMax pour la modélisation et Substance Painter pour
les textures. Le but a été de créer un environnement de bureau neutre et efficace. Nous n’avons
eu à modéliser et texturer pour cela qu’une chaise, un bureau, et une porte. Le résultat final est
présenté dans la capture d’écran 2.4 ci-dessous, et le point de vue des participants est donné
en Figure 2.5.
Ensuite, il était nécessaire d’intégrer le casque de RV, un casque Vive, dans la scène. La
seule problématique ici est celle de l’échelle. En effet, il a fallu trouver un compromis entre un
mapping 1 : 1 et la limitation en espace de travail. Nous allons prendre quelques lignes pour
entrer dans le détail des choix qui se sont offerts à nous quant au choix de l’échelle. Dans la
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Figure 2.4 – Environnement virtuel de l’expérience
littérature de RV, il est assez courant de travailler avec une échelle 1 : 1, ce qui signifie que les
mouvements réels amènent le même déplacement dans l’environnement virtuel ; en effet, une
échelle différente du 1 : 1 va induire un décalage entre la position réelle du membre déplacé et
son équivalent virtuel. Cela peut amener une confusion chez certains utilisateurs, au niveau de
la perception des positions, au travers de la proprioception notamment, et amener un biais dans
l’expérience. Il existe néanmoins comme nous l’avons vu dans l’état de l’art certaines études
qui proposent des échelles différentes, notamment dans les études portant sur l’haptique passif
ou le pseudo-actif [30, 38]. La zone de travail du Desktop étant relativement limitée, nous avons
ainsi opté pour un mapping 1 : 1.3, laissant une zone virtuelle de travail suffisamment grande
pour couvrir la zone à peindre.
2.3.4 Avatars
Enfin, il faut désormais s’intéresser à la partie concernant l’avatar et son comportement.
Nous avons pu récupérer une bibliothèque regroupant un nombre important d’avatars féminins
et masculins, avec un rigging prêt à l’utilisation, appelée RocketBox. Nous avons voulu travailler
avec un avatar complet afin de susciter un sentiment d’incarnation le plus élevé possible. De
plus, les expériences portant sur l’haptique et l’incarnation dans notre revue de la littérature
sont souvent limitées à un membre (comme un avant-bras). Cette bibliothèque nous a été fournie
par l’équipe Hybrid. Nous avons ensuite utilisé un asset de cinématique inverse, Final IK, afin
de lier les mouvements de la tête, au travers du casque, et de la main, au travers du stylet,
à ceux de l’avatar. Après avoir réalisé des premiers essais, nous avons réalisé que la rotation
autour de l’axe du stylet provoquait des mouvements peu réalistes au niveau du poignet de
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Figure 2.5 – Environnement virtuel de l’expérience : point de vue à la première personne
l’avatar. Ainsi, nous avons supprimé cette rotation.
Il s’agissait aussi, vis-à-vis des avatars, de proposer aux utilisateurs la possibilité d’utiliser leur
main dominante pour la tâche demandée, et donc d’avoir un avatar « gaucher » et « droitier ».
Nous avons modifié manuellement les positions de mains afin d’obtenir une posture en « pince
», comme présenté dans la capture d’écran ci-contre. Il a fallu aussi prévoir des avatars pour
les deux sexes, afin de ne pas limiter le panel de sujets.
2.3.5 Déroulement et acquisition des données
Une fois l’environnement prêt, avec les différentes conditions opérationnelles, et les avatars
et leur comportement réglés, nous avons créé un game manager permettant le bon enchaine-
ment des étapes, tout en stockant les données objectives qu’il était possible de récolter. Il nous
a semblé judicieux d’enregistrer toutes les données pouvant évoluer dans le temps de l’expé-
rience. Cela nous permet théoriquement de rejouer le déroulement du passage de n’importe
quel utilisateur. Les données acquises sont les suivantes : la position et la rotation du casque,
les positions et les rotations du stylet réel et du proxy, la condition actuelle, une condition de
contact avec un objet de l’environnement, l’objet concerné si contact associé à la profondeur
de pénétration, et enfin le timestamp, pour avoir un marqueur temporel. Nous avons décidé
d’enregistrer ces informations à toutes les incrémentations des boucles de calcul, en gardant des
performances convenables. Ces informations ont été stockées sous forme de fichier .csv, lisibles
très facilement.
En plus de ces données objectives, il nous a fallu évaluer le niveau d’incarnation ressenti
par les sujets. Nous avons pour cela repris le questionnaire de l’incarnation standardisé, compilé
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par Gonzales-Franco & Peck [23]. Nous avons rajouté un certain nombre d’items pour évaluer
les préférences des utilisateurs vis-à-vis des conditions, de la pertinence desdites conditions
par rapport à la tâche, etc. . . Le questionnaire soumis durant la passation est disponible en
annexe. Ensuite, pour le déroulement de l’expérience, nous avons décidé de n’avoir qu’une seule
scène avec les différentes conditions et les différents avatars. De plus, les interactions présentées
dans les tâches étant assez inhabituelles, il nous a semblé nécessaire de proposer une phase de
familiarisation avant la tâche principale pour chaque condition. Nous avons donc créé un script
game manager qui va définir les différents états possibles de l’expérience, et leur enchainement.
L’expérience n’est pas automatisée et nécessite l’intervention d’un expérimentateur pour lancer
l’expérience avec les données appropriées, telle que le numéro d’identification du participant ou
l’ordre de passation, et pour passer d’une condition à l’autre, les participants ayant à remplir
le questionnaire d’incarnation entre chaque.
Pour résumer, l’expérience ainsi conçue se déroule en trois étapes principales, correspondant
aux trois formes de retour sensoriel différentes. Chaque étape se décompose en deux sous-parties,
avec la phase de familiarisation, d’une durée minimale de 30 secondes et d’une durée maximale
de 80 secondes, puis la tâche principale, durant 300 secondes. Nous allons, dans le prochain
chapitre, relater le déroulement des pré-tests et de la passation, et l’obtention des résultats
et analyses statistiques qui en découlent. Nous discuterons ensuite de ces résultats et nous





Passation et résultats expérimentaux
Ce chapitre va se concentrer principalement sur les tests et passations réalisés durant la
dernière partie du stage. Nous détaillerons tout d’abord le déroulement des pré-tests, les ques-
tions que nous nous sommes posées et les tendances obtenues suite à ces pilotes. Ensuite nous
détaillerons la méthode adoptée pour la passation de l’expérience et l’obtention des premiers
résultats statistiques.
3.1 Tests pilotes
Nous voulions initialement vérifier que l’expérience ainsi conçue pouvait apporter des résul-
tats utiles quant à la problématique, à savoir si la mise en place d’un retour haptique pouvait
venir augmenter l’expérience utilisateur, et notamment le sentiment d’incarnation. Nous vou-
lions aussi confirmer le confort des participants vis-à-vis de leur représentation, les avatars
RocketBox, ainsi que de la tâche à réaliser. Enfin, nous voulions proposer différents modèles
régissant le comportement de la condition vibro-tactile afin de choisir le plus adapté. Nous
avons donc élaboré en parallèle du questionnaire d’incarnation un ensemble de quelques items
disponibles en annexe, qui nous ont permis d’ajuster et de modifier l’expérience. Nous avons
pu réaliser ces tests pilotes sur un panel de sept individus, la majorité ayant une expérience
antérieure en RV. Ces tests nous ont permis de corriger un certain nombre de problèmes, au
niveau des avatars, des conditions, de l’acquisition de données, et du questionnaire.
Nous avons réalisé des statistiques descriptives pour anticiper les résultats que pourrait
donner l’expérience préliminaire. Celles-ci ont été réalisées sur Jasp 1. Sur les sept sujets, seuls
quatre sets de données étaient exploitables. Ces statistiques ont été réalisées sur les regroupe-
ments d’items évaluant une même composante de l’incarnation [23]. Nous avons ainsi quatre
1. Jasp (Août 2019) : https ://jasp-stats.org/
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blocs, de gauche à droite, et de haut en bas : la possession (Ownership), l’agentivité (Agency),
les sensations de toucher (Tactile Sensations) et la localisation de soi (Location of the body)
3.1. Nous pouvons observer des tendances qui pourraient potentiellement confirmer certaines
de nos hypothèses.
Figure 3.1 – Statistiques descriptives des items regroupés par bloc
3.2 Expérience préliminaire
Nous avons ainsi décidé de faire passer l’expérience à un panel plus large, après avoir réglé
les problèmes techniques, dans le but de confirmer ou d’infirmer les tendances observées. Cette
expérience préliminaire a été réalisée sur un échantillon de douze participants, ayant tous signé
un formulaire de consentement.
Nous avons réalisé nos analyses statistiques des données issues de l’expérience préliminaire
sur RStudio 2. Les résultats préliminaires se concentrent sur le questionnaire d’évaluation sub-
jective de l’incarnation, et n’aborderont pas les données objectives acquises.
Nous avons tout d’abord réalisé des tests de Friedman, les données n’étant pas normales, sur les
regroupements d’items (comme décrit dans la section précédente). De ces tests sont ressorties
deux différences significatives, pour la possession, notée O (p < 0.03) et pour les sensations
tactiles notées T (p < 0.04) (voir Figure 3.2). Avec des tests de Wilcoxon, nous avons donc
observé pair à pair les regroupements O et T (possession et sensations tactiles respectivement)
2. RStudio (Août 2019) : https ://www.rstudio.com/
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en fonction des conditions de l’expérience, et avons trouvé une différence significative entre la
condition de contrôle (CTRL) et la condition à retour d’effort (FFB) pour le regroupement O



















Figure 3.2 – Score des regroupements des items (de gauche à droite) : O , T
Afin de préciser ces résultats, d’autres tests de Friedman ont été effectués sans regroupe-
ments. Ces tests ont permis de mettre en évidence quatre différences significatives (voir Figure
3.3) : le premier item évaluant le sentiment de possession, noté O1 (p < 0.01), les deuxième et
troisième items évaluant les sensations tactiles, notés T2 et T3 (p < 0.04 et p < 0.03) et l’item
évaluant la réponse aux stimuli, R1 (p < 0.02). Il est aussi utile de mentionner une tendance
pour le quatrième item évaluant les sensations tactiles (p = 0.05763). Nous avons ensuite réa-
lisé des tests de Wilcoxon dans le but de savoir quelles étaient les conditions entre lesquelles la
différence était significative.
Enfin, nous avons calculé un score d’incarnation global en réunissant tous les items du
questionnaire et effectué de même un test de Friedman, qui a mis en évidence une différence
significative entre les conditions (p < 0.01). Un test de Wilcoxon a permis de préciser ces
résultats : les participants ont rapporté un sentiment d’incarnation global significativement
plus important pour la condition à retour d’effort (FFB) (p < 0.01, mediane = 53) et pour
la condition vibro-tactile (VBT) (p < 0.02, mediane = 50) que pour la condition de contrôle





























































Figure 3.3 – Score des items (de gauche à droite et de haut en bas) : O1 , R1 , T2 , T3 , T4
3.3 Discussion des résultats
Dans l’étude la plus proche que nous que ayons trouvée, Krogmeier et al. [37] montrent
que le retour vibro-tactile augmente le sentiment d’incarnation, mais aussi que l’intensité du
retour déterminait l’efficacité du retour. Ainsi, pendant les test pilotes, nous avons pu remarquer
que certains utilisateurs semblaient apprécier le retour tactile. Plusieurs utilisateurs nous ont
dit avoir trouvé les informations tactiles utiles pour interagir avec l’environnement, bien que
différentes de la réalité. A l’opposé, d’autres utilisateurs nous ont rapporté avoir trouvé les
vibrations inutiles, car le retour visuel suffisait pour réaliser la tâche. Les commentaires des
participants couplés à une différence des résultats pour la condition vibro-tactile par rapport










Figure 3.4 – Score général d’incarnation
Nos résultats montrent que les participants ont rapporté un sentiment de possession signifi-
cativement plus élevé pour le retour d’effort que pour la condition de contrôle. Il peut être utile
de relever que l’item évaluant la possession et ayant donné des résultats significatifs demandait
aux participants s’ils avaient « eu l’impression que le corps virtuel était [leurs] corps » Cette
question est la plus réutilisée dans les questionnaires d’incarnation en EVI [23]. Un utilisateur a
rapporté à propos de sa première interaction avec l’environnement durant la condition à retour
d’effort, « J’étais dedans [dans l’avatar], directement ! ».
Cela vient partiellement valider notre seconde hypothèse, qui prévoyait un sentiment de pos-
session plus important pour le retour d’effort mais aussi pour le retour vibro-tactile. Comme
nous l’avons dit plus haut, la mise en place du retour vibro-tactile peut expliquer cette absence
de résultat.
Les analyses statistiques ont aussi mis en lumière des différences significatives vis-à-vis de la
réponse à des stimuli extérieurs et des sensations tactiles entre la condition à retour d’effort et la
condition de contrôle. Cet ensemble d’item évalue en particulier l’intégration multi-sensorielle,
il est donc cohérent d’avoir de tels résultats.
Les analyses statistiques n’ont pas permis de faire apparaître de différences significatives
par rapport à l’agentivité entre les conditions. Dans leurs travaux, Gonzales & Peck [23] ont
précisé que les regroupement de questions sur l’agentivité et sur les sensations tactiles étaient
exclusifs, car un choix est souvent effectué entre l’intégration visuo-motrice et l’intégration
visuo-tactile. Donc notre étude, l’agentivité et les sensations tactiles étaient pertinentes, mais
il est possible que l’intégration visuo-tactile soit prévalente sur le visuo-moteur. Il est aussi
envisageable que le sentiment d’agentivité ne soit pas corrélé aux sensations tactiles. Néanmoins,
certains utilisateurs nous ont rapporté avoir préféré la condition à retour d’effort précisément
parce qu’elle permettait de « mieux contrôler mes mouvements, avec plus de précision (sic)
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». Nous ne pouvons donc pas valider notre troisième hypothèse, qui supposait que le retour
d’effort susciterait un sentiment d’agentivité plus important que le retour vibro-tactile.
De même que pour le sentiment d’agentivité, les analyses sur le sentiment de localisation
de soi n’ont pas permis de mettre en évidence de différence significative. Nous avions anticipé
que la mise en place dans notre expérience d’un retour haptique allait modifier le sentiment
de localisation de soi, et ce pour plusieurs raisons. La première cause à laquelle nous avons
pensé était l’échelle utilisée. En utilisant une échelle différente du 1 : 1 habituellement utilisé
en EVI, il était possible que les utilisateurs perçoivent un conflit entre la position de la main
virtuelle et la position de leur main physique. La seconde raison provenait du paradigme de
la RBI : l’émergence du sentiment d’incarnation envers la main en caoutchouc se traduit par
une erreur de perception dans la localisation de notre corps [9]. Cette erreur est issue de la
stimulation visuo-tactile synchrone réalisée sur la main du participant et de la main factice. Ainsi
nous pensions que le retour haptique synchrone susciterait une modification du sentiment de
localisation de soi. Néanmoins, les résultats ne permettent pas de supporter une telle hypothèse.
Enfin, les résultats relatifs au score général d’incarnation montrent que les participants
ont rapporté un sentiment d’incarnation significativement supérieur pour les deux conditions
haptiques. En prenant en compte les retours que nous ont faits les participants, et les autres
résultats significatifs, nous pouvons valider notre première hypothèse, qui supposait que le
retour haptique augmenterait le sentiment d’incarnation, quelle que soit la forme du retour.
Ainsi, nous avons établi que la mise en place d’un retour haptique actif en EVI, qu’il soit à
retour d’effort ou vibro-tactile, permet d’augmenter le sentiment d’incarnation auto-rapporté.
Ce résultat a été obtenu en utilisant un bras à retour d’effort, ayant pour interface tangible un
stylet. Nous avons pu confirmer une partie de nos hypothèses, mais il reste possible de modifier
notre protocole pour espérer obtenir d’autres résultats.
Il nous reste néanmoins un certain nombre de tâches à réaliser avant d’atteindre les objectifs
fixés au début du stage. Nous passerons ces tâches en revue dans la prochaine section.
3.4 Travaux futurs
Ce stage a pour objectif final de rédiger une publication à visée académique sur l’étude
réalisée. Actuellement, les résultats de l’expérience préliminaire permettent de confirmer par-
tiellement nos hypothèses. Cependant, il est encore possible d’améliorer l’expérience, que ce
soit au niveau technique, en particulier ce qui est relatif à la forme du retour vibro-tactile, et
au niveau de l’obtention des données et du questionnaire. En effet, nous avons ajouté à notre
questionnaire le questionnaire standard Nasa-TLX, mais nous n’avons pas encore exploité les
données issues de celui-ci. Nous pourrons faire passer l’expérience ainsi à un panel plus large et
38
réaliser des nouvelles analyses statistiques. En effet, en plus des différences significatives issues
des analyses statistiques, nous avons relevé plusieurs tendances, qui pourraient se confirmer
avec un échantillon plus important.
A l’issue de cette passation, nous rédigerons donc un article en vue de le soumettre à une
conférence. Les dates limites pour soumission aux différentes conférences de RV et d’haptique
sont réparties sur deux mois, avec les premières à la fin du mois de septembre, nous voulons
ainsi présenter une étude rédigée en novembre 2019 au plus tard.
Les travaux réalisés durant ce stage vont être poursuivis dans le cadre d’un doctorat, por-
tant plus largement sur l’augmentation des avatars par un retour haptique. Ce doctorat sera
l’opportunité de travailler sur d’autres formes de retour haptique, que ce soit au travers de nou-
veaux périphériques actifs, ou en essayant des techniques haptiques innovantes. Nous aurons
aussi l’occasion de nous pencher plus précisément sur les deux composantes n’ayant pas fourni





Ce stage devait être pour moi une expérience pivot dans mon projet professionnel. Après
une formation d’ingénieur orientée mécanique et industrie, cette année de Master 2 devait jouer
le rôle de passerelle vers le domaine de l’informatique et plus particulièrement la recherche en
réalité virtuelle. Après une formation de six mois au sein du Master MTI3D, le travail réalisé
sur cette problématique a achevé de me convaincre de m’engager sur cette voie. Grâce à cette
expérience, j’ai pu en effet découvrir le fonctionnement d’une équipe-projet dans un laboratoire
public, et ai une meilleure compréhension des mécanismes de soumission et publication des
travaux scientifiques. L’environnement de travail, très libre et basé sur l’initiative, l’entraide et
la rigueur m’a surpris au début du projet, n’y étant pas habitué, mais je l’ai très vite adopté.
J’ai décidé de postuler pour la thèse dans la continuité du sujet proposée par le laboratoire, et
mes encadrants m’ont fait confiance et ont accepté de m’accompagner dans ce projet. J’aurai
donc la chance de poursuivre l’étude de ces problématiques au cours des prochaines années.
Les précédents chapitres ont permis de préciser le travail réalisé au cours du projet. Ce
travail a couvert un champ étendu de compétences, qu’elles soient techniques ou transversales.
En effet, le projet prévoyait l’étude complète, depuis la définition des limites du stage, au travers
d’une recherche bibliographique, jusqu’à la publication d’un article à visé académique dans une
conférence de RV. Il a fallu pour cela mettre en œuvre des compétences de développement en
C#, que ce soit pour l’interfaçage du bras à retour d’effort ou le déroulement de l’expérience. Ce
fut pour moi très formateur car j’ai eu à mobiliser les connaissances apprises durant les projets
à Laval, et à les approfondir, n’ayant jamais eu de véritable expérience en développement
avant cela. Je pense être désormais capable de travailler autonomie relative sur Unity. J’ai
eu l’occasion de retravailler sur les processus de modélisation et de texturing appris lors des
projets de modélisation 3D, mais à un niveau moins élevé, l’environnement créé dans le cadre
de l’expérience n’étant pas l’objet principal de l’étude. La gestion de projet m’a permis de
découvrir et d’apprendre à utiliser les environnements de dépôt, comme GitHub, mais mes
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compétences ce domaine restent dans limitées, ayant été le seul développeur durant le projet,
le besoin de mutualiser les avancées était moins fréquent.
Ce projet est né de la coopération entre deux équipes-projet Inria, l’équipe Loki et l’équipe
Hybrid, et en particulier de quatre personnes qui m’ont encadré durant ces 6 mois. Etant donné
que les deux équipes sont situées dans des centres différents, il a fallu adopter une méthode de
travail relativement transparente, afin de garder l’ensemble des acteurs au courant du travail
réalisé. Ainsi, j’ai pu développer des compétences transversales de communication, grâce à l’or-
ganisation régulières de télé-conférences, par échanges de courriels, etc. . . La pluridisciplinarité
de mes encadrants m’a permis dans un premier temps de couvrir un large spectre de connais-
sances et de compétences techniques, et par cela, d’enrichir ma réflexion, et dans un second
temps, de collaborer avec des chercheurs d’horizons variés, me confirmant qu’il est possible d’in-
tégrer ce milieu sans avoir effectué un parcours académique lié à l’informatique. Mes encadrants
m’ont de plus laissé beaucoup d’autonomie, me laissant planifier l’avancement du projet selon
mes prévisions, tout en me conseillant. Cette confiance m’a permis de réaliser de la difficulté
d’anticiper des retards, suite à des problèmes techniques, qui sont très fréquents dans le milieu
de la recherche, surtout quant il s’agit de développer des interactions peu documentées. J’ai pu,
grâce à cela, acquérir des compétences dans la gestion de projet et la gestion du temps.
Enfin, ce stage aura été pour moi l’opportunité d’avoir, peut-être, une première publication
qui viendra je l’espère compléter les publications futures réalisées dans le cadre du doctorat qui
s’ensuit. La base de réflexion quant aux travaux futurs est posée, une partie de la recherche






Haptique : Désigne la discipline qui explore et exploite le sens du toucher et le sens kinsethé-
sique.
Haptique actif : utilisation d’un système de calcul, comme un ordinateur, afin de produire
une stimulation en sortie transmise à l’utilisateur au travers d’une interface haptique, sous
forme électrique, électronique, ou encore mécanique.
Haptique passif : technique qui incorpore des objets physiques passifs dans des environne-
ments virtuels afin de simuler des propriétés physiques d’objets virtuels.
HIP : Haptic Interface Point (Point d’Interface Haptique). Point géométrique virtuel sur
lequel peuvent s’appliquer des effets de retour d’effort.
EVI : Environnement Virtuel Immersif.
RV : Réalité Virtuelle.
Avatar : Représentation d’un utilisateur dans un contexte virtuel, type réseau social en ligne,
jeu vidéo, ou encore en environnement virtuel immersif.
Expérience utilisateur : L’expérience de l’utilisateur est définie comme les perceptions et
réactions d’une personne qui résultent de l’utilisation effective et/ou anticipée d’un système,
produit ou service. L’expérience de l’utilisateur met l’accent sur les préférences, attitudes,
émotions et réactions physiques et psychologiques de l’utilisateur se produisant avant, pendant
et après l’utilisation (y compris la perception de confiance, de sécurité, de sûreté et de
respect de la vie privée). Une expérience positive de l’utilisateur peut créer de la valeur pour
l’utilisateur et/ou l’organisme qui fournit le système interactif.
Mapping : Echelle entre l’environnement réel et l’environnement virtuel.
Proprioception : Synonyme de kinesthésie. La proprioception désigne la perception,
consciente ou non, de la position des différents membres et parties du corps. Celle-ci s’effectue
au travers des nombreux capteurs ligamentaires et musculaires.
Plugin : Module d’extension. Paquet complétant un logiciel pour lui apporter de nouvelles
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fonctionnalités.
Pseudo-haptique : technique cherchant à simuler des sensations haptiques en environnement
virtuel en utilisant le retour visuel et les propriétés de la perception visuo-haptique.
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Annexe 1
Ici seront réunis les éléments annexes mentionnés dans le corps du rapport. Nous détaille-
rons ainsi en premier lieu l’exemple d’utilisation du plugin OpenHaptics/Unity, puis nous pré-
senterons le travail de Sergey Shamov que nous avons réutilisé. Enfin, les différents props de
l’environnement seront détaillés.
1 Exemple d’utilisation : TexturePaintedHandler
Le but de ce script est de créer un gradient en nuance de gris, et de faire varier les propriétés




public class TexturePaintedHandler : MonoBehaviour
{
public Texture2D Texture = null;
public GameObject device;
HapticPlugin HP;
float nuance_gris = 0.5f;
Color couleur;
[Header("White Surface")]
[Range(0.0f, 1.0f)] public float Stiffness_white = 0.7f;
[Range(0.0f, 1.0f)] public float Damping_white = 0.1f;
[Range(0.0f, 1.0f)] public float StaticFriction_white = 0.1f;
[Range(0.0f, 1.0f)] public float DynamicFriction_white = 0.1f;
[Range(0.0f, 1.0f)] public float PopThrough_white = 0.0f;
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[Header("Black Surface")]
[Range(0.0f, 1.0f)] public float Stiffness_black = 0.7f;
[Range(0.0f, 1.0f)] public float Damping_black = 0.1f;
[Range(0.0f, 1.0f)] public float StaticFriction_black = 0.8f;
[Range(0.0f, 1.0f)] public float DynamicFriction_black = 0.9f;
[Range(0.0f, 1.0f)] public float PopThrough_black = 0.0f;




//Récupérer le HapticPlugin sur le GO
}
// Update is called once per frame
void Update()
{
Collider collider = this.GetComponent<Collider>();








Vector3 StylusPos = HP.stylusPositionWorld;
Vector3 PointProche = collider.ClosestPointOnBounds(StylusPos);
float delta = (PointProche - StylusPos).magnitude;
if (delta < 1.0f)
{
Vector3 direction = transform.position - PointProche;
direction.Normalize();
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RaycastHit[] hits = Physics.RaycastAll(PointProche, direction);
//Il faut supprimer les redondances
foreach (RaycastHit H in hits)
{
if (H.collider == collider)
{
Vector2 UV = H.textureCoord;
//On change la taille de la texture en fonction de l'objet
int U = (int)(UV.x * Texture.width);
int V = (int)(UV.y * Texture.height);
//On récupère la couleur du pixel hit.






// On fait un gradient entre blanc et noir avec la nuance de gris
HapticPlugin.shape_settings(this.GetInstanceID(),
Stiffness_white * nuance_gris
+ Stiffness_black * (1.0f - nuance_gris),
Damping_white * nuance_gris
+ Damping_black * (1.0f - nuance_gris),
StaticFriction_white * nuance_gris
+ StaticFriction_black * (1.0f - nuance_gris),
DynamicFriction_white * nuance_gris
+ DynamicFriction_black * (1.0f - nuance_gris),
PopThrough_white * nuance_gris





2 Solution pour la mécanique de peinture
Nous restituons ici le travail réalisé par Sergey Shamov 1. Nous avons réutilisé le shader




[HideInInspector]_DrawingTex("Drawing texture", 2D) = "" {}
_Color ("Color", Color) = (1,1,1,1)
_MainTex ("Albedo (RGB)", 2D) = "white" {}
_Glossiness ("Smoothness", Range(0,1)) = 0.5
_Metallic ("Metallic", Range(0,1)) = 0.0
}
SubShader {
Tags { "RenderType"="Opaque" }
LOD 200
CGPROGRAM
// Physically based Standard lighting model, and enable shadows
// on all light types
#pragma surface surf Standard fullforwardshadows













void surf (Input IN, inout SurfaceOutputStandard o) {
float4 drawData = tex2D(_DrawingTex, IN.uv_DrawingTex);
float4 mainData = tex2D(_MainTex, IN.uv_MainTex) * _Color;
fixed4 c = lerp(mainData, drawData, drawData.a);
c.a = drawData.a + mainData.a;
o.Albedo = c.rgb;













public class MyShaderBehavior : MonoBehaviour
{
private const int textureHeight = 256;
private const int textureWidth = 256;




private bool isEnabled = false;
void Start ()
{
Renderer renderer = GetComponent<Renderer>();
if (null != renderer)
{
foreach (Material material in renderer.materials)
{






if (null != m_material)
{
m_texture = new Texture2D(textureWidth, textureHeight);
for (int x = 0; x < textureWidth; ++x)












int x = (int)(textureCoord.x * textureWidth) - (splashTexture.width / 2);
int y = (int)(textureCoord.y * textureHeight) - (splashTexture.height / 2);
for (int i = 0; i < splashTexture.width; ++i)
for (int j = 0; j < splashTexture.height; ++j)
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{
int newX = x + i;
int newY = y + j;
Color existingColor = m_texture.GetPixel(newX, newY);
Color targetColor = splashTexture.GetPixel(i, j);
float alpha = targetColor.a;
if (alpha > 0)
{
Color result = Color.Lerp(existingColor, targetColor, alpha);
// resulting color is an addition
// of splash texture to the texture based on alpha
result.a = existingColor.a + alpha;
// but resulting alpha is a sum of alphas (adding transparent









Nous donnons par la suite le questionnaire soumis après chaque condition durant l’expé-
rience aux participants. Chaque item était évalué avec une échelle linéaire, et demandait si les
participants étaient en accord avec l’affirmation de l’item. Les réponses possibles variaient de
1 ("Pas du tout d’accord") à 5 ("Totalement").
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Possession
Q1 J’ai eu l’impression que le corps virtuel était mon corps.
Q2 J’ai eu l’impression que le corps virtuel était une autre personne.
Q3 J’ai eu l’impression d’avoir plus qu’un corps.
Agentivité
Q4 J’ai eu l’impression que je pouvais contrôler l’avatar virtuel comme si c’était mon
corps.
Q5 J’ai eu l’impression que les mouvements de l’avatar étaient causés par mes mouve-
ments.
Q6 J’ai eu l’impression que les mouvements de l’avatar virtuel influençait mes propres
mouvements.
Q7 J’ai eu l’impression que le corps virtuel bougeait de lui-même.
Sensations Tactiles
Q8 J’ai eu l’impression que les sensations de toucher ressenties étaient situées entre mon
corps et le corps virtuel.
Q9 J’ai eu l’impression que les sensations de toucher ressenties étaient causées par le
contact entre l’environnement et le corps virtuel.
Q10 J’ai eu l’impression que mon corps pouvait toucher l’environnement ?
Q11 J’ai eu l’impression que mon corps pouvait être affecté par les collisions avec l’envi-
ronnement ?
Q12 J’ai eu l’impression que mon corps était affecté par les changements du corps virtuel.
Localisation de soi
Q13 J’ai eu l’impression que mon corps et le corps virtuel se trouvaient au même endroit.
Q14 J’ai eu l’impression d’être hors de mon corps.
Q15 J’ai eu l’impression que mon corps se rapprochait lentement du corps virtuel, ou que
le corps virtuel se rapprochait lentement de mon corps.
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