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We present a novel approach to the study of epidemics on networks as thermodynamic phenom-
ena, quantifying the thermodynamic efficiency of contagions, considered as distributed computa-
tional processes. Modelling SIS dynamics on a contact network statistical-mechanically, we follow
the Maximum Entropy principle to obtain steady state distributions and derive, under certain as-
sumptions, relevant thermodynamic quantities both analytically and numerically. In particular,
we obtain closed form solutions for some cases, while interpreting key epidemic variables, such as
the reproductive ratio R0 of a SIS model, in a statistical mechanical setting. On the other hand,
we consider configuration and free entropy, as well as the Fisher Information, in the epidemiolog-
ical context. This allowed us to identify criticality and distinct phases of epidemic processes. For
each of the considered thermodynamic quantities, we compare the analytical solutions informed
by the Maximum Entropy principle with the numerical estimates for SIS epidemics simulated on
Watts-Strogatz random graphs.
Keywords: SIS epidemics; thermodynamic efficiency; Maximum Entropy principle; Fisher Information; crit-
icality
I. INTRODUCTION
Various real-world crises and disruptive events, such
as epidemics, cascading technological failures, ecologi-
cal and economic tipping points, can be quantitatively
studied as critical phenomena, so that the correspond-
ing critical thresholds can be identified, predicted and
used in planning suitable crisis interventions (e.g., vac-
cinations and quarantine, power-grid safety margins, cli-
mate change policies). Modelling critical dynamics typ-
ically involves analysis of sensitivities to initial condi-
tions and the overall spatiotemporal behaviour at the
system level. Within physics, such behaviour is char-
acterised in terms of the control and order parameters,
allowing the modellers to investigate phase transitions.
A canonical example is a second-order phase transition
in a ferromagnetic system, which separates two qualita-
tively different phases: a disordered paramagnetic phase
characterised by the absence of net magnetisation in the
high-temperature regime, and the ordered ferromagnetic
phase with a net magnetisation in the low-temperature
regime. Importantly, the change between these phases
is sudden and is driven by varying the control parame-
ter (temperature). The resulting magnetisation outcome
is traced by the order parameter: the net magnetisation
vector which quantifies the emerged preferred direction
in space. Formally, a phase transition manifests itself as
“a sharp change in the properties (state) of a substance
(system)” occurring when “there is a singularity in the
free energy or one of its derivatives” [1].
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Like many other fields of research, epidemiology has
also been drawing on the results obtained within statisti-
cal physics in terms of critical thresholds and phase tran-
sitions. For example, several studies have successfully
modelled epidemic spread as a specific example of perco-
lation in networks [2–6]. Under certain (fairly strong) as-
sumptions, the problem of when an epidemic takes place
becomes equivalent to a standard percolation problem
on a graph, whose objective is to compute the fraction
of sites that must be occupied before the formation of a
“giant component” of connected sites. The size of such
giant component scales extensively with the total number
of sites [3], demonstrating scale-invariance, a well-known
feature observed during critical regimes.
A critical threshold that is often studied in epidemiol-
ogy is the epidemic threshold defined with respect to the
pathogen’s reproductive ratio (R0), that is, the number of
secondary infections generated on average, within a sus-
ceptible population, by an infected host. The well-known
result is that R0 has to exceed one for an epidemic out-
break to occur. As pointed out in many studies, this pre-
diction strictly holds only in deterministic models with
infinite population [7]. The underlying contact network
also strongly influences the epidemic threshold and its
predictions [8, 9].
Furthermore, in finite populations, due to finite-size
estimation challenges, an accurate identification of the
epidemic threshold is problematic, and instead, an epi-
demic (critical) interval may be considered [10]. Follow-
ing [11, 12], the study of Erten et al. [10] applied an
information-theoretic model of distributed computation
to a homogeneous network. It identified (i) the lower
bound of the interval, on the ordered side of the tran-
sition, by the peak of the active information storage,
quantifying the “memory” of the computation during a
2contagion, and (ii) the upper bound of the interval, on
the disordered side of criticality, with the maximum of
the transfer entropy, quantifying the “communication”
aspect of the contagion [10].
Identifying and detecting critical regimes of a conta-
gion remains a subject of a vigorous research. The study
of Hartfield and Alizon [7] contrasted the Critical Com-
munity Size (CCS), defined as the total population size
needed to sustain an outbreak once it has appeared, with
the Outbreak Threshold (T0), computed at the onset of
an outbreak, and measuring how many infected individ-
uals are “needed to ensure that an outbreak is very un-
likely to go extinct by drift”.
Under some circumstances (such as pathogen muta-
tions or changes in the host population), even a mal-
adapted pathogen with R0 below but close to 1 still has a
potential for an outbreak, when the changes cause its R0
to exceed 1. This situation has been considered for new
pathogens emerging by crossing the species barrier [13].
The sudden changes in the disease spread are obviously
similar to critical dynamics and have been studied in this
context, in an attempt to predict, and hopefully prevent,
the emergence of criticality [14]. Again, the underlying
network topology and its mixing patterns can substan-
tially affect the disease emergence [15].
In summary, some of the present challenges relate to re-
liably detecting critical thresholds in finite-size systems,
within complex network topologies, and dealing with dis-
tributed data generated by nonlinear dynamics.
A recent thermodynamics-based framework that has
successfully dealt with such challenges in several abstract
settings uses Fisher Information, a measure that is di-
rectly connected to the rate of change of the correspond-
ing order parameters [16–19]. These studies accurately
identified phase transitions in the global spatiotempo-
ral behaviour via an estimation of Fisher Information
for a number of network topologies. Critical thresholds
have been pinpointed when the observed variables were
most sensitive to the control parameters, resulting in di-
vergence of Fisher Information in infinite systems and
its maximisation in finite-size systems. Crucially, this
method relies on estimation of underlying probability
densities and, thus, is applicable even when the corre-
sponding order parameter is unknown or cumbersome to
compute.
The approach based on Fisher Information has not,
to date, been applied in an epidemiological setting, and
promises to strengthen the prediction accuracy of epi-
demic thresholds in complex scenarios, involving hetero-
geneous network topologies, large-scale distributed data,
and probable emerging pathogens. It may also enable
derivations of closed form solutions in specific cases. To
fully exploit its potential, however, the framework needs
to be well grounded in a statistical-mechanical setting
and complemented with rigorous methods for the suit-
able estimation of probability densities.
Typically, in statistical mechanics, the model of the
systems is specified in full by providing the microscopic
coupling constants between all components of the sys-
tems. Once the model is given, the challenge is to in-
fer the emerging macroscopic properties of the ensem-
ble using analytic and computational methods. An in-
verse problem, that is the determination of the micro-
scopic coupling constants from some known macroscopic
constraints is solved using the Maximum Entropy prin-
ciple (MaxEnt). The MaxEnt principle states that the
least biased model is obtained by maximising the entropy
of the distribution while at the same time respecting the
imposed constraints.
The MaxEnt principle has been applied to analyse ac-
tivity in various complex networks including ecological
networks, networks of neurons [20], biochemical and ge-
netic networks and flocking birds [21]. Typically, the so-
lution of the variational Maximum Entropy problem re-
lies on detailed computer simulations. Even in these typi-
cally hard cases, reasonable approximations can simplify
the problem and lead to closed form solutions. Closed
form solutions reveals strong analogies between macro-
scopic systems such as flock of birds and well understood
statistically mechanical models such as the Ising model.
These analogies elucidate the statistical mechanical ori-
gins of non-trivial collective phenomena, such as phase
transitions, in complex systems.
Applications of the MaxEnt principle in computational
epidemiology has so far been limited. The MaxEnt prin-
ciple has been applied to stochastic SIS and SIR dynamic
models, using real data to fit probability distributions of
various epidemic characteristics such as time to infection,
number of recovered individuals, number of infected in-
dividuals at a specific time interval [0,t], etc. [22]. Going
beyond this goal, we aim to apply the MaxEnt princi-
ple in construction of statistical mechanical models of
epidemics enabling a statistical mechanical analysis of
epidemic phase transitions.
The state space of the individual nodes on an SIS epi-
demic network is binary since the nodes can be either
infected or susceptible. This is reminiscent of the Ising
model, where the state of each node is also binary (ei-
ther up or down). However, unlike the Ising model, the
contact interactions in epidemic networks are directional.
An infected individual has the capacity to flip the state
of a susceptible neighbour while the susceptible individ-
ual has no effect on the infected neighbour. This direc-
tionality of interactions poses a novel challenge to the
application of the MaxEnt method.
In this paper, we apply the MaxEnt principle to derive
a statistical mechanical model of a contact network un-
dergoing SIS dynamics. We obtain an analytic solution
for a simple case, characterising an initial (seeding) state
of an outbreak. In order to arrive at analytic models
for more general cases, we propose a simplification that
assumes independence between the number of infected
individuals and the number of infective links. We assess
the impact of this assumption by comparing the results
of the MaxEnt model of SIS process on Watts-Strogatz
network [23] to the results generated by computer simu-
3lations of the underlying dynamics. The derived MaxEnt
models are used to evaluate quantities such as entropy,
free energy, and Fisher Information in an epidemiologi-
cal context. The statistical mechanical setting is used to
provide a novel interpretation of epidemic thresholds. We
specifically study the thermodynamic efficiency of conta-
gion, considered as a distributed computational process.
The thermodynamics of computation have recently been
investigated in various contexts [18, 24–28], but have not
been applied to studies of epidemics.
The paper is structured as follows. In Background we
describe relevant epidemic and network models, while
Technical preliminaries outline the Maximum Entropy
principle and an approach to criticality analysis based
on Fisher Information. We then develop our framework
applying the Maximum Entropy principle to an SIS epi-
demic model, including a closed form solution derived in
specific cases. This is followed by computational results
demonstrating criticality in statistical mechanical terms.
II. BACKGROUND
A. Models of epidemics
The SIS model of epidemics captures the dynamics of
diseases which are transmitted by individual to individ-
ual contact. Additionally, it refers to a type of disease in
which individuals can be infected multiple times through-
out their lives without developing long-lasting immu-
nity. Examples of diseases following SIS dynamics are
rotaviruses, sexually transmitted infections and bacterial
infections [29]. The SIS model of epidemics refers both
to a differential equation model and a discrete time up-
date process [30]. In the case of the differential equation
model of the SIS dynamics, the progression of the disease
within the population is described by a pair of coupled
ordinary differential equations.
dS
dt
= γI − βIS (1)
dI
dt
= βIS − γI (2)
where, I is the number of infected individuals, S is
the number of susceptible individuals, the parameter β
is the transmission rate and the parameter γ is the re-
covery rate [29]. This model assumes that all individuals
within the host population interact with equal probabil-
ity [29] and is often referred to as the mass action model
of infection.
As the population is generally considered in isolation,
it is also common to consider a single differential equa-
tion, normalising the population that is;
dI
dt
= βI (1− I)− γI (3)
S + I = 1 (4)
A well known result of Kermack and McKendrick [31]
shows that if the initial fraction of susceptibles is less
than γ
β
, dI
dt
< 0, the infection dies out. This is referred to
as the ”threshold phenomenon”. This result can also be
interpereted as requiring β
γ
= R0, commonly known as
the basic reproductive ratio, to be large enough that the
initial infected population increases with time. In a more
general sense, the reproductive ratio R0 is defined as “A
measure of the number of infections produced, on aver-
age, by an infected individual in the early stages of an
epidemic when virtually all contacts are susceptible” [32].
R0 is frequently used in order to broadly quantify the
transmissibility of an epidemic strain; in general, epi-
demics emerge when R0 > 1 [33].
B. Network models
Original approaches have assumed that interactions oc-
cur completely at random within the population [31]. It
has since been argued that because the “structure of a
contact network can have a profound effect on the dy-
namics of infectious disease” [34] it is imperative to use
network models as opposed to the more traditional mass-
action models [31]. Thus networks have become a stan-
dard model for studying the spread of disease, quanti-
fying interactions between individuals or populations of
individuals [2, 4, 8, 30, 35, 36].
There are a number of networks which are commonly
investigated within the epidemiological literature. The
most commonly studied have been random networks [35],
lattices [37], scale-free networks [8] and small world net-
works [30].
Unlike the mass action mixing approach, network
based approaches define a neighbourhood for each indi-
vidual in which they can infect others and be infected
by others. Importantly, in some cases this representation
yields a closed form solution, for example the study of [4]
shows that a large class of the SIR models of epidemic
disease can be solved exactly on networks of various kinds
using a combination of percolation models and generat-
ing function methods. Another key distinguishing result
in the study of epidemics on networks shows that in some
cases there is no critical threshold [8], with disease prop-
agating regardless of the probability of infection [8]. As
such, for network models there is no general result anal-
ogous to R0 = 1 from differential equations models.
Of special importance to studies of contagion pro-
cesses is the class of small-world networks introduced by
Watts and Strogatz [23]. The algorithm constructing a
small world network essentially interpolates between reg-
ular and random networks, beginning with a lattice, and
rewiring edges with a given probability. The small world
networks are characterised by a high clustering coeffi-
cient and small average path length. The clustering co-
efficient considers each vertex of the graph individually,
4and compares the number of edges between neighbours
to a complete graph as a ratio, while the average path
length is the average minimum distance between two ver-
tices. The Watts-Strogatz model [23], produces a graph
with a small average path length, and a resulting cluster-
ing coefficient which is significantly higher than the cor-
responding coefficient of an Erdos-Renyi random graph
model [38]. Importantly, networks of different topologies
may be considered as small-world networks as long as
they are characterised by a relatively high clustering co-
efficient and a relatively low average path length. These
features are of particular relevance to studies of contagion
in many real world scenarios. The degree distribution for
a Watts-Strogatz network, interpolating between the ring
lattice and a random graph, is similar to the distribution
of a random graph but has a pronounced peak centred
on the mean degree, decaying exponentially for degrees
deviating from the mean [39].
Typically in SIS discrete time update models, the infec-
tion parameter ν defines a per contact (edge) per time–
step probability of transmission. That is, given an indi-
vidual xi in a neighbourhood with r infected individuals,
the per time step probability of infection P (xi) [30] is
P (xi) = 1− (1 − ν)
r. (5)
The parameter ν is analogous to the parameter β in
the differential equations model, however, there is a sub-
tle difference in interpretation: β is a continuous rate of
transmission while ν is a discrete probability of trans-
mission per time step. As the update scheme is parallel,
individuals all change states at the same time i.e. recov-
ery events from the current time step cannot affect in-
fection on the same time step and vice versa. Given our
objective of studying criticality in a complex distributed
setting via the Maximum Entropy principle, the various
network topologies provide a natural constraint on the
testable information with respect to interactions within
the population. This constraint imposed by heteroge-
neous networks presents the key challenge in obtaining a
closed form solution, unlike approaches based on mean
field approximations.
III. TECHNICAL PRELIMINARIES
A. The Maximum entropy method
Often we are faced with the problem of determining
the least biased probability distribution, consistent with
a set of specific constraints on the average values of mea-
surable quantities. These may, for example, represent
relevant conserved quantities in a thermodynamic sys-
tem, or generic constraints in any probabilistic system of
multinomial form (i.e. a system composed of a number
of distinguishable entities allocated to equiprobable dis-
tinguishable categories) [40]. In the most general setting
this problem can be resolved by extracting the highest
amount of (Shannon) information available. As pointed
out by Jaynes, “in making inferences on the basis of par-
tial information we must use that probability distribution
which has maximal entropy subject to whatever is known.
This is the only unbiased assignment we can make” [41].
The Shannon entropy S of a discrete random variable
A with state space A = {~σ1, ~σ2, ~σ3, ...}, the set of all
possible states, is given by [42]
S(A) =
∑
~σ∈A
−P (~σ) log(P (~σ)), (6)
where P (~σ) is the probability that the system is in the
state ~σ.
In order to extract the least biased probability distri-
bution, one typically maximises the Shannon entropy (6),
subject to the normalisation and K moment constraints
on the system, shaped by some functions fk(~σ) with mea-
surable expectations 〈fk〉, for k = 1, . . . ,K:∑
~σ∈A
P (~σ) = 1 (7)
and ∑
~σ∈A
P (~σ)fk(~σ) = 〈fk〉. (8)
In practice, the problem is an optimisation problem
which can be solved using the method of Lagrange mul-
tipliers. Using the method of Lagrange multipliers, the
form of the distribution which maximises the entropy is
P (~σ) = exp
(
−λ0 −
K∑
k=1
λkfk(~σ)
)
(9)
where λ ≡ {λ1, . . . , λk, . . . , λK} is the set of Lagrange
multipliers corresponding to K constraints and λ0 is the
”Massieu function”, the Lagrange multiplier correspond-
ing to the normalisation constraint. Introducing the gen-
eralised partition function Z(λ) = expλ0 yields
P (~σ) = Z(λ)−1 exp
(
−
K∑
k=1
λkfk(~σ)
)
(10)
B. Fisher Information
The Fisher Information is a measure of the information
that an observable random variable X contains about a
set of unknown parameters λ, defined as
FX(λ) = E
[(
∂
∂λ
logP (x;λ)
)2]
, (11)
which for continuous random variables is
FX(λ) =
∫ (
∂
∂λ
logP (x;λ)
)2
P (x;λ)dx, (12)
5where P (x;λ) is the probability density function (pdf) of
X conditional on the parameters λ.
For a joint random variable, the Fisher Information
has a chain rule decomposition [43] such that if X and Y
are jointly distributed random variables,
FX,Y (λ) = FX(λ) + FY |X(λ) (13)
If X and Y are independent random variables, the dis-
tribution of Y given X is the same as the distribution of
Y , and therefore, FY |X = FY implying that
FX,Y (λ) = FX(λ) + FY (λ). (14)
Often, it is important to reparametrise the Fisher In-
formation [44]:
FX(µ) =
(
dλ
dµ
)2
FX(λ(µ)), (15)
where λ and µ are both parametrisations of X , and λ is
a continuously differentiable function of µ.
For many distributions the Fisher Information is
known exactly, and in particular, we shall use the closed
form representation for the Fisher Information of a
Binomial(n, q) random variable χ:
Fχ(q) =
n
q(1− q)
. (16)
C. Thermodynamic efficiency of computation
In a statistical mechanical setting, for thermodynamic
variables λ, the solutions obtained according to the Max-
imum Entropy principle are characterised by probability
densities in the form of the Gibbs measure:
P (σ|λ) =
1
Z(λ)
e−βH(σ,λ) =
1
Z(λ)
e−
∑
k
λkfk(σ), (17)
where the state functions fk(σ) are defined over the con-
figuration space, β = 1/kbT is the inverse temperature
T (kB is the Boltzmann constant), and the Hamiltonian
H(σ, λ) defines the total energy at state σ [45, 46]. In
other words, equation (17) expresses the state probability
in terms of the state energy.
The Gibbs free energy of such system is given by:
G(T, λm) = U(S, φm)− TS − φmλm, (18)
where U is the internal energy of the system, S is the
configuration entropy and φm is an order parameter. In
such a setting, the Fisher Information quantifies the size
of the fluctuations around equilibrium in the collective
variables fm and fn, and is proportional to the curvature
of the free entropy ψ = lnZ = −βG [45–48]:
Fmn(λ) =
〈
(Xm(x)−〈Xm〉)(Xn(x)−〈Xn〉)
〉
=
∂2ψ
∂λm∂λn
.
(19)
It also identifies phase transitions and the corresponding
critical thresholds [16], being proportional to the deriva-
tives of the corresponding order parameters with respect
to the thermodynamic variables λ [17]:
Fmn(λ) = β
∂φm
∂λn
. (20)
Furthermore, under a quasi-static protocol, the Fisher
Information can be interpreted as the generalised work
Wgen [18]:
F (λ) = −
d2〈βWgen〉
dλ2
. (21)
Using equation (21), the rate of expended work can be
expressed as follows:
d〈βWgen〉/dν = −
∫ λ
λ∗
F (λ′)dλ′, (22)
where λ∗ is the zero-response point for which small
changes in the control parameter incur no work:
d〈βWgen〉
dλ
∣∣∣∣
λ=λ∗
= 0. (23)
Having determined, via Fisher information, the rate of
expended work carried out to generate order within the
system, one may define the thermodynamic efficiency of
computation [18], as “the reduction in uncertainty (i.e.,
the increase in order) from an expenditure of work given
a value of the control parameter”:
η =
−dS/dλ
d〈βWgen〉/dλ
. (24)
In this work we shall extend the notion of the thermody-
namic efficiency of computation to contagion processes.
IV. MAXIMUM ENTROPY FRAMEWORK FOR
EPIDEMICS
A. A network model of SIS epidemic
We will consider a graph G(V , E) with vertex set V
and edge set E . The nodes i ∈ V = {1, 2, 3 . . .} rep-
resent individuals in the population taking one of two
states: susceptible or infected. The state of vertex i will
be denoted σi and will take value 0 if the individual is
susceptible or 1 if the individual is infected. The edges
(i, j) ∈ E represent connections between two individuals
i and j along which infection can spread. The state of the
entire system, ~σ will be expressed as the vector compris-
ing the states of all individuals. That is, the ith element
of ~σ is σi. We will denote the set of all states ~σ as A.
The epidemic dynamics which we will investigate
within the maximum entropy framework are SIS epi-
demics spreading on a network. The analytical results
6will be contrasted with the simulation results obtained by
stochastic discrete-time parallel-update SIS model intro-
duced by [30]. Similar to the deterministic SIS model, re-
covery of individuals in this model occurs independently
of their neighbours, with a constant probability of recov-
ery, denoted δ. This is analogous to the parameter γ from
the SIS differential equation model, with the difference
being that γ represents a rate, whereas δ is a probability
per discrete time step.
We aim to investigate the maximum entropy distri-
bution corresponding to a SIS epidemic spreading on a
graph G(V , E), constrained by the testable information
formed by the averages of two variables in the steady
state of the SIS dynamics. These averages, thermody-
namically corresponding to conserved quantities, are de-
fined as follows:
I(~σ) =
∑
σi∈~σ
σi (25)
C(~σ) =
∑
σi∈~σ
σi
∑
j∈Ni
1− σj . (26)
where Ni denotes the neighbourhood of node i. The
quantity I(~σ) is the total number of infected individuals
in a configuration ~σ and is of clear interest in the study
of infectious diseases. The quantity C(~σ) is the num-
ber of neighbouring individuals who have opposite states.
In the context of epidemic modeling, this is the num-
ber of potentially infective connections in a configuration
~σ. In analogy to an electromagnetic spin model such as
the Ising model, the potentially infective connections (C)
correspond to the node-node interaction energy, whereas
the number of infected individuals (I) corresponds to the
energy due to the applied external magnetic field.
The SIS discrete-time update dynamics have both an
equilibrium state (i.e., the absorbing state of the system)
and a metastable state (i.e., a state which takes time ex-
ponential in the number of vertices to leave). The equilib-
rium state corresponds to the trivial case in which I = 0.
At the metastable state, however, the rate at which in-
fected individuals are recovering and the rate at which
susceptible individuals are being infected are equal. Be-
tween each time step, the rate of recovery is proportional
to I, whereas the instantaneous rate of infection is pro-
portional to C.
B. Maximising Entropy
In order to obtain the most likely distribution of in-
fection within the simulated population during a steady
state, we use the maximum entropy method with con-
straints on the average value of I as given by equa-
tion (25) and C as given by equation (26). Formally,
the Maximum Entropy principle for this system with SIS
discrete time update dynamics forms the optimisation
problem
max
P (~σ)
S(A), for S(A) = −
∑
~σ∈A
P (~σ) log(P (~σ)), (27)
subject to
〈I〉 =
∑
~σ∈A
(
P (~σ)
∑
σi∈~σ
σi
)
(28)
〈C〉 =
∑
~σ∈A
(
P (~σ)
∑
σi∈~σ
σi
( ∑
j∈Ni
1− σj
))
(29)
1 =
∑
~σ∈A
P (~σ) (30)
The form of this MaxEnt solution for K constraints
is given by equation (10) specifying Gibbs distribution.
The specific Gibbs distribution consistent with the con-
straints given by equations (28), (29) and (30) is
P (~σ) =
eλ1I(~σ)+λ2C(~σ)
Z
(31)
where I(~σ) and C(~σ) are defined by (25) and (26) respec-
tively, and λ1, λ2 and Z are unknown Lagrange multipli-
ers. Thus, in order to solve for the Lagrange multipliers
and obtain the maximum entropy distribution consistent
with known information, one must use the the averages
of I and C.
For clarity, we abbreviate
x = eλ1 , y = eλ2 . (32)
Substituting (32) into (28)–(31), we obtain
P (~σ) =
xI(~σ)yC(~σ)
Z
(33)
〈I〉 =
∑
~σ∈A
I(~σ)
xI(~σ)yC(~σ)
Z
(34)
〈C〉 =
∑
~σ∈A
C(~σ)
xI(~σ)yC(~σ)
Z
(35)
1 =
∑
~σ∈A
xI(~σ)yC(~σ)
Z
(36)
Let us define the sets ℵI,C , the sets of all configurations ~σ
such that the total number of infected individuals I(~σ) =
I, and the number of potentially infective connections
C(~σ) = C; formally, we have
ℵI,C = {~σ : I(~σ) = I, C(~σ) = C}. (37)
7The sets ℵI,C form a partition of A, the space of all
configurations. Hence, each configuration ~σ belongs to
exactly one of the sets ℵI,C . As all elements of the set
ℵI,C have the same value of I(~σ) and C(~σ), we see from
equation (33) that all states which belong to the same set
ℵI,C have identical probability. Specifically, the proba-
bility of a state ~σ ∈ ℵI,C is
P (~σ ∈ ℵI,C) =
xIyC
Z
(38)
As each of the states ~σ in a set ℵi,c has identical proba-
bility, this naturally follows the concept of a macrostate
(I, C). By denoting the cardinality of the set ℵI,C by
N(I, C), we simplify the system of equations (34)–(36)
as
〈I〉 =
∑
I,C
N(I, C)I
xIyC
Z
(39)
〈C〉 =
∑
I,C
N(I, C)C
xIyC
Z
(40)
1 =
∑
I,C
N(I, C)
xIyC
Z
(41)
This reformulation opens a way to MaxEnt solutions ex-
pressed in terms of the probabilities P (I, C) defined over
the macrostates (I, C).
C. Example: Numerical solutions for small graphs
The MaxEnt equations (39)-(41) is a system of poly-
nomial equations in x, y and Z, which in general do not
have an analytic solution. The solutions to these equa-
tions can be obtained numerically as we will demonstrate
in this section.
To exemplify the numerical construction of our Max-
Ent model of SIS epidemics on complex networks, we
have chosen two graph topologies shown in Figure 1.
The first graph is a ring and the second graph is a
Watts-Strogatz random graph with p = 1 and k = 6.
Both graphs consists of 15 nodes. Since these networks
are small it is straightforward to compute the functions
N(I, C) by listing all possible state configurations and
counting the number of configurations with specific val-
ues of I and C. Such method of computing N(I, C) is
feasible for small networks, but for larger networks one
should should make use of more sophisticated combina-
torial algorithms.
In practical applications, the values of constraints, 〈I〉
and 〈C〉, would be taken from field data. For our pur-
poses, we can obtain the “data” by computationally sim-
ulating the dynamics of an SIS epidemic. We simulate the
dynamics using SIS parallel update processes stochastic
(a) (b)
FIG. 1: Example networks of 15 nodes for numerically
testing the MaxEnt model. a) a ring network b)
Wattz-Strogatz network with p = 1 and k = 6.
simulation with an arbitrary chosen values of probabil-
ity of infection transmission ν and probability of recov-
ery δ. The simulation involves initializing the system at
random and then updating the state of the system for
120000 timesteps. The first 20000 timesteps are used
to equilibrate the system and the final 100000 timesteps
are used for sampling the equilibrium state. At every
timestep, the number of infected individuals I and num-
ber of infected connections C is recorded, and this is
used to compute 〈I〉 and 〈C〉. The values of 〈I〉 and 〈C〉
are then used as constraints in equations (39)-(40). The
equations (39)-(41) are solved numerically for x, y and
Z.
Figure 2 and Figure 3 compare the computed MaxEnt
probability distributions with distributions from simula-
tion data for the ring and random networks. There is
a good agreement between the empirical and MaxEnt
distributions P (I), P (C) and P (I, C) for both ring and
random network topologies supporting the validity of the
MaxEnt method.
The numerical solutions of MaxEnt equations is of gen-
eral applicability. However, in order to arrive to epidemi-
ological interpretation of the Lagrange multipliers λ1 and
λ2, we would like to express them analytically in terms
of 〈I〉 and 〈C〉. The analytic solution may only be ob-
tained after invoking certain simplifying assumptions, in
particular, independence between P (I) and P (C). The
derivation and the analysis of the analytic solutions is
presented in the following sections.
D. Example: Complete graph
We will start our analytic analysis by considering the
specific case in which G(V , E) is a complete graph, with
V vertices and E = V (V−1)2 edges. Given I infected
individuals, for each infected node there are V − I sus-
ceptible neighbours. Therefore, there are C = I(V − I)
potentially infective connections. It is worth noting that
although a given number of infected individuals on this
topology defines precisely the number of potentially in-
fective connections, the converse is not true in general.
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FIG. 2: The observed simulation and MaxEnt probability density functions P (I), P (C) and P (I, C) for a 15 node
ring graph (Figure 1(a)). The SIS simulation parameters were ν = 1.0× 10−3, δ = 6.0× 10−4. The empirical values
of the constraints for the MaxEnt equations were 〈I〉 = 8.9323 and 〈C〉 = 4.8542. The computed Lagrange
multipliers were λ1 = 0.1938 and λ2 = −0.6957.
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FIG. 3: The observed simulation and MaxEnt probability density functions P (I), P (C) and P (I, C) for a 15 node
random graph (Figure 1(b)). The SIS simulation parameters were ν = 3.288× 10−4 and δ = 5.0× 10−4. The
empirical values of the constraints for the MaxEnt equations were 〈I〉 = 11.1624 and 〈C〉 = 15.8917. The computed
Lagrange multipliers were λ1 = 0.6541 and λ2 = −0.1500.
That is, for a number of potentially infective connections
there generally more than one corresponding number of
infected individuals.
Each I specifies the value of C, however each value of
C often defines exactly two values of I. As knowing I
uniquely defines C, ℵI,C = ℵI = {~σ : I(~σ) = I}. Con-
sequently, N(I, C) = N(I). In a complete graph with
V vertices, N(I) =
(
V
I
)
, analogous to the outcome of
placing I balls into V buckets, resulting in the binomial
coefficient. Therefore, the total number of infected indi-
viduals, represented by the constraint (39), is a sum from
I = 0 to V , giving
〈I〉 =
V∑
I=0
(
V
I
)
I
xIyI(V−I)
Z
(42)
Similarly, the constraint (40) yields:
〈
I(V − I)
〉
=
V∑
I=0
(
V
I
)
I(V − I)
xIyI(V−I)
Z
(43)
while the normalisation constraint (41) becomes:
1 =
V∑
I=0
(
V
I
)
xIyI(V−I)
Z
(44)
This is not analytically reducible further, and in the next
subsection we consider a simplified system where an exact
solution can be found.
Henceforth, for a graph with V vertices and E edges,
we shall use average quantities 〈I∗〉 = 〈I〉
V
and 〈C∗〉 =
〈C〉
E
.
9E. Example: An initial seeding state
In order to illustrate how the Maximum Entropy prin-
ciple yields an analytical solution, we consider a very
simple system with two constraints: on the number of
infected individuals I, and the usual normalisation con-
straint. This abridged case (not limited to the com-
plete graph topology) describes the precursor state of the
epidemic with a number of infection sources distributed
within the network. This state essentially corresponds
to the initial state of an outbreak, before any infective
transmissions have taken place, and agent-based simula-
tion studies often focus on such initial “seeding” state in
quantifying effects of different seeding scenarios [49–51].
Nevertheless, this case will reveal an important thermo-
dynamic analogy between key variables of SIS model and
the inverse temperature of Gibbs distribution resulting
from entropy maximisation. Explicitly stated, we wish
to find the Maximum Entropy solution in the form
P (~σ) =
eλI(~σ)
Z
(45)
subject to the following constraints:
1
Z
V∑
I=0
I
(
V
I
)
xI = 〈I〉 (46)
1
Z
V∑
I=0
(
V
I
)
xI = 1 (47)
The binomial theorem transforms (47) into
Z = (x + 1)V (48)
where x = eλ is a positive real number. Substituting (48)
into (46) yields:
〈I〉 =
∑V
I=0 I
(
V
I
)
xI
(x+ 1)V
=
V x(x+ 1)V−1
(x+ 1)V
=
V x
(x+ 1)
(49)
One may be interested in tracing the proportion of the
infected individuals within the total population, 〈I∗〉 =
〈I〉
V
, which is immediately obtained from (49):
〈I∗〉 =
x
x+ 1
(50)
Hence, the Lagrange multiplier corresponding to the con-
straint (46), λ = log x, is
λ = log
〈I∗〉
1− 〈I∗〉
Finally, substituting this expression into the solution
(45), we obtain the Gibbs distribution:
P (σ) =
e
(
log 〈I
∗〉
1−〈I∗〉
)
I(σ)
Z
. (51)
Thus, interpreting I(σ) as the energy of the system, we
may derive a thermodynamic analogy of the equilibrium
inverse temperature in the SIS epidemic model as nega-
tive λ, that is, β = log 1−〈I
∗〉
〈I∗〉 , i.e., the log-ratio between
non-infected and infected proportions during the initial
state of an outbreak.
The partition function, i.e., the Lagrange multiplier
corresponding to the normalisation constraint (47), can
be explicitly resolved by using (50) and (48):
Z =
(
1
1− 〈I∗〉
)V
Therefore,
P (I) =
(
V
I
)
〈I∗〉I (1− 〈I∗〉)
V−I
(52)
This is the binomial distribution with the “probability
of success” 〈I∗〉 during V trials, characterising the initial
state of an epidemic outbreak.
F. Assuming independence
In order to obtain an analytical solution to the more
general problem that includes, in addition, the con-
straint on the number of infective links (29), we in-
troduce an assumption about the the random variables
I and C. Specifically, we assume that I and C are
independent: P (I, C) = P (I)P (C), and as a result,
N(I, C) = N(I)N(C).
Under this assumption, the average of I may only be
used to infer the distribution of I. Similarly, the average
of C may only be used to infer the distribution of C. This
allows us to reduce the constraints (39)–(41) as follows:
〈I〉 =
∑
I∈V
IN(I)
xI
ZI
(53)
〈C〉 =
∑
C∈E
CN(C)
yC
ZC
(54)
1 =
∑
I∈V
xI
ZI
(55)
1 =
∑
C∈E
yC
ZC
(56)
where ZCZI = Z. We then follow the derivations out-
lined in subsections IVD and IVE, solving (53) and (55)
for P (I) = x
I
ZI
, and (54) and (56) for P (C) = y
C
ZC
sepa-
rately. Doing so, we find that P (I) is a binomial random
variable with V trials and the probability of success 〈I∗〉
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and that P (C) is a binomial random variable with E tri-
als and the probability of success 〈C∗〉. Thus, our next
result is that
P (I, C) =(
V
I
)(
E
C
)
〈I∗〉I(1 − 〈I∗〉)V−I〈C∗〉C(1− 〈C∗〉)E−C
(57)
Under the assumption that I and C are independent,
we may express the entropy of the system in its steady
state, that is, the entropy of the joint variable (I, C), as
the sum of the individual entropies of I and C:
H(I, C) = H(I) +H(C)
Furthermore, given the partition functions of the
marginal probability distributions obtained as
ZI =
(
1
1− 〈I〉∗
)V
and ZC =
(
1
1− 〈C〉∗
)E
we derive the free entropy of the entire system as
log(Z) = log(ZIZC) = log(ZI) + log(ZC) =
− V log(1− 〈I〉∗)− E log(1− 〈C〉∗) (58)
G. Fisher Information
Now we will use the derived Gibbs distributions in
expressing the Fisher Information of the joint random
variable (I, C) and characterising critical regimes of SIS
epidemics. Under the assumption that I and C are inde-
pendent, FI,C(ν) = FI(ν) + FC(ν) [43].
Our control parameter in this case is ν, and the Fisher
Information of the joint variable (I, C) describing the
macroscopic state of the system will be derived with re-
spect to ν, and then with respect to the average con-
straints I∗ and C∗.
FI(ν) = E
[
∂2
∂ν2
logP (I|ν)
]
= E
[
∂2
∂〈I∗〉2
logP (I|〈I∗〉)
(
∂〈I∗〉
∂ν
)2] (59)
The first term within the expectation operator is exactly
the Fisher Information of I with respect to 〈I∗〉, i.e.,
FI(〈I
∗〉), yielding
FI(ν) = FI(〈I
∗〉)
(
∂〈I∗〉
∂ν
)2
(60)
Analogously,
FC(ν) = FC(〈C
∗〉)
(
∂〈C∗〉
∂ν
)2
(61)
Thus, the Fisher Information of the joint variable
(I, C) with respect to the control parameter β can be
expressed via Fisher Information with respect to the con-
served quantities I∗ and C∗:
FI,C(ν) = FI(〈I
∗〉)
∂〈I∗〉2
∂ν
+ FC(〈C
∗〉)
(
∂〈C∗〉
∂ν
)2
Using binomial random variables (V , 〈I∗〉) and (E,
〈C∗〉) in the expression for Fisher Information (16), we
can produce our next result, directly expressing the
Fisher Information of the MaxEnt distribution in terms
of the conserved quantities I∗ and C∗:
FI,C(ν) =
V
〈I∗〉(1 − 〈I∗〉)
(
∂〈I∗〉
∂ν
)2
+
E
〈C∗〉(1 − 〈C∗〉)
(
∂〈C∗〉
∂ν
)2
(62)
Importantly, the independence assumption, which al-
lowed us to obtain analytic expressions for the Fisher
information (60)–(62), reveals the mechanism for its di-
vergence at criticality. It is known that the divergence
of the Fisher information indicates a critical regime and
pinpoints the critical threshold. In this instance, it shows
that, when 0 < 〈I∗〉 < 1 or 0 < 〈C∗〉 < 1, the phase tran-
sition should occur when the derivative of 〈I∗〉 or 〈C∗〉
with respect to the control parameter ν becomes infinite
(i.e., has a vertical tangent). In other words, one of the
implications of the independence assumption is that the
mechanism behind criticality is explicitly linked to non-
differentiability of 〈I∗〉 or 〈C∗〉.
In order to explicitly distinguish between the Maxent
distribution and the distributions observed from simu-
lations, we introduce IM , CM , the random variables dis-
tributed according to the MaxEnt solutions given in (57);
and IO, CO, the random variables associated to the ob-
served probability distributions of our simulations (see
Supplementary Materials S.1 and S.2 for details of nu-
merically calculating the corresponding Fisher Informa-
tion and thermodynamic efficiency of computation, re-
spectively).
V. NUMERICAL RESULTS
We constrain our analysis to the specific case of Watts-
Strogatz random graphs [23] across a broad range of sim-
ulated pathogens. Having considered the statistical me-
chanics of SIS processes under the assumption of indepen-
dence, we will compare our analytical derivations with
the results of numerical simulations of the steady state
probability distributions. To reiterate, these probabil-
ity distributions are obtained from computational sim-
ulations of stochastic discrete-time parallel-update SIS
dynamics on Watts-Strogatz random graphs with 1000
nodes, parameters k = 6 and p = 1, varying the proba-
bility of infection ν and holding the probability of recov-
ery, δ = 0.001, constant. Probability distributions are
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observed for each of 30 graphs across 30 realisations over
100,000 timesteps per run for each value of ν. For each
run, we perform a logarithmic sweep of the parameter ν
from 10−4 to 10−2 with 100 steps in this range. In order
to obtain an appropriate representation of the stationary
distributions, we do not record any data until the system
has sufficient time to equilibrate (40,000 time steps). In
addition to analysis of the steady state probability distri-
butions, we study important thermodynamic quantities
such as the entropy, Fisher Information and free entropy
of the system.
Firstly we study the constraints 〈I∗〉 and 〈C∗〉 as a
function of the parameter ν, the probability of infection,
as shown in Fig. 4. These constraints are averaged over
all simulations described above. 〈I∗〉 and 〈C∗〉 set the
constraints used in order to obtain the MaxEnt probabil-
ity distribution.
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FIG. 4: The constraints 〈I∗〉 (a) and 〈C∗〉 (b) as
functions of the probability of infection ν.
Secondly, we investigate the two types of marginal and
joint probability distributions, shown in Figures 5 and 6
respectively. Each of the figures shows both the distribu-
tion obtained empirically from computer simulations and
the distribution obtained from the MaxEnt solution (57),
given the average quantities. Specifically, the empirical
distributions allowed us to estimate the average quan-
tities 〈I〉 and 〈C〉, shown earlier in Figures 4a and 4b,
used in deriving the MaxEnt solutions. These results
are obtained from simulations with ν = 3.68× 10−4 and
δ = 0.001, where ν is the per time step probability of in-
fection and δ is the per time step probability of recovery.
Fig. 5 compares the marginal distributions of I and C
(a)
(b)
FIG. 5: The observed simulation and MaxEnt
probability density functions of I (a) and C (b). The
histogram shows the empirically observed pdf with bin
widths of 5, whereas the solid line gives the pdf of the
MaxEnt solution for ν = 3.68× 10−4 and δ = 0.001.
observed from simulations to the maximum entropy dis-
tributions obtained only from the observations of the av-
erage values 〈I〉 and 〈C〉 on a particular Watts-Strogatz
graph. Secondly, Figures 6a and 6b demonstrate the dif-
ferences between the experimentally observed distribu-
tion of (I, C) and the distributions of (I, C) according to
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the Maximum Entropy principle.
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FIG. 6: The observed (a) and the MaxEnt (b)
probability density functions of the joint random
variable (I, C). The probability distributions are
generated from simulations with ν = 3.68× 10−4 and
δ = 1× 10−3.
A. Fisher Information
As mentioned earlier, it is well known that the Fisher
Information diverges at a phase transition [17]. We now
compare the Fisher Information for both the MaxEnt
and observed distributions. This comparison is carried
out with the change of variables given by equation (S.1)
with umin = −4 and ∆u = 4.65 × 10
−2 for 100 values
of ui = umin + i∆u, using (S.7) to calculate the Fisher
Information of the observed distributions. For each value
of ν, a single probability distribution is obtained for each
graph using multiple runs, and then the Fisher Informa-
tion is calculated, as outlined in section V, by averaging
over each of the graphs.
As shown in Fig. 7, for δ = 1 × 10−3, the Fisher In-
formation of each of the random variables peaks around
2.01 × 10−4. For this system, this corresponds to R0 =
1.004 (see equation (S.16)). Due to uncertainty in the
location of this maximum, ν ∈ (1.9179× 10−4, 2.1049×
10−4), there is corresponding uncertainty in the value of
R0. In this case, R0 is in the interval (0.9657, 1.0435).
Importantly, the approach identifies the critical thresh-
old for the epidemic phase transition.
As pointed out in section III C, under a quasistatic
protocol changing the control parameter ν, the Fisher
Information may also be interpreted as the generalised
work, Wgen (21).
B. Entropy and free entropy
We now turn our attention to other thermodynamic
characteristics, beginning with the configuration en-
tropy (6), and again comparing the observed and the
MaxEnt distributions across a range of values of ν.
Fig. 8a shows that, after a phase transition, there is de-
creasing log-linear relationship between the entropy of
I and ν for the distributions obtained from the simu-
lations. In contrast, the entropy of the MaxEnt distri-
butions does not show this dependency, resulting in an
asymptotic overestimate.
We also note that although the entropy of the MaxEnt
solution for C captures the overall trend of the observed
entropy, as shown in Fig. 8b, it does not precisely capture
the qualitative behaviour of the entropy of C, “smooth-
ing” the drop in entropy immediately following the phase
transition. Fig. 9 shows the distributions of C inset for
multiple values of ν. Furthermore, we note a good general
agreement for the entropy of the joint variable, illustrated
by Fig. 8c.
These discrepancies and similarities clarify the impact
of the independence assumption on the thermodynam-
ics of the epidemics: despite disagreements in a “super-
critical” phase, the phase transition itself has been iden-
tified equally well by both the MaxEnt distributions and
the distributions obtained from the simulations.
C. Thermodynamic efficiency of computation
Fig. 10 illustrates the two key components of the ther-
modynamic efficiency of computation. We observe three
qualitatively distinct regions in the space of ν, which can
be associated with sub-critical, critical and super-critical
regions. Most strikingly, we note that in both the sub-
critical and super-critical regions, the thermodynamic ef-
ficiency is very low, while around criticality, the system
is most efficient, as shown in Figure 11. The peak of
the thermodynamic efficiency does not concur precisely
with the peak of the Fisher Information, due to finite-size
effects, and the discrepancy is higher for the estimates
based on the MaxEnt method, rather than those based
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FIG. 7: The Fisher Information of (a) I, (b) C and (c)
the joint variable (I, C) as a function of ν, the
probability of infection per time step. The value of the
Fisher Information is an average of values calculated for
individual graphs. The peak of each of these plots
occurs at ν = 2.01× 10−4, corresponding to R0 = 1.004.
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FIG. 8: The Shannon entropy of the random variables
(a) I, (b) C and (c) (I, C) as a function of ν, the
probability of transmission. The dotted line indicates
the peak of the Fisher Information.
on the observed distributions. The specific reasons for
this discrepancy can be seen in Figure 12, which con-
trasts both components in more detail, showing that the
reduction in uncertainty (the numerator) estimated by
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FIG. 9: The entropy of the random variable C as a function of the parameter ν for distributions obtained from
simulations and the MaxEnt distributions. The dotted line indicates the value of ν for which the Fisher Information
peaks, i.e. the critical value of ν. Shown inset for comparison are the observed probability distributions for several
values of ν.
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FIG. 10: Rates of change of work and configuration
entropy with respect to ν, the probability of of
transmission, for observed distributions. The dotted
line indicates the critical point at which the Fisher
Information peaks.
the MaxEnt method starts to diverge earlier, while the
rate of work (the denominator) estimated by the MaxEnt
method starts to diverge later, than the corresponding es-
timates based on observed distributions. As a result, the
ratio ηM “suffers” from the finite-size effects more than
ηO.
In summary, at criticality, where a higher disorder is
generated, there is relatively more work extracted out
of the system. In an epidemiological context, consider-
ing an intervention process that reduces the transmission
probability from the super-critical phase towards the sub-
critical phase, expending the work, the thermodynamic
efficiency would tend to increase as the critical point is
passed. On the other hand, we can consider the efficiency
of the contagion itself, as a biological phenomenon, i.e.,
a pathogen emergence process that increases the trans-
mission probability from the sub-critical phase towards
the super-critical phase. In this case, from the pathogen
“perspective”, the thermodynamic efficiency would tend
to peak on the approach towards the critical point.
Finally, Fig. 13 shows the free entropy of the system,
log(Z), which is proportional to the free energy. Again,
we observe a clear critical regime separating the “sub-
critical”, non-epidemic, phase from the “super-critical”,
epidemic, phase.
VI. DISCUSSION AND FUTURE WORK
In this paper we considered epidemics as thermody-
namic phenomena, modelling SIS dynamics on a con-
tact network statistical-mechanically. Applying the Max-
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FIG. 11: Thermodynamic efficiency of computation
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distributions. The dotted line indicates the critical
point at which the Fisher Information peaks.
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FIG. 12: Rates of change of the configuration
entropy (top) and generalised work (bottom). The
dotted line indicates the critical value of ν.
imum Entropy principle, under certain assumptions, al-
lowed us to derive closed form solutions for specific cases
and interpret key epidemic variables in a statistical me-
chanical setting. Specifically, the reproductive ratio R0
of a SIS model was related to the inverse temperature of a
Gibbs distribution resulting from entropy maximisation,
applied to the initial state of an outbreak.
Using the model, we evaluated the Fisher Information,
configuration and free entropy, as well as the thermody-
namic efficiency of contagion (considered as a computa-
tional process), in an epidemiological context. This al-
lowed us to identify critical regimes and distinct phases
of epidemic processes. Analytical derivations of Maxi-
mum Entropy modelling of SIS process were contrasted
with results of the simulated dynamics onWatts-Strogatz
random graphs, confirming the critical thresholds, while
assessing the impact of our simplifying assumptions.
Importantly, the analytical derivations highlighted the
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FIG. 13: The free entropy of the MaxEnt distributions.
The dotted line indicates the critical value of ν.
mechanism for the emergence of critical regime — via
non-differentiability of key variables 〈I〉 and 〈C〉— man-
ifesting itself in the divergence of the Fisher Information.
The statistical-mechanical perspective taken in this
work placed epidemic processes within a broad class of
distributed processes. This allowed us to define ther-
modynamic efficiency of contagions which was shown
to peak at criticality. Interestingly, this can be inter-
preted as both (i) the efficiency of an intervention process
that expends the work needed to reduce the transmission
probability, or (ii) the efficiency of the pathogen emer-
gence that extracts the work by increasing the transmis-
sion probability. These processes explore the parameter-
space in opposing directions at the expense/extraction of
(thermodynamic) work, but despite the opposite direc-
tions the maximal thermodynamic efficiency is attained
at the same critical point. Furthermore, the concept of
thermodynamic efficiency enables comparative analysis
of various interventions and pathogen emergence paths.
We presented both numerical and analytical techniques
based on the MaxEnt method. The numerical technique
does not need the independence assumption between I
and C, and attains a high degree of accuracy. However,
it requires an explicit combinatorial calculation of the
macrostates which is prohibitive for large networks with-
out further simplifying assumptions. The analytical tech-
nique allowed us to derive important general thermody-
namic properties of the contagion phenomena, but relies
on the independence assumption and is less accurate in
the super-critical phase. We believe that both presented
techniques provide useful arguments for the utility of the
MaxEnt method and serve their distinct purposes.
We would like to reiterate that in practical scenar-
ios, when simulation results are not available and the
exact topology of the underlying interaction network is
not known, one may still rely on the MaxEnt solutions
derived under the constraints on 〈I〉 and 〈C〉 which are
obtainable from the real-world observations of the epi-
demic dynamics. If, on the other hand, the underlying in-
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teraction network belongs to a specific type, e.g., Watts-
Strogatz random graph, one may go one step further and,
under the simplifying independence assumption, obtain
analytic solutions and estimate their parameters.
Determining the precise range of applicability of the in-
dependence assumption, and the extent of the resultant
approximations, remains the subject of future work. In
general, this assumption is reasonable in networks with a
significant number of random connections, and so would
be applicable to many real-world networks in which epi-
demics take place, e.g., epidemics in urbanised societies
[1, 52].
We believe that the presented approach can be ex-
tended to other contact network topologies and con-
tact processes. In addition, the constraints used during
the entropy maximisation can be effectively generated
by large-scale simulations of epidemics based on demo-
graphic datasets and real-world epidemic dynamics.
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Appendix A: Estimation of Fisher Information
To trace the Fisher Information over a logarithmic
scale, we substitute
u = log10(ν) (A1)
so that
du
dν
=
1
ν log 10
=
10−u
log(10)
. (A2)
This substitution is chosen for smoothness and resilience
to noise as the difference between distributions becomes
significant, the effect of noise on the calculation of the
Fisher Information is diminished.
The Fisher Information of I, C and the joint random
variable (I, C) with respect to ν can be expressed using
the reparametrisation of the Fisher Information (15) as
follows:
FIM (ν) = FIM (〈I
∗〉)
(
d〈I∗〉
du
)2(
du
dν
)2
(A3)
FIO (ν) = FIO (u)
(
du
dν
)2
(A4)
Substituting equations (A2) and (16) with n = V and
q = 〈I∗〉 into equations (A3) and (A4) yields
FIM (ν) =
V
〈I∗〉(1 − 〈I∗〉)
(
d〈I∗〉
du
)2(
1
ν log 10
)2
(A5)
and
FIO (ν) = FIO (u)
(
1
ν log 10
)2
(A6)
When there is no closed form expression for the Fisher
Information, it can be estimated numerically using suit-
able discretisations over system states x1, . . . , xn. The
derivative with respect to λ is calculated using a finite
difference method with step length ∆λ. In this paper
we will use the backwards finite difference method to ap-
proximate the Fisher Information, denoted FˆX(λ):
FˆX(λ) =
N∑
i=1
p(xi;λ)
(
log (p(xi;λ))− log (p(xi;λ−∆λ))
∆λ
)2
(A7)
Appendix B: Thermodynamic efficiency of
computation η
To determine the thermodynamic efficiency of compu-
tation η, as defined in equation (24), we firstly identify
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the zero-response point(23). For our system it is simply
zero, as there is no work expended in changing the trans-
mission probability near zero, that is, ν∗ = 0. Hence,
using (22), we obtain:
d〈βWgen〉
dν
= −
∫ ν
0
FI,C(ν
′)dν′ (B1)
Again, we substitute u = log10(ν), resulting in:
dS
dν
=
dS
du
du
dν
=
dS
du
10−u
log 10
(B2)
and
d〈βWgen〉
dν
= −
∫ u(ν)
u(0)
FI,C(ν
′(u′))
dν′
du′
du′
= −
∫ u(ν)
u(0)
FI,C(ν
′(u′))10u
′
log(10)du′ (B3)
These quantities are both calculated numerically for 100
values of u between −4 ≤ u ≤ −2. With dS
dν
calculated
numerically using a backwards difference method, and
d〈βWgen〉/dν calculated using a cumulative trapezoidal
numerical integration.
The entropy in proximity of the critical point was ap-
proximated using a nonlinear least-squares fit to a lo-
gistic growth curve. The fitted values for the entropy
were used exclusively for the calculation of the numerical
derivative dS/du in the calculation of η in the interval
ν = [1.26× 10−4, 2.21× 10−4].
We approximate the entropy of (I, C) as a logistic
growth curve for ν = 1 × 10−4 to 2.9 × 10−4. Explic-
itly, we fit
Sfit =
L
1 + e−k(ν−ν0)
. (B4)
Using the MATLAB curve-fitting tool, we obtain a
curve of best fit with L = 6.12, k = 1.67 × 105 and
ν0 = 1.855 × 10
−4, see Fig. 14. For the data on
ν = 1× 10−4 to 2.9× 10−4, this curve has an R-squared
value of 0.99.
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FIG. 14: Comparison of configuration entropy of the
joint random variable (I, C) and the best fit Sfit.
Appendix C: Relating R0 to probability of infection
We show that, for the system described in this study,
the reproductive ratioR0 can be expressed analytically as
a function of ν, δ and k, the average degree of the graph.
Let Y be the event when some infected individual x, be-
fore recovering from the infection, infects a neighbour y.
Let us also denote the degree of x as kx. Then
R0 = E[kxE[Y ]]. (C1)
In the case of the Watts-Strogatz graph, the average de-
gree within the population is equal to k, and so
R0 = kE[Y ] (C2)
In this case, a closed form of P (Y ) is given by
P (Y ) = ν + ν(1 − ν)(1 − δ) + ν(1− ν)2(1− δ)2 + . . .
= ν
∞∑
j=0
(1− ν)j(1 − δ)j (C3)
where the jth term of the sum represents the probability
of j consecutive unsuccessful infections of y by x, and j
unsuccessful recoveries of x, followed by one successful
infection. Since ν is in the interval [0, 1] and δ is in the
interval [0, 1], this geometric series converges to
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FIG. 15: The reproductive ratio R0 as a function of ν
varying δ
ν
1− (1− ν)(1 − δ)
=
ν
ν + δ − νδ
(C4)
Thus,
R0 =
kν
ν + δ − νδ
(C5)
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