Abstract. The main result of this paper is to establish the weak* completely contractive approximation property (w*CCAP) for the q-Gaussian algebras for all values of q ∈ [−1, 1] and any number of generators. We use this to establish that the q-Gaussian algebras are strongly solid in the sense of Popa and Ozawa for q ∈ (−1, 1).
Introduction
Approximation properties of C*-algebras and von Neumann algebras have provided a fundamental tool for many landmark results and applications of operator algebras. The strongest approximation property is the (weak*) completely positive approximation property which was shown by Effros and Choi in [4] to be equivalent to nuclearity in the C*-algebra setting and shown by Connes in [5] to be equivalent to injectivity in the von Neumann algebra setting. These are equivalent to amenability in the group setting. A less restrictive property is the (weak*) completely bounded approximation property, which Haagerup first introduced in [13] and [10] . This property has become very important following the seminal work of Ozawa and Popa ([19] and [20] ) and the recent follow up paper of Ozawa ([18] ). It is equivalent to weak amenability of groups.
The q-Gaussian variables were introduced by Bożejko and Speicher in [2] as an interpolation between classical Gaussian variables in the case q = 1, fermionic variables in the case q = -1, and Voiculescu's free Gaussians in the case q = 0. These variables can be defined functorially from a real Hilbert space H as being generated by self-adjoint elements s q (h), h ∈ H, which satisfy the moment formula τ (s q (h 1 ) . . . s q (h n )) = 0 if n is odd
{j,k} h j , h k if n is even .
Here P 2 (n) denotes the set of pair partitions on the set {1, . . . , n} and ι(ρ) denotes the number of crossings of the pair partition ρ. Notice that for q = 0, only the non-crossing partitions survive, and so we recover Voiculescu's free Gaussian algebras. Later, the algebras generated by the q-Gaussian variables, denoted by Γ q (H), were shown to have properties similar to those of the free group factors. Note that the free group factors LF n are isomorphic to Γ 0 (H) where n = dim(H) by a famous result of
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Voiculescu in [33] . Indeed, for a certain range of q and dim(H), Bożejko, Kümmerer, and Speicher in [1] established that the q-Gaussian algebras are factors. Ricard proved in [26] that Γ q (H) is a factor for all −1 < q < 1 and all dim(H) ≥ 2. That they do not have property Γ was established by Sniady in [31] for a certain range of q and large dimension. Nou proved that the q-Gaussian algebras are non-injective for all −1 < q < 1 and dim(H) ≥ 2 in [17] .
Shlyakhtenko proved in [28] that the q-Gaussian algebras are solid in the sense of Ozawa for |q| < √ 2 − 1 using estimates on non-microstates free entropy dimension. In [29] , Shlyakhtenko further proved that the q-Gaussian algebras do have Cartan subalgebras for a small range of q. Recently, Dabrowski improved these estimates in [9] to prove that an n-tuple of q-Gaussian variables have microstate free entropy dimension n for |q|n < 1 and q 2 n ≤ 0.0169. This result implies the present paper's results for this range of q and n, though we use radically different techniques.
A weaker approximation property of C*-algebras is exactness, which only requires a C*-algebra to be a subalgebra of a nuclear C*-algebra. Thus, for a group, exactness implies that the group admits an amenable action on a compact Hausdorff space. Kennedy and Nica in [15] proved that the C*-algebras generated by the q-creation operators are exact for all −1 < q < 1 and all dimensions. As a corollary, they prove that the C*-algebra generated by the q-Gaussian variables, A q (H) also exact since exactness is inherited by subalgebras. Since the CBAP implies exactness, we recover their result in this paper.
Our first main result is that the q-Gaussian algebras have the (weak*) completely contractive approximation property. Specifically, the net of completely bounded maps which approximate the identity can be taken to be completely contractive.
Theorem A. For all −1 < q < 1 and all dim(H) ≥ 2, (1) Γ q (H) has the weak* completely contractive approximation property. (2) A q (H) has the completely contractive approximation property.
To prove this, we use Nou's result from [17] , plus a theorem which expresses Wick words in Γ q (H) as a linear combination of the products of two shorter Wick words using an inclusion/exclusion argument. These allow us to bound the cb-norm of the projections onto polynomials of degree n by C q n 3 . Applying the q-Ornstein-Uhlenbeck semigroup provides the exponential decay which balances this polynomial growth.
Ozawa and Popa called a von Neumann algebra M strongly solid if for all diffuse injective subalgebras P ⊂ M, the normalizer N M (P ) := {u ∈ U M |u * P u = P } generates an injective subalgebra. For a non-injective factor, this implies the absence of Cartan subalgebras. In [19] , they proved that the free group factors and, in [20] that the group von Neumann algebras of lattices in SL 2 (R) and SL 2 (C) are strongly solid. Ozawa and Popa's proof relied on these groups being weakly amenable and admitting a proper 1-cocycle associated to a representation which is weakly contained in the left regular representation. These conditions permit the von Neumann algebras to have the weak* completely bounded approximation property and to admit an L 2 -compact deformation for which the associated bimodule is weakly contained in the coarse bimodule.
Following their work, Sinclair proved in [30] that the group von Neumann algebras of lattices in SO(n, 1) and SU(n, 1) are strongly solid. These groups admit only a weakly-ℓ factors had the w*CCAP. The equivalent definition for a C*-algebra would simply require that the net of finite-rank maps converge to the identity in the point-norm topology.
2.2. Operators Spaces. We use the row and column operator space structures on an abstract Hilbert space which are given by
and
respectively. Note that these are dual to each other as operator spaces. We shall also utilize the Haagerup tensor product. Given two operator spaces E and F , let E ⊗ F be their algebraic tensor product. Let x = (x ij ) ∈ M n (E ⊗ F ). Define
The operator space tensor product defined by these norms is called the Haagerup tensor product and is denoted by E ⊗ h F . The following two facts about the Haagerup tensor product will be very useful.
Remark 2.1. For the row and column Hilbertian operator spaces, we have
which sends a ⊗ b → ab is completely contractive for any von Neumann algebra M.
Proof. We start by observing two standard facts from operator space theory (see [21] ). First, L 1 (M) * = M op as operator spaces. Also, following from Remark 2.1,
π(x), e 1i ⊗ e j1 = T r(π(x) * ξ ij ) = π(x)e i1 , e j1 = π(x)e 2.3. The q-Fock Space and q-Gaussian Algebras. Let H be a real Hilbert space, H C = H ⊗ R C its complexification, and F (H) = ⊕ n≥0 H ⊗n C be the algebraic Fock space over H. Here H
⊗0
C is understood to be a one-dimensional space spanned by a unit vector Ω. In [2] , Bożejko and Speicher defined the following sesquilinear form on F (H).
where S n denotes the symmetric group on n characters, ι(σ) denotes the number of inversions of σ ∈ S n , and −1 ≤ q ≤ 1. By the main result in [2] , this form is nonnegative definite, in fact, strictly positive definite if −1 < q < 1 for each n and thus defines an inner product. Denote by F q (H) the Hilbert space completion of F (H) with respect to this inner product. Now for h ∈ H,h 1 , . . . , h n ∈ H C , define
to be the left creation operator, and its adjoint the left annihilation operator
whereĥ j indicates that h j is omitted from the tensor. By [2] , l q (h) ∈ B(F q (H)) for −1 ≤ q < 1, and l q (h) is closable for q = 1. Let s q (h) = l q (h) + l q (h) * . We define the q-Gaussian von Neumann algebra to be Γ q (H) := {s q (h)|h ∈ H} ′′ for −1 ≤ q < 1, and
Furthermore, in [1] , they prove that the vector Ω is cyclic and separating, and defines a finite trace τ (x) = Ω, xΩ . The following two results can also be found in [1] .
Theorem 2.4. Let u : H → K be a contractive map. There exists a trace-preserving unital completely positive (cput) map
In this sense, Γ q can be seen as a functor between the category of real Hilbert spaces with contractions and the category of II 1 factors with completely positive maps (see [33] for the free case).
Wick products.
The following two maps were introduced in [1] and studied in a very general setting in [16] . Define a map
where x ∈ S n /S n−k × S k are right cosets, σ x ∈ x is the representative of x with the fewest inversions, and ι(x) = ι(σ x ). We have the following theorem from [1] . (See [16] for a more general situation.)
We may associate to any right coset x ∈ S n /S n−k × S k a subset A ⊂ {1, . . . , n} such that |A| = k in the following way. For any permutation σ ∈ x, σ(j) ∈ A c for 1 ≤ j ≤ n − k and σ(j) ∈ A for n − k + 1 ≤ j ≤ n. Suppose A c = (α 1 , . . . , α n−k ) and A = (β 1 , . . . , β k ). Then
From now on, we may replace a right coset x ∈ S n /S n−k ×S k with its corresponding subset of cardinality k where convenient.
2.5. The q-Ornstein-Uhlenbeck Semigroup and its Markov Dilation. Let u t : H → H be the map h → e −t h for t ≥ 0. u t is clearly a contraction, and so by Theorem 2.4, we have a trace-preserving, completely positive, unital (cput) map T t = Γ q (u t ). Since u s • u t = u s+t , T s • T t = T s+t by functorality, and T 0 = Id. Therefore, T t is a cput semigroup. We shall denote by N its (positive) generator, which is called the number operator.
Definition 2.7. For a cput semigroup T t on a von Neumann algebra M, a Markov dilation is a filtered von Neumann algebra M = ∨ t≥0 M t together with a sequence of * -
where E s denotes the conditional expectation onto ∨ s≥t≥0 M t .
In this case, our Markov dilation is special in that the ϕ t form an automorphism group of M and M ⊂ M. In particular, let M = Γ q (H ⊕ H) and let R t : H ⊕ H → H ⊕ H be the rotation
Let α t = Γ q (R t ). By Theorem 2.4, this can be extended to a group of *-automorphisms of Γ q (H ⊕ H). Let P 1 : H ⊕ H → H be the projection onto the first coordinate and
This identity is not difficult to show.
Definition 2.8. A von Neumann subalgebra P ⊂ M is rigid with respect to α t if α t → Id as t → 0 uniformly on the unit ball of L 2 (P ).
We have the following theorem follows immediately from Theorem 5.4 [22] regarding rigid subalgebras of Γ q (H) where dim(H) < ∞.
Theorem 2.9. Let B ⊂ Γ q (H) be a von Neumann subalgebra. Then TFAE
(1) B is not rigid with respect to α t .
(2) B is not rigid with respect to T t .
⊗n is a finite dimensional eigenspace of T t with eigenvalue e −nt . Let B ⊂ Γ q (H) be a diffuse subalgebra. Suppose B is rigid with respect to T t . Then there exists t 0 such that
for all t > t 0 and u ∈ U(B). Let A ⊂ B be a maximal abelian subalgebra of B. A is diffuse since B is diffuse, so there exists v ∈ A such that τ (v m ) = 0. The sequencev m ∈ L 2 (M) converges weakly to 0. Since T t is compact, we get that T t (v m ) 2 → 0 for any fixed t.
for all t > t 0 and u ∈ U(B). 2) ⇒ 3): Suppose B is Type I. Since Γ q (H) is finite, B = ⊕ α∈I M nα for some countable index set I since Γ q (H) has a separable predual. We have projections e α such that e α Be α = M nα and α∈I τ (e α ) = 1. For any ε > 0, there is a finite set
and so T t converges uniformly on (B) 1 .
and so if T t converges uniformly, α t converges uniformly.
2) ⇒ 1): Similarly,
so if α t converges uniformly, T t converges uniformly.
2.6. Central Limit Theorem. From now on, we shall drop the subscript q and simply assume that q is a fixed parameter between -1 and 1. We shall need the following two results from [2] .
where P 2 (2n) denotes the pair partitions of the set {1, . . . , 2n} and ι(σ) denotes the number of crossings of the partition σ.
Theorem 2.11. Let s j (h) = s(h ⊗ e j ) for some orthonormal basis {e j } j ⊂ ℓ 2 N (R) and h ∈ H for an arbitrary Hilbert space H. The operator
has the same distribution as s(h).
Fix a free ultrafilter U on the natural numbers. For a sequence of Banach spaces {X n }, we may define the ultraproduct X U by
• is used for the equivalence class of the sequence (x N ) in the von Neumann algebraÑ U := N,U Γ q (ℓ 2 N (R) ⊗ H). However,Ñ U is not in general finite, but it contains a canonical finite subalgebra N U which is obtained as the image of bounded
, obtained by the GNS construction for the trace
where τ N is the vacuum trace associated to Γ q (H ⊗ ℓ 2 N (R)). Thus there is a canonical inclusion
By Theorem 2.11, we have an injective *-homomorphism
The following lemma shall be crucial.
(Here the indices are taken to be pair-wise not equal. )
Proof. i) is obvious. However, note that i) implies π U commutes with α t and T t . For ii), let
• . Using i) and that the indices j k are all different, we know that
Therefore, we have
where P m denotes the projection onto Wick products of degree m. Therefore, we must only check the case where m ′ = m. Using Theorem 2.10, we obtain
Now simply counting the number of possible indices which make the inner product f α ⊗ e kα , h β ⊗ e j β non-zero, we get
It is easy to see that
and so we get
2.7. Bimodules. Bimodules over von Neumann algebras were first defined and studied by Connes in his unpublished notes [6] and were use by Connes and Jones in [7] in order to define property (T) for von Neumann algebras. Specifically, for von Neumann algebras M and N , an M-N -bimodule is a *-representation of M ⊗ bin N op on a Hilbert space H. See [11] for the definition of the bin tensor norm. A simple and important example of a bimodule is the coarse bimodule
where M acts on the left on L 2 (M) and N acts on the right on L 2 (N ). Just as for group representations, Connes and Jones gave the following definition of weak containment for these bimodules. Definition 2.13. Let H and K be M-N -bimodules. H is weakly contained in K, denoted by H ≺ K, if for all ε, ξ ∈ H, F ⊂ M finite, and E ⊂ N finite, there exists η 1 , . . . , η n ∈ K such that
for all x ∈ F and y ∈ E.
For two C*-algebras A and B, denote the state space of the algebraic tensor product A ⊙ B by S(A ⊙ A) = S(A ⊗ max B). In [11] , Effros and Lance show that if M and N are von Neumann algebras, f ∈ S(M ⊙ N ) is such that (x, y) → f (x ⊗ y) is weak* continuous in each variable if and only if the maps
defines completely positive map T f : M → N * and T * f : N → M * defines a completely positive map. We may define an element of ϕ ξ ∈ S(M ⊙ N ) from ξ ∈ H such that ξ H = 1 simply by ϕ ξ (x ⊗ y) = ξ, xξy . These definitions give the following proposition.
Lemma 2.14. Let M and N be finite von Neumann algebras with separable predual and H be an M-N -bimodule. Then for the following, (2) and (3) are equivalent and (1) implies (2) and (3).
(1)
with rank one operators. The bimodule structure comes from precomposing with operators from M and composing with operators from N . Therefore we have
denote the representation described above which defines the bimodule structure.
(1) ⇒ (2): Using these identifications,
Since M and N are finite, we have that ζ ∈ L 1 (M⊗N op ). Using the Kaplansky density theorem,
, using the definition, we have elements
Therefore ϕ ξ is a cluster point of elements of the form n j=1 ϕ η j . According to [11] , this implies that ϕ ξ is min-continuous.
(2) ⇒ (3): Suppose ϕ ξ is continuous with respect to the min-norm. We observe
* . Therefore, by [11] , we may write ϕ ξ as the limit of elements
Proof of the CCAP
In this section, we shall prove that Γ q (H) has the w*CCAP. This is a crucial property to proving strong solidity given the result of Ozawa and Popa ([19] Theorem 3.5) that every amenable subalgebra of a von Neumann algebra with the w*CCAP is weakly compact. This result is made significantly easier by using Theorem 2.4 and Theorem 1 from [17] . We begin by recalling Nou's result from Theorem 1 of [17] .
This means there is a cb-map Φ n :
* is completely isometric to M for a finite von
Neumann algebra where the duality is with respect to the trace, i.e.
which is compatible with the multiplication map from Lemma 2.2. Our goal shall be to construct a map Ψ n :
Combined with Nou's result, we get
so β * n,k vanishes on Wick words of degree m = n. Applying [17] (Theorem 1), we get
Therefore it suffices to estimate the cb-norm of β n,k . We shall need an intermediate step first.
is the canonical multiplication map, which is completely contractive. Note that on L 2 (Γ q (H)), W is a unitary.
Then w j n,k cb is bounded by a constant depending only on q. Notation 3.4. For an n-tensor ξ = h 1 ⊗· · ·⊗h n and a subset A = {ι 1 , . . . , ι k } ⊂ {1, . . . , n}, denote by ξ A the tensor h ι 1 ⊗ · · · ⊗ h ι k . Remark 3.5. As the maps w j n,k are crucial to our argument, we further describe the image of an element of H
where a s is the sth element of A and likewise for b s . ι(A) and ι(B) are the number of inversions of the corresponding right cosets from Observation 2.6.
Proof of Lemma 3.3. From Lemma 3.2 we know that v n−2j,k−j cb ≤ 1 and it is clear that the middle term in the composition defining w j n,k is completely contractive. It is shown in [17] 
where A ⊂ {1, . . . , n}, B ⊂ {1, . . . , m}, and C ⊂ {1, . . . , ℓ}, such that |A| = |B|, |A c | = |C|, and |B c | = |C c | and the sum ranges over all such subsets.
Proof. We note first that ℓ + m + n must be even. Let α, β, and γ be multi-indices of lengths n, m, and ℓ respectively such that they are each pairwise not equal (i.e.
We apply Lemma 2.12 and Theorem 2.10.
Identifying A, B, and C as the subsets of multi-indices α, β, and γ so that {α j , β k } ∈ σ if and only if α j ∈ A and β k ∈ B and {α j , γ k } ∈ σ if and only if α j ∈ A c and γ k ∈ C, from Observation 2.6, we get the result. Notation 3.7. We shall denote by P 1,2 (m) the set of all partitions of {1, . . . , m} whose parts are no larger than two and by P k 1,2 (m) the set {σ ∈ P 1,2 |{i, j} ∈ σ ⇒ i ∈ {1, . . . , m − k} and j ∈ {m − k + 1, . . . m}}.
For σ ∈ P 1,2 (m), ι(σ) will denote the number of "crossings" of σ, i.e. ι(σ) = |{{i, j}, {k, ℓ} ∈ σ : i < k < j < ℓ}| + |{{i, j}, {k} ∈ σ : i < k < j}|.
We shall denote by P j,k 1,2 (n) the subset of P k 1,2 (n) with exactly j pairs. Example 3.8. Let σ = {{1}, {2, 5}, {3}, {4, 7}, {6}, {8}} ∈ P 2,4 1,2 (8). We may represent σ using the following figure. We can see that ι(σ) = 3 since {2, 5} crosses the singleton {3}, {4, 7} crosses the singleton {6}, and the pairs {2, 5} and {4, 7} cross.
Before we state the key proposition, we shall need to study two "color" operators. In the case of y j , j tensors are given an arbitrary new color, whereas for z j , j tensors are given a new color in decreasing order of colors. 
Also, we define
where 
be the conditional expectation given by E j = Γ q (P j ), where P j is the projection such that P j (e j ) = 0 and P j (e ℓ ) = e ℓ for ℓ = j. Definition 3.11. Let σ ∅ ∈ P k 1,2 (n) of n singleton elements (i.e. the unique element of P 0,k 1,2 (n)), and let σ j ∈ P j,k 1,2 (n) and σ j−1 ∈ P j−1,k 1,2 (n) be such that σ j \ σ j−1 = {ℓ 1 , ℓ 2 } where if {k 1 , k 2 } ∈ σ j−1 , then ℓ 1 < k 1 . We define a new function ι We can see that ι ′ (σ) = 6 since {1, 6} "contains" {2, 5}, {3}, and {4}, and {2, 5} "contains" {3} and {4}.
We now have the following lemma Lemma 3.13. For w j n,k , y j , and z j as above, we have
Proof. For the left hand side, we have that
where ξ ρ denotes ξ with the pairs of ρ removed. For the right hand side, we have that
..,n−k} |A|=j B⊂{1,...,k} |B|=j g:B→{1,...,j} g a bijection
where ξ A n−k is corresponding tensor in image of z j in (H ⊗ ℓ 2 j+1 (R)) ⊗n−k and similarly for ξ k,(B,g) . We examine
for fixed A, B, and g. For this term and fixed N, we have
where ρ ∈ P j,k 1,2 (n) denotes the partition whose pairs are given by {ℓ 1 , ℓ 2 } ∈ ρ ⇒ f A (ℓ 1 ) = g(ℓ 2 ) = 0. The factor N −j comes from the fact that we are shortening the tensors so we must compensate for the factor of N in the formula for u N (ξ). To see that ι ′ (ρ) is the appropriate power of q, after applying E j we have a term q ℓ 2 −ℓ 1 −1 . However, we have removed h ℓ 1 and h ℓ 2 from the tensor, so we must compensate for the remaining pairs in ρ which cross {ℓ 2 }. Letting ρ = ρ j and the partition with the same pairs of ρ except {ℓ 1 , ℓ 2 } be ℓ 2 , we get,
where the last equality follows by simply observing that those are the elements remaining after removing the elements of {{k 1 , k 2 } ∈ ρ 2 : k 1 < ℓ 2 < k 2 }. Let's reconsider Example 3.12.
Example 3.14. Recall we used σ = {{1, 6}, {2, 5}, {3}, {4}, {7}, {8}}
After applying y 2 and z 2 , we have colored the indices which appear in the two pairs of σ as shown in Figure 3 . We then apply the conditional expectation E 2 , and the result is shown in Figure 4 . Finally, we apply E 1 , and the result is shown in Figure 5 . This coincides with ι ′ (σ) as shown in Example 3.12.
We now apply E U to an element such as From Theorem 2.12 we get
Here the factor N −j is offset since for each pair {ℓ 1 , ℓ 2 } ∈ ρ, α ℓ 1 = β ℓ 2 in order for the inner product to be non-zero. For each of the j partitions, there are N possibilities for indices which match. This gives a factor of N j . From Theorem 2.12, we get that
Now since summing over all possible A, B, and g such that |A| = |B| = j is the same as summing over all elements of P j,k 1,2 (n), we see that the right hand side is equal to
Therefore, to prove the lemma, we must only check that ι
. Recall that A and B are subsets of {1, . . . , n − k} and {n − k + 1, . . . , n} respectively, and that |A| = |B| = j. Recall also that ι(A) and ι(B) are given by associating A and B to cosets in S n−k /S n−k+j × S j and S k /S j × S k−j respectively as in Observation 2.6. The permutation σ ∈ S j identifies how to pair elements of A with elements of B so that we may associate these three data with an element of P j,k 1,2 (n). Therefore, for j = 0, we have
where ρ 0 is the element of P k 1,2 containing no pairs. Now let ρ j and ρ j−1 be such that ρ j \ ρ j−1 = {ℓ 1 , ℓ 2 } where if {k 1 , k 2 } ∈ ρ j−1 , ℓ 1 < k 1 . Let c 1 = ι(ρ j ) − ι(ρ j−1 ), and c 2 = ι ′ (ρ) − ι ′ (ρ j−1 ). By our inductive hypothesis, we assume
where A j−1 , B j−1 , and σ j−1 are associated to ρ j−1 as described above. Let A j , B j , and σ j be associated to ρ j similarly. Then we have
since ℓ 1 and ℓ 2 must cross all of the singletons {m} such that ℓ 1 < m < ℓ 2 . However we subtract the term j−1−
since these are the pairs {k 1 , k 2 } such that k 1 < ℓ 2 < k 2 which had to cross the singleton ℓ 2 in ι(B j−1 ). Since
is the number of pairs {k 1 , k 2 } ∈ ρ j such that ℓ 1 < k 1 < k 2 < ℓ 2 , and there are j − 1 pairs in ρ j−1 , we get that there are
such pairs. For the permutations, we get
) ∈ S j onto σ j−1 (where σ j−1 is viewed as an element of the subgroup S 1 × S j−1 ). Since ι is multiplicative on S j , we get the equality above. Therefore
which finishes the proof. Now it is time for an example which clarifies this inductive step.
Example 3.15. Let ρ 2 = {{1}, {2, 5}, {3}, {4, 7}, {6}, {8}}, and ρ 3 = {{1, 6}, {2, 5}, {3}, {4, 7}, {8}}. Then for ρ 2 , A 2 = {2, 4}, B 2 = {5, 7}, and σ 2 = 1, as shown in Figure 6 . Now we must apply the transposition σ 3 = (5, 6), and the result can be seen in Figure  8 . 
, we get ι ′ (ρ 2 ) = 3, and adding
Proposition 3.16. We have for β n,k and w j n,k as above
Note. Here we are defining w 0 n,k := v n,k . Proof. Let ξ = h 1 ⊗ · · · ⊗ h n , and let ξ n−k and ξ k be as before. From Lemma 3.6, we get that
We can see this by examining
with the formula from Lemma 3.6. Recall from Lemma 2.12 that
From Lemma 3.13, we have that
Now from Theorem 2.12 and Lemma 3.6, we get that
where ρ ∪ σ ∈ P k 1,2 (n) has pairs from both ρ and σ. From here, it is clear that for m = 0, we simply have W (ξ). Therefore, the following claim finishes the proof.
Proof of Claim. We proceed by induction. For m = 1, fix π ∈ P 1,k 1,2 (n). We have
By our inductive hypothesis, we have that S π m−1 = 0. However, we have
. The first term comes from {ℓ 1 , ℓ 2 } ∈ σ, and the second term similarly comes from {ℓ 1 , ℓ 2 } ∈ ρ. This finishes the proof of the claim and the proposition.
We are now ready to prove Theorem A.
Theorem A. For all −1 < q < 1 and all dim(H) ≥ 2,
(1) Γ q (H) has the weak* completely contractive approximation property.
(2) A q (H) has the completely contractive approximation property.
Proof. For (1), we follow Haagerup's standard argument from [13] except the cb-norm of the projections onto words of length n are bounded by cn 2 instead of cn. From second quantization, we know that E = Γ q (P ) for any projection P is a conditional expectation and T t = Γ q (e −t Id) is a ucp semigroup. Furthermore T t | Fn = e −nt where F n is the subspace spanned by the Wick words of degree n. We now estimate the cb-norm for P n : Γ q (H) → F n . From above we know that
From Proposition 3.16, we get
So we conclude that P n cb ≤ C q n. Let P ≤n be the projection onto ⊕ k≤n F k . Finally, we define the following net of maps.
Where E kα = Γ q (P kα ) where P k is a sequence of projections of rank k whose union is the identity, and e −tαnα Cn 2 α ≤ 1 for all α, but n α → ∞ and t α → 0. Clearly U α is finite rank, completely contractive, and converges to the identity in the point-weak* topology.
For (2), observe that what we have shown is that there exists functions f α : N → R where α = (t, m, ε) such that m n=0 e −tn n 2 ≤ 1 + ε which satisfies the following conditions: (1) The pointwise limit of f α is 1.
(2) f α has finite support for each n.
Recall that N is the number operator, which generates the semigroup T t . Since Γ q (H) is faithfully represented on F q (H), we have that the Wick words linearly generate A q (H). For ξ ∈ H ⊗n , we have that f α (N)W (ξ) = f α (n)W (ξ). Therefore, f α (N) converges to the identity in the point-norm topology and f α cb ≤ 1 for appropriately chosen α.
Remark 3.18. We observe that T t : Γ q (H) → A q (H) since for x ∈ Γ q (H), we have that
Clearly P n (x) ∈ A q (H) for H finite dimensional since the range of P n is spanned by Wick words. For H infinite dimensional, we get that P n (x) ∈ A 0 (H) for all n and x ∈ Γ 0 (H).
Recall from [17] that W (ξ) ∞ ≤ C q W (x) 2 . Therefore for all ε > 0,
for M such that C n>M e −nt n 2 < ε. Therefore, F M (x) := n n=0 e −nt P n (x) converges in norm to T t (x). Hence T t (x) ∈ A q (H). It is obvious that A q (H) has the CCAP since we may then simply apply the projections P n to an element of the form T t (x).
Weak Containment
In this section, we shall show that while L 
It will turn out that this sub-bimodule, E ⊥ m−1 , will be "large enough" to replace L 2 0 (Γ q (H⊕ H)) in the proof of strong solidity from [14] and [19] . Throughout this section, we shall denote Γ q (H) by M, Γ q (H ⊕ H) by M, (h, 0) ∈ H ⊕ H by simply h, and (0, h) byh.
. In particular Φ ξ,η is Hilbert-Schmidt for k ≥ − log(d) 2 log(|q|)
.
We shall first need two additional lemmas. for all j ≥ j 0 and for some constants 0 < r < 1, k and C independent of i and j.
Since K 1 is finite dimensional, we may control the first three norms simply by a constant depending on the dimension of K 1 and the norm of A, so we only must estimate
The sum converges if and only if dr kp < 1, which is equivalent to p > −
where e is a unit vector in an ambient Hilbert space which is orthogonal to H. Then
Proof. For ξ, η ∈ H k , we have that
It is straightforward to check that ξ H k = e ⊗ ξ 1 ⊗ ξ 2 , and so we get that ℓ
We shall estimate Φ ξ,η : H ⊗j → H ⊗j+ℓ for all |ℓ| ≤ m + n. By the results of [2] and [1] , x → xW (η) is bounded by a constant which depends only on η.
where
) are the tensor components of η which come from 0 ⊕ H. We now use the formula from Theorem 2.5 to estimate the operator norm of
and similarly for ℓ * . Again we are associating a subset A = {α 1 , . . . , α r } ⊂ {1, · · · , n} to a coset x as described in Observation 2.6. Note that since ξ ∈ F k , there are k indices, ι 1 , . . . , ι k , such that h ιs ∈ H 2 . Thanks to the conditional expectation, the vectors h ιs can only act as annihilation operators. From [2] , we know that ℓ(h) = ℓ * (h) = h H C q , where
However, for h ∈ H 2 , we may use Theorem 2.12 to write
as a linear combination of operators like that in Lemma 4.4, since all of the lengths must be greater than or equal to j 1 . Therefore,
. Now we are in a position to exploit Lemma 4.3, simply by setting r = |q| and
Proof of Proposition 4.1. Let ξ ∈ E ⊥ m−1 . With the natural M-M-bimodule structure on E ⊥ m−1 , we can see that
for x, y ∈ M. Note that Φ ξ,ξ coincides with T ϕ ξ in Lemma 2.14. Thus since Φ ξ,ξ is Hilbert-Schmidt for all ξ,
by Lemma 2.14.
Strong Solidity
As shown in the previous section, L 2 0 (Γ q (H ⊕ H)) is not necessarily weakly contained in the coarse correspondence for q 2 dim(H) ≥ 1. However, the submodule E ⊥ k is weakly contained in the coarse bimodule for sufficiently large k. This requires us to modify Popa's s-malleable deformation ([25] Lemma 2.1) estimate slightly to suit our new situation. What we need to know is that the image of Γ q (H) under the automorphism group α t has a "large enough" intersection with E ⊥ k . This is the purpose of the following proposition.
Note that α t k − id and E ⊥ k−1 α t are both tensor length-preserving operators, so it suffices to prove this estimate on H ⊗n for n ≥ k. We calculate since for each A, B ⊂ {1, . . . , n} only those permutations σ ∈ S n which map A to B contribute to the inner product. This is equivalent to summing over the right cosets in S n /S A × S A c . However, since we are summing over all permutations in all of the cosets, for each fixed A, we are summing over all the permutations, and so we just get x, y q for each fixed A. Therefore we get that For α t k − id we have (α t k − id)(x), (α t k − id)(y) = α t k (x), α t k (y) − α t k (x), y − x, α t k (y) + x, y = 2( x, y − x, T t k (y) ) = 2(1 − e −nt k ) x, y .
Therefore, we only have to show that 2(1 − e −nt k ) < C n m=k n m e −2(n−m)t (1 − e −2t ) m for some C independent of n and t. Suppose nt < M k . We have n m=k n m e −2(n−m)t (1 − e −2t ) m > n k e −2(n−k)t (1 − e 2t ) k > C k n k t k , and 2(1 − e −nt k ) < C k nt k < C k n k t k Now suppose that nt > M k . Then n > 2 k since t < 2 −k and so for nt > M k . However, clearly 2(1 − e nt k ) < 2 and so we have proved the statement for all n and t < 2 −k . Now we may prove Theorem B, following the proof of Theorem 3.5 in [14] . There are a number of modifications since we are using a proper sub-bimodule of L 2 0 (Γ q (H ⊕ H)). Theorem B. For all −1 < q < 1 and all dim(H) < ∞, Γ q (H) is strongly solid.
Proof. Let P ⊂ Γ q (H) be a diffuse, amenable subalgebra. We want to prove that N Γq(H) (P ) ′′ is also amenable. P is not rigid with respect to the deformation α t (Lemma 2.9), and P is weakly compact inside of Γ q (H). Since P ⊂ Γ q (H) is weakly compact, there is a net of elements (η n ) ∈ L 2 (P ⊗P ) which satisfy
(1) lim n η n − (v ⊗v)η n 2 = 0, ∀v ∈ U(P ),
(2) lim n η n − Ad(u ⊗ū)η n 2 = 0, ∀u ∈ N Γq(H) (P ) and,
(1 ⊗x)η n , η n = τ (x) = η n , (x ⊗ 1)η n .
Following [14] , let G denote N Γq(H) (P ), and let z ∈ Z(G ′ ∩Γ q (H)) be a non-zero projection. Since α t does not converge uniformly on (P ) 1 , α t does not converge uniformly on (P z) 1 and so α t does not converge uniformly on U(P z) either. Therefore there exist 0 < c < 1, a sequence (u k ) ∈ U(P z), and a sequence t k → 0 such that α t k (u k z)−(E m−1 •α t k )(u k z) 2 ≥ c z 2 ∀k ∈ N, by Proposition 5.1. Since α t k (u k z) 2 = z 2 , we get 
Observe that (x ⊗ 1)η k n 2 2 = (x ⊗ 1)(α t k ⊗ 1)η n , (x ⊗ 1)(α t k ⊗ 1)η n Also, for all x ∈ Γ q (H) we have 
which contradicts (5.1).
From here, we may follow the remainder of the proof in [14] verbatim in what follows their Claim 3.6.
