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Executive Summary 
This White Paper outlines how the ethical discourse on cybersecurity has developed in the scientific lit-
erature, which ethical issues gained interest, which value conflicts are discussed, and where the “blind 
spots” in the current ethical discourse on cybersecurity are located. The White Paper is based on an 
extensive literature with a focus on three reference domains with unique types of value conflicts: health, 
business/finance and national security. For each domain, a systematic literature search has been per-
formed in two databases (Web of Science and Scopus), complemented with snowballing and expertise 
of the involved authors. The search yielded 74 papers for the health domain, 33 papers for the business 
domain and 129 papers for the national security domain. Those papers discussed ethical issues of cy-
bersecurity in a significant way and they were chosen for providing an overview on how ethical issues 
have been discussed in the cybersecurity domain. 
A first observation is that the ethics of cybersecurity not an established subject, academically or in any 
other domain of operation. It is actually a rather under-developed topic within ICT ethics, where the 
majority of published work discusses issues such as “big data” and privacy or ethical issues of surveil-
lance. In those cases, cybersecurity is usually only instrumentally discussed as a tool to protect (or un-
dermine) privacy.  
A second observation is that there are both common theme and differences across the three domains 
examined. In all domains, cybersecurity is recognized as being an instrumental value, not an end in itself, 
which opens up the possibility of trade-offs with different values in different spheres. The most promi-
nent common theme is perhaps the existence of trade-offs and even conflicts between reasonable 
goals, for example between usability and security, accessibility and security, privacy and convenience. 
Other prominent common themes are the importance of cybersecurity to sustain trust (in institutions), 
and the harmful effect of any loss of control over data. The most prominent difference across the three 
domains regards the value of privacy, that is emphasized in business and health (together with confi-
dentiality), but not in the national security domain, which appears concerned, above all, with the pro-
tecting the security and connectivity of infrastructure 
The target audience of this White Paper is not only the philosophy and ethics of technology community, 
but also practitioners in cybersecurity – such as providers of security software, CERTs or Chief Security 
Officers in companies. This White Paper should provide a first orientation in the growing landscape 
where cybersecurity and ethics meet. The appendix lists papers identified in the search that allow the 
reader to explore the issue further. 
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CANVAS White Papers – Overview 
In order to summarize the existing literature on the topics and issues that are relevant for the CANVAS 
project, the CANVAS consortium has created four White Papers as follows: 
- White Paper 1 – Cybersecurity and Ethics: This White Paper outlines how the ethical discourse 
on cybersecurity has developed in the scientific literature, which ethical issues gained interest, 
which value conflicts are discussed, and where the “blind spots” in the current ethical discourse 
on cybersecurity are located. The White Paper is based on an extensive literature with a focus 
on three reference domains with unique types of value conflicts: health, business/finance and 
national security. For each domain, a systematic literature search has been performed and the 
identified papers have been analysed using qualitative and quantitative methods. An important 
observation is that the ethics of cybersecurity not an established subject. In all domains, cyber-
security is recognized as being an instrumental value, not an end in itself, which opens up the 
possibility of trade-offs with different values in different spheres. The most prominent common 
theme is the existence of trade-offs and even conflicts between reasonable goals, for example 
between usability and security, accessibility and security, privacy and convenience. Other prom-
inent common themes are the importance of cybersecurity to sustain trust (in institutions), and 
the harmful effect of any loss of control over data. 
- White Paper 2 – Cybersecurity and Law: This White Paper explores the legal dimensions of the 
European Union (EU)’s value-driven cybersecurity. It identifies main critical challenges in this 
area and discusses specific controversies concerning cybersecurity regulation. The White Paper 
recognises that legislative and policy measures within the cybersecurity domain challenge EU 
fundamental rights and principles, stemming from EU values. Annexes provide a review on EU 
soft-law measures, EU legislative measures, cybersecurity and criminal justice affairs, the rela-
tion of cybersecurity to privacy and data protection, cybersecurity definitions in national cyber-
security strategies, and brief descriptions of EU values. 
- White Paper 3 – Attitudes and Opinions regarding Cybersecurity: This White Paper summarises 
currently available empirical data about attitudes and opinions of citizens and state actors re-
garding cybersecurity. The data emerges from reports of EU projects, Eurobarometer surveys, 
policy documents of state actors and additional scientific papers. It describes what these stake-
holders generally think, what they feel, and what they do about cyber threats and security 
(counter)measures. For citizens’ perspectives, three social spheres of particular interest are ex-
amined: 1) health, 2) business, 3) police and national security.  
- White Paper 4 – Technological Challenges in Cybersecurity: This White Paper summarizes the 
current state of discussion regarding the main technological challenges in cybersecurity and 
impact of those, including ways and approaches to addressing them, on key fundamental val-
ues. It provides an overview on current cybersecurity threads and countermeasures and focuses 
on ethical dilemmas that emerge when counteracting those threads. It also points to the fact 
that the cybersecurity community relies much more on interpersonal relations when sharing 
intelligence and data than in explicit national or supranational regulations. Furthermore, the 
White Paper presents advanced cryptographic techniques and data anonymization techniques 
that may help to solve or minimize some of the ethical dilemmas. 
All White Papers and additional material are available at the Website of the CANVAS project: 
www.canvas-project.eu 
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1. Introduction 
1.1 Goal 
The increasing use of information and communication technology (ICT) in all spheres of modern life 
makes the world a richer, more efficient and interactive place. However, it also increases its fragility as 
it reinforces our dependence on ICT systems that can never be completely safe or secure. Therefore, 
cybersecurity has become a matter of global interest and importance. Accordingly, one can observe in 
today’s cybersecurity discourse an almost constant emphasis on an ever-increasing and diverse set of 
threat forms, ranging from basic computer viruses to cybercrime and cyberespionage activities, as well 
as cyber-terror and cyberwar. This growing complexity of the digital ecosystem in combination with 
increasing global risks has created the following dilemma: Overemphasizing cybersecurity may violate 
fundamental values like equality, fairness, freedom, or privacy. On the other hand, neglecting cyberse-
curity could undermine citizens’ trust and confidence in the digital infrastructure as well as in policy 
makers and state authorities. 
The goal of this White Paper is to show how the ethical discourse on cybersecurity has developed in the 
scientific literature, which ethical issues gained interest, which value conflicts are discussed, and where 
the “blind spots” in the current ethical discourse on cybersecurity are located. The White Paper is based 
on an extensive literature with a focus on three reference domains with unique types of value conflicts: 
health, business/finance and national security. “Ethics and cybersecurity” is not an established subject, 
academically or in any other domain of operation. It is actually a rather under-developed topic within 
ICT ethics, where the majority of published work discusses issues such as “big data” and privacy or eth-
ical issues of surveillance. In those cases, cybersecurity is usually only instrumentally discussed as a tool 
to protect (or undermine) privacy. Nevertheless, cybersecurity raises a plethora of ethical issues such 
as “ethical hacking”, dilemmas of holding back “zero day” exploits, weighting data access and data pri-
vacy in sensitive health data, or value conflicts in law enforcement raised by encryption algorithms. 
Those issues are in most cases discussed without the claim to gain an integrative view on the ethics of 
cybersecurity. 
Hence, the goal of this White Paper is twofold: first, to identify the emerging landscape of ethical issues, 
concerns, and topics as they are mentioned in the literature and, second, to provide a value framework 
as both a philosophical compass and synthetic portray of the emerging ethical issues. The target audi-
ence of this White Paper is not only the philosophy and ethics of technology community, but also prac-
titioners in cybersecurity – such as providers of security software, CERTs or Chief Security Officers in 
companies. All those people increasingly realize the ethical dimensions of their work. This White Paper 
should provide a first orientation in the growing landscape where cybersecurity and ethics meet. 
This White Paper emerges from the Horizon 2020 project CANVAS – Constructing an Alliance for Value-
driven Cybersecurity. This consortium unifies technology developers with legal and ethical scholar and 
social scientists to approach the challenge how cybersecurity can be aligned with European values and 
fundamental rights. Among others, CANVAS aims to create a reference curriculum for value-driven cy-
bersecurity with a focus on industry-training, briefing packages for policy stakeholders, and a MOOC 
(massive open online course) on value-driven cybersecurity. This White Paper is part of the dissemina-
tion strategy of the project. It will serve as a basis for scientific contributions written by members of the 
CANVAS consortium and will inform participants of future CANVAS workshops that aim to unify stake-
holders in the cybersecurity sector for discussing the ethical implications of their work. 
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1.2 Methodology 
The aim of this White Paper is to provide an overview on the existing literature on cybersecurity and 
ethics. Therefore, the main element of the methodology consists in an extensive literature search in two 
standard databases: the Web of Science Core Collection and Scopus. The details of the literature search 
and analysis are outlined in the Appendix – here we only sketch the main steps as follows: 
1. We scanned the literature through a systematic literature search for detecting papers within 
the cybersecurity domain that discuss ethical issues in a relevant way. We did this for three 
different domains: health, business/finance and national security. We used validated Boolean 
search expressions as outlined in the appendix; the resulting papers were then evaluated by 
experts with respect to their relevance. The list of papers identified in that way was comple-
mented by snowballing (i.e., we checked which papers were cited by the identified papers and 
evaluated them as well with respect to expertise) and further expertise of the involved research-
ers. The result of this first step is a list of papers per domain that discuss ethical issues of cyber-
security. We used a common visualization tool (word clouds) such that the reader obtains an 
intuitive overview on the content of those lists. 
2. We split in three teams, one for each domain, to read each relevant paper in its entirety and to 
single out the ethical issues it describes. Those ethical issues were classified in broader groups 
and the frequency of those issue classes was calculated. The result of this second step is a list 
of issue classes weighted by the frequency if its appearance. 
3. We analysed the issue classes with respect to the values that were at stake. The result of this 
third step is a domain-specific characterization of values that are considered important in the 
ethics of cybersecurity discourse. 
The results obtained by this methodology are then discussed in order to obtain the following results: 
- The final lists of relevant papers for each domain are first characterized by quantitative means 
using some bibliometric metrics. We analysed the institutional background of the authors in-
cluding geographic origin and funding, the types of sources and papers, and the disciplinary 
attribution of the papers and those papers that cite them in order to characterize the infor-
mation flow across broader disciplinary categories (in terms of citations). We then analysed 
commonalities and differences between the tree domains. 
- We then provided a qualitative evaluation of the results of steps 2 (issue list) and 3 (value char-
acterization) in order to get a more fine-grained picture on how ethical issues of cybersecurity 
are discussed and to what extent this depends on the characteristics of the domain. 
- Finally, using the expert knowledge in ethics of the author team, we identified “blind spots” in 
the current ethics discourse. Those are either issues that are under-represented in certain do-
mains although it is plausible that they appear there as well, or values that do not show up as 
points of reference in the discourse, although there is reason to believe that they should play a 
role.  
 
1.3 Definition of Terms 
1.3.1 Cybersecurity 
The term “cybersecurity” is a very young term in the scientific literature. Both “Web of Science” and 
Scopus locate the first papers that explicitly use this term (in title, abstract or keywords) in 2002; 95% 
of all papers that explicitly contain this term have been published in the last 10 years (i.e., since 2007). 
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There is furthermore no fully agreed definition of “cybersecurity”. In 2008, the International Telecom-
munication Union (ITU) defined cybersecurity as the…  
“(…) collection of tools, policies, security concepts, security safeguards, guidelines, risk management ap-
proaches, actions, training, best practices, assurance and technologies that can be used to protect the 
cyber environment, organization and user’s assets. Organization and user’s assets include connected 
computing devices, personnel, infrastructure, applications, services, telecommunications systems, and 
the totality of transmitted and/or stored information in the cyber environment. Cybersecurity strives to 
ensure the attainment and maintenance of the security properties of the organization and user’s assets 
against relevant security risks in the cyber environment. The general security objectives comprise avail-
ability, integrity and confidentiality of systems and data, which may include authenticity and nonrepudi-
ation” (ITU 2008). 
The more popular definitions entailed in dictionaries put a much narrower focus either on the protec-
tion of data1 or computers2. However, the topics associated with this broad spectrum entailed in the 
ITU definition (and the dictionary definitions) are certainly much older and have been discusses for quite 
some time within computer science. We therefore used rather broad set of keywords for characterizing 
the cybersecurity domain (as explained in the Appendix). Nevertheless, also this broad keyword set 
yields – in quantitative terms – a clear emphasis of the publication activities in the last few years (Figure 
1). The time series also indicates some dynamics; i.e. we find a first local maximum in 2010 (we did not 
further analyse the reason for this phenomenon). 
 
 
Figure 1: Number of cybersecurity papers: Time series showing the publication dynamics of the general cyberse-
curity literature in absolute numbers (database: Scopus). The y-axis shows the absolute number of publications 
 
1.3.2 Ethical Issues 
Another key term in this White Paper is “ethical issue”. By this term, we denote any instance of a real 
world effect of a certain cybersecurity measure, policy, action etc. that has been described using an 
ethics terminology. By “describing” we mean that this instance has been regarded as a measure that 
                                                 
1 The Oxford Dictionaries defines ‘cybersecurity’ as: The state of being protected against the criminal or unauthorized use of 
electronic data, or the measures taken to achieve this; see http://www.oxforddictionaries.com/definition/english/cybersecu-
rity?q=cyber+security 
2 The Merriam Webster dictionary defines ‘cybersecurity’ as: Measures taken to protect a computer or computer system (as on 
the Internet) against unauthorized access or attack; see http://www.merriam-webster.com/dictionary/cybersecurity 
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either helps to enforce or protect an ethical value, norm or virtue, or that this instance is endangering 
or in conflict with an ethical value, norm or virtue. The notion of an “ethics terminology”, respectively 
“ethical” value, norm or virtue is not precisely defined in the literature. Referring to the huge literature 
body in moral philosophy and research in empirical ethics (see e.g., Christen et al. 2014 for an overview), 
people associate ethical values (norms, virtues, etc.) usually with something that claims to be universally 
valid and whereas its corresponding actions are judged as right or wrong (philosophical dimension of 
morality; setting aside moral relativism), that usually refers to the goals of a community, common inter-
est or the relationships among individuals (social dimension of morality), and that often refers to the 
collaboration, cooperation or communication between human beings or institutions (anthropological 
dimension of morality; see Christen et al. 2014b for details). In the following, we will use those charac-
teristics as “markers” for ethical issues. 
1.3.3 Values 
Yet another key term in this paper is “value”, that we take here as the standard point of reference with 
respect to an ethical orientation (i.e., we will not use the notion of “norm” or “virtue”, although some 
instantiations of what we call “value” in this white Paper can reasonably also be called a “norm” or in 
some cases even a “virtue”). In very general terms, we denote by ‘‘value” any term that individuals or 
institutions consider being a positive goal worthy of achievement. For example, profit is a positive ori-
entation in business and beauty is a positive one in art. Certainly, not all those positive orientations are 
ethical values – those would be values where we reasonably can assume that they are in line with the 
characterizations given in Section 1.3.2. The number of potential moral values is large (see e.g. the Study 
of Christen et al. 2016 that investigated 460 value terms). However, the number of values we consider 
important is manageable, but varies considerable when comparing the different perspectives analysed 
in the four White Papers (Table 1) and consists of the following:  
 
Values investigated in 
ethical research 
“European” Values Values investigated in 
empirical research 
Values referred to in the 
technical domain 
Autonomy 
Beneficence 
Dignity 
Equality 
Fairness 
Freedom 
Justice 
Privacy 
Responsibility 
Human dignity 
Freedom 
Democracy 
Equality 
Non-discrimination 
The rule of law 
Respect for human rights 
Pluralism 
Tolerance 
Justice 
Solidarity 
Protection of EU citizens 
Privacy 
Security 
Trust 
 
Suggested data protec-
tion goals: 
Availability 
Confidentiality 
Integrity 
Intervenability 
Transparency 
Unlinkability 
Privacy 
Fairness 
Autonomy 
 
Practical goals of cyberse-
curity technology: 
Availability 
Confidentiality 
Integrity 
 
Table 1: Different outline of the value landscapes that emerged in the four perspectives analyzed by the CANVAS 
White Papers: ethics (White Paper 1), law (White Paper 2; “European values”), empirical research (White Paper 
3) and cybersecurity technology (White Paper 4). 
The exact understanding of those values is subject of extensive philosophical debates (e.g., there is a 
rich literature on the notion of “autonomy”), and some authors would argue that certain values are 
entailed in other values or that some values are much closer connected to each other than others. Fur-
thermore, there is also evidence that people even in the same culture may understand values differently 
based on their professional background (Christen et al. 2014b). Therefore, it will be important to capture 
– at least to a certain degree – the differences in understanding of those values. 
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2. Results 
2.1 Health Domain 
2.1.1 The “moral character” of the Health Domain 
In Western culture, at least since the time of ancient Greece, there has been a great deal of thought 
given to the value of health for a successful life. It is not for nothing that the Hippocratic Oath still refers 
to the eponymous physician and philosopher, even though he lived almost 2500 years ago. Epicurus, 
who lived in the third century B. C., also gives us thoughts on the importance of health. This thinking 
continues to this day. It is probably no exaggeration that health, despite all the problems of a precise 
definition, enjoys high priority in all cultures. Therefore, in order to protect health, the WHO has formu-
lated the right to health as a central human right. 
If one agrees that health is an important, if not most important, value to human beings then a health 
care system that can provide effective and efficient help in case of medical problems also is most valu-
able. In this White Paper we will not discuss questions of justice with regard to health care and we will 
also not discuss the benefits and burdens or the moral justifications of the different ways to maintain 
and finance an effective and efficient health care system. However, such a health care system needs 
resources and providing these resources is becoming more difficult. As Nancy Lorenzi (2005: 2) puts it, 
currently “[a]lmost every major economy in the world experiences the effects of the high cost of health 
care, and many, if not most, national and regional governments are in some stage of healthcare reform.” 
In many, if not almost all, attempts to reform an existing health care system, the development and 
implementation of information and communication technology (ICT) to support the provision of health 
care services is a major part of those reforms. One of the main purposes of ICT systems in health care is 
the administration of information about patients and treatments that “[…] is a vital but complex com-
ponent in the modern health care system. At a minimum, health care providers need to know a patient’s 
identity and demographic characteristics, recent and distant medical history, current medications, al-
lergies and sensitivities, chronic conditions, contact information, and legal preferences.” (McClanahan 
2007: 69). But McClanahan (2007: 69) also stresses that “[t]he increased use of electronic medical rec-
ords has created a substantial tension between two desirable values: the increased quality and utility of 
patient medical records and the protection of the privacy of the information they contain”.  
Employing ICT in health care therefore creates new value conflicts or at least makes old conflicts and 
problems more visible or increases their urgency. At the same time, it has to be stressed that “[i]mprove-
ments in the health status of communities depend on effective public health and healthcare infrastruc-
tures. These infrastructures are increasingly electronic and tied to the Internet. Incorporating emerging 
technologies into the service of the community has become a required task for every public health 
leader.” (Ross 2003: v) In other words, stakeholders like patients, health care professionals, health care 
providers, or insurance companies as well as societies as a whole are confronted with competing or 
even contradicting aims with regard to the health care system, for instance: 
- increasing efficiency,  
- reducing costs 
- improving quality, and 
- keeping information secure. 
Simultaneously, the moral values mentioned above also shall be protected and supported, either as 
fundamental moral values in European societies and/or as moral values, which are constitutive for the 
relationship between patients on the one side and health care professionals on the other side. Such 
conflicts of aims and values raise moral concern since it has to be decided which aim and which value 
should be prioritized.  
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In fact, the situation is even more complicated because there are not only the above-mentioned con-
flicts, but also medically related conflicting goals and values. One example is the conflict between be-
neficence and autonomy: When ICT is used in the health sector, it shall be aimed at ensuring that pa-
tients themselves determine when which information is revealed to whom – password protection and 
encryption are common measures to maintain that aim. However, in emergencies, when patients are 
no longer able to make this decision, there is now a risk that important medical information will no 
longer be accessible. Moreover, it might be very helpful to widely share medically relevant patient in-
formation among health care professionals to improve the quality and efficiency of treatment. However, 
the goal of protecting patients' privacy and autonomy may be at odds with this aim. Additionally, as the 
literature search described below shows, in scholarly debates it is often mentioned that to provide cy-
bersecurity it might be necessary to compromise privacy. This raises particular concern, because it is 
obvious that both the protection of patients' privacy and the security of information systems and the 
patient data organized in them must be important objectives in health care. Without privacy, the confi-
dence necessary for medical treatment is jeopardized and without certainty that patient data will not 
be tampered with or stolen, the treatment itself is at risk.  
2.1.2 Summarizing the result of the literature search 
Based on the structured literature search of the UZH team, a list of 1361 results regarding ethics in 
cybersecurity and health was provided (see Appendix A.1 for details). The titles and abstracts of these 
results were evaluated. Criteria for exclusion were:  
- Papers written before 1996. 
- Papers written in a language other than English. 
- Papers which have no significant content-related relevance. 
After sorting out obviously irrelevant results, 108 findings remained and were examined in a further full-
text review. Finally, 36 papers could be classified as relevant. In the next step, we checked additional 
papers that are cited or mentioned in these findings. Within a two-round-snowballing-process, a further 
36 relevant papers were found. To complete the list, 3 papers were added based on the expertise of the 
group. This process yielded 75 papers that we estimate as being relevant for ethics in cybersecurity 
regarding health. Notably, these include technically oriented papers with the focus on architecture and 
design of technologies, overviews about ethical issues that may accompany these, and guidelines about 
how to deal with them. 
The findings of the literature reflect the importance of specific ethical issues related to data and infor-
mation technology that are quite widely discussed in the biomedical ethics community. It becomes ap-
parent that in this context, it is not necessarily completely new, but rather well-known ethical issues 
and values which play a role.  
The results show that only a few texts refer directly and explicitly to ethical issues and values related to 
cybersecurity and health. Most of the texts touch on such questions only indirectly. It should be noted 
that the topics described in more detail below are certainly also discussed in numerous other papers, 
which are not listed here due to our focus and method. 
In order to provide a first overview on the ethical issues that were discussed in the final list of papers, 
we generated a word-cloud3 that displays the frequencies of terms related to the issues. 
 
                                                 
3 For creating the word cloud, all papers were characterized with a standardized set of keywords. The image has been created 
using the word cloud generator made available by https://www.jasondavies.com/wordcloud/ with a rectangular shape and a 
linear (n) scale and 6 different orientations. 
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Figure 2:  Word cloud of issues identified in the final list of ethics papers of the health domain. 
 
The majority of those papers discuss health related electronic information, more precisely the storage, 
exchange and usage of patients’ (big) data.  
 Above all, that requires electronic information databases such as Electronic Healthcare Records 
(EHR), which are increasingly implemented in health facilities. The major advantage of these 
records, besides cost efficiency, is the fast and uncomplicated exchange of health related data 
between organizations (i.e. van der Linden et al. 2009; McGraw et al. 2009; Laur 2015). The 
employment of electronic information is diverse: It plays, for example, an important role in the 
emergency department (Ayatollahi et al. 2009) or is used in connection with maternal and child 
health registries (Myhre et al. 2016). Furthermore, electronic health information has a seem-
ingly big impact on counselling and psychological therapy (Barros-Bailey & Saunders 2010; Allen 
& Roberts 2011; Kotsopoulou et al. 2015). The use of electronic data is changing the relationship 
of patients and health professionals (Kluge 2011). Many papers address security and privacy 
problems regarding EHR (i.a. Barrows & Clayton 1996; Dong et al. 2011; Ozair et al. 2015; Rahim 
et al. 2013; Stahl et al. 2014). In those papers, different approaches of how to deal with security 
and privacy could be identified: particularly, that includes technical solutions (e.g. biometric 
authentication (Rodriguez & Santos 2013), secure systems (Xiao et al. 2008)) and ethical guide-
lines (Buckovich et al. 1999; de Abajo et al. 2007; The Academy of Medical Sciences 2006).  
 Another form of relevant health related data is genomic data. This covers whole genome se-
quencing (Gutmann et al. 2012), large-scale genetic data sets (Wjst 2010) and human biobanks 
(Cambon-Thomsen et al. 2007). Two use cases of genomic data become especially apparent:  
- First, personal genome testing (Bunnik et al. 2011), which can be used for insurance 
and employment (Godard et al. 2003); the best-known example of a broad databank of 
personal genome testing data is the deCODE genetics database project in Iceland (Ár-
nason 2004).  
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- Second, the use of genomic data for research (Docherty & Lone 2015) under particular 
consideration of different ethical values (Caulfield et al. 2008; Hoedemaekers et al. 
2007; Lowrance 2006; Peddicord 2010; Vayena et al. 2016; World Medical Association 
2013).  
 Geographic information (Olvingson et al. 2003) and geospatial data (Lane & Schur 2010) play 
also a role for the health domain. 
 Biomedical data collected via apps, provided by individuals themselves (Vayena et al. 2016) 
Some of the papers discuss explicitly the security of different technologies that are relevant for health 
and healthcare. 
 Technologies used in telemedicine are mentioned (Kaplan & Litewka 2008) as well as the poten-
tial for life improvement (Devillier 2016) and the importance of their users’ acceptance (Saigí-
Rubió et al. 2016; Tieu et al. 2015).  
 Design and architecture of technologies for home care and for support of an independent life at 
home, so-called Ambient Assisted Living (AAL) systems are also discussed (Ikonen & Kaasinen 
2009; Rothenspieler et al. 2011; Spitalewsky et al. 2013). 
 Other papers focus on mobile applications such as personal health apps (e.g. Project HealthDe-
sign, Olmsted et al. 2015) and apps for self-tracking one’s own body function and behaviour 
(e.g. sexual and reproductive activities, Lupton 2015). 
 The design of implantable medical devices entail challenges, too: On the one hand, devices, e.g. 
brain-computer interface technologies (BCIs) (Ienca & Haselager 2016) have to be protected 
(Camara et al. 2015), on the other hand they have to remain available for everyone (i.e. Altawi 
& Youseff 2016).  
Moreover, it becomes apparent that vulnerable groups and those with special needs must be taken into 
particular consideration. 
 Due to the ‘digital divide’, people who have little or no experience with the application of elec-
tronic or digital technologies can face disadvantages regarding health related services (Chang 
et al. 2004).  
 This also applies to people with limited health literacy (e.g. in case of use of online portals, Tieu 
et al. 2015). 
 The literature shows that particularly the elderly form a group with special needs and interests 
which could present a barrier by the adoption of health related technologies (Devillier 2016; 
Young et al. 2014).  
 People with dementia, Alzheimer’s, or other cognitive handicaps present a special case (i.e. 
Batchelor et al. 2012). 
2.1.3 Outlining the identified ethical issues  
Based on the literature found, a list of ethical issues regarding cybersecurity in the health domain could 
be revealed as follows. 
26 papers address technical security issues in a health context, both in general (i.a. Chow-White et al. 
2015; Kaplan & Litewka 2008; Rothenspieler et al. 2011; The Academy of Medical Sciences 2006) as well 
as specific problems. These include: 
- difficulties with storage & communication of data (Dong et al. 2012; Kotsopoulou et al. 2015), 
- difficulties concerning reliability (Ikonen & Kaasinen 2008; Ozair et al. 2015; Spitalewsky et al. 
2013), 
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- difficulties regarding usability (Kaplan & Litewka 2008; Spitalewsky et al. 2013; Young et al. 
2014), 
- open access (Greenbaum et al. 2011; McCormack et al. 2016), and especially 
- the risk of hacking and other forms of attacks (Motti & Caine 2015; Mulligan & Schneider 2011; 
Tieu et al. 2015; Yang 2016), which could directly affect the physical and psychological safety of 
affected individuals (Camara et al. 2015; Ienca & Haselager 2016). 
Security issues, among other factors, could lead to another crucial issue that was mentioned in 28 pa-
pers: the loss of control.  
- This regards firstly the concerns regarding access control, which comprises everything from an 
unclear data access authorization (Dong et al. 2012; Stahl et al. 2014) over lacking some control 
(Ikonen & Kaasinen 2008; Motti & Caine 2015; Olmsted et al. 2015; Olvingson et al. 2003) to a 
complete loss of control with regard to personal information (Barrows & Clayton 1996; Caulfield 
et al. 2008).  
- The consequence could be unauthorized access by others (Buckovich et al. 1999; Greenbaum 
et al. 2011; Myhre et al. 2016), e.g. in a professional medical context (Ayatollahi et al. 2009; 
Caldicott & Manning 2013; McGraw et al. 2009; van Allen & Roberts 2011; Wallace 2015; Wang 
et al. 2013; Xiao et al. 2008). 
- The other type is the loss of control over one’s own data (Barrows & Clayton 1996; Caulfield et 
al. 2003; Mascalzoni et al. 2015). This is noticeable regarding a lack of possibilities to manage 
one’s own data (Bourret & Pestana 2015; Thilakanathan et al. 2016), a lack of control over the 
concrete use of the data (Greenbaum et al. 2011; Ienca & Haselager 2016; Rodrigues & Santos 
2013; Vayena et al. 2016) and, in the worst case, the risk of losing ownership of one’s own data 
(Kluge 2011). This loss can be a risk to the empowerment of the patients (Bourret & Pestana 
2015; Spriggs et al. 2012).  
The less security and control one has over one’s own data, the more urgent the ethical issue of misuse 
of data becomes, as discussed on different levels in 41 papers. 
- A form of misuse is unauthorized modification (Barrows & Clayton 1996; Stahl et al. 2014; Wang 
et al. 2013), manipulation (Kaplan & Litewka 2008; Kluge 2011), or sabotage of data (Williams 
2008).  
- Furthermore, data theft (i. a. Buckovich et al. 1999; Myhre et al. 2016; Ozair et al. 2015; Thil-
akanathan et al. 2016) and thus identity theft (Peddicord et al. 2010; Rodrigues & Santos 2013; 
Rothenspieler et al. 2011) are crucial issues.  
- However, the most important risks of misuse of data are the disclosure of information (men-
tioned by 32 papers, i. a. Abbas & Kahn 2014; McGraw et al. 2009; Wjst 2010) and a possible 
identification via the data (mentioned by 14 papers, i. a. Chow-White et al. 2015; Lane & Schur 
2010; The Academy of Medical Sciences 2006), which may increase the risk of surveillance (Mul-
ligan & Schneider 2011; Ozair et al. 2015; Rothenspieler et al. 2011). 
The stated issues seem to have at least some effect on confidentiality; 21 papers outline confidentiality 
& trust issues. 
- On one hand, there is a lack in confidentiality related to technologies (Rahim et al. 2013; Saigí-
Rubió et al. 2016) and security systems (Olvingson et al. 2003; Tieu et al. 2015).  
- On the other hand, the trust in professionals and medical staff is also an issue (Ayatollahi et al. 
2009; Visvanathan et al. 2011; Williams 2008); confidentiality seems to be crucial (Caldicott & 
Manning 2013; France 1998; Wallace 2013), especially in counselling settings (Barros-Bailey & 
Saunders 2010; Kotsopoulou et al. 2015; van Allen / Roberts 2011).  
- Due to the use of technologies and electronic data in the context of health, the relationship 
between professionals and patients is about to change (Kaplan & Litewka 2008; Visvanathan 
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2011; Williams 2008; Yang 2016), which stresses the role of trust within that relationship even 
more (Kluge 2011).  
- Moreover, trust in medical research, esp. genome testing, is lacking (Bunnik et al. 2011; de Abajo 
et al. 2007; Lowrance 2006).  
- Another notable point is the issue of trusting (quantified) data without questioning the validity 
(Godard et al. 2003), which could lead to psychological harm (Bunnik et al. 2011). 
It becomes apparent that consent problems also play an important role in cybersecurity and health; 30 
papers address this issue, mostly with regard to genomic data. 
- The problem regarding a general (Greenbaum et al. 2011) or presumed consent (Caulfield et al. 
2003) is based on the uncertain use.  
- While informed consent relates to a specific use (Ikonen & Kaasinen 2008), it does not include 
the further use of samples (Cambon-Thomsen et al. 2007; Chow-White et al. 2015; Spriggs et 
al. 2012; Vayena et al. 2016).  
- Unauthorized use of data is in ongoing processes, e.g. clinical and research trials, is almost in-
evitable (Ienca & Haselager 2016; Mascalzoni et al. 2015; McCormack et al. 2013). The future 
use of data is unpredictable for individuals (Árnason 2004; Caulfield et al. 2008; also for non-
medical use e.g. for insurance or employment purposes: Godard et al. 2003), and it is difficult 
(if not, due to anonymous donations, impossible) to re-contact the donor of the information in 
every new case of use (U.K. Biobank 2007). The lack of possibilities to establish contact is also 
evident in the case of unintentional findings or findings, which should be communicated to the 
persons concerned if necessary. (Bunnik et al. 2011).  
- Besides the organizational difficulties, there are also problems due to a lack of capacity to give 
informed consent (Batchelor et al. 2012). That includes children (Hens et al. 2011) and people 
with cognitive deficiencies like Alzheimer (Devillier 2016).  
- Moreover, the characteristics of genetic data provides information about relatives and (yet un-
born) descendants of the original donor without their consent (Caulfield et al. 2008; Godard et 
al. 2003; Wright et al. 2013).  
- It is generally possible to (re-)identify people (e.g. their health status, relationship link, disposi-
tions) based on genetic information (i.a. Docherty & Lone 2015; Lowrance 2006; Vayena et al. 
2016; Wright et al. 2013) and to commercialize this knowledge (Cambon-Thomsen et al. 2007; 
Lupton 2015). 
These issues, among others, could indirectly bring harm to vulnerable groups, a risk which is addressed 
in 19 papers.  
- It is possible to monitor health related behaviour through collected electronic information and 
therefore, would be possible to punish unhealthy lifestyle choices (Spriggs et al. 2012).  
- However, concrete behaviour is not the only possible factor leading to disadvantages: People 
could have a disadvantage due to a limited health literacy (Tieu et al. 2015) or due to lack of 
knowledge about technology use (‘digital divide’: Chang et al. 2004).  
- The information about current or potential health issues can also lead to unfair treatment (Go-
dard et al. 2003; (McGraw et al. 2009).  
- Stigmatization, discrimination and exclusion of vulnerable groups based on genetic data (i. a. 
Bunnik et al. 2011; Mascalzoni et al. 2015; McCormack et al. 2016), is imaginable, e.g. of specific 
ethnic groups (de Vries et al. 2012).  
- In order to make sure that everyone has access (Ikonen & Kaasinen 2008; Olmsted et al. 2015), 
it is crucial to consider the special characteristics and needs of individuals and groups when 
implementing technology in health related settings (World Medical Association 2013; e.g. de-
mentia: Batchelor et al. 2012). 
When considering different ethical issues regarding cybersecurity and health, two major conflict sets 
become apparent. 
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1) First, the competing interests of the individuals concerned: The request for guaranteed privacy 
and security by using technical devices and electronic data contradicts with beneficence (Yang 
2016); health information has to be accessible, e.g. in order for health professionals to take care 
of individuals in the right way (Barrows & Clayton 1996; Buckovich et al. 1999). The identifica-
tion of a person (and their specific needs) facilitates the promises of health related technologies 
such as individual, fast, self-determined and comfortable treatment of patients (Laur 2015; 
Motti & Caine 2015). This, however, is not in line with a privacy-enabling, secure system (Kaplan 
& Litewka 2008). Confidentiality of patient’s data can also contradict with the necessary access, 
esp. in emergencies (Ayatollahi et al. 2009; Lane & Schur 2010; Rock & Congress 1999). This 
dualism of privacy, security and confidentiality on one side, and transparency, accessibility and 
accountability on the other side (Wynia et al. 2011) is a main unsolved issue regarding health 
and cybersecurity. 
2) The second major issue is the conflict between individual and public interests. While individuals, 
as already stated, show great interest in security, privacy and confidentiality of data, health 
organizations aim to reduce costs and make patients’ treatment more efficient and thus, more 
useful – not just on the individual level, but for the public as a whole (Mascalzoni et al. 2015; 
Saigí-Rubió et al. 2016). That also includes the importance of accessible health data for signifi-
cant information about the public health status: the collection and sharing of as much health 
related data as possible could be used to find new information about diseases and possible 
treatments (Olvingson et al. 2003; Vayena et al. 2016). Genomic research is especially seen as 
a promising approach to bring about progress in public health (Caulfield et al. 2008); it could 
even be argued that participating in biobanks is an act of solidarity (Hens / Lévesque / Dierickx 
2011; Hoedemaekers et al. 2007). However, public use of health information is in conflict with 
individuals’ privacy (Caldicott & Manning 2013; de Abajo et al. 2007; Lowrance, 2006) and, not 
any less, autonomy (Hoedemaekers et al. 2007). The dualism of private and public interest is an 
ongoing issue that has to be taken under consideration when dealing with cybersecurity and 
health (Mulligan & Schneider 2011). 
2.1.4 Domain-specific value characterization  
As can be seen above, the papers address, directly or indirectly, different ethical values regarding cy-
bersecurity and health. It becomes obvious that some values are considered unambiguously as relevant. 
Again, for providing an overview on the ethical values that were present in the final list of papers, we 
generated a word cloud using the same methodology as in Figure 2. This overview outlines a still strong 
presence of “classic” values attributed to cybersecurity such as privacy and confidentiality (Fig. 3).  
In the following, we provide a more specific description on how the values are understood in the health 
domain. We provide pairs of values that are usually coupled, which is denoted by “↔”: 
- Non-Maleficence/Beneficence ↔ Safety: An important set of ethical values regarding health 
and cybersecurity relate to the physical and psychological safety of the individual: Physical and 
psychological integrity of each person has to be remained and must not be violated by the (di-
rect and indirect) use of technologies. That includes non-maleficence: the protection of any 
harm for individuals and groups, particularly in consideration of their vulnerabilities. On the 
contrary, the use of technologies in health related fields should pursue the idea of beneficence, 
i.e. become active to improve the health situation both for individuals as well as for the public 
in general. That aim is also discussed under the term solidarity. 
- Privacy ↔ Security: These two values play an important role with everything related to cyber-
security. The security of hardware, software and collected data (partly under the term data or 
information safety) has to be protected against any threats and unauthorized use. Security is 
thus an essential part of enabling privacy. That contains protection of data, control of access 
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and sovereignty for data subjects: the final decision over data must be up with the person con-
cerned. An important factor is the right to anonymity. 
 
Figure 3: Word cloud of values identified in the final list of ethics papers of the health domain. 
 
- Trust ↔ Confidentiality: A value often associated with security in health is confidentiality. That 
means that the devices, systems, and collected data must be confidential for all involved parties 
(e.g. patients, nurses, doctors, medical administration). The confidentiality of systems used has 
a direct impact on trust between patients and health professionals and health care providers. 
Due to the increasing use of ICTs, particularly the interaction between patients and doctors 
does not longer takes place only face-to-face. The rigid assignment of social and professional 
roles vanishes, not least because more and more stakeholders have access to patients’ own 
data. However, maintaining a confidential relationship is an important task. 
- Autonomy ↔ Consent:  Consent of individuals is a fundamental value in health related fields, 
especially with regard to any use of their data. Due to the unpredictable future use of data, the 
focus is on informed consent: Everyone should, if required, be informed about exactly what the 
data is used for and what information is generated from it. Furthermore, it should be possible 
to change, copy, withhold or delete data at any time. Decision-making authority is an essential 
prerequisite for autonomy: The individual must be able to determine his or her own interests 
independently. An important aim of autonomous determination is the empowerment of the 
patient. 
- Equality ↔ Accessibility: Since health is an issue for all people, accessibility is indispensable. 
This means that access to healthcare must be made possible in all ways, including through new 
technologies. No one shall be excluded for health, cognitive, social or other reasons. Rather, an 
improved inclusion, especially of vulnerable groups, should also be aimed at. Equality should be 
guaranteed; among other things that means that use of technology must not lead to unequal 
treatment, but compensate it. Discrimination has to be prevented. 
- Fairness ↔ Justice: This leads directly to the value of fairness: fair treatment of all stakeholders 
involved, with special attention to disadvantaged groups. In this context, the value of justice is 
often mentioned. Technology in general and ICT in particular shall be designed and employed 
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to maintain and strengthen social justice in the field of healthcare. To obtain cybersecurity, not 
only with regard to healthcare, often implies to face increased costs of technology. These costs 
must not be an additional burden for already economically disadvantaged persons and social 
groups. 
 
2.2 Business Domain 
2.2.1 The “moral character” of the Business Domain 
Businesses interact in cyberspace on a daily basis enabling them to store, process and analyse infor-
mation such that they can quickly adapt to the rapidly changing business environment. Securing cyber-
space, or cybersecurity, involves three things: protecting the technology that enables cyber interactions 
(software and hardware); protecting the valuable information held within the technology (data); and 
protecting the user who engages with the technology. Striking a balance in securing data security and 
protecting privacy appears to be a lengthy, convoluted task and has created an entirely new species of 
ethical issues for stakeholders (e.g. employers, employees, hacker, clients and consumers). Ethical is-
sues are oftentimes context relative (depending on the technology, its function and how it is used) and 
can affect a number of different industries. With this in mind, the aim of this section is to illustrate that 
ethical issues can arise when using various technologies and cybersecurity measures within the business 
domain. 
Information communication technology (ICT) has the potential to increase efficiency, reduce opera-
tional costs, increase quality of service and keep information secure. However, keeping data secure can 
be problematic. Data can include anything from personal information to business assets, trade secrets 
and intellectual property. Protection is required from outsider attacks (for example, from hacktivists) 
and from insider attacks (for example, from an employee). The literature identified has revealed some 
thematic issues that arise in attempting to secure cyberspace in business. Information security and data 
security dominate the discussion where issues such as protection, responsibility, privacy, ownership, 
accesibility, availability, control. monitoring, surveillance, trust, threats, risks, offhosring and outsourc-
ing and usability are all mentioned. Other problems in cybersecurity were identified specifically in e-
banking and cloud computing as these areas have a higher risk of attack due to the provided. The main 
issue in e-banking related to protection whereas literature regarding cloud computing was much 
broader as it included problem areas related to trust, confidentiality, availability and integrity, account-
ability, responsibility, control and ownership. Cybersecurity problems appear to arise in literature relat-
ing to the usefulness of codes of ethics, hacker ethics and social networking sites use of personal infor-
mation.  
A reoccurring theme throughout the literature was breaches in cybersecurity as a result of unauthorised 
access to personal of valuable information. This perpetuated various discussions in respect of confiden-
tiality, consent, autonomy, fairness and justice. A loss of control of information, data leakages, computer 
abuses and the secondary use of data were also addressed. The literature indicates that these issues 
affect a number of ethical values such as trust, justice, freedom, fairness, consent, respect, integrity, 
autonomy, anonymity, self-determination, dignity, well-being and honesty. Security technology in the 
cybershpere thus appears to be value laden as its use for security purposes within the business domain 
affects both individual values and business values wherein benefits and harms can be caused to each 
party. A number of conflicts between individual value systems and business values arise as different 
stakeholders place certain emphasis on particular values. For example, a business may endeavour to 
respect the value of privacy, but pays more head to increasing business security. In such cases, the 
business may choose to utilise surveillance measures in the workplace to monitor employees ICT inter-
actions. Herein, the value of security for the business takes precedence over the value of privacy and 
may be argued to infringe on the employee's privacy. A second example of a stakeholder conflict is 
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where a businesses chooses by its violation to outsource IT services and adopt cloud computing tech-
nology to reduce cost, and increase operability. The benefits for the business are clear however there 
is a cost of engaging with cloud services which is an increase in security risks. Risks include data 
breaches, misuse of data by a third party, a data leakage, data loss and thus a loss of ownership and an 
indefinite life of data in unknown locations increasing the risk of exposure to malicious attack.   
It has been argued that maintaining computer security may be morally necessary to protect correlated 
rights and interests such as privacy, property and freedom (Brey 2007). Similarly, it has been argued 
that computer security can also work to undermine rights and harm basic ethical values such as auton-
omy, respect, dignity and integrity (Brey 2007). Kowalski gives four reasons why ethics needs to appear 
in computer security: 1) ethics will widen the control gap in commercial information systems including 
technological gap, socio-technical gap and social gap. The technological gap is between what the reality 
and expectations of the capabilities of security enforcing functions. The socio-technical gap is the incon-
sistency between socially expected norms and computer security policies. The social gap refers to indi-
viduals not acting according to expected social norms; 2) ethics may be the common language for spe-
cialists in different areas; 3) current systems are so large that there are no implicit control structures 
that are built on the framework of ethical principles; and 4) there is the need for a top-down approach 
– such as adding non-technical layers (such as to existing security policies in order to reach agreements 
between users and systems) (Leiwo & Heikkuri 1998).  
Leiwo & Heikkuri (1998) suggest merging information security ethics and common computer ethics and 
addressing four major topics: privacy, accuracy, property and accessibility within which security, ac-
countability, control, ownership, and rights to information are intertwined. Some research suggests that 
highlighting the importance of both micro-ethics (right choices made by individuals) and macro-ethics 
(right choices made by groups, societies and organisations) will provide computer science and engineer-
ing college students with the tools they need in order to make ethically prudent decisions (Dodig Crn-
kovic 2017). Leadership style and incentive provided to employees can directly affect whether employ-
ees embrace a more formalistic or utilitarian viewpoint in their work (Lowry et al. 2014). Within a busi-
ness, efforts should be made to focus training on ethical decision-making process to recognise the im-
portance of IT ethical abuse, judging something wrong, feeling an obligation to do something and then 
doing something about the violation. D’Arcy & Hovav (2009) argue that businesses create specialised 
security programs for those workers who spend more working days outside the office to combat the 
deindividuation problem. They argue that this will aid employees understanding that organisational se-
curity measures apply equally whether in or out of the physical boundaries of the office. 
2.2.2 Summarizing the result of the literature search 
Our methodology had a two-pronged approach, which involved technical searches and a systematic 
manual selection process (see Appendix A.1 for details). The technical searches gave rise to 1450 po-
tentially relevant articles relating to ethics, cybersecurity and business. After an abstract and title re-
view, 271 papers proved to have any significant relevance to the topic of discussion. After a full paper 
review of the 271 papers, 26 relevant references were discovered (with 1 paper of relevance which was 
uncovered from the healthcare domains technical and systematic searches). 24 papers were snowballed 
from the relevant papers. After a full paper review, 6 papers proved to be relevant to ethics and cyber-
security and business. Expert searches revealed 3 additional relevant sources. The total number of rel-
evant papers is 33. 
Again, we use a word cloud (Fig. 4) for providing a first overview on the ethical issues that were discussed 
in the final list of papers (see footnote 2 for details). In the following, we outline in some more detail, 
which ethical issues have been identified in the final list of papers. Those issues will be discussed in more 
detail in the next section: 
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Figure 5: Word cloud of issues identified in the final list of ethics papers of the business domain. 
 
The majority of papers used relate to data security and information security.  
 9 papers focus on issues relating to protecting data: Leiwo & Heikkuri, 1998; Conger et al, 2013; 
De Veiga, 2016; Simshaw & Wu, 2015; Gunarto, 2014; Brey, 2007; Posey et al, 2011; D’Arcy & 
Hovav, 2007; Taddeo, 2013; Matwynsyn, 2010.  
 3 papers focus on with whom does the responsibility lie to protect data information be it the 
data owner’s responsibility, businesses’ responsibility or society as a whole: Leiwo & Heikkuri, 
1998; Matwynsyn, 2010; McReynolds, 2015.  
 1 paper discussed security issues relating to responsibility, trust and the ownership of data along 
with issues such as managing access to data and providing constant availability of data: Leiwo 
& Heikkuri.  
 5 papers outline potential threats to data security:  Leiwo & Heikkuri, 1998; Matwynsyn, 2010; 
Bonner & O’Higgins, 2010; Gattiker & Kelley,1999; McReynolds, 2015.  
 4 papers address privacy issues in relation to data security: Conger et al, 2013; Rifaut et al, 2015; 
Walters, 2001; Gunarto, 2014. 
 1 paper discusses issues which emerge from outsourcing and offshoring data: (Robertson et al, 
2010). 
 2 papers focus on the control of data flow and monitoring employees in the workplace via sur-
veillance techniques: Posey et al, 2011; D’Arcy & Hovav, 2007.  
The second most popular issue discussed in the literature relates to the security issues in cloud compu-
ting. Cloud computing security issues generally relate to data and information security but are explicitly 
separated in this analysis as cloud services exposes information and data to new threats.  
 5 papers focus on issues relation to protecting information held in the cloud: Pearson, 2013; 
Bennasar et al, 2015; Alouane, 2015; Kouatli, 2016; Pieters, 2011. 
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 3 papers address privacy issues that may arise in the cloud: Pearson, 2013; Alone, 2015.  
 4 papers discuss trust issues in the cloud: Pearson, 2013; Alone, 2015, Pieters, 2011.  
 1 paper discusses confidentiality issues in the cloud: Alouane, 2015. 
 2 papers mentioned security issues relating to accessibility to information stored in the cloud 
and the indefinite life the cloud gives that information: Bennasar et al, 2015; Alouane, 2015. 
 1 paper addresses the issue of maintaining data integrity in the cloud: Bennasar et al, 2015 
 3 papers address responsibility (Alouane, 2015), control (Alouane, 2015, Pieters, 2011) and ac-
countability (Alouane, 2015; Kouatli, 2016) in the cloud.   
 2 papers focus on mobility in respect of the use of mobile devices and the security risks associ-
ated with using cloud services for both personal and professional purposes (Kouatli, 2016; Pie-
ters, 2011).  
 1 paper distinguishes between security related issues in the cloud and outsourcing and offshor-
ing security issues (Pieters, 2011).  
Some papers mentioned in the literature pertain to the Usefulness of Ethical codes:  
 3 papers deliberate over the protection that ethical codes bring to a business in respect of cy-
bersecurity: Dodig-Crnkovic, 2004; Harrington,  1996;  Matwynsyn, 2010. 
 2 papers write about the responsibility of businesses and IT professionals have in relation to 
compiling useful ethical codes of conduct and implementing them in practice: Shakib & Layton, 
2014; Matwynsyn, 2010. 
A couple of papers discussed Hacker Ethics: 
 2 papers consider the motivations and intentions of hackers and how Hacker Ethics differs from 
Information Security Ethics: Leiwo & Heikkuri, 1998; Brey, 2007. 
Other papers deliberate over security issues that arise in the E-banking sector:  
 2 papers talk through how best to protect E-banking services: Abreu et al 2015 and  2016; Ven-
katraman, 2008. 
And other papers focus on security issues in social networking and information sharing:  
 1 paper juxtaposes the interoperability capabilities of social networking sites and the benefits 
these services offer to consumers, against issues of transparency in respect of consumer’s data 
being used for unknown secondary uses: Salman et al, 2013. 
 1 paper highlights the risks and benefits associated with information sharing contrasting them 
with issues of consumer autonomy, freedom, self-determination and informed consent: Bodle, 
2011).  
2.2.3 Outlining the identified ethical issues  
The moral character of cybersecurity involves protecting data information from harm. We address re-
occurring ethical issues in order of which the arise in the literature; i.e., the most frequently occurring 
topic is discussed first and so on. We firstly address the issue of data/information (used interchangeably) 
security in which we address the most discussed ethical issues such as protection of information, pri-
vacy, threats, insider attacks, trust and so forth. We separately discuss ethical issues that arise in cloud 
computing mentioning the security risks and benefits associated with adopting to the cloud. The use-
fulness of ethical codes appeared in a number of resources and their application in managing cyberse-
curity in business is addressed. Hacker ethics and the rationale behind self-identified hackers is then 
discussed closely followed by cybersecurity issues in e-banking. Lastly, we discuss some literature that 
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focused on the responsibility of corporations to protect personal data from security breaches highlight-
ing the lack of consumer transparency as to how their personal information is used, mined, analysed 
and collected by businesses and their third party partners. This literature specifically referred to interop-
erability applications used by social networking sites which we briefly discuss from an information and 
data security perspective.  
Data & Information Security: Information security raises ethical problems when security breaches occur. 
Security breaches in business can involve a breach to security resources or information security. Re-
sources such as hardware or software can be damaged or corrupted causing a loss of service, time and 
money for a business. When information security is breached, this can cause an economic loss for a 
business but in cases where data is lost, stolen or modified that contains personal, cultural or social 
value this can cause psychological or emotional harm for the client and consumer (Brey 2007). An infor-
mation security breach may be more detrimental for one business than another. For example, a law 
firm contains highly valuable data including corporate records, personal information relating to clients, 
intellectual property and trade secrets thus substantiating a duty on lawyers to use reasonable and 
adequate cybersecurity measures to prevent unauthorised access to client data as an information 
breach may threaten the very survival of the firm (Simshaw & Wu 2015). 
As securing private information is a core aspect of cybersecurity, privacy is valuable to the business and 
consumer. Privacy protects individuals from external threats such as defamation, harassment, manipu-
lation, blackmail, theft, subordination and exclusion (Brey 2007). Walters (2001) argues that a threat to 
privacy is a threat to personal integrity. Definitions of privacy in respect of cybersecurity range from 
privacy being a fundamental human right (Dean et al. 2016), to a necessary condition for autonomy 
(Brey 2007), to an articulation of the core value of security which is meant to protect people from all 
kinds of harm done by others (Brey 2007). In respect of security of private and personal information, 
Schoeman states: “A person has privacy to the extent that others have limited access to information 
about him, limited access to the intimacies of his life, or limited access to his thoughts or his body” (cited 
in Brey 2007). This suggests that protecting the privacy of an individual in the cybersphere encompasses 
securing the processing of personal information, including technologies that may observe and interfere 
with human behaviours and relations and their body and their personal belongings (Brey 2007). 
Sharing Personal Information: It could be argued that businesses who benefit from processing, storing 
and analysing personal information have an ethical obligation to adequately secure their data. For ex-
ample, businesses that utilise and benefit from data mining techniques (a tool that enables a company 
to analyse an individuals’ behaviour and uncover patterns and information not previously known which 
may be considered confidential or private; Simshaw & Wu 2015: 33) include financial services, consumer 
products, manufacturing, the pharmaceutical industry, technology/services, retail, telecommunica-
tions, energy, and transportation (Dean et al. 2016). Furthermore, businesses that couple data mining 
technologies with Open Application Programming Interfaces (API), such as social networking sites, may 
too have an ethical obligation to provide adequate security measures to protect valuable data as such 
techniques have been said to have “unforeseen ethical consequences” (Gattiker & Kelley 1999: 223). 
For example, the social networking giant Facebook uses both aforementioned tools enabling its users 
to navigate from site-to-site and comment, cross-post, “Like”, and recommend something to another 
member, while Facebook tracks, traces and disseminates the members personal information (including 
“name, profile picture, gender, networks, user ID (UID), list of friends…”) with articulated networks and 
with third-party sites and services (Bodle 2011). Bodle (2011: 321)argues that there is a lack of trans-
parency and a loss of control for users as they are unaware as to what information is being collected, 
and how this information is being used, inevitably undermining privacy, data security, contextual integ-
rity, user autonomy and freedom. Other tools include Facebook’s Open stream (which allows outsiders 
to access a user’s entire Facebook real-time activity stream) and Instant Personalisation Pilot Program 
(which allows third party access to members’ data from which third parties can tailor content to the 
user’s tastes respectively). These tools require enhanced security such as authentication preventing an-
onymity and inhibiting free movement online (Bodle 2011). Biletzk’s makes the argument that the very 
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concept of “security, whether on line or not, is a rhetorical instrument in the hands of interested par-
ties…” (Taddeo 2013). Bodle (2011) acknowledges that soliciting members data flows increases data 
portability and tailoring personalised content is drawn from information emanated from the individual 
themselves, however he makes the argument that the extensions of these techniques are used at the 
expense of user autonomy. Bodle further notes that members lack of awareness inhibits individuals’ 
ability to make informed decisions thus relinquishing self-determination and suggests a more human-
centric business approach based on values and principles including transparency, privacy, security, au-
tonomy, and user control as alternatives to various forms of market enclosure. Nissenbaum suggests 
ethical or value-sensitive approaches to social network design (Bodle 2011: 334). From a utility perspec-
tive, one can weigh up the benefits and cost of these business tools and their security. For example, 
technologies enable society to benefit from online social engagement via increased interoperability be-
tween businesses and individuals, but the price of engagement is paid by the individual who is encour-
aged to completely surrender their personal privacy on the internet; as the core principle of security is 
privacy, one could question whether the engagement benefits are greater than the potential harm 
(Shakib & Layton 2014).  
Control of Information: As security must protect the purpose of data processing and the actual data 
processing (Rifaut et al. 2015), some argue that failing to strike a balance between the two affords cy-
bersecurity the potential to promote or inhibit the safety, security, privacy and civil liberties of individ-
uals and organisations (Da Veiga 2016). One purpose of data mining can be to stereotype whole cate-
gories of individuals (Brey 2007). Conger et al. (2013) argue that ethical conflict arises when the individ-
ual has not given informed consent for this type of analysis of their private data whether it takes place 
before, during or after a transaction is complete. Whether informed consent is obtained for data to be 
shared with third party partners should be raised, as the individual may be unaware that once shared 
the personal data is no longer controlled by its first and second party donors. Dean, Payne & Landry 
(2016) analyse data mining from the Golden Rule’s perspective – one should do unto others as he would 
have others do unto him – and suggest that data miners ought to consider three moral requirements: 
1) that the actor treat all acted upon equally and in like manner to action he would accept, 2) that the 
person acted upon be regarded as inherently valuable and not just as a tool to attain the actor’s own 
ends, and 3) that freedom of the person acted upon be respected. In doing so, the first looks at how 
information is collected, stored online and/or shared with others, the second considers how the collec-
tion or use of data benefits the data subject and the third commands the data miner to acknowledge 
and respect the autonomy of all rational beings (Dean et al. 2016: 489-490). 
Information Availability: Van den Hoven argues that access to information has become a moral right of 
citizens in the information age because information has become a primary social good: a major resource 
necessary for people to be successful in society (cited in Brey 2007). The high availability rates of the 
internet and online storage, enable businesses to readily use on-demand services in the form of cloud 
computing. However, high availability comes with security risks during the process of transferring infor-
mation between parties (Pieters 2011). Responsibility and accountability issues can also be a concern 
as it is unclear whether data is secured at all times and whom takes responsibility for the maintenance 
and backup of the information held in the cloud (Kouatli 2016). Locating data due to the practice of data 
replication in the cloud can also prove very difficult as the system in use may automatically replicate 
data to different locations all across the world. This raises a further security, ethical and potentially legal 
issue as data might be lost or stolen in a country where legislation on data protection and information 
security is not as stringent as the host’s country (Kouatli 2016). Pearson (2012) suggests that security 
need not suffer in moving to the cloud as outsourcing security to security experts can provide greater 
protection than previously obtained – the key is to select suitable service providers who have controls 
in place that respect privacy and are context-dependent. 
Insider attacks: Industry surveys report between one-half to three-quarters of all security incidents orig-
inate from people within an organisation (D’Arcy & Hovav 2009; Da Veiga 2016). Another study reveals 
that the most significant threat to cybersecurity related to data leaked accidentally or intentionally by 
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employees (Da Veiga 2016). Malicious insiders may be motivated by job dissatisfaction, greed, pressing 
financial problems, have political or social activism motives or may seek to compromise client data for 
financial gain (Simshaw & Wu 2015; Leiwo & Heikkuri 1998). Managing this “peopleware”, as defined 
by Neumann (Kouatli 2016)), not only involves implementing anti-virus technology, it involves proper 
management of people (Kouatli 2016). Traditional ways to block negative employee behaviours involve 
implementing technical measures such as authentication and identification, passwords and pass 
phrases, firewalls, intrusion detection, rights management, countermeasures and system controls 
(Lowry et al. 2014). Additional approaches include policies, and procedures, computer monitoring, audit 
trails, IT audits, IS risk analyses, IS security counter measures and general violation-prevention strate-
gies.  Other approaches include psychology methods such as using fear appraisals, leveraging employee 
perceptions of IT policy so that policies appear more mandatory, countering neutralisation techniques 
and using general deference theory or related penalty-oriented techniques (Lowry et al. 2014). 
Surveillance: The consent issue arises in the context of cybersecurity measures implemented in the 
workplace to combat insider attacks. Employers are reported to surveil employees with or without the 
consent of their employees (Gunarto 2014; Leiwo & Heikkuri 1998; Posey et al. 2011). One study re-
vealed that 21.6% of corporations search employee files (emails, network messages, voicemail) on the 
authority of executive managers and in 66.2% of such cases, employees were not warned (Leiwo & 
Heikkuri 1998). A security conflict emerges wherein employers must protect the business from insiders, 
and employees have limited protection against employers’ electronic surveillance (Gunarto 2014). Sur-
veillance in the workplace could be regarded as an infringement of employee privacy (Brey 2007) de-
spite the law appearing to support employers’ rights to read electronic mail and other electronic docu-
ments of their employees (Gunarto 2014). 
An extension of traditional workplace surveillance is a method called dataveillance, which entails the 
large-scale computerised collection and processing of personal data in order to monitor people’s actions 
and communications (Brey 2007). This technique not only records and processes static information 
about individuals; it records and processes actions and communications which can be extended to cus-
tomers (customer surveillance) raising ethical concerns over consent, privacy and security of infor-
mation, namely justice (Brey 2007). The notion of justice is based on the belief that a just person treats 
others fairly and undeserved/unearned benefits should not be attained at the expense of others. For 
example, each party to a transaction should get out the reasonable equivalent of what they put in (Dean 
et al. 2016). DeGeorge’s argues that surreptitious surveillance and wiretapping are violations of privacy 
not merited except in certain limited circumstances (in Dean et al. 2016). Further noting that no one 
person or institution has the right to know personal facts and information of another unless necessary 
to prevent harm to others. Posey et al.’s (2011) research suggests that increases in organisational mon-
itoring may lower commitment and may increase workplace deviance on the basis that monitoring ef-
forts can result in perceived privacy invasions and subsequent breaches of procedural and distributive 
justice.  For example, email monitoring. They suggest that perceived procedural and distributive injus-
tice may contribute to unethical behaviour such as “cyber-loafing” (the unauthorised personal use of 
the internet in the workplace) and privacy invasion is said to violate expectations about fairness such as 
being treated with respect and dignity and having rights to interpersonal space (Posey et al. 2011). 
Control in the Cloud: Cloud computing is a common business tool used by corporations that can be 
vulnerable to both outside and insider threats. The cloud enables businesses to reduce operational costs 
bypassing the need for an in-house IT department and renting the infrastructure from their provider, 
relieving the businesses from buying the hardware themselves (Alouane & Bakkali 2015; Kouatli 2016; 
Pieters 2011). However, the ease and efficiency of the cloud comes with privacy risks and the issue of 
control over data processing (Bennasar et al. 2015) as customer’s data is processed remotely in un-
known machines (Alouane & Bakkali 2015). Pearson (2012) argues that there needs to be an appropriate 
level of access control within the cloud environment to protect the security of resources as cloud com-
puting may increase the risk of access to confidential information. Control over the infrastructure is 
available in five formats: public, private, hybrid, managed and community-owned. This is indicative, as 
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it can be unclear as to who controls the information and infrastructure, and who owns it (Pieters 2011). 
For example, in a managed cloud, a company owns its own IT infrastructure but outsources the man-
agement to a third party. In the case of public clouds, they are owned and managed by third parties and 
are possibly accessible to anyone including competitors and are the most challenging when it comes to 
security (Pieters 2011). Therefore choosing the most suitable cloud to meet the businesses needs and, 
in addition, to ensure adequate security for the protection of the business, client and consumer is im-
portant. Most corporations utilise a hybrid cloud where they host most of their insensitive applications 
and data in the public cloud and secure their sensitive data and application in an in-house built private 
cloud. Kouatli (2016: 415) proposes that “special cloud ethics” needs to be developed “to maintain an 
ethical and secure environment for the service providers’ clients”. 
Closely related to the control issue is responsibility in the cloud. Responsibility can be a challenge in 
cloud computing in respect of which parties are responsible for which aspect of security (Pearson 2012). 
A number of threats coincide with cloud computing such as abuse and nefarious use of cloud computing, 
insecure interfaces and APIs, malicious insiders, shared technology issues, data loss or leakage and ac-
count/service hijacking. Pearson (2012) notes that if entities are involved in the provider chain that have 
inadequate security mechanisms in place, this can exacerbate the problem of unauthorised access. Not-
ing that the potential damage caused in the cloud is greater than non-cloud environments due to the 
scale of operation, the presence of certain roles in cloud architectures and the fact that data may remain 
in the cloud for long periods of time often results in a greater exposure time for an attack. De-perime-
terisation is the fading of the boundaries of organisations and their information infrastructure (Pieters 
2011), which can raise similar control issues in the cloud. It is noteworthy to mention that de-perime-
terisation can also be an issue when businesses hire consultants from third parties or allow employees 
to use mobile devices as such structural changes to an organisation challenge the containment-based 
approach to information security and force organisations to implement data-level security instead (Pie-
ters 2011).  
Cost & Data Quality: Structural changes such as offshoring and outsourcing can also raise some concerns.  
For example, in financial institutions security and privacy are the main risks associated with offshore 
outsourcing, as security breaches at offshore locations are harder to detect where “ensuring physical 
protection of data at a foreign site is more difficult than doing so at a local site” (Robertson et al. 2010: 
173). Poor data quality in the cloud can also be an issue. When data is of poor quality this has two 
implications; the first is that the security of an enterprise becomes compromised as security is directly 
linked to the accuracy of data (Dillon et al. 2016). The second is that usability of a system comes into 
question if the system and data therein are not useful or if the data is out of context. This typically 
results in a loss of ownership and very serious security problems (Dillon et al. 2016). Quality of data and 
information security are viewed as value-based issues, which vary in their moral intensity and can have 
a significant effect on ethical decision-making (Robertson et al. 2010). It is argued that investors view 
offshore/outsource decisions more favourable than consumers on the basis that investors perceive it 
as a means to improve profitability and firm competitiveness while consumers will have concerns over 
product safety, service quality and data security. Business ethics scholars substantiate the issues of qual-
ity and data security as ethical issues based on the mere obligation that a business has to keep customer 
information in confidence as well as ensuring product safety (Robertson et al. 2010). Trevino and Nelson 
characterise these problems as ethical issues as they “involve obligations to primary or key stakeholder 
group…” (cited in Robertson et al. 2010), which includes the consumer, shareholders, employees and 
the community. The decision to offshore or outsource is discretionary and affects the lives and well-
being of others leading Trevino and Nelson to the conclusion that offshoring is a moral issue as it is an 
action made with volition which has both beneficial and harmful consequences for others. 
Codes of Ethics: In terms of managing ethical issues in relation to cybersecurity in the business domain, 
corporations can construct rules of conduct and codes of ethics (Kouatli 2016) to clarify responsibility 
and deter unethical behaviour (Harrington 1996). Codes of ethics (“Code”) keep employees abreast of 
laws and regulations and clearly outline unacceptable or illegal behaviour and in the absence of a Code, 
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it is easier to rationalise irresponsible behaviour (Harrington 1996). Pearson and Wiener argue that ra-
tionalisations are a way of neutralising the norms generally embraced by an individual, allowing the 
individual to drift into unethical behaviour (cited in Harrington 1996). Codes can be the basis for internal 
sanctions that have a deterrent effect and can thus affect an employee’s intentions. Assuming that they 
have an impact on the decision-making process of the employee, they can contribute to any one of the 
following: (i) increase awareness that an ethics issue exists and a potential computer abuse can occur; 
(ii) aid the employee in making a judgment about right and wrong by clarifying right or wrong behaviour 
regarding the abuse; (iii) encourage employees to abide by their judgments to place the value of doing 
right above other values and establish ethical intentions for behaviour; and combining points (i) through 
(iii) cause the employee to behave in an ethical manner (Harrington 1996). In saying that, codes have 
received criticism for being used as a public relations gimmick or a means for protecting the corporation 
from legal liability with some researchers noting that codes lack much impact (Harrington 1996). Codes 
have also been accused of being nothing more than pseudo-ethics as they simply codify existing rules 
and standards of behaviour and do not encourage ethical reasoning when an individual is faced with 
new or difficult issues such as those which confront IS personnel (Harrington 1996). 
Informed Consent: The requirement for businesses to obtain informed consent from individuals in re-
spect of how organisations store, use or exchange personal and private information emanates from the 
principle that a person should not be used as an instrument for advancing some goal, but should be fully 
informed and have freely consented to engage in an activity wherein their interests are respected (Brey 
2007; Dodig 2017). This approach entangles the value of trust, which can be viewed as a consequence 
of progress towards security and privacy objectives as trust revolves around the “assurance” and confi-
dence that people, data, entities, information or processes will function or behave in expected ways 
(Alouane & Bakkali 2015). When trust is undermined, a power struggle emerges wherein one party has 
more power than the other (Kouatli 2016; Pieters 2011). This reiterates previous arguments that en-
courage businesses that engage with technologies that process personal data to implement adequate 
cybersecurity measures that balance individual privacy with corporate use of data security (Conger et 
al. 2013). 
Hacker Ethics: A significant difference appears to exist between insider attacks from for example, a dis-
gruntled employee who seeks revenge on their employer, and an outsider attack from for example, a 
hacker who seeks to reveal information, which will identify problems in systems and cause no harm to 
institutions (Leiwo & Heikkuri 1998). A typical approach among hackers is the belief that by gaining 
unauthorised access into a system, they are providing a good outcome for the information security 
community as they believe that all information should be free, that access to computers should be un-
limited and total, and that activities in cyberspace cannot do harm in the real world (Brey 2007). Tavani 
counter-argues each point respectively noting that the ideal of information being free undermines pri-
vacy, integrity and accuracy of information (as it could be freely modified at will) and states that infor-
mation cannot be free as this runs counter to the very notion of intellectual property and would imply 
that creators of information have no right to keep information to themselves nor have the opportunity 
to profit from it (in Brey 2007). Tavani argues that the helpfulness of hacking pointing out security weak-
nesses may not outweigh the harm it causes as activities in cyberspace do inflict harm in the real world. 
The code of ethics of Knightmare includes the following statement: “Never harm, alter or damage any 
computer, software, system, or a person in any way” and if the damage is done, the hacker should do 
what is necessary to correct the damage and prevent it from occurring again (Leiwo & Heikkuri 1998: 
215). Leiwo & Heikkuri suggest that hackers see themselves in a similar light  to how the Greek philoso-
pher Plato saw himself as the hacker is attempting to achieve something that goes beyond information 
systems which is similar to Plato’s differentiation between one person’s love of wisdom and another 
person’s love for knowledge noting “vulgar curiosity does not make a philosopher” (1998: 215-216). In 
contrast to hacker ethics, information security specialists tend to deontologically specify what ethical 
behaviour is (Leiwo & Heikkuri 1998). From a deontological perspective, virtue is seen as an end of 
ethical activities. In contrast, hackers tend towards consequential ethics. According to consequential 
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ethics, the nature of what is done is not essential but the value of activities is determined by the out-
come, and virtue is seen as a means to achieve the desired good outcome. Leiwo & Heikkuri’s research 
acknowledges that cultural relativism plays a role in cybersecurity ethics because each judgment is 
based on personal values informed by the individual’s culture. They argue that hacker ethics and infor-
mation security ethics result from different cultures. Moral agents in these scenes are thus incapable of 
judging each other’s values. 
Usability: Bruce Schneier states, “The more secure you make something, the less usable it becomes” 
(cited in Dillon et al. 2016) suggesting conflict arises when security and usability are not considered 
collectively. Research indicates that most users prefer usability over security, particularly in the context 
of graphical passwords (Dillon et al. 2016). In relation to the use of secure emails, users prefer integrated 
solutions where neither security nor usability are compromised. Usability problems within a systems 
security context include authorisation of entities, definition of a security policy for a resource, revoca-
tion of rights, checking validity of a set of credentials, privacy of users and distinguishing trusted chan-
nels. Privacy enhancing technology (PET) are technical and organisational concepts that aim at protect-
ing personal identity and usually involve encryption in the form of digital signatures, blind signatures or 
digital pseudonyms (Walters 2001). Walters argues that these technologies may promote and protect 
privacy and security rights and suggests that smart cards and biometric technologies can utilise PETs in 
ways that protect privacy and thus human freedom and well-being. 
Biometrics: Biometrics is the identification or verification of someone’s identity on the basis of physio-
logical or behavioural characteristics (Brey 2007). For example, a person can be recognised by traits 
such as fingerprints, hand geometry, signature, retina or voice (Venkatraman & Delpachitra 2008). It 
can be a reliable method of access control and personal identification for organisations such as financial 
institutions however there are a significant number of security threats in implementing biometric tech-
nologies such as the following: changes in lighting and photo angles in face recognition affect the relia-
bility of data; masking a finger to avoid a match in fingerprint technology can affect the validity of match-
ing accuracy; hijacking of contour data in palm scanning/hand geometry could affect confidentiality and 
privacy; inability to execute liveliness testing in iris/retina scanning opens the potential to print iris pat-
terns on contact lenses; and signature recognition can threaten data accuracy and reliability due to 
variable trait data (Venkatraman & Delpachitra 2008). There is also a risk with privacy and confidentiality 
if biometric information is stolen or is misused. Thus moderating cybersecurity of biometrics is not just 
an operational challenge but also an ethical challenge for businesses (Venkatraman & Delpachitra 2008). 
There is also the potential for the monitoring organisation to trace the movements and actions of indi-
viduals exposing insights into individual behaviour, which may be leaked or used against the individual 
in the future (Brey 2007). A paradox exists at the heart of biometrics as on one hand the technology can 
be a threat to privacy as it is a technology of surveillance. On the other hand, biometric technologies 
can be utilised as security mechanisms that protect privacy (Walters 2001). A trade-off also exists be-
tween usability and security, as users could be greatly inconvenienced trying to update their biometric 
data if fault tolerant procedures are not in place (Venkatraman & Delpachitra 2008). The widespread 
use of biometrics could also have the undesirable effect of eliminating anonymity and pseudonymity in 
daily transactions, as individuals would leave traces of themselves everywhere they went (Brey 2007). 
Other problem-areas to be explored: Considering a large percentage of security breaches go undetected, 
it is likely that figures released by industry surveys regarding computer crime underestimate the actual 
level of insider information systems misuse (D’Arcy & Hovav 2009). Commentators note that businesses 
do not report illegal activity to law enforcement or impose severe sanctions on computer abusers. Re-
porting is shunned, prosecution is complex, detection is uncertain, conviction is rare and rewards such 
as golden parachutes and well-paid consulting jobs are made available to convicted computer criminals 
(Harrington 1996). The effect is that computer abusers are rarely caught or punished - a fact well-known 
by potential computer abusers. 
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Future ethical issues for cybersecurity: New technologies such as ubiquitous computing involve the 
movement from the single workstation and entail embedding microprocessors into everyday working 
and living environments in an invisible and unobtrusive way (Brey 2007). Ambient intelligence is an ad-
vanced form of ubiquitous computing as it incorporates wireless communication and intelligent user 
interfaces that use sensors and intelligent algorithms for profiling. This entails the recording and adapt-
ing to user behaviour patterns and involves context awareness to adapt to different situations. In order 
for ambient intelligence to function, it requires possibly hundreds of intelligent networked computers 
that are aware of an individual’s presence, personality and needs enabling the technology to perform 
actions and or provide information based on the perceived needs (Brey 2007). Securing this technology 
and data from criminals while also endeavouring to protect the privacy of the individual may prove 
extremely difficult as dozens of smart devices record activity and are connected to the developers com-
puters as well as third parties.  
2.2.4 Domain-specific value characterization  
Again, we use a word cloud for providing a first overview on the ethical values that were discussed in 
the final list of papers (see footnote 2 for details). We see a strong dominance of the “protection” ori-
entation. 
 
 
Figure 6: Word cloud of values identified in the final list of ethics papers of the business domain. 
We now provide a more detailed domain-specific characterization of the values that usually appear in 
combination: 
Security Breaches & Confidentiality: Businesses have adopted the use of technologies in the cybersphere 
that aid user access. Corruption or damage to technological resources causes harm in the form of loss 
of service, time and money. Data lost, stolen or modified can result in a breach of confidentiality, integ-
rity and availability for both the business and the user. For the consumer, this can invoke psychological 
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and emotional harm. As privacy is a condition of autonomy and is viewed as a core principle of security, 
a threat to privacy is a threat to not only data security but also data integrity. 
Security, Transparency & Control: As there is no consensus on the ethical aspects of information security, 
the law enforcement is taking the role of providing guidelines on ethical behavior (Brey 2007). In order 
to fight computer fraud research suggests that transparency must be increased within businesses and 
within society as a whole as this will enable the general public to better understand and manage cyber-
security breaches and simultaneously reduce the excessive control currently held by security depart-
ments (Abreu et al. 2015 and 2016). In respect of sharing information in cyberspace, there is a lack of 
transparency as to how data is being used by businesses and their third party associates. This results in 
a loss of control for the consumer undermining privacy, security, contextual integrity, autonomy and 
freedom. Surrendering privacy is the cost of social online engagement despite access to information 
being considered a moral right. The risk of privacy invasion increases in the cloud as locating data 
breaches can be difficult especially when data is automatically replicated to unknown locations. A lack 
of awareness over data use also relinquishes self-determination and inhibits the ability to give free, 
informed consent. While sharing increases portability and personalised content it also undermines pri-
vacy. Certain sharing tools require enhanced security (authentication) preventing anonymity and inhib-
iting free movement online. 
Security Compliance, Costs & Benefits: In relation to the cloud, Pearson (2012) argues that cloud usage 
is a question of trade-offs between security, privacy, compliance, costs and benefits wherein trust and 
transparency play a significant role. Further stating that privacy and security issues need to address a 
combination of issues including the speed and flexibility of adjustment to vendor offerings, which brings 
benefits to business and motivates cloud-computing uptake but also brings a higher risk to data privacy 
and security (Pearson 2012). Cloud technologies enable businesses to reduce costs, but while infor-
mation is being transferred, it is unclear who is accountable and ultimately responsible if data is lost, 
stolen or misused. 
Access, Privacy & Data Integrity: Hacker ethics promotes the free flow of information with unlimited 
access to computers advocating that this does not cause harm to the real world. This is in conflict with 
privacy, as well as integrity and accuracy of information. Information being free is in direct conflict with 
the notion of intellectual property. In contrast, information security experts base their actions on their 
duty to act ethically whereas the hacker believes the value of actions is determined by the outcome. 
Security, Profit & Data Accuracy: A businesses choice to offshore or outsource activities is a moral issue 
as it has both beneficial and harmful consequences. Offshoring improves profit and competitiveness but 
increases the risks of a cybersecurity breach, which is often difficult to detect in a foreign state. There 
is a greater risk that data will be of poor quality and accuracy, which effects security as security, is based 
on data accuracy. Usability of data is thus decreased if data is out of context resulting in a loss of own-
ership and a potential breach of confidentiality. As data quality and security have a moral intensity, the 
aforementioned issues can affect the wellbeing of others.  
Consent & Trust: Consent is inherently linked to trust, and providing security in the business domain 
entails respecting others by being fair, just and avoiding harm and dishonesty. A power struggle per-
vades when actions are not morally balanced. Surveilling employees in the interest of protecting the 
business comes at the expense of the employee. Surveillance can be in conflict with privacy when con-
sent has not been obtained. This violates the notion of justice on the basis that expectations of fair 
treatment such as respect, dignity and rights to interpersonal space are not met. The impact of codes 
of ethics on reducing cybercrime in business is unclear. However, they can clarify responsibilities, outline 
punishments for unacceptable /unethical behaviour and increase awareness and aid decision making. 
Security, Acceptability & Usability: Critics argue that an assumption of ethics as the foundation for secu-
rity is far too optimistic and cannot be enforced due to the heterogeneity of public networks but note 
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that ethics can be enforced within groups that agree upon common ethical norms and terms of accepta-
ble usage of information systems (Pearson 2012). The motivating factors could be common business 
interests and on the individual level driving factors could be terms of employment or codes of conduct 
within the peer group. Leiwo & Heikkuri suggest an ethics negotiation phase (where organisations ne-
gotiate the content of ethical communication agreement over specific communication channels) and an 
ethics enforcement phase (where each organisation enforces changes in ethical codes of conduct by 
specifying administrative and managerial routines, operational guidelines, monitoring procedures and 
sanctions for unacceptable behaviour. 
 
2.3 National Security Domain 
2.3.1 The “moral character” of the National Security Domain 
Reliable ICT networks and services are since long a critical element in ensuring public welfare, economic 
stability, law enforcement, and defence operations. In addition to the health and business domains, 
malicious attacks on the Internet, disruptions due to physical phenomena, software and hardware fail-
ures, and human errors all affect the proper functioning of essential public services that rely on public 
ICT networks. Such disruptions reveal the increased dependency of our society on these networks and 
their services. In the national security sphere, however, state actors like the police, and national security 
agencies have privileged access to ICT services. While this may be needed for law-enforcement, defence 
operations and counter-terrorism and therefore may increase security, at the same time it might en-
danger values like freedom and privacy. 
Although value conflicts with respect to cyber security in the national security domain are regularly 
phrased in terms of security versus privacy, at closer inspection they are often more complicated. Take 
for example the discussion about end-to-end encryption in WhatsApp. Governments and security agen-
cies have argued that they need to be able to access such encrypted communication for security rea-
sons, e.g. to be able to early detect possible terrorist attacks. Opponents of such access by the police 
and security agencies do not only point at privacy considerations, but also at the fact that encrypted 
communication that cannot be accessed by governments and their agencies might be important for the 
democratic process, and that it enables opposition movements in countries with totalitarian or suppres-
sive regimes.  
A similar issue has arisen in relation to the Tor network. “Tor is free software and an open network that 
helps ... defend against traffic analysis, a form of network surveillance that threatens personal freedom 
and privacy (Tor project 2017).” The networks operates as “a group of volunteer-operated servers that 
allows people to improve their privacy and security on the Internet (Tor project 2017).” In the aftermath 
of the hacking of the Democratic Party during the US elections, it turned out that a Dutch private Tor 
server had probably been used in the hacking (Zenger 2017). The Tor server was owned by Rejo Zenger, 
A Dutch Bits of Freedom employee. Bits of Freedom describes itself as “the leading Dutch digital rights 
organization, focusing on privacy and communications freedom in the digital age (Bits of Freedom 
2017)”. While Zenger recognized that Tor servers can be misused by hackers, and are in that sense a 
threat to cybersecurity, he believes that this is a price worth paying, not only for reasons of privacy but 
also because these servers may be crucial for whistle blowers to reveal abuses. Again, the value that is 
at stake here is not just privacy but also a range of civil liberties that are seen as crucial for democracy 
and the democratic process.  
Another example is profiling. In this case, values like non-discrimination and absence of bias are at stake 
and are potentially conflicting with security. In profiling, people are approached, judged or treated in a 
certain way because these have characteristics that fit a certain profile and that are associated with 
certain other traits (i.e. traits other than by which they are identified as belonging to the profile). Profil-
White Paper 1 – Cybersecurity and Ethics 
 
Horizon 2020 Grant Agreement No 700540  30 
ing is used for a wide range of purposes. It may be used by the police or security agencies to find crimi-
nals or terrorists; by airports to decide who to check more carefully, by (internet) companies to target 
certain consumers, by banks in deciding who to give a loan (and against what percentage). As these 
examples already suggest sometimes profiling serves security objectives. At the same time, profiling 
may inflict all kinds of undeserved harm on people, from nuisance to false accusations to even, in ex-
treme cases, imprisonment of innocent people. Although profiling may involve privacy violations, be-
cause personal information is gathered to fit somebody into a profile, the main issue at stake is not 
privacy. Rather the issue is that a generalization is made based on limited information about a person. 
This generalization is based on statistical information about a group to which a person belongs while, 
due to its probabilistic nature, this information may say nothing about that particular person. Profiling 
may lead to stereotyping and discrimination. For example, the use of facial recognition technologies by 
the police and security officers has led to such concerns. Some studies suggest that facial recognition 
cognition algorithms are less accurate for certain social groups or races (Klare et al. 2012), which may 
lead to racial bias in their use (Introna, Wood 2004; Garvie et al. 2016).  
Another value issue that might arise due to the collection of data by certain organizations for security 
reasons and that is not completely covered by privacy is the creation of power imbalances. Economic 
monopolies or oligarchies are often considered undesirable, and in democracies, balancing the (politi-
cal) power between citizens and their government is an important concern. Maintaining certain power 
balances is therefore considered important by many for a healthy economy and for democratic politics. 
What seems to be less recognized is that in the information age, the possession of information about 
others and their behavior is increasingly a source of power. This also means that organizations that 
collect or possess large amounts of (personal) data may have increasingly power over other actors, 
which may lead to the disruption of existing power balances and the creation of new power imbalances. 
This applies to companies like Google or Facebook that collect large amounts of data about users and 
consumers, but also to governments and security agencies that may collect large amounts of data about 
citizens—and to providers of cybersecurity technologies as well, as they activities may involve the access 
to highly sensitive data. It should be noted that the accumulation of large amounts of data in the hands 
of a few may lead to new power imbalances and may be problematic even if such data is anonymized, 
or if people have given their informed consent for the collection, storage and use of their data. This 
means that even if privacy concerns are properly addressed, the accumulation of large amounts of data 
in the hands of a few may be considered problematic for economic as well as political reasons.  
2.3.2 Summarizing the result of the literature search 
We adopted a systematic review approach in which systematic searches and formal summaries of the 
literature are used to identify and classify results of major studies on cybersecurity in the national secu-
rity domain. We searched our database for articles that contained specific processes/ technical terms/ 
frameworks related to national security in the topic field. The topic field includes the title, key words, 
abstract, and introduction in the database. We skimmed through the content, because in most papers, 
ethical issues or values were not mentioned or described explicitly. The initial search yielded 107 rele-
vant papers that we downloaded to a local database in July 2017. For all papers, we read the introduc-
tion to gather the structure of the paper and we then read the core of the article to identify ethical 
issues and find relevant values. Sometimes, values were explicitly mentioned. The values that were most 
often mentioned explicitly were security, vulnerability, safety, connectivity, awareness. Other values 
were only suggested implicitly. We gathered them by taking quotes from the text. A researcher from 
our team associated one or more values with a certain quote. This was then independently checked by 
another researcher from our team. In addition, the identified values were also classified as conflicting 
with, or supportive for security.  
When nation cyber security threats were accompanied by a citation of reference, we look the reference 
up in the bibliography, checked the title of the paper, and if it was indeed relevant we added the paper 
to the list of literature as a snowballed paper. This snowballing method resulted in 10 additional papers. 
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Furthermore, we also added 12 papers through expert opinion to the final list. Thus, the total number 
of papers is 129.  
While the result may not be a complete list of cybersecurity papers in national security, the steps taken 
in data collection ensure that there is no bias towards any particular set of authors. In addition, we have 
chosen this approach to make the literature study as transparent and repeatable as possible. 
Again, we use a word cloud for providing a first overview on the ethical issues that were discussed in 
the final list of papers (see footnote 2 for details). 
 
Figure 7: Word cloud of issues identified in the final list of ethics papers of the national security domain. 
 
2.3.3 Identified ethical issues  
Based on the literature found, a list of ethical issues and conflicting values regarding cybersecurity in 
the national security domain were found. They are described below.  
Cyber Terrorism/Cyber Warfare: Sekgwathe et al. (2011, p.171) argue that “Cyber-crime is typically un-
derstood to consist of accessing a computer without the owner's permission, exceeding the scope of 
one's approval to access a computer system, modifying or destroying computer data or using computer 
time and resources without proper authorization. Cyber-terrorism consists essentially of undertaking 
these same activities to advance one's political or ideological ends.” A total of 49 papers addresses this 
ethical issue of cyber warfare in the national security context. Terrorism and the Internet were high-
lighted in two main ways. First, the Internet has become a forum for terrorist groups and individual 
terrorists, both to spread their messages of hate and violence, as well as to communicate with one 
another and their sympathizers. Second, individuals and groups have tried to attack computer networks, 
including those on the Internet. This second issue is described as cyber terrorism or cyber warfare 
(Bucci, 2012). Phahlamohlaka (2008) argues that the security risks associated with information and com-
munication technologies, which go beyond national boundaries, are not fully in line with the value of 
data protection of all states. She sees a need of developing and implementing agile security related ICT 
policies to mitigate the value conflict between data protection and security in the national security do-
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main to avoid cyber warfare. Building on this value conflict, Deibert (2011) discusses the growing pres-
sure on governments to develop capacities to fight cyber wars. He notes (2011, p.1) that “today’s dete-
riorating cyber-environment poses immediate threats to the maintenance of online freedom and 
longer-term threats to the integrity of global communications networks”. His study highlights the value 
conflict between the data protection and security due to cyber wars.  
Security of Critical National Infrastructure: The importance of critical national infrastructure protection 
was discussed in 27 papers. To protect critical information assets, enable safe communications, and 
conduct effective military operations in cyberspace, an increasing pressing issue for the government is 
to compel adversaries to stop conducting intrusions that already have been highly successful, rather 
than deterring them from choosing to conduct new hostile intrusions in cyberspace (Jakobson and 
Schmitt, 2012). This requires a significant control in the cloud against hostile intrusions in order to 
achieve security. 
State Security vs. Individual Security: This ethical issue was discussed in 23 papers. Dunn Cavelty (2014) 
discusses a lack of focus on humans in the efforts of states to achieve security in the building of ICT and 
other critical infrastructures. As a result, he argues, state security is not aligned with individual security. 
In fact, the focus on state's security crowds out consideration for security of individuals resulting in 
detrimental effect of the whole system which allows the state actors to militarize cyber-security and to 
override the different security needs of individual humans in the cyberspace.  
Cyber-Espionage: Cyber espionage is the use of electronic capabilities to illegally gather information 
from a target. This ethical issue was mentioned in 17 papers. For all nations, the information technology 
revolution quietly changed the way governments operate. The asymmetrical threat posed by cyber-
attacks and the inherent vulnerabilities of cyberspace constitute a serious security risk confronting all 
nations. The achievements of cyber espionage - to which law enforcement and counterintelligence have 
found little answer - hint that more serious cyber-attacks on critical infrastructures are only a matter of 
time (Geers, 2010). Still, national security planners should address all threats with method and objec-
tivity. As dependence on IT and the Internet grows, governments should make proportional investments 
in network security, incident response to the cyber espionages, and manage technical training for those 
(Geers, 2010; Lehto, 2013).  
Data Breach: The release of data to an untrusted environment could lead to another crucial issue called 
data breach that was mentioned in 16 papers. The recent massive critical data leaks by Wikileaks suggest 
how fragile national security is from the perspective of data breach. In the absence of strong cyberse-
curity in the national security domain, there is apparently a major value conflict between connectivity 
and security (Adeel et al., 2005). This value conflict is highlighted in the existence of technology progress 
where technology was considered as a key contributor in the progress of any country, but also has cre-
ated severe problems in the form of cyber security (Geers, 2010). Data breach raises several concerns. 
Firstly, critical infrastructure such as military and diplomatic systems may be vulnerable to security 
breaches. Secondly, such leak causes far-reaching damage to public interests, national security and eco-
nomic sustainability. And thirdly, both technology and law seem incapable of dealing with such situation. 
Lack of Cyber Law: The literature review reveals that legality problems play an important role in cyber-
security in the national security domain. The lack of cyber law was mentioned in 13 papers. Lawyers are 
faced with insufficient and vague cybersecurity legislations, which are incompatible with the require-
ments for effectively dealing with cyber-crimes (Faqir, 2013). At the same time, cyber laws become 
much critical than before in data and information security, as one can see in the growth of cyber-crimi-
nal activities.  Hui et al., (2007, p.11) argued that “… digital crimes (e-crimes) impose new challenges on 
prevention, detection, investigation, and prosecution of the corresponding offences”. Widely accessible 
systems must be made in a way that one can detect and investigate digital crimes more efficiently and 
effectively. 
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Surveillance: The ethical issue of monitoring of computer activities and data on the cyberspace by police 
and national security authorities was discussed in 12 papers. When considering different ethical issues 
regarding cybersecurity and national security, another major conflict set becomes apparent, i.e. the 
conflict between privacy and security. A critical issue in cyberspace lies in the inability of companies and 
private businesses to exchange information with the government. This causes insufficient information 
collection, skewing analyst results, and preventing the states from collecting sufficient data on cyber-
attacks and developing better defences (McNally, 2013). The Google cyber-attacks illustrate the vulner-
ability of information stored in the cloud, online surveillance, and private sector collaboration with gov-
ernment agencies to prevent the increasing potential for catastrophic loss and global terrorism. Hiller 
and Russell (2013) state this fact again and argue that cyber infrastructure is owned and operated mainly 
by private rather than public entities; the states therefore should select the most effective cybersecurity 
strategy and regulate the private sector in order to reduce overall cybersecurity risk and address privacy 
concerns on cyberspace.   
Profiling: The profiling issue, mentioned earlier as an example in this national security section, was not 
addressed explicitly in the identified literature, but it is mentioned in four papers implicitly.  
2.3.4 Domain-specific value characterization  
Again, we use a word cloud for providing a first overview on the ethical values that were discussed in 
the final list of papers (see footnote 2 for details). The word cloud for national security looks different 
because the researcher identified a greater number of “thick” (descriptive and practical) values. This 
domain seems to avoid appealing to abstract principles (such as those of bioethics) and ethical-theory 
terms. It is rather oriented towards valuing a larger number of more practical, concrete desiderata at 
the political and organizational level. 
 
Figure 8: Word cloud of values identified in the final list of ethics papers of the national security domain. 
 
The literature search emphasises the multiplicity of relevant values in relation to cyber security in the 
national security domain. Much of the literature in our database views cybersecurity as a necessary 
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complement to national security strategies. National cybersecurity strategies need to be mindful of na-
tional cultures and ethical and technical values, yet compatible with international strategies and the 
global nature of the Internet. 
Some papers recognize the need to respect ethical and moral values such as security, freedom of ex-
pression, privacy protection and the free flow of information. In addition, other papers stress the rule 
of law and accountability as key values. Several papers explicitly state that cybersecurity became the 
top priority in dealing with the terrorism. 
In the following, we provide a more specific description on how the values are understood in the na-
tional security domain. We provide pairs of values that are usually coupled, which is denoted by “↔”: 
Accessibility ↔ Security: These two values play an important role in national security domain. With 
lower costs associated with information accessibility and retrieval, higher consumer and producer ac-
cessibility to global markets and transnational communication are achieved. Many internet users, how-
ever, are not fully aware of cyber threats and they are not trained to protect themselves against these 
threats, leaving them vulnerable to online exploits, so increasing insecurity in cyberspace.  
Legality ↔ Safety/Security: A value often associated with safety and security in the national security 
domain is legality. This value refers to the effectiveness of laws in assisting the police and the juridical 
system in combating cyber-crimes and computer-related crimes. While it is possible to protect infor-
mation resources and communication networks against criminal assault with cryptography; legal mech-
anisms should are needed to secure systems and deal with cyber-crimes.  
Privacy/Protection of Data ↔ Security: A lack of focus on humans from states in the efforts of achieving 
security in the building of ICT and other critical infrastructures causes a tension between individual and 
state security. In addition, counter-terrorism measures and tools that tackle cyber-crime often invade 
privacy in the most brutal ways and, at the same time, lack of personal online security leads to breaches 
of that same privacy. Security is thus an essential part of enabling privacy in the national security do-
main. That contains data security; data protection; data ownership; access control, information and 
computer security.  
Confidentiality ↔ Trust: Confidentiality prevents the disclosure of information to unauthorized individ-
uals or systems; Network information will not be leaked to unauthorized users or entity institutions. The 
impact of cyber-threats could reduce public confidence, damaging reputation of internet transactions. 
Thus, assuring a trusted and resilient information and communications infrastructure is needed. A reli-
able, resilient, trustworthy digital infrastructure for the future enhance online choice, efficiency, secu-
rity and privacy.  
Connectedness ↔ Equity of Access: Globally interconnected digital information and communications 
underpins almost every facet of modern society and provides critical infrastructure. Based on the liter-
ature review, inclusion and equity of access, consumer and producer accessibility to global markets, 
transnational communication, learning, and entertainment should be guaranteed along connectedness; 
Accessibility ↔ Prosperity: Internet usage increases productivity, as a platform for innovation, and as a 
venue for new businesses; The value of accessibility therefore is an asset and an economic necessity. 
Since the private and public bodies offer more services online over time, once cyber-threats are ad-
dressed and systems are secured, the value of accessibility supports the value of prosperity accordingly. 
Interconnectivity ↔ Security: The urgency for nations to develop strategies, frameworks or suitable 
legal policies to defend and protect from cyber-attacks were discussed in several papers. At the same 
time, it is often mentioned that cyber-attacks are beyond borders. It is becoming increasingly difficult 
and complex to handle cyber-attacks counter measures. In fact, whereas interconnectivity boosts eco-
nomic growth and makes people’s life easier, it also gives potential attackers more opportunities to 
commit crimes. 
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Cyber Awareness ↔ Security: Raising awareness about cyber-security threats and vulnerabilities and 
their impact on society has become vital, but seem to be missing in the society, comparing to the lead-
ership that the governments of nations try to establish. Through awareness-raising, individual and cor-
porate users can learn how to behave in the online world and protect themselves from typical risks. 
Awareness activities occur on an ongoing basis and use a variety of delivery methods to reach broad 
audiences. The awareness-raising, however, varies across countries.  Security awareness activities may 
be triggered by different events or factors, which may be internal or external to an organisation. Major 
external factors could include: recent security breaches, threats and incidents, new risks, updates of 
security policy and/or strategy. Among the internal factors are new laws, new governments etc. Some 
of the papers were case based studies among countries such as USA, South Africa, South Korea, and EU 
countries. 
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3. Discussion 
3.1 Bibliometric Analysis of Key Publications 
Here we analyse bibliometric trends about ethics and cybersecurity for the key publications identified 
by our literature search (list A2, at the end of this document)4 in the different social domains (health, 
business and national security). The analyses below are based on slightly different datasets, depending 
on the availability of data for the data field under consideration. The indicators of temporal develop-
ment (3.1.1.) are available for the entire dataset (100% of the data)5, including the three domains (72 
records for Health, 35 for Business, 125 for National Security).6  The indicators of geographic origin 
(3.1.2) include data retrieved from both WoS and Scopus together (59 for Health, 24 for Business, 105 
for National Security), which is a significant proportion of the total (82%, 69% and 84% for each domain 
respectively). The indicators for WoS (disciplinary) categories only include data retrieved in WoS (46% 
for Health, 78% for Business, 53% for National Security), because Scopus does not provide this infor-
mation. The indicators for funding are scarcely available (30% of records in health, 16% in business, and 
10% in national security from the WoS dataset, 0% from the SCOPUS dataset), so only the analysis of 
the health domain may be significant. 
3.1.1 Temporal development  
Here, we compare the temporal development of papers selected from each domain (health, business, 
and national security) with each other. For each domain, we detect a distinct pattern in the number of 
publications relevant to the ethics in cybersecurity: they are growing over time. This is in line with the 
publication dynamics of the general cybersecurity literature outlined in Figure 9. 
 
 
Figure 9: Number of papers published per year and per domain. The y-axis shows the absolute number  
of publications per year 
 
                                                 
4 Some references in the final list have been added after the bibliometric research was performed. These are indicated with 
the symbol “” in the list A2. 
5 Here, and in what follows, all figures do not consider the five additional records marked with “” in A2, which were added 
after the completion of the bibliometric analysis.    
6 See note 5. 
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3.1.2 Geographic origin  
Here we consider the geographic distribution of the papers in our list. Both WoS and Scopus provide 
information about the country of origin (affiliation) of the authors. This information is obviously im-
portant as it affects the validity of our value analysis as representative of a global vs. local community 
of investigation, and the possibility of cultural bias, produced at the source by the data availability. Both 
WoS and Scopus provide information about the nation or state associated with the documents (for ex-
ample, USA, Canada, Italy, France, Malaysia, Lebanon, South Africa, Morocco, or Brazil), which we have 
grouped in seven “macro-regions”: 
1. North America (including only USA and Canada) 
2. Central and Southern America 
3. Europe (including UK and Turkey) 
4. Asia and Middle East (including Israel),  
5. Africa (including north African countries) 
6. Central and South America (including Mexico and Brazil) 
7. Australia and New Zealand 
The graph below (Fig. 10) represents the proportion of WoS or Scopus country-mentions in our literature 
for each domain (e.g. with respect to 59 publications in health,7 WoS and Scopus mention 88 countries) 
belonging to each of the above defined macro-regions (e.g. North America). For each publication, WoS 
and Scopus provide a single country-mention for each distinct country (of the institutional affiliation) of 
its authors. (For example, if a publication is co-authored by ten researchers affiliated with a US institu-
tion and one with a Swiss affiliation, both USA and Switzerland obtain one country mention, which trans-
lates into one mention for North America and one mention for Europe in our regional grouping.) 
 
 
Figure 10: Geographic origin of papers. The x-axis shows the percentage of representation of each macro region. 
The most obvious geographical pattern in the literature we considered is that if we put together the 
country mentions of North America, Europe, Australia and New Zealand we account for three quarters 
(or more) of all country-mentions in each and every domain. The second obvious trend is that more 
                                                 
7 The total number of publications considered for the health domain is 72, but only for 59 we could retrieve country data in 
either WoS or Scopus. 
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country-mentions are from Europe than from any other region. The third trend is less obvious and 
emerges from considering the high percentage of country mentions of North America, Australia and 
New Zealand, and of the UK (as a proportion of European countries). UK is the European country with 
the highest number of country mentions, in both WoS and Scopus, across all domains (on average twice 
as much as the second country, which varies across domains). The almost total absence of Central and 
South American country-mentions is also noteworthy and it is possibly explained by linguistic, not only 
geographical reasons, i.e. the fact that we have examined the full text of publications in English. Had we 
examined the literature in Spanish (or Portuguese), we would have probably obtained a different result. 
Yet in at least one domain, we have a significant number of publications from Spanish researchers,8  
which may be explained by the fact that Spanish researchers have special incentives to publish in Eng-
lish, due to the context of European collaborations, compared to their Spanish speaking counterparts in 
Central and South America. 
Let us now consider the publications citing those in our list (“citing publications”), to see if they confirm 
the geographical trend from our reference list (Fig.11).9 
  
Figure 11: Geographic origin of citing papers. The x-axis shows the percentage of representation  
of each macro region. 
The analysis of citing publications shows, for the Health and Business domain only, a strengthened dom-
inance of the English speaking “dominant group” (North America, Australia and New Zealand, and UK 
within Europe), with the National Security domain only partially confirming this trend. As the graph 
shows, the proportion of European contributions among citations shrinks slightly.  
One possible hypothesis for this increased dominance of North-American countries in the “citing publi-
cations” set is that researchers in the dominant group are cited more often than researchers from other 
countries, and, since – let us suppose – they are cited predominantly by other researchers in the domi-
nant group, there is a greater proportion of these country in the citing publications set. A different one 
is that researchers from the highly citing English speaking countries cite researchers from other Euro-
pean countries and the rest of the world more often, than the other way around. Either way, the result 
                                                 
8 E.g., 50 country mentions for Spain in WoS for health, compared to 123 for UK and 76 for Germany. 
9 In this case we retrieve data from WoS and Scopus about the geographic origin of the citing documents (96%-100% have such 
data); these are the publications citing the 82%, 69% and 84% (for Health, Business and National Security, respectively) of the 
items from our final list, those which can be found in WoS and Scopus. 
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would be proportionally more country mentions of North America among citing publications, than 
among those in our original list.  A look at some significant data points suggests that both phenomena 
might be occurring.10 It is also possible in that the databases we used (WoS and Scopus), publication 
venues where most North American publish are generally overrepresented (i.e. thus including a greater 
number of irrelevant records), but this overrepresentation is mitigated by the qualitative criteria we 
used to select pertinent papers, while such bias is expressed again in the (unfiltered, uncontrolled) list 
of citing publications. 
In conclusion, the citation data show dominance of “Western” (= North American + Europe + Aus-
tralia+New Zealand) publications, with a further dominance of English speaking countries, such as North 
America (especially the US) and UK within Europe. However, Asia and, to some extent, Africa, are rep-
resented in our list. 
3.1.3 Funding  
Information about the funding of the research is important to determine the plausibility and extent of 
cultural or economic bias, of research reflecting the agenda of powerful funders, be they companies or 
governments. It is therefore also interesting to analyse data about funding, where available. Unfortu-
nately, we lack such information for a large proportion of publications in our list (70% without infor-
mation in health, 84% in business, and 90% in national security – for WoS, with no integration of data 
from Scopus). It is interesting that the Health domain contains most of the available information, pre-
sumably because it contains a larger proportion of journals from medical and related disciplines, where 
norms concerning the disclosure of interests are presumably stricter. 
With respect to our representation of the data, we depart from WoS, which produces a list of individual 
funding agencies (such as European Union Seventh Framework Programme Fp7, Wellcome Trust, Uni-
versity Of Bergen Norway, UK Medical Research Council, [US] National Institute of Health), by grouping 
such funders in seven distinct groups, divided by institutional type:  
1) National governments and government agencies  
2) Research centres (except those which are direct emanations of government agencies) 
3) Foundations (if predominantly private) 
4) Universities (both public and private) 
5) EU institutions and programs (including both research “framework programs” and research car-
ried out by, or for, specific EU governmental bodies)  
6) Companies (i.e. for profit entities, both public and private). 
7) Other civil society organization (which are not universities, private research centres, or founda-
tions, such as, for instance, professional organizations). 
The limited sample at our disposal suggests that national governments and government agencies are 
the greatest funders of research in every domain. Moreover, the scope of governments and agencies 
funding such research appears to be significantly diversified. It is also noteworthy that only in the health 
domain a significant proportion of funding comes from foundations. This is presumably because there 
might be more, or more well-resourced, charitable foundation operating in health than in any other 
domain related to cybersecurity.  
 
 
                                                 
10 For example, the top cited publication of the Health domain, (co-authored by one Canadian and two French researchers) is 
cited predominantly by researchers in continental Europe (46%) but also in UK (11%) and North America (36%) (remember that 
the categories overlap, as the same publication can be a collaboration from authors of different regions, and is in that case 
counted as contributing to all). The second most cited publication (co-authored by several researchers from Canada, USA, 
England and Australia), is cited predominantly by Canadian (49%), US (26%), UK (10%) and Australian (10%) researchers, but 
also – in smaller percentages – by researchers based in continental Europe. In the Business domain, the highest cited publica-
tion is by a US researcher and 69% of its citations are by US researchers, while the second highest cited publication is by a Dane 
and a Canadian and, yet, 57% of its citation are by US researchers.  
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3.1.4 Citation Patterns  
All domains are characterized by a skewed distribution of citations, with few top publications at the top 
of the distribution responsible for a large number of citations and many publications in the middle and 
the bottom of the distribution, scoring very few. While all three domains are very similar in this respect, 
their similarity is only visible if figures are analysed in relative terms. For example, in health, the most 
cited publication has 150 citations, 7.5 times more citations than the average publication in that domain 
(which has 20). In business, the top scoring publication has 116 citations, 9 times more citations than 
the average (12.7) of that domain. In national security, the most cited publication has 15 citations, which 
is 11 times the average for that domain (1.32). Therefore, the three domains have similarly steep curves, 
as far as citation counts go, in spite of significant differences in total scores.11 A similar pattern (see fig. 
9) emerges by considering the SCOPUS data for the National Security domain, pertaining to other 53 
documents (not found in WoS), generating 158 citations. 
As far as absolute values are concerned, each domain is characterized by different average citations per 
publication (within WoS). Publications in the health domain tend to generate, on average, the highest 
number of citations (20 cit/pub), with business a close second (13 cit/pub), and national security one 
order of magnitude below the other two domains (1.3 cit/pub). It is therefore not surprising that top 
publications of health and business have roughly the same number of citations (150 and 116, respec-
tively), while the top publication of the national security domain has only 15 citations.12  
Let us now analyse the kind of impact the literature in our list has on different disciplines. One measure 
of impact is the disciplinary audience of the literature we selected, which is indicated by the “Web of 
Science Category” attributed to each publication (by WoS). Since most WoS research categories are too 
fine-grained to be of interest to our analysis, we represent the data about seven macro-disciplinary 
categories, which we form by aggregating the Wos Categories along the following scheme:  
1. Focal category for the domain (e.g. medical informatics in the health domain) 
2. Information Systems Science 
3. Computer science general 
4. Ethics and Humanities 
5. (Applied) Social/Health Sciences 
6. Broad category including sciences in the domain (e.g. “other medical disciplines” in the health 
domain) 
7. Even broader category including sciences related to the domain (e.g. “life sciences” in the 
health domain) [not in every domain] 
8. Other interdisciplinary fields 
9. Hard natural science and mathematics [not in every domain] 
The rationale of such grouping is as follows: first, we are interested in knowing how many publications 
contribute to the narrowest WoS category related to the domain under investigation; furthermore, we 
want to know how many publications contribute to disciplinary fields that are progressively less perti-
nent to the field of investigation. Our macro-disciplinary categories (2), (3), (4), (5), (6), (7), (8) and (9)  
include Wos Categories that can be considered neighbouring scientific fields, or fields that are more 
inclusive (and general), than the focal category.13   
                                                 
11 The steepness of this distribution is also confirmed by other indicators, e.g. the ratio between the citations of the top publi-
cation overall to the top publication of the 8th decile (4.7 for Health, 9 for Business, and 5 for National Security times more) 
and the proportion of total citations which is due to publications in the 10th decile of the distribution (60% in health, 70% in 
business, 50% in national security). 
12 This pattern is confirmed by comparing the least cited publication in the 10th decile (respectively the 6th, 2nd, and 5th most 
cited publication, for health, business and national security) in each domain (53 citations, 42 citations, 5 citations). It disappears 
if one looks at the bottom of the distribution, but that is because this contains the same number of citations (=0) in all domains. 
13 Consider, for example, the health domain: our first macro-category includes only the WoS category of medical informatics, 
which is the focal category of that domain. The second macro-category (“information system science”) includes the less specific 
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For each document in our list, WoS assigns one mention to each of the Wos Categories that the docu-
ment contributes to (e.g. an article published by the Journal of Medical Ethics is mentioned as contrib-
uting to four distinct Wos Categories: “ethics”, “medical ethics”, “social issues” and “social sciences bi-
omedical”). In what follows, we speak loosely about the “relative weight of publications” from a given 
disciplinary group, but the reader should be aware of the fact that we do not attribute this weigh by 
counting how many publications belong to a given “macro” group of WoS categories, relative to the 
total number of publication in the domain. Rather, our methodology gives more weight to publications 
that have a more diversified impact across disciplines of the macro-group, contributing to a greater 
number of distinct WoS categories, as we explain the footnotes.14  
We begin our analysis with the health domain. Our graph represents, for any macro-disciplinary-group 
(e.g. “applied social/health sciences”), the weight of the different disciplinary groups.15 
 
 
Figure 12: Subject category distributions for the health domain.? 
                                                 
“computer science information systems” and “information science library science”, where one expects to find documents con-
cerning cybersecurity, but not exclusively about health. Our fourth and fifth macro-categories include several “non-technical” 
Wos Categories which are important for the discussion of the ethical and social aspects of cybersecurity. In particular, the label 
“social/health sciences” includes both social sciences, such as economics, and “biomedical social sciences”, such as “social 
sciences biomedical” and “health care science services”. The macro-categories (6) and (7) include (non ICT-related) disciplines 
related to the domain (health) such as medical disciplines. Our macro-category (7) includes Wos Categories that may contain 
relevant records, but are very broad. For this domain, we have not found publications in mathematics and hard natural science 
(9). 
14 Our special way of aggregating data about Wos Categories in our macro-categories preserves one important aspect of the 
granularity of WoS data, since an article’s individual contribution to the score of a macro-category is a function of how many 
distinct Wos Categories included in that macro-category there are, that the article contributes to. For example, if we have one 
publication associated with two different Wos Categories (e.g. “social issues” and “social sciences biomedical”), our method-
ology treats this as two scores for the macro-category “applied social/health sciences”, which includes each of them. In other 
words, we count the article in question as a mention of two WoS categories (namely “social issues” and “social sciences bio-
medical”), and furthermore, we treat each of these two mentions of WoS categories as contributors to the total weight of the 
macro domain “applied social/health sciences”. 
15 More rigorously, it expresses the weight of mentions of Wos Categories included in that macro-disciplinary-group (i.e. 33 
distinct Wos Categories), as a proportion (i.e. 25%) of the total number of all mentions of distinct Wos Categories (i.e. 130), 
related to the total set of publications in the health domain (57 publications). 
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The weight of the WoS category of “medical informatics” is 11%, lower than the weight of non-technical 
macro-areas, such as “(Applied) Social/Health sciences (24%) and “Ethics and Humanities” (15%). A pos-
sible hypothesis is that discussion of the ethical issues of cybersecurity takes place predominantly within 
bioethics journal, classified as social science / ethics / humanities journals, but this hypothesis needs to 
be tested against further and different data.16 On the other hand, “ICT-related” technical fields (“Medi-
cal Informatics, Information Systems Science and Computer science general”), taken together, include 
42% of mentions of WoS Categories related to the literature in this domain. So, the debate on the ethics 
of cybersecurity in health (of our literature review) emerges from both the technical and the social sci-
ence/humanities community, without any clear dominance of either side. 
  
Figure 13: Subject category distributions for the business domain.  
We find that the ethics of cybersecurity in business is more strongly discussed in informatics (Computer 
Science 18% + Information Systems Science 16%). Second, we find that disciplines in the “ethics and 
humanities” are also strongly represented (18%). Only 11% of the WoS category mentions refer to the 
focal category of business (as defined by WoS), while management and similar disciplines contribute 
another 16% to the debate. This represents, again, a very balanced distribution of WoS categories, sug-
gesting that domain-related (e.g. business, management), technical, social, humanistic, and interdisci-
plinary research cultures contribute in roughly equal parts to the debate in this domain. 
Let us, finally, turn to the National Security domain. In this domain, publications in “international rela-
tions” and “political science” together account for 12% of the debate. We find that the ethics of cyber-
security is most strongly discussed in “Information Systems Sciences” (25%) and “Computer Science 
General” (39%). For unknown reasons, this is the domain in which the weight of technical disciplines is 
greater. The debate in “other Social Sciences” and “Ethics and Humanities” only accounts for 16% of the 
debate, presumably because most social and normative issues are already discussed within the special-
ized fields of international relations and political science.  
 
                                                 
16 It may also be in part a result of our scoring methodology, which puts a premium on journals with a more interdisciplinary 
orientation (as judged by WoS). The suspicion is well-founded, considering that 1) ethics, medical ethics, philosophy, and hu-
manities multidisciplinary contribute with respectively 9, 5, 4, 1 publications, adding up to 19 out of 20 scored by the category 
“Ethics and Humanities”, and 2) that a single article in a bioethics journals may be counted as a distinct contribution to each of 
these WoS Categories, each of which adds to the total “score” of our “Ethics and Humanities” macro-category. By contrast, an 
(apparently) narrower medical journal, like the European Respiratory Journal is only classified as contributing to the WoS Cat-
egory “respiratory systems”, so it brings only one score to our macro-category of “other Medical journals”. Similarly, Plos Med-
icine, being classified only as a journal in “biology”, adds only one score to our macro-category of “Life Sciences”. And yet, the 
two most highly cited contributions to the literature for this domain (both concerning research ethics) were published in these 
two journals.   
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Figure 14: Subject category distributions for the national security domain.  
Let us now turn to the analysis of the disciplinary fields of citations, across the three different do-
mains. To do this, we introduce the same schema of macro-categories for all fields:17   
1. Information Systems Science 
2. Computer science general 
3. Ethics and Humanities 
4. (Applied) Social/Health Sciences 
5. Medical disciplines, Life Sciences, Natural Sciences and Mathematics 
6. Other (interdisciplinary) sciences   
The differences between the citation profile of three domains are as follows (Fig. 15): in Health, the 
large majority of citations appear in Medical Disciplines and Life Sciences,  followed by Social/Health 
Sciences, with a significant percentage of impact in ethics and the humanities (not found in other do-
mains); in Business, the largest macro-area is Information Systems Science, followed by Applied So-
cial/Health Sciences; in National Security the most relevant macro-area is Social/Health Sciences (in-
cluding Political Science and International Relations). Notice also that the dominance of technical disci-
plines in the cybersecurity debate concerning National Security (outlier in this respect, compared to 
the other two domains) does not apply to the citing literature. Clearly, the comparison between the 
citations of different WoS categories is difficult in so far as they belong to different “citation cultures”. 
It is not surprising, for example, to see that most citations of the health domain, the only one including 
publications in Medical Disciplines and Life Sciences, are produced by citing literature in Medical Disci-
plines and Life Science, as these disciplines have a comparatively more generous citation culture.    
 
                                                 
17 Some arbitrary choices had to be made, such as including medical informatics in the group of “Information Systems Science” 
rather than of “Other Medical Disciplines and Life Sciences”; moreover, natural sciences and medical/life sciences have been 
grouped together (there are only few scores in natural science anyway. 
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Figure 15: Subject category distributions of citing publications for all three domains.  
 
3.2 Differences between domains 
The main differences between the domains appear to be as follows: 
1) The health domain has a clearer “value profile”, codified also by the historically influential “prin-
ciplist” ethics involving beneficence, non-malevolence, autonomy and justice. Each of these val-
ues can be positively or negatively related to cybersecurity depending on the context. By con-
trast, “moral character” of the other domains is not characterized by an equally well-codified 
theory. The “ethics” of the business or national security fields is “up for grabs” to a much greater 
extent than the ethics of medicine (the very idea that these two fields ought to be regulated by 
ethical considerations may be considered controversial).  
2) Hacker ethics appears to be discussed in relation to businesses, not in relation to heath, and, 
oddly, not in the literature on national security, where hacking is conceptualized as crime, ter-
rorism or warfare.  
3) Surveillance appears in all three domains, but it is more negatively connotated in business (es-
pecially when applied by businesses to control employees). Surveillance in the medical domain 
is discussed for the possibility of “punishing” for unhealthy choices (e.g. by imposing higher 
costs in access to health care to individuals who are careless about their health). In the national 
security domain, surveillance is not framed as as a risk for individual privacy, but rather as a goal 
to be achieved.   
4) The framing idea that health is a good of supreme importance, which is not mirrored by analo-
gous claims concerning the value of profit in business (understandably). In the literature of the 
national security domain, the issue of privacy is , or (surprisingly!) that of national security in 
the national security domain.  
5) The idea that there is a conflict between individual and public interest: it is prominent in the 
debate on health, where public health militates for more data sharing, that has a trade off with 
individual security and data protection, and in national security where instead of a concern to 
protect individuals from surveillance, the literature emphasizes the unwillingness of companies 
to exchange information about attacks as a source of vulnerability for the entire system.  
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3.3 Common Themes  
Common themes are more evident than differences between the three domains. Two important com-
mon themes are the following: 
1. That the overall justification for the use of ICT it broadly instrumental and utilitarian: it is a 
means to increase efficiency, reduce cost, and improve the quality of services (both private and 
public). 
2. That the more secure you make something, the less usable it become (prominent in both health 
and business, not contradicted by national security). 
3. That there are many trade-offs between desirable values. Trade off emerge even considering 
the different goals that are valuable from the same perspective, e.g. the individual perspective, 
or the perspective of the state. In addition to this, there are further trade-offs or conflicts when 
the interests of the individual are set against those of the community). One example of this is 
the usability/security trade off (see point 2, above) but also the fact that users may be forced 
to trade their privacy in exchange for some other valued good (this idea is prominent in both 
the health and business domain). 
4. The problem of digital divide, seen as a problem of justice – while ICT makes life easier for some 
(perhaps most), it makes it more difficult for others, often whose who are already socially, men-
tally, or physically disadvantaged.  
5. The problem of trust – the necessity of building the conditions for trust and the damage pro-
duced when these are compromised. 
6. The threat of loss of control over data – in this respect cybersecurity is valued as part and parcel 
of informational self-determination and data protection.  
7. The unpredictability of future uses of data.  
 
3.4. What is missing?  
The analysis provided in this White Paper points to three aspects that can be considered “blind spots” 
in the ethics of cybersecurity discussion:  
1. First, it is generally surprising that – despite an extensive search methodology described in the 
appendix – the number of identified papers that deal to a considerable amount with the ethics 
of cybersecurity is rather low – particularly in the Business domain. Although we certainly can-
not exclude the possibility that our search methodology may miss important papers, we take 
this as a strong indication that the academic literature just has started to deal in a more pro-
found way with the ethics of cybersecurity. Our search methodology did not cover grey sources 
such as blogs, newspaper articles and the like – and it indeed could be that a livelier discussion 
on ethical issues of cybersecurity is present on such sources. We expect that this will change in 
the near future, as cybersecurity has become a top-priority of several policy makers. 
2. Second, we find that the domain-specific ethicists that deal with the ethics of cybersecurity do 
this by taking the common topics of their discipline as starting position. For example in health, 
the focus in most cases was on protection of sensitive (patient) data; and the source of the 
argumentation were common topics such as the genetic information discussion. What is almost 
completely missing are discussions of the ethical dilemmas that the technology specialists are 
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facing, whose job is to ensure day-to-day cybersecurity. White Paper 4 lists a considerable num-
ber of such dilemmas. This we consider to be a problematic gap in the current academic discus-
sion on the ethics of cybersecurity. 
3. Finally, the analysis reveals that the number of real cases that are discussed is rather low. As an 
ethical analysis strongly relies on case studies, we consider this as another important gap in the 
current discussion; i.e. we need to create repositories of cybersecurity incidences that are re-
lated to ethical dilemmas. The problem here is that the culture of those who actually deal with 
such problems is a culture of secrecy; i.e. sharing incidences that are often described in a tech-
nical language may happen among the specialists themselves, but not in a wider community. 
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4. Conclusions 
We close this White Paper on the ethics of cybersecurity with four main observations. A first observation 
is that the ethics of cybersecurity not an established subject, academically or in any other domain of 
operation. It is actually a rather under-developed topic within ICT ethics, where the majority of pub-
lished work discusses issues such as “big data” and privacy or ethical issues of surveillance. In those 
cases, cybersecurity is usually only instrumentally discussed as a tool to protect (or undermine) privacy.  
A second observation is that there are both common theme and differences across the three domains 
examined. In all domains, cybersecurity is recognized as being an instrumental value, not an end in itself, 
which opens up the possibility of trade-offs with different values in different spheres. The most promi-
nent common theme is perhaps the existence of trade-offs and even conflicts between reasonable 
goals, for example between usability and security, accessibility and security, privacy and convenience. 
Other prominent common themes are the importance of cybersecurity to sustain trust (in institutions), 
and the harmful effect of any loss of control over data. The most prominent difference across the three 
domains regards the value of privacy, that is emphasized in business and health (together with confi-
dentiality), but not in the national security domain, which appears concerned, above all, with the pro-
tecting the security and connectivity of infrastructure. 
A third observation is that the ethical issues and dilemmas that the technological experts face in their 
daily life are to an insufficient degree represented in the literature, which may have several reasons, 
among which may be a lack of technical expertise of technology ethicists and a culture of secrecy among 
cybersecurity experts. 
Finally, it is noteworthy that cybersecurity has different connotations in different social domains and 
these connotations affect the framing of problems and value assumptions in each domain. It is therefore 
plausible to think that thematic cross-pollution across different disciplines could be particularly fruitful. 
The health-related discussion could benefit from a little more emphasis on the need to protect vulner-
able infrastructure. The discussion in national security could benefit from taking privacy more seriously. 
The discussion in business could also benefit from considering cybersecurity as a public good, to which 
businesses ought to contribute, rather than as (very important) factor in the relationship with its cus-
tomer.  
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Appendix 
A.1 Methodology 
This section explains in detail how the papers have been selected that provided the basis for this White 
Paper. The aim of our search was to identify all relevant papers that explicitly deal with ethical issues 
related to cybersecurity, whereas the general theme of the paper was related to one of our three ref-
erence domains (health, business/finance and national security). The search was performed in two lit-
erature databases: Web of Science Core Collection (WoS) and Scopus. Scopus turned out to be a more 
comprehensive database, as it has a broader coverage of conference proceedings, which is an important 
publication channel for technical papers. However, the WoS data allows for more refined bibliometric 
studies, so that we used both databases. Some analysis steps have only been performed in one data-
base; this will be indicated below. 
Conceptually, the analysis consisted of the following four steps: 
1) Step 1 – Characterize the field-specific Boolean search expressions. The aim of this step is to 
identify the Boolean search expressions that allows for a comprehensive, but distinctive identi-
fication of papers that likely deal with the following main fields of relevance: First, papers re-
lated to cybersecurity issues in general (=CYBER); second, papers associated to one of the three 
reference domains (=HEALTH, BUSINESS, NATIONAL); third, papers that include ethics-related 
keywords (=ETHICS). The keyword set for Step 1 has been identified solely in the Scopus data-
base, as this offers a broader coverage of the technical literature. Step 1 has been performed 
by UZH. 
2) Step 2 – Identify potentially relevant papers for each reference domain. Based on Step 1, poten-
tial papers of interest are then identified using the intersection sets of the searches (e.g. CYBER 
AND HEALTH AND ETHICS). However, this approach needed several refinement procedures such 
that the analysis and selection of the results is feasible. This step has been performed by UZH 
in both databases; duplicates have been identified and eliminated.  
3) Step 3 – Complement the search result through snowballing and own expertise. One cannot ex-
pect that a purely quantitative search strategy will identify all relevant papers, e.g., because 
relevant papers may not contain the keywords used in the searches and because the lists gen-
erated are likely to contain irrelevant papers. Thus, the lists generated in step 2 have been 
screened for each reference domain by a team of two researchers. By reading relevant papers, 
the lists have been complemented by snowballing (i.e., we checked whether the found papers 
cite important papers that were not yet contained in the lists) and by domain-specific expertise 
of the team (i.e., based on their expertise, persons already knew about important papers; if they 
have not been identified beforehand, the papers have been added to the list). 
4) Step 4 – Bibliometric analysis of the final sets. The final lists generated in step 3 were used for 
an in-depth bibliometric analysis in order to identify trends, important authors, financing 
sources and knowledge-transfer patterns (from publication subject categories to citation sub-
ject categories). 
In the following, we outline in detail the procedure for each step. 
A.1.1 Methodology of Step 1 
We explain in the following the methodology for generating the Boolean search expression for CYBER. 
The procedure for the other Boolean search expressions was similar and we will only present the result 
for the other expressions. Step 1 has mainly been performed from October 2016 to January 2017. The 
search has been performed in Scopus (title, abstract, keywords). 
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In a first iteration, all members of the CANVAS consortium provided keyword candidates for character-
izing the cybersecurity domain. Those candidates were grouped in three main classes; each main class 
consisted of sub-classes of 3-27 keywords each (the keywords took issues like word-stem variation, sin-
gular/plural etc. into account.). Those main classes were: 
- General topic, with the sub-classes: keywords directly characterizing cybersecurity; authentica-
tion; crime; critical infrastructure; cryptography; cyber conflict; forensics; surveillance. 
- Malware unspecific, with the sub-classes: keywords directly characterizing malware; malware 
defense; malware types; malware behaviour types; web security. 
- Malware specific, with the sub-classes: Bots; digital vandalism; Distributed Denial of Service; 
hacking; identity theft; phishing; spam. 
Out of those keywords, the group first identified unambiguous keywords combined with OR. Then, se-
quentially new keywords have been added and their influence on the set of results has been checked. 
The goal was to identify keywords that increase the set of hits considerably without losing specificity. 
We eliminated unspecific keywords (i.e., keywords where more than 20% of the additional hits did not 
fall into the domain; we checked the first 100 hits to make this decision) and keywords that did not 
contribute considerably to the previous list of hits (less than 0.1% additional hits). By using this meth-
odology, the final Boolean search string for CYBER was as follows: 
CYBER "Computer Security" OR "Cyber Security" OR "Cybersecurity" OR "Cyber-security" OR 
"Data Security" OR "Hardware Security" OR "Information Security" OR "Internet Secu-
rity" OR "IT Security" OR "Mobile Security" OR "Network Security" OR "Security Breaches" 
OR "Security Of Data" OR "Security Requirement*" OR "Security Software" OR "Security 
System*" OR "Security Threat*" OR "Security Vulnerabilit*" OR "System Security" OR 
"Web Security" OR "data leak*" OR "non-repudiation" OR sigint OR "voting system" OR 
cryptography OR cyberattack OR "cyber attack" OR cyberconflict OR "cyber conflict" OR 
cyberdefense OR "cyber defense" OR cyberterrorism OR "cyber terrorism" OR "cyber 
threat*" OR cyberthread* OR cyberwar* OR "cyber war*" OR "computer crim*" OR 
"cyber crim*" OR malware OR firewall OR botnet* OR "denial of service" OR DDoS 
This search generated 266 343 documents in Scopus, ranging from 1978 to 2017 (search performed on 
January 23, 2017). 
Using a similar methodology (the number of consortium members that contributed to the initial set was 
smaller, depending on their expertise in the domain), the Boolean search expressions were as follows: 
HEALTH health OR healthcare OR medical OR medicine OR patient 
BUSINESS banking OR business OR commerce OR company OR consumer OR finance OR payment 
OR sales OR shopping 
NATIONAL "national security" OR "law enforcement" OR police 
Those sets are smaller, because we searched for domain-specific keywords already within the set CYBER, 
thus the search expressions were less complex. For the refinement procedure (see step 2), some addi-
tional search terms were used. 
Using an adapted methodology, a search string for identifying papers that include an ethics terminology 
was generated. In this case we run a consultation within the group to determine which ethical and nor-
mative terms were salient and, from the list thus obtained, we deleted only those that, when combined 
with the CYBER search string and with the HEALTH and BUSINESS domain strings, provided a large num-
bers (>90%) of irrelevant results (as judged based on a summary reading of the first 50 titles). The re-
sulting search string was: 
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ETHICS autonomy OR privacy OR value-driven OR "value driven" OR "European Value*" 
OR   value-profile OR ethic* OR responsibilit* OR accountability OR right* OR value-sen-
sitive OR "value sensitive"  OR  moral* OR "informed consent" OR philosoph* OR equal-
ity OR freedom OR ethic* OR  "contextual integrity" OR politic* OR dignity OR democracy 
OR discrimination OR unfair* OR fair* OR non-discrimination OR utilitarian OR "diversity 
issue*" OR trustworthiness OR transparency OR confidentiality OR accountability OR vol-
untariness OR accessibility OR justice OR  diversity 
A.1.2 Methodology of Step 2 
Step 2 was performed in April to June 2017 in Scopus and WoS, cut-off-date for the search was Decem-
ber 31, 2016.  
The first iterations were performed by the UZH team. Using the combinations of the Boolean expres-
sions identified in step 1, the following results were found: 
CYBER AND HEALTH AND ETHICS WoS:  1539 records 
Scopus: 2183 records 
CYBER AND BUSINESS AND ETHICS WoS:  2386 records 
Scopus: 4098 records 
CYBER AND NATIONAL AND ETHICS WoS:  405 records 
Scopus: 1742 records 
This initial search yielded too large numbers for a search by hand, whereas the numbers for the national 
security domain were considerably lower. The goal was to identify candidate sets in the order of ~1000 
publications each (for the domains health and business). Therefore, the following orthogonal refine-
ment strategies were used for the two domains health and business: 
- First, only the sets CYBER AND HEALTH/BUSINESS were determined (without the additional con-
dition ETHICS). Within those sets, only papers that were attributed to non-technical subject 
categories18 were determined. The number of entries per category was checked. If the number 
was <70, all entries were taken. If the numbers were >70, only the 50 most cited papers were 
taken. The reason for this strategy was to identify candidates potentially relevant for the ethics 
of cybersecurity without imposing a preconceived idea of ethical salience defined by the ETHICS 
Boolean expression. Only non-technical papers were chosen, because the likelihood of finding 
papers that explicitly deal with ethical issues is likely to be higher. 
- Second, within the sets defined above (CYBER AND HEALTH AND ETHICS, CYBER AND BUSINESS 
AND ETHICS), a cutoff of value for a minimal number of citations per paper was chosen such 
that the resulting sets have the size of approximately 500 publications.19 Furthermore, as the 
citation criterion includes a bias for older papers (where more time was available to generate 
citations), also the first 500 papers (in terms of publication date) were chosen. 
                                                 
18 For HEALTH, the following WoS subject categories were used: ethics, medical ethics, social issues, philosophy, humanities 
multidisciplinary, social sciences interdisciplinary, computer science interdisciplinary applications, social sciences biomedical, 
medicine legal, women’s studies, sociology, law. In Scopus, the following subject categories were used: ADD. For BUSINESS, 
the following WoS subject categories were used: management, business, operations research, management science, ethics, 
social issues, humanities multidisciplinary, history philosophy of science, social sciences interdisciplinary, women’s studies, 
sociology, law. In Scopus, the following subject categories were used: business, decision sciences, art and humanities, social 
sciences, economics, econometrics and finance, undefined. Remind that the WoS category scheme is much more fine-grained 
than the Scopus category scheme. 
19 The cutoff value had to be adapted per domain (due to different citation cultures per domain) and database in order to yield 
similar set sizes. For health, the cutoff values were 4 citations for WoS and Scopus; for business, the cutoff-value was 6 citations 
for WoS and 9 citations for Scopus. 
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The sets generated in this way were merged for each domain separately and duplications were identi-
fied and eliminated using a variety of tools.20 All titles in the resulting list (1738 for health, 1533 for 
business, 1543 for national security) were manually reviewed and those records that, based on their 
title, immediately appeared to be irrelevant, were deleted. The resulting lists included 1360 records for 
health, 1451 for business, and 1213 for the national security domain. Those lists were then sent to three 
teams of two persons each (health: OTH, business: DCU, national security: TUD) for further processing. 
A.1.3 Methodology of Step 3 
The third step mainly was based on a qualitative analysis of the results of step 2. For each domain, a 
team of two researchers performed the following analysis: 
- The papers of the lists were evaluated with respect to their relevance based on the abstract and 
(if needed) based on a full-text review. This analysis classified the papers into three categories: 
a) Papers that explicitly discuss ethical issues of cybersecurity. 
b) Papers that mention ethical issues (mainly) as a motivation to present a new technical 
cybersecurity solution (or the like) 
c) Papers that do not fall into categories a) and b) and that are considered irrelevant. 
- References of papers of category a) were checked for additional relevant papers based on their 
citation in the text and/or their title. If they also explicitly discuss ethical issues of cybersecurity, 
they were added to the list. 
- Finally, if the expertise of the team yielded relevant papers that were not found so far (e.g., 
through conference visits or professional exchange with colleagues), they were also added to 
the list. 
The result of this process yielded the following papers that were taken for the final analysis: 
Health domain:   74 
Business domain:  35 
National Security domain: 125 
A.1.4 Methodology of Step 4 
In step 4, we start from the final set of step 3 and we use the “result analysis” tool of Web of Science  
(https://apps.webofknowledge.com) in order to run bibliographic analytics on the literature results. To 
do so, we search all items from the three domains in the Web Of Science (WoS) Database and run ana-
lytics on the results for each domain, excluding a few records obtained from snowballing that are re-
ferred in the literature on the ethics of cybersecurity but are not specific to the ethics of cybersecurity. 
For the domain Health, the WoS search led to 57 results (out of 74 of the final list), for the domain 
Business, it led to x results (out of x of the final list), and for the domain National Security, it led to x 
results (out of x of the final list). In addition to this, we queried WoS for all articles (and other scientific 
publications) citing the records in our final lists. For the domain Health, we obtained x citing records, for 
the domain Business, x citing records, and for the domain National Security, x citing records. 
For the record set of each domain, both the original sources and the citing material, we queried WoS 
for meta-data about the publications, in particular: 
1) Authors  
2) Conferences 
3) Countries  
4) The type of record (article, conference proceeding, review, other) 
                                                 
20 First, the “find duplicates and merge” tool of Mendeley was used. Then Python Code was used to rapidly detect the errors 
generated by using the Mendeley tool. For the national security domain, only the Python script was used. Moreover, files had 
to be converted and exported into different formats, thus creating further sources of error, which had to be controlled and 
corrected both with Python code and manually. 
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5) Funding agencies 
6) Affiliations 
7) Records per year 
8) Sources (journals etc) 
9) Research areas 
10) Web of Science categories  
We provide a selection of this data with rankings and graphs, as relevant. 
 
A.2 List of Papers 
Papers we would recommend for readers to get an introduction are marked with a *. 
Papers in the top 10th decile for citations (for each domain) are marked with (two) **. 
Papers which were not used for the bibliographic analysis are marked with a “”.  
We have used colors to indicate relevance to specific domains. The colour codes are as follows: 
 Health domain 
 Business domain 
 National Security domain 
Abbas, Assad, and Samee U. Khan. “A Review on the State-of-the-Art Privacy-Preserving Ap-
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Infrastructures: Lessons from the Wikileaks.” In Proceedings 2012 International Conference 
on Cyber Security, Cyber Warfare and Digital Forensic, CyberSec 2012, 306–11. Kuala Lum-
pur, Malaysia: IEEE, 2012. doi:10.1109/CyberSec.2012.6246173.  
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vani. “Ethics and Fraud in E-Banking Services.” In 2015 10th Iberian Conference on Infor-
mation Systems and Technologies (Cisti), edited by A. Rocha, G. P. Dias, A. Martins, L. P. 
Reis, and M. P. Cota. New York: Ieee, 2015. 
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tems Engineering & management. 2016;1(2):120  
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