We attach a ring of sequences to each number from a certain class of extremal real numbers, and we study the properties of this ring both from an analytic point of view by exhibiting elements with specific behaviors, and also from an algebraic point of view by identifying it with the quotient of a polynomial ring over Q. The link between these points of view relies on combinatorial results of independent interest. We apply this theory to estimate the dimension of a certain space of sequences satisfying prescribed growth constraints.
INTRODUCTION
Let γ = (1 + √ 5)/2 denote the golden ratio. In [3] , Davenport and Schmidt proved that, for each real number ξ which is neither rational nor quadratic irrational, there exists a constant c > 0 with the property that, for arbitrarily large real numbers X, the system of inequalities
has no non-zero solution x = (x 0 , x 1 , x 2 ) ∈ Z 3 . Because of this, we say that a real number ξ is extremal if it is neither rational nor quadratic irrational and if there exists a constant c > 0 such that the system (1) with c replaced by c has a non-zero solution (x 0 , x 1 , x 2 ) ∈ Z 3 for each X 1. The existence of such numbers MSC: Primary 11J13; Secondary 05A15, 13A02 ✩ Work partially supported by NSERC and CICMA.
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is established in [7, 8] , showing in particular that the exponent 1/γ in the result of Davenport and Schmidt is best possible. Among these numbers are all real numbers whose continued fraction expansion is the infinite Fibonacci word constructed on an alphabet consisting of two different positive integers [7] (or a generalized such word constructed on two non-commuting words in positive integers [11] ). This connection with symbolic dynamics is extended by Laurent and Bugeaud in [2] , and stressed even further in recent work of Fischler [4, 5] . Schmidt's subspace theorem implies that any extremal real number is transcendental (see [12, Chapter VI, Theorem 1B]). Using a quantitative version of the subspace theorem, Adamczewski and Bugeaud even produced a measure of transcendence for these numbers, showing that, in terms of Mahler's classification, they are either S-or T -numbers [1, Theorem 4.6] . The purpose of the present paper is to provide tools which may eventually lead to sharper measures of approximation to extremal real numbers either by all algebraic numbers or by more restricted types of algebraic numbers (like in [9] ).
As shown in [8] , any extremal real number comes with rigid sequences of integer triples (x 0 , x 1 , x 2 ) satisfying a stronger approximation property than that required by (1) . In the next section, we show that, for each extremal real number in some large family, this naturally gives rise to a finitely generated ring of sequences over Q. We study this ring in Sections 2 and 3, both from an analytic point of view by exhibiting elements with specific behaviors, and also from an algebraic point of view by showing that it is isomorphic to the quotient of a polynomial ring in six variables over Q by an ideal I with three explicitly given generators. The link between these points of view relies on two combinatorial results of independent interest that are stated at the beginning of Sections 2 and 3, and proved in Section 4. In Section 5, we apply this theory to estimate the dimension of a certain space of sequences with restricted growth. Following a suggestion of Daniel Daigle, we conclude in Section 6 with a complementary result showing that the ideal I mentioned above is a prime ideal of rank 3 and thus, that the ring of sequences attached to the extremal real numbers under study is an integral domain of transcendence degree 3.
THE RING OF APPROXIMATION TRIPLES

A combinatorial result
We denote by N the set of non-negative integers, and by N * = N \ {0} the set of positive integers. We also denote by f : Z → Z the function satisfying f (0) = f (1) = 1 and f (i + 2) = f (i + 1) + f (i) for each i ∈ Z, (2) so that (f (i)) i∈N is simply the Fibonacci sequence. This function admits the symmetry
In order not to interrupt the flow of the discussion later, we start by stating the following crucial combinatorial result whose proof is postponed to Section 4 and whose relevance will be made clear shortly. 
Here, and throughout the rest of this paper, we agree that an empty sum is zero, so that for (m, n) = (0, 0), the conditions (4) are satisfied with s = 0.
For our purposes, we need to recast this result in the following context. Consider the subring Z[γ ] of R generated by γ . Since
which follow from a quick recurrence argument, show that, for any α = m + n/γ ∈ Z[γ ], the conditions (4) are equivalent to
For each d ∈ N, let E d denote the set of points α ∈ Z[γ ] for which these conditions admit a solution in integers 0 i 1 · · · i s for some s ∈ N and, for each α ∈ E d , let s d (α) denote the largest value of s for which such a solution exists. Then, Theorem 2.1 can be restated by saying that, for each pair of integers d, s ∈ N, the number of elements α of E d with s d (α) = s is the integer χ d (s) given by (5) . It is in this form that Theorem 2.1 will be proved in Section 4, together with a more compact description of the sets E d .
A class of extremal numbers
We first recall that a real number ξ is extremal if and only if there exists an unbounded sequence of points x k = (x k,0 , x k,1 , x k,2 ) in Z 3 , indexed by integers k 1 in N * , and a constant c 1 1 such that, for each k 1, the first coordinate x k,0 of x k is non-zero and we have
This follows from Theorem 5.1 of [8] upon noting that the condition (E2) forces the maximum norm of x k to behave like |x k,0 |. As in [8] , it is convenient to identify each triple x = (x 0 , x 1 , x 2 ) of elements of a commutative ring with the symmetric matrix
Then, the condition (E3) reads simply as 1 | det(x k )| c 1 . We also recall that, for a given extremal real number ξ , the corresponding sequence (x k ) k 1 is unique up to its first terms and up to multiplication of its terms by non-zero rational numbers with bounded numerators and denominators (see Proposition 4.1 of [10] ). Moreover, for such ξ and such a sequence (x k ) k 1 viewed as symmetric matrices, Corollary 4.3 of [10] ensures the existence of a non-symmetric and non-skew-symmetric 2 × 2 matrix
with integer coefficients such that, for each sufficiently large k 1, the matrix x k+2 is a rational multiple of x k+1 M k+1 x k where
and where t M denotes the transpose of M. The present paper deals with a special class of extremal numbers. 
The first condition det(x k ) = 1 is restrictive as there exist extremal real numbers with no corresponding sequence (x k ) k 1 in SL 2 (Z), but it is not empty as it is fulfilled by any real number whose continued fraction expansion is given by an infinite Fibonacci word constructed on two non-commuting words in positive integers, provided that both words have even length (see [11] ; compare also with Definition 2.4 of [9] where the weaker requirement det(x k ) = ±1 is imposed). The second condition however is no real additional restriction. It is achieved by omitting the first terms of the sequence (x k ) k 1 if necessary, by choosing M so that x 3 = x 2 Mx 1 and then by multiplying recursively each x k with k 4 by ±1 so that the second equality in (10) holds for each k 1. In particular, we have det(M) = 1. Since t M = ±M, this in turn implies that we have a 1,1 = 0 or a 2,2 = 0.
A subring of the ring of sequences
Let S denote the ring of sequences of real numbers (a k ) k 1 indexed by the set N * of positive integers, with component-wise addition and multiplication, and let S denote the quotient of S by the ideal S 0 of sequences with finitely many non-zero terms. Two sequences (a k ) k 1 and (b k ) k 1 in S thus represent the same element of S if and only if a k = b k for each sufficiently large integer k. We view R as a subring of S by identifying each x ∈ R with the image of the constant sequence (x) k 1 modulo S 0 . This gives S the structure of an R-algebra. By restriction of scalars, we may also view S as a Q-algebra. In particular, given elements A 1 , . . . , A of S we can form the sub-Q-algebra Q[A 1 , . . . , A ] that they generate.
For each i ∈ Z and each j = 0, 1, 2, we define an element
where for definiteness we agree that x 2k+i,j = 0 when 2k + i 0, although the resulting element of S is independent of this choice. Clearly,
j by a shift, but nevertheless they are quite different from the algebraic point of view. For each i ∈ Z, we also define a triple
Identifying these triples with 2 × 2 symmetric matrices according to our general convention, and using (9) to extend the definition of M k+1 to all integers k, Hypothesis 2.2 gives
for each i ∈ Z. Our goal in this paper is to study the sub-Q-algebra
For this purpose, we form the polynomial ring Q[X, X * ] in six indeterminates
We first note that 
Proof. Since each product X (i) M i has determinant 1, its inverse is its adjoint matrix. Thus, upon replacing i by −i − 2 in the second formula of (13), we find
showing that, for each i ∈ Z, the coordinates of X (−i−2) are bilinear forms in (X (−i−1) , X (−i) ). The formula (13) also shows that, for each i ∈ Z, the coordinates of X (i+2) are bilinear in (X (i+1) , X (i) ). By recurrence, this implies that, for each i 0, the coordinates of X (−i) (resp. X (i) ) are values at the point (X (0) ,
The conclusion follows since, for each integer i 0, the for-
The preceding result implicitly uses the natural surjective ring homomorphism
Our first goal is to describe the kernel of this map. In particular, the matrix product on the right-hand side gives rise to a symmetric matrix. This fact translates into (X (0) , X (−1) ) = 0, and so ∈ ker(π). P
We will see below that I is precisely the kernel of π . In Section 6 we will provide an alternative proof of this, suggested by Daniel Daigle, showing moreover that I is a prime ideal of Q[X, X * ] of rank 3, and therefore that Q[X (0) , X (−1) ] is an integral domain of transcendence degree 3 over Q.
Asymptotic behaviors
The units of S are the elements of S which are represented by sequences (a k ) k 1 with a k = 0 for each sufficiently large k. We define an equivalence relation ∼ on the group S * of units of S by writing A ∼ B when A and B are represented respectively by sequences (a k ) k 1 and (b k ) k 1 with lim k→∞ a k /b k = 1. Then, for each i ∈ Z, the condition (E2) implies that
For this reason, we regard the points X (i) as generic (projective) approximations to the triple (1, ξ, ξ 2 ) and, in view of Lemma 2.3, we say that Q[X (0) , X (−1) ] is the ring of approximation triples to (1, ξ, ξ 2 ) . Since the second formula in (13) gives
we also find that
where
is independent of i and non-zero because ξ is transcendental over Q and M is not skew-symmetric. 
Proof. By recurrence, we deduce from (17) that, for each i ∈ Z, we have
, and let j be an integer with 0 j 2s. By definition, there exist integers 0 i 1 · · · i s satisfying (7). Choose also
Since (7) and (4) In fact, we claim that the elements M α,j constructed in the preceding lemma form a basis of
To prove this, we will first show that they are linearly independent over Q, and count them using Theorem 2.1. This will provide a lower bound for the dimension of Q[X (0) , X (−1) ] d . Next, using the fact that the ideal I is contained in the kernel of the evaluation map π , we will find that the same number is also an upper bound for this dimension. This will prove our claim and will bring other consequences as well. We now proceed to the first step of this programme.
Growth estimates
Let S + denote the subgroup of S * whose elements are represented by sequences with positive terms. Given A, B ∈ S + , we write A B or B A if there exists a constant c > 0 such that corresponding sequences (a k ) k 1 and (b k ) k 1 satisfy a k cb k for each sufficiently large index k. We write A B if we both have A B and A B. The latter is an equivalence relation on S + , and the condition (E1) in Section 2.2 can be expressed in the form
where the absolute value and exponentiation are taken "componentwise". In particular, for
Since each E d is a finite set of positive real numbers, this leads to the following conclusion. 
We are now ready to complete the first step of the programme outlined at the end of the Section 2.4.
Proof. Lemma 2.6 shows that the elements M α,j are linearly independent over Q. By Theorem 2.1, their number is
2 . P
Computation of an Hilbert function
We introduce a new variable U , make the ring Q[X, X * , U] into a graded ring for the total degree, and denote by I 1 the homogeneous ideal of this ring generated by
Then, for each d ∈ N, Lemma 2.4 ensures that we have a surjective Q-linear map
In particular, this gives
Thus, in order to complete the programme outlined at the end of the Section 2.4, it remains to compute the Hilbert function H (I 1 ; d) of I 1 . We achieve this by showing first that the generators (18) of
Recall that a regular sequence in a ring R is a finite sequence of elements a 1 , . . . , a n of R such that, for i = 1, . . . , n, the multiplication by a i in the quotient R/(a 1 , . . . , a i−1 ) is injective (with the convention that (a 1 , . . . , a i−1 ) = (0) for i = 0). If R is a polynomial ring in m variables over a field, then, for any integer n with 1 n m, a sequence of n homogeneous polynomials a 1 , . . . , a n of R is regular if and only if the ideal (a 1 , . . . , a n ) that it generates has rank (or codimension) equal to n. In that case, any permutation of a 1 , . . . , a n is a regular sequence (see [ Proof. Put R := Q[X, X * ]. Since det(X) and det(X * ) are relatively prime, they form a regular sequence in R. Moreover, the ideal that they generate is the kernel of the endomorphism of R which maps X i to X
The conclusion follows by observing that the image of (X, X * ) under this map is
which is a non-zero polynomial. P
We can now turn to the ideal I 1 . 
(see for example [6, Corollary 5.2.17]), and a short computation completes the proof. P
Conclusion
Combining the above result with (20) and Lemma 2.7, we obtain finally the following theorem. 
Applying first Lemma 2.6 and then the growth estimates of Section 2.5, we deduce from this the following two consequences.
Corollary 2.11. Let d ∈ N. For any non-zero element
A of Q[X (0) , X (−1) ] d , there exists a point α = m + n/γ ∈ E d and a polynomial A ∈ Q[T ] of degree at most 2s d (α) such that A ∼ θ m+n−s d (α) A(ξ ) X (0) 0 m X (−1) 0 n .
Corollary 2.12. For any non-zero element
The map A → α is a rank two valuation on the ring
Finally, we note that, for each d ∈ N, the linear map (19) factors through the map
Since the former is an isomorphism, the latter is also an isomorphism, and so we have the following corollary.
Corollary 2.13. The ideal I defined in Lemma 2.4 is the kernel of the evaluation map
π from Q[X, X * ] to Q[X (0) , X (−1) ].
ANALOGOUS RESULTS IN BI-DEGREE
The following result is analogous to Theorem 2.1. 
As in Section 2, we note that, for a point α = m + n/γ ∈ Z[γ ], the conditions (21) are equivalent to 
Any such choice of elements, one for each pair (α, j ) , provides a basis of
This vector space has dimension
Proof. The existence of the elements M α,j is established exactly as in the proof of Lemma 2.5, upon replacing everywhere the symbol d by d, using (23) and (21) instead of (7) and (4). Fix such a choice of elements. The fact that they are linearly independent over Q is proved as in Section 2.5, upon observing that the statement of Lemma 2.6 still holds when d is replaced by d and M α,j by M α,j . According to Theorem 3.1, they form a set of cardinality
A short computation based on the formula (22) shows that the right-most sum is equal to To that end, we proceed as in Section 2.6. We introduce two new indeterminates V and V * and, for each n = (n 1 , n 2 ) ∈ N 2 , we denote by Q[X, V , X * , V * ] n the subspace of Q[X, V , X * , V * ] whose elements are homogeneous in (X, V ) of degree n 1 and homogeneous in (X * , V * ) of degree n 2 . This makes the polynomial ring R 2 := Q[X, V , X * , V * ] into a N 2 -graded ring. Let I 2 denote the bi-homogeneous ideal of R 2 generated by
Lemma 2.4 ensures that we have a surjective Q-linear map in each bi-degree n
In particular, this 
(see [6, Proposition 5.8.13 and Theorem 5.8.15]). This completes the proof as it implies that
Note that this result implies that the statement of Corollary 2.11 still holds in bi-degree, with d replaced by d.
COMBINATORIAL STUDY
This section is devoted to the proof of Theorems 2.1 and 3.1. As mentioned in Section 2.1, we work within the ring Z[γ ]. We define
and note that, since γ > 0, the sets E d and E d defined respectively in Sections 2.1 and 3 are subsets of E. Our first goal is to provide a more explicit description of these.
A partition
We first establish a partition of E * .
Proposition 4.1. The sets
and
Proof. Consider the bijection ϕ : Z[γ ] → Z 2 which maps a point m + n/γ to its pair of coordinates (m, n) relative to the basis {1, 1/γ } of Z[γ ]. It identifies E * with the set of non-zero points (m, n) of Z 2 whose argument in polar coordinates satisfies
Using the formulas (6), a quick recurrence argument shows that, for each index i 0, the determinant of the points ϕ(γ −i ) and ϕ(γ −i−2 ) is
This means that {ϕ(γ −i ), ϕ(γ −i−2 )} forms a basis of Z 2 for each i 0. Since the points ϕ(γ −2i ) have positive first coordinate, it also means that arg ϕ(γ −2i ) is a strictly decreasing function of i 0 starting from arg ϕ(γ 0 ) = 0. Finally, since the points ϕ(γ −2i−1 ) have positive second coordinate, it tells us that arg ϕ(γ −2i−1 ) is a strictly increasing function of i 0 starting from arg ϕ(γ −1 ) = π/2. In other words, we have
We conclude from this that a point α of E * belongs to E (+) if and only if arg ϕ(γ 0 ) < arg ϕ(α) < arg ϕ(γ −1 ), and that it belongs to E (i) for some i 0 if and only if arg ϕ(α) lies between arg ϕ(γ −i ) and arg ϕ(γ −i−2 ), with the first end point included and the second excluded. In particular the sets E (+) and E (i) with i 0 are all disjoint. They cover E * because the fact that
) and arg ϕ(γ −2i−1 ) tend respectively to − arctan(γ ) and π − arctan(γ ) as i → ∞. P With our convention that an empty sum is zero, this implies the corollary:
Corollary 4.2. Any α ∈ E can be written in the form
for a choice of integers s 0 and 0 i 1 · · · i s .
We say that a finite non-decreasing sequence of non-negative integers i = (i 1 , . . . , i s ) is a representation of a point α of E if it satisfies the condition (26). In particular, the only representation of the point 0 is the empty sequence.
Degree and bi-degree
For any finite non-decreasing sequence of non-negative integers i = (i 1 , . . . , i s ), we define Proof. Since α = γ −i 1 + · · · + γ −i s , the formulas (6) imply that
From this we deduce that We say that the quantities d(α) and d(α) defined in the above corollary are respectively the degree and bi-degree of α.
In Section 2.1 (resp. Section 3), we defined E d (resp. E d ) as the set of points which admit a representation of degree d (resp. of bi-degree d). According to the corollary, it can also be described as the set of elements of E with degree d (resp. with bi-degree d):
We can now easily compute the cardinality of these sets.
Proof. Denote by L the set of all non-zero points (m, n) To show this, we first observe that, for any pair of integers (p, k) with k 1, we have
Assuming that i s i 1 + 3, these formulas show that the point Then, upon reorganizing terms in the decomposition
we get a representation i of α with degree This proves the first assertion of the proposition. The proof of the second assertion is the same provided that one replaces everywhere the word "degree" by "bi-degree", and the symbol d by d. P We define a quad q to be an expression of the form q = (i; a, b, c) with i, a, b , c ∈ N and a 1. We say that a quad q as above represents a point α ∈ E if it satisfies (27). Identifying it with the sequence formed by a occurrences of i followed by b occurrences of i + 1 and c occurrences of i + 2, the various notions of degree and size translate to
In this context, Proposition 4.6 shows that for any α ∈ E * and any
is the largest size of a quad of degree d (resp. of bi-degree d) which represents α.
Sequences of quads
For each α ∈ E * , we denote by Q α the set of quads which represent α, and, for each d ∈ N 2 , we denote by Q d the set of quads of bi-degree d. Although we use the same letter for both kinds of sets, the nature of the subscript should in practice remove any ambiguity. As we will see, these families have similar properties. We start with those of the first kind. 
Proof. The relation γ
also represents α. This defines an injective map θ from Q α to itself, which increases the size of a quad by 1. Since the size of any quad is finite and non-negative, this implies that any q ∈ Q α can be written in a unique way in the form q = θ j (q 0 ) where j ∈ N and where q 0 is an element of Q α which does not belong to the image of θ . The latter condition on q 0 means that it is of the form q 0 = (0; a, b, 0) with a, b 1 or q 0 = (i; a, 0, c) with a 1. According to Proposition 4.1, there exists exactly one representation of α of that form and, by Proposition 4.3, it has degree d(α) and bi-degree d(α). Thus q 0 is the element of Q α of smallest size, and we can organize Q α in a sequence (θ j (q 0 )) j 0 where the size increases by steps of 1. Along this sequence, the degree, bi-degree and second partial degree are strictly increasing, since for any q = (i; a, b, c) ∈ Q α , the formula (29) implies that we have d (θ(q)) = d(q) + (2f (i − 1), 2f (i) ). P
The proof of the above proposition provides an explicit recursive way of constructing the elements of Q α by order of increasing size: given any q ∈ Q α the next element is θ(q). We will not use this explicit formula in the sequel, except in the proof of the second corollary below. 
Proof. The set Q d is not empty as it contains the quad
Since f (−2) = 1, f (−1) = 0 and f (j) 1 for each j 0, the formula (28) for the bi-degree shows that q 0 is the only element of
As the proposition is easily verified in that case, we may assume that d 1 
This map is injective and decreases the size of a quad by Thus the points of E * represented by quads in Q d decrease (in absolute value) with the size of these quads. P
Proof of Theorem 3.1
We prove it in the following form. Combining the conclusions of (1) and (2), we obtain that the cardinality of 
Combining this with the induction hypothesis for 
Then, for s > d, this set is empty while for 0 s d its cardinality is
Proof. We proceed by recurrence on d. For d = 0, we have E 0 = {0} and since s 0 (0) = 0, the theorem is verified in that case. Suppose now that d > 0 and that the conclusion of the theorem holds in smaller degree. Fix an integer s 0. Arguing in a similar way as in the proof of Theorem 4.11, we find that: 
and from there the conclusion follows. P
APPLICATION TO A DIMENSION ESTIMATE
The following result illustrates how the theory developed in Sections 2 and 4 can be used to derive dimension estimates of the type that one requires in the construction of auxiliary polynomials.
for appropriate positive constants c 1 and c 2 depending only on ξ .
Proof. It is clear that V d (δ) is a vector space over Q. Combining Lemma 2.6 with Theorem 2.10 and then using Corollary 4.9 we find that his dimension is
where the rightmost sum runs over the set S of all quads (i; a, b, c) satisfying the system of inequalities
For each i ∈ N, let S i denote the set of triples (a, b, c) ∈ N 3 satisfying both a 1 and the first condition (34). In the computations below, we freely use the fact that If I is not empty, it contains a smallest element i 0 and so the above considerations give This provides a proof of Corollary 2.13 which is independent of the combinatorial arguments of Section 4. Indeed, it follows easily from the considerations of Section 2.4-2.5 that X ] and, if we take for granted Theorem 6.1, the quotient R/I is an integral domain of transcendence degree 3 over Q. Therefore, as Daniel Daigle Since F , F * and G are respectively multi-homogeneous of multi-degree (2, 0, 2), (0, 2, 2) and (1, 1, 3) , the ideal I 3 is multi-homogeneous. By construction, it is mapped to I under the R-linear ring homomorphism from R 3 to R sending V , V * and W to 1. Moreover, any element of I is the image of a multi-homogeneous element of I 3 under that map. Therefore, in order to prove Theorem 6.1, it suffices to show that I 3 is a prime ideal of R 3 . In preparation to this, we first establish the following lemma where, for any f ∈ R 3 , we define (I 3 : f ) = {a ∈ R 3 ; af ∈ I 3 }. (2, 2, 3) as H , it follows that A 0 is a constant and therefore that A itself is a constant.
