The immune system is a remarkable natural system that is proving to be of great inspiration to computer scientists and engineers alike. This paper discusses the role that the immune system can play in the development of fault tolerant embedded systems. Initial work in the area has highlighted the use of the immune process of negative selection, and more importantly the concept of selftnooself discrimination in the application of artificial immune systems to fault tolerance. This paper reviews those works, highlights issues relating to the way in which this area is approached, and raises important points that need to be considered before effective immune inspired fault tolerant systems can be constructed.
INTRODUCTION
As systems grow ever more complex, alternative sources of inspiration for solutions to the problems associated with these systems are being sought by computer scientists and engineers. Biology has been seen as a fruitful resource by researchers in these areas, which has provided inspiration to create various biological inspired techniques such as genetic algorithms, neural networks etc. The immune system is now receiving more attention and is slowly being realized as a new biologically inspired computational intelligence approach [l] . An intuitive application of the immune system, and one that many researchers have followed, is to create artificial systems that have the ability to differentiate between self and nonself states: whefe self could be defmed as many things such as the systems normal behavior, normal network traffic between computers and so on. However, it is worth noting that the immune system is capable of much more than simple detection, for example, it can remove harmful antigens by learning and adapting to invading antigens.
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As a computational intelligence approach, the fmt use of the immune system metaphor was proposed for use in security of computer systems [2] . This paper explores and challenges the current way of using the negative selection approach in fault tolerant embedded systems. The paper stems from ongoing research into the creation of immunised fault tolerant embedded systems and preliminary results that have been obtained [3] . A simple overview of artificial immune systems (AIS) and fault tolerance is provided. A review of the current work concerning immunised fault tolerance follows, where comments will be offered as to the major challenges this area of research faces. The paper concludes with the suitability of using negative selection for complex systems, and a perspective on the future of this research.
ARTIFICIAL IMMUNE SYSTEMS
The immune system is a remarkable, but complex natural defense mechanism. This paper will not detail the immune process due to space constraints. However, readers are directed to [4] for more details on relevant immunology, in particular the process of negative selection. Artificial immune systems (AIS) are adaptive systems inspired by theoretical immunology and observed immune functions, principles and models, which are applied to complex problems [I] . There exist a number of immune inspired algorithms such as clonal selection [5] immune networks [6] and negative selection [2] . These algorithms can be considered to he generic, and through the use of shape space (representation) and affinity measures, can be employed in a wide variety of applications, reaching far beyond their original intended domain [l] . Using the negative selection process, as inspiration, there have been a number of works that have attempted to build an artificial immune system for virus detection [2] and computer security [7] . The original work in [2] proposed the negative selection algorithm, which has formed the basis of virtually all *e research in the AIS related computer security domain and has more recently, provided inspiration to build fault tolerant systems. There are many reasons why the immune system has attracted such interest. and why it may be of particular relevance to fault tolerant embedded systems, for example: tolerance to self molecules, continual operation in a hostile environment, adaptability, self organisation, diversity, inherent distributed nature, inherent speciation of antibodies, antigenic binding, learning and memory.
FAULT TOLERANCE
Dependability is a vital property of any system, justifying the reliance that can-be placed on the service it delivers [SI. Fault tolerance is a means of achieving dependability working under the assumption that a system contains faults (e.g.. ones made by hum& while developing or us& systems, or caused by aging hardware), and aiming -. at providing the specified services in spite of their presence. A fault is the adjudged or hypothesized cause of an error. An error i s the part of the system state that is liable to lead to the subsequent failure. A failure occurs when a system service deviates from the behaviour expected by the user. The quality of the service provided by a system can be assessed in terms of the dependability attributes. For the purpose of this paper, two of these attributes: availability (the readmess of usage), and reliability (continuity of service) are considered. Fault tolerance consists of error processing, which aims at removing errors fiom the system state before failures happen, and fault treatment, which aims at preventing faults from being once again activated.. Error processing typically consists of three steps: error detection, error diagnosis and error recovery. Fault treatment consists of two steps: fault diagnosis, and fault passivation. The latter, might consider system reconfiguration if the system is not capable to deliver the same service as before. .Providing system fault tolerance plays an ever-growing role in achieving system dependability as there are many evidences proving that it is not possible to rid the system and system execution from faults. These include the growing complexity of systems, operators' mistakes, and failures in the environment in which the system operates. proposed an immune network model for the detection of erroneous states of an algorithm during execution and then executing recovery procedures. The authors employed the use of a genetic algorithm combined with immune network approach to evolve sets of detectors.
Here the authors employed the use of both self and nonself information, whereas negative selection approaches only typically make use of one or the other.
Addressing the way the problem is approached
From assessing the relevant literatnre, it appears there are plenty of thoughts suggesting that the immune system, in particular negative selection, is an attractive source of inspiration for fault tolerant systems. However, there are a number of questions and issues that have not yet been addressed (1) Is the computational complexity for generating a set of effective detectors that important? (2) Should we he concerned with self or non-self data? (and how is it best to represent that data?) (3) Given that the artificial immune system (AIS) will be in an embedded system, how do we achieve minimal number of detectors, which achieve maximum reliability? (4) The immune system is much more than a two state classifier. Is the current t h i i i n g limiting the richness of the immune system metaphor? ( 5 ) Is an evolutionary strategy, such as the immune system approach, a suitable one to be adopting? This section will now attempt to address some of these issues; the goal here however, is not to answer all questions, but to raise them as important issues for consideration.
(1) Computational complexity. As previously mentioned, research outside tbe area of fault tolerance has highlighted the potential drawbacks of the negative selection approach when generating suitable detectors, particularly, to the time it takes to generate a suitably then one has to be careful that there is an accurate mapping between the state machine and the actual system, and ensure that the state machine adequately scopes the space to he immunised. Consideration here also has to be given to the way in which data is represented. The shape space paradigm, formalised in [l] proposes varying ways of data representation and interaction. However, when dealing with discrete values, such as those found in embedded systems, the method of defming affhity (i.e. seeing how similar one item is to another) is not as clear-cut as it may seem. This is coupled with the fact that mutation, even what migbt be thought of as a small amount, could have a huge impact on the meaning of the data. Should a binary shape space be employed, the mere flipping of one bit could indicate a huge shift in meaning of the state, rather than the small shift that may be desired. In both of these situations, domain knowledge can play a pivotal role in the success or failure of such as system. This issue has largely been ignored. (3) Minimal detector generation. In the domain of embedded systems it is necessary to reduce the number of detectors i n order to increase the mu-time efficiency of an AIS. One approach to achieve this would be to ensure that the recognition space of the detectors do not superimpose, assuming that the threshold of the recognition space is optimized for reducing the amount of detectors. Another approach would be to incorporate the idea of domain knowledge into the generating procedure, through the careful selection of representation and affmity measures. It may even he possible to evolve around partial knowledge of self in order to obtain complete knowledge. This could he achieved in part by the segmentation of the search space of high level of abstractions of the self-data. thus minimising the search area. (4) Limiting the immune approach. Current research seems to have focused on the use of negative selection and more importantly, this simple view of sewnon-self discrimination. This in effect treats the whole system as a two state classifier, and the question really needs to he asked can we do this with simple traditional classifier systems instead? In order to make richer use of the immune metaphor, approaches need to be extended away fiom this simple two-class problem to the more complex problem that is faced. In the immune system a certain amount of evolution is occnning (with the development of new B-Cells, antibodies etc) when changing and adapting to new input stimuli. Indeed, the immune system (with help) can even adapt to new parts of self, such as when an organ transplant occm. These concepts should be incorporated into approaches adopted when developing AIS.
(5) Coverage. An important criterion when applying negative selection in fault tolerant embedded systems is the coverage of the detectors. In other words, the size of the detectors set is not enough to achieve a particular detection rate, if the set of detectors are not representative of the non-self set. Hence, there is a need to maximize coverage and minimise the size of the detector set. (6) Evolution. Within the domain of fault tolerant embedded systems, what is required is an artificial immune system that can learn and adapt with the development of new systems, but also cope with a dynamic and changing environment. This therefore raises the question of the suitability of the immune inspired approach. In order to justify this approach, there needs to be the discussion addressing questions such as, where is the analogy of embedded system with evolution and immune systems. Do embedded system really evolve? Are we really dealing with a simple seWoon-self recognition problem? This will be dealt with in more detail in the following section.
The agents of change
Infecting antigens drive the development of antibodies within the immune system. These agents of change can be considered to be external infecting antigens, which are driving the immune system to protect the host body from infection, and drive the immune system to adapt to changing antigenic infection. However, when one considers embedded systems, one has to consider whether they really evolve, in the sense previously mentioned. Embedded systems are in their very nature self-contained systems, hence they should not, in principle, be considered as evolving systems. They do however, interact with the outside world, which could affect the system. Factors such as electro-magnetic noise, radiation, vibration and temperatnre may affect the normal opdtion of the system and thus potentially causing faults. In addition to the above factors, components might fail, which can affect the operation of the system, system consumables may become exhausted, and abnormal h y a n interaction could also affect the system in some way. Any artificial immune system for embedded systems should be able to cope with all of these agents. However, these are not the only agents of change, there might also be changes in the physical components of the system e.g. replacement of-faulty parts,~ upgrade of components or the addition of new components. The concept^ of .adaptation is therefore -important. Any
immunised embedded system will need to beable, fnstly, to-detect such consequences from the agents of cbGge,
-~. and secondly, to adapt to them and possibly new ones. It ~. should be noted that the AIS does not have to detect a chinge in components, but merely the consequences of that change. An analogy can be made with the immune system. Should a host have an organ transplant, h e immune system does not know this is a new organ, merely that something has changed and it is no-longer recognisable as self, i.e. it has detected the consequence of the change.
In an AIS, this can be viewed attwo levels. At one level, there are minor adaptations of a system r to the environment, e.g. if a~component fails, the system should be able to detect the consequences of this failure and reconfgure for continuing to provide a degraded service when available ~ redwidancies .do not permit the continuation of delivery of the original xwice. At the other level, there a& the -issues of possible families of embedded systems, where a whole'host of si~@lar ' ' embedded systems are developed over.the cause of time, with similar or different components. What is-desired here, therefore, is a system that can have an immune : . system capable of adapting to new components, new operating conditions etc, without the need to retrain it, but use the immune knowledge of existing embedded systems.
This then naturaUy.leads to two areas of~reconfiguriig the AIS. The fmt is at design time. A new embedded system (the fust of its kind) can have a set of detectors generated that should be capable of working with that system: in essence this is a static generation of detectors, off-line. However, the second area for reconfiguring the system is -~.
-. . .
at run-time. The system should allow new components to be introduced, removed and so on and be able to adapt to these changes: having to re-leam a new set of detectors from scratch is not practical they need to be evolved from the knowledge the AIS already has and can capture from its new hardware/software or environment. It may also be possible to introduce new detectors with a new component, therefore a new component is already endowed with its o h i m m~e system, which is then integrated into the embedded systems immune system.
A role for immune network metadynamies
Discussion in previous section raises the question of allowing for the continued development of the AIS in-.response to replacement components, or the introduction of a whole family of systems. The idea here therefore, is to create a basic artificial immune system, which can then learn new identity when placed in any of a related family of embedded systems. This gives rise to .the idea of reusing m u n e systems within families and also the possibility of reusing antibodies produced by one system in another, therefore eliminating the need for all systems to learn all things -information sharing may be possible. To help address this issue, it is necessary to turn back to the immunology literature to see what can be gleaned from the immune system. An analogy can be made with the metadpamics of the immune system. which in tum is related to the immune network. Work in [16] details the idea of the self-assertion role of the immune system, where the immune network is able to identify self over a period of time, rather than be endowed with this sense of self at the beginning.
Metadynamics is the recruitment of new individuals (BCells) some of which are randomly produced into the immune network structure. Th-e immune network has the ability to maintain a structure of cells which can adapt to the changes in the environment and has what is know as a double-plastic structure, i.e. the network stmctnre can change, as can the contents. Indeed work such as 161 have to some degree begun to capitalize on this idea, albeit in a different domain. In order to develop a l e d g fault tolerant embedded system, it would appear that immune networks offer a plausible solution, in part tackled by work in [9] , but never fully exploited. Additionally, thedomain of fault tolerance has a great deal to learn from works such as [13]. - 
CONCLUSIONS
This paper has considered the role of the immune system as inspiration for creating immune inspired fault tolerance in embedded systems. It bas argued that the immune system is a good candidate from which to seek inspiration to develop adaptable artificial immune systems for such devices. Previous research seems to have primarily focused on the use of negative selection and the concept of sewnon-self discrimination of the immune system to help solve this problem. However, there are bigger issues involved and many considerations that have to be taken into account when developing such systems, such as: what actually defines the self for an embedded system; how is data represented; what, if any, are the consequences of choosing such as representation; how does the system learn new identity when components are changed. Thought also has to be given to what happens when the environment in which the system is operating changes, or there is a desire to reuse immune systems i?om other machines in a whole family of machines, all with different and sometimes similar devices contained within. These are open questions, and current research in AIS in general has made a good start utilising immune inspired approaches, but a bigger picture needs to he examined and questions asked (and answered) before significant progress can be made. Also, one possible way forward, which has been hinted at in this paper, is to explore the richness of the immune metaphor and seek alternative approaches that it may offer. It is also important to bear in mind, when dealing with embedded systems, a minimal number of receptors is desired. This may be possible via the niching of detectors, which can then be used to exhact clusters of abnormalities. Abnormalities that have common pattems are clustered together and can thus be detected by a wide broad detector. It is hoped that this paper has gone some way to start addressing these very important issues.
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