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Abstract
The aimof the present studywas to develop a numericalmodel that predicts the quantity and
location of erosion damage in hydraulic systems susceptible to erosive wear. This model
has been integrated into the commercial CFD code ANSYS-CFX R©, which solves the full
Navier-Stokes equations for the turbulent flow field and takes into account the change in
geometry by utilising a ‘meshmorphing’ feature. Particles sizes within the sub-micron range
and mass loadings of up to 2% were investigated.
Unlike the classical Lagrangian approach of solving the particle equations of motion, both
phases were solved using an Eulerian approachwhereby a statistical model was necessary to
define the particle impact-angle, velocity and mass. An Eulerian approach was favoured in
this case not only due to reduced computational time, but also due to the ease of modelling
the abrasion mechanism which was found to be the dominant component of wear in the
present application.
A slurry jet erosion apparatus was developed in order to evaluate experimentally the pa-
rameters influencing the erosion process. The apparatus was based on a closed-loop slurry
circuit which was pumped through a converging-diverging throttle before coming into con-
tact with an inclined surface. Four different angles of inclination were investigated ranging
between 45 and 90 degrees at intervals of 15 degrees. In addition to this, the effect of test
parameters such as slurry velocity, viscosity, particle size and concentration were studied.
All experimental tests were conducted using simplified planar geometries constructed from
a chromium-nickel based corrosion-resistant stainless steel typically found in household
appliances. The geometries were subject to typical hydro-erosive conditions, such as that
used for the deburring of diesel injector spray-holes. The results were used to calibrate the
developed erosionmodel which showed promising trends in comparison with experimental
studies for predicting the location and quantity of erosive wear.
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Fmax Maximum force of colliding bodies (used in Hertzian’s formula) . . . . . . . . . . . . . . . [N]
FD Drag force (per unit volume) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [N m−3]
Fe External forces (per unit volume) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [N m−3]
FL Lift force (per unit volume) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [N m−3]
FMagL Saffman lift force (per unit volume) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [N m
−3]
FSafL Saffman lift force (per unit volume) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [N m
−3]
Fn Normal force component . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [N]
Ft Tangential force component . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [N]
FTD Turbulent dispersion force (per unit volume) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [N m−3]
Fvm Virtual mass force (per unit volume) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [N m−3]
F1 Blending factor (used in SST turbulence model) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [N m3]
Hp Hardness of abrasive particles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [N m−2]
HR Roughness height . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m]
Hw Hardness of target material . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [N m−2]
K Ratio of vertical to horizontal force components . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [-]
K′ Abrasive flow coefficient . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [-]
L Characteristic length of system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m]
LR Roughness length . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m]
Mk Phase indicator function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [-]
M′p Sum of interfacial forces (per unit volume) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [N m−3]
N Number of different configurations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [-]
Ni Shape function for i-th node . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [-]
Nnode Node number . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [-]
Np Number of particles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [-]
P Flow pressure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [Pa]
Pav Average surface pressure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [Pa]
Pd Percentage deviation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [%]
Pi jk Probability that a particle is assigned to group i jk . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [-]
Pin Inlet (total) pressure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [Pa]
Pk Rate of turbulence production . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [J m−3 s−1]
Pout Outlet (static) pressure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [Pa]
viii
Nomenclature
Py Yield stress of target material . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [N m−2]
Pµ Probability that a realisation will occur . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [-]
Q Mixture volumetric flow rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [kg s−1]
Qe Total energy stored in particle (upon impact) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [J]
Qel Energy absorbed in elastic region . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [J]
Qpe Potential energy of elastic deformation in area subject to plastic-elastic load . . . . . [J]
Qpl Energy absorbed in plastic region . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [J]
Qv Total material volume displaced (per unit distance) . . . . . . . . . . . . . . . . . . . . . . . . . . . [m2]
R Cylinder (or pipe) radius . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m]
Ra Average surface roughness height . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m]
Rmax Maximum peak-to-valley surface roughness height . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m]
Rz Average surface maximum height . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m]
Re Reynolds number . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [-]
Recr Critical (threshold) particle Reynolds number . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [-]
ReL Reynolds number based on characteristic length, L . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [-]
Ren Particle Reynolds number based on normal velocity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [-]
Rep Particle Reynolds number . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [-]
Ret Particle Reynolds number based on tangential velocity . . . . . . . . . . . . . . . . . . . . . . . . . . [-]
Reω Reynolds number based on rotational velocity, ω . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [-]
R1 Lower edge blend radius . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m]
R2 Upper edge blend radius . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m]
Si j Mean strain rate tensor . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [-]
Sφ Momentum source term . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [N m−3]
St Particle Stokes number . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [-]
Ŝt Particle impact Stokes number . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [-]
T Ambient temperature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [K]
Tb Boundary layer edge temperature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [K]
Tp Particle torque . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [N m]
Tw Wall temperature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [K]
U Flow velocity at ‘centre of mass’ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m s−1]
U Average flow velocity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m s−1]
U
′
Fluctuating component of flow velocity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m s−1]
Uel Velocity at which elastic limit is reached . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m s−1]
ix
Nomenclature
U f Fluid velocity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m s−1]
Ui Flow velocity tensor (i = 1, 2, 3) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m s−1]
U j Flow velocity tensor ( j = 1, 2, 3) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m s−1]
Un Normal component of particle velocity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m s−1]
Up Particle velocity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m s−1]
U
′
p Particle velocity fluctuation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m s−1]
Ur Residual tangential particle velocity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m s−1]
Urel Relative particle velocity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m s−1]
Ut Tangential component of particle velocity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m s−1]
Uslip Relative (slip) velocity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m s−1]
Uv Flow velocity at ‘centre of volume’ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m s−1]
Uτ Frictional (shear) velocity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m s−1]
U∞ Undisturbed fluid velocity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m s−1]
U+ Dimensionless velocity profile . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [-]
V Bulk (mixture) volume . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m3]
V f Fluid volume . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m3]
Vp Particle volume . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m3]
W Total wear volume due due impact and abrasion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m3]
Wa Total abrasive wear volume . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m3]
Wc Cutting component of erosive wear volume . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m3]
Wd Deformation component of erosive wear volume . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m3]
We Total work energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [J]
Wi Total impact erosive wear volume . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m3]
W j Velocity of control volume boundary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m s−1]
Wn Normal component of abrasive wear volume . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m3]
Wt Tangential component of abrasive wear volume . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m3]
W∗a Dimensionless abrasive wear . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [-]
W∗i Dimensionless impact wear . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [-]
Z Particle loading . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [-]
a Acceleration term used in Basset force . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m s−2]
a∗ Dimensionless constant (used to define Recr) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [-]
b Right hand side matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [-]
x
Nomenclature
c General Constant . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [-]
dp Particle diameter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m]
ds3 Particle diameter at 3% point of grain size distribution . . . . . . . . . . . . . . . . . . . . . . . . . [m]
ds50 Particle diameter at 50% point of grain size distribution . . . . . . . . . . . . . . . . . . . . . . . . [m]
ds94 Particle diameter at 94% point of grain size distribution . . . . . . . . . . . . . . . . . . . . . . . . [m]
fav Relative mass of displaced liquid upon particle impact . . . . . . . . . . . . . . . . . . . . . . . . . . [-]
fn Inter-particle collision frequency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [Hz]
fη Single realisation of N configurations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [-]
g Gravitational acceleration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m s−2]
h Distance between contact surface and particle centre of gravity . . . . . . . . . . . . . . . . . [m]
hel Depth of penetration due to elastic deformation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m]
hmax Maximum depth of penetration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m]
hpl Depth of penetration due to plastic deformation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m]
hn Reference height containing particles available for impact . . . . . . . . . . . . . . . . . . . . . . [m]
ht Total depth of penetration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m]
k Turbulent kinetic energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m2 s−2]
ka Dimensionless abrasive wear amplitude . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [-]
km Material constant (i.e. microstructure parameter) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [-]
kw Wave number . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [-]
k∗ Dimensionless microstructure parameter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [-]
l Penetration depth (used in Finnie’s erosion model) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m]
lcell Cell length . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m]
lre f Reference length . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m]
ls Path length of sliding abrasive . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m]
l1 Upstream length . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m]
l2 Downstream length . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m]
m Mass concentration index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [-]
ma Lethal abrasion coefficient . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [-]
m˙ Mixture (slurry) mass flow rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [kg s−1]
m˙ip Mass flow rate at integration point . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [kg s−1]
mp Particle mass . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [kg]
n Velocity exponent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [-]
nc Number of particle contacts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [-]
xi
Nomenclature
n j Surface normal vector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [-]
np Number density of particles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m−3]
n∗ Constant used for defining critical particle impact . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [-]
qp Electrical charge on particle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [C]
r Position vector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . [m]
rc Distance between contact surface and particle centre of gravity . . . . . . . . . . . . . . . . . [m]
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(a) Surface plot and (b) centreline Profile: ∆x =905 µm and ∆y =119.7 µm . . 219
A.14 Erosion measured for Trial 15: Re = 3290 (Rep = 29.6) and St = 0.042 (Ŝt = 9.4)
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(a) Surface plot and (b) centreline Profile: ∆x =705 µm and ∆y =107.3 µm . . 224
A.30 Erosion predicted for Trial 10: Re = 1007 (Rep = 9.1) and St = 0.013 (Ŝt = 2.8)
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1 Introduction
1.1 Motivation
The diesel engine has become a favourable power plant for passenger cars in Europe, partic-
ularly over the last decade. In recent years the market share of passenger cars equippedwith
diesel engines has risen above 30 percent and is now approaching 40 percent1. In order to
comply with the stringent current and future emission limits imposed by legislation, further
intensive development must be undertaken on the seat and spray geometry of all nozzle
types. By taking calculated measures, alterations in the mechanism of interaction between
the geometry, internal flow and spray can be made that result in the improvement of engine
behaviour.
The diesel nozzle is an integral part of the injection system performing the vital function
of delivering fuel to the combustion chamber. Its basic principle of operation is described
in [144]. The precise metering of injection time and volume is of utmost importance, since
performance parameters such as noise, emission and combustion efficiency are highly influ-
enced and very sensitive to minute geometrical changes. Since the geometry and internal
flow regime of the nozzle play a significant role in defining these parameters, a sound under-
standing of their influence is inevitable in order to optimise its functionality and operational
stability.
Much attention has been dedicated to the design of the diesel nozzle since engine perfor-
mance is dictated by the function it performs. The transient diesel mixture formation is
the governing phenomenon for the quality of the combustion process and is significantly
affected by the way the fuel is injected into the combustion chamber. Besides the injection
pressure, the internal nozzle geometry has an important influence on the required spatial and
temporal fuel distribution during the injection process [136]. Described as the most crucial
interface between the injection system and combustion chamber [134], the injector nozzle, as
shown in Figure 1.1, offers a considerable potential in terms of engine development.
1Isuzu Motors Limited, 2005
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- Inlet contour
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Needle shaft
Pressure chamber
Nozzle Tip
Figure 1.1: Anatomy of the hole type diesel injector nozzle [134]
The spray hole geometry has a profound influence on the turbulence and velocity char-
acteristics of the internal flow at the orifice and is therefore decisive for the injection rate,
penetration and atomisation of the fuel spray within the combustion chamber. Deviations in
mass flow, which are caused by geometrical variations at the inlet edge of the spray hole after
EDM (Electrical Discharge Machining) or mechanical drilling, may result in a widespread
engine performance. To reduce this effect, an erosion technique, known as hydroerosion,
described in section 1.3, is applied during nozzle production.
1.2 Numerical and Experimental Methods
Since thousands of injector nozzles are manufactured daily for ‘series’ production, a cost-
effective and time-efficientmethod to predict the geometry change of different nozzle types is
being sought. Computational FluidDynamics (CFD) is a toolwhich can provide quantitative
information concerning the flow regime of the nozzle before it ismanufactured. A simulation
tool to predict the final geometry after hydroerosion will allow specific geometry layouts to
be optimised under different boundary conditions. Moreover, a sample can be specifically
2
1.2 Numerical and Experimental Methods
tailored (utilising the highly sophisticated manufacturing techniques currently available) to
perform in a desired manner.
Experimental studies of particle-laden turbulent flows are indispensable for identifying and
quantifying the mechanisms controlling particle transport and particle-wall interactions.
They are a very reliable method of determining how a given configuration would perform.
In fact, it is only through actual experimentation, that new physical processes and phe-
nomena can be learned. Unfortunately, experiments are often too expensive, laborious and
time-consuming to perform. In some cases, they may even be difficult to conduct and more
often than not, cannot be executed to the degree of spatial and temporal resolution required
to help unravel the sequence and nature of the physical mechanisms involved. The calcu-
lation approach offers a viable, relatively inexpensive and complementary alternative for
gaining useful information on the relative dependence on particle transport and erosion of
the flow system parameters of relevance. The large storage capacities and calculation speeds
which are typical of modern digital computers, make the numerical modelling approach for
studying particle-laden turbulent flow an attractive alternative. This consideration becomes
increasingly important as the size and complexity of the physical situation grows. More-
over, unlike an experimental investigation, which is usually limited to a small number of
measurements, a numerical solution provides complete and detailed information about the
distributions of all relevant variables, is easier and safer to set up and enables a fundamental
or preliminary study to be undertaken.
There are two main requirements associated with the numerical formulation. Firstly, a com-
putational model must be based on a stable and accurate numerical scheme, in order to
allow a proper assessment of the model physics. If the equations governing the processes
are knownwith reasonable certainty, a numerical technique provides a flexible and econom-
ical method for predicting the details of practical situations. Secondly, the models chosen
to represent the various physical aspects of the problem must reflect the inadequacies of
the present knowledge of turbulent two-phase particle-laden flows. In spite of this difficult
requirement to fulfill, the financial incentives are very strong for using a computational ap-
proach for predicting particle motion and erosive wear. Therefore, it becomes imperative
to conduct careful and selective experimentation alongside the necessary theoretical devel-
opments not only to help better understand and formulate fundamental mechanisms, but
to replace complex and random phenomena with empirical formulations representing the
overall behaviour of the system.
3
1 Introduction
1.2.1 Background
Past and current research has been devoted towards a better understanding of the diesel
injector nozzle. More specifically, this research has concentrated on the internal flow char-
acteristics of the spray holes due to their significant influence on the atomisation process of
the emerging jet. In fact, the details of the nozzle fluid dynamics are quite complicated and
have become a field of study of their own.
The study of the internal nozzle flow includes complex phenomena such as turbulence, cav-
itation and transient flow. CFD simulations have been used to predict such flow behaviour
[5, 116]. In addition to the laws of conservation, many studies in the past have focused on
buildingmathematical models to describe these phenomena. Since it is impossible to resolve
every detail of a transient and turbulent flow, such models serve as an approximation by
ensemble averaging, however, in most cases this seems to be adequate for the purpose of
engineering calculations.
On the other hand, researchers have been examining other methods by which to gather
qualitative data concerning the ‘real’ flow field. For instance, flow visualisation techniques
are used in order to capture images of the flow-field with all effects included [5]. Many
investigations have also been carried out to obtain quantitative information concerning the
flow within injection nozzles. Experimental measurement techniques have been applied in
order to quantitatively characterise the flow [95].
Moreover, many investigations have been directed towards understanding the influence of
cavitation and its onset within injection nozzles [116]. Visualisation by means of ultra short-
time CCD images has enabled researchers to capture a closer view of this phenomenon. In
summary, their results have revealed that sharp inlet edges aremore prone to cavitation than
rounded inlet edges. Furthermore, the onset of cavitation leads to a rapid rise in turbulence
and is significantly dependent on the spray hole inlet geometry and the pressure differential
across the nozzle.
Over the past years, the Bosch group have advanced their understanding in the field of
diesel fuel injection. Since their current findings show that the processes of EDM and
hydroerosion produce desirable flow conditions coupled with higher discharge coefficients,
future work will be aimed at further optimising the potential of the injection nozzle, perhaps
by higher tapered spray holes and/or increased hydroerosion rates. These processes (which
essentially control the hydraulic flow through the nozzle ensuring minimal fluctuations
from its nominal state over its operational lifetime) coupled with a higher mean injection
pressure, will hopefully increase the specific power output of future Direct Injection (DI)
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diesel engines.
At the same time, these advanced processes will have a positive effect on the reduction
of the harmful pollutants (i.e. nitrous oxides, particulate matter, unburnt hydro-carbons
and carbon monoxide) which pose a great threat to the surrounding environment. As the
demand for passenger vehicle transportation becomes more intense, so too are the strict
emission levels bounded by law in order to help preserve air quality.
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Figure 1.2: EURO emission regulations for diesel passenger vehicles [144]
Ongoing research is aimed at introducing a diesel equipped passenger vehicle with the
highest achievable performance together with the lowest possible emissions in order to
satisfy customer requirements and to meet the increasing demands of the EURO Emission
Standards as shown in Figure 1.2 .
1.3 Hydroerosion
The hydroerosion process consists of three fundamental elements, namely, a continuous
phase, a dispersed phase, and a target material. The interaction of these three elements is a
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highly complex and random phenomenon making the erosion process particularly difficult
to predict. Predicting the quantity and location of eroded material will lead to a better
understanding of the hydroerosion process and thereby yields the potential for a reduction
in manufacturing time and expenses.
The process takes place by forcing an abrasive fluid-solid slurry mixture2 through confined
areas, which wears the material at the edges and surfaces particularly where the flow is
restricted. In addition to optimising the fluid flow pattern, discharge rate and penetration
depth of the diesel spray, associated benefits include a pre-wear, which enhances the opera-
tional stability of the nozzle, mass-flow calibration, which essentially defines the spray hole
geometry, and narrows the mass-flow tolerance, which eliminates differences in hole-to-hole
geometries leading to an overall equivalent mass flow from nozzle-to-nozzle.
Figure 1.3: Different phases of the hydroerosive grinding technique [134]
Figure 1.3 displays the geometric effects of hydroerosion in a nozzle spray hole as a function
of time. Phase I shows the effect of edge rounding which continues along with a rapidly
increasing discharge coefficient. This is highly appreciated with passenger vehicle appli-
cations due to the resulting flow characteristics. Phase II leads to a highly smooth surface,
which improves the discharge coefficient even further and additionally, provides the poten-
tial for reducing coking. In Phase III, the diameter is widenedwhich ‘fine-tunes’ the hydraulic
2A slurrymixture is defined as a solid-liquid suspension
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through flow rate (i.e. controlled hole widening). Phase IV of this process must be carefully
avoided, since at the highest rates of hydroerosion, the local velocity peaks vanish together
with the spatial orientation of the erosive wear. Consequently, this leads to local areas of
undefined erosion and eventually result in asymmetric hole geometries (i.e. uncontrolled
hole widening). In simple terms, this leads to undesirable geometry configurations reducing
the overall efficiency of the flow.
Although the discharge coefficient increases with increasing rounding time, it is important
to monitor the total exposure time such that the increase of flow rate for a given spray hole
diameter lies between two boundaries, namely, the cavitation boundary (which defines the
minimum inlet edge rounding) and channel shaping boundary (which defines themaximum
inlet edge rounding). Generally, for every spray hole diameter there exists only one optimum
rate of hydro-grinding.
1.3.1 Background
Past research and process development have been aimed at describing the effects of the
hydroerosionprocess via parametric studies, whereby the effect of altering a single parameter
(with all other parameters kept constant) was investigated [11, 22, 132, 184]. For this reason
the general effects of geometrical and process parameters can be satisfactorily deduced on
a qualitative scale hence limiting the accuracy of such predictions. Very few authors have
successfully managed to quantitatively predict the amount of material removal by carefully
adjusting the model empirical constants specific to their application [191].
The majority of past research related to erosive two-phase flows have been focused on
gas-solid flows, whereby experimental techniques have been the dominant source of in-
vestigation [46, 52, 76, 81, 126]. The literature available for liquid-solid or ‘slurry’ flows
[26, 27, 25, 48, 67, 183] is very scarce and nevertheless stems from gas-solid principles with
many features being common. The main difference however lies within the viscosity of the
carrier phase and its subsequent effect on the inter-phase energy exchange and hence the
particle motion.
Many studies have been directed towards better understanding the effect of the so called
‘thin squeeze film’ or viscous boundary layer which can have a significant impact on the
behaviour of the particles in the ‘near wall’ region [23, 27, 107, 151]. The process of a solid
particle approaching this film has been described physically using the principles of energy
conservation [13, 27]. There has been little numerical justification of the ‘squeeze film’
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effect, however experimental measurements have revealed that the boundary layer viscosity
influences the erosion profile and erosion quantity and in some cases may even be decisive
as to which erosion process (either impact or abrasion) prevails.
The numerical solution of such two-phase processes has been possible via either an Euler-
Lagrange approach, for example in [160] or an Euler-Euler approach, for example in [38]. The
Euler-Lagrange approach involves analysing the dynamics of single particles by following
or tracking their motion with a prescribed set of initial conditions. Advantages include
the ability to track each particle’s trajectory and the relative easy modelling of the particle-
wall interaction. Despite these, the Euler-Lagrange scheme demands high computational
power. The Euler-Euler approach, on the other hand, assumes that the disperse phase is
a continuum and is solved in a discretised manner in the same way as the fluid via the
Navier-Stokes equations. Its strength lies in the computational efficiency, although it does
require more effort to formulate the particle-wall interaction and has therefore not been a
popular candidate when emphasis is placed on impact erosion.
In addition, there are existing theoretical, empirical and semi-empirical models which utilise
combinations of dynamics, solid mechanics and principles of energy conservation in an
attempt to describe the mechanisms of abrasion as well as impact erosion [93, 110]. A
micro-cutting model was first proposed by Finnie [52] and a kinetic energy loss model was
presented by Bitter [9, 10]. More recently, Magnêe [111] suggested a generalised law of
erosion, which was based on the works of Finnie [52] and Bitter [9, 10].
Many of the classical investigations make the assumption that the particle phase is spherical
and that the wall boundary is smooth, hence simplifying the theoretical formulation of the
problem. Moreover, they assumed that the erosion effect of a particle stream results from
the superposition of the effect of a single particle for similar particles possessing identical
erosion ability. Despite these assumptions, they have successfully described the qualitative
effects of particle size and physical properties on the erosion phenomenon. Past research
has shown some of these models to be limited in their practical use due to their crude as-
sumptions. Moreover, they are particularly suited to gas-solid flowsmaking them somewhat
inappropriate and limited in their use, particularly for the present work.
1.4 Statement of Work
In addition to understanding the relationship between geometrical and process parameters
through computational and experimental techniques, the ultimate aim of the present work
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is to develop an erosion model which quantitatively describes the particle-wall interaction
of the hydroerosive process in components such as the diesel injector. Unlike the classical
approachwhereby aLagrangianparticle trackingmethod for thedispersedphase is assumed,
the erosion model will be implemented using the Euler-Euler approach and validated by
means of experimental methods.
The following chapter highlights the fundamental theory and application of two-phase
flows required for the understanding of the particle-fluid interaction. Chapters 3 puts the
theory of solid particle erosion into perspective, whilst Chapter 4 provides an extensive
overview of the literature relevant in this area. Chapter 5 contains details of an experimental
erosion technique applied to simplified geometries in order to extract the fundamental
physical concepts and empirical data required for the development of a new erosion model.
A derivation of this new erosion model is documented in Chapter 6, together with the
implementation into an existing commercial CFD program and its validation using the
experimental results obtained.
As the title of the present work implies, the developed erosion model is particularly suited,
but not limited to, the application of diesel injection components or hydraulic components
subject to similar operating conditions. Although the currentwork is focussed ondeveloping
an erosion model based upon simplified geometries, it is expected that a similar degree of
accuracy be reproduced when applied to more complex geometries placed under similar
erosive conditions.
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2.1 Fundamentals of Multiphase Flows
The term ‘Multiphase Flows’ refers to flows with more than one phase simultaneously
present. A phase is a thermodynamic definition for a liquid, solid or gaseous state of matter
with a distinct boundary and a particular dynamic response to the surrounding flow field.
Each phase may consist of one or several chemical components and may possess its own
flowfield, or share a common flowfield. Within the general multiphase terminology, a phase
is classified as continuous if it occupies continuously connected regions of space and disperse
when it occupies unconnected regions of space. Unlike multicomponent flows, the fluids
are mixed on a macroscopic scale, with a discernible interface between the fluids.
Multiphase flows find their application in a number of natural and industrial processes par-
ticularly in the chemical, power generation, biotechnology, oil and gas industries. Specific
examples include blood flows, cavitating flows, bubbly flows, coal and droplet combustion,
erosion of pipelines, transport of sediments, pneumatic transport of particles, particle sep-
aration in cyclones, slurry flows in mixers and many more. In all cases, the continuous
phase can be described and modelled using an Eulerian frame of reference and solved via
the Navier-Stokes equations. For the secondary phase however, there are several distinct
multiphase flow models available.
The current chapter focuses especially on particulate flows with a gas or liquid as the
continuous phase and a particle as the dispersed phase. The particles are restricted to be
solid rigid bodies having an infinitely large viscosity. The context of the present study
encompasses flows of low to moderate volume fractions with particle-particle interactions
being ignored. Dense flows such as that found in sedimentation and fluidised beds [21]
have a quite different hydrodynamic interaction and are not discussed here. Furthermore,
the present study is restricted to the hydrodynamics of multiphase flows and phenomena
such as heat and mass transfer and phase change are considered irrelevant or inappropriate
for the present application and are not further elaborated upon.
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2.2 Stokes Number
The Stokes number is an important parameter in the analysis of the particle-wall interaction.
It expresses the influence of the particle’s inertia on its deviation from the fluid phase
streamlines as it is forced to change its direction in a confined space or around a sharp bend.
The Stokes number is dependant upon two characteristic quantities.
1. The characteristic time or relaxation time, τd, of the particle motion defined by
τp =
2r2pρp
9µ f
(2.1)
where ρp is the particle density, µ f is the continuous phase dynamic viscosity and rp is
the particle radius. Equation (2.1) assumes Stokesian flow and is only valid for small
particle Reynolds number.
2. The characteristic time of the disturbed fluid flow, τg, which is defined as the ratio of
the characteristic length of the system (usually based on a turbulent length scale), L, to
the undisturbed velocity, U∞, of the carrier phase flow
τg =
L
U∞
(2.2)
On the basis of these quantities, the particle Stokes, number St, is defined as the ratio of the
particle relaxation time and characteristic time of the disturbed fluid flow.
St =
τp
τg
=
2r2pU∞ρp
9Lµ f
(2.3)
Two-phase solid-fluid flows can be characterised in the following manner based upon the
Stokes number.
• St << 1: This applies to the motion of relatively small particles whereby viscous
forces dominate. Particle motion is governed by the continuous phase and turbulent
dispersion. The influence of the particle-wall impaction is less important since relax-
ation times are generally smaller causing particles to promptly follow the carrier fluid
streamlines.
• St ≈ 1: Interaction between both phases becomes important and cannot be neglected.
Viscous drag and inertial particle forces are of equal importance. This boundaries of
this regime however, is not well defined and has yet to be quantitatively established
[126].
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• St >> 1: This applies to the motion of relatively large particles whereby inertial forces
dominate. Particle motion influences the continuous phase and relaxation times are
generally higher. The influence of particle-wall impaction becomes important since
particles deviate from the fluid streamlines, thus increasing the chances of a wall
collision.
For liquid immersed collisions, amodified particle impact Stokes numberwhich is a function
of the particle Reynolds number serves as a more relevant characteristic parameter of the
flow as indicated by [89, 90].
Ŝt =
mpU
6piµ f r2p
=
1
9
Rep
ρp
ρ f
(2.4)
2.3 Phase Coupling
2.3.1 Characterisation of Particulate Flows
An important concept in the analysis of multiphase flows is coupling. A particulate flow
can be characterised as either being dilute or dense. A dilute dispersed phase flow is one
in which the particle motion is controlled by the fluid forces (e.g drag) since the particles
have sufficient time to respond to the local fluid dynamic forces before the next collision.
A dense flow, on the other hand, is characterised by particle motion which is controlled by
inter-particle collisions since the particle has no time to respond to the fluid dynamic forces
before the next collision.
Many authors including Elghobashi [44] state that multiphase flows can be characterised
according to the volume concentration of the dispersed phase given by
φp =
NpVp
V
(2.5)
whereNp is the number of particles, Vp is the volume of a single particle andV is the volume
occupied by the two-phase flow mixture (i.e. control volume). At low particle volume
fractions
(
φp ≤ 10−6
)
, the particles have a negligible effect on the fluid and the interaction is
termed one-way coupling. At moderate particle concentrations
(
10−6 < φp ≤ 10−3
)
, particles
either enhance the production of turbulence (due to vortex shedding) or production of
dissipation (due to an increase in inertia by the disperse phase). This regime is termed
two-way coupling and takes into consideration the mutual effect between the flows of both
phases and is modelled using a number of extra terms in the continuity, momentum and
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turbulence equations. In the casewhere volume fractions exceedmoderate levels
(
φp > 10−3
)
the flow is said to be dense whereby inter-particle collisions dominate the flow and can no
longer be ignored [102]. This regime is referred to as four-way coupling. These phase coupling
regimes are summarised in Figure 2.1. Since the particle concentrations used in the present
One-Way
Coupling
Two-Way
Coupling
Four-Way
Coupling
Dilute Suspension Dense Suspension
negligible
effect on
turbulence
particles
increase the
production
of turbulence
particles
increase the
dissipation
of turbulence
Figure 2.1: Phase coupling regimes as a function of volume fraction and Stokes number
study φp ≈ 10−3 lie on the border of dilute and dense flow, the response time of the particles
needs to be further examined in order to judge whether particle-particle interactions are of
importance. A qualitative estimate of the dilute or dense nature of the flow can be made
by comparing the ratio of the momentum response time of the particle to the time between
collisions [31]. The average time between particle-particle collisions, τc can be estimated
from the classical equations for collision frequency, fc [88].
τc =
1
fc
=
1
nppid2pvr
(2.6)
where np is the number density of particles, dp is the particle diameter and vr is the relative
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velocity of a particle with respect to other particles in the system. Therefore, the time ratio
τp/τc can be expressed as
τp
τc
=
nppiρpd4pvr
18µ f
=
φpρpdpvr
3µ f
(2.7)
Hence, the flow can be considered dilute if
(
τp/τc < 1
)
or dense if
(
τp/τc > 1
)
. The diameter
of the particle corresponding to a dilute mixture becomes
dp >
3µ f
φpρpvr
=
3µ f
Zρ fvr
(2.8)
where Z = φpUpρp/
(
1 − φp
)
ρ fUc is the particle loading. The conditions responsible for the
relative velocity between particles can be related to the fluctuation of the particle motion
under the influence of the continuous phase turbulence. Thus, the relative velocity can be
related to the standard deviation of the particle fluctuation velocity. Amore detailed analysis
by [160] based on a normal distribution of the particle number density with particle velocity
shows
dp >
1.33µ f
Zρ fσ
(2.9)
The standard deviation of the particle fluctuation velocity can be derived from the turbulence
kinetic energy equation as
σ =
√
2
3
k (2.10)
assuming isotropic normal stresses. In the present study, the maximum particle size for a
maximum loading of 0.02 would be equivalent to about 80 µm assuming that the particle
fluctuation velocity contributes to 10% of the mean velocity. Since the largest particle size
used in the present study was 44.5 ± 2.0 µm, the flow in the present context can be classified
as dilute and inter-particle interactions can be safely ignored. Furthermore, since the volume
fractions are of the order of φp = 10−3, two-way coupling was assumed whereby the effect of
the dispersed phase was taken into consideration.
2.4 Numerical Calculation of Multiphase Flows
The numerical calculation of the primary phase is alwaysmodelled by solving the discretised
Navier-Stokes equations. Theonly case forwhichadirect analytical solutionappearspossible
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is that of flow onto a normal wall, with Stokes’ law assumed for the particle drag, any other
case requiring an iterative or stepwise solution. If the fluid velocities are known and the
drag forces on the particles are calculated using experimental drag coefficients (for example,
as given by Clift et al. [29] for spheres), then the impaction of particles onto a given target
surface may be computed numerically. In the area of numerical multiphase modelling,
there are four approaches commonly adopted, namely the Volume of Fluid (VOF) model,
Lagrangian model, Eulerian model and Mixture model. Since the VOF model applies only
to free surface and stratified flowswhere a distinct phase interface is present, its applicability
lies outside the scope of this work and is not further discussed.
The modelling of the phase interaction can be achieved via two common approaches which,
amongst many other literature sources, have been reviewed in [44]. The most classical
approach involves tracking a large number of representative particle trajectories as they
progress through the fluid domain, taking into account any external forces exerted by the
fluid. This is referred to as the Euler-Lagrange (or Lagrangian) Approach.
Flow Regime: Bubbly flow, droplet flow, particle-laden flow
Volume Loading: Dilute
(
φp < 10%
)
.
Particulate Loading: Low to moderate.
Turbulence Modelling: Weak to strong coupling between phases.
Stokes Number: All ranges of Stokes number.
Application examples:
Cyclones, spray dryers, particle separators, aerosol disper-
sion, liquid fuel and coal combustion.
Table 2.1: Applicability of the Lagrangian model
On the other hand, the solid phase can be solved in the same manner as the fluid phase
(i.e. assuming that it behaves as a continuum) by solving the spatial-averagedNavier-Stokes
equations for both phases with the addition of a particle model 1 to take into account the
inhomogeneous inter-fluid momentum transfer. This is referred to as the Euler-Euler (or
Eulerian) Approach. In Eulerian-Eulerian multiphase flow, each phase possess it’s own
velocity field and the full momentum equation is considered, including inertial effects of
the phase. The notion of interpenetrating continua is employed and although phases are
mixed at length scales much larger than molecular, they are also assumed to be mixed at
1The Particle model for interfacial transfer between two phases assumes that one of the phases is continuous
and the other is dispersed. Interfacial transfer of momentum, heat and/or mass is directly dependent on
the contact surface area between the two phases and is characterised by the interfacial area per unit volume
between the phases known as the interfacial area density
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length scales smaller than we wish to resolve. Thus, each phase is assumed to be present in
principle in each control volume, and assigned a volume fraction equal to the fraction of the
control volume occupied by that phase.
Flow Regime:
Bubbly flow, droplet flow, slurry flow, fluidised beds,
particle-laden flow.
Volume Loading: Dilute to dense.
Particulate Loading: Low to high.
Turbulence Modelling: Weak to strong coupling between phases.
Stokes Number: All ranges of Stokes number.
Application examples:
High particle loading flows, slurry flows, sedimentation,
hydro-transport, fluidised beds, risers and packed bed re-
actors.
Table 2.2: Applicability of the Eulerian model
In some cases however, if the time scales to reach the equilibrium slip velocity are small, it
is appropriate to use a simplified formulation known as the Algebraic Slip Model (ASM),
(emphasising the fact that the relative velocity is calculated from an algebraic relation) for
calculating the velocity of the dispersed phase. This model solves the mixture momentum
equation (for mass-averaged mixture velocity) and prescribes relative (slip) velocities to
describe the dispersed phase.
Flow Regime: Bubbly flow, droplet flow, slurry flow
Volume Loading: Dilute to moderately dense.
Particulate Loading: Low to moderate.
Turbulence Modelling: Weak coupling between phases.
Stokes Number: Stokes number « 1.
Application examples:
Hydro-cyclones, bubble columnreactors, solid suspensions,
gas sparging.
Table 2.3: Applicability of the mixture model
2.4.1 Eulerian-Lagrangian Method
As mentioned above, the Eulerian-Lagrangian method is based on an iterative particle-
tracking approach whereby the trajectory of each particle is calculated under the influence
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of the continuous phase 2. This is normally carried out by solving the full Navier-Stokes
equations for the continuous phase first and then injecting particles into the calculated
fluid stream. The particle velocity and position are then iteratively updated based on the
forces exerted by the continuous phase which are solved for using Newton’s second law.
These forces appear as extra source terms in the momentum equations and are commonly
referred to as the Basset-Boussinesq-Oseen (BBO) equations, and, as the name implies was
developed on the basis of work by Basset (1888), Boussinesq (1903) and Oseen (1927). The
BBO equations are derived assuming spherical particles and negligible inter-particle and
particle-fluid interaction. By replacing the buoyancy force with the pressure gradient force,
the BBO equations can be rewritten as [47, 168]
mp
dUp
dt
= 3piµ fdpCD
(
U f −Up
)
− pid
3
p∇P
6
dU f
dt
+
pid3pρ f
12
(
dU f
dt
− dUp
dt
)
+
3
2
d2p
√
piρ fµ f
∫ t
−∞
d
dτ
(
U f −Up
)
√
t − τ dτ +
∑
i
Fi (2.11)
where d/dt is the substantial derivative following the particle flow. The five terms on the right
hand side of equation (2.11) are, from left to right, the forces due to frictional drag, pressure
gradient, addedmass, Basset historic integral, and other external forces such as gravitational
and electrostatic forces. A detailed explanation of these forces is given in section 2.6. In order
to solve the equation of motion for every particle track in the flow domain, instantaneous
fluid velocity components at all particle locations need to be determined in advance. It
is through the inclusion of these instantaneous fluid velocity components that the effects
of turbulence are manifest in the calculation of particle motions. The full derivation and
explanation of the various terms can be found in a number of literature resources including
[38, 115] and [161].
As stated by Sommerfeld [160] and others, the Euler-Lagrange approach leads to a relative
simplified task of modelling the effects of particle drag, transport of turbulence, particle
rotation and particle-wall collisions on a microscopic scale. However, in order to obtain
the local time-average variables for the dispersed phase, it is necessary to introduce several
thousand particles into the fluid stream for a statistically reliable solution. This limits the
Euler-Lagrange approach to the computation of dilute systems due to the increased demand
of computing power.
2In reality, each particle comprises a group of identical particles which follow the same trajectory in order to
reduce computational demands
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2.4.2 Eulerian-Eulerian Method
In the Euler-Euler approach, the different phases are treated mathematically as interpene-
trating continua by solving the spatial-averaged Navier-Stokes equations for both phases.
For this reason, this approach is also commonly referred to as the two-fluid approach. In
Eulerian modelling of multiphase flow, the continuummodel equations are usually derived
based upon various averaging approaches [38, 83, 156]. Information on interfacial boundary
and interfacial transport is effectively lost for continuum modelling and additional closure
models are required to complete the system of equations. The predictability of an Eulerian
model depends strongly upon the quality of these interfacial closure models. In fact, un-
til now, interfacial transport modelling of disperse multiphase flows with the inclusion of
interfacial forces still rely quite heavily on empirical methods due to the complexity of the
problem.
The possibility of the Eulerian description of the disperse phase is related to the fulfilment of
two conditions, namely, the size of individual particles should be much less than the specific
linear flow scale and, their concentration should be high enough to assign to each point
of the space occupied by the particles a certain density, velocity, temperature, etc. upon
averaging with respect to the small control volume defined by the specific size of the system.
The advantage of the models using the Eulerian approach is the relative simple account of
turbulent additive transport. The Eulerian approach allows us to take into account relatively
easily both direct and inverse interactions between the carrying flow and particles of the
additive in averaged and fluctuating motions.
The Eulerian approach can be sub-divided into two categories. In the first, the two-phases
are treated as separate, interacting continua with separate boundary conditions, in which a
diffusional mode of transport, as well as convection for the particulate phase is included.
Earlier studies include [40, 73, 122, 135] and [167] whereas more recent studies were con-
ducted by [81, 181] and [182]. Since the volume of a phase cannot be occupied by the other
phases, the concept of phasic volume fraction is introduced. These volumes fractions are
assumed to be continuous functions of space and time and their sum is equal to one. Conser-
vation equations for each phase are derived to obtain a set of equations which have similar
structure for all phases. These equations are closed by providing constitutive relationswhich
are obtained from empirical information, or, in the case of granular flows, by application of
kinetic theory of gases [19].
2.4.2.1 Algebraic Slip Model
While true multiphase modelling requires that each phase be solved for independently, a
simpler approach is to use the ASM. This is a simplification of the Eulerian model and the
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basic assumption is that, at any instant of time, all phases are present at everymaterial point.
This is usually more cost effective for large-scale industrial applications. Here the mixture
is treated as a whole, solving only one set of momentum equations, having defined mixture
quantities for the velocity, density, and viscositywhich include the presence of the particulate
phase. The equations of balance are postulated for mass and momentum conservation and
like the Eulerian model, the algebraic slip model requires constitutive relations to close the
system of equations. Normally, a drag force balance is used which results in the following
closed relationship for the slip velocity Uslip.
∣∣∣Uslip∣∣∣Uislip = 43 dpρ fCD (ρp − ρ)
(
∂Ui
∂t
−U j∂Ui∂x j − gi
)
(2.12)
and the volume fraction of each phase is then solved for separately. A key problemwith this
approach, however, lies in maintaining the conservative nature of the governing equations
without increasing the complexity of the problem, while appropriately accounting for the
slip between the two phases. The volume fraction equation used for dilute two-phase
flows becomes problematic in the presence of densely loaded, or two continuous phases
with nearly equal density, especially for transient flows. Earlier formulations following this
approach have been given by Hinze [72] and Wallis [188] and more recently by Manninen
[113] and Ishii [84]. These authors have shown that for such an approach to be valid
the assumption of dynamical and thermal equilibrium between the phases must be made
which is approximately valid only for cases where non-drag forces are insignificant and the
dispersed phase reaches terminal velocity relatively quickly (i.e. particles with insignificant
inertia).
2.5 Choice of Model
In the context of the present study, the Lagrangian, Eulerian and ASM models were all
possible candidates. The choice of model ultimately depends upon the flow regime in
question, and its success depends on the appropriate inclusion and accuratemodelling of the
various and relatively complex physical processes represented in the governing equations.
In choosing an appropriate approach to model the dispersed phase in the present study, a
number of factors based on the advantages and disadvantages foreseeable for the current
application were considered.
As indicated in Table 2.4, the Lagrangian approach has the great advantage that a history log
for each particle is available, thus, providing information about its location and residence
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Advantages Disadvantages
Complete information on behaviour and res-
idence time of individual particles is avail-
able
Computationally expensive if a large num-
ber of particles need to be tracked
Relatively cheaper and more flexible for a
wide range of particle sizes (or size distribu-
tions)
Specification of appropriate turbulence
quantities (i.e. turbulent time and length
scales)
Better detail for mass and heat transfer Restricted to low particle volume fractions
Table 2.4: Advantages and disadvantages of the Lagrangian approach
time within the fluid domain. However, this advantage comes at the cost of calculation
time especially with higher volume fractions where four-way coupling (i.e. inter-particle
collisions) cannot be neglected.
In a Lagrangian frame of reference, all relevant micro-physical phenomena related to the
particle behaviour can be accessed in a straightforward and plausible manner, often relying
on basic principles of mechanics. For instance, erosion modelling in an Euler-Lagrange
reference frame becomes a much more simplified task since the impact angle and mass can
be explicitly defined at the wall making this approach a popular candidate for impact ero-
sion modelling. Furthermore, this method offers higher flexibility for tracking particles in
poly-dispersed systems with discrete and continuous size distributions. However, for most
micro-scale processes detailed experimental information is also necessary, as for example,
the restitution coefficients for an inelastic particle-wall collision [170]. Over the last decade,
pioneering research in the development of the Lagrangian approach for prediction of tur-
bulent dispersed particulate wall-bounded flows has been undertaken by [164], [100] and
many more.
Table 2.5 summarises the strengths and weaknesses of the Euler-Euler approach. The main
advantage lies in the substantially shorter calculation times since the equations describing
the motion of both phases are discretised in the same manner and can be solved using
the same algorithm. Erosion modelling, however, becomes more complex and a statistical
approach for impact angle and mass is necessary since only average information for each
control volume is available. Despite this, the fact that mean global information at the wall is
directly available at all locations within the domain greatly simplifies abrasion modelling.
The main drawback of the Eulerian approach lies in the sophisticated modelling of micro-
physical transport phenomena for the particles, such as turbulent dispersion, particle-wall
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Advantages Disadvantages
Complete global information for the particle
phase is available
Expensive ifmany sets of equations are used,
(i.e many particle sizes).
Applicable for wide range of volume frac-
tions
Knowledge of the diffusion coefficients is in-
complete
Fluid-particle coupling is included automat-
ically
With phase change, the particle diameter
must be specified rather than calculated au-
tomatically.
Table 2.5: Advantages and disadvantages of the Eulerian approach
collisions, inter-particle collisions and agglomeration. Additionally, the consideration of a
particle size distribution requires the solution of a set of conservation equations for mass,
momentum and energy for each particle size group. Nevertheless, several researchers have
considerably advanced the two-fluid approach for the calculation of turbulent dispersed
two-phase flows over the last decade, for example in [81, 157] and [181].
Although an impact model in combination with the Euler-Lagrange approach is easier to
implement, the implementation of an abrasion model was impractical due to the expected
long calculation times particularly when tracking particles very close to the wall. Therefore,
the errors anticipated by implementing an impact model with an Euler-Euler approach were
compensatedmainly by the fact that abrasionmodellingwasmade feasible. Therefore, given
the application of the present study, and the expected mechanisms of erosion, the Eulerian
approach was the preferred method.
2.5.1 General Governing Equations
The Eulerian multi-phase flow equations are obtained by summing the conservation equa-
tions for individual particles over all particleswithin a control volume to obtain the equations
for a group of particles. The balance equations are then divided by the control volume and
the limit is taken as the volume approaches the limiting value 3. The governing equations
which describe the fluid-particle interaction will not be derived here in detail, rather, they
are presented in a general and concise manner. A detailed and complete derivation can be
found in a number of literature references including [14, 31] and [38].
3The limiting value has to be sufficiently large to reasonably represent average values, yet small enough in
comparison to the dimensions of the system
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Let us consider a fluidwith density ρ f , dynamic viscosityµ f , velocityU f and volume fraction
φ f . The fluid contains solid particles with density ρp, velocity Up and volume fraction φ f .
As already mentioned above, each phase will occupy a region of space such that the relation
φ f = 1−φp is valid. From hereon, the subscripts f and pwill denote the fluid and particulate
constituents, respectively.
If the volume fractions are known then a so-called bulk density can be defined
ρ =
∑
k= f ,p
φkρk (2.13)
where ρk is the ‘true’ or physical density and φkρk is the ‘effective’ or bulk density.
The bulk velocity or the ‘centre-of-mass’ velocity is then given by
U =
1
ρ
∑
k= f ,p
φkρkUk (2.14)
2.5.1.1 Conservation of Mass
The mass balance equations for two-phase flows are given by:
∂φ fρ f
∂t
+ ∇ ·
(
φ fρ fU f
)
= Γ f (2.15)
∂φpρp
∂t
+ ∇ ·
(
φpρpUp
)
= Γp (2.16)
The symbolsΓk (k = f , p) on the right hand sides of the equationsdenote the rate ofproduction
(i.e. creation or destruction of mass per unit volume through interactions with the other
phases). Such interactions may be present in the form of phasic changes and/or chemical
reactions. In the present study, we will assume Γk = 0 since there are no chemical reactions
between the liquid and solid phases.
2.5.1.2 Conservation of Momentum
The general formofmomentumequations as implemented in the presentwork are as follows:
φ fρ f
(
∂U f
∂t
+U f · ∇U f
)
= ∇ · φ fµ f
[
∇Uv + (∇Uv)T
]
− φ f∇P + φ fρ f g (2.17)
+FD − Fvm + FL + FTD
φpρp
(
∂Up
∂t
+Up · ∇Up
)
= ∇ · φpµp
[
∇Uv + (∇Uv)T
]
− φp∇P + φpρpg (2.18)
−FD + Fvm − FL − FTD
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where P and g denote the mixture pressure (common to both phases) and gravitational
acceleration, respectively. The centre-of-volume velocity, Uv that appears in the viscous
terms is defined by Uv = φ fU f + φpUp.
The last four terms in the conservation equations are the external momentum sources or the
so-called interfacial forces. The dynamic viscosity of the particulate phase µp is normally set
to an arbitrarily small value which has the effect of making the diffusion term in the particle
phase momentum equation negligible [15].
2.5.2 Averaging Procedure
According to [38], the ensemble average is an average that allows the interpretation of the
phenomena in terms of the repeatability of multiphase flows. It is clear that any particular
experiment will not be exactly repeatable, however, any repetition of the experiment will
lead to another member of the ensemble. Ensemble averaging avoids the shortcomings of
time and volume averaging however it is much more difficult to implement. Ensemble
averaging is based on the probability of the flow field being in a particular configuration at
a given time. For example, if we assume that the distribution of a particular flow variable
over a region is measured many times, it is found that there are N different configurations
and that the distribution in each configuration (or realisation) at a given time, t is
φ = fη (xi, t) (2.19)
where η is one realisation of the N configurations (ensemble). If we assume that n
(
η
)
is
the number of times the configuration fη (xi, t) has occurred, the ensemble average is then
defined as
〈
φ
〉
=
∑
N fη (xi, t)n
(
η
)∑
N n
(
η
) (2.20)
Taking the limit of an infinite number of realisations, the above equation becomes:
〈
φ
〉
=
∫ 1
0
f
(
xi, t,Pµ
)
dPµ (2.21)
where Pµ is the probability that the realisation f
(
xi, t,Pµ
)
will occur. Obviously, ensemble
averaging is not limited by volume nor time constraints.
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For a particulatemixture, the concept phase-weighted averaging is adopted for each variable
with the definition of a phase indicator function,Mk
Mk =
 1 if x ∈ k in realisation Pµ0 otherwise (2.22)
This function effectively isolates the constituent k, ignoring all other components and inter-
faces. The average of Mk is the volume fraction of the phase k, at a specific location x and
time t, that is, φk = Mk (x, t). It should also be mentioned here that the interface structure
is not available after averaging. The phase-weighted averaging can then take place via the
following definition
MkF = limN→∞
1
N
n=1∑
N
(MkF)n (2.23)
The use of ensemble averaging as a basis for multiphase flow theory has several interesting
implications. For example, in situations where time and/or volume averaging are appro-
priate, these averages can be used as ‘samples’ of the ensemble. Furthermore, ensemble
averaging does not require a control volume to contain a large representative number of
particles. The trajectories of particles moving through a system will depend on its initial
time and location, however, for many wall bounded particle flows, the particle flux at the
boundaries is of prime interest. Such information can be vital for estimating the location of
parts which are susceptible to erosion and assessing the damage as a subsequence. Thus, the
average or ‘expected’ values of the concentration,φk and velocities,
〈
(Uk) j
〉
of the components
are of interest. These are
φk = lim
N→∞
1
N
n=1∑
N
(Mk)n (2.24)
〈
(Uk) j
〉
=
MkρU j
Mkρ
=
MkρU j
φk
〈
ρk
〉 (2.25)
where the phase-weighted density can be defined as
〈
ρk
〉
=
Mkρ
Mk
=
Mkρ
φk
(2.26)
Hence, the volume fraction or particle concentration can actually be interpreted as a statistical
probability that the particles will be at a specified location and given time. Similarly, the
particle velocity field is a representation of the mean of all particles within a control volume
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at that particular location and time.
The averaging of the transport equations is achieved by multiplying each term by the phase
indicator function and then ensemble averaging. A complete derivation can be found in [38]
or [109]. The resulting averaged continuity equation is
∂
(
φk
〈
ρk
〉)
∂t
+
∂
(〈
ρk
〉 〈
(Uk) j
〉
φk
)
∂x j
= Γk (2.27)
where Γk = 0 since no chemical reactions or mass transfer between particles take place.
Furthermore, since mass is conserved and the volume fraction of all phases must sum to
unity, the following constraints apply
k=1∑
Np
Γk = 0 and
k=1∑
Np
φk = 1 (2.28)
In a similar manner, the averaged momentum equation is given by:
∂
(
φk
〈
ρ
〉
k 〈Ui〉k
)
∂t
+
∂
(
φk
〈
ρ
〉
k
〈
U j
〉
k
〈Ui〉k
)
∂x j
= −
∂
(
φk
〈
τi j
〉
k
+ φk
〈
τi jt
〉
k
)
∂x j
−
∂
(
φk 〈P〉k
)
∂xi
+M
′
d (2.29)
whereM′d represents the sum of the interfacial forces.
2.6 Interfacial ‘Hydrodynamic’ Forces
2.6.1 Drag Force
As with all dispersed multiphase flows, drag is the primary force, describing the resistance
experienced by the particle due to its relative motion with the carrier fluid. The other forces
are usually considered secondary and their relevance depends highly upon the specific flow
conditions. The total drag per unit volume on the continuous phase is
FD =
3
8
φ fρ fCD
rp
∣∣∣U f −Up∣∣∣ (U f −Up) (2.30)
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Here, the drag coefficient CD is assumed to be a function of φp and the particle Reynolds
number
Rep =
ρ f
∣∣∣U f −Up∣∣∣ dp
µ f
(2.31)
At low particle Reynolds numbers (i.e. in the viscous regime), the drag coefficient for flow
past spherical particles was computed analytically by Stokes (1851) and is referred to as
Stoke’s law.
CD =
24
Rep
, where Rep << 1 (2.32)
On the other hand, for particle Reynolds numbers which are sufficiently large for inertial
effects to dominate viscous effects, the drag coefficient becomes independent of the Reynolds
number.
CD = 0.44, where 1000 ≤ Rep ≤ 2 × 105 (2.33)
In the transitional region between the viscous and inertial regimes, 0.1 < Rep < 1000 for
spherical particles, both the viscous and inertial effects become important. In this case, the
drag coefficient is a complex function of the Reynolds number, which must be obtained
empirically from experiment. A number of expressions for the drag coefficient are available
in the literature [29]. Since the drag force is the principle force in governing the particle
motion, its effect was also considered. The dragmodel used in the present workwas derived
in 1935 by Schiller and Naumann [150] as
CD =
24
Rep
(
1 + 0.15Re0.687p
)
(2.34)
2.6.2 Virtual Mass Force
The virtual mass (or added mass) force is the force exerted on a moving object when it
accelerates and should not be confused with the drag force. If a rigid body such as a particle
is immersed in a fluid and accelerated, it must accelerate some of the surrounding fluid
resulting in an interaction force on the particle. This force can be analytically derived for a
single sphere immersed in a liquid [38] and [31] and takes the following form
Fvm = Cvmφpρ f
[(
∂U f
∂t
+U f · ∇U f
)
−
(
∂Up
∂t
+Up · ∇Up
)]
(2.35)
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Stokes Transitional Newton Supercritical
Figure 2.2: Drag correlations for flow past a smooth sphere [29]
where the term in brackets essentially represents the relative phasic acceleration. The pa-
rameter Cvm is called the virtual mass or virtual volume coefficient and is taken to be 0.5 for
dilute suspensions of spheres immersed in a fluid. Zuber [200] calculated the virtual mass
coefficient for higher particle Reynolds numbers to be a function of the volume fraction,
Cvm ≈ 12 +
3
2
φp (2.36)
According to Sommerfeld [160], this term is directly proportional to ρ f/ρp and can be ne-
glected for gas-solid or gas-liquid flows. Therefore, since the present study deals with
liquid-solid flows, the calculation of this term could be of importance and was considered
in the calculations.
2.6.3 Lift Forces
Lift forces on a particle arise due to particle rotation. This rotation may be caused by a
velocity gradient or may be imposed from some other source, such as particle contact and
rebound from a surface [164].
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(a) (b)
Figure 2.3: Lift force on a particle due to (a) Velocity gradient (Saffman) and (b) Particle
rotation (Magnus)
2.6.3.1 Saffman Force
The Saffman lift forces arises due to the pressure distribution developed on a particle due
to rotation induced by a velocity gradient as shown in Figure 2.3a. This force is typical in
boundary layer flows and comes into effect due to the asymmetrical velocity distribution
around the particle and the resulting pressure differential. The higher velocity on top of the
particle gives rise to a low pressure, and the high pressure on the low velocity side gives rise
to a lift force. In 1965, Saffman [147] analysed this force for low Reynolds numbers in the
presence of a rotational continuous phase and found its magnitude to be
FSafL = −CLφpρ f
(
U f −Up
)
×
(
∇ ×U f
)
(2.37)
where the coefficient CL is termed the lift coefficient and is taken to be 0.25 for dilute flows
of spheres. The term ∇ × U f essentially denotes the rotation or vorticity of the continuous
phase. One notes that if the relative velocity is positive, there is a lift force towards the higher
velocity of the continuous phase. On the other hand, if a negative relative velocity arises, the
lift forces is in the direction of the lower continuous phase velocity and can result in particle-
wall interaction for wall-bounded flows. The lift force is proportional to the continuous
phase density. Hence, it is mainly significant when the dispersed phase density is either less
than, or of the same order of magnitude as the continuous phase density. The importance of
this force has been assessed by Sommerfeld [160] who compared the magnitude of the lift
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force with the radial drag force and concluded that its significance was directly proportional
to the shear velocity gradient, particle diameter and slip velocity. Sommerfeld also pointed
out that the effect of the lift force would bemore significant for smaller particles in fluid-solid
flows with increasing shear velocity gradients moreso than in gas-solid flows. As shown
in section 2.7.2, the particles used in the present work are completely submerged in the
boundary layer (i.e. δt > rp and are therefore exposed to a velocity gradient and shearing lift
force. Hence, the Saffman lift force was considered in the present study and included in the
force balance equation.
2.6.3.2 Magnus Force
TheMagnus force is the lift developed due to rotation of the particle as shown in Figure 2.3b.
This force arises due to asymmetry of the flow as the pressure decreases on the side where
the rotation tends to increase the velocity of the fluid. It accounts for the curving trajectory
of a spinning ball. Besides velocity gradient, the rotation may be caused by other sources,
for example, particle rebound. The Magnus force was studied by Rubinow and Keller [146]
in 1961 in the limit of small Reynolds numbers and can be quantified by a lift force in the
form
FMagL =
1
2
ρ f
∣∣∣U f −Up∣∣∣CLRAp

(
U f −Up
)
× ωr∣∣∣ωp − 12∇ ×U f ∣∣∣
 (2.38)
where Ap is the projected area of the particle. The term 12∇×U f is the local fluid rotation and
ωp is the particle rotation vector, which, when equal to the local fluid rotation would result
in a zero lift force. ωr is the relative spin of the particle with respect to the fluid
ωr = ωp − 12∇ ×U f (2.39)
and CLR is the lift coefficient due to rotation
CLR =
dp
∣∣∣ωp∣∣∣∣∣∣U f −Up∣∣∣ = 2Ω (2.40)
where Ω is the non-dimensional spin ratio. There have been numerous experiments to
measure CLR. For example, Tanaka et al. [175] observed that the lift coefficient increased
linearly with spin ratio at low spin ratios and then rapidly decreased with increasing spin
ratio. On the basis of these observations the following relationship for the lift coefficient due
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to rotation was suggested
CLR = min (0.5, 0.5Ω) (2.41)
Although some authors, such as Deng [36] and Sommerfeld [160] have stressed that particle
rotation may be relevant for particle-wall collisions, a recent report [114] suggests that for
viscous-shear dominated flows, the Magnus effect exhibits a force which is at least one order
of magnitude lower than that of the Saffman force. Furthermore, it has been documented
in [70] that in order for the Magnus force to be the same order of magnitude as the Saffman
force, the angular velocity of the particle must be of the order 105s−1. As angular velocities
of this magnitude were not expected, the effect of particle rotation and, hence, the Magnus
force was considered negligible for the present study.
2.6.4 Turbulent Dispersion Force
A significant force that is usually overlooked and generally not captured by averaging the
forces on a single sphere is that due to turbulent dispersion. As the name implies, the turbu-
lent dispersion force arises due to the effect of the turbulent nature of the continuous phase
on the disperse phase. In laminar flows, the instantaneous velocity component, U f
(
x, y, z, t
)
is assumed to be equal to the time-averaged velocity, U f
(
x, y, z, t
)
. In turbulence modelling
however, (see section 2.7) the instantaneous velocity is calculated by superimposing the
fluctuating and mean velocity components
U f
(
x, y, z, t
)
= U f
(
x, y, z, t
)
+U
′
f
(
x, y, z, t
)
(2.42)
where the fluctuating component is typically modelled in a statistical manner and is re-
sponsible for turbulent dispersion. This means that a particle injected into a fluid stream at
exactly the same point will not necessarily follow the same particle trajectory and may exit
the domain at two totally different locations. In the Eulerian model, the turbulent dispersion
force can be estimated from the correlation of the first moments of the interfacial forces.
A model proposed by Lopez de Bertodano et al. [34] was the first to be implemented in
ANSYS-CFX R© and can be expressed as:
FTD = −CTDρ fk∇φp (2.43)
which is proportional to the fluid turbulent kinetic energy, k and the gradient of the disperse
phase volume fraction.
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More recently however, several authors [33, 16, 39] have developed more rigorous math-
ematical models for turbulent dispersion by considering the turbulence effect on the drag
force. In particular, the model developed by Burns et al. [16] referred to as the Favre Aver-
aged Drag (FAD) was used for the present study. This model is derived on the basis of Favre
averaging, thus avoiding a turbulent diffusion term in the continuity equation. Considering
a two-phase flow and applying Reynolds averaging to the dispersed phase drag force, leads
to a mean drag and a turbulent dispersion force term as follows
FTD = CTD
3
8
φpρ fCD
rp
∣∣∣U f −Up∣∣∣Φ f · ∇φp (2.44)
where Φ f is the average interfacial stress of the continuous phase and CTD denotes the
turbulent dispersion coefficient and is dependant upon the particle size and eddy time scale.
Donald [38] suggests that a value of unity is a good approximation for small particles as used
in the present analysis. The effect of turbulent dispersion becomes increasingly important
for small particles (e.g. tracer particles) and was therefore considered in the present study.
Furthermore, the dispersion of particles can lead to high local particle concentrations at the
wall, resulting in frequent particle-wall collisions and an acceleration of the erosion process.
Dispersed particles in turn may affect the turbulent properties of the carrier fluid. Such
particle-turbulence interaction is a highly complex phenomena that is governed by many
factors, including: the size distribution of the particles, the particle concentration, the nature
of the fluid flow, and the length scales of the turbulence. From experimental studies (Gore
and Crowe 1989), small particles decrease the turbulent intensity of the fluid, probably by
increasing the apparent viscosity of the fluid. Larger particles, greater than some critical
particle Reynolds number, increase the intensity of the turbulence, perhaps due to vortex
shedding. Both mechanisms are strongly affected by particle concentration. However, in
the case of the present study, the particles are sufficiently small to safely assume that the
turbulence of the fluid is not significantly affected.
2.6.5 Basset Force
The Basset force arises from viscous effects of the continuous phase. It is an unsteady force
associated with a viscous wake or boundary layer formation and is caused by the lagging
of the boundary layer with changing relative velocity as the particle either accelerates or
decelerates. It is proportional to the time history of the moving object and is therefore
commonly referred to in the literature as the history force. Basset (1888) calculated this force
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on a single sphere as
FB = φp
9
2rp
(ρ fµ f
pi
)(1/2) ∫ t
−∞
a (x, τ) dτ√
(t − τ)
(2.45)
where the integral represents the change in viscous forces during the time it takes for the
particle to travel along its trajectory up to the actual time, t and τ defines a discretised time
scale inside the actual time frame (i.e. frame-indifferent quantity). The acceleration term, a
is defined as
a =
(
∂U f
∂t
+U f · ∇U f
)
−
(
∂Up
∂t
+Up · ∇Up
)
−
(
U f −Up
)
×
(
∇ ×U f
)
(2.46)
The contribution of this force has been proven to be insignificant in comparison to the
computational effort that its implementation demands. In fact, Voss [186] performed an
analysis of the particle dynamics in an oscillatory flow field by re-writing the velocities
of both phases as Fourier integrals and concluded that the Basset force had no significant
effect over the entire range of investigated frequencies. He also pointed out that the error
introduced by neglecting this force was approximately of the order of 10−6 (i.e. numerical
error). Sommerfeld [160] and [161] mentioned an increase of a factor of 10 in computational
time when this force is considered. On the basis of these observations, the Basset force was
neglected in the present study.
2.6.6 Body Forces
Body forces include the effect of gravity due to the particle’s inertia, buoyancy due to the
pressure distribution around the particle, and the Coulomb force due to the presence of an
electric field. The gravity force is given by
Fg = mP · g (2.47)
Given the small Stokes numbers and hence small relaxation times experienced by the par-
ticles, this force was considered negligible in comparison with the molecular and turbulent
viscous forces and was therefore also not considered. The force due to buoyancy is propor-
tional to the particle’s weight given by equation (2.47) above, and is in fact a manifestation
of the pressure gradient force.
Fb = mp
ρ f
ρp
g =
(
Vp · ρ f
)
g (2.48)
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where V f denotes the volume of liquid displaced. In multiphase flows, the force due to
bouyancy becomes significant when the disperse phase density exceeds that of the contin-
uous phase (e.g. bubbly flows). Since the particle’s density is greater than that of the fluid
(i.e. ρ f/ρp < 1), this force was considered to be negligible and was therefore not accounted
for in the present study. The Coulomb force acting on a particle moving in an electric field
with intensity Ec is given by
FC = −qPEc (2.49)
where qp is the charge of the particle. Since there was no indication of any electric fields
acting on the flow, this force was likewise neglected.
2.6.7 Torque
The torque applied to a particle in a fluid is due to the shear stress distribution on the
particle’s surface. For low Reynolds numbers in the Stokes regime, the torque acting on a
spherical particle is given by Happel and Brenner [65] as
Tp = piµ fd3p
(1
2
∇ ×U f − ωp
)
(2.50)
Dennis et al. [37] performed an analytical study on the torque required to rotate a sphere in
a viscous fluid. A good representation of the results for Reynolds numbers ranging from 20
to 1000 was found to be
Tp = −2.01µ fd3pωp
(
1 + 0.201Re
1
2
ω
)
(2.51)
where the Reynolds number is based on the rotational velocity of the sphere and is defined
as Reω = ρ fωpd2p/4µ f . Since rotational effects of the particles are neglected in the present
study, the force arising due to torque was likewise neglected.
2.6.8 Other Forces and Physical Phenomena
In addition to the external hydrodynamic forces presented in the previous section, there are a
number of additional phenomena which inevitably change the flow conditions of a particle-
laden turbulent flow and hence the particle-wall collision. These include phenomena such
as inter-particle collisions, particle agglomeration, wall roughness and particle sphericity,
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and are usually too difficult to implement in the numerical model due to their random
nature and/or computational requirements. Most of the developments in this area have been
recently undertaken by Sommerfeld et al. [159, 165, 162, 166, 163] and applied to gas-solid
flows within the framework of the Lagrangian approach. Tsuji et al. [178, 179, 180] have also
conducted a number of studies, especially with regard to modelling particle-wall collisions
with wall roughness or for non-spherical particles. In later studies, the effect of inter-particle
collisions was also considered [174].
2.6.8.1 Inter-Particle Collisions and Particle Agglomeration
Inter-particle collisions are treated according to concepts of the kinetic theory of gases [19].
In order to avoid the computationally inefficient approach in searching for a collision pair
when all particles are tracked simultaneously through the flow field, a stochastic approach
is commonly used. This implies that for each time step of the particle trajectory calcula-
tion a fictitious collision partner is generated and the change of the particle velocities are
determined by solving themomentum equations. Since experimental validation of the inter-
particle collision model is rather difficult, large-eddy simulations are used for this purpose
[162]. Such studies have revealed that in the case of small particles the correlation of the
velocity of colliding particles may be of great importance. As shown in section 2.3, the flow
can be characterised as dilute, therefore minimising the relevance of inter-particle collisions.
This may however, become relevant in local areas of high concentration where the loss of
particle kinetic energy can no longer be neglected. In such cases a solid pressure model de-
veloped by Gidaspow [60] was activated in regions close to the theoretical maximum solid
packing of 0.64, whereby additional stresses due to inter-particle collisions are modelled us-
ing a collisional solids stress tensor in the solid phase momentum equation. The Gidaspow
solid pressuremodel is based on constitutive empirical relations and assumes solid pressure,
shear and bulk viscosities are functions of volume fraction only. Since it generally exhibits
higher numerical stability and demands less computational effort than the kinetic theory, it
was employed for the present study.
Ho and Sommerfeld [74] recently extended the stochastic inter-particle collision model to
account for particle agglomeration. Agglomeration is the process of adhesion of particles
induced by their collision and is governed primarily by inter-particle forces such as particle
wetness, electrostatic charges andvanderWaals forces. For caseswhenparticleswith a larger
size difference collide, the collision efficiency is accounted for using theoretical correlations
for the impact probability. The agglomeration probability was determined from an energy
balance, yielding a critical impact velocity for agglomeration. Calculations for a gas cyclone
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revealed the importance of agglomeration particularly for smaller particles [75]. In fact, Ho
andSommerfeld stated that this phenomenonbecomes important for particles ranging in size
from 1-10 µm. Although the particles used in the present study do lie within this size range,
the effect of agglomeration was not accounted for since a true representation of collision
efficiency could not be modelled under the assumption of a monodisperse solid. It was
unsure whether agglomeration existed in the present study since there was no experimental
method available for verification. Recent studies conducted by Wassen and Frank [190]
indicate that agglomeration becomes pronounced at high mass loading ratios in excess of
Z = 5 where inter-particle collision can no longer be neglected. An agglomeration model
was not available in the CFD code used for analysis and its implementation was considered
outside the scope of this work.
2.6.8.2 Wall Roughness and Particle Sphericity
In a series of experimental and numerical investigations, it has been shown that wall rough-
ness may have a considerable impact on the particle-wall collision process [57, 77, 165]. A
similar effect arises when an arbitrarily shaped particle collides with a hydraulically smooth
wall. Calculations of particle-wall collisions accounting for wall roughness have been per-
formed by Sommerfeld and Huber [165] using a stochastic approach. A statistical treatment
of the wall surface roughness, as well as irregularities in the particle shape, have shown
that such models adequately simulate the statistics of a collision process [159]. The required
model constants, which depend on the impact angle, are determined from detailed exper-
iments in a horizontal channel flow. The model is finally validated based on experiments
in a horizontal channel [100, 101, 166] where it was demonstrated that smaller particles are
considerably influenced by turbulent dispersion whilst wall roughness enhances the wall
collision frequency and decreases therefore the particle mean velocity due to the associated
momentum loss during wall collision. According to Figure 2.4 Sommerfeld [160] proposed
the following corrections to particle impact angle depending upon the relative particle size.
The dimensions of the roughness structure suggest that the wall collision process of small
particles are strongly affected since theywill be able to experience the details of the roughness
structure as shown in Figure 2.4a. However, after rebound, they will quickly adjust to the
flow, so that the influence of the wall roughness effect is limited to the near wall region only.
On the other hand, larger particles may cover several roughness structures during impact as
shown in Figure 2.4b. This implies that they are influenced to a smaller extent, however, due
to their high inertia, will need more time to adjust to the flow after rebound. This eventually
causes wall roughness to be more important for the bulk behaviour of larger particles. An
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(a)
(b)
Figure 2.4: Illustration of wall roughness effect for (a) Small and (b) Large particles [159]
estimate of the particle size, for which wall collisions dominate the particle motion, may be
based on the Stoksian time constant and the distance required for a particle to reach the wall.
This is given by Sommerfeld [159] as
dp >
√
18µw
0.7U
′
pρp
(2.52)
where w is the channel width and U
′
p is the transverse velocity fluctuation. Therefore, in the
present study, the minimum particle size for a minimum fluid viscosity of 5 cSt would be
equivalent to about 53 µm assuming that the particle fluctuation velocity contributes to 10%
of the mean streamwise velocity. Since the particle sizes used in the numerical study are an
order of magnitude smaller than this, it can be safely concluded that wall collision effect will
not influence the behaviour of the bulk flow.
Wall roughness can be accounted for by superimposing the mean impact angle with a
fluctuating component usually represented by a normal or Gaussian distribution. These
corrections would be rather trivial to implement in the present study, however the transition
from a rough to smooth wall was difficult to deduce from the experiments since it varied
according to geometrical configuration and operating conditions. For the present study, this
transition from rough to smoothwall was assumed to take placewithin the first fewminutes,
contributing to only a fraction of the total experimental exposure time. In light of this, a
perfectly smooth surface for the proposed erosion model was a safe assumption since the
error generated as a result would contribute to only a negligible overall error.
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Finally, Sommerfeld [163] analysed the wall collision process for non-spherical particles in
order to evaluate the relevant wall collision parameters. The particle orientation, angular
velocity and radius were identified as being the most relevant parameters and were used to
develop a wall collision model for non-spherical particles. Since these parameters could not
be experimentally verified, particle sphericity was only accounted for as a proportionality
constant in the erosion calculations and could not be physically modelled.
2.7 Turbulence Modelling
Inmost flows of engineering interest, an additional difficulty is present, namely, that the flow
is turbulent in nature. Turbulent flows occur at high Reynolds numbers when the inertia
of the fluid dominate over viscous forces. Under these conditions, the flow is characterised
by rapid fluctuations in pressure and velocity which are inherently three dimensional and
unsteady. Anexact solution for theNavier-Stokes transport equationshas only been achieved
for relatively simple laminar flows. Muchwork and research has been dedicated to turbulent
flows due to their complexity and stochastic nature [135]. The occurrence of fluid turbulence
and the associated solid phase turbulence, results in complex interactions and exchange
mechanisms between the two phases, which can be quite significant and require proper
modelling. The possibility to analytically model and solve a fully turbulent flow is not
impossible and can be done using Direct Numerical Simulation (DNS) [199] which provides
an accurate and detailed description of the flow field. However, due to the size of the
numerical grid required to capture turbulent fluctuations and the small timescales involved,
the feasibility of DNS becomes limited by computational power and memory requirements
and is currently unsuitable for use in typical industrial-type simulations. Therefore, the
concept of ensemble-averaging or mass-weighted (Favre) averaging [193] is introduced in
order to eliminate the difficulty of having to model each and every different time-scale in a
turbulent flow. Two such approaches which are commonly used are the Reynolds Averaged
Navier-Stokes (RANS) or Large Eddy Simulation (LES). The scope of this work will focus on
the RANS formulation.
When adopting time scales which are much larger than the time scales of turbulent fluctu-
ations, a turbulent flow can then be observed to exhibit average characteristics, φ¯ with an
additional time varying fluctuating component, φ′
(
x, y, z, t
)
.
φ
(
x, y, z, t
)
= φ¯
(
x, y, z, t
)
+ φ′
(
x, y, z, t
)
(2.53)
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where the averaged component is given by
φ¯ =
1
∆t
∫ t+∆t
t
φ dt (2.54)
where ∆t is a time scale relatively large in comparison to the turbulent fluctuations but
relatively small to the time scale of the equations solved.
The averaging of the transport equations yields higher order velocity correlations known as
Reynolds stresses, U
′
iU
′
j. The Favre averaged Reynolds stress tensor is related to the time-
averaged product of the turbulent velocity fluctuations and is given by ρτi j = −ρU′′i U′′j . The
Reynolds stress tensor is generally not known and a closure model is required to relate this
tensor to the mean flow fields. Most turbulence models provide a method for calculating
the Reynolds stress tensor. One method of doing this involves the use of the Boussinesq
eddy-viscosity approximation. This approximation assumes that the Reynolds stress tensor
is a product of the turbulent eddy viscosity, µt, and the mean strain-rate tensor, Si j. The
general form of the Boussinesq eddy-viscosity approximation is
τi j = 2µtSi j − 23kδi j (2.55)
and the specification of the eddy viscosity becomes the focus of turbulence modelling.
2.7.1 Shear Stress Transport (SST) Turbulence Model
A number of turbulence models are available [32], each being suited to a particular flow
application. The standard k−model by Launder and Spalding [104] is used in the prediction
of most turbulent flow calculations due to its robustness, efficiency and reasonable accuracy
and has therefore become the industry standard for a wide range of flows. However, the
model performs poorly when faced with non-equilibrium boundary layers. In addition to
over-predicting the eddy-viscosity, it tends to predict the onset of separation too late and
to under-predict the amount of separation. Voss [186] has reported that the use of the k − 
model under hydroerosive conditions can lead to a massive overprediction of the normal
component of particle velocity.
Therefore, for the present study, an improved formulation, known as the Shear Stress Trans-
port (SST) turbulence model, was employed since it is one of the most flexible and widely
used two-equation turbulence models on the CFD market available today. It is essentially
based on the k−ωmodel byWilcox [192] with the main advantages in that it provides higher
accuracy and robustness in the ‘near wall’ (low Reynolds number) regions compared with
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the k −  counterpart and gives highly accurate predictions of the onset and amount of flow
separation by accounting for the transport of the turbulent shear stress and by introducing
a limiter to the formulation of the eddy-viscosity which would be otherwise overpredicted.
The superior performance of this model has been demonstrated in a large number of valida-
tion studies [6]. Like the k −  model, it still requires the solution of the transport equation
for the turbulent kinetic energy, k but replaces the equation for turbulent dissipation, with
a transport equation for turbulence frequency, ω = /k
The k − ω model assumes that the turbulent viscosity, µt is linked to the turbulent kinetic
energy, k and turbulent frequency, ω via the relation
µt = ρ
k
ω
(2.56)
The main problem with the k − ω model is its well known strong sensitivity to freestream
conditions [117]. Depending on the value specified for ω at the inlet, a significant variation
in the results of the model can be obtained. This is undesirable and in order to solve the
problem, a blending between the k−ωmodel near the surface and the k−model in the outer
region was developed by Menter [118]. It consists of a transformation of the k −  model to
a k − ω formulation and a subsequent addition of the corresponding equations. The Wilcox
model is thereby multiplied by a blending factor, F1 and the transformed k −  model by a
function 1 − F1. The blending factor is equal to unity near the surface and switches to zero
outside the boundary layer (i.e. it is a function of the wall distance). The SSTmodel attempts
to utilise the advantages of both the k − ω near the wall and the k −  in the bulk flow. The
result is the following complex two-equation model
∂
(
ρki
)
∂t
+
∂
(
ρU jk
)
∂x j
= Pk − βkkω + ∂∂x j
[(
µ +
µt
σ˜k
)
∂k
∂x j
]
(2.57)
∂
(
ρωi
)
∂t
+
∂
(
ρU jω
)
∂x j
= α˜
ω
k
Pk − β˜ωω2 + (1 − F1) 2σω
∂k
∂x j
∂ω
∂x j
(2.58)
+
∂
∂x j
[(
µ +
µt
σ˜ω
)
∂ω
∂x j
]
where α˜ = αk−ω × F1 +αk− (1 − F1) etc. The stress tensor is computed from the eddy viscosity
concept, so that
µeff = µ + µt (2.59)
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In addition to the independent variables, the flow density, ρ and velocity vector U j are
treated as known quantities from the Navier-Stokes equations. Pk is the rate of production
of turbulence, which is also a function of the Reynolds stress. The empirical constants for
the system of equations presented above are summarised in Table 2.6.
α βk βω σk σω
5/9 0.09 0.075 2 2
Table 2.6: Model constants for the k − ω based SST Model
The assumption of isotropic turbulent flows (i.e. single scalar turbulent viscosity equal in all
directions) also applies to the SST turbulence model and will be emphasised later again in
the development of a statistical model for erosion and abrasion.
2.7.2 Modelling Flow Near the Wall
An important feature in any CFD simulation is to accurately capture the strong gradients
which develop close to a ‘non slip’wall. Particularly for the current application, an accurate
estimation of the boundary layer profile is imperative in order to precisely predict the particle
behaviour very close to the wall which, in turn, will strongly dictate the erosion process. In
fact, this can be shown by calculating the Blasius turbulent boundary layer thickness, δt for
a flat plate from [151], [129] and comparing this with the mean particle sizes of 4.5 µm and
44.5 µm used in this study. The Blasius solution for turbulent flow gives
δt =
5.0L
Re1/2L
(2.60)
Assuming a characteristic length, L and velocity, U∞ of 15mm and 82.5 m/s, respectively4,
the above calculation yields a turbulent boundary layer thickness of approximately 0.21
mm, assuming an oil viscosity of 10 cSt and density of 881 kg/m3. This rather fundamental
calculation indeed demonstrates that boundary layer effects will be of utmost importance
in governing the near wall particle behaviour since the particle’s centroid will lie within the
boundary layer region upon collision with the wall surface (i.e. δt > rp).
Experiments and mathematical analysis have shown that the near-wall region can be sub-
divided into two layers. In the innermost layer, the so-called ‘viscous sublayer’, turbulent
4The length corresponds to the distance upstream of the bend extending back to the inlet and the characteristic
velocity is based on an absolute pressure differential of 30 bar across the system according to U =
√
2∆P/ρ
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fluctuations are almost completely damped out and the wall shear stress is almost entirely
viscous, so that
τw = µ
∂U
∂η
(2.61)
In this region theflow is laminar andmolecular viscosity plays a dominant role inmomentum
and heat transfer. The viscous sublayer thickness for the current problem can be estimated
via the empirical relation given by [148] as
δv = 11.5
ν f
Uτ
√(
0.61
Tw
Tδ
)
(2.62)
where Tw and Tδ denote the respective temperatures at the wall and boundary layer edge.
Assuming a frictional velocity of Uτ = 10m/s (based upon the calculated shear stress) and a
zero temperature gradient across the boundary layer (i.e. Tw = Tδ), equation (2.62) yields a
thickness of 9.0 µm for the same oil as above, indicating that all particles having a diameter
less than this threshold will be completely submerged within the viscous sublayer upon
collision.
Further away from the wall, in the ‘logarithmic layer’, turbulence dominates the mixing pro-
cess. Finally, there is a region between the viscous sublayer and the logarithmic layer called
the ‘buffer layer’, where the effects of molecular viscosity and turbulence are of equal impor-
tance. The figure below illustrates these subdivisions of the near-wall region. Assuming that
the logarithmic profile reasonably approximates the velocity distribution near the wall, it
provides a means to numerically compute the fluid shear stress as a function of the velocity
at a given distance from the wall. This is known as a ‘wall function’ and the logarithmic
nature gives rise to the well known ‘log law of the wall’, where the velocity profile for a
hydraulically smooth wall can be estimated as
U+ =
1
κ
ln
(
y+
)
+ C∗ (2.63)
In equation (2.63), typical values of the von Karman and log-layer constants are κ = 0.41 and
C∗ = 5.1, respectively. Moreover,U+ is the dimensionless velocity and y+ is the dimensionless
distance to the wall which provides a measure of the relative importance of the viscous and
turbulent transport at different distances from the wall.
U+ =
U
Uτ
, y+ =
y
δv
=
uτy
ν f
(2.64)
The quantity Uτ =
√
τw/ρ is the friction velocity and δv = ν f/Uτ the viscous length scale.
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Figure 2.5: Different regions of a boundary layer profile
Experiment shows that the viscous sublayer (characterised by a linear velocity profile, U+ =
y+) applies for y+ < 5. Therefore, in order to accurately capture the particle behaviour in this
region, a lowReynoldsnumber approach in conjunctionwith theSST turbulencemodel needs
to be employed in order to resolve the fine details of the boundary layer profile by extending
the computation right down to the wall using very small mesh length scales. ANSYS-CFX R©
utilises ‘automatic’ wall functions [80] to reduce the associated computational requirements
by allowing a gradual switch between the classical wall function and low Reynolds number
approaches in regions of coarser mesh without jeopardising the solution accuracy.
2.8 Summary
The present chapter has presented the fundamental theory of turbulent multiphase flows.
The significance of the Stokes number and volume fraction were introduced and used to
characterise the flow and degree of coupling between phases. Two common approaches
for the numerical calculation of the particulate phase were presented. The Lagrangian
method assumes a dynamic frame of reference whereby each particle is tracked through the
fluid domain, whereas the Eulerian approach assumes a stationary frame of reference and
the particle equations of motion are averaged over space and time for each finite control
volume. On the basis of the advantages and disadvantages associated with each method,
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together with current application, the Eulerian approach was chosen to be most appropriate
as abrasion modelling was the main objective for the present work.
The equations governing the particle motion are composed of various interfacial forces,
some of them being neglected for the present study either due to their negligible overall
contribution or lowdegree of relevance. The forces considered relevantwere the drag, virtual
mass, Saffman lift and turbulent dispersion forces. Despite this, one must also keep in mind
that additional physical phenomena such as inter-particle collision, particle agglomeration,
wall roughness and particle sphericitymay be relevant and inevitably introduce somedegree
of uncertainty to the problem so that the numerical simulation is limited, to a certain extent,
in its accuracy. Nevertheless, the numerical simulation is, at least for this study, often used
as a tool to detect the macroscopic phenomena which is in most cases sufficient for the the
design and optimisation of various systems.
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3.1 Background
The word ‘erosion’ is derived form the Latin verb ‘rodere’ meaning to gnaw, but today has
acquired a broader definition. Erosive actions of solid particles within a flow field play a
very important role in many naturally and industrially occurring process and cover a wide
spectrum of applications including:
1. the wearing away of rocks by glaciers, rain, soil, sand and meteors;
2. the transport of silt and fine mineral particles by rivers;
3. the dispersion of dust and pollutants in the atmosphere;
4. material removal by cavitating liquids;
5. the destructive effects of rain, hail and airborne dust on flight vehicles
6. the loss of material occurring within numerous industrial installations such as hy-
draulics, slurry pumps and even the pneumatic transport of coal and other materials
in pipelines whereby solid particles are entrained in a fluid stream;
7. a great number of engineering applications such as aircraft, marine and turbomachin-
ery.
It is apparent from these examples that the current usage of the word erosion usually carries
an implicit connotation of material removal through a series of essentially independent but
similar impact events. In fact, Finnie [52] describes erosion as ‘the removal of a material from
a solid surface by the action of impinging solid or liquid particles’.
On one hand, erosion can lead to malfunctioning or rapid deterioration of the performance
of various machines due to the change in flow pattern and decrease of lifetime due to
mechanical damage. Therefore, the correct prediction is highly desirable and has formed
the subject of many studies. On the other hand however, it also finds useful application as a
material removal process such as sand blasting, jet cutting, abrasive deburring (such as the
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hydroerosion of diesel injector nozzle spray holes) and the erosive drilling of hard materials.
Despite themain focus of the present work being on the loss of material due to an interacting
fluid-solid system, the reference to other systems of erosion (e.g. gas-solid erosion) is not
excluded as many of the underlying physical concepts are common and still valid.
3.2 Types of Wear
It is essential to recognise that there are different types of wear where several distinct and
independent mechanisms are involved. Wear can be categorised into a number of major
types, the main four of which are shown below in Figure 3.1. A comprehensive overview of
the different types of wear can be found in [17, 194] and other sources 1.
Mechanical
Wear
Processes
Abrasion Erosion Adhesion
Surface
Fatigue
Two & three body
polishing
ploughing
micromachining
cavitation
liquid impact
solid impact
slurry erosion
adhesion
fretting
scuffing
galling
ratchetting
delamination
pitting
s
e
v
e
r i
t y
Figure 3.1: Classification of mechanical wear processes [194]
The main focus of the present work will be on two types, namely, erosion and abrasion. Al-
though these two terms for wear may be used interchangeably throughout the present work,
there are distinct differences. As mentioned earlier, erosive wear is defined in the current
context as the removal of material from a solid surface due to the mechanical interaction
between the surface and impinging particles in a carrier fluid2. Abrasion or abrasive wear
on the other hand, is the loss of material which occurs when particles are forced against and
move along the solid surface. The main difference between the two types of wear mecha-
nisms is that unlike abrasion which involves the transfer of work energy over longer periods
1A classification of different types of wear can be found in the ASMMetals Handbook and Tribological Glossary
of the OCDE
2The term fluid here is general and not necessarily limited to a liquid.
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of time, erosion involves the transfer of kinetic energy to the surface over considerably
smaller instances of time.
Four different types of wear which are primarily found in slurry flows have been identified
by Shook and Roco [154]. These are listed below:
• Directional impingement;
• Random impingement;
• Sliding bed;
• Grinding.
The former two types are erosive processes whilst the latter two are more typical of abra-
sion. Erosive wear depends on the predominant angle of particle impingement with the
material surface and the impact velocity. Particle impingement angles vary between 0 and
90 degrees, and depend on both fluid-particle and particle-particle interactions. Directional
impingement involves the particles impacting the material surface at a common angle.
3.3 Erosive Wear
3.3.1 General Comments
Particle-wall impact leads to erosion which is an important consideration in the design and
operation of fluid-particle systems. There have beenmany studies reported on the erosion of
materials by impinging particles and there are a number of universal erosion models which
have been derived analytically for a single particle impacting on a wall. A comprehensive
overview can be found in [45]. Since there is no universal model which describes erosion
under different conditions, experimental analyses are also inevitable alongside physical
derivations in order to determine specific constants for a given configuration. The various
models do however show similarity in that the erosion volume seems to be dependant upon
a number of system parameters such as,
• Particle velocity upon impact, Up
• Particle mass upon impact, mp
• Particle contact angle upon impact, αp
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• System specific empirical and material constants, C 3
so that the total impact wear, Wi as predicted by all the models can be expressed in the
following general form
Wi = mp C f
(
αp
)
Unp (3.1)
The particle contact angle is defined to be the angle measured between the wall surface and
the particle’s velocity vector. f
(
αp
)
is a complex function of αp and is normally determined
empirically from experiments. The velocity exponent n typically has a value of 2.0-3.0
depending on the type of material [149], however values as high as 6.5 have been reported
[52]. Tilly [176] for example, quoted a value of 2.3, whereas Hashish [67] found a value of
2.5 to be more suitable. Earlier studies however have shown the velocity exponent to vary
with particle impingement angle [55, 85].
Two of the early pioneers in the field of erosion were Finnie [51, 52] and Bitter [9, 10]
who developed models for the mass of surface material removed by the impact of a single
particle. Finnie’s model is based on a cutting action at low angles of impact, whereas Bitter
described erosion as a combination of cutting and deformation induced by the particle at
low and high angles of impact, respectively. In addition to specific operating conditions,
erosion is strongly dependant upon material composition and structure so that a ductile
and brittle material will exhibit quite different mechanisms of erosion. Ductile materials
will experience a weight loss primarily due to plastic deformation, whereas brittle materials
undergo cracking which propagate out from the point of impact. The variation of erosion as
a function of impingement angle for ductile and brittle materials is shown schematically in
Figure 3.2.
For ductile materials, the peak erosion loss occurs at around 20◦, whereas for brittle materials
the peak erosion loss occurs at 90◦ (i.e. normal incidence). This general behaviour has been
reported by many workers including Finnie [55] and Brach [13]. Since the scope of this work
is limited to ductile materials with the primary mechanism being plastic deformation, the
mechanisms which take place in brittle material are not further elaborated upon.
3Empirical constants usually describe parameters which may not be well-defined or reproduced (e.g. particle
shape, surface roughness etc.) whilst material constants refer to the physical properties such as hardness
and specific energy.
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Figure 3.2: Normalised Wear as a Function of Impingement Angle as Typically found for (a)
Ductile and (b) Brittle Materials subject to Erosive Wear [13].
3.3.2 Finnie’s Cutting Model
In the mid 1950’s after performing experimental studies using an erosion tester, Finnie
developed a model to describe the amount of material removed when solid particles struck
a flat surface at shallow angles [51]. In doing so, he solved the equations of motion of a
rigid particle moving in the x, y and ϕ directions during the collision process assuming that
the plastic response character of the material was defined by its flow stress. According to
his experimental findings, Finnie claimed that typical scratch length-to-depth ratios of 10
were evident. This lead to the assumption that the sharp edge of the particle was in contact
with the target material during the entire erosion process. The diagram below shows an
arbitrarily shaped particle during impact and material removal.
In deriving the equations of motion for the particle, several assumptions were made:
• The ratio of the horizontal to vertical force component is constant resulting in a constant
stress distribution over the entire eroded surface;
• The ratio of the penetration depth, l to the actual cutting depth, yt of the particle is
constant such that ψ = l/yt = 2;
• During penetration of the particle into the target material, plastic deformation takes
places (i.e. the initial elastic deformation is neglected);
• The particles are arbitrarily shaped and possess a mass moment of inertia equal to
θz = mpr2c .
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Figure 3.3: Schematic diagram of Finnie’s cutting model (a) Particle impact (b) Material
removal
Adopting the plane coordinates, x, y and ϕ, as shown in Figure 3.3 and applying Newton’s
second law of motion, yields the following equations of motion
mpx¨ + Pψby = 0 (3.2)
mp y¨ + PKψby = 0 (3.3)
θzϕ¨ + Pψbrcy = 0 (3.4)
where the vertical force component contributing to the total moment in equation (3.4) has
been neglected. Applying the boundary conditions x = y = 0 and x˙ = Up cosαp, y˙ = up sinαp,
ϕ˙ = ϕ˙0 for t = 0 in the above system of equations, yields the following solution
x =
Up sinαp
βK
sin βt +
(
Up cosαp
)
t − Up sinαp
K
t, (3.5)
y =
Up sinαp
β
sin βt (3.6)
ϕ =
mprcUp sinαp
βKθz
(
sin βt − βt) + ϕ˙0t (3.7)
where the quantity β =
√
PψbK/mp. The magnitude of the rate of change of angle, ϕ˙0
is assumed to be much smaller than that of the translational components of the particle
velocity, Up cosαp and Up sinαp. The translational components in the x and y directions can
be expressed as
x = xt + rϕ (3.8)
y = yt (3.9)
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where the volume of material removed by the particle from the target specimen assuming
small changes in angle, ∆ϕ is given by
Wc = ρwb
∫ tc
0
ytdxt = ρwb
∫ tc
0
yd
(
x + rcϕ
)
(3.10)
=
3ρwbU2p sin
2 αp
β2K
[
K cotαp
3
− 3
4
− cos 2βtc
4
−
(
K cotαp
3
− 1
)
cos βtc
]
+
rcϕ˙0ρwbUp sinαp
β2
[
1 − cos βtc]
Assuming that the particle possesses no significant rotational velocity before impact, ϕ˙0 = 0
and taking βtc = pit, the following equation for cutting wear results
Wc =
ρwmpU2p
Pψ
[
sin 2αp − 6K sin
2 αp
]
for tanαp ≤ K6 (3.11)
Similarly, if cos βtc = 1 − K/3 the equation becomes
Wc =
ρwmpU2p
Pψ
[K
6
cos2 αp
]
for tanαp >
K
6
(3.12)
Finnie’s cutting model can therefore be expressed in the following general form given by
equation (3.1) as
Wc =
CρwmpU2p
2P
f
(
αp
)
(3.13)
where,
f
(
αp
)
=
 sin 2αp −
6
K sin
2 αp for tanαp ≤ K6
K
6 cos
2 αp for tanαp > K6
(3.14)
and C is a constant representing the fraction of particles which cut in an idealised manner.
According to observations made by Finnie et al. [55], a value of C = 0.5 was found to be
reasonable. The value of K, the ratio of the vertical to horizontal force components is difficult
to measure directly, however, force measurements during scratch hardness testing showed
an overall value of K very close to 2 for angular abrasive particles [51]. P is the flow stress4
similar to that measured in a compression or tension test and can be derived theoretically
4P is sometimes referred to as the flow pressure.
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according to the classical theory of elasticity [177] as
P =
40pi4ρp
1 − υ2pEp + 1 − υ2wEw
−4

1
5 (
Up sinαp
) 2
5 (3.15)
where υ and E correspond to the material Poisson’s ratio and modulus of elasticity respec-
tively. The subscripts p and w refer to the particle and wall materials.
As pointed out earlier, the velocity dependency of erosion is somewhat unclear. Although
the quadratic dependency is commonly accepted, the observed values of the exponent are
more typically 2.3 to 2.4 and can range anywhere from 2 to 3. This was explained by a slight
modification of Finnie’s original cutting analysis [54]. In his original derivation, based on
Figure 3.3, the vertical and horizontal forces were assumed to act at the tip of the particle. By
moving these forces to the centre of the contact region between the particle and the surface,
this alters only the equation of motion in theϕ-direction. This change depends on the ratioψ
and the depth of cut, which in turn depends on the velocity. As a result, velocity exponents
are predicted which agree with values observed experimentally.
For ductilematerials, Finnie predicted that themaximumerosionwould occurwhen tanαp ≡
K/6 resulting in an impact angle of α0 = 18.5◦. At this angle of maximum erosion, the volume
of material removed reduces to
Wc ≈ 0.075
mpU2p2
 1P (3.16)
Hence, 7.5% of the particle’s kinetic energy divided by the flow stress gives an estimate
of the volume of material removal. Subsequent experiments with silicon carbide particles
impinging on pure aluminium showed very good agreement with the model in that the
maximum erosion occurred at approximately 15◦. The data for normal (perpendicular)
impact however, deviated from the model indicating that the model was suited to small
angles of impact of around αp < 20◦ and that another mechanism at higher angles of impact
was apparently missing.
3.3.3 Bitter’s Wear and Deformation Model
Bitter [9, 10] developed Finnie’s analysis and proposed a theory for calculating the material
removal process at higher angles of attack. He categorised erosion into deformation wear
due to particles impinging normally, and cutting wear due to particles striking the surface
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nearly tangentially, although he noted that in most instances both processes would occur
simultaneously. Bitter’s model carried the following assumptions:
• The impacting particle is much harder than the target material and only suffers elastic
deformation. The target material may deform both elastically and plastically;
• The hardness of the target material remains constant and does not increase due to
plastic deformation;
• The contact area of the particle-wall collision is small compared with the cross section
of the particle.
The elastic collision of two spherical bodies can be represented by the Hertzian theory
[88, 177]. If it is assumed that one of the spheres is infinitely large such that it forms a flat
surface, then the Hertzian formula takes the following form
Fmax =
[20pi
3
ρp
]3/5
r2p
[E∗
6
]2/5
U6/5p (3.17)
where Fmax denotes the maximum force at the contact area of the colliding bodies and ρp,
rp and Up are the density, radius and velocity of the sphere respectively. The term E∗ is a
material property which is dependent upon the Young’s modulus, E and Poisson’s ratio, υ
of the particle and target material.
E∗ =
1 − υ2pEp + 1 − υ2wEw
−1 (3.18)
Hertz further derived an expression for the radius, rel of the projection of the contact area on
the body surface during elastic impact
rel =
[3
4
Fmaxrp
( 1
E∗
)]1/3
(3.19)
Therefore, the average surface pressure, Pav is given by
Pav =
Fmax
pir2e
=
2
3
[40
pi4
ρpE∗4
]1/5
U2/5p = cU
2/5
p (3.20)
According to Hertz, Pav = 2/3Pmax occurring at the centre of the contact area as shown in
Figure 3.4. The largest specific load that can be exerted upon a body without causing plastic
deformation is called the elastic load limit, yel. Hence, substitution of the highest average
surface pressure 2/3yel that can be reached during a perfectly elastic collision, into equation
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(3.20) yields the impact velocity, Uel at which the elastic limit is just reached [88].
Uel =
(
2yel
3c
)5/2
=
pi2
2
√
10
y5/2el
(
1
ρp
)1/2 [ 1
E∗
]2
(3.21)
For a particle whose density is 2500 kg/m3 colliding with a ductile metal, the value of Uel is
very small and is of the order of only a couple metres per second. For this reason, this term
is usually neglected.
If a particle strikes a body perpendicularly, elastic deformation takes place until the elastic
load limit is reached at the centre of the contact area. The decrease in distance between
the centre of gravity of the bodies, hel can be expressed using Hertzian’s equation since
deformation up to this point is purely elastic.
hel =
pi2
4
y2elrp
[ 1
E∗
]2
(3.22)
Once the elastic load limit has been reached, plastic deformation occurs at the centre of the
contact area and upon further penetration of the particle into the body, the area which is
loaded to the value yel, will likewise increase as shown in Figure 3.4.
(a) (b)
Figure 3.4: Pressure distribution at contact area. (a) Elastic impact (b) Plastic-elastic impact
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The total depth of penetration, ht is given by the superposition of the elastic and plastic
impact values.
ht = hpl + hel (3.23)
If the projection of the total contact area normal to the surface has a radius of rt, and it is
assumed that the penetration depth is small comparedwith the diameter of the particle, then
the total contact area can be expressed as
pir2t = 2pirp
(
hpl + hel
)
(3.24)
If the radius of the projection of the plastically deformed area is rpl, then pir2pl = 2pirphpl and
the area loaded only elastically is
pir2t − pir2pl = 2pirp
(
hpl + hel
)
− 2pirphpl = 2pirphel = pir2el (3.25)
The total elastic deformation energy stored in the sphere and the body is the sumof the elastic
energy absorbed in the elastic region, Qel and the potential energy of the elastic deformation
in the area subjected to a plastic-elastic load, Qpe.
Qel +Qpe =
1
2
mpU2el +
1
2
helyelpir2p (3.26)
The onset of plastic deformation takes place when
Qpl =
∫ hmax
0
pir2pyel dh ≈ pirph2maxyel (3.27)
where hmax denoted the penetration depth after collision. The energy balance of the collision
then becomes
1
2
mpU2p = Qel +Qpe +Qpl = Qe (3.28)
where Up represents the initial velocity of the particle.
From equations (3.21) and (3.22) it follows that
rph2el =
15
8
mp
piyel
U2el (3.29)
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Since
(
r2p
)
max
= 2rphmax then
Qpe =
1
2
helyelpi
(
r2p
)
max
= helyelpirphmax =
√
piyelrph2el
√
piyelrph2max =
√
15
4
QelQpl (3.30)
Therefore, equation (3.28) can be re-written as
Qe = Qel +
√
15
4
QelQpl +Qpl =
[√
Qel +
√
Qpl
]2
− 0.061
√
QelQpl (3.31)
Since Qel is generally small in magnitude in comparison with Qpl, the second term on the
right side of the above equation may be neglected.
Qpl ≈
[√
Qe −
√
Qel
]2
=
1
2
mp
[
Up −Uel
]
(3.32)
This is the effective energy that is exchanged between the particle and wall during the colli-
sion process of deformation wear. By taking into consideration that the normal component
of the particle velocity contributes to deformation (i.e. Up = Up sinαp), the deformation wear
can be expressed as
Wd =
mp
2γd
(
Up sinαp −Uel
)2
(3.33)
where γd is the deformation wear factor, a material property which represents the energy
required to remove a unit volume of material by deformation. This parameter was first
introduced by Van Riemsdijk and Bitter [142] and is related to characteristics indicating the
level of toughness of the material.
3.3.4 Magnêe Impact Model
The Magnêe impact erosion model [111] chosen for the purpose of this investigation is
essentially an extension of the work proposed by Finnie [51] and Bitter [9, 10]. Magnêe used
the same equations ofwear but proposed amore generalised lawwhich takes into account the
nature and microstructure of the material, together with the angle of impact of the particles,
their hardness and their sharpness. Analogous to Bitter’s theory, this generalised erosion
model has two components, namely, cutting and deformation. The total impact wear can be
expressed as the arithmetic sum of these two components.
Wi =Wd +Wc (3.34)
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3.3.4.1 Cutting Wear
Cutting wear exists if particles strike a body at an acute angle, scratching out some material
from the surface. The depth of the scratch is highly dependant upon the impact velocity
and angle of the particle. This type of wear is most common for ductile metals. The wear
resulting from the cutting effect has the following value
Wc =
mp
2γc
(
U2p cos
2 αp −U2r
)
(3.35)
where γc is a mechanical property defining the quantity of energy required to remove a
unit volume of material by cutting. Although it is virtually equivalent to the material
hardness, or 3Py, according to Finnie [52], this is usually a constantwhichmust bedetermined
experimentally and used for the calibration of the impact erosion model. The residual
tangential speed of the particle, Ur after it has impacted the wall can be expressed as
Ur = Up cosαp
√
1 − sin
(
n∗αp
)
(3.36)
Neilson and Gilchrist [124] showed that this residual tangential velocity component exists
only up to a certain critical impact angle, αcr = pi/2n∗, after which the horizontal velocity
component completely diminishes upon rebounding off the wall since the energy associated
with cutting wear does not entirely transform into the energy absorbed by the wall 5. The
value of n∗ describes the rate of decrease of Ur and defines the critical angle or angle above
which Ur is zero.
3.3.4.2 Deformation Wear
Deformation wear is highly influenced by the normal component of the velocity as the
particle penetrates into thewall. Winter andHutchings [196] identified twomodes of surface
deformation as ploughing and cutting which occur whenever the particle has a tendency to
slide and roll. Although the name may imply deformation, it is in reality the removal of
material through flaking due to a series of repeated impacts [176, 123]. The wear due to
deformation is
Wd =
mp
2γd
(
Up sinαp −Uel
)
(3.37)
5A value of αcr = 80◦ was found to be the most appropriate for the present study.
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where as stated previously,Uel is the limiting speed of impact for which the material still has
elastic behaviour as given by equation (3.21).
3.3.4.3 Particle Shape and Composition
In many studies of erosion, the assumption that the particles are perfectly spherical is made
in order to simplify the underlying physics of the problem. However, it is well known that
in reality this is indeed not the case. In fact, particles possess an arbitrary and complex
morphology which is extremely difficult to model. Several attempts have been made to
characterise abrasive particle shapes and to relate this to erosive and abrasive damage [169].
Although difficult to quantify, the shape of abrasive particles has been found to have a
significant effect on wear resistance. Many studies dating back to the 1950’s have been
concerned with experiments of sharp irregular shaped particles. A dramatic increase of the
wear rate comparedwith thatwith spherical particles has beendocumented bymany authors
[30, 169, 137, 196]. Sheldon [153] quoted a five-fold increase and in other cases, a difference
of up to 10 times the erosion rate was observed. In light of this surprising difference, Magnêe
[110] took into account the particle shape effect via the definition of a particle sharpness
factor or sphericity index, λp
λp =
2pi
9

√
2rp
ht
cotθ
pi/3
 ≈ 6pi cotθ (3.38)
where θ is half the average statistical angle of the particles as shown in Figure 3.5.
Material Hardness:
Yield Stress:
Spherical Contact
Figure 3.5: Definition of the particle sharpness factor, [110]
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In his earlier studies of abrasion, Magnêe stated that the abrasive particle hardness was one
of the most influential parameters determining erosive wear. This is a well known fact and
was shown for the first time by Khruschov [93] who performed a number of abrasive tests
on metals with varying hardness and obtained a linear relationship between hardness and
abrasive wear. Magnêe incorporated the effect of hardness into his model via the function
f
(
Hp
Hw
)
= 1 − e
[
−loge2
(
Hp
maHw
)1+2ma ]
(3.39)
where ma is called the lethal abrasion coefficient which characterises the transition of the
wear phenomenon and has the limit 1 < m < pi. When the abrasive hardness is greater than
that of the target material, this function tends to a value of unity and is virtually reached
when Hp ≥ 2Hw. Since in the context of the present study, Hp ≈ 5Hw, a value of unity for this
function was assumed.
3.3.4.4 Generalised Law of Erosion
Substitution of equations (3.35) and (3.37) into (3.34) yield the generalised law of erosion as
proposed by Magnêe.
Wi =
mpU2p
2γd
λp f
(
Hp
Hw
) cos2 αp sin (n∗αp) + km (sinαp − UelUp
)2 (3.40)
where the microstructure parameter km = γc/γd. Equation (3.40) can also be expressed in the
following non-dimensional form,
W∗i
(
n∗, km, αp
)
=
2Wiγd
mpU2pλp f
(Hp
Hw
) = cos2 αp sin (n∗αp) + km sin2 αp (3.41)
where the function sin
(
n∗αp
)
= 1 when αp ≥ αcr.
3.4 Abrasive Wear
3.4.1 General Comments
The literature concerning abrasive wear in the field of hydrodynamics is very limited. There
are only a few researchers who have looked into the topic in some depth. As a result of
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the work conducted thus far, the key parameters affecting abrasion can be identified and
very simple theoretical models, which are specific to the type of application, have been
formulated. Misra and Finnie [121] conducted a review of the experimental work that has
been carried out on the abrasivewear ofmetals. In addition to surface hardness and abrasive
hardness, the effect of variables such as abrasive size, shape and velocity were mentioned.
3.4.2 Two- and Three Body Abrasion
The term ‘abrasive wear’ can be sub-divided into two categories commonly referred to as
two- and three-body abrasion [17]. Two-body abrasion involves the removal of material
by abrasive particles which are held fixed as they slide across the surface. Khruschov [94]
concluded that two processes take place, namely, the formation of plastically deformed
grooves and material removal in the form of microchips. A typical analogy to this would
be industrial cutting tools and abrasive papers. Three-body abrasive wear on the other
hand, occurs when loose particles (which are free to rotate) are interposed between two
surfaces. Some authors further classify three-body abrasion as being either open or closed
[59, 119, 120].
Closed three-body abrasive wear occurs when loose particles are trapped between two
sliding or rolling surfaces which are in close proximity. This type of abrasive wear has been
studied by Joyce et al. [42]. In this type of wear, the particles often imbed and settle into
the softer surface with subsequent abrasive wear of the opposing surface. Open three-body
abrasive wear occurs when the two surfaces are sufficiently far apart so that only one surface
is primarily involved in the wear process. Three-body abrasion can be further sub-divided
into high- and low-stress. The former occurs when the abrasive is crushed in the process, as
in ball mill grinding, while the latter assumes no fracture of the abrasive particles during the
wear process. In order to simplify the analysis, low-stress abrasion is assumed for the scope
of this study and the particles are limited to elastic deformation upon impact.
It could be argued which of these mechanisms play a predominant role in the context of the
present work. Three-body abrasion cannot be entirely eliminated since the abrasive slurry is
confined between two planar surfaces. It can be concluded however, that closed three-body
abrasion does not take place as the particles are not trapped and impingement takes place
primarily on only one of these surfaces. Despite this, if it is assumed that the viscous forces of
the fluid are large enough to prevent any significant rotation of the particles, then the theory
of two-body abrasion applies since the particles are assumed tomore-or-less be fixedwith the
fluid as they slide across the surface. Although it may seem that a combination of abrasion
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mechanisms are present here, the appearance of the eroded surface has more similarity to
that of two-body abrasion, making this the most dominant mechanism of removal.
3.4.3 Quantitative Formulation
In order to obtain a quantitative expression for abrasivewear, a simplifiedmodel is assumed,
in which one of the surfaces consists of an array of hard conical particles all having the same
semi-angle, θ. The target surface is softer and flat.
Consider a single particle creating a track through the softer surface, as shown in Figure 3.6.
In transversing a unit distance, the particle will displace a volume of material equal to rt ht.
By geometry, ht = rt cotθ, the volume displaced by a single particle is r2t cotθ.
Figure 3.6: Abrasive wear by a conical shaped particle
If it is further assumed that the material has yielded under the normal load, then the particle
supports a load of pir2tPy/2, where Py denotes the yield pressure of the target material.
If there are nc particle contacts, then the total normal load will be
Fn =
ncpir2tPy
2
(3.42)
and the total volume displaced (per unit distance) isWa, where
Wa = ncr2t cotθ =
2Fn cotθ
piPy
(3.43)
The derivation of equation (3.43) is based on a rather simple model and no account has
been taken on the distribution of particle size and shape. Material will tend to accumulate
in front of the particle, causing the actual conditions to be not so idealised. Parameters,
such as Young’s modulus, are important in certain situations, but are not considered in the
formulation of this simple theory.
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3.4.4 Archard’s Law of Abrasion
One of the first and foremost pioneers in the area of abrasion was Archard [4] who proposed
a fundamental law for abrasive wear which is found to cover a wide range of abrasive
situations, particularly two-body abrasive wear. The mathematical expression takes the
form
Wa =
ka
3
Fnls
Hw
where ka = K′λp f
(
Hp
Hw
)
(3.44)
where ls is the path length of the sliding abrasive particle, Fn is the normal contact force and
ka the dimensionless abrasive wear constant (also referred to as the abrasion amplitude or
Archard’s abrasion factor) and is a measure of the probability for abrasion to occur when an
abrasive particle slides on a material surface. The factor K′ is called the flow coefficient and
is directly related to the flow morphology (i.e. elasto-plastic characteristics and toughness)
of the abraded surface.
K′ = (1 − Γ) +Ψ (3.45)
The factor Γ corresponds to the material wear due to the direct cutting produced by the abra-
sive particle, whereas Ψ describes the additional wear due to surface splitting or chipping
during cutting.
Equation (3.44) is appropriate for two-body abrasivewear. In the case of three-body abrasion,
the same form of equation applies, however ka is lower, as in this case many of the particles
tend to roll rather than slide.
Although an analytical expression for ka exists (as shown above), it is usually determined ex-
perimentally from an array of experimentally tabulated values. It is assumed to be indepen-
dent of the size and number of effective contacts, which means that for a given configuration
it is a constant of the system [143] 6.
3.4.4.1 Abrasive Hardness
As alreadymentioned in section 3.3.4, the hardness of the abrasive particles play a significant
role in governing thewear rate of the target material. The influence of abrasive hardness was
first reported by Wahl [187] and later confirmed by Khruschov [93, 94]. In addition to this,
6The abrasion amplitude Ka, may vary from 10−1 to 10−8 depending on the wear conditions being defined as
either heavy or moderate.
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Khruschov stated that the strain-hardening capacity and toughness of the targetmaterialmay
also be decisive factors. In fact, this was later confirmed by Levin et al. [106] who proposed a
model for the behaviour of ductile alloys undergoing solid-particle erosion by incorporating
the mechanical properties of the alloys (i.e. hardness and strain-rate conditions), as well as
the evolution of these properties during the erosion-induced deformations. O’Flynn et al.
[130] recently proposed a model to predict the solid particle erosion rate of metals based on
the product of toughness and uniform strain.
Kruschov identified three distinct levels of abrasion and plotted these against the function
f
(
Hp/Hw
)
.
(a) Krushchov’s Abrasive Wear Curve (b) Experimental Values from Magnee
constant
Figure 3.7: Influence of the abrasive hardness on abrasive wear [110]
A number of authors have attempted to define this relationship with greater precision.
Khruschov and Babichev [94] classified the wear level as low when the ratio of the abrasive
to target material hardness was in the range
(
Hp/Hw < 0.7 − 1.1
)
. On the other hand, above
a certain hardness ratio
(
Hp/Hw > 1.3 − 2
)
the wear reaches a maximum level irrespective of
the hardness of the abrasive particle and is classified as being high. For intermediate levels of
hardness, the wear increases with increasing abrasive hardness, however, it has been shown
that this transition region from ‘low’ to ‘high’ abrasion levels is not clearly defined and
depends on whether the annealed or strain-hardened values of surface hardness are used.
In later studies conducted by Richardson [140, 141], a value of
(
Hp/Hw = 1.25
)
was taken as
the boundary between ‘low’ and ‘high’ regions of abrasive wear which was consistent with
the observations made by Khruschov and Babichev.
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3.5 Summary
This chapter has presented many of the research efforts that have been devoted towards
solid-particle erosionmodelling and has been limited to applications involving solid particle
erosion and abrasion in both gas and liquid. A complete derivation of Finnie’s cuttingmodel
and Bitter’s deformation model is presented and these formulations are used to present a
generalised law of erosion proposed by Magnêe which takes into account the nature and
microstructure of the material, together with the angle of impact of the particles, their
hardness and their sharpness.
Both impact erosion and abrasion have been reviewed since, more often than not, both
mechanisms have been shown to occur simultaneously. The event of impact erosion is
different from abrasion erosion such that the former describes the momentum exchange or
impulse transfer between the particle and wall upon collision and rebound over a short time
interval, whereas the latter describes the energy transfer between the particle andwall as the
particle maintains contact and slides along the target surface over a longer time duration.
In both cases, the importance of material hardness in predicting the quantity of erosion is
emphasised.
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4.1 General Comments
An essential component of the research was to become familiar with the erosion studies con-
ducted over the past few decades as this would provide the framework for the development
of a new erosion model. It is believed that erosion studies from a fundamental point of
view originated somewhere in Germany in the early 1940’s when Siebel and Brockstedt [155]
eroded steel plates with a stream of quartz sand. Many studiesmay be found in the literature
relating to specific erosion problems and their practical solution. However, the fundamental
principles of this industrially important process have received very little attention and are
not generally appreciated or fully understood, particularly for slurry flows. There is, in
addition, very little complete experimental data in the literature, which further limits the
possibility of predicting erosion under new and untested circumstances.
As already mentioned, it seems clear that an understanding of erosion may be divided into
two major components. The first part involves the determination of the number (or concen-
tration), direction and velocity of the particles striking the surface. With this information at
hand, then the second part of the problem merely becomes a calculation of the quantity of
surface material removed. The first part of the problem is basically one of fluid mechanics
and its detailed treatment has been outlined in Chapter 2, however, some aspects of par-
ticle motion are mentioned here again for clarity. With reference to the second part of the
problem, the equations describing the erosion phenomena are limited to a certain degree,
in their physical plausibility due to the highly complex and random phenomena occurring
in the process of erosion. In light of this, many of the models used today are still empirical
in nature, a classic example of this is the model proposed by Neilson and Gilchrist in 1967
[124]. This chapter provides a detailed summary of the many relevant numerical and/or
experimental erosion studies undertaken in the past, most of which make use of the models
presented Chapter 3.
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4.2 Dry (Gas-Solid) Erosion
In the context of two-phase flows and erosion studies, most experimental measurements
and numerical validations have been conducted assuming solid particles suspended in a
gas carrier fluid. This is commonly referred to as dry erosion. Although the present study
deals primarily with a fluid medium as the carrier phase, the results and findings of gas-
solid two-phase flows have been the foundation of slurry erosion models and should not be
overlooked. It is therefore important to understand the basic underlying phenomena and
to review some of the past research efforts that have been dedicated in this area. Despite
this, one must bear in mind that the main difference lies in the presence of hydrodynamic
(viscous) forces in slurry erosion, which in turn results in quite different particle dynamics
and hence, different erosion patterns. The majority of the literature reviewed in this section
dealswith erosion studies and provides a useful insight into the parameters affecting erosion.
Jin et al. [87], studied the tube erosion caused by the turbulent flow of a dilute particle-
laden gas using a numerical approach. The particle impact and rebound model and the
erosion model of ductile alloys obtained by Grant and Tabakoff [170] were used to predict
the particle rebound phenomena and the erosion suffered by a two-row staggered tube bank
configuration. The respective target and particulate materials used were 304 stainless steel
and coal ash varying in size from 20 to 300 µm in diameter. Since the volume fraction of
particles was assumed to be less than 0.1%, the Lagrangian formulation (i.e. particle tracking
model) was implemented for the particulate phase and particle-to-particle interaction was
intentionally ignored. It was shown that smaller particles with low inertia would be com-
pletely entrained by the fluid causing almost no impact in the first row of tubes but there
was a high impact rate with the second row of tubes due to the subsequent acceleration. On
the other hand, the larger particles were observed to possess a more chaotic nature whereby
their relatively higher inertia resulted in a higher collision frequency, higher impact angle
and hence a higher erosion rate. It was also found that the location of maximum collision
frequency was different with differing particle sizes despite similar free stream velocities.
An interesting result was presented, namely, that the maximum erosion in the second row
of tubes was three times greater than that in the first row despite the total erosion being only
twice as high. This result implies that the location of maximum erosion is of major interest
in design work.
Lee at al. [105] also studied the erosion of 10-150 µm fly ash particles impacting on boiler
tubes used in coal fired power utilities. They claimed that none of the thirty general erosion
models already developed were suitable and that the development of a customised erosion
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model for this particular applicationwas necessary. In doing so, he identified the sevenmost
important parameters affecting erosion. These were particle shape, impact velocity, impact
angle, particle size, particle concentration or impact frequency 1, chemical composition and
targetmaterial temperature. An assessment of the behaviour of each of these parameterswas
discussed and the constants were calibrated on the basis of experimental data. Of particular
interest was the effect of particulate concentration which was observed to increase linearly
up to a certain point and decrease thereafter due to particle-particle interaction. Validation
of the erosion model was undertaken using the commercial CFD code FLUENT R©. A 2-D
computational domain with a gas velocity of 30.5 m/s and a tube diameter of 2.0 inches were
used for the numerical simulation. An RNG k −  turbulence model was chosen to simulate
turbulence and a Lagrangian particle tracking scheme was used in combination with a
Runge-Kutta method to predict particle velocities and trajectories. The maximum erosion
depth was found to occur at an angle of approximately 40◦ from the forward stagnation
point which reflected the experimental results obtained.
Hamabe et al. [64] developed a numerical method to predict the sand erosion phenomenon
in the particle separator of a helicopter engine. Thewall material was selected as aluminium,
copper, steel, hardened steel and cast iron. The particle material was taken to be aluminium
oxide, silicon carbide and steel with diameters of 50, 100 and 300 µm, reflecting the size of
foreign objects entrained by the particle separator. Due to the sufficiently low concentration,
one-way coupling of the particles was assumed and drag was considered to be the only
dominant force affecting the particle motion. Furthermore, the flow was considered two-
dimensional, compressible and fully turbulent. A low-Reynolds number type k −  model
developed by Lam and Bremhorst [103] was employed due to its increased robustness over
the standard k −  model. The mass removed from the wall as a consequence of particle
impact was determined using the erosion model proposed by Neilson and Gilchrist [124],
a simplification of the erosion model originally proposed by Bitter [9] and [10], though
heavily relying on experimentally generated data to obtain correct values for the model
constants. An interesting feature of this study was the fact that the temporal change of the
wall surface was considered and implemented into the numerical calculation. The majority
of researchers dealing with simulation studies of erosion assume that the wall surface does
not deform. In most cases, this assumption is not realistic as the flow field changes affecting
subsequent impact velocities and angles. The change of the eroded surface was made
possible by modelling a representative solid zone around the wall which becomes part of
the fluid domain once the mass of a grid cell diminishes as a result of erosion. Although
1The concept of an impact frequency (number of impacting particles per unit area and unit time) was intro-
duced as being the most appropriate definition for particle concentration.
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this method may seem robust, it lacks in efficiency as a large number of cells would be
required to accurately simulate erosion process without excessively defeaturing the eroded
surface. After testing the model with various combinations of materials and particle sizes,
it was found that a relatively small particle of 0.05 mm followed the mean flow path while
for larger particles of 0.3 mm the particles deviated from the mean flow path making them
more prone to collision.
Grant and Tabakoff [170] conducted similar experiments on helicopter gas turbine engines
operating within dusty environments containing silica sand (quartz) particles up to 200 µm
in diameter. In fact, they were the first to thoroughly investigate the rebound characteristics
of high-speed impacting particles. They constructed a basic erosion test facility into which
particles are fed and accelerated to high velocities just before impacting an aluminium alloy
specimen positioned within the test section. The test section itself contained a high speed
camera to capture and measure particle velocities and impingement angles [171], as well
as using state-of-the-art data acquisition techniques such as Laser Doppler Anemometry
(LDA) without disrupting the flowfield [172]. The coefficient of restitution was correlated
with the angle of impingement and equations describing the erosion rate were empirically
determined for their specific application. The effect of particle velocity and impingement
angle were analysed and were in general agreement with correlations of earlier findings
published by Finnie [51]. Despite their relative importance, no mention was made of the
effect of target material, particle material and particle size on the rate of erosion. A statistical
numerical model based on a Monte Carlo simulation was developed and used to validate
the experimental results obtained.
Kuan et al. [98] performed numerical simulations for gas-solid flows in a 150mmsquare duct
in an effort to to optimise the design and operation of duct-systems used for transporting
coal particles. The ducts were constructed from perspex sheets consisting of two straight
sections separated by a 90◦ bend and dimensioned on the grounds of dynamic similarity.
Glass spheres with two different size distributions having mean diameters of 66 and 77
µm were used and a mass loading of <1% ensured that the flow regime was dilute so that
one-way coupling could be assumed. The commercial code ANSYS-CFX R© was used with
a Lagrangian particle tracking model taking into consideration the effects of turbulence
dispersion and pressure gradient on the calculation of particle trajectories [47] and Huber
and Sommerfeld [77]. Both the Reynolds Stress Model (RSM) and k-epsilon turbulence
models were used and validated against LDAflowmeasurements of gas and solid velocities,
turbulence intensities and particle size distributions. Although both models were unable to
quantitatively predict the measured turbulent velocities, the former led to a more accurate
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prediction of the mean flow field. Disparities between the measured and calculated velocity
profiles were related to a deficiency in the particle turbulent dispersion model used.
In a later study conducted by Kuan [99] under similar conditions, the results indicated that
the predicted gas-solid flow behaviour near the outer wall was strongly dependent upon the
particle size fraction. Prediction quality deteriorated near the inner wall of the bend where
local solids concentration diminished, perhaps a major limitation in the Lagrangian particle
tracking methodology. The measured particle velocities at the inner wall region was found
to be insensitive to the particle size distribution.
Tu and Fletcher [181] also conducted numerical validations of the LDA results of Kliafas
and Holt [97] for a turbulent dilute gas-solid particulate flow in a square sectioned 90◦ bend.
The conditions were very similar to those of Kuan, however a Eulerian approach was used
to model the dispersed phase [1, 20] in conjunction with the RNG-based k −  turbulence
model. A generalised wall-boundary condition for the particulate phase and a particle-wall
collision model were included to model the particle behaviour in the ‘near-wall’ region. As
part of their research, Tu and Fletcher conducted a grid sensitivity study by refining the
wall neighbour cell to length-scales much smaller than the particle diameter and noticed
no dramatic change in the solution. This result implies that there are no restrictions on the
grid spatial requirements when using the two-fluid approach. Similarly, the validity of the
Eulerian model was assessed for very low particle volume fractions and it was concluded
that although there are no limitations, the accuracy is strongly dependant upon the manner
in which the boundary conditions, particle-wall interactions, turbulent interactions and
other physical phenomena are modelled. Although no erosion model was implemented,
the results provided a good basis for parametrically studying the erosion characteristics in
similar geometries.
Tu and Fletcher [182] later extended their work tomultidimensional flue gas and fly ash flow
and erosion calculations of two types of large coal-fired power utility boiler configurations.
The model was validated and fine-tuned against empirical data and was implemented in an
‘in-house’CFDcode specifically tailored for boiler applications. An important findingof their
studywas that the location of maximum erosionwas strongly dependant upon the upstream
geometric design of the boiler. Comparisons of numerical predictions with experimental
measurements demonstrated the ability of the model to capture important flow features for
both types of boilers. The computed fluid velocity, particulate concentration distributions
anderosion rates fordifferent particle sizeswere in reasonable agreementwithmeasurements
conducted on full-scale operational plants.
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4.3 Slurry (Liquid-Solid) Erosion
Slurry erosion, or liquid-solid erosion, is similar to solid-particle erosion except that there are
differences in the viscosity and density of the carrier medium (i.e. a gas in dry erosion versus
a liquid in slurry erosion). Slurry erosion occurs at the surfaces impinged by solid particles in
a liquid stream. In contrast to dry erosion tests, the imposed conditions in slurry erosion are
strongly modified due to the presence of the viscous fluid which hydrodynamically forces
the particles against the surface. In a study undertaken by Hashish [67], it was postulated
that higher particles velocities at high abrasive flow rates can be achievedwith liquid instead
of gas as the carrier medium and that the liquid carrier keeps the abrasives in a coherent
stream, possibly re-entraining rebounded particles and contributing to a higher degree of
erosion. Slurry erosion study has been motivated by many authors due to the numerous
industrial applications in which this particular wear mechanism occurs.
Joseph [89], [90] studied the collision of a single particle in a viscous medium and a simple
analytical model based on Stokes drag and an elastohydrodynamic theory was proposed.
Themodel, whichpredicts the tangential force acting onaparticle during anoblique collision,
takes into account the dependence of viscosity on pressure and relies on an inferred uniform
temperature increase in the lubrication layer due to viscous heating upon impact. The
experimental setup was configured in such a way that normal and oblique collisions could
be analysed. Hiswork focussed primarily on the approach and rebound conditions just prior
to and after impact. Steel, glass, nylon andDelrin particleswere usedwith diameters ranging
from 3 to 12mm. The experiments were performed using a thick Zerodur or Lucite wall with
variousmixtures of glycerol andwater. Normal and tangential coefficients of restitutionwere
defined from the ratios of the respective velocity components which account for the losses
due to lubrication effects and inelasticity. The results demonstrated that the impact Stokes
numberwas decisive in predicting the rebound velocity. In fact, below a Stokes number of 10,
no impact was observed while up to a value of 70 deceleration of the particle was measured
which could be well approximated from hydrodynamic theory. Although no systematic
erosion tests were conducted, it was reported that crater diameters sizes comparedwell with
experimental results obtained by Clark.
Edwards et al. [43] predicted erosion patterns on the surface of two pipe fittings commonly
used in the oil and gas production industry. A generalised erosion model by Ahlert [3]
was implemented into the commercially available CFD code ANSYS-CFX R© which utilises
a finite-volume, multi-block approach to solve the governing equations of fluid motion nu-
merically on a user-defined computational grid. After investigating the different turbulence
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models and discretisation schemes available and assessing their accuracy, Edwards et al.
used a differential RSM to model turbulence and a quadratic upwind discretisation scheme
to model the advection terms. Due to the low particle concentrations investigated, one-way
coupling was assumed. Semi-rounded particles with a diameter of 100 µm were tracked
using a Lagrangian approach and the thin squeeze film effect of Clark and Burmeister [23]
was added to take into account viscous-wall effects. Erosion predictions yielded trends
and locations of maximumwear that were consistent with experimental data available from
literature. The concept of direct and random impingements was introduced to distinguish be-
tween particle-wall impacts resulting from pure momentum exchange (direct) and turbulent
velocity fluctuations (random).
Clark and Hartwick [24] examined the effect of particle size in slurry erosion and obtained
wear results using a slurry pot erosion tester as shown in Figure 4.1. This device involves
the immersion of a rotating shaft in an abrasive slurry which has two cylindrical specimens
attached to it on both sides. The acceleration of the slurry is restricted via baffles around
the perimeter of the slurry pot. Silicon carbide particles with a density of 3170 kg/m3 and
size ranging from 14 to 780 µm were used with a mass concentration of 0.94%. The target
materials used were standard aluminium and Pyrex glass. Overall, the results showed,
as expected, that the rate of wear of the materials tested in the slurry erosion under the
same nominal conditions decreases with decreasing particle size, however each material
exhibited different sensitivity levels to particle size. Of particular relevance to the present
study, an interesting point was made in that for particles below 100 µm in diameter there is
a transition from wear by particle impact to wear by wet abrasion by particles sliding across
the surface. In fact, Clark claims that impact erosion ceased below a particle size of 35µm as
the particles fail to penetrate the squeeze film at the target surface. For this particular class
size of particles, a quadratic dependency of particle size on erosion rate was shown however
no physical explanation to support this could be made. For particle sizes of 20 µm, wear was
observed to take place at nominal angles of 0◦ suggesting that the particles fail to rebound
from the target surface due to the effect of the squeeze film resulting in an accumulation of
particles which are then swept away by the tangential fluid flow. This observation led Clark
to believe that indeed another mechanism of erosive wear other than impact was present,
namely, abrasion. He mentioned a number of factors influencing abrasion, including the
force and speed at which the particles are transported across the surface.
In addition to the work conducted by Clark [24] on the particle size effect, the dependence
of erosion on particle size has been studied by several other workers. In an earlier study,
Goodwin et al. [62] examined the erosion of steel by quartz particles over a large size
71
4 Erosion Studies
range. An increase in erosion with increasing particle size was found up to a limiting size,
above which the erosion remained constant. Finnie [54] stated that the particle size does not
influence the volume removal provided it was greater than about 50-100 µm. Other authors
have claimed that the erosion rate decreases sharply with decreasing particle size and may
even become zero at some finite threshold particle size of the order of 1-2 µm. Since then,
much interest has been centered on the erosion effects of very small particles, less than 10
µm.
There have been conflicting reports on the size effect for such small particles and clearlymore
research is required in this area. For example, Dundar et al. [41] studied the particle size
dependence of the erosion rate of two different target materials impacted by silicon carbide
particles with average diameters of 2, 5 and 25µm. All tests were conducted at a constant
velocity, corresponding to a measured effective impact velocity of 12 m/s and specimen
surfaces were characterised using Scanning Electron Micrography (SEM) and Atomic Force
Microscopy (AFM) imaging. Assessment of the damage induced for the three particle sizes
revealed negligible differences and no solid quantitative conclusions could be drawn from
the study.
Figure 4.1: Schematic view of the slurry pot tester used by Clark [24]. Dimensions are in
mm.
Clark [28] published a comprehensive paper which summarises the results of several impact
erosion experiments performed using the same erosion pot tester. Three different nominal
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rotation speeds of 18.7, 14.0 and 9.35 m/s were each applied to cylindrical copper specimens
operating in air and diesel carrier fluids. The dispersed phase consisted of glass beads
having a mean diameter of 540 µm. In assessing the erosion damage, Clark measured the
size of the crater formed on each of the specimens and concluded that the impact velocities
of particles in liquid-solid erosion conditions are less than those for gas-solid erosion due
to fluid mechanical effects. He was also able to relate the size of the crater to the normal
impact velocity. SEM images of the specimens after erosion revealed a unique characteristic
of liquid-solid erosion, namely, the formation of ripples due to repeated impacts on the
target surface. This is a complex phenomenon to physically justify, however Clark suggests
it arises due to the lateral displacement of material as it undergoes plastic deformation. Fang
et al. [48] proposed a new theory for this phenomenon occurring on ceramic materials and
claimed that distinct patterns were strongly influenced by typical slurry erosion conditions
and mechanical properties of the particle and target materials.
In a later study, Clark et al. [25] conducted measurements of specific energies2 for erosive
wear using a Coriolis erosion tester operating at varying rotational speeds. This study was
aimed at examining the phenomenon of wet abrasion which occurs as a bed of particles
immersed in water are dragged across the specimen surface. The erodent used was crushed
aluminium oxide having a diameter of 60 µm and density of 3950 kg/m3. Calculations of
specific energy were made using a very simple single particle frictional model in order
to predict the variation of wear along a surface under steady experimental conditions.
Results for aluminium and two steels were presented, as well as the variation of wear
under different experimental conditions. Of particular interest was the correlation of slurry
concentration in which Clark quotes that a ‘dilute slurry appears to be more than three times
as effective in removing material as those in a concentrated slurry’. Earlier researchers [158,
198] also noticed this effect but could not offer any plausible explanation at the time. Clark’s
explanation for this was that as the concentration increases, particle-particle interaction
becomes important and a relatively smaller portion of particles contact the surface leading to
a reduction in the material removal efficiency. Although Clark’s model was unable to treat
caseswith varying concentration, his experimental results revealed a concentration exponent
of approximately 0.7, indicating that an increasing deviation from a linear relationship is
evident with increasing concentration.
Blanchard [11] studied the erosion of a 90 degree pipe bend by solid particles entrained in
water with the ultimate aim of predicting the depth and location of maximum wear. Three
different pipe configurations were investigated, one having a sharp bend and the other two
2Specific energy is defined as the ratio of the incremental work done (energy dissipated) at any radial position
along the specimen to the incremental volume of material removed at that point.
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having a bend radius to pipe diameter of 1.5 and 5.0. A two-dimensional theoretical model
was set up to track the trajectories of sand particles ranging from 95 to 605 µm in diameter.
This involved obtaining the equations ofmotion of individual particles, thereby determining
the particle trajectories and input velocities. In order to compute the wear damage produced
by eachparticle impact, amodified formof Finnie’s equation (see section 3.3.2)was employed
and compared with experimental values. To facilitate the study of erosion, the bends were
sectioned making them accessible for observation and electroplated with uniform layers
of silver and copper each having a thickness of 15 µm. This provided Blanchard with a
convenientway to determine the location andquantity ofwear. The computed andmeasured
values were vastly different in some cases, however this was justified by the assumption that
turbulent induced secondary flows (i.e. counter-rotating vortices) were not considered and
that a major component of the sand radial velocity was missing. Although Blanchard claims
an insensitivity of the wear location across the spectrum of particle sizes and geometries
investigated, the number of test runs appeared to be too scarce to draw any solid conclusion
and an assessment of the reliability (i.e. repeatability measurements) of results was not
apparent.
Pourahmadi [135] developed a numericalmodel for themotion of a dilute suspension of solid
particles driven by turbulent flow in curved and straight two-dimensional channels. His
analysis was based on an Eulerian approach and turbulence was treated with a generalised
form of the k − model. In the momentum balance equations, the interactive effects of both
phases were considered (i.e. two-way coupling) as well as particulate phase momentum
exchanges with solid walls. In addition to predicting various two-phase flow quantities,
the model was able to predict erosive wear based on the erosion model proposed by Finnie
[53] and reviewed by Tilly [176]. This erosion model takes on a similar general form to that
presented in Chapter 3 and expresses the volumetric rate ofmaterial removal per unit surface
area. In characterising the flow, Pourahmadi defined a dimensionless particle response time
parameter given by
ϕ∗ ≡ τpU
w
(4.1)
where τp is the particle’s response time,w is the channel width and andU is the average flow
velocity. This is effectively equivalent to the classical Stokes number definition as presented
inChapter 2. Three different cases, namely,ϕ∗ = 0.01,ϕ∗ = 1.0 andϕ∗ = 100were investigated
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corresponding to low, moderate and high Stokes numbers, respectively3. In all cases, the
particle to fluid density ratio of 1.8 and particle volumetric concentration of 0.01 were held
constant. Results revealed that sluggish particles (ϕ∗ ≥ 1) tend to produce significant wear at
all flow speeds whereas responsive particles (ϕ∗ < 1) are more erosive at higher flow speeds,
however their wear rate is typically lower by a factor of 102 − 105. The accuracy of the model
was assessed against data available in the literature and demonstrated an overall good
qualitative prediction of erosive wear particularly for cases with smaller particles and lower
concentrations. In fact, deviations between measurements and calculations for ϕ∗ > 0.01
at higher flow speeds and concentrations, limited the model to cases with relatively weak
phasic interactions.
Brown [15] studied the erosion on steel blanks located inside tee-junctions in a slurry pipeline
system. The commercial CFD codeANSYS-CFX4 R©was used to predict themotion of caustic
liquor and 150 µmbauxite particles using an Eulerian-Eulerian approach in conjunctionwith
the k- turbulence model. The Lagrangian approach was considered to be computationally
too expensive particularly in the case of two-way coupling and the drift-flux model was
claimed as being unsuitable as the flow was not driven by gravitational and/or centrifugal
forces. Turbulent dispersion was neglected and the use of a non-slip boundary condition
for the particulate phase was justified on the basis of a low Stokes number indicating that
the fluid and particulate phases would have a small slip velocity and hence the particle-
wall rebound characteristics would have a negligible effect on the particle motion. Initial
simulations assuming a uniform inlet flowwere unable to identify the cause of the observed
erosion, however subsequent modelling with a swirling inlet flow resulted in the prediction
of an accumulation of particles in the centre of a vortex which coincided precisely with
the observed wear location. Furthermore, the predicted wear location was found to be
insensitive to the level of swirl and the numerical scheme employed. The results highlighted
the potential sensitivity of modelling results to inlet boundary condition assumptions and
emphasises the need to adequately account for upstream influences when applying CFD
techniques to the simulation of industrial flows. Although erosive wear was not calculated,
the author expressed his intentions to extend the studywith the implementation of an impact
erosion model based on the work of Finnie [51, 52].
3For the present study, the dimensionless particle response time parameter was estimated to be ϕ∗ = 0.05
assuming an average flow velocity of U=78 m/s, particle response time of τp = 3.2 × 10−7 s and a channel
width of w = 500 µm
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4.3.1 Viscous Boundary Lubrication
A very important phenomena occurring in liquid-solid erosion is the retardation of parti-
cles very close to the wall due to the ‘viscous’ cushioning effect of the fluid between the
approaching solid particle and the target surface. If impact is to occur, then the film of liquid
separating the advancing particle from the surface must be displaced requiring a certain
amount of energy. As a result, the particle’s direction of motion will be influenced by the
boundary layer as it tries to penetrate the slow-speed fluid moving laterally across the sur-
face resulting in a smaller angle of impact. The two pioneers in this field were Clark and
Burmeister [23] who considered the approach of a particle to a planar surface under erosive
conditions and noted that the particle will experience a decelerating force within a distance
from the target surface of less than half the particle’s radius, arising from the pressure spike
beneath the particle as the liquid separating it from the target surface is displaced. This
effect was first reported by Tabor in 1948 [173]. Clark and Burmeister obtained solutions for
the equations that describe the motion of the fluid in the ‘squeeze film’ between the particle
and the surface4. Since the formulation derived by Clark and Burmeister was used in the
present study, it is briefly outlined here for the sake of completeness. A thorough derivation
is contained in [23].
The squeeze filmmodel implemented in the present study depends primarily on the normal
particle Reynolds number, Ren which serves as a good indication of the near wall condition of
the system as it supplies information of the amount of momentum that the particle contains.
Ren =
Undp
µ f
ρp
ρ f
(4.2)
whereUn is the normal component of the particle velocity before impact. The normal particle
Reynolds number is compared with a critical or threshold particle Reynolds number, Recr
given by
Recr =
12ξ2
a∗
(4.3)
which is considered the criterion for particle-plane contact to occur. In equation (4.3), ξ
is a dimensionless constant representing the ratio of the cylinder equivalent radius to its
distance from the contact plane. A value of around 10 for this constant is suggested with
4The term squeeze film is often used to refer to the boundary lubrication of liquid.
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slight deviations depending upon the particle’s shape. The constant a∗ is defined as
a∗ = 8
[
fav + 2
(
ρp
ρ f
)]
(4.4)
where fav is the average relative mass of the displaced liquid associated with an impacting
particle and is set equal to unity [23].
Wong [197] used the squeeze filmmodel proposed by Clark to supplement his model which
quantitatively describes particle trajectories and impact velocities based on the potential flow
solution for a dilute suspension flowing about a two-dimensional cylindrical target body as
shown below.
Figure 4.2: Schematic representation of a 2-D cylinder used in Wong’s analytical erosion
model [197].
Results predicted by his model were compared with Clark’s experimental data acquired
from the slurry pot erosion tests. The effects of liquid viscosity, particle velocity and particle
size observed experimentally were predicted satisfactorily by the model. At smaller particle
velocities and sizes, the model predicted the formation of a sliding bed of particles which
supported Clark’s argument that mass loss by abrasion was the dominant mechanism of
material removal. On the basis of this, four regimes depending on the initial particle location
and its Reynolds number just prior to impact were identified.
1. The particle penetrates the squeeze film upon impact and still has sufficient energy to
rebound, or
2. The particle penetrates the squeeze film upon impact but does not possess sufficient
energy to rebound and remains trapped between the squeeze film and wall surface, or
3. The particle penetrates the squeeze film but does not impact and remains trapped
between the squeeze film and wall surface, or
4. The particle does not penetrate the squeeze film at all.
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(a) (b)
(c) (d)
Impact only
Abrasion only No Impact and No Abrasion
Impact and Abrasion
Figure 4.3: Four regimes showing particle behaviour andwearmechanisms in the ‘near-wall’
region. Dotted line shows squeeze film boundary.
In light of the above, it is important to realise that impact and abrasion are two independent
mechanisms of erosion which can take place either separately or sequentially (i.e. impact is
not required in order for abrasion to occur).
For the conditions of the present study with boron carbide particles, ρp/ρ f = 3.1. Taking
ξ = 10 and fav = 1.0, equation (4.3) gives no particle-plane contact ifRep ≤ 21which translates
to a minimum normal impact velocity of 50.5 m/s. Furthermore, for the particle to rebound
under the assumption of a purely elastic collision, the approach velocity would need to be
at least twice the threshold velocity at which particle-plane contact occurs.
When contact does occur, the effect of the squeeze film reduces the particle’s normal velocity
component Un by a factor F given by
F =
a∗
a∗ + ξ
− 12 ξ
2
a∗ + ξ
1
Ren
(4.5)
Edwards [43] reports that in some situations, the squeeze film reduces the particle’s impinge-
ment speed and angle considerably and that squeeze film effects are generally noticeable in
situations where the carrier fluid is a liquid or dense gas, and are typically negligible when
the fluid is a low-density gas.
As shown in Figure 4.4, the normal velocity component, impingement angle and veloc-
ity magnitudes must be updated accordingly upon each particle-wall collision in order to
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Figure 4.4: Effect of squeeze film on an approaching particle. Normal velocity and impact
angles are reduced.
account for the effect of the squeeze film.
(Un)new = F ·Un (4.6)(
αp
)
new
= tan−1
(
(Un)new
Ut
)
(4.7)(
Up
)
new
=
√
((Un)new)
2 + (Ut)
2 (4.8)
4.3.2 Studies of Hydroerosion
Several researchers have contributed to the body of knowledge concerning hydroerosion in
nozzle geometries used in passenger vehicle diesel injectors. A comprehensive numerical
and experimental investigation was performed by Kampmann et al. [91] to determine the
effect of hydroerosion on the flow characteristics of a multiple orifice diesel injector nozzle
having three different grades of wear 5 and operating at two different pressures. Their
numerical simulations, performed with the CFD code FIRE R©, showed a more symmetric
velocity profile indicating lower shear flow and turbulence intensities of the nozzle internal
flow with increased hydroerosive wear. They later speculated that the higher velocities
and lower turbulence levels due to increased levels of hydroerosion could enhance spray
penetration and atomisation. This was confirmed by measuring the spray momentum and
5The degree of hydroerosion is usually expressed as the percentage gain of mass flow relative to the initial
mass flow
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tip speed using a mechanical spray probe. As a final verification they observed the spray
behaviour under dynamic engine conditions in an optical access engine.
Christ [22] also used the CFD code FIRE R© to simulate the hydroerosive process with poly-
disperse particles reaching 60 µm in diameter. Since the code did not offer a vast range of
turbulence models at the time, the k- turbulence was used despite its inability to resolve the
‘near-wall’ region requiring a y+ value of at least 30. In calculating the flow-field solution,
the following sequential approach was adopted.
1. Calculate the continuous (primary) phase solution
2. Calculate the particulate (secondary) phase solution.
3. Calculate the particle-wall interaction and subsequent erosion.
For the latter two steps, an existing particle tracking model used for spray simulations was
modified and used for calculating the erosion due to particle impact. An existing erosion
model based on that of Finnie [51] and Bitter [9, 10] was taken from the literature and inte-
grated into the code via a series of FORTRAN subroutines. Numerical results demonstrated
very good qualitative correlations in most cases. The model was further calibrated to take
into account viscous effects upon particle collision, by introducing an extra cutting term
which describes the ‘sliding’ effect of the particle thus simulating abrasion. This extra term
was however proportional to an empirical constant which was not fully justified. An al-
gorithm was implemented which tracks only those particles involved with wall interaction
thus reducing calculation times remarkably by almost 50%. This however is only valid
without the turbulent dispersion force which, when deactivated can generate misleading
results which greatly underpredict erosion within the spray-hole. Besides demonstrating
that turbulent dispersion is indispensable in such calculations, the present study reveals that
feasible calculation times still pose a threat, particularly when updating the flow-field due
to the changing geometry of the eroded surface. Moreover, in his conclusion, Christ states
that calibration of the empirical constants bymeans of experimental investigations would be
necessary in order for the simulation to be a quantitatively reliable tool in predicting erosion
rates.
Urzua [184, 185] used the model implemented by Christ [22] to study the hydroerosive
process applied to contemporary multiple orifice injector nozzles. Typical hydroerosive
conditions were assumed so that particles of 6 µm in diameter were suspended in standard
hydraulic oil having a density of approximately 900 kg/m3 and operating at pressures up to
100 bar. An extensive array of numerical simulations and experimental investigations were
conducted for low, moderate and high Reynolds numbers of 275, 875 and 2100 together with
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very low Stokes numbers of the order of 10−5. Despite neglecting the effects of abrasion,
numerical results showed good qualitative trends of erosion profiles with varying nozzle
geometry (i.e. spray-hole inclination angle). Although his calculations focussed primarily
on the inlet-edge rounding of the spray-hole, consideration was also given to erosion inside
the spray-hole itself. No attempt was made to quantify the amount of material removed,
and in order to further simplify the analysis, the turbulent dispersion force was intentionally
ignored due to the associated computational cost. A further assumption made, was the
failure to consider the geometry change as a function of time in the simulations. Clearly,
this approximation can lead to significant errors, particularly when large deformations occur
(such as channel formation) whereby the internal flow-field completely changes.
Urzua endeavoured to calibrate the erosion model constants using a slurry jet impinging
on an inclined flat surface at various angles, however, this was not possible due to hydro-
dynamic (viscous) effects and geometric imperfections (i.e. wall roughness) resulting in a
large variation of the impact angles relative to the emerging jet angle. This also suggests
that abrasion was probably the most likely mechanism where the particles tend to follow
the fluid streamlines given the very small Stokes numbers of the flow. A detailed overview
of state-of-the-art geometry evaluation techniques are presented, including White Light In-
terferometry (WLI), optical and Scanning-Electron Microscope (SEM) which enables precise
microscopic characteristics of the eroded surface such as roughness andmicro-ripple profiles
to be examined. A non-destructive method of geometry replication was employed allow-
ing internal access which involves the injection of a fast-setting polysiloxane-based resin
[112], which when solidified, creates a high resolution negative imprint, resulting in an exact
replica of the internal nozzle geometry6.
An interesting component of the experimentalwork forwhich thesenon-destructivemethods
were exploited, was the ability to track the spray-hole inlet edge erosion profiles over specific
time intervals. From these measurements, a tendency of increasing erosion with increasing
fluid viscosity could be identified but not quantified. Walther [189] attempted to explain this
in his hydroerosion studies bymeasuring the velocity profiles of an injector nozzle spray-hole
before and after hydroerosion for three different oil viscosities. In doing so, he concluded
that it is actually a combination of the fluid viscosity, µ and velocity gradient, dv f/dη which
governs erosion. Hence, the concept of wall shear stress was introduced according to
τw = −µdUdη (4.9)
This ties inwell withUrzua’s observations since at the spray-hole inlet edgewhere the flow is
6The colloquial name for these resins are elastomers due to their remarkable elastic properties.
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still developing, the velocity gradient is approximately equal irrespective of the oil viscosity,
so that at this particular location the fluid viscosity alone governs erosion.
Voss [186] conducted a recent sensitivity study to examine the effect of the various forces
relevant for the particle dynamics in the context of hydroerosion. He developed a 2D code
based on potential flow theory and used this to examine the drag, pressure gradient, virtual
mass, lift (Saffman and Magnus) and Basset forces. For his analysis, Voss assumed a fluid
density and viscosity of 880 kg/m3 and 10 cSt7 respectively and a particle density of 2500
kg/m3. For hydroerosion applications, Voss concludes that in addition to drag, the pressure
gradient and virtualmass forcesmay have a significant effect on particlemotion, particularly
in areas of high local acceleration or when the fluid abruptly changes its flow direction (e.g.
elbow bends). Contrary to this, the Magnus and Basset forces can be safely ignored for
small particle sizes and Reynolds numbers, reflecting the conditions examined in the present
study. The effect of the Saffman lift force was unclear and a suggestion was offered to verify
this experimentally. Interestingly, the theoretical model was able to predict the phenomenon
observed in the experimental measurements of Urzua, namely, that the particles do not
impact at a common angle to the jet, but rather, at much shallower angles relative to the wall
indicating again the importance of sliding motion or abrasion. The influence of particle size
on the various forces was examined, by selecting two representative diameters of 5 and 10
µm, and was found to have a significant influence in all cases.
4.4 Erosion in Complex Multiphase Flows
The term ‘multiphase’ is not necessarily restricted to the interaction of two phases. Similarly,
erosion studies do not have to be limited only to one continuous and one dispersed phase.
Although the literature in this area is rather scarce, there are in fact a number of applications
in industry where all three phases (i.e. liquid, solid and gas) may simultaneously exist either
as a continuous or disperse phase, making the flow inherently complex to solve. In the
hydro-erosion of injector nozzles, for example, cavitation may exist depending upon the
operating pressure and configuration of the nozzle spray-hole geometry. In many cases, and
in order to simplify the problem, the effects of cavitation-erosion are considered secondary
in comparison with solid-particle erosion and are therefore neglected. This assumption
however, is not always valid and is greatly dependant on the flow conditions and type of
application involved.
71 cSt=1 mm2/s
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Another example of multiphase flows, which has been extensively researched by a number
of authors, is the erosive wear of choke valves used in the oil and gas industries. The gas has
condensate and water content, and oil has both a gas and a water content while, in a further
complication, there may also be sand particles forming an additional phase. In the following
review, despite the presence of other phases, emphasis is placed on the solid-particle erosion
component since it lies within the scope of the present study. The other mechanisms of
erosion are discussed in [50, 92] and [107].
Nokleberg andSontvedt [128] studied erosion in chokevalves and identifiedvariousdifferent
types of erosion mechanisms which may take place, including cavitation, erosion-corrosion,
liquid-droplet and solid-particle erosion. The former two mechanisms were briefly men-
tioned, however the latter two were the focus of their study and treated with equal impor-
tance. For their analysis, velocities as high as 250 m/s and sand particles in the range of
140-300 µm were investigated. The commercial CFD code FLUENT R© was used in conjunc-
tionwith a Lagrangian approach to calculate the erosion rate. The forces taken into account to
solve the particle equations of motion were drag, gravity, virtual mass and pressure gradient
of the fluid. In addition, a stochastic tracking model to account for the effects of turbulence
was implemented. The erosion rate was estimated according to [127] as
E = Cmp f
(
αp
)
Unp (4.10)
where E is the erosion rate in mm/year, mp the particle flux rate, C the erosion constant, n is
the velocity exponent and f
(
αp
)
is an empirical function describing the restitution coefficient
as a function of the impact angle [170]. The erosion rate was found to depend on the type
of material used together with the pressure differential across the valve seat. On the basis of
their findings, a new and improved valve device was designed which was essentially aimed
at reducing the impact angle and hence, the erosion rate.
Forder et al. [56], in a very similar manner to Nokleberg and Sontvedt [128], also applied
CFD techniques to study erosion in oil field control valves. Likewise, they used a Lagrangian
approach but this time in ANSYS-CFX R© taking into account only drag and turbulent dis-
persion as the relevant forces and ignoring all other forces either due to computational ease
or the relatively large particle to fluid density ratio. The Reynolds stress turbulence model,
although computationally expensive, was used because of its improved accuracy in com-
parison with the k −  model [32]. The erosion model used was based on that of Hashish
[67] and Bitter [9, 10] and integrated into the code via a complex network of user FORTRAN
subroutines. Five classes of sand particles sizes ranging between 50-300 µmwere used with
a mass fraction of 0.01, reaching peak velocities of 80 m/s. To calibrate the model, a water
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jet with sand particles was applied to flat samples under carefully controlled conditions.
Erosion was assessed under various operating conditions and compared with experimental
data, showing that good correlations with respect to erosion location and intensity can be
achieved. Although not implemented, mention was made of updating the geometry as a
future development.
Haugen et al. [69] have also studied sand erosion in oil field control valves using a modified
form of the Finnie-Bitter erosion model, very much resembling that proposed by Nokleberg
and Sontvedt [127, 128]. Again, the particle equations of motionwere solved in a Lagrangian
frame of reference taking drag, gravity and pressure gradient forces into consideration.
The solution strategy adopted was typical of the one-way coupling assumption in that a
large number of representative particles are injected into a converged single-phase solution.
Mixture quantities for the flow parameters were assumed to represent the multiphase flow-
field. During the particle tracking, the continuous phase is ‘frozen’ in the sense that no further
changes to the flow-field are accounted for which may arise due to the presence of particles.
The experimental test facility used sand particles of 280µm in diameter suspended in air at
a pressure differential of 4 bar. Despite the rather good quantitative comparison between
measured andpredicted results, themaximumerosion in such complex flows andgeometries
could only be predicted to within a factor of 2-3. This was however still considered good
enough to ascertain choke valve performance and predict life expectancies.
4.5 Summary
This chapter contains a detailed literature review covering the most relevant solid-particle
dry erosion studies in air followed by slurry erosion studies in a viscous fluid such as water
or oil. Some of these studies have been purely experimental whilst others purely numerical.
Many of the experimentalmethods have been conductedusing fundamental geometries such
as ducts, channels and elbow bends whose flow characteristics have been studied for many
years and are well documented in the literature. In many cases, a systematic approach is
adoptedwhereby a single parameter is variedwhilst keeping all others fixed. In doing so, the
overall effect of a parameter can be deduced. Although the qualitative effect of a parameter
can be deduced quite easily, very few studies have been successful in determining this effect
on a quantitative level. This has been the case for parameters such as particle size and
concentration and their influence on erosion still remains unclear.
The numerical models developed have usually been implemented in an existing commercial
CFD code such as ANSYS-CFX R© or FLUENT R©. Not surprising, most of these models have
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been based on the Lagrangian approach, merely due to the ease of modelling the erosion
process. In light of this, there are only very few publications which deal with erosion in an
Eulerian frame of reference. The present study falls within this category and contributes to
expanding the very limited body of knowledge in this area. Ideally, as in the case of this
study, experimental tests are required alongside the numerical calculations as a means of
validation. This is often desired since without experimental validation, the reliability of the
numerical model cannot be assessed and its implementation has very little significance.
Some of the more recent hydroerosion studies have been reviewed and are particularly
relevant since the system parameters closely match those which were used for the present
study. Moreover, the importance of the lubricating film which forms at the surface in slurry
erosion has been highlighted in detail as it is considered to have a major influence on the
particle dynamics and hence, erosion process.
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5.1 General Comments
A description of the experimental methods which were used in order to examine the erosion
process under hydroerosive conditions is explained here in detail. As stated earlier, in
addition to understanding the effect of various parameters, the main aim of the present
study was to develop and calibrate an erosion model which would be particularly useful
for slurry erosion applications, such as the HE grinding of diesel nozzles (see Chapter 1).
Therefore, a series of experiments were conducted which were aimed at gaining a better
understanding of the hydroerosion process and determination of empirical constants for the
current application.
Hydroerosion is an important manufacturing technique which has been applied to diesel
injector nozzles for over 20 years at Bosch Pty Ltd and has been proven to enhance the
functionality and operational stability of various injector components. The basic physical
principles and core understanding of this process are yet to be fully understood. In fact, due
to its high complexity, the hydroerosion process has been very often termed as a ‘black box’
[184] indicating that access and control is limited only to the input and output parameters1
with no real insight into the process itself.
The following chapter attempts to make this so-called ‘black box’ transparent by adopting
an experimental method that allows direct access to the flow field during the entire process.
Although itmay seemmost logical todevelop theproposedmodel using anozzle geometry as
a calibration tool, there were a number of foreseeable complications and limitations making
this approach impractical. The first and foremost limitation lies in the fact that the nozzle
geometry delivers no information whatsoever regarding particle-wall interaction.
1Input parameters refer to pressure, temperature, concentration etc. and the main output parameter is the
end geometry.
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5.2 Parametric Study
It is generally known that the erosion of a surface by abrasive particles depends primarily on
the number of particles striking the surface, their velocity and their direction relative to the
surface. However, the extent to which these parameters have an effect is usually unknown
and depends highly upon the flow conditions of the system. The two phase flow dealt with
in the present study is highly complex sincemany parameters play a primary role in defining
the behaviour of the particle and its interaction with its surroundings. The complexity of
the problem arises in that the effect of these parameters are present simultaneously, making
it particularly difficult to understand certain phenomena. Therefore, in order to develop a
physical model, describing the particle-wall interaction, a parametric study was necessary
in order to isolate and hence understand the effects of various parameters. The four most
influential parameters investigated in this study were:
1. Geometry Intersection Angle, β
2. Oil Viscosity, µ f
3. Mean Particle Size, dp
4. Mean Particle Concentration, φp
Table 5.1 summarises the complete series of experimental investigations carried out in this
study together with the variable parameters.
To understand the effect of each of the four parameters it was necessary to change only one
variable at a time, whilst keeping all others constant. Hence, a reference trial run (containing
the reference parameters to which all other trial runs were compared) was defined as shown
in Table 5.2.
5.2.1 Primary (Continuous) Phase
The continuous phase used in the present study consisted of three different oil grades,
having a low, moderate and high viscosity, respectively. These oils were chosen in order to
reflect the actual conditions of the hydroerosion process of diesel injector nozzles. Moreover,
due to their vast difference in viscosities, it was expected that the thin lubricating film,
which becomes more significant with increasing viscosity [107], would affect the particle-
wall interaction and hence erosion process, allowing this effect to be investigated.
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Trial No. Intersection Angle Oil Viscosity Particle Size Particle Conc.
45◦ 60◦ 75◦ 90◦ 5cSt 10cSt 32cSt 5µm 45µm 1% 2%
1 × × × ×
2 × × × ×
3 × × × ×
4 × × × ×
5 × × × ×
6 × × × ×
7 × × × ×
8 × × × ×
9 × × × ×
10 × × × ×
11 × × × ×
12 × × × ×
13 × × × ×
14 × × × ×
15 × × × ×
16 × × × ×
17 × × × ×
18 × × × ×
19 × × × ×
20 × × × ×
Table 5.1: Design matrix for experimental measurements
Exposure Time Intersection Angle Oil Viscosity Particle Size Particle Conc.
60 min. 45◦ 10 cSt 5 µm 1%
Table 5.2: Reference parameters for experimental measurements
The oils are readily available from Shell andDEAOils Pty Ltd and have the following typical
physical properties as shown in Table 5.3.
Oils 1 and 2 belong to the Morlina range which are high viscosity-index, solvent refined
mineral oils blended with zinc free anti-wear and other additives to provide extended per-
formance in circulatory systems or certain hydraulic systems. They are commonly found in
oil lubricated planar and rolling element bearings, high speed spindles, certain low loaded
enclosed gears and some industrial hydraulic transmission and control systems containing
steel-on-bronze and silver lubrication surfaces. They have excellent oxidation resistance,
good anti-wear performance and offer superior corrosion protection.
Oil 3 comes from the Clavus range which are highly refined special mineral oils having excel-
lent low temperature properties and are intended primarily for the lubrication of refrigerator
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Oil Type Morlina Clavus
Oil Number 1 2 3
Viscosity Grade DIN 51519 10 5 32
Kinematic Viscosity (mm2/s) at 40◦C DIN 51562-1 10 5 32
Density (kg/m3) at 15◦C DIN 51757 881 869 892
Flash Point COC (◦C) DIN ISO 2592 150 120 190
Pour Point (◦C) DIN ISO 3016 -57 -60 -48
Table 5.3: Physical properties for the oil types used as the continuous phase
compressors. They exhibit very high thermal stability and have good chemical stability with
the refrigerants commonly used in industrial service. They do not contain additives or pour
point depressants as these have been known to impair the performance of some refriger-
ator systems. Shell Clavus Oils may also be used in other applications where abnormally
low ambient temperatures require the use of non-additive oils with exceptionally low pour
points.
5.2.2 Secondary (Dispersed) Phase
The dispersed phase used in the present study consisted of small TETRABOR R© Boron
Carbide abrasive microgrits2 supplied by the company Wacker-Chemie Pty Ltd3. These are
the same particles which are used for the hydroerosion process of diesel injection nozzles.
Boron Carbide is part of the most important group of non-metallic hard materials, and is
obtained by reacting boron oxide compounds and carbon at approximately 2500◦C in an
electric arc furnace, through carbothermal reduction or by gas phase reactions, resulting
in a large ingot which is cooled prior to crushing and sizing. Its extremely high boron
content (approximately 80%), supreme hardness (only diamond and cubic boron nitride are
harder) coupledwith highmeltingpoint and excellent chemical (corrosion resistance tomany
reactive chemicals) and physical (excellent hot strength, very low specific gravity and high
elastic modulus) stability, make boron carbide ideally suited to a wide range of industrial
and commercial applications ranging from polishing, grinding, lapping and surface blasting
to ultrasonic drilling, thermal spraying andwater jet cutting. It is also used as a rawmaterial
to reinforce and strengthen high-tech ceramics and metal matrix composites. The relevant
physical and mechanical properties are presented in Table 5.4.
2The termMicrogrits is used to classify small grains from F-230 to F-1200 whereasmacrogrits refers to particles
within the size class F-4 to F-220.
3http://www.wacker-ceramics.com
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Chemical Formula B4C
Density 2520 kg/m3
Hardness 2900 − 3580 kg/mm2
Fracture Toughness 2.9 − 3.7 MPa.m− 12
Young’s Modulus 450 − 470 GPa
Melting Point 2450◦C
Electrical Conductivity (at 25◦C) 140 S
Thermal Conductivity (at 25◦C) 30 − 42 W/m.K
Coefficient of Thermal Expansion 5 × 10−6◦C−1
Table 5.4: Physical and mechanical properties of boron carbide used as the dispersed phase
5.2.2.1 Particle Size Distribution
TETRABOR R© boron carbide is available as controlled particle size powders and closely
sized, graded grits in the range of 1µm to 20-30 mm. Very coarse material is available in
different particle sizes and purity levels. All grits conform to the specifications of FEPA
(Federation of European Producers of Abrasive Products). The particle size distribution of
microgrits F 230 to F 1200 is determined by the following criteria:
• The grain size (theoretical grain diameter) must not exceed the maximum permissible
ds3-value at the 3% point of the grain size distribution curve.
• The median grain size (theoretical grain diameter) must be within the specified toler-
ances of the ds50-value at the 50% point of the grain size distribution curve.
• The grain size (theoretical grain diameter) must at least attain the ds94-value at the 94
% point of the grain size distribution curve.
The values ds3 and ds94 are set standards4 and refer to the upper and lower size limits that a
portion of the total particle volume may exceed. Hence, ds3max indicates that 3% of the total
particle volume lies above the designated size. Similarly, ds94min indicates that 94% of the
particle volume must be larger than the designated value. The ds50 value corresponds to the
median grain size for a given sample.
The grain size values for a graduated ‘F’ series of 11 micrograins are shown below in Table
5.5. The grains are produced through sieving and their size distributions are determined via
a long-term sedimentation process5.
4FEPA-Standard 42-GB-1984 (Part 1)
5FEPA-Standard 42-GB-1984 (Part 3)
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Grain ds3max-value ds50-value ds94min-value
Designation µm µm µm
F-230 82 53.0 ± 3.0 34
F-240 70 44.5 ± 2.0 28
F-280 59 36.5 ± 1.5 22
F-320 49 29.2 ± 1.5 16.5
F-360 40 22.8 ± 1.5 12
F-400 32 17.3 ± 1.0 8
F-500 25 12.8 ± 1.0 5
F-600 19 9.3 ± 1.0 3
F-800 14 6.5 ± 1.0 2
F-1000 10 4.5 ± 0.8 1
F-1200 7 3.0 ± 0.5 1 (at 80%)
These values apply to measurement by
means of a photosedimentometer.
Table 5.5: Grain size distribution of micrograins F-230 to F-1200 (from FEPA-Standard 42-
GB-1984, Part 1)
For the purpose of analysis, the median value was taken for the particle size in order to
exclude the effect of skewness (if any) in the particle size distribution. The two grain sizes
used in the present study were F-1000 and F-240 which correspond to median sizes of 4.5±2
and 44.5±0.8µm, respectively. These sizes were chosen as they were vastly different which
would assist more easily in identifying the particle size effect. As can be seen from Figures
5.1 and 5.2, the particles used are sharp and amorphous. This means that the particle size
diameter used in the analysis is a representative measure of the diameter that the particles
would have if their volume were that of a spherical particle [71].
(a) 250X (b) 500X
Figure 5.1: SEM exposure of F-1000 particles at magnifications (a) 250X and (b) 500X
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(a) 100X (b) 250X
Figure 5.2: SEM exposure of F-240 particles at magnifications (a) 100X and (b) 250X
5.3 Experimental Studies of Erosion
In an endeavour to gain a better understanding of erosion, there have been an extensive
number of experimental studies conducted and documented in the literature (see Chapter
4). Amongst the various different methods employed, there are essentially two basic types
of equipment design that have been employed in order to expose solid specimens to a stream
of erosive particles. In one design, the specimen is moved at a controllable velocity, usually
on a rotating arm fixture through a slowly moving erosive stream. This method was used
mainly by Clark [28, 24] with his slurry erosion pot tester as outlined in the previous chapter.
Slurry erosion tests made in a slurry pot are generally less severe since the resulting slurry
velocities are quite small, of the order of 1-10 m/s. The absence of flowing fluid in these
cases makes it difficult to define the impact velocity of the abrasive particles. Moreover, the
exposure may be intermittent and can continue for a long period of time.
A similar erosion device involving a moving specimen was constructed by Magnêe [111].
The device consisted of a hopper delivering a curtain of abrasive particles to a specimen
attached to a rotating table in such a manner that their orientation relative to the stream
of particles could be varied. In order for this approach to work properly, the height of
the specimen needed to be constantly adjusted for each rotational speed so it would make
contact with the entire stream of particles. The main limitations with this approach is that
small angles of impingement could not be tested due to geometrical size limits of the device
and the effect of the liquid viscosity was not considered.
The alternative design involves directing a stream of particles at a fixed specimen, otherwise
known as a slurry jet. The slurry jet may flow externally around the specimen, as for example
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in sand blasting, or internally within the specimen, such as the transport of slurry in pipes.
Unlike the previously mentioned approach with the moving specimen, the slurry jet method
allows a more well-defined mean impact velocity and offers higher flexibility and control
over input parameters, such as particle concentration, viscosity, mass flow and orientation
of the slurry jet, and was therefore the chosen approach for the present study. Significantly
higher velocities can be achieved using this method, in fact, velocities of 300 m/s have been
reported [170]. Turenne and Fiset [183] also claimed that in addition to examining high-speed
conditions, the slurry jetmethod canbe employedwith relatively lower concentrations, hence
minimising the effect of particle-particle interactions.
Irrespective of the test method chosen, determination of the particle impingement angle
poses a problem which becomes more pronounced in flows with a viscous carrier fluid. In
gas flows, where the particle density greatly exceeds that of the fluid, the angle of impact
does not deviate very much from the nominal angle of incidence6 since the particle inertia
dominates. In contrast to dry erosion tests however, the imposed experimental conditions
in slurry erosion are strongly modified due to the presence of a viscous fluid that influences
the movement of abrasive particles near the specimen surface. This means that for a group
of particles approaching the wall, a spectrum of angles may result which deviate from the
jet angle. The width of this spectrum is defined by the jet angle which reaches a maximum
at 90 degrees (normal impact). In addition to this, the particles are affected to different
extents, depending upon their size and relative density. Large particles are slower to follow
the deflecting flow and may impact more frequently at larger angles compared with smaller
particles which impact less frequently at smaller angles.
5.4 Erosion Tribometer
The erosion device used for the present study is shown in Figure 5.3. Unlike the erosion
devices used by Clark and Magnêe, the slurry suspension was delivered to a fixed test
specimen via an aggregate and main pump connected in series. Diaphragm pumps contain-
ing a piston membrane were used to avoid the wear which would otherwise result had a
conventional pump been used. The mass flow was controlled via a rotating handle which
effectively alters the stroke of the piston membrane of the main pump. The tank containing
the slurry suspension has a capacity of 15 litres and was maintained at a constant average
temperature of 40◦C via a network of coaxial cooling pipes, containing water, whose flow
6The nominal angle of incidence is commonly referred to as the jet angle, defined as the angle between the
overall continuous phase and the target surface.
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valve was controlled and activated via a thermostat. This was of utmost importance in order
to ensure minimal fluctuations in the fluid viscosity7, which would lead to inconsistencies
in the erosion rates and possibly affect the repeatability of measurements.
Erosion Tribometer
Testing Bench
Figure 5.3: Photograph of the erosion tribometer
Before reaching the test specimen, the flow rate, density and temperature of the slurry are
measured using a Coriolis flowmeter by Danfoss Corporation. The principle of operation of
Coriolis massflow meters is described in detail by Boyle [12]. This type of mass flowmeter
was used since they can achieve higher accuracy levels (within ±0.1%) than conventional
flowmeters8. As the name implies, a Coriolis effect is used to measure the quantity of mass
moving through a U-shaped tube that is caused to vibrate at its resonant frequency. This
frequency of vibration, which remains constant for the pipe, is proportional to the bulk
density of the fluid, ρ. Due to the Coriolis forces, the tubes deform and an additional
7The maximum rate of change of viscosity of the oils used is 0.7mm2/s◦C within the range of operating
temperatures, making it rather sensitive to slight changes in fluid temperature.
8Conventional flowmeters which use pressure and temperature to calculate flow rate were not chosen for this
application since larger sources of error were expected to arise due to changes in the flow conditions (i.e.
pressure, density, temperature and viscosity).
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Figure 5.4: Schematic diagram of the experimental setup
vibration component is superimposed upon the oscillation. This additional component
causes a phase shift at two specific locations within the tubes which can be measured and is
directly proportional to the slurry flow rate, m˙. Once these quantities have been determined,
the volumetric flow rate can be estimated via the expression
Q =
m˙
ρ
(5.1)
Coriolis massflow meters have been commonly used in various liquid-solid flow situations,
since they have been known to work particularly well when the solid to liquid density ratio
ρp/ρ f does not exceed 4-5 [63]. In fact, large errors have been reported for gas-solid flows
where the density ratio is much larger. The particle volume fraction, φp can be estimated
from the bulk density of the slurry via the expression
φp =
ρ − ρ f
ρp − ρ f (5.2)
provided the densities of the continuous and disperse phases are known.
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With reference to the schematic diagram in Figure 5.4, a bypass valve was installed directly
after the mass flowmeter. The reasons for installation of this valve were two-fold. Firstly as
its name implies, to open a bypass pipeline leading back to the slurry tank whilst closing off
the circuit to the testing bench, and secondly, to allow the total pressure to be attained before
feeding the slurry mixture to the specimen. The bypass procedure was necessary in order to
achieve a homogeneous slurry mixture as particles would accumulate at the bottom surface
of the tank (due to their higher relative density) when the device was not in operation over
extended periods of time, for example, overnight. The criteria for a homogeneous mixture
was fulfilled onlywhen the reading of the bulk density and temperature of the slurrymixture
on the mass flowmeter remained constant. This was normally achieved after a minimum of
20 minutes after operating the device.
Before allowing the slurry to come into contactwith the specimen, the pressurewas gradually
increased to the required level. Once this was achieved, the bypass valve was re-opened to
allow the high-pressure slurry mixture to come into contact with the specimen, requiring
stabilisation times of less than one minute9. An alternative method would have been to
open the bypass valve before setting the total pressure level, however tests revealed that this
method required stabilisation times in excess of 5 minutes, constituting approximately 10%
of the total exposure time for a 60 minute run. In light of the above, the former method of
introducing the slurry mixture to the specimen was chosen, as this was shown to minimise
transient effects by at least five times the latter method.
5.5 Erosion Testing Bench
An erosion test bench originally constructed by AVL List Pty Ltd [195] for cavitation mea-
surements and flow visualisation was used for feeding the slurry mixture to the specimen.
A description of the components, including details of dimensions and assembly, have been
documented by Ceder [18]. The test bench consists of three main components, namely, a
light source, testing head and a CCD camera. A photograph of the configuration is shown
in Figure 5.5.
Visualisation of the flowfield is accomplished by back illumination from one side of the
test specimen and imaging of the flow with the CCD camera from the opposite side. A
number of light sources, including a standard light globe and diode (LED), were initially
9Stabilisation time refers to the time it takes the fluid to reach a quasi steady-state level after initial contact
with the specimen.
97
5 Experimental Analysis
Testing Head
CCD Camera
Light Source
Figure 5.5: Photograph of the erosion test bench
tested, however their illumination times were too long to capture any significant movement
of the particles. With the light globe, different intensities of grey were visible in certain areas
which most likely represented a static time-averaged image of the particles concentration,
however, particle movement could not be tracked. The diode provided some information
on the particle movement due to its shorter illumination time, however the images still
lacked adequate resolution and quality. Therefore, in order to capture ‘real-time’ behaviour
of the particles with reasonable quality, a nanolight connected to a waveform generator was
requiredwhich, as its name implies, has a very short illumination timewithin the nanosecond
range (approximately 6000 times shorter than a light bulb). The waveform generator was
used to synchronise the frequency of the light source with that of the CCD camera. Although
image quality was significantly improved, the resolution of the camera (for the particle size
and concentration investigated) was still inadequate to track the trajectory of each and every
particle as they came into contact with the specimen. Information such as local particle
concentrations, presence of recirculating zones, changes in geometry and cavitation effects
could be clearly identified and were adequate for the scope of this work. Since the Eulerian
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method does not require resolution of the fine detail of the particle-wall interaction, this was
not a limitation for the present analysis.
5.5.1 Image and Data Acquisition
As already mentioned, a high speed CCD camera was used for flow visualisation. A PCO
SensiCam Interline Progressive Scan camera by Dantech Dynamics10 was used, which has a
12-bit analog-to-digital converter and a resolution CCD array of 1280 × 1024, corresponding
to an actual pixel size of 6.7 µm × 6.7 µm. The camera can run in either double or single
frame mode with a frame rate of 4 Hz and 8 Hz, respectively. The CCD array is cooled,
which makes the camera suitable for long exposure times. A fibre optic connection to the
PC ensures maximum signal strength and quality. Image acquisition and archiving was
processed via the Camware R© software by PCO Corporation for camera control as shown in
Figure 5.6.
Figure 5.6: Interface to CamWare R© - Image acquisition software used to visualise the fluid
flow in real-time
As mentioned before, the experimental hydroerosive tests were constantly monitored and
controlled in order to avoid undesirable effects which would otherwise be reflected as either
10www.dantecdynamics.com
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poor reproducibility of results and/or large discrepancies between predicted values. Despite
this, it was virtually impossible to maintain all operating parameters constant. With refer-
ence to the experimental tests conducted, transient effects such as start-up and shut-down
of the erosion tribometer and fluctuations in fluid properties (i.e. viscosity and density)
and operating conditions (pressure and temperature) were inevitable and could only be
controlled to a certain degree so that the fluctuations were minimised. The hydroerosive
process is, in itself, a transient process since geometrical changes occur with time. Since it
is a closed-loop process, these geometrical changes cause other parameters to change such
that a state of equilibrium is achieved. Therefore, in the course of the experimental work,
it was necessary to record these changes at regular time intervals for each sample tested. A
time interval of 5 seconds (or 0.2 Hz) was chosen and considered adequate to capture the
transient effects mentioned above. The value recorded is not an instantaneous value, rather,
it is themean value over each 5 second interval, with a sampling rate of 500Hz. This resulted
in an extensive table of values (720 columns for an exposure time of 60 minutes) containing
the following relevant experimental parameters for each sample tested.
• Mean Inlet Pressure [bar]
• Mean Outlet Pressure [bar]
• Absolute Pressure Difference [bar]
• Inlet Temperature [◦C]
• Outlet Temperature [◦C]
• Standard Deviation of Inlet Pressure [bar]
• Standard Deviation of Outlet Pressure [bar]
• Mean Bulk Density [g/cm3]
• Standard Deviation of Bulk Massflow [g/s]
• Mean Bulk Massflow [g/s]
• Time [s]
Data acquisitionwas performed using LabVIEW R© software byNational Instruments Corpo-
ration as shown in Figure 5.7. In order to characterise each experimentwithout having to deal
with excessive amounts of data, the arithmetic average of the main experimental parameters
were taken as a basis and used as boundary conditions for the numerical analysis.
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Figure 5.7: Interface to LabVIEW R© - Data acquisition software used to monitor and record
key test parameters
5.5.2 Erosion Testing Head
A photo and exploded diagram showing the main components of the erosion testing head
are shown in Figures 5.8 and 5.9. The specimen to be tested (see section 5.5.2.1) is placed
between a pair of 60 mm diameter transparent windows so that the flow can be accessed
and visualised bymeans of the light source and CCD camera configuration described above.
The components are aligned and locked in place via a series of pins and lugs which are
fixed to the front and rear housing. The entire assembly is then sandwiched between two
reinforcement plates and mounted on the centre of the table between the light source and
CCD camera.
The slurry mixture was transported to the specimen via two inlet ports normal to the test
specimen and drained back to the tank via a single outlet port. Two opposing inlet ports
were used in order to avoid or at least minimise the problem reported by Lee et al. [105] who
observed asymmetry in the circumferential distribution of the erosion rate of a circular tube,
andmentioned that this was probably due to the manner in which the particles were fed into
the system. Two pressure sensors, located about 35 mm upstream and downstream of the
observation windows measured the inlet and outlet pressures, respectively. Likewise, two
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Pressure Sensors
Temperature Sensors
Throttle Window
Outlet
Inlets
Figure 5.8: Photograph of the erosion testing head
thermoelements placed further upstream and downstream, measure the slurry temperature
as it enters and exits the testing head.
5.5.2.1 Erosion Test Specimen
The proposed erosion model was developed particularly for the prediction of erosive wear
in hydraulic systems such as the diesel injector. However, due to its small dimensions
and inaccessibility, the injector nozzle was not the most feasible specimen to be used for
the fundamental validation of a new erosion model. Although Urzua [184, 185] did use
real diesel injectors for his erosion studies, he did resort to fundamental approaches when
validating the empirical constants. Despite the fact that the flow cannot be visualised nor can
the amount of erosion be meaningfully quantified, the main drawback with the real nozzle
geometry lies in the fact that two similar geometries can result in completely different erosion
profiles as the flow is highly sensitive to even the slightest changes in geometries, which
unfortunately with todays manufacturing technologies cannot be controlled. To exclude this
effect, the relative dimensions of the test specimenwere scaled up and themaximum average
velocity was reduced accordingly to ensure dynamic similarity of the flow still existed. The
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Figure 5.9: Exploded diagram of the erosion testing head
exposure time was increased to account for the lower particle velocities obtained in the
experiments.
Indeveloping a suitable configuration for the erosion test pieces, therewere somegeometrical
constraints which needed to be set in order to utilise the existing erosion testing head. The
first and foremost requirement was that the geometries had to be planar with a constant
thickness and a diameter not exceeding 60 mm. Another requirement involved fixing the
inlet and outlet locations of the specimen so that they were aligned with the openings in the
front and rear housing. In addition to these constraints, the design should be as fundamental
as possible in order to simplify the physics of the problem and exclude any undesirable
secondary effects, such as cavitation, particle rotation or large recirculating zones arising
from complex geometry.
Similar tests conducted by Ceder [18] using the same testing head revealed twomajor design
issues, both of which were avoided in the present study. These can be explained from a
fluid dynamics viewpoint. In his experiments, a very small characteristic length was used to
reduce theflowarea and increase the average impact velocity. A thickness of 0.3mmwasused
which is equivalent to only 60 particle diameters assuming an average particle size of 5 µm.
Under these conditions, Voss [186] noted that the flow was in fact highly 3-dimensional and
showed that secondary velocities were largely responsible for varying intensities of erosion
across the thickness. Furthermore, he reported that the repeatability of the experiments
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could not be guaranteed, probably due to the chaotic behaviour of the particles as their
trajectories are greatly influenced by the opposing boundary layers developing on the closely
spaced walls and higher frequency of collisions with other particles. In this case, the surface
structure may also become an important parameter which can no longer be neglected since
the (relative) roughness height becomes more significant compared with the characteristic
length.
The other design parameter was to avoid abrupt changes in cross-section which would
otherwise cause abrupt changes in pressure and associated fluid and particle accelerations.
This not only forms a free shear layer in the fluid leading to significant particle rotations,
but it also creates a large low-pressure recirculating region which is prone to cavitation and
in which particles become entrained and trapped. It is clear that with these effects present,
the probability of reproducing the same result is reduced, since a combination of random
phenomena make the particle dynamics and erosion process more difficult to predict.
In light of the above design considerations, the following fundamental configurations were
chosen as a basis for the erosion studies. With reference to each of the configurations shown
in Figure 5.10, the slurry mixture enters from the inlet (left), is accelerated as it travels
through the converging-diverging throttle (where the maximum velocity is attained and
particle erosion takes places) and is then finally expelled at the outlet (right) and recirculated
within a closed-loop system back to the tank. Four different angles of deflection (measured
from the mean horizontal flow path) were investigated whereby the flow angle was altered
just after the throttle. In altering the flow angle there are two major differences which arise,
namely, the pressure field at the throttle is altered (which effectively alters the particle’s
velocity) and to a larger extent the particle dynamics become affected since the centrifugal
forces becomes larger as the bend angle increases. This particular parameter was chosen as
a variable to investigate since it is known and has been well documented [185] that slight
changes in the intersection angles of injector spray holes relative to the nozzle body may
result in significantly different erosion patterns.
The outer and inner contours of the geometries were cut using laser technology11 from
sheets of 1mm thick Chromium-Nickel based stainless steel with the properties (at ambient
temperature) as given in Table 5.6. An aluminium alloy (AlCuMg1) was tested at different
thicknesses but was not chosen for the present study due to its poor surface finish and
excessively high erosion rates.
Laser cutting is a technique usually applied in industrial manufacturing [82] and works by
11Services provided by Romminger (http://www.romminger.com).
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(a) (b)
(c) (d)
GEO 45 GEO 60
GEO 75 GEO 90
Figure 5.10: Geometry configurations used for the erosion specimen (a) 45◦, (b) 60◦, (c) 75◦
and (d) 90◦
focussing a high power laser beam, typically between 1000-2000Watts and 0.2 mm diameter,
at the material to be cut. The material in the beam’s path then melts away and a co-axial
gas jet is used to eject the molten material from the cut, leaving an edge with a high quality
surface finish. This type of laser cutting is commonly referred to as fusion cutting.
Laser cutting takes direct input in the form of electronic data from a CAD drawing to
produce flat form parts of great complexity and works best on materials such as carbon steel
or stainless steels. Other metals such as aluminum and copper alloys are more difficult to
cut and require lasers that are more powerful due to their ability to reflect the light as well
as absorb and conduct heat. Apart from the fact that this method can be applied to virtually
any material, it was favoured over mechanical cutting since high quality cuts and surface
finishes can be achieved with greater speed and flexibility. Moreover, it is a non-contact
method (since there is no cutting edge which can become contaminated by the material or
contaminate the material) with a low heat input and small heat affected zone meaning that
the chances of warping or distorting the material are minimal. Despite this, a temperature
gradient always exists from the point of focus, and can sometimes result in a concave or
convex shape forming in the thickness of the material.
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Chemical Symbol X5CrNi18-10
Steel Grade 304
Modulus of Elasticity 200 GPa
Poisson’s Ratio 0.31
Density 7900 kg/m3
Hardness 500 − 700 MPa
Thermal Conductivity 15.0 W/m.K
Electrical Resistivity 0.73 Ωmm2/m
Specific Heat Capacity 0.50 J/g.K
Coefficient of Thermal Expansion 17.2 × 10−6m/m.K
Table 5.6: Physical and mechanical properties of grade 304 stainless steel used for erosion
specimens
It has already been discussed that a lower limit for the thickness was required in order
to reduce any undesirable three-dimensional effects which may arise. In addition to this,
a lower value for the thickness would reduce the though-flow area whilst increasing the
average velocity and shear stress to levels which would cause excessively high erosion rates,
not only on the test specimen itself, but also on the transparent windows. Although a
higher thickness would seem like the favourable option (since in theory the effects of the
wall become less pronounced and the flow would eventually become two-dimensional), its
upper limit was governed by the maximum deliverable mass flow rate (or particle velocity)
of the erosion device. Ignoring frictional and pressure losses, the maximum average particle
velocity, Umax can be estimated via the expression
Umax =
m˙
ρAc
(5.3)
where Ac denotes the cross sectional area of the throttle before the bend. For the current
application, a thickness of 1 mm combined with a maximum mass flow rate of 35 g/s,
would result in a theoretical maximum average velocity of 80 m/s, which translates to an
absolute pressure difference of approximately 30 bar. Although this may not typify the exact
conditions in an injector nozzle spray-hole, pressure differences of this magnitude were still
sufficient to produce significant erosion with longer exposure times varying between 15-60
minutes depending upon the specific operating conditions.
5.5.2.2 Transparent Windows
The main function of the transparent windows was to provide optical access of the flow
without influencing the results of erosive wear. However, this required that they have
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superior hardness to that of the erosion specimen and ideally the abrasive particles in order to
completely resist erosive wear. Since the abrasive particles alone possessed aMohs hardness
value of 9.0-9.5, this requirement could only be fulfilled by employing Diamond12. This
alternative howeverwasnot feasible due to obvious reasons, such as availability, affordability
and workability. The other alternative options, in ascending order of expense, were acrylic
glass (otherwise knownasplexiglass), quartz glass and sapphire glasswhosemainproperties
are shown in Table 5.7.
Material Acrylic Glass Quartz Glass Sapphire Glass
Chemical Symbol C5O2H8 SiO2 Al2O3
Modulus of Elasticity (GPa) 2.5 70 340
Poisson’s Ratio 0.33 0.17 0.31
Density (kg/m3) 1190 2200 3980
Mohs Hardness 3.0 6.0 9.0
Tensile Strength (MPa) 40 50 410
Table 5.7: Mechanical properties of Acrylic-, Quartz- and Sapphire-glass
Plexi- and quartz glass were readily available and provided a relatively cheap alternative,
however previous studies [18] have indicated that these materials are inferior in terms of
hardness and/or optical quality and were therefore not considered as suitable candidates
as they would suffer extensive levels of wear even after the first few minutes of operation
under similar operating conditions. Sapphire on the other hand, is one of the hardest and
most scratch resistant materials available with translucent optical characteristics and purity
levels which are superior to those of any standard glass. Its high modulus of elasticity and
tensile strengthmake it extremelywear, abrasion and impact resistant, making it particularly
suitable for the current application. Although considerably more expensive than acrylic and
quartz glass, sapphire was still affordable compared with diamond, and it was chosen
primarily based upon its exceptional mechanical and optical properties (which are only
second to diamond). In fact, labour contributed to themajority of the expenses as thematerial
in its raw state could not be used and required specialised manufacturing techniques13 such
as cutting of the outer contour, drilling of the inlet and outlet bores and polishing of the
surfaces to remove any irregularities, ensuring that the surfaces of the erosion specimen,
when sandwiched between the transparent windows, sustained the pressure within the
system and distribute the load equally at the interface with the test specimen in order to
avoid cracking. Despite using sapphire as the base material for the transparent windows,
the erosive wear endured was minimised but could not be completely avoided, since the
12Diamond has a Mohs hardness of 10 and is the hardest naturally occurring translucent mineral available.
13Labour and raw materials provided by Gooch and Housego PLC, UK (http://www.goochandhousego.com)
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hardnesses of sapphire and boron carbide are virtually equal. In order to avoid this affected
zone in subsequent runs, a totally new layout was conceptualised and constructed, as shown
in Figure 5.11.
Inlet Outlet
Erosion Specimen
Angle Selector
Figure 5.11: Photograph of new layout to compensate for abrasive wear of transparent win-
dows
The concept behind this new layoutwas to be able to utilise the same transparentwindow for
a number of repeated trials and different erosion test pieces, since it would be too expensive
and time-consuming to replace or even repolish the sapphire windows after each run. This
was accomplished by offsetting the affected zone away from the center of the observation
window by rotating the entire test specimen anticlockwise by a maximum of 15◦ about the
centre of the inlet in minimum intervals of 5◦. A schematic diagram showing the geometry
being rotated from position A to position B through an angle, γ is illustrated in Figure 5.12.
The angle selectors A and Bwere required to lock the geometries in their respective positions
according to the desired angle of rotation. In order for this to work, the geometries had to be
completely re-designed to accommodate this rotation. This was accomplished by reducing
the overall outer diameter and repositioning the location of the inner cutout without altering
the main dimensions at the throttle.
5.6 Surface Inspection Methods
Since the prediction of the quantity of material removal was one of the prime objectives of
this study, a suitable method for assessing the damage imparted to the specimen surface was
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Figure 5.12: Schematic view showing rotation of erosion specimen from position A to B
required. In the literature, there are anumberof techniquesdocumented, eachwith adifferent
level of accuracy and practical feasibility. The ideal inspection technique for surface damage
measurement would be contactless, objective, reproducible, non-destructive and ideally
assess the full area of the damage. Furthermore, the measurement should also be fast and
relatively easy to obtain. With this in mind, a number of techniques were tested as described
below and selected based on a compromise between speed, accuracy and feasibility.
5.6.1 Contact Methods
5.6.1.1 Atomic Force Microscopy
Atomic Force Microscopy (AFM) operates by measuring attractive or repulsive forces be-
tween a tip and the sample [8]. As the tip is repelled by or attracted to the surface, the
cantilever beam deflects. The magnitude of the deflection is captured by a laser that reflects
at an oblique angle from the very end of the cantilever. A plot of the laser deflection ver-
sus tip position on the sample surface provides the resolution of the hills and valleys that
constitute the topography of the surface. AFM is probably the most favoured conventional
measurement method as it produces both an image of the surface and quantitative rough-
ness measurements, however, except for very large and expensive fully automated units, it
needs a relatively skilled operator and is not truly nondestructive, as it involves a ‘tapping
tip’ which can damage or contaminate some surfaces. In addition, set-up and inspection
times are quite lengthy and the area of inspection is quite limited (typically an AFM scan
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over an area of 50 × 50 µm takes several minutes to complete). The issue of measurement
area is an important point to be considered and is the main reason as to why this method
was not chosen for surface damage assessment. For the present study, a typical AFM scan
of a 50 × 50 µm area only covers 0.08% of the total area of a 3 mm × 1 mm test piece14.
Thus measurements at multiple positions are required for any statistical significance - this
increases total inspection time for an AFM to several hours per specimen. Moreover, use of
a 50 µm scan also means that any features approaching, or larger than, 50 µm in wavelength
are ignored in the analysis.
5.6.1.2 Hommel Tester T8000
The Hommel Tester T8000 roughness and profile measuring device by Hommelwerke Cor-
poration was another method explored as a means of capturing the change in geometry after
erosion. Like AFM, this method involves contact whereby a diamond stylus of radius 5 µm
is led along the surface specimen and changes in height are digitally recorded and converted
into a vertical motion via a transducer. Measurement accuracies typically lie within ±1.0µm
and the software is relatively simple and intuitive. However, this technique could not be
automated and constant monitoring and user interaction was required for each surface pro-
file. Since a minimum of 10 profiles was required to accurately capture the surface contour
for each specimen, this method was not practical for the present study. Furthermore, it was
particularly difficult to conduct measurements at the bend itself, and at the outer edges of
the surface due to the stylus tip. This method was, however, used to estimate the surface
roughness profile which was measured for a sample at the throttle location. Over a mea-
sured reference length of l = 1.5 mm, the average surface roughness Ra = 3.7µm, average
maximum height Rz = 16.4µm, and maximum peak to valley height Rmax = 17.0µm were
estimated from the surface profile according to ASME B46.1.
5.6.2 Non-Contact Methods
5.6.2.1 Laserprofilometer UBM-Microfocus Compact
In order to analyse and measure the surface of the tested geometries, a laseroptical profile
measuring device referred to as ‘UBM-Microfocus Compact’was used. Microfocus Compact
is an opto-electronic 3D measurement system for non-contact measurement and analysis of
14A reference length and width of 3 mm and 1 mm, respectively, were chosen since the main erosion damage
was evident within this area.
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surfaces andwas especially designed for universal application in Research andDevelopment
or quality control. With this particular measurement system, the surface of the geometry
is scanned using a non-contact laser beam having a diameter of approximately 1µm and
wavelength of 780 nm. In contrast to other conventional topography measurement tech-
niques, where a needle makes direct contact penetrating the surface, this technique avoids
any changes in the geometry’s topographical structure. Despite this, the nature of the ge-
ometry configurations used in this study, required them to be destroyed after each trial in
order to access the relevant surface for measurement, meaning that only one measurement
per specimen could be conducted.
The Microfocus Compact measurement system can be used for a range of applications
including tribological surface inspection, paper surface analysis, process control of thick
films, characterisation of plastic surfaces and textured steel measurement. In addition to
its non-destructive and non-contact measurement technique, other benefits include data
acquisition in short time frames and results not being impaired by variations in surface
reflectivity.
A diagram showing the main components and the principle of operation of the Microfocus
Compact is represented in Figure 5.13. Themethod ofmeasurement is based on the principle
of ‘dynamic focusing’. With assistance from a solenoid, the laser beam is continually kept
in focus on the surface being measured. By displacing the testing table in the x-direction, it
is possible to measure a single profile of the geometry at a constant y-value. Due to surface
roughness, local areas of washout due to erosion and other irregularities, the laser beamwill
lose focus. In order to regain focus, amovement of the objective lens in the vertical z-direction
is necessary. The vertical distance required to refocus the laser-beam can be quantified and
correlates directly with the profile of the surface. Further profile measurements at a series of
y-values deliver a 3D plot of the surface structure. For the present study, the acquisition of
measurement data was achieved using the software package UBWINTM standard 3D, which
is both intuitive and easy to use.
The system is provided with sub-micron resolution in all axes, thus enabling accurate deter-
mination of 3D surface features without limitation of point density. Due to the diameter of
the focussed laser beam, an accuracy higher than 1 µm in the xy-plane could not be achieved,
however, this was not critical for the present study. The main aim of the laserprofilometer
measurements was to gain qualitative, as well as quantitative, information of the surface
structure at a macroscopic level. The maximum resolution in the vertical z-direction is ±
0.005 µm.
111
5 Experimental Analysis
Figure 5.13: Measurement principle of the UBM laserprofilometer: (1) Laserdiode, (2) Laser
beam (λ = 780nm), (3) Beam-splitter with photodiode for luminosity measure-
ment, (4) Beam-splitter for optional video-connection, (5) Collimator lens, (6)
Solenoid with spring element, (7) Objective lens, (8) Test specimen with move-
able xy-table
In order to find a suitable compromise between time and accuracy, 10 profiles each containing
1500 points, and 10 profiles each containing 500 points were measured in the x- and y-
directions, respectively. This corresponds to amaximum resolution of 2 µm in both the x and
y directions for a reference area of 3 mm × 1 mm. The geometry profiles were then plotted
on a surface grid of resolution 100 µm × 100 µm inMatlab R©, and the remaining points were
interpolated15.
5.6.2.2 White Light Interferometry
White light interferometry (WLI) is a well-established imaging measurement technique
which has been used for many years as a reliable optical profiling system for the rapid
measurement of surface topographies in many precision engineering applications [66]. It
uses the interference pattern of light reflected from a surface with a reference beam from
the same source to calculate the surface height. Like the Microfocus Compact (see section
15The interpolation scheme used was based on a ‘nearest neighbour’ approach.
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5.6.2.1), it is a non-contact technique however, the height profile of the object is measured
within a single process making it considerably faster. In addition to its remarkable speed,
this technique offers many advantages in terms of ease of use, reproducibility, freedom from
damage or contamination and above all, its outstanding accuracy. In fact, WLI has an ex-
ceptional vertical resolution and scratch depths within the sub-nanometer range (≥ 0.1) nm
can be detected on polished surfaces, making it a potentially practical tool for assessing
relatively small areas of abrasive damage. For this reason, it was chosen as the inspection
method for the sapphire glass discs, which, due to their superior hardness, experienced only
very minimal levels of abrasive damage in comparison with the test specimen itself. The
main disadvantage of WLI compared with say AFM measurements is that being an optical
technique, the ultimate lateral x − y resolution is limited to around 0.45-11.8 µm. However,
for examination of the surfaces dealt with in the present study, this did not appear to be a
severe limitation.
The white light interferometer used in this work is based on the principle of a Michelson in-
terferometer proposed byAlbertA.Michelson in 1887. A schematic diagramof the apparatus
is shown in Figure 5.14.
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Figure 5.14: Schematic illustration of a Michelson interferometer
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The basic technique involves splitting an optical beam from the same source into two separate
beams using a beam splitter (designated by S) - one of the beams is passed through, or
reflected from, the object to be measured whilst the other beam (the reference) travels to
a high-precision movable reference mirror, M1 with a known constant optical path. The
compensator plate, C is introduced to make each path have the same Optical Path Length
(OPL) when M1 and M2 are the same distance from the beam splitter. When the objective
lens is moved vertically, the OPL, ∆xo, between the sample and beam splitter changes and
creates a series of moving interference patterns16, which is detected by the CCD camera. An
important quantity related to the OPL is the phase difference, ∆φ, given by
∆φ =
2pi
λ
∆xo = k∆xo (5.4)
where k is the wavenumber.
The aim of this process is to establish the point at which maximum constructive interference
occurs such that brightest image is achieved17. In order to ensure that there is only one point
at which this maximum occurs, a broadband spectrum from a white light source is used
rather than a monochromatic light which would otherwise produce several maxima. Once
this is achieved, and provided the vertical movement of the lens can be accurately tracked,
it is possible to create a very accurate 3D spatial array of the sample surface by measuring
the position of the lens required to produce the brightest image at each point on the CCD
array. The only limit on the achievable height resolution is set by howwell the measurement
algorithm can define the maximum brightness as the objective lens is scanned vertically.
The device used in the present study was a NewView 5000 by Zygo Corp. It has a mea-
surement speed of ≤10 µm/s, can reproduce results within ≤ 0.1% and maintain accuracy
levels within ≤ 0.75%. For the selected samples, a 5.0× objective lens allowed an area of
approximately 2.93 mm × 2.2 mm (imaged onto a CCD array of 640 × 480 pixels) to be
measured18. This area was large enough to ensure that the region of abrasive wear sustained
by the glass sapphire windows would be completely captured. Although the erosion of the
glass discs were neglected in the numerical analysis (see Chapter 6), it was assumed that
the error this would contribute to the final result would be negligible. However, in order
to assess the validity of this assumption, the scratch depth of the sapphire glass discs were
measured and compared with that of the eroded geometry samples. From the four different
16The interference pattern, otherwise known as an interferogram, is produced by the superposition of the two
beams.
17Constructive interference occurs when ∆φ = 2mpi, where m = 0,±1,±2,±3, .....
18In theory, the measurement range is unlimited, and is only limited in practice by the range of the microposi-
tioner upon which the sample is mounted.
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samples selected, the maximum scratch depth was found to lie within the range 5-10 µm,
contributing less than 10% of the maximum erosion depth of the geometry sample. An
example of the glass disc scratch depth measurement for Trial 1 is shown in Figure 5.15 and
similar results for remaining Trials are contained in the Appendix A4.
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Figure 5.15: Erosion (shown in black) of sapphire glass disc with β = 45◦.
(a) Microscopic image 2.93 mm × 2.20 mm, magnification = 5×
(b) Profile plot, maximum height = 10.31µm
5.6.2.3 Scanning Electron Microscope
In order to study the variation of erosion and erosion patterns in amore fundamentalmanner
and on a qualitative level, a series of test specimens were examined using a stereo Scanning
Electron Microscope (SEM). The main components of this instrument are shown in Figure
5.16. Newbury andWilliams [125] summarised the developments and application of electron
microscopy as a tool to characterise materials from its conception in the late 1930’s to the end
of the 20th century. They ascertained that the surface phenomenon of wear is an ideal topic
of study for this tool. A detailed analysis of the principle of operation, implementation and
uses of SEM has been documented by Goldstein et al. [61].
SEMoperates by scanning a beam of high-energy electrons over the sample by applying high
voltage to a tungsten filament and nearby anode and measuring the electrical interactions
with the surface. This beam is accelerated past the anode into a columnwhere it is condensed
and aligned by a series of electromagnetic lenses and coils. This focused beam continuously
rasters back and forth across the sample. Interactions between the electron beam and the
sample result in different types of emissions that aremeasured by a series of detectors located
within the sample chamber. When the electrons hit the surface, weakly bound electrons
are ejected to produce low-energy secondary electrons19 (SE) and high-energy backscattered
19Secondary electrons arise due to inelastic collisions between primary electrons (the beam) and loosely bound
electrons of the conduction band (more probable) or tightly bounded valence electrons.
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Figure 5.16: Schematic representation of a scanning electron microscope
electrons20 (BSE). These electrons can then bemeasured by a detector, and are used to calculate
the colour for each pixel of an SEM image which is transferred to a CRT screen. SE imaging
provides good three-dimensional topographic views of the sample, whereas BSE images
show less defined topography but clearly display differences in elemental compositions
since higher atomic number elements appear brighter. In order to avoid a charge build-up
on the surface of the sample which would alter the path of the SE, the surface must be
conducting. In the case of non-conducting materials, methods have been developed for
coating the samples with a thin layer (between 10-30 nm) of metal (usually gold or platinum)
so that SEMmeasurements become possible. Since the present analysis consisted of stainless
steel samples, the application of a metallic coating in this case was not necessary.
The combination of higher magnification (typically between 10-1000000×), larger depth of
field, greater resolution (in the order of 1nm) and ability to characterise compositional and
crystallographic information makes the SEM an appropriate instrument for the analysis
of surface structures in many research areas and industrial applications where microscopic
details are of prime interest. Despite these advantages, SEMdoes require an experienceduser
20Backscattered electrons arise due to elastic collisions between the incoming electron and the nucleus of the
target atom.
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like AFM, can be quite time consuming in its preparation, particularly for several samples
(i.e. each sample must be placed in a vacuum chamber which normally requires several
minutes to achieve pressures in the range of 0.02-0.05 mbar), and unlike interferometry,
true quantitative information cannot be extracted since the placement and orientation of
the sample in 3D is random and cannot be controlled. Although, sufficient qualitative
information concerning the region of interest could be acquired by means of a standard
laboratory light microscope, SEMwas necessary and applied to selected samples in order to
gain a better understanding of the particle-wall interaction phenomenon by capturing effects
such as surfacemicrostructure before and after the hydroerosion process and any geometrical
defects or surface irregularities not considered in the numerical calculation, whichmay have
contributed to discrepancies between the measured and predicted values of hydroerosive
wear. An example is shown in Figure 5.17.
(a) (b)
Figure 5.17: SEM exposure of the (a) upper and (b) lower surfaces of an erosion specimen.
Magnification=55×
5.7 Repeatability and Reproducibility of Measurements
In order to verify that an experimentally obtained result is indeed reliable, the same test
conducted under the same nominal operating conditions should, in theory, be reproducible.
It is only through repeatability of measurements, that the precision of the experimental
results can be ascertained. In the case of erosion studies, however, there are a number
of limitations which prevent repeatability of measurements. These limitations lie in the
fact that there are certain parameters, such as wall roughness and surface irregularities,
manufacturing defects and variations in particle shape and size which are either random in
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nature or cannot be accessed and are therefore difficult to control. Each of these variables
influences the particle’s trajectory, impingement angle, and in some cases its velocity, which
results in a large number of possible combinations and therefore can only be appropriately
modelled by statistical averaging. A parameter which could be optically accessed, and
therefore controlled, was cavitation.
In Chapter 3, it was mentioned that cavitation can have a profound effect on the erosive
wear of hydraulic systems. Many researchers, including [68, 116, 189] and many more, have
documented the effects of cavitation damage occurring in single- andmultiphase flowswhen
the pressure locally falls below the liquid vapour pressure creating bubbles which collapse
at very high velocities within close proximity of the surface. The present experimental
investigations were restricted to pure liquid-solid two-phase flow as it was shown that
cavitation effects are highly transient in nature and can contaminate results or complicate
the repeatability of measurements. Within the range of pressure differences explored in
this study, initial runs using aluminium and steel side plates indicated that cavitation was
indeed present which altered the erosion pattern dramatically. The damage however was
not characterised by small craters on the surface which is typical of cavitation damage,
rather, local areas of extreme abrasive wear were identified at random locations. This is most
likely due to the overall operating pressure difference which was not high enough to cause
extreme implosion of the vapour bubbles, but was still high enough to significantly change
the flowfield and have a direct influence on the particlemotion and subsequent particle-wall
interaction. In order to prevent this from occurring, a counter-pressure valve was placed
at the geometry outlet and the pressure drop was fixed to a value exceeding the vapour
pressure of the fluid. In the experiments, the vapour bubbles created in the low pressure
regimes do not allow light to pass through and appear as black regions within the observed
flow area. The start of cavitation was optically observed at 25-30 bar pressure drop21 which
was later verified in the numerical CFD simulations.
In order to assess the reproducibility of the experiments, each trial run was conducted twice
under the same nominal operating conditions. Although this was not enoughmeasurements
to obtain a statistically reliable value, the time required to assemble, run and disassemble
each trial made it impractical to conduct more tests. As an initial verification, a digital
analytical scale was used to weigh the specimens before and after hydroerosion and a global
value of the mass removed would give an indication of the reproducibility.
21The threshold pressure drop for a non-cavitating flow was dependent upon the geometric configuration.
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5.7.1 Digital Analytical Scales for Quantitative Measurements
It is clear thatwhen each of the samples undergo hydroerosion, a process ofmass (or volume)
loss will take place. One of the main objectives of this study was to be able to predict the
amount of material removal quantitatively. Furthermore, a relatively quick and inexpensive
method was required to assess the reproducibility of the experimental tests. Although the
surface inspection methods analysed in this study achieved high resolution and accuracy
levels, none were able to predict the absolute value of material removal on a global scale.
AlthoughWLI scans have beenused topredict volumemeasurements in thepast, Urzua [185]
reported that it is actual tendencies in volume changes which can be tracedwhereas absolute
volumemeasurements become difficult to quantify since the definition of a reference surface
based on the test piece before erosion shows significant variation. Given these constraints,
the only other option available was a digital analytical scale.
5.7.1.1 Precision and Accuracy of Mass Removal
Before estimates of mass removal could bemade, the precision and accuracy of the analytical
scales needed to be assessed. The specimens themselves possessed an average dry weight of
16.8 g before erosion, with an average mass removal of five orders of magnitude lower than
this, constituting only 0.006% of the total weight22. This means that even slight deviations in
mass readings can cause relatively large errors in the final result. The Mettler AE-163 digital
analytical scale by American Instrument Exchange, Inc. was used to record the weight of the
samples before and after erosion. These scales are typically used in the chemical industry
and have a semi-micro range of 0.01 mg to 30 g. This means that removing 1mg of material
would result in a possible measurement error of 0.01/1.0 equating to a maximum accuracy
level of ±1%. The accuracy of the scales was constantly monitored by weighing a specimen
of a knownmass, and performing at least two calibrations daily orwhen required as outlined
in [2].
Although a high accuracy was desired, it was not as critical as the precision since it was
the difference in weight before and after erosion which would provide information about
material removal and not an accurate estimate of the specimen weight23. Therefore, it does
notmatter if the level of accuracy varies from sample-to sample as long as it remains constant
over the entire series of measurements before and after erosion for each sample.
22Assuming an average mass removal of 1 mg.
23Precision is the measure of how close repeated trials, or replicates, are to one another whereas accuracy is the
measure of how close ameasured value is to the true or expected value. It is possible to have good precision
without being accurate if the error margin is consistent.
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In order to assess the reliability of the scales in delivering both an accurate and precise
reading, two random samples before and after erosion, were each weighed 25 times with
the scales being reset to zero between each measurement. Table 5.8 below summarises the
statistical information extracted from these measurements.
Specimen 1 Specimen 2
Statistics Initial Final Initial Final
Minimum 16.81244 16.81078 16.79669 16.79611
Maximum 16.81253 16.81087 16.79676 16.79615
Range 0.00009 0.00009 0.00007 0.00004
Mean 16.81250 16.81083 16.79673 16.79613
Median 16.81250 16.81083 16.79673 16.79613
Mode 16.81251 16.81083 16.79674 16.79612
Standard
Deviation
2.05584×10−5 2.14709×10−5 1.68576×10−5 1.21383×10−5
Percentage
Deviation
5.35316×10−4 5.35369×10−4 4.16748×10−4 2.38150×10−4
Coefficient of
Variance
1.22281×10−4 1.27721×10−4 1.00363×10−4 7.22684×10−5
Maximum
Error
5.39% ± 1.0% 5.39% ± 1.0% 11.67% ± 1.0% 6.67% ± 1.0%
Table 5.8: Accuracy and precision of digital analysis scale
Since the mean, median and modes are approximately equal, this implies that the distri-
bution of mass measurements were symmetrical. In order to estimate the accuracy of the
measurements, the maximum value of the percentage deviation was estimated
Pd =
∆
ζ
× 100 (5.5)
which indicates how far ameasured value deviates froma true or actual value. The difference
between the true and measured values is denoted by ∆. Since the true or actual value of
the specimen was not known, the value of the range was used as the difference in order to
typify the ‘worst case’ scenario. Although very small percentage deviations were calculated,
these need to be assessed relative to the amount of material removed, yielding themaximum
error. This can be estimated by taking the ratio of the percentage deviation and percentage
of mass removed. Based on the two samples tested, and taking into account the accuracy of
the scales, a maximum overall errormargin of 5−12%±1%would be expected. Note that the
error becomes larger with smaller percentages of material removal for the same percentage
deviation.
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In order to assess the precision of the measurements, the coefficient of variance was calcu-
lated. The coefficient of variance is defined by
Cv =
σ
ζ
× 100 (5.6)
and measures the degree by which a set of data points varies. Although good precision
is indicated by a low coefficient of variance, this must be normalised with respect to the
percentage of mass removed. According to Table 5.8 above, the scales have a coefficient of
variance of the order of 0.0001% which is 60 times smaller than the percentage of material
removed. Precision of the measurements was enhanced by measuring the initial and final
mass of each specimen within a single calibration cycle and preferably on the same day to
avoid inconsistencies in the error which may arise due to changes in atmospheric pressure
and/or temperature. Moreover, each of the test pieces was immersed in a 1:1 mixture of
propanol and acetone and cleaned for 5 minutes in an ultrasonic water bath operating at
a frequency of 40 kHz and temperature of 37◦C. The fundamental theory and advantages
of ultrasonic cleaning have been documented in the literature [49, 58]. Following this, the
specimens were dried with pressurised air and handled with tweezers to ensure that they
were completely free of any contamination such as moisture, dust, oil and particles which
may have adversely affected the test results. In each case, five readings were recorded
before and after erosion, and the average value was taken to be a good representation of the
specimen mass.
5.8 Experimental Results and Discussion
In addition to predicting the location of erosive wear, the main emphasis of the present work
was to assess the quantity of material removed. Although the mass removed does give a
global quantitative measure of the amount of erosive wear endured by the test specimen, it
does not give any indication as to the shape of the erosion profile. Indeed, two similar levels
of wear based solely upon the quantity of mass removed, may in fact result in two vastly
different profiles. Therefore, in order to accurately assess the amount of local damage and
to ensure that two similar quantities of mass removal resulted in similar erosion profiles, the
surface contour for each trial wasmeasured using the laser topography techniques described
earlier. The centreline of these profiles was chosen for these measurements due to two main
reasons, namely, the flow variables at this location would experience almost zero gradient
andwould be least affected by the erosion of the sapphire glass discs whichwas intentionally
neglected in numerical analysis, and, profilemeasurements close to the edgeswere generally
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more difficult to obtain. In addition to measuring the point of maximum erosion, ∆y, its
location, ∆x, relative to a distinct point was required for a well-defined erosion profile. This
was taken to be the point at which minimal erosion occurred and was chosen since it was
common across most trials and could be easily identified. Since in most cases the depth of
erosive wear greatly exceeded the mean roughness height of the unworked test specimen,
the effect of surface roughness on the total wear was considered only minimal. In all cases,
a reference area of 3 mm × 1 mm was sufficient to capture the majority of erosive wear
sustained by the specimen.
5.8.1 Effect of Fluid Viscosity
In an attempt to identify the effect of viscosity on the erosion rate, three different oils each
having a moderate, low and high viscosity were used under the same operating conditions.
These oils are applied to the hydroerosion of diesel injector nozzles in order to ‘fine-tune’ the
flow rate. Based onmanyyears of research and experience, different oils are used for different
nozzle geometry types to obtain the desired flow rates. Failure to use the correct combination
of oil viscosity, particle size and concentration would lead to either very low erosion rates
and long exposure times or erosion rates which are too high and hence uncontrollable. In
effect, the viscosity plays a major role in altering the relaxation time of the particle and
therefore to a certain degree controls the strength of the phasic interaction. Further to this,
the viscosity not only dictates the effect of the lubricating film, but also determines the
level of turbulent kinetic energy and dissipation which in turn has a direct influence on the
particle-wall interaction. In order for the erosion quantities with differing fluid viscosities to
be comparable, it was necessary to normalise the erosion mass with respect to total exposure
time and particle velocities obtained from Trial 1.
5.8.1.1 Moderate Oil Viscosity
Morlina 10 has a moderate viscosity compared with the other two oils and was therefore
selected as the referencemedium towhich subsequent measurements were compared. Trials
1-4 were tested under the same nominal operating conditions using an oil viscosity of 10
cSt, mean particle mass concentration of 1% and diameter 4.5 µm. The four geometric
configurations each having different intersection angles ranging from 45 to 90◦ were tested
in order to provide a reference value for the erosion rate of each configuration operating
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under different nominal conditions. The erosion profile for Trial 1 is shown in Figure 5.18
and similar results for Trials 2-4 are contained in Appendix A5.
(b)(a)
Figure 5.18: Erosion measured for Trial 1: Re = 3879 (Rep = 34.9) and St = 0.050 (Ŝt = 11.1)
(a) Surface plot and (b) centreline profile: ∆x =690 µm and ∆y =70.2 µm
Trial No. Time Mass Flow Pressure Drop Mass Removed Length Depth
t (min) m˙ (g/s) ∆P (bar) ∆m (mg) ∆x (µm) ∆y (µm)
1 60
34.25 30.922 1.448 676 71.4
34.10 30.612 1.338 704 69.0
2 60
27.72 31.894 1.054 684 66.2
28.27 29.910 1.030 936 67.5
3 60
29.53 34.559 2.120 876 116.9
28.94 36.292 2.056 894 125.1
4 30
23.82 32.676 0.648 650 62.7
24.03 30.358 0.690 588 45.8
Table 5.9: Summary of experimental and repeatability measurements for Trials 1-4.
A summary of the key results for Trials 1-4 are presented in Table 5.9. In all cases a remarkable
level of reproducibility can be seen between themass removed and erosion length and depth
for each of the repeated trials. Examination of the surface contour plots for Trials 1 and 2
reveal a more evenly distributed and symmetrical erosion pattern. On the other hand, Trials
3 and 4 displayed a more asymmetrical distribution with local areas experiencing consider-
ably higher rates of erosion, probably due to higher local disturbances in the flow arising
from increased turbulence levels, dominating secondary flows and/or repeated particle-wall
collisions.
In all cases, the Reynolds number exceeded the threshold limit of 2300 for pipe flow, indi-
cating that turbulent effects were relevant. Moreover, the threshold impact Stokes number
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of 10 as cited by Joseph [89, 90] for particle-wall collisions in a liquid lies within the range of
particle Stokes numbers for these trials. Therefore, under these conditions it can be expected
that even if direct particle impact with the wall did take place, its effect on the total quantity
of wear would have been minimal and that the majority of wear induced as a result would
come from an abrasive or sliding mechanism. This assumption is further supported by the
SEMmicroscopic images which showed predominantly smooth surface structures typical of
abrasive wear.
5.8.1.2 Low Oil Viscosity
Morlina 5 has the lowest viscosity of the three oils used in the present analysis. It has a
viscosity of 5 cStwhich is precisely half that ofMorlina 10 for the sameoperating temperature.
This oil grade was used with the intention of reducing the effect of the thin lubricating
film causing impact erosion to become more predominant whilst dampening the effects of
abrasion. Similar to the previous trials, Trials 5-8 were tested using the same geometric
configurations under the same nominal operating conditions with a mean particle mass
concentration of 1% and diameter 4.5 µm. The erosion profile for Trial 5 is shown in Figure
5.19 and similar results for Trials 6-8 are contained in Appendix A6.
(b)(a)
Figure 5.19: Erosion measured for Trial 5: Re = 7733 (Rep = 69.6) and St = 0.101 (Ŝt = 22.4)
(a) Surface plot and (b) centreline profile: ∆x =858 µm and ∆y =152.5 µm
A summary of the key results for Trials 5-8 are presented in Table 5.10. Since the Reynolds
number was further increased under these conditions, it can be expected that turbulence
effects become more significant and therefore to a greater extent, will influence the particles
motion and subsequent particle-wall interaction. Likewise, as a consequence of the reduced
viscosity, the Stokes number of the flow will increase, making direct particle impingement a
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Trial No. Time Mass Flow Pressure Drop Mass Removed Length Depth
t (min) m˙ (g/s) ∆P (bar) ∆m (mg) ∆x (µm) ∆y (µm)
5 60
34.01 27.970 2.510 790 140.1
33.19 31.718 2.758 926 164.9
6 60
29.15 29.098 2.432 898 171.1
29.07 31.286 2.184 840 180.5
7 60
28.61 33.582 4.410 1150 215.1
n/a n/a n/a n/a n/a
8 30
24.00 33.645 2.504 740 96.0
n/a n/a n/a n/a n/a
Table 5.10: Summary of experimental and repeatability measurements for Trials 5-8.
more likely to mechanism of erosion for these trials as the tendency for particles to deviate
from the fluid streamlines and penetrate the lubricating film becomes even greater.
Similar erosion patterns to Trials 1-4 are evident with Trials 5 and 6 showing almost ideal
symmetry and excellent reproducibility, whereas Trials 7 and 8 suffered again from uneven
distributions of wear accompanied by local areas of extreme particle impingement making
it particularly difficult to reproduce these results. Despite this, results clearly indicate that a
reduced viscosity for the continuous phase significantly increases the level of erosive wear.
In fact, this can be quantified as a two-fold increase in terms of the mass removed and
maximum erosion depth when compared with Trials 1-4.
5.8.1.3 High Oil Viscosity
Clavus 32 has the highest viscosity of the three oils used in the present analysis. With a
viscosity of 32 cSt, it is approximately three times more viscous than Morlina 10 and six
times more than Morlina 5 for the same operating temperature. In contrast to the previous
analysis, this oil grade was used with the intention of increasing the effect of the thin
lubricating film causing abrasion to becomemore predominant whilst dampening the effects
of impact erosion almost completely. Unlike the previous trials, Trials 9-12 were tested using
slightly lower velocities due to the higher viscosity and density of the oil which restricted
the erosion device from delivering higher mass flow rates. Again, the same geometric
configurations under the same nominal operating conditions with a mean particle mass
concentration of 1% and diameter 4.5 µ were used. The erosion profile for Trial 9 is shown
in Figure 5.20 and similar results for Trials 10-12 are contained in Appendix A7.
A summary of the key results for Trials 9-12 are presented in Table 5.11. Due to the higher
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(b)(a)
Figure 5.20: Erosion measured for Trial 9: Re = 1046 (Rep = 9.4) and St = 0.013 (Ŝt = 3.0)
(a) Surface plot and (b) centreline profile: ∆y =13.3 µm
Trial No. Time Mass Flow Pressure Drop Mass Removed Length Depth
t (min) m˙ (g/s) ∆P (bar) ∆m (mg) ∆x (µm) ∆y (µm)
9 60
28.04 29.878 0.548 n/a 13.4
28.14 31.968 0.356 n/a 13.2
10 60
26.92 34.349 0.464 n/a 27.6
27.14 34.750 0.370 n/a 21.9
11 60
26.36 38.574 0.492 n/a 29.3
26.54 38.151 0.472 n/a 28.4
12 60
26.17 39.595 0.578 n/a 37.7
n/a n/a n/a n/a n/a
Table 5.11: Summary of experimental and repeatability measurements for Trials 9-12.
viscosity and lower velocities, the Reynolds number for each trial fell well below the tran-
sition Reynolds number for pipe flow, indicating that the flow regime for these trials was
in fact laminar implying that fluid viscous forces become more relevant. In this regime, the
flow is normally characterised by smooth, constant fluid motion making it easier to achieve
relatively good reproducibility. In all cases, the low particle impact Stokes numbers indi-
cates that direct particle impact with the wall is a highly unlikely mechanism under these
conditions and that erosive wear will primarily take place due to abrasion. In addition to
this, the lower Stokes number of the flow highlights the tendency for particles to follow the
fluid streamlines with minimal differences in the relative (i.e. slip) velocity between both
phases. Not surprisingly, the consequence of a higher viscosity medium is a reduced erosion
rate which can be quantified as being approximately six times lower than for Trials 5-8 with
Morlina 5 and three times lower than Trials 1-4 with Morlina 10. The main cause of the
reduced erosion rate can be explained by the increased level of boundary lubricationmaking
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it more difficult for the particles to penetrate the lubricating film.
Aside from the lower quantities of mass removed, the erosion profiles look somewhat differ-
ent to previous trials as it appears that surface smoothing has taken place rather than actual
gouging of the material. The fact that the erosion depth was of the same order of magnitude
as the surface roughness made it particularly difficult to quantify values for the erosion
length. Although similar erosion patterns are evident, a distinguishing feature common to
Trials 9-12 is that the maximum levels of erosion seem to be concentrated very close to the
edges away from the centreline. A possible explanation for this behaviour may be that the
particles are primarily driven by the secondary flow of the continuous phase due to their
relative insignificant inertia and low slip velocity.
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Figure 5.21: Effect of fluid viscosity on erosion rate. Exposure time and particle velocities
normalised with respect to Trial 1.
5.8.2 Effect of Geometrical Intersection Angle
As stated earlier, one of themain objectives in altering the intersection anglewas to effectively
alter the particle dynamics and hence angle of impingement. By increasing the geometrical
intersection angle, the normal and tangential components of the particle velocity are in-
creased and decreased respectively allowing themechanisms of impact and abrasive wear to
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take place at different extents relative to each other. For the geometry configurations studied,
it was found that the bulk mass flow rate decreases as intersection angle increases for similar
pressure drop levels, reinforcing the fact that the bend contributes to an additional pressure
loss component. This can be seen particularly in the case of those trials all conducted at
similar pressure differences, yet having considerable variations in mass flow24. Hence, in
order to isolate the effect of the intersection angle, the average velocities and exposure times
for each trial were normalised with respect to Trial 1. In doing so, it was assumed that
the quantity of erosion (taken in this case as the erosion depth, not the erosion mass) was
proportional to the second power of velocity as suggested by Finnie [52] and others [108].
y = 3.465x - 94.691
R2 = 0.9795
y = 4.9245x - 65.723
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Figure 5.22: Effect of geometrical intersection angle on erosion rate. Exposure time and
particle velocities normalised with respect to Trial 1.
As shown in Figure 5.22 above, the results indicate that the erosion depth is strongly depen-
dent upon the intersection angle. In fact, when normalised with respect to velocity, a direct
linear proportionality exists between the intersection angle and erosion rate. This not only
reiterates that erosion rate is indeed proportional to the velocity squared, but is physically
consistent with the fact that as the intersection angle increases, so too does the relative (slip)
velocity between the fluid and particle causing the particles to experience a higher momen-
tum normal to the wall and allowing them to deviate from the fluid streamlines. This effect
is similar to an increase in particle size or a decrease in fluid viscosity resulting in a higher
24An increase in 1 g/s contributes to an average velocity increase of approximately 2.3 m/s.
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impact and shear velocity accompanied by a higher collision frequency as the particles are
able to penetrate the lubricating film more easily. In fact, it can be seen that the effect of
the geometrical intersection angle becomes more pronounced as the viscosity of the fluid
decreases (or as the effect of the lubricating film decreases) as indicated by the increasing
gradient of the regression line.
5.8.3 Effect of Particle Concentration
Different levels of particle concentration are often required for the hydroerosion of diesel
injectors to alter the erosion rate and control exposure time. This is of utmost importance
to ensure that stringent specimen cycle times are met during the manufacturing process.
Although it has been generally accepted that increasing the level of particle concentration
leads to an increase in the erosion rate, the quantitative relationship and underlying physical
principles behind this effect are not yet well understood. In order for the erosion rates with
different particle concentrations to be comparable, it was necessary to normalise the erosion
mass with respect to total exposure time and particle velocities obtained from Trial 1.
In an attempt to identify the effect of particulate concentration on the erosion rate, the mass
loading of the particles at the inlet was increased from 1% as used in previous trials to
2%. This still ensured a relatively dilute particulate suspension having a volume fraction of
only 0.7%. Thus, it was assumed that this slight increase in particle concentration would
not significantly alter the particle dynamics. Moreover the assumption of insignificant
inter-particle interaction was still valid. Trials 1-4 were re-run as Trials 13-15 under similar
operating conditions with a moderate viscosity oil (Morlina 10) and a mean particle size of
4.5 µm but with a higher particulate mass loading. The erosion profile for Trial 13 is shown
in Figure 5.23. Similar results for the remaining trials are contained in Appendix A8.
A summary of the key results for Trials 13-16 are presented in Table 5.12. Trials 13-15
displayed similar levels of turbulence and particle impact Stokes (and Reynolds) numbers
didnotdiffer greatly from their respective trials conductedwith a lower concentration. This is
however expected since the particle Stokes number is independent of particle concentration.
As a result, the total erosion mass did not differ greatly with an increased concentration
and only very subtle differences between the measured surface contours for low and high
levels of concentration could be identified. Perhaps this suggests that a correlation between
erosion mass and impact particle Stokes number exists (see section 5.8.6). In fact, in the
case of Trial 13, the total erosion mass was reduced with a higher concentration and ties in
well with Clark’s original hypothesis [25] that an increase in particle concentration actually
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(b)(a)
Figure 5.23: Erosion measured for Trial 13: Re = 3852 (Rep = 34.7) and St = 0.050 (Ŝt = 11.0)
(a) Surface plot and (b) centreline profile: ∆x =833 µm and ∆y =89.9 µm
Trial No. Time Mass Flow Pressure Drop Mass Removed Length Depth
t (min) m˙ (g/s) ∆P (bar) ∆m (mg) ∆x (µm) ∆y (µm)
13 60
34.35 33.846 1.248 854 90.6
33.52 31.726 1.198 812 89.1
14 60
29.17 30.739 1.308 900 118.0
29.66 30.272 1.388 910 121.3
15 60
29.11 33.613 2.506 1096 183.6
28.86 34.543 1.900 986 144.2
16 n/a
n/a n/a n/a n/a n/a
n/a n/a n/a n/a n/a
Table 5.12: Summary of experimental and repeatability measurements for Trials 13-16
reduces the efficiency of particle-wall contact since the effective area of the wall exposed to
particles is reduced.
Repeatable measurements could not be obtained for Trial 16 and is perhaps an indication
that at these higher intersection angles, combinedwith the higher particle loading, a different
flow phenomena arises. This effect was also reflected in the poor reproducibility of Trial 15.
Nevertheless, the remaining trials showed excellent reproducibility allowing the quantitative
effect of particle concentration to be investigated by comparing themaximum erosion depths
(and lengths) and noting a slight but steady increase with increasing particle concentration.
Although not substantial, nor linearly proportional to particle concentration, the level of
increase was quantified as φmp , where φp denotes the global particle concentration and m is
the concentration index or exponent. A value of m = 0.7 was found to best describe the
effect of particle concentration and is identical to the value obtained by Clark [25] which
revealed a similar trend, namely, an increasing deviation from a linear relationship with
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increasing concentration. Since the erosion profiles and relative local wear intensities for
both concentration levels were similar, it can be deduced that whilst distinct differences in
the erosion depths and lengths can be seen, the erosion profile is globally sensitive to changes
in the global particle concentration.
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Figure 5.24: Effect of particle concentration on erosion rate. Exposure time and particle
velocities normalised with respect to Trial 1.
5.8.4 Effect of Particle Size
The dependence of erosion rate on particle size has been studied by several researchers and
is covered quite extensively in the literature (see Chapter 4). The body of knowledge thus
far indicates that there is a general increase in erosive wear with increasing particle size,
however quantitative dependence still remains somewhat unclear. Some authors [62, 54]
have claimed a maximum particle size above which the particle size effect vanishes and
others have quoted a minimum threshold below which no apparent erosive wear can be
detected [24]. In some cases, the effect of particle size has proved to be rather complex and
some researchers have not been able to draw any solid conclusions.
In order to uncover the effect of particle size on erosion and to ensure that a noticeable
difference in the erosion quantity would be obtained, the mean particle size was increased
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by almost a factor of 10 from 4.5 µm to 44.5 µm whilst maintaining similar conditions to
those in Trials 1-4. This meant that the average Stokes number was increased by a factor
of almost 100 from 0.05 to 4.82 due to the quadratic dependence of the Stokes number on
particle size. As mentioned earlier, the higher Stokes number characterises this flow regime
as being dominated by inertial forces as the particles are more likely to deviate from the fluid
streamlines and collide with the wall. The erosion profile for Trial 17 is shown in Figure 5.8.4
and similar results for Trials 18-20 are contained in Appendix A9.
(b)(a)
Figure 5.25: Erosion measured for Trial 17: Re = 3828 (Rep = 340.7) and St = 4.82 (Ŝt = 108.3)
(a) Surface plot and (b) centreline profile: ∆x =1192 µm and ∆y =230.8 µm
Trial No. Time Mass Flow Pressure Drop Mass Removed Length Depth
t (min) m˙ (g/s) ∆P (bar) ∆m (mg) ∆x (µm) ∆y (µm)
17 15
33.76 29.920 3.042 1192 230.8
33.69 29.072 2.918 1592 249.6
18 15
29.22 28.722 2.366 1120 153.6
29.51 27.831 2.480 988 172.6
19 15
28.49 29.776 4.726 1250 370.0
n/a n/a n/a n/a n/a
20 15
23.88 27.205 2.974 1128 287.7
24.32 28.492 3.030 772 230.4
Table 5.13: Summary of experimental and repeatability measurements for Trials 17-20.
A summary of the key results for Trials 17-20 are presented in Table 5.13. The percentage
error between repeated trials is comparable with that of Trials 1-4. Although the Reynolds
number of theflowdidnot change considerablywith respect toTrials 1-4, additional (particle-
induced) turbulence due to the presence of wakes behind the larger particles may have
increased the overall turbulence in the continuous phase. In comparison with Trials 1-4, the
larger particle size meant that the physical number of particles in the systemwas reduced by
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a factor of (44.5/4.5)3 ≈ 1000 assuming a constant mass loading of 1%. Despite the reduced
number of particles, it is immediately apparent that the level of wear has increasedmarkedly
with respect to previous trials. The erosion profiles and surface plots clearly demonstrate
that greater erosion depths and lengths have been achieved with a larger particle size. This
is reflected also by the greater quantities of mass removed and indicates that particle size
also plays a significant role in the hydroerosion process.
For this reason, the exposure time for Trials 17-20 was reduced to only 15 minutes in order
to avoid uncontrollable and excessive levels of wear. After normalising the erosion quantity
with respect to exposure time, the erosion rate correlated exceptionally well quantitatively
as being approximately ten times that of Trials 1-4. This corresponds precisely to the ratio
of the mean particle sizes and verifies that within the range of particle sizes investigated, a
linear correlation with erosion rate does indeed exist. Finally, it must be emphasised that
although the particles are in reality polydispersed and possess a given size distribution, the
fact that a correlation does exist between the mean particle sizes justifies the assumption of
monodisperse or constant size particles for the present study.
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Figure 5.26: Effect of particle size on erosion rate. Exposure time and particle velocities
normalised with respect to Trial 1.
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5.8.5 Effect of Particle Velocity and Exposure Time on Erosive Wear
For the above analysis, it was necessary to normalise the erosion quantities with respect
to particle velocity so that variations in the bulk mass flow rate between trials could be
eliminated. In doing so, it was assumed that the erosion rate varied with the second power
of velocity according to Finnie [52], so that E ∝ U2p or more generally
E = CUnp (5.7)
where C is a constant and n is the velocity exponent. In order to verify that this relationship
is valid, Trials 3 and 4 were repeated under the same nominal operating conditions but with
a slightly higher mass flow rate. A summary of the key results are presented below in Table
5.14.
Trial No. Time Mass Flow Pressure Drop Mass Removed Length Depth
t (min) m˙ (g/s) ∆P (bar) ∆m (mg) ∆x (µm) ∆y (µm)
3 30
25.61 30.468 0.544 567 40.7
29.02 34.117 1.244 1536 273.7
4 30
23.93 31.517 0.669 619 54.3
26.45 37.889 1.598 804 117.8
Table 5.14: Summary of experimental results for selected trials conducted at higher velocities.
The average mass flow rate was increased by 13.3% from 25.61 to 29.02 g/s for Trial 3
resulting in an additional 0.700 mg or 129% of material mass removed. Therefore, in this
particular case equation (5.7) holds true for a velocity exponent of loge (129) /loge (13.3) =
1.88. Similarly, the average mass flow rate was increased by 10.5% from 23.93 to 26.45 g/s for
Trial 4 which resulted in an extra 0.929 mg or 139% of extra material mass removed. This in
turn corresponds to a velocity exponent of loge (139) /loge (10.5) = 2.10. These results yield
an average value of n = 1.99 and verifies that the dependence of erosion on the second power
of velocity is in fact a reasonable assumption.
In a similar manner, the erosion quantities were normalised with respect to exposure time
purely for comparative purposes since it was not possible to maintain a constant time for all
trials whilst achieving the desired levels of erosive wear25. Usually, an accurate prediction
of the final quantity and location of wear will be dictated by an accurate prediction of the
intermediate geometry change. In the case of hydroerosive wear of diesel injector nozzles,
it is well known that the rate of wear varies during the entire rounding time with highest
25The minimum quantity of erosive wear must be detectable andmeasurable whilst maximum levels must not
exceed the smallest characteristic dimension of the geometry, i.e. 500 µm.
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rates being achieved in the initial phase of edge rounding and gradually decreasing to the
lowest erosion rates in the final stages of surface smoothing. Hence, it is not only important
to accurately predict the final quantity and location of erosion, but its instantaneous rate also
needs to be determined. To accomplish this, four selected trials were re-run twice under the
same conditions for different exposure times. The results are presented in Table 5.15.
Trial No. Time Mass Flow Pressure Drop Mass Removed Erosion Rate
t (min) m˙ (g/s) ∆P (bar) ∆m (mg) W˙ (mg/min)
2
30 28.65 30.815 0.671 0.022
60 28.00 30.902 1.042 0.012
3
30 29.02 34.117 1.244 0.041
60 29.24 35.426 2.088 0.028
17
15 33.73 29.496 2.980 0.199
20 33.43 29.429 3.844 0.173
18
15 29.37 28.277 2.423 0.162
20 29.53 27.739 3.142 0.144
Table 5.15: Summary of experimental results for selected trials conducted at different expo-
sure times
In the case of Trial 2, it can be seen that the erosion rate is in fact non-linear as it decreases by
45% from 0.022 mg/min (in the first 30 minutes) to 0.012 mg/min (in the latter 30 minutes). A
similar trend can be observed in the case of Trial 3 with a 32% decrease in erosion rate from
0.041 mg/min to 0.028 mg/min in the early and latter stages of the total elapsed time. In both
cases this decrease in erosion rate arises due to the transient dynamic changes in geometry
and flow conditions resulting in lower particle velocities and shallower impingement angles.
This highlights once again that accurate estimations of material mass removal cannot be
carried out assuming steady-state conditions. Ideally, more than two points for the time
integration would be required to derive an accurate time dependent curve for the rate of
wear, however these trends show that the instantaneous rate would be expected to decrease
with increasing exposure time so that
lim
t→∞
∂W
∂t
= 0 (5.8)
As mentioned before, the exposure times for Trials 17 and 18 had to be reduced due to the
significantly higher erosion rates arising from the larger particles. Unlike Trials 2 and 3,
these trials exhibited almost linear trends in erosion rate most likely due to the severity of
erosive wear combined with the reduced exposure times. After only 15 minutes the average
erosion rates of Trials 17 and 18 were 0.199 mg/min and 0.162 mg/min, respectively. After
an additional 5 minutes exposure time, the erosion rates were only slightly reduced by 13%
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to 0.173mg/min for Trial 17 and by 11% to 0.144 mg/min for Trial 18. These results were
factored into the normalisation of exposure time in order to be able to compare these trials
with those having a total exposure time of 60 minutes.
5.8.6 Particle Impact Stokes (Reynolds) Number Dependency of
Erosive Wear
The Stokes number based on the characteristic velocity, critical cross-sectional dimensions
and mean particle size was calculated for all trials and found to lie within the range of
0.01-0.1 for the highest and lowest fluid viscosities, respectively. Since these values were less
than 0.25, it was safe to assume that the effect of particle-wall interactions on the particle
flowwas essentially negligible, as the particles are more tightly coupled to the fluid through
viscous drag. In the case of the highly viscous fluids, this coupling effect becomes even
greater and the particles possess significantly lower slip velocities and are be expected to
respond almost immediately to the fluid. On the other hand, in the case of larger particles
with Stokes numbers in excess of 4.0, the erosion patterns and higher erosion rates clearly
demonstrate that the particulate flow is highly driven by inertial forces, and in the case of
confined wall-bounded flows, are dominated by particle-wall interactions.
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Figure 5.27: Effect of particle impact Stokes (Reynolds) number on erosion rate. Exposure
time normalised with respect to Trial 1.
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As mentioned in Chapter 2, a more convenient representation, particularly in the case of
viscous flows is the particle impact Stokes (Reynolds) number as it gives a relative measure
of the particle’s ability to penetrate the lubricating film and cause impact damage. Although
the flow conditions in Trials 5-8 and 17-20 resulted in the highest impact Stokes numbers,
SEM images still revealed highly smoothed and polished surface structures rather than the
ploughing and crater formation typical of impact erosion. This suggests that the molecular
viscous forces of the fluid in the sublayer were still high enough to reduce the particle’s
approach speed and shield the wall from any significant impulse or momentum transfer.
Rather, they are more likely to become entrained within the boundary layer and are dragged
across the surface resulting in abrasive wear as the mainmechanism of material removal. As
shown in Figure 5.27, the dimensionless particle impact Stokes (Reynolds) number correlates
exceptionally well with the quantity of mass removed for each geometry configuration.
Moreover, it can clearly be observed that the standard deviation between measurements
within each set of trials increases with the particle impact Stokes number and is most likely a
result of the increased relevance of particle dynamics either due to lower fluid viscosity (i.e.
higher turbulence levels) or higherparticle size (i.e. higher inertial effects). This phenomenon
has been observed in recent hydroerosion studies of diesel injector nozzles which revealed
that smaller particles and/or a higher fluid viscosity result in a lower standard deviation
between mass flow rate measurements.
5.9 Summary
This chapter focusses on the experimental methods which were adopted to assess the be-
haviour of four fundamentally different geometric configurations subject to erosive wear.
The process of erosive wear is highly complex and could only be understood by isolating the
most influential system parameters, such as fluid viscosity, particle velocity, size and con-
centration. These parameters were not only isolated, but also varied in order to understand
and reveal their relative importance on erosive wear. The experimental procedure consisted
of a closed-circuit erosion device responsible for delivering a slurry mixture to the erosion
specimen at specified flow rates under carefully controlled conditions. Differentmethods for
inspection and quantification of erosive wear were explored and selected based on a number
of factors such as ease-of-use, accuracy and feasibility.
Surface inspection methods are a critical component of the experimental analysis and play
a major role in characterising the extent of material removal. In the present analysis, state-
of-the-art inspection methods were used to monitor reproducibility of results and assess
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erosive wear on both a qualitative and quantitative scale. Furthermore, it was emphasised
that erosivewearmust bemeasured by changes in surface profile, since estimates ofmass loss
alone provide no information on the amount of local wear. Usually, an accurate prediction
of the final quantity and location of wear will be dictated by an accurate prediction of
the transitional geometry change. Therefore, intermediate measurements were necessary in
order to determine the rate ofmaterial removal and dependence of exposure time. Within the
range of parameter variations explored, experimental results demonstrated that a decrease
in fluid viscosity and increase in particle size and intersection angle all give rise to increased
quantities of material removal with a clear linear proportionality. The effect of free stream
velocity and particle concentration on the total erosionwas also studiedwhere it was verified
that erosive wear increases linearly with the second power of velocity and that a global mass
concentration index of 0.7 best describes the effect of particle loading. These findings not
only form a solid basis for numerical validation, but also assist in calibrating and ‘fine-tuning’
those empirical constants which cannot be physically modelled but are still required for the
development of an accurate numerical model.
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6.1 General Comments
Analytical solutions to the Navier Stokes equations exist for only the simplest of flows under
ideal conditions. To obtain solutions for real flows, a numerical approach must be adopted
whereby the equations are replaced by algebraic approximations whichmay be solved using
a numericalmethod. The current chapter focuses on the numericalmodelling and integration
of an erosion model in the commercial CFD code ANSYS-CFX R©. As already mentioned in
Chapter 4, the Euler-Euler model was chosen for the current investigation. The simulation
of the erosion process consists of three main mechanisms, namely,
1. The particle dynamics and interaction with the surrounding fluid (particle-fluid inter-
action)
2. The interaction of the particle with the wall and the subsequent wear (particle-wall
interaction)
3. The change in geometry during the calculation
At this stage, it should be made clear that the context of this work was focused on the
particle-wall interaction. Alongwith the implementation of the proposed erosionmodel, the
CFD code was used to calculate the particle-fluid interaction and to determine the change in
geometry via an integrated ‘mesh morphing’ feature.
6.1.1 Assumptions and Limitations
As stated earlier, the implemented erosion model was intended as a tool for predicting the
wear in, for example, diesel injection nozzles and similar hydraulic components. As with
all other available erosion models, the application of the proposed model is limited. In
fact, there is no universal erosion model available today that can predict wear for different
applications. In order for the model to be used properly, its assumptions and limitations
must be known. These are as follows:
139
6 Numerical Simulation
• The global particle concentration is low enough to assume negligible particle-particle
interactions. In the case of high local concentrations, solid collisions are taken into
account by introducing additional solids pressure and solids stress terms into the solid
phase momentum equations.
• The flow consists primarily of two phases, namely, the carrier (fluid) and dispersed
(particulate) phases. Appropriate measures were taken in the experimental analysis to
ensure that cavitation was suppressed.
• The temperature and viscosity of the continuous phase are constant. Heating due to
turbulent energy dissipation is assumed negligible.
• The viscous forces of the fluid are large enough and relaxation times are small enough
to prevent any significant rotation of the particles.
• The mean flow is steady, incompressible and isothermal; the turbulent flow is homo-
geneous and normal stresses are isotropic.
• The effect of gravity on the particle motion is small compared with the drag of the
carrier fluid flow so that the particles in the bulk phase follow the fluid streamlines1.
Near the wall surface, particles deviate from the fluid streamlines and impact on the
wall surface.
• Molecular and surface forces, e.g. van der Waals, during the particle-wall interac-
tion are neglected2. For these particles, Brownian motion and gravitational settling
is negligible compared with turbulence induced motion. Non-drag forces such as
pressure gradient force, Magnus (lift) forces due to rotation and Basset forces are not
considered. These forces are expected to have a second-order effect compared with the
primary effect of aerodynamic drag.
• The form of the particles are assumed spherical and do not change in their interaction
with the wall surface. The particles maintain their integrity and do not deteriorate
(i.e. the consequent loss of abrasiveness is considered negligible in this study since the
particle to target material hardness ratio exceeds unity).
• Effects of wall roughness on the particle impingement angle and particle-wall impact
are assumed to be existent only in the initial stages and are therefore neglected.
• The deformation of the wall is small in comparison with the characteristic dimensions
of the domain.
1Since the Froude number, Fr given by, Fr = (τ2p)g/L, is significantly less than unity.
2This assumption is reasonable for particles of diameter, dp ≥ 1µm.
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6.2 Model Setup
The entire analysis from geometry creation to post-processing was conducted using the
ANSYS R© WorkbenchTM interface. The Workbench environment consists of an integrated
and closely coupled set of ANSYS modules which operate under a common user interface,
providing a file structure and logical workflow during the problem setup. The Workbench
environment uses a unique plug-in architecture in order to maintain associativity with the
CAD model, allowing design changes to be made without having to reapply any of the
meshing parameters and/or boundary conditions. In addition to this, parametric modelling
enables the user to define key parameters, which when altered, will update the entire geom-
etry allowing many design iterations to be accomplished with minimal effort.
Geometry
DesignModelerTM
Meshing
ANSYS ICEM CFDTM
Pre-Processing
CFX-PreTM
Solution
CFX-SolverTM
Post-Processing
CFX-PostTM
ANSYS WorkbenchTM
ANSYS CFX®
Figure 6.1: ANSYS R©WorkbenchTM environment. Workflow adopted for numerical analysis
6.2.1 Geometry Creation
The creation of the various geometry configurations for this analysis was performed with
ANSYS DesignModelerTM. DesignModeler is a fully parametric CAD tool that provides
modelling functions unique for simulation that include detailed geometry creation, CAD
geometry modification simplification and concept model creation tools. The fluid domain
was modelled by creating a closed sketch in 2D and extruding it to create a 3D solid model
of thickness, t = 1 mm. The elbow angle, β was set as a variable parameter allowing the
remaining configurations to be easily derived from the previous upon updating. Since it has
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been reported that the geometry upstream of the wear location can significantly alter results,
a fixed radius blend was inserted on the upper and lower edges of the bend to simulate
the real geometrical form. Average dimensions for R1 and R2 were taken from a sample
of measured geometries using a standard laboratory microscope. An example of the fluid
domain for the configuration with β = 45◦ is shown below in Figure 6.2. Table 6.1 lists the
main parameters specific to each configuration.
A-
A
A-A
Outlet
Inlet
SymWall
Figure 6.2: Parametric model of the fluid domain and main parameters defined in ANSYS R©
DesignModelerTM
β l1 l2 R1 R2 t h
Degrees (mm) (mm) (mm) (mm) (mm) (mm)
45 16.6 23.2 60 250 1.0 0.50
60 16.6 25.8 60 250 1.0 0.50
75 18.7 27.4 50 230 1.0 0.50
90 18.7 32.3 50 230 1.0 0.50
Table 6.1: Relevant geometrical dimensions of geometry configurations
6.2.2 Mesh Generation
Mesh generation was performed using ICEMTM, an acronym for Integrated Computational
Engineering and Manufacturing. This program was chosen due to its flexibility, integration
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within the Workbench environment and high level of control over the resulting mesh. The
ANSYS ICEM CFDTM component contains a number of built in modules including Hexa,
Tetra, Prism, Quad, Global and Cartesian meshers all incorporating sophisticated mesh
diagnostic and mesh smoothing tools. For the current analysis, the Hexa module was
chosen as this allowed a fully structured hexahedral mesh to be created, resulting in the
highest quality and efficiency as far as the numerical analysis was concerned.
The ANSYS ICEM CFDTM hexahedral mesh generator is based on a global block topology
and provides both a top-down and bottom-up approach to grid generation. Moreover, it is a
semi-automated meshing module and allows rapid generation of multi-block structured or
unstructured hexahedral volume and quad surface meshes. The block topology model is
interactively adjusted to, but independent of, the underlying CAD geometry. By employing
a projection based algorithm, mesh entities and vertices are automatically projected onto
the nearest corresponding CAD entity. Despite this, it is possible to manually specify the
projection of points, edges and surfaces for a greater degree of control.
The mesh created for the present analysis consisted of approximately 275,000 elements
(300,000 nodes) for a symmetrical model with 50 elements wide and 25 elements deep.
For mesh sizes of this magnitude, calculation times typically range between 15-20 hours
(depending upon geometry configuration and transient nature of the problem) when solved
on a single AMD Duron 1.2 GHz processor running Windows XP 32-bit operating system
with 1GB RAM. Significant reductions in computational times can be achieved via parallel
runs3 conducted on amulti-processormachine or adistributednetwork ofmachineswhereby
the problem is split into equal portions and calculated simultaneously on each processor.
The ‘near-wall’ cell height was restricted to 1 µmwith a linear expansion factor of 1.2 towards
the centre. This ensured a y+ value of less than unity, meaning that more than 10 nodes
are placed within the boundary layer. Since the SST turbulence model was employed, this
resulted in full integration of the transport equations to the wall without having to resort to
wall functions. This level of ‘near-wall’mesh refinement ensured that the boundary layer and
flow variable gradients were being accurately modelled, which is of the utmost importance
for erosion calculations.
6.2.3 Boundary Conditions and Phase Properties
In all cases, since the maximum error of the mass flow readings was several orders of
magnitude lower than that of the inlet and outlet pressure readings, the arithmetic average
3The erosion model implemented in the present study does support parallel mode.
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of the experimental mass flow values was used as an inlet boundary condition and a static
pressure with zero gradient scalar variables was used for the outlet. Common hydraulic
oil properties were used with a density reflecting standard laboratory conditions. The
fluid viscosity was adjusted to account for the particle concentration via the Eilers-Chong
relationship given by [96]
µ
(
φp
)
= µ f
1 + 1.25φp1 − φpφcr
 (6.1)
whereφcr is the critical volume fraction andwas taken to be equal to 0.64, the volume fraction
at which maximum random packing occurs [86]. This equation is valid for both dilute and
dense flows. Since the particle model requires a viscosity for the dispersed phase, this was
set to a very small (insignificant) value as the diffusion term in the particle phasemomentum
equation is negligible and the physics was dominated by inter-phase drag and turbulence
effects. Since the flow was introduced via two opposing inlets, symmetrical conditions
were assumed and only half of the fluid domain was considered in the simulations. Initial
simulations with and without the 90 degree connection of the inlet adaptor indicated no
substantial difference to justify its inclusion in the modelled flow domain, and was therefore
omitted.
The particles were defined to have a constant density and diameter and were assumed to
be uniformly distributed at the inlet and the flowfield was initialised to zero with a global
value set for their concentration throughout the domain. A standard ‘no-slip’wall boundary
condition was assumed for the continuous phase as this allowed the boundary layer effect of
the fluid on the particles to be taken into consideration. For the particulate phase, a ‘free slip’
wall condition was used and was necessary, not only to avoid particles accumulating at the
wall, but to be consistent with the abrasion model which assumes a hydraulically smooth
surface and requires particles to slide along the wall at a given velocity. Since wall frictional
effects will inevitably cause some degree of particle retardation, this was accounted for by
assuming a negligible slip-velocity between the phases very close to thewall (i.e. U f−Up = 0)
and relating the fluid wall shear stress to the particle velocity via the expression
τw = µ
∂Up
∂η
∣∣∣∣∣∣
η=0
(6.2)
The accuracy of this assumption can be assessed based on the fulfilment of two fundamental
requirements. Firstly, the Stokes number must be sufficiently small, in which case strong
coupling exists between the fluid and particle, and secondly, the particle sizemust not exceed
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the boundary layer thickness (i.e. dp < δt). Since both of these conditions are met in the
present study, the above expression holds true and is physically valid within the boundary
layer region. The fluid shear stress is merely used as a means for estimating the particle
velocity very close to the wall. In fact, the particle velocity arising form the Eulerianmodel is
modified according to equation (6.2) to take into account the size of the particle upon impact
(i.e. it cannot be assumed that the particle always lies in the wall adjacent cell which is most
certainly the case for larger particles and/or very fine ‘near-wall’mesh element sizes.
6.3 Numerical Procedure
The CFD code used for the purpose of analysis was ANSYS-CFX R©. This particular software
was chosen due to its overall strength in two-phase flow modelling combined with the
robustness of the coupled solver (see section 6.3.1.1). The ANSYS-CFX solver is an element-
based finite-volume method for solving the Navier-Stokes transport equations. Several
turbulence models are available, including RANS-based methods such as the SST model,
transition turbulence models, as well as unsteady/large-eddy based methods. A wide range
of physics models are available, for example multiphase flows, complex fluids, mixture
models, turbo-machinery-specificmodels, combustion, reaction, radiation etc. The equations
are discretisedusing afinite volumemethod,which is conservative and time-implicit [80, 138,
152]. The computational mesh can consist of different element types such as hexahedrons,
prisms, wedges, and tetrahedrons. Due to the fundamental geometries used for analysis in
the present study, the mesh consisted of purely of hexahedral elements.
A control volume is constructed around each nodal point of the mesh and the fluxes are
computed at integration points located at the subfaces between two control volumes as shown
in Figure 6.3. Each hexahedral control volume is split into 8 equal sectors containing a total
of 24 integration points with 4 on each subface. The discrete equations are solved using a
bounded high resolution advection scheme similar to that of Barth and Jesperson [7]. The
mass flow is evaluated using a pressure-velocity coupling similar to that of the Rhie and
Chow [139] algorithm making it superior in terms of computational speed.
6.3.1 General Solution Strategy
The discrete system of equations are solved via a coupled algebraic multi-grid method (see
section 6.3.1.4). The numerical effort of this method scales linearly with the number of grid
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Figure 6.3: Integration points on octant faces coincident with s = 0.5 [80]
nodes in the computational domain. Steady state applications are computed via a pseudo
time step iteration until a user-defined convergence level is reached. In this case, there is only
one linearisation (outer-loop) coefficient iteration per timestep. For a transient simulation,
an iterative procedure updates the non-linear (inner-loop) coefficients within each time step
whilst the outer-loop advances the solution in time. The Reynolds stresses in themomentum
equations are computed consistently with the selected turbulence model.
The flow chart shown in Figure 6.4 illustrates the general solution procedure. The solution
of each set of equations shown in the flow chart consists of two numerically intensive
operations. For each timestep:
1. The non-linear equations are linearised (coefficient iteration) and assembled into the
solution matrix.
2. The linear equations are solved using an Algebraic Multigrid method.
6.3.1.1 The Coupled Solver
Segregated solvers employ a solution strategy where the momentum equations are first
solved, using a guessed pressure, and an equation for a pressure correction is obtained. The
‘guess-and-correct’ nature of the linear system means that a large number of iterations are
typically required, in addition to the need for judiciously selecting relaxation parameters for
the variables.
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Initialise Solution Fields
Solve Mesh Displacement (Transient Only)
Solve Wallscale
Solve Hydrodynamic System
Outer Loop Timestep
Solve Volume Fractions
Solve Turbulence
Transient
Convergence 
Criteria/Max 
Iteration Satisfied
Coefficient Loop 
Criteria Satisfied
Maximum 
Time Reached
Inner Loop Iteration
Yes
Yes
Yes
Yes
No
No
No
No
Real
Timestep
Pseudo
Timestep
START
STOP
Figure 6.4: Flow-chart illustrating the general solution procedure adopted by the ANSYS-
CFX R© solver.
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ANSYS-CFX R© uses a coupled solver, which solves the hydrodynamic equations (i.e. pres-
sure and velocity) as a single system. This solution approach uses a fully implicit discretisa-
tion of the equations at any given time step. For steady state problems, the pseudo time-step
behaves like an ‘acceleration parameter’, to guide the approximate solutions in a physically
based manner to a steady-state solution. This reduces the number of iterations required
for convergence to a steady state, or to calculate the solution for each time step in a time
dependent analysis.
6.3.1.2 The Coupled System of Equations
The linear set of equations that arise by applying the Finite Volume Method (FVM) to all
elements in the domain are discrete conservation equations. The system of equations can be
written in the form ∑
nbi
anbi φ
nb
i = bi (6.3)
where φ is the solution of the transport variable, b the right hand side, a the coefficients of
the equation, i is the identifying number of the finite volume or node in question and nb
denotes the ‘neighbour’, but also includes the central coefficient multiplying the solution at
the i-th location. The node may have any number of such neighbours, so that the method
is equally applicable to both structured and unstructured meshes. The set of these, for all
finite volumes constitutes the whole linear equation system. For a scalar equation, anbi , φ
nb
i
and bi are each single numbers. For the coupled, 3D mass-momentum equation set, they are
a 4×4 matrix or a 4×1 vector, which can be expressed as
anbi =

a11 a12 a13 a14
a21 a22 a23 a24
a31 a32 a33 a34
a41 a42 a43 a44

nb
i
, φnbi =

U1
U2
U3
P

nb
i
, bi =

b1
b2
b3
b4

i
(6.4)
It is at the equation level that the coupling in question is retained and at no point are
any of the rows of the matrix treated any differently (e.g. different solution algorithms for
momentum and mass). The advantages of such a coupled treatment over a non-coupled
or segregated approach include increased robustness, efficiency, generality and simplicity.
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These advantages all combine to make the coupled solver an extremely powerful feature of
any CFD code. The principal drawback is the higher storage needed for all the coefficients.
6.3.1.3 Linear Equation Solution
ANSYS-CFX uses an accelerated Incomplete Lower Upper (ILU) factorisation technique for
solving the discrete system of linearised equations. It is an iterative solver whereby the
exact solution of the equations is approached during the course of several iterations. The
linearised system of discrete equations described above can be written in the general matrix
form
[A]
[
φ
]
= [b] (6.5)
where [A] is the coefficient matrix,
[
φ
]
the solution vector and [b] the right hand side. The
above equation can be solved iteratively by starting with an approximate solution, φn, that
is to be improved by a correction, φ′ to yield a better solution, φn+1 so that
φn+1 = φn + φ′ (6.6)
where φ′ is a solution of
Aφ′ = rn (6.7)
where rn is the residual (imbalance in the linearised system of discrete equation) obtained
from
rn = b − Aφn (6.8)
Repeated application of this algorithmwill yield a solution of the desired accuracy. On their
own, iterative solvers such as the ILU tend to rapidly decrease in performance as the number
of computational mesh elements increases. Performance also tends to rapidly decrease if
there are large element aspect ratios present. The performance of the solver can be greatly
improved by employing a technique called ‘multigrid’.
6.3.1.4 Algebraic Multigrid Method
The convergence behaviour of many matrix inversion techniques can be greatly enhanced
by the use of a technique called ‘multigrid’. The multigrid method [138] involves carrying
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out early iterations on a fine mesh and later iterations on progressively coarser virtual ones.
The results are then transferred back from the coarsest mesh to the original fine mesh.
From a numerical standpoint, the multigrid approach offers a significant advantage. For a
given mesh size, iterative solvers are only efficient at reducing errors which have a wave-
length of the order of the mesh spacing. So, while shorter wavelength errors disappear
quite quickly, errors with longer wavelengths, of the order of the domain size, can take an
extremely long time to disappear. The Multigrid Method bypasses this problem by using
a series of coarse meshes such that longer wavelength errors appear as shorter wavelength
errors relative to the mesh spacing. To prevent the need to mesh the geometry using a series
of different mesh spacings, ANSYS-CFX R© uses Algebraic Multigrid.
Algebraic Multigrid forms a system of discrete equations for a coarse mesh by summing the
finemesh equations. This results in virtual coarsening of themesh spacing during the course
of the iterations, and then re-refining themesh to obtain an accurate solution. This technique
significantly improves the convergence rates. Algebraic Multigrid is less expensive than
other multigrid methods since discretisation of the non-linear equations is only performed
once for the finest mesh.
ANSYS-CFX R© uses a particular implementation of Algebraic Multigrid called Additive
Correction [78]. This approach is ideally suited to the ANSYS-CFX R© solver implementation,
as it takes advantage of the fact that the discrete equations are representative of the balance
of conserved quantities over a finite volume. The coarse mesh equations can be created
by merging the original finite volumes to create larger ones as shown below. The diagram
shows the merged coarse finite volume meshes to be regular, but in general their shape
becomes very irregular. The coarse mesh equations thus impose conservation requirements
over a larger volume and in so doing reduce the error components at longer wavelengths.
Original mesh First coarse mesh (virtual) Next coarse mesh (virtual)
Figure 6.5: Algebraic multigrid method adopted by the ANSYS-CFX R© solver
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6.3.2 Discretisation of the Governing Equations
This approach involves discretising the spatial domain into finite control volumes using
a mesh. The governing equations are integrated over each control volume, such that the
relevant quantity (mass, momentum, energy, etc.) is conserved in a discrete manner for
each control volume. Figure 6.6 shows a typical mesh with unit depth (so that it is two-
dimensional), on which one surface of the finite volume is represented by the shaded area.
Element face centroid
Element
Node
Finite volume surface
Integration pointSector
Figure 6.6: Finite volume surface used for numerical discretisation
It is clear that each node is surrounded by a set of surfaces which comprise the finite volume.
All the solution variables and fluid properties are stored at the element nodes. Consider
the averaged form of the conservation equations for mass, momentum and a passive scalar,
expressed in Cartesian coordinates
∂ρ
∂t
+
∂
∂x j
(
ρU j
)
= 0 (6.9)
∂
∂t
(
ρUi
)
+
∂
∂x j
(
ρU jUi
)
=
∂P
∂xi
+
∂
∂x j
(
µeff
(
∂Ui
∂x j
+
∂U j
∂xi
))
(6.10)
∂
∂t
(
ρφ
)
+
∂
∂x j
(
ρU jφ
)
=
∂
∂x j
(
Γν
(
∂φ
∂x j
))
+ Sφ (6.11)
These equations are integrated over a control volume, and Gauss’ divergence theorem is
applied to convert some volume integrals to surface integrals. For control volumes that do
not deform in time, the time derivatives can be moved outside of the volume integrals and
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the equations become
d
dt
∫
V
ρdV +
∫
S
ρU jdn j = 0 (6.12)
d
dt
∫
V
ρUidV +
∫
S
ρU jUidn j = −
∫
S
Pdn j +
∫
S
µeff
(
∂Ui
∂x j
+
∂U j
∂xi
)
dn j (6.13)
d
dt
∫
V
ρφdV +
∫
S
ρU jφdn j =
∫
S
Γν
(
∂φ
∂x j
)
dn j +
∫
V
SφdV (6.14)
where V and S denote volume and surface regions of integration respectively, and dn j are
the differential Cartesian components of the outward normal surface vector. The surface
integrals are the integrations of the fluxes, whereas the volume integrals represent source or
accumulation terms. The first step in solving these continuous equations numerically is to
approximate them using discrete functions.
The surface fluxes of each mesh element must be discretely represented at the integration
points to complete the conversion of the continuous equation into their discrete form. The
integration points, ip, are located at the centre of each surface segment in a 3D element
surrounding the finite volume. Assuming a first-order backward Euler scheme, the discrete
form of the integral equations are written as
V
(
ρ − ρo
δt
)
+
∑
ip
(
ρU j∆n j
)
ip
= 0 (6.15)
V
(
ρUi − ρoUoi
∆t
)
+
∑
ip
m˙ip (Ui)ip =
∑
ip
(P∆ni)ip +
∑
ip
(
µeff
(
∂Ui
∂x j
+
∂U j
∂xi
)
∆n j
)
ip
(6.16)
V
(
ρφ − ρoφo
∆t
)
+
∑
ip
m˙ipφip =
∑
ip
(
Γν
(
∂φ
∂x j
)
∆n j
)
ip
+ SφV (6.17)
where V is the control volume, the subscript ip denotes an integration point, the summation
is over all the integration points of the finite volume and ∆n j is the discrete outward surface
vector. The superscript o refers to the value at the previous time step. The discrete mass flow
through a surface of the finite volume is denoted by m˙ip and is given by
m˙ip =
(
ρU j∆n j
)
ip
(6.18)
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6.3.2.1 Pressure-Velocity Coupling
ANSYS-CFX R© uses a co-located (non-staggered) grid layout such that the control volumes
are identical for all transport equations. As discussed by Patankar [133], however, co-located
methods lead to a decoupled (checkerboard) pressure field. Rhie and Chow [139] proposed
analternativediscretisation for themassflows to avoid thedecoupling, and this discretisation
was modified by Majumdar [79] to remove the dependence of the steady-state solution on
the timestep. A similar strategy is adopted in ANSYS-CFX R©. By applying amomentum-like
equation to each integrationpoint, the following expression for the advecting (mass-carrying)
velocity at each integration point applies
Ui,ip = Ui,ip + fip
 ∂p∂xi
∣∣∣∣∣
ip
− ∂p
∂xi
∣∣∣∣∣∣∣
ip
 − cip fip (Uoi,ip −Uoi,ip) (6.19)
cip =
ρ
∆t
, dip = − VA′ , fip =
dip
1 − cipdip (6.20)
whereA′ is the approximation to the central coefficient ofmomentumequation, excluding the
transient term. The overbars indicate averaging the adjacent vertex values to the integration
point. When substituted into the continuity equation, the second term on the right hand
side of equation (6.19) becomes a fourth derivative of pressure which scales with (∆x)3. It
therefore represents a third-order accurate pressure dissipation term, and is sometimes also
called the pressure redistribution term.
6.3.2.2 Transient Term
The transient term is split into two terms as follows
∂
∂t
∫
V
ρφdV = V
(
ρo
∂φ
∂t
+ φ
∂ρ
∂t
)
(6.21)
With the first order Backward Euler scheme, the time derivatives are approximated as
∂φ
∂t
=
φ − φo
∆t
(6.22)
in which case equation (6.21) simplifies to
∂
∂t
∫
V
ρφdV = V
(
ρφ − ρoφo
∆t
)
(6.23)
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It is robust, fully implicit, bounded, conservative in time, and does not create a timestep
limitation. The transient term has no bearing on the steady state solution, and it is only
first order accurate in time. It can therefore induce numerical diffusion in time, similar to
the numerical diffusion experienced with the Upwind Difference Scheme for discretising the
advection term. With the second order backward Euler scheme, the time derivatives are
approximated as
∂φ
∂t
=
1
∆t
(3
2
φ − 2φo + 1
2
φo−1
)
(6.24)
where the superscript o−1 represents the solution field from the time step before the previous
time level. This scheme is also robust, implicit, conservative in time, and does not create a
time step limitation. It is also second-order accurate in time, but is not bounded and may
hence introduce some numerical instability in the solution.
6.3.2.3 Shape Functions
The solution fields are stored at the mesh nodes, however, various terms in the equations
require solutions or solution gradients to be evaluated at integration points. For this reason,
finite element shape functions are employed in order to calculate the solution variation
within an element. A variable φ varies within an element as follows
φ =
∑
i=1
Niφi (6.25)
where Ni is the shape function for node i and φi is the value of φ at node i. The summation
is over all nodes of an element. Key properties of shape functions include
Nnode∑
i=1
Ni = 1 and at node j, Ni =
 1 if i = j0 if i , j (6.26)
The shape functions used in ANSYS-CFX R© are linear in terms of parametric coordinates.
They are used to calculate various geometric quantities as well, including coordinates and
surface area vectors at integration points. This is possible because equation (6.25) also holds
for the coordinates
y =
Nnode∑
i=1
Niyi (6.27)
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The trilinear shape functions for the hexahedral element in Figure 6.3 are
N1 (s, t,u) = (1 − s) (1 − t) (1 − u) (6.28)
N2 (s, t,u) = s (1 − t) (1 − u)
N3 (s, t,u) = st (1 − u)
N4 (s, t,u) = (1 − s) t (1 − u)
N5 (s, t,u) = (1 − s) (1 − t)u
N6 (s, t,u) = s (1 − t)u (6.29)
N7 (s, t,u) = stu
N8 (s, t,u) = (1 − s) tu
6.3.2.4 Diffusion Terms
Following the standard finite element approach, shape functions are used to evaluate the
derivatives for all the diffusion terms. For example, for a derivative in the x-direction at
integration point ip
∂φ
∂x
∣∣∣∣∣∣
ip
=
∑
n
∂Nn
∂x
∣∣∣∣∣
ip
φn (6.30)
The summation is over all the shape functions for the element. The Cartesian derivatives
of the shape functions can be expressed in terms of their local derivatives via the Jacobian
transformation matrix 
∂N
∂x
∂N
∂y
∂N
∂z

=

∂x
∂s
∂y
∂t
∂z
∂u
∂x
∂t
∂y
∂t
∂z
∂u
∂x
∂u
∂y
∂t
∂z
∂u

−1 
∂N
∂s
∂N
∂t
∂N
∂u

(6.31)
The shape function gradients can be evaluated at the actual location of each integration point
(true tri-linear interpolation), or at the location where each ip surface intersects the element
edge (linear-linear interpolation).
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6.3.2.5 Pressure Gradient Term
The surface integration of the pressure gradient in the momentum equations involves eval-
uation of the expression
(
P∆nip
)
ip
(6.32)
where the value of Pip is evaluated using the shape functions
Pip =
∑
n
Nn
(
sip, tip,uip
)
Pn (6.33)
As with the diffusion terms, the shape function used to interpolate P can be evaluated at
the actual location of each integration point (true tri-linear interpolation), or at the location
where each ip surface intersects the element edge (linear-linear interpolation).
6.3.2.6 Advection Term
To complete the discretisation of the advection term, the variable φip must be related to the
nodal values ofφ. The advection schemes implemented inANSYS-CFX R© can be represented
in the following form
φip = φup + β
∗∇φ · ∆r (6.34)
where φup is the value at the upwind node, and r is the vector from the upwind node to the
integration point. A value of β∗ = 0 corresponds to the first order UpwindDifference Scheme
(UDS) whereas a value of β∗ = 1 is second order accurate. The former is very robust however
susceptible to numerical diffusion and the latter is more accurate and less diffusive however
at the same time more prone to numerical instabilities. The quantity β∗∇φ · ∆r is called the
numerical advection correction and may be viewed as an anti-diffusive flux added to the
upwind scheme.
A good compromise between the first and second order advection scheme is the high reso-
lution scheme which computes β∗ locally to be as close to unity as possible without violating
boundedness principles. When using this scheme, ∇φ can be interpreted as the nodal gra-
dient of the upwind node. The theory behind choosing β∗ is based on that of Barth and
Jesperson [7]. The high resolution scheme is therefore both accurate (reducing to first or-
der near discontinuities and in the free stream where the solution has little variation) and
bounded. For the current application an initial flowfield was calculated using the UDS and
then switched to a high resolution scheme to obtain the final result.
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6.3.3 Mesh Morphing
Moving and deformingmeshes are fully supported and implementedwithinANSYS-CFX R©.
This technique, otherwise referred to as mesh morphing, was employed to simulate the de-
formation of the material surface due to erosion. Although this complicates the problem
even further, it is a necessary step in accurately predicting the erosion phenomena partic-
ularly over longer time scales and for larger deformations. As mentioned before, most of
the erosion studies undertaken in the past assume no change of the wall surface due to
particle impingement. This assumption is valid for very small deformations (relative to the
dimensions of the geometry in question) where the flow field does not change considerably.
Since this was not the case for the present study (as seen in the previous chapter), an update
of the wall surface, and hence flow field, was necessary in order to simulate the constantly
changing particle velocities and angles of impingement.
The term ‘mesh morphing’ refers to the movement and repositioning of mesh nodes in the
case of a changing fluid domain. This is different to re-meshing since no nodes are added
or removed from the mesh (i.e. the topology, node count and element connectivity remain
preserved). Moving meshes introduce additional terms into the conservation equations and
the straightforward discretisation can lead to a loss of the conserved variables. Care is taken
to ensure that the discretisation of the moving mesh terms is exactly consistent with the
spatial conservation law [35].
In order to accommodate for moving meshes, the integral conservation equations must be
modifiedwhen the control volumes deform. Thesemodifications follow from the application
of the Leibnitz Rule
d
dt
∫
V(t)
φdV =
∫
V
∂φ
∂t
dV +
∫
S
φW jdn j (6.35)
where W j is the velocity of the control volume boundary. The differential conservation
equations are again integrated over a given control volume. At this juncture, the Leibnitz
Rule is applied, and the integral conservation equations are replaced by
d
dt
∫
V(t)
ρdV +
∫
S
ρ
(
U j −W j
)
dn j = 0 (6.36)
d
dt
∫
V(t)
ρUidV +
∫
S
ρ
(
U j −W j
)
Uidn j = −
∫
S
Pdn j +
∫
S
µeff
(
∂Ui
∂x j
+
∂U j
∂xi
)
dn j (6.37)
d
dt
∫
V(t)
ρφdV +
∫
S
ρ
(
U j −W j
)
φdn j =
∫
S
Γν
(
∂φ
∂x j
)
dn j +
∫
V
SφdV (6.38)
The transient term corresponds to the rate of change of storage in the now deforming control
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volume. Themesh velocity is introduced into the advection term, and the result accounts for
the net advective transport across the volume boundaries. Spurious sources will result if the
change in volume that is accounted for by the transient term is inconsistent with the volume
swept by the boundaries of the control volume. Such sources are avoided by ensuring that
the Geometric Conservation Law (GCL)
d
dt
∫
V(t)
dV =
∫
S
W jdn j (6.39)
is satisfied in the discretisation of the transient and advection terms.
For the present analysis, the deformationswere large enough to affect the flowfield but small
enough to avoid remeshing. This made the ‘mesh morphing’ feature an attractive candidate
for modelling the temporal change of the wall surface due to erosion. In ANSYS-CFX R©,
mesh morphing can be accomplished either by specifying the motion of points on particular
mesh regions, or by explicitly specifying the location of all nodes in the mesh. In the present
analysis, the former method was used to specify displacements at each node of the eroded
wall surface as absolute locations relative to the previous mesh. These displacements were
implemented via a user FORTRAN subroutine (see section 6.4.4), which, when linked to
the main program, calculates the erosion at each node at each timestep and translates this
quantity into a nodal displacement at the wall. The nodal displacement xn is assumed to be
in the direction of the surface normal vector, n j, and is calculated as follows
xn =
∂W
∂t
· n j · ∆t (6.40)
where ∂W/∂t is the instantaneous rate of wear and ∆t is the time step. The definition of
the time step plays an important role in the accuracy and run-time of a simulation and a
knowledge of the system’s transient nature is required in order to choose an appropriate
value (see section 6.4.4).
The displacement diffusion equation below is then solved in order to determine the nodal
displacements throughout the remaining volume of the fluid domain.
∇ ·
(
Γdisp
)
∇δ = 0 (6.41)
In this equation, δ is the absolute displacement relative to the previous mesh location and
Γdisp is the mesh stiffness, which determines the degree to which regions of nodes move
together.
The mechanism used to move the mesh during the simulation is based on a diffusion of
the surface mesh displacement into the volume via the solution of a coupled Laplacian dis-
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placement system of equations. Contrary to point-iterative spring-analogy based methods,
this approach takes advantage of the computational efficiency of the algebraic multigrid
solver [138] and automatically preserves the structure near walls (where the mesh is gen-
erally highly refined). The ability to vary the mesh stiffness (i.e. diffusivity for the mesh
displacement equation) provides additional control over the resultingmesh distribution. For
the current analysis, a local increase of the mesh stiffness was necessary in order to avoid
excessive cell distortion in regions of large deformation.
In applications that involve extreme deformations, a topologically valid mesh cannot be
maintained by mesh repositioning only. In such cases, local or global re-meshing is required
and the existing solution can be transferred onto the updated mesh using an integrated
interpolation scheme.
6.4 Erosion Model Formulation
In theory, it would be possible to numerically simulate the erosion caused by a single
particle, however this would be very ineffective requiring unrealistic computational times.
As indicated in Chapter 2, the approach chosen to simulate the slurrymixture was to assume
an Eulerian frame of reference for both the continuous and dispersed phases as this was
overall more computationally efficient and made abrasion modelling feasible. It is well
known that the mass and impact angle for a group of discrete particles following the same
trajectory in the Lagrangian frame of reference can be defined as
mp =
4
3
pir3pρpNp (6.42)
αp = tan−1
(Un
Ut
)
(6.43)
respectively. The variable Np = φp∆V/Vp and defines the total number of particles per
unit volume. Although the Lagrangian method allows for a simplified erosion modelling
approach, the implementation of an abrasion model would have been impractical due to
the expected long calculation times particularly when tracking particles trapped within the
viscous layer very close to the wall. Therefore, it is necessary to represent the flow variables
as average values over the entire control volume both in time and space.
6.4.1 Statistical Modelling of the Impacting Angle and Mass
Since the Euler-Euler approach can only deliver average values within each finite control
volume, a statistical approach for modelling the impact angle and mass is necessary. The
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instantaneous velocity was calculated by summing the mean and fluctuating velocity com-
ponents, Up = Up + U
′
p. The mean component, Up was taken from CFD simulation results
and the fluctuating component, U
′
p was modelled statistically using a Probability Density
Function (PDF).
The PDF of the fluctuating velocity component, f
(
Up
)
, was assumed to possess a Gaussian
distribution (as shown in Figure 6.7 and described by equation (6.44)) with a standard devi-
ation equal to σ =
√
2k/3 assuming isotropic normal stresses where k denotes the turbulent
kinetic energy
f
(
Up
)
=
1
σ
√
2pi
· e− 12
(
Up−ζ
σ
)2
(6.44)
Figure 6.7: Probability density function (left) and integration (right) of the instantaneous
velocity component, Up
Integration of the PDF equates to the probability that a given mass of particles will possess
a given velocity.
P
(
Ui < Up ≤ Ui + ∆Up
)
=
1
σ
√
2pi
·
∫ Ui+∆Up
Ui
e−
1
2
(
Up−ζ
σ
)2
dUp (6.45)
Since the SST turbulence model used in the present study assumes isotropic eddy viscosity,
the distributions for the remaining velocity components will possess the same standard
deviation andwill only differ in their mean value. As shown above in Figure 6.7, the particle
velocity can be discretised and split into different mass groups of identical particles, where
the probability that each group having a certain velocity is represented by the area under
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the integration function with width ∆Up. A constant width of ∆Up = 0.4σ was chosen to
be a suitable compromise between accuracy and computational time. The magnitude of
velocities are expected to lie within the range ζ ± nσ, where ζ denotes the average particle
velocity and n ∈ R denotes the number of standard deviations from the mean value. For the
present analysis, a value of n = 3 was chosen to be sufficiently accurate yielding a confidence
interval of 99.7%. This means that only 0.3% of the total particle mass would possess a
velocity outside the expected range. Hence, for each dimension i = 1, i = 2 or i = 3, the
number of points representing the distribution function is
(
2n/∆Up
)
= 15.
By combining only the probability distribution functions for the i and j velocity components
in 2D, the distribution can be described by a bell-shaped function with each point on the
surface corresponding to a particular probability and velocity magnitude given by
Pi j = P
[
(U1)i ∩ (U2) j
]
(6.46)(
Up
)
i j
=
√
(U1)
2
i + (U2)
2
j (6.47)
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Figure 6.8: Two-dimensional probability distribution function
Therefore, in two dimensions, there is a total of i j = 152 = 225 possible velocity combinations.
By considering the k velocity component in 3D and assuming the same confidence interval
of 99.7%, the probability distribution now occupies a cubic volume as shown in Figure 6.9,
with the respective maximum and minimum probabilities coinciding with the centre and
corners of the cube. Analogous to the 2D case, the probability and velocity magnitude at
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any point inside the cube is given by
Pi jk = P
[
(U1)i ∩ (U2) j ∩ (U3)k
]
(6.48)(
Up
)
i jk
=
√
(U1)
2
i + (U2)
2
j + (U3)
2
k (6.49)
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Figure 6.9: Three-dimensional probability distribution function. Slice planes atφi = 0, φ j = 0
and φk = 0.
In this case, the total number of velocity combinations rises to i jk = 153 = 3375.
Therefore, the mass flux of particles (i.e. per unit area)
(
mp
)
i jk
, together with their corre-
sponding impact angle
(
αp
)
i jk
, for a given combination of classes i jk, in 3D can be expressed
via equations (6.50) and (6.51), respectively,
(
mp
)
i jk
= Pi jk · ∆Vφp · ρp for
(
αp
)
i jk
≥ 0 (6.50)
(
αp
)
i jk
= sin−1

(
Up
)
i jk
· n j∣∣∣∣(Up)i jk∣∣∣∣
 (6.51)
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where the impact angle is measured from the wall, n j is the wall normal vector, directed
outwards from the wall. The control volume ∆V = hn · Aw, is a finite volume of particles
adjacent to thewall, where hn is a reference height containing only those particles which have
the potential to participate actively in the impact erosion process over a finite wall surface
area, Aw. Moreover, the reference height (normal to the wall) is a function of the particle’s
size rp, and approach speed normal to the wall Un,
hn =
[
(Un · ∆t) +
(
rp
)]
(6.52)
and will possess a normal distribution equivalent to that of the particle velocity. In the case
where a negative impact angle results, impact erosion does not take place and indicates that
the particles are being moved away from the wall. These particles may however, still be
responsible for abrasion if they possess energy which is high enough to cause significant
wear but not enough to penetrate the thin squeeze film and are unable to escape from the wall.
This criterion is assessed by comparing the normal Reynolds number of the particle with
a threshold Reynolds number required for particle-wall contact as suggested by Clark and
Burmeister [23].
NO IMPACT IMPACT
Figure 6.10: Particle impact angle distribution
6.4.2 Impact Erosion
It is clear from the experimental results of the previous chapter that the main mechanism of
material removal in the present study is abrasionwith no orminimal signs of impact erosion.
Nevertheless, it is not uncommon to have an equal combination of both mechanisms under
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slightly different operating conditions. The damage caused by impact erosion is quite
well understood and has been studied extensively [9, 10, 52, 170, 111, 124]. The equations
describing this phenomenon have been presented by many authors in various forms (see
Chapter 3), however, the underlying physical principles are essentially the same in that an
exchange of momentum takes place between the particle and wall over a relatively short
period of time. The energy transferred via this process is equal to the difference in kinetic
energy of the particle before and after collision.
The impact erosion model proposed by Magnêe [111] was chosen for the purpose of this
investigation since it incorporates the fundamental physical principles originally derived by
Finnie [51] and Bitter [9, 10], plus additional constants to account for material hardness and
particle sphericity. This type of erosion is assumed to be equal to the summation of a cutting
and deformation component which dominate at low and high angles of impact, respectively.
Since the hardness ratio
(
Hp/Hw
)
>> 1, the equation as implemented in the present study
can be expressed as
Wi =
Ci
2
∑
i jk
Pi jk
(
mp
)
i jk
[
1
γc
((
Up
)2
i jk
cos2
(
αp
)
i jk
−U2r
)
︸                               ︷︷                               ︸
cutting
+
1
γd
((
Up
)
i jk
sin
(
αp
)
i jk
−U2el
)]
︸                              ︷︷                              ︸
deformation
(6.53)
where Ci = λ f (Ha/H) represents the quantities relating to the particle and target material.
Since themodelwas specificallyderived for gas-solid applications, it providesno information
about the effect of the viscous boundary layer in solid-fluid applications. Calibration of this
erosion model is mandatory in order to produce a quantitative prediction comparable with
measurements. In addition to this, the development and implementation of an additional
abrasion model was necessary to account for such ‘near-wall’ effects.
6.4.3 Abrasion Erosion
Abrasion erosion is assumed to take place when the particle does not impact and rebound,
rather, it becomes trapped within the viscous layer adjacent to the wall and slides for a
relatively longer period of time. Like impact erosion, abrasive wear is a complex and ran-
dom phenomenon which is often difficult to physically describe and has received relatively
little attention particularly in slurry flows containing particle sizes in the sub-micron range.
Despite this, it has been observed that material damage is generally dependant upon system
parameters, operating conditions and material mechanical properties. In fact, experimen-
tal work has shown many parameters play a profound role in the abrasive wear process.
Amongst these, the main parameters are:
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• Particle sliding speed, Ut
• Particle contact time, tc or t
• Particle mass, mp
• Particle concentration, φp
• Particle size, dp
• Particle-wall tangential, Ft and normal force, Fn
• Surface contact area, Aw
• Surface hardness, Hw
• Flow viscosity, µ
Nevertheless, empirical constants such as particle shape, λp, abrasion amplitude, ka, concen-
tration index, m and specific cutting energy, γc also form part of the equation so that the
following general relationship can be formulated.
Wa = f
(
Ut, t,mp, φp,Ft,Fn,Hw, µ, λp, ka, γc
)
(6.54)
Analogous to the impact erosion formulation, abrasive wear consists of two components
describing the normal and tangential contributions to wear. The difference here however,
is that unlike impact erosion which predicts a zero wear value at zero impact angle, the
tangential speed, Ut = Up cosαp becomes the dominant parameter which increases with
decreasing angle of impingement and eventually reaching a peak value at an impingement
angle of zero degrees (i.e. parallel motion to the surface). This means that the mechanism
of energy transfer (i.e. change in kinetic energy) between the particle and wall is no longer
due to momentum (or impulse), rather it is the work energy imparted,We by the fluid on the
particle as they slides along the wall.
6.4.3.1 Tangential Component
The tangential component of the abrasion formula can be derived using work-energy prin-
ciples,
We = ∆EK =
∫
Ft (t) dxi (6.55)
where, xi represents the distance travelled by the particle in the i-th direction and Ft (t) the
tangential fluid force exerted on the particle. This force can be taken to be the magnitude
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of the wall shear stress, τw and is assumed to be constant as the particle migrates along the
wall within a timestep. However, for this assumption to be valid, the timestep, ∆t should
be chosen such that the sliding length of the particle does not exceed the length of the cell
in which it slides, i.e., lcell > Ut∆t. This yields a maximum allowable timsetep value of
∆t = lcell/Ut. Given these assumptions, the work done within a single timestep may be
simplified to
We =
∑
l
Ft · ∆xi (6.56)
The following schematic diagram shows all relevant forces acting on a single particle (or
group of particles within a control volume) as it slides along a hydraulically smooth surface.
Figure 6.11: Relevant variables and forces for particle abrasion
By defining the total sliding distance travelled by all particles within the control volume as
ls =
∑
l
∆xi = Utt (6.57)
substitution into equation (6.56) yields the tangential component of energy transfer respon-
sible for abrasive wear
We = ∆EK = τwAw ·Utt (6.58)
where Aw denotes the surface area of the wall in which particles make contact. By taking
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into account the particle concentration, φp and specific cutting energy of the material, γc,
equation (6.58) can be converted into a convenient form for the volume of material removed
(per unit area).
Wt = φmp
[(
τw
γc
)
· (Utt)
]
where τw > 0 (6.59)
6.4.3.2 Normal Component
Focusing on the normal component of abrasion, although not obvious at first, this compo-
nent of abrasion can also have a significant contribution to the total magnitude of abrasive
wear, particularly in regions of high pressure gradient (i.e. at elbow bends and pipe intersec-
tions). This component of abrasion arises when an extra normal force acts towards the wall,
effectively increasing the wall shear stress [131] as the particles press and slide. Archard’s
law reviewed in Chapter 3 can be used to describe this component of abrasion.
Wn =
ka
3
Fn · ls
Hw
(6.60)
By setting the normal component of the force, Fn, to the product of the pressure gradient, ∇P
and particle volume, Vp = mp/ρp, the magnitude of the normal force can be estimated. Here
it is assumed that the mass of the particles is negligible and does not contribute to the total
normal force. Hence, the normal component of the abrasive wear equation is
Wn =
ka
3Hw
[(
−∇Pmp
ρp
)
· (Utt)
]
where ∇P < 0 (6.61)
6.4.3.3 Total Abrasive Wear
By summing the tangential and normal components given by equations (6.59) and (6.61), and
noting that Ut = Up cosαp, the equation describing the total volumetric quantity of material
removal (per unit area) due to abrasive wear can be formulated. In the present study, it is
implemented as follows
Wa = Ca f
(
Rep
)∑
i jk
Pi jk
(
Up
)
i jk
cos
(
αp
)
i jk
∆t
[
φmp
(
τw
γc
)
︸    ︷︷    ︸
tangential
+
1
3Hw
−∇P
(
mp
)
i jk
ρp

︸                   ︷︷                   ︸
normal
(6.62)
where Ca = kaλp and f
(
Rep
)
is the linear Reynolds number proportionality evident in the
experimental measurements (see Chapter 5).
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The relative contribution of each of the components of abrasive wear can be evaluated by
way of simple non-dimensional analysis. By taking the ratio of the tangential to normal
components, a dimensionless abrasive wear parameter,W∗a can be defined.
W∗a =
Wt
Wn
=
3Hwτwρp
γc∇Pmp (6.63)
Since the particles used in this study are very small with their size being only a fraction of the
boundary layer thickness, the particle velocity Up, can be estimated by relating the particle
velocity to the shear stress via the relationship
τw = µ
(
∂Up
∂η
)∣∣∣∣∣∣
η=0
(6.64)
where η is the normal distance to the wall and µ ≈ µ f is the bulk flow viscosity for dilute
suspensions. Preliminary simulations using parameters that reflect typical operating con-
ditions resulted in average values of τw ≈ 5 × 104 N/m2 and ∇P ≈ 109 Pa/m. Assuming an
average particle size of dp = 4.5 µm and fluid viscosity of µ f = 10cSt, equation (6.64) can
be re-arranged as Up = τw · rp/µ to yield an average particle velocity of Up = 12.8 m/s. This
method for predicting the particle velocity was favoured over the standard shear velocity
Uτ =
√
τw/ρ relationship since it takes into account the size of the particle and its location
relative to the wall making it less sensitive to the mesh size. It must be emphasised however
that this method for predicting the particle velocity is only valid if the particle’s centre-of-
mass lies within the boundary layer upon contact with the wall. Since the ‘near-wall’ cell
height, ηw < rp in all cases, particle velocities upon wall contact would have been severely
underestimated had the ‘near-wall’ cell velocity values been used.
In light of the above, and assuming very shallow impact angles of αp < 5◦, the particle’s
maximum normal approach speed can be estimated asUn = 12.8 · sin (5◦) ≈ 1 m/s. Therefore,
the total particle mass flux potentially available for particle-wall contact within a timestep
of ∆t = 10−5 seconds can be evaluated from equation (6.50) and lies in the order of mp ≈ 10−5
kg/m2, assuming a particle volume fraction of φp = 10−3. Finally, since 3Hw ≈ 0.1γc for the
stainless steel target material used in this study, the ratio of tangential to normal components
of abrasion can be approximated asW∗a = 102. Hence, it can be concluded that the tangential
component of abrasion (i.e. sliding) will be the dominant mechanism of material removal.
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6.4.4 Implementation of Erosion Model in ANSYS-CFX R©
The implementation of the erosion model into ANSYS-CFX R© was achieved via a user func-
tion which passes an argument list to a subroutine and then uses the returned values from
the subroutine to set values for a quantity of interest. Once compiled, the information from
the FORTRAN code is stored in a shared library and a runtime link establishes a connection
to the main program. The shared library avoids the need to create custom binaries each
time the user subroutines is implemented and has the advantage that different applications
can re-use the same common library or set of libraries and one application can use several
or alternative libraries. In the present study, a subroutine called ‘EROSION CORE’ calcu-
lates the erosion at each integration point and uses this to update the nodal coordinates
(i.e. mesh displacement) after each timestep. A list of constants is contained in a separate
file called ‘user.ccl’ and contains parameters such as particle and wall properties, choice of
erosion model and other erosion model constants which the user can adjust according to the
application to which the erosion model is applied. The complete code is contained in the
Appendices, and a simplified flow-chart outlining the program algorithm is shown in Figure
6.12.
INITIAL GEOMETRY
Calculate Two-Phase Flow using the
Euler-Euler Approach
Calculate Erosion
Impact Erosion Abrasion Erosion
Total Erosion
Calculate Nodal Displacements
FINAL GEOMETRY
Reset Erosion Quantities
Figure 6.12: Flow-chart representing basic program structure
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A steady-state solution of the flowfield in the original undeformed geometry was solved
initially without activating the erosion model. This allowed the two-phase flowfield to
develop, thus providing realistic estimates of the flow variable gradients and local particle
concentrations for the full transient calculation with erosion activated. As already outlined
in Figure 6.4, the program calculates the flowfield through the system by solving the full
set of hydrodynamic equations in an iterative manner. Advancement to the next timestep is
accomplished via outer-loop iterations which take place once the user-specified convergence
targets for each equation are satisfied or when the maximum number of inner-loop coefficient
iterations has been reached. Once the flowfield for the current timestep has converged, a call
is made to the ‘EROSION CORE’ subroutine which accesses the relevant user-specified and
solver flow variables required for the programmed erosion equations. The erosion program
then cycles through a loop which calculates the erosion quantity at each integration point
for each finite volume surface assuming a Gaussian distribution for the impact-angle and
velocity (see section 6.4.1). The total erosion quantity is evaluated as the sum of the impact
and abrasion components
W =Wi +Wa (6.65)
and is expressed as an erosion density (i.e. volume per unit area) corresponding to a mesh
displacement inmetres and results in a newgeometry. The hydrodynamic equations are then
solved on the updated geometry configuration and the main program continues processing
the time steps until the maximum number of time steps (i.e. total exposure time) is reached.
In order to simulate the actual erosion time, which may be minutes, days, hours or even
years, it was not be feasible to do this numerically. Rather, an extrapolation technique for
the erosion quantity was employed for each transient time-step. Extra precaution must
be taken however, in selecting an appropriate time-step for the erosion equations as this
is directly dependant on the instantaneous rate of wear. For higher rates of wear which
typically occur in the initial stages of hydroerosion, a smaller timestep may be required to
capture the significant changes in geometry. On the other hand, as the rate of wear decreases
in the latter stages of the wear process, the time-step may be increased since changes in the
flowfield and geometry become smaller with time. Despite this, the timescale of the particle
erosion is, in all cases, much larger than that of the flowfield. Therefore, it can be assumed
that the flowfield is steady during a short period of time. This essentially means that the rate
of change for both the flowfield and geometry configuration remains constant (i.e. linear)
during that period and the erosion process is able to be reproduced as a series of quasi-steady
states (i.e. step approximation) rather than solving the very small scales of a full transient
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process. For the present study, a transient timestep of 10−5 seconds was used to resolve the
details of the flow and a much larger timestep of up to 60 seconds was used for the erosion
calculations. This means that for a total exposure time of 60 minutes, only 60 iterations
would normally be required. Given that a minimum of 3-5 inner-loop coefficient iterations
were required to achieve convergence at each timestep, problems of this nature typically
required between 3-5 hours to solve on a single AMD Duron 1.2 GHz processor running
Windows XP 32-bit operating systemwith 1GB RAM for a mesh consisting of approximately
17,000 nodes.
6.5 Numerical Results and Discussion
The flow in the present analysis was treated as a Newtonian fluid with isothermal, turbu-
lent and incompressible conditions being assumed. Turbulence was modelled using the
SST turbulence model in combination with the Reynolds Averaged Navier Stokes (RANS)
approach. The second order backward Euler and high resolution schemes were used for
the transient and advection terms, respectively. Mass and energy transfer were considered
negligible and interphasemomentum transfer between the continuous and dispersed phases
was accounted for via an inhomogeneous particle model which assumes ideal (i.e. smooth
and spherical) particles. A mono-dispersed particle size distribution was assumed with
a constant diameter of 4.5 µm. Due to the small particle sizes and relatively high veloci-
ties, buoyancy forces were considered negligible in comparison with aerodynamic drag. In
addition to drag, the virtual mass, Saffman, lift and turbulent dispersion forces were also
considered to be the most relevant interfacial forces in the scope of the present study (see
Chapter 2) and were therefore taken into account for the numerical simulations.
6.5.1 Preliminary Two-Dimensional Analysis
In order to demonstrate the functionality of the proposed model for hydroerosion, a pre-
liminary two-dimensional test case was analysed. The configuration consisted of a straight
channel with a semi-circular obstacle positioned at about L/3 upon which particle impact
should occur. A rampedwall was used to transition to the semi-circle in order to prevent par-
ticles from becoming trapped in the circulating regions which would otherwise exist. This
enhanced the numerical stability of the problem, accelerated convergence and prevented
excessively high volume fractions on the cylinder surface. The discretised fluid domain and
region of interest is shown in Figure 6.13. The mesh was refined near the target surface to
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properly capture the behaviour of particles in the boundary layer and the mesh stiffness pa-
rameter Γdisp, in the displacement diffusion equation was increased near the wall to preserve
this boundary layer refinement in areas of large deformation. The dimensions were chosen
to be typical of an injector nozzle spray hole and fluid-particle properties and flow boundary
conditions were comparable with those used for the hydroerosion process.
bar
bar
mm
µm
Figure 6.13: Schematic view of the 2D geometry. Dimensions are typical of an injector spray
hole.
The wear rate was calculated for a total exposure time of 60 seconds using a time-step size
of 500 ms. A series of plots showing the evolution of the geometry and velocity fields are
shown in Figures 6.14 and 6.15, respectively for selected timesteps of 0, 5, 10, 15, 30 and 60
seconds. Abrasive wear was the main mechanism of material removal for the given flow
conditions and impact erosion was not evident as the particle Reynolds number was not
high enough to allow particles to penetrate the lubricating film at the surface boundary
where impact erosion was expected to occur. As the flow is transported from left to right,
the particles become entrained within the boundary layer and come into contact with the
surface at velocities which are high enough to cause significant abrasive wear. Behind the
semi-circular obstruction, a low-pressure recirculation zone forms and decreases in size as
more material is removed. As can be seen from Figure 6.15, the particles initially possess the
highest velocities resulting in the highest rates of wear in the first few seconds.
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µm µm
µm µm
µm µm
Total Mesh Displacement (µm)
(a) (b)
(c) (d)
(e) (f)
Figure 6.14: Series of plots showing the change in total mesh displacement from (a) t = 0 s to
(f) t = 60 s. δmax denotes the value of maximum displacement.
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Maximum Particle Velocity (m/s)
(a) (b)
(c) (d)
(e) (f)
Figure 6.15: Series of plots showing the change in particle velocity from (a) t = 0 s to (f) t =
60 s. Umax denotes the value of the maximum local flow velocity.
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The maximum local particle velocity decreases from 64.5 m/s at t = 0 seconds to 31.1 m/s
at t = 60 seconds, corresponding to a reduction of more than 50% relative to the initial
undeformed geometry. Moreover, after t = 30 seconds, 64% of the totalmaterial removed has
already been reached. This characterises hydroerosive wear as a highly transient and non-
linear process and highlights the importance of bidirectional (two-way) coupling between
the flowfield and geometry.
(b)(a)
Figure 6.16: (a) Erosion at various time intervals (b) Total erosion volume and maximum
erosion as a function of time
The erosion profiles measured along the semi-circular surface at selected time intervals are
shown in Figure 6.16(a). Besides the parabolic form of the erosion profile, it can be observed
that the length of the affected zone increases, causing the location of maximumwear to shift
slightly in the flow direction. This is most likely due to the formation of a distinct edge on
the semi-circular surface which progresses downstream due to the high local shear stresses.
Figure 6.16(b) shows that the rate of wear decreases quite sharply with time, implying that
moderate levels of abrasion are present in the initial 15 − 30 seconds causing significant
volume changes, followed by light abrasion thereafter resulting in a surface smoothing or
polishing effect accompanied by smaller changes in volume. This behaviour is expected
due to the lower velocities and impingement angles which arise as a result of the deformed
geometry, and is analogous to the wear process in an injector nozzle spray-hole with the
initial and final stages of wear being responsible for edge rounding and surface smoothing,
respectively [145].
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6.6 Validation and Comparison with Experimental Results
In order to assess the accuracy of the proposed model, the experimental data obtained for
the four fundamental configurations (see Chapter 5) were used as a means of comparison
with the numerical model. Despite its excellent repeatability, the erosion mass could not be
used as a measure for comparison in this case as this value represented a global measure of
the entire amount of wear endured by the specimen. Since the simulations only considered
one of the surfaces to participate in the wear process (with all other surfaces assumed to be
infinitely hard and wear resistant), values of erosion mass which relate only to this surface
could not be extracted. Therefore, the erosion length (i.e. location of maximum wear), ∆x
and depth (or height), ∆ywere measured along a centreline intersecting with the symmetry
plane and upper surface directly after the bend. These locations were consistent with the
experimental analysis and were chosen as a basis for the numerical validation since it was
shown that acceptable levels of reproducibility can be obtained experimentally. Moreover,
these dimensions relate specifically to, and summarise the extent of wear calculated in the
numerical analysis, allowing a direct comparison to be undertaken.
Before the numerical model can be used to predict meaningful values of wear, the empirical
values were required to be calibrated or fine-tuned such that a single set of universal values
woulddeliver correct erosionquantities independent of the systemparameters. An empirical
value can be defined as a constant of proportionality or function which has been measured
directly or extracted via means of experimentation. They are required to describe certain
phenomena which either cannot be isolated from the system due to its dependence on other
parameters or is too complex to model practically. In the case of the present study, the
empirical quantities required for calibration were
• Specific deformation energy, γd
• Specific cutting energy, γc
• Particle shape (form) factor, λp
• Abrasion amplitude, ka
where the latter two constants can be unified into a single constant, Ca = kaλp. According
to Khruschov [94] values of ka ranging between 10−1 to 10−8 have commonly been used
depending on the wear conditions being defined as either heavy or moderate. Since not
enough information on the particle shape was available, the particle shape factor was set to
λp = 1 and the value for the abrasion amplitude was gradually increased until the desired
rate of wear were obtained. Although typical values for the specific deformation and cutting
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energies have been suggested byMagnêe [111], somefine-tuningwas still necessary to obtain
the appropriate values for the stainless steel material used in this study. A summary of the
optimum empirical values used for the present study are given in Table 6.2.
Spec. Deformation Energy Spec. Cutting Energy Particle Shape Factor Abrasion Amp.
60 × 109 J/m3 26 × 109 J/m3 1.0 10−5
Table 6.2: Empirical values used in the numerical model
The centreline plots and surface contours for the numerically predicted erosion profiles
are shown in Figures 6.17-6.20 for selected trials only. A complete summary of the erosion
profiles for the remaining trials are contained in theAppendices. The numerical results show
a remarkable similarity and are in close agreementwith the experimentallymeasured surface
profiles. In fact, comparison of the erosion lengths and depths for Trials 1-15 all lie within
20% as shown in Figure 6.21. According to previous studies contained in the literature, this
margin of error is considered to be quite accurate in terms of quantitative erosion predictions.
The average error for the erosion length predictions were generally greater than those for
the erosion depths since these were generally more difficult to quantify experimentally and
in some cases, the precise location of erosion (i.e. point of commencement and termination)
could not be identified.
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Figure 6.17: Erosion predicted for Trial 1: Re = 3879 (Rep = 34.9) and St = 0.050 (Ŝt = 11.1)
(a) Surface plot and (b) centreline profile: ∆x =810 µm and ∆y =70.6 µm
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Figure 6.18: Erosion predicted for Trial 5: Re = 7733 (Rep = 69.6) and St = 0.101 (Ŝt = 22.4)
(a) Surface plot and (b) centreline profile: ∆x =1020 µm and ∆y =132.6 µm
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Figure 6.19: Erosion predicted for Trial 9: Re = 1046 (Rep = 9.4) and St = 0.013 (Ŝt = 3.0)
(a) Surface plot and (b) centreline profile: ∆y =11.9 µm
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Figure 6.20: Erosion predicted for Trial 13: Re = 3852 (Rep = 34.7) and St = 0.050 (Ŝt = 11.0)
(a) Surface plot and (b) centreline profile: ∆x =915 µm and ∆y =91.5 µm
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Predicted Measured Error
Trial No. Time Mass Flow Length Depth Length Depth Length Depth
t (min) m˙ (g/s) ∆x (µm) ∆y (µm) ∆x (µm) ∆y (µm) ∆x (%) ∆y (%)
1 60 34.18 810 70.6 690 70.2 17.4 0.6
2 60 28.00 750 71.4 810 66.9 7.4 6.7
3 60 29.24 840 118.1 885 121.0 5.1 2.4
4 30 23.93 585 56.1 588 54.3 0.5 3.3
5 60 33.60 1020 132.6 858 152.5 18.9 13.0
6 60 29.11 945 150.9 869 175.8 8.7 14.2
7 60 28.61 1125 218.7 1150 215.1 2.2 1.7
8 30 24.00 705 107.3 740 96.0 4.7 11.8
9 60 28.09 615 11.9 n/a 13.3 n/a 10.5
10 60 27.03 585 20.5 n/a 24.8 n/a 17.3
11 60 26.45 540 30.4 n/a 28.9 n/a 5.2
12 60 26.17 525 42.9 n/a 37.7 n/a 13.8
13 60 33.94 915 91.5 833 89.9 9.8 1.8
14 60 29.42 840 108.8 905 119.7 7.2 9.1
15 60 28.99 900 151.0 1041 163.9 13.5 7.9
Table 6.3: Summary of predicted and measured results for Trials 1-15
0
200
400
600
800
1000
1200
1400
1600
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Trial No.
E r
o
s
i o
n
 
L e
n
g t
h ,
 
E r
o
s
i o
n
 
D e
p t
h  
( µ m
)
0
10
20
30
40
50
60
70
80
90
100
P e
r c
e
n
t a
g e
 
E r
r o
r  
( %
)
Error (Predicted) Error (Measured) Erosion Depth (Predicted)
Erosion Depth (Measured) Erosion Length (Predicted) Erosion Length (Measured)
Figure 6.21: Comparison of predicted and measured results for Trials 1-15
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The key results for Trials 1-15 are summarised in Table 6.3 and Figure 6.21. Trials 17-20which
were run at nominal conditions butwith larger particleswere not numerically predicted since
the considerably higher wear rate would result in extreme mesh deformations requiring a
remeshing technique which was currently unavailable and its implementation lies outside
the scope of this work. Furthermore, since the physical number of particles is reduced by
a factor of (44.5/4.5)3 ≈ 1000, a statistical approach such as that used in this study becomes
less reliable. Due to the statistical nature of this model, its performance becomes optimal
when applied to smaller particle sizes and/or higher volume fractions where the number of
physical particles to track with a Lagrangian approach becomes somewhat impractical.
For instance, the total average volume of the flow domain used in this studywas of the order
of 10−8 m3. Assuming large particles of 44.5 µm in diameter, a total of 10,000 individual
particles would be required for a mass loading of 1%. Although tracking each and every
particle would still be computationally expensive, modern computers could cope with such
problems. However, when considering much smaller particle diameters of 4.5 µm, the
problem size or number of particle trajectories is magnified to 10,000,000 for the same fluid
domain volume and particle concentration, making the Eulerian-Eulerian approach a more
attractive alternative. Although the Lagrangian approach can use the concept of parcels to
represent a number of identical trajectories followed by a group of particles, this method
tends to suffer from a ‘checkerboard effect’ which results when adjacent cells register very
different levels of erosion. Although this may be representative of direct particle impact
where localised areas of wear may occur, it tends to predict unrealistic erosion patterns
particularly in the case of abrasivewearwhich is usually characterised by smoother surfaces.
The main differences or discrepancies are most likely a result of the model idealisation
and assumptions. For example, it can be seen that the profiles obtained numerically are
generally smoother and more ordered than those experimentally measured. Apart from the
relatively low turbulence levels particularly in the vicinity of the maximum wear location
directly at the bend, the main reason for this is that the numerical model does not take into
account random factors such as wall roughness and particle shape. Wall roughness was not
accounted for in the simulations since its effect on the particle-wall contact and impingement
anglewould only be existent in the initial stages of thewear process, therefore its effect on the
global quantity of erosion was considered to be minimal. This is only true for large erosion
depths as in the case of Trials 1-8 and 13-15, where the roughness height can be considered
relatively small in comparison to the final erosion depth. In the case of Trials 9-12 however,
the erosion depth was of the same order of magnitude as the roughness height, which most
likely contributed to larger sources of error. In such cases, it may be necessary to implement
a wall roughness model such as that proposed by Sommerfeld [160]. Similarly, differences
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in the particle shape may also introduce some degree of error in the numerical predictions.
Although a particle shape factor has been implemented into the present model, it affects
only the erosion quantity on a global scale and is a constant of proportionality which does
not vary throughout the domain.
The other main sources of error which exist between the numerical and experimental values
is the lack of symmetry as displayed by the measured values. Such effects normally arise
from a combination of random variables such as surface imperfections, particle composition
and particle shape. Since the geometry contours were laser cut, the point of focus of the laser
lies on a two-dimensional plane and creates a temperature gradient across the thickness of
the specimen, causing local areas to cool down at a faster rate than others. As a consequence,
this results in a slightly tapered profile through the thickness and becomesmore evidentwith
increasing thicknesses. Although this effect was not visible to the naked eye, measurements
under a standard laboratory microscope revealed cross-sectional height differences as large
as 100 µm between both sides of the specimen. This contributes to 20% of the nominal cross
sectional height and in the worst case scenario may even result in deviations of the total
average cross-sectional area (and hence average velocity). Regardless of this, local deviations
in cross sectional height are always inevitable due tomanufacturing tolerances and lead to the
asymmetric velocity distributions as seen in the experimentally measured erosion profiles.
In all cases, the simulation assumes an idealised geometry which is perfectly symmetrical,
therefore such effects are not expected to be replicated in the numerical simulations.
(a) (b)
1 1
223 3
Figure 6.22: Qualitative comparison of (a) predicted and (b) measured wear locations
As mentioned earlier, a direct comparison between numerical and experimental results for
erosion quantities was only carried out one of the many surfaces being exposed to wear.
Figure 6.22 shows a qualitative comparison between predicted and measured results for a
surfacewhose erosion profilewas not predicted numerically. A contour plot of thewall shear
stress from a steady-state simulation is shown in (a), and (b) shows an SEM exposure of the
181
6 Numerical Simulation
same surface. As can be seen, an excellent qualitative agreement can be seen as the simulation
has correctly predicted the proximity of wear at various locations. The formation of two
opposing eddies on the low pressure side of the bend at location 1 resulted in the highest
rates of material removal. At location 2, it can be seen that a very light surface smoothing has
taken place, and the high shear stresses at location 3 directly at the bend corner also result
in high rates of wear. This comparison shows that the shear stress indeed plays a significant
role in the abrasive wear process and that single-phase steady-state simulations can still be
employed in order to estimate the proximity of abrasive wear. A precise prediction of the
quantity of material removal, particularly for larger deformations, can only be accomplished
however, by means of a transient simulation which updates the flow field according to
changes in geometry.
6.7 Summary
The present chapter describes a numerical technique developed for the simulation of impact
andabrasivewearusingANSYS-CFX R©, a state-of-the-art commercialCFDcodewhich solves
the transport equations as a coupled system using a finite volume method. An abrasion
model was developed to take into account the viscous effects present near the wall when the
particles become entrained in the boundary layer and are swept downstream causing them
to be dragged along the surface rather than colliding for a short instant at a given angle of
incidence. Unlike direct particle-wall impact which assumes no material removal at zero
angles of incidence, this mechanism of erosive wear predicts maximum erosion rates at this
angle when the tangential speed of the particle reaches its maximum.
An Eulerian frame of reference for the continuous and dispersed phases was considered to
be a more practical approach for the present study of hydroerosion as this reduced compu-
tational times and simplified the implementation of an abrasion model. Since the Eulerian
method uses a RANS approach for the dispersed phase, a statistical model (which treats the
particle velocity as the sum of a mean and turbulent induced fluctuating component) was
required to correctly predict the particle’s impact angle and mass in order to calculate the
precise location and quantity of wear. The erosion model was coupled to the main program
via a FORTRAN code which determines the physical change in geometry due to erosion and
then updates the flow field accordingly using an iterative time-implicit approach.
The numerical model was initially applied to a two-dimensional configuration whose di-
mensions and operating conditions were representative of those found in a diesel injector
nozzle. Preliminary results indicated that significant changes in the geometry and flow
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field are expected, and that bi-directional coupling between the geometry and flow field is
imperative in order to predict the correct location and rate of wear. In order to validate
the accuracy of the implemented erosion model, the numerical results were compared with
those previously obtained for the four fundamental geometries used for the experimental
analysis. Results indicated that the majority of the wear under the present flow conditions
stems from abrasive wear rather than direct particle-wall impact. After careful calibration
of the model constants, erosion predictions yielded erosion lengths and depths that were
consistent with experimental observations.
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The present study has focused on the formulation of a semi-empirical model to predict the
quantity and location of hydroerosive wear in hydraulic systems under specific operating
conditions. The motivation for the present work originated from the hydroerosion process
which was first applied to diesel injector nozzles over 20 years ago by forcing an abrasive
slurry through the nozzle body at high velocities. Since then, it has become a critical com-
ponent of the manufacturing stage as it not only defines the internal flow characteristics
within the nozzle, but determines to a great deal the spray penetration and atomisation of
the fuel mixture during the combustion process. Therefore, through careful and controlled
application of the hydroerosion process, there is a great potential to further decrease harmful
emissions and increase fuel consumption efficiency of the diesel engine for next generation
passenger vehicles. With the ever-increasing popularity of diesel vehicles, particularly in
Europe and other parts of the world, such topics have received much attention in the auto-
motive industry and have formed the basis of intensive research and development in order to
meet the increasingly stringent governmental regulations and specific consumer demands.
Until now, the current body of knowledge in the area of hydroerosion has been rather limited.
Based on many years of past research and experience in this area, a general understanding
of the process has been acquired on a qualitative level whereby successful predictions of
the wear location have been achieved. This level of understanding however, is normally
insufficient to implement design changes and apply process optimisation techniques. Since
the range of particle sizes investigated in this study were well below the estimated turbulent
boundary layer thickness, the emphasis of thepresent studywas to implement anewabrasion
model in order to take into account the additional viscous effects which the current impact
models have failed to consider.
The relatively low global concentration levels categorised the flow as being dilute. Al-
though inter-particle collisions were not explicitly modelled, the momentum equations were
adjusted to take into account the additional solids pressure forces in local areas of high con-
centration. The equations governing the particle motion are composed of various interfacial
forces, some of them being neglected for the present study either due to their negligible
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overall contribution or low degree of relevance. The forces considered relevant were the
drag, virtual mass, Saffman lift and turbulent dispersion forces. Despite this, one must also
keep in mind that additional physical phenomena such as inter-particle collision, particle
agglomeration, wall roughness and particle sphericity may be relevant and inevitably intro-
duce some degree of uncertainty to the problem so that the numerical simulation is limited,
to a certain extent, in its accuracy. Nevertheless, the numerical simulation was, at least
for this study, used as a tool to detect the macroscopic phenomena which is in most cases
sufficient for the design and optimisation of various systems.
The topic of erosion is a highly complex field of study. This complexity arises because the
specific mechanism of erosion depends greatly on the combination of the mechanism of
erosion, the properties and impact parameters associated with the solid particle and the
structural and dynamic properties of the target material. Consequently, it is obvious that no
single or universal mechanism of erosion exists. In fact, it is probable that in most practical
situations several mechanisms may occur simultaneously. The event of impact erosion is
different from abrasion erosion such that the former describes the momentum exchange or
impulse transfer between the particle and wall upon collision and rebound over a short time
interval, whereas the latter describes the energy transfer between the particle andwall as the
particle maintains contact and slides along the target surface over a longer time duration.
In order to permit a precise quantitative analysis, the various mechanisms and parameters
affecting erosion need to be isolated and studied in a systematic manner. A parametric study
was conducted in order to investigate the primary effects of geometric intersection angle,
fluid viscosity, particle concentration and particle size. The experimental analysis was con-
ducted by employing an erosion device which delivered a high-speed slurry mixture to four
fundamentally similar erosion specimens each varying in intersection angle. Visualisation
techniques were utilised by means of a CCD camera and backlight which allowed the flow
field to be monitored for undesirable effects such as cavitation. In order to ensure reliable re-
sults were obtained, the experiments were assessed for repeatability based on a comparison
of the quantity and location of wear between subsequent runs.
Surface inspection methods are a critical component of the experimental analysis and play
a major role in characterising the extent of material removal. In the present analysis, state-
of-the-art inspection methods were used to monitor reproducibility of results and assess
erosive wear on both a qualitative and quantitative scale. Furthermore, it was emphasised
that erosivewearmust bemeasured by changes in surface profile, since estimates ofmass loss
alone provide no information on the amount of local wear. Usually, an accurate prediction
of the final quantity and location of wear will be dictated by an accurate prediction of
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the transitional geometry change. Therefore, intermediate measurements were necessary in
order to determine the rate ofmaterial removal and dependence of exposure time. Within the
range of parameter variations explored, experimental results demonstrated that a decrease
in fluid viscosity and increase in particle size and intersection angle all give rise to increased
quantities of material removal with a clear linear proportionality. The effect of free stream
velocity and particle concentration on the total erosionwas also studiedwhere it was verified
that erosive wear increases linearly with the second power of velocity and that a global mass
concentration index of 0.7 best describes the effect of particle loading. These findings not
only formed a solid basis for numerical validation, but also assisted in calibrating and ‘fine-
tuning’ those empirical constants which could be physically modelled but were still required
for the development of an accurate numerical model.
The workflow of the numerical modelling can be viewed as comprising of two main compo-
nents, namely, solution of the particle transport equations and fluid-particle interactions and,
the solution of the particle-wall interaction and subsequent wall material removal caused by
erosive wear. The focus of this study was on the physical and empirical modelling of the
latter. The former step was only used as tool for predicting the particulate velocities and
concentrations available at the wall.
A general erosion prediction procedure in combination with the Eulerian approach has been
added to supplement the commercial CFD code ANSYS-CFX R©. Contrary to conventional
methods, this approach of modelling wall-bounded particulate flows has attracted very
strong attention of researchers, as it makes the computation very economical. Since results
indicated that abrasion contributed to majority of wear, as opposed to direct particle-wall
impact, the main focus of this study was to predict the mechanism of surface abrasion.
Therefore, the wall boundary values were considered more crucial than tracking the par-
ticle trajectories throughout the domain, thus influencing the choice of using an Eulerian
approach. Furthermore, calculation of particle trajectories within the boundary layer com-
binedwith effects such as turbulent dispersion have proved to be an expensive task requiring
a very high spatial and temporal resolution in order to capture the complex particle dynamics
in this region.
In order tomake erosionmodelling feasible with the chosen Eulerian approach, the particle’s
velocity and impingement angle were statistically modelled by assuming a probability dis-
tribution function whose standard deviation was a function of the turbulent kinetic energy.
Before the flow equations for the current iteration are solved, a call is made to the FORTRAN
subroutine which reads in relevant solver variables and uses these to calculate the erosion
density at each node on the wall surface and returns this value in the form of a nodal mesh
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displacementwhich is scaled according the area of the control volume surrounding the node.
Following this, the flow field is then re-solved to account for the changes in geometry and
this iterative loop is repeated until the total exposure time has been reached.
The numerical model was initially applied to a two-dimensional configuration whose di-
mensions and operating conditions were representative of those found in a diesel injector
nozzle. Results indicated that significant changes in the geometry and flow field are ex-
pected, and that bi-directional coupling between the geometry and flow field is imperative
in order to predict the correct location and rate of wear. In order to validate the accuracy
of the implemented erosion model, the data available from the experimental analysis was
used as a source of validation. Excellent agreement between results were achieved both
qualitatively and quantitatively. In fact, the average error for the erosion length and depth
predictions was <10% with the maximum error margin not exceeding 19%.
Like all the erosion models developed to date, no guarantee can be made that the model will
deliver a similar degree of accuracy when applied to different operating conditions resulting
in different particle dynamics. In such cases, the model needs to be re-examined for its
physical plausibility and re-calibrated based upon a comprehensive set of experimental
data which resembles the phenomena to be modelled. Only then can its performance and
reliability be ascertained.
7.1 Recommendations for Future Work
As in the case of all research projects, it was not possible to investigate every aspect related
to the field of erosion within a specified time-frame. The present study has provided a solid
foundation for future research projectswhich are to take place in the context of slurry erosion.
There is however, much room for improvement and further investigation. For example, if
the event of a single particle-wall collision process could be experimentally visualised, mea-
surements of particle-wall impingement angles and velocities could be extracted. Moreover
effects such as wall roughness on particle rotation and particle-wall impingement angles
could be assessed in more detail. With such information at hand, the normal distribution
function assumed in the present study could be adjusted to represent the true statistical
nature of the particle-wall contact conditions.
Under the present experimental conditions, it was not ideal to study the behaviour of the
particle trajectory using Particle Image Velocimetry (PIV) or Laser Doppler Anemometry
(LDA). Although it was possible to trace the average trajectories of the particulate flow and
188
7.1 Recommendations for Future Work
detect local area of cavitation, the camera resolution was limited and did not permit the
dynamics of a single particle or single lump of mass (in the event of agglomeration) to be
captured. Increasing the particle size by a factor of 100 or more may have been possibility
although this was not a viable option since this would have increased the Stokes number
of the flow to values which result in quite different particle dynamics and do not reflect the
physical nature of hydroerosion in diesel injector nozzles.
It has been outlined that for cases dealingwith relatively large deformations, the steady-state
numerical approach no longer becomes a valid assumption for quantitative predictions since
the change in flow field alters the effective particle approach velocities and impingement
angles upon contact with the target surface. For accurate qualitative erosion predictions,
these changes need to be taken into account by updating both the geometry and flow field
iteratively. Amongst the various approaches available to achieve bidirectional coupling
between the fluid and geometry, the one used in this study was a ‘mesh morphing’ feature
in ANSYS-CFX R© which displaces the nodes using a linear ‘spring-based’ analogy whilst
preserving the mesh topology and nodal connectivity. Although this approach allows a
rapid update of the geometrywithminimal computational effort, its limitation lies in the fact
that areas of large deformation can no longer be represented with the same mesh topology.
A similar problem arises when large displacements occur at singular nodes on sharp edges
of an unstructured mesh resulting in the collision of neighbouring nodes causing cells with
intersecting surface normals to fold over themselves. Such cases may arise at the inlet edge
of an injector nozzle spray hole which suffers from the highest levels of hydroerosive wear.
Therefore, the only way to properly simulate such behaviour is to employ a remeshing
technique whereby the topology is constantly assessed for quality criteria (such as volume,
skewness and aspect ratio) and changed bymeans of cell deletion/addition. As an alternative
to remeshing, which may be computationally expensive, a modelling approach could be
devised which regulates the displacement of the nodes in the vicinity of the sharp edge in
order to avoid problems such as intersecting cells and/or negative volumes. Furthermore,
it may be more realistic, and perhaps more robust from a moving mesh perspective, if
these nodes to were to move perpendicular to the particle-wall impingement velocity vector
rather than in the direction of the surface normal. Given the fundamentally simple geometry
configurations used in the present study, a fully structured hexahedral meshwas usedwith a
small radius inserted at sharp edges to avoid potential problemswith themesh deformation.
As stated before, the numerical method chosen to simulate the multiphase system was
based on an Eulerian frame of reference for both the fluid and solid phases. This choice
however, required certain assumptions to be made and like all numerical CFD simulations,
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a compromise between accuracy and computational effort was required. The compromise in
this case was to focus all modelling efforts on abrasion erosion at the expense of accurately
modelling erosion due to direct particle-wall impact since erosion patterns clearly showed
this mechanism to have very little or no contribution at all. Despite this, the erosion model
developed for the present study does include a number of impact erosion models, in cases
where thismechanism does play an important role. An extension to the current workmay be
to implement a hybrid approach whereby direct particle impact and abrasion are modelled
using a combination of the Lagrangian and Eulerian approaches.
Finally, it should be emphasised that small deviations which cause asymmetry in the global
erosion patterns are very difficult to reproduce numerically and are an indication that certain
parameters are random in nature and cannot be physically modelled. In such cases, a
stochastic model, such as a Monte Carlo method with a statistical distribution representing
each parameter variation with tolerances could be implemented. The present model in its
current state is deterministic, meaning the same results will always be obtained, provided the
input parameters remain unchanged.
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A.1 Grading of Microgrits
The ‘F’ series is a graduated series of eleven microgits starting at a median particle size of 53
microns and ending at 3 microns. The series follows on from the finest grain in the ‘F’ series
macrogrits F 220 (63 microns) and uses the same ratio as that series i.e. 4
√
2
The calculation of the individual grain size values has been made as follows
• the ratio of the median grain sizes F 230 and F 240 is
4√
2 · f 0
i.e. it corresponds approximately to the progressive ratio of the test sieves for
macrogrits.
• the ratio of the median grain sizes F 240 and F 280 is
4√
2 · f 1
• the ratio of the next grain sizes is
4√
2 · f n
where n = 2, 3......9 and where the following equation applies to the factor f
45
√
53
3 ·
(
4√2
)1
0
= 1.0257
These follow a series of ratios starting at 1.189 and ending at 1.495.
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A.2 FORTRAN Program
#include "cfx5ext.h"
dllexport(erosion)
SUBROUTINE EROSION (
& NLOC, NRET, NARG, RET, ARGS, CRESLT, CZ,DZ,IZ,LZ,RZ )
#include "MMS.h"
#include "stack_point.h"
#include "common_sizes.h"
C
C User routine: Erosion
C
C --------------------
C Input
C --------------------
C
C NLOC - size of current locale
C NRET - number of components in result
C NARG - number of arguments in call
C ARGS() - (NLOC,NARG) argument values
C
C ARGS(NLOC,1) Particle velocity (x-component)
C ARGS(NLOC,2) Particle velocity (y-component)
C ARGS(NLOC,3) Particle velocity (z-component)
C ARGS(NLOC,4) Particle volume Fraction
C ARGS(NLOC,5) Particle diameter
C ARGS(NLOC,6) Wall shear stress (x-component)
C ARGS(NLOC,7) Wall shear stress (y-component)
C ARGS(NLOC,8) Wall shear stress (z-component)
C ARGS(NLOC,9) Shear strain rate
C ARGS(NLOC,10) Particle density
C ARGS(NLOC,11) Fluid density
C ARGS(NLOC,12) Fluid dynamic viscosity
C ARGS(NLOC,13) Fluid turbulence kinetic energy
C ARGS(NLOC,14) Local static pressure
C ARGS(NLOC,15) Fluid vorticity (x-component)
C ARGS(NLOC,16) Fluid vorticity (y-component)
C ARGS(NLOC,17) Fluid vorticity (z-component)
C ARGS(NLOC,18) Current time step
C ARGS(NLOC,19) Total volume
C ARGS(NLOC,20) Mass flow rate
C ARGS(NLOC,21) Absolute pressure difference
C ARGS(NLOC,22) Direction (x=1, y=2, z=3)
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C
C
C
C --------------------
C Modified
C --------------------
C
C Stacks possibly.
C
C --------------------
C Output
C --------------------
C
C RET() - (NLOC,NRET) Displacement
C CRESLT - ’GOOD’ for success
C
C --------------------
C Details
C --------------------
C
C
C======================================================================
C
C ------------------------------
C Preprocessor includes
C ------------------------------
C
C
C ------------------------------
C Global Parameters
C ------------------------------
C
C
C ------------------------------
C Argument list
C ------------------------------
C
C Variable definitions for USER_CALC_INFO
C
INTEGER NLOC,NARG,NRET
C
CHARACTER CRESLT*(*)
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C
REAL ARGS(NLOC,NARG), RET(NLOC,NRET)
C
INTEGER IZ(*)
CHARACTER CZ(*)*(1)
DOUBLE PRECISION DZ(*)
LOGICAL LZ(*)
REAL RZ(*)
C
C ------------------------------
C External routines
C ------------------------------
C
C
C ------------------------------
C Local Parameters
C ------------------------------
C
C
C ------------------------------
C Local Variables
C ------------------------------
CHARACTER*(MXLEN_XALIAS) CALIAS
CHARACTER*(2*MXDNAM) CVARL, USER_VAR
CHARACTER*(80) WHERE
CHARACTER*(MXDNAM) WHO,OPER,LOCALE,ENTITY,WHEN,CZONE
CHARACTER*(MXDNAM) CFLUIDC,CFLUIDD,CFLUIDDL,CS_PHASENO,
& CPP_NAME,CPP_ALIAS
CHARACTER*(4) CERACT,CRES
INTEGER ILOCS,ILOCF,IENTS,IENTF
CHARACTER*(MXPNAM) USER_PRINTING
CHARACTER*(30) ROUTIN
INTEGER NARV,NNARV, NNarvIp, LNarvIp,IDIREC
INTEGER NNarvFc, LNarvFc
CHARACTER*(MXPNAM) MESH_DIR
INTEGER LNarv,LNunv
C-----Timestep
INTEGER IVALUE,ILOC,LGRADVEL,NGRADVEL
REAL DT
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REAL HARDW,FRICW,STIFFW,POISW,DENSW,VOLINI,EOMEGA,EPHI,
& SCALE,SFAC,ABRAMP,STIFFP,PIOSP,MCONCP,CINDEX,ALPHAC,
& TAUWCRIT,VELLIM,HETSTP
CHARACTER*(30) EROMODEL,ABRMODEL
CHARACTER*(MXDNAM) CVALUE,LEVEL
C
C ------------------------------
C Stack pointers
C ------------------------------
C pNARV pointer to area vectors
C
__stack_point__ pNarvIp,pNarvFc,pVel,pPRES
C
C=======================================================================
C
C ---------------------------
C Executable Statements
C ---------------------------
C
C=======================================================================
C First level
C=======================================================================
C
C-----------------------------------------------------------------------
C Second level
C-----------------------------------------------------------------------
C
C---- Third level
C
C
C
C---- Initialise RET(1:NLOC*NRET) to zero.
C
CALL SET_A_R( RET, 0.0,NLOC )
ROUTIN = ’EROSION’
C
C Look up command file info: USER_PRINTING
C
C
USER_PRINTING = ’No’
CALL PEEKCS (’/USER/USER_PRINTING’, USER_PRINTING, ’WARN’,
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& CRES, CZ)
C
C Send any diagnostic messages vis master process
C
C IF (USER_PRINTING(1:1) .NE. ’N’) THEN
C CALL MESAGE(’WRITE’, ’Start USER_INPUT’)
C ENDIF
C
C---- Location of CAll
C
CALL USER_CALC_INFO (WHO,’GET’,CVARL,LOCALE,ENTITY,WHEN,CALIAS,
& CERACT,CRESLT,
& CZONE,ILOCS,ILOCF,IENTS,IENTF,
& CZ,DZ,IZ,LZ,RZ)
C
C-----Debug Output
C IF ( USER_PRINTING(1:1) .NE. ’N’ ) THEN
C CALL USER_PRINT_CHAR(’CVARL ’, CVARL)
C CALL USER_PRINT_CHAR(’CZONE ’, CZONE )
C CALL USER_PRINT_CHAR(’LOCALE ’, LOCALE)
C CALL USER_PRINT_CHAR(’ENTITY ’, ENTITY )
C ENDIF
C
C-------Build WHERE.
C
IF (ENTITY(1:1) .EQ. ’ ’) THEN
WHERE = CZONE(1:LENACT(CZONE)) // ’/’ // LOCALE
ELSE
WHERE = CZONE(1:LENACT(CZONE)) // ’/’
& // LOCALE(1:LENACT(LOCALE)) // ’/’ // ENTITY
ENDIF
C
C---- Get current timestep increment, DT
C
CALL ALG_TIMSTEP_INFO(’DT’,’ ’,’ ’,CVALUE,IVALUE,DT,LEVEL,
& CRESLT, CZ,DZ,IZ,LZ,RZ)
C
C---- Get direction
C
IDIREC=NINT(ARGS(1,22))
C
C---- Define the path to the area vector
C
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MESH_DIR = ’/FLOW/MESH/’//CZONE//’/’//LOCALE
C
C---- Push to mesh directory
C
CALL PSHDIR(’/FLOW/MESH/’//CZONE,’STOP’,CRESLT)
C
C---- Get the area vector ip
C
CALL gNarvIp(ROUTIN,LOCALE,’FL1’,’RETURN’,
& LNarvIp,NNarvIp,pNarvIp,
& CZ,DZ,IZ,LZ,RZ)
C
C---- Get the area vector fc
C
CALL gNarvFc(ROUTIN,LOCALE,’FL1’,’RETURN’,
& LNarvFc,NNarvFc,pNarvFc,
& CZ,DZ,IZ,LZ,RZ)
C
C---- Get the pressure gradient
C
CALL GETVAR(ROUTIN,’GRADIENT’,’PRES’,LOCALE//’/VX’,’LATEST’,
& ’RETURN’,’STOP’,CRESLT,LNPRES,NPRES,pPRES,
& CZ,DZ,IZ,LZ,RZ)
C
C---- Get erosion constants (from ’user.ccl’)
C
CALL USER_PEEKCA(’EROSION_MODEL’,1,EROMODEL,’STOP’,
& CRESLT,CZ)
CALL USER_PEEKCA(’ABRASION_MODEL’,1,ABRMODEL,’STOP’,
& CRESLT,CZ)
CALL USER_PEEKR(’WALL_HARDNESS’,1,HARDW,’STOP’,
& CRESLT,CZ)
CALL USER_PEEKR(’WALL_FRIC_COEFF’,1,FRICW,’STOP’,
& CRESLT,CZ)
CALL USER_PEEKR(’WALL_STIFFNESS’,1,STIFFW,’STOP’,
& CRESLT,CZ)
CALL USER_PEEKR(’WALL_POISON_RATIO’,1,POISW,’STOP’,
& CRESLT,CZ)
CALL USER_PEEKR(’WALL_DENSITY’,1,DENSW,’STOP’,
& CRESLT,CZ)
CALL USER_PEEKR(’SPEC_DEFORM_ENERGY’,1,EOMEGA,’STOP’,
& CRESLT,CZ)
CALL USER_PEEKR(’SPEC_CUTTING_ENERGY’,1,EPHI,’STOP’,
& CRESLT,CZ)
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CALL USER_PEEKR(’INITIAL_VOLUME’,1,VOLINI,’STOP’,
& CRESLT,CZ)
CALL USER_PEEKR(’MASS_FLOW’,1,MASSFLO,’STOP’,
& CRESLT,CZ)
CALL USER_PEEKR(’DISPLACE_SCALE’,1,SCALE,’STOP’,
& CRESLT,CZ)
CALL USER_PEEKR(’SHAPE_FACTOR’,1,SFAC,’STOP’,
& CRESLT,CZ)
CALL USER_PEEKR(’ABRASION_AMP’,1,ABRAMP,’STOP’,
& CRESLT,CZ)
CALL USER_PEEKR(’PARTICLE_STIFFNESS’,1,STIFFP,’STOP’,
& CRESLT,CZ)
CALL USER_PEEKR(’PARTICLE_POISON_RATIO’,1,POISP,’STOP’,
& CRESLT,CZ)
CALL USER_PEEKR(’PARTICLE_CONCENTRATION’,1,MCONCP,’STOP’,
& CRESLT,CZ)
CALL USER_PEEKR(’EFFECTIVE AREA’,1,CINDEX,’STOP’,
& CRESLT,CZ)
CALL USER_PEEKR(’CRITICAL_ANGLE’,1,ALPHAC,’STOP’,
& CRESLT,CZ)
CALL USER_PEEKR(’CRITICAL_SHEAR_STRESS’,1,TAUWCRIT,’STOP’,
& CRESLT,CZ)
CALL USER_PEEKR(’VELOCITY_LIMIT’,1,VELLIM,’STOP’,
& CRESLT,CZ)
CALL USER_PEEKR(’HE_TIME_STEP’,1,HETSTP,’STOP’,
& CRESLT,CZ)
C
C-----------------------------------------------------------------------
C Calculate mesh displacement
C-----------------------------------------------------------------------
C
CALL EROSION_CORE(ILOCS,ILOCF,IENTS,IENTF,IDIREC,DT,
& EROMODEL,ABRMODEL,HARDW,FRICW,STIFFW,POISW,
& DENSW,EOMEGA,EPHI,VOLINI,MASSFLO,SCALE,SFAC,
& ABRAMP,STIFFP,POISP,MCONCP,CINDEX,ALPHAC,
& TAUWCRIT,VELLIM,HETSTP,ENTITY,
& ARGS(1,1),ARGS(1,2),ARGS(1,3),ARGS(1,4),
& ARGS(1,5),RZ(pNarvIp),RZ(pNarvFc),RZ(pPRES),
& ARGS(1,6),ARGS(1,7),ARGS(1,8),ARGS(1,9),
& ARGS(1,10),ARGS(1,11),ARGS(1,12),ARGS(1,13),
& ARGS(1,14),ARGS(1,15),ARGS(1,16),ARGS(1,17),
& ARGS(1,18),ARGS(1,19),ARGS(1,20),ARGS(1,21),
& RET(1,1))
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C
C---- Release the area vector ip
C
CALL gNarvIp(ROUTIN,LOCALE,’FL1’,’RELEASE’,
& LNarvIp,NNarvIp,pNarvIp,
& CZ,DZ,IZ,LZ,RZ)
C
C---- Release the area vector fc
C
CALL gNarvFc(ROUTIN,LOCALE,’FL1’,’RELEASE’,
& LNarvFc,NNarvFc,pNarvFc,
& CZ,DZ,IZ,LZ,RZ)
C
C---- Release the pressure gradient
C
CALL GETVAR(ROUTIN,’GRADIENT’,’PRES’,LOCALE//’/VX’,’LATEST’,
& ’RELEASE’,’STOP’,CRESLT,LNPRES,NPRES,pPRES,
& CZ,DZ,IZ,LZ,RZ)
CALL POPDIR(’STOP’,CRESLT)
C
C---- Set success flag.
C
CRESLT = ’GOOD’
C
C=======================================================================
END
dllexport(erosion_core)
SUBROUTINE EROSION_CORE (ISFC_S,ISFC_F,IP1,IP2,IDIREC,DT,
& EROMODEL,ABRMODEL,
& HARDW,FRICW,STIFFW,POISW,DENSW,EOMEGA,
& EPHI,VOLINI,MASSFLO,SCALE,SFAC,ABRAMP,
& STIFFP,POISP,MCONCP,CINDEX,ALPHAC,
& TAUWCRIT,VELLIM,HETSTP,ENTITY,
& U,V,W,VOLFRC,
& DIAM,NarvIp,NarvFc,PRESGRAD,
& TAUWX,TAUWY,TAUWZ,STRAIN,DENSP,
& DENSF,VISCF,TKE,PRES,VORTX,VORTY,VORTZ,
& CTSTEP,VOLTOT,MDOT,DELTAP,
& DISPLACE)
IMPLICIT NONE
C
C Calculate wall displacement for erosion model
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C
C ======================================================================
C Arguments
C ======================================================================
C
C (IN) NLOC Number of locations
C (IN) DT Time step increment
C (IN) U(ISFC_S:ISFC_F,IP1:IP2) Particle velocity (x-component)
C (IN) V(ISFC_S:ISFC_F,IP1:IP2) Particle velocity (y-component)
C (IN) W(ISFC_S:ISFC_F,IP1:IP2) Particle velocity (z-conponent)
C (IN) NARVIP(ISFC_S:ISFC_F,IP1:IP2,3) Normal area vector
C (IN) NARVFC(ISFC_S:ISFC_F,IP1:IP2,3) Normal face vector
C (IN) PRESGRAD(ISFC_S:ISFC_F,3,IP1:IP2) Pressure gradient
C (IN) VOLFRC(ISFC_S:ISFC_F,IP1:IP2) Particle volume fraction
C (IN) DIAM(ISFC_S:ISFC_F,IP1:IP2) Particle diameter
C (IN) TAUWX(ISFC_S:ISFC_F,IP1:IP2) Wall shear (x-component)
C (IN) TAUWY(ISFC_S:ISFC_F,IP1:IP2) Wall shear (y-component)
C (IN) TAUWZ(ISFC_S:ISFC_F,IP1:IP2) Wall shear (z-component)
C (IN) STRAIN(ISFC_S:ISFC_F,IP1:IP2) Shear strain rate
C (IN) DENSP(ISFC_S:ISFC_F,IP1:IP2) Particle density
C (IN) DENSF(ISFC_S:ISFC_F,IP1:IP2) Fluid density
C (IN) VISCF(ISFC_S:ISFC_F,IP1:IP2) Fluid viscosity
C (IN) TKE(ISFC_S:ISFC_F,IP1:IP2) Turbulent kinetic energy
C (IN) VORTX(ISFC_S:ISFC_F,IP1:IP2) Fluid vorticity (x-component)
C (IN) VORTY(ISFC_S:ISFC_F,IP1:IP2) Fluid vorticity (y-component)
C (IN) VORTZ(ISFC_S:ISFC_F,IP1:IP2) Fluid vorticity (z-component)
C (IN) PRES(ISFC_S:ISFC_F,IP1:IP2) Static local pressure
INTEGER ISFC_S, ISFC_F, IP1, IP2, IDIREC
REAL DT,CTSTEP,VOLTOT,MDOT,DELTAP,
& U(ISFC_S:ISFC_F,IP1:IP2),
& V(ISFC_S:ISFC_F,IP1:IP2),
& W(ISFC_S:ISFC_F,IP1:IP2),
& NarvIp(ISFC_S:ISFC_F,3,IP1:IP2),
& NarvFc(ISFC_S:ISFC_F,3),
& PRESGRAD(ISFC_S:ISFC_F,3,IP1:IP2),
& VOLFRC(ISFC_S:ISFC_F,IP1:IP2),
& DIAM(ISFC_S:ISFC_F,IP1:IP2),
& TAUWX(ISFC_S:ISFC_F,IP1:IP2),
& TAUWY(ISFC_S:ISFC_F,IP1:IP2),
& TAUWZ(ISFC_S:ISFC_F,IP1:IP2),
& STRAIN(ISFC_S:ISFC_F,IP1:IP2),
& DENSP(ISFC_S:ISFC_F,IP1:IP2),
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& DENSF(ISFC_S:ISFC_F,IP1:IP2),
& VISCF(ISFC_S:ISFC_F,IP1:IP2),
& TKE(ISFC_S:ISFC_F,IP1:IP2),
& PRES(ISFC_S:ISFC_F,IP1:IP2),
& VORTX(ISFC_S:ISFC_F,IP1:IP2),
& VORTY(ISFC_S:ISFC_F,IP1:IP2),
& VORTZ(ISFC_S:ISFC_F,IP1:IP2)
C
C (OUT) DISPLACE(NLOC) DISPLACEMENT
REAL DISPLACE(ISFC_S:ISFC_F,IP1:IP2)
C
C ======================================================================
C
INTEGER ISFC, IP, II, JJ, KK, I, J, K
REAL HARDW, FRICW, STIFFW, POISW, DENSW, VOLINI, MASSFLO,
& EOMEGA, EPHI, SCALE, SFAC, ABRAMP, STIFFP, POISP, MCONCP,
& CINDEX, ALPHAC, TAUWCRIT, VELLIM, HETSTP
REAL*8 VEL(3), VELABS, VEC1(3), VEC2(3), VEC2ABS, AREA, VTAN,
& V2TAN, V2NORM, VDIFF, ALPHA, ALPHA_DEG, ALPHA0, TAUWABS,
& DELTAX, DELTAY, DELTAZ, SLNGTH, SFORCE, SFORCE2, NFORCE,
& NORM, UNORMX, UNORMY, UNORMZ, ALPHA1,
& NORMX, NORMY, NORMZ
REAL*8 EROVOL, EROMASS, ERORATE, HETIME, PRESG(3)
REAL*8 CVO, VTMIN, ESTAR, XNN, VPL, K0, K1, C, XMASS, MASSP, NUMP
REAL*8 EROTOT, EROIMP, ERODEF, EROCUT, EROABR
REAL*8 EROTOTSUM, EROIMPSUM, EROABRSUM
REAL*8 EROMAG, EROBIT, EROGIL, EROFIN, EROTAB
REAL*8 EROARC, ERORIZ
REAL*8 VELX(15), VELY(15), VELZ(15), VMAG, V2MAG
REAL*8 WDEF, WCUT, WABR, CTIME, COLFREQ, T_CT
REAL*8 S, SSTAR, X, POLY, THETAC, VSTARC, MASSFRC, TAUW(3)
REAL*8 VSTARABS, VSTAR(3), DELTA, REF, REX
REAL*8 V0, N, F
REAL*8 PI, G, E, SN
REAL*8 VREF1, VREF2, VREF3, K12, ALPHA_MAX,
& K2, FG, FV, RT
REAL*8 FAV, GAMMA, A, DTIME, STPDIS, RE, REP, REP2, STP, STP2,
& RECRIT, STCRIT, FAC, VNORM, IMPFAC
REAL*8 STDEV, SIGMA, PDFLOW, PDFUPP, STEP,
& PROB, PROBX(15), PROBY(15), PROBZ(15)
REAL*8 ETAND, ENORMD, ETANW, ENORMW
REAL*8 VISCEFF, DENSEFF, MDOTID, VCONCP, CD, DRAG, CL, LIFT,
& PRODX, PRODY, PRODZ, LIFTX, LIFTY, LIFTZ
CHARACTER*(30) EROMODEL, ABRMODEL, ENTITY
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PARAMETER (PI=3.1415927, G=9.8066502, E=2.7182817, SN=10E-06)
C
C ======================================================================
C Executable statements
C ======================================================================
C
DO ISFC=ISFC_S,ISFC_F
DO IP=IP1,IP2
C
C---- Wall shear stress
C
TAUW(1) = TAUWX(ISFC,IP)
TAUW(2) = TAUWY(ISFC,IP)
TAUW(3) = TAUWZ(ISFC,IP)
TAUWABS = SQRT( TAUW(1)**2 + TAUW(2)**2 + TAUW(3)**2 )
C
C---- Effective viscosity
C
C VISCEFF = VISCF(ISFC,IP)*(1+(2.5*VOLFRC(ISFC,IP)))
VISCEFF = VISCF(ISFC,IP)*(1+((1.25*VOLFRC(ISFC,IP))/
& (1-(VOLFRC(ISFC,IP)/0.64)))**2)
C
C---- Velocity components
C
C VEL(1) = U(ISFC,IP)
C VEL(2) = V(ISFC,IP)
C VEL(3) = W(ISFC,IP)
C
VEL(1) = TAUW(1)*0.5*DIAM(ISFC,IP)/VISCEFF
VEL(2) = TAUW(2)*0.5*DIAM(ISFC,IP)/VISCEFF
VEL(3) = TAUW(3)*0.5*DIAM(ISFC,IP)/VISCEFF
C
C---- Absolute velocity
C
VELABS = SQRT( VEL(1)**2 + VEL(2)**2 + VEL(3)**2 )
C
C---- Area vector magnitude (cell area)
C
AREA = SQRT(NarvIp(ISFC,1,IP)**2+
& NarvIp(ISFC,2,IP)**2+
& NarvIp(ISFC,3,IP)**2)
C
C---- Unit normal vector
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C
UNORMX = NarvIp(ISFC,1,IP)/AREA
UNORMY = NarvIp(ISFC,2,IP)/AREA
UNORMZ = NarvIp(ISFC,3,IP)/AREA
C
C---- Cross product (VEC1) of velocity and normal
C
VEC1(1) = VEL(2)*NarvIp(ISFC,3,IP) - VEL(3)*NarvIp(ISFC,2,IP)
VEC1(2) = VEL(3)*NarvIp(ISFC,1,IP) - VEL(1)*NarvIp(ISFC,3,IP)
VEC1(3) = VEL(1)*NarvIp(ISFC,2,IP) - VEL(2)*NarvIp(ISFC,1,IP)
C
C---- Cross product (VEC2) of VEC1 and normal
C
VEC2(1) = NarvIp(ISFC,2,IP)*VEC1(3)
& - NarvIp(ISFC,3,IP)*VEC1(2)
VEC2(2) = NarvIp(ISFC,3,IP)*VEC1(1)
& - NarvIp(ISFC,1,IP)*VEC1(3)
VEC2(3) = NarvIp(ISFC,1,IP)*VEC1(2)
& - NarvIp(ISFC,2,IP)*VEC1(1)
C
VEC2ABS = SQRT( VEC2(1)**2 + VEC2(2)**2 + VEC2(3)**2 )
C
C---- Angle between wall vector (VEC2) and normal
C
ALPHA1 = ACOS(((UNORMX*VEC2(1))+
& (UNORMY*VEC2(2))+
& (UNORMZ*VEC2(3)))/VEC2ABS)
C
C---- Effective Pressure gradient
IF (PRESGRAD(ISFC,1,IP).GT.0.0) THEN
PRESG(1)=0.0
ELSE
PRESG(1)=PRESGRAD(ISFC,1,IP)
ENDIF
IF (PRESGRAD(ISFC,2,IP).GT.0.0) THEN
PRESG(2)=0.0
ELSE
PRESG(2)=PRESGRAD(ISFC,2,IP)
ENDIF
IF (PRESGRAD(ISFC,3,IP).GT.0.0) THEN
PRESG(3)=0.0
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ELSE
PRESG(3)=PRESGRAD(ISFC,3,IP)
ENDIF
C
C---- Initialise erosion quantities
C
EROIMP = 0.0
EROABR = 0.0
C
C---- Impact erosion parameters
C
CVO = 0.0
VTMIN = 0.01
XMASS = (4.0*PI/3.0)*(0.5*DIAM(ISFC,IP))**3*DENSP(ISFC,IP)
ALPHA0 = ALPHAC/180.0*PI
S = DENSP(ISFC,IP)/DENSF(ISFC,IP)
ESTAR = 1.0/((1.0-(POISP**2))/STIFFP
& + (1.0-(POISW**2))/STIFFW)
XNN = PI/2.0/ALPHA0
K0 = (PI**2)/2.0/SQRT(10.0)*((1.59*HARDW/3.0)**(2.5))
K0 = K0/SQRT(DENSP(ISFC,IP))/(ESTAR**2)
K1 = 0.82*((1.59*HARDW/3.0)**2)
K1 = K1*((1.59*HARDW/3.0/DENSP(ISFC,IP))**(0.25))/(ESTAR**2)
C = (0.288/(0.53*HARDW))*
& ((DENSP(ISFC,IP)/(0.53*HARDW))**(0.25))
VPL = PI**2/2.0/SQRT(10.0)*HARDW**(2.5)
VPL = VPL/SQRT(DENSP(ISFC,IP))/4.0/ESTAR**2
S = DENSP(ISFC,IP)/DENSF(ISFC,IP)
DENSEFF = (DENSF(ISFC,IP)*(1.0-VOLFRC(ISFC,IP)))+
& (DENSP(ISFC,IP)*VOLFRC(ISFC,IP))
C
C---- Probability density function (Gaussian distribution)
C
II = 0
JJ = 0
KK = 0
STEP = 0.4
SIGMA = SQRT(2*TKE(ISFC,IP)/3)
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C
C---- Filter cells with low turbulence
C
IF (VELABS.LT.VELLIM) THEN
STDEV = 0.0
II = II+1
JJ = JJ+1
KK = KK+1
VELX(II)=VEL(1)
VELY(JJ)=VEL(2)
VELZ(KK)=VEL(3)
PROBX(II)=1.0
PROBY(JJ)=1.0
PROBZ(KK)=1.0
ELSE
DO STDEV=-3,(3-STEP),STEP
II = II+1
JJ = JJ+1
KK = KK+1
VELX(II)=(STDEV*SIGMA)+VEL(1)
VELY(JJ)=(STDEV*SIGMA)+VEL(2)
VELZ(KK)=(STDEV*SIGMA)+VEL(3)
PDFLOW = (1/SQRT(2*PI))*E**((-(STDEV)**2)/2)
PDFUPP = (1/SQRT(2*PI))*E**((-(STDEV+STEP)**2)/2)
PROBX(II) = (0.5*(PDFLOW+PDFUPP)*STEP)
PROBY(JJ) = (0.5*(PDFLOW+PDFUPP)*STEP)
PROBZ(KK) = (0.5*(PDFLOW+PDFUPP)*STEP)
C WRITE(*,*) II,JJ,KK,PROBX(II),PROBY(JJ),PROBZ(KK)
ENDDO
ENDIF
C
DO I=1,II
DO J=1,JJ
DO K=1,KK
PROB = PROBX(I)*PROBY(J)*PROBZ(K)
VMAG = SQRT(VELX(I)**2+VELY(J)**2+VELZ(K)**2)
CTIME = SQRT(AREA)/VMAG
ALPHA = ((UNORMX*VELX(I))+
& (UNORMY*VELY(J))+
& (UNORMZ*VELZ(K))/VMAG)
IF (ALPHA.LT.-1.0) THEN
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C ALPHA = PI/2.0
ALPHA = 0.0
ELSEIF (ALPHA.GT.1.0) THEN
ALPHA = 0.0
ELSE
ALPHA = ACOS(ALPHA)
ALPHA=ALPHA-(PI-ALPHA1)
ENDIF
ALPHA_DEG = ALPHA*(180/PI)
C
C---- Normal and tangential impact velocity components
C
VNORM = VMAG*SIN(ALPHA)
VTAN = VMAG*COS(ALPHA)
C
C---- Thin squeeze film parameters (due to boundary lubrication)
C
FAV = 1.0
GAMMA = 10.0
A = 8*(2*S+FAV)
DTIME = ((DIAM(ISFC,IP))**2*DENSP(ISFC,IP)/(18*VISCEFF))
STPDIS = DTIME*VMAG*SIN(ALPHA)
REP = DENSEFF*VNORM*DIAM(ISFC,IP)/VISCEFF
STP = REP*S/9.0
RECRIT = (12*GAMMA**2)/A
STCRIT = RECRIT*S/9.0
FAC = 1.0
C
C---- Readjust velocity and impact angle (if necessary)
C
IF (REP.GT.RECRIT) THEN
FAC = (A/(A+GAMMA))-((12*GAMMA**2/(A+GAMMA))*(1/REP))
VNORM = FAC*VNORM
VMAG = SQRT(VNORM**2+VTAN**2)
ALPHA = ATAN(VNORM/VTAN)
ALPHA_DEG = ALPHA*(180/PI)
ENDIF
C
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C---- Particle mass available at the wall (for impact only)
C
MASSP = ((VNORM*DT)+(0.5*DIAM(ISFC,IP)))*(1.0)*VOLFRC(ISFC,IP)*
& DENSP(ISFC,IP)
MASSP = PROB*MASSP
NUMP = MASSP/XMASS
C
C---- Particle/wall contact time (elastic collision)
C
T_CT= 2.87*(MASSP**2/(0.5*DIAM(ISFC,IP)*ESTAR**2*
& ABS(VNORM)))**0.2
C
C---- Impact erosion (Magnee)
C
IF ( EROMODEL .EQ. ’Magnee’ ) THEN
IF (ALPHA.LT.ALPHA0) THEN
V2TAN = SIN(XNN*ALPHA)
ELSE
V2TAN = 1.0
ENDIF
V2TAN = VMAG*COS(ALPHA)*SQRT(1.0-V2TAN)
IF (V2TAN.LT.VTMIN) V2TAN = 0.0
C IF ((ALPHA.LT.0.0).OR.(RECRIT.GT.REP)) THEN
IF ((ALPHA.LT.0.0).OR.
& (ALPHA.GT.(10.0*PI/180)).OR.
& (RECRIT.GT.REP)) THEN
WDEF = 0.0
WCUT = 0.0
ELSE
WDEF = VMAG*SIN(ALPHA)
WDEF = (MAX((WDEF-VPL),CVO))**2*0.5*MASSP/EOMEGA
WDEF = MAX(WDEF,CVO)
WCUT = (VMAG*COS(ALPHA))**2
WCUT = MAX((WCUT-V2TAN**2),CVO)*0.5*MASSP/EPHI
WCUT = MAX(WCUT,CVO)
ENDIF
EROMAG = (WDEF+WCUT)/DT
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EROIMP = EROIMP+EROMAG
ENDIF
C
C---- Impact erosion (Bitter)
C
IF ( EROMODEL .EQ. ’Bitter’ ) THEN
VDIFF = VMAG*SIN(ALPHA)-K0
IF (VDIFF.LT.0.0) THEN
WDEF = 0.0
WCUT = 0.0
ELSE
WDEF = 0.5*MASSP*(VDIFF**2)/EOMEGA
WDEF = MAX(WDEF,CVO)
IF (ALPHA.LT.ALPHA0) THEN
WCUT = (VMAG*COS(ALPHA))
WCUT = WCUT-(C*(VDIFF**2)*EPHI/SQRT(VDIFF+K0))
WCUT = WCUT*SFAC*(2*MASSP*C*(VDIFF**2)/SQRT(VDIFF+K0))
ELSE
WCUT = (VMAG*COS(ALPHA))**2
WCUT = 0.5*SFAC*MASSP*(WCUT-K1*(VDIFF**(1.5)))/EPHI
ENDIF
ENDIF
EROBIT = (WDEF+WCUT)/DT
EROIMP = EROIMP+EROBIT
ENDIF
C
C---- Impact erosion (Gilchrist)
C
IF ( EROMODEL .EQ. ’Gilchrist’ ) THEN
C IF ((ALPHA.LT.0.0).OR.(RECRIT.GT.REP)) THEN
IF (ALPHA.LT.0.0) THEN
WDEF = 0.0
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WCUT = 0.0
ELSE
WDEF = (VMAG*SIN(ALPHA))**2
WDEF = 0.5*MASSP*WDEF/EOMEGA
IF (ALPHA.LT.ALPHA0) THEN
WCUT = (VMAG*COS(ALPHA))**2
WCUT = 0.5*SFAC*MASSP*WCUT*SIN(2*ALPHA)/EPHI
WCUT = WCUT/(1000.0*DENSW)
ELSE
WCUT = (VMAG*COS(ALPHA))**2
WCUT = 0.5*SFAC*MASSP*WCUT/EPHI
WCUT = WCUT/(1000.0*DENSW)
ENDIF
ENDIF
EROGIL = (WDEF+WCUT)/DT
EROIMP = EROIMP+EROGIL
ENDIF
C
C---- Impact erosion (Finnie)
C
IF ( EROMODEL .EQ. ’Finnie’ ) THEN
V0 = 1.0
N = 2.0
IF (ALPHA_DEG.GE.0.0.AND.ALPHA_DEG.LE.18.5) THEN
F = SIN(2*ALPHA)-3*SIN(ALPHA)**2
ELSE
F = COS(ALPHA)**2/3
ENDIF
EROFIN = SFAC*MASSP*((VMAG/V0)**N*F)/DENSW
EROFIN = EROFIN/DT
EROIMP = EROIMP+EROFIN
ENDIF
C
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C---- Impact erosion (Tabakoff)
C
IF ( EROMODEL .EQ. ’Tabakoff’ ) THEN
VREF1 = 159.11
VREF2 = 194.75
VREF3 = 190.50
K12 = 0.585
ALPHA_MAX = 25.0*PI/180
IF (ALPHA.LE.(2*ALPHA_MAX)) THEN
K2 = 1.0
ELSE
K2 = 0.0
ENDIF
FG = (1.0+K2*K12*SIN(ALPHA/ALPHA_MAX*0.5*PI))**2
FV = (VMAG/VREF2)*SIN(ALPHA)**4
RT = 1.0-(VMAG/VREF3)*SIN(ALPHA)
EROTAB = (SFAC*MASSP*FG*(VMAG/VREF1)**2*COS(ALPHA)**2*
& (1.0-RT**2)+FV)/(1000.0*DENSW)
EROTAB = EROTAB/DT
EROIMP = EROIMP+EROTAB
ENDIF
C
C---- Abrasion erosion parameters
C
S = DENSP(ISFC,IP)/DENSF(ISFC,IP)
MASSFRC = S*VOLFRC(ISFC,IP)
VCONCP = MCONCP/(100*S)
DENSEFF = (DENSF(ISFC,IP)*(1.0-VOLFRC(ISFC,IP)))+
& (DENSP(ISFC,IP)*VOLFRC(ISFC,IP))
VSTAR(1) = SQRT(ABS(TAUW(1))/DENSF(ISFC,IP))
VSTAR(2) = SQRT(ABS(TAUW(2))/DENSF(ISFC,IP))
VSTAR(3) = SQRT(ABS(TAUW(3))/DENSF(ISFC,IP))
VSTARABS = SQRT(TAUWABS*(VISCEFF/VISCF(ISFC,IP))/DENSEFF)
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REP = DENSEFF*VTAN*DIAM(ISFC,IP)/VISCEFF
C
C---- Tangential force
C
C SFORCE = (TAUWABS-TAUWCRIT)*(1.0)
SFORCE = (DENSEFF*VSTARABS**2)*(1.0)
C
C---- Normal force
C
NFORCE = SQRT(PRESG(1)**2 + PRESG(2)**2 + PRESG(3)**2)
NFORCE = NFORCE*(MASSP/DENSP(ISFC,IP))
C
C---- Abrasion erosion (Archard)
C
IF ( ABRMODEL .EQ. ’Archard’ ) THEN
SLNGTH = VTAN*DT
IF (NFORCE.LT.0.0) THEN
WABR = 0.0
ELSE
WABR = PROB*SFAC*ABRAMP*REP*MASSP*NFORCE*
& SLNGTH/(3.0*HARDW)
ENDIF
EROARC = WABR/DT
EROABR = EROABR+EROARC
ENDIF
C
C---- Abrasion erosion (Rizkalla)
C
IF ( ABRMODEL .EQ. ’Rizkalla’ ) THEN
SLNGTH = VTAN*DT
IF ((SFORCE.LT.0.0)) THEN
WABR = 0.0
ELSE
WABR = PROB*SFAC*ABRAMP*REP*(MCONCP**CINDEX)*SFORCE*
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& SLNGTH/EPHI
ENDIF
ERORIZ = WABR/DT
EROABR = EROABR+ERORIZ
ENDIF
ENDDO
ENDDO
ENDDO
C
C---- Total erosion time (start of timestep)
C
HETIME = CTSTEP*HETSTP
C
C---- Calculate total erosion (impact and abrasion)
C
EROTOT = EROIMP+EROABR
EROVOL=VOLTOT-VOLINI
ERORATE = EROVOL/(HETIME+SN)
EROMASS = EROVOL*DENSW
C
C---- Displacement
C
IF (IDIREC.EQ.1) THEN
DISPLACE(ISFC,IP) = SCALE*EROTOT*UNORMX*HETSTP
C DISPLACE(ISFC,IP)=0.0
ELSEIF (IDIREC.EQ.2) THEN
DISPLACE(ISFC,IP) = SCALE*EROTOT*UNORMY*HETSTP
C DISPLACE(ISFC,IP)=0.0
ELSE
DISPLACE(ISFC,IP) = SCALE*EROTOT*UNORMZ*HETSTP
C DISPLACE(ISFC,IP)=0.0
ENDIF
C
C
C---- Print erosion output
C
C IF ( USER_PRINTING(1:1) .NE. ’N’ ) THEN
IF(ISFC.EQ.ISFC_F)THEN
IF(IP.EQ.IP2) THEN
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C IF (STDEV.EQ.0.0) THEN
WRITE(*,*)’ ’
WRITE(*,*)’he: DISPLACE: ’,DISPLACE(ISFC,IP)
WRITE(*,*)’he: DT: ’,DT
WRITE(*,*)’he: DIRECTION: ’,IDIREC
WRITE(*,*)’he: DIAMETER: ’,DIAM(ISFC,IP)
WRITE(*,*)’he: VMAG: ’,VMAG
WRITE(*,*)’he: VTAN: ’,VTAN
WRITE(*,*)’he: VNORM: ’,VNORM
WRITE(*,*)’he: TAUWABS: ’,TAUWABS
WRITE(*,*)’he: IMPACT ANGLE: ’,ALPHA_DEG
WRITE(*,*)’he: IMPACT EROSION: ’,EROIMP
WRITE(*,*)’he: ABRASION EROSION: ’,EROABR
WRITE(*,*)’he: TOTAL EROSION: ’,EROTOT
WRITE(*,*)’he: SLIDING LENGTH: ’,SLNGTH
WRITE(*,*)’he: SLIDING FORCE: ’,SFORCE
WRITE(*,*)’he: NORMAL FORCE: ’,NFORCE
WRITE(*,*)’he: VOLUME FRACTION: ’,VOLFRC(ISFC,IP)
WRITE(*,*)’he: PROB: ’,PROB
WRITE(*,*)’he: MASSP: ’,MASSP
WRITE(*,*)’he: ALPHA: ’,ALPHA
WRITE(*,*)’he: REP: ’,REP
WRITE(*,*)’he: RECRIT: ’,RECRIT
WRITE(*,*)’he: EROSION MODEL: ’,EROMODEL
WRITE(*,*)’he: ABRASION MODEL: ’,ABRMODEL
WRITE(*,*)’he: TOTAL HE TIME: ’,HETIME
WRITE(*,*)’he: INITIAL VOLUME: ’,VOLINI
WRITE(*,*)’he: TOTAL EROSION VOLUME: ’,EROVOL
WRITE(*,*)’he: TOTAL EROSION MASS: ’,EROMASS
WRITE(*,*)’he: AVERAGE EROSION RATE: ’,ERORATE
WRITE(*,*)’ ’
C ENDIF
ENDIF
ENDIF
C ENDIF
ENDDO
ENDDO
C
END
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A.3 User Input File
USER:
User Printing = Yes # Switch user printing ’on’ or ’off’
Erosion Model = Magnee # Impact model *
Abrasion Model = Rizkalla # Abrasion model **
Wall Hardness = 2.52E+09 # Wall hardness [N m^-2]
Wall Fric Coeff = 0.05 # Wall friction coefficient [-]
Wall Stiffness = 210.0E+09 # Wall Young’s Modulus [N m^-2]
Wall Poison Ratio = 0.3 # Wall Poisson’s ratio [-]
Wall Density = 7800.0 # Wall density [kg m^-3]
Spec Deform Energy = 60.0E+09 # Specific deformation energy [J m^-3]
Spec Cutting Energy = 26.0E+09 # Specific cutting energy [J m^-3]
Initial Volume = 4.1144E-008 # Inital volume of domain [m^3]
Mass Flow = 1.49344E-002 # Mass flow rate [kg s^-1]
Displace Scale = 1.0 # Mesh deformation scale factor [-]
Shape Factor = 1.0 # Particle shape factor [-]
Abrasion Amp = 1.0E-04 # Abrasion amplitude [-]
Particle Stiffness = 445.0E+09 # Particle Young’s modulus [N m^-2]
Particle Poison Ratio = 0.193 # Particle Poisson’s ratio [-]
Particle Concentration = 1.0 # Particle mass concentration [%]
Concentration Index = 0.7 # Particle concentration index [-]
Critical Angle = 80.0 # Critical impact angle [deg]
Critical Shear Stress = 0.0E+00 # Critical wall shear stress [N m^-2]
Velocity Limit = 0.0 # Velocity limit [m s^-1]
HE Time Step = 60.0 # Hydroerosion time step increment [s]
END
* Magnee, Bitter, Gilchrist, Finnie, Tabakoff
** Archard, Rizkalla
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Figure A.1: Erosion (shown in black) of sapphire glass disc with β = 60◦.
(a) Microscopic image 2.93 mm × 2.20 mm, magnification = 5×
(b) Profile plot, maximum height = 6.08 µm
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Figure A.2: Erosion (shown in black) of sapphire glass disc with β = 75◦.
(a) Microscopic image 2.93 mm × 2.20 mm, magnification = 5×
(b) Profile plot, maximum height = 8.02 µm
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Figure A.3: Erosion (shown in black) of sapphire glass disc with β = 90◦.
(a) Microscopic image 2.93 mm × 2.20 mm, magnification = 5×
(b) Profile plot, maximum height = 7.67 µm
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A.5 Experimental Results for Moderate Oil Viscosity
(b)(a)
Figure A.4: Erosion measured for Trial 2: Re = 3178 (Rep = 28.6) and St = 0.041 (Ŝt = 9.1)
(a) Surface plot and (b) centreline Profile: ∆x =684 µm and ∆y =66.2 µm
(b)(a)
Figure A.5: Erosion measured for Trial 3: Re = 3318 (Rep = 29.9) and St = 0.043 (Ŝt = 9.5)
(a) Surface plot and (b) centreline Profile: ∆x =876 µm and ∆y =116.9 µm
(b)(a)
Figure A.6: Erosion measured for Trial 4: Re = 2716 (Rep = 24.4) and St = 0.035 (Ŝt = 7.8)
(a) Surface plot and (b) centreline Profile: ∆x =650 µm and ∆y =62.7 µm
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(b)(a)
Figure A.7: Erosion measured for Trial 6: Re = 6700 (Rep = 60.3) and St = 0.087 (Ŝt = 19.4)
(a) Surface plot and (b) centreline Profile: ∆x =869 µm and ∆y =175.8 µm
(b)(a)
Figure A.8: Erosion measured for Trial 7: Re = 6585 (Rep = 59.3) and St = 0.086 (Ŝt = 19.1)
(a) Surface plot and (b) centreline Profile: ∆x =1150 µm and ∆y =215.1 µm
(b)(a)
Figure A.9: Erosion measured for Trial 8: Re = 5524 (Rep = 49.7) and St = 0.072 (Ŝt = 16.0)
(a) Surface plot and (b) centreline Profile: ∆x =740 µm and ∆y =96.0 µm
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A.7 Experimental Results for Higher Oil Viscosity
(b)(a)
Figure A.10: Erosion measured for Trial 10: Re = 1007 (Rep = 9.1) and St = 0.013 (Ŝt = 2.8)
(a) Surface plot and (b) centreline Profile: ∆y =24.8 µm
(b)(a)
Figure A.11: Erosion measured for Trial 11: Re = 985 (Rep = 8.9) and St = 0.013 (Ŝt = 2.8)
(a) Surface plot and (b) centreline Profile: ∆y =28.9 µm
(b)(a)
Figure A.12: Erosion measured for Trial 12: Re = 975 (Rep = 8.8) and St = 0.012 (Ŝt = 2.8)
(a) Surface plot and (b) centreline Profile: ∆y =37.7 µm
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(b)(a)
Figure A.13: Erosion measured for Trial 14: Re = 3339 (Rep = 30.1) and St = 0.043 (Ŝt = 9.6)
(a) Surface plot and (b) centreline Profile: ∆x =905 µm and ∆y =119.7 µm
(b)(a)
Figure A.14: Erosion measured for Trial 15: Re = 3290 (Rep = 29.6) and St = 0.042 (Ŝt = 9.4)
(a) Surface plot and (b) centreline Profile: ∆x =1041 µm and ∆y =163.9 µm
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A.9 Experimental Results for Larger Particle Size
(b)(a)
Figure A.15: Erosion measured for Trial 18: Re = 3333 (Rep = 296.6) and St = 4.20 (Ŝt = 94.3)
(a) Surface plot and (b) centreline Profile: ∆x =1120 µm and ∆y =153.6 µm
(b)(a)
Figure A.16: Erosion measured for Trial 19: Re = 3234 (Rep = 287.8) and St = 4.07 (Ŝt = 91.5)
(a) Surface plot and (b) centreline Profile: ∆x =1250 µm and ∆y =370.0 µm
(b)(a)
Figure A.17: Erosion measured for Trial 20: Re = 2736 (Rep = 243.5) and St = 3.44 (Ŝt = 77.4)
(a) Surface plot and (b) centreline Profile: ∆x =1128 µm and ∆y =287.7 µm
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(b)(a)
Figure A.18: Erosion measured for Trial 2: Re = 3252 (Rep = 29.3) and St = 0.042 (Ŝt = 9.3)
(a) Surface plot and (b) centreline Profile: ∆x =607 µm and ∆y =49.6 µm
(b)(a)
Figure A.19: Erosion measured for Trial 3: Re = 2907 (Rep = 26.2) and St = 0.037 (Ŝt = 8.3)
(a) Surface plot and (b) centreline Profile: ∆x =567 µm and ∆y =40.7 µm
(b)(a)
Figure A.20: Erosion measured for Trial 3: Re = 3294 (Rep = 29.6) and St = 0.042 (Ŝt = 9.4)
(a) Surface plot and (b) centreline Profile: ∆x =1536 µm and ∆y =273.7 µm
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(b)(a)
Figure A.21: Erosion measured for Trial 4: Re = 3002 (Rep = 27.0) and St = 0.039 (Ŝt = 8.6)
(a) Surface plot and (b) centreline Profile: ∆x =804 µm and ∆y =117.8 µm
(b)(a)
Figure A.22: Erosionmeasured for Trial 17: Re = 3795 (Rep = 337.7) and St = 4.78 (Ŝt = 107.3)
(a) Surface plot and (b) centreline Profile: ∆x =1324 µm and ∆y =268.9 µm
(b)(a)
Figure A.23: Erosion measured for Trial 18: Re = 3352 (Rep = 298.3) and St = 4.22 (Ŝt = 94.8)
(a) Surface plot and (b) centreline Profile: ∆x =736 µm and ∆y =79.9 µm
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Figure A.24: Erosion predicted for Trial 2: Re = 3178 (Rep = 28.6) and St = 0.041 (Ŝt = 9.1)
(a) Surface plot and (b) centreline Profile: ∆x =750 µm and ∆y =71.4 µm
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Figure A.25: Erosion predicted for Trial 3: Re = 3318 (Rep = 29.9) and St = 0.043 (Ŝt = 9.5)
(a) Surface plot and (b) centreline Profile: ∆x =840 µm and ∆y =118.1 µm
(b)(a)
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Figure A.26: Erosion predicted for Trial 4: Re = 2716 (Rep = 24.4) and St = 0.035 (Ŝt = 7.8)
(a) Surface plot and (b) centreline Profile: ∆x =585 µm and ∆y =56.1 µm
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A.12 Numerical Results for Lower Oil Viscosity
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Figure A.27: Erosion predicted for Trial 6: Re = 6700 (Rep = 60.3) and St = 0.087 (Ŝt = 19.4)
(a) Surface plot and (b) centreline Profile: ∆x =945 µm and ∆y =150.9 µm
(b)(a)
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Figure A.28: Erosion predicted for Trial 7: Re = 6585 (Rep = 59.3) and St = 0.086 (Ŝt = 19.1)
(a) Surface plot and (b) centreline Profile: ∆x =1125 µm and ∆y =218.7 µm
(b)(a)
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Figure A.29: Erosion predicted for Trial 8: Re = 5524 (Rep = 49.7) and St = 0.072 (Ŝt = 16.0)
(a) Surface plot and (b) centreline Profile: ∆x =705 µm and ∆y =107.3 µm
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Figure A.30: Erosion predicted for Trial 10: Re = 1007 (Rep = 9.1) and St = 0.013 (Ŝt = 2.8)
(a) Surface plot and (b) centreline Profile: ∆y =20.5 µm
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Figure A.31: Erosion predicted for Trial 11: Re = 985 (Rep = 8.9) and St = 0.013 (Ŝt = 2.8)
(a) Surface plot and (b) centreline Profile: ∆y =30.4 µm
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Height (µm)
Length (µm)
W
i d
t h
 
( µ
m
)
30000
0
500
1000
Figure A.32: Erosion predicted for Trial 12: Re = 975 (Rep = 8.8) and St = 0.012 (Ŝt = 2.8)
(a) Surface plot and (b) centreline Profile: ∆y =42.9 µm
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A.14 Numerical Results for Higher Particle Concentration
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Figure A.33: Erosion predicted for Trial 14: Re = 3339 (Rep = 30.1) and St = 0.043 (Ŝt = 9.6)
(a) Surface plot and (b) centreline Profile: ∆x =840 µm and ∆y =108.8 µm
(b)(a)
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Figure A.34: Erosion predicted for Trial 15: Re = 3290 (Rep = 29.6) and St = 0.042 (Ŝt = 9.4)
(a) Surface plot and (b) centreline Profile: ∆x =900 µm and ∆y =151.0 µm
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