Triangle-free induced subgraphs of the unitary polarity graph by Mattheus, Sam & Pavese, Francesco
ar
X
iv
:1
71
0.
09
13
1v
2 
 [m
ath
.C
O]
  2
 M
ay
 20
18 Triangle-free induced subgraphs of the unitary
polarity graph
Sam Maheus Francesco Pavese
Abstract
Let⊥ be a unitary polarity of a finite projective plane π of order q2. The
unitary polarity graph is the graph with vertex set the points of π where
two vertices x and y are adjacent if x ∈ y⊥. We show that a triangle-free
induced subgraph of the unitary polarity graph of an arbitrary projective
plane has at most (q4 + q)/2 vertices. When π is the Desarguesian pro-
jective plane PG(2, q2) and q is even, we show that the upper bound is
asymptotically sharp, by providing an example on q4/2 vertices. Finally,
the case when π is the Figueroa plane is discussed.
Keywords: polarity graph, triangle-free, interlacing, Figueroa plane
1 Introduction
Let π be a finite projective plane of order q. A polarity⊥ of π is an involutory bi-
jective map sending points to lines and lines to points which preserves incidence.
A point x of π is said to be absolute if x ∈ x⊥. The polarity graph G(π,⊥) is
the graph with vertex set the points of π where two vertices x and y are adjacent
if x ∈ y⊥. Remark that we could have defined the graph G(π,⊥) equivalently
with the lines of π as vertices. This graph is not simple: every absolute point gives
S. Maheus: Department of Mathematics, Vrije Universiteit Brussel, Pleinlaan 2, 1050 Brussel,
Belgium; e-mail: sam.maheus@vub.ac.be
F. Pavese: Dipartimento di Meccanica, Matematica e Management, Politecnico di Bari, Via
Orabona 4, 70125 Bari, Italy; e-mail: francesco.pavese@poliba.it
Mathematics Subject Classification (2010): Primary 05C50; Secondary 05B25 05C69 05C35
® 2018. Licensed under the Creative Commons CC-BY-NC-ND 4.0
hp://creativecommons.org/licenses/by-nc-nd/4.0/
1
rise to a loop. A classical theorem by Baer [1] states that every polarity has at
least q+1 absolute points, which implies that there a polarity graph has at least
q + 1 loops. With a slight abuse of notation we will identify the vertices of the
polarity graph with the points (or lines) of the plane. We will say for example that
a point x is adjacent to another point y. For all definitions and notions regarding
projective planes and polarities not mentioned in Section 2, we refer the reader
to [2, 21, 22].
Polarity graphs and their properties have been the subject of study over the
last few years. estions regarding their independence number [15, 26, 27],
chromatic number [32] and other properties have been posed and (partially) an-
swered. The motivation behind this line of research lies first of all in the fact that
these graphs possess a lot of structure and interesting features. More impor-
tantly, polarity graphs are related to some classes of problems in extremal graph
theory, among which Ramsey problems and Turán-type problems. For example
in the laer, Füredi [13, 14] has shown that the unique graph with the most edges
among all graphs on q2+q+1 vertices not containingC4 as a subgraph is the po-
larity graph, where⊥ is an orthogonal polarity, i.e., a polarity with q+1 absolute
points (which is the least possible as we already mentioned).
Recently, Loucks and Timmons [24] have drawn aention to the following
problem.
estion 1.1. What is the largest set of non-absolute vertices in G(π,⊥) induc-
ing a triangle-free subgraph?
Note that only non-absolute vertices are considered, since triangles in a po-
larity graph cannot contain absolute vertices, see also Section 2.
This problem first appeared in [27] in the context of extremal graph theory,
where the authors considered the case when π = PG(2, q) and⊥ an orthogonal
polarity. They used a construction due to Parsons [28] to obtain an upper bound
on the independence number of a 3-uniform hypergraph which first appeared in
[23]. Parsons’ construction on which they relied is exactly a triangle-free induced
subgraph of G(π,⊥).
Loucks and Timmons also mention that one of the motivations behind this
question is from Turán-type problems. In particular, we are interested in the
maximum number of edges in an n-vertex graph withoutC3 or C4 as a subgraph.
Indeed, it is natural to approach this problem by considering C4-free graphs with
many edges, and finding a C3-free subgraph thereof.
In this article, we investigate the case when⊥ is a unitary polarity. Then the
order of the projective plane is necessarily a square, say q2, there are q3 + 1 ab-
solute points and the set of absolute points forms a unital U . Note that there are
unitals which do not arise from a unitary polarity, see [2] for further results on
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this topic. We denote by UP(q2) a unitary polarity graph for an arbitrary pro-
jective plane of order q2. In the first part of the paper, by refining the techniques
used in [24], we obtain the following upper bound for a triangle-free induced
subgraph of UP(q2).
Theorem 1.2. Let S be a subset of non-absolute vertices of UP(q2) inducing a
triangle-free subgraph, then
|S| ≤ q
4 + q
2
.
Moreover, if equality holds and ℓ is a line of π, then |ℓ ∩ S| ∈ { q2−q2 , q
2+q
2 }.
In the second part of the paper we deal with the case when π is the Desargue-
sian projective plane PG(2, q2). We will denote this graph by DUP(q2). When q
is even, we are able to show that the upper bound is asymptotically sharp.
Theorem 1.3. For q even, there exists a set of non-absolute vertices of DUP(q2)
inducing a triangle-free subgraph of size q4/2.
In the last part of the paper we consider the case when π is the Figueroa
plane F . The plane F is obtained by the Desarguesian plane PG(2, q3), by dis-
torting certain lines. It is known that every polarity of F induces a polarity of
PG(2, q3) [19, Theorem 4.2]. Vice versa, under certain assumptions, a polarity⊥
of the Desarguesian projective plane PG(2, q3) gives rise to a polarity ⊥′ of the
Figueroa plane F . In this case, we show that a triangle-free induced subgraph of
G(PG(2, q3),⊥) gives rise to a triangle-free induced subgraph of G(F ,⊥′). This
answers a question of Loucks and Timmons [24, estion 1.4] in the case when
π is the Figueroa plane of order q6.
2 Preliminaries about UP(q2)
Before we can prove these results, we need some structural information about
UP(q2), in particular about the neighbourhood structure, see [22, Chapter XII].
If x is a point of π, then x⊥ denotes its polar line. Suppose first that x is an
absolute point, that is, its polar line contains x itself. Therefore, x is adjacent to
q2 vertices and has a loop. Let y be a neighbour of x, then x⊥∩ y⊥ = {x}, which
implies that y has no neighbours inN(x). This means that the subgraph induced
by x and its neighbours looks like a star. In particular, x can never be contained
in a triangle.
On the other hand, if x is a non-absolute point, then it is adjacent to q2 + 1
other vertices. Among these there are q+1 absolute points, while the remaining
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q2 − q are non-absolute points. Let y be a non-absolute neighbour of x, then
x⊥ and y⊥ intersect in a third point z. Hence, x, y, z form a triangle in UP(q2).
Moreover, z is the unique common neighbour of x and y. This implies that non-
absolute neighbours of x come in adjacent pairs, giving rise to (q2−q)/2 triangles
with common vertex x.
A self-polar triangle of π (with respect to⊥) is a triangle each of whose vertices
has the opposite side as polar line. From the discussion above it follows that
triangles inUP(q2) are in one-to-one correspondence with self-polar triangles of
π and that there are exactly
1
3
(q4 − q3 + q2)q
2 − q
2
=
q3(q2 − q + 1)(q − 1)
6
of such triangles. Here and in the sequel we use the term triangle to refer to a
triangle in UP(q2) or to a self-polar triangle of π.
3 The upper bound
In [24], an upper bound for the number of vertices ofUP(q2) inducing a triangle-
free subgraph was proved. We refine their argument in order to obtain a beer
upper bound, see Theorem 1.2. To do so, we use techniques from spectral graph
theory.
Given two subsets of vertices S, T in a regular graph, let e(S, T ) denote the
number of ordered pairs (s, t), s adjacent to t, where s ∈ S, t ∈ T . If S = T ,
then we simply write e(S) instead of e(S, T ). Note that e(S, T ) = e(T, S). The
following result, which first appeared in [17, p17 Theorem 2.1.4], is known as the
expander mixing lemma and it is a useful tool to estimate e(S). Furthermore, it
has found several applications in finite geometry over the last years [3, 25, 27, 31].
Lemma 3.1. Let G = (V,E) be a d-regular simple graph on n vertices with eigen-
values d = λ1 ≥ λ2 ≥ · · · ≥ λn. Let λ = max(|λ2|, |λn|) be the second largest
eigenvalue (in absolute value) and S ⊆ V , then the following inequality holds:∣∣∣∣2e(S)− d|S|2n
∣∣∣∣ ≤ λ|S|
(
1− |S|
n
)
.
We will apply the expander mixing lemma to the graph Γ obtained from
UP(q2) by deleting its q3+1 absolute points. Hence, Γ is a simple (q2−q)-regular
graph on q4−q3+q2 vertices. To apply the lemma, the second largest eigenvalue
of Γ is needed. This can be derived by using a technique due to Haemers, called
eigenvalue interlacing. In what follows, we recall some definitions and results from
[18].
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Definition 3.2. Two sequences of real numbers λ1 ≥ · · · ≥ λn and µ1 ≥ · · · ≥
µm withm < n interlace if
λi ≥ µi ≥ λn−m+i for 1 ≤ i ≤ m.
Theorem 3.3. Let H be an induced subgraph of a graph G, then the eigenvalues
of H interlace those of G.
From [15], the eigenvalues of UP(q2) are q2 + 1, q,−q with multiplicities
1, (q4 + 2q2 − q)/2, (q4 + q)/2, respectively. Therefore, by Theorem 3.3, the
eigenvalues of Γ, which are q2 − q = µ1 ≥ · · · ≥ µm, with m = q4 − q3 + q2,
have to satisfy
q = λ2 ≥ µ2 ≥ λq3+3 = q and − q = λm ≥ µm ≥ λn = −q.
Either way, the second largest eigenvalue of Γ (in absolute value) equals q.
Proposition 3.4. Let S be a subset of non-absolute vertices of UP(q2) inducing a
triangle-free subgraph, then
|S| ≤ q
4 + q
2
.
Proof. Applying the expander mixing lemma to Γ, we find∣∣∣∣2e(S) − (q2 − q)|S|2q4 − q3 + q2
∣∣∣∣ ≤ q|S|
(
1− |S|
q4 − q3 + q2
)
. (1)
Recall that every vertex x is adjacent to q2− q vertices in Γ, which come in pairs
to form (q2 − q)/2 triangles with common vertex x. Suppose that x ∈ S, then x
can be adjacent to at most one vertex of each triangle. This implies that x has at
most (q2 − q)/2 neighbours in S and hence
2e(S) =
∑
x∈S
dS(x) ≤ q
2 − q
2
|S|,
where dS(x) denotes the number of neighbours in S of a vertex x. We can assume
that |S| ≥ (q4 − q3 + q2)/2, otherwise the proposition is vacuously true. Then
(1) becomes
(q2 − q)|S|2
q4 − q3 + q2 − q|S|
(
1− |S|
q4 − q3 + q2
)
≤ 2e(S) ≤ q
2 − q
2
|S|.
Now solving the previous inequality for |S| proves the result.
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The next step is to find out whether the upper bound can be aained. Assume
that equality holds. From the proof of Proposition 3.4, we have that each vertex
x ∈ S has degree dS(x) = (q2 − q)/2. From a geometrical point of view, this
means that if x ∈ S, then |x⊥ ∩ S| = (q2 − q)/2, i.e., a certain number of lines
intersect the set S in a constant number of points. By again using eigenvalue
interlacing, we will show that an even stronger property holds: for any line ℓ we
have
|ℓ ∩ S| ∈
{
q2 − q
2
,
q2 + q
2
}
,
i.e. S is a two-intersection set. These point sets have been intensively studied in
the literature, see for example [8, 29] and references therein.
Definition 3.5. The interlacing of two sequences of real numbers λ1 ≥ · · · ≥ λn
and µ1 ≥ · · · ≥ µm,m < n, is tight if there exists 0 ≤ k ≤ m such that
λi = µi for 1 ≤ i ≤ k and λn−m+i = µi for k + 1 ≤ i ≤ m.
Theorem 3.6. [18, p596 Corollary 2.3] Let A be a symmetric n × n matrix parti-
tioned as
A =


A1,1 . . . A1,m
...
...
Am,1 . . . Am,m

 ,
such that Ai,i is a square matrix for all 1 ≤ i ≤ m. The quotient matrix B is the
m×mmatrix with entries the average row sums of the blocks ofA. More precisely,
B = (bi,j), bi,j =
1
ni
1
tAi,j1,
where 1 denotes the all one column vector and ni is the number of rows ofAi,j . Then
the following holds
1. The eigenvalues of B interlace those of A;
2. if the interlacing is tight, then Ai,j has constant row and column sums for
1 ≤ i, j ≤ m.
Lemma 3.7. LetS be a subset of non-absolute vertices ofUP(q2) inducing a triangle-
free subgraph, with |S| = (q4 + q)/2. Then, if x is a point of π, we have that
|x⊥ ∩ S| =
{
q2−q
2 if x ∈ S,
q2+q
2 if x /∈ S.
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Proof. Let A be the adjacency matrix of UP(q2). Recall that UP(q2) has loops,
and the diagonal entries ofA are ones. We can partition the points of π into three
sets: the set of absolute points U , the set of interest S and their complement R.
Hence |R| = q(q − 1)(q2 − q + 1)/2. By considering the above partition, aer
reordering rows and columns, we get
A =

A1,1 A1,2 A1,3A2,1 A2,2 A2,3
A3,1 A3,2 A3,3

 .
Consider the quotient matrix
B =

 |U|−12e(U) |U|−1e(U , S) |U|−1e(U , R)|S|−1e(S,U) |S|−12e(S) |S|−1e(S,R)
|R|−1e(R,U) |R|−1e(R,S) |R|−12e(R)

 .
We already know a few entries. Indeed, by hypothesis, |S|−12e(S) = (q2− q)/2.
Moreover, every absolute point is adjacentwith exactly one absolute point (itself),
so |U|−12e(U) = 1 and every non-absolute point is adjacent with q+1 absolute
points, hence |S|−1e(S,U) = |R|−1e(R,U) = q + 1. Analogously, since every
point of S is adjacent with exactly (q2− q)/2 points ofR we get |S|−1e(S,R) =
(q2− q)/2. As e(U , S) = e(S,U), it follows that |U|−1e(U , S) = (q2+ q)/2, and
similarly |U|−1e(U , R) = (q2−q)/2 and |R|−1e(R,S) = (q2+q)/2. Lastly, since
the sum of the elements of a row of A equals q2 + 1, we obtain |R|−12e(R) =
(q2 − 3q)/2. Collecting these values gives
B =

 1
q2+q
2
q2−q
2
q + 1 q
2−q
2
q2−q
2
q + 1 q
2+q
2
q2−3q
2

 .
The eigenvalues of B are q2 + 1,−q,−q, which shows that the interlacing
is tight. By Theorem 3.6, every block Ai,j has constant row sum and constant
column sum. This means that every vertex in U or R is adjacent to precisely
(q2 + q)/2 vertices in S.
Remark 3.8. Let S be a subset of non-absolute vertices of UP(q2) inducing a
triangle-free subgraph, with |S| = (q4 + q)/2. Then, in the language of [10], we
have that S is an intriguing set of Γ, which could also be shown using Proposition
3.8 of that article.
Remark 3.9. Let S be a subset of non-absolute vertices of UP(q2) inducing a
triangle-free subgraph such that |S| = (q4 + q)/2. Then the set S ∪ U is a
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two-intersection set. Indeed, if x ∈ S, then |x⊥ ∩ S| = (q2 − q)/2 and hence
|x⊥ ∩ (S ∪ U)| = (q2 + q)/2 + 1. On the other hand, if x /∈ S, then |x⊥ ∩ S| =
(q2+q)/2 and hence |x⊥∩(S ∪U)| equals either (q2+q)/2+1 or (q2+q)/2+q+1,
according as x ∈ U or x /∈ U . It follows that S ∪ U is a set of (q + 2)(q3 + 1)/2
points such that every line meets S∪ U is either (q2+q+2)/2 or (q2+3q+2)/2
points. Since no such a set exists in PG(2, 4) or in PG(2, 9), see [29], it follows
that in these cases the upper bound of Proposition 3.4 cannot be aained.
4 The Desarguesian plane
Let π be the Desarguesian projective plane PG(2, q2), with q = ph, p a prime, h
a positive integer. The set of absolute points of a unitary polarity of PG(2, q2)
is called a Hermitian curve. In this case, if q is even, by means of constructive
arguments, we are able to show a lower bound close to the upper bound of The-
orem 1.2. In particular we will prove the existence of a triangle-free subgraph of
DUP(q2) having q4/2 vertices, see Theorem 1.3. The strategy is the following:
we will fix a unitary polarity⊥ and hence a Hermitian curve U ; we will consider
a set P containing q Hermitian curves such that U belongs to P and elements
in P pairwise intersect at a common point. Then we will select q/2 Hermitian
curves in P \ {U} and show that the set of points covered by these Hermitian
curves distinct from their common point possesses the required properties.
4.1 A lower bound
The projective planePG(2, q2) will be represented via homogeneous coordinates
over the Galois field Fq , i.e., represent the points of PG(2, q
2) by 〈(x, y, z)〉,
x, y, z ∈ Fq , (x, y, z) 6= (0, 0, 0), and similarly lines by 〈[a, b, c]〉, a, b, c ∈ Fq,
[a, b, c] 6= [0, 0, 0]. Incidence is given by ax+ by+ cz = 0. To avoid awkward no-
tation the angle brackets will be dropped in what follows. The group consisting
of all projectivities of PG(2, q2) is denoted by PGL(3, q2). The point Ui is the
point with 1 in the i-th position and 0 elsewhere. As any two Hermitian curves
are projectively equivalent [21, Chapter 5], we may assume that U has equation
XqY +XY q + Zq+1 = 0.
In other words, the matrix defining the polarity is the matrix
P =

0 1 01 0 0
0 0 1

 ,
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two vertices (x1, y1, z1) and (x2, y2, z2) in DUP(q
2) are adjacent if and only if
(
x1 y1 z1
)0 1 01 0 0
0 0 1



x
q
2
yq2
zq2

 = 0,
and
(x, y, z)⊥ = [yq, xq, zq].
LetG ∼= PGU(3, q2) be the subgroup ofPGL(3, q2) leavingU invariant. We shall
find it helpful to work with the elements of PGL(3, q2) as matrices in GL(3, q2)
and the points of PG(2, q2) as column vectors, with matrices acting on the le.
The pointU2 clearly belongs toU and its polar lineU⊥2 is the line ℓ : X = 0. A
pencil of Hermitian curves ofPG(2, q2) generated by the Hermitian curvesH,H′
with equations F = 0 and F ′ = 0, respectively, is the set of unitals defined by
αF + βF ′ = 0, where α, β ∈ Fq , (α, β) 6= (0, 0). We can consider the pencil
P generated by U and the degenerate Hermitian curve ℓ defined by Xq+1 = 0.
Aer normalization, this pencil contains the q Hermitian curves defined by
Uλ : λXq+1 +XqY +XY q + Zq+1 = 0,
where λ ∈ Fq . Clearly, when λ = 0 we see that U0 = U , while for “λ = ∞”
we retrieve the line ℓ, which will be of lesser importance. Every point not on the
line ℓ belongs to exactly one Hermitian curve of P , while the point U2 is common
to all Hermitian curves in P .
Lemma 4.1. There exists a subgroupK ofG of order q3 acting regularly on points
of Uλ \ {U2}, λ ∈ Fq.
Proof. Here, we shall consider the points of PG(2, q2) as column vectors, with
matrices acting on the le. Let K be the subgroup of G whose elements are
associated with the following matrices
1 0 0a 1 −bq
b 0 1

 .
where (1, a, b) ∈ U . Then K is a group of order q3. Straightforward calculations
show that if P ∈ Uλ and g ∈ K , then P g ∈ Uλ and that the stabilizer inK of a
point P ∈ Uλ \ {U2} is trivial.
Proposition 4.2. Let λ1, λ2, λ3 ∈ Fq\{0}, not necessarily distinct. If Uλ1∪ Uλ2∪
Uλ3 contains a triangle, not containing the common absolute point U2, then
λ1λ2 + λ2λ3 + λ1λ3 = 0. (2)
9
Proof. Suppose that we do have three points P,Q,R forming a triangle and con-
tained in Uλ1 ∪ Uλ2 ∪ Uλ3 . Taking into account Lemma 4.1, we may assume that
P is the point (1, x1, 0) ∈ Uλ1 , where
λ1 + x1 + x
q
1 = 0. (3)
The second pointQ = (1, x2, y2) ∈ Uλ2 has to be on the line P⊥ : xq1X+Y = 0,
which implies that x2 = −xq1. Here we find by (3) that
λ2 − xq1 − x1 + yq+12 = λ1 + λ2 + yq+12 = 0. (4)
For the third point R, we find in the same way that it should be of the form
(1,−xq1, y3) ∈ Uλ3 , where
λ1 + λ3 + y
q+1
3 = 0. (5)
Moreover, R ∈ Q⊥, where Q⊥ : −x1X + Y + yq2Z = 0. This implies that
− x1 − xq1 + yq2y3 = λ1 + yq2y3 = 0. (6)
Remark that y2 nor y3 can equal zero, for otherwise one of Q or R would have
to be U2. Multiplying this last equation by y2y
q
3 and using (4), (5), (6), we obtain
that
λ1y2y
q
3 + y
q+1
2 y
q+1
3 = λ1(−λq1) + (−λ1 − λ2)(−λ1 − λ3) =
= −λ21 + λ21 + λ1λ2 + λ2λ3 + λ1λ3 = λ1λ2 + λ2λ3 + λ1λ3 = 0,
as λ1 ∈ Fq .
Therefore, if we can find a set Λ ⊆ Fq \{0} such that for every λ1, λ2, λ3 ∈ Λ
equation (2) is never satisfied, then the set
⋃
λ∈Λ Uλ\{U2} induces a triangle-free
subgraph on |Λ|q3 vertices. We will call such a set Λ a good set.
Remark 4.3. Note that, although Proposition 4.2 is useless in the case when
p = 3, in all the other cases it provides the (weak) lower bound q3 for the number
of vertices of a triangle-free induced subgraph ofDUP(q2). This can be achieved
by considering the points of the unital Uλ \ {U2}, λ 6= 0.
In order to find a good set Λ of large size, we first restate the problem.
Lemma 4.4. A good set Λ is equivalent to a set Λ ⊆ Fq \ {0} such that the sum
of any three (not necessarily distinct) of its elements is never zero. In particular
|Λ| = |Λ|.
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Proof. Let x, y, z ∈ Λ. Then xy+xz+ yx 6= 0 and dividing by xyz we have that
x−1 + y−1 + z−1 6= 0. Let Λ := {x−1 | x ∈ Λ}. Then the sum of any three (not
necessarily distinct) elements of Λ is never zero. Vice versa, let a, b, c ∈ Λ. Then
a+ b+ c 6= 0 and dividing by abc we have that b−1c−1 + a−1c−1+ a−1b−1 6= 0.
If Λ := {x−1 | x ∈ Λ}, then for any three (not necessarily distinct) elements of
Λ, (2) is never satisfied.
We split into two cases, depending on the parity of q.
Lemma 4.5. If q is even, then there exists a good set Λ ⊆ Fq \ {0} of size q/2.
Proof. First we show the existence of an additive subgroupH of size q/2 such that
1 /∈ H . Consider Fq as a vector space V over F2, then the additive subgroups of
Fq are in one-to-one correspondence with subspaces of this vector space V . In
particular, a subgroup of size q/2 corresponds to a hyperplane of V . It is imme-
diate that any of the q/2 hyperplanes not through the vector corresponding to 1,
gives rise to a subgroup H satisfying all conditions.
Then we define the set Λ by
Λ = {h+ 1 | h ∈ H}.
It is clear that sum of any three (not necessarily distinct) elements is never zero
as
(a+ 1) + (b+ 1) + (c+ 1) = 0
is equivalent with
a+ b+ c = 1,
in contradiction with the choice of H . Therefore, we find by Lemma 4.4 that
Λ = {x−1 | x ∈ Λ} is a good set of size q/2.
This shows that for q even, we have a triangle-free induced subgraph ofDUP(q2)
of size q4/2, which proves Theorem 1.3.
For q odd, the situation is very different.
Remark 4.6. If q is odd, let P be a point of PG(2, q2) not in U and let TP be
the set of non-absolute points distinct from P lying on the q+1 lines containing
P and tangent to U . Then |TP | = (q2 − 1)(q + 1). We claim that TP contains
no triangle. Otherwise, if Q1, Q2, Q3 were a triangle contained in U , we would
obtain a configuration consisting of seven points: P,Q1, Q2, Q3, PQ1∩U , PQ2∩
U , PQ3∩U and seven linesP⊥, Q⊥1 , Q⊥2 , Q⊥3 , PQ1, PQ2, PQ3 such that through
each point there pass three lines and each line contains three points, i.e., a Fano
plane PG(2, 2). On the other hand, if q is odd, PG(2, 2) cannot be embedded in
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PG(2, q2). Note that a larger set containing TP and not containing triangles can
be obtained by adding to TP the q
2− q non-absolute points on the line P⊥. This
gives the (weak) lower bound q3 + 2q2 − 2q − 1 for the number of vertices of a
triangle-free induced subgraph of DUP(q2), in the case when q is odd.
A beer lower bound than that of Remark 4.6 can be obtained in the case
when q is odd and p 6= 3. It relies on the following results, whose proofs were
communicated to us by Bence Csajbók [9] and by Anurag Bishnoi and Aditya
Potukuchi [4] independently for the prime case.
Theorem 4.7. Let q = ph be odd, 3 6= p = 3k ± 1. Then there exists a good set
Λ ⊆ Fq \ {0} of size kq/p.
Proof. By Lemma 4.4 it is sufficient to show the existence of a set Λ ⊆ Fq \ {0}
such that the sum of any three (not necessarily distinct) of its elements is never
zero. Assume first that h = 1. If p = 3k + 1, then the sum of any three (not
necessarily distinct) elements of Λ = {1, 2, 3, . . . , k} is non-zero. If p = 3k − 1,
then the sum of any three (not necessarily distinct) elements of Λ = {k, k +
1, . . . , 2k − 1} is non-zero.
Assume now that h > 1. Consider again Fq as a vector space V over Fp, then
the additive subgroups of Fq are in one-to-one correspondence with subspaces
of this vector space V . Let A be any hyperplane of V which does not contain
1. Hence A ∩ Fp = {0}. Also, let Λ¯′ be a subset of Fp of size k such that the
sum of any three (not necessarily distinct) of its elements is never zero. Put Λ =
A + Λ¯′ := {a + λ | a ∈ A,λ ∈ Λ¯}. We claim that Λ has the required property.
Indeed, if we had (a1 + λ1) + (a2 + λ2) + (a3 + λ3) = 0, for some ai ∈ A and
λi ∈ Λ¯′, 1 ≤ i ≤ 3, then −(a1 + a2 + a3) = λ1 + λ2 + λ3 ∈ Fp. However,
A ∩ Fp = {0}, and thus λ1 + λ2 + λ3 = 0, contradicting the choice of Λ¯′.
This good set for q odd provides a triangle-free induced subgraph of size
q4/3 + o(q4), which does not match the upper bound asymptotically.
4.2 Properties of the graph
Assume that q is even and let Σ be a triangle-free induced subgraph of DUP(q2)
on q4/2 vertices constructed in subsection 4.1. Here, we investigate further prop-
erties of the graph Σ. To start off, we prove that Σ is regular.
Proposition 4.8. The graph Σ is q(q − 1)/2-regular.
Proof. Let P be a point of PG(2, q2), P /∈ ℓ, where ℓ is the tangent to U atU2. As
we have partitioned all points of PG(2, q2) into the union of the q sets Uλ \{U2}
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and the line ℓ, it is easy to see that the line P⊥ contains a point of ℓ, is secant to
q − 1 Hermitian curves of P and is tangent to exactly one Hermitian curve of P .
Consider a vertex v ∈ Uλ\{U2}, λ ∈ Λ and let Uµ be the unique Hermitian curve
of P such that |v⊥ ∩ Uµ| = 1. Taking into account Lemma 4.1, we can assume
that the point v has coordinates (1, x, 0), where x + xq = λ. Then v⊥ has dual
coordinates [xq, 1, 0] and we have to find µ such that v⊥ is tangent to Uµ. This
means finding µ such that
0 = µXq+1 + (x+ xq)Xq+1 + Zq+1 = µXq+1 + λXq+1 + Zq+1
has only one solution. Since q is even, it follows immediately that λ = µ. Hence,
every vertex v ∈ Uλ has exactly one neighbour in Uλ. Moreover, it has q + 1
neighbours in Σ on the q/2 − 1 other Hermitian curves Uλ, λ ∈ Λ \ {µ}, which
implies that the degree in Σ of every vertex of Σ is q(q − 1)/2.
In fact, with a similar proof, one can show the exact intersection numbers for
any line with S.
Corollary 4.9. Let x be a point of PG(2, q2), then
|x⊥ ∩ Σ| =


q2−q
2 if x ∈ Σ,
q2+q
2 if x ∈ PG(2, q2) \ (S ∪ ℓ),
q2
2 if x ∈ ℓ \ {U2},
0 if x = U2.
Remark that q(q − 1)/2-regularity is the best we can achieve. Indeed, as we
have already seen, every non-absolute point v is adjacent to q(q − 1) other non-
absolute points and these neighbours come in pairs to form q(q − 1)/2 triangles
with common vertex v, so v can be adjacent to at most one vertex in each of
these triangles. The fact that Σ is q(q − 1)/2-regular implies that v is adjacent
to exactly one vertex in each of the triangles. In other words, if a triangle of
DUP(q2) contains a vertex of Σ, it contains another vertex of Σ. Thus we have
shown the following result.
Corollary 4.10. Every triangle of DUP(q2) has either 0 or 2 vertices in common
with Σ.
This property allows us to show that the subgraph Σ is maximal with the
triangle-free property, i.e., we cannot add any vertex not in Σ without creating a
triangle.
Proposition 4.11. The graph Σ is maximal with respect to the triangle-free prop-
erty.
13
Proof. Suppose we could add another vertex v. This vertex v has at least one
neighbour in Σ as v⊥ intersects any Uλ in at least one point. Therefore, consider
a triangle T containing v and a vertex of v⊥∩Σ. From the previous Corollary, we
know that the triangle T actually has its third vertex in Σ and hence we cannot
add v to Σ without creating a triangle.
The next result shows that Σ can be chosen in such a way that it has girth
5. Note that the following construction asymptotically matches the best known
lower bound on the maximum number of edges in a n-vertex graph with girth at
least five [5].
Proposition 4.12. For q an even prime power, there exists a q(q − 1)/2-regular
graph on q4/2 vertices of girth 5.
Proof. We can show the result for q ≤ 16 using Magma [6], so suppose q ≥ 32
for the remainder of the proof.
Taking into account Lemma 4.5, let Λ = {1/(1 + a) | a ∈ H} , where H is an
additive subgroup of Fq of order q/2 not containing 1. Let us consider a non-zero
element a ∈ H and let λ1 = 1/(1 + a) ∈ Λ. Let b ∈ H , with a 6= b such that b is
not a solution of none of the following equations:
X2 + (a+ 1)X + a3 = 0, X3 + aX + a(a+ 1) = 0, (7)
X2 + (a+ 1)X + a2 + a+ 1 = 0. (8)
Since the union of the solutions of the equations (7) and (8) consists of at most
7 distinct elements of Fq, we can always find such an element b if q ≥ 32. Let
P1 := (1, x1, 0) ∈ Uλ1 and P2 := (1, xq1, 0) = P⊥1 ∩ Uλ1 its unique neighbour on
Uλ1 . Take another point Q1 := (1, xq1, z) ∈ P⊥1 ∩ Uλ2 , with λ2 = 1/(1 + b) ∈
Λ \ {λ1}. Hence x1+xq1 = λ1 and zq+1 = λ1+λ2. Its unique neighbour on Uλ2
is Q2 := (1, x1+λ1+λ2, z) = Q
⊥
1 ∩Uλ2 . ThenR := P⊥2 ∩Q⊥2 = (1, x1, λ2/zq)
belongs to U
λ2
1
+λ1λ2+λ
2
2
λ1+λ2
. Note that, since b is not a solution of (8), we have that
λ21+ λ1λ2+ λ
2
2 6= 0. Hence P1P2RQ2Q1 is a cycle of length 5 in Σ if and only if
λ21 + λ1λ2 + λ
2
2
λ1 + λ2
∈ Λ. (9)
On the other hand, a straightforward calculation shows that (9) holds true if and
only if
x :=
a2b+ ab2 + ab+ 1
a2 + b2 + ab+ a+ b+ 1
∈ H.
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Note that x 6= 1, otherwise at least one among a and b should be 1. Analogously
to the proof of Lemma 4.5, view Fq as a vector space V over F2. Since b is not a
solution of the equations (7), we have that the vector subspace of V generated by
a, b and x does not contain 1. Therefore, we can find a hyperplane H such that
a, b, x ∈ H and 1 /∈ H . This hyperplane corresponds to an additive subgroup of
size q/2, which concludes the proof.
5 The Figueroa plane
The finite Figueroa planes are non-Desarguesian projective planes of order q3 for
all prime powers q > 2. These planes were constructed algebraically in 1982 by
Figueroa [12], and Hering and Schaeffer [20], and synthetically in 1986 byGrund-
höfer [16]. All Figueroa planes of finite square order possess a unitary polarity
and hence admit unitals [11]. It is known that every polarity of F induces a po-
larity ofPG(2, q3) [19, Theorem 4.2]. Vice versa, it can be seen that under certain
assumptions, a polarity ρ of the Desarguesian projective plane PG(2, q3) is “in-
herited” and gives rise to a polarity ρ′ of the Figueroa plane F . In this section we
show that, in the case of “inherited” polarities, a triangle-free induced subgraph
of G(PG(2, q3), ρ) gives rise to a triangle-free induced subgraph of G(F , ρ′).
5.1 Construction of Figueroa planes
Let α be an order 3 collineation of the classical projective plane PG(2, q3) of
order q3 over the finite field Fq3 , where the fixed points of α constitute a subplane
isomorphic to PG(2, q). The points and lines of PG(2, q3) are partitioned into
distinct types, as follows. A point x of PG(2, q3) belongs to O1 if xα = x, or to
O2 if x, xα, xα2 are distinct and on a line, or to O3 if x, xα, xα2 are distinct and
not on a line. Types of lines L1,L2,L3 of PG(2, q3) are defined dually. Points of
O1 and lines of L1 thus constitute a subplaneD isomorphic to PG(2, q). If x is a
point ofO2, then it is on the unique line of L1 containing x, xα, xα2 . Conversely,
if a point is on a unique line of L1, then it belongs toO2 since a point ofO1 is on
q+1 lines of L1 and a point ofO3 is on no line of L1. It follows that if (and only
if) a point is on no line of L1, then it belongs to O3.
Let µ be an involutory bijection between the points ofO3 and the lines of L3
given as follows: if x ∈ O3 and ℓ ∈ L3, then xµ = xαxα2 , and ℓµ = ℓα∩ ℓα2 . The
Figueroa planeF is obtained by the introduction of a new incidence between the
set of points P and the set of lines L of PG(2, q3), so that (viewing a line as a
point set) the q3 − q2 − q − 2 points of O3 on the line ℓ = xαxα2 ∈ L3 distinct
from xα and xα
2
are replaced by other points of O3 to form a new line. More
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precisely, as a set of points, a line of PG(2, q3) belonging to L1 or to L2 remains
unchanged as a line in F . As for a line ℓ = xαxα2 ∈ L3 in PG(2, q3), where
x ∈ O3, let yi, 1 ≤ i ≤ q3 − q2 − q − 2, be the remaining points of O3 on ℓ.
Consider the pencil of lines ofL3 on the point x ∈ O3. Other than xxα and xxα2 ,
the remaining lines of L3 in the pencil are given by zizαi ,1 ≤ i ≤ q3− q2− q− 2,
where each zi is a point of O3. Let ℓF be the set of points obtained from ℓ by
replacing each yi with z
α2 . Then, ℓF is the Figueroa line corresponding to the
line ℓ of L3, see also [7]. Note that
P ∈ ℓF ∩ O3 if and only if ℓµ ∈ Pµ.
We observe the following property.
Lemma 5.1. Let ℓ1, ℓ2 ∈ L3 such that ℓ1 ∩ ℓ2 ∈ O2. Then the line ℓµ1ℓµ2 belongs to
L2.
Proof. Assume by contradiction that ℓµ1ℓ
µ
2 ∈ L3. Then (ℓµ1 ℓµ2 )µ ∈ O3. Since
ℓµ1 ∈ (ℓµ1 ℓµ2 ) and ℓµ2 ∈ (ℓµ1 ℓµ2 ), we have that (ℓµ1 ℓµ2 )µ ∈ (ℓ1)F and (ℓµ1ℓµ2 )µ ∈ (ℓ2)F .
On the other hand ℓ1 ∩ ℓ2 = (ℓ1)F ∩ (ℓ2)F , since ℓ1 ∩ ℓ2 ∈ O2. It follows that
(ℓµ1 ℓ
µ
2 )
µ = ℓ1 ∩ ℓ2, a contradiction.
5.2 Polarities of F
Let ρ be a polarity of PG(2, q3) such that ρ and α commute, i.e., ρα = αρ. Let
X denote the set of ρ-absolute points.
Lemma 5.2. The following properties hold true:
1) X is preserved by α,
2) the point P ∈ Oi if and only if P ρ ∈ Li,
3) the line ℓ ∈ Li if and only if ℓρ ∈ Oi,
4) if P ∈ O3, then Pµρ = P ρµ,
5) if ℓ ∈ L3, then ℓµρ = ℓρµ.
Proof. Properties 1), 2) and 3) follow directly from the fact that the collineation
α and the polarity ρ commute. To prove 4), let P be a point of O3, then
Pµρ = (PαPα
2
)ρ = Pαρ ∩ Pα2ρ = P ρα ∩ P ρα2 = P ρµ.
Property 5) follows similarly.
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Consider the following map ρF : for points and lines of O1 or O2, ρF = ρ.
For a point x ∈ O3, xρF = (xρ)F , where (xρ)F is the line of F corresponding to
the line xρ ∈ L3 as described in the previous subsection. For a line ℓ ∈ L3, let
(ℓF )
ρF = ℓρ. Since ρ commutes with µ, ρF is indeed a polarity of F . Further-
more, if x is a point of O3, then x is ρF -absolute if and only if xµρ ∈ X . Hence,
if we denote by XF the ρF -absolute points, we have that
XF = (X ∩ O1) ∪ (X ∩ O2) ∪ {xµρ | x ∈ X ∩ O3}.
Since µρ is a bijection, the number of points ofO3 which are ρF -absolute equals
the number of points of O3 which are ρ-absolute. Thus, the number of absolute
points of ρF is the same as that of ρ.
A stronger result than Lemma 5.2 has been proved by Hamilton in his Ph.D
thesis.
Theorem 5.3. [19, Theorem 4.2] Every polarity of the Figueroa plane F induces a
polarity of its Desarguesian subplane D and vice versa.
Note that, since a polarity of D extends to a polarity of PG(2, q3), it easily
follows that a polarity of F induces a polarity of PG(2, q3).
We end this section by considering the self-polar triangles with respect to
polarities of F .
Lemma 5.4. Let T be a triangle containing at least two points ofO1 ∪O2. Then T
is self polar with respect to ρ if and only if T is self-polar with respect to ρF .
Proof. Let T = {P1, P2, P2}, where P1, P2 ∈ T ∩ (O1 ∪O2). Then P ρ1 = P ρF1 =
P2P3 and P
ρ
2 = P
ρF
2 = P1P3. On the other hand, P
ρ
3 = P1P2 if and only if
P3 = P
ρ
1 ∩ P ρ2 = P ρF1 ∩ P ρF2 if and only if P ρF3 = P1P2, as required.
Remark 5.5. Note that if a triangle T has at least one of its points inO1, then T
is contained in O1 ∪ O2, while if two of its points are in O1, then its third point
will belong to O1 as well.
Lemma 5.6. There is a bijection between the self-polar triangles of PG(2, q3) with
respect to ρ and the self-polar triangles of F with respect to ρF .
Proof. Taking into account Lemma 5.4 and Remark 5.5, we can consider the self-
polar triangles containing no point of O1 and at most one point of O2. Let T =
{P1, P2, P3} be a self-polar triangle of PG(2, q3) with respect to ρ. Let P ρi = ℓi,
that is, ℓ1 = P2P3, ℓ2 = P1P3, ℓ3 = P1P2. Assume first that T ⊆ O3. We show
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that T is a self-polar with respect to ρ if and only if TF = {ℓµ1 , ℓµ2 , ℓµ3} is a self
polar triangle with respect to ρF . Indeed,
ℓµ1 = ℓ
µρF
2 ∩ ℓµρF3 ⇐⇒ ℓµ2 , ℓµ3 ∈ ℓµρF1 = (ℓµρ1 )F
⇐⇒ (ℓµρ1 )µ ∈ (ℓµ2 )µ, (ℓµ3 )µ
⇐⇒ ℓρ1 ∈ ℓ2, ℓ3
⇐⇒ P1 ∈ P ρ2 , P ρ3
⇐⇒ P1 = P ρ2 ∩ P ρ3 ,
and similarly for any permutation of the indices.
On the other hand, if P1 ∈ O2 and P2, P3 ∈ O3, let P = ℓµρ2 ∩ ℓµρ3 =
(ℓµ2 ℓ
µ
3 )
ρ = Pµ2 ∩ Pµ3 . Then, taking into account Lemma 5.1 and Lemma 5.2, we
have that P ∈ O2. Moreover, T is a self-polar triangle with respect to ρ if and
only TF = {ℓµ2 , ℓµ3 , P} is a self polar triangle with respect to ρF . Indeed, a similar
argument as used above gives P2 = P
ρ
1 ∩P ρ3 if and only if ℓµ2 = ℓµρF3 ∩P ρF and
P3 = P
ρ
1 ∩ P ρ2 if and only if ℓµ3 = ℓµρF2 ∩ P ρF . Moreover, since P ∈ ℓµρi ∩ O2 ⊂
ℓµρi ∩ (ℓµρi )F , i = 2, 3, it follows that P ∈ (ℓµρi )F = ℓµρFi .
Theorem 5.7. Let Z be a triangle-free set consisting of non-absolute points with
respect to ρ, then
ZF = (Z ∩O1) ∪ {xµρ | x ∈ Z ∩ O3}
is a triangle-free set consisting of non-absolute points with respect to ρF .
Proof. Assume by contradiction that there exists a self-polar triangle with respect
to ρF , say TF , contained in ZF , then necessarily TF is contained inO3. If TF =
{P ρµ1 , P ρµ2 , P ρµ3 }, then it follows that T = {P1, P2, P3} is a self-polar triangle
with respect to ρ contained in Z , a contradiction.
Finally, taking into account Theorem 1.3 and Theorem 5.7, we have the fol-
lowing.
Corollary 5.8. Let ρ be a unitary polarity of PG(2, q6), q even, and let α be an
order 3 collineation of PG(2, q6) fixing a subplane D ∼= PG(2, q2) pointwise, such
that ρ and α commute. Then, there exists a set of non-absolute vertices of G(F , ρF )
inducing a triangle-free subgraph of size
q12−q4(q4−1)(q2+1)
2 .
Proof. FromTheorem 1.3, there exists a setZ of non-absolute vertices ofG(PG(2, q6), ρ)
inducing a triangle-free subgraph of size q12/2. From Theorem 5.7, the set ZF
is a triangle-free set consisting of non-absolute points with respect to ρF , where
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|ZF | = |Z \ O2|. We will count the number of points of Z ∩O2, which we have
to remove, by inspecting the q4 + q2 + 1 lines of L1. Recall that these lines only
contain points of O1 and O2. As every point of O2 lies on exactly one line of L1,
we will find every point of Z ∩ O2 once.
By construction, Z is the union of q3/2 Hermitian curves of PG(2, q6) pair-
wise meeting in a point U2 of D and having the same tangent line ℓ at U2,
with their common point U2 deleted. Among these Hermitian curves there are
q/2 meeting D in a Hermitian curve of PG(2, q2). One can see this by using
the vector space representation of Fq3 over F2: the q
3/2 Hermitian curves are
parametrized by elements of Fq3 , which form a hyperplane. As Fq is a subspace
of Fq3 not properly contained in the hyperplane, as it does not contain the ele-
ment 1 ∈ Fq, this means that it intersects Fq in q/2 points, which parametrize
the q/2 Hermitian curves in D. It follows that for a line r ∈ L1, we can compute
|r∩ (Z∩O2)| = |r∩Z|−|r∩Z∩O1| using the intersection properties as stated
in Corollary 4.9 in both PG(2, q6) and D = PG(2, q2) respectively. Therefore, if
r is a line of O1, then
|r ∩ Z| − |r ∩ Z ∩ O1| =


q6−q3
2 − q
2−q
2 if U2 /∈ r and rρ ∈ Z,
q6+q3
2 − q
2+q
2 if U2 /∈ r and rρ /∈ Z,
q6
2 − q
2
2 if U2 ∈ r 6= ℓ,
0 if r = ℓ.
The number of lines corresponding to each case is respectively q4/2, q4/2, q2
and 1. Summing up over all these lines, we obtain the number |Z ∩ O2| which
we had to subtract from q12/2 to obtain the result.
6 Conclusion and open problems
In [24] the following question was posed.
estion 6.1. Given a finite projective plane π of order q and a polarity ⊥, is it
possible to find a triangle-free subgraph of the polarity graph of size 12q
2+o(q2)?
When π = PG(2, q), this question has been almost completely resolved. De-
pending on the parity of q and the type of ⊥, there are four possibilities, shown
in the table below.
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prime power q type answer
even pseudo yes [26]
odd orthogonal yes [28]
even square unitary yes
odd square unitary ?
Starting fromestion 6.1, we can state three open problems, ranked in what we
believe to be increasing difficulty.
Open problem 1. Show that there exists a triangle-free induced subgraph of
DUP(q2), q odd, of size 12q
4 + o(q4).
In Section 4.1 we mention the existence of a triangle-free induced subgraph
ofDUP(q2), q odd, of size q4/3+o(q4). Other ideas will be needed to find larger
triangle-free subgraphs.
Open problem 2 (Conjecture 1 in [27]). Prove or disprove that in case 2, i.e.
π = PG(2, q) and⊥ is an orthogonal polarity, Parsons’ examples are the largest.
If true, is it possible to show that they are the unique triangle-free induced sub-
graphs of this size?
As shown by Loucks and Timmons, this can only be true when q is large
enough. Using a computer search, they found larger examples for q = 5, 7, 9, 13.
Open problem 3. What if π is not the Desarguesian projective plane PG(2, q)?
Can we still answerestion 6.1 in the affirmative?
In the case when π is the Figueroa plane and the unitary polarity is inherited,
we showed that the answer is indeed yes. In fact, one can do this for any inherited
polarity by Theorem 5.7, but for this article, we restrict ourselves to the unitary
case.
Lastly, remark that there exist projective planes of order q and polarities
where the size of the set of absolute points does not belong to
{
q + 1, q
√
q + 1
}
,
see [22, Chapter XII], [30].
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