Abstract. Many aspects of the nuclear fuel cycle require an accurate knowledge of the energy release from the decay of radioactive nuclides produced in a reactor, especially half-life data for short-lived radionuclides. Short-lived fission products are also important for fission rate distribution measurements performed in low power facilities, such as EOLE and MINERVE at CEA Cadarache, and their nuclear decay data need to be known with a high precision. For these reasons, the half-life of 92 Sr has been measured to solve a recently observed inconsistency with the quoted value in the nuclear data libraries: T 1/2 = 2.71 ± 0.01 h. In this work, a new value is proposed: T 1/2 = 2.594 ± 0.005 h. A better accuracy is achieved compared to previous evaluations. It also shows a good agreement with the most recent studies: T 1/2 = 2.627 ± 0.009 h.
Introduction
The residual power of an irradiated reactor core after shutdown represents a limiting factor because of safety requirements imposing the need to preserve core integrity at all times. This power, along with the emitted radiation spectra, must be evaluated for a reactor operating under normal and hypothetical accident conditions. Codes have been developed to calculate the evolution of radionuclides as a function of the fuel burn-up and require accurate nuclear data, especially half-lives, fission yields and energy releases.
Moreover, major interests in advanced power concepts require the ability to predict the power distribution with high precision for fuel cycle management and increased fuel loading. For this purpose, dedicated experiments are performed in the EOLE and MINERVE facilities [1] , with a specific γ-ray spectrometry technique to compare the activity of different types of fuel. This technique involves the study of fission products with an appropriate half-life for post-irradiation measurements (a few hours to a few days). 92 Sr is a suitable nuclide for these experiments with an intense γ-ray at 1383.9 keV (I γ = (93.0±0.6) %), a high fission yield (Y th = (6.034 ± 0.066) % for 235 U) and an adapted halflife (T 1/2 = 2.71 ± 0.01 h) [2] .
The aim of this work is to identify an inconsistency on the reported half-life in the main nuclear data libraries, and to propose a new value with a better accuracy by the mean of several γ-ray spectrometry measurements.
Previous works
The reported half-life of 92 Sr in the JEF-2.2 [3] , JEFF-3.1 [4] , ENDF/B-VI. 8 [5] and JENDL3.3 [6] nuclear data libraries is based on the measurements of Parsa [7] in 1971, reporting T 1/2 = 2.71 ± 0.01 h. Their experimental technique consisted in the irradiation of an uranyl nitrate sample, followed by radiochemical separation of the strontium isotopes. The decay a Presenting author, e-mail: pierre.leconte@cea.fr Table 1 . Previous measurements of the half-life of 92 Sr.
Reference Year Detector T 1/2 (h) G. Hermann [9] 1956 NaI 2.57 ± 0.07 K. Fritze [10] 1960 NaI 2.71 ± 0.02 B. Parsa [7] 1971 Ge(Li) 2.71 ± 0.01 Y. Nir-El [8] 2003 Ge(Li) 2.627 ± 0.009 of 92 Sr was studied with a Ge(Li) detector and a single channel analyzer for precise gate selection of the 1383.9-keV photopeak. Earlier data were also reported using the same technique, but they were obtained from NaI detectors which involved less accurate background subtraction. Thus, the inclusion of the 1405-keV γ-ray of 92 Y and the 1414 keV γ-ray of 91 Sr interfered with the γ-ray of primary interest. A new measurement was performed by Nir-El [8] in 2003 with a Ge(Li) detector and reported T 1/2 = 2.627 ± 0.009 h. This value has been updated in the ENSDF in august 2003 [2] which now reports the weighted average of the Parsa and the Nir-El measurements: T 1/2 = 2.66 ± 0.04 h. This value is adopted in ENDF/B-VII.0 [11] . Nevertheless, the evaluator states that this half-life recommendation may not be reliable since these data are discrepant.
Analysis of the JEFF-3.1 reported value
The inconsistency in the JEFF-3.1 value has been identified from the γ-ray spectrometry analysis [12] of UO 2 fuel samples, irradiated in the MINERVE reactor, throughout two independent methods.
The first one consists in the checking of the reproducibility in the activity measurements. This activity is proportional to the saturated count rate n sat (E), defined as the measured count rate of the γ-ray with the energy E, corrected from the dead time and from the radioactive decay: N(E) is the net area of the photopeak, t m is the real time of measurement, C θ and C dec are respectively the dead time and the radioactive decay correction. In the case of a purely exponential decay, C dec can be expressed as a function of the decay constant λ, the irradiation time t i and cooling time t o :
The following table shows a series of six successive measurements on an irradiated fuel sample, obtained for three different fission products, with an individual acquiring time of 30 minutes: As the measurement is performed a few hours after the irradiation, no other significant γ-ray perturbates the 1383.9 keV photopeak over an energy range of at least 3 FWHM (Full Width at Half Maximum). Therefore, one can conclude that the observed trend in these activity measurements may be linked to an overestimation of the adopted halflife.
The second method consists in comparing the fission rate measurements obtained from several fission products by means of the usual relation [13] :
where F is the fission rate, Y the average fission yield, I(E) the emission probability of the studied γ-ray, R P (E) the calibrated efficiency of the detector and T (E) the efficiency transfer for self-absorption correction.
Irradiated fuel samples are usually measured several 92 Sr half-life periods after irradiation to let the activity of very short-lived (T 1/2 < 1 h) fission products become negligible. As a consequence, the uncertainty of the fission rate is very sensitive to the uncertainty of the decay constant:
As shown in the following table, the fission rate measured from 92 Sr, 18 hours after the irradiation, is 20% lower compared with the other fission products:
This trend is consistent with the results obtained from the first method and indicates an overestimation of the halflife of 92 Sr beyond its reported uncertainty. An estimation of the discrepancy between the current evaluation and the "true value" can be easily calculated by means of the equation (4) , considering the weighted average of the fission rate 
Method of measurement
The experimental technique consists of the irradiation of two uranium-235 foils over 3 hours in a 1.5 × 10 8 n.cm
flux inside a thermalized channel of the MINERVE facility.
After a cooling phase of 3 hours to allow the activity of very short-lived fission products to become negligible, the samples are unloaded and counted in front of one 310 cm 3 coaxial HPGe detector and one 40 cm 3 planar LEGe detector. Each spectrometer consists of a resistive pre-amplifier, a DSP-2060 (amplifier + coder) and a PCA3-8K multi-channel analyzer connected to a PC, providing data storage and analysis via the GENIE 2000 software.
Four series of 12 measurements with a constant data accumulation time of 2 hours, over a period of 9 to 13 half-lives, are carried out. Samples are axially centered with respect to the detector at a distance of 50 to 100 mm, depending on the detector in order to have an equivalent total count rate. Dead time throughout the complete measurement phase decreases from 20% to 3%.
The decay constant is estimated from a linear least-square fit of the logarithm of the measured count rates with decay time, and using statistical weights linked to the uncertainty to measure the net areas of the photopeaks. Achieving high accuracy is dependent on two main factors: the analyses of the γ-spectra (including the model adopted for the peak shape, and background subtraction), and the correctness of pulse pile-up rejection.
Three methods are employed to estimate the total area of the 1383.9 keV photopeak of 92 Sr: (i) the standard summing algorithm which involves calculating the integral count in a 4.0 × FWHM wide Region Of Interest (ROI) around the peak minus the integral of the background from a linear model evaluated over 1.0 × FWHM at a distance of 2.0 × FWHM from the centre of the peak; (ii) the fitting algorithm determines the shape of the gamma line and the background by means of a least-squares method with a 4.0 × FWHM wide ROI, in which the photopeak is described by a Gaussian with an exponentially decaying tail on the left-hand side linked to the incomplete charge collection phenomena inside the germanium crystal; (iii) the same algorithm as (ii), but instead of considering the 1383.9 keV photopeak of 92 Sr as a singlet, the nearest photopeaks from other fission products is included inside an n-multiplet from 1360 to 1400 keV. A fixed source of 60 Co is placed in front of the detector at a distance of 300 mm to check the accuracy of the dead time correction throughout the measurements. The position of this source is adapted so that the activity contributed less than 3% to the total dead time. An additional PCA3-8K card, working in the MultiChannel Scaling mode (MCS), was also connected to the Incoming Count Rate (ICR) output of the DSP to simultaneously record the decay of the total activity of the irradiated sample and to perform a post-correction on the dead time due to the measurement of a short-lived nuclide. This step is necessary before analyzing the decay of the 92 Sr activity, and therefore a detailed study of the dead time corrections in the presence of varying activities is presented below.
Dead time correction for short-lived nuclides
The dead time correction used to compensate for the pulse pile-up phenomena on the DSP2060 is the so called "live time correction" which can be expressed as follows:
where θ is the mean dead time during the measurement, t r and t a are respectively the real and live measurement time, estimated from the amplifier stage of the electronic chain. This equation is correct under the assumption that the dead time during the measurement is nearly constant. As this is not the case for short-lived fission products, post-correction is required to compensate for the decay [14] . The first step consists in fitting a basic model to the decay curve of the total activity, recorded from the ICR output, which is done using a sum of two exponential functions with three multiplicative constants θ o , a 1 , a 2 and two characteristic decay constants b 1 , b 2 .
As the dead time is nearly proportional to the total activity, its time dependence during the measurement of the irradiated foils can be expressed as follows :
The dead time estimated by the DSP 2060 during the measurement is a mean value and can be estimated from the previous relationship by using the equation:
The second step consists in solving the equation giving the measured count rate m(t) as a function of the real count rate n(t) without pulse pile-up (n(t) = n o exp (−λt)):
Integration between t o and t o + t r , and adoption of the previous model for dead time decay as a function of time gives the C θ correction expressed as follows:
with the post-correction factor ξ given by:
and α i given by α
In the case of a long-lived nuclide, a short measurement time, or after a sufficiently long cooling time of the irradiated sample to make the activity less time dependent, this expression tends towards ξ = 1 which is consistent with the case of constant activity.
The activity of 60 Co is checked using its two main γ-ray emissions with energies 1173 keV and 1332 keV to estimate the accuracy of the pulse pile-up rejection circuit of the DSP. The consistency between external and internal variance indicates the correctness of the pulse pile-up rejection circuit until a 20% dead time, with an accuracy better than 0.5%.
The decay of the 92 Sr activity is measured from the four dedicated experiments performed on fissile foils and also from the four previously irradiated fuel pins to reduce the final uncertainty. The results obtained from the fitting of each series are given in the tables below: As the fuel pins have been measured over a time period of less than five half-lives, the measured decay constants were determined with a higher uncertainty than the measurements with the foils, and show more sensitivity to the analysis method for the net area evaluation of the photopeaks. A weighted average from the three values was determined for each fuel pin. Nevertheless, as the discrepancies were sometimes beyond their reported uncertainties, the associated uncertainty is calculated from the standard deviation between the three values, with a multiplication factor t p (ν) = 1.32 [15] that arose from the low degree of freedom of the sample. The results are much more consistent for the fissile foils. Weighted averages are calculated for each foil with an uncertainty estimated from the average of the standard deviations, since the three analysis methods represent three consistent ways to model the statistical sample of 12 measurements.
The uncertainty due to the pulse pile-up rejection was estimated by considering the ratio of the count rate of 92 Sr to the average count rate of 60 Co from the two main lines and checking the sensitivity on the fitted constant λ. These uncertainties contributed less than 0.15% to the uncertainty on λ.
The final estimation of the decay constant is obtained from the weighted average of the eight measurements. As these values are consistent between each other and the main contribution to the uncertainty came from the counting statistics, the standard deviation of the mean value is calculated from the pooled (or internal) variance formulae. The final mean measured half-life of 92 Sr is determined to be:
T 1/2 = 2.594 ± 0.005 h.
Conclusion
A high precision measurement of the half-life of 92 Sr has been performed to resolve an observed discrepancy between a recent measurement and the recommended half-life to be found in evaluated nuclear applications databases. This study shows an overestimation of 4.5% of the half-life values to be found in the main nuclear applications libraries (T 1/2 = 2.71 ± 0.01 h), corresponding to 12σ beyond the associated uncertainty. The reported half-life in this work (T 1/2 = 2.594 ± 0.005 h) has been obtained from eight sets of measurements on irradiated fissile foils and irradiated fuel pins, and shows a consistency within 3σ with the value reported by Nir-El. The uncertainty has been reduced by a factor of two with respect to previous studies and includes influencing factors such as pulse pile-up rejection, activity decay on the dead time correction and photopeak treatments in γ-spectrum analysis.
