This paper explores the dependence of the molecular dynamics (MD) trajectory of a protein molecule on the titration state assigned to the molecule. Four 100-ps MD trajectories of bovine pancreatic trypsin inhibitor (BPTI) were generated, starting from two different structures, each of which was held in two different charge states. The two starting structures were the X-ray crystal structure and one of the solution structures determined by NMR, and the charge states differed only in the ionization state of N terminus.
set of protein structures instead of a single structure derived from X-ray crystallography. One possibility is to consider ensembles of structures provided by NMR spectroscopy (Antosiewicz et al., 1996b) . Another is to generate a set of plausible structures using the molecular dynamics (MD) technique. The present work considers the use of MD in the analysis of titration properties of proteins for the case of bovine pancreatic trypsin inhibitor (BPTI). For the titration procedure, we use the recently developed fullgroup titration model (Antosiewicz et al., 1996a) . The idea of using structures of a protein generated by MD simulations for the investigation of protein electrostatics has been considered previously (Wendoloski & Matthew, 1989; You & Bashford, 1995) , although the aims of those studies differed from the present one.
The idea behind the present work is simple. We perform MD simulations for two protonation states of BPTI, one with the N terminus charged and the other with the N terminus neutral. All other residues have the conventional protonation states at pH 7, consistent with the results of our single-site titration procedure as applied to the crystal structure of the protein, that is, all Glu, Asp,
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Arg, and Lys residues and the C terminus are fully ionized, whereas Tyr and Cys residues are neutral. For each simulation, the protein structure is sampled every 0.5 ps. Each structure is titrated subsequently using our full-group procedure and the pKas, average charges, electrostatic energies, and other data are calculated. Our main objective is to see to what extent the results of these standard titration analyses reflect the difference in the protonation states assumed in the MD simulations.
To compensate partly for the incomplete configuration space sampling in the MD simulations, trajectories were calculated from two different initial structures, one derived from X-ray data, and the other derived from one of the solution structures found by NMR experiments. A salt bridge between the N-and C-terminal groups is found in the NMR structure, but not in the X-ray structure; this motivated our choice of the two different protonation states.
The results of this study have a preliminary character, because we used finite cutoff distances for for the electrostatic interactions, and simulations of modest length. However, the importance of the suggestions derived from the current work should motivate further study of the interdependence of the titration state and the dynamic evolution of proteins.
Computational methods
MD simulations
Two structures of BPTI were used to begin the MD simulations. One was the X-ray structure available under the Brookhaven Protein Data Bank (PDB) entry code 4PTI (Bernstein et al., 1977; Marquart et al., 1983) , and the second was structure number 15 from a set of NMR structures available under entry code IPIT (Bemdt et al., 1992) . The second structure has a well-defined salt bridge between the N and C termini. For each of those two structures, MD simulations were done in two ionization states, differing in the protonation of the N-terminal amino group. In the first ionization state (here designated as state A), the N terminus was protonated; in the second state (state B), it was deprotonated. According to the results of our single-site titration model simulation for crystal structure of the protein, state B is significantly populated at pH 7. All other ionizable sites of the protein were in their standard protonation states for pH 7.
All four MD trajectories (designated as AX, BX, AN, and BN, where the second character X means X-ray parent structure and N means NMR-based parent structure) were generated with the AR-COS program (Straatsma & McCammon, 1990 ). The protein was described by the OPLS (Jorgensen & Tirado-Rives, 1988 ) nonbonded and AMBER (Weiner et al., 1986) bonded parameters with explicit hydrogen atoms on all polar and aromatic groups. Both structures were hydrated by SPC/E water molecules in cubic boxes in such a way that the smallest distance between the protein atoms and the box walls was IO A, and the smallest distance between water oxygen atoms and protein heavy atoms was 2.5 A. The initial edge lengths of the boxes were 59.3 and 58.5 A for the crystal and NMR structures, respectively, and the corresponding total numbers of solvent molecules were 6,819 and 6,491, respectively. The systems in ionization state B were generated by removing one of the hydrogen atoms from the N terminus, so that the systems corresponding to a given parent structures of BPTI contain the same number of water molecules. Each of the four protein systems was equilibrated independently using the following protocol. First, the solvent molecules were energy minimized and equilibrated by 20-ps MD runs at 298 K for fixed protein positions. Next, the solvent positions were fixed and the protein was energy minimized and equilibrated by 5-ps MD runs at 100, 200, and 298 K. Finally, the systems were further equilibrated with IO-ps MD runs at 298 K. At each stage of the dynamic equilibration, atomic velocities were reassigned from a Maxwellian distribution every 0.2 ps. Continuous MD trajectories were subsequently generated at constant temperature (298 K) and pressure (1 atm), and the protein coordinates were recorded every 0.5 ps. During these simulations, the systems were coupled with separate heat baths for solute and solvent with a relaxation time of 0.1 ps. The cutoff radius was IO 8, for the equilibration stage and 12 A for the production runs. The timestep was 2 fs, and the list of interacting nonbonded atom pairs was updated every 10 steps. The SHAKE (Ryckaert et al., 1977) algorithm was used for all bonds.
Titration procedure
The method used to evaluate the titration states was described in detail in a recent publication (Antosiewicz et al., 1996a) . We therefore provide only a short summary of these calculations. To be consistent with standard procedures for titration analysis, this evaluation was done by starting with the protein heavy-atom positions from the trajectories; proton positions and parameter assignments were set as in earlier work. The calculations were performed using the program UHBD (Davis et al., 1991) . For each site i = I , . . . , M, we calculate its ionization energy in the otherwise neutral protein, relative to the energy of ionizing this site when it is free in solution, AAGi, and the effective electrostatic interaction energy of this site with all other sites with higher indices, T,,,, j = i + 1, . . . , M, where M is the total number of ionizable sites. This requires two UHBD runs for each site in protein environment and two in model amino acid environment. The multiple site titration problem is treated by the Hybrid program (Gilson, 1993) . This program uses the energies AAG, and T,,j to evaluate the electrostatic energy of the protein in different protonation states and, based on these data, equilibrium electrostatic properties are evaluated. The Hybrid program provides apparent pKu values, charges of the whole protein and of the individual sites as functions of pH, and electrostatic energies as function of
The dielectric constants of the protein and solvent were taken to be 4 and 78, respectively, the ionic strength was 150 mM, and the temperature was 298 K. Full-group methodology calculations were done using PARSE parameters for the charges and radii of the atoms (Sitkoff et al., 1994) . Ionizable protons are attached to the N atom of the N-terminal group, the OXT atom of the C-terminal group, the OE2 atom of Glu, the OD2 atom of Asp, the NE atom of Arg, the NZ atom of Lys, the OH atom of Tyr, and the SG atom of Cys (not involved in S-S bonds). In the case of His residues. either the NE2 or NDl atom can be chosen as the protonation site. All the remaining parameters, like initial pK, values, are as for the single-site method described elsewhere (Antosiewicz et al., 1994) .
In all calculations, hydrogen atoms present in protein structures derived from MD trajectories were removed and replaced using the command HBUILD of CHARMm (Briinger & Karplus, 1988) . Their orientations were optimized subsequently using the CHARMm program (Brooks et al., 1982) . Additionally, aromatic ring hydrogens were added.
PH.
Titration analysis of MD trajectory structures
Analysis of results
MD data are analyzed in terms of their RMS deviation (RMSD) from the crystal structure, using a standard procedure of translating and rotating each coordinate set from a 100-ps trajectory to fit the X-ray structure of BPTI as closely as possible. Time-averaged RMSD values per residue were then calculated. In the analysis of protonation equilibria, the calculated pK, for each ionizable group i is split in two terms, 375 0.24 I 1 where the first term is the so-called intrinsic pKa (Tanford & Kirkwood, 1957; Antosiewicz et al., 1994) of titratable site i, where all other sites are neutralized; y i is the type of the site, -1 for acidic and + 1 for basic; and AGinrer,i is the free energy of interaction of this site with all others. pKinrr then represents the energy of ionization of site i when all other sites of the protein are neutral. Figure 1A shows the time evolution of the RMSD of BPTI nonhydrogen atoms from the crystal structure for all four trajectories. It is seen that, for the simulations that started from the X-ray structure (trajectories AX and BX), the RMSD for the two charge states closely match up to approximately 80 ps, whereas for simulations that started from the NMR structure (trajectories AN, and BN) with the salt bridge between the C and N termini, a divergence between states A and B occurs just after about 5 ps. Closer examination of trajectory BX revealed that displacements of backbone atoms of Pro 13, Ala 27, and Gly 28 are mainly responsible for the observed differences in RMSD with respect to state A during the last IO ps of simulation. It is interesting that the RMSD of the state B trajectories seem to converge at approximately 95 ps. For backbone atoms ( Fig. lB) , this convergence seems to occur earlier, at approximately 65 ps. In order to further investigate this, we continued the MD simulation of the systems in state B for another 100 ps. The time dependences of the respective RMSD values in the entire 0-200-ps range are shown in Figure IC . It is seen that, although the conformations sampled from BN trajectory in the 100-200-ps range continue to diverge from the X-ray structure somewhat more than the structures generated from the initial X-ray structure, the gap between them is largely reduced with respect to the 0-100-ps range. Although these results do not insure that the BX and BN structures in the 100-200-ps range should be more similar than those obtained from the first 100-ps simulation, we show (below) that their overall electrostatic characters do become more similar.
Results and discussion
Structures derived from MD trajectories
As expected, there are differences in the evolution of the N and C termini. As Figure 2 shows, the terminal salt bridge remains intact during the whole simulation for system AN, but it breaks rapidly when the N terminus is uncharged in system BN. This salt bridge remains broken for both the trajectories that started from the X-ray structure. The RMS displacement of the 454 heavy atoms from their average positions are 1.12 and 1.14 8, for trajectory AX and BX, respectively. For trajectories AN and BN, the respective numbers are 1.29 and 1.47 A. The relatively large difference between the A and B states in the latter case is probably due in part to the relaxation of the protein upon deprotonation of the N terminus. Curves N describe the simulations that started from the the NMR structure, whereas curves X are for the simulations that started with the initial X-ray structure. Solid lines are for charge state A (charged N terminus) and dotted lines are for state B (neutral N terminus). Table 1 contains the calculated apparent pK, and intrinsic pKint, values, averaged over the trajectories, for all ionizable groups of BPTI. Also included are the calculated values based on the fullgroup model for the crystal structure (Antosiewicz et al., 1996a) and the available experimental data (Brown et al., 1976 (Brown et al., , 1978 Richarz & Wuthrich, 1978; March et al., 1982) . The data presented in Table 1 can be analyzed from several points of view. The most important is to check if the single change in the protonation state of the protein leads to large enough conformational changes during the MD to affect the results of titration calculations based on continuum electrostatic model. A second question is how the pKas differ from the values obtained for the crystal structure. Finally, a comparison with the experimental data can be made. From Table 1 , it can be seen that, for most groups, with the exception of the N terminus, Arg 1, Glu 7, Tyr 35, Arg 42, and the C terminus, the differences among the calculated pK,s for all trajectories are below about 10% and are statistically insignificant. These small differences are accompanied by good agreement with the results for the crystal structure and with the available experi- mental data. Moreover, the calculated pKas are such that the resulting average charges at pH 7 are in agreement with the ionization states imposed during MD. In the following discussion, we concentrate only on the groups, listed above, for which some significant differences are observed. First, consider the N and C termini. In the NMR structure and in trajectory AN, these form a salt bridge, as discussed above. In the other trajectories, the termini move more independently. Figure 3 presents time course of their pKas. In the case of the NMR structurederived results (trajectories AN and BN), highly significant differences between states A and B are observed for the pKas of N-terminal and C-terminal groups. In this case, a clear influence of the salt bridge is seen, which results from the strong electrostatic interaction between terminal groups in state A. The calculated average value of that interaction is -5.6 k 1.1 kcal/mol in comparison with the corresponding value of -0.5 k 0.5 kcal/mol derived from simulation BN. Consistent with the existence of a salt bridge in state A and its destruction in state B, the pKa of the C terminus in the former is significantly lower in spite of a larger pKi,,,, (Table 1) . Similarly, charge-charge interactions mainly with the C-terminal group also make the difference in the apparent pK, of the N-terminal group quite large.
pKas of individual groups
For simulations AX and BX, there is only a moderate difference in the pKa of the N terminus, but the difference is consistent with the imposed charge of the N-terminal site: the biased neutrality of that site during the MD simulation BX results in a set of structures with a slightly less basic amino group. Figure 3 shows that most of the structures of the state with neutral N terminus (state B) show ionization constants below the average value for state A in the whole range of 100 ps; however, some of them titrate at values close to state A. What makes the average pKa of the N-terminal group relatively high in state B, and therefore closer to the value for state A, is that the neutral N-terminal group does not prohibit protein conformations that favor protonation of N terminus. On the other hand, the electrostatic interactions of the protein in state A appear to inhibit the adoption of conformations with an N-terminal pKa as low as observed for state B. From the comparison of the corresponding standard deviations in Table 1 , it is seen that the pKa values of the N-terminal group obtained for trajectory AX are more "localized" than in the case of trajectory BX. The data from Table 1 also suggest that the observed pKa shift of the N terminus between the AX and BX simulations is caused mainly by the electrostatic interactions with other iocizable groups, because the pK,,,,, are similar in both cases. One of the contributions that tends to make the N-terminal group more basic in state B compared with state A is the closer distance of the C-terminal group (Fig. 2) . This results in an approximately 100% increase of the average interaction energy between the two groups, which is -0.3 * 0.1 and -0.6 f 0.2 kcal/mol for simulations AX and BX, respectively. This interaction moderates what might have been expected to be a larger decrease in basicity of the N terminus in simulation BX compared with AX. For the simulations starting with the X-ray structure, no terminal salt bridge was formed, and the observed difference between the pK,s of the C terminus in states A and B is indeed opposite to what would be expected if such a bridge were to exist in state A. and Arg 42. Because the differences between states A and B are observed for the X simulations and not for the N simulations, or vice versa, it appears that these differences only reflect the fact that equilibrium sampling of structures during MD simulations requires times longer than 100 ps. Indeed, it is not clear if we should expect differences in pKas for groups other than the N terminus, in comparing states A and B. Nevertheless, we will analyze briefly some of the factors that contribute to the pKa differences, because such factors are likely to arise in fully converged simulations.
The observed difference in pKa of Arg 1 for simulations AX and BX, manifested particularly in the 50-100-ps time range (Fig. 4 Fig. 3. Calculated pK,s for the Nand C-terminal groups for the four MD trajectories of BF'TI. Solid lines are for state A and dotted  lines are for state B. Column X is for trajectories AX and BX, and column N contains data derived from trajectories AN and BN is mostly due to the difference in pKi,,, of about 2.6 pH units ( Table 1) . It can be understood easily by comparing the snapshots from the AX and BX trajectories that correspond to the extreme pK, values of that residue. This is illustrated in Figure 5A , which shows that the side group of Arg 1 is bent strongly toward the inside of the protein in the BX structure, significantly increasing its electrostatic interaction with the protein background charges. A different situation arises in the case of Glu 7. The pK, of Glu 7 is approximately 2.7 units lower in simulation AN than in BN (Table 1; Fig. 4 ). From the similarity of the corresponding pK;,,,, we conclude that the difference is due to the interactions with other ionizable sites. The calculation of those interactions allows us to identify Arg 42 as strongly interacting with Glu 7 during the AN simulation. The average (Glu 7)-(Arg 42) interaction energies are -6.05 and -1.55 kcal/mol for trajectories AN and BN, respectively. Indeed, the very large pK, of Arg 42 derived from the AN trajectory (last row of Fig. 4 ; see also Table 1 ) confirms the formation of a (Glu 7)-(Arg 42) salt bridge in a number of AN structures. The average CZ(Arg 42)-CD(Glu 7) distance is 4.2 a in the case of trajectory AN and 5.9 A for trajectory BN. A stereo image of the average superimposed AN and BN structures is shown in Figure 5B . Close contact between Glu 7 and Arg 42 in the simulation AN results mainly from a large displacement of Arg 42. Data in Table 1 suggest that the very low pK, of Glu 7 derived from the trajectories AX and BX results from both low pKi,,, and favorable electrostatic interactions with other ionizable sites of the protein. Inspection of the AX and BX trajectory structures suggests that the low pK;,,, of Glu 7 is not entirely due to the interactions with the protein background charges that stabilize the charged Glohal electrostaric properties form of that residue, but also to the larger exposition of Glu 7 to the solvent in comparison to the initial X-ray structure. This is
The calculated average charge of BPTl from the two sets of stmcillustrated in Figure 5C . Finally. Table 1 also shows that Tyr 35 tures in the X simulations at pH 7 is 5.8 and 5.6 e for states A and displays much larger pK,,s derived from simulation N than from B, respectively. In the N simulations, the difference is much larger, simulation X. The structural reason for this appears to be the with respective average charges of 5.9 and 5.2 e. In spite of the formation of a strong hydrogen bond OH(Tyr 3S)-O(Arg 39) dur-small difference in the average values for X simulations, the difing the simulations N. which is absent in the simulations X.
ference between states A and B is significant. Figure 6 variations of the total charge as functions of simulation time, and the charge distribution among the 200 sampled structures, for each of the trajectories. The time-dependent results are to be interpreted in a thermodynamic rather than kinetic sense, because they assume instantaneous equilibration of the protonation states. One can see that the decreases of the imposed charge during the MD simulations result in a series of structures that also prefer to adopt smaller charge in continuum electrostatic model. In the case of N simulations, the drop is particularly rapid. In this case, the existence of the terminal salt bridge stabilizes the charge at a value very close to 6 e, so the charge distribution is nearly unimodal, whereas the disruption of that bridge shifts the charge distribution sharply toward a value of 5 e. However, both the X-ray and NMR-derived structures respond quickly to the charge assignment. This is illustrated clearly in Figure 7 , which shows the total charge distribution of structures derived from extended MD simulations for the B charge states in the range of 100-200 ps. It is seen that, regardless of the initial starting structure, the total charge quickly becomes unimodal around the 5 e value, indicating an excellent agreement with the imposed charge in MD simulation. We should stress at this point that this is a pure conformational effect, because in the numerical titration none of the ionizable sites has its charge assigned a priori. It is important to remember that these results should not be interpreted in a kinetic fashion; proton exchange times between protein and solution can far exceed the time range of our MD simulation (Delepierre et al., 1987) .
Conclusions
The results presented in this paper show that even a single charge mutation can change substantially the protein conformations explored during even a limited MD simulation. This emphasizes the need for careful protein charge assignment. It would seem to be 1 6.5 useful to explore methods for modifying the titration state of a protein during MD simulation. Although not immediately useful for most kinetic problems, such methods could be used in thermodynamic studies and in the derivation of possible solution structures of proteins based on multidimensional NMR measurements. The above preliminary conclusions need to be confirmed by titration analyses of longer MD trajectories (in the nanosecond time range), free from the finite cutoff approximation for the electrostatic interactions. Such calculations will be very demanding of computational resources.
Finally, it must be emphasized again that the analyses presented here are illustrative in nature because of the incomplete convergence of the trajectories. The data presented in Results and discussion make clear that the mean positions and mean fluctuations of the atoms are continuing to evolve in these trajectories. Thus, no 150 100 50 20-1 20 ps 0 4.5 5 5.5 6 6.5
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Total charge [e] definitive statement can be made about the quantitative differences in the charge states that would be found in fully converged trajectories. On the other hand, certain properties of proteins show meaningful qualitative trends on timescales of 100-200 ps; for example, the overall RMS fluctuations of the atomic positions of proteins achieve a significant part of their final values over such periods for proteins that have a well-defined tertiary structure (McCammon & Harvey, 1987) . BPTI is such a protein. Moreover, electrostatic perturbations are relatively strong, and a protein might be expected to respond relatively rapidly to such perturbations. This is, in fact, suggested by a more detailed examination of the time evolution of the mean charges for the trajectories; an example is shown in Figure 8 . The mean charge moves fairly rapidly to an apparently stable value, and the charge fluctuations become of modest size. For a more flexible protein than BPTI, such responses to charge changes might well take much longer times. Even for BPTI or other relatively compact proteins (e.g., cytochrome c), it will be useful to examine these convergence issues further using much longer simulations as the necessary computer resources become available.
