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ABSTRACT
STOCHASTIC MODELING OF THE EQUILIBRIUM
SPEED-DENSITY RELATIONSHIP
SEPTEMBER 2010
HAIZHONG WANG
B.Sc., HEBEI UNIVERSITY OF TECHNOLOGY
M.Sc., BEIJING UNIVERSITY OF TECHNOLOGY
M.Sc., UNIVERSITY OF MASSACHUSETTS AMHERST
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Daiheng Ni
Fundamental diagram, a graphical representation of the relation among traffic
flow, speed, and density, has been the foundation of traffic flow theory and trans-
portation engineering for many years. For example, the analysis of traffic dynamics
relies on input from this fundamental diagram to find when and where congestion
builds up and how it dissipates; traffic engineers use a fundamental diagram to deter-
mine how well a highway facility serves its users and how to plan for new facilities in
case of capacity expansion. Underlying a fundamental diagram is the relation between
traffic speed and density which roughly corresponds to drivers’ speed choices under
varying car-following distances. First rigorously documented by Greenshields some
seventy-five years ago, such a relation has been explored in many follow-up studies,
but these attempts are dominantly deterministic in nature, i.e. they model traffic
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speed as a function of traffic density. Though these functional speed-density models
are able to coarsely explain how traffic slows down as more vehicles are crowded on
highways, empirical observations show a wide-scattering of traffic speeds around the
values predicted by these models. In addition, functional speed-density models lead
to deterministic prediction of traffic dynamics, which lack the power to address the
uncertainty brought about by random factors in traffic flow. Therefore, it appears
more appropriate to view the speed-density relation as a stochastic process, in which
a certain density level gives rise not only to an average value of traffic speed but also
to its variation because of the randomness of drivers’ speed choices.
The objective of this dissertation is to develop such a stochastic speed-density
model to better represent empirical observations and provide a basis for a probabilistic
prediction of traffic dynamics. It would be ideal if such a model is formulated with
both mathematical elegance and empirical accuracy. The mathematical elegance
of the model must include the features of: a single equation (single-regime) with
physically meaningful parameters and must be easy to implement. The interpretation
of empirical accuracy is twofold; on the one hand, the mean of the stochastic speed-
density model should match the average behavior of the empirical equilibrium speed-
density observations statistically. On the other hand, the magnitude of traffic speed
variance is controlled by the variance function which is dependent on the response.
Ultimately, it is expected that the stochastic speed-density model is able to reproduce
the wide-scattering speed-density relation observed at a highway segment after being
calibrated by a set of local parameters and, in return, the model can be used to
perform probabilistic prediction of traffic dynamics at this location. The emphasis of
this dissertation is on the former (i.e. the development, calibration, and validation of
the stochastic speed-density model) with a few numerical applications of the model
to demonstrate the latter (i.e. probabilistic prediction).
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Following the seminal Greenshields model, a great variety of deterministic speed-
density models have been proposed to mathematically represent the empirical speed-
density observations which underlie the fundamental diagram. Observed in the ex-
isting speed-density models was their deterministic nature striving to balance two
competing goals: mathematical elegance and empirical accuracy. As the latest devel-
opment of such a pursuit, we show that the stochastic speed-density model can be
developed through discretizing a random traffic speed process using the Karhunen-
Loe`ve expansion. The stochastic speed-density relationship model is largely motivated
by the prevalent randomness exhibited in empirical observations that mainly comes
from drivers, vehicles, roads, and environmental conditions. In a general setting,
the proposed stochastic speed-density model has two components: deterministic and
stochastic.
For the deterministic component, we propose to use a family of logistic speed
density models to track the average trend of empirical observations. In particular, the
five-parameter logistic speed-density model arises as a natural candidate due to the
following considerations: (1) The shape of the five-parameter logistic speed-density
model can be adjusted by its physically meaningful parameters to match the average
behavior of empirical observations. Statistically, the average behavior is modeled by
the mean of empirical observations. (2) A three-parameter and four-parameter logistic
speed-density model can be obtained by reducing the shape or scale parameter in the
five-parameter model, but the counter-effect is the loss of empirical accuracy. (3)
The five-parameter model yields the best accuracy compared to three-parameter and
four-parameter model.
The magnitude of the stochastic component is dominated by the variance of traffic
speeds indexed by traffic density. The empirical traffic speed variance increases as
density increases to around 25 - 30 veh/km, then starts decreasing as traffic density
gets larger. It has been verified by empirical evidence that traffic speed variation
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shows a parabolic shape which makes the proposed variance function in a suitable
formula to model its variation. The variance function is dependent on the logistic
speed-density relationship with varying model parameters. A detailed analysis of
empirical traffic speed variance can be found in Chapter 6.
Modeling results show that by taking care of second-order statistics (i.e., variance
and correlation) the proposed stochastic speed-density model is suitable for describing
the observed phenomenon as well as for matching the empirical data. Following the
results, a stochastic fundamental diagram of traffic flow can be established. On the
application side, the stochastic speed-density relationship model can potentially be
used for real-time on-line prediction and to explain phenomenons in a similar manner.
This enables dynamic control and management systems to anticipate problems before
they occur rather than simply reacting to existing conditions.
Finally, we will summarize our findings and discuss our future research directions.
x
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CHAPTER 1
INTRODUCTION
“Essentially, all models are wrong but some are useful.” By Goerge Box
1.1 Background
Recent years have seen tough challenges in the sustainable Human-Infrastructure-
Environment systems including strengthening user safety, repairing outdated and
decaying engineering facilities, increasing societal mobility, cutting down on massive
traffic congestion, curbing energy consumption and carbon dioxide emissions, and
boosting the sustainability of the environment. These interconnected problems re-
mind us how critically important a well-functioning transportation system is to bolster
the long-term competitiveness of a growing economy. At the core of these challenges
is highway traffic congestion which is threatening the mobility of metropolitan areas
and decreasing the social efficiency.
There are numerous ways to deal with highway traffic congestion generally called
“congestion management strategies”. The purpose of congestion management is to
improve the efficiency and effectiveness of the transportation system through lower
cost policy-based improvements and technology-based solutions. Essentially, there are
three categories of congestion management strategies: travel demand management
(TDM), transportation system management (TSM), and intelligent transportation
system (ITS).
The idea of travel demand management is to modify the current demand patterns
through a variety of policy-based strategies such as VMT (vehicle miles traveled)
1
fee, and gas tax, promoting the increased use of high occupancy vehicles and public
transit, congestion pricing, ride-matching and car-sharing, telecommuting and ad-
vanced traveler information. To be more straightforward, the more you travel, the
more you have to pay. By doing so, the recurring congestion caused by morning and
evening commuters could be shifted to other non-motorized ways or public transit.
It is also possible to positively affect congestion through adaption of variable work
hours. Transportation system management and intelligent transportation systems are
essentially traffic control based strategies. The intention of traffic control strategies
is to maximize the number of vehicles allowed on a road and shorten the travel time
required to reach a destination. To control highway traffic, there are two kinds of
control philosophies: proactive control and passive control. The passive control is
performed through traffic control devices on public streets or highway approaching
grade crossings with railroad tracks including advance warning signs, pavement mark-
ings and street lighting system. No matter how traffic conditions on a road varies, the
passive control devices and strategies remain unchanged. The essence of proactive
control is to anticipate possible traffic congestions (geographic scope and location)
and act in advance of a future traffic situation. Therefore, proactive traffic control
needs to predict future traffic flow conditions but no prediction is involved in passive
control.
An important way to understand the mechanism of traffic congestion formation
and dissipation is through mathematical models which capture essential traffic dy-
namics with predictive power. A mathematical model is a simplified description of
a complex system that assists in numerical calculations and quantitative predictions.
The prime impetus for traffic modeling is to provide efficient learning experiences
which will increase awareness and understanding to enable one to make educated
decisions in proper transportation management strategies. Generally, there are two
approaches to making predictions: deterministic and stochastic. In a deterministic
2
approach, a given input to the deterministic model will always produce exactly same
output no matter how many times one replicates the simulation. However, the output
of a stochastic model is always represented by probabilistic distributions instead of
a fixed value. A weather forecast is usually made in a probabilistic manner, e.g. a
precipitation probability of 90%, which makes us wonder whether the probability of
traffic congestion can be predicted within a reasonable time and space. The determin-
istic models were considered incomplete for this task, thus stochastic models which
incorporate randomness are required in order to serve this purpose.
1.2 Motivation and problem definition
The stochastic speed-density relationship model is largely motivated by the preva-
lent randomness exhibited in empirical observations that mainly comes from drivers,
vehicles, roads, and environmental conditions. Traffic observations show a scattering
effect which is readily seen if speed or flow is plotted against density as shown in Fig-
ure 1.1. It is this intrinsic property of transportation system observations which shows
that deterministic models should be considered imperfect. The underlying mechanism
behind the observed scattering phenomenon is frequently the effect of a large num-
ber of factors (i.e., driver behaviors, highway geometries, and vehicle characteristics)
which influence the plot but are not modeled explicitly. The research problem is ob-
vious when one take an in-depth look at more empirical speed-density plots and their
corresponding mean-variance curves in Figure 1.2. These observations are randomly
selected from 78 observation stations from Georgia State Route 400 (Georgia 400).
It can be observed that the empirical plots exhibit a widely scattered speed-density
relationship with as much randomness (or uncertainty) as the other 74 observation
stations exhibit. Traditional deterministic families of models which essentially de-
scribe a ‘pair-wise’ relation between speed and density are not sufficient to include
the traffic speed variance and explain some complex phenomenons such as capacity
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Figure 1.1. The scattering effects of the fundamental relationship from Georgia 400
observations
drop, traffic hysteresis etc. In particular, speed-density models in a deterministic
sense, either single or multi-regimes, have a ‘pairwise’ relationship; that is, a density
value corresponds to a fixed corresponding speed value according to the deterministic
formulas in Table 2.2. By investigating empirical observations from Georgia 400, the
existence of another scenario was verified as there is a distribution of traffic speed at
a certain density level due to the stochastic nature of traffic flow; this is in contrast
to the ‘pairwise’ pattern from deterministic models. In certain situations, there are
mathematical arguments showing that a deterministic model represents the mean of
a similar stochastic model [45]. However, the mean alone is not sufficient to describe
dynamic traffic behaviors. Using a stochastic speed-density model to replace a de-
terministic speed-density model is justified by this argument and investigations of
empirical observations provide solid evidence to support the argument that at any
density level there is a distribution of speeds instead of a single traffic speed given by
deterministic models (referring to Figures 1.3, 1.4, 1.5, 1.6, 1.7, and 1.8).
To address the question as to why stochastic speed-density model is needed, let’s
think about modeling the outcome when dice are thrown. In principle, a complex
deterministic model can predict the outcome, the trajectory of dice moving in the
4
(a) Speed-density at 4001118 (b) Speed-density at 4001119
(c) Mean and variance curve at 4001118 (d) Mean and variance curve at 4001119
Figure 1.2. Speed-density relationship and corresponding mean-variance curve with
different intervals of time aggregation on Monday at station 4001118 and 4001119
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(a) k = 2 (vehs/mile) (b) k = 5 (vehs/mile)
(c) k = 10 (vehs/mile) (d) k = 15 (vehs/mile)
(e) k = 20 (vehs/mile) (f) k = 25 (vehs/mile)
Figure 1.3. Fitting the speed distribution at different density level ranging from
k = 2 (vehs/mile) to k = 25 (vehs/mile) using Beta and Normal distribution
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(a) k = 30 (vehs/mile) (b) k = 35 (vehs/mile)
(c) k = 40 (vehs/mile) (d) k = 45 (vehs/mile)
(e) k = 50 (vehs/mile) (f) k = 55 (vehs/mile)
Figure 1.4. Fitting speed distribution at different density level ranging from k = 30
(vehs/mile) to k = 55 (vehs/mile) using Beta and Normal distributions
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(a) k = 60 (vehs/mile) (b) k = 65 (vehs/mile)
(c) k = 70 (vehs/mile) (d) k = 75 (vehs/mile)
(e) k = 80 (vehs/mile) (f) k = 85 (vehs/mile)
Figure 1.5. Fitting speed distribution at different density level ranging from k = 60
(vehs/mile) to k = 85 (vehs/mile) using Beta and Normal distributions
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(a) k = 80 (vehs/mile) (b) k = 95 (vehs/mile)
(c) k = 100 (vehs/mile) (d) k = 105 (vehs/mile)
(e) k = 110 (vehs/mile) (f) k = 115 (vehs/mile)
Figure 1.6. Fitting speed distribution at different density level ranging from k = 90
(vehs/mile) to k = 115 (vehs/mile) using Beta and Normal distributions
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(a) k = 120 (vehs/mile) (b) k = 125 (vehs/mile)
(c) k = 130 (vehs/mile) (d) k = 135 (vehs/mile)
(e) k = 140 (vehs/mile) (f) k = 145 (vehs/mile)
Figure 1.7. Fitting speed distribution at different density level ranging from k = 120
(vehs/mile) to k = 145 (vehs/mile) using Beta and Normal distributions
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(a) k = 150 (vehs/mile) (b) k = 155 (vehs/mile)
(c) k = 160 (vehs/mile) (d) k = 165 (vehs/mile)
(e) k = 170 (vehs/mile) (f) k = 175 (vehs/mile)
Figure 1.8. Fitting Speed distribution at different density level ranging from k = 150
(vehs/mile) to k = 175 (vehs/mile) using Beta and Normal distributions
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Figure 1.9. Illustrative stochastic speed-density relationship model
air and the tumbling and bouncing can be modeled in great detail, including the
many imperfections of the dice and the table. A very simple stochastic model with
the six possible outcomes having equal probability usually works better. This is
because most parameters of the deterministic model are not known, and the process of
throwing cannot be controlled in sufficient detail. This example reveals that it should
usually be possible to reduce scattering effects (deviations between measurements and
predictions by deterministic models) either by modeling more factors, or by excluding
the scatter inducing factors experimentally. Thus, a stochastic speed-density model
is favorable in capturing traffic dynamics and the randomness involved inherently in
a transportation system. The validity of the proposed stochastic speed-density model
has been verified by empirical observations and its performance was compared with
existing deterministic models. An illustrative stochastic speed-density model is given
in Figure 1.9 if the speed distributions in Figure 1.3, 1.4, 1.5, 1.6, 1.7 and 1.8 are
viewed from a three-dimensional perspective.
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1.3 Sources of uncertainty
Multiple reasons account for the existence of scattering associated with the speed-
density relationship of traffic flow. A thorough investigation of the scattering phe-
nomenon serves as the basis for further model development and analysis [30]. It is
still quite controversial whether the scattering phenomenon observed in fundamen-
tal diagrams is due to measurement errors, the inherent nature of traffic flow, or a
combination of the two.
Essentially, there are two main sources of randomness [30] [16]. Randomness,
here, is usually defined as lacking consistent pattern and regularity [16]. The first
type of randomness is derived from the irregularity in traffic observations that come
intrinsically from the data collection system and the computational processing that
follows, e.g., inaccurate reading and data roundoff that is reflected in the initial data
setting and scatter plot of the speed-density (v-k) relation. This can be observed from
the scattered plots of speed-density relationships at all of the stations from Georgia
400, refer to Figure 1.1 for an illustration. In this case, the collective small additive
errors would altogether obey the normal distribution law, due to the central limit
theorem (CLT); alternatively, if the errors are small and multiplicative, they jointly
behave according to the lognormal law. This type of randomness has been well-
understood and can be controlled statistically. The second type of randomness is
generated inherently by traffic dynamics, and it relates to a general lack of knowledge
about what stochastic process is involved [16]. To be specific, drivers’ behaviors
vary on an individual basis; the collective behaviors of driver groups would be better
described in distributional law rather than in deterministic terms [30]. This type of
randomness is assumed to underly the proposed stochastic speed-density relationship
referred to Figure 1.9. An intuitive interpretation of Figure 1.2 would be analogous
to that of a Brownian bridge. That is, taking the v as a random process indexed by
k, at two points (zero density and jam density kjam), the knowledge of v is relatively
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complete since the constraints are imposed by definition of the two states. This
explains the smaller variances at the two ends as shown in Figure 1.2. Based on the
above analysis, we argue that the second type of randomness is essential, since the
first type can usually be controlled reasonably well, for example, through improving
measuring techniques [30].
1.4 Deterministic vs. stochastic models
A model is a simplified description used to describe how a theory fit empirical
observations in a meaningful way. Models can be characterized as either deterministic
or stochastic. A deterministic model assumes that its outcome is certain if the input
to the model is fixed. No matter how many times one recalculates, one obtains exactly
the same result. It is arguable that the stochastic model is more informative than
a deterministic model since the former accounts for the uncertainty due to varying
behavioral characteristics.
In nature, a deterministic model is one where the model parameters are known
or assumed. Deterministic models describe behavior on the basis of some physical
law. Deterministic models are usually developed by statistical techniques such as
linear regression or non-linear curve fitting procedures which essentially model the
average system behaviors of an equilibrium or steady state relationship. In a live
transportation system, a totally deterministic model is unlikely to include various dy-
namic random effects (or uncertainties). The uncertainty is commonly understood as
factors related to imperfect knowledge of the system under concern, especially those
being random in nature. It is closely related to heterogeneity, which denotes the state
when entities within a given system are of non-uniform character [30]. For example,
when the heterogeneity is not faithfully recognized, the uncertainty increases. Con-
versely, a decrease in uncertainty means that the system is better understood and
thus the heterogeneity is better recognized.
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(a) Deterministic model (b) Stochastic model
Figure 1.10. A simple illustration of deterministic and stochastic model
A stochastic model is one where some parameters or elements of the model are
sampled from a probability distribution. Instead of dealing with only one possible
reality of how the process evolves over time, stochastic models can capture the inde-
terminacy in its future evolutions described by probability distributions. This is called
a stochastic (or probabilistic) model. Stochastic and computational modeling are of
importance in striving to understand the complexities of a transportation system,
though it is often difficult to understand or predict stochastic dynamic behaviors.
Traffic simulation has been a valuable tool to help researchers and practitioners
understand the underlying mechanisms that control the dynamic behaviors of trans-
portation system. Using computer simulation to predict the future evolution of a
complex system is often a tough problem for real-world applications. This is prob-
ably because there are controlling parameters, events and processes which are not
well-understood due to their stochastic/uncertain characteristics. In order to simu-
late a complex system, the risks associated with a particular model must be identified
and quantified.
As aforementioned, there are two simulation approaches: deterministic and stochas-
tic simulation. In deterministic simulation, input parameters to a deterministic model
are represented by single values as can be seen in Figure 1.10(a). Unfortunately, the
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deterministic simulation, though providing some insights into the underlying mecha-
nisms, is limited to making predictions for the decision-making process by authorities
since deterministic simulation cannot quantitatively address the risks and uncertain-
ties that are presented inherently. However, stochastic models which incorporate
randomness/uncertainties can make quantitative stochastic predictions. Stochastic
simulation is the process of representing these uncertainties explicitly by making in-
puts random, i.e., a probability distribution as can be seen in Figure 1.10(b). The
prediction of future system states is necessarily uncertain if the inputs are random.
The result of a deterministic simulation for an random system is a qualified state-
ment. For example, a deterministic weather forecast can only be “sunny” or “rainy”.
The results of a stochastic simulation of such a system is a quantified probability.
For example, there is a 90% chance that the weather tomorrow is going to be rainy.
Such a probabilistic result is typically more informative to decision-makers who might
utilize the simulation results to make more educated decisions.
1.5 Objective and scope
The objective of this dissertation, rather than to resolve the current controversies
regarding sources of randomness, is to advance the modeling effort of the speed-
density relationship from the deterministic domain to stochastic while still achieving
both mathematical elegance and empirical accuracy. The main purpose of such models
is to remedy the limitations of traditional speed-density models in the deterministic
domain and to assist in an educated decision making process for system operators and
users. Specifically for authorities, an optimal resource allocation can be deployed on
road to mitigate traffic congestion. For travelers, more informative decisions could be
made to avoid traffic congestion by starting their trip earlier/later or diverting their
routes. The stochastic speed-density model is expected to be robust in varying traffic
conditions so that the reliability of prediction results is maintained. To reach this
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goal, we first present the conceptual model assuming that speed is a random process
of density k and a random variable ω, and then discretize the random process in the
probabilistic framework. As we know, the stochastic behavior of the real-world traffic
system is often difficult to describe or predict exactly when the influence of unknown
randomness is sizable. However, it is quite possible to capture the chance that a
particular value will be observed during a certain time interval in a probabilistic sense.
The analysis above readily leads to the stochastic representation of the fundamental
diagram of traffic flow, an approach that is empirically more appealing.
Essentially, there are three different scales of representation of vehicular traffic
flow: macroscopic, microscopic and mesoscopic referring to Figure 1.11 for a view of
different representation scales.
1. Macroscopic modeling deals with vehicles as a compressible fluid with wave like
dynamic behaviors. Macroscopic models are based on the movements of traffic
flow governed by the law of conservation. Mathematically, it is represented
by partial differential equations. Macroscopic modeling does not deal with
individual vehicles so the fundamental variables used to describe this level of
detail are aggregate variables: flow (q), speed (v) and density (k).
2. Microscopic modeling concerns the positions and speeds of two individual cars
(leading and following) which are governed by car-following and lane-changing
(multi-lane scenario) principles. Microscopic simulation is computationally chal-
lenging but more accurate in representing traffic evolution.
3. Mesoscopic modeling is a balance between macroscopic and microscopic model-
ing. It describes the microscopic vehicle dynamics using macroscopic functions
(such as a speed-density relationship).
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(a) Macroscopic (b) Mesoscopic
(c) Microscopic
Figure 1.11. Different representation scales of traffic flow
Combining the information presented herein and before, we are able to claim that
this dissertation work is in the scope of macroscopic modeling using stochastic
approach.
1.6 Contributions
This thesis adds the following to the existing knowledge base:
• A comprehensive review of empirical speed-density observations was conducted
and the underlying mechanisms of the scattering feature was analyzed. How
the empirical speed-density relationship changes from weekdays to weekends
and how is the variation from Monday to Friday is also analyzed. At the same
time, the impacts of different intervals of time aggregation on the empirical
speed-density curve is also elaborated in chapter 3.
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• A stochastic speed-density model is proposed which essentially incorporates
the randomness/uncertainty due to drivers, environments, highway geometric
settings, and weather conditions etc. The generalized stochastic speed-density
model has two terms: deterministic and stochastic. The deterministic term
model is the mean of the stochastic model, this term is similar to the traditional
deterministic speed-density models. The stochastic term controls the magnitude
of variance, that is, how wide the speed-density relationship is scattered.
• A family of logistic speed-density models is proposed to mathematically repre-
sent the deterministic trend (mean) which is essentially the average behavior of
the scattering plots. The results show that the five-parameter logistic speed-
density model matches the empirical data well and generates the least error
compared to other existing deterministic speed-density models.
• A parametric modeling of traffic speed variance is developed based on the logis-
tic speed-density models. The empirical traffic speed variance shows a parabolic
shape and it is dependent on the response (traffic speed) curve to density. In
addition, we have shown the effects of time aggregation level on traffic variance
to unveil whether the structured traffic speed variance curve is influenced by
different aggregation levels when generating the fundamental speed-density re-
lationships. In addition, the impacts of weekly change and different intervals
of time aggregation on the exhibited traffic speed variance is demonstrated and
analyzed both qualitatively and quantitatively.
1.7 Thesis structure
The dissertation is organized as followed. In Chapter 2, we reviewed the speed-
density models including single-regime and multi-regime models. In Chapter 3, we
summarized the empirical observations of speed-density plots from 100 observation
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stations on GA400 among which 78 are on basic highway segments and 22 are on
ramps (either on- or off-ramps). In Chapter 4, we elaborated on the development of a
stochastic speed-density model through Karhunen-Loe`ve expansion. In Chapter 5, we
proposed a family of logistic speed-density curves with varying number of parameters
to represent the mean behavior of the stochastic speed-density model. In Chapter 6,
a nonparametric modeling of traffic speed variance function was formulated based
on the empirical observations considering the nonlinear and heterogeneous nature.
The variance function is dependent on the logistic speed-density curves. The param-
eter can be estimated through a maximum likelihood procedure. In Chapter 7, the
stochastic modeling results and validation process were provided to demonstrate how
the stochastic speed-density model replicates the real traffic conditions by reproduc-
ing the wide-scattering speed-density relationship. In Chapter 8, we summarized our
major research findings and presented future research plans.
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CHAPTER 2
LITERATURE REVIEW
2.1 Objective
The objective of this Chapter is to provide a review of the modeling efforts re-
garding the speed-density relationship which leads to a fundamental diagram of traffic
flow. This review is not intended to be complete but to help us understand why the
stochastic speed-density model is desired when compared to the existing deterministic
models. The empirical observations of speed-density relationship will be presented
in Chapter 3 and a stochastic modeling framework of speed-density relationship is
provided in Chapter 4.
2.2 Introduction
Flying birds, running water, electric current, internet packets, and moving vehi-
cles are all considered flows, yet each exhibits distinct characteristics. One of the
attributes that distinguishes vehicular traffic flow from other kinds of flow is the so-
called fundamental diagram - the relationships among traffic flow characteristics (e.g.
flow q, speed v, and density k1) which are typically represented graphically. The
fundamental diagram plays an essential role in traffic flow theory and transportation
engineering. For example, the study on traffic flow dynamics [33] [32] relies on in-
put from the flow-density relationship to understand how a perturbation propagates
among vehicles; a highway capacity analysis makes use of the speed-flow relationship
1k and ρ are used interchangeably to represent traffic density in this thesis.
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to determine the level of service [52] that the highway provides. Hence, sound math-
ematical models which better represent these relationships build a solid foundation
for traffic flow analysis and efficient traffic control.
Among the three ’‘pair-wise’ relationships (e.g., speed-density, flow-density, and
speed-flow), the speed-density relationship appears to be fundamental since it draws
direct connection to everyday driving experience, i.e., how a driver’s speed choice
is influenced by the presence of other vehicles in their vicinity. Such an observation
has motivated many speed-density models since the path-breaking attempt by Green-
shields seventy-five years ago [21]. (See a literature survey in the next section). These
efforts revealed a path toward two, somehow competing, goals: mathematical elegance
and empirical accuracy. On the one hand, a speed-density model that possesses the
following attributes is always preferred: (1) it is in a reasonably simple functional
form, (2) it works over the entire density range (i.e. single regime in one equation),
and (3) it involves physically meaningful parameters. For example, the Greenshields
model consists of such a simple, linear equation that it is frequently used for illustra-
tive and pedagogical purposes. Meanwhile, analytical studies [33] [32] of traffic flow
evolution often require a functional relationship between flow and density and such
a function is expected to have derivatives. A mathematically elegant speed-density
model can be used to derive such a function. On the other hand, the approximation
of the model to empirical observations is always a concern. The literature survey
in the next section clearly shows such a direction. Departing from the Greenshields
model, a number of models referred to Table 2.1 are proposed with varying degrees
of success in terms of empirical accuracy. Note that these models are still in a single-
equation form (i.e. single regime) and hence preserve mathematical elegance. Further
improvements referred to Table 2.2 are made by decomposing the speed-density re-
lationship into multiple pieces for better fitting. In this case, mathematical elegance
gradually gives way to empirical accuracy. An extreme case is given by EXHIBIT 23-3
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in Highway Capacity Manual 2000 [52] which gives a family of empirical equations of
the speed-flow relationship. But, whether single- or multi-regime, deterministic mod-
els essentially describe average system behaviors. In a live transportation system, a
solely deterministic model is unlikely to include the prevalent dynamical randomness
effects (or uncertainties) that have been observed empirically.
2.3 Deterministic single-regime models
There has been a fairly large number of efforts devoted to revise and improve
Greenshield’s model: an over-simplified relationship. Among these pursuits, other
single-regime models include Greenberg’s Model [20], the Underwood Model [53],
Northwestern [10], Drew [11], Pipes-Munjal Generalized Model [39], Newell’s Model [36],
Del Castillo and Benitez Model [6] [7], Modified Greenshields Model [25], Kerner and
Konha¨user Model [27], Van Aerde Model [1] and MacNicolas Model [34]. Table 2.1
lists the well-known single-regime deterministic models. Their plots are referred to
Figure 2.1. We will review each model separately in following sections.
Table 2.1. Deterministic single-regime speed-density models
Sigle-regime Model Function Parameters
Greenshields (1935) V = vf (1− kkj ) vf ,kj
Greenberg (1959) V = vm log
kj
k
vm,kj
Underwood (1961) V = vf exp(− kkj ) vf ,kj
Drake et al. (1967) V = vf exp(−12( kk0 )2) vf ,k0
Drew (1968) V = vf [1− ( kkj )n+
1
2 ] vf ,kj
Pipes-Munjal (1967) V = vf (1− ( kkj )n) vf ,kj
Newell’s Model V = vf [1− exp{− λvf { 1k − 1kj }} vf , λ, kj
Modified Greenshields Model V = v0 + (vf − v0)(1− kkj )α) v0, vf ,kj
Kerner and Konha¨user (1994) Ve = vf (
1
1+exp (
k
km
−0.25
0.06
)
− 3.72× 10−6) vf ,km
Del Castillo and Benitez (1995) V = vf{1− exp[ |Cj |vf (1−
kj
k
]} vf , Cj, kj
Van Aerde Model (1995) k = 1
c1+
c2
vf−v
+c3v
c1, c2, c3, vf
MacNicholas Model (2008) V = vf
(
knj −kn
knj +mk
n
)
vf , kj, n,m
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Figure 2.1. Plot of single-regime deterministic speed-density models
2.3.1 Greenshields Model (1935)
It has been almost seventy-five years since Greenshields’ seminal paper Study of
Traffic Capacity in 1935 [21]. Attaching empirically derived curves to a fitted linear
model of the speed-density relationship started a new era of transportation science and
engineering. Due to its strong empirical nature, the efforts to find a perfect theory to
explain these particular shapes mathematically never cease, but only limited success
has been obtained.
Consider the seminal linear speed-density by Greenshields in Equation 2.2: there
are only seven data points collected from one lane in a two-way rural road in which
six of the data points are below 60 mi/hr and the seventh data point was taken from a
different road [21] [23]. Seven data points are not enough to generate a whole picture
of a speed-density model.
V = vf (1− k
kj
) (2.1)
where vf denotes free flow speed and kj is jam density. Usually, vf is relatively easy
to estimate from empirical data and mostly lies between speed limit and highway
24
Figure 2.2. Performance of Greenshield model against empirical data
design speed, but kj is not easy to observe; however, an approximate value of 185-250
veh/mile is a reasonable range [35].
2.3.2 Greenberg logarithmic model (1959)
The Greenberg model [20] gained popularity because it bridged the gap analyti-
cally from a macroscopic stream model to a microscopic car-following model [14] [15].
However, the main criticism of this model is its inability to predict speed at lower
densities, because as density approaches zero, speed tends to increase to infinity.
V = vm log
kj
k
(2.2)
vm is optimum speed which is not directly observable but can be determined by expe-
riences. The Greenberg model tends to overestimate empirical observations over the
whole density range; this has been verified in Figure 2.3 which shows the performance
of the Greenberg model against empirical observations. Obviously, model parameters
can be adjusted to make them fit empirical data better, but it will not fundamentally
change the performance.
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Figure 2.3. Performance of Greenberg model against empirical data
2.3.3 Underwood exponential model (1961)
Later, Underwood derived an exponential model that attempted to overcome the
limitation of the Greenberg model [53]. The performance of the Underwood model
is plotted against empirical observations referring to Figure 2.4 which shows that the
Underwood model tends to underestimate free-flow phase but overestimate congested
portion.
V = vf exp(− k
kc
) (2.3)
kc is the density at which maximum flow or capacity is reached. Generally, the Un-
derwood model performs better than previous deterministic models in fitting results
to empirical data. The rationale behind this is that speed-density observations over
a long time period (i.e., a week or month more) tends to show an exponential shape
rather than linear or logarithmic. This explains the performance differences among
the single-regime family of compared models compared. The main drawback of the
Underwood model is that speed becomes zero only when density reaches infinity.
Hence, this model cannot be used for predicting speeds at high densities.
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Figure 2.4. Performance of Underwood model against empirical data
2.3.4 Drake model (1967)
The Drake model [10] works in a manner opposite to the Underwood model; it
tends to overestimating the free-flow region while underestimate the congested region.
This can be verified from Figure 2.5 which shows the relative performance of the
Drake model plotted against empirical observations. G. Wong (2002) [55] applied
the modified Drake model to all user classes and developed a multi-class traffic flow
model which extends LWR with heterogeneous driver populations.
V = vf exp
− 1
2
( k
km
)2 (2.4)
2.3.5 Pipe-munjal generalized model (1967)
The Pipes-Munjal model [39] resembles Greenshields model. By varying the values
of n, a family of models can be developed; i.e., a Greenshield model is obtained by
letting n = 1,m = 1. The performance of Pipe-Munjal model is shown in Figure 2.6
against empirical speed-density data.
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Figure 2.5. Performance of Drake model against empirical data
V = vf [(1− ( k
kj
)n)]m (2.5)
2.3.6 Drew model (1968)
The Drew model [11] tends to underestimate speed at a free-flow phase, but it
overestimates the speed in the congested phase. The performance of the Drew model
is plotted against empirical data referred to Figure 2.7.
V = vf [1− ( k
kj
)n+
1
2 ] (2.6)
2.3.7 Newell model (1961)
Newell speed-density model [36] is given by
V = vf [1− exp{− λ
vf
{1
k
− 1
kj
}}] (2.7)
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Figure 2.6. Performance of Pipe-Munjal Generalized model against empirical data
with n = 1,m = 2
Figure 2.7. Performance of Drew model against empirical data by setting n = 0
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Figure 2.8. Performance of Newell model against empirical data
in which λ is the slope of spacing-speed curve at v = 0. Another form of Newell’s
steady state speed-density curve of the car-following models is given by
Vi = vf [1− exp( λ
vf
(1− kj(xi−1 − xi))] (2.8)
The performance of the model is dependent on the choice of parameter λ.
2.3.8 Del Castillo model (1995)
The functional form of this speed-density model includes the following three pa-
rameters: the jam density kj, the free-flow speed vf , and a new parameter Cj defined
as the kinematic wave speed at the jam density [7] [6]. The speed-density model reads
as
V = vf{1− exp[ |Cj|
vf
(1− kj
k
]} (2.9)
The estimation of Cj varies over approaches and empirical data used, but it has
been confirmed that kinematic wave speed at jam density is constant in numerous
literature. It is given by Cj = kj
dv
dk
|kj . A variety of estimations of Cj is referred to [6].
The performance of Del Castillo model is tested with empirical data by selecting a
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Figure 2.9. Performance of Del Castillo and Benitez model against empirical data,
kinematic wave speed Cj = 20km/hr
Cj = 20km/hr kinematic wave speed referring to Figure 2.9. One limitation of this
model is that Cj could vary over a large range which makes the estimation of Cj
difficult.
2.3.9 Modified Greenshield model
DYNASMART-P uses a modified Greenshield model for traffic propagation [40],
the functional form is given by
V = v0 + (vf − v0)(1− k
kj
)α (2.10)
in which v0 is a user-specified minimum speed, vf is free-flow speed, kj is jam density
and α is user-specified parameter. There are two types of the modified Greenshild
family models available. The first type is a two-regime model in which constant free-
flow speed is specified for the free-flow regime and Modified Greenshield model is
specified for the congested-flow regime. The second type applies the Modified Green-
shield model for both free- and congested-flow regimes. The general performance of
the modified Greenshields model is shown in Figure 2.10 with α = 2.
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Figure 2.10. Performance of modified Greenshield model against empirical data
with α = 2
2.3.10 Payne’s model in FREFLO (1979)
Payne adopted the speed-density curve given by the following expression
Ve = min{88.5, 88.5[1.94− 6( k
143
) + 8(
k
143
)2 − 3.93( k
143
)3]} (2.11)
in which k is traffic density (veh/km) and V is traffic speed (km/hr) for the simulation
program FREFLO. The Payne speed-density model is mostly used for simulation
purposes. Its performance compares to empirical data is plotted in Figure 2.11,
it works as the Modified Greenberg model in a multi-regime family. Yi et al [56]
derived a nonlinear traffic flow stability criterion using wavefront expansion technique;
the Payne’s model was applied to the numerical tests for high-order model stability
analysis.
2.3.11 Kerner and Konhauser’s model
Kerner and Konhauser [26] used this speed-density relationship in their computa-
tional test for cluster effects in initially homogeneous traffic flow.
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Figure 2.11. Performance of Payne model against empirical data
Ve = vf (
1
1 + exp (
k
km
−0.25
0.06
)
− 3.72× 10−6) (2.12)
The performance of the Kerner model is plotted against empirical data in Figure 2.12.
From Figure 2.12, it is not difficult to tell that the Kerner model does not match empir-
ical data well. This model was used for numerical purposes, Tang and Jiang [51] used
this equilibrium speed-density relationship to investigate phase diagrams of speed
gradient model with on-ramp effect in a mixed traffic flow.
2.4 Deterministic multi-regime models
When people realized that single-regime model can not fit the empirical data
consistently either in a free-flow regime or in a congested regime, multi-regime came
into play. Multi-regime models usually include two or three regimes including: two-
regime models such as Edie Model [13], two-regime model [35], multi-regime model
by cluster analysis [50], the modified Greenberg, and three-regime models [10] [35].
The basic idea of the two-regime model is to use two different curves to model
free-flow regime and congested-floe regime. Edie’s model is the first multi-regime
model using the Underwood model for a free-flow regime and the Greenberg model
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Figure 2.12. Performance of Kerner and Konhauser model against empirical data
for congested-flow regime. There is a three-regime model which uses three linear
curves to model free-flow, transitional-flow and congested-flow regimes each being
represented by a Greenshields model [35]. Table 2.2 lists most of the well-known
multi-regime speed-density models [10] [35]. The performance of multi-regime speed-
density models is shown in Figure 2.13. Basically, the multi-regime models use a
Table 2.2. Deterministic multi-regime speed-density models
Multi-regime Model Free-flow Transitional-flow Congested-flow
Edie Model V = 54.9e− k163.9 (k ≤ 50) . . . V = 26.8 ln( 162.5
k
)(k ≥ 50)
Two-regime Model V = 60.9− 0.515k(k ≤ 65) . . . V = 40− 0.265k(k ≥ 65)
Modified Greenberg V = 48(k ≤ 35) . . . V = 32 ln( 145.5
k
)(k ≥ 35)
Three-regime Linear Model V = 50− 0.098k(k ≤ 40) V = 81.4− 0.913k(40 ≤ k ≤ 65) V = 40.0− 0.265k(k ≥ 65)
combination of two or three single-regime models piece by piece, the turning points
of the curve can be explained by empirical observations, but it is debatable on how
to determine the turning points of multi-regime models.
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(a) Edie model (b) Two-regime model
(c) Modified Greenberg model (d) Three-regime model
Figure 2.13. Performance of multi-regime deterministic speed-density models
against empirical data
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2.5 Summary
Deterministic speed-density models are justified on the basis that they describe the
average behavior of the dependent variable given the independent variable inputs [45].
Their advantages and limitations have been well-documented in a multitude of pub-
lications [35] [23] [3]. Their merits include mathematical simplicity and analytical
tractability. Their disadvantages are the empirical inaccuracy and inability to ex-
plain observed phenomenon [35]. Take the Greenshield’s model for example, there
are only seven data points collected from one lane in a two-way rural road in which
six of the data points is below 60 mi/hr and the seventh data point was taken from a
different road [21] [23]. Seven data points are not adequate to generate a complete pic-
ture of a speed-density plot. Later, the Greenberg model gained popularity because it
bridged the gap analytically from a macroscopic stream model to a microscopic car-
following model [15] [14]. However, the main criticism of this model is its inability
to predict speed at lower densities, because as density approaches zero, speed tends
to increase to infinity. Subsequently, Underwood proposed an speed-density model
in an exponential form which attempted to overcome the limitation of the Greenberg
model [53]. The main critique for Underwood model is that speed becomes zero only
when density reaches infinity. Hence, this model cannot be used for predicting speeds
at high densities. Drake’s formulation is similar to the Underwood model in the
knowledge of parameters [35], traffic speed will not reach zero when density goes to
jam density. The Drew and Pipes-Munjal model [39] resembles Greenshield’s model
with the introduction of additional parameter n. By varying the values of n, a family
of models can be developed.
The recent modeling efforts of empirical investigations are mostly based on the
models in Table 2.1. There are some exceptions such as the Van Aerde’s model [1]
and Newell’s model [36] which are derived from car-following models. The Mac-
Nicholas model [34] resembles the Van Aerde model in the number of parameters.
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Interested readers are referred to [34] for a comparison between these two models.
The Kerner model [27] was applied numerically to investigate a phase diagram in
a speed gradient model [56], but Kerner’s model failed to match empirical observa-
tions in this study given the chosen model parameters. Castillo and Benitez [7] [6]
reviewed the historic footprints of speed-density relationships, and they completed a
detailed analysis of the speed-density curve’s mathematical properties using empirical
evidence. Hall [23] investigated the properties of the fundamental relationship and
briefly reviewed the modeling efforts up to the early 1990’s. In this paper, whether
the scattering phenomenon is due to measurement error or the nature of traffic flow
and the underlying principles under different possible shapes of fundamental plots is
discussed using logical considerations but it is not empirically verified by field ob-
servations. For a generic characterization of the fundamental speed-flow relationship
based on the classical deterministic speed-density models, interested readers are re-
ferred to [31]. Despite their varying degrees of success in approximating empirical
observations, the aforementioned models are driven by deterministic nature.
These models are usually called regression models or fitting models by standard
statistical techniques. They are characterized by a deterministic part plus a measure-
ment error  referred to Equation 2.13. Statistical theory proves these techniques will
make the fitted model represent the average of the data. A generalized deterministic
form of speed-density relationship can be written as
vk = v(k) + k (2.13)
Here, v(k) is the deterministic speed-density relationship in which given density k
there is one fixed corresponding speed value. Deterministic models are justified on
the basis that they describe the average value of the dependent variable given the
independent variable inputs [45].
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Subsequently, Del Castillo [6] [7] reviewed the historic footprints of speed-density
relationships, and a detailed analysis of the speed-density curve’s mathematical prop-
erties was done using empirical evidence. Hall [23] investigated the properties of the
fundamental relationship and briefly reviewed the modeling efforts up to the early
1990’s. In his paper, whether the scattering phenomenon is due to measurement
error or the nature of traffic flow and the underlying principles under different pos-
sible shapes of fundamental plots is discussed using logical considerations but it is
not empirically verified by field observations. For the calibration and application of
dynamic speed-density relationships, interested readers are referred to [40] [22]. De-
spite their varying degrees of success in approximating empirical observations, the
aforementioned models are all driven by deterministic nature.
2.6 Stochastic speed-density models
The stochastic behavior of a real-world traffic system is often difficult to describe
or predict exactly when the influence of unknown randomness is sizable. However, it is
quite possible to capture the chance that a particular outcome will be observed during
a certain time interval in a probabilistic sense. Thus, the interpretation of scattering
as measurement error originates from physics. The observations usually differ from
model expectations. When the scatter is too large, the model is useless, despite
its appropriateness as a stochastic model. A realistic way of dealing with scatter is
far from easy and usually leads to highly complicated mathematical models. Model
developers are frequently forced to strike a balance between realism and mathematical
simplicity. This further degrades the strict application of goodness of fit tests for
models with unrealistic stochastic components.
Berry and Belmont [4] analyzed the distribution of vehicle speeds and travel times
from different facilities using empirical data. In 1973, Soyster [47] proposed a stochas-
tic flow-concentration model applied to traffic on hills, this paper may be the first
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(to our best knowledge) stochastic model regarding flow-concentration relationship
which extends the deterministic flow-concentration relationship by treating the ar-
rival of vehicles to the bottom of the hill and to the top of the hill as Poisson process.
Vehicles on the hill represent a birth and death process, a finite number of traffic
states is defined which was incorporated into a finite Markov chain with a transition
matrix. In recent literature, Jeffery [28] derived an analytical expression of the link
travel time distribution through stochastic speed processes. Brilon [5] proposed the
concept of a stochastic freeway capacity comparing with the conventional capacity
from the speed-flow diagram.
2.7 Desired properties of a speed-density model
The empirical speed-density observations exhibit a reversed ’‘S’ shape which makes
logistic model a natural candidate. The choice of the generalized logistic function to
model a speed-density relationship is supported by the empirical observations of 100
stations of speed-density scattering plots (78 on basic freeway segments) has the
following criteria:
1. The logistic curve could match the empirical speed-density observations.
2. It has a nice mathematical form and some analytical properties (i.e., bounded,
integrable and differentiable).
3. It is a single-regime model but can capture major phenomena.
4. Its model parameters have physical meaning (vf , vb, kt).
MacNicholas [34] listed five requirements to identify a suitable function for a speed-
density relationship. As a result, the five-parameter logistic speed-density model
satisfies the specifications well.
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2.8 Conclusion and discussion
In this chapter, we reviewed the existing speed-density models in either a single-
regime or a multi-regime model in deterministic domain. We also showed each model’s
performance against empirical data. The advantages and limitations of deterministic
speed-density models are also discussed in this chapter. We have pointed out that de-
terministic speed-density models are considered incomplete which models the average
behavior of the wide-scattering plot (mean) which indicated a stochastic speed-density
model is called for. In the next chapter, we will provide a detailed development of
a stochastic speed-density model which incorporates both the mean and correlation
behavior of empirical data.
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CHAPTER 3
SPEED-DENSITY RELATIONSHIP: EMPIRICAL
OBSERVATIONS
3.1 Objective
The objective of this chapter is to conduct a comprehensive study of empirical
speed-density relationships which have been observed from a major highway GA400
in Atlanta, Georgia. The speed-density relationships presented in this chapter come
from the 100 observations which include 78 detectors on basic highway segments and
22 from ramps. Our contributions in this chapter attempt to answer the following
questions. (1) How to characterize the equilibrium speed-density relationship? (2)
How does the weekly change affect the equilibrium speed-density observations and
what is the impacts of different intervals of time aggregation on the speed-density
curves? (3) How does the parameters in the fundamental speed-density curve vary
with the change of highway geometric? (4) How do the fundamental diagrams change
when an event happens during a certain time period (e.g., construction or maintenance
work)?
3.2 Introduction
It has been recognized that speed-density relationships are time and location
based. They depend on where you observed and for how long [35]. A fundamen-
tal diagram is regarded simply as the functional relationship of the three basic traffic
fundamental variables (flow q, speed v and density k). In particular, speed-density
relationships serve as a basis to understand traffic system dynamics in research and
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engineering practice. Once the speed-density curve is determined at a certain loca-
tion, the corresponding speed-flow and flow-density relations can easily be obtained.
By maximizing the minimum length of segments, we can improve the efficiency
of the optimization algorithms. That is, if we can lump certain stretches of simi-
lar diagrams together as one diagram we can minimize the number of speed-density
curves that are necessary to adequately model the highway network. For on-ramp
and off-ramps, the necessity for further research efforts is due to the fact that on-
ramp/off-ramp control strategies are important considerations for maintaining high-
way capacity and a high level of service (LOS). Our empirical results show that
speed-density curves at on-ramp/off-ramps still attain the exponential relationship
but with distinguishable features which differentiate them from basic highway seg-
ments. The pattern is relatively consistent but has different free-flow speeds and jam
densities due to the various characteristics of the on-ramp/off-ramps or entrance/exit
ramps(i.e.,ramp geometry, speed limit, elevation, slope, and varying driver behav-
iors). Our results show that the estimation of travel time on traffic network might
potentially be improved by removing the assumption that the speed-density curve
at on-ramp/off-ramp is the same as on basic highway segments. The speed-density
relationships at different locations of basic freeway segments and ramps also vary.
Using a speed-density curve to model a collection of on-ramp/off-ramp will certainly
improve the efficiency of on-ramp/off-ramp control algorithms.
3.3 Data Sources
The raw GA400 ITS data at each station contains aggregated observations at every
20 seconds. When used to generate the fundamental diagrams, the original data were
further aggregated to 5 minute intervals. The measured mean values of parameters
over a certain long time interval is usually used to describe fundamental diagrams.
At each station, we have one-year’s worth of continuous observations in 2003. This
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time interval is long enough for describing equilibrium fundamental diagrams. In the
computational process, since only time mean speed is available in the raw GA400 ITS
data, time mean speed is used to calculate the density instead of space mean speed,
which is known as the correct variable in the fundamental relationship (q = kvs). A
general setting of 100 ITS detectors from the study site (GA400) in Atlanta can be
obtained from Figure 3.1. Table 3.1 lists the 78 stations installed at the basic segments
Figure 3.1. Study site: GA400 southbound and northbound with 100 stations
GA400 South and North on an approximately 20 km long road. The distance between
stations (given by mile, it can be converted to km by multiplying 1.609344) is also
given and its corresponding number of lanes at the installed position. If we treat
each station as a node on the road, Table 3.1 actually gives us a view of the highway
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network topology combined with 22 on-off-ramps (10 at GA400 Southbound and 12
Northbound).
3.4 Speed-density observations on basic highway segments
3.4.1 Speed-density relationship on two-lane highways
There are examples in which a three lane segment had a higher free flow speed
than a two lane segment. After taking overall and directional average of speeds on
the two and three lane roads the following results were found, as summarized in
Table 3.3. For the majority of the four lane segment the speed limit is 10 mph (16
kph) slower; however, the free flow speeds are nearly the same when averaged across
the different speed limits which will allow them to be roughly compared against each
other. There is a general trend that in the two lane segments there is a higher free
flow speed than in the three lane segments. Overall the jam densities are higher in
the two lane segments, but this does not hold true for the northbound section. The
jam densities tend to decrease as lanes are increased. On the dense side of the speed-
density plot we approximated, using the graphs, the speed at or near jam density
decreases. This allows us to compare how the varying number of lanes will change
the heavily congested portion of the speed-density plot. In this case, we found that
by adding lanes an increase in the speed is observed when the highway is approaching
the jam density. For two lanes the average speed was 4.8 kph, three lanes was 5.9
kph, and four lanes had a speed of 7.0 kph at or near critical density.
3.4.2 Speed-density relationship on three-lane highways
Another important parameter of the freeway is the speed limit. This should affect
the higher end (the free flow speed) portion of the speed-density plot because as
opposed to the dense region the driver has an option to choose their own speed. In
the dense regions there should not be much effect from the speed limit. The results of
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Table 3.1. Distances between stations and corresponding number of lanes
Stations Distance Lanes Stations Distance Lanes
4000025 0.38 3 4001101 0.28 2
4000026 0.40 4 4001102 0.24 2
4000027 0.35 4 4001103 0.31 2
4000028 0.33 4 4001104 0.37 2
4000029 0.34 4 4001105 0.36 2
4000030 0.32 4 4001106 0.32 2
4000031 0.34 4 4001107 0.29 2
4000032 0.36 4 4001108 0.32 3
4000033 0.33 4 4001109 0.30 3
4000034 0.31 4 4001110 0.31 3
4000035 0.34 4 4001111 0.34 3
4000036 0.38 4 4001112 0.32 3
4000037 0.34 4 4001113 0.35 3
4000038 0.27 4 4001114 0.41 3
4000039 0.29 4 4001115 0.35 3
4000040 0.33 4 4001116 0.26 3
4000041 0.32 4 4001117 0.33 3
4000042 0.31 4 4001118 0.40 4
4000043 0.32 4 4001119 0.33 5
4000044 0.30 4 4001120 0.31 4
4000045 0.31 4 4001121 0.32 4
4000046 0.40 4 4001122 0.32 4
4000047 0.37 4 4001123 0.32 4
4000048 0.26 4 4001124 0.36 4
4000049 0.33 3 4001125 0.31 5
4000050 0.40 3 4001126 0.25 4
4000051 0.38 3 4001127 0.32 4
4000052 0.32 3 4001128 0.36 4
4000053 0.31 3 4001129 0.34 4
4000054 0.31 3 4001130 0.32 4
4000055 0.30 3 4001131 0.33 4
4000056 0.32 3 4001132 0.35 4
4000057 0.33 3 4001133 0.34 4
4000058 0.32 2 4001134 0.32 4
4000059 0.32 3 4001135 0.34 4
4000060 0.34 2 4001136 0.33 4
4000061 0.32 2 4001137 0.35 4
4000062 0.26 2 4001138 0.40 4
4000063 0.28 2 4001139 0.38 4
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(a) 4001102 (b) 4001103
(c) 4001106 (d) 4001107
(e) 4001108 (f) 4001109
Figure 3.2. Speed-density relationships generated from one-year’s observations from
station 4001102 to 4001109
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(a) 4000058 (b) 4000059
(c) 4000060 (d) 4000061
(e) 4000062 (f) 4000063
Figure 3.3. Speed-density relationship from one-year observations from station
4000058 to 4000063
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Table 3.2. Control parameters of speed-density curve at basic highway segments
with two lanes
Station vf (km/hr) kmax(veh/km) Station vf (km/hr) kmax(veh/km)
4001101 118 150 4001107 108 192
4001102 115 190 4000058 120 160
4001103 117 200 4000060 100 170
4001104 120 200 4000061 103 165
4001105 102 280 4000062 102 180
4001106 104 150 4000063 118 195
Table 3.3. Control parameters of speed-density curve at basic highway segments
with three lanes
Station vf (km/hr) kmax(veh/km) Station vf (km/hr) kmax(veh/km)
4001108 105 250 4000049 115 230
4001109 120 190 4000050 96 180
4001110 105 250 4000051 105 110
4001111 110 180 4000052 110 170
4001112 110 190 4000053 110 180
4001113 110 180 4000054 100 200
4001114 108 180 4000055 160 110
4001115 114 150 4000056 150 130
4001116 118 140 4000057 102 130
4001117 108 180 4000059 120 210
this portion were somewhat unexpected. On average, the segments of the road with
lower speed limits exhibited a higher free-flow speed than the higher speed limits.
Table 3.4 show the results obtained from the averaging. The jam densities of the 55
mph speed limit segments (four lanes) are lower than that of the 65 mph hour zone
(two or three lanes). The average speed at critical density is slightly higher in the
case of the 55 mph zone.
3.4.3 Speed-density relationship on four-lane highways
The impetus to show the speed-density relationship on highway classified by num-
ber of lanes is to understand how the speed-density curve varies as the number of lanes
change. Figure 3.6 and 3.7 present 12 speed-density relationships from GA400 with
four lanes. The visual differences by judging from these empirical speed-density obser-
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(a) 4001112 (b) 4001113
(c) 4001114 (d) 4001115
(e) 4001116 (f) 4001117
Figure 3.4. Speed-density relationship generated from one-year’s observations from
station 4001112 to 4001117
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(a) 4000049 (b) 4000050
(c) 4000051 (d) 4000052
(e) 4000053 (f) 4000054
Figure 3.5. Speed-density relationship generated from one-year’s observation from
station 4000049 to 4000054
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Table 3.4. Control parameters of speed-density curve at basic highway segments
with four lanes
Station vf (km/hr) kmax(veh/km) Station vf (km/hr) kmax(veh/km)
4001118 110 140 4000026 110 180
4001119 105 170 4000027 105 160
4001120 110 180 4000028 115 210
4001121 110 190 4000029 120 180
4001122 110 190 4000030 100 170
4001123 108 150 4000031 100 230
4001124 120 150 4000032 105 180
4001125 105 150 4000033 108 180
4001126 120 280 4000034 110 172
4001127 110 150 4000035 118 154
4001128 105 130 4000036 110 150
4001129 110 150 4000037 110 151
4001130 112 140 4000038 109 168
4001131 105 190 4000039 122 150
4001132 102 170 4000040 120 160
4001133 100 280 4000041 115 159
4001134 100 190 4000042 117 189
4001135 117 250 4000043 120 140
4001136 98 200 4000044 110 165
4001137 114 180 4000045 112 156
4001138 108 180 4000046 120 108
4001139 110 180 4000047 120 120
4000048 112 210
vations are that the maximum speed and density change because each speed-density
relationship is time and location based. Table 3.2, 3.3 and 3.4 list the control param-
eters (observed vf and kmax) from 79 stations on GA400 South/North basic segments
observed from empirical data classified by number of lanes. This does not mean
that number of lanes classified the differences of fundamental diagrams in particular
speed-density relationships. vf is the observed maximum speed at the specific station
and kmax is the calculated maximum density by excluding the outliers in the raw
data. kmax is not necessarily the jam density. We define vf and kmax as the control
parameters. Recall that in the deterministic single-regime or multi-regime models,
given control parameters, we can model the traffic dynamics at a certain station.
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(a) 4001130 (b) 4001131
(c) 4001132 (d) 4001134
(e) 4001135 (f) 4001136
Figure 3.6. Speed-density relationship generated from one-year’s observation from
station 4001130 to 4001136 with four lanes
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(a) 4000027 (b) 4000029
(c) 4000030 (d) 4000031
(e) 4000032 (f) 4000033
Figure 3.7. Speed-density relationship generated from one-year’s observation from
station 4000027 to 4000033 with four lanes
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(a) 4000043 (b) 4000043
(c) 4000043 (d) 4000043
(e) 4000043 (f) 4000043
Figure 3.8. Speed-density relationship generated from one-year’s observation from
station 4000043 to 4000048 with four lanes
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Table 3.5. Control parameters for speed-density curve at ramps
Station vf (km/hr) kmax(veh/km) Station vf (km/hr) kmax(veh/km)
4005101 85.7 159.9 4006101 74.1 127.9
4005102 70.6 159.1 4006102 101.4 114.4
4005104 83.5 160 4006103 62.8 160
4005105 65 160 4006104 95.3 158
4005005 86 155 4006105 105.5 157
4005006 76.9 159.5 4006006 123.9 159.4
4005008 77.3 119 4006007 87.2 140.1
4005009 42.3 147 4006008 80.9 157.2
4005010 68.9 155.9 4006009 115.3 159
4006005 80 157.9 4006010 101.9 149.2
3.5 Empirical speed-density curves observed from ramps
The speed-density relationship on a highway has been extensively investigated
and understood. However, the speed-density relationship on ramps (either on-ramp
or off-ramp) has not received as much attention as it deserves. We showed 12 speed-
density curves in Figure 3.9 and 3.10 which included 6 observations from on-ramp
stations and 6 observations from off-ramp stations. The control parameters for the
empirical speed-density observations on ramps are listed in Table 3.5 which indicates
a lower free flow speed and jam density. This is in line with our driving experience
and expectations. The speed-density relationships observed from off-ramps did not
show a noticeable difference compared to that at on-ramps. Since the speed limit
for ramps varies from 25 (mile/hr) to 45 (mile/hr), the speed-density observations
at ramps has a lower free flow speed and smaller jam density. This can be observed
from our driving experience at on-ramp or off-ramp. A better understanding of the
speed-density relationship at ramps is critical to optimize ramp-metering strategies.
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(a) 4005101 (b) 4005102
(c) 4005104 (d) 4005006
(e) 4005008 (f) 4005009
Figure 3.9. Speed-density relationship generated from one-year’s observation from
station 4005101 to 4005009 (on-ramp)
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(a) 4006101 (b) 4006102
(c) 4006105 (d) 4006006
(e) 4006008 (f) 4006009
Figure 3.10. Speed-density relationship generated from one-year’s observation from
station 4006101 to 4006009 (off-ramp)
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3.6 Weekly change of speed-density relationship
In previous sections, the speed-density relationships are plotted from one-year’s
observation. Generally, the equilibrium speed-density relationship is characterized by
a long enough observation time period. We suppose that one year is enough long to
generate the equilibrium speed-density relationship. From Figure 3.11 and 3.12, we
can conclude that the speed-density relationships on Monday, Tuesday, Wednesday,
Thursday and Friday from station 4001118 and 4000026 resemble each other which
means that the driver behaviors are stable during weekdays. This is in line with our
expectation according to our driving experience and intuition. However, it is obvious
that Figure 3.13 shows the speed-density relationship during weekends (Saturday and
Sunday) are different from weekdays. The speed-density relationship during weekdays
are complete in which free flow and congestion are observed while only free flow traffic
conditions are recorded during weekends. Another observation of the speed-density
relationships during weekdays is that the weekdays’ speed-density curves do not show
noticeable differences which make us conclude that the relationship on any weekday
is essentially the same. It can be modeled using one single speed-density relationship.
3.7 Effects of time aggregation level on speed-density rela-
tionship
It is still controversial as to what intervals of time aggregation should be chosen
when generating the fundamental speed-density relationship. In this section, we will
discuss how the varying time aggregation levels affect the speed-density relationship.
The raw data is 20 seconds aggregated from which the speed-density relationship
from any station is widely scattered. In Section 3.6, we showed the empirical speed-
density relationships on during weekdays and weekends. In this analysis, we divide
the one year’s observation into Monday, Tuesday, Wednesday, Thursday, Friday, Sat-
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(a) 4001118, Monday (b) 4001118, Tuesday
(c) 4001118, Wednesday (d) 4001118, Thursday
(e) 4001118, Friday
Figure 3.11. Weekly change of speed-density relationship from one-year observations
at station 4001118 from Monday to Friday with time aggregation level 5 minutes
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(a) 4000026, Monday (b) 4000026, Tuesday
(c) 4000026, Wednesday (d) 4000026, Thursday
(e) 4000026, Friday
Figure 3.12. Weekly change of speed-density relationship from one-year observations
at station 4000026 from Monday to Friday with 5 minutes time aggregation level
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(a) 4001118, Saturday (b) 4001118, Sunday
(c) 4000026, Saturday (d) 4000026, Sunday
Figure 3.13. Weekend change of speed-density relationship from one-year observa-
tions at station 4001118 and 4000026 with 5 minutes time aggregation level
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urday and Sunday. To demonstrate how the time aggregation level affects the speed-
density relationship, we use all Mondays’ empirical observations in the whole year
of 2003. We chose a varying number of intervals of time aggregation ranging from
1, 2, 3, 4, 5, 10, 15, 20, 25, 30, 60 minutes to generate the fundamental speed-density re-
lationship. From Figure 3.14 and 3.15, we find that as the time aggregation level
increases, the empirical speed-density relationship gets thinner and the tail part of
the curve has less and less points due to the average. It is obvious that a lower ag-
gregation level such as 1 minute preserves most of the original data but also keep too
much white noise in the speed-density relationship which might deviate the empirical
curve from the true relationship.
3.8 Event-based change of fundamental diagram
This station is located on a stretch of road location just north of Abernathy
Road. The segment has a speed limit of 55 mph (89 kph) and has four lanes. It is
very clear from the flow-density, speed-flow, and the speed-density curves that two
distinct types of traffic are occurring (referred to in Figure 3.16). By looking into the
empirical data at this station in the whole year of 2003, we found that there is no
data recorded from the first day of 2003 to the end of May 2003. Our first guess is
that there might be some maintenance or construction work going on during a certain
time period of the year. To verify our initial guess, we printed out the days during
which most of the lower speed values were recorded. It turns out that the majority
of lower speed values were observed from May 31, 2003 to August 25, 2003. There is
no data recorded from August 26 to August 27; the empirical observations went back
to normal from August 28, 2003 to the end of 2003. Judging from the speed-density
curve, there are apparently some lower speed values observed from August 28, 2003 to
the end of 2003, but these observations are due to congestion effects not maintenance
work or construction. That is, if we split the empirical data into two time periods:
62
(a) Monday, 1 minute (b) Monday, 5 minutes
(c) Monday, 10 minutes (d) Monday, 20 minutes
(e) Monday, 30 minutes (f) Monday, 60 minutes
Figure 3.14. Effect of time aggregation level on speed-density relationship at station
4000026 on Monday
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(a) Monday, 1 minute (b) Monday, 5 minutes
(c) Monday, 10 minutes (d) Monday, 20 minutes
(e) Monday, 30 minutes (f) Monday, 60 minutes
Figure 3.15. Effect of time aggregation level on speed-density relationship Monday
at station 4001118
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May 31, 2003 to August 25, 2003 and August 28, 2003 to December 31, 2003, then the
first time period explains the lower curve in Figure 3.16 and the second time period
is responsible for the observed upper curve in Figure 3.16. Recall the speed limit of
55 mph (89 kph) and continuous observations of running speeds lower than 35 mph
(56 kph) from May 31, 2003 to August 25, 2003. These observations are definitely
due to some event that happened here. This at least tells us that when an event
happened at a certain location during some time period the fundamental diagram
changed accordingly.
Figure 3.16. Event-based change of fundamental diagram at station 4000028
3.9 Conclusion and discussion
In this Chapter, a comprehensive analysis of empirical speed-density relationship
is provided. The empirical speed-density observations come from the 100 detectors
65
installed on GA400 Atlanta, Georgia in which 78 speed-density curves are observed
on basic highway segments with varying number of lanes and 22 empirical curves are
collected from on-ramps/off-ramps. The time aggregation level for these empirical
observations is 5 minutes and the observation time frame is the whole year of 2003
with about 20 days’ observations missing for unknown reasons. As a result, about
345 days’s observation is included when generating the speed-density plots. A coarse
data filtering technique was applied in this process because the original raw data
has two columns which are labeled as the working status of the detector and the
“confidence” of the data observed in the 20 second interval. The empirical data we
used to generate the speed-density relationships are those with all detectors’ working
status “OK” and confidence 10. This data filtering technique will eliminate the biased
data which could prevent the speed-density plots from being accurate. We claim that
one year’s continuous observations is sufficient to characterize an equilibrium speed-
density relationship. The structured uncertainty embedded in this relationship is
mainly caused by the behavior of different drivers.
At the same time, we also studied the weekly change of the fundamental speed-
density relationship by dividing the whole year’s observations into weekdays (Mon-
days, Tuesdays, Wednesdays, Thursdays, and Fridays) and weekends(Saturdays and
Sundays). The results shows that driver behaviors are different during weekdays and
weekends in the sense that the speed-density relationship during weekdays demon-
strate a complete picture of the curve including free-flow, synchronized flow and
congested flow conditions; however, the speed-density relationship during weekends
only show the free-flow conditions which are in line with our driving experience and
intuitions. A finer analysis of how the different time aggregation level affects the
shape and range of the empirical speed-density relationship was also performed and
the results revealed that the shorter the time aggregation level was, the more dense
the empirical wide-scattering plot is. We chose a varying number of time aggregation
66
level 1, 2, 3, 4, 5, 10, 15, 20, 25, 30, 60 minutes to investigate its effects on the speed-
density relationship. The results indicate that a larger time aggregation level such as
60 minutes averages 180 original observations to one point in the plot and we believe
that some useful information will be averaged out in this process and the variance of
traffic speed will be reduced. A similar analysis on traffic speed variance will be done
in Chapter 6.
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CHAPTER 4
FRAMEWORK OF STOCHASTIC MODELING
4.1 Objective
The objective of this chapter is to develop a stochastic speed-density model
through discretizing a random traffic speed process using Karhunen-Loe`ve expan-
sion. The stochastic speed-density model is largely motivated by the prevalent ran-
domness which arises from different sources such as driver behavior, vehicle, road
environment, and weather conditions. The Karhunen-Loe`ve expansion is briefly in-
troduced and the expansion of a Wiener process is given as an example to illustrate
how the Karhunen-Loe`ve expansion performs in the discretization process. For more
information regarding Karhunen-Loe`ve expansion, interested readers are referred to
Appendix A.
4.2 Karhunen-Loe`ve expansion
Probability theory has been widely recognized as a framework for developing pre-
dictive models associated with uncertainties [16] [17] [48]. In a probabilistic frame-
work, uncertain parameters are usually modeled as random quantities with known
statistical properties [17]. Since random processes are infinite dimensional objects,
computational challenges will be brought in if the Monte Carlo Simulation method
is pursued. As an alternative, the Karhunen-Loe`ve expansion has been proven to
be successful in literature [16] [17]. The nature of a Karhunen-Loe`ve expansion is
to discretize the stochastic process using suitable basis functions in the L2(Ω) space
(square-integrable random variables) [16] [48]. In particular, the Karhunen-Loe`ve
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(KL) expansion can be used to serve this purpose if the covariance of a process is
known [16]. It is assumed that the complete set of random variables characterize the
uncertainty in the underlying system in a dominant manner [48].
4.3 The stochastic speed-density model
To facilitate the flow of derivation, we make the notations explicit as: the un-
derlying probability space of randomness (or uncertainty) is denoted by (Ω,F , P ); in
which Ω denotes the set of elementary events, θ ∈ Ω, F represents a σ-algebra on the
event set Ω, and P denotes the probability measure. Assume the physical domain of
the system as D, and let x ∈ D [17] [48].
4.3.1 A simple stochastic model
A simple stochastic speed-density model can be put in a functional form of
V = ¯V (k) + θ × σ(k) (4.1)
Where ¯V (k) is the deterministic speed-density model, σ(k) is the marginal standard
variation. θ is a single random variable with zero mean and unit variance. An
illustration of the simple stochastic model based on Greenshields model is plotted in
Figure 4.1.
4.3.2 The stochastic speed-density model
Assuming speed V is a stochastic process of density k and random variable ω by
V = v(k, ω), the stochastic finite element method, specifically the Karhunen-Loe`ve
expansion, is applied to discretize this stochastic process. The functional form of the
stochastic speed-density model is given by
V = ¯V (k) + σ(k)u(k, ω) (4.2)
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Figure 4.1. Illustration of a simple stochastic speed-density model based on Green-
shields model
Where u(k, ω) =
∑+∞
j=1
√
λjfj(k)ξj in which {λj} and {fj(k)} are eigen-pairs from
Karhunen-Loe`ve expansion.
4.3.3 Conceptual model
A conceptual form of the stochastic speed-density relationship can be written as
V = f(k, ω) : (R+,R,Ω) 7→ R+ (4.3)
in which f is a real-valued continuous function defined on real space R. The basic
assumption here is that ∀k, x, v is a function of a random process consisting of the
density, k, and a random variable, ω:
V = v(k, ω) (4.4)
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Including randomness, a more detailed form of the stochastic k-v relationship can be
read from
V (k) = v(k, ω(x, t)) : (R+,R,R+,Ω) 7→ R+ (4.5)
Here, ω is an appropriately defined set on Ω, representing the involved randomness
for each fixed density k. Ω is the probability space equipped with measure Px,t(·).
4.3.4 Discretization of random traffic speed process
Random parameters in a stochastic process are usually modeled by second-order
statistics mostly defined as mean and covariance function. A series expansion (i.e., the
Karhunen-Loe`ve expansion) provides a second-moment characterization of random
processes by means of uncorrelated random variables and deterministic orthogonal
functions. This is known to converge in the mean square sense for any distribution
of v(k, ω) [16].
Considering the spectral properties of covariance function, the the Karhunen-
Loe`ve expansion can be used to discretize a random process by representing the
process through a denumerable set of orthogonal random variables [16], usually in
form of a Fourier-type series as
V (k, ω) =
+∞∑
i=0
√
λifi(k)ξi(ω) (4.6)
in which ξi(ω) is a set of random variables to be determined, λi is a constant eigen-
value, and fi(k) is an orthonormal set of deterministic functions. The distinguishing
feature of this stochastic speed-density model is that at a certain density, there is a
distribution of traffic speeds instead of a single speed from deterministic models.
4.3.5 Correlation function
Let A be a set defined on R+, so ∀i, l ∈ A, i 6= l: ki and kl are correlated (ki
and kl are two distinct densities indexed by i, l ∈ A), but somehow the correlation
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information has been lost in the original data. Therefore, we assume there exists
an exponential correlation between different densities in the raw data. One physical
explanation is that driver population’s collective behavior is not totally independent.
A correlation function, here, is defined as the correlation between random variables at
two different points in space or time. It contains information about the distribution
of points or events. Since we assume V (k) is a random process, for random variables
V (ki) and V (kl), the correlation function is given by
R(ki, kl) = corr(V (ki), V (kl)) (4.7)
An exponential correlation function is assumed in this dissertation which is popularly
used in varying disciplines in the form of
R(ki, kl) = 〈v(ki, ω)v(kl, ω)〉 = σ2 exp(−|ki − kl|
α
) (4.8)
The constants σ2 and α are, respectively, the variance and the correlation length of the
process. The correlation length is a measurement of range over which fluctuations in
one region of space are correlated with those in another region. σ itself is the standard
deviation. This process is known as the Ornstein-Uhlenbeck process. A plot of the
exponential correlation function is shown in Figure 4.2 [46]. For more information
about exponential correlation function, interested readers are referred to [38].
4.3.6 Covariance function
Let V (k, ω) be a random function of k defined over domain D, with ω defined on
the random events space Ω. Let V¯ (k) represent the expectation of V (k, ω) over all
possible random process realizations. C(ki, kl) is defined as its covariance function
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Figure 4.2. Plot of an exponential correlation function
with bounded, symmetric, and positive definite properties [16]. It is related to the
correlation function by
Cov(ki, kl) = R(ki, kl)σ(ki)σ(kl) (4.9)
We follow Mercer’s Theorem, by decomposing the covariance function
Cov(ki, kl) =
+∞∑
n=0
λnfn(ki)fn(kl) (4.10)
where λn and fn(k) are, respectively, the eigenvalues and the eigenvectors of the
covariance kernel. The convergence is absolute and uniform. They can be obtained
by solving the homogeneous Fredholm integral equation given by
∫
D
Cov(ki, kl)fn(k)dki = λnfn(kl) (4.11)
Equation 4.11 arises due to the fact that the eigenfunction fi(k) forms a complete
orthogonal set satisfying
δij =
∫
D
fi(k)fl(k)dk (4.12)
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in which δil is the Kronecker-delta function. Through some algebra, V (k, ω) can be
written as
V (k, ω) = V¯ (k) + β(k, ω) (4.13)
where β(k, ω) is a process with a mean of 0 and a covariance function C(ki, kl). In
terms of the eigenfunction, fn(k), the process β(k, ω) can be expanded as
β(k, ω) =
+∞∑
i=0
√
λifi(k)ξi(ω) (4.14)
The random variable ξi’s second-order properties can be obtained by multiplying
equation (4.14) by β(k2, ω) on both sides and taking their expectation [16] which
yields
Cov(k1, k2) = 〈β(k1, ω)β(k2, ω)〉 (4.15)
=
∞∑
i=0
∞∑
j=0
〈ξi(ω)ξj(ω)〉
√
λiλjfi(k1)fj(k2) (4.16)
Multiplying equation (4.16) by fm(k2) on both sides, integrating over the domain D,
then using the eigenfunctions’ orthogonality [16] yields
∫
D
Cov(k1, k2)fm(k2)dk2 = λmfm(k1) (4.17)
=
∞∑
i=0
〈ξi(ω)ξm(ω)〉
√
λiλmfi(k1) (4.18)
Multiplying once more by fn(k1) and integrating over D yields
λm
∫
D
fm(k1)fn(k1)dk1 =
∞∑
n=0
E〈ξm(ω)ξn(ω)〉
√
λmλnδmn (4.19)
Then, using equation (4.12) we arrive at
λmδmn =
√
λmλn〈ξm(ω)ξn(ω)〉 (4.20)
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Equation (4.20) can be rearranged to give
〈ξm(ω)ξn(ω)〉 = δmn (4.21)
Thus, the decomposed form of the random process can be written as
V (k, ω) = V¯ (k)︸ ︷︷ ︸
Deterministic term
+σ(k)
+∞∑
i=0
fi(k)
√
λiξi(ω)︸ ︷︷ ︸
Stochastic term
(4.22)
in which, 〈ξi(ω)〉 = 0, 〈ξi(ω)ξl(ω)〉 = δil, and δil =
∫
D
fi(k)fl(k)dk.
4.3.7 Truncated model
For practical implementation, the series is approximated to a finite number by
truncating equation 4.22 at the N th term, a more specific form of stochastic speed-
density relationship is given as
V (k, ω) = ¯V (k)︸ ︷︷ ︸
Deterministic term
+σ(k)
N∑
i=0
fi(k)
√
λiξi(ω)︸ ︷︷ ︸
Stochastic term
(4.23)
in which V¯ (k) is the expected speed value of the stochastic speed process, and it ad-
mits classic or modified speed-density relationship models. The value of N is governed
by the accuracy of the eigen-pairs (eigenvalue and eigenfunction) in representing the
covariance function rather than the number of random variables [16]. The eigenvalue
and eigenfunction are dependent on the choice of correlation function and correla-
tion length, they are independent of empirical data. ξi(ω)’s are pairwise uncorrelated
random variables, if we assume the random traffic speed process indexed by traffic
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density is Gaussian, then the random variable ξi(ω) is a Gaussian random variable.
An explicit form of ξi(ω) can be obtained from
ξi(ω) =
1√
λi
∫
D
(V (k, ω)− V¯ (k))fi(k)dk (4.24)
with mean and covariance function given by
E[ξi(ω)] = 0 (4.25)
E[ξi(ω)ξl(ω)] = δil (4.26)
A Gaussian distribution is assumed for the random variable ξi(ω) through investi-
gation of empirical data. The Beta distribution matches the empirical observations
as well, but it could not guarantee the convergence of the Karhunen-Loe`ve expan-
sion. Due to the convergence concern, a Gaussian distribution is used as it surely
guarantees the convergence of Karhunen-Loe`ve expansion [16].
4.3.8 Properties of the covariance matrix
Variance is a quantitative measure of the dispersion of the values taken by the
variable around its mean, while covariance measures the strength of correlation be-
tween two random variables. The covariance between two random traffic speed vectors
(vi, vl) ∈ Rn under two distinct densities (ki, kl) is denoted as cov(vi, vl)(or equiva-
lently σvivl)
σvivl = E[(vi − E(vi))(vl − E(vl))] (4.27)
= E[(vi − µvi)(vl − µvl)] (4.28)
= E(vivl)− E(vi)E(vl) (4.29)
= E(vivl)− µviµvl (4.30)
(4.31)
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A n-dimensional covariance matrix is given by
Covnn =

cov11 cov12 . . . cov1n
cov21 cov22 . . . cov2n
...
...
. . .
...
covn1 covn2 . . . covnn

The covariance matrix is symmetric, positive, and definite. The (i, j)th element of
this covariance matrix Covnn is given by
Covij = E[(vi − µvi)(vl − µvl)] = σij (4.32)
Let V be a n-dimensional normal vector on a probability space (Ω,F , P ), with
distribution law Nn(E(V ),
∑
). Then, for all α ∈ Nn, V α is integrable. Moreover, for
all i, l ∈ Nn, the covariance matrix is given as
∑
= (σil) = cov(Vi, Vl) ∈ Mn(R).
There exist λ1, . . . , λn ∈ R+ and V ∈ Mn(R), the covariance matrix can be written
as
∑
= V

λ1 . . . 0
...
. . .
...
0 . . . λn
 .VT
Even if the functional distribution is changed from normal to log-normal, the sym-
metric, positive, and definite properties will be preserved. For two continuous traffic
speed distributions (vi, vl) under two distinct densities, the covariance is denoted as
the expected value of functions vi, vl over the (Vi, Vl) space
covvi,vl =
∫ ∞
−∞
∫ ∞
−∞
(vi − µvi)(vl − µvl)fViVl(vi, vl)dvidvl (4.33)
When vi and vl are independent, the covariance have a zero value. Equation (4.33)
can be rewritten as
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covvi,vl =
∫ ∞
−∞
∫ ∞
−∞
(vi − µvi)(vl − µvl)fVi(vi)fVl(vl)dvidvl (4.34)
= {
∫ ∞
−∞
(vi − µVi)fVi(vi)dvi}{
∫ ∞
−∞
(vl − µVl)fVl(vl)dvl} (4.35)
= {
∫ ∞
−∞
vifVi(vi)dvi − µVi}{
∫ ∞
−∞
vlfVl(vl)dvl − µVl} (4.36)
= [E(Vi)− µVi ][E(Vl)− µVl ] (4.37)
= 0 (4.38)
4.3.9 Solution to homogeneous fredholm integral equation
The usefulness of the Karhunen-Loe`ve expansion hinges on its ability to solve the
integral equation of the form
∫
D
Cov(k1, k2)f(k2)dk2 = λf(k1) (4.39)
in which Cov(k1, k2) is an auto-covariance function, the kernel Cov(k1, k2) is sym-
metric, bounded, and positive definite [16]. These properties guarantee that the
eigenfunctions and eigenvalues are the solution to equation (4.39) [16]. In particular,
1. The set of eigenfunctions fi(x) is orthogonal and complete.
2. For each eigenvalue λi, there are at most a finite number of corresponding
linearly independent eigenfunctions.
3. There are at most a countable infinite set of eigenvalues.
4. The eigenvalues are all positive real numbers.
5. The kernel Cov(k1, k2) admits the following uniformly convergent expansion
Cov(k1, k2) =
∞∑
i=1
λifi(k1)fi(k2) (4.40)
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The Karhunen-Loe`ve expansion of a random process is derived based on the analyt-
ical properties (bounded, symmetric, and positive) of its covariance function. These
properties are independent of the stochastic nature of the process which allows the
expansion to be applied to a wide range of processes including non-stationary and
multidimensional processes [16].
In order to make the development process smooth, solving the integral equation
to obtain eigenvalue and eigenfunctions is elaborated on here. For more details,
interested readers are referred to [16]. The eigenvalue and eigenfunctions of the
covariance function by equation (4.11) are the solutions to the following integral
equation ∫ +h
−h
e−d|km−kn|f(kn)dkn = λf(km) (4.41)
in which d = 1/α. Equation (4.41) can be written as
∫ x
−h
e−d|km−kn|f(kn)dkn +
∫ h
x
ed|km−kn|f(kn)dkn = λf(k1) (4.42)
Differentiating equation (4.42) with respect to km and rearranging gives
λf ′(km) = −d
∫ x
−h
e−d(km−kn)f(xn)dxn + d
∫ +h
x
ed(km−kn)f(kn)dkn (4.43)
Differentiating once again with respect to km, the following equation can be obtained
λf ′′(x) = (−2d+ d2λ)f(x) (4.44)
Introducing a new variable
θ2 =
−2d+ d2λ
λ
(4.45)
Equation 4.44 becomes
f ′′(k) + θ2f(k) = 0 − h ≤ k ≤ +h (4.46)
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In order to find the boundary conditions associated with the differential equation (4.46),
equations (4.41) and (4.42) are evaluated at x = −h and x = +h. After rearrange-
ment, the boundary conditions become
df(h) + f ′(h) = 0 (4.47)
df(−h)− f ′(−h) = 0 (4.48)
Thus, the integral equation given by equation (4.46) can be transformed into the
ordinary differential equation (4.46) with appended boundary conditions given by
equations (4.47) and (4.48). It has been shown that θ2 ≥ 0 is the only range of θ for
equation (4.46) to be solvable, so the solution is given by
f(k) = h1 cos(θk) + h2 sin(θk) (4.49)
Plug in the boundary conditions given by equations (4.47) and (4.48)
h1(d− θ tan(θh) + h2(θ + d tan(θh)) = 0 (4.50)
h1(d− θ tan(θh)− h2(θ + d tan(θh)) = 0 (4.51)
Nontrivial solutions exist when the determinant of the homogeneous system in equa-
tion (4.51) is equal to zero [16]. Letting the determinant be equal to zero gives the
following equations  d− θ tan(θh) = 0θ + d tan(θh) = 0 (4.52)
Representing the solution of the second of these equations by θ∗, the resulting eigen-
functions are
fn(k) =
cos(θnk)√
h+ sin(2θnh)
2θn
(4.53)
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and
f ∗n(k) =
sin(θ∗nk)√
h− sin(2θ∗nh)
2θ∗n
(4.54)
for even n and odd n respectively. The corresponding eigenvalues are
λn =
2d
θ2n + d
2
(4.55)
and
λ∗n =
2d
θ∗2n + d2
(4.56)
where θn and θ
∗
n are defined in equation (4.52). The decay of eigenvalues in Karhunen-
Loe`ve expansion is referred to Figure 4.3. Traditional root-finding algorithms such as
the bisection method can be used to solve Equation (4.52) to get θn, θ
∗
n.
Figure 4.3. Decay of eigenvalues in Karhunen-Loe`ve expansion
4.3.10 Algorithm
In sum, the algorithm to simulate the proposed stochastic speed-density model is
devised and coded as followed:
1. Setting some global parameters, i.e., the number of eigenvalues and eigenfunc-
tions to compute (nKL = 400 in this case), the dimension of random variable
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space to generate samples (nRV = 200), the correlation length is set to be 200
but this parameter could be calibrated.
2. Read empirical speed-density data k and v, the data is sorted by k in a non-
decreasing order k = 1, 2, . . . , kmax (Note: kmax is the maximum observed den-
sity at the specific station).
3. Approximate the empirical mean speed V¯ (k) using the five-parameter logistic
speed-density model given by equation 7.2 and by the empirical variance σ(k)
using variance function give by equation 6.11.
4. Determine a target covariance function C(ki, kl), compute the correlation by the
assumed exponential correlation function (4.8), and decompose the covariance
function C(ki, kl) into eigenvalues and eigenfunctions using Equation (4.10).
5. Generate N sample functions of the non-Gaussian process using the truncated
K-L expansion: V
(n)
N (k, ωi) = V¯ (k)+σ(k)
∑N
i=0 fi(k)
√
λiξ
(n)
i (ω), i = 1, 2, . . . , N ,
here n is iteration number and i is sample number. V¯ (k) and σ(k) is known from
step 2, λi and fi(k) is given by solving equation (4.11). For the details of solving
the Homogeneous Fredholm Integral Equation, interested readers are referred
to Appendix. The resulting eigenfunctions are fi(k) =
cos(θik)√
a+
sin(2θia)
2θi
and f ∗i (k) =
sin(θ∗i k)√
a− sin(2θ
∗
i
a)
2θ∗
i
for even and odd i respectively. The corresponding eigenvalues are
λi =
2c
θ2i+c
2 and λ
∗
i =
2c
θ∗2i +c2
.
6. Pick ki, generate N samples, also generate N samples of identically independent
distributed Gaussian random variables {ξi(ω)}Ni=1. Go to step 4.
7. Pick another kl, repeat step 5 until kmax, stop.
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4.3.11 Model transferability
The stochastic speed-density model is not faithful if the simulation depends totally
on the empirical observation. To improve model transferability and predictability,
a parameter-based deterministic speed-density model is needed to approximate the
mean. As aforementioned, the deterministic term V¯ (k) admits a traditional deter-
ministic family of speed-density models listed in Table 2.1. Knowing the limitations
and drawbacks of existing deterministic models, a new deterministic logistic speed-
density model is proposed and its performance is justified by empirical data. The
approximation function of variance comes from the empirical investigation of 78 sta-
tions from GA400 data. A parametric variance function is proposed and fitted to
empirical variance data. The proposed variance function performs well in terms of
suitability in describing empirical variance data. The variance function in such a form
was used in literature to describe variances which first increase and then decrease in
a parabola shape [24].
At this point, the stochastic speed-density model can be applied to a new station
after calibrating a set of location-specific parameters rather than taking empirical
data from that station.
4.4 Properties of Karhunen-Loe`ve expansion
Two important features must be considered when examining realizations of a
stochastic process: the frequency of random fluctuation and fluctuation magnitude [16].
The frequency could be used to locate random processes with respect to white noise.
The broader the frequency content, the closer the process is to white noise. This
feature represents the correlation level of the random process at two points in its
domain. The second feature reflects the degree of uncertainty associated with the
process and can be related to its coefficient of variation [16].
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4.4.1 Uniqueness of expansion
The random variables shown in the expansion of equation (4.13) are orthonormal
if and only if the orthonormal functions {fn(x)} and the constants {λn} are the
eigen-functions and the eigenvalues of the covariance kernel respectively as given by
equation (4.11).
Proof The if part is an immediate consequence of equation (4.14). To proof the
“only if” part, equation (4.16) can be used with 〈ξn(ω)ξm(ω)〉 = δmn to obtain
Cov(k1, k2) =
∞∑
i=0
λifi(k1)fi(k2) (4.57)
Multiplying both sides by fm(k2) and integrating over D gives
∫
D
Cov(k1, k2)fm(k2)dk2 =
∞∑
n=0
λnfn(k1)δmn (4.58)
= λmfm(k1) (4.59)
It can be verified that such an expansion cannot form a basis for the representation
of random processes [16].
4.4.2 Minimizing error property
The generalized coordinate system defined by the eigenfunction of the covariance
kernel is optimal in the sense that the mean-square error resulting from a finite
representation of the process β(k, ω) is minimized [16].
Proof Given a complete orthonormal set of functions gn(x), the process θ(k, ω) can
be approximated in a converging series given by
θ(k, ω) =
∞∑
n=0
λnξn(ω)gn(x) (4.60)
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Truncating equation (4.60) at the N th term results in an error N equal to
N =
∞∑
n=N+1
λnξn(ω)gn(k) (4.61)
Multiplying equation (4.60) by gm(k) and integrating throughout gives
ξm(ω) =
1
λm
∫
D
θ(k, ω)gm(x)dx (4.62)
where the orthogonality property of set gn(x) is used. Substituting equation (4.62)
for ξm(ω) back into equation (4.61), the mean-square error 
2
M can be written as
2M = [
∞∑
m=N+1
∞∑
n=N+1
gm(x)gn(x)
∫
D
∫
D
〈S(k1, ω)S(k2, ω)〉gm(k1)gn(k2)dk1dk2] (4.63)
=
∞∑
m=N+1
∞∑
n=N+1
gm(x)gn(x)
∫
D
∫
D
Rωω(k1, k2)gm(k1)gn(k2)dk1dk2 (4.64)
Integrating equation (4.64) over D and using the orthonormality of the set {gi(x)}
yields ∫
D
2Mdk =
∞∑
n=N+1
∫
D
∫
D
Rωω(k1, k2)gn(k1)gn(k2)dk1dk2 (4.65)
The problem is to minimize
∫
D
2M subject to the orthonormality of the functions
gn(x). In other words, the solution minimizes the functional given by the equation
F [gl(x)] =
∞∑
n=N+1
∫
D
∫
D
Rωω(k1, k2)gn(k1)gn(k2)dk1dk2 − λn[
∫
D
gn(k)gn(k)dk − 1]
(4.66)
Differentiating equation (4.66) with respect to gi(k) and setting the result equal to
zero, gives
∂F [gn(k)]
∂gi(k)
=
∫
D
[
∫
D
Rωω(k1, k2)gi(k1)dk1 − λigi(k2)]dk2 = 0 (4.67)
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Which is satisfied when
∫
D
Rωω(k1, k2)gi(k2)dk2 = λigi(k1) (4.68)
4.5 Conclusion and discussion
In Chapter 4, a stochastic modeling framework of speed-density relationship is
used in the domain of Karhunen-Loe`ve expansion technique by discretizing a random
traffic speed process using a suitable basis function. Other discretization schemes may
also serve this purpose but Karhunen-Loe`ve expansion is the most accurate if there is
an exponential correlation in this process. The only requirement is that the covariance
of the stochastic process with proper analytical properties must be known in order to
use Karhunen-Loe`ve expansion. Random functions are infinite dimensional objects.
Under the assumption that traffic speed v is a random function of density k and
random variable ω, the random process is discretized by a stochastic finite element
method Karhunen-Loe`ve expansion which characterizes second-order statistics of the
random process using uncorrelated random variables and deterministic orthogonal
set of functions. The general stochastic speed-density model includes two terms:
deterministic and stochastic. The deterministic term essentially captures the mean of
the stochastic model essentially while the stochastic term is controlled by the variance
in traffic speed function which models the magnitude of speed variation. A five-
parameter logistic speed-density model is used to represent the deterministic term,
i.e., the mean of the stochastic speed-density model in Chapter 5. A variance function
in parabola shape is adopted to model the stochastic term, i.e., the heterogeneous
variance in Chapter 6.
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CHAPTER 5
SPEED-DENSITY RELATIONSHIP: DETERMINISTIC
TERM
5.1 Objective
This chapter proposes a family of speed-density models. In particular, this chap-
ter focuses on properties and analysis of the five-parameter logistic speed-density
model. The empirical validation reveales that the proposed five-parameter speed-
density model matches the empirical observations consistently in the whole density
range using GA400 data set and the result is transferable to other sites (e.g., I-80 in
California). The numerical relative error showed that the proposed model yields the
smallest error among the models considered in this dissertation. The five-parameter
logistic speed-density model is shown to have both mathematical elegance and empir-
ical accuracy. Future research could be done to perform a finer treatment of model
parameters such as density kt and scale parameters θ1, θ2. Of the five parameters, vf
is easy to obtain from empirical observations. vb is an user-specified model parameter
which can be determined by experience. kt is relatively difficult to determine because
traffic may transit from free flow to congested flow at different densities at different
sites. Combining the proposed deterministic speed-density model and speed variance
function, a stochastic speed-density model is being developed by incorporating the
second order statistics (i.e., variance) in the stochastic speed process.
Under the general framework, the stochastic speed-density relationship has two
components: deterministic term and stochastic component. The deterministic term
represents the mean of the stochastic model; however the stochastic component is
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controlled by the magnitude of traffic speed variation. It has been verified that the
accuracy of the mean of the stochastic model has a significant impact on the accuracy
of the stochastic speed-density model. The other factor which affects the range of
the stochastic speed-density model is the magnitude of traffic speed variation. The
objective of this chapter is to propose a family of deterministic speed-density models
to represent the mean of stochastic model through the Levenberg-Marquardt curve
fitting algorithm. The parametric modeling of traffic speed variance magnitude will
be presented in the next chapter.
5.2 Levenberg-marquardt algorithm
By curve fitting, we want to represent empirical observations using a mathematical
model. With a correct model and calculus, we are able to determine some important
characteristics of the empirical data (i.e., speed-density observations). The goal of
curve fitting is to find the parameter values that most closely match empirical obser-
vations. The models to which data are fitted depend on various adjustable parame-
ters. In most engineering models, the dependent variable depends on the parameters
usually in a nonlinear way [29].
To perform fitting, we define some function which depends on the parameters that
measures the closeness between the data and the model. This function is then mini-
mized to the smallest possible value with respect to the parameters. The parameter
values that minimize the function are the best-fitting parameters. A good under-
standing of the selected model is important because the initial guess of the parameter
values must make sense in the real world. In addition, a good fitting algorithm will
try to provide an initial guess for the functions built into it. The nonlinear fitting
procedure is iterative. The most widely used iterative procedure for nonlinear curve
fitting is the Levenberg-Marquardt algorithm [29]. Starting from some initial values
of parameters, the method tries to minimize
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χ2(a, b) =
N∑
i=1
[
yi − f(xi, a, b)
σi
]2 (5.1)
by successive small variations of parameter values and reevaluation of χ2 until a
minimum is reached. The function f is the logistic speed-density model previously
mentioned to which we are trying to fit the empirical data.
There is a tradeoff between the model accuracy and complexity. Intuitively, the
more parameters involved, the more complicated models are. A model with perfect
accuracy but involving n(n > 10) parameters is certainly undesirable for the purpose
of practical implementation. Conversely, it is not appealing either if a model has
perfect mathematical simplicity and analytical tractability but performs poorly in
terms of accuracy. Therefore, there is a compromise between model accuracy and
simplicity that we should always try to seek. Considering this, we developed a series
of speed-density models using the idea of a non-linear logistic curve with a sigmoidal
shape. The audience may choose a suitable model to fit their application purpose by
balancing between model accuracy and complexity.
5.3 The logistic family of speed-density models
After investigating the 78 graphs of empirical speed-density plots for GA400 data
set, we found that an exponential or the family of growth curves (i.e., logistic function)
might fit the data well. In fitting this to empirical data, an exponential model does not
track the empirical data well at the right tail part (usually called congested regime)
because it underestimates the speed. The reason could be that an exponential model
usually decays faster as traffic density increases. Thus, a logistic function arises as
an natural candidate.
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5.3.1 Five-parameter speed-density model
Through empirical investigations of 100 stations of speed-density curves (78 on
basic freeway segments and 22 on-ramp/off-ramps), we believe that an sigmoidal
shape speed-density model that takes the form of
v(k, θ) = vb +
vf − vb
(1 + exp((k − kt)/θ1))θ2 (5.2)
and describes the empirical data. This is the most general logistic speed-density in
sigmoidal shape with five parameters in which vf and vb are the upper and lower
asymptotes respectively. Specific to our case, vf is free flow speed. vb is an average
travel speed at stop and go conditions. This parameter accounts for the fact that
traffic has finite movements even in congested situations. θ1 is a scale parameter
which describes how the curve is stretched out over the whole density range, θ2 is
a parameter which controls the lopsidedness of the curve. kt is the turning point
that the speed-density curve makes the transition from free-flow to congested flow. A
fitted logistic model to empirical data at a variety of stations is referred to Figure 6.5.
Table 5.4 lists the optimized parameters for the five-parameter logistic speed-density
model. After fitting the five-parameter logistic speed-density model (5PL) to empir-
ical observations, the estimates for traffic density could be obtained from response
speed V by
k = kt + θ1 log(exp(
log(
vf−vb
V−vb )
θ2
)− 1.0) (5.3)
From Figure 6.5, we can visually tell that the five-parameter logistic speed-density
model fits the empirical data very well. It does not over or under-estimate speed
across the entire range of density. In addition, it is worth noting that the five-
parameter logistic speed-density model fits any observed detector station from GA400
with adequate empirical accuracy.
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Table 5.1. Optimized parameters for a five-parameter speed-density model
S vb vf kt θ1 θ2 S vb vf kt θ1 θ2
01 7.0 107.44 17.53 1.8768 0.0871 25 5.0 96.09 20.04 3.6202 0.1323
02 7.0 99.92 16.12 2.1098 0.0947 26 5.0 99.93 20.34 3.0470 0.1269
03 7.0 106.89 14.40 1.7388 0.0714 27 5.0 96.14 22.89 4.5292 0.1941
04 7.0 47.52 32.61 0.1188 0.1835 28 5.0 99.88 14.30 0.2418 0.0106
05 7.0 86.57 24.39 1.0094 0.0401 29 5.0 106.80 16.95 2.4325 0.1059
06 7.0 92.71 21.72 3.9212 0.1835 30 5.0 91.04 22.21 3.2091 0.1138
07 7.0 99.39 21.26 3.8762 0.1928 31 5.0 88.99 28.77 5.1484 0.1499
08 7.0 95.06 20.33 3.15 0.1628 32 5.0 97.05 19.61 2.2104 0.0746
09 5.0 111.06 17.01 2.5501 0.1074 33 5.0 95.69 22.43 3.0685 0.1249
10 5.0 96.16 19.03 2.0220 0.0938 34 5.0 98.05 22.24 4.4141 0.1688
11 5.0 97.64 17.52 2.2787 0.0899 35 5.0 107.96 21.24 4.1009 0.1736
12 5.0 100.67 12.63 2.0386 0.0899 36 5.0 101.92 21.67 3.7766 0.1478
13 5.0 103.02 15.52 2.0674 0.0857 37 5.0 98.47 21.07 3.7207 0.1326
14 5.0 98.97 20.20 3.1219 0.1179 38 5.0 106.31 19.42 4.6129 0.1802
15 5.0 98.60 17.69 3.0240 0.1202 39 5.0 110.36 17.44 3.8358 0.2096
16 5.0 105.51 16.48 3.3903 0.1404 40 5.0 108.57 16.86 2.6591 0.1181
17 5.0 99.35 13.25 1.8755 0.0926 41 5.0 105.64 19.89 3.3156 0.1181
18 5.0 102.12 18.99 3.34 0.1231 42 5.0 105.40 18.67 3.8394 0.1387
19 5.0 98.08 19.97 3.53 0.1300 43 5.0 109.58 18.19 2.7535 0.1140
20 5.0 104.22 18.06 3.3054 0.1110 44 5.0 99.68 19.64 2.7885 0.0995
21 5.0 100.06 19.22 3.3051 0.1189 45 5.0 101.67 18.83 2.7745 0.0985
22 5.0 100.06 19.22 3.3051 0.1189 46 5.0 108.45 17.83 2.6356 0.1199
23 5.0 97.45 20.98 4.9820 0.1901 47 5.0 108.24 15.25 2.4505 0.1259
24 5.0 114.36 17.55 4.7015 0.1901 48 5.0 101.68 21.37 4.5757 0.1254
25 5.0 89.34 17.42 5.3515 0.2271 49 5.0 96.72 17.79 5.2587 0.1696
26 5.0 110.55 12.29 2.0450 0.0714 50 5.0 87.05 21.47 3.5007 0.1060
27 5.0 99.11 22.67 5.3573 0.1994 51 5.0 95.37 16.70 2.4823 0.1341
28 5.0 98.08 28.67 6.61 0.4005 52 5.0 102.50 15.05 1.7244 0.0810
29 5.0 104.20 22.27 4.82 0.1787 53 5.0 99.22 17.10 1.7835 0.0716
30 5.0 105.09 24.04 5.5045 0.2693 54 5.0 89.83 17.75 1.8373 0.0623
31 5.0 97.72 23.90 5.1731 0.2009 55 5.0 137.75 15.72 1.2974 0.0512
32 5.0 95.57 22.53 4.4708 0.1535 56 5.0 97.12 15.72 1.2974 0.0512
33 5.0 72.32 21.28 1.2734 0.0341 57 5.0 87.67 16.91 1.2206 0.0512
34 5.0 92.66 21.17 5.0568 0.1681 58 5.0 94.76 16.73 1.8321 0.0618
35 5.0 103.94 11.24 2.7827 0.0653 59 5.0 102.27 13.37 1.5524 0.0650
36 5.0 88.81 19.97 3.8557 0.1687 60 5.0 91.08 19.45 2.0860 0.0592
37 5.0 101.40 14.28 3.7376 0.1380 61 5.0 91.40 20.18 2.6633 0.0911
38 5.0 99.64 18.22 3.67 0.1413 62 5.0 94.35 15.14 1.8434 0.0604
39 5.0 102.99 17.87 3.45 0.1410 63 5.0 108.43 13.53 1.1753 0.0450
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(a) 4001118, 5PL (b) 4001119, 5PL
(c) 4001128, 5PL (d) 4001129, 5PL
(e) 4001138, 5PL (f) 4001139, 5PL
(g) 4001156, 5PL (h) 4001157, 5PL
Figure 5.1. Fitted five-parameter logistic speed-density model to empirical data
from 8 different stations
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Table 5.2. Optimized parameters for the four-parameter speed-density model
Station Vb Vf Kc θ
4000035 10.0 113.86 36.05 -9.47
4000036 10.0 108.73 38.08 -10.49
4000037 10.0 105.99 38.84 -11.43
4000038 10.0 115.52 34.50 -11.52
4000039 10.0 115.99 28.88 -7.83
4000040 10.0 114.69 30.38 -7.73
4000041 10.0 114.87 38.57 -12.00
4000042 10.0 116.18 36.17 -12.39
5.3.2 Four-parameter speed-density model
Sending θ2 to 1, a four-parameter logistic speed-density model reads as
V (k, θ) = vb +
vf − vb
1 + exp( (k−kc)
θ1
)
(5.4)
in which all the rest of the parameters have the same meaning as equation (6.1). The
optimized parameters for a four-parameter logistic speed-density model are listed in
Table 5.2
5.3.3 Three-parameter speed-density model
A three-parameter logistic speed-density model can be derived by removing the
user-specified average travel speed at stop-and-go traffic conditions, yields
V (k, θ) =
vf
1 + exp( (k−kc)
θ1
)
(5.5)
In which, all the rest of parameters have the same meaning as equation (6.1). The
physical meaning of kc is critical density instead of the turning point from free-flow
phase to other flow phases.
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(a) 4000035,4PL (b) 4000036,4PL
(c) 4000037,4PL (d) 4000038,4PL
(e) 4000039,4PL (f) 4000040,4PL
(g) 4000041,4PL (h) 4000042,4PL
Figure 5.2. Speed-density relationship plotted from one-year observations at 8 sta-
tions from GA400
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(a) 4001116, 3PL (b) 4001120, 3PL
(c) 4001121, 3PL (d) 4001122, 3PL
(e) 4001123, 3PL (f) 4001124, 3PL
(g) 4001125, 3PL (h) 4001127, 3PL
Figure 5.3. Speed-density relationship plotted from one-year observations at 8 sta-
tions from GA400
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Table 5.3. Optimized parameters for the three-parameter speed-density model
Station Vf Kc θ Station Vf Kc θ
4001120 121.42 37.43 -14.99 4001124 129.94 34.15 -13.67
4001121 114.52 39.12 -14.69 4001125 103.23 32.66 -14.36
4001122 114.52 39.12 -14.69 4001116 124.8 33.10 -14.40
4001123 108.29 38.04 -13.42 4001127 109.42 41.32 -14.16
5.4 Properties of logistic models
5.4.1 Models with varying parameters and analysis
The 5PL is asymmetric because of θ2 6= 1. If θ2 = 1, the four-parameter logistic
speed-density model (4PL) is obtained
V (k, θ) = vb +
vf − vb
1 + exp(k−kc
θ1
)
(5.6)
It is worth noting that θ2 = 1 means the lopsidedness of 4PL is 1. The physical
interpretation of θ2 = 1 is a balanced curve on both sides of kc.
The three-parameter logistic speed-density model (3PL) can be obtained by re-
moving the user-specified average travel speed at stop-and-go traffic conditions, yield-
ing
V (k, θ) =
vf
1 + exp(k−kc
θ1
)
(5.7)
The performance of the 3PL is also shown in Figure 6.5. Compared to the 4PL
and 5PL, the 3PL performs less well because fewer parameters are involved. But the
three-parameter logistic speed-density model works comparably well with the existing
deterministic models listed in Table 2.1. The rest of the parameters have the same
meaning as in the 4PL.
5.4.2 Asymptotic and boundary analysis
Two cases existed when doing the asymptotic analysis of five-parameter logistic
speed-density model [19]. Letting ρ = exp(k−kt
θ1
), the two cases are ρ→ 0 and ρ→∞.
In particular, when ρ → 0, V → vf , and when ρ → ∞, V → vb. Theoretically, this
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is the boundary condition. In fact, it is known that kt and θ1 are parameters and
they can be known approximately. Traffic density k is between 0 and the jam density
kj. When k → 0 leads to ρ ≈ exp(− ktθ1 ), − ktθ1 ∈ (−10.0,−4.0) indicates that ρ will
be a very small number which means either almost no vehicles are traveling or only
a single vehicle; while k → kj leads to ρ → exp(kj−ktθ1 ), while
kj−kt
θ1
will be a very
large number which will lead ρ almost to∞ which means there is bumper to bumper
traffic. This ensures the validity of boundary conditions.
Equation 6.1 can be written as
V (k, θ) = vb + (vf − vb)(1.0 + k)−θ2 (5.8)
in which ρ = exp(k−kt
θ1
)  1. When ρ  1, Taylor’s theorem gives (1.0 + ρ)−θ2 ≈
1.0− θ2ρ. Substituting into Equation 5.8 yields
V (k, θ) ≈ vb + (vf − vb)(1.0− θ2ρ) = vf − θ2(vf − vb) exp(k − kt
θ1
) (5.9)
When ρ = exp(k−kt
θ1
) 1, the denominator is dominated by ρ, so 1.0+exp(k−kt
θ1
) ≈
exp(k−kt
θ1
). This yields
V (k, θ) ≈ vb + vf − vb
(exp(k−kt
θ1
))θ2
= vb + (vf − vb)(exp(k − kt
θ1
))−θ2 (5.10)
Equation 5.9 and 5.10 can be used as alternatives to perform approximation or pa-
rameter sensitivity analysis.
5.4.3 Inflection point
The parameter kt is the point where the speed-density curve transitions from free-
flow to another regime called “bound flow” or “synchronized” flow. Different from kt,
the inflection point kIP exists where there is no curvature or where the curve switches
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from being concave to convex. The second derivative will be zero at an inflection
point. Using the same notation by letting ρ = exp(k−kt
θ1
), differentiating equation 5.4
with respect to k, the first derivative is given by
v′(k, θ) = − (vf − vb) θ2 ρ (1 + ρ)−θ2 θ1−1 (1 + ρ)−1 (5.11)
Continue differentiation to get the second derivative
v′′(k, θ) = (vf − vb) θ22ρ2 (1 + ρ)−θ2 θ1−2 (1 + ρ)−2
− (vf − vb) θ2 ρ (1 + ρ)−θ2 θ1−2 (1 + ρ)−1
+ (vf − vb) θ2 ρ2 (1 + ρ)−θ2 θ1−2 (1 + ρ)−2 (5.12)
Setting the second derivative to 0 that is v′′(kIP , θ) = 0 and solve yields
kIP = kt − θ1 ln(θ2) (5.13)
There is one single inflection point in the logistic speed-density model in the transition
phase. For the five-parameter logistic speed-density model, the curve approaches the
upper (left) asymptote vf and lower (right) asymptote vb with different rates since
θ2 6= 1.
Different from the 5PL, the 4PL captures the critical traffic density kc instead
of kt. And from equation 5.13, it is not difficult to get kIP = kc when θ2 = 1.
From Figure 6.5, one can see the difference in performance between 5PL and 4PL.
Not surprisingly, 4PL does not track the empirical data as does 5PL. It tends to
underestimate traffic speed when the density is roughly 45 (veh/km). The rest of the
parameters have the same meaning as in the five-parameter model.
It has been shown that the five-parameter logistic speed-density model fits the em-
pirical observations better than both the four-parameter and three-parameter model
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in Figure 6.5. Speed-density models generated by equation 5.4 through varying pa-
rameters of vf , vb, kt, θ1, θ2 are monotonically decreasing functions which needs all
parameters to be greater than 0. Figure 5.4 shows the effect of the parameters
vf , vb, kt, θ1, θ2 by varying each of them from low to high while keeping the other
parameters fixed.
5.4.4 Reduction of model parameters
Recall the five-parameter logistic speed-density model given by
v(k, θ) = vb +
vf − vb
(1 + exp(k−kt
θ1
))θ2
(5.14)
A fitted logistic model to empirical data at eight stations is given in Figure 6.5. Ta-
ble 5.4 lists the optimized parameters for the five-parameter logistic speed-density
model of 76 stations from GA400. In Figure 5.4, the station 01 is the abbreviation
of S4001101; the station number 25 is abbreviated from S4000025 (The same abbre-
viation applies to Table 5.5). The model parameters are obtained by an iterative
Levenberg-Marquardt fitting algorithm. Starting from some initial values of param-
eters (i.e., initial guess of parameters which can make the algorithm converge), the
algorithm tries to minimize χ2(θ) =
∑N
i=1[
yi−f(xi,θ)
σi
]2 by successive small variations
of parameter values and reevaluation of χ2 until a minimum is reached [29]. N is
the sample size and f is the logistic speed-density model. Noticing that parameters
θ1, θ2 are not observable from field observations, we provide a way to estimate them
in order to use the 5-parameter logistic speed-density model to approximate the em-
pirical mean. By plotting θ1, θ2 with directly observable parameters such as vf and
kt, no obvious relation can be identified between θ1, θ2 and vf , but the plot in Fig-
ure 5.5 seems to suggest a linear relationship between θ1, θ2 and kt. The least-square
regression between kt and θ1, θ2 yields equations 5.15 and 5.16.
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(a) vf ↑ (b) vb ↑
(c) kt ↑ (d) θ1 ↑
(e) θ2 ↑
Figure 5.4. Effects of varying parameters vf , vb, kt, θ1, θ2 on the five-parameter lo-
gistic speed-density model
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Table 5.4. Optimized parameters for a five-parameter logistic speed-density model
(speed vb, vf in km/hr, density kt in veh/km)
S vb vf kt θ1 θ2 S vb vf kt θ1 θ2
01 9.0 107.44 17.53 1.8768 0.0871 25 9.0 96.09 20.04 3.6202 0.1323
02 9.0 99.92 16.12 2.1098 0.0947 26 9.0 99.93 20.34 3.0470 0.1269
03 9.0 106.89 14.40 1.7388 0.0714 27 9.0 96.14 22.89 4.5292 0.1941
04 9.0 47.52 32.61 0.1188 0.1835 28 9.0 99.88 14.30 0.2418 0.0106
05 9.0 86.57 24.39 1.0094 0.0401 29 9.0 106.80 16.95 2.4325 0.1059
06 9.0 92.71 21.72 3.9212 0.1835 30 9.0 91.04 22.21 3.2091 0.1138
07 9.0 99.39 21.26 3.8762 0.1928 31 9.0 88.99 28.77 5.1484 0.1499
08 9.0 95.06 20.33 3.15 0.1628 32 9.0 97.05 19.61 2.2104 0.0746
09 9.0 111.06 17.01 2.5501 0.1074 33 9.0 95.69 22.43 3.0685 0.1249
10 9.0 96.16 19.03 2.0220 0.0938 34 9.0 98.05 22.24 4.4141 0.1688
11 9.0 97.64 17.52 2.2787 0.0899 35 9.0 107.96 21.24 4.1009 0.1736
12 9.0 100.67 12.63 2.0386 0.0899 36 9.0 101.92 21.67 3.7766 0.1478
13 9.0 103.02 15.52 2.0674 0.0857 37 9.0 98.47 21.07 3.7207 0.1326
14 9.0 98.97 20.20 3.1219 0.1179 38 9.0 106.31 19.42 4.6129 0.1802
15 9.0 98.60 17.69 3.0240 0.1202 39 9.0 110.36 17.44 3.8358 0.2096
16 9.0 105.51 16.48 3.3903 0.1404 40 9.0 108.57 16.86 2.6591 0.1181
17 9.0 99.35 13.25 1.8755 0.0926 41 9.0 105.64 19.89 3.3156 0.1181
18 9.0 102.12 18.99 3.34 0.1231 42 9.0 105.40 18.67 3.8394 0.1387
19 9.0 98.08 19.97 3.53 0.1300 43 9.0 109.58 18.19 2.7535 0.1140
20 9.0 104.22 18.06 3.3054 0.1110 44 9.0 99.68 19.64 2.7885 0.0995
21 9.0 100.06 19.22 3.3051 0.1189 45 9.0 101.67 18.83 2.7745 0.0985
22 9.0 100.06 19.22 3.3051 0.1189 46 9.0 108.45 17.83 2.6356 0.1199
23 9.0 97.45 20.98 4.9820 0.1901 47 9.0 108.24 15.25 2.4505 0.1259
24 9.0 114.36 17.55 4.7015 0.1901 48 9.0 101.68 21.37 4.5757 0.1254
25 9.0 89.34 17.42 5.3515 0.2271 49 9.0 96.72 17.79 5.2587 0.1696
26 9.0 110.55 12.29 2.0450 0.0714 50 9.0 87.05 21.47 3.5007 0.1060
27 9.0 99.11 22.67 5.3573 0.1994 51 9.0 95.37 16.70 2.4823 0.1341
28 9.0 98.08 28.67 6.61 0.4005 52 9.0 102.50 15.05 1.7244 0.0810
29 9.0 104.20 22.27 4.82 0.1787 53 9.0 99.22 17.10 1.7835 0.0716
30 9.0 105.09 24.04 5.5045 0.2693 54 9.0 89.83 17.75 1.8373 0.0623
31 9.0 97.72 23.90 5.1731 0.2009 55 9.0 137.75 15.72 1.2974 0.0512
32 9.0 95.57 22.53 4.4708 0.1535 56 9.0 97.12 15.72 1.2974 0.0512
33 9.0 72.32 21.28 1.2734 0.0341 57 9.0 87.67 16.91 1.2206 0.0512
34 9.0 92.66 21.17 5.0568 0.1681 58 9.0 94.76 16.73 1.8321 0.0618
35 9.0 103.94 11.24 2.7827 0.0653 59 9.0 102.27 13.37 1.5524 0.0650
36 9.0 88.81 19.97 3.8557 0.1687 60 9.0 91.08 19.45 2.0860 0.0592
37 9.0 101.40 14.28 3.7376 0.1380 61 9.0 91.40 20.18 2.6633 0.0911
38 9.0 99.64 18.22 3.67 0.1413 62 9.0 94.35 15.14 1.8434 0.0604
39 9.0 102.99 17.87 3.45 0.1410 63 9.0 108.43 13.53 1.1753 0.0450
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(a) (b)
Figure 5.5. The fitted linear model between kt and θ1, θ2
θ1 = 0.1612kt + 0.0337 (5.15)
θ2 = 0.0093kt − 0.0507 (5.16)
Assume the parameter is controlled by kt and the behaviors around this turning point
from free-flow regime to congested-regime. The five-parameter logistic speed-density
model can be reduced to three parameters by using the linear models given above:
v(k, θ) = vb +
vf − vb
(1 + exp( k−kt
θ1(kt)
))θ2(kt)
(5.17)
To check the performance of these two linear models, Figure 5.6 plots the five-
parameter logistic speed-density model with exact parameters against parameters
predicted from the two linear models. To be exact, we mean that the optimized pa-
rameters are estimated from empirical data; while predicted means that for a given
kt parameters θ1, θ2 are computed from linear models in equations 5.15 and 5.16.
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(a) (b)
Figure 5.6. Performance of five-parameter logistic speed-density model with pre-
dicted parameters against optimized parameters from empirical data
5.5 Model validation results
Basically, validation is the task of verifying how a model represents the actual
system. The approach to verify the model is to check whether the proposed model
reproduces the system behavior with enough fidelity to serve analysis objectives. The
logistic speed-density model is fitted from GA400 data. In order to test whether the
model also fits well with empirical data from highways in other places, an independent
dataset1 from I-80 in California is fitted using the five-parameter logistic model as
shown in Figure 5.7(a). Figure 5.7(b) shows the geometric setting of I-80 at the
selected study site in which the selected station 401671 has two lanes. From the
speed-density scattering plot in Figure 5.7(a), we noticed that the free-flow phase is
quite concentrated, while starting from kt to the maximum density the curve takes the
same shape as most stations from GA400. The blue line is the fitted five-parameter
logistic speed-density curve by a least-square procedure. A numerical measure is
defined as average relative error given by
1This data and map is used by courtesy of PEMS system.
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Table 5.5. Numerical relative errors of different speed-density models
S 5PL GS GB UW NW DC S 5PL GS GB UW NW DC
01 0.073 0.430 0.578 0.476 0.329 0.145 25 0.075 0.494 0.591 0.533 0.464 0.212
02 0.082 0.462 0.557 0.492 0.363 0.259 26 0.087 0.389 0.492 0.409 0.276 0.282
03 0.102 0.490 0.577 0.523 0.398 0.293 27 0.056 0.349 0.498 0.366 0.279 0.290
05 0.084 0.576 0.621 0.605 0.468 0.355 29 0.083 0.451 0.544 0.519 0.363 0.266
06 0.055 0.352 0.475 0.389 0.256 0.606 30 0.050 0.355 0.474 0.399 0.281 0.344
07 0.095 0.484 0.610 0.475 0.467 0.961 31 0.070 0.433 0.481 0.492 0.309 0.243
08 0.111 0.542 0.604 0.562 0.576 0.360 32 0.061 0.419 0.532 0.478 0.412 0.293
09 0.062 0.405 0.493 0.437 0.297 0.164 33 0.058 0.403 0.531 0.443 0.420 0.233
10 0.091 0.482 0.546 0.499 0.488 0.308 34 0.042 0.332 0.451 0.342 0.328 0.260
11 0.083 0.465 0.564 0.466 0.351 0.507 35 0.064 0.412 0.572 0.488 0.476 0.359
12 0.080 0.592 0.713 0.609 0.908 0.707 36 0.049 0.536 0.722 0.455 0.444 0.915
13 0.106 0.508 0.603 0.599 0.461 0.385 37 0.057 0.318 0.475 0.411 0.399 0.326
14 0.059 0.332 0.435 0.359 0.236 0.281 38 0.039 0.283 0.394 0.316 0.315 0.125
15 0.056 0.339 0.450 0.401 0.312 0.203 39 0.074 0.428 0.579 0.485 0.479 0.343
16 0.054 0.398 0.526 0.468 0.367 0.618 40 0.096 0.495 0.627 0.564 0.536 0.517
17 0.063 0.368 0.449 0.380 0.373 0.305 41 0.074 0.438 0.559 0.504 0.458 0.189
18 0.071 0.402 0.564 0.474 0.349 0.217 42 0.073 0.479 0.602 0.491 0.473 0.514
19 0.086 0.334 0.447 0.391 0.318 0.252 43 0.078 0.418 0.573 0.482 0.476 0.195
20 0.064 0.361 0.467 0.400 0.289 0.224 44 0.052 0.397 0.515 0.472 0.419 0.235
21 0.077 0.418 0.547 0.399 0.368 0.504 45 0.071 0.434 0.563 0.491 0.454 0.203
22 0.077 0.418 0.547 0.399 0.368 0.504 46 0.049 0.315 0.595 0.425 0.394 0.246
23 0.070 0.400 0.520 0.424 0.404 0.283 47 0.074 0.367 0.592 0.418 0.392 0.476
24 0.061 0.384 0.553 0.407 0.336 0.279 48 0.049 0.356 0.440 0.445 0.316 0.209
25 0.081 0.272 0.445 0.321 0.252 0.195 49 0.096 0.423 0.509 0.476 0.406 0.262
26 0.089 0.643 0.683 0.672 0.479 0.477 50 0.051 0.355 0.477 0.440 0.380 0.177
27 0.072 0.405 0.536 0.432 0.409 0.267 51 0.068 0.311 0.550 0.359 0.399 0.162
28 0.087 0.349 0.569 0.442 0.371 0.323 52 0.113 0.575 0.696 0.611 0.573 0.594
29 0.077 0.337 0.481 0.355 0.296 0.384 53 0.112 0.539 0.613 0.603 0.507 0.337
30 0.085 0.359 0.555 0.452 0.345 0.343 54 0.084 0.470 0.539 0.526 0.413 0.312
31 0.069 0.434 0.553 0.474 0.573 0.440 55 0.169 0.450 0.615 0.538 0.522 0.246
32 0.084 0.375 0.509 0.451 0.255 0.174 56 0.058 0.351 0.533 0.420 0.440 0.532
33 0.228 0.461 0.514 0.478 0.563 0.427 57 0.067 0.319 0.494 0.364 0.380 0.178
34 0.066 0.387 0.494 0.424 0.360 0.313 58 0.066 0.491 0.604 0.554 0.512 0.271
36 0.072 0.464 0.545 0.534 0.748 0.373 59 0.094 0.558 0.624 0.596 0.520 0.400
37 0.063 0.487 0.555 0.520 0.443 0.350 60 0.094 0.330 0.438 0.380 0.338 0.232
38 0.063 0.445 0.558 0.537 0.468 0.336 61 0.064 0.385 0.503 0.447 0.402 0.251
39 0.057 0.380 0.492 0.410 0.395 0.257 62 0.083 0.489 0.603 0.541 0.468 0.468
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(a)
(b)
Figure 5.7. An empirical speed-density plot from I-80 East station 401671 and its
geometric setting
E =
1
N
∑ |Ve(k)− Vm(k)|
|Vm(k)| (5.18)
to quantify the closeness of fitting models to empirical data in which Ve denotes
the empirical speed-density observation mean, Vm represents a mathematical speed-
density model. This measure provides some insight about which model performs
better than others. Obviously, the lower this quantity is, the better. Theoretically,
if the proposed model matches the empirical mean of speed-density observation in
a perfect way, this measure will be 0, but that is not possible in reality. There is
always some discrepancy between the model and field observations. As a result, this
error will be in the range of [0, 1], the nearer to 0, the better the model performance.
Table 5.5 lists the numerical results which compared the proposed five-parameter
logistic speed-density model (5PL) with five other models listed in Table 2.1. The
five models are Greenshields model (GS), Greenberg model (GB), Underwood model
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(UW), Northwestern model (NW) and Del Castillo model (DC). From Table 5.5 and
Figure 5.8, the relative error of the proposed five-parameter logistic speed-density
model is relatively lower than other five models, the parameters used to calculate the
relative error of the proposed model are listed in Table 5.4. A graphical representa-
tion of the numerical comparison of different model performance in terms of relative
error at varying observing stations is plotted in Figure 5.8. From Figure 5.8, it is
obvious that the proposed five-parameter logistic speed-density model produces the
least relative error. The error calculation of the other five models used parameters
from Chapter 10 of [35]. The calculated relative errors may vary using a different
set of model parameters such as vf , kj, km, vm; but it will not improve the model
performance significantly.
(a) (b)
Figure 5.8. Graphical comparison of model performances at GA400
5.6 Conclusion and discussion
In this Chapter, a family of logistic speed-density relationships are proposed
through an iterative nonlinear curve fitting procedure: Levenberg-Marquardt algo-
rithm. The logistic speed-density relationship with varying number of parameters
balances the empirical accuracy and mathematical elegance. It has been verified that
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the five-parameter logistic speed-density model matches the empirical observation
well by tracking the average behavior (i.e. mean) faithfully. A model parameter
reduction technique is provided by relating the shape and scale parameter to an ob-
servable variable kt (which is defined as a transition density characterizing traffic flow
phase change). The performance of the model with a reduced number of parameters
is also investigated and the robustness of the proposed model is demonstrated.
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CHAPTER 6
SPEED-DENSITY RELATIONSHIP: PARAMETRIC
MODELING OF VARIANCE
6.1 Objective
Nonconstant variability arises numerous fields of scientific inquiry such as chemical
and bioassay; traffic flow is no exception. The wide-scattering effects of equilibrium
in the speed-density relationship has been popularly recognized by transportation
researchers and professionals for many years. However, the manner in which the
variance of traffic speeds change as density increase is not sufficiently addressed in
literature. This chapter focuses on the modeling and analysis of traffic speed varia-
tion regarding its nonlinearity and heteroscedasticity. The impetus to model speed
variation came from the need to empirically account for the observed traffic dynamics
such as wide-scattering plots of the empirical fundamental diagram, and the onset of
congestion as traffic densities vary. From the safety perspective, traffic speed variance
directly relates to crash frequency and could help contribute to the the identification
identify crash-prone locations on highway and arterial.
Questions were raised regarding whether the structured variation of traffic speed
variance is the nature of the equilibrium speed-density relationship or it is par-
tially caused by the different time aggregation level when processing the empirical
data to generate the fundamental speed-density relationship. In order to address
these concerns, we performed a detailed analysis of traffic speed variance regard-
ing its nonlinearity and heterogeneity with varying intervals of time aggregation
(1, 2, 3, 4, 5, 10, 15, 20, 25, 30, 60 minutes). Similar to the analysis of speed-density
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curves, we utilized the categorized data classified by weekdays (Mondays, Tuesdays,
Wednesdays, Thursdays, and Fridays) and weekends(Saturdays and Sundays). The
results indicate that the different time aggregation level does have impacts on the
nonlinear heterogeneous variance curve, specifically, the larger the time aggregation
level, the shorter the tail of the variance curve. And larger time aggregation levels
will reduce the magnitude of variance when averaging many data points to one. A
maximum likelihood estimation procedure is introduced to estimate model parame-
ters.
6.2 Empirical traffic speed variance
6.2.1 Speed variance: weekly change
In Chapter 3, we showed that how the speed-density relationship varies from
weekdays to weekends and from Monday through Sunday. From the empirical plots,
we conclude that the speed-density relationship can be categorized into two groups:
weekdays and weekends. The major results are the driver behaviors on weekdays and
weekends are different in the sense that the speed-density relationship on weekdays
shows a relatively complete picture which consists the free flow traffic conditions and
congestions. However, the speed-density relationships during weekends only show
the free flow traffic conditions which is in line with our experience and expectation.
During weekdays, the speed-density relationship from Monday to Friday is nearly
replications which means the driver population behavior are very stable but may be
subject to unexpected changes. The same observations also apply to traffic speed
variance as can be seen from Figure 6.1, A.1 and A.2 which shows that how traffic
speed variance curve varies with traffic density during weekdays and weekends. We
feel comfortable to conclude that the structured traffic speed variance on weekdays
show smaller differences from Monday to Friday. A quantitative measure to quantify
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the differences could be the residual between the traffic speed variances on weekdays.
6.2.2 Speed variance: effects of different intervals of time aggregation
It is worth investigating that whether the observed traffic speed variance curve
is the nature of macroscopic traffic observations or it is induced by the data process
techniques such as different aggregation levels of time period. Our observation is that
the traffic speed variance is dependent on the time aggregation level when generating
the speed-density plot from original data. As aforementioned, the raw GA400 ITS
data is 20 seconds aggregated which means that one count of traffic variables (such
as number of cars and its average speed) is calculated and stored properly every 20
seconds. One approach to generate the fundamental diagrams at each station is to
scale the 20 seconds up to one hour directly by multiplying 180 while the average
traffic speed remains unchanged. The traffic density is obtained by dividing the flow
rate over the average traffic speed, this density is also an average value over 20 sec-
onds aggregation level. It is obvious that there are some white noise in the raw data
due to the working status of the detectors, weather-based factors, environmental and
geometric factors of observed highway segment. We adopted two strategies to re-
move the noise data from raw data; the first one is to get as long enough observation
time period as we can (one year in this case) to make the normal traffic conditions
dominant in the data. The second strategy to differentiate the raw data can be real-
ized according to the detector’s working status and data confidence (ranging from 1
(worst) to 10 (best)), for example only those data with the detectors’ working status
labeled by “OK” will be picked out and used to generate speed-density relationship
and traffic speed mean/variance curve indexed by density. Figure 6.4 shows the effects
of different time aggregation level on the empirical mean and traffic speed variance
curve on all Mondays in the whole year 2003 at station 4000026. We observe that
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(a) Monday (b) Tuesday
(c) Wednesday (d) Thursday
(e) Friday
Figure 6.1. Weekday change of traffic speed variance from one-year observations at
station 4000026 with time aggregation level 5 minutes
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(a) Monday (b) Tuesday
(c) Wednesday (d) Thursday
(e) Friday
Figure 6.2. Weekday change of traffic speed variance from one-year observations at
station 4001118 with time aggregation level 5 minutes
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(a) Saturday/4001118 (b) Sunday/4001118
(c) Saturday/4000026 (d) Sunday/4000026
Figure 6.3. Weekend change of traffic speed variance from one-year observations
with time aggregation level 5 minutes
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(a) Monday, 1 minutes (b) Monday, 5 minutes
(c) Monday, 10 minutes (d) Monday, 20 minutes
(e) Monday, 30 minutes (f) Monday, 60 minutes
Figure 6.4. Effect of different intervals of time aggregation 15, 20, 25, 30, 60 on traffic
speed variance on all Mondays at station 4000026
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no matter what time aggregation level is used, the mean curve of empirical observa-
tions have a stable trend and magnitude. However, the time aggregation level has
visible impacts on the magnitude of the structured traffic speed variance. Figure A.3
demonstrates the same results as we have seen at station 4000026. The magnitude
of traffic speed variance peak around 25 (vehs/km) with some local minimum and
maximums. Another observation is the shrink of the asymmetric variance curve as
the time aggregation level grows bigger. The conclusion is the magnitude of traffic
speed variance change as time aggregation level varies. But why the speed variance
change with aggregation is a hard question to answer. In order to better understand
the nature of traffic speed variance, we would like to know whether the two groups of
observations show consistent results on Tuesday, Wednesday, Thursday and Friday.
6.3 Modeling of the traffic speed variance
6.3.1 Choice of the speed-density curves
The empirical speed-density observations exhibit a reversed ’S’ shape which makes
logistic modeling a natural candidate. Therefore, a sigmoidal shape speed-density
model that takes a functional form of
v(k, θ) = vb +
vf − vb
(1 + exp(k−kt
θ1
))θ2
(6.1)
describes the empirical data. This is the most general five-parameter logistic speed-
density model (5PL) in sigmoidal shape. In which, vf and vb are the upper and lower
asymptotes respectively. Specific to our case, vf represents free flow speed. vb is
the average travel speed under stop and go conditions. This parameter assumes that
traffic has finite movements even in congested situations [10]. θ1 is a scale parameter
which describes how the curve is stretched out over the whole density range, and θ2
is a parameter which controls the lopsidedness of the curve. The parameter kt is the
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turning point at which the speed-density curve makes the transition from free-flow to
congested flow.
A four-parameter logistic speed-density model (4PL) is obtained by reducing one
parameter
V (k, θ) = vb +
vf − vb
1 + exp(k−kc
θ1
)
(6.2)
The physical meaning of the other parameters remains unchanged. Different from the
5PL, the 4PL captures the critical traffic density kc instead of kt. The three-parameter
logistic speed-density model (3PL) can be obtained by removing the user-specified
average travel speed at stop-and-go traffic conditions, yielding
v(k, θ) =
vf
1 + exp(k−kc
θ1
)
(6.3)
The performance of 5PL, 4PL, and 3PL is referred to Figure 6.5
6.3.2 Choice of the variance functions
A variance function needs to be determined in order to estimate heterogeneous
variance. To make the choice of the variance function, some qualitative or quantita-
tive indications of empirical variance are needed [24]. Figure 6.6 plots the empirical
mean of speed-density observations over one year and its corresponding variance.
From Figure 6.6, we see that the variance of the empirical observations first grows
with expectation and then decreases with the maximum achieved at an intermediate
density around 35 (veh/km), which can be depicted by a parabola.
For an increasing variance, there are essentially two cases. One case is that the
variance varies as a power of the response
σ2i = δ
2φ(ki, θ, α) = δ
2v(ki, θ)
α (6.4)
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(a) 5PL (b) 5PL
(c) 4PL (d) 4PL
(e) 3PL (f) 3PL
Figure 6.5. Performance of five-(top),four-(middle) and three-parameter(bottom)
logistic speed-density model fitting to the same set of empirical data
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The other case is that the variance varies as a linear function of the response
σ2i = δ
2φ(ki, θ, α) = δ
2(1 + αv(ki, θ)) (6.5)
Judging from the empirical observations of traffic speed variance in the previous
section, it is found that these two variance functions are not appropriate to model a
parabola shaped variance function.
For a variance function varying like a parabola, the most generalized model given
by
σ2i = δ
2 + δ2α1(vmax + α2 − v(ki, θ))(v(ki, θ)− vmin) (6.6)
in which vmax is the maximum value and vmin is the smallest value of v(ki, θ). For
the empirical traffic speed variance, the variance function that we adopt is given by
σ2i = δ
2(1.0 + αv(ki, θ)(vf − v(ki, θ))) (6.7)
in which δ and α are parameters, v(k, θ) adopts the deterministic five-parameter
logistic speed-density but it is open the existing single-regime speed-density models.
A slight change to this model can be made by replacing the free flow speed term vf
with a highway design speed which is relatively higher vf , here called vd, will yield
the following model
σ2i = δ
2(1.0 + αv(ki, θ)(vd − v(ki, θ))) (6.8)
So, if the five-parameter logistic speed-density model is adopted, the corresponding
variance function will be given by
σ2i = δ
2(1.0 + α(vb +
vf − vb
(1 + exp( (k−kt)
θ1
))θ2
)(vf − (vb + vf − vb
(1 + exp( (k−kt)
θ1
))θ2
))) (6.9)
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In a similar way, the variance functions correspond the four/three-parameter logistic
speed-density model are formulated as
σ2i = δ
2(1.0 + α(vb +
vf − vb
(1 + exp( (k−kc)
θ1
))
)(vf − (vb + vf − vb
(1 + exp( (k−kc)
θ1
))
))) (6.10)
σ2i = δ
2(1.0 + α(
vf
(1 + exp( (k−kc)
θ1
))
)(vf − vf
(1 + exp( (k−kc)
θ1
))
)) (6.11)
In this research, we only considers the performance of the variance function in which
the five-parameter logistic speed-density model is applied. For the other two cases,
they are just minor changes of model parameters.
6.3.3 Modeling nonlinearity and heterogeneity
Generally, there are two cases in the difference of variances: (1) δi−δi+1 is small, (2)
δi− δi+1 is large. When δi− δi+1 is small, we feel confident in approximating the vari-
ances with homogeneity by assuming V ar(εij) = δ
2. In the case of a large δi−δi+1, the
physical interpretation is that various driver groups behave differently under changing
traffic densities. The empirical evidences is against the assumption of homogeneous
errors. In this case, the real heterogeneous variation of δ2 is approximated by a func-
tion f called the variance function such that V ar(εij) = v(ki, δ
2, θ, α). In most situ-
ations, f is assumed to depend on v(k, θ). For example, v(ki, δ
2, θ, α) = σ2v(ki, θ)
α,
where α is a set of parameters that have to be estimated or assumed to be known
already. We usually can simplify the necessary assumptions by assuming that the
vector θp varies in the interior of an interval. The function v(ki, θ) is assumed to be
twice continuously differentiable with respect to the parameters θ [24].
In order to model the nonlinearity and heterogeneity, we considered the errors in
the model which can be given by
ε = V (k)− v(k, θ) (6.12)
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in which V (k) is the empirical traffic speed, v(k, θ) is the speed value given by the
five-parameter logistic speed-density model. For each value of density k, the model
can be rewritten as
Vil(k) = v(ki, θ) + εil (6.13)
with l varying from 1 to ni (ni is the number of speed observations over a long time
period under density ki) and i from 1 to j (kj is jam density). For each value of i,
the empirical variance of speed can be calculated by
s2i =
1
ni
ni∑
l=1
(Vil − Vi∗)2 (6.14)
with Vi∗ = 1ni
∑ni
l=1 Vij. From the empirical data, the variance of traffic speeds is
heterogeneous, so we assume that V ar(εil) = σ
2
i . The model is given by the following
Vil(k) = v(ki, θ) + σ
2
i (6.15)
with V ar(εil) = σ
2
i and E(εil) = 0, where l = 1, . . . , ni; i = 1, . . . , j; and total
number of observations equal n =
∑j
i=1 ni. v(ki, θ) is given by equation (6.1). εil
are independent Gaussian random variables. By construction, ε is a random error
which is equal to the discrepancy between empirical traffic speed and the model speed
v(ki, θ). θ is a vector of p parameters θ1, θ2, . . . , θp.
6.4 Estimation of model parameters
6.4.1 Parameter estimation: maximum likelihood procedure
A maximum likelihood estimation (MLE) procedure is given to estimate model
parameters. The maximum likelihood method is a popular statistical method used
in parametric inference when fitting a mathematical model to empirical data. It
behaves well in both theory and practice. Statistical theory proved that the estimation
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of parameters by maximum likelihood is equivalent to finding the optimized curve
whose parameters generate the least weighted summation of squared errors when the
distribution of the response at a specific density is approximately normal [24].
A natural solution to estimate the unknown vector θ is to choose the value of θ
which can minimize the distances between the values given by a model v(ki, θ) and
the empirical observations Vi(k). Typically, one can choose the value of θ minimizing
the sum of squares S(θ) given by
S(θ) =
m∑
i=1
ni∑
j=1
(Vi(k)− v(ki, θ))2 (6.16)
Assuming θˆ is the solution of the set of p equations
m∑
i=1
∂v
∂θt
(ki, θ)
ni∑
j=1
(Vi(k)− v(ki, θ)) = 0 (6.17)
for t = 1, . . . , p, where ∂v(ki,θ)
∂θt
is the partial derivative of v(ki, θ) with respect to θt.
Consider the nonlinear regression model

Vi(k) = v(ki, θ) + εi
V ar(εi) = δ
2v(ki, θ, α)
E(εi) = 0
(6.18)
where the εi are assumed to be independent Gaussian random variables for i varying
from 1 to n. It is worth noting that θ enters both the speed-density model and
variance functions, while the parameter α enters only the variance function. For the
heteroscedastic model, the log-likelihood function is defined as follows
h(θ, δ2, α) = −n
2
log 2pi − 1
2
n∑
i=1
[log δ2v(ki, θ, α) +
(Vi − v(ki, θ))2
δ2v(ki, θ, α)
] (6.19)
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The maximum likelihood estimator θˆ, δˆ2, αˆ maximizes the log-likelihood. The values
of θˆ, δˆ2, αˆ can not be obtained explicitly but require numerical computation. For
example, there are n independent Gaussian variables Vi, i = 1, . . . , n with expectation
E(Vi) = v(ki, θ) and variance V ar(Vi) = δ
2v(ki, θ, α). The probability density of the
observations calculated in vi, i = 1, . . . , n, is equal to
∏n
i=1 `(vi, ki, θ, δ
2, α), where the
function ` is defined as follows
`(v, k, θ, δ2, α) =
1√
2piδ2v(k, θ, α)
exp(−(V − v(k, θ))
2)
2δ2v(k, θ, α)
) (6.20)
The likelihood function is thus defined by the following formula
L(V1, . . . , Vn; θ, δ
2, α) =
n∏
i=1
`(Vi, ki, θ, δ
2, α) (6.21)
6.4.2 Parameter estimation: quasi-likelihood
A maximum likelihood estimation is based on the assumption that the error terms
εi for i varying from 1 to n are normally distributed Gaussian variables. In most
cases, this assumption is appropriate. But this assumption is not universal and can
be questioned by assuming the error term εi follows other distributional forms such
as a binomial or beta distribution. If this is the case, a quasi-likelihood method which
is based on the nonlinear regression formula and the variance function which will be
used to estimate the model parameters. There are essentially two cases: the first
case is when the parameter α is known and in the second case the parameter α is
not known and has to be estimated. For the known parameter case, we treat α as a
constant variable which is not dependent on empirical data [24].
6.4.2.1 When α is known
In this case, the speed variance V ar(εi) is proportional to a known function g which
depends on the independent variable traffic density ki and an unknown parameter set
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θ. In a general setting, the nonlinear regression model is given as

Vi(k) = v(ki, θ) + εi
V ar(εi) = δ
2φ(ki, θ)
E(εi) = 0
(6.22)
where εi are assumed to be independent random variables for i varying from 1 to n.
The quasi-likelihood estimation is given by
QLβ(θ) =
n∑
i=1
∂v
∂θβ
(ki, θ)
Vi(k)− v(ki, θ)
φ(ki, θ)
forβ = 1, . . . , p, (6.23)
The quasi-likelihood estimators of θ and δ2 are defined as
QLβ(θˆ) = 0 forβ = 1, . . . , p (6.24)
and
δˆ2QL =
1
n
n∑
i=1
(Vi(k)− v(ki, QL(θˆ))2
φ(ki, QL(θˆ)
(6.25)
6.4.2.2 When α is not known
In this case, we need to estimate the parameter set θ with β components, α and
δ2. The quasi-likelihood estimation is formulated as
QLβ(θ, α) =
n∑
i=1
∂v
∂θβ
(ki, θ)
Vi(k)− v(ki, θ)
φ(ki, θ, α)
forβ = 1, . . . , p, (6.26)
and
QLβ+1(θ, α) =
n∑
i=1
∂φ
∂α
(ki, θ, α)
(Vi(k)− v(ki, θ))2 − δ2φ(ki, θ, α)
φ2(ki, θ, α)
forβ = 1, . . . , p,
(6.27)
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The quasi-likelihood estimators QL(θˆ), QL(αˆ), and QL(δˆ2) satisfy
QL(δˆ2) =
1
n
n∑
i=1
(Vi(k)− v(ki, QL(θˆ)))2
φ(ki, QL(θˆ), QL(αˆ))
(6.28)
The choice of maximum likelihood or quasi-likelihood estimation depends on the
distributional assumption of error term εi. If εi are independent Gaussian variables,
the maximum likelihood and quasi-likelihood estimator are different. In this research,
we adopt the maximum likelihood estimation method if the Gaussian assumption is
not questioned.
6.5 Results analysis
As aforementioned, the modeling of traffic speed variance is dependent on the
speed-density relationship. The results of this analysis will help us better understand
how the empirical traffic observations are supporting our fundamental traffic models.
Essentially, we attempt to answer the following questions: (1) What are the sources for
traffic speed variance? (2) How does the data aggregation level affects the variance?
(3) Is such a traffic speed variance the nature of traffic flow or it is induced by the
data collection and post-processing techniques?
Figure 6.6 shows the performance of the proposed variance function with a five-
parameter logistic speed-density model when compared to empirical data, instead of
plotting the variance curve, this figure plots the standard deviation of traffic speed
and the same from the variance function. It is found that the proposed variance
function tracks empirical variance faithfully.
Table 6.1 listed the optimized model parameters for the proposed variance func-
tion. The model parameters in the speed-density model are obtained through an
iterative least-squares procedure while the two additional parameters in the variance
function are obtained by a maximum likelihood estimation method since we assume
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(a) 4001136 (b) 4001137
(c) 4001138 (d) 4001139
Figure 6.6. Estimated standard deviation (std) against empirical std
(a) (b)
Figure 6.7. Performance of the variance function with a five-parameter logis-
tic speed-density model different free flow speed: (a) δ2 = 1.3, α = 0.002 ,
vd = 120(km/hr) and (b) δ
2 = 1.2033, α = 0.0014, vf = 107.44(km/hr)
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the error term εi is a Gaussian variable. The quasi-likelihood estimation is provided
for those who have particular reason to question the Gaussian assumption. For more
details about the statistical estimation techniques, interested readers are referred
to [24]. From the magnitude of the estimated parameters particularly δ2 and α, we
observe that δ2 is relatively stable while α suffers a large variation. The existence
of a constant term in the variance model, in this case δ2, can be explained in both
practical and theoretical ways. The physical meaning of δ2 is the maximum possible
variance when traffic density is nearly 0 (corresponds to free flow condition). This
implies the fact that drivers from different driver groups (aggressive or intimidate,
old or young) have their own preferred free flow speed. And this location-specific pa-
rameter is dependent on empirical data. To frame it in a more theoretical sense, the
existence of this parameter can be verified by a likelihood ration test by expressing
the hypothesis as {δ2 = 0}, the results signify a better fit when {δ2 6= 0}.
6.6 Conclusion and future remarks
In this Chapter, we proposed a generalized variance function to model empirical
traffic speed variance. The variance function has two features: it is dependent on
the speed-density curve and it contains two additional parameters which has to be
set either as constants for simplification or to be estimated from empirical data.
The variance function captures the nonlinear and heterogeneous nature of a parabola
shaped variance. The heterogeneity is verified by empirical plots of traffic speed
variance as density change.
The major findings of this chapters are:
1. The structured traffic speed variance is the results of naturally occurring macro-
scopic traffic conditions. The empirical variance takes a parabola shape which
first increases to a local maximum and then decreases as traffic density increases.
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Table 6.1. Optimized parameters for the variance function and the five-parameter
logistic speed-density model (speed vf in km/hr, density kt in veh/km)
S δ2 α vf kt θ1 θ2 S δ2 α vf kt θ1 θ2
01 1.2 0.0014 107.44 17.53 1.8768 0.0871 25 1.2 0.005 96.09 20.04 3.6202 0.1323
02 1.2 0.004 99.92 16.12 2.1098 0.0947 26 1.3 0.003 99.93 20.34 3.0470 0.1269
03 1.4 0.010 106.89 14.40 1.7388 0.0714 27 1.3 0.04 96.14 22.89 4.5292 0.1941
04 2.4 0.008 47.52 32.61 0.1188 0.1835 28 1.3 0.006 99.88 14.30 0.2418 0.0106
05 1.3 0.004 86.57 24.39 1.0094 0.0401 29 1.1 0.003 106.80 16.95 2.4325 0.1059
06 1.6 0.003 92.71 21.72 3.9212 0.1835 30 1.6 0.005 91.04 22.21 3.2091 0.1138
07 1.4 0.002 99.39 21.26 3.8762 0.1928 31 1.8 0.002 88.99 28.77 5.1484 0.1499
08 1.5 0.013 95.06 20.33 3.15 0.1628 32 1.3 0.003 97.05 19.61 2.2104 0.0746
09 1.1 0.002 111.06 17.01 2.5501 0.1074 33 1.4 0.002 95.69 22.43 3.0685 0.1249
10 1.3 0.012 96.16 19.03 2.0220 0.0938 34 1.3 0.007 98.05 22.24 4.4141 0.1688
11 1.3 0.009 97.64 17.52 2.2787 0.0899 35 1.1 0.005 107.96 21.24 4.1009 0.1736
12 1.2 0.008 100.67 12.63 2.0386 0.0899 36 1.4 0.009 101.92 21.67 3.7766 0.1478
13 1.3 0.006 103.02 15.52 2.0674 0.0857 37 1.3 0.008 98.47 21.07 3.7207 0.1326
14 1.3 0.010 98.97 20.20 3.1219 0.1179 38 1.2 0.005 106.31 19.42 4.6129 0.1802
15 1.3 0.009 98.60 17.69 3.0240 0.1202 39 1.1 0.006 110.36 17.44 3.8358 0.2096
16 1.2 0.004 105.51 16.48 3.3903 0.1404 40 1.2 0.008 108.57 16.86 2.6591 0.1181
17 1.3 0.006 99.35 13.25 1.8755 0.0926 41 1.3 0.004 105.64 19.89 3.3156 0.1181
18 1.3 0.004 102.12 18.99 3.34 0.1231 42 1.3 0.008 105.40 18.67 3.8394 0.1387
19 1.4 0.007 98.08 19.97 3.53 0.1300 43 1.0 0.009 109.58 18.19 2.7535 0.1140
20 1.2 0.005 104.22 18.06 3.3054 0.1110 44 1.4 0.015 99.68 19.64 2.7885 0.0995
21 1.4 0.008 100.06 19.22 3.3051 0.1189 45 1.3 0.009 101.67 18.83 2.7745 0.0985
22 1.3 0.007 100.06 19.22 3.3051 0.1189 46 1.1 0.005 108.45 17.83 2.6356 0.1199
23 1.3 0.010 97.45 20.98 4.9820 0.1901 47 1.2 0.008 108.24 15.25 2.4505 0.1259
24 1.1 0.003 114.36 17.55 4.7015 0.1901 48 1.3 0.006 101.68 21.37 4.5757 0.1254
25 1.5 0.013 89.34 17.42 5.3515 0.2271 49 1.4 0.014 96.72 17.79 5.2587 0.1696
26 1.2 0.010 110.55 12.29 2.0450 0.0714 50 1.7 0.016 87.05 21.47 3.5007 0.1060
27 1.4 0.012 99.11 22.67 5.3573 0.1994 51 1.5 0.008 95.37 16.70 2.4823 0.1341
28 1.4 0.009 98.08 28.67 6.61 0.4005 52 1.3 0.012 102.50 15.05 1.7244 0.0810
29 1.3 0.008 104.20 22.27 4.82 0.1787 53 1.3 0.008 99.22 17.10 1.7835 0.0716
30 1.3 0.008 105.09 24.04 5.5045 0.2693 54 1.5 0.012 89.83 17.75 1.8373 0.0623
31 1.5 0.007 97.72 23.90 5.1731 0.2009 55 0.9 0.005 137.75 15.72 1.2974 0.0512
32 1.6 0.012 95.57 22.53 4.4708 0.1535 56 1.3 0.006 97.12 15.72 1.2974 0.0512
33 1.9 0.015 72.32 21.28 1.2734 0.0341 57 1.6 0.008 87.67 16.91 1.2206 0.0512
34 1.5 0.018 92.66 21.17 5.0568 0.1681 58 1.4 0.009 94.76 16.73 1.8321 0.0618
35 1.2 0.016 103.94 11.24 2.7827 0.0653 59 1.2 0.014 102.27 13.37 1.5524 0.0650
36 1.8 0.008 88.81 19.97 3.8557 0.1687 60 1.4 0.010 91.08 19.45 2.0860 0.0592
37 1.4 0.013 101.40 14.28 3.7376 0.1380 61 1.3 0.012 91.40 20.18 2.6633 0.0911
38 1.3 0.009 99.64 18.22 3.67 0.1413 62 1.3 0.008 94.35 15.14 1.8434 0.0604
39 1.4 0.011 102.99 17.87 3.45 0.1410 63 1.2 0.006 108.43 13.53 1.1753 0.0450
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2. The pattern of structured traffic speed variance is different from weekdays to
weekends. It is found that this pattern is consistent on either weekdays (from
Monday to Friday) or weekends (Saturday and Sunday).
3. Different intervals of time aggregation do affect the variance structure in the way
that larger intervals tend to generate relatively smaller and smoother variance.
With different intervals of time aggregation, the shape of structured variance is
preserved.
4. The proposed variance function match the empirical traffic speed variances
faithfully.
5. A parametric modeling and estimation method is used to model traffic speed
variance and estimate model parameters. Nonparametric approach can be ex-
plored in this regard, at the same time, multi-regime models such as change
point model may be also applicable to this case.
128
CHAPTER 7
STOCHASTIC MODELING RESULTS AND VALIDATION
7.1 Introduction
Generally, a model development sequence includes: identification of model objec-
tives, formulation of a conceptual model, verification, validation, sensitivity analysis
and model application etc. In the model life cycle, validation is probably one of the
most important steps, but it is also the most overlooked procedure after the model
development. Validation is the task of testing whether the proposed model is an
accurate representation of the real world from the perspective of the intended use
by referring the model output to experimental observations [12]. The model outputs
of the stochastic models are usually in forms of distribution functions. The tradi-
tional approach in calculating the descriptive statistics such as mean and variance is
insufficient when comparing the stochastic outputs to empirical observations. This
dissertation used probability metrics to calculate the statistical distance between the
distribution function of model outputs (called model cdf) and experimental observa-
tions (called empirical cdf).
Measuring the closeness of two sets of distributions has been of great interest to
a wide branch of academic and professional communities. The initial impetus to find
the distance between two distributions came from the need to conveniently measure
the discrepancy/similarity between two distribution functions. Computing distances
between distributions is important in many circumstances. This dissertation reviews
some probabilistic distance measures to evaluate the closeness/discrepancy between
two different sets of distributions to serve the purpose of validating a stochastic model.
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The work to find the distance between two distributions has been discussed in liter-
ature with many possible solutions available [8].
There is a multitude of literature existing with a variety of possible solutions to
serve the validation purpose of simulation models in general [2] [43] and to validate
microscopic and macroscopic traffic simulation models [37]. The validation techniques
can be categorized as qualitative and quantitative for systems which are observable
or not. Qualitative measures include series plot, contour plot, surface plot, diagonal
plot, histogram, animation etc [37]. Quantitative statistical measures include mean
error (ME), mean absolute error (MAE), mean squared error (MSE), root-mean-
square error (RMSE), mean percentage error (MPE), mean absolute percentage error
(MAPE) etc. The main criticism of these statistical measures is that they are describ-
ing “average” behavior [37]. Two totally different stochastic processes can have the
same mean error. These measures may fail to answer the question “Is the proposed
stochastic model a satisfactory approximation of the real world traffic condition?”
Rao [44] discussed some ways of validating stochastic models in which two schools of
validation methodology are emphasized as the predictive power and the dynamics of
the stochastic model. This research focuses on the predictive capability for validating
the stochastic model.
7.2 Stochastic modeling results
The developed stochastic speed-density model and the devised algorithm were
coded in Matlab. To verify their validity, the performance of the proposed stochastic
model were compared with some well-accepted speed-density models against empirical
observations from Georgia 400. The proposed model was tested using 78 stations’ data
from the northbound and southbound basic freeway segments of Georgia 400. Since
there is not enough space, and need, to include all the processed figures, two stations
from each direction of Georgia 400 were chosen to show how the stochastic speed-
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density model performs compared to other deterministic models. The stochastic
speed-density model was simulated to generate the scattering speed-density plot and
compared the simulated data with empirical speed-density observations to see how
well they match. The results compared to empirical observations showed that:
1. The proposed stochastic speed-density model agrees fairly well with the empir-
ical data at observed stations. It works consistently well either in the free-flow
regime or the congested regime.
2. The stochastic speed-density model is transferable from basic freeway segments
to on-ramps and off-ramps.
3. The proposed four-parameter logistic speed-density model tracks empirical data
faithfully; but the non-observable parameters in this model demand further
efforts to find their empirical foundation.
4. The four- and three-parameter logistic speed-density model performs less well
than the five-parameter model; but their performance are still comparable to
the existing deterministic models.
5. A parabola shape variance function is proposed to model the observed het-
erogeneous variance of traffic speed under different density k, the parametric
modeling of variance introduces new parameters which needs to be estimated
from empirical data.
There is no personal preference for any observed station used in this research; the se-
lected stations include on-ramps, off-ramps, and basic freeway segments with varying
number of lanes and traffic conditions. The fact that deterministic models have defi-
ciencies over a certain portion of density ranges is well-recognized [35]. This can be
verified from the empirical results here in Figure 7.1 and 7.3. A. D. May pointed out
in his book [35] that a disconcerting feature of deterministic models is their inability
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Figure 7.1. Performance comparison of different speed-density models at 4001118
(four lanes) and 4001119 (four lanes)
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to track the empirical data in the vicinity of capacity condition. From our results
Figure 7.1 and 7.3, we find that the stochastic speed-density models track the empir-
ical data faithfully and work consistently well over the whole range of densities. The
proposed stochastic speed-density model strives to overcome some of the well-known
limitations of deterministic models.
Figure 7.2 shows that the proposed stochastic speed-density model is also capa-
ble of capturing the dynamics at on-ramps and off-ramps. 4005005 is a single lane
on-ramp to Georgia 400 northbound while 4005006 is a single lane off-ramp from
Georgia 400 northbound. From the empirical results of 22 on-ramps and off-ramps,
the fundamental relationship has a similar shape but with features distinguishable
from that of the basic freeway segments. One observation is that the speed-density
curve on basic freeway segments is location specific rather than freeway dependent.
The speed-density curves at on-ramps and off-ramps are ramp geometry and charac-
teristic based including, but not limited to, the ramp speed limit, number of lanes,
ramp elevation, and slope.
Figure 7.4 compares the simulated speed-density model with empirical speed-
density relationships at two stations (4001118 and 4001119) from Georgia 400 south-
bound towards Atlanta, Georgia. Simultaneously, the mean and variance of the sim-
ulated speed-density models and the empirical speed-density data are plotted. The
results show a fairly good match between the simulation of the stochastic speed-
density models and the empirical speed-density observations. By doing this, we want
to demonstrate the performance of the proposed stochastic speed-density model. Most
importantly, we want to demonstrate the model’s capability to track empirical data,
and its robustness to work consistently at varying traffic conditions. The point we
want to make is that the proposed stochastic speed-density model potentially performs
better than deterministic models by taking care of second-order statistics. Figure 7.5
took two stations from Georgia 400 northbound, out of Atlanta. Similarly, the results
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Figure 7.2. Comparison of different speed-density models at 4005005 (on-ramp) and
4006008 (off-ramp)
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Figure 7.3. Comparison of different speed-density models and corresponding flow-
density models at 4000058 (two lanes) and 4000059 (three lanes)
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further verified the arguments and assumptions underlying the proposed stochastic
speed-density model.
Figure 7.4. Stochastic simulation of speed-density relationship and its correspond-
ing simulated and empirical mean, standard deviation at 4001118 (four lanes) and
4001119 (four lanes)
7.3 Problem formulation
The research problem arises with the need to validate a stochastic traffic model.
The fundamental question which needs to be answered is: “Is the proposed stochastic
traffic model a satisfactory approximation of the real traffic conditions? If it is, within
what limits?” Generally, there are two problems arising at two different levels after
a stochastic traffic model is developed. First, the proposed stochastic traffic model
should be close to empirical observations. Second, the generated traffic conditions
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Figure 7.5. Stochastic simulation of speed-density relationship and correspond-
ing simulated and empirical mean, standard deviation generated for comparison at
4000058 (two lanes) and 4000059 (three lanes)
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should be enough to represent a good approximation model to the proposed stochastic
traffic model. In sum, the first problem claims the need for a realistic model and the
second states that we need a enough empirical traffic observations which span over a
long time interval [42].
7.3.1 The general stochastic model
Specific to this case, the stochastic speed-density model which needs to be vali-
dated is developed through the Karhunen-Loe`ve representation of a stochastic speed
process v(k, ω) indexed by density k under the assumption that an exponential corre-
lation exists between distribution of speeds corresponding to different density k. The
proposed approach to validating the proposed stochastic speed-density model is to
use a probability metric to measure the distance between the sampled traffic speeds
under density ks and those under the same density drawn from empirical observations
which have been shown in Figure 7.8. Theoretically, a 0 metric means the two random
variables or distribution functions coincide.
The stochastic speed-density model is given by
V (k, ω) = ¯V (k) + σ(k)
N∑
i=0
fi(k)
√
λiξi(ω) (7.1)
in which V¯ (k) is the expected speed value of a deterministic speed-density relationship
model. ξi(ω) is a set of random variables to be determined, λi is eigenvalue and fi(k)
is an orthonormal set of deterministic functions. For the detailed development of the
stochastic speed-density model, interested readers are referred to [54].
7.3.2 The mean-variance process
In this case, the V¯ (k) is modeled by a five-parameter logistic speed-density model
(5PL) which is given by
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V¯ (k, θ) = vb +
vf − vb
(1 + exp((k − kt)/θ1))θ2 (7.2)
vf and vb are the upper and lower asymptotes respectively. In particular, vf is free
flow speed. vb is an average travel speed at stop and go conditions. This parameter
assumes that traffic has finite movements even in congested situations [10]. θ1 is
a scale parameter which describes how the curve is stretched out across the whole
density range, θ2 is a parameter which controls the lopsidedness of the curve. The
parameter kt is the turning point when the speed-density curve transitions from free-
flow to congested flow referred to Figure 7.6. Figure 7.7 plots the empirical mean
(a) 4001118 (b) 4001119
Figure 7.6. Performance of five-parameter logistic speed-density model fitting to
the same set of empirical data
of speed-density observations over a year and its corresponding variance. From Fig-
ure 7.7, one can observe that the variance of the empirical observations first grows
with expectation and then decreases with the maximum achieved at an intermediate
density around 35 (veh/km), which can be depicted by a parabola. For a variance
function varying like a parabola, a generalized function is given by
σ2i = δ
2(1.0 + αv(ki, θ)(vf − v(ki, θ))) (7.3)
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(a) 4001118 (b) 4001119
Figure 7.7. Empirical standard deviation of traffic speed variance and standard
variance given by the variance function
in which δ and α are parameters, v(k, θ) adopts the deterministic five-parameter
logistic speed-density given by equation (7.2).
(a) (b)
Figure 7.8. Empirical and simulated speed-density scattering plot
7.3.3 The specific stochastic model
Putting equation (7.1) and equation (7.2) together yields a specific stochastic
speed-density model as
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V (k, ω) = vb +
vf − vb
(1 + exp((k − kt)/θ1))θ2 + σ(k)
N∑
i=0
fi(k)
√
λiξi(ω) (7.4)
The mechanism underlying the specific stochastic speed-density model is twofold:
(1) the mean of the stochastic speed process is monitored by a deterministic five-
parameter logistic speed-density model; (2) the sampling of traffic speeds at each
traffic density k is controlled by the variance function which is given in equation (7.3).
Figure 7.8 shows two sets of speed-density scattering plots at two different stations
in which the speed-density data symbolled by a circle is generated by the stochas-
tic speed-density model represented by equation 7.4. The empirical speed-density
observations are denoted by plus signs. This dissertation will not focus on how the
simulation of the stochastic speed-density model is performed, interested readers are
referred to [54] for more information. This dissertation tries to answer whether the
proposed stochastic traffic model is an accurate approximation of the real traffic sys-
tem. From Figure 7.8, one can visually tell that two stochastic processes match very
well in a qualitative way across the whole density range, but this is not sufficient to
conclude that the stochastic speed-density model approximates the real system satis-
factorily. In order to show that, we use probability metrics to measure the distances
between the two cumulative distribution functions (cdf): the empirical cdf and the
model cdf.
7.4 Probability metrics (distances)
There are some standard ways to compare distances between distributions [8].
The most commonly used are: the relative entropy or Kullback-Leibler divergence
ρKL, the Minkowski-form distance Lp, the Kolmogorov-Smirnov distance (also called
uniform distance), and the total variation distance. To facilitate the discussion below,
the following notation is used throughout this chapter. Let (Ω,F , P ) be a probability
space, µ, ν are two probability measures on Ω. X, Y denote two random variables on
141
Ω satisfying L(X) = µ and L(Y ) = ν. Let f and g be their corresponding density
functions with respect to a σ-finite dominating measure λ. Let F and G denote their
corresponding distribution functions if Ω = R [18]. Table 7.1 lists most of the proba-
bility metrics (or distances) which have been reviewed and applied to different areas in
a multitude of publications [8] [18] [41] [42]. This dissertation will not explore all of the
probability metrics listed in Table 7.1. Considering the purpose of validating stochas-
tic speed-density models, the Minkowski-form distance, total variation distance and
Kolmogorov-Smirnov distance arise as good candidates to serve this purpose because
they are easy to calculate and understand. The Kullback-Leibler distance is ruled out
because it is not a symmetric measure. The Le`vy distance defined by Le`vy (1925)
and Prokhorov distance defined by Prokhorov (1956) are very difficult to compute but
these metrics are theoretically important because they metrize weak convergence on
any separable metric space [18]. For a complete analysis of the relationships between
different probability metrics, interested readers are referred to [18].
7.4.1 Probability metric axiom
There are some properties that must be satisfied in order to make a function be
a probability metric [42]. For two distributions f, g, the distance ρ(f, g) satisfies the
following properties.
1. Identity. Property ρ(f, g) = 0 ⇐⇒ f = g
2. Symmetry. ρ(f, g) = ρ(g, f) for any f, g
3. Triangle inequality. ρ(f, g) + ρ(g, h) ≥ ρ(f, h), but might satisfy a relaxed
version: ρ(f, g) + ρ(g, h) ≥ cρ(f, h), c < 1
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Table 7.1. Various probability metrics (distances)
Metric Equations
Kullback-Leibler divergence ρKL(f ||g) =
∑
x∈Ω f(x) log
f(x)
g(x)
Minkowski-form distance Lp(f, g) = (
∑
x∈Ω |f(x)− g(x)|p)1/p
Hellinger distance ρH (f, g) = [
∫
Ω(
√
f(x)−√g(x))2dλ]1/2 = [2(1− ∫Ω√fgdλ)]1/2
The Jensen-Shannon distance ρJS(f, g) =
∑
x∈Ω(f(x) log
2f(x)
f(x)+g(x)
+ g(x) log 2g(x)
f(x)+g(x)
)
χ2-distance ρχ2(f, g) =
∑
x∈Ω
(f(x)−g˜(x))2)
g˜(x)
Triangle distance ρ∆(f, g) =
∑
x∈Ω
(f(x)−g(x))2)
f(x)+g(x)
Total variation distance ρTV = ρTV (µ, ν) = supA⊂Ω |P (X ∈ A)− P (Y ∈ A)|
Kolmogorov-Smirnov distance ρK(F,G) := supx |F (x)−G(x)|
Le`vy distance ρL(F,G) = inf{h > 0 : F (x− h)− h ≤ G(x) ≤ F (x + h) + h, ∀x}
Prokhorov (Le`vy-Prokhorov) ρP (µ, ν) := inf{ > 0 : µ(A) ≤ ν(A) + }1
Bregman divergence ρφ(f, g) = φ(f)− φ(g)− 〈5φ(g), f − g〉
Renyi Divergence ρα(f, g) = 1α−1 log
∑
x∈X f(x)
αg(x)1−α
Separation distance ρS(µ, ν) := maxi(1− µ(i)ν(i) )
Wasserstein (or Kantorovich) ρW (µ, ν) :=
∫∞
∞ |F (x)−G(x)|dx =
∫ 1
0
|F−1(t)−G−1(t)|dt
7.4.2 Minkowski-form distance
Minkowski-form distance is defined based on the Lp norm given by
ρp(f, g) = (
∑
n
|f(x)− g(x)|p)1/p) (7.5)
For given two vectors, the Minkowski-form Distance will be given as
ρp(x, y) = (
n∑
i=1
|xi − yi|p)1/p (7.6)
When p = 1, ρ1(x, y) is the city block distance or Manhattan distance (L1).
ρ1(x, y) = (
n∑
i=1
|xi − yi|) (7.7)
When p = 2, ρ2(x, y) is the Euclidean distance (L2).
ρ2(x, y) = (
n∑
i=1
|xi − yi|2)1/2 (7.8)
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When p→∞, ρ∞ is given as
ρ∞(x, y) = max{|xi − yi|} (7.9)
7.4.3 Total variation distance
For two random variablesX and Y defined on the same probability space (Ω,F , P )
with values in R, the total variation distance between their distributions
ρTV = sup
A⊂B
|P (X ∈ A)− P (Y ∈ A)| (7.10)
Let the random variables X and Y have densities f and g respectively, the total
variation metric will be
ρTV (X, Y ) =
∫
f>g
(f(t)− g(t)) = 1
2
∫
R
|f(t)− g(t)|dt (7.11)
Equation 7.10 is useful to come up with an interpretation but can not be used to
compute the total variation metric in reality. This is usually done using the more
convenient equation 7.11 which can be expressed as one half the area closed between
the graphs of the two densities [42].
Proof To verify equation 7.11, define A = {t : f(t) > g(t)} and a Borel set B.
ρTV (X, Y ) =
∫
B
(f(t)− g(t))dt ≤
∫
B∩A
(f(t)− g(t))dt ≤
∫
A
(f(t)− g(t))dt (7.12)
Similarly,
ρTV (Y,X) ≤
∫
A
(g(t)− f(t))dt (7.13)
In addition,
∫
A
(f(t)− g(t))dt =
∫
A˜
(g(t)− f(t))dt = 1
2
∫
|f(t)− g(t)|dt (7.14)
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Therefore,
ρTV (X, Y ) ≤
∫
f>g
(f(t)− g(t))dt = 1
2
∫
|f(t)− g(t)|dt (7.15)
7.4.4 Kolmogorov-Smirnov distance
The Kolmogorov-Smirnov distance (K-S distance) is a simple measure which is
defined as the maximum value of the absolute difference between two cumulative
distribution functions [41]. the Kolmogorov-Smirnov distance measures the largest
absolute difference between two distribution functions F (t) and G(t) for varying t
as shown in Figure 7.9. In the similar setting, the Kolmogorov-Smirnov distance is
defined by
ρK(X, Y ) := ||F −G||∞ = sup
t⊂R
|P (X ≤ t)− P (Y ≤ t)| = sup
t
|F (t)−G(t)| (7.16)
The Kolmogorov-Smirnov measure (K-S distance) is usually used to obtain a prob-
ability of similarity between two distributions to determine whether two data sets
differ significantly. The KS-distance is non-parametric and distribution free meaning
that it has the advantage of making no assumption about the distribution of data.
The mechanism behind this test is to obtain the cumulative distribution function of
the two distributions that needs to be compared [42] [18]. The supremum is the least
upper bound of a set. Given a sample of observations x = (x1, . . . , xn), the empirical
distribution function Fn is given by the following expression
Fn(t) =
1
n
#{xi|xi ≤ t} (7.17)
Where #{. . .} denotes the number of elements contained in the set {. . .} and Fn
defines a discrete probability distribution on the real line and for large values of n
the empirical distribution converges to the theoretical one.
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(a)
Figure 7.9. A geometric interpretation of Kolmogorov-Smirnov distance referred
to [42]
7.4.5 Relationship among probability metrics
It is difficult to implement the Le`vy metric in practice [42] [18] [41]. The Kol-
mogorov metric and Le`vy metric are metrics both defined on the space of distribution
functions as ρ(F,G) = 0 and imply coincidence of the distribution functions FX(t)
and GY (t) [41]. The Le`vy metric measures the discrepancy between the graph of
the distribution functions while the Kolmogorov-Smirnov metric is a uniform mea-
sure between the distribution functions. The general relationship between the two
is ρL(F,G) ≤ ρK(F,G). The Kantorovich metric can be interpreted along the lines
of the Kolmogorov metric [42]. The Kantorovich metric provides aggregate infor-
mation by taking the summation of the absolute deviation between the two c.d.f.s
for all possible values of the traffic speed v [42]. The general relationship between
the Kolmogorov-Smirnov metric ρK(F,G) and total variation distance ρTV (F,G) is
ρK(F,G) ≤ ρTV (F,G) [18]. That is, the Kolmogorov-Smirnov distance is a lower
bound of total variation distance. The implementation of the Kolmogorov-Smirnov
measure is relatively easy, if we use cumulative distribution function in Minkowski
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measure. The Kolmogorov-Smirnov measure is the Minkowski-form metric when let-
ting p = ∞. Knowing the connections among various metrics, this dissertation ends
up with using the Kolmogorov-Smirnov distance as the statistical measure to demon-
strate how the stochastic model validation is performed.
(a)
Figure 7.10. A geometric interpretation of Kantorovich distance referred to [42]
7.5 Kernel estimation of density function
For a set of observations xi, we need to find its probability density function of the
distribution from which these data were sampled. In parametric density estimations,
we choose some distribution and estimated the values of the parameters appearing
in these functions from the observed data. However, the functional form of the true
density function is often not known. In this case, the probability density function can
be estimated non-parametrically by using kernel density estimation.
147
Histograms are commonly used to represent a statistical distribution. To calculate
a histogram, the observations are divided into bins of size 2h, and count the number
of data in each bin.
fˆ(x) =
1
nh
n∑
i=1
k(
x− xi
h
) (7.18)
where kernel function k is defined by
x(t) =

1
2
if |t| ≤ 1
0 if |t| > 1
h is the bandwidth. The probability density is estimated for a given value of x which
corresponds to the center of each bin in the histogram. More generally, by varying
x we can estimate the probability density function f(x) as a function of x. Notice
that the kernel function is not continuous, smooth functions with symmetric and non-
negative properties are required to produce a non-jagged probability density function.
In order to guarantee that the estimated density function integrates to unity, we also
require ∫ ∞
−∞
k(t)dt = 1 (7.19)
The Epanechnikov kernel is adopted by default, theoretically it can minimize the
mean integrated square error of the estimation. The Epanechanikov kernel is given
as
k(t) =

3
4
(1− t2) if |t| ≤ 1
0 if |t| > 1
The optimal bandwidth is σ(40
√
pi
n
)
1
5 .
7.6 Numerical validation results
Since all the measures used are defined as the difference between two distribu-
tions (empirical c.d.f and model c.d.f), a single error is expected for each traffic
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density k. All errors will be less than one and can be treated as a percentage error
in some sense. Figure 7.11, 7.12 and 7.13 showed the plotted cumulative distribu-
tion function of model and empirical observations at the same density. Since the
Kolmogorov-Smirnov distance measures the largest vertical distance between model
c.d.f and empirical c.d.f, it actually describes the worst scenario between the empirical
speed distribution and speed distribution generated by the stochastic speed-density
model. The Kolmogorov metrics are equal to the largest absolute difference between
two c.d.f.s. Thus, the K-S distance ρ(X, Y ) is the maximum deviation between the
two probabilities that can be attained by varying traffic density k. We expect smaller
Kolmogorov-Smirnov distances for each density; but it turns out that some distances
are much larger than our expectation. An interesting finding is obtained by com-
paring the plot of Kolmogorov-Smirnov distance as density varies in Figure 7.14 to
the empirical variances in Figure 6.6. That is, the change of Kolmogorov-Smirnov
distances as the traffic density increases matches the trend of the varying trend of
speed variances along traffic density. Another factor which might have an influence on
the Kolmogorov-Smirnov distances is the number of traffic speeds under each traffic
density from which the cumulative distribution function is estimated.
Figure 7.14 plotted the numerical Kolmogorov-Smirnov distance (K-S distance) as
traffic densities vary from which one can see that there is a relatively larger variation
of K-S distance.
7.7 Conclusion and discussion
The proposed validation framework is applicable to a variety of stochastic traffic
models. To better illustrate the idea, a specific stochastic speed-density model is used
as an example in this dissertation. The results showed that when there is a need to
compare two stochastic processes in terms of a distribution, the traditional descriptive
statistical measures will become inappropriate since they are describing an average
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(a) k=5 (vehs/km) (b) k=10 (vehs/km)
(c) k=15 (vehs/km) (d) k=20 (vehs/km)
(e) k=25 (vehs/km) (f) k=30 (vehs/km)
Figure 7.11. Kolmogorov-Smirnov distance ranging from k = 5 (vehs/km) to k = 30
(vehs/km)
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(a) k=35 (vehs/km) (b) k=40 (vehs/km)
(c) k=45 (vehs/km) (d) k=50 (vehs/km)
(e) k=55 (vehs/km) (f) k=60 (vehs/km)
Figure 7.12. Kolmogorov-Smirnov distance ranging from k = 35 (vehs/km) to
k = 60 (vehs/km)
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(a) k=65 (b) k=70
(c) k=75 (d) k=80
(e) k=85 (f) k=90
Figure 7.13. Kolmogorov-Smirnov distance ranging from k = 65 (vehs/km) to
k = 90 (vehs/km)
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Table 7.2. Kolmogorov-Smirnov distance under different densities
k=2 0.3889 k=17 0.4875 k=32 0.1321 k=47 0.2148 k=62 0.2059 k=77 0.2083
k=3 0.2902 k=18 0.4094 k=33 0.1407 k=48 0.0966 k=63 0.1750 k=78 0.2222
k=4 0.1741 k=19 0.3528 k=34 0.2077 k=49 0.1343 k=64 0.1190 k=79 0.2500
k=5 0.1088 k=20 0.2778 k=35 0.1611 k=50 0.0680 k=65 0.2941 k=80 0.1429
k=6 0.1702 k=21 0.3454 k=36 0.1726 k=51 0.2444 k=66 0.2353 k=81 0.2353
k=7 0.1972 k=22 0.3733 k=37 0.1718 k=52 0.2000 k=67 0.1471 k=82 0.3043
k=8 0.3005 k=23 0.4831 k=38 0.3022 k=53 0.1585 k=68 0.1111 k=83 0.4545
k=9 0.3435 k=24 0.4066 k=39 0.2174 k=54 0.1443 k=69 0.1667 k=84 0.2222
k=10 0.4550 k=25 0.4659 k=40 0.2363 k=55 0.1429 k=70 0.3200 k=85 0.1667
k=11 0.4948 k=26 0.3390 k=41 0.2049 k=56 0.1429 k=71 0.3478 k=86 0.4375
k=12 0.5308 k=27 0.3840 k=42 0.1647 k=57 0.1489 k=72 0.3333 k=87 0.1667
k=13 0.5620 k=28 0.2250 k=43 0.1701 k=58 0.1481 k=73 0.1250 k=88 0.2500
k=14 0.5600 k=29 0.1695 k=44 0.2045 k=59 0.1846 k=74 0.2000 k=89 0.4211
k=15 0.5602 k=30 0.1721 k=45 0.1782 k=60 0.1176 k=75 0.2353 k=90 0.4706
k=16 0.5322 k=31 0.1513 k=46 0.0958 k=61 0.1667 k=76 0.2917 k=91 0.5556
(a)
Figure 7.14. Graphical representation of Kolmogorov-Smirnov distance at different
densities
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behavior. Instead, the probability metrics measures the statistical distance between
the model cumulative distribution function and empirical cumulative distribution
function to judge whether they are from the same distribution. The technique of
using probability metrics to validate stochastic traffic models works reasonably well
from this research. Future work might include the implementation Le`vy distance or
Prokhorov distance to measure two cdfs by finding the largest square between them.
The le`vy distance measures both vertical and horizontal distance at the same time.
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CHAPTER 8
CONCLUSION AND FUTURE WORK
8.1 Research summary and conclusion
In this chapter, a brief research summary is presented to provide a general picture
of this dissertation work and research findings, and future research directions are
suggested.
If one keyword can be used to characterize this dissertation, it would be “stochas-
tic”. What additional benefits can be obtained beyond a deterministic speed-density
model? What traffic phenomena can be captured or explained if a stochastic speed-
density relationship is applied to transportation problems? The first question essen-
tially leads to the research on why we need a stochastic speed-density model, and the
second question leads to the performance of a stochastic speed-density model. Be-
fore discussing the benefits and performance of the stochastic speed-density model,
we have to address how to develop a stochastic speed-density model. In this thesis,
the stochastic speed-density model is developed through discretizing a random traffic
speed function.
The major results of this dissertation can be summarized as follows.
• In Chapter 3, a comprehensive analysis of empirical speed-density relationship
is provided. The empirical speed-density observations come from the 100 de-
tectors installed on GA400 Atlanta, Georgia in which 78 speed-density curves
are observed on basic highway segments with a varying number of lanes and 22
empirical curves collected from on-ramps/off-ramps. The time aggregation level
for these empirical observations is 5 minutes and the observation time frame is
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the whole year of 2003 with about 20 days’s observations missing for unknown
reasons. As a result, about 345 days’ observations are included when generating
the speed-density plots. A coarse data filtering technique was applied in this
process. The original raw data has two columns which are labeled as the work-
ing status of the detector and the “confidence” of the data observed in the 20
seconds interval. The empirical data we used to generate the speed-density rela-
tionships are those with all detectors’ working status “OK” and confidence 10.
This data filtering technique will eliminate the biased data which could deviate
the speed-density plots from being true. We claim that one year’s continuous
observations is sufficient to characterize an equilibrium speed-density relation-
ship. The structured uncertainty embedded in this relationship is mainly caused
by the behaviors of different driver populations.
• In Chapter 4, a stochastic modeling framework of speed-density relationship is
given in the domain of the Karhunen-Loe`ve expansion technique by discretizing
a random traffic speed process using suitable basis function. Other discretiza-
tion schemes may also serve this purpose but the Karhunen-Loe`ve expansion
gives the best accuracy if there is an exponential correlation in this process. The
only requirement is that the covariance of the stochastic process with proper
analytical properties must be known in order to use the Karhunen-Loe`ve expan-
sion. Random functions are infinite dimensional objects. Under the assumption
that traffic speed v is a random function of density k and random variable ω, the
random process is discretized by a Karhunen-Loe`ve expansion which character-
izes second-order statistics of the random process using uncorrelated random
variables and deterministic orthogonal set of functions. The general stochastic
speed-density model includes two terms: deterministic and stochastic. The de-
terministic term captures the mean of the stochastic model essentially while the
stochastic term is controlled by a traffic speed variance function which models
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the magnitude of speed variation. A five-parameter logistic speed-density model
is used to represent the mean of the stochastic speed-density model in Chapter
5. A parabola shape variance function is adopted to model the heterogeneous
variance in Chapter 6.
• In Chapter 5, a family of logistic speed-density relationships is proposed through
an iterative nonlinear curve fitting procedure: Levenberg-Marquardt algorithm.
The logistic speed-density relationship with a varying number of parameters
balances the empirical accuracy and mathematical elegance. It has been veri-
fied that the five-parameter logistic speed-density model matches the empirical
observation well by tracking the average behavior (i.e. mean) faithfully. A
model parameter reduction technique is provided by relating the shape and
scale parameter to an observable variable kt (which is defined as a transition
density characterizing traffic flow phase change). The performance of the model
with a reduced number of parameters is also investigated and the robustness
of the proposed model is demonstrated. At the same time, we also studied
the weekly change of the fundamental speed-density relationship by dividing
the whole year’s observations into weekdays (Mondays, Tuesdays, Wednesdays,
Thursdays, and Fridays) and weekends(Saturdays and Sundays). The results
show that the driver behaviors are different between weekdays and weekends
in the sense that the speed-density relationship during weekdays demonstrates
a complete picture of the curve including free-flow, synchronized flow and con-
gested flow conditions, however, the speed-density relationship during weekends
only shows the free-flow conditions which are in line with our driving experi-
ence and intuition. A finer analysis of how the different time aggregation level
affects the shape and range of the empirical speed-density relationship is also
performed and the results revealed that the shorter the time of the aggregation
level, the more dense the empirical wide-scattering plot is. We chose a varying
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number of time aggregation levels 1, 5, 10, 20, 30, 60 minutes to investigate their
effects on the speed-density relationship. The results indicate that a larger time
aggregation level, for example, 60 minutes, averages 180 original observations
to one point in the plot and we believe that some useful information will be
averaged out in this process and the variance of traffic speed will be reduced.
A similar analysis of traffic speed variance will be done in Chapter 6.
• In Chapter 6, a parametric modeling framework of the heterogeneous traffic
speed variance is presented. The term parametric modeling means that all of the
information in the experiments is assumed to be contained in the parameters in
model. The heterogeneity is verified by empirical plots of traffic speed variance
as density change. Questions were raised regarding whether the structured
variation of traffic speed variance is in the nature of the equilibrium speed-
density relationship or is partially caused by the different time aggregation
level when processing the empirical data to generate the fundamental speed-
density relationship. In order to address these concerns, we performed a detailed
analysis of traffic speed variance regarding its nonlinearity and heterogeneity
with varying intervals of time aggregation (1, 5, 10, 20, 30, 60 minutes). Similar
to the analysis of speed-density curves, we utilized the categorized data classified
by weekdays (Mondays, Tuesdays, Wednesdays, Thursdays, and Fridays) and
weekends(Saturdays and Sundays). The results indicate that the different time
aggregation level did have an impact on the nonlinear heterogeneous variance
curve, specifically, the larger the time aggregation level, the shorter the tail of
the variance curve. And larger intervals of time aggregation will reduce the
magnitude of variance when averaging many data points to one. A maximum
likelihood estimation procedure is introduced to estimate model parameters.
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• In Chapter 7, the modeling results of the stochastic speed-density model and its
validation is presented. The stochastic modeling result show that the stochastic
speed-density model matches the empirical observations better than determin-
istic ones do. The validation of the stochastic speed-density model is performed
by comparing the empirical traffic speed distribution at a certain density with
the simulated traffic speed distribution under the same density. The traffic speed
distribution is characterized by an estimated cumulative distribution function.
Under this framework, there are essentially two cumulative distribution func-
tions: one is the empirical cumulative distribution function and the other one is
the simulated cumulative distribution function. The validation of the stochas-
tic speed-density model is realized by computing the distance between the two
cumulative distribution functions using probability metrics. Among the various
measures of probability metrics, the Kolmogorov-smirnov distance was chosen
to measure the maximum vertical distance between two cumulative curves.
The stochastic speed-density model proposed in this dissertation is mathemat-
ically rigorous and computationally efficient. This pursuit helps us better un-
derstand how uncertainty/randomness acts in a dynamical traffic system.
8.2 Future research directions
Three directions are identified from which we could extend this dissertation re-
search: further investigation of the stochastic speed-density model, enhancement of
the stochastic LWR simulation model, and application of the stochastic speed-density
simulation model to real-world problems.
8.2.1 Further investigations of stochastic speed-density model
Different techniques are available to develop a stochastic speed-density model.
Other techniques include EOLE and OSE. Interested readers are referred to [49] for
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more details of these two discretization schemes. For the exponential correlation
function, the Karhunen-Loe`ve expansion gives the best accuracy [49].
Other approaches could be investigated to develop a stochastic speed-density
model. For example, the well-known logistic model has been studied extensively
in a deterministic domain. In Chapter 5, we showed how the logistic model can be
used to model a deterministic speed-density model which is essentially the mean of a
stochastic model. The occurrence of nonlinearities with a similar nature has been ver-
ified in different disciplines such as Ecology and Biology. Due to the lack of precision
of measurements and presence of environmental fluctuations, the effects of prevalent
randomness/uncertainty must be dealt with in order to ensure a realistic modeling
of speed-density relationship which is recognized as the key to fundamental diagram
and transportation engineering studies. A nonlinear stochastic differential equation
given by
dk(t) = [(k + λk(t))(L− k(t))− µk(t)]dt+ σk(t)α|L− k(t)|βdW (t)
of Itoˆ-type to model the growth traffic density k which is driven by a Wiener process
W (t) and real positive parameters ρ, λ, L, α, β ≥ 0. The explicit analytical solutions
to such stochastic logistic equations is preferred but seldom exists.
The modeling of the mean process of the empirical speed-density relationship and
its corresponding traffic speed variance at each density is based on parametric meth-
ods. The reason that we prefer the mean and variance to be modeled using a set of
location specific parameters with physical meanings is for the benefit of simulating the
stochastic speed-density model. We know that the speed-density relationship is time
and location dependent. When the need to transfer the speed-density relationship to
other locations comes up, what we should do is to calibrate the set of parameters for
these locations. To serve the same purpose, the parametric modeling of mean and
variance process is not necessarily required. Nonparametric methods such as spline
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could be applied to model the mean and variance curve. The original data was ag-
gregated to 5 minutes when generating the fundamental speed-density relationship in
which way we think that some white noise has been reduced. From the perspective of
modeling the mean and variance curve, the aggregation from 20 seconds to 5 minutes
is not necessary.
Future work includes validation and application of the proposed speed-density
model. The accuracy and optimality of the Karhunen-Loe`ve Expansion algorithm
could be improved and tested with other correlation functions to further fine-tune
the proposed stochastic speed-density model as compared to empirical observations.
Though deterministic speed-density relationship models can explain physical phe-
nomenon underlying fundamental diagrams, the stochastic speed-density model could
be more accurate and suitable to describe traffic dynamics.
8.2.2 Application examples of stochastic speed-density model
Some potential application domains of stochastic speed-density model include but
are not limited to:
Stochastic breakdown probability: The speed-density relationship essentially
captures the traffic dynamics in a macroscopic manner. Traffic breakdown is usually
defined as a sudden speed drop due to known or unknown reasons. The stochastic
nature of a traffic breakdown phenomenon has been well understood in literature. A
deterministic speed-density is considered incomplete in the capacity to capture the
probabilistic occurrence of breakdown. Therefore, a stochastic speed-density relation-
ship which incorporates the randomness/uncertainties is more appealing in order to
realistically model the probability of traffic breakdown.
Stochastic capacity: Capacity is usually termed as the maximum number of
vehicles that a highway link or junction can reasonably carry or accommodate per
unit of time under specified conditions. Traditionally, traffic capacity is represented
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by the number of vehicles (vehs/hr) or passenger car units in a deterministic man-
ner. For example, the highway capacity given in Highway Capacity Manual is a fixed
value in different versions of HCM: 1800 pc/hr/lane (before 1986), 2000 pc/hr/lane
(1986), 2200 pc/hr/lane (1994), 2400 pc/hr/lane (2000). We notice that capacity is a
dynamic concept and is subject to a varying number of parameters such as number of
lanes, road geometric settings and traffic conditions. From the empirical fundamental
diagram generated from GA400, the observed capacity from speed-flow relationships
indicate that capacity is not a fixed value but a range or a distribution. The deter-
ministic speed-density model also has deficiencies in representing the dynamic nature,
but a stochastic speed-density model can remedy that.
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APPENDIX
THE KARHUNEN-LOEVE EXPANSION
Note that the material presented in this appendix are referred from different text-
books such as [16] [46]. Contributions should be attributed to them and the references
therein. The impetus to present the relevant material here is simply to provide read-
ers more information regarding the underlying mechanism behind the development
process of the stochastic speed-density model.
In recent years the so-called Karhunen-Loe`ve expansion has quite often been used
in stochastic finite elements analysis [46] because of its attractive features:
• The mean-square error resulting from a finite representation of a stochastic
process is minimized. In other words, the eigenfunctions of the Karhunen-Loe`ve
expansion are adapted in a way that they allow the most efficient representation
of this covariance kernel.
• The Karhunen-Loe`ve expansion represents Gaussian stationary as well as non-
stationary processes respectively for a finite number of terms.
• For Gaussian stochastic processes, the random coefficients α are uncorrelated
and thus independent random variables. This property makes the Karhunen-
Loe`ve very useful for generating samples of Gaussian stochastic processes.
A stochastic process X(t) is a sequence of random variables Xi or random vec-
tors. To discretize the stochastic process, the choice of basis function {φi(t)} is
unrestricted. We are interested in restricting the basis functions to those which make
163
{Xi} uncorrelated random variables. When this requirement is satisfied, the resulting
representation of X(t) is called Karhunen-Loe`ve expansion.
As second-order stochastic processes are considered, i.e. random functions x(t)
satisfying
E{x(t)2} <∞, t ∈ D ⊂ R1, (A.1)
where t is a temporal or spatial parameter, and D = [0, T ] denotes the interval
over which x(t) is defined. With regard to uncertainty analysis, the most important
characteristic of a stochastic process x(t) captures its mean function
µx(t) = E{x(t)} (A.2)
and its covariance function
Covxx(t, s) = E{(x(t)− µx(t))(x(s)− µx(s))}. (A.3)
Among the various definitions of stochastic processes available, the parametric one can
be seen as the basis for the group of orthogonal series representations of a stochastic
process. Following this definition, a stochastic process can be described as an ex-
plicit analytical expression involving an at-most countable set of random variables as
parameters
x(t) = φ(t; ξ1, ξ2, . . .) (A.4)
in which φ is a specified deterministic function of t and {ξ1, ξ2, . . .} denotes a countable
set of random variables. The probability law of x(t) is fully defined by the joint
probability distribution of these random variables together with the functional form
of φ(t). Being more precise, a stochastic process can be represented in terms of
orthonormal functions ϕ(t) according to
x(t) =
∞∑
i=1
αiϕi(t) (A.5)
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where the ϕ(t)’s are satisfying the relation
∫
D
ϕi(t)ϕj(t)dt = δij (A.6)
The random coefficients α can be calculated according to the Fourier series theorem
αi =
∫
D
x(t)ϕi(t)dt (A.7)
The mean values µα and the covariances σαα of the random coefficients are given by
µαi =
∫
D
µx(t)ϕi(t)dt (A.8)
and
σαiαj =
∫
D
∫
D
Covxx(t, s)ϕi(t)ϕj(s)dtds (A.9)
For zero mean Gaussian stochastic processes, the random coefficients are Gaussian
random variables with mean values equal to zero, which are, depending on the or-
thonormal functions used, not necessarily uncorrelated. Several orthogonal series
expansions of stochastic processes are documented in the literature, e.g. the random
trigonometric polynomials which belong to the class orthogonal series expansions with
correlated random coefficients [46].
The stochastic process x(t) has been considered in the preceding discussion to be
continuous, i.e. the domain over which x(t) is defined corresponds to an infinite di-
mensional Hilbert space. However, due to a necessary discretization of the parameter
t in computational mechanics, only discrete stochastic processes are treated in this
monograph, implying that the discrete version of the Karhunen-Loe`ve expansion is
applied. Mostly, the discrete Karhunen-Loe`ve expansion is also called the principal
component analysis [46].
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Scalar stochastic process
A continuous stochastic process x(t) can be discretized at ordinarily equal intervals
∆t, yielding a vector x whose elements are related to the value of x(t) at a certain t,
i.e.
x =

x(0)
x(1∆t)
x(2∆t)
...
x(T )

Using the relation tk = k∆t, the following notation will be used
x(tk) = x[k], x(0 ≤ t ≤ T ) = x[:] = x (A.10)
where the colon specifies all elements of a vector or a column or row of a matrix.
The Karhunen-Loe`ve expansion of a scalar discrete Gaussian second order stochastic
process x, is defined as
x = µx +
Nx∑
j=1
ξj
√
λjϕj ≡ x(0) +
Nx∑
j=1
ξjx
(j) (A.11)
where µx and Nx =
T
∆t
+ 1 denote the mean vector and the number of elements of
x, respectively. Let x(r), r = 1, 2, . . . , n denote the r− th realization of the stochastic
process x. Then the covariance matrix Covxx of x is defined according to
Covxx = E{(x− µx)(x− µx)T} = lim
n→∞
1
n
n∑
r=1
(x(r) − µx(r))(x(r) − µx(r))T (A.12)
The Karhunen-Loe`ve vectors xj =
√
λjϕj associated with x are determined by solving
the algebraic eigenvalue problem
Covxxϕj = λjϕj (A.13)
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The orthonormality relation for eigenvectors ϕ is given by
ϕTi ϕj = δij (A.14)
The Gaussian random variables ξ as used in Equation (A.11) are defined according
to
ξj =
1√
λj
(x− µx)Tϕj (A.15)
a relation which holds because of
ξj =
1√
λj
(
N∞∑
l=1
ξl
√
λlϕl)
Tϕj (A.16)
In addition, Equation (A.15) defines the random variables ξ(r),r corresponding to a
specific realization of x, i.e. x(r)
ξ(r),r =
1√
λj
(x(r) − µx(r))Tϕj (A.17)
As previously mentioned, the Gaussian random variables ξ have the properties
E{ξi} = 0, E{ξiξj} = δij (A.18)
The first one follows from E{x} = µx, while the second one makes use of the relation
ξTj = ξj =
1√
λj
ϕTj (x− µx) (A.19)
Substituting Equation (A.15) and (A.19) in E{ξiξj} = δij yield
E{ξjξl} = E{ 1√
λj
ϕTj (x− µx)
1√
λl
(x− µx)Tϕl} (A.20)
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Equation (A.20) can be, inserting Equation (A.12) and (A.13) simplified to
E{ξjξl} = E{ 1√
λj
1√
λl
ϕTj Covxxϕl} = E{
1√
λj
1√
λl
ϕTj λlϕl} = δjl (A.21)
The mean µ[k] of an element x[k] of x can be calculated by
µ[k] = x(0)[k] (A.22)
Recall Equation (A.12), the covariance of two elements x[k] and x[l] is given by
Covxx[k, l] = E{
Nx∑
i=1
ξix
(i)[k]
Nx∑
j=1
ξjx
(j)[l]} =
Nx∑
j=1
[k]x(j)[l] (A.23)
In particular
Covxx[k, k] = σ
2[k] =
Nx∑
j=1
x[k](j)
2
(A.24)
The Karhunen-Loe`ve representation of the full covariance matrix is thus given by
Covxx =
Nx∑
j=1
x(j)(x(j))T (A.25)
The second moment characteristic of a linear combination
z =
∑
k
ckx[k] (A.26)
with constants ck can be calculated by
µz =
∑
k
ckx
(0)[k] (A.27)
and
σ2z =
Nx∑
j=1
(
∑
k
ckx
(j))2 (A.28)
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The covariance of two linear combinations
z1 =
∑
i
cix[i], z2 =
∑
k
ckx[k] (A.29)
with constants ci and ck, respectively, is given by
σz1z2 =
Nx∑
j=1
(
∑
i
cix
(j)[i])(
∑
k
ckx
(j)[k]) (A.30)
Vector stochastic processes
A m-dimensional continuous vector stochastic process x(t) with the components
x1(t), x2(t), . . . , xm(t) is defined by x
x(t) =

x1(t)
x2(t)
...
xm(t)

For vector stochastic processes, the second order information can be related to the
correlation between different components of x(t) at the same time or location t
Covxx(t) = E{(x(t)− µx(t))(x(t)− µx(t))T} (A.31)
and the correlation between different components between different times or locations
Covxx(t, s) = E{(x(t)− µx(t))(x(s)− µx(s))T} (A.32)
The Karhunen-Loe`ve representation of discrete vector stochastic processes can be
obtained by reshaping the vector process x to a one dimensional (scalar) process X
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according to
X =

x1
x2
...
xm

Then the covariance matrix CovXX is defined by
CovXX = E{(X − µX)(X − µX)T} (A.33)
having the structure
CovXX =

Covx1x1 . . . Covx1xm
...
. . .
...
Covxmx1 . . . Covxmxm

Matrix CovXX is of sizeNX×NX whereNX = mNx and the corresponding Karhunen-
Loe` vectors are defined by
CovXXϕj = λjϕj (A.34)
The Karhunen-Loe`ve representation of X then reads
X = µX +
NX∑
j=1
ξj
√
λjϕj ≡ X(0) +
Nx∑
j=1
ξjX
(j) (A.35)
Discrete and continuous Karhunen-Loe`ve expansion
The challenge when dealing with the Karhunen-Loe`ve expansion is related to the
determination of the eigenvalues and the associated eigenvectors of the covariance
kernel. Especially for the continuousKarhunen-Loe`ve expansion, it is computationally
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challenging. A continuous Karhunen-Loe`ve expansion of a zero mean, second order
process is similar to (A.11), i.e.
x(t) = lim
N→∞
N∑
i=1
ξi
√
λiφi(t), t ∈ D ⊂ R1 (A.36)
The simple algebraic eigenvalue problem as stated in (A.13) is replaced in this case
by a so-called homogeneous Fredholm integral equation of the second kind,
∫
D
Covxx(t, s)φi(s)ds = λiφi(t) (A.37)
where the eigenfunctions φ satisfy the condition
∫
D
φi(t)φj(t)dt = δij (A.38)
and the random variables ξ are given by
ξi =
1√
λi
∫
D
x(t)φi(t)dt (A.39)
Again, the orthonormality relation for random variables ξ reads
E{ξiξj} = δij (A.40)
The analytical solutions to the Fredholm integral equation seldom exist. The eigen-
pairs (λi, φi(t)) of the discrete version of the Karhunen-Loe`ve expansion are obtained
by solving the algebraic eigenvalue problem directly. A covariance kernel commonly
used in stochastic finite elements is
Covxx(t, s) = exp(−|t− s|
b
), t ∈ (−a, a) (A.41)
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The eigenpairs for even i are given by
λi =
2c
ω2i + c
2
, φi(t) =
cos(ωit)√
a+ sin(2ωia)
2ωt
(A.42)
where
c− ω tan(ωa) = 0 (A.43)
Similarly, the eigenpairs (λi, φi(t)) for odd i are defined by
λi =
2c
ω2i + c
2
, φi(t) =
sin(ωit)√
a− sin(2ωia)
2ωi
(A.44)
where
ω + c tan(ωa) = 0 (A.45)
Karhunen-Loe`ve expansion of a Wiener Process Wt
Note that the Wiener process is an example of a nonstationary process, a fact that
emphasizes the generality of the Karhunen-Loe`ve expansion and its applicability to
such processes [16].
The Wiener process is also known as Brownian motion [9]. Let {ξn}n∈N be a
sequence of i.i.d. random variables such that E(ξn) = 0, E(ξ
2
n) = 1 and define
S0 = 0, Sn =
∑n
i=1 ξi. An alternative way of constructing the Wiener process is the
following. Think about a real function g(t) defined on [0, 1] is in L2[0, 1] if
∫ 1
0
g2(t)dt <∞ (A.46)
Let {fk}k∈S where S is a numerable set like N or Z be an orthonormal basis of L2[0, 1],
meaning that ∫ 1
0
fk(t)fq(t)dt =
{ 1 if k = q
0 otherwise
 (A.47)
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and any g(t) ∈ L2[0, 1] can be represented as
g(t) =
∑
k∈S
αkfk(t) (A.48)
where αk =
∫ 1
0
g(t)fk(t)dt.
Let {ξk} be a sequence of i.i.d. normal random variables. Then
Wt =
∑
k∈S
∫ t
0
fk(s)ds (A.49)
is the Wiener process. {Wt} is obviously Gaussian since it is the linear combination
of Gaussian random variables. Furthermore, E(Wt) = 0,
E(WtWs) =
∑
k,j∈S
E(ξkξq)
∫ t
0
fk(τ)dτ
∫ s
0
fq(τ
′)dτ ′ (A.50)
=
∑
k∈S
∫ t
0
fk(τ)dτ
∫ s
0
fk(τ
′)dτ ′ (A.51)
Let χt be the indicator function of the interval [0, t], i.e.,
χt(τ) =
{ 1 if τ ∈ [0, t]
0 otherwise

Then
χt(τ) =
∑
k∈S
(
∫ t
0
fk(τ
′)dτ ′)fk(τ) (A.52)
Using Parseval equality1 we get
∑
k
(
∫ t
0
fk(τ)dτ)(
∫ s
0
fk(τ
′)dτ ′) =
∫ 1
0
χt(τ)χs(τ)dτ = s ∧ t (A.53)
1If g(t) =
∑
k αkfk(t) and h(t) =
∑
k βkfk(t), Parseval equality states that
∫ 1
0
g(t)h(t)dt ==∑
k∈S αkβk
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Hence
E(WtWs) = t ∧ s (A.54)
This proves that Wt is a Wiener process.
Since Wt is a Gaussian process, it can be represented by the Karhunen-Loe`ve
expansion [9]. Since the covariance function of Wt is Cov(t, s) = t ∧ s the eigenvalue
problem reads as ∫ 1
0
t ∧ sφ(s)ds = λφ(t) (A.55)
equivalently, ∫ t
0
sϕ(s)ds+ t
∫ 1
t
ϕ(s)ds = λϕ(t) (A.56)
This equation implies ϕ(0) = 0. Taking time-derivative of this equation yields
∫ 1
t
ϕ(s)ds = λϕ˙(t) (A.57)
in which ϕ˙ = dϕ
dt
. This implies that ϕ˙(1) = 0. Taking the second time-derivative of
equation (A.57) gives
−ϕ(t) = λϕ¨(t) (A.58)
where ϕ¨ = d
2ϕ
dt2
. The general solution of this equation for λ > 0 is
ϕ(t) = A sin(t/
√
λ) +B cos(t/
√
λ) (A.59)
where A,B are constants. The boundary condition ϕ(0) = 0 implies that B = 0. On
the other hand, the boundary condition ϕ˙(1) = 0 implies
λk =
4
(2k + 1)2pi2
, k = 0, 1, . . . (A.60)
Therefore, A is fixed by the orthonormality condition of ϕk(t)
1 =
∫ 1
0
ϕ2k(t)dt = A
2
∫ 1
0
sin2((k +
1
2
)pit)dt =
A2
2
(A.61)
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i.e., A =
√
2. Therefore, the Wt can be represented via Karhunen-Loe`ve expansion
as
Wt =
√
2
∑
k≥0
ξk
2
(2k + 1)pi
sin((k +
1
2
)pit) (A.62)
Where {ξk} are i.i.d. Gaussian random variables with a mean of 0 and variance 1. A
general form of this expansion is
Wt = W¯t + σ(Wt)
√
2
∑
k≥0
ξk
2
(2k + 1)pi
sin((k +
1
2
)pit) (A.63)
The Karhunen-Loe`ve expansion has several important properties:
• The eigenfunctions of a positive-definite covariance function constitute a com-
plete set. One can easily show that these eigenfunctions are also mutually
orthogonal with respect to both the usual inner product and with respect to
the inner product derived from the covariance function.
• If X(t) is Gaussian, Xi are Gaussian random variables. As the random vari-
ables {Xi} are uncorrelated and Gaussian, the {Xi} comprises a sequence of
statistically independent random variables.
• Assume KX(t, u) = N02 δ(t− u): the stochastic process X(t) is white. Then
∫
N0
2
δ(t− u)φ(u)du = λφ(t) (A.64)
for all φ(t). Consequently, if λi =
N0
2
, this constraint equation is satisfied no
matter what choice is made for the orthonormal set {φi(t)}. Therefore, the
representation of white, Gaussian processes consists of a sequence of statisti-
cally independent, identically-distributed (mean zero and variance N0
2
Gaussian
random variables.
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(a) Monday (b) Tuesday
(c) Wednesday (d) Thursday
(e) Friday
Figure A.1. Weekday change of traffic speed variance from one-year observations
at station 4001118 with aggregation interval 5 minutes
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(a) Saturday/4001118 (b) Sunday/4001118
(c) Saturday/4000026 (d) Sunday/4000026
Figure A.2. Weekend change of traffic speed variance from one-year observations
with aggregation interval 5 minutes
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(a) Monday, 1 minutes (b) Monday, 5 minutes
(c) Monday, 10 minutes (d) Monday, 20 minutes
(e) Monday, 30 minutes (f) Monday, 60 minutes
Figure A.3. Effect of different time aggregation levels 1, 5, 10, 20, 30, 60 on traffic
speed variance on Monday at station 4001118
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(a) Tuesday, 1 minute (b) Tuesday, 5 minutes
(c) Tuesday, 10 minutes (d) Tuesday, 20 minutes
(e) Tuesday, 30 minutes (f) Tuesday, 60 minutes
Figure A.4. Effect of different aggregation intervals 1, 5, 10, 20, 30, 60 minutes on
traffic speed variance on Tuesday at station 4000026
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(a) Tuesday, 1 minute (b) Tuesday, 5 minutes
(c) Tuesday, 10 minutes (d) Tuesday, 20 minutes
(e) Tuesday, 30 minutes (f) Tuesday, 60 minutes
Figure A.5. Effect of different time aggregation levels 1, 5, 10, 20, 30, 60 minutes on
traffic speed variance on Tuesday at station 4001118
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(a) Wednesday, 1 minute (b) Wednesday, 5 minutes
(c) Wednesday, 10 minutes (d) Wednesday, 20 minutes
(e) Wednesday, 30 minutes (f) Wednesday, 60 minutes
Figure A.6. Effect of different aggregation intervals 1, 5, 10, 20, 30, 60 minutes on
traffic speed variance on Wednesday at station 4000026
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(a) Wednesday, 1 minute (b) Wednesday, 5 minutes
(c) Wednesday, 10 minutes (d) Wednesday, 20 minutes
(e) Wednesday, 30 minutes (f) Wednesday, 60 minutes
Figure A.7. Effect of different time aggregation levels 1, 5, 10, 20, 30, 60 on traffic
speed variance on Wednesday at station 4001118
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(a) Thursday, 1 minute (b) Thursday, 5 minutes
(c) Thursday, 10 minutes (d) Thursday, 20 minutes
(e) Thursday, 30 minutes (f) Thursday, 60 minutes
Figure A.8. Effect of different aggregation intervals 1, 5, 10, 20, 30, 60 on traffic speed
variance on Thursday at station 4000026
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(a) Thursday, 1 minute (b) Thursday, 5 minutes
(c) Thursday, 10 minutes (d) Thursday, 20 minutes
(e) Thursday, 30 minutes (f) Thursday, 60 minutes
Figure A.9. Effect of different time aggregation levels 1, 5, 10, 20, 30, 60 on traffic
speed variance on Thursday at station 4001118
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(a) Friday, 1 minute (b) Friday, 5 minutes
(c) Friday, 10 minutes (d) Friday, 20 minutes
(e) Friday, 30 minutes (f) Friday, 60 minutes
Figure A.10. Effect of different aggregation intervals 1, 5, 10, 20, 30, 60 on traffic
speed variance on Friday at station 4000026
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(a) Friday, 1 minute (b) Friday, 5 minutes
(c) Friday, 10 minutes (d) Friday, 20 minutes
(e) Friday, 30 minutes (f) Friday, 60 minutes
Figure A.11. Effect of different aggregation intervals 1, 5, 10, 20, 30, 60 on traffic
speed variance on Friday at station 4001118
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