Persistent superrotation is seen in the atmospheres of other terrestrial bodies (Venus, Titan) but not in that of present Earth, which is distinguished by equatorial easterlies. Nevertheless, superrotation has appeared in numerical simulations of Earth's atmosphere, from two-layer models to multilevel comprehensive GCMs. Simulations of warm climates that generate enhanced tropical convective variability seem particularly prone to superrotation, which has led to hypotheses that the warmer atmospheres of the early Pliocene and Eocene may have been superrotating, and that the phenomenon may be relevant to future climate projections. This paper considers a positive feedback leading to superrotation based on an equatorial wave resonance that occurs in a westerly background flow. The authors present simulations with an idealized multilevel GCM forced with a zonally varying equatorial heating, which show abrupt transitions to strongly superrotating states. Linear shallow water theory is used to show that these transitions occur as the superrotating jet velocity approaches the phase speed of free equatorial Rossby wave modes, leading to a resonant amplification of the response to eddy heating and its associated equatorward momentum flux. The resonance and transition are most prominent in simulations where the meridional temperature gradient has been reduced, and hysteresis behavior is seen when the gradient is eliminated completely. No evidence is found in these simulations for the midlatitude wave feedback believed to drive abrupt transitions in two-layer models, and there is only a minor role for the axisymmetric feedback based on vertical advection by the Hadley circulation.
Introduction
Superrotation refers to an atmospheric circulation with persistent zonal-mean westerly winds over the equator. Such a state is relatively common in our solar system, being observed in the gas giants Jupiter and Saturn, as well as the atmospheres of Venus and Titan. Earth's atmosphere is also known to superrotate, but only in the stratosphere during the westerly phase of the quasi-biennial oscillation. It has been suggested that superrotation may be excited in a global warming scenario (Held 1999; Pierrehumbert 2000) and that it may explain the Pliocene ''permanent El Niñ o'' inferred from proxy observations (Tziperman and Farrell 2009) . It is therefore of significant interest to understand the physical mechanisms that may lead to a superrotating state. Hide (1969) showed that prograde (westerly) equatorial winds are impossible without large-scale, up-gradient eddy transport of angular momentum, which is primarily accomplished in Earth's atmosphere by Rossby waves (e.g., Held 1999) . Because Rossby waves act to accelerate their latitude of origin, superrotation must generally involve an equatorial wave source. Organized tropical convection can provide such a source and has been associated with the onset of superrotation in previous studies (Lee 1999; Caballero and Huber 2010; Grabowski 2004 ). Superrotation will occur in general when the momentum convergence due to equatorial waves exceeds the divergence due to other phenomena, particularly the seasonal cross-equatorial flow of the Hadley cell (Kraucunas and Hartmann 2005) .
Persistent tropospheric superrotation has appeared in previous numerical simulations, and it is useful here to distinguish between those that develop superrotation gradually and those with transitions that are ''abrupt.'' In the former case, the atmosphere responds to a continuous change in external parameter (e.g., CO 2 concentration) by varying continuously from one equilibrium state to the next, while the latter case is marked by threshold behavior; a small change in external parameter may trigger positive feedbacks and lead to a qualitatively different climatology.
In this paper, we study a novel positive feedback based on a resonant Rossby wave response to equatorial heating. The Rossby wave response to stationary equatorial forcing is evanescent unless the mean flow speed is equal and opposite to the free Rossby wave phase speed. This leads to a positive feedback between the waves and mean flow: as a westerly background zonal wind approaches the phase speed of the free equatorial Rossby wave, the waves will amplify. This amplification leads to stronger equatorward momentum flux, enhancing the mean westerlies and thereby further amplifying the Rossby waves. A resonance is implied, as the maximum wave amplification and mean flow acceleration occur when the westerly flow speed is exactly equal to the westward Rossby wave phase speed.
One scenario in which this feedback may be relevant is suggested by the observed annual mean pattern of geopotential height and horizontal flow at 150 mb around the Maritime Continent, a broad region of very active convection (e.g., Fig. 4 of Dima et al. 2005) . This pattern resembles the theoretical Gill solution for the upper tropospheric response to an isolated heat source, consisting of a pair of Rossby gyres to the west of the heating maximum and a Kelvin wave response to the east. This stationary wave pattern is responsible for most of the equatorward momentum flux in the modern tropics. Both the wave pattern and its momentum transport would be expected to amplify in the presence of a westerly background wind, potentially leading to large changes in local climate, or even the establishment of superrotation on a global scale.
We demonstrate that this resonance occurs in a multilevel idealized GCM. The idealized configuration allows a straightforward comparison with shallow water theory, which confirms the physics described above. We force the idealized GCM with a zonally varying equatorial heating and show that a superrotating jet can develop via a bifurcation as the heating rate is increased, jumping from a relatively weak to a much stronger state, with significant changes to the global circulation.
The earliest examples of abrupt transitions were seen in two-layer primitive equation models that spontaneously jumped from a conventional circulation to a superrotating one (Held and Suarez 1978) . Later studies employing equatorial eddy heating (Suarez and Duffy 1992; Saravanan 1993 ) explained this behavior in terms of a competition between extratropical and equatorial Rossby wave transport of angular momentum. In a conventional circulation, baroclinic waves generated in midlatitudes may propagate equatorward until they are absorbed near critical layers in the subtropics, where their phase speed is equal to the mean zonal flow (Randel and Held 1991) . This leads to angular momentum flux from the subtropics to midlatitudes. In these two-layer models, the conventional circulation is maintained by a negative feedback; small westerly perturbations to the equatorial winds will move critical layers equatorward, making the baroclinic wave drag more efficient and restoring the conventional easterly flow.
However, for sufficiently large westerly perturbations, the critical layers may disappear altogether, leaving the tropics effectively transparent to baroclinic waves. In this scenario, the only torque associated with baroclinic waves results from their frictional dissipation as they propagate across the tropics and is much weaker than the torque provided by critical layer absorption. This asymmetry allows for abrupt transitions in equatorial wind strength when the baroclinic wave feedback changes sign. Shell and Held (2004) demonstrated that abrupt transitions and multiple equilibria are also possible in an axisymmetric framework. The positive feedback here is based on vertical advection by the Hadley cell, which brings quiescent surface air into the upper troposphere and serves as a source of drag on any superrotating flow. However, the greater angular momentum associated with a superrotating flow implies a reduced Hadley cell mass flux, which in turn implies a reduction in drag. Williams (2003 Williams ( , 2006 varied the latitude of maximum baroclinity in an idealized multilevel primitive equation model and showed that when this latitude is less than 208 from the equator, a barotropic instability on the equatorward side of the eddy-driven jet leads to westerly equatorial winds. Williams showed that the boundary between conventional and superrotating equilibria is quite narrow in parameter space and suggested that bifurcations should be possible.
Abrupt transitions are typically not seen in ''comprehensive'' multilevel GCMs, which include subgridscale physics parameterizations, seasonal cycles, and other realistic features. However, gradual transitions to superrotation have been seen, particularly in simulations of global warming scenarios or warm paleoclimates (Huang et al. 2001; Caballero and Huber 2010) . In some cases, these are accompanied by an increase in tropical intraseasonal variability (Lee 1999; Caballero and Huber 2010) , which may serve as an equatorial wave source. If the superrotation in these cases is indeed driven by changes in organized convection, then it may depend on particular parameterization schemes, a poorly constrained component of atmospheric models. Note that the positive feedbacks discussed above-that is, those based on Rossby wave critical layers, the Hadley circulation, and barotropic instability-are all determined solely by the primitive equations, and should thus be present to some degree in every GCM. The scarcity of abrupt transitions in comprehensive models suggests either a lack of the sustained westerly perturbations required to activate positive feedbacks, a stronger role for negative feedbacks, or an atmosphere dominated by ''stochastic'' variability that prevents a sustained feedback loop. This paper is organized as follows: The model and forcing are described in section 2. In section 3 we present idealized simulations illustrating the feedback and bifurcation. A quantitative explanation of the feedback based on linear shallow water theory is offered in section 4. Section 5 explores the feedback in more realistic climates, and our conclusions and further discussion are in section 6.
Model and experimental setup a. Model description
We use the National Center for Atmospheric Research (NCAR) Community Atmosphere Model (CAM) in the idealized configuration based on Held and Suarez (1994) . This consists of the dry primitive equations for an ideal gas on a rotating sphere and neglects topography, moisture, and radiative and convective processes. The effect of the omitted processes on the model climate is crudely represented by a Newtonian relaxation of temperatures toward a prescribed ''radiative-convective'' equilibrium profile. Surface momentum exchange in the boundary layer is represented by a linear Rayleigh friction. Numerical stability is maintained with a weak horizontal biharmonic diffusion, and vertical diffusion is neglected. This idealized configuration is advantageous in that it captures the fundamental physics of the large-scale circulation while remaining simple enough that model output may be easily compared with theory.
We modify the prescribed temperature profile to allow for a reduced-and in some cases, eliminated-meridional temperature gradient, which serves to modulate the strength of the Hadley cell and the eddies associated with midlatitude baroclinicity. This simplification reveals the feedback and bifurcation that are the focus of this paper. The modified equilibrium temperature profile is of the form
where the equator-to-pole temperature difference DT is varied from 0 to 60 K, and the cos 2 f factor is replaced by 1 in the case DT 5 0 K in order to eliminate the temperature gradient associated with a meridionally varying lapse rate. Similar to studies in the Matsuno-Gill framework (e.g., Gill 1980) , setting DT 5 0 K isolates the equatorial dynamics and simplifies the analysis, but it should be kept in mind that this also removes dominant processes from the equatorial momentum balance, in particular the momentum transport by midlatitude waves and the seasonal cross-equatorial flow of the Hadley circulation that maintains the easterlies near the present tropical tropopause (Lee 1999) . We address this issue in section 5.
The lack of vertical diffusion is a serious deficiency when studying an equatorial jet, as this leaves only resolved, large-scale advection to represent the small-scale convective plumes and broad subsidence that make up vertical motion in the real tropical troposphere. It has been noted by Held (1999) that superrotation can generally be eliminated in idealized models by increasing the vertical diffusion. Although cumulus friction (convective momentum transport) is a secondary term in the presentday equatorial momentum balance, this is partly a result of weak vertical shear, and it may play a larger role in a superrotating scenario. Gravity wave drag is also known to play a small but significant role (Huang et al. 1999 ), but is not included in the model.
The simulations presented here are based on the CAM3.1 spectral dynamical core with T42 truncation (a horizontal resolution of roughly 2.88 3 2.88) and 26 vertical levels. Some simulations were repeated with the same dynamical core at a higher resolution (T85, roughly 1.48 3 1.48), or with the CAM4.0 finite volume dynamical core, at 1.98 3 2.58 resolution. We found no significant differences with either higher resolution or the alternative dynamical core.
b. Prescribed eddy forcing
The appearance of superrotation in many numerical studies has coincided with increases in organized tropical convection (Lee 1999; Caballero and Huber 2010) , and it is generally accepted that large-scale variations in convective heating can act as a Rossby wave source and lead to equatorward momentum fluxes. To mimic the effect of latent heating in our dry model, we add a diabatic heating term to the model's thermodynamic tendency equation, of the form
similar to that used by Kraucunas and Hartmann (2005) . Here p t is pressure at the tropopause, p b pressure at the top of the boundary layer, k the zonal wavenumber, and c f a zonal translation speed. The heating is Gaussian in latitude, sinusoidal in longitude, approximates the first baroclinic mode in the vertical, and is limited to the free troposphere, between p b 5 800 mb and p t 5 200 mb. In this paper we use Df 5 108, roughly the equatorial deformation radius, and vary Q 0 , k, and c f . (Kiladis et al. 2005) . The simulations presented here employ heating rates well within these bounds, never exceeding Q 0 5 0.9 K day 21 . However, the forcing could be more effective than its magnitude suggests because it is so spatially coherent and continuous in time.
We found that the transition to superrotation could be triggered with nearly any zonally asymmetric heating. Related simulations with a prescribed momentum forcing also produced a bifurcation. The results thus appear insensitive to the form of equatorial forcing, so long as some equatorial wave source is present.
Resonance and abrupt transition with no meridional temperature gradient
Although the resonance and bifurcation analyzed below occur for a wide range of parameters, we begin with the case in which they are most clearly illustrated, with the pole-to-equator temperature difference DT set to zero. The model is initialized from rest and allowed to reach equilibrium with wavenumber-2 heating of constant Q 0 5 0.1 K day
21
. The direct response to the heating takes three forms: a first baroclinic structure in the equatorial troposphere, similar to the classical MatsunoGill response (Gill 1980 ); a weak vertically propagating signal, confined to the tropics; and weak polewardpropagating Rossby waves with an equivalent barotropic structure. This is consistent with the work of Salby and Garcia (1987) , who studied the response to equatorial heating in detail.
The zonal mean climate is shown in Fig. 1 . Horizontal eddy momentum fluxes associated with the first baroclinic structure produce a weak westerly jet in the middle troposphere, and a small indirect circulation forms above the boundary layer in order to maintain thermal wind balance.
The heating is increased in increments of 0.1 K day
, and the model allowed to equilibrate at each level, until Q 0 5 0.4 K day
. A time series of zonal velocity and horizontal eddy momentum convergence 2› y (u9y9) illustrates this sequence in Fig. 2 . For Q 0 , 0.4 K day
, the eddy momentum convergence scales approximately as Q 2 0 , as one might expect in a linear regime where u9 and y9 both scale with Q 0 .
After Q 0 is increased to 0.4 K day
, the eddy momentum convergence initially rises according to the Q 2 0 scaling, but then the system appears to pass a threshold; the momentum convergence increases rapidly, peaking at 0.21 m s 21 day 21 before settling around 0.13 m s 21 day 21 , significantly higher than the 0.07 m s 21 day 21 expected from the Q 2 0 scaling. This increase is not balanced by other dominant terms in the momentum equation, particularly diffusion and vertical eddy fluxes, and the result is a jump in the mean zonal velocity from 2 to nearly 24 m s 21 . We show below that this sharp increase in eddy momentum flux and zonal velocity is due to a bifurcation in the system, driven by interaction between the mean flow and the eddy field.
The system also shows moderate hysteresis: if the heating rate is subsequently reduced to 0.3 K day
, the eddy momentum convergence drops sharply to near its prebifurcation level, and the jet begins to decelerate. However, as the jet velocity decreases, the eddy momentum convergence begins to rise again and the jet equilibrates at 19 m s
, much higher than the equilibrium velocity for Q 0 5 0.3 K day 21 before the bifurcation. This behavior suggests a resonance-like feedback, with a resonant velocity between the pre-and postbifurcation velocities, 2 and 19 m s 21 . In the time series in Fig. 2 , we define the jet velocity as the zonal-mean zonal wind averaged from 58S to 58N and between 200 and 400 mb, although the bifurcation is also evident when averaging the full vertical column. This pressure interval is chosen because it is the region of greatest eddy activity, and we show below that it is the local (upper tropospheric) winds that are most relevant to the eddy-driven feedback. Prior to the bifurcation, both eddy kinetic energy and the meridional eddy momentum flux are concentrated in two altitude ranges: above the heating between 200 and 400 mb, and below the heating between 600 and 700 mb. The postbifurcation increase in these quantities is centered entirely in the upper troposphere. Note that this vertical shift across the bifurcation is also reflected in the vertical structure of the jet (see Figs. 1a,b) . FEBRUARY 2012 4. Analysis of the wave-mean flow feedback and transition to superrotation
We can gain some insight into the mechanism of the transition to superrotation by considering analytical solutions to the forced shallow water equations on an equatorial beta plane. Although the simulated jet has a nearly Gaussian meridional structure, explicitly taking this structure into account renders analytical solutions intractable. Instead we consider the response to forcing in the presence of a uniform background flow U, following the approach of Phlips and Gill (1987) , in the hope that this approximation still captures the essential mechanism of the bifurcation. Showman and Polvani (2010) recently pointed out that the classical MatsunoGill system will not lead to superrotation due to an artificial cancellation between the horizontal and vertical eddy fluxes. This results from neglect of the momentum transport by the imposed mass/heat source. When this term is accounted for, vertical fluxes become smaller than horizontal fluxes and superrotation will develop. Consistent with their corrected model, the vertical eddy fluxes in our simulations are generally of opposite sign to the horizontal fluxes and smaller in magnitude. However, the temporal evolution of the vertical fluxes during transitions to superrotation varies significantly between simulations, so for simplicity we will focus on the horizontal fluxes. We believe this is consistent with our use of the shallow water framework only to gain physical insight into the wave-mean flow feedback.
We begin with the nondimensional steady-state shallow water equations:
The = 4 hyperdiffusion term is included because of its appearance in CAM, and for a given simulation may be approximated as 2u, where 5 k(k 2 1 l 2 ), k is the heating zonal wavenumber and l is assumed to be 2p over the deformation radius. This value is very near the coefficient of Rayleigh friction used in classical MatsunoGill studies (e.g., Gill 1980) .
We assume a heat forcing given by
which excites only the Kelvin and n 5 1 planetary wave modes, and allows a simple Fourier transform in longitude, greatly simplifying the problem. The meridional structure can be found in terms of Hermite polynomials, following the well-known methodology outlined by Gill and others. Details for this case can be found in the appendix. The gravity wave phase speed on which the solutions depend is a function of the equivalent depth, h, which we estimate from CAM in two ways. First, by direct calculation h 5 (1/g)(N/m) 2 , where N is the buoyancy frequency and m the vertical wavenumber of the imposed heating (p/12 km). This method is complicated by the fact that h varies significantly over the relevant altitudes: between 50 and 100 m for most of the troposphere, but from 100 to 600 m in the interval 150-250 mb, where the eddy momentum flux is largest. The second estimate is taken from the wavenumber-frequency power spectrum of 200-mb zonal wind for a simulation without equatorial forcing, which shows enhanced power in bands associated with linear Kelvin and Rossby waves. After correcting for the Doppler shift by the mean zonal wind (estimated to be 23 m s 21 ), the observed Kelvin wave speeds are most consistent with an equivalent depth of 150 m, while the n 5 1 Rossby wave speeds are consistent with slightly larger depths of 150-250 m. In the comparisons discussed below, we have used an equivalent depth h 5 250 m, which produces the best agreement between CAM and the shallow water theory. We acknowledge the somewhat arbitrary nature of this choice as a weak point in our analysis, but we believe it is consistent with the facts outlined above and permits a compelling simple model of the GCM behavior.
The nondimensional solution for the Kelvin mode is given by
[g cos(kx) 1 sin(kx)](y 2 2 3) exp(2y 2 /4), while the Rossby mode is given by
where g 5 /k(c 1 U), c being the appropriate wave phase speed (Kelvin or Rossby). The significance of the solutions is best illustrated by the inviscid case ( 5 0), in which the wave fields become proportional to 1/(c 1 U). This implies a singularity when U 5 2c, directly analogous to the theoretical singularity involving topographic Rossby waves in the presence of a mean westerly wind (cf. Holton 2004) . As U / 2c R , the free Rossby mode becomes stationary relative to the heating and will amplify without bound in the absence of friction. In the presence of friction solutions reach a maximum amplitude when U 5 2c R , which may be physically interpreted as a resonance.
The combined Kelvin and Rossby analytic solutions for k 5 2 are shown in Fig. 3 departures from the zonal mean (e.g., u9 5 u 2 u). The agreement between CAM and theory appears to be quite good; the theory captures qualitative shifts in phase tilt and amplitude across the bifurcation.
The analytical solutions can be used to calculate a zonal-mean eddy momentum flux convergence on the equator 2› y (u9y9)j eqtr as a function of U. The resulting dependence is shown in Fig. 4a , along with a similar curve derived from a CAM simulation in which Q 0 was increased slowly and continuously (0.03 K day 21 yr 21 ), to allow the zonal wind and eddy fluxes to be in quasiequilibrium with the forcing. Both curves indicate a maximum eddy flux when the mean flow nears 16 m s
, the phase speed of the n 5 1 Rossby wave for the equivalent depth of 250 m used here. Although there is a relative phase shift between u and y associated with changes in U, most of the change in momentum transport is due to the amplification of the wave fields.
To evaluate the accuracy with which this theory reproduces the behavior seen in CAM, we run a series of simulations in which we vary k and c f . If the resonance is indeed determined by the zonal wind speed relative to the forcing, then we expect the velocity at which momentum convergence is maximized to be U e 5 2c R 1 c f . Figure 4b summarizes the velocity of maximum eddy momentum convergence in this set of CAM simulations.
The simulated U is plotted against the expected value of U e , with the Rossby wave phase speed given by
where we use n 5 1 and H 5 250 m for all cases. The agreement with theory is again quite good, leading us to conclude that the shallow water theory does indeed capture the essential mechanism of the feedback and bifurcation. Two points, from k 5 4, c f 5 0 and k 5 6, c f 5 0, lie more than two standard deviations from the theoretical curve. It is unclear why, since they are both near the center of the model parameter space sampled here, but we take a moment to speculate why the theoretical solution might break down. First, the jet produced in the GCM is not uniform, but roughly Gaussian in meridional and vertical extent. The resulting shear may distort the wave field, and also modify the background vorticity gradient on which the waves propagate. This, in turn, leads to a change in the free wave velocity and shifts the resonance location. Second, the Phlips and Gill solution assumes small U and k, but the dropped terms are not strictly negligible in all cases shown here. Finally, the eddy velocities can exceed 5 m s 21 , suggesting that nonlinearities may be significant. Having demonstrated that the resonance occurs in the idealized configuration with DT 5 0 K, we now turn to more Earth-like simulations with the pole-to-equator temperature difference set to DT 5 40 K. While this meridional temperature gradient is still less than on modern Earth, these simulations now include an equinoctial Hadley circulation and significant baroclinic eddy activity.
Our goal is to demonstrate that the wave resonance and bifurcation are possible in a fully 3D atmosphere with a vigorous basic-state circulation. The zonal-mean zonal wind and meridional mass streamfunction from a run without asymmetric heating are shown in Fig. 5 , along with climatological fields from the National Centers for Environmental Prediction (NCEP) reanalysis product (Kalnay et al. 1996) . The strength of the midlatitude jets is comparable between our idealized CAM simulation and the reanalysis, although the jets in the idealized simulation extend to unrealistic altitudes. This is an artifact of the prescribed restoring temperature being uniform in the stratosphere. The Hadley cells are also significantly weaker in CAM because of the lack of offequatorial peak heating associated with a seasonal cycle, which is known to strengthen the winter hemisphere cell (e.g., Lindzen and Hou 1988) . Despite these deficiencies, we believe this basic state is sufficiently realistic to make our point.
On top of this basic state we prescribe an equatorial heating crudely based on the MJO, with k 5 1 and c f 5 5 m s
. The results are qualitatively similar if we use the stationary heating with k 5 2 from section 3, but a lower wavenumber proves to be advantageous, as we show in the next section.
We increase the heating rate in the stepwise manner described in section 3, generating the time series shown in Fig. 6 . For Q 0 , 0.5 K day 21 there is little change in the upper tropospheric winds, which remain easterly, even at values of Q 0 that triggered strong superrotation when DT was set to 0 K. The eddy momentum convergence rises according to the Q 2 0 scaling but is weaker than in the DT 5 0 K case, presumably because the equatorial eddy field is modified by baroclinic wave propagation in a way that reduces the velocity covariance.
At Q 0 5 0.6 K day 21 the mean wind become weakly westerly and the eddy momentum convergence begins to rise faster than the Q 2 0 scaling. This departure from linearity is expected as the mean wind approaches the resonance velocity. Increases in the eddy momentum convergence are still relatively small, however, and are quickly offset by a negative feedback involving momentum advection by the mean circulation 2v› p u, which prevents a runaway acceleration. This trend continues until Q 0 5 0. 
This transition differs from the DT 5 0 K case in two respects. The equatorial jet is more than twice as strong here, arguably due to the larger heating rate at the point of bifurcation. That the transition occurs at a higher value of Q 0 (0.9 K instead of 0.4 K) would suggest a factor of 5 (0.9 2 /0.4 2 ) difference in momentum convergence. Of course, the resonant behavior renders this scaling inadequate across the bifurcation, and other terms in the momentum equation may compensate the equatorial eddy flux, but it is obvious that a larger Q 0 can account for much of the difference in postbifurcation jet velocity.
The transition here also differs qualitatively from the DT 5 0 K case. The postbifurcation circulation with DT 5 0 K looked like an approximately Gaussian jet superimposed on the basic state, but we find here that the background flow is significantly modified. The Hadley cell largely collapses after the transition (Fig. 7d) , consistent with changes seen with DT 5 0 K. More interesting is the equatorward shift of the midlatitude jets, such that they merge with the equatorial jet and produce an atmosphere with only westerly winds above 600 mb. This behavior was also noted by Held (1999) in a similar model with equatorial forcing.
b. Comparing feedbacks
Although the results presented above are reminiscent of the bifurcation in section 3, it would be premature to conclude that the DT 5 40 K bifurcation is driven by the same wave resonance. The presence of a Hadley circulation and midlatitude jets brings into play the additional feedbacks identified in previous studies. In this section we hope to evaluate their relative contributions, if any, to the transition to superrotation.
We first consider the feedback involving midlatitude wave propagation identified by Saravanan (1993) . Because the forced equatorial eddies have a wavenumber k 5 1, while midlatitude baroclinic eddy energy peaks at k 5 5 and is largely negligible for k , 3, we expect the momentum fluxes attributable to each source to be separable in wavenumber space. To this end, we calculate the momentum flux cospectrum F 5 1 N xû 9*ŷ9, whereÂ designates the Fourier transform of A in longitude,Â* is the complex conjugate ofÂ, and A9 is the instantaneous zonal anomaly A9 5 A 2 A. The 100-400-mb zonal-mean cospectrum averaged over the final 2 yr of the Q 0 5 0.8 K day 21 segment, just prior to the bifurcation, is shown in Fig. 8 . The equatorial eddy (k 5 1) and midlatitude eddy (k . 3) momentum fluxes are clearly separable and play very different roles in the momentum balance; the former is associated with strong momentum convergence on the equator, and the latter with a weak divergence, as expected.
Having established their separability, we now evaluate their relative fluxes during three segments of the simulation, with Q 0 5 0, 0.8, and 0.9 K day 21 , corresponding to the unforced state and just before and just after the bifurcation, respectively. The zonal-mean eddy momentum flux associated with k 5 1 is shown in the left panels of Fig. 9 , as a function of latitude and pressure. The flux is negligible without forcing, but with Q 0 5 0.8 K day 21 a strong convergence is evident over the equator. In the right panels we show the total flux associated with higher wavenumbers (i.e., the summation of the cospectrum over k . 1, å N k k52 F). The basic state shows a weak divergence over the tropics, and very little change when asymmetric heating is applied, indicating an absence of the wave feedbacks hypothesized by Saravanan (1993) . Note from tropospheric equatorial zonal wind is already above 10 m s 21 when Q 0 5 0.8 K day 21 , and the critical latitudes predicted by linear barotropic wave theory should have moved equatorward or disappeared for many wavenumbers. That the midlatitude momentum fluxes do not respond to changes in the background zonal wind suggests a failure of the linear theory.
After the bifurcation, there is an obvious amplification of the k 5 1 momentum flux convergence, while the k . 1 fluxes become less spatially coherent (Fig. 9f) , with equatorial convergence on some levels and divergence on others. We note that after the bifurcation, the Rayleigh criterion for barotropic instability (that the absolute vorticity b 2 U yy change sign in the domain) is satisfied on the poleward flanks of the equatorial jet, around 158N/S and between 200 and 400 mb. This suggests that the disorganized character of the k . 1 momentum flux may be due to waves generated locally by barotropic instability interacting with the baroclinic waves propagating from midlatitudes.
We also consider the axisymmetric feedback proposed by Shell and Held (2004) , which requires a reduction in vertical advection of quiescent surface air into the jet by the Hadley cell, as the equatorial winds accelerate. We use the vertical convergence of momentum 2v› p u integrated over the jet, for comparison with their term R, which represents mass exchange between the upper and lower layers. The mean vertical convergence in this simulation is significantly smaller than the eddy flux convergences and almost certainly plays a minor role in the bifurcation.
c. Including a seasonal cycle
The largest source of easterly acceleration in the equatorial upper troposphere comes from the cross-equatorial flow associated with the solstitial Hadley circulation (Lee 1999) , and we would be remiss not to address it here. To understand its effect on the bifurcation, we add a simple seasonal cycle to the thermodynamic tendency, of the form where f is latitude, t is time, and t is 1 yr. This is a timedependent version of the stationary off-equatorial heating prescribed by Kraucunas and Hartmann (2005) . In addition, we multiply Q s by the factor DT/60 K, such that the seasonal cycle scales with the meridional temperature gradient. The T s term leads to a vigorous winter hemisphere Hadley cell and more realistic equatorial momentum balance (not shown).
We again apply the k 5 1 equatorial heating from the last section, generating the time series in Fig. 6 . A bifurcation is clearly visible at year 42, as the mean equatorial winds between 100 and 400 mb abruptly increase by 20 m s 21 and become strongly superrotating. This occurs at the same heating rate required for the equinoctial case (Q 0 5 0.9 K day 21 ), but the jump in velocity is about 10 m s 21 smaller. Interestingly, the model does not immediately transition to strong superrotation when Q 0 is set to 0.9 K day 21 but rather maintains weak westerlies for 8 yr before making a seemingly spontaneous jump. A 20-yr extension of the simulation (not shown) in which the jet remains near 20 m s 21 suggests that the upper equilibrium is fully stable. Similar extensions in other simulations with various DT and Q 0 suggest that most values of Q 0 have a single stable fixed point, either strongly superrotating or not. The only exceptions occur at the boundary of the two regimes, where seemingly spontaneous jumps are possible, although they only go one way (the strongly superrotating equilibrium is always stable). We attribute this apparent spontaneity to the stochastic influence of midlatitude eddies, which leads to variation in both the eddy momentum flux out of the tropics, and the coherence of the forced equatorial wave. This provides temporary windows of opportunity for positive feedbacks to take hold and produce strong superrotation. The seasonal cycle would add a periodic component to this variability but could not itself account for a multiyear delay.
Summary and conclusions
Superrotation in several atmospheric GCMs has coincided with significant increases in organized tropical convection with gross characteristics resembling the Madden-Julian oscillation (Lee 1999; Caballero and Huber 2010) . Organized convection is believed to excite atmospheric Rossby waves that lead to equatorward momentum fluxes and drive the atmosphere toward a superrotating state. These increases in convective variability often occur in simulations of warmer climates, which suggests the possibility of superrotation during past warm intervals (Tziperman and Farrell 2009) or a future dominated by anthropogenic warming (Held 1999; Pierrehumbert 2000) .
In this study, we mimic the dynamical effects of organized tropical convection by applying a zonally varying equatorial heating in a GCM with simplified physics, resulting in eddy momentum fluxes from the subtropics to the equator. A comparison with analytic shallow water theory suggests that the equatorward momentum flux is produced by the tilted planetary-scale Rossby gyres of the classical Matsuno-Gill response to imposed heating. This is similar to the numerical shallow water results of Showman and Polvani (2010) , as well as studies of transient superrotation associated with the MJO (e.g., Biello et al. 2007; Moncrieff 2004) . We find that with sufficient equatorial forcing, these fluxes produce a strong westerly flow between 200 and 400 mb-in essence, a ''superrotating jet.''
The strength of the superrotating jet was shown to depend nonlinearly on the equatorial heating rate Q 0 and the pole-to-equator temperature difference DT. When DT 5 0 K, both the Hadley circulation and baroclinic wave activity are eliminated. In this simplified regime, the superrotating jet undergoes a bifurcation as Q 0 passes from 0.3 to 0.4 K day If the heating rate is reduced after the bifurcation occurs, the jet remains in the strong state. This hysteresis is moderate, however; multiple equilibria are found only for 0.25 , Q 0 , 0.35 K day 21 . Distinct weak and strong states are still observed with a nonzero meridional temperature gradient, although the presence of a vigorous meridional circulation and baroclinic wave activity increases the value of Q 0 required to force a transition. For example, with DT 5 40 K, the jet will jump from 10 to 45 m s 21 as Q 0 passes from 0.8 to 0.9 K day
21
. Hysteresis is no longer seen, likely due to the increased variability in the simulated atmosphere. The transition to superrotation in this case includes a nearly 50% reduction in the Hadley circulation strength and an equatorward shift of the midlatitude jets, which effectively merge with the equatorial jet. Shifts in surface winds associated with the midlatitude jets may help explain sea surface temperature anomalies at midlatitude upwelling sites in the early Pliocene (Tziperman and Farrell 2009) . Kraucunas and Hartmann (2005) suggested that the sensitivity to equatorial eddy heating in idealized models is an artifact of their lack of a seasonal cycle, especially FEBRUARY 2012 the solstitial seasons of the Hadley circulation, which induce a strong easterly acceleration in the equatorial upper troposphere. We address this deficiency by adding an idealized seasonal forcing in the form of a zonally uniform heating tendency that migrates between hemispheres with an annual period. This produces a Hadley circulation dominated by the ''winter'' hemisphere and results in much stronger equatorial easterlies, consistent with observations (Lee 1999) . Despite this change, a bifurcation and transition to a strongly superrotating jet are still seen for DT 5 40 K, although the ''strong'' state westerlies are weaker than in the equinoctial simulation.
The nonlinear response to heating reported here is reminiscent of behavior seen in two-layer primitive equation models (Suarez and Duffy 1992; Saravanan 1993) , and the axisymmetric model of Shell and Held (2004) , but the mechanism responsible for our bifurcation is a novel one and has not previously appeared in the superrotation literature. Instead of feedbacks involving midlatitude waves or the Hadley circulation, our bifurcation is driven by a resonance phenomenon. As the zonal wind relative to the imposed heating nears the phase speed of the n 5 1 free equatorial Rossby wave, the heating projects onto the free wave mode and the overall Rossby wave response amplifies. The amplified wave produces additional momentum flux from the subtropics to the equator, which ultimately allows a higher equilibrium jet velocity. This resonance is directly analogous to the theoretical singularity involving free topographic Rossby waves in the presence of a westerly mean wind (cf. Holton 2004) .
The difference in mechanisms helps explain why the hysteresis in our model is so much weaker than that reported by Saravanan (1993) . The superrotating state in that model was supported by transient eddies-rather than the forced stationary eddies in our simulationswhich allowed the superrotation to persist for some time after heating was removed. We also find little evidence for the midlatitude wave feedbacks found in Saravanan's simulations. This is consistent with previous studies using multilevel GCMs (e.g., Hoskins et al. 1999 ) and analytical work that indicates that Rossby wave breaking and its associated momentum convergence may depend on the vertical shear. Panetta et al. (1987) found that in the twolayer quasigeostrophic framework, Rossby waves propagating into a region where U 2 c is positive in the upper layer and negative in the lower layer will not exhibit critical layer absorption when the vertical shear exceeds a critical value. This perfect transparency does not seem to occur in the continuous case (Held 1999) , which suggests that the dramatic positive feedback found in two-layer models may be an artifact of their vertical resolution. This feedback was invoked by Mitchell and Vallis (2010) to explain transitions to superrotation in multilevel simulations of generic terrestrial planets, but it is unclear why the wave feedback would occur in that context but not here.
The resonance presented here joins other feedbacks (Williams 2003; Shell and Held 2004 ) that provide plausible mechanisms for abrupt, qualitative changes in the large-scale flow of three-dimensional atmospheres. Simulations most similar to modern Earth, with DT 5 60 K (not shown), indicate a much more linear response to changes in Q 0 and little evidence of abrupt transition, suggesting that a resonance-driven bifurcation may be limited to past or potential future climates in which DT or the seasonal cycle are reduced. The possibility of superrotation in the larger context of Earth history is only beginning to be understood. for many helpful discussions, Chris Walker for invaluable assistance with modifications to CAM, and Isaac Held and one anonymous reviewer for their comments. This work was partially supported by a graduate student fellowship from the National Science Foundation (NA), by NSF Climate Dynamics Grants ATM-0902844 and ATM-0754332 (ET), and by NSF ATM-0736022 (BF). ET thanks the Weizmann Institute for its hospitality during parts of this work.
APPENDIX

Derivation of the Shallow Water Solutions
Phlips and Gill (1987) found analytic solutions for the equatorial response to a heating of limited spatial extent. We consider the simplified problem of a global-scale sinusoidal heating of the form Q 5 Q 0 cos(kx) exp(2y 2 /4). It is assumed that the solutions are separable in x, y, and z, and that the heating projects only onto the first baroclinic mode. This allows variables to be expressed as, for example, Q 5 F(x)SQ n D n ( y), where D n ( y) is the nth parabolic cylinder function. We refer the reader to the original paper for additional details.
We nondimensionalize the shallow water equations, using horizontal scale ffiffiffiffiffiffiffiffiffi c/2b p and temporal scale (2bc) 1/2 : › t u 1 U› x u 1 u 2 byy 5 2› x f, › t y 1 U› x y 1 y 2 byu 5 2› y f, › t u 1 U› x u 1 u 1 w 5 Q, u 5 › z f, › x u 1 › y y 1 › z w 5 0.
Defining q 5 f 1 u and r 5 f 2 u, it can be shown that the steady-state Kelvin mode response is governed by the single equation (U› x 1 )q 0 1 › x q 0 5 2Q 0 cos(kx).
Substituting an assumed solution of the form q 0 5 A cos(kx) 1 B sin(kx) leads to A 5 2Q 0 g 2 /(1 1 g 2 ) and B 5 2Q 0 g/(1 1 g 2 ), where g 5 /k(U 1 c n ) and c n is the wave speed for mode n.
Relating q to u and f, we find u k 5 f k 5 2Q 0 g 2 (1 1 g 2 ) [g cos(kx) 1 sin(kx)] exp(2y 2 /4), where the subscript k designates the Kelvin mode response. The Rossby modes n . 0 are governed by three equations, after dropping terms that are second order in and U:
(Uk 1 )q n11 1 kq n11 2 y n 5 2Q n11 F(x), (Uk 1 )r n21 2 kr n21 1 ny n 5 Q n21 F(x), 2(Uk 1 )y n 1 (n 1 1)q n11 2 r n21 5 0.
These can be manipulated to find a single equation in q. Since our forcing Q projects only onto the n 5 1 mode, this equation is given by (1 2 3U)kq 2 2 3q 2 5 Q 0 cos(kx).
Substituting a solution of the form q 2 5 A cos(kx) 1 B in(kx) leads to A 5 2(1/3)Q 0 g 2 /(1 1 g 2 ) and B 5 2(1/3)Q 0 g/(1 1 g 2 ). Finally, q 2 may be translated into u and y: u 5 Q 0 g 6(1 1 g 2 )
[g cos(kx) 1 sin(kx)](3 2 y 2 ) exp(2y 2 /4), y 5 2(4/3)Q 0 g (1 1 g 2 ) [Uk 1 g cos(kx) 1 ( 2 Ukg) sin(kx)]
1 Q 0 cos(kx) y exp(2y 2 /4).
