Abstracr-Content
For the static case, simple efficient greedy solutions have been proposed in (81, [5] and [lo] . In 
I. INTRODUCTION
The commercial success of the Internet has paved the way for the birth of Content Delivery Networks (CDN) providers. CDN providers are companies devoted to hosting in their servers the content of thud-party content providers, to mirroring or replicating such contents on several servers spread over the world, and to transparently redirecting the customers requests to the 'best replica' (e.g. the closest replica, or the one from which the customer would access content at the lowest latency). Designing a complete solution for CDN therefore requires addressing a number of technical issues: which kind of content should be hosted (if any) at a given CDN server (replica placement), which is the 'hest replica' for a given customer, which mechanisms are used to transparently redirect the user to such replica. In this paper we focus on the first problem: replica placement.
The majority of the schemes presented in the literature tackle the problem of static replica placement that can be formulated as follows. Given a network topology, a set of CDN servers and a given request traffic pattern, decide where content has to be replicated so that some objective function is optimized while meeting constraints on the system resources. The solutions so far proposed typically try to either maximize the user perceived quality given an existing infrastructure, or to minimize the CDN infrastructure cost while meeting a specified user perceived performance. Examples of constraints taken into account are limits on the servers storage, on the servers sustainable load, on the maximum delay tolerable by the users etc. A thorough survey of the different objective functions and constraints considered in the literature can be found in [6].
topology, replica sites). As a worst-case replica placement would result extremely inefficient, this is indeed an important practical issue that has to be tackled. A simple approach could consist in periodically executing the static replica placement algorithms to react to system dynamics. However this approach has a twofold drawback: it may react slowly to the system dynamics (depending on the period between two different executions of the algorithm) and selects the 'optimal' replica placement irrespective of the current configuration, possibly leading to significant reconfiguration costs.
In this paper we propose a different (and more natural) approach. We introduce a dynamic allocation strategy which explicitly takes into account the system dynamics as well as the costs of modifying the replica placement. The contributions of the paper are twofold. By assuming the users requests dynamics to obey to a Markovian model we first formulate the dynamic replica placement problem as a Markovian decision process. Albeit this model may not accurately capture the user dynamics and can be numerically solved only for limited sized CDNs, it allows us to identify an optimal policy for dynamic replica placement that can be used as a benchmark for heuristics evaluation and provides insights on how allocation and deallocation should be performed. Based on the findings obtained through the analytical model we derive and evaluate a centralized heuristic which allocates and deallocates replicas to reflect the requests traffic dynamics, the costs of adding, deleting and maintaining replicas, the servers load and storage limits, and the requirements on the maximum distance of the users from the 'best replica'. The heuristic performance evaluation shows that its behavior is very close to that of the optimal placement strategy, and that the heuristic achieves very good performance A few previous papers (e.g. [9] and [3]) have addressed the problem of dynamic replica placement. However, the proposed schemes are embedded in specific architectures for performing requests redirection and computing the best replicas. No framework is provided for identifying the optimal strategy, and to quantify the solutions performance with respect to the optimum. In RaDar [9] a threshold based heuristic is proposed to replicate, migrate and delete replicas in response to system dynamics. The overall proposed solution combines dynamic replica allocation with servers load aware redirection to the best replica to achieve low average users perceived latency while empirically balancing the load among the CDN servers. No limits on the servers storage and on the maximum users perceived latency are explicitly enforced. In [3] two schemes designed for the Tapestry architecture are presented. The idea is that upon a request for content the access point neighborhood in the overlay network is searched. If there is a server hosting a replica of the requested content within a maximum distance from the user, and such server is not overloaded, the request will be redirected to this server (or to the closest server if multiple servers meet such constraints). Otherwise a new replica is added to meet the user request. Two variants are introduced depending on the neighborhood of the overlay network which is searched for replicas, and on the scheme used to select the best location for the new replica. Though the ideas presented in the paper appear promising they are tightly coupled with the Tapestry architecture, and the approach does not explicitly account for neither the costs of reconfiguration nor for possible servers storage limits. Finally, no information is provided in [3] on the rule to remove replicas, making it hard to compare with this approach.
The paper is organized as follows. In sections I1 and 111 the dynamic replica placement problem is formally formulated and discussed, and the semi Markov decision model used to derive the optimal strategy is described. In section IV a centralized heuristic is presented, followed by its performance evaluation (section V). A summary concludes the paper in section VI.
PROBLEM STATEMENT
We model the Internet network topology as a weighted undirected graph G = {V, E}. The vertex set V is the set of network nodes, while each edge in the set E represents a physical network link and is labeled with some kind of distance metric, e.g. the number of hops between the endpoints or a more complex function that takes into account the available bandwidth, giving lower cost to the backbone links than to the low speed access links. We identify two subsets VA and VR of the set of network nodes V . V, is the set of CDN access nodes where the requests generated by the users enter the core CDN network. VR is the set of nodes in the core network where one or more content replica servers can be placed (called sites in the following). . The white circles represent the access nodes, the grey big circles the sites that can host replicas, and the small black circles nodes only used for sake of routing. Thin and thick links reflect the low or high bandwidth of the links.
We assume that C content providers exploit the hosting service of the CDN. Customers entering the CDN through an access node in VA can therefore issue requests for one of C sets of contents, and replicas of some of the C contents can be placed in each site in V,. Requests entering the CDN are measured in units of aggregate requests. No more than V-units of aggregate requests can be generated by an access node (to model the limited access link bandwidth). Requests for a given content are served by a suitable replica. To model user satisfaction, we assume that mer requests cannot be served by a replica at a distance above a given threshold d, , , .
Users requests are redirected to the best available replica. This can be accomplished by several means, i.e., anycast. We assume that each replica can serve up to K unit of aggregate request for that content (replica service capacity limit). No more than VBw replicas can be hosted at a given site (site resource limit).
We describe a given configuration of requests and replicas by means of a state vector x of size C(lV.l+ IVRI):
. . . , (vRi!r?, . . ., +vnI,. . . , in which the vanable U; represents the number of request units for a content c E {1, . . . , C} at node i E V . , and T; is the number of replicas of content c E (1, . , . , C} placed at site j E We associate to each state a cost -paid per unit of time -which is the sum of a cost derived from the users perceived quality (users to replica distance, number of unsatisfied requests) and of the CDN infrastructure costs for hosting and maintaining repliWe measure users perceived quality by means of a function A ( x ) . This is given by the sum over all users requests of the distance between the access node where the request is originated and the replica serving it. Since requests are served by the best available replica (i.e. the closest according to to links metric), the redirection itself requires the solution of a minimum cost matching problem between the users requests and the available replicas, with the distance between access nodes and service site as cost of the matching (assuming infinite cost whenever the distance exceeds the threshold dmaz). The solution of this problem yields the redirection scheme (which request is served by which replica) and the associated distance (cost).
A replica maintenance cost M ( x ) is used to model the costs of hosting replicas and keeping them up to date. We use a simple
where C M~~~~ is a suitable constant. Rvo other costs C+ and C-are paid by the CDN provider when dynamically adjusting the number of replicated servers, and are associated to the decision to add or remove a replica respectively.
The minimization of the long run costs described above enables a decision making criterion that can be used to formulate dynamic replica placement strategies. Given a state, a cost function associated to it and the costs of replicating and deleting replicas, identify a strategy which dynamically allocates and deallocates replicas in response to users demand variations so that the overall cost is minimized while meeting the constraints on the replica service capacity and site resources. In the following we introduce a Markov decision process to derive the optimal strategy for solving this problem as well as a centralized scalable heuristic. 
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A MARKOV DECISION PROCESS FOR DYNAMIC

REPLICA PLACEMENT
The state of the Semi Markov Decision Process (SMDP) is formulated as in the previous section I1 by a vector x of size The states space A is then defined as:
C C
A ={x = (a, r) :
Since the population of the described model is an aggregate figure The transitions that may occur in this model from an initial state x to a final state y can be due to an increasing aggregate request, in the form of a birth, or to a decreasing request, in the form of a death in the underlying multidimensional birth and death process. The transition probability p t y from the state x = (XA, XR) to any state y = (YA, YR) t A under the decision d, takes one of the following expressions, where e; is an identity vector with unary element in position (c . lV~l + i).
Transitions due to an arrival of a unit of aggregate request for content c at site i:
tostate (YA,YR) = (XA + e i , x~+ e ? ) with probability 
to state (YA, YR) = (XA -e:, XR -e,") with probability
to state ( Y A , Y R ) = (XA -e ; , XR) with probability
The transitions that are not considered in this list have prohahility 0.
In order to create a decision criterion for the described model, 
4.
else
wait for a change in a; take action d;
The cost function is uniformized as well, obtaining the fol- lowing formulation of P ( x , d):
1. boolean enough_replicaanincrease( state (a,r ) ) { 2. =. J + 4 j=l
Fig. 2. ENOUCHLREPLICA-ONJNCREASE().
An optimal solution can be expressed through a decision variable "xd that represents the probability for the system to be in state x and taking the decision d.
The Linear Programming (Lp) formulation associated with our SMDP minimizing the cost paid in the long-run execution is given by:
proactively replicates content in order to guarantee its availability in case of future requests increases. At the same time, to minimize the number of replicas, it detects and removes replicas which are not needed to serve either current requests or any possible unitarv increase of them.
where S is the finite set of all feasible couples of vectors of the kind (stare, decision).
The problem defined in (8) can be solved by means of commonly known methods of the operations research [4] . We used the simplex method with sparse matrix support.
1v. HEURISTIC
The solution to the optimization problem (8) is too compntationally intensive but in the simplest scenarios. Therefore, in general, it is not feasible to compute the optimal policy. Here we propose an heuristic to decide the action d E ' D to take upon transitions on the request access vector a. The heuristic has been derived by closely studying how the optimal policy behaved in our experiments. In particular, we considered the case where the cost function imposes -in decreasing order -the following priorities to the resulting policy: (1) being able to serve user requests; (2) minimizing the number of replicas; (3) minimizing the distance between users and replicas. This was accomplished by setting the cost function parameters as follows: C,,int >> maxeEE !(e), with !(e) denoting the weight associated with link e, C+ = C-= 0. With this choice, we expected the optimal policy to use the minimum number of replicas to serve all existing requests leaving at the same time enough spare capacity to accommodate for requests increases. In our experiments, indeed, we observed that the optimal placement policy The algorithm we propose, shown in Figure 1 , mimics as close as possible this behavior. At each step, the algorithm determines lint whether the current replica configuration r can accommodate any possible increase in user requests a. This is accomplished via the function enough_replica-onincrease() (see Figure 2 ). In case that any possible increase in user requests can be accommodated by r then the algorithm considers whether it is possible to remove a replica (removeJeplica()); otherwise it tries to find a site where to add a replica (add_replica()). The function enough_replica_onincrease((a, r)) retums TRUE if any possible increase in a can be served by the current replica configuration r a n d FALSE otherwise. To this end, it uses the function enonghxplica ((a, r) ) which determines whether a given users access requests a can be served by the set of replicas r. (The function enoughxplica0 itself is computed by solving a minimum matching problem between users requests and the available replicas from the solution of which we can determine whether all request in a can be served by r.) addxeplicao is called to determine content and location for a 1. action addseplica() { 2.
3.
4.
5.
find Z = {(i, c) i E VA, c = 1,. . . , C I !enoughJeplica ((a + e;, r) 
3.
find U = { ( j , c) j E V,, r-= 1,. . . , C I 3i E VA enoughieplica ((a + e;, r)) AND !enoughieplica ((a + e;, r -e:)), (a + e:, r -e:) E A}; new replica. To this end it first identifies which rcquests incrcase would require additional replicas. This is accomplished in line 2
by determining the set I of the pairs (i, e) such that an increase of requests for content c a t node z cannot be served by 1' (line 2).
It then computes the sets J ( j , c) C I of users requests increment that could be served by an additional replica of content c in site
If not all J ( j , c) are empty , the content and location of the additional replica is then chosen by finding the site j * and content c" which maximizes I J ( j , c) 1 (line 7). This to maximize the probability of being able to satisfy a request incrcase. remove.replica() is called to determine whether to remove a replica. To this end, first it identities thc set U of replicas which
should not be removed as they would be needed to scrve an increase in users requests (line 2). Then, it determines, among the remaining replicas, the set J of the candidates for possible rcmoval, i.e., all those replicas which are not used to serve current requests (line 3). Among these, it chooses to remove a replica from a node j which serves the smallest set of access nodes (line 5). Choosing thc replica which serves the smallest population should minimize the likelihood to remove a replica which is going to be added soon again.
v. NUMERICAL R E S U L T S
In this section we evaluate and compare the performance of the proposed replica placement algorithms. For the optimal replica placement, we computed the optimal policy by solving the Markov decision model with MATLAB. For the heuristic, we wrote a simulator in C. The network topologies used in our experiments are reported in Figure 5 . The thin lines denote slower links (with a weight of 2), the thick ones faster links (with a weight of 1). We considered the small topologies to assess the heuristic effectivcness with respect to the optimal policy. (Indeed only for such smaller cases we were able to compute the optimal policy.) The larger topology, generated with thc gt-itm topology gcnerator, was used to test the heuristic in a more realistic setting. In all simulations, we used the following parameters: K = 2, V y = 2, A: = l/C and p: = 1. Moreovcr, we set Cmaznt = 1000, Ct = C-= 0. The values
of Vxw and the number of contents C were varied in the different experimcnts.
The results for the small topologies are reported in table I and 11, respectively. In these experiments we set Vpx = 1 (at most one replica per site) and d, , , = 3. For thc comparison, rather than reporting the cost function values, we separately reported the values of the three major factors which contributc to the cost, namely, thc average distance from a request to the scrving replica, tho average number of replicas, and the fraction of requcsts which were not scrved (eithcr because no such replica existed or because the closest available replica was further away The results show that the heuristic is very close to the optimal behavior. The placement scheme followed by the heuristic only leads to a 2 -4% increase in thc average users-replica distance and in the number of replicas over what is computed by the optimal strategy. Observe that even for these small experiments, we were not ablc to compute the optimal solution for C = 2 for the largcr topology (the number of states was 314928 which multiplied by thc number of decision results in about 2 million of variables for the linear problem).
In Table I11 we report the results for the large topology dcscribed in Figurc 5 (c), which includes 24 access nodes and 7 In all these experiments, we set VRm = 3. We observe that, as dmaZ decreases, the average number of used replicas and the probability of not serving user requests increases while the average distance decreases. This reflects the need to place more replicas to meet the stricter constraint on the maximum userreplica distance, and the increased difficulty of satisfying all the requests once the number of possible replica sites that can serve a user is throttled. On the other hand, all quantities increase when the number of different contents hosted in the CDN increases, as more replicas are needed to he able to serve a higher Variety of requests and since the limit on the number of replicas per site leads to the additional replicas being placed further and further away from the final user. Even though we cannot directly compare the behavior of the centralized heuristic with that of the optimal replica placement in this scenario, we can observe that the behavior is close to optimal. Indeed, from the Markov model, we can compute the average number of requests from each access site, which is 0.4, that multiplied by 24 sites yields an average of 19.2 requests requests that cannot he served.
On-going research activity is devoted to the design of distributed heuristics, to the development of a simulation framework for the comparison with the solutions so far proposed in the literature, and to the extension of the performance evaluation to hot spot scenarios.
