An elementary context in which the computing ability of cellular automata is directly related to quantities of physical signi cance is discussed. It is found in examples that no single statistic serves to measure the complexity of the behaviors produced. On this basis it is argued that the theory of distributions can be gainfully employed alongside computation theory and information theory in the study of the complexity of dynamical systems.
Introduction
There is currently broad interest in the use of models of physical systems as computers. The resurgent activity in the study of neural networks deserves particular mention. Conversely, considerable e ort has been invested in the use of techniques of theoretical computer science to characterize physical systems 1 -5] . A major theme is quanti cation of the complexity of computations performed by these systems. The ultimate goal is the de nition of some physically measurable quantity or set of quantities which capture the intuitive meaning of complexity.
To apply computation theory to physics one must nd a map from the behavior of the physical system onto the operation of a computing machine. Various approaches are described in 1, 2] . Cellular automata (CA) provide a convenient framework in which to attack this problem since the connections to physical systems on one hand and to computers on the other are particularly transparent 4, 5] . Recall that a cellular automaton is a dynamical system operating in discrete space-time. The discrete states of cells in a regular lattice are updated in synchrony according to a local deterministic rule. The behavior of CA is connected with that of physical systems since CA, like many physical systems, are governed by local, translationally-invariant interactions. The connections with computers, in particular parallel computers, derive from considering each cell in the cellular automaton as performing logical operations on its inputs. In the interpretation of CA as computers, problems are posed coded into the initial con guration of cell states on the lattice, and solutions decoded from some con guration ultimately achieved under evolution of the automaton.
One method used in computation theory to characterizes the complexity of a computing machine is to measure the time it takes the machine to produce an answer to a problem, at which point the operation of the machine halts. One studies how this halting time depends on the length of the problem in some suitable encoding. The machine considered here is the cellular automaton itself operating on a nite lattice with periodic boundary conditions, along with some mechanism for recognizing that a con guration has been visited twice. The problem posed to this machine is to determine the projection under the CA rule of the initial con guration onto the invariant set; otherwise said, the point at which an initial con guration has evolved under the action of the rule onto a cycle. The machine operates by applying the cellular automaton repeatedly to an initial con guration until some con guration has been visited twice; that con guration is the required solution. On a nite lattice with periodic boundary conditions any initial con guration must eventually enter a cycle under the action of a deterministic cellular automaton, hence this machine will always halt.
Topologically, the halting time is simply the the size of the set of congurations, H, reachable from a given initial con guration. The cycle time is the size of the largest subset, C, in H whose image under the rule, is equal to itself, i.e., such that (C) = C. The transient time is the size of the complement, T, of C in H. The halting con guration is then (T) \ C, or the initial con guration itself if it is chosen on a cycle. These times may thus be discussed independently of any particular model or method of computation. However, the program described above is quite reasonably the shortest which computes the halting con guration for arbitrary CA on arbitrary initial conditions. Hence, the halting time is related to the \logical depth" of the halting con guration. 1 The transient and cycle times have evident physical interpretations. The transient time is the time the system remains out of equilibrium. The invariant cycles times of a system, on the other hand, are key ingredients of any representation-invariant description of dynamically invariant behavior 6]. In spatially-extended systems especially, the relationship between transient and invariant behaviors may be subtle 7] . One promise of the present approach is that computation theory may help to elucidate this relationship.
THE RULES STUDIED
The distribution of halting, transient, and cycle times (henceforth referred to as characteristic times) have been studied in detail for four one-dimensional CA with two states per cell. These rules are among those which have received the most intense scrutiny in the literature [10] [11] [12] [13] , and are presented in order of increasing intuitive complexity. They are nearest-neighbor rules 30, 22, 54, and next-nearest neighbor totalistic rule 20, in the nomenclature of 12]. The passage from rule 30 to rule 20 is a transition from class III to class IV in Wolfram's phenomenological classi cation of CA 13] :
Rule 30: Random. Generates con gurations with a high degree of spatial and temporal randomness 8]. The measure which assigns equal probability to all blocks of the same length is invariant.
Rule 22: Chaotic. Numerical evidence 9], suggests a unique stable invariant measure (natural measure), containing non-trivial long-range correlations 10].
Rule 54: Marginally Complex. Generates con gurations with periodic domains punctuated by defects which interact in complicated ways 11].
Rule 20: Complex. Generates localized periodic patterns (gliders). This rule has been proposed as an archetypically complex rule by Wolfram 13] as, due to the presence of gliders with intricate interactions, the large-time behavior (including statistical properties) of this rule may be di cult to predict.
CHARACTERISTIC TIME DISTRIBUTIONS
Standard methods (such as nite-size scaling) cannot be applied to extrapolate the behavior of cellular automata operating on small systems to behavior in the thermodynamic limit. It can only be empirically tested via random sampling of initial con gurations on a range of system sizes whether or not regular scaling with system size is established. Both statistical and non-statistical uctuations contain important information in addition to the scalings, these however are beyond the scope of this report.
Since characteristic times increase with system size, there is a trade-o between the number of con gurations which can be sampled at each system size and the maximum system size which can be studied. In one sequence of experiments 150 random initial con gurations were used for each system size up to a maximum size of 33, 87, 185, and 700 for rules 30, 22, 54, and 20 respectively. At the maximum system size studied for each rule, the maximum halting time was approximately 2 10 6 , 8 10 6 ,4 10 5 , and 7 10 4 , for the rules in the given order. In other words, roughly 1 10 10 con guration updates were used per rule. Two additional sequences of experiments were run with a sample size 10 and 100 times greater than in the rst sequence of experiments, though with correspondingly reduced maximum attainable system size. A variety of di erent scaling laws were tested for their ability to account for the collected data. These are two-parameter laws of the form ln i (t) = ln j (s)+ , where t is a characteristic time, s is system size, and the superscripts indicate functional composition of the log (ln 0 is the identity). These include the familiar linear, power-law, and exponential scalings, as well as some more unusual forms. A measure used to evaluate the goodness-oft of the various laws was , where x i and i are the mean and standard deviation respectively of the experimental estimate of some statistic for system size i, c i is the estimate from the least-squares t to a candidate law, and N is the number of subsamples. This quantity can be expected to be small if the t is good. Table 1 summarizes the results of this approach. The scalings indicated are the best from this set of candidate laws.
To see the origin of these laws, consider rst the characteristic-time distributions for xed system size. Typical halting time distributions consist of well-separated peaks, each of approximately the same shape. It appears that 14] the distribution of transient times does not depend on the periodicity of the cycle ultimately obtained. The halting time distribution is thus a weighted sum over cycles of transient time distributions. The weight of a cycle is its basin volume, i.e., the fraction of con guration space which is attracted to the cycle under the action of the rule 15]. Since nonlinear interactions between transient and cycle times are weak, the contribution of transient-and cycle-time distributions to the halting time distribution can be considered separately Transient times. To show how individual trials contribute to the average transient time, plots of tP (t), where t is a transient time, and P (t) is the probability of t are presented in Figure 1 . To facilitate comparisons, the system sizes were chosen so that the average transient time in each case is approximately the same. For rules 30, 22, and 54 the plots are characterized by one or more broad peaks. The plot for rule 20 is strikingly di erent, with a sharp initial peak, and an extremely long tail.
To see how the transient time distributions change with system size, a number of statistics were computed (table 1). For rules 30 and 22, average, median, and maximum transient times all scale exponentially, and with similar exponents. For rule 54, these statistics exhibit a logarithmic stretchedexponential scaling, t = e (ln(s)) , where t is a characteristic time, s is the system size, is a parameter, and is an exponent, whose value (as was the case for rules 30 and 22) depends little on which statistic is considered. The long tails characteristic of the rule 20 transient time distributions lead to di erent scaling behaviors depending on which statistic is chosen. The maximum transient time scales linearly with respect to system size. This time is controlled by the time taken for information, in the form of gliders, to ow across the entire system. The median transient time, on the other hand, grows only logarithmically with system size, in the range of system sizes studied. Most initial con gurations tend rapidly to the 0 con guration, or to a con guration which contains but a single glider. In these cases, there is e ectively no information ow across the system during the transient. The average transient time re ects a melange of these e ects. On small systems ( < 200), the average scales like the median. On larger systems it becomes more common for glider interactions to contribute to the transient time. Though these events remain rare, as system size increases they come to dominate the average. Eventually, the average scales like the maximum.
Cycle times. In general, the statistics of cycle times uctuate more vigorously than transient times. This is to be expected since 1) the number of distinct cycle times possible for a given system size is small compared to the number of distinct transient times, and 2) cycle times depend sensitively on arithmetic properties of the system size. Still, least-square ts to the cycle time statistics suggest the following: For rules 30 and 22 cycle times, like transient times, scale exponentially. The rule 54 cycle time scaling is again best t by a logarithmic stretched-exponential. For rule 20, both average and maximum cycle times increase linearly. The maximum cycle time is given by the time taken for the slowest-moving glider (with non-zero velocity) to cross the system. The average also increases linearly, but at a rate approximately 1/10 that of the maximum.
The relative contribution of transient and cycle times to the halting time is rule dependent. For rule 30 cycle times are larger than transient times, while for rules 22 and 54, the opposite is the case. Thus the average halting time scaling follows the average cycle-time scaling for rule 30, and the average transient-time scaling for rules 22 and 54. Below size 160 the average transient time is larger than the average cycle time for rule 20, above this size the roles are reversed. This crossover is re ected in the scaling of the average halting time. Though the average transient time exhibits the same type of crossover as the average halting time, the underlying mechanism di ers. The halting time crossover starts when single gliders begin to be regularly produced. The transient time crossover is due to the interaction of gliders, and hence sets in at a larger size. When systems still larger than those studied here are considered, one may expect maximum transient times to grow at a faster rate. This would be due to the e ects of multiple glider collisions, not all of which result in mutual annihilation. The maximum cycle time, however, should remain bounded by the time required for a glider to cross the system. the de nition of an observable quantity, the statistics of the measurement of this observable are crucial to its interpretation. This interpretation emerges in the relationship between the scaling of relevant statistical properties.
In the CA studied here, the less complex rules (rules 30, 22, 54) are those in which all measured statistics scale with the same functional form. The more complex rule (rule 20) is one in which the scaling depends markedly on which statistic is chosen. The marginal complexity of rule 54 is manifest in particular in the exotic scaling of its statistics. 2 Distributions with long tails, such as those characteristic of rule 20, are common in physics 16]. It may be suggested, then, that when computation-theoretic measures of complexity are applied to physical problems, the possibility that averages may not be su cient measures of distributions (indeed may not exist) should be explicitly taken into account.
The connection between complexity as de ned here in terms of behavior on nite systems with complexity as de ned in terms of the statistical properties of in nite systems deserves further exploration. The rules showing exponential growth (30 and 22) exhibit rapid convergence to invariant statistical properties both in simulation experiments on large systems and in generalized mean-eld approximations 8, 9], while rules 54 and 20 with subexponential growth exhibit slow convergence or do not converge at all 14]. In addition, as one passes from rule 30 to rule 20 one nds that the largesize con gurations generated by these rules exhibit both decreasing spatial entropy and decreasing rates of decay of spatial correlation. This suggests a tight connection between the rate of information ow in in nite systems and the scaling of characteristic times for nite systems. That rapid decay in correlations implies rapid growth in characteristic times is intuitive; proof of the converse, however, would be a deep result.
A closing remark: characteristic time distributions have been studied here relative to a random initial distribution. In applications a di erent choice of initial distribution may be desired. For instance, in physical applications it may be well motivated to choose initial conditions according to the natural measure of the system. It should be anticipated that sensitivity to choice of initial distribution is rule dependent. The dependence of characteristic times on the statistics of the initial distribution should provide further means to quantify self-generated complexity in dynamical systems. 
