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Abstract. Gluings of completely positive maps (CPMs) are defined and
investigated. As a brief description of this concept consider a pair of ‘evolution
machines’, each with the ability to evolve the internal state of a ‘particle’ inserted
into its input. Each of these machines is characterized by a channel describing
the operation the internal state has experienced when the particle is returned at
the output. Suppose a particle is put in a superposition between the input of the
first and the second machine. Here it is shown that the total evolution caused
by a pair of such devices is not uniquely determined by the channels of the two
machines. Such ‘global’ channels describing the machine pair are examples of
gluings of the two single machine channels. Under the limiting assumption that
all involved Hilbert spaces are finite-dimensional, an expression which generates
all subspace preserving gluings of a given pair of CPMs, is derived. The nature of
the non-uniqueness of gluings and its relation to a proposed definition of subspace
locality, is discussed.
PACS numbers: 03.65.-w, 03.67.-a
1. Introduction
Completely positive maps (CPMs) and trace preserving completely positive maps are
useful tools to describe operations in quantum mechanics. This investigation appears
in a family of papers [1], [2] devoted to the study of completely positive maps with
respect to properties tied to orthogonal sum decomposition of the Hilbert spaces of
quantum systems. In [2] the concept of subspace preserving CPMs is introduced. In
[1] a definition of subspace locality is proposed, while here the concept of gluings of
CPMs is introduced.
To give an intuitive picture of the concept of gluing, imagine an apparatus which
evolves the state of quantum systems. Imagine a ‘particle’ of some kind and a machine
constructed such that when the particle is inserted in the input of the machine, the
internal state of the particle is evolved and the particle is returned at the output.
The operation of the machine is modeled by a ‘channel’, i.e. a trace preserving CPM.
Imagine now that we have two such machines, each characterized by a channel and
suppose we have one single particle. The question is: suppose this single particle is put
in superposition between the two inputs of the two evolution machines, what would
be the output, when the two machines act on this superposition? At first glance it
may seem as if the evolution of the superposition is trivially determined by the two
channels characterizing the action of the two machines. This is however not the case,
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as shall be demonstrated here. The two channels do not provide sufficient information
to uniquely determine the total evolution.
To rephrase the problem in more mathematical terms, there are two Hilbert spaces
H1 and H2, the first representing the pure input states of machine 1, the second
representing pure input states of machine 2. The total input state Hilbert space H
can be described as the orthogonal sum of the two separate state spaces H = H1⊕H2.
For the quite general type of evolution we are considering here, allowing interaction
with ancillary quantum systems, it is necessary to use density operators to describe
states of quantum systems. A channel maps density operators to density operators.
The channel Φ1 characterizing machine 1 maps density operators on H1 to density
operators on H1. Likewise the channel Φ2 of machine 2 maps density operators on
H2 to density operators on H2. The operation caused by the two machines acting in
combination on one single input, can be described as a channel which maps density
operators on H to density operators on H. To rephrase the above question: does Φ1
and Φ2 determine Φ uniquely? The negative answer to this question implies that there
exist several channels Φ which, in some sense, are ‘compatible’ with the two channels
Φ1 and Φ2. We call such a channel Φ a gluing of Φ1 and Φ2. One of the purposes of
this investigation is to find an explicit expression for describing all possible gluings of
given channels Φ1 and Φ2. This is achieved by first proving that all trace preserving
gluings of channels have to be subspace preserving [2] and using tools developed in [2].
One further question is: what happens if one imposes the restriction that the
two evolution machines should act independently of each other? Hence, there should
be no interaction, communication, or sharing of resources like entangled or correlated
quantum systems, which would enable a correlated action. This restriction is added
by using a definition of subspace local channels suggested in [1]. The set of gluings
which satisfies this additional condition is deduced. One may perhaps imagine that the
non-uniqueness of the gluings has its cause in the freedom of the machines to interact
(or to share correlated systems), and that if all such ‘dependencies’ are cut away, the
non-uniqueness of the gluings would disappear. When the gluings are restricted to be
subspace local, the non-uniqueness get reduced, but some non-trivial non-uniqueness
actually does remain. Hence, even if the machines are acting independently, the CPMs
of the two machines are still not sufficient to determine the joint action of the two
devices. This is resolved by noting that the channel Φ1 for device 1 (and Φ2 for device
2) is actually not a full description of the action of this machine, in this context. By
providing the ‘missing parts’, the gluings are uniquely determined.
The derivations performed here are made under the limiting assumption that all
Hilbert spaces appearing are finite-dimensional. The author believes that much of the
material derived here do have generalizations, with suitable technical modifications,
to separable Hilbert spaces. This question will, however, not be treated here.
The structure of this article is the following. In section 2 gluings of CPMs is
introduced. Explicit expressions to generate all possible gluings of two given CPMs
are deduced. In section 3 we turn to the special case of SP gluings which fulfills the
additional condition of being subspace local. In section 4 the theory is illustrated with
some simple examples of gluings. In section 5 we discuss some conceptual aspects of
the non-uniqueness of gluings and its relation to subspace locality. A summary is
presented in section 6.
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2. Gluings
We begin by introducing some notation, terminology and conventions to be used
throughout this article.
H (with various subscripts) denotes a finite-dimensional complex Hilbert space.
Completely positive maps (CPMs) take trace class operators of one Hilbert space to
trace-class operators on another Hilbert space. On a finite-dimensional Hilbert space
the set of trace class operators coincides with the set of linear operators. Since this
study is restricted to finite-dimensional Hilbert spaces we let CPMs operate on the
set of linear operators on the Hilbert space in question.
The set of linear operators on H is denoted L(H). The set of linear operators
from HS to HT is denoted L(HS ,HT ).
If a CPM φ maps elements in L(HS) to elements in L(HT ), we say that HS is
the source space (or just source) of φ, and that HT is the target space (or just target)
of φ. When discussing a CPM the spaces HS and HT are always assumed to be the
source and the target space of the CPM in question, unless otherwise stated.
CPMs can always be constructed via Kraus representations [3]. Given a CPM φ
there exists some set of operators {Vk}k ⊂ L(HS ,HT ) such that φ(Q) =
∑
k VkQV
†
k
for all Q ∈ L(HS). We refer to such a set {Vk}k as a Kraus representation of Φ.
To every CPM there exists a linearly independent Kraus representation
(proposition 6 in [2]). The number of elements in a linearly independent Kraus
representation of a CPM φ is called the Kraus number (proposition 6 in [2]) of the
CPM and is denoted K(φ).
Hs1 and Hs2 denote subspaces of HS . They are assumed to be orthogonal
complements of each other, such that HS = Hs1 ⊕Hs2 (⊕ denotes orthogonal sum).
Analogously HT = Ht1 ⊕Ht2. Finally it is assumed that each of the subspaces Hs1,
Hs2, Ht1, and Ht2 are at least one-dimensional. To all these subspaces are orthogonal
projectors associated. To Hs1 belongs the projector Ps1, to Ht1 belongs Pt1, etc.
Given an operator V : Hs1 → Ht1, we will in some expressions handle it as if it
was an operator V ′ : HS → HT , where V ′ acts as V on Hs1 and as the zero operator
onHs1 and is extended linearly to wholeHS . For notational simplicity we do not differ
between V and V ′. Another abuse of notation, in the same spirit as the previous one,
concerns CPMs. Given a CPM φ with source space Hs1 and target space Ht1, we will
in some expressions handle it as if it had source space HS and target HT . If φ has a
Kraus representation {Vk}k, then this ‘extended’ CPM can be constructed as {V ′k}k
with V ′k as described above. We will not make any difference between these CPMs. It
is to be noted that if Φ is a trace preserving CPM with source Hs1 and target Ht1,
then it is not trace preserving if regarded as having source HS and target HT .
Let φ be a CPM with source space HS and target space HT and let Hs1 be a
subspace of HS . We let φ be defined as the restriction (in the ordinary sense) of φ to
the subset L(Hs1). We say that φ is the restriction in source space to Hs1. Since the
set of density operators on the subspace Hs1 is a subset of the set of density operators
on HS , follows that φ is a positive map. Let Hn be n-dimensional and let In be the
identity CPM with source and target Hn. That φ is completely positive follows since
φ⊗In is the restriction in source space of φ⊗In to Hs1⊗Hn. Above we concluded that
the restriction in source space of a positive map is positive, hence φ ⊗ In is positive
for each n. Hence, by definition [3], φ˜ is completely positive.
Next we define restriction in target space. Given a subspace Ht1 of the target
space of a CPM φ, we define the mapping φ′(Q) = Pt1φ(Q)Pt1, ∀Q ∈ τ(HS). In this
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equation another abuse of notation has been made. Pt1 denotes a mapping fromHT to
HT , but here we rather intend Pt1 to be regarded as a map from HT to the subspace
Ht1. Since the mapping η(Q) = Pt1QPt1 is written in the Kraus representation
form (no matter the exact status of Pt1) it follows that η is a CPM. Hence, φ
′ is a
composition of two CPMs and hence is a CPM. We can conclude:
Lemma 1 • The restriction in source space of a CPM is a CPM. Moreover, the
restriction in source space of a trace preserving CPM is trace preserving.
• The restriction in target space of a CPM is a CPM.
Note that in difference with restriction in source space, a restriction in target space of
a trace preserving CPM is, in general, not trace preserving.
Definition 1 Let φ1 be a CPM with source Hs1 and target Ht1 and let φ2 be a CPM
with source Hs2 and target Ht2. A CPM φ with source HS and target HT is said to
be a gluing of φ1 and φ2, if φ1 is the result of restriction in target to Ht1 and in source
to Hs1 of φ, and if φ2 is the result of restriction in target to Ht2 and in source to Hs2
of φ. If moreover φ is subspace preserving (SP) from (Hs1,Hs2) to (Ht1,Ht2) then we
say that φ is an SP gluing of φ1 and φ2.
For the trace preserving CPMs an especially simple relation holds for gluings and SP
gluings
Proposition 1 Let Φ be a trace preserving CPM with source HS and target HT . Φ
is SP from (Hs1,Hs2) to (Ht1,Ht2) if and only if Φ is a trace preserving gluing of two
trace preserving CPMs, Φ1 with source Hs1 and target Ht1, and Φ2 with source Hs2
and target Ht2.
proof. We begin to prove the “if” part of the proposition. From Φ1 being trace
preserving it follows that Tr(Pt1Φ(|ψ〉〈ψ|)) = Tr(Φ1(|ψ〉〈ψ|)) = 1, for all normalized
|ψ〉 ∈ Hs1. Since Φ is trace preserving, it follows that Tr(Pt2Φ(|ψ〉〈ψ|)) = 0, for all
|ψ〉 ∈ Hs1. By an analogous argument follows Tr(Pt1Φ(|ψ〉〈ψ|)) = 0, for all |ψ〉 ∈ Hs2.
From the two last equations follows, by definition [2], that Φ is SP from (Hs1,Hs2) to
(Ht1,Ht2).
The “only if” part follows from the fact that any SP CPM can be decomposed as
(see proposition 2 in [2])
Φ(Q) = Pt1Φ(Ps1QPs1)Pt1 + Pt1Φ(Ps1QPs2)Pt2 + Pt2Φ(Ps2QPs1)Pt1 + Pt2Φ(Ps2QPs2)Pt2.
The CPM Pt1Φ(Ps1QPs1)Pt1 is essentially (with a purely technical modification of
the source and target spaces) the restriction in source to Hs1 and in target to Ht1.
Moreover, this restriction is trace preserving. An analogous reasoning holds for
Pt2Φ(Ps2QPs2)Pt2. Hence, Φ is a trace preserving gluing of two channels. 
In [2] an expression for the set of all SP CPMs has been derived. This expression
will be used to derive an expression for all the SP gluings of two CPMs with known
linearly independent Kraus representations. For the sake of convenience proposition
10 in [2] is restated here
Proposition 2 Let {Vk}Kk=1 be a basis of L(Hs1,Ht1), K = dimHs1 dimHt1, and let
{Wl}Ll=1 be a basis of L(Hs2,Ht2), L = dimHs2 dimHt2. The mapping φ, defined by
φ(Q) =
∑
kk′
Ak,k′VkQV
†
k′ +
∑
ll′
Bl,l′WlQW
†
l′ +
∑
kl
CklVkQW
†
l +
∑
kl
C∗klWlQV
†
k , (1)
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for all Q ∈ L(HS), is an SP CPM from (Hs1,Hs2) to (Ht1,Ht2) if and only if the
matrices A = [Ak,k′ ]
K
k,k′=1, B = [Bl,l′ ]
L
l,l′=1 and C = [Ck,l]
K,L
k=1,l=1 fulfill the relations
A ≥ 0, B ≥ 0, (2)
PA,0C = 0, CPB,0 = 0, A ≥ CB⊖C†, (3)
where B⊖ denotes the Moore-Penrose pseudo inverse [4], [5], [6] of B. PA,0 denotes
the orthogonal projector onto the zero eigenspace of A and analogously for PB,0.
Moreover, (1) defines a bijection between the set of all CPMs which are SP from
(Hs1,Hs2) to (Ht1,Ht2), and the set of all triples of matrices A,B,C fulfilling the
conditions (2) and (3).
The proposition above gives an expression for all possible SP CPMs with respect to
given decompositions of the source and target space. We are interested, not in all
such CPMs, but only those SP CPMs which are gluings of two given CPMs. Given
the knowledge of linearly independent Kraus representations of the CPMs φ1 and φ2,
it is possible to construct a rather compact expression for the set of SP gluings.
Proposition 3 Let φ1 be a CPM with source space Hs1 and target space Ht1. Let
φ2 be a CPM with source space Hs2 and target space Ht2. Let {Vn}Nn=1 be a linearly
independent Kraus representation [2] of φ1 and let {Wm}Mm=1 be a linearly independent
Kraus representation of φ2. Then φ is an SP gluing of φ1 and φ2, if and only if φ can
be written
φ(Q) =
N∑
n=1
VnQV
†
n +
M∑
m=1
WmQW
†
m
+
N,M∑
m=1,n=1
Cn,mVnQW
†
m +
N,M∑
m=1,n=1
C∗n,mWmQV
†
n , ∀Q ∈ L(HS), (4)
where the matrix C = [Cn,m]
N,M
n=1,m=1 fulfills the condition
IN ≥ CC†, (5)
where IN denotes the N×N identity matrix. Moreover, (4) defines a bijection between
the set of all SP gluings of φ1 and φ2, and the set of all matrices C fulfilling condition
(5).
The condition IN ≥ CC† is equivalent to IM ≥ C†C, with IM the M ×M identity
matrix. These conditions in turn are equivalent to the condition that the largest
singular value of C should be less than or equal to one. These comments can be
derived by using singular value decomposition [4] of C. (Use C = U †1 C˜U2 where these
operators are defined as in the proof of proposition 4.)
The matrix C in the above proposition we refer to as the gluing matrix. Note that
the choices of linearly independent Kraus representations are arbitrary. The gluing
matrix depends on this choice, but not the set of gluings.
If φ1 and φ2 are trace preserving, then proposition 3 gives all the trace preserving
gluings. This follows from proposition 1.
proof. We begin to prove that any CPM on the form (4) is an SP gluing of φ1 and
φ2. One can check that any CPM which can be written on the form (4) has φ1 as
restriction in source to Hs1 and in target to Ht1, and has φ2 as restriction in source
to Hs2 and in target to Ht2. Hence, φ is a gluing of φ1 and φ2. It remains to show
that every mapping φ defined by (4) is an SP CPM. (The main part is to prove that
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φ is a CPM.) Complete the set {Vn}Nn=1 into a basis {Vk}Kk=1 of L(Hs1,Ht1), in such
a way that the first N elements form the linearly independent Kraus representation
{Vn}Nn=1. Define the matrix A = [Ak,k′ ]Kk,k′=1 by
Ak,k′ = δk,k′ , ∀k, k′ ≤ N, and Ak,k′ = 0 else. (6)
Clearly φ1(Q) =
∑K
k,k′=1Ak,k′VkQV
†
k′ . Similarly, complete the set {Wm}Mm=1 into a
basis of L(Hs2,Ht2) and construct the matrix B similarly as A was constructed. Let
the matrix C˜ = [c˜k,l]
K,L
k=1,l=1 be defined as c˜k,l = Ck,l for k ≤ N and l ≤ M , and
c˜k,l = 0 else. One can verify that the triple (A,B, C˜) fulfills the conditions (2) and
(3) of proposition 2. Moreover, φ is the result when (A,B, C˜) are used in (1). Hence,
according to proposition 2, φ is an SP CPM.
It is to be shown that every SP gluing of φ1 and φ2 can be written on the form
(4). Complete (like above) the linearly independent Kraus representations {Vn}Nn=1
and {Wm}Mm=1 into bases. Since we are searching for all SP gluings of φ1 and φ2,
all of them can be written (since they are SP) on the form (1), with respect to the
above chosen bases, where each SP CPM corresponds to a triple (A,B, C˜). For such
an SP CPM to be a gluing of φ1 and φ2, one can see that a necessary condition is that
φ1(Q) =
∑K
k,k′=1Ak,k′VkQV
†
k′ and φ2(Q) =
∑L
l,l′=1Bl,l′WlQW
†
l′ . Since these matrices
are uniquely determined by the choice of bases (see proposition 5 in [2]) it follows that
the matrix A = [Ak,k′ ]
K
k,k′=1 is the one defined in (6). A similar reasoning holds for B.
Using the conditions (3) it follows that only a sub-matrix of the matrix C˜ is non-zero.
This sub-matrix is the sub-matrix defined by C = [c˜n,m]
N,M
n=1,m=1. Moreover one can
check that the conditions (3) on (A,B, C˜) imply that C fulfills (5).
That equation (4) defines a bijection between the set of all SP gluings of φ1, φ2
and the set of all matrices C fulfilling condition (5), follows from the bijectivity stated
in proposition 2. 
One may wonder how the gluing matrix C of proposition 3 changes if one
makes other choices of linearly independent Kraus representations of φ1 and φ2.
From proposition 7 in [2] it is known that there is a bijective correspondence
between the set of K(φ)×K(φ) unitary matrices and the set of linearly independent
Kraus representations of φ. From proposition 7 in [2], it follows that if the
linearly independent Kraus representations are changed, then there exists a unitary
K(φ1)×K(φ1) matrix U1, and a unitary K(φ2)×K(φ2) matrix U2, such that the new
gluing matrix C′ relates to the old as C′ = U1CU
†
2 . One may note that this implies
that the set of singular values of the gluing matrix is independent of the choice of
linearly independent Kraus representations.
The following proposition shows that the Kraus number [2] of an SP gluing, is
constrained by the Kraus numbers of the CPMs which are glued.
Proposition 4 If the CPM φ is an SP gluing of the CPMs φ1 and φ2, then
max(K(φ1),K(φ2)) ≤ K(φ) ≤ K(φ1) +K(φ2). (7)
The left equality holds if and only if the gluing matrix C given by proposition 3, has
min(K(φ1),K(φ2)) singular values with value 1, counted with multiplicity. Moreover,
K(φ1) +K(φ2)−K(φ) is the number of singular values with value 1 of the matrix C,
counted with multiplicity.
proof. Let K1 = K(φ1) and K2 = K(φ2). By proposition 6 in [2] the Kraus number
of a CPM φ is equal to the number of non-zero eigenvalues of a representation matrix
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F , given by proposition 5 in [2]. This is true regardless of the choice of basis of
L(HT ,HS). Given linearly independent Kraus representations of φ1 and φ2, the same
construction as in the proof of proposition 3 can be made. Hence, we complete the
two sets of linearly independent Kraus representations to become bases. With respect
to this choice of bases we find that the representation matrix only has a sub-matrix
which is non-zero. This sub-matrix has the form
F =
[
I1 C
C† I2
]
,
where I1 denotes the K1 ×K1 identity matrix, and I2 the K2 ×K2 identity matrix.
The number of non-zero eigenvalues of the total representation matrix is the number of
non-zero eigenvalues of the sub-matrix F . Without loss of generality we may assume
K1 ≤ K2. The matrix C can be transformed into an especially simple form by applying
a singular value decomposition [4]. There exists a K1 ×K1 unitary matrix U1 and a
K2×K2 unitary matrix U2 such that U1CU †2 = C˜, where C˜ is a K1×K2 matrix which
is composed from a diagonal K1 × K1 matrix, with the singular values as diagonal
elements, and aK1×(K2−K1) zero matrix. (Singular values are always non-negative.)
C˜ =
 r1 0 . . . 0. . . ... ...
rK1 0 . . . 0
 . (8)
Let
F˜ = (U1 ⊕ U2)F (U †1 ⊕ U †2 ) =
[
I1 C˜
C˜† I2
]
. (9)
Since F˜ is obtained from F by a unitary transformation, both have the same set of
eigenvalues. One can check that the unitary matrix
U˜ =
 1√2IK1 1√2IK1 01√
2
IK1 − 1√2IK1 0
0 0 IK2−K1
 (10)
diagonalizes F˜ , in such a way that the first K1 eigenvalues are 1+rk for k = 1, . . . ,K1,
the next K1 eigenvalues are 1 − rk for k = 1, . . . ,K1, and the remaining K2 − K1
eigenvalues are all 1. Since rk ≥ 0, the number of non-zero eigenvalues of F˜ is
K1 + K2 − N , where N is the number of singular values with value 1. Since the
number of non-zero singular values of C maximally can be min(K1,K2), and since
K1 +K2 −min(K1,K2) = max(K1,K2), the proposition follows. 
The set of SP gluings of two given CPMs forms a convex set. For the rest of
this section we find out the extreme points of this set. Let I(N,M) denote the set of
all complex N ×M matrices C such that CC† ≤ IN . For the sake of simplicity it is
assumed that N ≤M . Let EI(N,M) denote the set of complex N ×M matrices with
CC† = IN .
Lemma 2 I(N,M) is a convex set. EI(N,M) is the set of extreme points of I(N,M).
A complex N×M matrix belongs to EI(N,M) if and only it has precisely N non-zero
singular values, all of value 1 (if N ≤M).
proof. First note that the lemma is true if N = 1. Hence, we may in the following
assume N ≥ 2.
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We have to prove that every element of I(N,M) can be formed as a convex
combination of elements in EI(N,M). Let {cj}Nj=1 be an orthonormal basis of CN
and let {dk}Nk=1 be an orthonormal set in CM . (Regard cj and dk as column vectors.)
Let D(0) =
∑N
k=1 ckd
†
k. For 1 ≤ n ≤ N − 1, let D(n) = −
∑n
k=1 ckd
†
k +
∑N
k=n+1 ckd
†
k.
Let D(N) = −D(0). All the matrices D(n), n = 0, . . . , N belongs to EI(N,M). Define
H(n) = 12D
(0) + 12D
(n), for n = 0, . . . , N . By construction each H(n) is in the convex
hull of EI(N,M).
Let C be an arbitrary N ×M complex matrix. As such it can be decomposed
using a singular value decomposition [4]. There exist non-negative real numbers rn,
n = 1, . . . , N , an orthonormal basis {ck}Nk=1 of CN , and an orthonormal set {dk}Nk=1
in CM , such that C =
∑N
k=1 rkckd
†
k. (Here the assumption N ≤ M is used.) One
can check that C ∈ I(N,M) if and only if rk ≤ 1 for all k = 1, . . . , N . Assume
C ∈ I(N,M). Without loss of generality we may assume that the orthonormal sets
are ordered in such a way that r1 ≤ r2 ≤ . . . ≤ rN . Let λ0 = r1 and λn = rn+1 − rn
for n = 1, . . . , N − 1. Let λN = 1 − rN . By construction it follows that λn ≥ 0.
Moreover,
∑N
n=0 λn = 1. One can check that
∑N
n=0 λnH
(n) = C. Hence, C is in the
convex hull of EI(N,M).
Now it is to be proved that no element in EI(N,M) can be written as a non-
trivial convex combination of two elements in I(N,M). Suppose C ∈ EI(N,M) is
such that there exists C1, C2 ∈ I(M,N) and 0 < p < 1, such that C = pC1+(1−p)C2.
Then,
IN = CC
† = (pC1 + (1 − p)C2)(pC1 + (1− p)C2)†, (11)
since C ∈ EI(N,M). Moreover, since C1, C2 ∈ I(N,M) it follows that
(pC1 + (1− p)C2)(pC1 + (1 − p)C2)† (12)
≤ p2IN + (1− p)2IN + p(1− p)(C2C†1 + C1C†2). (13)
By combining (11) and (12) and using 0 < p < 1 one finds that
2IN ≤ C2C†1 + C1C†2 . (14)
If a is an arbitrary normalized element of CN , then it follows from (14) that
1 ≤ Re(a†C1C†2a). (15)
From C1, C2 ∈ I(N,M) and ||a|| = 1 it follows that ||C†1a|| ≤ 1 and ||C†2a|| ≤ 1. The
two last inequalities together with (15) can be true only if C†1a = C
†
2a. Since a is an
arbitrary normalized vector it follows that C1 = C2. Hence, C = pC1 + (1 − p)C2 =
C1 = C2. This is a trivial convex combination. Hence, there is no element in EI(N,M)
which is a non-trivial convex combination of elements in I(N,M). 
Proposition 5 The set of all SP gluings of two given CPMs φ1 and φ2 is convex. An
SP gluing φ in this set is an extreme point if and only if the matrix C of proposition
3 has precisely min(K(φ1),K(φ2)) singular values with value 1, which occurs if and
only if K(φ) = max(K(φ1),K(φ2)).
proof. Without loss of generality we may assume K(φ1) ≤ K(φ2). The set of
gluing matrices of proposition 3, with respect to some arbitrary choices of linearly
independent Kraus representations of φ1 and φ2, is I(K(φ1),K(φ2)). According to
lemma 2 this is a convex set. From lemma 2 we know that the set of extreme points
is EI(K(φ1),K(φ2)). A matrix C is an element of EI(K(φ1),K(φ2)) if and only if C
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has precisely K(φ1) non-zero singular values, all with value 1. Since we have assumed
K(φ1) ≤ K(φ2), the general condition is that there should be min(K(φ1),K(φ2))
singular values, all with value 1. From proposition 4 we know that this occurs if and
only if K(φ) = max(K(φ1),K(φ2)). 
3. Local subspace preserving gluings
In [1] the concepts of subspace local (SL) channels and local subspace preserving (LSP)
channels, are introduced. Here these are used to construct gluings which are subspace
local. In terms of the ‘evolution machines’ this corresponds to a combination of two
machines which do not interact or share any correlated systems. This is an attempt
to formalize the concept of a combination of two independently acting devices. LSP
gluing are defined as follows:
Definition 2 If Φ1 is a channel with sourceHs1 and targetHt1, and if Φ2 is a channel
with source Hs2 and target Ht2 then a trace preserving gluing of Φ1 and Φ2 is called
a LSP gluing if Φ is SL from (Hs1,Hs2) to (Ht1,Ht2).
The reason why these gluings are called “LSP gluings” and not “SL gluings” is that
these automatically are LSP channels. This follows from the fact that trace preserving
gluings of channels are SP gluings (proposition 1), and that the intersection between
the set of SP channels and the set of subspace local channels, is the set of LSP channels
(see proposition 5 in [1]).
By combining proposition 3, proposition 1 and proposition 2 in [1] the following
proposition is obtained.
Proposition 6 Let Φ1 be a trace preserving CPM with source space Hs1 and target
space Ht1. Let Φ2 be trace preserving CPM with with source space Hs2 and target
space Ht2. Let {Vn}Nn=1 be a linearly independent Kraus representation of Φ1. Let
{Wm}Mm=1 be a linearly independent Kraus representation of Φ2. Then Φ is an LSP
gluing of Φ1 and Φ2 if and only if Φ can be written
Φ(Q) =
N∑
n=1
VnQV
†
n +
M∑
m=1
WmQW
†
m + V QW
† +WQV †, ∀Q ∈ L(HS), (16)
with V =
∑N
n=1 c1,nVn, W =
∑M
m=1 c2,mWm, where the vectors c1 = [c1,n]
N
n=1
and c2 = [c2,m]
M
m=1 fulfill the conditions ||c1||2 =
∑N
n=1 |c1,n|2 ≤ 1 and ||c2||2 =∑M
m=1 |c2,m|2 ≤ 1.
Proposition 7 A trace preserving gluing of two channels is an LSP gluing if and
only if the matrix C given by proposition 3, has at most one non-zero singular value,
counted with multiplicity.
One can note that the vectors c1 and c2 are not uniquely determined by the LSP
gluing. However, the gluing matrix Cnm = c1,nc
∗
2,m is. The same non-uniqueness
affects the operators V and W . However, the non-uniqueness is rather ‘mild’, since it
is essentially limited to variations of a single complex number.
proof. We begin with the “only if” part. By comparing proposition 6 and 3, one can
see that if c1 = [c1,n]
N
n=1 and c2 = [c2,m]
M
m=1 fulfill the conditions of proposition 6,
then the matrix C of proposition 3 is C = c1c
†
2. (c1 and c2 are regarded as column
vectors.) Since a matrix on this form has at most one non-zero singular value counted
with multiplicity, the “only if” part follows.
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For the “if” part, let C be the matrix resulting from proposition 3. If C has at
most one non-zero singular value (counted with multiplicity), then there exist vectors
c˜1 and c˜2 such that C can be written C = c˜1c˜
†
2. In case C = 0 the condition for being
an LSP gluing is clearly fulfilled. Hence, without loss of generality we may assume
C is not the zero matrix. Hence, c˜1 and c˜2 must be non-zero. The matrix C fulfills
CC† ≤ IN . This condition is, for the special form of C considered here, translated
into ||c˜1||2 ||c˜2||2 ≤ 1. Let c1 = c˜1(||c˜2||/||c˜1||)1/2 and c2 = c˜2(||c˜1||/||c˜2||)1/2, then c1
and c2 fulfill the conditions of proposition 6. 
Proposition 8 Let Φ1 be a trace preserving CPM and let Φ2 be a trace preserving
CPM such that K(Φ2) = 1. Every trace preserving gluing of Φ1 and Φ2 is an LSP
gluing.
As a direct corollary of this proposition it follows that every trace preserving gluing
of a trace preserving CPM and an identity CPM is an LSP gluing.
proof. The matrix C of proposition 3 is a K(Φ1)×K(Φ2) matrix. Since K(Φ2) = 1
this matrix can have at most one non-zero singular value counted with multiplicity.
Hence, by proposition 7, the the statement of the proposition follows. 
Being an LSP gluing puts a very stringent condition on the relation between the
Kraus numbers of the gluing and the glued channels, as the following proposition
shows. This proposition follows directly by combining proposition 4 and proposition
7.
Proposition 9 If a trace preserving CPM Φ is an LSP gluing of the trace preserving
CPMs Φ1 and Φ2, then K(Φ1) +K(Φ2)− 1 ≤ K(Φ) ≤ K(Φ1) +K(Φ2).
4. Some illustrations
In this section the theory is illustrated with some simple examples. In addition to
serving as illustration, some of these derivations also indicate possible directions for
future studies. We attempt to compare the ability of LSP and SP gluings to preserve
superposition, in some sense.
A quantum channel is called unitary on Hs1 if it can be written Φ1(Q) = U1QU †1 ,
where U1 is unitary operator onHs1. Given a unitary channel Φ1 onHs1 and a unitary
channel Φ2 on Hs2, what is the set of trace preserving gluings of these channels?
Both the channels have Kraus number 1. Hence, all gluings of them have to be LSP
(proposition 8). By proposition 3 all those gluings can be written
Φ(Q) = U1QU
†
1 + U2QU
†
2 + cU1QU
†
2 + c
∗U2QU
†
1 , (17)
where |c| ≤ 1. Using a polar decomposition of c into c = reiθ , (17) can be rewritten
as
Φ(Q) = (1− r)U1QU †1 + (1− r)U2QU †2 + r(U1 + e−iθU2)Q(U1 + e−iθU2)†. (18)
It is straightforward to check that U1 + e
−iθU2 is a unitary operator. Let us focus
on the two extreme cases r = 0 and r = 1 to see what happens with an initial
superposition of states localized in the two subspaces. In case r = 1, Φr=1 is
unitary and hence maps pure states to pure states. In some sense these channels
preserve the superposition between the two subspaces. To see this, let |ψ〉 ∈ HS
be normalized but else arbitrary. It can be written |ψ〉 = α1|ψ1〉 + α2|ψ2〉, where
|ψ1〉 is some normalized state in Hs1 and |ψ2〉 some normalized state in Hs2. Then
Φ(|ψ〉〈ψ|) = |ψ′〉〈ψ′|, where |ψ′〉 = α1U1|ψ1〉 + α2e−iθU2|ψ2〉. Hence, the weights
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|α1|2 and |α2|2 of the two subspaces in the superposition, have not changed under
the mapping. In some sense the ‘amount’ of superposition is preserved under
these types of channels. In case r = 0, the channel Φr=0 completely destroys the
superposition, in the sense that any superposition between states localized in the
two subspaces is turned into a mixture of states localized in the two subspaces.
Φr=0(|ψ〉〈ψ|) = |α1|2U1|ψ1〉〈ψ1|U †1 + |α2|2U2|ψ2〉〈ψ2|U †2 . Hence, in one extreme r = 1
superposition is preserved, and in the other extreme r = 0 superposition is completely
destroyed. From (18) follows that intermediate choices of r give a partial destruction
of superposition. It has to be emphasized that all these channels, no matter the choice
of r, are possible to perform subspace locally. Hence, in this specific case, the question
of whether the channel preserve superposition or not, is independent of whether the
channel is possible to perform subspace locally or not. We will see however, that in the
case of other more complicated gluings, LSP gluings seems to be less able to preserve
superposition, compared to general SP gluings.
It is to be noted that a channel do not need to be implemented subspace
locally just because it is subspace local. The subspace locality only states that it
can be implemented subspace locally. An example is Φr with 0 < r < 1. Since
Φr = (1 − r)Φr=0 + rΦr=1, and since r can be interpreted as a probability, follows
that Φr can be implemented by using a random generator choosing the channel Φr=0
with probability r and channel Φr=1 with probability (1 − r). This is not a local
implementation since the outcome of the random generator has to be distributed to
both locations. However, this channel is subspace local, as have been demonstrated
above.
For comparison we here consider a channel which is SP but not LSP. Let the
unitary channels Φa and Φb be defined by
Φa(Q) = UaQU
†
a , Φb(Q) = UbQU
†
b ,
Ua = Vs1 + Ps2, Ub = Ps1 + Vs2, (19)
where Vs1 and Vs2 satisfy, Vs1V
†
s1 = V
†
s1Vs1 = Ps1 and Vs2V
†
s2 = V
†
s2Vs2 = Ps2.
Moreover, we assume that {Vs1, Ps1} is a linearly independent set, and that {Vs2, Ps2}
is a linearly independent set. (Both Φa and Φb are LSP gluings of the type considered
in the previous example.) Consider the convex combination Φ = 12Φa +
1
2Φb. The
mapping Φ can be realized with a random generator determining which of the
operations Φa or Φb is performed, each with probability one half. Hence, with
probability one half a unitary channel is operating locally in subspace Hs1 and
the identity CPM acts on Hs2. With probability one half the opposite happens.
Because of the construction with the shared outcome of the random generator, this
implementation is not subspace local. As the previous example has shown, the channel
may still be subspace local. However, it is possible to prove that Φ is not an LSP
channel. The channel Φ = 12Φa +
1
2Φb can be written
Φ(Q) = Φ1(Q) + Φ2(Q) +
1
2
Vs1QPs2 +
1
2
Ps1QV
†
s2 +
1
2
Vs2QPs1 +
1
2
Ps2QV
†
s1, (20)
where Φ1 and Φ2 are given by Φ1(Q) =
1
2Vs1QV
†
s1 +
1
2Ps1QPs1 and Φ2(Q) =
1
2Vs2QV
†
s2 +
1
2Ps2QPs2. Φ1 can be regarded as a trace preserving CPM with source
and target Hs1 (but it is not trace preserving if regarded as a CPM with source
and target HS .) Likewise Φ2 is trace preserving with source and target Hs2.
The set { 1√
2
Vs1,
1√
2
Ps1} is a linearly independent Kraus representation of Φ1, and
{ 1√
2
Vs2,
1√
2
Ps2} is a linearly independent Kraus representation of Φ2. Equation (20)
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is on the form required by proposition 3, with matrix C =
[
0 1
1 0
]
. This matrix has
two non-zero singular values (both are 1). By proposition 7 it follows that Φ cannot
be an LSP gluing. We conclude that Φ is an SP gluing, but not an LSP gluing, of the
two channels Φ1 and Φ2. Hence, Φ is not subspace local.
A very simple type of channel maps every state (pure or mixed) to a fixed pure
state. Let |ψ1〉 ∈ Hs1 be normalized. Define Φ1 to be the channel which maps any
density operator on Hs1 to the density operator |ψ1〉〈ψ1|. If {|s1k〉}k is an arbitrary
orthonormal basis of Hs1, then a linearly independent Kraus representation of Φ1 is
{|ψ1〉〈s1k|}k. Likewise a similar channel Φ2, with source and target Hs2, which maps
all states to a pure state |ψ2〉 ∈ Hs2, has a linearly independent Kraus representation
{|ψ2〉〈s2l|}l. All trace preserving gluings of Φ1 and Φ2 can be written
Φ(Q) = |ψ1〉〈ψ1|Tr(Ps1Q) + |ψ2〉〈ψ2|Tr(Ps2Q)
+|ψ1〉〈ψ2|
∑
kl
Ckl〈s1k|Q|s2l〉+ |ψ2〉〈ψ1|
∑
kl
C∗kl〈s2l|Q|s1k〉, (21)
for all Q ∈ L(HS). In the special case of LSP gluings, Φ takes the form Φ(Q) =
|ψ1〉〈ψ1|Tr(Ps1Q)+ |ψ2〉〈ψ2|Tr(Ps2Q)+ |ψ1〉〈ψ2|〈a|Q|b〉+ |ψ2〉〈ψ1|〈b|Q|a〉, where |a〉 ∈
Hs1 and |b〉 ∈ Hs2 fulfill ||a|| ≤ 1 and ||b|| ≤ 1, but are otherwise arbitrary. If we
choose |a〉 = |ψ1〉 and |b〉 = |ψ2〉, the result is a channel of the form
Φ(Q) = |ψ1〉〈ψ1|Tr(Ps1Q) + |ψ2〉〈ψ2|Tr(Ps2Q)
+|ψ1〉〈ψ2|〈ψ1|Q|ψ2〉+ |ψ2〉〈ψ1|〈ψ2|Q|ψ1〉, ∀Q ∈ L(HS). (22)
Any pure state on the form |ψ〉 = α|ψ1〉 + β|ψ2〉 is left intact by channel (22).
Hence, in this case the superposition between the two subspaces is preserved. Let
|ψ′〉 = α|ψ⊥1 〉 + β|ψ⊥2 〉, where |ψ⊥1 〉 is any state in Hs1 which is orthogonal to |ψ1〉,
and analogously for |ψ⊥2 〉. (Hence, Hs1 and Hs2 are at least two-dimensional.) It
follows that Φ(|ψ′〉〈ψ′|) = |α|2|ψ1〉〈ψ1| + |β|2|ψ2〉〈ψ2|. In this case the superposition
is destroyed and leaves a mixture of states localized in the two subspaces. Hence, this
channel preserve the superposition only for a quite limited set of input states. Now
we turn to the more general SP gluings. Assume dim(Hs1) = dim(Hs2). Then it is
possible to choose Ckl = δkl. This gluing is such that any pure input state on the
form α|s1k〉 + β|s2k〉 is mapped to the pure state α|ψ1〉 + β|ψ2〉. Hence, in general
the states will not be preserved, but in some sense the ‘amount’ of superposition is
preserved. In this case a number of families of input states are mapped in a way that
’preserves’ the superposition, in contrast with the case of LSP gluings, where there is
only one such family. This indicates that SP gluings have better abilities to preserve
superposition than do LSP gluings.
Finally we consider two rather simple channels to see under what conditions these
are SP or LSP. Let Ha be some arbitrary finite-dimensional Hilbert space and let σ
be some density operator on Ha. Let ρ denote density operators on a space HS , and
define the channel Λ(ρ) = ρ ⊗ σ. Hence, Λ has source space HS and target space
HS ⊗ Ha. Given an arbitrary decomposition HS = Hs1 ⊕ Hs2 (Hs1 and Hs2 are at
least one-dimensional), is Λ SP from (Hs1,Hs2) to (Hs1 ⊗Ha,Hs2 ⊗Ha)? Moreover,
is it LSP? The channel Λ is SP since Tr(Ps1 ⊗ 1ˆaΛ(Q)) = Tr(Ps1Q⊗ σ) = Tr(Ps1Q),
for any Q ∈ L(HS). Hence, by proposition 4 in [2] Λ is an SP channel. We wish to find
out whether Λ is an LSP channel, or not. Since Λ is SP, it has to be a gluing of two
trace preserving CPMs. One may verify that these two are Ψ1(Q) = Ps1QPs1 ⊗ σ
and Ψ2(Q) = Ps2QPs2 ⊗ σ. Let {λk}Kk=1 denote the non-zero eigenvalues and
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{|λk〉}Kk=1 a corresponding orthonormal set of eigenvectors of σ. In a slightly odd
notation {√λk|λk〉Ps1}Kk=1 is a linearly independent Kraus representation of Φ1, and
{√λk|λk〉Ps2}Kk=1 of Φ2. (A more strict notation would be {
∑
l
√
λk|λk〉|s1l〉〈s11|}Kk=1
for some orthonormal basis {|s1l〉}l of Hs1.) When applying proposition 3 to Φ, with
these choices of linearly independent Kraus representations, it is found that C = IK ,
where IK denotes the K×K identity matrix. Hence, by using proposition 7 it is found
that Φ can be LSP from (Hs1,Hs2) to (Hs1 ⊗ Ha,Hs2 ⊗ Ha), if and only if K = 1.
Hence, Φ is LSP if and only if the density operator σ represents a pure state.
The, in a sense, ‘opposite’ channel to Λ is the partial trace. Tra is SP from
(Hs1 ⊗ Ha,Hs2 ⊗ Ha) to (Hs1,Hs2), since Tr(Ps1 Tra(Q)) = Tr(Ps1 ⊗ 1ˆaQ) for all
Q ∈ L(HS ⊗ Ha). Again we refer to proposition 4 of [2] to conclude that partial
trace is SP. As such it is a trace preserving gluing of two trace preserving CPMs, one
with linearly independent Kraus representation {Ps1〈ak|}Kk=1 and one with linearly
independent Kraus representation {Ps2〈ak|}Kk=1, where {|ak〉}Kk=1 is an arbitrary
orthonormal basis of Ha. The matrix C given by proposition 3, with respect to
the chosen linearly independent Kraus representations, is C = IK . Hence, the partial
trace is LSP if and only if Ha is one-dimensional. We can conclude the following.
Proposition 10 Let Ha be finite-dimensional and let σ be a density operator on Ha.
• Λ(Q) = Q ⊗ σ, ∀Q ∈ L(HS) is an SP channel from (Hs1,Hs2) to (Hs1 ⊗
Ha,Hs2⊗Ha). It is LSP from (Hs1,Hs2) to (Hs1 ⊗Ha,Hs2⊗Ha) if and only if
σ is pure.
• Tra is an SP channel from (Hs1 ⊗Ha,Hs2 ⊗Ha) to (Hs1,Hs2) . It is LSP from
(Hs1 ⊗Ha,Hs2 ⊗Ha) to (Hs1,Hs2) if and only if dim(Ha) = 1.
Except for providing some examples of subspace non-local channels, the channels of
proposition 10 can be used as building blocks to construct the set of SP channels from
the set of LSP channels. Proposition 11 and 12 both show that every SP channel can
be constructed from LSP channels and a final partial trace. The reason why both
have been included is that while proposition 11 highlights the role of the partial trace,
proposition 12 is perhaps more intuitively accessible, since it constructs the channel
as a more clearcut action on a system-ancilla decomposition.
Proposition 11 A channel Φ is SP from (Hs1,Hs2) to (Ht1,Ht2) if and only if
there exists a Hilbert space Ha and a channel Ψ, which is LSP from (Hs1,Hs2) to
(Ht1 ⊗Ha,Ht2 ⊗Ha) and such that
Φ(Q) = TraΨ(Q), ∀Q ∈ L(HS). (23)
proof. Since Φ is a composition of two SP channels, the “if” part follows. To prove
the “only if” part, we use that every Kraus representation of an SP CPM can be
written {V1,k + V2,k}k, where Pt1V1,kPs1 = V1,k and Pt2V2,kPs2 = V2,k (proposition 1
in [2]). This Kraus representation can be chosen to be finite if the source and target
space are finite-dimensional (see proposition 6 in [2]), which they are by assumption.
If the Kraus representation contains K elements, let Ha be a K-dimensional Hilbert
space and let {|ak〉}Kk=1 be an arbitrary orthonormal basis of Ha. Let the operators
V1 and V2 be defined by V1 =
∑K
k=1 |ak〉V1,k and V2 =
∑K
k=1 |ak〉V2,k. One can show
that the CPM Ψ defined by the Kraus representation {V1 + V2} is trace preserving
and fulfills equation (23). Ψ is a gluing of a trace preserving CPM with linearly
independent Kraus representation {V1} (with source Hs1 and target Ht1 ⊗Ha) and a
trace preserving CPM with linearly independent Kraus representation {V2}. Since Ψ
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is a trace preserving gluing of of CPMs with Kraus number 1, it follows (proposition
8) that Ψ is LSP. 
Proposition 12 A channel Φ is SP from (Hs1,Hs2) to (Ht1,Ht2) if and only if there
exists a Hilbert space Ha, a normalized state |a〉 ∈ Ha, and a channel Ψ′, which is
LSP from (Hs1 ⊗Ha,Hs2 ⊗Ha) to (Ht1 ⊗Ha,Ht2 ⊗Ha) and such that
Φ(Q) = TraΨ
′(Q ⊗ |a〉〈a|), ∀Q ∈ L(HS). (24)
proof. The “if” part follows as in the proof of proposition 11. For the “only if”
part, let Ha, {|ak〉}Kk=1, V1, and V2 be as in in the proof of proposition 11. The
set {V1〈al|}Kl=1 is a linearly independent Kraus representation of a trace preserving
CPM with source Hs1 ⊗ Ha and target Ht1 ⊗ Ha. Likewise {V2〈al′ |}Kl′=1 is a
linearly independent Kraus representation of a trace preserving CPM with source
Hs2 ⊗ Ha and target Ht2 ⊗ Ha. We construct Ψ′ as a trace preserving gluing of
these two channels. Let |a〉 ∈ Ha be an arbitrary normalized state. Define Ψ′ by
Ψ′(Q) =
∑K
l=1 V1〈al|Q|al〉V †1 +
∑K
l′=1 V2〈al′ |Q|al′〉V †2 +
+ V1〈a|Q|a〉V †2 + V2〈a|Q|a〉V †1 , for all Q ∈ L(HS ⊗ Ha). Since |a〉 =
∑
k ck|ak〉 for
some complex numbers (ck)
K
k=1 such that
∑
k=1 |ck|2 = 1, it follows by proposition 6
that Ψ′ is an LSP gluing from (Hs1 ⊗ Ha,Hs2 ⊗ Ha) to (Ht1 ⊗Ha,Ht2 ⊗Ha). One
can check that Ψ′ fulfills equation (24). 
5. The non-uniqueness of gluings
The fact that gluings are not unique indicates that there is some aspect of the joint
evolution which is not captured by the two channels alone. If we return to the picture
of two evolution machines and a single particle, it means that although we know
precisely how each of the machines alone handles a particle, that knowledge is not
enough to deduce how the two machines act jointly on a superposition. In the case of
SP gluings this is perhaps not very surprising, since the SP gluing allows the machines
to interact with each other, or share some correlated resources like entangled pairs of
particles. If we accept the definition of subspace locality put forward in [1], the two
machines in an LSP gluing should truly be independent of each other. It may seem a
reasonable guess that the LSP gluing should be uniquely determined by the channels
Φ1 and Φ2. However, by comparison of propositions 3 and 6, one finds that the set of
gluings is reduced when the assumption of subspace locality is added, but there is still
non-trivial non-uniqueness. To understand the remaining non-uniqueness we change
perspective on this problem.
The definition of subspace locality is based on a second quantization of the Hilbert
space of the system, as described in [1]. To simplify the discussion we, instead of
LSP gluings of two arbitrary channels, concentrate on gluings of a channel and an
identity channel. The identity channel may correspond to a machine which does
nothing with the particle. We moreover assume identical source and target spaces,
and identical decompositions of these. Hence, we consider gluings of the channel Φ1
with source and targetH1, and the identity channel I2 with source and targetH2. The
relevant part of the occupation state space of the input of the first device is essentially
H˜1 = H1 ⊕ Sp{|01〉}. The state |01〉 is the ’vacuum state’, with no particle present.
Hence, we may have single particle states, the vacuum state, as well as various linear
combinations of these, as input states. The same construction is made for the input of
the other machine. The total Hilbert space is H˜1 ⊗ H˜2. By construction of subspace
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locality [1] there corresponds a channel Φ˜1 ⊗ I˜2 to every gluing of the channels Φ1
and I2. The channel Φ˜1 has source and target H˜1, and I˜2 is the identity channel with
source and target H˜2. The channel Φ˜1 ⊗ I˜2 describes the action on the occupation
state. If Φ1 has linearly independent Kraus representation {Vk}k, it can be shown
that Φ˜1 has to be on the form
Φ˜1(Q) =
∑
k
VkQV
†
k + |0〉〈0|Q|0〉〈0|
+ V Q|0〉〈0|+ |0〉〈0|QV †, ∀Q ∈ L(Hs1 ⊕ Sp{|0〉}), (25)
where the operator V is
V =
∑
k
ckVk, (26)
where the complex numbers ck fulfill
∑
k |ck|2 ≤ 1. (Equation (25) is equation (6) in
the proof of proposition 2 in [1].) In words, Φ˜1 is a trace preserving gluing of Φ1 and
a CPM which maps the vacuum state to the vacuum state. Hence, the operator V
results from the gluing of these two channels, which explains the form of V .
In view of equation (25) one can see what is missing in the description of the
device. The channel Φ1 only describes what happens when there is a particle ‘fully
present’ in the input of the non-trivial device. The missing part is provided by the
operator V , which describes what happens to linear combinations of single particle
states and the vacuum state. Hence, a complete description of the machine in this
context is the channel Φ˜1. This channel can equivalently be described as the pair
(Φ1, V ). In an LSP gluing (see proposition 6), two such pairs, one for each of the
two machines, uniquely determine the gluing. This reflects the fact that when an
evolution device acts on a superposition, there is, in some sense, an additional ‘degree
of freedom’ involved, namely the presence non-presence of the particle. The action
on this additional degree of freedom has to be specified. When this is done, the
LSP gluing is uniquely determined. This restores the intuitive notion that the joint
action of two independently acting devices should be possible to describe using the
knowledge of the action of the two devices alone, and explains the non-uniqueness
of LSP gluings. For more examples and discussions, in a more specific context, the
reader is referred to [7], where these matters are discussed in terms of single-particle
two-path interferometry.
6. Summary
The concept of gluing of completely positive maps is introduced. To give a brief
description of this concept, consider a quantum system with corresponding Hilbert
space H. This state space is decomposed in an orthogonal sum of two subspaces
H = H1 ⊕ H2. Operations on the state of the quantum system is described by
trace preserving CPMs (channels), which map density operators on H to density
operators on H. Suppose channel Φ is such that when an input state is localized in
H1, the returned state is again localized in subspace H1. By ‘localized’ is intended
that P1ρP1 = ρ where ρ is the density operator and P1 is the projection operator
onto H1. Assume that this restricted mapping can be described by the channel Φ1.
Likewise if the initial state is localized in subspace H2, the returned state is localized
in H2, and this mapping is described by the channel Φ2. The ’global’ channel Φ is an
example of a gluing of the two channels Φ1 and Φ1. The channel Φ is not uniquely
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determined by Φ1 and Φ2. As shown here, there exist several possible trace preserving
gluings of Φ1 and Φ2.
An expression is derived (proposition 3), by which it is possible to generate all
subspace preserving (SP) [2] gluings of two given CPMs, with respect to arbitrary
linearly independent Kraus representations [2] of these. From this follows the
construction of all trace preserving gluings of given pairs of channels.
Using a proposed definition of subspace locality of quantum operations [1], it is
possible to express all trace preserving gluings of trace preserving CPMs which also
fulfill the property of being subspace local (proposition 6). Intuitively an operation
which is subspace local [1] can be regarded as being caused by two independent
evolution machines. It is intended that these two devices do not interact or share
any correlated resources like entangled pairs of particles. The fact that gluings are
not uniquely determined by the glued channels, is discussed. We focus on the difference
between the general trace preserving gluings of channels and the subspace local gluings.
It is shown that even if the gluing is subspace local, the gluings are still not uniquely
determined. It is argued that this non-uniqueness is due to that the channels Φ1 and
Φ2, given as characterizations of the two machines, are not full descriptions of these
two devices, in this context. It is suggested that a more complete description of each
of the two machines is given by a pair (Φ1, V ) where V is a linear map from the source
space of Φ1 to its target space. It is shown that a subspace local gluing is characterized
by two such pairs, one for each device. Except for providing insight in the nature of
gluings, this discussion also serves as a conceptual illustration of the results obtained
in [1]. The developed theory is illustrated with some examples of gluings.
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