Abstract. We consider the following second order differential equation with delay
Introduction
Let us consider the following impulsive equations:
(Lx)(t) ≡ x (t) + p ∑ j=1 a j (t)x (t − τ j (t)) + p ∑ j=1 b j (t)x(t − θ j (t)) = f (t), t ∈ [0, ω] (1.1)
x(t k ) = γ k x(t k − 0), x (t k ) = δ k x (t k − 0), k = 1, 2, . . . , r, (1.2) 0 = t 0 < t 1 < t 2 < · · · < t r < t r+1 = ω, Corresponding author. Email: adom@ariel.ac.il This paper is part of the second author's Ph.D. thesis which is being carried out in the Department of Mathematics at Bar-Ilan University. Differential equations with impulses have attracted the attention of many researchers. Note the monographs [2, 4, 18, 22, 23, 26] , in which problems of existence, uniqueness and stability are considered.
In the works [7, 15, 18, 19, 22, 23, 26] , impulsive ordinary differential equations are considered. Let us assume that all trajectories of solutions to non-impulsive ordinary differential equation are known. In this case, impulses imply only choosing the trajectory between the points of impulses, but we stay on trajectories of corresponding solutions of a non-impulsive equation between the points of impulses t i and t i+1 . In the case of impulsive equation with delay it is not true anymore. That is why properties of delay impulsive equations can be quite different. Oscillation/nonoscillation and stability of delay differential equations are considered in [1, 5, 6, 8, 9, 25] . Delay impulsive differential equations of second order are considered concerning stabilization by impulses in [14, 20] . For second order delay differential equations, we note the paper [24] where their nonoscillation is studied. There are almost no results about boundary value problems for impulsive differential equations of high orders. Note that second order ordinary impulsive differential equations are considered in [3, 7, 15] . The Dirichlet boundary value problem is studied in [21] and the generalized Dirichlet problem in [13, 16, 21] . For delay differential equations, there is only the paper [10] .
Let us introduce a function C(t, s): C(·, s), as a function of t, for every fixed s : t i s < s < t i s +1 (i s = 0, . . . , r), satisfies the equation 10) and the initial conditions C(s, s) = 0, ∂ ∂t C(s, s) = 1. Note that C(t, s) = 0 for t < s. It is clear that for every s this function is defined uniquely. We call this function C(t, s) as the Cauchy function of (1.1)-(1.3). From the formula of solutions' representation for system of delay impulsive equations (see [9] ) follows that the general solution of (1.1)-(1.3) can be represented in the form 
satisfying the initial conditions
According to the definition of C(t, s) it is clear that C(t, 0) = v 2 (t). Note for example, that for the auxiliary equation (1.14), (1.2), (1.3) where 14) we obtained in [11] the following formula for its Cauchy function C 0 (t, s) 15) where H t i (t) is the Heaviside function
From the general theory of functional differential equations [2] we have the following fact. If every one of the boundary value problems, of equation (1.12) with a corresponding condition
has only trivial solutions, then their solution can be represented in the form 20) where G(t, s) is called the Green's function of the corresponding problem. The form of Green's function G(t, s) of every problem can be obtained using the representation (1.11) of general solution of (1.1)-(1.3).
In this paper, we develop the approach of [9] for second order impulsive equations (1.1)-(1.3). This approach is based on the construction of Green's functions of auxiliary impulsive equations. Note that for first order functional differential equations, these Green's functions even for nonlocal boundary value problems are constructed in [12] . We construct Green's functions for two auxiliary boundary value problems for second order impulsive equations. Our approach is based on a reduction of the impulsive boundary value problem to an integral equation; and then corresponding Krasnoselskii's theorems about estimates of the spectral radius are used [17] . On this basis, we obtain theorems on differential inequalities allowing to make the conclusion about sign constancy of Green's functions. Choosing the test functions, we get conditions of positivity/negativity of the Green's functions.
Our paper is constructed as follows. After introducing the main questions in the introduction, we construct Green's function of the auxiliary problems in Section 2. In Section 3, we demonstrate graphs of Green's functions of the axuiliary problems. Then we discuss negativity of these Green's functions and their derivatives in Section 4. In Section 5, we obtain the main results of the paper in the form of assertions about differential and integral inequalities. Efficient tests are also obtained on this basis in Section 5.
About Green's functions for the auxiliary boundary value problem
We want to obtain a representation of the Green's function G 1 0 (t, s) of the auxiliary boundary value problem (1.14), (1.2), (1.3), (1.5). We use the second boundary condition x (ω) = β 0 in order to find a representation of x (0) through α 0 and β 0 . From the general solution (1.11) of equation (1.1)-(1.3), we get
In [11] it was obtained that
and v 1 (ω) = 0. From here, we obtain for problem (1.14), (1.2), (1.3), (1.5) that
where δ k defines the impulse of the derivative at the point t k . The general solution for the auxiliary boundary value problem with (1.5) can be represented now in the form:
Summarizing, we have obtained the actual representation of G 1 0 (t, s) and formulate the following lemma.
Lemma 2.1. The general solution for the auxiliary boundary value problem with impulses (1.14), (1.2), (1.3), (1.5) can be represented in the form:
where the Green's function G 1 0 (t, s) of this problem is
where the Cauchy function C 0 (t, s) of this problem is defined by (1.15) with C 0 (t, s) = 0 for t < s and
Let us describe a formula for
and ∆ t r is the Dirac delta function. Let us get a representation of the Green's function G 2 (t, s) of a general second order linear differential equation with (1.6). The general solution for this problem is presented in equation (1.11) . Let us use the second boundary condition x(ω) = β 0 in order to find a representation of x(0) through α 0 and β 0 . From the general solution of the problem, we get
From here, we obtain
and the general solution can be represented in the form:
Thus the Green's function G 2 (t, s) of this problem is
For our specific case, we have
and C(t, s) into this formula, we obtain the following lemma for problem (1.14), (1.2), (1.3), (1.6).
Lemma 2.2. The general solution for the auxiliary boundary value problem with impulses (1.14), (1.2), (1.3), (1.6) can be represented in the form:
where the Green's function G 2 0 (t, s) of this problem is
where the Cauchy function C 0 (t, s) of this problem defined by (1.15) with C 0 (t, s) = 0 for t < s and
Let us construct a formula for G 2 0 (t, s) in another form. By using the formula of C 0 (t, s) we obtain that for t ∈ [t i , t i+1 ), s ∈ [t j , t j+1 )
(2.12)
Graphs of Green's functions for auxiliary problems
Let us construct the graph of the Green's function of (1.14), (1.2), (1.3), (1.5). According to the properties of Green's function (see [2] ), the Green's function G 1 0 (t, s) of the problem (1.14), (1.2), (1.3), (1.5) is a solution of the equation x (t) = 0. We obtain Figure 3 .1 in the case r = 4.
Let us construct the graph of the Green's function of (1.14), (1.2), (1.3), (1.6). According to the properties of Green's function (see [2] ), the Green's function G 2 0 (t, s) of the problem (1.14), (1.2), (1.3), (1.6) is a solution of the equation x (t) = 0. We obtain Figure 3 .2 in the case r = 4.
Sign constancy of the Green's functions and their derivatives for the auxiliary impulsive equation
In this section, we prove positivity or negativity of the derivatives of Green's function for one and two-point impulsive problems with the auxiliary equation x (t) = f (t). 
are positive.
Proof. It is clear from (1.15) (see [11] ) that C 0 is a positive operator. Let us assume that t ∈ (t i , t i+1 ) and s ∈ (t j , t j+1 ), where i ≥ j, i, j = 0, . . . , r, t
clearly to see that the operator C 0 is also positive. Lemma 4.1 has been proven.
Proof. Let us assume that t ∈ (t i , t i+1 ) and s ∈ (t j , t j+1 ), where i < j, i, j = 0, . . . , r, t 0 = 0. Then Let us consider the following example demonstrating that this operator defined by (4.4) in the case 0 < γ 1 < 1 is not negative.
The function
is a solution of the problem 
is negative and the operator G 2 0 :
is positive.
Proof. From the formula of G 2 0 (t, s) it is clear that ∂ ∂t G 2 0 (t, s) = ∂ ∂t C 0 (t, s) for every t = t i and for almost every s. Hence, the operators C 0 , defined by (4.2) and G 2 0 defined by (4.6) coincide. From Lemma 4.1 the operator C 0 is positive, so the operator G 2 0 is also positive. Since 0 < γ k ≤ 1, 0 < δ k ≤ 1, it is clear that the operator G 2 0 is negative (see for example Figure 3 .2). Lemma 4.3 has been proven.
Nonpositivity of Green's function for the two-point impulsive problems
In this section, we prove theorems about the negativity of the Green's functions G 1 (t, s) and G 2 (t, s) for the given problems (1.1)-(1.3), (1.5) and (1.1)-(1.3), (1.6). Then we will demonstrate examples in order to find sufficient conditions for their negativity.
. . , r and there exists the function v ∈ D and > 0 such that
where the differential operator L is defined by (1.1). Then the Green's function G 1 (t, s) of (1.1)-(1.3), (1.5) satisfies the inequality
Proof. Let v (t) = z(t) where z ∈ L ∞ , then we can write
where G 1 0 (t, s) is the Green's function of the problem (1.14), (1.2), (1.3), (1.5). After substitution we obtain
Now, from the condition about existence of v satisfying (5.1), we get that z(t) = v (t) < 0,z(t) = −z(t) > 0 and then there exists > 0 such thatz
We can write the assertion obtained in [17, p. 86] for our case in the following form. 
From here, the spectral radius ρ(K 1 ) of the operator K 1 : L ∞ → L ∞ is less than one. Assume now that f ≥ 0 and demonstrate that x ≤ 0. After the substitution
we obtain
where K 1 is positive operator and its spectral radius ρ(K 1 ) < 1. Then
is nonnegative, and x obtained by (5.5) is nonpositive. Since this is true for every nonnegative function f , we can make a conclusion that the solution of problem (1.1)-(1.3), (1.5) exists for every summable function f . Now it is clear that the solution of this problem has the integral representation (see (1.20) ) with the kernel G 1 (t, s) (Green's function of (1.1)-(1.3), (1.5)). We proved that, for every nonpositive right hand side function f , the solution x is nonpositive. From here, it follows that G 1 (t, s) ≤ 0. Theorem 5.1 has been proven. 
where v(t i ) and v (t i ) can be presented in the forms
Let us assume that v(t) > 0 and substitute this v(t) into condition (5.1) of Theorem 5.1.
For the next corollary, we use the following notation:
)
where v(t r+1 ) = v(ω).
. . , p, v(t) defined by (5.10) is positive for t ∈ (0, ω) and
then the Green's function G 1 (t, s) of problem (1.1)-(1.3), (1.5) is nonpositive.
Proof. Let us substitute this v(t), defined by (5.10), into the assertion of Theorem 5.1.
and we get the condition
Let us demonstrate this with two numeric examples.
2 and ω = 1, then we get the following condition
for the nonpositivity of the Green's function. for the nonpositivity of the Green's function.
In the particular case a j (t) = 0, j = 1, . . . , p, we have the following corollary.
. . , r, and 19) then the Green's function G 1 (t, s) of problem (1.1)-(1.3), (1.5) is nonpositive.
Example 5.8. It is clear from the proof of Theorem 5.1 that our approach to study nonpositivity of the solution x(t) for every nonnegative f (t) can be extended to equation with general deviating argument (i.e. without the assumptions τ ≥ 0, θ ≥ 0). Consider the non-impulsive equation x (t) + x(1) = 0. The two-point boundary value problem for this equation with the conditions x(0) = 0, x (1) = 0 has the nontrivial solution x(t) = t(2 − t). This means that not for every f (t) does there exist a solution for this problem and of course the Green's function does not exist. Computing Ω 2 according to formula (5.13), we get Ω 2 = v(1) = 1. We see that inequality (5.19 ) cannot be improved even in the non-impulsive case. For the equation x (t) + x(g(t)) = f (t) with g(t) "close" to 1, (5.19) will give "almost exact" estimate. The same could also be obtained in the case of the impulses t i situated "close" to 1 with γ i , δ i "close" to 1.
We can estimate the interval [0, ω] , where the Green's function is nonpositive. More exactly, solving the initial value problem (Lv)(t) ≤ 0, v(0) = 0, v (0) = µ > 0. If its solution v(t) and its derivative v (t) are positive, then the conditions of Theorem 5.1 are fulfilled and
where the differential operator L is defined by (1.1). Then the Green's function G 2 (t, s) of
where G 2 0 (t, s) is the Green's function of the problem (1.14), (1.2), (1.3), (1.6). After substitution we obtain
Now, from the condition about existence of v satisfying (5.20), we get thatz(t) = v (t) < 0, z(t) = −z(t) > 0 and then there exists > 0 such that z(t) − (K 2 z)(t) ≥ . From here, the spectral radius ρ(K 2 ) of the operator K 2 : L ∞ → L ∞ is less than one.
Assume now that f ≥ 0 and demonstrate that x ≤ 0. After the substitution
we obtain 25) where K 2 is positive operator and its spectral radius ρ(K 2 ) < 1. Then
is nonnegative, and x obtained by (5.24) is nonpositive. Since this is true for every nonnegative function f , we can make a conclusion that the solution of problem (1.1)-(1.3), (1.6) exists for every summable function f . Now it is clear that the solution of this problem has the integral representation (see (1.20) ) with the kernel G 2 (t, s) (Green's function of (1.1)-(1.3), (1.6)). We proved that, for every nonpositive right hand side function f , the solution x is nonpositive. From here, it follows that G 2 (t, s) ≤ 0. Theorem 5.9 has been proven.
Example 5.10. Let us now find an example of a function v satisfying all conditions of Theorem 5.9. To this end, let us start with v(t) = (ω + t)(ω − t) in the interval t ∈ [0, t 1 ) where is a small positive constant. The function v in the rest of the intervals will be of the form
where v(t i ) and v (t i ) can be represented in the form
Let us assume that v(t) > 0 and substitute this v(t) into the assertion of Theorem 5.9
For the next corollary, we use the following notation: for the nonpositivity of the Green's function.
In the particular case a j (t) = 0, j = 1, . . . , p, we have the following result. This condition cannot be improved. Actually, for the equation x (t) + x(0) = f (t), t ∈ [0, ω], condition (5.33) is exact one, since the function x(t) = (ω − t)(t + ω) is a nontrivial solution of the problem x (t) + x(0) = 0, t ∈ [0, ω], x (0) = 0, x(ω) = 0.
It is clear that our condition will be close to optimal also for x (t) + x(g(t)) = f (t), where g(t) is small enough.
