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Abstract: 3D segmentation has become awidely used tech-
nique. However, automatic segmentation does not deliver
high accuracy in optically dense images and manual seg-
mentation lowers the throughput drastically. Therefore,
we present a workflow for 3D segmentation being able
to forecast segments based on a user-given ground truth.
We provide the possibility to correct wrong forecasts and
to repeatedly insert ground truth in the process. Our aim
is to combine automated and manual segmentation and
therefore to improve accuracy by a tunable amount of
manual input.
Keywords: 3D imaging; accurate segmentation; auto-
mated segmentation.
1 Introduction
3D microscopic-imaging has numerous fields of appli-
cation in biology and medicine, e.g. to analyze model
organisms likemouse [1], zebrafish [2] or fruit fly [3]. An im-
portant aim is to reconstruct 3D surfaces or volumes froma
set of 2D images called stack. As the manual annotation is
time-consuming, automated image processing is applied
to identify and quantify specific structures known as seg-
ments. For data sets with homogeneous segments, high-
contrast and clear edges, there are plenty of sophisticated
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methods and tools to automatically annotate and quantify
these segments (e.g. [4–7]).
However, if image quality is low or if connected struc-
tures change rapidly across the slices of a stack, an ac-
curate automated segmentation is impossible. Although,
there are interactive software packages for segmentation,
either they require good image quality [7] or contain only
a few automatic segmentation methods [8]. Thus, effort
is required to either perform the segmentation manually
or to correct inaccurate automatic segmentation results,
which limits accurate segmentation possibilities of 3D
image stacks in high-throughput.
Figure 1 shows an exemplary electron microscopy
(EM) image of a neuromuscular junction in mouse. An
automatic segmentation and forecast of the edges is
impossible due to the variable contrast, filigree struc-
tures of interest and non-smooth edge transitions across
the slices. However, a highly accurate segmentation is
needed, to visualize and analyze the folded membrane
in 3D and to derive new insights about the 3D struc-
ture and the signal transmission at the neuromuscular
junction.
An idea to increase segmentation accuracy is to sup-
port automatic algorithms with ground truth given by
experts. In [9], we presented such a workflow, intro-
ducing a semi-automatic method based on the LiveWire
technique [10, 11] (Figure 1): The original grayscale im-
age is filtered using an objectness filter [12] and a sub-
sequent binarization optimizes the edges, such that a
semi-automatic segmentation approach can be optimally
supported. The user is asked to manually click a few
points along the structures of interest in the grayscale
image and the LiveWire algorithm automatically connects
these points by searching for the shortest path between
neighboring points in the filtered binary image.
In the present paper, we use the discussed semi-
automatic segmentation and extend it to support and
accelerate the 3D segmentation. We add a minimal
amount of manual input, to finally extract high-quality
3D surfaces of structures of interest from large EM im-
ages. Semi-automatically annotated segments are used
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Figure 1: Electron microscopic image of the neuromuscular junction
in mouse. Colored lines are results of a manual and a semi-
automatic LiveWire segmentation. Regions below and above the
segmentation lines are the pre- and postsynapse, respectively
(adapted from [9]).
Figure 2:Workflow for automatic segment propagation.
to forecast the segmentation to adjacent slices by au-
tomatically projecting a subset of the contour pixels to
the next slice. Projected pixels are again automatically
connected using the LiveWire approach. Wrong prop-
agations can be corrected by using a higher number
of click points or by manually moving erroneous seg-
ments to the correct positions. Corrected segmentations
yield to further ground truth which can then be prop-
agated to adjacent slices. There is no need for param-
eter modifications, which allows non-experts to operate
the tool.
2 Methods
An overview of the workflow for the proposed user-guided
semi-automatic segmentation is depicted in Figure 2.
In a first step, a combination of rigid and elastic reg-
istration (for initialization and refinement, respectively)
is applied using the open-source software Fiji to align all
images automatically [13]. This method worked well in
practice, but any other registration approach may be used
if more appropriate for a given data set.
The registered grayscale image is filtered to obtain em-
phasized edges.We therefore implemented a filter pipeline
in XPIWIT [14] and call it fromMATLAB. The filter pipeline
consists of an objectness filter that uses the eigenvalues
of the Hessian matrix at each pixel location in order to
emphasize line-like structures in 2D images [12]. Due to the
non-smooth edge transitions between neighboring slices,
we apply the edge enhancement on all slices separately,
instead of using a plane-enhancement algorithm directly
in 3D. A subsequent binarization is used to equalize the
intensity of all edges and the enhanced image can then
be used as input for the semi-automatic segmentation.
The filter steps and the corresponding XPIWIT pipeline are
shown in Figure 3. Next, the user is asked to manually
annotate edges in the grayscale image by clicking pixels
belonging to an edge of a structure of interest. A LiveWire
algorithm connects the selected points and delivers a
mathematical model for the edge as described in [9].
To propagate the model to the next slice (extrapola-
tion) we seek for pixels being similar to the click points
in adjacent slices, optimizing their position and repeating
the LiveWire algorithm on these virtual click points as
detailed in the next section. As an automatic extrapolation
step might be error-prone in some cases, a possibility for
manual correction needs to be provided as well. Having
annotated segments in all stacks, modeling and rendering
allows to derive features from the segmented structures of
interest and to generate interactive 3D visualisations.
2.1 Segmentation propagation
To further speed up the semi-automatic segmentation,
we developed a prediction strategy that allows to auto-
matically propagate the manually segmented contours to
adjacent slices. For each pixel of a manually segmented
contour, we calculate the surface normal using finite dif-
ferences. A few equally distant points along the contour
are selected for propagation to the adjacent slices. For
all selected propagation points, we perform a line search
Bereitgestellt von | KIT-Bibliothek | Karlsruher Institut für Technologie
Angemeldet
Heruntergeladen am | 12.10.16 11:46
J. Stegmaier et al.: Feedback-based segmentation | 439
Figure 3: Preprocessing steps for optimal edge enhancement of a raw input image (left) and the corresponding processing pipeline
implemented in XPIWIT (right) are shown.
Figure 4: Screenshot of the MATLAB-based GUI prototype that consists of a main segmentation window (left), previews of adjacent slices
and controls for the propagation algorithm (right).
along the normal direction within a radius of a few pix-
els that is defined by the maximally expected distance
between corresponding structures in neighboring slices.
The best match along the normal line is identified using
Computer Vision techniques like template matching with
normalized cross correlation or the correlation coefficient
as similarity measures as well as descriptor matching us-
ing FREAK descriptors [15]. Furthermore, we developed
a combined distance measure using the FREAK descrip-
tor matching distance, the distance to the ground truth
contour as well as the intensity information of the image.
Propagated points are then connected via the LiveWire
approach yielding a prediction of the ground truth seg-
ment in the adjacent slice.
2.2 Interactive graphical user interface
To control the presented segmentation framework, we de-
veloped a prototypical GUI (Figure 4). Manually or semi-
automatically segmented structures of interest can be
completed using the proposed propagation methods. In
cases where the automatic propagation failed to recon-
struct the correct structures, the user canmodify segments
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by repeating the manual segmentation or by manipulat-
ing the propagated segments. All propagated segments
can in turn again be used to perform predictions, i.e.,
the segmentation consists of multiple repetitions of semi-
automatic segmentation, prediction and correction.
3 Results
We evaluated the proposed segment propagation on a
small detail that was cropped from a large electron mi-
croscopy stack. A randomly selected structure was seg-
mented manually in five adjacent slices and served as
a ground truth reference. The same structure was seg-
mented using the semi-automatic LiveWire approach to
measure the time reduction required for segmentation.
The first slice of the LiveWire segmentation was subse-
quently propagated to the remaining four slices using
template matching with the normalized cross correlation
(NCC) or the correlation coefficient (CorrCoeff), FREAK
descriptors as well as a combined measure that consisted
of the FREAK descriptor matching distance, the distance
to the original contour and the intensity of the origi-
nal image. For all slices and all methods, we calculated
the maximum and mean distance to the ground truth
contour in pixels as well as the root mean squared de-
viation (RMSD). Furthermore, the required time for the
segmentation was measured in seconds. The quantita-
tive results are summarized in Table 1 and visualized in
Table 1: Comparison of different segmentation strategies.
Method Max Dist. Mean Dist. RMSD Time (s)
LiveWire 9.49 0.34 0.84 47.11
NCC 50.99 2.41 7.79 16.50
CorrCoeff 43.38 2.28 7.13 16.20
FREAK 13.60 0.44 1.23 16.04
Combined 5.83 0.36 0.84 16.31
Figure 5: Qualitative comparison of the different segmentation methods including manual (Ground Truth) and semi-automatic (LiveWire)
annotations as well as automatic propagation of a LiveWire segmentation on the first slice using normalized cross correlation (NCC),
correlation coeflcient (CorrCoeff), FREAK descriptors and a combined measure as described in Section 2.1.
Figure 5. The best segmentation quality was achievedwith
the LiveWire approach (semi-automatic) as well as the
combined approach (automatic), with an average distance
of less than a pixel to the ground truth. Both template
matching approaches (NCCandCorrCoeff) failed to predict
the first slice and are thus not practically usable in this
scenario. The plain FREAK algorithm performed slightly
worse than the combined strategy. Compared to a manual
segmentation of the five slices that took 214s, the process-
ing times decreased by 78% for the LiveWire approach
and by 93% for all propagation-based methods. Thus, the
combined strategy turns out to be the best choice with
respect to quality and time consumption.
4 Conclusion and outlook
In thepresent contribution,we introducedanewapproach
for improved semi-automatic segmentation of large-scale
3D image stacks. The method does not require tedious
parameter tuning and can help to significantly speed up
segmentation tasks in scenarios where entirely automated
processing is impossible. By propagating manual an-
notations to adjacent slices and by using sophisticated
correction, a close to error-free segmentation can be
achieved.
Further work will be put on the development of a
graphical user interface that condenses all involved work-
flow steps and to extend the quantification of speed and
quality improvements of the proposed segmentation ap-
proach. To improve the interactivity and usability of the
framework we plan to develop an efficient C++-based ap-
plication with highly interactive visualisation, editing and
prediction capabilities as well as parallel execution of
segment propagations in the background. The envisioned
application will provide a powerful tool to enable detailed
analyses of large-scale 3D microscopic image data sets.
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