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We prove a conjecture of D. Foata and M. P. Schiitzenberger about a property 
on equidistribution of permutations with prescribed up-down sequence. For that we 
give an algorithm of construction and a formula for the number of permutations (I 
having prescribed up-down sequence, advances (rises of the inverse a-‘), and coad- 
vances (advances of the complementary of the mirror image of u). 
1. INTRODUCTION 
Soit 0 = x, I .. x, une permutation de [n] = {l,..., n}. La firme de u 
(appelee encore dans la litterature anglo-saxonne “updown sequence” ou 
“pattern”) est le mot F(a) = zr ... z,- , de longueur n - 1 Ccrit avec les 
lettres + et - et defini par 
zi = + ssi xi < xi+ I zi = - ssi xi > xi+ 1. (1) 
Par exemple la forme de o = 374981265 est le mot F(u) = 
+-+--++-. 
Le nombre de permutations ayant une forme donnee est obtenu par 
diverses formules dues a Carlitz [ 11, Foulkes [4], MacMahon [6] (retrouvee 
par Niven [7]) Viennot [S]. Nous demontrons ici une propriete 
d’kquidistribution de ces permutations conjecturee par Foata et Schiitzen- 
berger [3]. 
Pour ceci nous posons les definitions suivantes: Soit u = x, . . . x, une 
permutation de [n] de forme w. Un Clement i E [n] (resp. j E [n]) est dit 
indice d’avance (resp. indice de coavance) de u ssi on peut ecrire: 
xj=xi+ 1 avec i < j. (2) 
Par exemple pour u = 374981265, les indices d’avances sont 1, 2, 3, 6, les 
indices de coavances sont 3, 5, 7, 9. 
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Soit w  un mot de {+, -jn-‘, ensemble des mots de longueur n - 1 ecrits 
avec les lettres + et -. Soient d’autre part IA et ZCA deux parties de [n]. 
Nous notons P(w, IA, ZCA) l’ensemble des permutations de [n] ayant w  
pour forme, I,4 pour ensemble d’indices d’avances, et ZCA pour ensemble 
d’indices de coavances. 
Dans cet article l’interet est Porte sur Ie nombre ]P(w, ZA, ZCA)f de telles 
permutations. (Nous notons /El Ie cardinal de tout ensemble fini E). La 
proprieti ~~quidistribution de (31 exprime dans quelle mesure on peut 
modifier IA et ZCA saris changer P(w, IA, ZCA). Pour ceci nous definissons 
les notions suivantes: (On suppose n > 2). 
Un element i E [n] est dit indice de pit (resp. indice de crews) de la 
permutation u ssi on a: 
soit i=n et x,-, <x, soit 2<i<n-- 1 et Xipl <Xi>Xi+,, (3) 
resp. 
soit i = I et Xl <x2 soit 2<i<n- 1 et xi-, >xi<xi+,. (3’) 
Le nombre d’indices de pits est Cgal au nombre d’indices de creux. Ces 
indices ne dependent que de la forme. Nous parlerons done des indices de 
pits et de creux d’une forme w. 
Par exemple les indices de pits (resp. creux) de u = 37498 1265 ou de la 
forme w  = + - + - - + t - , sont {2,4,8 ] (resp. { 1,3,6}). 
Soit w  E { +, -}n-‘. On definit une unique partition ordonnee de [n] en 
intervalles cons~cutifs Z(w) = (I, ,..., Z,) (resp. f(w) = (I, ,..., &)) par la 
condition que les premiers (resp. derniers) elements de chaque intervalle Ii, 
2 < i < p, (resp. ii, 1 < i < p - 1) sont les indices de pits (resp. creux) de w. 
Par exemple pour IV= + - + - - + + - forme de la permutation 
precedente on a: 
Z(w) = ({ 11, {2,3}, {4,5,6,7}{& 91), 
f(w)= ((I), {2,3}, (4,5,6}, {7,%9)). 
Enfin pour une partition ordonnee de [n] en intervalles Z = (I, ,..., Z,) et une 
partie h4 de [n] now notons Zn A4 le vecteur (m, ,..., mp) defini par: 
m,=jzinMI pour iE [p]. 
La propriete d’equidistribution conjecturee en [ 31 s’inonce alors: 
THBOR~ME 1. Soient w un mot de {+, -}“-I et IA, IA’, ZCA, ZCA’ des 
parties de In] &rt$ant la condition suivante: 
/Z(w)nZA/ = /Z(w)nZA’/ et ~~(w)nZCA~=~~(w)~ZCA’~. (4) 
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Alors 
IP(w, IA, ZCA)I = JP(w, IA’, ZCA’)I. 
Pour dlmontrer ce theortme, nous commencons par donner au 
paragraphe 3 un algorithme de construction des permutations P(w, IA, ZCA). 
Plus precisement nous construisons les inverses de ces permutations. Les 
notions introduites sont traduites sur les inverses au paragraphe 2. 
L’interk de l’algorithme donne est de conduire au paragraphe 5 i une 
formule exacte de denombrement. Le theoreme 1 devient alors un simple 
corollaire de cette formule. 
2. AUTRES NOTATIONS 
Nous designons par 6, l’ensemble des permutations sur [n] = {l,..., n}. 
Nous considerons une permutation u E G, comme un mot x1 ... x, Ccrit avec 
les lettres 1, 2,..., n. Nous employons les notions habituelles des mono’ides 
libres, en particulier nous parlerons d’une lettre situee a gauche ou i droite 
d’une autre dans un mot, de lettres consecutives, du nombre d’occurrences 
d’une lettre dans un mot, d’inserer une’ lettre dans un mot. La longueur d’un 
mot w  est notee ] w  ]. Le mot vide est note A 
Soit u =x, ... x, une permutation de G,. Nous dirons que x E [n - 1 ] est 
une aualzce (resp. x + 1 est une coavance) de u ssi x + 1 est sit& 1 droite de 
x dans le mot (T (c.a.d. encore ssi x = xi avec i indice d’avance (resp. indice 
de coavance) de o). 
L’element x E [n - 1 ] est un recuf (resp. x + 1 un core& de a) ssi x + 1 
est situ& a gauche de x dans le mot u. 
Nous dirons que x E [n] (resp. y E [n]) est une month (resp. comontke) 
de la permutation u ssi on peut ecrire: 
x=u(i)<u(i+ l)=y, l<i<n. (5) 
Nous notons respectivement A(u), M(u), CM(u) l’ensemble des avarices, 
montees, comontees de la permutation u. Le triplet r(u) = 
(A(u), M(u), CM(u)) est appele le type de u. Par exemple pour 
a=671398254 on aA( {1,3,6,7}, 
M(u) = { 1, 2, 3, 6) et CM(u) = 13, 5, 7, 9). 
Un element i E [n - 1 ] est dit indice de montbe (resp. indice de descente) 
de la permutation u E 6, ssi on a (5) (resp. (5’) u(i) > u(i + 1)). 
Par passage a la permutation inverse 0 + u-l il est clair que: 
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x E [n] est indice de montee de u ssi x est une avance de u-‘. (6) 
x E [n] est indice d’avance de u ssi x est une montee de 0-l. (7) 
x E [n] est indice de coavance de u ssi x est une comontee de u-r. (8) 
Remarque 2. La permutation duale 6 d’une permutation u = x, ... x, de 
6, (ou encore image miroir du complementaire) est detinie par: 
6= y, *** y, avec yi = n + 1 - i (i = l,..., n). (9) 
L’involution u + d echange les notions d’avance et coavances, ainsi que 
celles de montees et comontees. Elle &change aussi celles d’indices de pits et 
d’indices de creux. On peut dtfinir la forme duale ti d’une forme w  de 
{+,-I”+’ par F(u) = F(5). Alors les partitions ordonnees du paragraphe 1 
vlrifient I(#) = F(w). 
Un element x E [n] est dit pit (resp. creux) pour les avarices et reculs de 
la permutation u E 6, ssi on a: 
soit x = n et x est coavance, soit 2 < x < n - 1 et x est 
recul et coavance de u, (10) 
resp. 
soit x = 1 et x est avance, soit 2 < x < n - 1 et x est avance 
et corecul de u. (10’) 
Par l’involution u + u- ‘, les indices de pits (resp. creux) deviennent les 
pits (resp. creux) pour les avarices et reculs. 
Notre probleme revient done a denombrer l’ensemble P(T) des 
permutations ayant un type r = (A, M, CM) donne et 1 montrer l’invariance 
selon la relation obtenue en remplacant IA par M et ICA par CM dans (4). 
3. ALGORITHME DE CONSTRUCTION 
Notations. Nous notons Gp l’ensemble des mots w  lcrits avec les lettres 
0, I,..., i et veritiant les trois conditions suivantes: 
-1e mot obtenu en supprimant les zeros de w  est une permutation 
de Gi; 
-la premiere lettre de w  est 0; 
-on ne rencontre jamais deux zeros consecutifs. 
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Soit r = (A, M, CM) un triplet de parties de [n]. Nous definissons les 
ensembles de mots P,(r) c Gip, i = l,..., 12, par la construction suivante. 
P1(r) = (010) si 1EM 
= (01) sinon. 
Pour x E [n], x > 2, supposons d&i P,.l(z). Alors P,(z) est dtlini 
comme l’ensemble de tous les mots que l’on obtient i partir des mots w  de 
PX-,(r).en ins&ant la lettre x selon les conditions (11) et (12), puis en effec- 
tuant Cventuellement la condition (13). 
Si x E CM, on choisit un zero autre que la premiere lettre 
de w  et on le remplace par la lettre x. 
(11) 
Si x k? CM, on ins&e la lettre x dans w  juste a droite d’un 
zero. 
La lettre x est situee a droite (resp. i gauche) de x - 1 si 
x - 1 E A (resp. x - 1 6? A). (12) 
Si x E M, on in&e constcutivement a droite de x la 
lettre 0. (13) 
11 est clair que P,(T) c GE. De proche en proche, on d&it ainsi 
P,(r),..., P,(r). 
EXEMPLE 2. n=5,A=(1,3},M={1,2,5},CM={4,5}, 
P,(r)= {OIO} 
P*(z) = (01020) 
p3(r) = 
1 
0310 20 03 1420 03 15024 
.o 10320 P4(z)= 031 024 
I 
p5(z)= 015 0324 I 
0 1 0324 
Remarquons que P,(z) peut 2tre vide, auquel cas la construction s’arrdte. 
Pour x E [n], les mots de P,(t) ont tous la meme occurrence de la lettre 0. 
Notons j(x) ce nombre. 11 est aid de verifier par recurrence que: 
VxE [nl, j(x) = 1 + ]Mn [x]] - ICMn [XII (14) 
Une condition necessaire (mais non suflisante) pour que P,(t) soit non 
vide et forme de mots n’ayant qu’un seul zero (j(n) = 1) est: 
/MI = ]CM] et en notant M= {xi < a.. <x,} et CM= 
lY1 < *a* < yk} on a xi < yi pour i E [k]. (15) 
Nous pouvons alors Cnoncer le theoreme principal: 
48 &CARD VIENNOT 
TH~OR~ME 2. Soit T = (A, M, CM) un triplet de parties de In]. L’en- 
semble P(r) des permutations de G, ayant comme type r est vide lorsque 
M et CM ne vkrrifient pas (15). Dans le cas contraire l’ensemble P,(T) 
des mots dejinis par les conditions (1 l), (12) et (13) est exactement 
I’ensemble des permutations de P(r) auxquelles on a rajoute’ la lettre 0 au 
d&but. 
EXEMPLES 3. Soit T=(A,M,CM) avec A= {1,3,6,7}, M= {1,2,3,6} et 
CM= (3, 5, 7, 9). 
PI(T) = {OlO) / 067135420 
P*(5) = (01020) 
P3(z) = {013020} 
06 0135274 
06 0137254 
0 13 067254 
0671354208 
Ps(z)= I 0671352 084 
0 6713 08254 
Ainsi P(s) est form& des trois permutations: P(z) = {671354298, 
671352984,671398254}. 
4. PREUVE DU THI?OR$ME 2 
Nous introduisons la dbfinition suivante: 
LEMME 4. Soient u E G, et x E [n]. II existe une et une seule 
factorisation du mot o sous la forme o = U,V, a-- u~v~u~+~ v&rIsant les trois 
conditions : 
(i) les mots u, ,..., uk+ 1, v1 ,..., vk sont non vides sayf Pventuellement 
u@ %+I ; 
(ii) toutes les lettres des mots Us,..., uk+, sont > x; 
(iii) toutes les lettres des mots v1 ,..., vk sont < x. 
La factorisation (u,, v, ,..., uk, vk, uk+, ) est appelke la x;factorisation de la 
permutation a. 
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On peut en effet toujours factoriser u sous la forme ci-dessus vkrifiant (ii) 
et (iii). 11 existe une unique factorisation maximisant les longueurs des mots 
u1 3***, uk+ 1, v, ,**-, vk. C’est la seule veritiant (i). Q.E.D. 
Nous introduisons I’opkrateur 6,: 6, + 6: d&hi par: soit 0 = 
(U,,v,,“‘,Ukrvk,Uk+, ) la x-factorisation de u E G,, 
6,(0)=0v,0...0v,.2 avec z=O si uk+l#A 
=A si u~+~==A. 
(16) 
EXEMPLE 5. Pour u = 671398254, la 6-factorisation est (A, 6, 7, 13, 98, 
254, A) et 6,(u) = 060130254. 
Le lecteur virifira aiskment les lemmes 6 et 7 suivants: 
LEMME 6. La valeur x E [n] est une montee de u E 6, ssi dans le mot 
6,(u) la lettre x est suivie (consecutivement ci droite) par la lettre 0. 
LEMME 7. La valeur x E [n] est une comontee de u E G, ssi dans le mot 
6,(u) la lettre x est precpdpe (consecutivement d gauche) par une lettm 
dtflerente de 0. 
LEMME 8. Soient u E G,, de type r(u) = (A(u), M(u), CM(u)). Pour tout 
x, 2 < x < n, le mot 6,(u) s’obtient a partir de 6,-,(u) en rajoutant la lettre x 
selon les conditions (1 l), (12) et (13). 
La condition (12) est kvidemment vkrifiie. 
Soit (uI, vl,-, uk, vky uk+l ) la (x - 1)-factorisation de u. Soit j tel que la 
lettre x apparaisse dans uj. Posons uj = ujxu;. Selon que uj = A ou u; = A 
la x-factorisation de u prend l’une des quatre formes suivantes: 
Uj#A, Uy#fI (U1,V1,“‘,Uj-,,Vj-,,UI,X,U~,UJ,Uj+1,...,Vk,Uk+l), * 
$=A, Uli’fA @,,v 1 T---Y Uj- 1, Vj- 1x3 tl(il, Vjy uj+ 1 alit uk, ilk+ 1)~ 
$#A, $‘=A (U19 v1v**9 uj-17 vj-1v ujY xvj, uj+ 1 Y***v vk9 uk+ 1)~ 
U(i’A, u;’ = A (Ul 3 VI ,**-9 uj-13 uJplxuj, uj+ ,,‘.‘9 vkr uktl >* 
La dkfinition (16) du mot 6,(o) et les lemmes 6 et 7 permettent de vkrifier 
aiskment les conditions d’insertion (11) et (13). Q.E.D. 
LEMME 9. Soit u E 6, de type r. Alors pour tout x E [n], Pensemble de 
mots o,(P(t)) defini par (16) est inclu dans Pensemble P,(z) dejini par (1 l), 
(12) et (13). 
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Comme 6,(P(r)) = P,( ) 7 , on a le lemme 9 par recurrence avec le lemme 8. 
Q.E.D. 
Nous pouvons maintenant demontrer le theoreme 2. Soit P’(7) l’ensemble 
des mots de Z’(7) auxquels on a rajoute la lettre 0 devant. D’apres le 
lemme 9, P’(7) = 6,@(z)) est inclu dans P,(7). Si P(7) est non vide, on 
deduit que l’indice j(n) detini par (14) vaut 1 et que le couple (M, CM) 
v&tie (15). Dans ce cas, tout element de P,(7) est forme de la lettre 0 suivie 
d’une permutation de G,. 11 est alors aise de verifier par recurrence avec 
(1 l), (12) et (13) que le type de ces permutations est 7. 
Ainsi P’(7) = J,@(7)) = P,(7). Q.E.D. 
5. FORMULE DE DkNOMBREMENT 
Notations. Nous detinissons V, l’ensemble des k-uples d’entiers > 0 et V 
l’union (disjoint,) des V,, k > 0. Nous dlfinissons sur V les operateurs 
suivants: 
aCal ,..., ak> = (0, a,, a, + a2 ,... , a, + a2 + a-. + ak-,), 
r(a, ,..., ak> = (a, + a.. + ak, a2 + ..a + ak,..., ak- 1 + ak7 ak)y 
MaI ,..., ak) = (al ,..., ak, o), 
cm(al ,..., ak) = (a2,-, ak), 
Soit 7= (A, M, CM) un triplet de parties de [n],. Pour tout x E [n] 
ditinissons l’operateur &: V+ V par: 
Soit p I’operateur a (resp. r, resp. identite) selon que 
(x- 1)EA (resp. (x- l)@A, resp. x= 1). 
Alors & est igal a l’opbateur p, compose Cventuellement (17) 
avec l’opirateur m si x E M, puis cm si x E CM. 
En identifiant V, et N, on a la formule de denombrement: 
THBOR~ME 3. Soit 7 = (A, I’M, CM) un triplet de parties de [n] vhrifiant 
la condition (15). Le nombre de permutations de 6, ayant 7 comme type est 
igal ci: /P(z)1 = {, 0 --- 0 r,(l) (les ophateurs < 1 ,..., c,, &ant depnis par (17)). 
Soit 7 = (A, M, CM) un triplet de parties de [n]. Soient x E [n] et j(x) le 
nombre d’occurrences de la lettre 0 dans les mots de P,(z). Pour j E [j(x)], 
soit P’,(7) l’ensemble des mots de P,(r) tels que la lettre x ait j occurrences 
de la lettre 0 a sa gauche. Definissons alors le j(x)-uple par: 
a,(7) = (a: ,..., at”‘) avec di = /p’,(t)] pour jE [j(x)]. (18) 
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Nous Cnoncons le lemme: 
LEMME 10. Soit t = (A, M, CM) un triplet de parties de [n] et PX(r), 
x E [n], Zes ensembles de mots d&his par les conditions (1 1), (12) et (13). 
Alors: 
Vx, 2<x&n, %(7) = W-l(~)>, (19) 
oti <, est l’oph-ateur dt;Jini par (17). 
Soient x E [n], x > 2, et j E [j(x - l)]. Soit e’;‘(r) l’ensemble des mots 
obtenus en ins&ant la lettre x juste i droite d’un 0 dans les mots de P’,-i(t), 
et tels qu’il y ait 1 occurrences de la lettre 0 1 gauche de x, et tels que la 
condition (12) soit satisfaite. Cet ensemble est en bijection avec P’,-,(r) 
(pour les entiers 1 pour lesquels il est non vide). Soit IE [j(x - l)] et 
Q;(r) = Uj @!j’(r>* C omme cette union est une reunion d’ensemble disjoints, 
la condition (12) implique que le vecteur PX(t) = (] Q!Jr)/,..., IQ”-‘)]) est 
egal i a(a,(r)) (resp. r(a,(r)) ssi (x- l)EA(resp. (x- l)@A). Les 
conditions (11) et (13) signifient alors que P,(r) s’obtient a partir des mots 
de U, Q;(r) en supprimant le zero situe juste a gauche de x si x E CM, puis 
en supprimant eventuellement les mots ne commencant pas par la lettre 0, 
puis en rajoutant la lettre 0 juste A droite de x si x E h4. Ceci se traduit par 
le fait que le vecteur a,(z) est Cgal au vecteur obtenu a partir de /3,(r) en 
appliquant eventuellement les operateurs cm si x E CM et m si x EM. Par 
definition de (17) le lemme est dtmontre. 
Comme r,(l) = a,(r), le lemme 10 prouve par recurrence le theoreme 3. 
Q.E.D. 
EXEMPLE 11. Reprenons le type r de l’exemple 3. Dans le Tableau I ci- 
dessous on a ecrit en face de chaque x = 1,2,..., 9 la lettre a, r, m, cm selon 
TABLE I 
X 
1 
2 
3 
4 
5 
6 
7 
8 
9 
L 
m 
m 
m cm 
cm 
m 
cm 
cm 
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que respectivement (x - 1) E A (avance), (x - 1) @ A (recul), x E M 
(montie) et x E CM (comontee). L’operateur & a appliquer au vecteur 
ox- i(r) est le compose des operateurs ecrits en face de x selon (17). (On 
convient aO(r) = (l).) 
On vlrifie que les vecteurs a,(r) correspondent bien a la construction des 
ensembles P,(r) de l’exemple 3 (pour x = 1, 2,..., 9). 
Remarque 12. On pourrait expliciter plus en detail le pro&de de 
construction des ensembles P,(7) du paragraphe 3. En fait, dans l’insertion de 
la lettre x dans le mot w  selon les rigles (1 l), (12) et (13), seul intervient 
l’indice j E [j(x)] tel que w  E P’,(7). Dans l’exemple 3, a chaque &ape de la 
construction nous avons ainsi partitionne l’ensemble P,(r) selon les 
ensembles P’,(7), j E [j(x)]. L’algorithme construit en fait les ensembles 
P,(7), totalement ordonnes selon l’ordre defini de la fa9on suivante. 
Pour xE [n], x>2, etjE [j(x)], notons si, : P’,(r) -+ P,- i(r) l’application 
consistant a supprimer x du mot w  E p,(7) en effecuant la sequence inverse 
des operations dlcrites en (13) puis (11). 11 est clair que 8; est une injection. 
On ordonne alors chacun des P’,(7) selon l’ordre correspondant par si, de 
Pxel(7). L’ensemble totalement ordonne P,(7) est la somme ordinale des 
ensembles totalement ordonnes P’,(7), selon les indices j E [j(x)], ordonnes 
selon l’ordre nature1 des entiers. 
Nous n’explicitons pas plus l’algorithme de construction des ensembles 
totalement ordonnes P,(z). Remarquons qu’il decoule de ce paragraphe que 
chaque mot construit par insertion apparait une et une seule fois. De plus on 
peut tviter les constructions inutiles par une simple lecture de la table des 
vecteurs de denombrement a,(7). (Par exemple ici Pi(z) de cardinal 1 et 
P:(7) de cardinal 4.) 
Remarque 13. Le nombre de couples (M, CM) de parties de [n] verifrant 
la condition (15) est le nombre de Catalan C, = (l/(n + l))( ‘,“). Pour un tel 
couple on peut toujours trouver une partie A de [n] tel que P(A, M, CM) soit 
non vide. 
6. EQUIDISTRIBUTION 
Nous pouvons maintenant simplement demontrer le theoreme 1, ou plutbt 
le thioreme 1’ iquivalant par passage aux inverses des permutations. 
Si A est une partie de [n], on peut ditinir la forme w  associk par w  = 
z, *** z,- i avec z, = + (resp. zi = -) ssi i E A (resp. i GA) (on pourrait dire 
ici la forme selon les auances et reds). On note Z(A) = Z(w) = (I, ,..., ZJ et 
f(A) = r(w) = (f i ,..., &) les partitions en intervalles de [n] associkes a w  au 
paragraphe 1. Avec les dkfinitions (10) et (lo)‘, Z(A) (resp. i(A)) est I’unique 
partition de [n] en intervalles consbcutifs tels que les pits (resp. creux) pour 
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les avarices et reculs soient les premiers ClCments (resp. derniers) Ckments 
des segments I, ,..., IP (resp. f1 ,..., &- ,). 
THBOR~ME 1’. Soient z = (A, M, CM) et t’ = (A, M’, CM’) deux triplets 
de parties de [n] vbrifiant la condition: 
(qA)nMI=(I(A)nitfI et II(A) f-7 CM( = I&4) n ckr I. (20) 
Alors: 
IJY4l = leoI. 
Nous dkmontrons d’abord le lemme suivant: 
LEMME 14. Soit a un k-uple d’entiers > 0 et &,, q ,,,.., of,,, &,+ ,,..., {,,+, 
une suite d’ophateurs de V, p > 1, q > 0, tels que: les opbateurs 
to, t,,, ,..., t,,, (rev. rt , ,..., tl,) sont compos& de l’opbateur a (resp. r) avec 
t%eniueliement ropbrateur cm. 
Soit I une partie de cardinal 1 de [0, p + q - 1 ] et soit &,, q; ,..., $,, 
l- *+, ,..., <L,,, la suite d’op&ateurs d&nie par: 
ti = ti si i&I, c. = m 0 ti si iEI, 
Vi = Vi si i&I, rj; = m 0 vi si iEI. 
A lors 
e P+q 0 1.. 0 $+, 0 7; 0 ..- 0 q; 0 $(a) 
= P+9 r 0 a-- o~p+l~m’o~po aa4 oq,~&(a). 
Notons /3 = qp o a** 0 q1 0 &(a). 11 est clair que: Ir:, 0 . . . 0 ~‘1 0 &(a) = &(J) 
en notant s = Iln [O, pll. Soit jE In [p + 1, p + q - 11. Comparons les 
vecteurs yj et yj dkfinis par: 
yj=(;+qo . . . o <;+I o tj” (i-1 0 **- 0 (fb+l 0 mS+‘(p), 
yj = e 
P+4 ~~~~~~~+l~~~o~~-,~...o~~+lomS(P). 
11 vient successivement: 
rj-, o...or~+,omS+‘CO)=(r;_,o...or~+,omSGO),z,), 
t j  ’ t$- 1 0 . . . 0 c&,~ 0 
(21) 
m  S+‘Cg)=!~,~~~-l~...~~~+,0mSGB),zl+~2) 
avec z1 et z2 itant certains entiers > 0. 
r; o r:-- 1 ~~.~~C+I~m”(P)=(C~~;-IO~~~~5~+10mS~),0). (22) 
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En composant les deux vecteurs (21) et (22) par I’operateur <j+i, on 
obtient alors le meme vecteur. Ainsi yj = yJ. 
Une application rep&e de cette egalite pour j E In [p + 1, p + 4 - 1 ] 
permet de demontrer le lemme. 
Nous demontrons maintenant le theoreme 1’ dans le cas CM = CM’. 
Soient done r = (A, M, CM) et r’ = (A, M’, CM) deux types verifiant la 
condition (20). Pour x E [n], soit &. (resp. &) l’operateur defini par (17) 
relativement au type r (resp. r’). Si le lemme restait vrai pour toute partie Z 
de [0, p + q] (en utilisant les notations du lemme), il.est alors clair qu’une 
application repetee de celui-ci pour chaque intervalle de la partition Z(A) = 
V , ,..., Z,), prouverait l’egalite du theoreme 1’. 11 reste a examiner les cas ou 
le lemme ne peut 2tre applique, c’est-a-dire les valeurs x E [n] verifiant la 
condition suivante: 
(x- 1) EA, x E M’, x @ M, x est dernier Clement de l’un 
des intervalles I,, 1 E [k]. (23) 
Le cas 1 = k (c’est-a-dire x = n) n’est pas i considerer ici. En effet d’apres 
(10) et (23) la valeur n serait un pit pour les avarices et reculs et l’intervalle 
I, n’aurait qu’un seul element ce qui est en contradiction avec (20) et (23). 
DanslecasxEZ,,1<k,lesdeuxvecteursr,o...or,(l)etr:o...or;(l) 
sont respectivement de la forme (21) et (22). 11 suffit d’appliquer l’operateur 
r X+, a ces deux vecteurs pour avoir, comme dans la preuve du lemme, deux 
vecteurs Igaux. Une application rep&tee de ce cas et du lemme 14 prouve 
alors le theoreme 1’ dans le cas CM= CM’. 
On pourrait demontrer directement un analogue du lemme 14 pour le cas 
M= M’. 11 est plus simple d’affirmer que le theoreme 1’ est encore valable 
dans le cas particulier dual de celui demontre ci-dessus, c’est-a-dire le cas 
obtenu par passage a l’image miroir puis au complementaire des 
permutations, soit encore le cas M = M’. 
Une application rep&e de ces deux cas particuliers du theoreme 1’ le 
prouve dans le cas general. Q.E.D. 
Par passage aux inverses, le theoreme 1 du debut est demontre. 
Remarque 5. On v&tie sans peine que le theoreme 1 n’est plus vrai 
lorsque l’on prend des partitions Z(w) et r(w) en intervalles plus grands. 
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