("Proceedings of the 7th IFAC World Congress, Helsinki. 1978") a new notion of "robustness" was defined for a class of dynamical systems having uncertainty in the input+utput relationship. This paper generalizes the results in the abovementioned references in two fundamental ways: (i) We make significantly less restrictive hypotheses about the manner in which the uncertain parameters enter the system model. Unlike the multiplicative structure assumed in previous work, we study a far more general class of nonlinear integral flows, (ii) We remove the restriction that the admissible input set be compact. The appropriate notion to investigate in this framework is seen to be that of approximate robustness. Roughly speaking, an approximately robust system is one for which the output can be guaranteed to lie "E-close" to a prespecified set at some future time T> 0. This guarantee must hold for all admissible (possibly time-varying) variations in the values of the uncertain parameters. The principal result of this paper is a necessary and sufficient condition for approximate robustness. To "test" this condition, one must solve a finite-dimensional optimization problem over a compact domain, the unit simplex. Such a result is tantamount to a major reduction in the complexity of the problem; i.e., the original robustness problem which is infinite-dimensional admits a finite-dimensional parameterization.
INTRODUCTION
In [l-3] . a new notion of robustness was defined for a linear dynamical system whose impulse response matrix is uncertain. Loosely speaking, a linear system, according to this notion, is said to be robust if an (admissible)
DYNAMICS (S,)
The dynamical system under consideration will be defined by an integral flow. Roughly speaking, if x(.) is the input (independent variable), then the output y(a) (dependent variable), at some future time T < 00 will be given by Y(T) = J" 4-~(r), q(r), r) dT, 0 (2-l) where A(.) is the so-called system-function and q(a) is a time-varying vector of uncertain parameters. The imprecision in our knowledge about the behavior of q(e) serves as motivation for much of the formalism to follow. Throughout this paper, we shall take T = 1 without loss of generality.
More precisely, we describe the so-called perturbed dynamical system via the following data:
(Dl) A non-empty a-compact' set XC R", the solution input restraint set. The a-compactness of X permits us to handle control sets which are rather general in nature (such as cones, balls, open sets, even all of R", etc.).
(D2) A non-empty bounded set Q G Rk, the uncertainty restraint set. (D3) A mapping A: R"' x Rk x [0, l] + R", the system function which generates the system output ~'(7') via (2.1).
Notation.
If V is a subset of R', then p will denote the closure of V and M(V) will denote the collection of essentially bounded Lebesgue measurable functions on [0, 1 ] taking values almost everywhere (a.e.) in V. Furthermore, if 0 is a Lebesgue measurable subset of RP, then a mapping h: 0 X [0, 1 ] + R is said to be a Carathkodory function if (i) h(-, 7) is continuous for almost all r E [0, 11; (ii) h(8, .) is Lebesgue measurable for all 0 E 0.
Regularity.
In terms of this notation, our results, to be described in the sequel, will be valid under the following regularity assumptions on A:
(Al) For each fixed pair x(.) E M(f), q(.) E M(Q), each component Ai(x(t), q(t), t), is Lebesgue measurable and integrable over [0, 11. (A2) For each fixed pair x E x and t E [0, 11, A(x, q, t) is continuous with respect to q E 8.
(A3) For each fixed pair q E Q and t E [0, 11, A(x, q, t) is continuous with respect to x E X.
Regularity conditions (Al)-(A3) lead us to conclude that A(x, ., .) and A(-, q. .) are Caratheodory functions for each x E x and q E 8, respectively. ' Countable union of compact sets. In particular, this permits X itself to be compact.
Complete Description of (S,)
. To complete our description of (S,) we also take as given the following: (D4) A set of vectors {a,, a, ,..., a,} E R" and a set of real scalars lb,, bz,..., b,} which are used to describe the desired solution (target) set Ba(yER":aiy<b, for i=l,2 ,..., r}. -We assume that B is non-empty. Furthermore, we note that an]' closed and convex target set in R" can be approximated arbitrarily well by appropriate choice of a, and bi above.
Hence, the perturbed dynamical system (S,) is defined by the 4-tuple (X. Q, A, B) together with Assumptions (Dl)-(D3) and Regularity Conditions (A 1 )-(A3).
ROBUSTNESS AND APPROXIMATE ROBUSTNESS

DEFINITION.
The m-dimensional real-valued vector function x(. ) will be called a robust solution (input) of (S,) if (RSl)
x(e) E M(X), i.e., x(.) is admissible; (RS2) ji ,4(x(r), q(r), r) dt E B for all admissible perturbations q(.) E M(Q). (S,) is said to be robust if and only if it has a robust solution.
Let E > 0 be a given positive real number. Then the mdimensional real-valued vector function x,(a) will be called an E-robust solution of (S,) if
where d('y, B) is the distance* between the point y E R" and the desired solution set B. In such a case, we say that (S,) is c-robust. Furthermore, (S,,) is said to be approximately robust if it has an e-robust solution for every E > 0.
3.3. Remarks. The fact that a system can be approximately robust without being robust is illustrated by the simple example described by ' for all q(.) E M(Q). Also note that the existence of an s-robust solution for a particular choice of E > 0 does not necessarily imply approximate robustness.
In [2] , it was noted that (S,) can be viewed as a dynamical system whose impulse response matrix is uncertain. With this interpretation, robustness of (S,) refers to the ability to steer the system to the target set B at time T = 1. our new results will generalize those given in [ 1 ] to the extent that we now permit nonlinear interdependencies among the uncertainties in the entries of the n x m matrix A(q(r), r). For example, the (i,j)th term of A(.) might be d(r) ~0s 4Ar) h(r).
Special Case 3. We can further strengthen the hypotheses given in Special Case 2; i.e., suppose that A(.) is a matrix of the form A(s(rL r) = A,(r) + JJ(dr)), where the "uncertain matrix" SA(.) has nm independently varying entries q,,(f), qlz(r),..., q,,(r).
In this special case, our new results will be comparable to those given in [I] .
Special Case 4. Our framework also encompasses the so-called unconstrained robustness problems. Such problems characterized by X = R" evidently satisfy the o-compact requirement (D 1).
3.4. Further remarks. In most engineering applications, it is reasonable to impose further structure over and above u-compactness on the restraint sets X and Q. For example, polyhedral convexity may often be safely assumed. As we might anticipate, additional assumptions of this sort will be quite helpful from the point of view of numerical computation. We note, however, that such additional assumptions are not required in the derivation of the main results.
PRELIMINARY RESULT-A REFORMULATION
In this section, our main objective is to show that the robustness problem can be reformulated as a saddle point problem over M(X) x S, where S is the unit simplex in R'; i.e., let S&i z=(z,,z* ,..., z,)ER':zi>O, + I ,r, zi=l . I 4.1. Remarks. The set M(X) appears to be the natural domain for Problem (P). Then why the introduction of the unit simplex S? It will be seen in the sequel that the introduction of S is the "secret" to reducing the complexity of the (approximate) robustness problem; i.e., when all is said and done, we shall remain with a problem over the set S in lieu of the original robustness problem which is formulated over the set M(X).
Preliminary Results
We begin naively by considering some fixed input x( . ) E M(X) and a fixed E > 0. Then according to for i E ( 1, 2 ,..., r}. To determine whether all r inequalities are satisfied simultaneously, we define EM(X) + R by
The following lemma is a consequence of Lemma 4.2.1 and the definition of F(x(. )). (P> We shall henceforth refer to this "minimization" as Problem (P).
Derivation of Problem (P,)
As mentioned earlier, the (approximate) robustness problem shall ultimately be solved over the simplex S instead of M(X). The following observation is instrumental to the attainment of this goal:
holds for all x(.) E M(X). This fact is evident by observing that the maximum on the right hand side is achieved by taking z to be a unit vector ek in any direction such that
Using the observation above, we substitute (4.3.1) and (4.2.6) into Problem (P) and obtain
This leads us to focus our future attention on the functional V: M(X) x S + R given by V(x(*), z) 4 i ZiFi(X(.)). 
(PA Clearly, this new "minimization" problem, termed Problem (P,), replaces Problem (P).
PROPERTIES OF V(x(.),z)
Our main objective in this section is to show that the order of inf and max operations in Proposition 4.3.1 can be reversed. As we shall see later, this is indeed the first step towards reduction of the infinite-dimensional (function space) optimization problem (P,) to an optimization problem over a finite-dimensional space. We also note in passing that such an interchange of order is tantamount to the existence of a so-called partial saddle point of q-x(* 1, 2).
Since A(., ., .) is allowed to be nonlinear, our method will differ substantially from the saddle point arguments given in [l-3] . Specifically, the following Lyapunov type result on set-valued integration will be of central importance. Thus, despite the nonlinearity of A(., ., . ), the set of worst case outputs Z(M(X)) still retains convexity, a property obviously crucial to any saddle point type investigation. This suggests shifting of attention from the set M(X) to the set Z(M(X)); i.e., we may treat Z(M(X)) rather than M(X) as the domain of V(.). These ideas lead to the following theorem.
THEOREM (see Appendix B for proof). (S,) is approximately robust fund only if
( 5.2) 5.3. Remark. It will be shown in the next section that the inner minimum in (5.2) above can be evaluated in closed form. Subsequently, we will remain with a finite-dimensional maximization over S.
MAIN RESULTS: PROBLEM (P,)
Motivated by Remark 5.3, we look more carefully at Then R( .) has the following properties:
(i) For all z E S and almost all r E [0, 11, R( ., z, r) is continuous on X.
(ii) For all z E S and x E X. Z?(x, z. 5) is measurable on [0, 11.
Equicalently I?(., z, .) is a Carath&odory function on X X [0, 1 ] for all z E S. . By inspection, we observe that (S,) is robust (hence approximately robust) for all p > 1.5 since x(r) E 1.5 is clearly a robust solution. On the other hand, the above system is neither robust nor approximately robust for p < 1.5. We now demonstrate that formal application of Theorem 6.5 does indeed confirm these obvious conclusions. Straightforward substitution into (6.4.1~(6.4.3) yields the following expressions:
It is not difficult to see that max(P,(z): z E S) = F,((O.5,0.5)) = 0 provided p > 1.5; while on the other hand, if p < 1.5, we find that max(F,(z): z E S) = F,((O, 1)) = 1.5 -p > 0.
Notice that, although we know that (S,) is robust, the above application of Theorem 6.5 only permits us to conclude that the system is approximately robust for p > 1. 5 . In order to draw the stronger conclusion that (S,) is robust, we need the theory of Section 7 which provides conditions under which approximate robustness implies robustness. More elaborate examples are given in Section 8.
EXISTENCE OF ROBUST SOLUTIONS
In the last section, a complete answer was supplied by Problem (P,) as to the question of the existence of approximately robust solutions for (S,). Recalling, however, that approximate robustness does not necessarily imply robustness, we are motivated to explore the "gap" between these two conditions. The following theorem addresses this issue.
THEOREM (see Appendix D for proof).
(a) A necessary! condition for (S,) to be robust is that max(P,) < 0.
(b) A suflcient condition for (S,) to be robust is that max(P,) < 0.
The "gap" between the necessary and sufficient conditions of Theorem 7.1 closes for those systems for which approximate robustness implies robustness. The example in Section 3.3 shows that this gap cannot be closed without additional assumptions on (S,). The next theorem provides one such set of sufficient conditions for closing this gap. or equivalently, x0(r) E arg min(P(x, zO, 5): x E X) for almost all 5 E [0, 11.
1.3. Remarks. Theorem 7.2 first appeared without proof in [8] and covers the results of [3 1 as a special case. We note that the assumption of compactness (of solution restraint set A') it requires. is one commonly made in the existence theory for optimal controls and controllability of dynamical systems (see, for example, [9, lo] ). Unlike [9] , however, we have made no assumptions regarding continuity of system function A(.. ., .) with respect to time.
ILLUSTRATIVE EXAMPLES
In this final section, we present some interesting special cases, worked out examples and a digital computer implementation of the foregoing theory. where v(t) E R" is the state vector, x(t) is a scalar input, A( .) is a (continuous) n x n matrix time function, b(a) is a bounded measurable nvector time function and q(-) is an n-dimensional uncertainty vector. The uncertainty restraint set Q is described componentwise by 1 qil < qi. where iji > 0 is a prespecified bound on qi, the ith component of q. The control restraint set X will be simply (44. Ml, where M > 0 is given. Finally, the target set B will be assumed to be a rectangle given by We shall presently see that the various functions introduced in the last section take on fairly simple explicit forms for the class of problems above. Using the notation of Section 2, we let r = 2n, bi = 6, for 1 ,< i < n, bi = -bi for II + 1 < i < 2n; a, is taken to be e,, the unit vector in the ith-direction for 1 < i < n and we take a, = -e,-, for n + 1 < i < 2n. We shall furthermore write We observe that the "candidate" robust control suggested by Theorem 7.2 turns out in this class of problems to be of the "bang-off-bang" type. The preceding formulas are easily seen to generalize in a straightforward fashion when one is dealing with the multi-input case.
(ii) For this second special case, we start with the assumption that the so-called system function A(.) can be additively decomposed as follows:
A@(r), q(r), 5) = A,(.qr), 5) + A,(q(r), 5). (8.1.7)
We find via application of (6. and further assume that X and Q are closed balls centered at the origin having radii R, and R,, respectively. Then, with the aid of (8.1.9) and (8. Once F,(z) in (8.1.11) has been minimized, we can apply the necessary condition of Theorem 7.2 to generate a candidate robust solution x0(.). For example, suppose X is endowed with the max norm and z0 E S has been found to uniquely solve Problem (P,). Then there is a robust solution . Figure 1 shows the organization of a software routine developed at the University of Rochester. This program enabled us to investigate the robustness properties of the class of systems described by special case (ii) of Section 8.
The entire program is divided into three modules. The module, INPUT, which may vary from user to user, converts the generic problem (e.g., a state equation model) into the format required by the theory. The module ROBUST then decides on the robustness of (S,) by solving Problem (P,). This is accomplished by solving the required nonlinear program via Kelly's cutting hyperplane method [ 13, 141 . Note that, because of the finite precision and the various errors inherent in any digital computation, the distinction between approximate robustness and robustness is best left to the judgement of the user. Finally, if max{F,(z): z E S) is non-positive, the module SOLUTION is used to generate a robust solution x,,(.). This is done iteratively by using the necessary conditions of Theorem 7.2 to generate candidate robust solutions which are then tested for robustness via stochastic simulation. With this candidate robust input, we then simulated a trajectory w(t) for a typical value of disturbance q(r) E Q. As predicted by the theory w(T) reaches the target at the terminal time (see Fig. 2 ). The above experiment was repeated for a range of different terminal times. It was found that there is a critical threshold terminal time T,, rz 0.52, such that for all T < T,,, the system is not robust, whereas for all T > T,, the system is robust.
CONCLUDING REMARKS
The validity of the approximate robustness criterion "max(P,) < 0" of Theorem 6.5 depends crucially on the boundedness of Q. We conclude with an example which shows that a fallacious conclusion can be reached by naively applying Theorem 6.5 to systems having unbounded uncertainty. The proof of Lemma 6.3 hinges crucially on the ability to interchange the order of integration and infimum operations. In light of the fact that the constraint set X is not necessarily closed, the "standard" interchange theorems (see 1151 and/or [ 17)) do not directly apply. The theorem below will prove useful in a robustness context. r is non-increasing and hence has a well defined limit. We assert that g(r) = Em,,+, g,,(r) for all r E [0, 11. To prove this assertion. let r E [0, 11 be fixed and observe that g(r) <g,(r) for all n. Hence, g(r) < lim,+, g,(r) for all r E [O. 11. To prove the reverse inequality, Js a r E [0, 1 ] and a t'* E V. Since V = U,"=, V,. there is an integer N (dependent on c*) such that L'* E V,.. Consequently, f(r-l*, r) > inf{f(L', t): L' E V,Vt = gs(r) > lim,+, g,(r). Since L'* was arbitrarily chosen, we can take the infimum over t'* E V yielding Sincef(o,(r), r) is Lebesgue measurable, it follows that each g,(.) must also be Lebesgue measurable. Consequently g( .), being the monotone limit of g,(.), is also measurable.
To complete the proof of (a), existence of the integral of g(.) must be proven. First we note that each g,(.) is integrable as a consequence of the integrability assumption on f( .) and the existence of a measurable selection I,,,(. ) given in (C. 1). Now, fix any L'* E V, and notice that the function h,(r) k/Xc*, r) is integrable and majorizes (pointwise) each g,(.) and g(.). The existence of the integral of g(.) now follows from a variant of the Monotone Convergence Theorem (see [ 18, p. 90, #13] ).
Proof of(b). Pick any L'* E V. Then using the integrability hypothesis on f(. ), we have Proof of Case (ii). Let E > 0 be given. Once again by monotonicity of the limit in (C.2), we can pick an integer N (dependent on E) such that )I g,Jr) dr < -'. Given any x(-) EM(X), we have already shown that each j@(r), r) is integrable. Being a pointwise maximum of a finite collection of integrable functions Ifi(x(r), r)l, lf*(x(r)\,.... r,(x(r), r)l, we conclude that &Y(S), r) is also integrable for all x(-) E M(X). In particular for the measurable selection -U(a) E M(X) as above, p(Z(r), r) =,u(r) is also integrable.
Finally, by construction, it follows that holds for all x E X and all r E (0, 11. 
