Separating hash families were first introduced by Stinson, Trung and Wei. In this paper, we present some new bounds of SHF with small parameter. By the small parameter, we improve previously known bound of types {w, w} and {w 1 , w 2 }. we also give a construction for strong separating hash family.
Introduction
Let X, Y be finite sets of size n and m. Let F be a family of functions from X to Y with |F| = N . Given positive integers w 1 , w 2 , . . . , w t , we say that F is a {w 1 , w 2 , . . . , w t }-separating hash family, denoted by SHF(N ; n, m, {w 1 , w 2 , . . . , w t }), if for all pairwise disjoint subsets C 1 , C 2 , . . . , C t ⊆ X with |C i | = w i for i = 1, 2, . . . , t, there exists some f ∈ F such that f (C i ) ∩ f (C j ) = ∅ for i = j. So f is said to separate the sets C 1 , C 2 , . . . , C t . The parameter multiset {w 1 , w 2 , . . . , w t } is called the type of the separating hash families. For the sake of brevity, we use {w q 1 1 , w q 2 2 , . . . , w qt t } to denote the multiset in which there are exactly q i copies of w i and w i < w j for 1 ≤ i < j ≤ t. Further, w 1 will be written as w.
Separating hash families were first introduced by Stinson, Trung and Wei [32] . It can be used to construct frameproof codes, secure frameproof codes and parent-identifying codes, see [5, 12, 14, 26, 30, 31, 32, 37] . Most results of the known papers on separating hash families are focused on the bounds and constructions, see [4, 6, 7, 10, 18, 19, 22, 23, 33, 36] . Here are some known results related to the main results of this paper. Theorem 1.5 ( [35] ) For positive integers q, w 1 and w 2 , there exists an infinite class of SSHF (N ; n, q, {w 1 , w 2 }) for which N is O((w 1 (w 1 + w 2 )) log * n log n).
The following Theorem is a known bound for general type {w 1 , w 2 , . . . , w t }. This paper is organized as blew. In the next section, we give some definitions and prove two lemmas which will be used in Section 3. In Section 3 we give an optimal SHF(4; 10, 4, {2, 2}), and prove two new bounds for an SHF(4; n, m, {2, 2}) and an SHF(2w; n, m, {w, w}) which update the bound in Theorem 1.2.In Section 4 we have an bound of SHF(2 + w; n, m, {2, w}), then, by the induction hypothesis, we prove the new bound for an SHF(w 1 + w 2 ; n, m, {w 1 , w 2 }) which update the bound in Theorem 1.4. In Section 5 we construct an SSHF by the k−uniform hypergraph.
A bound for SHF(4; n, m, {2, 2})
Given an SHF(N ; n, m, {w 1 , w 2 , . . . , w t }), we often construct an N × n matrix A = (a ij ) having entries on a set of m elements such that a ij = f i (x j ) where f 1 , f 2 , . . . , f N is some fixed ordering of the functions in F and x 1 , . . . , x n are elements of X. This matrix is called the representation matrix of the SHF. 
Proof: It is observed that in the matrix B the sets of columns C 1 = {1, 3} and C 2 = {2, 4} are not separable; in the matrix C the sets C 1 = {1, 4} and C 2 = {2, 3} are not separable; and in the matrix D the sets C 1 = {1, 3} and C 2 = {2, 4} are not separable. In all these cases we get a contradiction to the separating property of type {2, 2}.
Suppose A = (a ij ) is a representation N × n matrix of an SHF on m elements in M . We need the following notations. Let We distinguish into the following 5 cases.
. By Lemma 2.1, we only need to consider the former one. Let C be the 4 × (n − 2) matrix obtained from A by removing the matrix B. Then C is a representation matrix of an SHF(4; n − 2, m, {2, 2}), and there are at most m − 2 distinct elements in row three. By the pigeon hole principle, there is an element t in row four such that
Let D be the 4×(n−1) matrix obtained from A by removing column one. Then D is a representation matrix of an SHF(4; n − 1, m, {2, 2}), and there are at most m − 1 distinct elements in row three and in row four. By the pigeon hole principle, there is an element t such that λ 4 t ≥ ⌈
By Lemma 2.2 we know that λ 4 u = λ 3 y = 2, and there exists a submatrix E of A as below.
Let F be the 4 × (n − 3) matrix obtained from A by removing the matrix E. Then F is a representation matrix of an SHF(4; n − 3, m, {2, 2}), and there are m − 2 distinct elements at most in rows three and four. By the pigeon hole principle, there is an element t such that
By Lemma 2.2 we know that λ 4 u = λ 3 y = 2, and there exists a submatrix G of A as below.
Let H be the 4 × (n − 3) matrix obtained from A by removing the matrix G. Then H is a representation matrix of an SHF(4; n − 3, m, {2, 2}), and there are at most m − 2 distinct elements in row three and m − 1 distinct elements in row four. By the pigeon hole principle, there is an element t such that 3 A bound for SHF(2w; n, m, {w, w})
In this section, we shall give a new bound for an SHF(2w; n, m, {w, w}), w ≥ 2. We also present an optimal SHF(4; 10, 4, {2, 2}).
We start with w = 2. We will prove that if there exists an SHF(4; n, 4, {2, 2}), then n ≤ 10. To prove this conclusion, we assume that an SHF(4; 11, 4, {2, 2}) exists and get contradiction.
By Lemma 2.3, it's obvious that n ≤ 10 when m = 4 and λ max > 4. So we only need to consider the case λ max ≤ 4. Then we know that 3 ≤ λ max ≤ 4 since 4 × 2 = 8 < 11. From now on, in the following lemmas of this section, we always suppose A is a representation matrix of an SHF(4; 11, 4, {2, 2}), 3 ≤ λ max ≤ 4, and d ij (x, y) ≤ 1 for any admissible elements x, y and parameters i, j. For convenience, we state these properties in the following lemma. Next, we will prove four lemmas one by one. Lemma 3.2 will lead to Lemma 3.3. Then we get Lemma 3.4 from Lemma 3.3. At last we obtain Lemma 3.5 by using Lemma 3.4. Proof: Assume, by contradiction, that A has two rows which are both isomorphic to R 1 . Without lose of generality, we assume the first 9 columns of A is the submatrix as below.
a a a a * * * * * * * c e e e e c c x y z t x y z * * u v i j a 45 a 46 a 47 * * Then by Lemma 3.1 we have (a 45 , a 46 , a 47 ) = (v, i, u) or (i, u, v). We distinguish two cases.
1. (a 45 , a 46 , a 47 ) = (v, i, u). By Lemma 2.2, considering the column sets {3, 4, 5} and {1, 4, 6}, we know that
Then v / ∈ {a 48 , a 49 }. Otherwise, without lose of generally, let a 48 = v. By Lemma 3.1 we have a 38 = t, then we get a submatrix( rows 1, 2, 3, 4 and columns 1, 3, 5, 8 ) which is isomorphic to the forbidden matrix D. Since d 24 (c, i) = 1, then (a 48 , a 49 ) = (j, u).
By Lemma 3.1 and (1), we have a 39 = t. Then a 38 = y, otherwise a 38 = x, we get a forbidden matix( rows 1, 2, 3, 4 and columns 2, 3, 5, 8 ).
a a a a * * * * * * * * * c e e e e c c * * x y z t x y z y t * * u v i j v i u j u * * a a a a * * * * * * * * * c e e e e c c * * x y z t x y z y t z t u v i j v i u j u j i
. This always gives a contradiction.
(a 45
, a 46 , a 47 ) = (i, u, v). By Lemma 2.2, considering the column sets {1, 4, 7} and {2, 4, 5}, we know that
Then u / ∈ {a 48 , a 49 }. Otherwise, without lose of generally, let a 48 = u. By Lemma 3.1 we have a 38 = t, then we get a submatrix( rows 1, 2, 3, 4 and columns 2, 3, 6, 8 ) which is isomorphic to the forbidden matrix D.
By Lemma 3.1 and (2), we have a 39 = t. Then a 38 = x, otherwise a 38 = y, we get a forbidden matrix( rows 1, 2, 3, 4 and columns 1, 3, 6, 8 ).
a a a a * * * * * * * * * c e e e e c c * * x y z t x y z x t * * u v i j i u v j v * * By Lemma 2.2, considering the column sets {2, 3, 8} and {1, 3, 9}, we have d 34 (y, j) = d 34 (t, u) = 0. Thus, by Lemma 3.1 and (2), we have d 34 (z, j) = d 34 (t, i) = 1. So we have determined all these elements of the last two rows.
a a a a * * * * * * * * * c e e e e c c * * x y z t x y z x t z t u v i j i u v j v j i
By Lemma 3.1, there exits an element f ∈ {a 21 , a 22 } such that λ 2 f ≥ 2. Suppose a 2l = a 2k = f , l ∈ {1, 2}, k ∈ {10, 11}. By Lemma 2.2, considering the column set {1, 2, k}, we have d 34 (a 3m , a 4k ) = d 34 (a 3k , a 4m ) = 0, m = {1, 2}\{l}. This always gives a contradiction.
Lemma 3.3 If A is a representation matrix of an SHF(4; 11, 4, {2, 2}), then none row of matrix
A is isomorphic to R 1 .
Proof: By Lemma 3.2, we know that A has no two rows which are both isomorphic to R 1 . So we assume that the first row of A is isomorphic to R 1 and the other of A are isomorphic to R 2 . Without loss of generality, we start with the following submatrix.
a a a a * * * * * * * b c d e b b c c d d e x y z t * * * * * * x u v i j * * * * * * * By Lemma 3.1, a 4,11 = v or i. By Lemma 2.1, we only consider a 4,11 = v. By Lemma 2.2, considering the column set {3, 4, 11}, we have
1. (3), we have a 45 = j, then a 47 = u. So we have a submatrix (rows 1,2,3,4 and columns 2,4,5,7 ) which is isomorphic to forbidden matirx D, a contradiction.
we have a 47 = j by (3). By Lemma 2.2, considering the column set {2, 3, 7} we have d 34 (z, j) = 0. Then λ 3 z = 2 and
a a a a * * * * * * * b c d e b b c c d d e x y z t * * x z * * x u v i j * * j u * * v Thus, the column sets C 1 = {2, 7} and C 2 = {4, 8} are not separable, a contradiction.
a a a a * * * * * * * b c d e b b c c d d e x y z t * * * * x * x u v i j * * * * j * v Thus, the column sets C 1 = {2, 9} and C 2 = {3, 11} are not separable, a contradiction.
Lemma 3.4 If
A is a representation matrix of an SHF(4; 11, 4, {2, 2}) and each row of A is isomorphic to R 2 , then there exists a submatrix B satisfying λ 2 e = λ 2 f = λ 2 g = 3 and
a a a e f g x y z
Proof: Suppose that the A does not contains a submatrix which is isomorphic to B, then we only show that A is not a representation matrix of an SHF(4; 11, 4, {2, 2}). Since each row of A is isomorphic to R 2 , let If there are at most one elements x in {h, t, j} satisfying d 1k (a, x) = 1, then the first three columns removing the i − th row form a submatrix which is isomorphic to B. So the matrix I contain at least two elements in {h, t, j}. Similarly, the matrixs II and III also contain at least two elements in {h, t, j}. Since λ 2 h = λ 3 t = λ 4 j = 2, we have each of matrixs of I, II and III containg two elements of {h, t, j}. So the matrix IV contain not any one element of {h, t, j}. Thus, for any two elements Proof: Assume that every row of A is isomorphic to R 2 . By Lemma 3.4, we suppose the first three rows and columns is a submatrix which is isomorphic to B satisfying λ 2 e = λ 2 f = λ 2 g = 3 and λ 3 x = λ 3 y = λ 3 z = 3. Suppose the fourth elements in rows two and three are h and t respectively. Then λ 2 h = λ 3 t = 2. We distinguish two cases.
a a a * * * * * * * * e f g e e f f g g h h x y z t z t z x y x y u v i * * * * * * * * By Lemma 2.2, the possible elements of each position in the last row are listed as below.
a
(ii) a 35 = a 37 . We distinguish three cases, (a 35 , a 37 ) = (y, x), (a 35 , a 37 ) = (y, z) and (a 35 , a 37 ) = (z, x). If (a 35 , a 37 ) = (y, x), then (a 3,10 , a 3,11 ) = (z, z), a contradiction. (a 35 , a 37 ) = (y, z) and (a 35 , a 37 ) = (z, x) are isomorphic. So let(a 35 , a 37 ) = (z, x). a a a * * * * * * * * e f g e e f f g g h h x y z t z t x x y y z u v i * * * * * * * * Similarly, we have the following table. a a a * * * * * * * * e f g e e f f g g h h x y z y z x z x t t y u v i * * * * * * * * 
If a 49 = u or a 4,11 = u , then we have a submatrix(rows 2
a a a * * * * * * * * a a a * * * * * * * * e f g e e f f g g h h x y z y z x z x t t y u v i j * j * * j i * It's obvious that Lemmas 3.5 is contradicting with Lemma 3.3. So we have the following lemma. Proof: The conclusion comes from Lemma 3.6 and Example 3.7. Proof: If m = 4, the conclusion follows by Lemma 3.6. If m > 4, let A be a representation matrix of an SHF(4; n, m, {2, 2}). Now, we consider the following two cases.
1. There is a pair of elements x and y in the i-th row and the j-th row respectively such that d ij (x, y) > 1. Then we have n ≤ (m − 1) 2 + 1 < m 2 − m by Lemma 2.3.
If there are two elements a and k in different rows (without lose of generality, in the first two rows) such that λ 1 a = λ 2 k = m. Then there is a submatrix of A as blew.
By Lemma 2. Otherwise, there is exactly one row (without lose of generality, the first row) containing an element a such that λ 1 a = m.
Similarly, we can obtain (m − 2) × (m − 3) distinct pairs of elements s and t such that Proof: We use induction on w to prove the theorem.
1. By Theorem 3.9, for w = 2 this theorem satisfies.
2. Assume w ≥ 3 and there does not exist an SHF(2w − 2; m 2 − m, m, {w − 1, w − 1}). Now, we need to prove that there does not exist an SHF(2w; m 2 − m, m, {w, w}).
Suppose that there is an SHF(2w; m 2 − m, m, {w, w}). Let A be a representation matrix of an SHF(2w; m 2 − m, m, {w, w}), and C denote the set of columns of A. By removing the first two rows of A, we obtain a (2w − 2) × (m 2 − m) submatrix B. By inductive hypothesis, there are two sets of columns C 1 and C 2 in B with |C 1 | = |C 2 | = w − 1 which are not separable. Now, we consider the same column sets C 1 and C 2 in A. Let D = C\(C 1 ∪ C 2 ), then |D| ≥ m 2 − 2m + 2. If C 1 and C 2 are not separable in the first two rows, then we have C 1 and C 2 are not separable in A, a contraction; If C 1 and C 2 are not separable in the first row or the second row, then there exist two different columns c 1 and c 2 in D such that a 2,c 1 = a 2,c 2 or a 1,c 1 = a 1,c 2 . Thus, C 1 ∪ {c 1 } is not separated from C 2 ∪ {c 2 }, a contraction. Now, we consider the C 1 and C 2 are separable in the first two rows. Let X i (i = 1, 2) be the element set in which each element appears in the i-th row of these columns in D. Suppose that |X 1 | ≥ |X 2 |. Now we distinguish into the following 4 cases. (iii) |X 1 | = m and |X 2 | = m − 1. For any column k i ∈ C i (i = 1, 2), we have a 1,k 1 ∈ X 1 , a 1,k 2 ∈ X 1 , and {a 2,k 1 , a 2,k 2 } ∩ X 2 = ∅. Without lose of generality, let a 2,k 1 ∈ X 2 . If there exist two columns l 1 and l 2 in D, such that a 1,k 2 = a 1,l 1 and a 2,k 1 = a 2,l 2 , we have that C 1 ∪ {l 2 } is not separated from C 2 ∪ {l 1 }; Otherwise, there is an unique column l such that a 1,k 2 = a 1,l , and a 2,k 1 = a 2,l . We remove this column l form D, then there are m − 1 distinct elements in the first row of column set D\{l} and m − 2 distinct elements in the second row of column set D\{l}. Since > m − 2, by the pigeon hole principle, there exist two distinct columns c 1 and c 2 in D\{l} which agree in the first two rows. Thus,
If there exist distinct columns l 1 and l 2 in D, such that a 1,k 2 = a 1,l 1 and a 2,k 1 = a 2,l 2 , we have that C 1 ∪ {l 1 } is not separated from C 2 ∪ {l 2 }. Otherwise, there only exists a column l such that a 1,k 2 = a 1,l , and a 2,k 1 = a 2,l .
If there exist distinct columns l 3 and l 4 in D, such that a 1,k 1 = a 1,l 3 and a 2,k 2 = a 2,l 4 , we have that C 1 ∪ {l 4 } is not separated from C 2 ∪ {l 3 }. Otherwise, there only exists a column l ′ such that a 1,k 1 = a 1,l ′ , and also have the column l such that a 2,k 2 = a 2,l ′ . Now, we remove two columns l and l ′ form D, then there are m − 1 distinct elements in the first row of column set D\{l, l ′ } and m − 1 distinct elements in the second row of column set D\{l, l ′ }. Let C denote the set of columns of A. We distinguish into the following 3 cases.
1. Suppose that there is at most one unique element in the first two columns of A.
By Lemma 2.1, we may assume the first columns and a 2+w,2 are no unique element. Then there exist an column c i of A such that a i1 = a ic i for 2 < i ≤ w + 1. Let C 1 = {2, c i |2 < i ≤ w + 1}.
If there exist an column c l such that a w+2,2 = a w+2,l with c l / ∈ C 1 , then let C 2 = {1, c l }, we have C 1 is not separated from C 2 ; Otherwise, any column c l satisfying a w+2,2 = a w+2,l , we have c l ∈ C
By the pigeon hole principle, there is an element t in row w + 2 such that λ
(z, t) ≥ 2, then there exist two columns c l 1 and c l 2 in C 1 satisfying a w+1,c l 1 = a w+1,c l 2 and a w+2,c l 1 = a w+2,c l 2 . Let C 2 = {1, c l 2 }, we have C 1 ∪ {c l 1 }\{c w+1 } is not separated from C 2 ; If d w+1,w+2 (a w+1,1 , t) ≥ 1, then there exist two columns c l 1 and c l 2 in C 1 satisfying a w+1,c l 1 = a w+1,1 and a w+2,c l 1 = a w+2,c l 2 = t. Let C 2 = {1, c l 2 }, we have C 1 ∪ {c l 1 }\{c w+1 } is not separated from C 2 .
2. Suppose that there is two unique elements in the first two columns of A.
(i) The two unique elements in the same row. By Lemma 2.1, we may assume the last rows and first two columns are unique elements. Then there exist an column c i of A such that a i1 = a ic i for 2 < i ≤ w. Let C 1 = {2, c i |2 < i ≤ w}, and let C 1 = C − C 1 . By the pigeon hole principle, there is an element t in row w + 2 such that λ w+2 t ≥ ⌈ n−w m−2 ⌉ = m + 1. So we have d w+1,w+2 (z, t) ≥ 2 in C 1 . Then there exist two columns c l 1 and c l 2 in C 1 satisfying a w+1,c l 1 = a w+1,c l 2 and a w+2,c l 1 = a w+2,c l 2 . Let C 2 = {1, c l 2 }, we have C 1 ∪ {c l 1 }\{c w+1 } is not separated from C 2 .
(ii) The two unique elements in the difference rows. By Lemma 2.1, we may assume the last two rows and first two columns contain unique elements. Then there exist an column c i of A such that a i1 = a ic i for 2 < i ≤ w. Let C 1 = {2, c i |2 < i ≤ w}, and let C 1 = C − C 1 ∪ {c 1 }. By the pigeon hole principle, there is an element t in row w + 2 such that λ w+2 t ≥ ⌈ n−w m−1 ⌉ = m. So we have d w+1,w+2 (z, t) ≥ 2 in C 1 . Then there exist two columns c l 1 and c l 2 in C 1 satisfying a w+1,c l 1 = a w+1,c l 2 and a w+2,c l 1 = a w+2,c l 2 . Let C 2 = {1, c l 2 }, we have C 1 ∪ {c l 1 }\{c w+1 } is not separated from C 2 .
C 2 and C 3 are not separated in the last k rows. Thus, we have C 1 ∪ {C 3 } is not separated from C 2 ∪ {1}. The proof is complete.
Theorem 4.2 Suppose
A is a representation matrix of an SHF(2 + w; n, m, {2, w}) with w ≥ 2 and m ≥ 2 + w, then n < m 2 − m + 3.
Proof: We use induction on 2 + w to prove the theorem.
1. By Theorem 3.9, for w = 2 this case satisfies. Proof: We use induction on w 1 + w 2 to prove the theorem.
1. By Theorem 3.10, for w 1 = w 2 this case satisfies.
2. By Theorem 4.2, for w 1 = 2 and w 2 > w 1 this case satisfies.
3. Assume w 1 > 2 and w 2 > w 1 and there does not exist an SHF(w 1 +w 2 −2; m 2 −m+3, m, {w 1 − 1, w 2 −1}). Now, we need to prove that there does not exist an SHF(w 1 +w 2 ; m 2 −m+3, m, {w 1 , w 2 }).
Suppose that there is an SHF(w 1 + w 2 ; m 2 − m + 3, m, {w 1 , w 2 }). Let A be a representation matrix of an SHF(w 1 + w 2 ; m 2 − m + 3, m, {w 1 , w 2 }), and C denote the set of columns of A. By removing the first two rows of A, we obtain a (w 1 +w 2 −2)×(m 2 −m+3) submatrix B. By inductive hypothesis, there are two sets of columns C 1 and C 2 in B with |C 1 | = w 1 −1 and |C 2 | = w 2 −1 which are not separable. Now, we consider the same column sets C 1 and C 2 in A. Let D = C\(C 1 ∪ C 2 ), then |D| ≥ m 2 − 2m + 7. If C 1 and C 2 are not separable in the first two rows, then we have C 1 and C 2 are not separable in A, a contraction; If C 1 and C 2 are not separable in the first row or the second row, then there exist two different columns c 1 and c 2 in D such that a 2,c 1 = a 2,c 2 or a 1,c 1 = a 1,c 2 . Thus, C 1 ∪ {c 1 } is not separated from C 2 ∪ {c 2 }, a contraction. Now, we consider the C 1 and C 2 are separable in the first two rows. Let X i (i = 1, 2) be the element set in which each element appears in the i-th row of these columns in D. Suppose that |X 1 | ≥ |X 2 |. Now we distinguish into the following 4 cases.
> m, by the pigeon hole principle, there exist two distinct columns c 1 and c 2 in D which agree in the first two rows. Thus, C 1 ∪ {c 1 } is not separated from
> m − 1, by the pigeon hole principle, there exist two distinct columns c 1 and c 2 in D which agree in the first two rows. Thus, C 1 ∪ {c 1 } is not separated from C 2 ∪ {c 2 }.
(iii) |X 1 | = m and |X 2 | = m − 1. For any column k i ∈ C i (i = 1, 2), we have a 1,k 1 ∈ X 1 , a 1,k 2 ∈ X 1 , and {a 2,k 1 , a 2,k 2 } ∩ X 2 = ∅. Without lose of generality, let a 2,k 1 ∈ X 2 . If there exist two columns l 1 and l 2 in D, such that a 1,k 2 = a 1,l 1 and a 2,k 1 = a 2,l 2 , we have that C 1 ∪ {l 2 } is not separated from C 2 ∪ {l 1 }; Otherwise, there is an unique column l such that a 1,k 2 = a 1,l , and a 2,k 1 = a 2,l . We remove this column l form D, then there are m − 1 distinct elements in the first row of column set D\{l} and m − 2 distinct elements in the second row of column set D\{l}. Since
> m − 2, by the pigeon hole principle, there exist two distinct columns c 1 and c 2 in D\{l} which agree in the first two rows. Thus, C 1 ∪ {c 1 } is not separated from C 2 ∪ {c 2 }.
(iv) |X 1 | = |X 2 | = m. For any column k i ∈ C i (i = 1, 2), we have a 1,k 1 ∈ X 1 , a 1,k 2 ∈ X 1 , a 2,k 1 ∈ X 2 and a 2,k 2 ∈ X 2 . If there exist distinct columns l 1 and l 2 in D, such that a 1,k 2 = a 1,l 1 and a 2,k 1 = a 2,l 2 , we have that C 1 ∪ {l 1 } is not separated from C 2 ∪ {l 2 }. Otherwise, there only exists a column l such that a 1,k 2 = a 1,l , and a 2,k 1 = a 2,l .
If there exist distinct columns l 3 and l 4 in D, such that a 1,k 1 = a 1,l 3 and a 2,k 2 = a 2,l 4 , we have that C 1 ∪ {l 4 } is not separated from C 2 ∪ {l 3 }. Otherwise, there only exists a column l ′ such that a 1,k 1 = a 1,l ′ , and also have the column l such that a 2,k 2 = a 2,l ′ . Now, we remove two columns l and l ′ form D, then there are m − 1 distinct elements in the first row of column set D\{l, l ′ } and m − 1 distinct elements in the second row of column set D\{l, l ′ }. Since
> m − 1, by the pigeon hole principle, there exist two distinct columns c 1 and c 2 in D\{l, l ′ } which agree in the first two rows. Thus, C 1 ∪ {c 1 } is not separated from C 2 ∪ {c 2 }. The proof is complete.
5 A construction for SSHF with type {w 1 , w 2 }
In [35] , the concept of strong separating hash families was introduced by Sarkar and Stinson, and they have a bound of it. We use the natation SSHF(N ; n, m, {w 1 , w 2 }) to denote a separating hash families with the type of {1 q , w} where w 1 = q, w 2 = w in this section.
Lemma 5.1 An SSHF(N ; n, k + 1, {t, w}) is equivalent to an SHF(N ; n, k + 1, {1 t , w}).
For 2 < l < k < n let M (n, k, l), the covering number, denote the minimal size of a family K, of k-element subsets of {1, 2, . . . , n} having the property that every l element set is contained in at least one K ∈ K. Now, we will use a covering to construct the SSHF(N ; n, m, {w 1 , w 2 }). There are some simple definitions and properties about hypergraph. A hypergraph is a pair H = (V, E), where V is a finite set whose elements are called vertices and E is a family of subsets of V , called edges. It is k − unif orm if each of its edges contains precisely k vertices. Let M (n, k, l) denote the minimum possible number of edges of an k−uniform hypergraph that any l vertices is contained in at least one edge.
Let H = (V, E) be an k−uniform hypergraph that any l vertices is contained in at least one edge, where V = {x 1 , x 2 , . . . , x n } and E = {B 1 , B 2 , . . . , B N }. Now, let B i = {x i,1 , x i,2 , . . . , x i,k }, 1 ≤ i ≤ N . we constructed an N × n matrix A = (a i,j ) by: a i,j = l, if x j ∈ B i and x j = x i,l ; 0, otherwise.
By the rule of above, we can obtain an N × n matrix A = (a i,j ). Proof: Let V = {x 1 , x 2 , . . . , x n } and E = {B 1 , B 2 , . . . , B N }. Now, we obtained a matrix A by the construction of above. In the following, we will show that A is a representation matrix of SSHF(N ; n, k + 1, {t, w}). From Lemma 5.1, we only to show that A is a representation matrix of SHF(N ; n, k + 1, {1 t , w}). Let C 1 , C 2 , . . . , C t+1 be disjoint the columns sets of A with | C t+1 |= w and | C i |= 1 for i = 1, 2, . . . , t. From the the k−uniform hypergraph that any t vertices is contained in at least one edge, we can known every set with t distinct vertices is contained in at least one edge, so there exist a positive integer j such that C 1 ∪ C 2 ∪ . . . ∪ C t ⊂ B j . So by the construction, we obtained jth row of A such that any element in C 1 ∪ C 2 ∪ . . . ∪ C t is a unique element. Thus C 1 , C 2 , . . . , C t+1 is separated by the row j.
Conclusion
In this paper we mainly investigate the bounds of separating hash families. Firstly, by the some small parameter, we construct some submatrixs which are forbidden configuration. Thus, We get the optimal SHF(4; 10, 4, {2, 2}) and improve the bound of SHF(4; n, m, {2, 2}) and SHF(2 + w; n, m, {2, w}). By the induction hypothesis, we improve the bound of SHF(2w; n, m, {w, w}) and SHF(w 1 + w 2 ; n, m, {w 1 , w 2 }). Secondly, we use the k−uniform hypergraph to construct the SSHF with type {w 1 , w 2 }.
