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Abstract
A thermodynamic analysis of the black hole solutions coming from
the Einstein-Maxwell-Dilaton theory (EMD) in 4D is done. By consider
the canonical and grand-canonical ensemble, we apply standard method
as well as a recent method known as Geometrothermodynamics (GTD).
We are particularly interested in the characteristics of the so called phan-
tom black hole solutions. We will analyze the thermodynamics of these
solutions, the points of phase transition and their extremal limit. Also
the thermodynamic stability is analyzed. We obtain a mismatch of the
between the results of the GTD method when compared with the ones
obtained by the specific heat, revealing a weakness of the method, as well
as possible limitations of its applicability to very pathological thermody-
namic systems. We also found that normal and phantom solutions are
locally and globally unstable, unless for certain values of the coupled con-
stant of the EMD action. We also shown that the anti-Reissner-Nordstrom
solution does not posses extremal limit nor phase transition points, con-
trary to the Reissner-Nordstrom case.
Pacs numbers: 04.70.-s; 04.20.Jb; 04.70.Dy.
1 Introduction
Since the discovery made by Hawking [1] of the thermodynamic properties
of the black holes related to the quantum phenomena, many were the interests
on studying the properties of various kinds of solutions obtained from General
Relativity and their modifications. In close analogy to the usual thermodynam-
ics, the black hole thermodynamics is based upon four basic principles, the zero
law and the other three laws, which are all analogous to the usual ones [2, 3].
1E-mail address: esialg@gmail.com
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Therefore, a new black hole solution can be physically interpreted also by the
analysis of their thermodynamic properties. Furthermore, we can analyse the
thermodynamic stability of a new solution through its properties.
There are several methods to study the thermodynamics properties and sta-
bility of a black hole. A basic reference on this is the work of Davies [4]. We
can mention other more recent methods, such as the Geometrothermodynamics
[6], and the Hamiltonian thermodynamics [5]. For the present work the first
two methods will developed, always in parallel so we can compare their results.
We want to stress that the main goal of this paper is to analyze the thermody-
namics properties and stability of the solutions known as phantom black holes,
specifically those coming from the Einstein-(anti)Maxwell-(anti)Dilaton (EMD)
theory. These solutions come from the minimal coupling of the Einstein-Hilbert
action with a scalar field, that could be either dilatonic or phantom, which at
the same time this is coupled with Maxwell field, that can be a spin-1 normal or
phantom field. The phantom term furnishes the contribution of negative energy
density, which justify the nomenclature.
In order to develop the analysis of the thermodynamic properties of this class
of black holes, let us briefly illustrate the interest to studying phantom solutions
in black hole physics. The programs of evolution of our universe, specially the
ones for the spectrum of anisotropies of the cosmic background radiation on the
one hand and for the relation magnitude versus red-shift of the supernovae type
Ia on the other, have pointed out today an accelerated expansion of the uni-
verse, dominated by an exotic fluid of negative pressure. Furthermore, there are
evidences suggesting this exotic fluid could be of phantom nature [11]. Hence,
several classes of black holes (also wormholes, see [12]) have been found which
have phantom characteristics. An important class of phantom solutions is the
Gibbons and Rasheed’s of the EMD theory [13]. Several others generalizations
were obtained, such as the higher-dimensional black holes by Gao and Zhang
[14] and the higher-dimensional black branes by Grojean et al [15]. The analysis
of the algebra produced by a metric with two times in higher dimensions, which
provides phantom fields in 4D, was developed by Hull [16] and for Sigma models
by Clement et al [17]. On this work, we will study some solutions coming from
the EMD theory, which were studied in detail in [18].
There are some methods of analysis in black hole thermodynamics theory
dubbed as geometrical, because they make use of differential geometry to de-
termine thermodynamic properties such as: points at which black holes become
extremal or they pass through a phase transition and thermodynamic stability
of the system. One of the first methods was proposed by Rao [7], subsequently
developed by other authors [8]. Later, the work of Weinhold [9] and Ruppeiner
[10] were frequently used for the study of the black hole thermodynamics. The
method we will explore in this work is known as Geometrothermodynamics
(GTD), however, the results obtained with this method will always be com-
pared with the ones obtained by the usual non-geometric methods. The GTD
had been shown to be equivalent, and in some situations, even superior in many
aspects when compared with the usual non-geometric approaches. The GTD
has been widely used in the literature to study the most diverse classes of black
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holes [19, 20]. The results obtained by the GTD methods reconciles some incon-
sistencies between the Weihold and Ruppeiner methods, for example, we can
mention some cases in which a black hole suffer a phase transition according
to one method but not by other one. Yet, there is still a good concordance
when different thermodynamic potentials are chosen, like for example the mass
and entropy representations, this in virtue of the invariance of the formalism
by Legendre transformations. Finally, we have mention that the results are
independent of the particular thermodynamic ensemble considered.
However, we also have to point out that the GTD method can contain some
inconsistencies when compared with the more usual analysis done by the specific
heat. Recently it has shown that for the cases Reissner-Nordstrom-AdS and
(phantom case) anti-Reissner-Nordstrom-AdS black holes [21], the GTD method
does not reproduce the results obtained by the specific heat method. We will
arrive to the same conclusion here in the case of phantom black holes within
the EMD theory.
This paper is organized as follows: In Section 2 a summary of the static and
spherically symmetric solution for the EMD theory in 4D3 and the derivation
of thermodynamics variables are presented. In Section 3 the GTD method is
reviewed in some detail. Section 4 is divided in two parts, the GTD method is
applied to the classes of asymptotically flat black holes of the EMD theory and in
particular to anti-Reissner-Nordstrom case in sub-section 4.1, and the analysis
of the local and global stability is developed in sub-section 4.2. Conclusions and
perspectives of the work are presented in Section 5.
2 Phantom black hole solutions and the first
law of thermodynamics
In this section we present the class of solutions coming from Einstein-
Maxwell-Dilaton theory, their relevant parameters, the formulation of the first
law of thermodynamics, as well as the fundamental ingredients necessaries for
a detailed analysis of the thermodynamics properties of these solutions.
We begin by defining the Einstein-Maxwell-Dilaton (EMD) action as
S =
∫
dx4
√−g [R− 2 η1gµν∇µϕ∇νϕ+ η2 e2λϕFµνFµν] , (1)
where the first term corresponds to the usual Einstein-Hilbert action, the second
one is the kinetic term of the scalar field (dilatonic or phantom) and the third
one is the coupling term between the scalar and Maxwell fields, with real valued
coupling constant λ. The coupling constant η1 takes the values η1 = +1 (dila-
ton) or η1 = −1 (anti-dilaton). The parameter η2 can be η2 = +1 (Maxwell) or
η2 = −1 (anti-Maxwell). Depending on whether the contribution of the energy
density is positive or negative, which is determined by η1,2, the kinetic term
3From here it will be implied that the black hole solutions discussed here are static and
spherically symmetric solution coming from the EMD theory in 4D.
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of the scalar field and the coupling term with the Maxwell field can be normal
(ordinary) or phantom.
Now, we use some well established results about the class of black hole
solutions in EMD theory. According to [18], Eq. (2.19) in Section II, let us
choose the solutions of ω(u) and J(u) as the function sinh(u), where the horizon
is non-degenerate and u0 > 0, and let us perform a reparametrization of the
radial coordinate as
u =
1
(r+ − r−) ln
(
f+
f−
)
, f± = 1− r±
r
, (2)
with
r± = ± 2a
1− e∓2au0 (r+ − r− = 2a) , (3)
then we obtain the solution
dS2 = f+f
γ
−dt
2 − f−1+ f−γ− dr2 − r2f1−γ− dΩ2 , (4)
F = − q
r2
dr ∧ dt , e−2λϕ = f1−γ− , (5)
where ϕ0 = 0, γ = λ−/λ+ (for η1 = 1, −1 < γ < 1, and η1 = −1, γ ∈
(−∞,−1) ∪ (1,+∞)), 0 < r− < r+ for η2λ+ > 0, and finally r− < 0 < r+
for η2λ+ < 0. This is the exact solution of a spherically symmetric black hole,
asymptotically flat, electrically charged and static, with internal horizon “r−”4
and event horizon “r+”, which is related to the physical parameters, mass and
charge of the black hole, trough the relations
M =
r+ + γr−
2
, (6)
q =
√
1 + γ
2
√
η2r+r− . (7)
Now, we are interested in the geometrical analysis representing semi-classical
gravitational effects of the black hole solutions mentioned before. By semi-
classical we mean quantize the called matter fields, while leaving classical the
background gravitational field. Therefore we will work with the semi-classic
thermodynamics of black holes, studied first by Hawking [1], and further devel-
oped by many other authors [28].
There are several techniques to derive the Hawking temperature law. For ex-
ample we can mention the Bogoliubov coefficients [36] and the energy-momentum
tensor methods [4, 28], by the euclidianization of the metric [29], the transmis-
sion and reflection coefficients [31, 32], the analysis of the anomaly term [38],
and by the black hole superficial gravity [34]. Since all these methods have
been proved to be equivalents [37], then we opt, without loss of generality, to
calculate the Hawking temperature by the superficial gravity method.
4A detailed discussion of the causal structure for the phantom case can be found in [18].
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The superficial gravity of a black hole is given by the expression [35]:
κ =
[
g′00
2
√−g00g11
]
r = r+
, (8)
where r+ is the radius of the event horizon. The relationship between the
Hawking temperature of the black hole and its superficial gravity is given by
the formula [1, 34]:
T =
κ
2pi
. (9)
Therefore, for the the black hole defined by (4), we have that the superficial
gravity (8) takes the form
κ =
(r+ − r−)γ
2r1+γ+
, (10)
and the corresponding Hawking temperature (9) would be
T =
(r+ − r−)γ
4pir1+γ+
. (11)
We define the area of the horizon of the black hole as
A =
∫ 2pi
0
∫ pi
0
√
g22g33 dθdφ
∣∣∣
r=r+
= 4pir2f1−γ−
∣∣∣
r=r+
= 4pir1+γ+ (r+ − r−)1−γ .
(12)
Then the entropy of the black hole can be defined as [2]
S =
1
4
A = pir1+γ+ (r+ − r−)1−γ . (13)
On the other hand, working out (5) we obtain the electric potential at the event
horizon which reads
A0 =
∫ r
+∞
F10(r
′)dr′
∣∣∣
r=r+
=
q
r+
. (14)
Using eqs. (6), (7) and (13), we can write the differential forms of the mass,
charge and entropy:
dM = 12 (dr+ + γdr−) ,
dq = η2
(
1+γ
4q
)
(r−dr+ + r+dr−) ,
dS =
pir1+γ+
(r+−r−)γ
{[
2− (1 + γ) r−r+
]
dr+ − (1− γ)dr−
}
,
(15)
these relations, together with (11) and (14), satisfy the first law of black hole
thermodynamics [2]
dM = TdS + η2A0dq . (16)
Note that when η2 = −1, the first law is generalized for the Einstein-anti-
Maxwell-Dilaton sector, where the second term, which is related to the work,
5
suffers a change of signal as a consequence of a negative energy contribution
to the system. The exact formula of Eq. (16), originally known as the Smarr
formula [39], can be integrated resulting in
M = 2TS + η2A0q . (17)
In this case we also have a change of signal of the work term for the phantom
case.
We can write the horizons in terms of the mass and charge parameters of
the black hole as follows:
r+ = M +
√
M2 − 2η2γq
2
(1 + γ)
, (18)
r− =
1
γ
(
M −
√
M2 − 2η2γq
2
(1 + γ)
)
. (19)
It is important to note that the possible extremal case, i.e., r+ = r−, have
to be analyzed carefully, because according to the causal structure described
in [18], for the ordinary EMD theory r− is a curvature singularity, and for the
phantom case in which η2λ+ < 0 (r− < 0) is a true singularity . Hence, in the
last case we have a causal structure identical to the Schwarzschild solution with
just one horizon. In some phantom cases where γ takes discrete (integer) values,
we have two horizons that can be crossed where the radial coordinate r for the
internal horizon is no longer r−, but r = 0, with r− being a singularity where
the geodesics ends. When this is so, it is not simple to determine if the extremal
limit exist, because r+ → 0 represents a regime which has not yet been analyzed
in the literature. The analysis by the Geometrothermodynamics method could
provide a new insight to understand this pathological solution, but we will see
that, just as the usual method using the specific heat, some subtleties are still
unavoidable. Maybe this subtleties can be understood only within the context
of more fundamental quantum analysis.
When the normal EMD theory is considered, the extremal limit still provides
a structure quite similar to what is called a naked singularity; classified as a
light-like naked singularity, which can be reached only after an infinity lapse of
time. A semi-classical analysis of such a structure, i.e., a non-asymptotically
flat black hole, has been studied in [31], but the analysis does not contain a
conclusive result in relation to the thermodynamic properties. So once again it
seems like some fundamental quantum theory of gravity should be considered
at this point to depth into this question.
We have briefly discussed here the causal structure and the extremal limit of
this class of solutions, now we are interested in their thermodynamic properties,
which we will see present subtleties precisely for the particular cases considered
in this work.
Taking the eqs. (13), (14), (18) and (19), we can rewrite the temperature,
entropy and the electric potential as functions of the mass and electric charge
6
as follows:
T (M, q) =
1
4piγγ
(
M +
√
M2 − 2η2γq
2
(1 + γ)
)1+γ
×
(20)
×
[
(γ − 1)M + (γ + 1)
√
M2 − 2η2γq
2
(1 + γ)
]−1−γ
, (21)
S(M, q) = piγγ−1
(
M +
√
M2 − 2η2γq
2
(1 + γ)
)1+γ
×
×
[
(γ − 1)M + (γ + 1)
√
M2 − 2η2γq
2
(1 + γ)
]1−γ
, (22)
A0(M, q) =
η2
γq
(
M −
√
M2 − 2η2γq
2
(1 + γ)
)
. (23)
Later on we will use the entropy as thermodynamic potential. If we want to
consider the mass, which is equivalent to the energy, as thermodynamic potential
we need to invert (22) in order to write the mass in terms of the entropy and
the electric charge. This is by no means evident from the general case (4).
Thus if we want to proceed with the analysis in terms of at least two different
thermodynamic potential, i.e., entropy and mass, it is convenient to specialize
to the case λ = 0, γ = 1 (with η1 = η2 = 1), which is known as the Reissner-
Nordstrom, or (−η1 = η2 = −1) which would be the anti-Reissner-Nordstrom.
For these cases, the mass, electric charge, entropy and electric potential are
given by {
M = 12 (r+ + r−) , q =
√
η2r+r− ,
T = r+−r−
4pir2+
, S = pir2+ , A0 =
q
r+
, (24)
and satisfy the first law of black hole thermodynamics (16) and the Smarr
formula (17).
Finally, from (24) we have
r+ = M +
√
M2 − η2q2 , r− = M −
√
M2 − η2q2 , (25)
which gives us the temperature, entropy and electric potential which explicitly
read
T =
√
M2 − η2q2
2pi
(
M +
√
M2 − η2q2
)2 , (26)
S = pi
(
M +
√
M2 − η2q2
)2
, A0 = −
(
M −
√
M2 − η2q2
)
/q . (27)
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We have introduced all the necessary prerequisites to start with the study of
the thermodynamic properties by means of the framework of Geometrothermo-
dynamics. In the next section we will introduce this method and further apply
it to our particular cases of interest.
3 The Geometrothermodynamics method
The Geometrothermodynamics (GTD) make use of differential geometry as
a tool to represent the thermodynamics of physical systems. Let us consider the
(2n + 1)-dimensional space T, which coordinates are represented by the ther-
modynamic potential Φ, the extensive variable Ea and the intensive variables
Ia, where a = 1, ..., n. If the space T has a non degenerate metric GAB(ZC),
where ZC = {Φ, Ea, Ia}, and the so called Gibbs 1-form Θ = dΦ − δabIadEb,
with δab the delta Kronecker; then the structure (T,Θ, G) is said to be a contact
riemannian manifold if Θ∧ (dΘ)n 6= 0 is satisfied [30]. The space T is known as
the thermodynamic phase space.
We can define a n-dimensional subspace E ⊂ T, with extensive coordinates
Ea, by the map ϕ : E→ T, with Φ ≡ Φ(Ea), such that
ϕ∗(Θ) ≡ 0⇒
{
dΦ = δabI
adEb ,
∂Φ
∂Ea = δabI
b .
(28)
We call the space E the thermodynamic space of the equilibrium states;
the first equation (28) is called “First law of thermodynamics”, and the second
relation would be referred as the “condition of thermodynamic equilibrium”.
We impose as a necessary condition the “Second law of thermodynamics”:
± ∂
2Φ
∂Ea∂Eb
≥ 0 , (29)
where the signal (±) depends on the chosen thermodynamic potential, for ex-
ample, in the case of the mass we have (+), and for the case of entropy we
have (−); this is known as convexity of the thermodynamic potential condition.
The thermodynamic potential is defined such that it satisfy the homogeneity
condition Φ(αEa) = αβΦ(Ea). By differentiation with respect of α, using the
second equation of (28) and taking α = 1, we have that
βΦ(Ea) = δabI
aEb . (30)
By differentiation of this last equation, and using the first equation of (28),
we have
(1− β)δabIadEb + δabEadIb = 0 . (31)
For β = 1 we get the Euler identity (30) and the Gibbs-Duhem formula (31).
The pullback ϕ∗ : T ∗(T)⊗T ∗(T)→ T ∗(E)⊗T ∗(E)5, induce a metric on E, such
that ϕ∗(G) = g.
5Where T ∗(T) and T ∗(E) represent the tangent spaces of T and E, respectively.
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Hernando Quevedo has developed and improved a possible metric G for the
GTD, which for the case of black holes it can be written as [6]:
dL2 = GABdZ
AdZB = Θ2 +
(
δabE
aIb
) (
ηabdE
adIb
)
, (32)
where ηab = {±1, 1, ..., 1}. The case ηab = {−1, 1, ..., 1} holds for second order
phase transition. The metric on E induced by the pullback ϕ∗ is:
dl2 = gabdE
adEb =
∂ZA
∂Ea
∂ZB
∂Eb
GABdE
adEb
=
(
Ec
∂Φ
∂Ec
)(
ηadδ
di ∂
2Φ
∂EiEb
)
dEadEb . (33)
Since the thermodynamics system has to be independent of the particular
choice of thermodynamic potentials, and also invariant under Legendre trans-
formation, we have that the metrics (32) and (33) should be invariant under
Legendre transformations of the form
Φ = Φ̂− δabÊaÎb , Ea = −Îa , Ib = Êb . (34)
The n-dimensional space E, with metric gab, contains the information about
the thermodynamic interaction, phase transitions and fluctuations or stability
of the thermodynamic system. With the help of metric (33), we can derive
the scalar curvature R, which gives us information about two aspects of the
theory: when there are thermodynamic interaction and when there are phase
transitions, also it tell us at which points of the thermodynamic equilibrium
space these transitions take place.
As we mentioned in the introduction, this method presents some important
results. The first one is that the use of the Weinhold and Ruppeiner metrics
provide results which are in contradiction to each other, even in contradiction
to themselves when, for example, different thermodynamic potentials are used
to describe the same system. We can cite the case of the Reissner-Nordstrom
(RN) black hole for which the use of the Ruppeiner metric in the entropy repre-
sentation provides a flat space E, hence without phase transition [23]. However,
when the representation is given by the internal energy of the black hole, the
same method points out a non-zero scalar curvature with a singularity, i.e.,
with a phase transition in the curved space E [22]. This contradictory result
is resolved in the GTD by the metric (32), which is invariant under Legendre
transforms (34), reconciling the results of RN black hole thermodynamics re-
gardless the choice of thermodynamic potential [24]. The second result is the
agreement with the usual analysis of the thermodynamic system by means of
the specific heat of the black hole [20]. A third result is that the description
of the thermodynamic system depends, in many cases, of the ensemble’s choice
[26, 25], because this choice leads to different specific heats. This problem is
solved by the description of GTD, so it results in a consistent description of the
thermodynamic system described by different ensembles [27].
We saw that the metric of the thermodynamic equilibrium space E, can
be obtained by the pullback of the metric defined on the contact riemannian
9
space. By the definition of the line element (33) in E space, we can define the
distribution of probabilities to get a physical state with extensive variable Ea
within the interval Ea + dEa:
P (Ea) =
√
det [gab]
(2pi)
n
2
exp
[
1
2
gabdE
adEb
]
, (35)
where P (Ea) satisfy ∫ n∏
a=1
dEaP (Ea) = 1 . (36)
It can be shown that by taking the derivative of (35) with respect of V −1,
where V is the volume of the system, we obtain the expression for the second
fluctuations (in the thermodynamic limit V →∞) [40]
〈∆Ea∆Eb〉 = −gab , (37)
where ∆Ea = Ea−Ea(0), and gab is the inverse of gab. A more realistic analysis
requires the constants to be adjusted. If the fluctuations are small and real
valued, then we say the system is stable.
Another criteria used to determine the stability is trough the following geo-
metric objects
p
(1)
1 = g11 > 0 , p
(2)
1 = g22 > 0 , ... , p
(n)
1 = gnn > 0 , (38)
p
(1)
2 =
∣∣∣∣ g11 g12g12 g22
∣∣∣∣ > 0 , p(2)2 = ∣∣∣∣ g22 g23g23 g33
∣∣∣∣ > 0 , (39)
p
(1)
3 =
∣∣∣∣∣∣
g11 g12 g13
g12 g22 g23
g13 g23 g33
∣∣∣∣∣∣ > 0 , pn = det [gab] > 0 . (40)
The positive (negative) signal of pn, which would depend on the choice of the
thermodynamic potential, determines the local (un)stability of the thermody-
namic system; more specifically if we have
pi > 0 , i = 1, ... , n , (41)
then we can affirm the system is globally stable.
Since we are not considering rotating black holes, another way to determine
the global (un)stability is through the Helmholtz free energy. In terms of black
hole thermodynamics variables, the Helmholtz free energy is no other thing than
the Legendre transformation of mass (energy) M(S, q):
F (T, q) = M(S, q)− TS . (42)
10
When we have
F (Ea) < 0 , ∀Ea (Ea ∈ I(Ea)) , (43)
where I(Ea) is an interval and Ea are the extensive variables, then the ther-
modynamic system is said to be globally stable. In the case of usual thermody-
namics the Helmholtz free energy is given by F (T, V ) = U − TS.
We can also define the Gibbs potential as
G(T,A0) = M(S, q)− TS − η2A0q , (44)
in this case the global stability is determined by
G(Ea) < 0 , ∀Ea (Ea ∈ I(Ea)) . (45)
We introduced the signal η2 in (44) to compensate the contribution of the work
term. Later we will make use of the Gibbs potential to determine the global sta-
bility of the thermodynamic system. For a system shown stable in this ensemble,
we must have
∂2G
∂T 2
,
∂2G
∂A20
,
∂2G
∂T∂A0
≤ 0 . (46)
In the next section we will apply these methods to determine the thermody-
namic properties of the black hole solutions coming from the EMD theory.
4 Thermodynamics of phantom black holes
4.1 Application of the Geometrothermodynamics method
4.1.1 Einstein-(anti)Maxwell-Dilaton solutions
To begin with, let us define the thermodynamic variables of the system.
For the Einstein-Maxwell-Dilaton black holes, we will have always a solution
with two physical parameters, the mass M and the electric charge q. Other
variables (parameters) such as entropy S, temperature T and electric potential
A0, can be defined as implicit functions of the parameters mentioned before.
The contact riemannian manifold T is, in this case, 5-dimensional and the space
E of thermodynamic equilibrium states is a 2-dimensional manifold.
The thermodynamic description is the entropy representation, S(M, q), which
is identified as the thermodynamic potential Φ, according to was defined in the
previous section. The extensive variables are the mass M and the electric charge
q, which are represented by the coordinates Ea. The intensive variables are the
temperature T and the electric potential A0, represented by the coordinates I
a.
We have then a coordinate system for the thermodynamic phase space T as
being ZA = {S(M, q),M, q, T,A0}, together with the Gibbs 1-form given by 6
ΘS = dS − 1
T
dM +
η2A0
T
dq , (47)
6This expression comes from the first law of thermodynamics (16), which was inverted in
order to isolate the entropy.
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such that ϕ∗(ΘS) = 0 is satisfied, which is no other thing than first law of black
hole thermodynamics: dM = TdS + η2A0dq (η2 = ±1).
For a second-order phase transition, the line element (32) of the space T is
dL2 =
(
dS − 1
T
dM +
η2A0
T
dq
)2
+
(
M
T
− η2A0
T
q
)
×
×
[
−d
(
1
T
)
dM + d
(
−η2A0
T
)
dq
]
. (48)
The first and second laws, and the equations of the equilibrium state as are
given by
dΦ = δabI
adEb → dS = 1
T
dM − η2A0
T
dq , (49)
∂2S
∂M2
,
∂2S
∂M∂q
,
∂2S
∂q2
6 0 , (50)
∂Φ
∂Ea
= δabI
b → ∂S
∂M
=
1
T
,
∂S
∂q
= −η2A0
T
. (51)
Now we have to specify a solution, where we consider first the general case
(4). The line element (33) of the equilibrium space, taking into account (22),
would be
dl2 =
(
M
∂S
∂M
+ q
∂S
∂q
)(
− ∂
2S
∂M2
dM2 +
∂2S
∂q2
dq2
)
, (52)
= gMMdM
2 + gqqdq
2, (53)
gMM = 16pi
2γ2γ
(
M +
√
M2 − 2η2γq2(1+γ)
)1+2γ
√
M2 − 2η2γq2(1+γ)
×
×
(
M2 − η2q2 +M
√
M2 − 2η2γq
2
(1 + γ)
)
×
×
[
(γ − 1)M + (γ + 1)
√
M2 − 2η2γq
2
(1 + γ)
]−1−2γ
×
×
[
(1 + γ)M − (1 + 3γ)
√
M2 − 2η2γq
2
(1 + γ)
)
]
, (54)
gqq = −32η2pi2γ1+2γ
(
M +
√
M2 − 2η2γq2(1+γ)
)−1+2γ
√
M2 − 2η2γq2(1+γ)
×
×
(
M2 − η2q2 +M
√
M2 − 2η2γq
2
(1 + γ)
)
×
(55)
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×
[
(γ − 1)M + (γ + 1)
√
M2 − 2η2γq
2
(1 + γ)
]−1−2γ
×
×
[
M3 + (M2 − η2q2)
√
M2 − 2η2γq
2
(1 + γ)
]
. (56)
We notice that the phantom contribution can switch the signature of the metric
of the space E. To calculate the scalar curvature associated with the metric
(53), we can make use of a particular formula valid for 2-dimensional spaces
R(M, q) = − 1√|det[g]|
[
∂q
(
∂qgMM − ∂MgMq√|det[g]|
)
+ ∂M
(
∂Mgqq − ∂qgMq√|det[g]|
)]
− det[HS ]
2 (det[g])
2 , (57)
HS =
 gMM gMq gqq∂MgMM ∂MgMq ∂Mgqq
∂qgMM ∂qgMq ∂qgqq
 . (58)
Replacing (53) into (57), we have
R(M, q) =
N(M, q)
D(M, q)
, (59)
where
N(M, q) = S2MM
(
FFqSqqq + 2Sqq
(
F 2q − FFqq
))
+ FSqq
(−SqqFMSMMM + F (S2MMq − SMMMSqqq))
+ SMM
(
− 2S2qqF 2M + FSqq (−FqSMMq + FMSqqM + 2SqqFMM )
+ F 2
(
SMMqSqqq − S2qqM − 2Sqq (SMMMM − SqqMM )
) )
, (60)
with ∂i...∂jS = Si...j , ∂i...∂jF = Fi...j , and
D(M, q) = 2F 3S2MMS
2
qq , (61)
where
F = MSM + qSq , (62)
and S as given before by (22).
With the help of a mathematical software, we find the zeros of the scalar
curvature R(M, q) (see (59)) are the mass values M1 = ±q
√
2η2γ/(1 + γ),
M2 = ±q
√
η2(1 + γ)/2. We also have another zero for the scalar curvature
for the particular case η2 = −1 at M3 = q
√
(1 + γ)/2(1 + 2γ). This tell us that
in general the scalar curvature is non zero - which implies the existence of ther-
modynamic interaction for this class of black holes [41] - and is zero only when
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the mass takes the values M1, M2 or M3. These values characterize when the
the black hole becomes extremal. Let us note that only when we set r+ = r−
in (18)-(19), we obtain the value M2 for the mass. Probably this is related to
the fact we pointed out before, that in the normal and phantom cases, r− is a
true singularity of the curvature, therefore, the extremal limit in this regime is
not viable. The two values M1 and M2, for η2 = γ = 1 (RN), are M1,2 = ±q, in
total agreement with [4]. We also want to note that there exist an extremal limit
at M3, when η2 = −1. The point at which the scalar R(M, q) diverge is given
by the mass M4 = ±q(1 + 3γ)/
√
2η2(1 + γ)(1 + 2γ). Then, when η2 = γ = 1,
M4 = ±2q/
√
3, also in agreement with the previous work of Davies [4]. How-
ever, for the anti-RN solution M4 is not real, which means that there is no phase
transition for the phantom when work with the entropy representation.
To corroborate our analysis, let us calculate the specific using the well know
formula
Cq =
(
∂M
∂T
)
q
=
(
∂M
∂S
)
q
/(∂2M
∂S2
)
q
= −
(
∂S
∂M
)2
q
/( ∂2S
∂M2
)
q
. (63)
Doing this we obtain:
Cq = 4piγ
γ
√
M2 − 2η2γq
2
(1 + γ)
(
M +
√
M2 − 2η2γq
2
(1 + γ)
)1+γ
×
×
[
(γ − 1)M + (1 + γ)
√
M2 − 2η2γq2(1+γ)
]1−γ
(1 + γ)M − (1 + 3γ)
√
M2 − 2η2γq2(1+γ)
. (64)
The zeros of (64) give us the information about the points at which the black
hole becomes extremal; these are precisely M1 and M2 founded by the previous
analysis, thus corroborating our analysis. In the same way, we get that the
phase transition point at which Cq diverges is M4. Remarkably is the fact that
M3 is not a zero of the specific heat, hence, it should be some spurious zero that
results from a failure of applicability of the analysis for this class of pathological
solutions. We will see below that not only a new (non physical) extremal case
is revealed by the GTD method, but also a new critical point is revealed when
we choose the mass of the black hole as the thermodynamic potential.
4.1.2 (anti)Reissner-Nordstrom solution
To study in detail the thermodynamics of the EMD system, let us consider
the particular case γ = 1, this corresponds to the (anti)Reissner-Nordstrom
((anti)RN) solution. For this case, we have that the entropy is
S = pi
(
M +
√
M2 − η2q2
)2
, (65)
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that, when replaced the into (53), furnish the following:
dl2 = −4pi2
(
M2 − η2q2 +M
√
M2 − η2q2
)
(M2 − η2q2)2
×
×
{(
M +
√
M2 − η2q2
)3 (
−M + 2
√
M2 − η2q2
)
dM2
+ η2
(
M +
√
M2 − η2q2
) [(
M2 − η2q2
)3/2
+M3
]
dq2
}
. (66)
The scalar curvature derived from this metric is given by (59), where
N(M, q) = −
√
M2 − η2q2
(
M +
√
M2 − η2q2
) [
1024M14 − 3840η2q2M12
+ 5504q4M10 − 3408η2q6M8 + 460q8M6 + 377η2q10M4
− 122q12M2 + 5η2q14 +
√
M2 − η2q2
(
1024m13
− 3328η2q2M11 + 3968q4M9 − 1776η2q6M7 − 100q8M5
+ 251η2q
10M3 − 35q12M
)]
, (67)
D(M, q) = 4pi2
[
64M10 − 208η2q2M8 + 248q4M6 − 137η2q6M4
+ 34q8M2 − 2η2q10 +
√
M2 − η2q2 ×
(
64M9 − 176η2q2M7
+ 168q4M5 − 71η2q6M3 + 11q8M
)]2
. (68)
The zeros of the numerator, N(M, q), in (67), are M5 = ±q√η2 and M6 =
±iq√η2/3, which depend on the choice of η2. The RN case, when η2 = 1, has
the zero M5 = ±q (where we did r+ = r−) that corresponds to the extremal
RN black hole. The anti-RN case, η2 = −1, has the zero M6 = ±q/
√
3, but this
result reveals a weakness of this method, because it points out the presence of
an extremal anti-RN black hole, which we know does not exist. The analysis of
the causal structure performed in [18] shows that the anti-RN black hole has a
causal structure identical to the Schwarzschild black hole, hence, there is no exist
extremal limit for this case. We don’t have any explanation for such irregularity
of the thermodynamic system when described by the GTD method. We believe
that the extremal limit for non trivial black holes, just like the anti-RN case,
reveals pathologies which are not well described by the GTD.
The zero of the denominator D(M, q), in (68), is given by M7 = ±2q
√
η2/3,
that is real only for η2 = 1. It occurs then that the RN black hole has a second
order phase transition point at M7, in good correspondence with Davies [4]. On
the other hand, the anti-RN black hole, η2 = −1, has not any phase transition
point; consequently, there is not extremal analogue, nor phase transition for the
anti-RN case.
As before, order to check our results, let as can calculate the specific heat of
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these model. The specific heat (63), calculated in combination with (65), is
Cq = 2pi
√
M2 − η2q2
(
M +
√
M2 − η2q2
)2
(
M − 2
√
M2 − η2q2
) . (69)
From (69) we have that the black hole is extremal (Cq = 0) when M = M5 =
±q√η2, and it has a point of phase transition (Cq → ∞) at M = M7 =
±2q√η2/3 . These results are in total agreement with the previous results we
found by the GTD method, but we want to stress that before we obtained an ex-
tra extremal anti-RN black hole solution. This reinforce our previous statement
about the weakness of the GTD method for some pathological situations.
As was mentioned before, we will consider now the mass representation anal-
ysis. We start by inverting (65) to write the mass in terms of the entropy and
electric charge, this is
M(S, q) =
S + η2piq
2
2
√
piS
. (70)
The Gibbs 1-form reads in this case
ΘM = dM − TdS − η2A0dq . (71)
Then, using (32) we obtain
dL2 = (dM − TdS − η2A0dq)2 + (TS − η2A0q) [−dTdS + d (−η2A0) dq] . (72)
The pullback ϕ∗ induce a metric on the space E,
dl2 =
(
S
∂M
∂S
+ q
∂M
∂q
)(
−∂
2M
∂S2
dS2 +
∂2M
∂q2
dq2
)
(73)
=
(S + 3η2piq
2)
4S
[
(S − 3η2piq2)
8piS2
dS2 + η2dq
2
]
. (74)
Finally, with this metric we can compute the scalar of curvature,
R(S, q) = η2
288pi2q2S2(S − η2piq2)
(S − 3η2piq2)2(S + 3η2piq2)3 . (75)
We can see that when the thermodynamic potential is the mass of the RN
black hole, the interpretation by this method of the extremal limit (r+ = r−)
is clear: the zeros of the numerator of R(S, q) in (75) exist only for the values
S1 = piq
2 , which clearly represent the extremal RN black hole. When the
anti-RN (phantom) case, η2 = −1 , is considered, we evidence that there is no
extremal limit, as it should be. This last conclusion solve in some sense the
unphysical prediction we get in the entropy representation, by changing to the
mass representation. But in contrast a new problem arise, we get a new point
of phase transition for the anti-RN case at S2 = 3η2piq
2, with r+ = 3η2r−. This
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indicates a breach of the invariance of the theory for describe the system regard-
less of choice of thermodynamic potential. Once again this result confirms our
claim about the failure of the GTD method when applied to pathological solu-
tions, which despite having a simple causal structure, apparently they present
non trivial solutions. For the RN solution we have a extremal limit at S1 and a
second order phase transition point at S2, in agreement with [4].
Finally, let us compute the specific heat. Using (63) together with (70), we
get
Cq = −2S
(
S − η2piq2
S − 3η2piq2
)
. (76)
From this formula the correct interpretation can be read: for the RN black hole
we have an extremal limit when S = S1 = piq
2, and a phase transition point at
S = S2 = 3piq
2. On the other hand, for the anti-RN case, we conclude there is
no extremal limit, nor point of phase transition.
4.2 Local and global stability
It is usual to study local stability of a thermodynamic system by means of
the specific heat. Alternatively, within the GTD, we can study the metric com-
ponents of the thermodynamic equilibrium space E or even more, the Hessians
of the entropy and mass. To determine the global stability it can be achieved by
the analysis of all the components of the metric as well as their corresponding
determinants; but also by means of the Helmholtz free energy or by the Gibbs
potential. Here we will continue with the study of local and global stability of
EMD black holes solutions.
Let us start calculating the Hessian of the entropy for the general case (22),
which is defined as
HS =
(
∂2S
∂M2
∂2S
∂M∂q
∂2S
∂M∂q
∂2S
∂q2
)
. (77)
Using (22) and considering η2 = 1 (including γ = 1) we get local instability in
view of SMM (M, q) is always positive, and Sqq(M, q) and SMq(M, q) are positive
as long as q > 0. In the same manner, when η2 = −1, SMM (M, q) and Sqq(M, q)
are always positive and SMq(M, q) is positive provided that q > 0; therefore we
have that the solutions are locally unstable.
Analogously, we can calculate the Hessian matrix of the mass for the partic-
ular choice γ = 1. Using (70) we found that
HM =
(
∂2M
∂S2
∂2M
∂S∂q
∂2M
∂S∂q
∂2M
∂q2
)
(78)
=
(
3η2piq
2−S
8
√
piS5/2
−
√
piη2q
2S3/2
−
√
piη2q
2S3/2
η2
√
pi
S1/2
)
, (79)
The Hessian of the mass also leads us to local instabilities. More precisely, when
η2 = 1, then MSS and MSq can take positive or negative values. Similarly, when
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η2 = −1, MSq can takes positive or negative value, whereas MSS and Mqq are
always negative.
Once again, let us consider the analysis by the study of the specific heat
(64), which in terms of r+ and r− can be written as
Cq = −2pir1+γ+
(r+ − γr−)(r+ − r−)1−γ
[r+ − (1 + 2γ)r−] . (80)
From this expression, we can establish, for example, local stability (Cq > 0)
for the event horizon interval γr− < r+ < (1 + 2γ)r−, 0 < γ < 1 (EMD with
η1 = 1). The specific heat, with γ = η2 = 1 or γ = −η2 = 1, corresponds to
the RN or anti-RN cases, respectively. The anti-RN case with γ = 1 is locally
unstable because r− < 0 implies Cq < 0. The only case where the phantom
solutions are locally stable will be when γr− < r+ < (1 + 2γ)r− for γ < −1.
As we mentioned before, the components of the metric of the thermodynamic
equilibrium spac, E, give us also information about local stability. According to
(52), the components of gMM and gqq, written in terms of r+ and r−, read
gMM = −16pi2r2(1+γ)+
[r+ − (1 + 2γ)r−]
(r+ − γr−)(r+ − r−)2γ , (81)
gqq = −8η2pi2r1+2γ+
[
r2+ + (γ − 1)r− + 2γ(γ + 12 )r2−
]
(r+ − γr−)(r+ − r−)2γ . (82)
These components always have opposite signals for each of the two cases, normal
and phantom, including the case γ = 1. Therefore, by simple inspection of the
components of the metric on E, we assert that the system is locally unstable;
additionally, it tells us that there is global instability, just as was mentioned in
Section 3.
For the next step, let us study the global stability of the class of solutions
of interested. For the general case we can write
M =
q
2A0
[
1 +
2η2γA
2
0
(1 + γ)
]
, TS =
q
4A0
[
1− 2η2A
2
0
(1 + γ)
]
, (83)
r+ =
1
4piT
[
1− 2η2A
2
0
(1 + γ)
]
. (84)
The analysis start with the grand canonical ensemble. Using (83) and (84), we
calculate the Gibbs potential (44):
G(T,A0) =
1
16piT
[
1− 2η2A
2
0
(1 + γ)
]1+γ
. (85)
We know that T > 0, so we have to analyze the term between brackets.
Consider first the normal case with η2 = 1; when (1 +γ) is an odd integer, then
the system is globally stable only for γ > 0 and A0 ∈ (−∞,−
√
(1 + γ)/2) ∪
(
√
(1 + γ)/2,+∞). The critical electric potential values are A0 (c) = ±
√
(1 + γ)
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(
√
2
−1
) (by setting r+ = 0 in (84)). No let us consider the phantom solutions
with η2 = −1, in this case the system is globally unstable, except for γ < −1 and
A0 ∈ (−∞,−
√|1 + γ|/2) ∪ (√|1 + γ|/2,+∞). A straightforward calculation
of the derivatives in (46) shows that
∂2G
∂T 2
=
1
8piT 3
[
1− 2η2A
2
0
(1 + γ)
]1+γ
, (86)
∂2G
∂A20
= −η2 (1− 2η2A
2
0)
4piT
[
1− 2η2A
2
0
(1 + γ)
]γ−1
, (87)
∂2G
∂T∂A0
=
η2A0
4piT 2
[
1− 2η2A
2
0
(1 + γ)
]γ
. (88)
From here we can see that (88) always break the stability criteria, because
A0 can be positive or negative (remember that q is real). Then it follows that
the system is always locally unstable.
The corresponding analysis by the canonical ensemble formalism is slightly
different. We start writing the Helmholtz free energy (42):
F =
1
16piT
[
1− 2η2A
2
0
(1 + γ)
]γ [
1 + 2η2A
2
0
(
1 + 2γ
1 + γ
)]
. (89)
The analysis of this formula is the following: the system is globally stable for
two cases. The first ones when A0 ∈ (−∞,−
√
(1 + γ)/2) ∪ (√(1 + γ)/2,+∞)
for γ > 0 odd integer and η2 = 1. The second case is when A0 ∈ (−∞,
−√(1 + γ)/2(1 + 2γ)) ∪ (√(1 + γ)/2(1 + 2γ),+∞) for γ even integer and η2 =
−1 or A0 ∈ (−∞,−
√
(1 + γ)/2) ∪ (√(1 + γ)/2,+∞) for γ ∈ <. When we use
the specific heat formula (80), we found second order phase transition points
given by A0 (1) = ±
√
η2(1 + γ)/2(1 + 2γ) and A0 (2) = ±
√
η2(1 + γ)/2 ( even
for γ > 1) . The point A0 (3) = ±
√
η2(1 + γ)/(2γ), as well as A0 (2) with γ < 1,
represent the extremal case where r+ → 0 (see [18] for details).
Finally, we can calculate the minimum temperature for this system using
the formula ∂T−1/∂r+ = 0 [42], so we have:
T0 =
1
4pir+
(
γ
1 + γ
)γ
. (90)
From the specific heat, Eq. (80), we identify a phase transition point at r+ =
3r−, which gives us the critical temperature
Tc =
1
4pir+
(
2γ
1 + 2γ
)γ
, (91)
combining this with (90) we get the relation Tc = T0[2(1 + γ)/(1 + 2γ)]
γ .
5 Conclusions
The thermodynamic properties of the class of solutions known as phantom black
holes has not been studied in detail yet. The physical stability of these solutions
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can be determined also by studying their thermodynamic properties. The main
objective of the present work was to fill this gap by establishing a detailed
analysis of this kind of solutions.
The zeroth, second and third laws of thermodynamics remain unmodified by
these solutions. However, the first law had to be generalized to take into account
the contribution of the work done on (or by) the system with the “wrong” sign
(when compared to the usual case). The differential form of the generalized first
law was written in (16) whereas the exact expression was written in (17).
The use of Geometrothermodynamics as a tool of analysis has proven to be,
once more, equivalent to the most usual methods, but with an important ex-
ception that was the phantom case with η2 = −1. More specifically, we saw for
the phantom solutions that when we choose the entropy as the thermodynamic
potential, the method introduce a new value of the mass parameter which could
be interpreted as a (non physical) extremal black hole limit. If we choose the the
mass as the thermodynamic potential, then we get a new critical point for the
system. The new mass parameter and the new critical point have to be consid-
ered as spurious zeros of the numerator and demininador of the scalar curvature
of the space E. This can be understood by the fact that EMD solutions switch
to the phantom sector (i.e. with η2 = −1) by the symmetry transformation
q2 → −q2, as was shown in [17]. In the case of the entropy representation, with
the choice γ = 1, that kind of symmetry leads to the appearance of a new real
valued zero of the scalar curvature which originally was pure imaginary. In the
case of the mass representation, the same symmetry transformation entails the
appearance of a new critical point, i.e., a divergence of the scalar curvature.
When we carried out the study of the thermodynamic properties by means of
specific heat, we have not found new spurious critical points nor new divergence
points of the scalar curvature, just as was expected. This result revealed the
fragility of the GTD method when applied to pathological solutions.
In regard to the stability analysis, we found that the only possible local
stability would correspond to the following cases: γr− < r+ < (1 + 2γ)r−, for
η1 = η2 = 1 and 0 < γ < 1 or for η1 = η2 = −1 and γ < −1. All the other
solutions, normal or phantom, has been shown to be locally unstable. The
global stability can be established for some particular situations that restrict
the values the electric potential A0 and the parameter γ can take.
The perspectives of the present work is to study in detail the subtleties
that arise from the phantom solutions, with the hope to strength some weak
aspects of the promising novel method which proved to be the Geometrother-
modynamics. But also we expect that will be evidenced some physical limits
to the use of this method. This has already been shown to be true in the cases
of Reissner-Nordstrom-AdS (RN-AdS) and anti-RN-AdS black holes [21]. We
propose elucidate with more details this issue in a forthcoming work.
Finally, with respect to the global stability of one portion of the class of
phantom solutions, we expect this to be an indication for the stability of the
space-time of these class of solutions. That shall also be a topic to be studied
in a subsequent work.
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