Recently, it has been pointed out by several authors that the uniform convergence of the stochastic discrete time filter approximations, such as particle filters, is closely related to the stability of the exact filter. This work provides easily verifiable conditions on the signal and observation model that ensure a certain level of stability for the exact filter. Essentially, the conditions are imposed on the tails of the signal and observation noise distributions. For sufficiently light tailed observation noise, the filter is shown to be stable.
Introduction
Throughout the recent years, there has been active research on the stability of the stochastic discrete time filter [1] [2] [3] [4] [6] [7] [8] [9] . Perhaps the most important motivation for this interest in the stability is the analysis of the uniform convergence of various numerical filter approximation schemes, e.g. particle filters. Uniform, in this case, means uniform in time. Because of the recursive nature of the filter, the approximation error that was made earlier will contribute to the computation of the approximation at current time. This propagation of error can be considered as an incorrect initialisation of the filter at the time when the error was made, and thus the convergence analysis can be brought under the framework of filter stability with respect to the initial conditions.
The filtering framework under consideration is as follows. Let B(R d ) denote the Borel σ-algebra on R d and let λ d denote the Lebesgue measure on B(R d ). Moreover, let P(B(R d )) denote the set of probability measures on B(R d ). We define the signal process (X i ) i≥0 such that
where X 0 is an independent random variable with distribution P 0 ∈ P(B(R ds )), f i : R ds → R ds is measurable, and W i is an independent random variable with distribution P Wi ∈ P(B(R ds )). It is assumed that for all i > 0, P 0 , P Wi and λ ds are equivalent. The density of P Wi with respect to λ ds is denoted by ρ Wi .
The observation process (Y i ) i>0 is of the form
where h i : R ds → R dm is measurable and V i is an independent random variable with distribution P Vi ∈ P(B(R dm )). It is assumed that for all i > 0, P Vi and λ dm are equivalent, and the density of P Vi with respect to λ dm is denoted by ρ Vi . The stochastic discrete time filter is then the probability measure valued stochastic process (π * i ) i≥0 such that for all bounded and measurable functions ϕ : 
where · TV denotes the total variation norm. The Euclidean norm is denoted by · . In order to analyse the stability of the filter, we will impose the following assumptions on the filter framework:
Under these assumptions, the main result of this paper states that for sufficiently large values of α 2 and β 2 the filter is stable, i.e., it satisfies (2). Moreover, from the proof of this result one can obtain the rates for the convergence in (2) . The remainder of this paper is organised as follows. Section 1 describes the principle of approximating the filter recursion by a truncated filter and explains the intuition behind the proof of the stability result. Section 2 provides an outline of the proof of the main result.
Filter Approximation By Truncation
The idea of approximating the exact filter by a filter with compact state space in order to analyse the stability has been proposed in the literature (see, e.g., [7] and [9] ). Let
and let k i (x i−1 , ·) denote the density of K i (x i−1 , ·) with respect to λ ds . In the framework under consideration,
We can then define a recursion
, and · denotes the projective product (see, e.g., [8] ). If
, P-a.s., i.e., the recursion yields the filter process. In the stability analysis we are interested in the filter process with arbitrary initial distributions and therefore we allow the slight abuse of terminology and refer to (π i ) i≥0 with any initial distribution π 0 ∈ P(B(R ds )) as the exact filter.
The truncated approximation (π ∆ i ) i≥0 of the exact filter (π i ) i≥0 is defined by the recursion
where 
According to the definitions above, the error due to different initialisations can be written by the triangle inequality as
For illustration, see Figure 1 . It would be sufficient for the stability that all terms on the right hand side of (4) converge to zero as i → ∞. However, the truncation does not yield a uniformly convergent approximation of the exact filter as ∆ → ∞ and therefore, the first and the last term on the right hand side of (4) do not converge to zero as i → ∞. Uniform, in this case, means uniform in time. For this reason, we write
i.e., we write the upper bound for the error in terms of truncated filters with different truncation radii ∆ i . In this case, the first and the last terms on the right hand side can be made to converge to zero by letting (∆ i ) i≥0 be a sufficiently fast increasing sequence. It should be emphasised that by definition, (π
that is, the same truncation radius ∆ i is used up to time i. We do not allow a filter, where different radii would be used at consecutive steps, i.e.,
, where ∆ i = ∆ j for i = j. The use of the upper bound in (5) has a downside as well. While the first and the last term converge to zero when (∆ i ) i≥0 is a sufficiently fast increasing sequence, the convergence is not guaranteed for the middle term and it may well become divergent if (∆ i ) i≥0 increases too rapidly. Therefore the fundamental issue in proving the stability is to show that there exists a rate for increasing (∆ i ) i≥0 such that all three terms in (5) converge to zero as i → ∞. | | | | |π 
Outline of the proof of stability
In this section, we state the main result of this paper accompanied by an outline of the proof and some intermediate results. Detailed proofs are omitted, but they can be found in [5] and they are based on principles originally introduced in [9] and [6] . Let us first consider the bounding of the error due to truncation in P−almost sure sense. For this purpose, we have the following proposition. 
where
According to (6), Proposition 2.1 implies that for
it is sufficient to choose (∆ i ) i≥0 such that the right hand side of (6) converges to zero as i → ∞. For this, in turn, it is necessary to have
Moreover, it can be shown that for (9) to hold when β 2 ≥ β 1 , it is sufficient that
provided that α 2 is sufficiently large
1
. Therefore, it is observed that according to (7) , if for all i > 1 we set ∆ β1 i = s ln i, where s > 0, then for all ∈ (0, min(α 1 , α 2 ))
and hence ξ i+1, /∆ i is bounded. Thus, in order to prove the stability, it remains to prove that (9) is a sufficient condition for (8) , provided that the convergence in (9) is fast enough, and that if ∆ β1 i = s ln i for all i > 1, the middle term in (5) also converges to zero, i.e.,
The proof of the first claim is provided in [5] with the additional condition that if β 1 = β 2 , then one must have α 2 > κ 0 , where
The second claim is given by the following proposition whose proof can also be found in [5] . 
As a conclusion, we have the main result
Theorem 2.3. If one of the following two conditions holds:
(1) β 1 = β 2 and α 2 > κ 0 , (2) β 1 < β 2 , then (π * i ) i≥0 is stable. It should be pointed out that the detailed proof of Theorem 2.3 also provides rates at which the initialisation error converges to zero (see [5] ). These rates are given by the following corollary. β2/β1 , P-a.s.
