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REGULARITY FOR PARABOLIC SYSTEMS WITH CRITICAL
GROWTH IN THE GRADIENT AND APPLICATIONS
AGNID BANERJEE, GONZALO DA´VILA, AND YANNICK SIRE
Abstract. Motivated by problems arising in geometric flows, we prove
several regularity results for systems of local and nonlocal equations,
adapting to the parabolic case a neat argument due to Caffarelli. The
geometric motivation of this work comes from recent works arising in
the theory harmonic maps with free boundary in particular. We prove
Ho¨lder regularity of weak solutions.
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1. Introduction
Elliptic and parabolic systemswith critical growth in the gradient appear
in many geometric variational problems (see for instance [17,20]). The pur-
pose of this paper is to develop a regularity theory for such systems, with a
subcritical condition which ensures full and not partial regularity. We fol-
low a nice approach provided by Caffarelli in [3] for elliptic systems. Our
motivation comes from some problems recently introduced in the theory of
minimal surfaces with free boundary through the study of the so-called har-
monic maps with free boundary and their flows (see e.g. [22]). As described
in [10,22], harmonic maps with free boundary can be reformulated in a very
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natural way as harmonic maps with respect to an H˙1/2-energy hence leading
to a nonlocal system of elliptic equations. See [11, 12]
Regularity is a major issue in the theory of PDEs and in geometric anal-
ysis. The feature of the problems under consideration in the present paper
is that the systems are critical for the scaling, hence for the regularity, but
somehow subcritical for the underlying geometry, making full regularity
possible. We are mainly concerned with problems arising in the theory of
harmonic map and their heat flows. We refer the reader to the book [19] for
an updated account on the theory.
In order to facilitate the presentation, we will first provide a proof in
the case of the following parabolic equation, arising as the heat flow of
harmonic maps into Euclidean spheres
ut − ∆u − u|Du|
2 = 0, in B2 × (−1, 1)(1.1)
Then, we will investigate one type of nonlocal parabolic equations,
namely for s ∈ (0, 1) and n ≥ 1
ut + (−∆)
su = uB(u, u), in Rn × (−1, 1)(1.2)
where (−∆)s stands for the Fourier multiplier of symbol |ξ|2s and B(u, u)
is a suitable bilinear form;
We will also consider the equation
(∂t − ∆)
su = 0, in Rn × R(1.3)
where (∂t − ∆)
s stands for the Laplace-Fourier multiplier of symbol (iτ +
|ξ|2)s.
Geometrically, the nonlocal operator involved in (1.2) come from a for-
mulation of the heat flow of harmonic map with free boundary written in
nonlocal form, namely
∂tu + (−∆)
su ⊥ Tu(x)S
m−1.
Related to another formulation of this flow is the distributional equation
given by
(∂t − ∆)
su ⊥ Tu(x)S
m−1,
motivating the study of (1.3). The previous equations have to be under-
stood distributionally of course. Clearly, these two flows admit the same
stationary solutions, which are s−harmonic maps into spheres, which have
been studied in [11,12,22,23]. See also [21] for an intrinsic version of such
maps.
3To put our results in perspective, we would like to mention that as far
as the regularity of heat flow of harmonic maps is concerned, a way to con-
struct weak solutions and study their regularity is to have a suitable mono-
tonicity formula for a Ginzburg-Landau approximation of the system (see
the monograph [19]). At the moment such a monotonicity formula is not
available for the operator involved in (1.2), i.e. the usual fractional heat
operator. On the other hand, it is known (see [1]) that such a quantity exists
for (1.3). This is due to the existence of a suitable extension to the upper-
half space (see [5, 24, 25]). The absence of monotone quantity for (1.2) is
actually the main motivation to investigate the regularity of this system.
Main results. In this section, we state our main results. The first theorem
deals with local elliptic systems arising in the heat flow of harmonic maps
into spheres.
Theorem 1.1. Let u be a weak solution in Rn × (−1, 1] → Rm of
ut − ∆u − u|Du|
2 = 0,(1.4)
such that ‖u‖∞ < 1. Then u is C
α
loc
(Rn × (−1, 1]) for some α ∈ (0, 1).
To introduce our next result, we define first the integral formulation of
the fractional laplacian. Given s ∈ (0, 1) and a vector-valued function u
denote the operator (−∆)s by (component-wise)
(−∆)su(x) = P.V.
∫
Rn
uℓ(y) − uℓ(x)
|x − y|n+2s
dy,
and define a bilinear form B by
B(u,w) =
(1 − s)cn
2
∫
Rn
(u(x) − u(y)) · (w(x) − w(y))
|x − y|n+2s
dy,
Theorem 1.2. Let u be a weak solution in Rn × (−1, 1] → Rm of
ut + (−∆)
su = uB(u, u), in Rn × (−1, 1](1.5)
such that ‖u‖∞ < 1 in R
n × (−1, 1). Then u is Cα
loc
(Rn × (−1, 1]) for some
α ∈ (0, 1).
It will be clear from the proof of Theorem 1.2 that one can consider
more general systems involving a more general (than the fractional lapla-
cian) integral operator L defined above, provided the assumption ‖u‖∞ =
M < 1 where M is small enough depending on the ellipticity constants of
L.
Theorem 1.1 generalizes the original result of Caffarelli [3] whereas
Theorem 1.2 generalizes the one of Caffarelli with the second author [4].
As was pointed out in [4] (see also [22] ) nonlocal systems of this type arise
in the theory of fractional harmonic maps, which is for s = 1/2 related to
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minimal surfaces with free boundary (see also [21] where the techniques
of the present paper apply to both regularity in the interior and up to the
boundary).
We refrain here from dealing with the previous systems in full generality
as far as the statements are concerned; but it is clear, as pointed in [3] how
to adapt the argument to non-homogeneous equations for instance (allowing
dependence in x) under some natural structural assumptions. Actually, an
important feature of the nonlocal equations under consideration is that a
standard iteration does not work and one has to enlarge the class of systems
to ensure that at every step, one can apply the main oscillation reduction
lemma.
We now state our third main result, concerning the powers of the heat
operator. Denote in the following Hs = (∂t − ∆)
s. We prove:
Theorem 1.3. Let v ∈ Dom(Hs) be a strong supersolution of
Hsv = 0,
in B2 × (−4, 0], 0 ≤ v in R
n × R. Then there exists a constant C such that
‖v‖L1(U−) ≤ C inf
U+
v(x, t),(1.6)
where
U− = B1/2 ×
(
−1,−
1
2
)
U+ = B1/2 ×
(
−
1
4
, 0
)
.
Crucially used in the proof of Theorem 1.2, one needs to get for the
problem under consideration a weak Harnack inequality which takes into
accounts the tail effects due to the nonlocality. For the operator Hs, such a
weak Harnack inequality is not available. However, Theorem 1.3 provides
another version of the weak Harnack inequality of independent interest and
this is why, even if not leading with our techniques to the desired Ho¨lder
regularity, is of independent interest.
The use of the operator Hs is motivated by the following geometric flow
(see e.g. [8] and references therein)
(1.7)

ut = ∆u in R
n
+ × (0, T ),
u(x, 0, t) ∈ Sm−1 for all (x, 0, t) ∈ ∂Rn+ × (0, T ),
∂u
∂ν
(x, 0, t) ⊥ Tu(x,0,t)S
m−1 for all (x, 0, t) ∈ ∂Rn+ × (0, T ),
u(·, 0) = u0 in R
n
+
for a function u : Rn+ × [0, T ) → R
m. Here u0 : R
n
+ → R
m is a given smooth
map and ⊥ stands for orthogonality.
5Using [25], the previous system can be reformulated as: let u ∈ Dom (H
1
2 ) :
R
n × R→ Rm be a strong solution of
(∂t − ∆)
1
2u = uC(u, u), in Rn × R(1.8)
where
C(u, u) =
1
2
∫ +∞
0
∫
Rn
|u(x, t) − u(x − z, t − τ)|2
e−
|z|2
4τ
(4π)n/2|Γ(−s)|τn/2+1+
1
2
dzdτ
In the present work, we consider only Ho¨lder regularity. Actually, as far
as Theorem 1.1 is concerned, it is classical (see [19]), that such solutions
are actually C∞ in space and time. The case of the parabolic nonlocal equa-
tions is more technical to consider. Indeed, due to the nonlocality of the
problem, the standard compactness or potential-theoretic arguments need
to be non trivially adapted due to the criticality of the right hand side of the
equations. We postpone to a forthcoming work higher order regularity for
such equations with critical dependence on the gradient, since it might be
of independent interest.
2. The second order case: Proof of Theorem 1.1
Let u : B2 × (−1, 1] → R
m be a bounded weak solution of
ut − ∆u − u|Du|
2 = 0, in B2 × (−1, 1)
We are interested in proving interior Ho¨lder regularity. For the rest of the
note we will write
M = ‖u‖L∞(B2×(−1,1]).
In order to prove the interior Ho¨lder estimates we need a weak Harnack
inequality for supersolutions of the scalar heat equation. For completeness
we state the result as it was presented by N. Trudinger (Theorem 1.2 in
[27]).
Denote Kx0 (ρ) cube of center x0 and side ρ. Furthermore, given x0 ∈ R
n,
t0 ∈ R, ρ > 0 and τ > 0 denote the rectangle R by
R = Kx0 (ρ) × (t0 − τρ
2, t0)
and the subrectangles
R+ = Kx0 (ρ
′) × (t0 − τ3ρ
2, t0 − τ2ρ
2)
R− = Kx0 (ρ
′) × (t0 − τ1ρ
2, t0 − τ0ρ
2)
R∗ = Kx0 (ρ
′′) × (t0 − τρ
2, t0 − τ2ρ
2),
where 0 < ρ′ ≤ ρ′′, 0 < τ0 < τ1 < τ2 < τ3 < τ.
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Theorem 2.1 (Theorem 1.2 in [27]). Let v be a weak supersolution of
∆v − vt = 0,
in R, 0 ≤ v ≤ M in R. Then there exists a constant C such that
1
ρn+2
‖v‖L1(R∗) ≤ Cmin
R−
v(x, t).(2.1)
Remark 2.2. Theorem 2.1 was proved in [27] for more general divergence
operators.
Note also that Theorem 2.1 can be generalized for sets of the form
Bρ(x0) × I, where Bρ(x0) is the ball of center x0 and radius ρ and I is a
time interval. Moreover by taking x0 = 0, t0 = 1, ρ = ρ
′′ = 2, ρ′ = 1,
τ = 1/2, τ2 = 1/3, τ1 = 1/4 and τ0 = 1/8 we can rewrite the estimate (2.1)
as ?
B1×(−1,−1/3)
v(x, t)dxdt ≤ C min
B×(0,1/2)
v,(2.2)
where we denote ?
B×I
v(x, t)dxdt =
1
|B × I|
∫
v(x, t)dxdt
Let us denote B∗ = B1 × (−1,−1/3) and B
− = B × (0, 1/2). Now we are
in shape to proceed as in [3].
Lemma 2.3. Let u be a weak solution to
(2.3) ut − ∆u = f (x, u,∇u)
in B2(0) × (−1, 1) such that ||u||L∞ = M < 1. Moreover f satisfies
(2.4)

| f (x, u,∇u)| ≤ |∇u|2
|u f (x, u,∇u)| ≤ l|∇u|2
for some l < 1.
Then there exists a constant 0 < δ(l) < 1 (monotone decreasing in l)
such that
u(B−) ⊂ BM(1−δ)(δu¯),
where
u¯ =
1
|B∗|
∫
B∗
udxdt =
?
B∗
udxdt.
Proof. As in [3] the strategy revolves in using |u|2 as a supersolution of a
linear scalar equation.
7First note that using (2.4),(
∂
∂t
− ∆
)
(1/2|u|2) = u · ut − u · ∆u − |∇u|
2
≤ (l − 1)|∇u|2.
Now, let ξ ∈ Rm with |ξ| ≤ (1 − l) and note that(
∂
∂t
− ∆
)
(ξ · u) = ξ · f (x, u,∇u)
≤ (1 − l)|∇u|2.
The previous inequality leads to(
∂
∂t
− ∆
)
(−1/2|u|2 − ξ · u) ≥ 0
Recall now that u is bounded by M, therefore
h(x) =
1
2
M2 + (1 − l)M −
1
2
|u|2 − ξ · u,
is nonnegative supersolution of the scalar heat equation in B2 × (−1, 1) and
therefore we are shape to apply Theorem 2.1. Note also that
h¯ :=
?
B∗
h(x, t) =
1
2
M2 + (1 − l)M −
1
2
?
B∗
|u|2dxdt − ξ ·
?
B∗
udxdt
≥ (1 − l)M − ξ · u¯.
We apply now the weak Harnack inequality to h (see (2.2)) to conclude that
there exists a constant C such that
Ch(x) ≥ h¯
≥ (1 − l)M − ξ · u¯
for x ∈ B−, or equivalently
h(x) ≥ c((1 − l)M − ξ · u¯),
for a universal constant c that we can assume smaller than 1 (c < 1). Now,
using the definition of h we get
M2 − |u|2
2
+ (1 − l)M − ξ · u ≥ c((1 − l)M − ξ · u¯).(2.5)
Fix (x, t) ∈ B− and take ξ in the direction of u(x, t), more precisely let ξ be
given by
ξ = (1 − l)
u
|u|
,
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and denote by θ the angle between u and u¯ and let r = |u|/M. Note that with
this selection of parameters we have
(1 − l)M − ξ · u = M(1 − l)(1 − r)
and therefore, from (2.5), we get
M(1 − r)
(
1
2
(M + |u|) + (1 − l)
)
≥ c ((1 − l)M − ξ · u¯)
= cM(1 − l)
(
1 −
cos(θ)|u¯|
M
)
which gives us the control on r
1 − r ≥ c1
(
1 −
|u¯|
M
cos θ
)
.(2.6)
Therefore by multiplying (2.6) by r and adding afterwards 1 − r we arrive
to
1 − r2 ≥ c1
(
1 − r
|u¯|
M
cos θ
)
,
which is equivalent to
r2 − c1r
|u¯|
M
cos θ ≤ 1 − c1.
Note now that u¯/M ≤ 1, therefore from the previous inequality we get
r2 − c1r
|u¯|
M
cos θ +
(
1
2
c1
u¯
M
)2
≤ 1 − c1 +
(
1
2
c1
)2
,
and by picking δ = 1/2c1 we conclude
|u − δu¯|2 ≤ M2(1 − δ)2.
which finishes the proof. 
The previous lemma states that u maps B∗ = B1 × (0, 1/2) to a ball of
strictly smaller radius than 1 and center shifted toward u¯. This result will
allow us to control the oscillation of the function via dilations.
A direct consequence of the previous lemma is the following corollary.
Corollary 2.4. Let u be as in Lemma 2.5. Then there exist a sequence of
points {ρk} and radii {Mk} such that
i.- Mk ≤ M(1 − δ)
k.
ii.- |ρk| + Mk ≤ M.
9iii.- u(B2−k(0) × Ik) ⊂ BMk(ρk), where Ik = (ak, bk) is an interval given by
the induction process
a0 = 0, b0 = 1/2,
ak =
ak−1 + bk−1
2
, bk =
ak−1 + bk−1
2
+
bk−1 − ak−1
4
.
Proof. We proceed by induction on k. Note the case k = 0 is just Lemma
2.5 with ρ0 = δu¯ and M0 = M(1 − δ). Let uk = u(2
−kx, 2−2k(t − ak)) − ρk−1
and assume the result holds up to k − 1. In order to apply Lemma 2.5 to uk
in B2 × (−1, 1) we first note that
‖uk‖L∞(B2(0)×(−1,1)) ≤ Mk−1
and solves an equation of the type (2.3) with l = M. Therefore we can apply
Lemma 2.5 to uk, which finishes the proof by letting Mk = Mk−1(1 − δ),
ρk = ρk−1 + δu¯k and observing that
Mk + ρk = Mk−1 + ρk−1 + δ(u¯k − Mk−1) ≤ M

We point out that Lemma 2.4 gives us a control on the oscillation of
the solution of (1.4). More precisely we get that u is Ho¨lder continuous at
the point (0, t∗), where t∗ is given by ∩Ik. Furthermore, since the equation
is translation invariant one can repeat the argument to conclude that the
solution is Ho¨lder in the interior of the domain. The higher order regularity
follows now from standard techniques, see e.g. [7, 18, 19].
3. The nonlocal cases: Proof of the Ho¨lder regularity
3.1. The case of the fractional heat operator. We begin this section with
some preliminary facts. Recall first
B(u,w) =
(1 − s)cn
2
∫
Rn
(u(x) − u(y)) · (w(x) − w(y))
|x − y|n+2s
dy.
Let v : Rn → R be a smooth bounded function, then we claim that
−Lv2(x) = −2v(x)LKv(x) − 2B(v, v),
A direct algebraic manipulation gives
(−∆)su2 = 2u(−∆)su + 2B(u),
where we are denoting B(u, u) = B(u). Note that B(u) has the same scal-
ing as the fractional laplacian, that is, for λ ∈ R we have B(uλ))(x) =
λ2sB(u)(λx), where uλ(x) = u(λx). Moreover B(u, v) plays the role of
Du · Dv.
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We are interested in studying interior regularity for solutions of the frac-
tional parabolic system
ut + (−∆)
su = uB(u)(3.1)
For the time independent case the previous system was studied in [4] based
on the techniques developed in [3]. One of the key elements in the proof is
the weak Harnack inequality.
We point out that a fractional version of (2.1) exists for weak and vis-
cosity supersolutions of the fractional heat equation (see for example [15]
for weak solutions and [6] for viscosity ones). In the context of the present
work, we however need the following weak Harnack inequality with ”tail”
as established in [26] which doesn’t require the supersolution to be globally
positive (See Theorem 1.2 in [26]).
Theorem 3.1. Let v be a weak supersolution of
vt + (−∆)
sv = 0 in Rn × (t0 − 4r
2s, t0]
such that v ≥ 0 in Ω = BR(x0) × (t0 − 2r
2s, t0]. Let 0 < r < R/2. Then there
exists a constant C such that?
U−
vdxdt ≤ C inf
U+
v(x, t) +C
(
r
R
)2s
Tail∞(v
−; x0,R, t0 − 2r
2s, t0),(3.2)
where
U− = Br(x0) × (t0 − 2r
2s, t0 − r
2s], U+ = Br(x0) × (t0 −
r2s
2
, t0].
and
Tail∞(v; x0,R, t1, t2) = R
2s sup
t1<t<t2
∫
Rn\BR(x0)
|v(x, t)|dxdt
|x − x0|n+2s
In what follows we will always take (x0, t0) = 0.
In order to prove the next result, we study an auxiliary problem. Let us
consider the parabolic system(
∂
∂t
+ (−∆)s
)
w(x, t) = f (x,w,B(w)),(3.3)
and assume
(H1.1) Small 2s growth: There exists a constant a such that
| f (x,w(x),B(w(x),w(x)))| ≤ aB(w(x),w(x))
for all maps w : Rn → Rm.
(H1.2) There exists another constant l such that
w(x) · f (x,w(x),B(w(x),w(x))) ≤ lB(w(x),w(x)),
for all maps w : Rn → Rm.
11
From now on and without loss of generality we assume that a = 1.
Lemma 3.2. Let w be a bounded weak solution to (3.3) in Rn × (−1, 1)
with f satisfying (H1.1), (H1.2). Assume that l < 1, and also that M =
‖w‖L∞(Rn×(−1,1)) < 1. Then there exist constants 0 < δ(l) < 1 and τ such that
for any radius r < 1
2
we have that
w(U+) ⊂ BM(1−δ)(δw¯),
where
w¯ =
1
|U−|
∫
U−
udxdt =
?
U−
wdxdt.
Furthermore δ is monotone decreasing in l.
Proof. Define
h(x, t) =
1
2
M2 + (1 − l)M −
1
2
|w|2 − ξ · w,
and observe that h is a nonnegative supersolution in Rn × (−1, 1). Indeed
note first that(
∂
∂t
+ (−∆)s
)
(1/2|w|2) = w · wt + w · (−∆)
sw − B(w)
= w · f (x,w,B(w)) − B(w)
≤ (l − 1)B(w).
Let ξ ∈ Rm with |ξ| ≤ (1 − l) and note that(
∂
∂t
+ (−∆)s
)
(ξ · w) = ξ · f (x,w,B(w)))
≤ |ξ|B(w)
≤ (1 − l)B(w).
With the previous computations it is direct to verify that(
∂
∂t
+ (−∆)s
)
h ≥ 0 in Rn × (−1, 1),
and h ≥ 0 in Rn × [−1, 1]. Note also that
h¯ :=
?
U−
h(x, t) =
1
2
M2 + (1 − l)M −
1
2
?
U−
|w|2dxdt − ξ ·
?
U−
wdxdt
≥ (1 − l)M − ξ · w¯,
therefore, we deduce
h¯ ≥ (1 − l)M − ξ · w¯.
We can now apply the weak harnack as in Lemma 3.1 ( note that the
Tail∞(h
−, ·) ≡ 0 in this case) and repeat the arguments as in the proof of
Lemma 2.3 to obtain the desired conclusion.
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
We now establish the following oscillation decay for solutions to (3.1).
Note that in the nonlocal framework, the classical oscillation decay method
does not work because of the ”tail” effects. To overcome this issue, this is
precisely why we need to have at our disposal a Harnack inequality with
a tail as in Theorem 3.1 above. As the reader will see, the proof of the
oscillation decay at successive steps as in Lemma 3.3 below requires certain
delicate adaptation of the local arguments precisely due to the fact that the
rescaled functions are not globally non-negative and thus the ”tails” have to
be appropriately estimated.
Lemma 3.3. Let u be a solution to (3.1) and let ||u||L∞(Rn×(−1,1)) = M < 1.
There there exists α, r ∈ (0, 1) and a sequence {ρk} such that
i.- Mk ≤ Mr
kα,
ii.- |ρk| + Mk−1 ≤ M,
iii.- u(Brk × (−r
2sk, 0)) ⊂ BMk(ρk),
iv.- |ρk − ρi| ≤ C0Mr
iα, for all i < k,
where C0 is some universal constant.
Proof. We will prove the result by induction. For the initial step we apply
Lemma 3.2 for which any choice of r < 1/2 works. We now assume that
the hypothesis holds up to some k for a choice of r to be determined below
( see (3.8)). We then let
uk = u(r
kx, r2skt) − ρk.
Consequently we have that ||u||L∞(B1×(−1,0]) ≤ Mk. We also note that
||uk||L∞(Rn×(−1,0])) ≤ C1M
for someC1 independent of k. Finally we observe that uk solves an equation
of the type (3.3) with l = M. Subsequently, letting
h(x, t) =
1
2
M˜2k − (1 − l)M˜k −
1
2
u2k − ξ · uk, |ξ| ≤ 1 − l
with M˜k = Mr
kα,we note as in the proof of Lemma 3.2, h is a supersolution
globally to ∂t + (−∆)
s and h ≥ 0 in B1 × (−1, 0]. Thus by applying the weak
harnack inequality to h we obtain,
(3.4) Ch(x, t) + Cr2sTail∞(h
−, 0, 1,−r2s, 0) ≥ (1 − l)M˜k + ξ.u¯k
for all (x, t) ∈ Br × (−r
2s, 0]. Here u¯k =
>
Br×(−2r2s,−
5
4
r2s)
uk. Now by using the
induction hypothesis and iv) which holds upto k, we note that
(3.5) ||uk||L∞(B
ri−k
×(−r2(i−k)s,0]) ≤ ||u − ρi||L∞(B
ri
×(−r2is,0]) + |ρk − ρi| ≤ CMr
iα
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for all i ≤ k. Using (3.5), change of variable and by summing the integral
involving the tail over dyadic regions as in the proof of Lemma 5.1 in [13],
we obtain that the following holds,
Tail∞(h
−, 0, 1,−r2s, 0) ≤ CM
k∑
i=0
r2ks
r2is
riα ≤ CM
k∑
i=0
rkα(
rk
ri
)2s−α(3.6)
≤ CMrkα
∞∑
i=0
riα ≤ C˜Mrkα
provided we choose α < 2s. Note that C˜ is independent of r as long as
r < 1/2. Substituting the estimate in (3.6) into (3.4), we obtain that the
following holds for a new C,
(3.7) Ch(x, t) +CMr2srkα ≥ (1 − l)M˜k + ξ.u¯k
At this point, we choose r small enough such that
(3.8) Cr2s <
1 − l
2
We thus obtain from (3.7) using (3.8) that
(3.9) Ch(x, t) ≥
1 − l
2
M˜k + ξ.u¯k
Now by repeating the arguments as in the proof of Lemma 2.3 we obtain
for some δ > 0 depending on 1−l
2
that the following holds,
(3.10) |uk − δu¯k|
2 ≤ M˜2k (1 − δ)
2
in Br × (−r
2s, 0). At this point we let α such that
(3.11) α < min(2s, logr(1 − δ))
With such a choice of α, it follows from (3.10) by scaling back, that corre-
sponding to
(3.12) ρk+1 = ρk + δu¯k,
the following estimate holds,
(3.13) |u − ρk+1|
2 ≤ M˜2kr
2kα = M˜2k+1
in Brk × (−r
2ks, 0]) which verifies i) and iii) of the hypothesis of the Lemma.
Also, we have that
|ρk+1| + Mk ≤ ρk + δu¯k + Mk−1(1 − δ) ≤ |ρk| + Mk−1 + δ(u¯k − Mk−1) ≤ M
and thus ii) holds as well. Thus we are only left with checking iv). Now
note that from the choice of ρk+1 as in (3.12), we have that
(3.14) |ρk+1 − ρk| = δu¯k ≤ δMk ≤ δMr
kα
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From (3.14) and the induction hypothesis, using
(3.15) |ρk+1 − ρi| ≤
k+1∑
l=i+1
|ρl − ρl−1|
we observe that iv) follows as well with C = 1
1−r
δ. Thus the induction step
is verified and the conclusion follows.

From Lemma 3.3, we have that u is Ho¨lder continuous at (0, 0) and since
(0, 0) is an arbitrary point of the domain, Theorem 1.2 thus follows.
3.2. Weak harnack for (∂t − ∆)
s = Hs. We now prove the weak harnack
inequality for (∂t − ∆)
s as stated in Theorem 1.3. In order to do so, similar
to that in [1], [24] and [25], we first introduce the relevant function space
which constitutes the natural domain for (∂t − ∆)
s, namely
Dom(Hs) = {u ∈ L2(Rn+1) | (ξ, σ) → ((2π|ξ|)2 + 2πiσ)s uˆ(ξ, σ) ∈ L2(Rn+1)}
We then proceed with the proof of Theorem 1.3.
Proof of Theorem 1.3. Using the extension approach for the fractional heat
operator as in [24] and [25] which constitutes the parabolic counterpart of
the celebrated Caffarelli-Silvestre extension as in [5], we note that corre-
sponding to v, the function U be defined by
(3.16) U(x, y, t) =
y2s
22sΓ(s)
∫ ∞
0
τ−(1+s)e−
y2
4τ e−τHv(x, t)dτ
is a weak solution to the following weighted Neumann problem,
(3.17)

LaU = div(y
a∇U) − yaUt = 0 in {y > 0} where a = 1 − 2s
U(·, 0, ·) = v in L2(Rn+1)
−limy→0y
aUy = C(s)(∂t − ∆)
sv in L2(Rn+1) for some C(s) > 0.
See for instance Lemma 4.5 in [1]. Since v is a supersolution, it follows
from (3.17) that if U is evenly reflected across {y = 0}, that the extended
function V is a weak solution to
(3.18) div(|y|a∇V) − |y|aVt ≤ 0 in B2 × (−2, 2) × (−4, 0].
We now show the validity of a mean value inequality for V from which the
weak harnack follows as a consequence. We adapt a few ideas from [14].
Let Ga(x, y, t, ξ, η, s) be the backward heat kernel for La as in Proposition
2.3 in [2] ( see also [16]) with pole at (ξ, η, s) ∈ Rn × R × R, i.e. for t , s, it
solves
L∗aGa = div(y
a∇Ga) + y
a∂tGa = 0
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For a given ǫ, δ > 0, Let Ωǫ,δ(ξ, η, s) be the region defined as
Ωǫ,δ(ξ, η, s) = {(x, y, t) : Ga(x, y, t, ξ, η, s) > 1, |y| > ǫ, |t − s| > δ}
Since L∗aGa = 0, we have∫
Ωǫ,δ
GaLaV − VL
∗
aGa = 0(3.19)
By integrating by parts, we then obtain
2
∫
{y=ǫ}∩Ωǫ,δ
ya(Ga)yV − y
aVyGa −
∫
{|t−s|=δ}∩Ωǫ,δ
yaGaV
(3.20)
+
∫
∂Ωǫ,δ\({|y|=ǫ}∪{|t−s|=δ})
yaGa < ∇V, n(x,y) > −V < ∇Ga, n(x,y) > −y
aVGant = 0
where n = (n(x,y), ns) is the normal to the boundary ∂Ωǫ,δ. Here we also used
the fact that both V andGa are symmetric across {y = 0}. Now sinceGa = 1
on ∂Ω \ ({|y| = ǫ} ∪ {|t − s| = δ}), we have that∫
∂Ωǫ,δ\({|y|=ǫ}∪{|t−s|=δ})
yaGa < ∇V, n(x,y) > −y
aVGant =
∫
Ωǫ,δ
LaV(3.21)
+ 2
∫
{y=ǫ}∩Ωǫ,δ
yaVy +
∫
{|t−s|=δ}∩Ωǫ,δ
yaVdX
From (3.20) and (3.21) we obtain using LaV = 0 that the following holds,
2
∫
{y=ǫ}∩Ωǫ,δ
ya(Ga)yV − y
aVy(Ga − 1) −
∫
{|t−s|=δ}∩Ωǫ,δ
yaGaV(3.22)
−
∫
∂Ωǫ,δ\({|y|=ǫ}∪{|t−s|=δ})
yaV < ∇Ga, n(x,y) > +
∫
{|t−s|=δ}∩Ωǫ,δ
yaVdX = 0
Now we note that as y → 0, since ya(Ga)y → 0 and y
aVy ≤ 0 at y = 0,
therefore by letting ǫ → 0 in (3.22) and also by using Ga − 1 ≥ 0 in Ωǫ,δ,
we deduce that the following holds,
−
∫
{|t−s|=δ}∩Ωδ
yaGaV(3.23)
−
∫
∂Ωδ\{|t−s|=δ}
yaV < ∇Ga, n(x,y) > +
∫
{|t−s|=δ}∩Ωδ
yaV ≤ 0
where Ωδ(ξ, η, s) = {(x, y, t) : Ga(x, y, t, ξ, η, s) > 1, |t − s| > δ}. Now we
claim that δ → 0,
(3.24)
∫
{|t−s|=δ}∩Ωδ
yaGaV → V(ξ, η, s)
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Now since ∫
{|t−s|=δ}
yaGaV → V(ξ, η, s)
as δ → 0, (3.24) is thus equivalent to showing
(3.25)
∫
{|t−s|=δ}∩{Ga<1}
yaGaV → 0
Now (3.25) can be seen from a change of variable formula of the type
|t − s|1/2Z + (ξ, η) = X
where X = (x, y), using the explicit representation of Ga as in (2.10) in [2]
and also by using the asymptotics of the Bessel function I a−1
2
as in (6.19)
in [2]. Now (3.23), (3.24) coupled with the fact that∫
{|t−s|=δ}∩Ωδ
yaV → 0 as δ → 0
implies
− V(ξ, η, s)(3.26)
−
∫
∂Ω
yaV
〈
∇Ga, n(x,y)
〉
≤ 0
where Ω = {Ga > 1}. Now since nx,y = −
∇G
|∇(x,y,t)G|
, we obtain from (3.26) that
the following holds,
V(ξ, η, s) ≥
∫
∂Ω
yaV
|∇Ga|
2
|∇(x,y,t)Ga|
(3.27)
More generally, if Ωr(ξ, η, s) = {Ga(x, y, t, ξ, η, s) > r}, then we have that
V(ξ, η, s) ≥
∫
∂Ωr
yaV
|∇Ga|
2
|∇(x,y,t)Ga|
Then by using the Coarea formula, we obtain for all r > 0, that the following
mean value inequality holds,
(3.28) V(ξ, η, s) ≥
∫
Ωr(ξ,η,s)
yaV |∇Ga|
2
Now since V(·, η) → v in L2 as η → 0, therefore upto a subsequence ηk → 0,
we have that V(·, ηk) → v pointwise a.e. Therefore from (3.28) it follows
for a.e. (ξ, s),
(3.29)
v(ξ, s) ≥
∫
Ωr(ξ,0,s)
yaV |∇Ga(·, ξ, 0, s)|
2 =
∫
Ωr(ξ,0,s)
yaV
|X − (ξ, 0)|2
2|t − s|2
GadXdt
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Now let r = 1 in (3.29). Then from the representation of U( and conse-
quently that of V) in terms of v as in (3.16) and the fact that v ≥ 0, we
observe that the following holds,
(3.30)∫
Ω1(ξ,0,s)
yaV
|X − (ξ, 0)|2
2|t − s|2
GadXdt ≥ C(n, s)
∫
{(x,t):|x−ξ|<1/2,1/4<s−t<1/2}
v(x, t)dxdt
Using (3.30) in (3.29) we finally have for a.e. (ξ, s)
(3.31) v(ξ, s) ≥ C
∫
{(x,t):|x−ξ|<1/2,1/4<s−t<1/2}
v(x, t)dxdt
from which the weak harnack estimate as claimed in (1.6) follows. This
finishes the proof of the Theorem. 
We end our discussion with the following remark.
Remark 3.4. We note that although the equation in (3.18) constitutes a
prototypical example of a more general class of equations studied in [9], a
weak harnack estimate of the type (1.6) with L1 norm on the left hand side
is not explicitly proven in [9]. Moreover, we also believe that mean value
type inequality that we establish for generic supersolutions to the extension
operator La as an intermediate step may find other applications.
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