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The paper stresses the need for a particle tracing program, designed for circular particle accelerators and storage rings,
which will accept field data as obtained from actual measurements on magnetic elements. The theoretical study of EROS
was perfected by the use of such a program: DEPART. This program does a ray tracing computation by solving the
differential equations of motion in an arbitrarily defined field. The underlying theory is given and the choice of the
numerical method used for the solution of the differential equations is discussed briefly. Some possible theoretical field
expressions suitable to fit measurement data are derived and used in the program. Following is a description of the
computations, which refer more specifically to the study of circular machines. The paper ends with the presentation of
the program organization and the description of the numerical computations it can perform.
1 INTRODUCTION
The initial theoretical studies of EROS 1 (the
electron ring of Saskatoon) used first order and
second order beam transport programs. 2- 4 As the
successful operation of the ring EROS is based on
second order effects, there is an evident need for a
transport program of higher order. However, the
computational refinement, so introduced, would
be meaningless without the possibility of accepting
the field data as they are obtained by the current
measuring techniques. A computer program was
designed to meet these two requirements. For
the multipolar elements we adopted the harmonic
analysis form for field data; for the dipoles we
adopted a development in Taylor series to third
order. The program is so set up that any other
expressions for the fields can be introduced with
minor changes. The differential equations of
motion are solved numerically without the intro-
duction of preliminary approximations or the use
of a fundamental set of analytical solutions.
The logical organization is oriented towards the
study of circular machines. Three options exist:
a) Multiple particle tracing around the machine
(ray tracing);
b) Stable closed orbit computation with com-
plete Twiss matrix analysis for different energies;
t Work supported by the Atomic Energy Control Board of
Canada and the National Research Council of Canada.
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c) Unstable closed orbit computation with
separatrix analysis.
2 EQUATIONS OF MOTION
The theoretical developments presented are those
of Brown's paper. 5 The magnetic field has a plane
of symmetry called the midplane or the horizontal
plane. One closed orbit, called the central tra-
jectory, corresponds to the nominal energy (for
which the machine is designed). The motion of all
particles is described in the system of axes, as-
sociated with the central trajectory, as shown in
Figure 1. This choice of coordinates in which the
differential equations of motion are solved is the
z
FIGURE 1 Coordinate system for particle tracing.
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where
best suited to the study of circular machines. It
enables an analysis of the motion of particles
around the machine in terms of small motions in
the neighbourhood of a closed orbit of order one.
The equations of motion are:
S' = [X,2 + Z,2 + (1 + hX)2]1/2.
Only two of the differential equations in Eq. (2)
have to be solved because of the elimination of
time in Eq. (1).
Departing from Brown's presentation no ap-
proximations are introduced when solving the
equations (though some approximations will be
made later in the field expressions).
where P is the momentum vector, V is the velocity,
and B is the magnetic induction. In the system of
coordinates x, z and I of Figure 1, where s is the
position vector, and using I as the independent
variable [eliminating t from Eq. (1)], we have:
s' d e
s" - 2(s'f dl (s'f = p s'(s' x B),
where prime denotes differentiation with respect to
I. Using unit vectors u, v and w, this can also be
written:
(3)
i,j = 1, ... N
Equations of motion (3) are solved using a Runge
Kutta method. Let
dYi
dx = h(Yj, x)
V2 = ~ s'[(1 + hx)Bx - x'BzJ.p
All motions are studied relative to a nominal
momentum Po. The momentum P of a particle
is related to P 0 by:
P = Po(1 + (5)
where £5 is a dimensionless parameter. It is in no way
considered small and no approximation will be
made when handling the expression (1 + (5). The
fields are normalized by:
B i = Bob i
where i can be I, x or Y and
Bo Po
ho e




eBo s' ,VI = - --~ [z bz - (1 + hx)bz]Po 1 + u
eBo s' ,V2 = - --~ [(1 + hx)bx - x bz]'Po 1 + u
and
In explicit form, the first two equations of
system (2) are:
" (X'2 ) x'(hx' + h'x)
x = h(1 + hx) 1 + (1 + hxf + (1 + hx)
( X'2) x'z'+ VI 1 + (1 + hX)2 + (1 + hxf V2
x'z' z'(hx' + h'x)
z" = (1 + hX)2 h(1 + hx) + (1 + hx)
x'z' ( Z'2)
+ VI (1 + hxf + V2 1 + (1 + hX)2
(1)P = e(V x B)
{
X'
U [x" - h(1 + hx)J - (s'f [x'x" + z'z"
+ (l + hx)(hx' + h'x)] }
{
Z'
+ v z" - - [x'x" + z'z"(S')2
+ (1 + hx)(hx' + h'x)] }
{
1 + hx
+ W (2hx' + h'x) - --- [x'x" + z'z"(S')2
+ (1 + hx)(hx' + h'x)] }
= ~ S'{U[Z'BI - (1 + hx)BzJ
+ v[(1 + hx)Bx - x'BIJ + w[x'Bz - Z'BJ}
(2)
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be a system of coupled differential equations. A
numerical Runge Kutta method is partially
characterized by two integers n, m. The first
integer (n), called the order of the method, is the
degree of the Taylor expansion which is used in
setting up the recurrence formulae which are
used to compute successive values of the depen-
dent variables. The second integer (m) is the number
of times the functions flYj, x) have to be evaluated
per step of the numerical integration. These
methods are usually referred to as n, m formulae.
Using different (n, m) values, the following formulae
were considered:
4,4: standard RK formula
(most often quoted in textbooks),
6,7: proposed by Butcher,6
8,10: proposed by Shanks,7
8,12: proposed by Shanks.7
These formulae are described in detail in
Appendix 1.
When this study was started, it became im-
mediately clear that computing time would be the
prohibitive factor in using such a program as
compared to a matrix formalism program. So
our first efforts for improvement were aimed at
reducing execution time while preserving enough
precision in the results~
The main information required from particle
tracing programs is the position and slope of
particles at the entrance and exit of the elements.
So a high order formula evaluating the functions
h more often per step is not detrimental since
intermediate values for the coordinates of the
particles are not required.
Table I contains the absolute errors obtained in
one sample run with the different formulae in a
dipole magnet (angle: 45°, radius: 2m, field index:
0, no fringing fields).
Multiplying the number of steps by the number
of function evaluations per step one obtains for a
similar precision 40, 21, 10, 12 functionevalua-
tions for the different formulae. A similar test was
performed on a quadrupole with similar results.
In this program the function evaluation is the
most time consuming item so the 8-10 formula was
chosen for the program. The user has the liberty to
choose the number of steps in each element. When
no fringing fields are present, one step is usually
sufficient. In fringing field zones three to four steps
are advisable. We found no reason for the poorer
behaviour of the 8-12 formula. This may be due to
a peculiarity of the problem treated. A comparison
study with other numerical integration formulae
(self starting predictor corrector method8) is
under way. As a final test a particle was traced for
3000 turns around the machine EROS (50 mag-
netic elements per turn) and traced backwards to its
starting point. The agreement between the initial
position and the return position was better than
1 mm for a particle situated 1 cm off the closed
orbit.
4 FIELD COMPUTATIONS
As previously mentioned, the computer program
is designed to accept the field measurement data
e>f the machine components. These are treated as
follows:
Multipole Fields
Measuring techniques exist which give data on the
magnetic field of multipoles in the form ofharmonic
analysis of the radial component of the magnetic
field. Details on the principle of these measure-
ments, can be found in publications by Cobb.9
Multipole fields are analyzed in a system of
cylindrical coordinates associated with x, z, 1 as
illustrated in Figure 2.
Outside current density distributions, the mag-




Formulae 2 3 10 40
4,4 2 x 10- 4 2 X 10- 5 3 X 10- 6 3 X 10- 8 1 X 10- 10
6,7 1 x 10- 5 2 X 10- 7 2 X 10- 8 10- 11 < 10- 11
8,10 2 x 10- 8 10- 10 10- 11 < 10- 11





FIGURE 2 Coordinate system for multipolar elements.
and
v2 V = O. (4)
In the cylindrical coordinates ¢, r, I, Eq. (4)
becomes
a2 v 1 av a2 v 1 a2 v
&2 + -;: & + Ol2 + r2 OcP2 = o.
Solutions are obtained by the standard procedure
of separation of variables
v = L(1)R(r)<I>(¢),
where L, R, <I> satisfy the following equations:
£' = AL
1 R
R" + R' + AR + J1 r 2 = 0
<1>" = J1<1>.
V must be a one-valued function, so
J1 = - n2 and <I>~ = - n2 <1>n
or <l>n = cos(n¢ + bn).
a) Constant multipole fields and linear multipole
fields Standard methods of solution lead to the
following expressions for the fields:
Bx = Lrn- 1 [ -(bnl + f3n)cos(n - 1)¢
- (an I + cxn)sin(n - 1)¢]
Bz = L rn - 1[(bn I + f3n)sin(n - 1)¢
- (an I + cxn)cos(n - 1)¢]
boundary to the fringe field zone imposes the
condition A < O.
This paragraph derives the analytic expression
of the fields using the following boundary con-
ditions for the L(I) function:
L'(O) = 0 L'(11) = 0
where II is the length of the fringing field zone.
Standard developments give the following expres-
sions for the fields.
Bx = - LL cnk ;l~ cos(~~ I)
x (In-l(~~ r)c0s[(n - l)cP + bn]
+ In+1(~~ r)c0s[(n + 1)4> + bn])
Bz = - LLcnk ;l~ cos(~»
(7)
x (In-lC~r}in[(n -l)cP + bn]
- In+{~~ r}in[(n + l)cP + bn]
B l = - °O~ = LLCnklne~ r)
x ~~ Sine~ l)c0S(ncP + bJ
where the In are modified Bessel functions of order
n. To expression (7) must be added the term
corresponding to the case k = 0 which is simply
(sinceL'(O) =L'(11) = 0):
Bx = - L ncnO rn- 1 cos[(n - 1)¢ + bn]
Bz = - L ncnO rn - 1 sin[(n - 1)¢ + bn]
(6) B, = O.
where an = bn = 0 in Eq. (6) give the fields for a
constant multipole.
b) General multipole fields In this case A =f. O.
For practical purposes we split a general multipole
in three parts: an entry fringing field zone, a
constant zone, and an exit fringing field zone
(usually the symmetric of the entry zone). A
Dipole Fields
The problem of the dipole fields is more complex.
We have not solved it completely to our satis-
faction. We have adopted the method which
enabled us to proceed as fast as possible in our
project study of EROS. Work is still under way to
obtain a better form-ulation of the problem of the
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fringing field zone. For practical purposes two
solutions can be adopted.
i) Cartesian rectangular coordinates which have
the advantage of simplicity and are very well
adapted to some type of measurement of fields,
especially in the fringing field zone. However, in
circular machine study, we must always return to
the closed orbit related system of coordinates. So
the program should execute a precalculation of
the closed orbit within the element and so deter-
mine the changes of coordinates needed at the
boundary of the element. Though we have not yet
implemented this method, the program is so
organized as to allow its introduction without too
much effort.
ii) When h is zero or when hxmax ~ 10- 2 or
smaller then the cylindrical coordinate system,
used for multipole fields, is acceptable. This was
used for example on the ISR at CERN. lo For
smaller radii of curvature another method is
needed. There is no simple system of coordinates
associated with the nominal closed orbit in
which Eq. (4) can be solved by the method of
separation of variables for bending magnets. The
Taylor series expansion of V in x and z as given in
Brown's paper, limited to fourth order, is used.
Details of this calculation are not given since they
can be found in that paper.
With midplane symmetry, the final expressions to
fourth order are:
( 1 2 1 3)V = A IO + AIIX + 2! A 12 X + 3! A 13 X
Z3
X Z + (A 20 + A 31 X) 3!
where the Amn are arbitrary functions of 1. V2 V = 0
imposes
A 30 = -A~o - A l2 - hAll
A 31 = -A~l + 2hA~0 + h'A~o - A 13 - hA l2
+ h2All'
where the prime denotes differentiation with. re-
spect to I. The fields are then given by:
av 1 . 2
Bx = - ax = ---AIIZ - A 12 XZ - 2! A 13 X Z
Z3
-A313 !
-1 [(A" 1 A' 2BZ =1+hx 10+AII X+ 2! 12 X
+ ;l A~3X3)z + (A~o + A~lX) ~~l
With the usual notationfor magnets:
-A10 = h :0 -A12 = 2lPh3(:0)
2 Po 4(PO)
-All = -nh e -A13 = 3!Yh e
-A30 = -(hI! - nh3 + 2Ph3) Poe
- A 31 = [ + (nh2 )" + 2hh" + h'2
- 6Yh4 - 2Ph4 _ nh4 ] Po
e
-A' - h'Po10 - e
5 PROGRAM ORGANIZATION
The electron pulse stretcher contains the following
types of elements:
a) Straight elements:
i) field free space;
ii) perturbators (giving an impulse varia-
tion to any coordinate of the particles
x, x', Z, z', b);
iii) constant multipolar elements;
iv) linearly varying multipolar elements;
v) general multipolar elements.
b) Curved elements:
i) constant bending magnets;
ii) linearly varying bending magnets;
iii) general bending magnets.
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All multipolar elements can be defined with up
to four harmonic components (not necessarily
consecutive in order).
The longitudinal shape of the fields in the general
multipolar elements can be defined by up to
four terms for each of the four allowed harmonic
components. The fields in the bending magnets can
be defined by h, n, [3, Y given (in the general case) as
arbitrary functions of 1.
Partial flow charts illustrating the main opera-
tions of the actual computer program are given in
Appendix 2.
The program was checked against results ob-
tained previously by the second order matrix
formulation and duplicated those calculations
within the expected accuracy.
A list of data pertaining to the distinct elements
of a given machine is first entered, followed by an
order list in which these elements are used to
determine the machine. Then computer operations
are performed.
Four types of operations can be performed by
the program:
a) modify certain specifications ofsomeelements;
b) trace particles around the system defined in
the data (ray tracing);
c) perform a Twiss matrix analysis around a
stable closed orbit;
d) perform a separatrix analysis around an
unstable closed orbit.
These tasks can be performed in any number and
in any order chosen by the user.
6 TWISS MATRIX MOTION ANALYSIS
Though individual particle tracing around the
machine, by solving the differential equations of
motion, is essential in a final analysis, there remains
the need for a matrix analysis for easy interpreta-
tion and for tuning purposes.
a) Determination of Stable Closed Orbit and
Twiss Analysis
Generally speaking the vector vo(xo, x~, Zo, z~, bo)
characterizing the particle after one turn around
the machine can be obtained as a function of the
vector Vi(Xi , x~, Zi' z~, bJ characterizing the initial
state of the particle.
Vo = f(vJ. (8)
The program computes Vo given any Vi' that is the
program computes the vector function f numeri-
cally. A closed orbit is defined by:
Veo = f(veo)'
To solve the above equation it is assumed that in a
small neighbourhood of the closed orbit Vo - Veo
varies linearly with Vi - Vco' In matrix notation:
X o - X eo all a l2 a l3 a l4 Xi - X eo
X~ - X~o a 2l a22 a23 a24 X~ - X~o
Zo - Zeo a 3l a32 a33 a34 Zi - Zeo
Z~ - Z~o a 4l a42 a43 a44 Z~ - Z~o
or
also
Vo = (1 - A)veo + Avi • (9)
In Eq. (9) the coefficients aij of A and the compo-
nents of veo are 20 unknown variables. Eq. (9) is in
reality a system of 4 equation in these 20 unknown
variables. Let us choose five particles vl' ... , Vs
whose coordinates are Vlj' •.• , V Sj . After one turn
their vectors become Wl' ... , Ws given by
wj = (1 - A)veo + Avj .
Call d the vector (1 - A)veo ' So
wj = d + Avj •
Explicitly in terms of the components (after some
rearrangement)
wjl = dl + AllVjl + A l2 V j2 + A l3 V j3 + A l4 Vj4
(lOa)
W j2 = d2 + A 2lvj1 + A 22 vj2 + A 23 vj3 + A 24 vj4
(lOb)
W j3 = d3 + A 31 Vjl + A 32 V j2 + A 33 V j3 + A 34 Vj4
(lOc)
W j4 = d4 + A4l Vjl + A 42 V j2 + A 43 Vj3 + A44 Vj4 ·
(lOd)
Here, (lOa) is a set of fi"ve equations (for five j
values) in the five unknowns dl , All' Al2 , A 13 ,
A 14 , and with a proper choice of the particles, can
be solved. The same is true for (lOb), (lOc), and
(lOd). The particles have to be chosen so that the
systems lO are invertible so the matrix A and the
vector d can be determined. The term vco is then
determined by
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ASA = S




The precision of the result depends on the choice of
the five particles (in the neighbourhood of a
presumed closed orbit). A repetition of the above
process improves the result. Experience showed
that three iterations were usually sufficient. If we
were using the symplectic conditions on matrix A
(see Ref. 13).
four particles only would be necessary. This
would impose a value 1 to the determinant. By
using five particles the determinant is not neces-
sarily equal to 1. The difference from the value 1 is
an indication of the precision attained by the
approximation. The submatrices of matrix A
[
all al2] and [a33 a34]
a2l a22 a43 a44
describe the horizontal and vertical movements
in the neighbourhood of veo • A Twiss formalism
analysis of these two-by-two matrices yields the
betatron wave numbers Vx ' Vz and the (J., {3, Y
coefficients (see Bruck, Ref. 12). Any two-by-two
matrix of determinant 1 can be written in the form:
[
a a12] [cos J.1 - (J. sin J.1 {3 sin J.1 ]a~: a22 = - Y sin 11 cos 11 + IX sin 11
so that
all + a22
cos J.1 = 2 '
f3=~
sin J.1'
The betatron wave number of the movement is
v = J.1/2n.
The coefficients a13' a14 , a23 , a24 , a31 , a32 ,
a41 and a42 indicate the importance of the coupling
between the two movements.
b) Determination of Unstable Closed Orbits
The determination of the unstable closed orbits is
done in exactly the same way as for the closed
orbits. The analysis of the motion around the closed
orbit, after it is found, is limited to the xx' plane.
The method is very similar to the one given in
Ref. 14.
If (xeo ' x~o) are the coordinates of the closed
orbit, then in a small neighbourhood of this point
the following linear form is valid,
[x~ - X~oJ = [b 11 b12J[X~=X~o]~ (11)X o - xeo b21 b22 Xi X eo
The aim is to determine the four bij coefficients
and the two coordinates Xeo , x~o. Three points are
chosen around the estimated closed orbit. (All
four particle coordinates are however computed
by the tracing program in this process.) The six
conditions they determine through Eq. (11) en-
able us to compute bij , Xeo and x~o.
As for the Twiss analysis, three iterations usually
suffice to achieve good precision. The matrix B
determines the characteristic of the motion in the
neighbourhood of the closed orbit. For motions in
the neighbourhood of an unstable point, an
eigenvalue-eigenvector computation gives useful
information on the direction of the separatrices
and the motion of points on these separatrices. For
more detail on the use of these informations we
refer the reader to Ref. 1.
In the case of EROS, a special analysis for a !
resonance extraction was introduced together
with the computation of the pitch of outgoing
particles (see Refs. 1 and 11).
7 EROS PROJECT
EROS (the Electron Ring Of Saskatoon) is a
pulse stretcher project aimed at increasing the
duty factor of the Saskatoon linear accelerator to
over 80 per -cent. It is a ring of 80 m circumference,
into which the 1 J.1sec (300m long) pulse is injected
and then slowly extracted by a resonance process.
Figure 3 is a schematic layout of EROS. More
details maybe found in Ref. 1.
8 AREA PRESERVING MAPPINGS
For the interested reader, the author wishes to
mention a very captivating paper by Edwin
McMillan written in tribute to E. U. Condon. It
shows many intriguing facets of stable and un-
stable fixed points associated with area preserving
mappings. In fact some of these aspects do appear
in particle tracing in circular machines. 15
9 CONCLUSION
The program was successfully used to obtain
higher order effects that could influence the
behaviour of the ring, namely, fringing field effects,
harmonic content, coupling between vertical and
horizontal movements. 11 Improvements are being
contemplated to enable the program to handle
more cases of field configurations.
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FIGURE 3 EROS ring layout.
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fo = f(xo, Yo, zo,·· .).
y' = f(x, y, z, ... ), z' = g(x, y, z, ... ), ... (1)
can be solved numerically by a repeated use of the
formulae
fl = f(x o + a1h,Yo + a1hb10 fo,zo
+ a 1hb 1090 , ...)
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The coefficients ai' bij appearing in Eq. (1) are
determined so that the Taylor series of y(xo + h)
coincides to order m with the Taylor series of the
exact solution Ye(XO + h).
Formula (1) is then called a (m, n + 1) formula;
m is called the order of the formula and n + 1 is
the number of evaluations of the function f(x, y)
needed per step of integration.
It is convenient to specify the formulae by an
array of its coefficients as follows:
a1 b10
a 2 b20 b21
an bnO bnn - 1
C1 en
For a theory of the development of these formulae
we refer the reader to Refs. 6 and 7. For information




y(xo + h) = Yo + h LCih,z(xo + h)
i=O
n








1 0 0 1
1 1 1 1




























-1 + J5 15 - 7J5
4 10
0 1 15 + 7J5-6 60
0 9 - 5J5 1 -5 + 3J5-12 6 10
0 -55 + 25J5 -25 - 7J5 5 - 2J5 5+J512 12 2







~ #1 + 3)
1 #1 + 0 + 3)
! i(1 + 0 + 0 + 3)
t #13 + 0 - 27 + 42 + 8)
i 4l20(389 + 0 - 54 + 966 - 824 + 243)
1 fa( -231 + 0 + 81 - 1164 + 656 - 122 + 800)
~ ih{ -127 + 0 + 18 - 678 + 456 - 9 + 576 + 4)
1 rlo<1481 + 0 - 81 + 7104 - 3376 + 72 - 5040 - 60 + 720)
s!o(41 + 0 + 0 + 27 + 272 + 27 + 216 + 0 + 216 + 41)
1 1
9 9
i -h(1 + 3)
i -h(1 + 0 + 3)
/0 560(29 + 0 + 33 - 12)
i rli33 + 0 + 0 + 4 + 125)
! #. - 21 + 0 + 0 + 76 + 125 - 162)
1 2h< - 30 + 0 + 0 - 32 + 125 + 0 + 99)
1 ~1175 + 0 + 0 - 3456 - 6250 + 8424 + 242 - 27)
~ ~293 + 0 + 0 - 852 - 1375 + 1836 - 118 + 162 + 324)
~ 16~0(1303 + 0 + 0 - 4260 - 6875 + 9990 + 1030 + 0 + 0 + 162)
1 d2s( - 8595 + 0 + 0 + 30720 + 48750 - 66096 + 378 - 729 - 1944 - 1296 + 3240)
s!o(41 + 0 + 0 + 0 + 0 + 216 + 272 + 27 + 27 + 36 + 180 + 41)
analysis
of ~1tCh
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