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CSI-free vs CSI-based multi-antenna WET schemes
for massive low-power Internet of Things
Onel L. A. Lo´pez, Nurul Huda Mahmood, Hirley Alves, Matti Latva-aho
Abstract—Wireless Energy Transfer (WET) is emerging as
a promising solution for powering massive Internet of Things
(IoT) deployments. An important question that has recently
raised the interests from the research community is whether the
costly Channel State Information (CSI) acquisition procedure is
necessary for optimum performance. In this paper, we shed some
light into this matter by evaluating CSI-based and CSI-free multi-
antenna WET schemes in a Wireless Powered Communication
Network (WPCN) with WET in the downlink, and periodic
or Poisson-traffic Wireless Information Transfer (WIT) in the
uplink. When CSI is available, we show that a Maximum Ratio
Transmission beamformer is close to optimum whenever the
farthest node experiences at least 3 dB of power attenuation
more than the remaining devices. On the other hand, although the
adopted CSI-free mechanism is not capable of providing average
harvesting gains, it does provide greater WET/WIT diversity
gains with lower energy requirements when compared with the
CSI-based scheme. Our numerical results evidence that the CSI-
free scheme constitutes the optimum for most of the configu-
rations; although its performance may degrade significantly if
the setup is not optimally configured in case of Poisson traffic.
Finally, we show the prominent performance results when the
uplink transmissions are periodic, while highlighting the need
of using a minimum mean square error equalizer rather than
zero-forcing for information decoding.
Index Terms—WET, massive IoT, WPCN, CSI-free, energy
beamforming, periodic traffic, Poisson traffic, MMSE, ZF
I. INTRODUCTION
The Internet of Things (IoT) is a major technology trend
that promises to interconnect everything towards building a
data-driven society enabled by near-instant unlimited wireless
connectivity [1], [2]. A key feature/challenge of the IoT is the
massive connectivity since around 80 billion connected devices
are foreseen to proliferate globally by 2025, thus resulting in
a massive technology-led disruption across all industries [3].
The IoT ranges from cloud (e.g., data centers, super com-
puters, internet core network) and fog (e.g., computers, smart-
phones, smart appliances) technologies, to edge (e.g., wear-
ables, smart sensors, motes) and extreme edge (e.g., smart dust
and zero-power sensors) technologies [4]. Energy efficiency
and/or power consumption criteria become more critical as
one descends over such layers. In fact, edge or extreme edge
devices are usually powered by batteries or energy harvesters
and are very limited in computing and storage capabilities
to reduce costs and enlarge lifetime. Many types of energy
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harvesting (EH) technologies are under consideration, e.g.,
based on solar, piezoelectric energy sources; but those relying
on wireless radio frequency (RF) signals are becoming more
and more attractive. RF-EH provides key benefits such as
[5], [6]: i) battery charging without physical connections,
which significantly simplify the servicing and maintenance of
battery-powered devices; ii) readily available service in the
form of transmitted energy (TV/radio broadcasters, mobile
base stations and handheld radios), iii) low cost and form
factor reduction of the end devices; iv) increase of durability
and reliability of end devices thanks to their contact-free
design; and v) enhanced energy efficiency and network-wide
reduction of emissions footprint.
RF-EH is a wide concept1 that encompasses two main
scenarios when combined with Wireless Information Transfer
(WIT), namely Wireless Powered Communication Network
(WPCN) and Simultaneous Wireless Information and Power
Transfer (SWIPT) [6]. In the first scenario, a Wireless Energy
Transfer (WET) process occurs in the downlink in a first
phase and WIT takes place in the second phase. Meanwhile,
in the second scenario, WET and WIT occur simultaneously.
An overview of the recent advances on both architectures
can be found in [8], while herein the discussions will focus
on WPCN and pure WET setups. Notice that WET may
have a much more significant role than WIT in practical
applications as highlighted in [6]. This is because WET’s
duration is often required to be the largest i) in order to
harvest usable amounts of energy, and/or ii) due to sporadic
WIT rounds, e.g., event-driven traffic. Since SWIPT may
happen just occasionally, WPCN use cases are often of much
more practical interest.Therefore, enabling efficient WPCNs is
mandatory [2], [6], [9], and constitutes the scope of this work.
A. Related Work
Over the past few years, the analysis and optimization of
WPCNs has evolved from the simple Harvest-then-Transmit
(HTT) protocol [10]–[12] towards more evolved alternatives
that are capable of boosting the system performance either via
cooperation [13], power control [14], rate allocation schemes
[15] and/or retransmissions [16]. However, most of the works
so far are concerned with rather optimistic setups where either
i) most of the power consumption sources at the EH devices
are ignored, ii) Channel State Information (CSI) procedures
1Herein we focus on RF-EH networks where the RF signals are inten-
tionally transmitted for powering the EH devices. Alternatively, the devices
may opportunistically harvest energy from RF signals of different frequencies
already in their surrounding environment and to which they are sensitive. The
latter is known as ambient RF EH, and readers can refer to [7] for an overview.
2are assumed cost free, and iii) only one or few EH devices
are powered. Regarding the latter, the number of EH devices is
often not greater than the number of powering antennas such
that full gain from energy beamforming (EB) is attained in
the WET phase, e.g., [12], [17], [18]. For instance, a setup
where a multi-antenna hybrid access point (HAP) transfers
power to the devices via EB, followed by the devices sending
their data simultaneously by consuming the harvested energy,
is investigated in [17]. The authors cast a max-min rate
optimization problem with practical non-linear EH and solve
it via several iterative optimization methods. However, no
other power consumption sources besides transmissions are
considered, and Zero Forcing (ZF) equalization is used for
information decoding at the HAP without analysing the CSI
acquisition costs. Meanwhile, the authors in [18] do consider
the CSI acquisition costs when optimizing the HAP pilots
power and the power allocated to the energy transmission,
while the EH devices are under the effect of several power
consumption sources. Yet, the imposition of having more
antennas than devices may be strong towards future low-power
massive IoT networks. Finally, the lack of a traffic source
model for data transmissions is also a strong limitation for
most of the works, which intrinsically assume full-buffer EH
devices, e.g., [10]–[18].
One important observation is that the gains from EB de-
crease quickly as the number of EH IoT devices increases
[6]. This holds even without accounting for the considerable
energy resources demanded by CSI acquisition. Therefore, in
massive deployment scenarios, the broadcast nature of wireless
transmissions should be intelligently exploited for powering
simultaneously a massive number of IoT devices with mini-
mum or no CSI. To that end, the authors in [19] propose a
new form of signal design for WET relying on phase sweeping
transmit diversity, which forces the multiple antennas to induce
fast fluctuations of the wireless channel and does not rely
on any form of CSI. This is accomplished by exploiting the
non-linearity of the EH circuitry. Meanwhile, several multi-
antenna CSI-free WET solutions have been recently proposed
and analyzed in [20], [21] to improve the statistics of the RF
energy availability at the input of the EH circuitry of a massive
set of energy harvesters:
• One Antenna (OA), under which the power beacon (PB)
uses only one antenna transmitting with full power;
• All Antennas transmitting the Same Signal (AA− SS),
under which the PB transmits the same signal simultane-
ously with all antennas but with equal, hence proportion-
ally reduced, power at each;
• All Antennas transmitting Independent Signals
(AA− IS), under which the PB transmits power
signals independently generated across the antennas; and
• Switching Antenna (SA), under which the PB transmits
with full power by one antenna at a time such that all
antennas are used during a coherence block.
Notice that i) OA is the simplest scheme since it does not
take advantage of the multiple spatial resources, while ii)
AA− SS may reach considerable gains in terms of average
harvested energy under Line of Sight (LOS) but it is highly
sensitive to the different mean phases of the LOS channel
component, and iii) AA− IS, SA do not improve the average
energy availability but do provide transmit diversity. It was
demonstrated in [21] that devices closer to the PB benefit
more from AA− IS, while those that are far, and more likely
to operate near their sensitivity level, benefit more from the
SA. All these CSI-free WET schemes have been considered
without the information communication component typical of
a WPCN, and consequently, their influence on the overall
system performance is so far unclear.
B. Contributions and Organization of the Paper
This paper aims at analyzing for the first time the gains
from operating with/without CSI for powering massive low-
power IoT deployments with uplink transmission require-
ments. Specifically, we consider a WPCN where a massive
set of IoT nodes require occasional uplink information trans-
missions to a HAP, which in turn is constantly transferring
RF energy to them in the downlink. Herein, we adopt the
SA strategy [20], [21] as the CSI-free WET scheme, which,
besides the benefits aforementioned, allows a better coupling
to the co-located information transmission processes. The
latter is because only one antenna is used for WET at any
time, while the remaining antennas stay silent, thus such idle
antennas may be used for uplink information decoding in
WPCN setups. The main contributions of this work are listed
as follows:
• We investigate and analyze a WPCN setup under CSI-
based and CSI-free powering schemes. We are concerned
with the overall outage probability, which encompasses
both WET and WIT processes’ failures. The performance
is evaluated in terms of the worst node’s performance
such that we can assure Quality of Service (QoS) guaran-
tees for all nodes in the network. We consider the power
consumption from several sources, e.g., transmission,
circuitry, and CSI-acquisition procedures;
• We decouple WET and WIT processes and cast a max-
min WET optimization problem when CSI is available
at the HAP. We provide analytical bounds on the perfor-
mance of the CSI-based WET beamforming by relying on
Maximum Ratio Transmission (MRT). We show that the
MRT is near the fairest EB, e.g., the EB that provides
max-min performance guarantees, even in a massive
deployment, if the farthest EH node experiences at least 3
dB of power attenuation more than the remaining devices;
• We consider two types of information traffic sources: i)
periodic traffic, such that the network is perfectly syn-
chronized; and ii) Poisson traffic, which is uncoordinated
and random. The overall performance is analyzed for both
traffic profiles. Our results not only evidence that the
system performance deteriorates under Poisson random
access when compared to deterministic traffic, but also
that it is more challenging to optimally configure the
network. We cast an optimization problem to determine
the optimum pilot reuse factor such that the collision
probability keeps below a certain limit. A solution algo-
rithm is provided and shown to converge in few iterations;
3• For information decoding in the uplink, the HAP im-
plements either ZF or the Minimum Mean Square Error
(MMSE) equalization. We show that the MMSE provides
large performance gains for the WPCN under consider-
ation when compared to ZF, mainly because of the low-
rate low-power transmissions, which are typical in the
analyzed scenario;
• The impact of the CSI-based and CSI-free scheme on the
WET performance is analytically analyzed and several
trade-offs are identified. It is shown that the CSI-free
scheme is preferable as the number of IoT devices in-
creases and/or the CSI acquisition costs increase. In terms
of overall performance, the CSI-free scheme is shown to
be the optimum for most of the configurations; although
its performance may degrade significantly if the setup is
not optimally configured in case of Poisson traffic.
Next, Section II presents the system model and assumptions,
Section III discusses the energy outage performance under
the CSI-based and CSI-free WET schemes, while Section IV
addresses the information outage performance under ZF and
MMSE decoding schemes. Section V presents and discusses
numerical results. Finally, Section VI concludes the paper.
Notation: Boldface lowercase letters denote column vec-
tors, while boldface uppercase letters denote matrices. For
instance, x = {xi} where xi is the i-th element of vector
x; while X = {Xi,j} where Xi,j is the i-th row j-th column
element of matrix X. By I we denote the identity matrix, and
by 1 we denote a vector of ones. Superscripts (·)T and (·)H
denote the transpose and conjugate transpose operations, while
Tr(·) and diag(x) denote the trace operator and a diagonal
matrix with elements {xi}, respectively. C, R and Z+ are
the set of complex, real and non-negative integer numbers,
respectively; while i =
√−1 is the imaginary unit and ℑ(x)
denotes the imaginary part of x ∈ C. The absolute/cardinality
operations in case of scalars/sets is denoted as | · |, while
||x|| denotes the euclidean norm of vector x. Additionally, ⌊·⌋
and ⌈·⌉ are the floor and ceiling functions, respectively, while
sup{·} and inf{·} are the supremum and infimum notations.
The curled inequality symbol  is used to indicate positive
definiteness of a matrix, while O(·) is the big-O notation.
EX [ · ] denotes expectation with respect to random variable
(RV) X , which is characterized by a Probability Density
Function (PDF) fX(x) and Cumulative Distribution Function
(CDF) FX(x), while P[A] is the probability of event A. Also,∑
Y X denotes the sum of Y RVs distributed as fX(x).
c ∼ CN (µ,R) is a circularly-symmetric Gaussian complex
random vector, with mean vector µ and covariance matrix R,
while Y ∼ χ2(ϕ, ψ) is a non-central chi-squared RV with ϕ
degrees of freedom and parameter ψ such that [22]
FY (y) = 1−Qϕ/2
(√
ψ,
√
y
)
, (1)
where Qa(·) denotes the Marcum Q-function.
II. SYSTEM MODEL
We consider the scenario depicted in Fig. 1. In the downlink,
a HAP wirelessly powers a large set S = {si} of S single-
antenna EH sensor nodes located nearby. Such low-power
Fig. 1. System model: a HAP equipped with M antennas powers wirelessly
in the downlink a set S of single-antenna sensor nodes located nearby, while
it receives information from a subset of them in the uplink.
devices require in turn to sporadically send some short data
messages of k bits/Hz over time blocks of t seconds in the
uplink. The HAP is equipped with M antennas, Mt of which
are used for downlink energy transmission, and the remaining
Mr = M − Mt for information decoding in the uplink.
We assume that the coherence time Tc is sufficiently large
such that t ≤ Tc/M for any feasible M . On the one hand,
notice that since the RF-EH devices are extremely-low-power
nodes, they are foreseen to be mostly static devices, thus,
the coherence time is large. On the other hand, such devices
are expected to transmit for short times due to intrinsically
small data payloads, low-latency requirements, and/or lack of
energy resources to support longer transmissions [23]. Then,
by limiting for instance the analysis of this work to M ≤M0
we can set t = Tc/M0, although extending any of our analyses
for any other smaller t would be straightforward.
A. Channel model
The average channel gain between the HAP and si is
denoted as βi, e.g. the path loss is 1/βi, while the small-
scale fading channel coefficient between the HAP’s antennas
and si (downlink) is denoted as h
(d)
i ∈ CMt×1, and the
channel between si and HAP’s antennas (uplink) is denoted
as h
(u)
i ∈ CMr×1. Notice that even when the network is
configured to operate over the same frequency band in uplink
and downlink, the channel reciprocity is difficult to hold in
this kind of setup since devices at both ends are extremely
different [24], hence we assume fully independent uplink and
downlink channels2.
The antenna elements are sufficiently separated such that
the fading seen at each antenna can be assumed independent.
We assume quasi-static channels undergoing Rician fading,
i.e., h
(d)
i ,h
(u)
i ∼ CN
(√
κ
1+κ1M{t,r}×1,
1
1+κIM{t,r}×M{t,r}
)
,
which is a very general assumption that allows modeling a
2Even when certain dependence may exist, this does not affect significantly
our results. This is because WIT phases in WPCNs are mostly sporadic, then,
the aggregated harvested energy between consecutive WIT phases is much
less dependent on the fading experienced in a particular coherence block.
4wide variety of channels by tuning the Rician factor κ ≥ 0
[25, Ch.2], e.g., when κ = 0 the channel envelope is Rayleigh
distributed, while when κ → ∞ there is a fully deterministic
LOS channel.
B. Transmission model
We assume homogeneous (in terms of hardware, supported
services and traffic characterization) IoT devices which are
harvesting RF energy from HAP’s transmissions. They require
pc power units to keep active, otherwise they are in outage.
Such a value obviously depends on their circuitry but also
on the services they require to support. Additionally, the EH
devices need to report their data to the HAP at some moments,
so they interrupt briefly (during t seconds) their EH process to
send it. We model such transmission activation in two different
ways, by considering:
• periodic traffic, such that the network is perfectly syn-
chronized and every EH device has a predefined slot
allocated for transmission. If the periodicity is ts, then
there are ⌊ts/t⌋ slots available. If S ≤ ⌊ts/t⌋, then each
device operates alone in the channel; otherwise there will
be up to ⌈S/⌊ts/t⌋⌉ concurrent transmissions eventually;
• Poisson traffic, such that the network traffic is uncoor-
dinated. Let us take λ as the mean number of messages
per coherence time that are required to be transmitted by
each EH device. Notice that it is evident that λ < 1 needs
to hold according to our previous discussions.
It is worth noting that neither the periodic nor the Poisson
model are suitable for mimicking bursty traffic, for which other
more suitable models are recommended, e.g., [26]. However,
a WPCN implementation is not suitable in scenarios requiring
bursty transmissions mostly due to its inherent and strict
energy limitations, thus we resorted to the above simple but
effective models covering two extreme ends. Additionally, note
that the multiple antennas at the HAP require to be exploited
for spatially separating the concurrent transmissions with high
reliability. We delve into the specific details in Section IV.
Finally, pi denotes the fixed transmit power of si, while
ξ
(u)
csi , ξ
(d)
csi represent the energy resources
3 (power × time)
utilized by such EH node to let the HAP know the uplink
and donwlink CSI, respectively. Notice that since channel
reciprocity does not hold, it is expected that ξ
(u)
csi < ξ
(d)
csi
as transmissions from the EH devices are requried in both
downlink and uplink (pilot transmissions in uplink, feedback
in downlink), but decoding/processing the pilots sent by the
HAP is also required in the downlink.
C. Performance evaluation
We adopt the outage probability formulation as the main
performance metric. We say si is in outage when: i) the
harvested energy was insufficient for supporting its opera-
tion and consequently no uplink data transmission occurred:
3Notice that the time resource for ξ
(d)
csi is limited by Tc/S, while for ξ
(u)
csi
is limited by the overall transmission duration t. In fact, we assume in our
analyses that the uplink pilot training phase is much shorter than the actual
data transmission and ignore its impact on the information outage performance
in Section IV.
energy outage O(d)i , or ii) uplink transmission occurred but
the transmitted message could not be decoded at the HAP:
information outage O(u)i . Since donwlink and uplink channels
are independent and transmit powers are fixed we have that
si’s outage probability is given by
Oi = 1−
(
1−O(d)i
)(
1−O(u)i
)
= O(d)i +O(u)i −O(d)i O(u)i . (2)
Finally, the network performance is evaluated in terms of the
worst node’s performance by computing the network outage
probability as
O = sup
i=1,··· ,S
{Oi}. (3)
Then, we can assure that every EH device in the network
performs reliably at least the (1 − O)% of time. Notice that
forOi ≪ 1, the termO(d)i +O(u)i dominates (2). Consequently,
and since Oi ≪ 1 is required in practical scenarios, we can
examine independently the bounds on O(d)i and O(u)i .
III. WIRELESS ENERGY TRANSFER
In Subsection III-A, we first propose a CSI-based precoding
scheme for optimizing the WET process. Then, we address
the CSI-free WET alternative in Subsection III-B. The energy
outage performance under both CSI-based and CSI-free WET
schemes is also analyzed therein.
A. CSI-based WET
In each coherence block time, the HAP sends pilot signals
that are used by the EH devices to estimate the donwlink
channels. Then, such information is fedback to the HAP
through the uplink channels in an ordered way. As commented
before, in such processes, the EH devices spend ξ
(d)
csi energy
units each time, which is approximately given as
ξ
(d)
csi ≈Mtξ0, (4)
where ξ0 denotes the energy required for decoding, processing
and sending back to the HAP the information related to the
pilot signals coming from each antenna. As we will show later
in Subsection III-A3, very often, the HAP only requires the
WET-CSI from a small set of EH devices, and therefore it
is expected that their CSI feedback can be scheduled without
overlapping.
As there are Mt transmit antennas, the HAP is able to
transmit Mt energy beams to broadcast energy to all sensors
in S. Then, the incident RF power at si is given by
Erfi =Ex
[(√
Pβi(h
(d)
i )
T
Mt∑
j=1
wjxj
)H(√
Pβi(h
(d)
i )
T
Mt∑
j=1
wjxj
)]
= Pβi
Mt∑
j=1
|(h(d)i )Twj |2E[xHj xj ]
= Pβi
Mt∑
j=1
∣∣(h(d)i )Twj∣∣2, (5)
5where P is the HAP’s transmit power, wj ∈ CMt×1, j =
1, · · · ,Mt, denotes the precoding vector for generating the
j−th energy beam, and xj is its normalized energy carrying
signal, i.e., E[xHj xj ] = 1, which is independently generated
across the antennas, i.e., E[xHj xl] = 0, ∀j 6= l.
For our setup and performance evaluation criterion,
the optimum precoder {wj} is the one that minimizes
supi=1,··· ,S {O(d)i }. However, since the set {h(d)i } is known
by the HAP after the CSI acquisition procedures, the prob-
lem translates to maximize infi=1,··· ,S {Erfi } subject to∑Mt
j=1 ||wj ||2 ≤ 1. The previous objective function is not
concave and therefore the problem is not convex. However, it
can still be optimally solved by rewriting it as a semi-definite
programming (SDP) problem [27], as shown next.
1) Energy beamforming: First, define ζ , infi{Erfi }, while
Erfi in (5) can be rewritten as
Erfi = Pβi
Mt∑
j=1
h
(d)H
i wjw
H
j h
(d)
i = Pβi Tr(WH
(d)
i ), (6)
where W =
∑Mt
j=1 wjw
H
j and H
(d)
i = h
(d)
i h
(d)H
i . Second,
notice that W is a Hermitian matrix (with maximum rank
min(S,Mt)) that can be found by solving
P : minimize
W∈CMt×Mt ,ζ
− ζ (7a)
subject to PβiTr(WH
(d)
i ) ≥ ζ, i=1, · · · , S (7b)
Tr(W) = 1 (7c)
W  0, (7d)
which is an SDP problem. Notice that (7c) corresponds to
the power budget constraint. Finally, the beamforming vectors
{wj} match the eigenvectors of W but normalized by their
corresponding eigenvalues’ square roots such that Tr(W) = 1.
This procedure allows finding the optimum precoding vectors,
and hereinafter it is referred to as CSI-based beamforming.
Interior point methods are mostly adopted to efficiently
solve SDP problems. Since P consists of a linear function, S+
1 linear constraints, one positive semi-definite constraint, and
the more challenging optimization variable has size Mt×Mt,
interior point methods will take O(Mt log(1/ǫ)) iterations,
with each iteration requiring at most O(M6t +(S+1)M2t ) arith-
metic operations [28], where ǫ represents the solution accuracy
at the algorithm’s termination. In addition, an eigendecomposi-
tion of W, which has complexity O(M3t ), is required in order
to derive the set of beamforming vectors. Consequently, the
SDP solution becomes computationally costly as the number
of PB’s antennas and/or the number of EH devices increases.
2) Energy outage lower bound: Notice that
sup
i
{O(d)i } ≥ inf
{wj},∀j
{O(d)i′ }, (8)
where si′ is the sensor under the greatest path loss: βi′ ≤
βi, ∀si ∈ S, e.g., the farthest sensor. The above expression
strictly holds as long as we consider the same energy require-
ments for all devices, e.g., homogeneous devices with the same
transmit power pi = p, ∀si ∈ S. However, (8) should also
hold when intelligent power allocation polices are utilized.
In the best possible scenario, where the HAP requires
compensating only the channel impairments of si′ since
the remaining nodes are under much better favorable chan-
nel/propagation conditions, a MRT precoding will be the
optimum. Such MRT precoding is indistinctly and equivalently
given by
wj =
1√
Mt
h
(d)∗
i′
||h(d)i′ ||
, ∀j, or


h
(d)∗
i′
||h
(d)
i′
||
, j = 1
0, j > 1
, (9)
for which Erfi′ in each coherence interval becomes
Erfi′ = Pβi′ ||h(d)i′ ||2 ∼
Pβi′
2(1 + κ)
X, (10)
which comes from using [20, Eq. (45)] and setting X ∼
χ2(2Mt, 2Mtκ).
We assume that the energy harvested between consecutive
uplink transmissions requires to be enough for powering
the circuits, performing the CSI acquisition procedures, and
sending an uplink information message, while the remaining
(if any) energy is used in other tasks, e.g., sensing, signal
processing, etc. Therefore,
• for periodic traffic, the total energy harvested by si′
between its uplink transmissions is at most given by
Ei′
(a)
= ηTc
∑
⌈ts/tc⌉
Erfi′
(b)∼ ηTcPβi
2(1 + κ)
∑
⌈ts/Tc⌉
X
(c)∼ ηTcPβi
2(1 + κ)
χ2
(
2Mt⌈ts/Tc⌉, 2Mtκ⌈ts/Tc⌉
)
, (11)
where in (a), η ∈ (0, 1) denotes the energy conversion ef-
ficiency, and the summation is over ⌈ts/Tc⌉ independent
RVs of the form of Erfi′ , (b) comes from using (10), while
(c) follows after using the definition of a non-central chi-
square RV. Notice that although we conveniently used
⌈ts/tc⌉ to take advantage of a finite summation, the last
expression holds without such a constraint.
Meanwhile, the energy requirements under periodic traf-
fic are given by
E0 =
⌈ ts
Tc
⌉
ξ
(d)
csi + ξ
(u)
csi + pcts + pt, (12)
thus (8) becomes
sup
i
{O(d)i } ≥ P
[
Ei′ < E0
]
≥ 1−QMt⌈ tsTc ⌉
(√
2Mtκ⌈ tsTc ⌉,
√
2(1+κ)×
×
√
⌈ tsTc ⌉ξ
(d)
csi +ξ
(u)
csi +pcts+pt
ηTcPβi′
)
, (13)
which comes from using the CDF of a non-central chi-
square RV; while
• for Poisson traffic, the messages arrive with an exponen-
tial inter-arrival random time U with mean 1/λ (given
in coherence intervals). For analytical tractability, let
us assume that transmissions also occur in an slotted
fashion, where slots are of duration t. Then, devices with
6a ready-to-send message wait for the next time slot for
transmission.
Let us denote the inter-arrival RV by V , which is now
discrete and with PMF given by
P[V = v] = P[v − 1 ≤ U < v]
= FU (v)− FU (v − 1) = (eλ − 1)e−λv (14)
for v ≥ 1. Now, Ei′ becomes a random sum of Erfi′ RVs,
i.e., Ei′ = ηTc
∑
V E
rf
i′ , while the energy requirements
to make the uplink transmissions take place are random
as well, and can be written as
E0 =vξ
(d)
csi + ξ
(u)
csi + pcvTc + pt. (15)
Then
sup
i
{O(d)i } ≥ P
[
Ei′ < E0
]
= P
[
ηTc
∑
V
Erfi′ <vξ
(d)
csi +ξ
(u)
csi +pcvTc+pt
]
(a)
= EV
[
P
[ ηTcPβi′
2(1 + κ)
∑
V
X < vξ
(d)
csi + ξ
(u)
csi +
+ pcvTc + pt
∣∣∣V ]]
(b)
= 1− EV
[
QMtv
(√
2Mtκv,
√
2(1 + κ)
ηTcPβi′
×
√
v
(
ξ
(d)
csi + pcTc
)
+ξ
(u)
csi +pt
)]
(c)≈ 1−(eλ−1)
vmax∑
v=1
QMtv
(√
2Mtκv,
2(1+κ)
ηTcPβi′
×
×
√
v
(
ξ
(d)
csi + pcTc
)
+ξ
(u)
csi +pt
)
e−λv, (16)
where (a) comes from averaging the outage events con-
ditioned on a given v and using (10), while (b) follows
by taking the summation of v non-central chi-squared
RVs, which obeys a non-central chi-squared distribution
as well, but with v times the number of degrees of
freedom and non-centrality parameter, and using its CDF
by taking advantage of (1), while (c) follows after taking
the expectation with respect to V by using (14). Notice
that we avoided using an infinite notation in the last step,
and instead considered only the first vmax summands,
hence (16) is, in general, an approximation that becomes
exact as vmax → ∞. However, since V is a discrete
exponential-like random variable characterized in (14),
setting vmax such that vmax ≥ 10 × E[V ] is enough for
a good accuracy. Notice that
E[V ] =
eλ
eλ − 1 , (17)
which follows from realizing that computing E[V ] =∑∞
v=1 ve
−λv is equivalent to evaluate eλ into the
Z−transform of the sequence 1, 2, 3, · · · , which is
z−1
(1−z−1)2 .
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Fig. 2. E
[
Erf
i
]
/(Pβi) vs κ for Mt ∈ {2, 8, 32, 128, 512}. Comparison
between the Monte Carlo-based (18) and the analytical approximation (19).
3) On the optimality of the MRT beamforming: Let us
assume that the HAP is using the MRT beamformer to
power the farthest node si′ . One question arises: How such
beamformer impacts the wireless powering of the remaining
devices? To shed some light into that matter, let us focus on
the performance in terms of average incident RF power in a
certain device si ∈ S\si′ . By using (5) and the second MRT
beamfomer given in (9), we have that
E
[
Erfi
]
= E
[
Pβi
Mt∑
j=1
∣∣(h(d)i )Twj∣∣2
]
= PβiE
[∣∣(h(d)i )Tw1∣∣2]
= PβiE
[ ∣∣h(d)Hi′ h(d)i ∣∣2
||h(d)i′ ||2
]
. (18)
Unfortunately, w1 follows a cumbersome projected normal
distribution when ℑ{w1} = 0 [29], which makes the analysis
of the distribution of
∣∣(h(d)i )Tw1∣∣2 already very complicated
even for such a simplified scenario. Meanwhile, decoupling
the expression as shown in the last line of (18) does not solve
the problem since numerator and denominator are correlated.
We resorted to simulation and standard fitting procedures, and
found out that
E
[
Erfi
]
Pβi
≈ 1
4
( κ
1 + κ/
√
2
)2
Mt +
1
1 + κ/2
(19)
matches (18) accurately, which is corroborated in Fig. 2. Now,
notice that based on (10), we have that
E
[
Erfi′
]
= Pβi′Mt, (20)
thus,
E
[
Erfi
]
E
[
Erfi′
] ≈ βi
βi′
(
1
4
( κ
1 + κ/
√
2
)2
+
1
Mt(1 + κ/2)
)
. (21)
When E
[
Erfi
]/
E
[
Erfi′
]
> 1, ∀i : si ∈ S\si′ , we have that
even when the HAP uses only the CSI statistics referred to
si′ , the remaining devices harvest more energy at least on
average. In such scenario the MRT beamformer is most of the
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MAIN SYSTEM PERFORMANCE CHARACTERISTICS UNDER THE CONSIDERED CSI-BASED AND CSI-FREE WET SCHEMES
Schemes No. Tx. Antennas Average EH Gain EH Diversity No. Rx. Antennas Energy Requirements
CSI-based Mt ≤ Mt Mt M −Mt Moderate−High
CSI-free (SA) 1 1 M M − 1 Low−Moderate
time the optimum from a system perspective. Now notice that
if we consider the large-LOS scenario, (21) simplifies to
E
[
Erfi
]
E
[
Erfi′
] κ→∞≈ βi
2βi′
, (22)
which basically tells us that when si′ undergoes a path-loss at
least 3dB greater than the experienced by the remaining EH
nodes, the optimum energy beamformer is given by (9) most
of the time.
B. CSI-free WET
Several CSI-free powering schemes have been recently
proposed and analyzed in [20], [21], e.g., OA, AA− SS,
AA− IS and SA. In Section I, we highlighted their main
characteristics and argued why we adopt the SA scheme as
our CSI-free scheme in this paper. Summarizing, the reasons
are three-fold: i) among the schemes taking advantages of the
spatial resources, SA exhibits a homogeneous performance
over the space, which is not sensitive to the different mean
phases of the LOS channel component; ii) it is more suitable
than the AA− IS scheme for powering devices far from
the HAP; and iii) it allows a better coupling to the co-
located information transmission processes since only one
antenna may be transferring energy in the donwlink while the
remaining may be receiving uplink information.
In our setup, the adoption of the SA scheme implies that
each transmit antenna is active during Tc/M seconds, while
the remaining M −1 antennas function as receive antennas,
i.e., Mt = 1, Mr =M−1. The incident RF power at si′ is
then given by
Erfi′ =
Pβi′
M
||h˜(d)i′ ||2 ∼
Pβi′
2M(1 + κ)
χ2(2M, 2Mκ), (23)
which comes from exploring the connection to (10) and
defining h˜
(d)
i′ ∈ CM×1 since all antennas transmit during a
coherence block, although not simultaneously. Consequently,
by taking ξ
(d)
csi ← 0, P ← P/M and Mt ← M the
energy outage bounds given in (13) and (16) for periodic and
Poisson traffic, respectively, hold here as well. Notice that
under the CSI-based scheme, the average harvested energy
can be up to M times greater than under SA scheme, for
which E[Erfi′ ] = Pβi′ , however, the diversity gain of SA is
M/Mmrtt > 1 greater since all antennas contribute.
A summary on the system performance characteristics under
the CSI-based and CSI-free WET schemes is presented in
Table I. Notice that the average EH gain is counted as
E[Erfi′ ]/(Pβi′), while the energy requirement field accounts
for all energy consumption sources including the uplink CSI-
acquisition procedure which is required for both analyzed
schemes.
IV. WIRELESS INFORMATION TRANSMISSION
As commented in Section II, at some points, the EH devices
require sending short data messages of k bits/Hz over blocks
of t seconds to the HAP. The HAP utilizes Mr antennas to de-
code the arriving messages and resolve possible simultaneous
transmissions. Uplink CSI is required to implement the ZF or
MMSE linear decoding schemes which we adopt here, while
the analysis under non-coherent decoding schemes is left for
future work.
Notice that we consider an uninterrupted downlink WET,
while now and then a subset of the devices interrupt their
harvesting process to send uplink data. The self-interfering
powering signals, traveling through the channels between the
Mt transmit antennas and Mr receive antennas are assumed
to be perfectly canceled via Successive Interference Cancella-
tion (SIC) techniques, which may include analog and digital
processes. Such SIC techniques can benefit from the fact that
the powering signals can be chosen deterministically.
Finally, under the SA scheme we assume that the transmit
slots are scheduled such that no antenna switching occurs
during an actual uplink transmission, which would complicate
the information decoding procedures. Next, we analyze the
WIT performance under the considered traffic profiles.
A. WIT under periodic traffic
As commented in Subsection II-B the maximum number of
concurrent transmissions is deterministically ⌈S/⌊ts/t⌋⌉, thus,
the HAP requires that same number of orthogonal pilot signals
and consequently pilot symbols. Then, under periodic traffic,
ξ
(u)
csi can be broken approximately into
ξ
(u)
csi ≈ ⌈S/⌊ts/t⌋⌉ξ˜0, (24)
where ξ˜0 is the per-symbol pilot energy. Next, we investigate
the outage performance of the data transmission phase.
1) Signal model: At the HAP, the data signal received after
each transmission is given by
y = H(u)P
1/2
β x+w, (25)
where the j−th column of H(u) is h(u)j and consequently such
matrix has dimension Mr×S, Pβ = diag
({piβi}), x ∈ CS×1
is the normalized vector of the normal signals transmitted by
the S devices, and w ∼ CN (0, σ2IMr×Mr ) is the Additive
White Gaussian Noise (AWGN) vector at the Mr antennas. If
si is not active in a given transmission slot of duration t, we
consider that the respective entries in H(u), Pβ and x are zero.
Consequently the number of non-zero columns of H(u) is at
most ⌈S/⌊ts/t⌋⌉, which matches also the maximum number
of non-zero rows and columns of Pβ , and the number of non-
zero elements of x. Finally, the equalizer Q ∈ CMr×Mr at
8the receiver decouples the transmitted data streams such that
its output is given by
yout = Qy = QH
(u)P
1/2
β x+Qw. (26)
2) ZF: The ZF equalizer is
Qzf =
((
H(u)P
1/2
β
)H
H(u)P
1/2
β
)−1(
H(u)P
1/2
β
)H
= P
−1/2
β
(
H(u)HH(u)
)−1
H(u)H , (27)
and by substituting it into (26) yields
yzfout = x+P
−1/2
β
(
H(u)HH(u)
)−1
H(u)Hw. (28)
Then, the instantaneous Signal to Interference-plus-Noise Ra-
tio (SINR) of the output stream corresponding to the one
transmitted by si is given by
γzfi =
1[((
H(u)P
1/2
β
)H
H(u)P
1/2
β
)−1]
i,i
σ2
=
1[
P
−1/2
β
(
H(u)HH(u)
)−1
P
−1/2
β
]
i,i
σ2
=
1[
P
−1/2
β ZP
−1/2
β
]
i,i
σ2
=
piβi
σ2
Zzf , (29)
where Zzf = 1/Zi,i with Z =
(
H(u)HH(u)
)−1
. For Rayleigh
fading, i.e., κ = 0, Z has the central inverse Wishart dis-
tribution, which for the case of Mr greater than the number
of data streams N , yields to Zzf ∼ 2χ2(2(Mr − N + 1)).
Meanwhile, the analysis under Rician fading is encumbered by
the noncentrality of the Wishart distribution of Z−1. The usual
approach in such case lies in approximating the noncentral
Wishart distribution by the virtual central Wishart distribution
as summarized in [30]. In any case, the analysis is cumber-
some, specially for the general scenario where Mr ≥ N does
not need to necessarily hold, thus, we take no further steps to
characterize the distribution of Zzf . Whenever the statistics of
Zzf are required, we use a Monte Carlo-based approach.
3) MMSE: The MMSE equalizer is
Qmmse=
(
P
1/2
β H
(u)HH(u)P
1/2
β +σ
2I
)−1(
H(u)P
1/2
β
)H
, (30)
while the corresponding component for decoding the i−th data
stream is given by
qmmsei =
(
σ2I+
S∑
j 6=i
βjpjh
(u)
j h
(u)H
j
)−1
h
(u)
i . (31)
Then, the corresponding instantaneous SINR is given by
γmmsei =
βipi
σ2
Zmmse, (32)
where Zmmse = h
(u)H
i
(
I+
∑S
j 6=i
βjpj
σ2 h
(u)
j h
(u)H
j
)−1
h
(u)
i . Even
for the simplest scenario with Rayleigh fading, equal per-user
SNR, and Mr ≥ N , the distribution of Zmmse is cumbersome
as corroborated in [31], [32]. This, and the fact that for a
more general scenario there is no closed-form expression for
the PDF and CDF of Zmmse, we rely again on Monte Carlo
simulations whenever its statistics are required.
4) Information outage performance: For the sake of fair-
ness, we assume that those devices with the most similar
path losses are scheduled for concurrent transmission. This
is possible under periodic traffic, which is deterministic by
nature. Let us sort the devices according to their path loss
such that s1 is the device with the smallest attenuation, while
sS = si′ is the device under the greatest path loss. Now,
we evaluate the information outage performance at si′ in
order to get a bound on the performance of any node in the
network4. Thus, we have that N = ⌈S/⌊ts/t⌋⌉, while (25)
and subsequent derivations can be compacted by eliminating
the zero-rows/columns of H(u), Pβ , e.g. H
(u) ∈ CMr×N ,
Pβ = diag
({piβi}), i= S−N+1, · · · , S, and reducing the
dimension of vector x, i.e., x ∈ CN×1. Then,
sup
i
{O(u)i } ≃ O(u)i′ =P
[
log2(1+γi′)<k/t
]
=P
[
γi′<2
k/t−1]
= FZ
(
(2k/t − 1)σ2
βi′pi′
)
, (33)
which comes from using (29) and (32) such that Z ∈
{Zzf , Zmmse}.
B. WIT under Poisson traffic
Concurrent transmissions happen randomly under Poisson
traffic. Therefore, there is no way of completely avoiding the
pilot collisions unless all devices are allocated orthogonal pilot
sequence. However, this can be extremely energy-costly for
large S since ξ
(u)
csi = Sξ˜0, where ξ˜0 was defined in the previous
subsection. To overcome this, we herein allow collisions to
occur with a probability not greater than ε, which is a system
parameter to be efficiently designed.
1) Collision probability: The probability that a given device
si is active at a certain time slot is given by
P
[
si ∈ S˜
]
=
1
EV [vTc/t]
=
t/Tc
EV [v]
=
t
Tc
(
1− e−λ), (34)
where S˜ ⊆ S denotes the set of active devices in such a time
slot, and the last equality comes from using (17). Notice that
the subset S˜ ⊆ S of active devices is random under Poisson
traffic, and also its cardinality N = |S˜|. Meanwhile, N is a
Binomial RV with parameters S and tTc
(
1− e−λ) such that
P[N = n] =
(
S
n
)( t
Tc
(
1− e−λ))n(1− t
Tc
(
1− e−λ))S−n
and E[N ] = tSTc
(
1 − e−λ), which represents the average
number of concurrent transmissions.
Now, let us take L as the number of orthogonal pilot
sequences/symbols such that L/S is the pilot reuse factor, and
denote as Sˆ ⊆ S˜ , where N ′ = |Sˆ|, the set of devices using
the same pilot signal, then
P[si ∈ Sˆ] = 1
L
P[si ∈ S˜] = t
LTc
(
1− e−λ), (35)
4Such bound is expected to hold under the assumption of equal devices’
transmit power, or a power allocation such that a greater attenuation implies
a smaller transmit power. While the latter seems odd at first sight since the
farthest node is usually allowed to transmit with greater power in traditional
cellular networks, it is not the case in WPCNs where the farthest device
harvests also less energy.
9and similarly N ′ is a Binomial RV with parameters S and
t
LTc
(
1−e−λ). Consequently, E[N ′]= StLTc (1−e−λ) represents
the average number of concurrent transmissions of devices
using the same pilot signals. As done previously, we focus our
attention to the performance of si′ . Assuming such a device
is already active, its associated collision probability is
Ocol = 1− P[N ′ = 1|N ′ > 0] = 1− P[N
′ = 1]
1− P[N ′ = 0]
= 1−
St
LTc
(1− e−λ)
(
1− tLTc (1− e−λ)
)S−1
1−
(
1− tLTc (1− e−λ)
)S . (36)
Then, we must choose L such that Ocol ≤ ε. However,
notice that if such L is greater than S, it is preferable to
deterministically assign one unique pilot sequence to each
user, thus, avoiding the collisions completely. Therefore, the
optimum L given ε is given by
L∗ =
{
L0, if L0 < S → Ocol given in (36)
S, otherwise → Ocol = 0 , (37)
where
L0 = inf
L∈Z+,Ocol≤ε
L. (38)
In the Appendix, we illustrate a simple procedure for solving
(38). Finally,
ξ
(u)
csi = L
∗ξ˜0. (39)
Next, we investigate the outage performance of the data
transmission phase.
2) Information outage performance: Herein, we need to
consider the pilot collision events and the outages due to de-
coding errors. Since Ocol takes into account the events related
to the collided si′ ’s transmissions, we are now interested on the
event where si′ operates without collision while the remaining
IoT sensors in S˜ may or may not be colliding. Consequently,
we now have that
sup
i
{O(u)i }
(a)≃ Ocol+
(
1−Ocol
)
ES˜|N≥1
[
FZ|S˜,N≥1
( (2k/t−1)σ2
βi′pi′
)]
(b)≃ ε+(1−ε)ES˜|N≥1
[
FZ|S˜,N≥1
((2k/t−1)σ2
βi′pi′
)]
. (40)
The latter term in both (a) and (b) can be easily evaluated by
1) generating a sample N conditioned on N ≥ 1;
2) drawing N − 1 elements from S\si′ to conform the set
of interfering devices;
3) evaluating (33) for such configuration;
4) averaging (33) over many possible realizations of N .
Finally, notice that setting the collision target probability ε
for optimum system performance is a challenging task since
the last term of (40) intricately depends on ε, hence, numerical
analyses seem unavoidable and were carried out in the next
section.
12m
HAP
12m
HAP
Fig. 3. Example deployments: (a) S = 50 (left) and (b) S = 150 (right).
V. NUMERICAL RESULTS
In this section, numerical examples are provided to corrob-
orate our study and evaluate the suitability of the CSI-free or
CSI-based WET schemes. We assume
λ = Tc/ts
for a fair comparison between the periodic and Poisson traffic
profiles. Also, the HAP has a maximum transmit power P =
10W, and its associated devices are distributed around in a
12m-radius circular area as shown in Fig. 3. Specifically, we
consider the EH devices are at 2, 4, 6, 8, 10 and 12m from the
HAP, while the number of devices in each sub-circumference
is proportional to its length, thus, devices are approximately
uniformly distributed in the coverage area. According to the
adopted deployment scenario and the results and discussions
in Subsection III-A3, around half of the EH devices (those at
10m and 12m from the HAP) are expected to fully determine
the optimum EB most of the time. Consequently the HAP
requires coordinating around ∼ S/2 uplink transmissions for
acquiring an effective downlink CSI of the network.
Channels remain static for Tc = 400ms, and are subject to
a log-distance path-loss model with exponent 2.7 with non-
distance dependent losses of 16dB. Thus, the average channel
gain corresponding to the si’s uplink/downlink channels is
given by
βi = 10
−1.6 × d−2.7i ,
where di is the distance between si and the HAP. The noise
power at the HAP’s receive antennas is assumed to be σ2 =
−94dBm, and the EH efficiency, circuit power consumption
and transmit power of the EH devices is set to η = 0.25, 20µW
and 200µW, respectively. Devices are required to transmit
each message in the uplink within t = 20ms time window
(M0 = 20 and we limit our analysis toM ≤ 20). Additionally,
unless stated otherwise, we set S = 100 to account for a
massive deployment (∼ 0.22devices/m2)5, κ = 5 to account
for some LoS, and k = 10−3bits/Hz to account for low-rate
transmissions as typical in MTC. Finally, M = 6, ts = 1.6s,
ξ0 = −20dBm and ξ˜0 = −30dBm.
A. On the WET performance
Herein, we investigate the EH performance of the farthest
node si′ under both CSI-free and CSI-based schemes. Such
5The projections towards 6G point to challenging scenarios with up to 10
devices/m2 [2], [9], thus, the considered deployment is not as massive as it
can be 10 years from now. Obviously, the larger the number of EH devices
is, the more beneficial the analyzed CSI-free schemes are when compared to
the traditional CSI-based schemes [20].
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Fig. 4. Worst-case average harvested energy as a function of the number of
EH devices. We set Mt = 5 for the CSI-based schemes.
node performs the worst in the network, thus, we can guarantee
a minimum level performance for the entire set of devices.
Fig. 4 shows the average RF energy availability as a function
of the number of devices. Notice that the performance of
the CSI-free SA scheme is independent of the number of
devices, while the average RF energy under the CSI-based
scheme decreases quickly as S increases. Obviously, only
when S→∞, both SA and the CSI-based scheme converge to
the same performance in terms of average RF energy supply.
The best possible performance is when the farthest node is
powered via a CSI-based MRT scheme, and still such node is
sufficiently far such that it keeps performing the worst in the
network. Therefore, a MRT under such circumstance provides
an upper bound performance, which is always 10 log10Mt dB
greater than SA’s, as also illustrated in Fig. 4. From now on, we
only show the results corresponding to the MRT bound since
for the exact CSI-based performance, P in (7) requires to be
repeatedly solved, which is extremely costly. While the CSI-
based scheme always outperforms the SA CSI-free scheme in
terms of average RF energy supply, that is not longer the case
when analyzing the EH performance in terms of energy outage
probability. On one hand, the EH diversity is smaller in case
of the CSI-based scheme as shown in Table I. On the other
hand, the CSI-based scheme introduces additional sources of
energy consumption, which is accounted in the term ξ
(d)
csi and
depends specifically on Mt and ξ0 as stated in (4).
Fig. 5 shows the worst-case energy outage probability as a
function of ξ0 for both Poisson and periodic
6 traffics when half
of the antennas are used in donwlink/uplink under the CSI-
based scheme. The performance of the CSI-free SA scheme
remains obviously constant, while the MRT gains from CSI
disappear quickly as ξ0 increases. However, notice that even
when a greater Mt increases the CSI acquisition costs, it is
still more advantageous than costly for the CSI-based scheme,
since a greater Mt enlarges the ξ0 region for which the CSI-
based scheme is preferable. Finally, notice that under periodic
traffic the performance is much better than when devices
6We used a much more restrictive circuit power consumption level in case
of periodic traffic to better visualize the outage performance in a range of
values that can be corroborated via Monte Carlo simulation. This was done
only for Fig. 5.
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Fig. 5. Worst-case energy outage probability as a function of ξ0. a) Poisson
traffic, ε = 10−1, pc = 20µW (top); and b) Periodic traffic, pc = 50µW.
For the CSI-based schemes we set Mt = Mr = M/2 (bottom).
activate randomly according to a Poisson process.
B. On the WIT performance
Herein, we investigate the communication performance of
the farthest node si′ when powered via either CSI-free or
CSI-based WET schemes. We evaluate the worst-case infor-
mation outage probability given a communication attempt.
Specifically, Fig. 6 shows the performance degradation as
the number of EH devices increases when the information
decoding is done via MMSE and ZF techniques. In general,
ZF is known to approach the MMSE performance at high
SINR, but notice that here the MMSE scheme outperforms
significantly the ZF scheme since the operation is at relatively
small SINRs, because of the low-power low-rate transmissions.
Therefore, operating under the MMSE decoding scheme is
highly recommended, and hereinafter we only present the
results related to MMSE. In case of Poisson traffic (Fig. 6a),
the performance improves as ε decreases, since the collision
probability decreases. However, as ε decreases, the changes
of energy outage increase, which is not considered here, and
may degrade the overall system performance as illustrated later
in the next subsection. On the other hand, notice that as the
number of receive antennas increases, the communication de-
coding capabilities improve considerably, which is illustrated
for periodic traffic (Fig. 6b).
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Fig. 6. Worst-case information outage probability as a function of the number
of devices. a) Poisson traffic, Mr = 4, ε ∈ {10−1, 10−2, 10−3} (top); and
b) Periodic traffic, Mr ∈ {2, 4, 6} (bottom).
Fig. 7 shows the information outage as a function of
the average number of coherence time intervals between the
transmission of consecutive messages from each device (the
periodicity in case of periodic traffic and the inverse of
traffic rate in case of Poisson traffic). As such time increases,
the performance improves since the number of concurrent
transmissions decreases. In case of deterministic traffic, the
maximum performance is attained when N = 1, which occurs
when ts ≥ 2s, as corroborated in the figure. In case of Poisson
traffic, the chances of no concurrent transmissions vanish only
when L∗ = S, which tends to happen as ε decreases and/or
Tc/λ increases as shown in the figure. Once again, observe that
periodic traffic patterns allow for a more reliable utilization of
the spectrum resources.
C. On the general performance
Herein we investigate the overall outage performance by
taking into consideration both the energy and information
outage performances. As a first result and for a Poisson traffic
scenario, we show in Fig. 8 the overall worst-case outage
probability as a function of the collision target probability.
In case of the CSI-based WET scheme, we utilize different
antenna partitions and found out that the system benefits more
by having no less receive antennas than transmit antennas.
Anyway, the CSI-free SA scheme attains the best performance
in all the cases shown. This means that the CSI acquisition
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Fig. 7. Worst-case information outage probability as a function of the average
number of coherence time intervals between the transmission of consecutive
messages from each device. HAP uses MMSE and we set Mr = 4.
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Fig. 8. Worst-case outage probability in a Poisson traffic scenario as a function
of the collision target probability ε. We set M = 6.
costs overcame the beamforming gains. Besides, the main
insight is that for each configuration there is an optimum
collision target probability, which at the end influences signif-
icantly the overall system performance. Such optimum values
are highlighted in green in the figure.
Fig. 9 shows the performance for both Poisson (Fig. 9a),
with ε ∈ {10−1, 10−2}, and periodic (Fig. 9b) traffic as a
function of the total number of antennas. In case of Poisson
traffic, the performance highly depends on ε as commented
in the previous paragraph, and corroborated now in Fig. 9a.
One can see that the optimum ε is around 10−1 for M . 8,
while a more stringent value should be adopted for M & 8.
Also, observe that for relatively small M , the CSI-free SA
scheme is preferable, while as M increases, the CSI-based
alternative becomes more suitable, specially by partitioning the
set of transmit and receive antennas equally. In case of periodic
traffic, the performance improvements as a function of M are
even more noticeable. It is shown that, while having only one
antenna dedicated to transmission is preferable for small M ,
there is need of a more equitable distribution of the transmit
and receive antennas as M increases. Anyway, the CSI-free
SA scheme outperforms all the CSI-based configurations in
the examples illustrated in Fig. 9b.
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Fig. 9. Worst-case outage probability as a function of the number of antennas.
a) Poisson traffic, ε ∈ {10−1, 10−2} (top); and b) Periodic traffic (bottom).
The overall outage probability as a function of both trans-
mit and receive CSI nominal acquisition costs, ξ0 and ξ˜0,
respectively, is shown in Fig. 10a (Poisson traffic with ε ∈
{10−1, 10−2}) and Fig. 10b (periodic traffic). Notice that the
SA scheme keeps a constant performance along the x−axis
since the HAP does not require/use any CSI for powering the
devices, while the performance under the CSI-based scheme is
seriously affected as ξ0 increases above −20dBm. Meanwhile,
the overall performance decreases as ξ˜0 takes significant values
since CSI is required for information decoding under both
CSI-based and CSI-free WET mechanisms. This is accentu-
ated under Poisson traffic whose performance is considerably
inferior when compared to a periodic traffic scenario with the
same average traffic characteristics. As observed, the CSI-free
WET scheme is the most suitable under periodic traffic; while
under Poisson traffic, it becomes attractive as ξ˜0 decreases.
Fig. 11 shows the overall outage probability as a function of
the average number of coherence time intervals between the
transmission of consecutive messages from each device. As
such average inter-arrival time increases, the chances of outage
decrease. In case of Poisson traffic (Fig. 11a), the performance
is strictly determined by the chosen collision probability target,
whose optimum value tends to decrease as the average inter-
arrival time increases. In case of periodic traffic (Fig. 11b),
the overall performance improves, but bounded, with the
inter-arrival time. The minimum outage probability is already
reached for ts = 2s, and this is due to the same arguments we
Fig. 10. Worst-case outage probability as a function of the CSI acquisition
costs. a) Poisson traffic, ε ∈ {10−1, 10−2} (top); and b) Periodic traffic
(bottom).
exposed earlier when discussing Fig. 7 results. All the results
in Fig. 11 show the benefits of operating without any CSI for
WET.
VI. CONCLUSION
In this paper, we assessed for the first time the suitability
of CSI-based and CSI-free multi-antenna WET schemes in
a WPCN with a massive number of devices and under peri-
odic or Poisson traffic sources. The system performance was
evaluated, and optimized whenever possible, in terms of the
worst (farthest) node’s performance for the sake of fairness,
and considering a realistic power consumption model at the
devices. In case of the CSI-based WET scheme, we cast the
optimization problem as an SDP problem, hence, a global
solution is perfectly available by using regular optimization
solvers. Additionally, we showed that a MRT beamformer is
close to the optimum whenever the farthest node experiences
at least 3 dB of power attenuation more than the remaining
devices. As a CSI-free scheme, we adopted the novel SA
strategy introduced and analyzed in [20], [21]. This scheme,
although not capable of providing higher average harvesting
gains compared to the CSI-based schemes, it does provide
greater WET/WIT diversity gain with lower energy require-
ments. Our numerical results evidenced that the CSI-free
scheme constitutes the optimum for most of the configurations.
Although, its performance may degrade significantly if the
setup is not optimally configured in case of Poisson traffic.
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Fig. 11. Worst-case outage probability as a function of a) Tc/λ for Poisson
traffic (top), b) ts for periodic traffic. We set Mt = Mr = M/2 for the
CSI-based schemes, while M = 6 (bottom).
In fact, the system performance not only deteriorates under
Poisson random access when compared to deterministic traffic,
but optimally configuring the network becomes also more
challenging. In that regard, we cast an optimization problem
to determine the optimum pilot reuse factor such that the
collision probability under Poisson accesses remains below a
certain limit. Numerical results demonstrated the existence of
an optimum collision target probability. Finally, we showed
the considerable gains from using a MMSE equalizer instead
of a ZF equalizer in the analyzed WPCN scenario.
APPENDIX
Let us take
u = 1− t
LTc
(1− e−λ), (41)
then, by substituting (41) into (36), the problem in (38) can be
easily addressed after solving for u the following inequality
Ocol ≤ ε
1− S(1− u)u
S−1
1− uS ≤ ε
(1− u)uS−1
1− uS ≥
1− ε
S
. (42)
Notice that the left term is an increasing function of u in the
interval (0, 1), which is the interval of interest. In fact, for
u → {0, 1} the left term converges to {0, 1}, respectively,
and since 1−εS ∈ (0, 1), a unique solution is guaranteed. Now,
by relaxing the inequality to an equality and making g(u) =
1−u
1−uS , we reformulate (42) as
uS−1 =
1− ε
Sg(u)
u =
(1− ε
S
) 1
S−1
g(u)−
1
S−1 . (43)
Thus, we can say that the unique solution of (43), u∗, is a
fixed point of
g˜(u) =
(1− ε
S
) 1
S−1
g(u)−
1
S−1 . (44)
Now, notice that
|g˜(u)′| = 1
S− 1
(1− ε
S
) 1
S−1
g(u)−1−
1
S−1 |g′(u)|
=
1
S−1
(1−ε
S
) 1
S−1
g(u)−1−
1
S−1
∣∣∣∣∣S(1−u)u
S−1−u(1−uS)
(1− uS)2
∣∣∣∣∣
=
1
S−1
(1−ε
S
) 1
S−1
g(u)1−
1
S−1
∣∣∣∣SuS−11− u− u(1−u
S)
(1− u)2
∣∣∣∣, (45)
which reaches the maximum for ε = 0. Fig. 12 shows (45)
for such extreme configuration, and since |g˜(u)′| < 1, we
can assure that that still holds for any ε. Then, based on the
Fixed Point Theory [33] the convergence to the solution is
guaranteed by using a fixed point iterative procedure as the
one presented in Algorithm 1. Notice that one can choose any
u(0) ∈ (0, 1) as initial value, however, we chose the value
shown in line 1 as it already constitutes a good guess towards
the final value u∗, which helps to reduce the required number
of iterations. Such an initial value comes from realizing that
1−uS
1−u =
∑S−1
n=0 u
n > 1 + uS−1 (using the geometric series)
and substituting such result into (42) to attain
uS−1
1 + uS−1
=
1− ε
S
u =
( S
1− ε − 1
)− 1S−1
. (46)
For Algorithm 1 to run, we require to specify a tolerance error
uǫ that we are willing to accept, and it constitutes the stopping
criterion. The smaller uǫ is, more iterations are required as
corroborated in Fig. 12, where it can also be observed that
less than 16 iterations are enough in all the cases. Another
interesting fact is that the convergence is even faster as S
increases. After convergence, L0 is computed according to
line 7, which comes from isolating L in (41).
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