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1 Introduction
If geostatistical observations are continuous but can not be modeled by the Gaussian distribution, a
more appropriate model for these data may be the transformed Gaussian model. In transformed Gaus-
sian models it is assumed that the random field of interest is a nonlinear transformation of a Gaussian
random field (GRF). For example, De Oliveira et al. (1997) propose the Bayesian transformed Gaus-
sian model where they use the Box-Cox family of power transformation (Box and Cox, 1964) on the
observations. De Oliveira et al. (1997) show that prediction for unobserved random fields can be done
through posterior predictive distribution where uncertainty about the transformation parameter is taken
into account. More recently, Christensen et al. (2001) consider maximum likelihood estimation of the
parameters and a “plug-in” method of prediction for transformed Gaussian model with Box-Cox family
of transformations. Both De Oliveira et al. (1997) and Christensen et al. (2001) consider spatial predic-
tion of rainfall to illustrate their model and method of analysis. A review of the Bayesian transformed
Gaussian random fields model is given in De Oliveira et al. (2002). See also De Oliveira (2003) who
discusses several issues regarding the formulation and interpretation of transformed Gaussian random
field models, including the approximate nature of the model for positive data based on Box-Cox family
of transformations, and the interpretation of the model parameters.
In their discussion, Christensen et al. (2001) mention that for analyzing rainfall data there “must be
at least an additive measurement error” in the model. De Oliveira and Ecker (2002) consider a mea-
surement error term for transformed data in their transformed Gaussian model. An alternative approach,
as suggested by Christensen et al. (2001), is to assume measurement error in the original scale of the
data, not in the transformed scale as done by De Oliveira and Ecker (2002). We propose a transformed
Gaussian model where an additive measurement error term is used for the observed data, and the random
fields, after a suitable transformation, is assumed to follow Gaussian distribution. In many practical situ-
ations this may be the more natural assumption. Unfortunately, the likelihood function is not available in
closed form in this case and as mentioned by Christensen et al. (2001), this alternative model, although
“is attractive”, it “raises technical complications”. In spite of the fact that the likelihood function is not
available in closed form, we show that data augmentation techniques can be used for Markov chain
Monte Carlo (MCMC) sampling from the target posterior density. These MCMC samples are then used
for estimation of parameters of our proposed model as well as prediction of rainfall at new locations.
The Box-Cox family of transformations is defined for strictly positive observations. This implies
that the transformed Gaussian random variables have restricted support and the corresponding likelihood
function is not in closed form. Christensen et al. (2001) change the observed zeros in the data to a
small positive number in order to have a closed form likelihood function. On the other hand, Stein
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(1992) considers Monte Carlo methods for prediction and inference in a model where transformed
observations are assumed to be a truncated Gaussian random field. In our proposed model we consider
the transformation on random effects instead of observed data and consider a natural extension of the
Box-Cox family of transformations for negative values of the random effect.
The so-called full Bayesian analysis of transformed Gaussian data requires specification of a joint
prior distribution on the Gaussian random fields parameters as well as transformation parameters (see
e.g. De Oliveira et al., 1997). Since a change in the transformation parameter value results in change of
location and scale of transformed data, assuming GRF model parameters to be independent a priori of the
transformation parameter would give nonsensical results (Box and Cox, 1964). Assigning an appropriate
prior on covariance (of the transformed random field) parameters, like the range parameter, is also not
easy as the choice of prior may influence the inference (see e.g. Christensen, 2004, p. 716). Use
of improper prior on correlation parameters typically results in improper posterior distribution (Stein,
1999, p. 224). Thus it is difficult to specify a joint prior on all the model parameters of transformed
GRF models. Here we consider an empirical Bayes (EB) approach for estimating the transformation
parameter as well as the range parameter of our transformed Gaussian random field model. Our EB
method avoids the difficulty of specifying a prior on the transformation parameter as well as the range
parameter, which, as mentioned above, is problematic. In our EB method of analysis, we do not need to
sample from the complicated nonstandard conditional distributions of these (transformation and range)
parameters, which is required in the full Bayesian analysis. Further, an MCMC algorithm with updates
on such parameters may not perform well in terms of mixing and convergence (see e.g. Christensen,
2004, p. 716). Recently, in some simulation studies in the context of spatial generalized linear mixed
models for binomial data, Roy et al. (2014) observe that EB analysis results in estimates with less bias
and variance than full Bayesian analysis. Roy (2014) uses an efficient importance sampling method
based on MCMC sampling for estimating the link function parameter of a robust binary regression
model (see also Doss, 2010). We use Roy’s (2014) method for estimating the transformation and range
parameters of our model.
The rest of the chapter is organized as follows. Section 2 introduces our transformed Gaussian
model with measurement error. In Section 3 a method based on importance sampling is described for
effectively selecting the transformation parameter as well as the range parameter. Section 4 discusses
the computation of the Bayesian predictive density function. In Section 5 we analyze a data set using the
proposed model and estimation procedure for constructing a continuous spatial map of rainfall amounts.
3
2 The transformed Gaussian model with measurement error
2.1 Model description
Let {Z(s), s ∈ D},D ∈ Rl be the random field of interest. We observe a single realization from
the random field with measurement errors at finite sampling locations s1, . . . , sn ∈ D. Let y =
(y(s1), . . . , y(sn)) be the observations. We assume that the observations are sampled according to
the following model,
Y (s) = Z(s) + (s),
where we assume that {(s), s ∈ D} is a process of mutually independent N(0, τ2) random variables,
which is independent of Z(s). The term (s) can be interpreted as micro-scale variation, measure-
ment error, or a combination of both. We assume that Z(s), after a suitable transformation, follow a
normal distribution. That is, for some family of transformations gλ(·), {W (s) ≡ gλ(Z(s)), s ∈ D}
is assumed to be a Gaussian stochastic process with the mean function E(W (s)) =
∑p
j=1 fj(s)βj ;
β = (β1, . . . , βp)
′ ∈ Rp are the unknown regression parameters, f(s) = (f1(s), . . . , fp(s)) are known
location dependent covariates, and cov(W (s),W (u)) = σ2ρθ(‖s − u‖), where ‖s − u‖ denotes the
Euclidean distance between s and u. Here, θ is a vector of parameters which controls the range of
correlation and the smoothness/roughness of the random field.
We consider ρθ(·) as a member of the Mate´rn family (Mate´rn, 1986)
ρ(u;φ, κ) = {2κ−1Γ(κ)}−1(u/φ)κKκ(u/φ),
where Kκ(·) denotes the modified Bessel function of order κ. In this case θ ≡ (φ, κ). This two-
parameter family is very flexible in that the integer part of the parameter κ determines the number of
times the process W (s) is mean square differentiable, that is, κ controls the smoothness of the under-
lying process, while the parameter φ measures the scale (in units of distance) on which the correlation
decays. We assume that κ is known and fixed and estimate φ using our empirical Bayes approach.
A popular choice for gλ(·) is the Box-Cox family of power transformations (Box and Cox, 1964)
indexed by λ, that is,
g0λ(z) =

zλ−1
λ if λ > 0
log(z) if λ = 0
. (1)
Although the above transformation holds for λ < 0, in this chapter, we assume that λ ≥ 0. As mentioned
in the Introduction, the Box-Cox transformation (1) holds for z > 0. This implies that the image of
the transformation is (−1/λ,∞), which contradicts the Gaussian assumption. Also the normalizing
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constant for the pdf of the transformed variable is not available in closed form. Note that the inverse
transformation of (1) is given by
h0λ(w) =
 (1 + λw)
1
λ if λ > 0
exp(w) if λ = 0
. (2)
The transformation (2) can be extended naturally to the whole real line to
hλ(w) =
 sgn(1 + λw)|1 + λw|
1
λ if λ > 0
exp(w) if λ = 0,
(3)
where sgn(x) denotes the sign of x, taking values −1, 0, or 1 depending on whether x is negative, zero,
or positive respectively. The proposed transformation (3) is monotone, invertible and is continuous at
λ = 0 with the inverse, the extended Box-Cox transformation given in (Bickel and Doksum, 1981)
gλ(z) =

(sgn(z)|z|λ−1)
λ if λ > 0
log(z) if λ = 0
.
Let w = (w(s1), . . . , w(sn))T , z = (z(s1), . . . , z(sn))T , γ ≡ (λ, φ), and ψ ≡ (β, σ2, τ2). The
reason for using different notation for (λ, φ) than other parameters will be clear later. Since {W (s) ≡
gλ(Z(s)), s ∈ D} is assumed to be a Gaussian process, the joint posterior density of (y,w) is given by
f(y,w|ψ, γ) = (2pi)−n(στ)−n exp{− 1
2τ2
n∑
i=1
(yi − hλ(wi))2}|Rθ|−1/2
exp{− 1
2σ2
(w − Fβ)TR−1θ (w − Fβ)}, (4)
where y,w ∈ Rn, F is the known n×pmatrix defined by Fij = fj(si),Rθ ≡ Hθ(s, s) is the correlation
matrix with Rθ,ij = ρθ(‖si − sj‖), and hλ(·) is defined in (3). The likelihood function for (ψ, γ) based
on the observed data y is given by
L(ψ, γ|y) =
∫
Rn
f(y,w|ψ, γ)dw. (5)
2.2 Posterior density and MCMC
The likelihood functionL(ψ, γ|y) defined in (5) is not available in closed form. A full Bayesian analysis
requires specification of a joint prior distribution on the model parameters (ψ, γ). As mentioned before,
assigning a joint prior distribution is difficult in this problem. Here, we estimate γ using the method
described in Section 3. For other model parameters ψ, we assume the following conjugate priors,
β|σ2 ∼ Np(mb, σ2Vb), σ2 ∼ χ2ScI(nσ, aσ), and τ2 ∼ χ2ScI(nτ , aτ ), (6)
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where mb, Vb, nσ, aσ, nτ , aτ are assumed to be known hyperparameters. (We say W ∼ χ2ScI(nσ, aσ) if
the pdf of W is f(w) ∝ w−(nσ/2+1) exp(−nσaσ/(2w)).) The posterior density of ψ is given by
piγ(ψ|y) = Lγ(ψ|y)pi(ψ)
mγ(y)
, (7)
where Lγ(ψ|y) ≡ L(ψ, γ|y) is the likelihood function, and mγ(y) =
∫
Ω Lγ(ψ|y)pi(ψ)dψ is the nor-
malizing constant, with pi(ψ) being the prior on ψ and the support Ω = Rp × R+ × R+. Since the
likelihood function (5) is not available in closed form, it is difficult to obtain MCMC sample from the
posterior distribution piγ(ψ|y) directly using the expression in (7).
Here we consider the following so-called complete posterior density
piγ(ψ,w|y) = f(y,w|ψ, γ)pi(ψ)
mγ(y)
,
based on the joint density f(y,w|ψ, γ) defined in (4). Note that, integrating the complete posterior
density piγ(ψ,w|y) we get the target posterior density piγ(ψ|y), that is,∫
Rn
piγ(ψ,w|y)dw = piγ(ψ|y).
So if we can generate a Markov chain {ψ(i),w(i)}Ni=1 with stationary density piγ(ψ,w|y), then the
marginal chain {ψ(i)}Ni=1 has the stationary density piγ(ψ|y) defined in (7). This is the standard tech-
nique of data augmentation and here w is playing the role of “latent” variables (or “missing data”)
(Tanner and Wong, 1987).
Since we are using conjugate priors for (β, σ2) in (6), integrating piγ(ψ,w|y) with respect β we
have
piγ(σ
2, τ2,w|y) ∝ (στ)−n exp{− 1
2τ2
n∑
i=1
(yi − hλ(wi))2}τ−(nτ+2) exp(−nτaτ/2τ2)|Λθ|−1/2
exp{− 1
2σ2
(w − Fmb)TΛ−1θ (w − Fmb)}σ−(nσ+2) exp(−nσaσ/2σ2), (8)
where Λθ = FVbF T +Rθ.
We use a Metropolis within Gibbs algorithm for sampling from the posterior density piγ(σ2, τ2,w|y)
given in (8). Note that
σ2|τ2,w,y ∼ χ2ScI(n′σ, a′σ), and τ2|σ2,w,y ∼ χ2ScI(n′τ , a′τ ),
where n′σ = n + nσ, a′σ = (nσaσ + (w − Fmb)TΛ−1θ (w − Fmb))/(n + nσ), n′τ = n + nτ , and
a′τ = (nτaτ +
∑n
i=1(yi − hλ(wi))2)/(n + nτ ). On the other hand, the conditional distribution of w
given σ2, τ2,y is not a standard distribution. We use a Metropolis-Hastings algorithm given in Zhang
(2002) for sampling from this conditional distribution.
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3 Estimation of transformation and correlation parameters
Here we consider an empirical Bayes approach for estimating the transformation parameter λ and the
range parameter φ. That is, we select that value of γ ≡ (λ, φ) which maximizes the marginal likelihood
of the data mγ(y). For selecting models that are better than other models when γ varies across some
set Γ, we calculate and subsequently compare the values of Bγ,γ1 := mγ(y)/mγ1(y), where γ1 is a
suitably chosen fixed value of (λ, φ). Ideally, we would like to calculate and compare Bγ,γ1 for a large
number of values of γ. Roy (2014) used a method based on importance sampling for selecting link
function parameter in a robust regression model for binary data by estimating a large family of Bayes
factors. Here we apply Roy’s (2014) method to efficiently estimate Bγ,γ1 for a large set of possible
values of γ. Recently Roy et al. (2014) successfully used this method for estimating parameters in
spatial generalized linear mixed models.
Let f(y,w|γ) ≡ ∫Ω f(y,w|ψ, γ)pi(ψ)dψ. Since we are conjugate priors for (β, σ2) and τ2 in (6),
the marginal density f(y,w|γ) is available in closed form. In fact, from standard Bayesian analysis of
normal linear model we have
f(y,w|γ) ∝ {aτnτ + (y − hλ(w))T (y − hλ(w))}−
nτ+n
2 |Λθ|−1/2
{aσnσ + (w − Fmb)TΛ−1θ (w − Fmb)}−
nσ+n
2 . (9)
Note that
mγ(y) =
∫
Rn
f(y,w|γ)dw.
Let {(σ2, τ2)(l),w(l)}Nl=1 be the Markov chain (with stationary density piγ1(σ2, τ2,w|y)) underly-
ing the MCMC algorithm presented in Section 2.2. Then by ergodic theorem we have a simple consistent
estimator of Bγ,γ1 ,
1
N
N∑
i=1
f(y,w(i)|γ)
f(y,w(i)|γ1)
a.s.→
∫
Rn
f(y,w|γ)
f(y,w|γ1)piγ1(w|y)dw =
mγ(y)
mγ1(y)
, (10)
as N →∞, where piγ1(w|y) =
∫
Ω piγ1(ψ,w|y)dψ. Note that in (10) a single Markov chain {w(l)}Nl=1
with stationary density piγ1(w|y) is used to estimate Bγ,γ1 for different values of γ. As mentioned in
Roy (2014) the estimator (10) can be unstable and following Roy (2014) we consider the following
method for estimating Bγ,γ1 .
Let γ1, γ2, . . . , γk ∈ Γ be k appropriately chosen skeleton points. Let {ψ(l)j ,w(j;l)}Njl=1 be a Markov
chain with stationary density piγj (ψ,w|y) for j = 1 . . . , k. Define ri = mγi(y)/mγ1(y) for i =
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2, 3, . . . , k, with r1 = 1. Then Bγ,γ1 is consistently estimated by
Bˆγ,γ1 =
k∑
j=1
Nj∑
l=1
f(y,w(j;l)|γ)∑k
i=1Nif(y,w
(j;l)|γi)/rˆi
, (11)
where rˆ1 = 1 rˆi, i = 2, 3, . . . , k are consistent estimator of ri’s obtained by the “reverse logistic
regression” method proposed by Geyer (1994). (See Roy (2014) for details about the above method
of estimation and how to choose the skeleton point γi’s and sample size Ni’s.) The estimate of γ is
obtained by maximizing (11), that is, γˆ = arg max
γ∈Γ
Bˆγ,γ1 .
4 Spatial prediction
We now discuss how we make prediction about Z0, the values of Z(s) at some locations of interest, say
(s01, s02, . . . , s0k), typically a fine grid of locations covering the observed region. We use the posterior
predictive distribution
f(z0|y) =
∫
Ω
∫
Rn
fγ(z0|w, ψ)piγ(ψ,w|y)dwdψ, (12)
where z0 = (z(s01), z(s02), . . . , z(s0k)). Letw0 = gλ(z0) = (gλ(z(s01)), gλ(z(s02)), . . . , gλ(z(s0k))).
From Section 2.1, it follows that
(w0,w|ψ) ∼ Nk+n
( F0β
Fβ
 , σ2
 Hθ(s0, s0) Hθ(s0, s)
HTθ (s0, s) Hθ(s, s)
),
where F0 is the k× p matrix with F0ij = fj(s0i), and Hθ(s0, s) is the k×n matrix with Hθ,ij(s0, s) =
ρθ(‖s0i − sj‖). So w0|w, ψ ∼ Nk(cγ(w, ψ), σ2Dγ(w)) where
cγ(w, ψ) = F0β+Hθ(s0, s)H
−1
θ (s, s)(w−Fβ), and Dγ(ψ) = Hθ(s0, s0)−Hθ(s0, s)H−1θ (s, s)HTθ (s0, s).
Suppose, we want to estimate E(t(z0)|y) for some function t. Let {ψ(i),w(i)}Ni=1 be a Markov
chain with stationary density piγˆ(ψ,w|y), where γˆ is the estimate of γ obtained using the method
described in Section 3. We then simulate w(i)0 from f(w0|w(i), ψ(i)) for i = 1, . . . , N . Finally, we
calculate the following approximate minimum mean squared error predictor
E(t(z0)|y) ≈ 1
N
N∑
i=1
t(hλˆ(w
(i)
0 )).
We can also estimate the predictive density (12) using these samples {w(i)0 }Ni=1. In particular, we can
estimate the quantiles of the predictive distribution of t(z0).
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5 Example: Swiss rainfall data
To illustrate our model and method of analysis we apply it to a well-known example. This dataset
consists of the rainfall measurements that occurred on May 8, 1986 at the 467 locations in Switzerland
shown in Figure 1. This dataset is available in the geoR package (Ribeiro and Diggle, 2012) in R and it
has been analyzed before using a transformed Gaussian model by Christensen et al. (2001) and Diggle
et al. (2003). The scientific objective is to construct a continuous spatial map of the average rainfall
using the observed data as well as predict the proportion over the total area that the amount of rainfall
exceeds a given level. The original data range from 0.5 to 585 but for our analysis these values are scaled
by their geometric mean (139.663). Scaling the data helps avoid numerical overflow when computing
the likelihood when the w’s are simulated from different λ. Following Christensen et al. (2001) we use
0 50 100 150 200 250 300 350
−
50
0
50
10
0
15
0
20
0
25
0
Swiss rainfall data locations
l
ll
ll ll ll llll l lll lll lll ll l lll l llll l llll ll ll ll l l lllll l ll lll l ll l lll l lllll l l lllll ll ll ll ll l llll lll l l l lll l llll ll l lll ll l ll ll llll l lll llll lll lll l lll l l llll ll lll lll ll llllll lll lll lll ll lll ll ll l llll ll ll lll ll l ll l l lll ll lll ll lll l lll ll ll lll ll l lll l ll l lll l ll ll l ll l ll l ll l llll l ll llll ll l ll ll llll l ll l l ll ll ll lll ll lll ll ll l l l ll l llll l l ll l l lll l lll ll l ll ll ll lll ll lll l lll l l ll ll l ll lll l lll l ll l ll l ll lll ll l l llll l ll l l ll lll l l ll l ll l ll l l l ll ll l lll lll l llll lll lll ll l ll lll lll ll ll l lllll lll ll ll ll
l l ll l
l
l
lll
Figure 1: Sampled locations for the rainfall example.
the Mate´rn covariance and a constant mean β in our model for analyzing the rainfall data. Christensen
et al. (2001) mention that κ = 1 “gives a better fit than κ = 0.5 or κ = 2” (see also Diggle et al., 2003).
We also use κ = 1 in our analysis. We estimate (λ, φ) using the method proposed in Section 3. In
particular, we use the estimator (11) for estimating Bγ,γ1 . For the skeleton points we take all pairs of
values of (λ, φ), where
λ ∈ {0, 0.10, 0.20, 0.25, 0.33, 0.50, 0.67, 0.75, 1} and φ ∈ {10, 15, 20, 30, 50}. (13)
The first combination (0, 10) is taken as the baseline point γ1. MCMC samples of size 3,000 at each of
the 45 skeleton points are used to estimate the Bayes factors ri’s at the skeleton points using the reverse
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Figure 2: Contour plot of estimates of Bγ,γ1 for the rainfall dataset. The plot suggests λˆ = 0.1 and
φˆ = 37. Here the baseline value corresponds to λ1 = 0 and φ1 = 10.
logistic regression method. Here we use the Metropolis within Gibbs algorithm mentioned in Section 2.2
for obtaining MCMC samples. These samples are taken after discarding an initial burn-in of 500 samples
and keeping every 10th draw of subsequent random samples. Since the whole n-dimensional vectors
w(i)’s must be stored, it is advantageous to make thinning of the MCMC sample such that saved values
of w(i) are approximately uncorrelated (see e.g. Christensen, 2004, p. 706). Next we use new MCMC
samples of size 500 corresponding to the 45 skeleton points mentioned in (13) to compute the Bayes
factors Bγ,γ1 at other points. The estimate (λˆ, φˆ) is taken to be the value of (λ, φ) where Bˆγ,γ1 attains
its maximum. Here again we collect every 10th sample after initial burn-in of 500 samples. For the
entire computation it took about 70 minutes on a computer with 2.8 GHz 64-bit Intel Xeon processor
and 2 Gb RAM. The computation was done using Fortran 95. Figure 2 shows the contour plot of the
Bayes factor estimates. From the plot we see that Bˆγ,γ1 attains maximum at γˆ = (λˆ, φˆ) = (0.1, 37).
The Bayes factors for a selection of fixed λ and φ values is also shown in Figure 3.
Next, we fix λ and φ at their estimates and estimate β, σ2 and τ2, as well as the random field z at
the observed and prediction locations. The prediction grid consists of a square grid of length and width
equal to 5 kilometers. The prior hyperparameters were as follows: prior mean for β, mb = 0, prior
variance for β, Vb = 100, degrees of freedom parameter for σ2, nσ = 1, scale parameter for σ2, aσ = 1,
degrees of freedom parameter for τ2, nτ = 1, and scale parameter for τ2, aτ = 1. A MCMC sample of
10
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Figure 3: Estimates of Bγ,γ1 against λ for fixed value of φ = 37 (left panel) and against φ for fixed
values of λ (right panel). The circles show some of the skeleton points.
size 3,000 is used for parameter estimation and prediction. Like before we discard initial 500 samples
as burn-in and collected every 10th sample. Let {σ2(i), τ2(i),w(i)}Ni=1 be the MCMC samples (with
invariant density piγˆ(σ2, τ2,w|y)) obtained using the Metropolis within Gibbs algorithm mentioned in
Section 2.2. Then we simulate β(i) from its full conditional density piγˆ(β|σ2(i), τ2(i),w(i),y), which is a
normal density, to obtain MCMC samples for β. This part of the algorithm took no more than 2 minutes
to run on the same computer. The estimates of posterior means of the parameter are given in Table 1. The
standard errors of the MCMC estimators are computed using the method of overlapping batch means
(Geyer, 2011) and also given in Table 1. Predictions of Z(s) and the corresponding prediction standard
deviations are presented in Figure 4. Note that for the prediction, the MCMC sample is scaled back to
the original scale of the data.
β σ2 τ2
Estimate −0.23 0.74 0.05
St Error 0.00483 0.00701 0.00032
Table 1: Posterior estimates of model parameters.
Using the model discussed in Christensen et al. (2001) fitted to the scaled data, the maximum like-
lihood estimates of the parameters for fixed κ = 1 and λ = 0.5 are βˆ = −0.13, σˆ2 = 0.75, τˆ2 = 0.05,
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and φˆ = 35.8. These are not very different from our estimates although we emphasize that the interpre-
tation of τ2 in our model is different. We use the krige.conv function (used also by Christensen et al.
(2001), personal communication) in the geoR package (Ribeiro and Diggle, 2012) in R to reproduce
the prediction map of Christensen et al.’s (2001) and is given in Figure 5. From Figure 5 we see that
the prediction map is similar to the map in Figure 4 obtained using our model. Note that, Figure 4 is
prediction map for Z(·) whereas Figure 5 is prediction map for Y as done in Christensen et al. (2001).
On the other hand, if the parameter nugget τ2 in Christensen et al.’s (2001) model is interpreted as
measurement error (in the transformed scale), it is not obvious how to define the target of prediction,
that is, the signal part of the transformed Gaussian variables without noise when gλ(·) is not the identity
link function (Christensen, 2004, p. 710). (See also De Oliveira and Ecker (2002) who consider pre-
diction for transformed Gaussian random fields where the parameter τ2 is interpreted as measurement
error.) When adding the error variance term to the map of the prediction variance for our model we get
a similar pattern as the prediction variance plot corresponding to Christensen et al.’s (2001) model with
slightly larger values. The difference in the variance is expected since our Bayesian model accounts for
the uncertainty in the model parameters while the plug-in prediction in Christensen et al. (2001) does
not.
Next, we consider a cross validation study to compare the performance of our model and Christensen
et al.’s (2001) model. We remove 15 randomly chosen observations and predict these values using the
remaining 452 observations. We repeat this procedure 31 times, each time removing 15 randomly
chosen observations and predicting them with the remaining 452 data. For both our model as well as
Christensen et al.’s (2001) model, we keep λ and φ parameters fixed at their estimates when all data
are observed. The average (over all 15 × 31 deleted observations) root mean squared error (RMSE)
for our model is 7.55 and for Christensen et al.’s (2001) model is 7.48. We use 2000 samples from the
predictive distribution (posterior predictive distribution in the case of our model) in order to estimate
RMSE at each location. We also compute the proportion of these samples that fall below the observed
(deleted) value at each of the 15 × 31 locations. These proportions are subtracted from 0.5 and the
average of their absolute values across all locations for our model is 0.239 and for Christensen et al.’s
(2001) model is 0.238. Lastly, we compute the proportions of one-sided prediction intervals that capture
the observed (deleted) value. That is, we estimate the prediction intervals of the form (−∞, z0α), where
z0α corresponds to the αth quantile of the predictive distribution. Table 2 shows the coverage probability
of prediction intervals for different α values corresponding to our model and Christensen et al.’s (2001)
model. From Table 2 we see that the coverage probabilities of prediction intervals for the two models
are similar.
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0.010 0.017 0.019
0.025 0.034 0.030
0.050 0.045 0.054
0.100 0.067 0.080
0.500 0.510 0.488
0.900 0.899 0.897
0.950 0.942 0.946
0.975 0.978 0.976
0.990 0.987 0.985
Table 2: Coverage probability of one-sided prediction intervals (−∞, z0α) for different values of α
(first column) corresponding to our model (second column) and Christensen et al.’s (2001) model (third
column).
Finally, as mentioned in Christensen et al. (2001), the relative area where Z(s) ≥ c for some
constant c is of practical significance. The proportion of locations that exceed the level 200 is computed
using
Eˆ[I(s ∈ A˜, Z(s) ≥ 200)]/#A˜ = 1
N
N∑
i=1
#{s ∈ A˜, hλˆ(W (i)(s)) ≥ 200}/#A˜,
where I(·) is the indicator function, A˜ is the square grid of length and width equal to 5 kilometers and
{W (i)(s)}Ni=1 is the posterior predictive sample as described in Section 4. The histogram of samples of
these proportions is shown in Figure 6.
6 Discussion
For Gaussian geostatistical models, estimation of unknown parameters as well as minimum mean squared
error prediction at unobserved location can be done in closed form. On the other hand, many datasets
in practice show non-Gaussian behavior. Certain types of non-Gaussian random fields data may be ad-
equately modeled by transformed Gaussian models. In this chapter, we present a flexible transformed
Gaussian model where an additive measurement error as well as a component representing smooth
spatial variation is considered. Since specifying a joint prior distribution for all model parameters is
difficult, we consider an empirical Bayes method here. We propose an efficient importance sampling
method based on MCMC sampling for estimating the transformation and range parameters of our model.
Although, we consider an extended Box-Cox transformation in our model, other types of transforma-
13
0 50 100 150 200 250 300 350
−
50
0
50
10
0
15
0
20
0
25
0
Prediction
100 200 300 400 500
0 50 100 150 200 250 300 350
−
50
0
50
10
0
15
0
20
0
25
0
Prediction standard deviation
20 40 60
Figure 4: Maps of predictions (left panel) and prediction standard deviation (right panel) for the rainfall
dataset.
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Figure 5: Maps of predictions (left panel) and prediction standard deviation (right panel) for the rainfall
dataset using Christensen et al.’s (2001) model.
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Figure 6: Histogram of random samples corresponding to the proportion of the area with rainfall larger
than 200.
tions can be used. For example, the exponential family of transformations proposed in Manly (1976),
or the flexible families of transformations for binary data presented in Aranda-Ordaz (1981) can be as-
sumed. The method of estimating transformation parameter presented in this chapter can be used in
these models also.
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