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Abstract
For the stochastic differential equation (SDE) which has piecewise continuous arguments (PCAs),
is driven by multiplicative noises and its drift coefficients are dissipative, we show that the solution at
integer time is a Markov chain and admits a unique invariant measure. In order to inherit numerically
the invariant measure of SDE with PCAs, we apply the backward Euler (BE) method to the equation,
and prove that the numerical solution at integer time is not only Markovian but also reproduces a unique
numerical invariant measure. We present the time-independent weak error analysis for the method under
certain hypothesis. Further, we show that the numerical invariant measure converges to the original one
with order 1. Numerical experiments verify the theoretical analysis.
Keywords: Invariant measure, Markov property, Weak convergence, Backward Euler method, Stochas-
tic differential equations with piecewise continuous arguments
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1 Introduction
Differential equations with piecewise continuous arguments (PCAs), which play an important role in
biomedicine, physics, neural networks, control theory, etc, represent a hybrid of continuous and discrete
dynamical systems and thus combine properties of both differential and difference equations [20]. A typical
differential equation with PCAs is of the form
X ′(t) = f(t,X(t), X(α(t))), (1.1)
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for Innovative Talents (NO. BX20180347)
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where α(t) (e.g., α(t) = [t]) has intervals of constancy, and [·] denotes the greatest-integer function. The
discontinuity of α(t) may make (1.1) exhibit complex and extraordinary dynamical behavior, such as sta-
bility, oscillation, ergodicity, periodicity and chaos. In practice, stochastic factors like environment noise or
accidental events may greatly influence a system. Thus, stochastic differential equations (SDEs) with PCAs
attract lots of attention. For the well-posedness, mean-square stability and almost sure stability of SDEs
with PCAs, we refer to [11, 13, 18] and references therein.
There have been many works on the numerical approximations of SDEs with PCAs (see e.g., [11,12,15,
18, 21]). Under the local Lipschitz and the general Khasminskii-type conditions, authors in [18] prove the
convergence of explicit Euler method in probability for SDEs with PCAs. Recently, the strong convergence
of the split-step θ method is proved under a coupled monotone condition in [11], and the convergence rate
is obtained with some polynomial growth conditions in [12]. For the time-dependent SDEs with PCAs, the
strong convergence of the one-leg θ method is investigated in [21]. In terms of stability, the split-step θ
method and the one-leg θ method are proved to inherit the mean-square stability of the original equations
under some dissipative conditions in [11] and [21], respetively. Based on the convergence of the Euler method
in finite time intervals, the equivalence between the mean-square exponential stability of a kind of retarded
SDEs with PCAs and that of its Euler method with sufficiently small step-size is established in [15].
As far as we know, besides stability, the invariant measure also plays significant roles in describing the
long-time behavior of a dynamical system. For SDEs and stochastic partial differential equations (SPDEs),
there have been plenty of works on invariant measure. Da Prato [7] provides two common approaches which
ensure that the semigroup generated by the solutions of SDEs or SPDEs admits a unique invariant measure,
i.e., it is ergodic. One is the Krylov-Bogoliubov theorem together with Doob’s theorem, which is efficient
to deal with equations with non-degenerate noises. Another one is the remote start or dissipative method
which usually deals with equations with general noises. As for approximations of invariant measures, one
important topic is to construct numerical schemes to inherit the invariant measure and to give the error
estimates between the numerical invariant measure and the original one, see, e.g., [4, 19] by Kolmogrov
equation, [14] via Poisson equation, [3, 5] by Malliavin calculus, [9] by generating functions. For the error
analysis of the invariant measures, we also mention that [1] provides new sufficient conditions for a numerical
method to approximate the invariant measure of an ergodic SDE with high order of accuracy, independently
of the weak order of the method.
However, to our best knowledge, there is no result on the invariant measure of both SDEs with PCAs
and their numerical approximations. In this paper, our aim is to make a contribution on that of the following
SDE with PCAs dX(t) = f(X(t), X([t]))dt+ g(X(t), X([t]))dB(t) t ≥ 0,X(0) = x (1.2)
and its backward Euler (BE) method. Here x ∈ Rd is the initial value, f : Rd × Rd → Rd, g : Rd ×
R
d → Rd×r and B(t) is an r-dimensional Brownian motion defined on a filtered complete probability space
(Ω,F , {Ft}t≥0,P). In this paper, we concern with the following questions.
(I) Does the solution of Eq. (1.2) admit an invariant measure? If it does, is it unique?
(II) If Eq. (1.2) admits a unique invariant measure, does the BE method reproduce a unique numerical
invariant measure?
(III) Does the numerical invariant measure, if it exists, converge to the original one ?
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In order to answer the questions above, we assume that the drift coefficient f is dissipative and the
diffusion coefficient g satisfies the global Lipschitz condition. For stochastic functional differential equa-
tions (SFDEs) with either continuous or discrete delay arguments, it is well known that their solutions are
non-Markovian because of the dependence on their history. However, the segment process of SFDEs with
continuous arguments is proved to be Markovian [16]. The invariant measure of SFDEs with continuous
arguments has been studied extensively (see [2,7] and references therein). For (1.2), we prove that the solu-
tion {X(k)}k∈N at integer time is a time-homogeneous Markov chain under above assumptions. This reveals
the influence of the discrete arguments and reflects the characteristic of difference dynamics of (1.2). By
proving the exponential convergence of {X(k)}k∈N in distribution and the continuous dependence on initial
values of {X(k)}k∈N under the dissipative condition, we then obtain that the Markov chain {X(k)}k∈N is
exponentially ergodic with a unique invariant measure π.
Taking the divergence of explicit Euler method without the linear growth condition on drift coefficients
into consideration, we apply the implicit BE method to discretize Eq. (1.2). Denoting Yk the BE approxi-
mation of X(k) (i.e. X(t) at integer time t = k), we show that {Yk}k∈N also possesses the time-homogenous
Markov property. Then we prove that {Yk}k∈N is uniformly bounded in mean square sense and continu-
ously dependent on initial values, which guarantees the existence and uniqueness of the numerical invariant
measure πδ. Moreover, the transition probability measure of {Yk}k∈N converges exponentially to πδ as k
tends to infinity, i.e. the BE method preserves the exponential ergodicity of Eq. (1.2). The error between
π and πδ is estimated via deducing the weak error between X(k) and Yk, which is required not only to be
independent of k but also to decay exponentially. The main difficulty is to deriving several uniform priori
estimations via Malliavin calculus. Based on the weak error analysis, we show that πδ converges to π with
order 1 which coincides with the weak convergence order of the BE method.
This paper is organized as follows. In Section 2, some notations are introduced and the solution of Eq.
(1.2) at integer time is proved to be a time-homogeneous Markov chain as well as exponentially ergodic with
a unique invariant measure. In Section 3, we apply the BE method to Eq. (1.2) and prove that the BE ap-
proximation at integer time preserves the exponential ergodicity with a unique numerical invariant measure.
The time-independent weak error of the solutions together with the error between invariant measures are
given in Section 4. In Section 5, numerical experiments are presented to verify the theoretical results.
2 Notations and Invariant Measures of the Solution
To begin with, we introduce some notations. Let (Rd, 〈·, ·〉, ‖·‖) be a d-dimensional real Euclidean space.
Given a matrix A ∈ Rd×r, its trace norm is defined as ‖A‖ :=√trace(ATA). Assume that C1,2(R+×Rd;R+)
denotes the family of all real-valued functions V (t, x) defined on R+ × Rd such that they are continuously
twice differentiable in x and once in t. B(x, r) denotes the open ball in Rd with center x and radius r > 0.
Denote by Cb(R
d) (resp. Bb(R
d)) the Banach space of all uniformly continuous and bounded mappings
(resp. Borel bounded mappings) ϕ : Rd → R endowed with the norm ‖ϕ‖0 = supx∈Rd |ϕ(x)|. For any k ∈ N,
Ckb (R
d) is the subspace of Cb(R
d) consisting of all functions with bounded partial derivatives Dixϕ(x) for
1 ≤ i ≤ k and with the norm ‖ϕ‖k = ‖ϕ‖0 +
∑k
i=1 supx∈Rd ‖Dixϕ(x)‖. The notation P(Rd) denotes the
family of all probability measures on (Rd,B(Rd)). For a, b ∈ R, we denote max(a, b) and min(a, b) by a ∨ b
and a ∧ b, respectively. We define inf ∅ =∞ and denote by 1D the indicative function of a set D.
Now, we make the following assumptions on the drift and diffusion coefficients.
Assumption 2.1. For any R > 0, there exists a positive constant KR such that
‖f(x1, y1)− f(x2, y2)‖2 ∨ ‖g(x1, y1)− g(x2, y2)‖2 ≤ KR(‖x1 − x2‖2 + ‖y1 − y2‖2) (2.1)
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for any x1, y1, x2, y2 ∈ Rd with ‖x1‖ ∨ ‖y1‖ ∨ ‖x2‖ ∨ ‖y2‖ ≤ R.
Assumption 2.2. There exist λ1, λ2, λ3 > 0 such that for any x1, y1, x2, y2 ∈ Rd,
〈x1 − x2, f(x1, y)− f(x2, y)〉 ≤ −λ1‖x1 − x2‖2, (2.2)
‖f(x, y1)− f(x, y2)‖2 ≤ λ2 ‖y1 − y2‖2 (2.3)
and
‖g(x1, y1)− g(x2, y2)‖2 ≤ λ3(‖x1 − x2‖2 + ‖y1 − y2‖2). (2.4)
From Assumption 2.2, for any x, y ∈ Rd, we have
2 〈x, f(x, y)〉 =2 〈x− 0, f(x, y)− f(0, y)〉+ 2 〈x, f(0, y)〉
≤ − 2λ1 ‖x‖2 + ‖x‖2 + ‖f(0, y)− f(0, 0) + f(0, 0)‖2
≤− (2λ1 − 1)‖x‖2 + 2λ2‖y‖2 + 2‖f(0, 0)‖2
(2.5)
and
‖g(x, y)‖2 ≤2 ‖g(x, y)− g(0, 0)‖2 + 2 ‖g(0, 0)‖2
≤2λ3‖x‖2 + 2λ3‖y‖2 + 2‖g(0, 0)‖2.
(2.6)
Under Assumptions 2.1 and 2.2, Eq. (1.2) admits a unique global solution X(t) (see [18, Theorem 3.1]).
To demonstrate the dynamics of {X(k)}k∈N, for any x ∈ Rd and B ∈ B(Rd), we define
P (x,B) = P{X(1) ∈ B|X(0) = x} and Pk(x,B) = P{X(k) ∈ B|X(0) = x}.
Unless otherwise specified, we write Xk,x(t) in lieu of X(t) to highlight the initial value X(k) = x. Let us
first verify that {X(k)}k∈N is indeed a Markov chain.
Theorem 2.1. Suppose that Assumptions 2.1 and 2.2 hold. Then {X(k)}k∈N is a time-homogeneous Markov
chain with the transition probability kernel P (x,B).
Proof. We divide this proof into two parts.
(i) Time-homogeneity. For k, k′ ∈ N, if X(k′) = x, then
Xk
′,x(k + k′) =x+
∫ k+k′
k′
f(Xk
′,x(s), Xk
′,x([s]))ds+
∫ k+k′
k′
g(Xk
′,x(s), Xk
′,x([s]))dB(s)
=x+
∫ k
0
f(Xk
′,x(u+ k′), Xk
′,x([u] + k′))du +
∫ k
0
g(Xk
′,x(u + k′), Xk
′,x([u] + k′))dB˜(u),
where B˜(u) = B(u+ k′)−B(k′), u ≥ 0. In addition, if X(0) = x, then
X0,x(k) = x+
∫ k
0
f(X0,x(u), X0,x([u]))du +
∫ k
0
g(X0,x(u), X0,x([u]))dB(u).
Since B˜(u) and B(u) have the same distribution, by the weak uniqueness of the solution for Eq. (1.2), we
obtain that Xk
′,x(k + k′) and X0,x(k) are identical in probability law. Hence
P{X(k + k′) ∈ B|X(k′) = x} = P{X(k) ∈ B|X(0) = x}
for any B ∈ B(Rd) and x ∈ Rd, which means that {X0,x(k)}k∈N is time-homogeneous.
4
(ii) Markov property. Define Gt,s = σ{B(u)− B(s), s ≤ u ≤ t} ∪ N , where s, t > 0 and N denotes
the collection of all P-null sets in F . The property of Brownian motion yields that Fs is independent of Gt,s.
For k ∈ N, let Bk(t) := B(t)−B(k), t ≥ k. Then Bk(t) is Ft ∩Gt,k-measurable. Replacing B(t) by Bk(t) in
Eq. (1.2), we get the unique solution {Xk,y(t)}t≥k, which is adapted to {Ft ∩ Gt,k}t≥k. Thus, Xk,y(k + k′)
is independent of Fk for any k, k′ ∈ N and y ∈ Rd.
For any fixed k, k′ ∈ N, y ∈ Rd, define Ψ : Rd × Ω → Rd, (y, ω) 7→ Xk,y(k + k′, ω). We claim that Ψ is
B(Rd)⊗ Gk+k′,k-measurable. Applying Itoˆ’s formula to E
∥∥Xk,z(t)−Xk,y(t)∥∥2, t ≥ k, we obtain
E
∥∥Xk,z(t)−Xk,y(t)∥∥2 = ‖z − y‖2 + E∫ t
k
∥∥g(Xk,z(s), Xk,z([s])) − g(Xk,y(s), Xk,y([s]))∥∥2 ds
+ 2E
∫ t
k
〈
Xk,z(s)−Xk,y(s), f(Xk,z(s), Xk,z([s])) − f(Xk,y(s), Xk,z([s]))〉 ds
+ 2E
∫ t
k
〈
Xk,z(s)−Xk,y(s), f(Xk,y(s), Xk,z([s]))− f(Xk,y(s), Xk,y([s]))〉 ds.
According to Assumption 2.2, the equation above yields
E
∥∥Xk,z(t)−Xk,y(t)∥∥2 ≤‖z − y‖2 − (2λ1 − 1− λ3)E∫ t
k
∥∥Xk,z(s)−Xk,y(s)∥∥2 ds
+ (λ2 + λ3)E
∫ t
k
∥∥Xk,z([s])−Xk,y([s])∥∥2 ds
≤‖z − y‖2 + λ
∫ t
k
sup
k≤u≤s
E
∥∥Xk,z(u)−Xk,y(u)∥∥2 ds,
where λ := |2λ1 − 1− λ3|+ λ2 + λ3. By Gronwall’s inequality, we have
E
∥∥Xk,z(t)−Xk,y(t)∥∥2 ≤ eλ(t−k) ‖z − y‖2 , (2.7)
which implies that Ψ is continuous in probability with respect to y, i.e., for any ε > 0
P
{
ω ∈ Ω : ∥∥Xk,z(t, ω)−Xk,y(t, ω)∥∥ > ε}→ 0, as z → y.
Theorem 3.1 in [8] implies that there is a modification Ψ˜ of Ψ that is B(Rd)⊗Gk+k′ ,k-measurable. Therefore,
ϕ(X0,x(k + k′)) is B(Rd) ⊗ Gk+k′,k-measurable for any ϕ ∈ Bb(Rd), where we used the uniqueness of the
solution to Eq. (1.2), i.e.,
X0,x(k + k′) = Xk,X
0,x(k)(k + k′) = Ψ˜(X0,x(k)), a.s.
Combining the fact that X0,x(k) is Fk-measurable, we have
E
[
ϕ(Xk,X
0,x(k)(k + k′))|Fk
]
= E
[
ϕ(Xk,y(k + k′))|Fk
] ∣∣∣
y=X0,x(k)
and
E [ϕ(X(k + k′))|Fk] = E
[
ϕ(Xk,y(k + k′))
] ∣∣∣
y=X(k)
= E [ϕ(X(k + k′))|X(k)] .
The proof is completed.
Theorem 2.2. Under Assumptions 2.1 and 2.2, if λ1−λ2−2λ3−1 > 0, then the Markov chain {X(k)}k∈N
admits a unique invariant measure π and there exist C1, ν > 0 independent of k and x such that∣∣∣∣Eϕ(X0,x(k))− ∫
Rd
ϕ(x)π(dx)
∣∣∣∣ ≤ C1e−νk(1 + ‖x‖2), ∀ ϕ ∈ C1b (Rd). (2.8)
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Proof. (i) Existence of invariant measures. Let α := 2λ1 − 2λ3 − 1, β := 2(λ2 + λ3) and γ :=
2(‖f(0, 0)‖2+ ‖g(0, 0)‖2), then α > 0 and βα < 1 since λ1 − λ2 − 2λ3 − 1 = 12 (α− β − 1) > 0. Let {B˜(t)}t≥0
be another Brownian motion, independent of {B(t)}t≥0, defined on (Ω,F ,P) and define
B¯(t) =
B(t), t ≥ 0,B˜(−t), t < 0
with the filtration F¯t := σ{B¯(s), s ≤ t}, t ∈ R. For any k ∈ N and x ∈ Rd, we consider the following equationdX(t) = f(X(t), X([t]))dt+ g(X(t), X([t]))dB¯(t), t ≥ −k,X(−k) = x. (2.9)
It can be verified that (2.9) admits a unique solution under Assumptions 2.1 and 2.2. In what follows, we
show the existence of invariant measure through three steps.
Step 1. A priori estimate
For any k ∈ N and t > −k, applying Itoˆ’s formula to eαt‖X−k,x(t)‖2, (2.5)-(2.6) lead to
eαtE‖X−k,x(t)‖2 =eα[t]E‖X−k,x([t])‖2 + αE
∫ t
[t]
eαs‖X−k,x(s)‖2ds
+ E
∫ t
[t]
eαs
(
2
〈
X−k,x(s), f(X−k,x(s), X−k,x([s]))
〉
+ ‖g(X−k,x(s), X−k,x([s]))‖2) ds
≤
(
eα[t] +
β
α
(
eαt − eα[t]
))
E‖X−k,x([t])‖2 + γ
α
(
eαt − eα[t]
)
.
Hence
E‖X−k,x(t)‖2 ≤
(
β
α
+
(
1− β
α
)
e−α{t}
)
E‖X−k,x([t])‖2 + γ
α
(
1− e−α{t}
)
, (2.10)
where {t} = t− [t]. Let r({t}) = βα +
(
1− βα
)
e−α{t} and F = γα , then 0 < r({t}) < 1 and
E‖X−k,x(t)‖2 ≤r({t})E‖X−k,x([t])‖2 + F
≤r({t})r(1)E‖X−k,x([t]− 1)‖2 + r({t})F + F
≤ · · ·
≤r({t})e([t]+k) log r(1)‖x‖2 + 1− r(1)
[t]+k
1− r(1) r({t})F + F
≤ 1
r(1)
e(t+k) log r(1)‖x‖2 + 1
1− r(1)F + F.
Since log r(1) < 0, there exists a positive constant C independent of k and t such that
sup
k∈N
E‖X−k,x(t)‖2 ≤ 1
r(1)
‖x‖2 + 1
1− r(1)F + F ≤ C(1 + ‖x‖
2). (2.11)
Step 2. For any k1, k2 ∈ N, −k1 < −k2 ≤ t <∞, let Z(t) = X−k1,x(t)−X−k2,x(t), then
Z(t) =Z(−k2) +
∫ t
−k2
(
f(X−k1,x(s), X−k1,x([s])) − f(X−k2,x(s), X−k2,x([s]))) ds
+
∫ t
−k2
(
g(X−k1,x(s), X−k1,x([s])) − g(X−k2,x(s), X−k2,x([s]))) dB(s).
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Similarly to Step 1, applying Itoˆ’s formula to eαtE‖Z(t)‖2, Assumption 2.2 leads to
E‖Z(t)‖2 ≤ r¯({t})E ‖Z([t])‖2 ,
where r¯({t}) = β2α +
(
1− β2α
)
e−α{t} ∈ (0, 1). Furthermore, we derive
E‖Z(t)‖2 ≤ 1
r¯(1)
e(t+k2) log r¯(1)E
∥∥X−k1,x(−k2)− x∥∥2 ≤ Ce(t+k2) log r¯(1) (1 + ‖x‖2) .
In particular,
E
∥∥X−k1,x(0)−X−k2,x(0)∥∥2 ≤ Cek2 log r¯(1) (1 + ‖x‖2) ,
which implies that {X−k,x(0)}k∈N is a Cauchy sequence in L2(Ω,F ,P;Rd). Therefore, there exists ηx ∈
L2(Ω,F ,P;Rd) such that
lim
k→+∞
E
∥∥X−k,x(0)− ηx∥∥2 = 0. (2.12)
Moreover, following the similar procedure, we obtain
E
∥∥X−k,x(0)−X−k,y(0)∥∥2 ≤ 1
r¯(1)
ek log r¯(1)‖x− y‖2. (2.13)
Combining (2.12) and (2.13), we get
E ‖ηx − ηy‖2 =E∥∥ηx −X−k,x(0) +X−k,x(0)−X−k,y(0) +X−k,y(0)− ηy∥∥2
≤3 lim
k→∞
(
E
∥∥ηx −X−k,x(0)∥∥2 + E∥∥X−k,x(0)−X−k,y(0)∥∥2 + E∥∥X−k,y(0)− ηy∥∥2)
=0.
This means that ηx is independent of the initial value x, which is thus denoted by η. Furthermore,
E
∥∥X−k2,x(0)− η∥∥2 = lim
k1→+∞
E
∥∥X−k2,x(0)−X−k1,x(0)∥∥2 ≤ Cek2 log r¯(1) (1 + ‖x‖2) , (2.14)
which indicates that X−k,x(0) converges to η in distribution as k → ∞. Since X−k,x(0) and X0,x(k)
possess the same distribution, by the definition of convergence in distribution, the transition probabilities
Pk(x, ·) = P{X(k) ∈ ·|X(0) = x} weakly converges to P ◦ η−1(·) as k →∞.
Step 3. Denoting by π := P◦η−1 the probability measure induced by η, we claim that π is an invariant
measure. In fact, for any B ∈ B(Rd), the Chapman-Kolmogorov equation leads to
π(B) =
∫
Rd
1B(y)π(dy) = lim
k→+∞
∫
Rd
1B(y)Pk+1(x, dy)
= lim
k→+∞
∫
Rd
∫
Rd
1B(y)P (z, dy)Pk(x, dz)
= lim
k→+∞
∫
Rd
P (z,B)Pk(x, dz) =
∫
Rd
P (z,B)π(dz).
(ii) Uniqueness of the invariant measure. Since Pk(x, ·) weakly converges to π as k →∞, for any
B ∈ B(Rd), x ∈ Rd and k ∈ N, we get
π(B) =
∫
Rd
1B(y)π(dy) = lim
k→+∞
∫
Rd
1B(y)Pk(x, dy) = lim
k→+∞
Pk(x,B).
Assume that π˜ ∈ P(Rd) is another invariant measure of {X(k)}k∈N, then for any B ∈ B(Rd) and k ∈ N,
π˜(B) =
∫
Rd
Pk(x,B)π˜(dx).
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Letting k →∞, we obtain
π˜(B) = lim
k→∞
∫
Rd
Pk(x,B)π˜(dx) = π(B),
which implies that π is the unique invariant measure of {X(k)}k∈N.
(iii) For any ϕ ∈ C1b (Rd), (2.14) and π = P ◦ η−1 lead to∣∣∣∣Eϕ(X0,x(k))− ∫
Rd
ϕ(x)π(dx)
∣∣∣∣ ≤E ∣∣ϕ(X0,x(k))− ϕ(η)∣∣ ≤ ‖ϕ‖1 · E∥∥X0,x(k)− η∥∥
≤C1e−νk(1 + ‖x‖2),
where C1 =
‖ϕ‖1√
r¯(1)
and ν = − 12 log r¯(1). The proof is completed.
Besides a priori estimate in Theorem 2.2, we also present the uniform boundedness of X(t) in pth (p ≥ 1)
moment, which is crucial to estimating the time-independent weak error of numerical methods.
Lemma 2.3. Let Assumptions 2.1-2.2 hold and p ≥ 1. If λ1 − λ2 − 2λ3 − 1 > 4λ3(p− 1), then there exists
a positive constant C := C(x, λ1, λ2, λ3, p) > 0 independent of t such that
E‖X(t)‖2p ≤ C. (2.15)
Proof. Theorem 2.2 (i) implies that the assertion (2.15) holds for the case p = 1. Thus, it suffices to consider
the case p > 1, which is proved by the induction.
We assume that there exists C > 0 independent of t such that (2.15) holds for all p′ = 1, 2, · · · , p− 1,
then we show E‖X(t)‖2p ≤ C. Applying Itoˆ’s formula to E‖X(t)‖2p, (2.5) and (2.6) lead to
E‖X(t)‖2p ≤‖x‖2p + 2pE
∫ t
0
‖X(s)‖2p−2〈X(s), f(X(s), X([s]))〉ds
+ p(2p− 1)E
∫ t
0
‖X(s)‖2p−2‖g(X(s), X([s]))‖2ds
≤‖x‖2p − p(2λ1 − 2λ3 − 1− 4λ3(p− 1))E
∫ t
0
‖X(s)‖2pds
+ 2p (λ2 + λ3(2p− 1))E
∫ t
0
‖X(s)‖2p−2‖X([s])‖2ds
+ 2p
(‖f(0, 0)‖2 + (2p− 1)‖g(0, 0)‖2)E∫ t
0
‖X(s)‖2p−2ds.
(2.16)
Using Young’s inequality and the assumption E‖X(t)‖2(p−1) ≤ C, we obtain
E‖X(t)‖2p ≤‖x‖2p − α3(p)
∫ t
0
E‖X(s)‖2pds+
∫ t
0
(
γ3(p) + β3(p)E‖X([s])‖2p
)
ds,
where α3(p) = 2λ1p − 2λ2p + 2λ2 − p − 2λ3(2p − 1)2, γ3(p) = 2p
(‖f(0, 0)‖2 + (2p− 1)‖g(0, 0)‖2)C and
β3(p) = 2λ2 + 2λ3(2p− 1). In addition,
E‖X(t)‖2p ≤‖x‖2p −α3(p)
∫ t
0
E‖X(s)‖2pds+
∫ t
0
(
γ3(p) + β3(p) sup
0≤r≤s
E‖X(r)‖2p
)
ds. (2.17)
According to [10, Lemma 8.1], we have
sup
0≤s≤t
E‖X(s)‖2p ≤ ‖x‖2p +
∫ t
0
e−α3(p)(t−s)
(
γ3(p) + β3(p) sup
0≤r≤s
E‖X(r)‖2p
)
ds.
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Due to 2λ1 − 2λ2 − 4λ3 − 1 > 8λ3(p− 1), it can be verified that α3(p) > β3(p) > 0. Thus, [10, Lemma 8.2]
leads to
E‖X(t)‖2p ≤ γ3(p) + α3(p)‖x‖
2p
α3(p)− β3(p) =: C.
The proof is completed.
3 Invariant Measures of the Backward Euler Method
Let δ = 1m be the given step-size with integerm ≥ 1. Grid points tn are defined as tn = nδ, n = 0, 1, · · · .
The backward Euler (BE) method for (1.2) is given by
Xn+1 = Xn + δf(Xn+1, X[nδ]m) + g(Xn, X[nδ]m)∆Bn,
where X0 = x, ∆Bn = B(tn+1)−B(tn), Xn is the approximation to X(tn) and X[nδ]m is the approximation
to X([tn]). Since, for arbitrary n = 0, 1, 2, · · · , there exist k ∈ N and l = 0, 1, 2, ...m−1 such that n = km+ l,
the BE method can be written as
Xkm+l+1 = Xkm+l + δf(Xkm+l+1, Xkm) + g(Xkm+l, Xkm)∆Bkm+l. (3.1)
Under the condition (2.2), the implicit BE method admits a unique solution {Xkm+l : l = 0, 1, · · · ,m−
1, k ∈ N} for all step-sizes. Rewrite (3.1) as
Xkm+l+1 − δf(Xkm+l+1, Xkm) = Xkm+l + g(Xkm+l, Xkm)∆Bkm+l. (3.2)
For any a ∈ Rd and δ ∈ (0, 1), define the mapping G : Rd → Rd, x 7→ x− δf(x, a). Then G admits its inverse
function G−1 : Rd → Rd. Moreover, the numerical solution Xkm+l+1 satisfies
Xkm+l+1 = G
−1(Xkm+l + g(Xkm+l, Xkm)∆Bkm+l) (3.3)
for all k ∈ N and l = 0, 1, 2, · · · ,m− 1.
In order to investigate that whether the BE method inherits the Markov property and admits a unique
numerical invariant measure, we denote by Yk := Xkm the solution of BE method at t = k, k ∈ N and define
P δ(x,B) = P{Y (1) ∈ B|Y (0) = x} and P δk (x,B) = P{Y (k) ∈ B|Y (0) = x},
where x ∈ Rd and B ∈ B(Rd). Similarly to X0,x(k), we write Y 0,xk in lieu of Yk to highlight the initial value
Y0 = x. Now, let us proceed to show the Markov property of {Yk}k∈N.
Theorem 3.1. Assume that Assumptions 2.1 and 2.2 hold. Then {Yk}k∈N is a time-homogeneous Markov
chain with the transition probability P δ(x,B).
Proof. (i) Time-homogeneity. For k ∈ N, if Yk = x, i.e., Xkm = x, then from (3.3), it follows
Xkm,xkm+1 = G
−1(x+ g(x, x)∆Bkm).
Define the mapping G1 : R
d × Rm → Rd, (y, z) 7→ G−1(y + g(y, x)z), then Xkm,xkm+1 = G1(x,∆Bkm). In
addition, if Y0 = X0 = x, then
X0,x1 = G
−1(x+ g(x, x)∆B0) = G1(x,∆B0).
Since ∆Bkm and ∆B0 are identical in probability law, X
km,x
km+1 and X
0,x
1 possess the same distribution.
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Again, by (3.3), we have
Xkm,xkm+2 =G
−1(Xkm,xkm+1 + g(X
km,x
km+1, x)∆Bkm+1)
=G−1(G1(x,∆Bkm)) + g(G1(x,∆Bkm), x)∆Bkm+1)
and
X0,x2 =G
−1(X0,x1 + g(X
0,x
1 , x)∆B1) = G
−1(G1(x,∆B0)) + g(G1(x,∆B0), x)∆B1).
Therefore, there exists a function G2 : R
d × Rm × Rm → Rd such that
Xkm,xkm+2 = G2(x,∆Bkm,∆Bkm+1)
and
X0,x2 = G2(x,∆B0,∆B1).
Since (∆Bkm, ∆Bkm+1) and (∆B0, ∆B1) have the same distribution, X
km,x
km+2 and X
0,x
2 are identical in
probability law.
By the same procedure as above, there exists a function Gm such that
Y k,xk+1 = X
km,x
(k+1)m = Gm(x,∆Bkm,∆Bkm+1, · · · ,∆Bkm+m−1) (3.4)
and
Y 0,x1 = X
0,x
m = Gm(x,∆B0,∆B1, · · · ,∆Bm−1).
Since (∆Bkm,∆Bkm+1, · · · ,∆Bkm+m−1) and (∆B0,∆B1, · · · ,∆Bm−1) have the same distribution, Y k,xk+1
and Y 0,x1 are also identical in probability law. Hence
P{Yk+1 ∈ B|Yk = x} = P{Y1 ∈ B|Y0 = x}
for any B ∈ B(Rd). Further, for any k, k′ ∈ N, we have
P{Yk+k′ ∈ B|Yk′ = x} = P{Yk ∈ B|Y0 = x},
which implies the time-homogeneous property.
(ii) Markov property. By the uniqueness of the numerical solution of (3.1), we have
Y 0,xk+1 = X
0,x
(k+1)m = X
km,X0,x
km
(k+1)m = Y
k,Y 0,x
k
k+1 , a.s.
For k ∈ N, define G¯k+1,k := σ{∆Bkm+l, l = 0, 1, 2, · · · ,m − 1}. Then G¯k+1,k is independent of Fk. From
(3.4), we know that Y k,yk+1 is G¯k+1,k-measurable, and thus is independent of Fk. Using similar techniques as
Step 2 in Theorem 2.1, we obtain that Y k,·k+1 is B(Rd)⊗ G¯k+1,k-measurable. Since Y 0,xk is Fk-measurable,
E [ϕ(Yk+1)|Fk] =E
[
ϕ(Y k,Ykk+1 )|Fk
]
= E
[
ϕ(Y k,yk+1)
] ∣∣∣
y=Yk
= E [ϕ(Yk+1)|Yk] ,
which is the required Markov property. Further, the same procedure yields
E [ϕ(Yk+k′ )|Fk] = E [ϕ(Yk+k′ )|Yk] .
The proof is completed.
Before we present the existence and uniqueness of the invariant measure of {Yk}k∈N, we prepare several
lemmas, including the mean square boundedness and the dependence on initial data of the numerical solution.
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Lemma 3.2. For a nonnegative sequence Zkm+l+1, if there exist α > β > 0, γ > 0 such that 1−αδ > 0 and
Zkm+l+1 ≤ (1− αδ)Zkm+l + βδZkm + γδ (3.5)
for k ∈ N, l = 0, 1, · · · ,m− 1, then
Zkm+l+1 ≤
(
β
α
+
(
1− β
α
)
e−α(l+1)δ
)
Zkm +
γ
α
. (3.6)
Proof. From 1− αh > 0 and (3.5), it follows
Zkm+l+1 ≤(1 − αδ)l+1Zkm + β
α
(
1− (1− αδ)l+1)Zkm + γ
α
(
1− (1− αδ)l+1)
=
(
β
α
+
(
1− β
α
)
(1 − αδ)l+1
)
Zkm +
γ
α
(
1− (1− αδ)l+1)
≤
(
β
α
+
(
1− β
α
)
eα(l+1)δ
)
Zkm +
γ
α
,
(3.7)
where in the last step we use 1− βα > 0 and 1− αδ > 0. This completes the proof.
Lemma 3.3. Let conditions in Lemma 2.3 hold. Then there exists C := C(x, λ1, λ2, λ3, p) > 0 independent
of δ, k and l such that
E‖Xkm+l+1‖2p ≤ C (3.8)
for k ∈ N, l = 0, 1, · · · ,m− 1 and δ ∈ (0, δ0) with δ0 being sufficiently small.
Proof. Case 1. If p = 1, then taking the inner product of (3.1) with Xkm+l+1, we get
‖Xkm+l+1‖2 − ‖Xkm+l‖2 + ‖Xkm+l+1 −Xkm+l‖2
=2δ 〈Xkm+l+1, f(Xkm+l+1, Xkm)〉+ 2 〈Xkm+l+1, g(Xkm+l, Xkm)∆Bkm+l〉 .
(3.9)
From (2.5) and (2.6), it follows
E ‖Xkm+l+1‖2 ≤E ‖Xkm+l‖2 + δE ‖g(Xkm+l, Xkm)‖2 + 2δE 〈Xkm+l+1, f(Xkm+l+1, Xkm)〉
≤(1 + 2λ3δ)E ‖Xkm+l‖2 − δ(2λ1 − 1)E ‖Xkm+l+1‖2
+ 2δ(λ2 + λ3)E ‖Xkm‖2 + 2δ(‖f(0, 0)‖2 + ‖g(0, 0)‖2).
(3.10)
Let α1 :=
2λ1−2λ3−1
1+(2λ1−1)δ , β1 :=
2(λ2+λ3)
1+(2λ1−1)δ and γ1 :=
2(‖f(0,0)‖2+‖g(0,0)‖2)
1+(2λ1−1)δ . Then
E ‖Xkm+l+1‖2 ≤(1− α1δ)E ‖Xkm+l‖2 + β1δE ‖Xkm‖2 + γ1δ. (3.11)
Since λ1−λ2− 2λ3− 1 > 0, we have 0 < α1δ < 1 and β1α1 < 1 for any δ ∈ (0, 1). By Lemma 3.2, (3.11) yields
E ‖Xkm+l+1‖2 ≤
(
β1
α1
+
(
1− β1
α1
)
e−α1δ(l+1)
)
E ‖Xkm‖2 + γ1
α1
=: r1(l)E ‖Xkm‖2 + γ1
α1
. (3.12)
Here 0 < r1(l) < 1 for l = 0, 1, 2, · · · ,m− 1. If l = m− 1, then
E
∥∥X(k+1)m∥∥2 ≤ r1(m− 1)E ‖Xkm‖2 + γ1
α1
.
Let F1 :=
(
β1
α1
+
(
1− β1α1
)
e−(2λ1−2λ3−1)
)−1
and F2 :=
(
1− β1α1 −
(
1− β1α1
)
e−
2λ1−2λ3−1
2λ1
)−1
. Then
E ‖Xkm+l+1‖2 ≤r1(l)(r1(m− 1))k ‖x‖2 + γ1
α1
+
γ1
α1
r1(l)
(
1 + r1(m− 1) + · · ·+ (r(m − 1))k
)
≤ 1
r1(m− 1)e
(km+l+1)δ log r1(m−1)‖x‖2 + γ1
α1
· 2− r1(m− 1)
1− r1(m− 1)
≤F1‖x‖2 + γ1
α1
(1 + F2) =: C,
(3.13)
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where we use δ ∈ (0, 1) and 0 < r1(l) < 1 for l = 0, 1, 2, · · · ,m− 1.
Case 2. For p > 1, we show the assertion (3.8) by induction. Since λ1−λ2−2λ3−1 > 0, Case 1 implies
that E‖Xkm+l+1‖2p′ ≤ C holds with p′ = 1. Multiplying (3.9) by ‖Xkm+l+1‖2 and taking expectation yield
LHS = RHS, where
LHS =E ‖Xkm+l+1‖4 − E ‖Xkm+l+1‖2 ‖Xkm+l‖2 + E ‖Xkm+l+1‖2 ‖Xkm+l+1 −Xkm+l‖2
=
1
2
E
(
‖Xkm+l+1‖4 − ‖Xkm+l‖4 +
(
‖Xkm+l+1‖2 − ‖Xkm+l‖2
)2)
+ E ‖Xkm+l+1‖2 ‖Xkm+l+1 −Xkm+l‖2
and
RHS =2δE ‖Xkm+l+1‖2 〈Xkm+l+1, f(Xkm+l+1, Xkm)〉
+ 2E ‖Xkm+l+1‖2 〈Xkm+l+1, g(Xkm+l, Xkm)∆Bkm+l〉
=2δE ‖Xkm+l+1‖2 〈Xkm+l+1, f(Xkm+l+1, Xkm)〉
+ 2E ‖Xkm+l+1‖2 〈Xkm+l+1 −Xkm+l, g(Xkm+l, Xkm)∆Bkm+l〉
+ 2E ‖Xkm+l+1‖2 〈Xkm+l, g(Xkm+l, Xkm)∆Bkm+l〉
=:R1 +R2 +R3.
For term R1, by (2.5) and 2ab ≤ a2 + b2, we have
R1 ≤− (2λ1 − 1) δE ‖Xkm+l+1‖4 + 2λ2δE ‖Xkm+l+1‖2 ‖Xkm+l‖2 + 2‖f(0, 0)‖2δE ‖Xkm+l+1‖2
≤− (2λ1 − 1− λ2) δE ‖Xkm+l+1‖4 + λ2δE ‖Xkm+l‖4 + 2‖f(0, 0)‖2δE ‖Xkm+l+1‖2 .
For terms R2 and R3, according to (2.6) and 2ab ≤ ǫa2 + 1ǫ b2, ǫ > 0, we obtain
R2 ≤E‖Xkm+l+1‖2‖Xkm+l+1 −Xkm+l‖2 + E‖Xkm+l‖2‖g(Xkm+l, Xkm)∆Bkm+l‖2
+ E
(‖Xkm+l+1‖2 − ‖Xkm+l‖2) ‖g(Xkm+l, Xkm)∆Bkm+l‖2
≤E‖Xkm+l+1‖2‖Xkm+l+1 −Xkm+l‖2 + ǫ1
4
E
(‖Xkm+l+1‖2 − ‖Xkm+l‖2)2
+
1
ǫ1
E‖g(Xkm+l, Xkm)∆Bkm+l‖4 + E‖Xkm+l‖2‖g(Xkm+l, Xkm)∆Bkm+l‖2
≤E‖Xkm+l+1‖2‖Xkm+l+1 −Xkm+l‖2 + ǫ1
4
E
(‖Xkm+l+1‖2 − ‖Xkm+l‖2)2
+
3
ǫ1
δ2E(2λ3‖Xkm+l‖2 + 2λ3‖Xkm‖2 + 2‖g(0, 0)‖2)2
+ 2λ3δE‖Xkm+l‖4 + 2λ3δE‖Xkm+l‖2‖Xkm‖2 + 2‖g(0, 0)‖2δE‖Xkm+l‖2
=E‖Xkm+l+1‖2‖Xkm+l+1 −Xkm+l‖2 + ǫ1
4
E
(‖Xkm+l+1‖2 − ‖Xkm+l‖2)2
+
(
24λ23δ
2
ǫ1
+ 3λ3δ
)
E‖Xkm+l‖4 +
(
24λ23h
2
ǫ1
+ λ3δ
)
E‖Xkm‖4 + 12δ
2
ǫ1
‖g(0, 0)‖4
+
24λ3δ
2
ǫ1
‖g(0, 0)‖2E(‖Xkm+l‖2 + ‖Xkm‖2) + 2‖g(0, 0)‖2δE‖Xkm+l‖2
and
R3 =2E(‖Xkm+l+1‖2 − ‖Xkm+l‖2)〈Xkm+l, g(Xkm+l, Xkm)〉∆Bkm+l
≤ǫ2E(‖Xkm+l+1‖2 − ‖Xkm+l‖2)2 + 1
ǫ2
E(〈Xkm+l, g(Xkm+l, Xkm)〉∆Bkm+l)2
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≤ǫ2E(‖Xkm+l+1‖2 − ‖Xkm+l‖2)2 + 3λ3δ
ǫ2
E‖Xkm+l‖4
+
λ3δ
ǫ2
E‖Xkm‖4 + 2‖g(0, 0)‖
2δ
ǫ2
E‖Xkm+l‖2.
Substituting R1, R2 and R3 into RHS, we get
RHS ≤− (2λ1 − 1− λ2)δE‖Xkm+l+1‖4 + E‖Xkm+l+1‖2‖Xkm+l+1 −Xkm+l‖2
+
( ǫ1
4
+ ǫ2
)
E
(‖Xkm+l+1‖2 − ‖Xkm+l‖2)2 + (24λ23δ2
ǫ1
+ 3λ3δ +
3λ3δ
ǫ2
)
E‖Xkm+l‖4 (3.14)
+
(
24λ23δ
2
ǫ1
+ λ3δ + λ2δ +
λ3δ
ǫ2
)
E‖Xkm‖4 + Cδ,
where E‖Xkm+l+1‖2 ≤ C, k ∈ N, l = 0, 1, · · · ,m − 1 are used and C is independent of δ, k and l. Let
ǫ2 +
ǫ1
4 =
1
2 , α4 =
2(2λ1−1−λ2)− 48λ
2
3δ
ǫ1
−6λ3− 6λ3ǫ2
1+2(2λ1−1−λ2)δ and β4 =
48λ23δ
ǫ1
+2λ3+2λ2+
2λ3
ǫ2
1+2(2λ1−1−λ2)δ . Recall that LHS = RHS,
(1 + 2(2λ1 − 1− λ2)δ)E‖Xkm+l+1‖4 ≤
(
1 +
48λ23δ
2
ǫ1
+ 6λ3δ +
6λ3δ
ǫ2
)
E‖Xkm+l‖4
+
(
48λ23δ
2
ǫ1
+ 2λ3δ + 2λ2δ +
2λ3δ
ǫ2
)
E‖Xkm‖4 + Cδ,
which implies
E‖Xkm+l+1‖4 ≤(1 − α4δ)E‖Xkm+l‖4 + β4δE‖Xkm‖4 + Cδ.
Up to now, it suffices to show that
α4 − β4 =
2 (2λ1 − 1− 2λ2 − 4λ3)− 96λ
2
3δ
ǫ1
− 8λ3ǫ2
1 + 2(2λ1 − 1− λ2)δ > 0.
Since 1 + 2(2λ1 − 1− λ2)δ > 0, we just need
2λ1 − 1− 2λ2 − 4λ3 > 48λ
2
3δ
ǫ1
+
4λ3
ǫ2
.
Note that the condition λ1 − 1− λ2 − 2λ3 > 4(p− 1)λ3 equals to 2λ1 − 1− 2λ2 − 4λ3 > 8(p− 1)λ3 + 1, and
8(p− 1)λ3 + 1 > 8λ3 + 1. We choose ǫ2 = 8λ316λ3+1 , then
4λ3
ǫ2
= 8λ3 +
1
2
,
and there exists δ1 > 0 such that
48λ23δ
ǫ1
≤ 1
2
, ∀ δ ∈ (0, δ1),
which leads to
48λ23δ
ǫ1
+
4λ3
ǫ2
≤ 8λ3 + 1 < 2λ1 − 1− 2λ2 − 4λ3,
i.e., α4 − β4 > 0. Therefore, there exists C > 0 independent of δ, k and l such that
E‖Xkm+l+1‖4 ≤ C
for all k ∈ N and l = 0, 1, · · · ,m− 1. This implies that E‖Xkm+l+1‖2p′ ≤ C holds with p′ = 2.
By repeating the same procedure as the case p′ = 2, there exist δ0 > 0 and C > 0 independent of δ, k
and l such that E‖Xkm+l+1‖2p′ ≤ C for p′ = 3, 4, · · · , p, which completes the proof.
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Corollary 3.4. Under Assumptions 2.1 and 2.2, if λ1 − λ2 − 2λ3 − 1 > 0, then, for any δ ∈ (0, 1), there
exists a constant C2 > 0 independent of δ and k such that {Y 0,xk }k∈N satisfies
sup
k∈N
E
∥∥∥Y 0,xk+1∥∥∥2 ≤ C2(1 + ‖x‖2). (3.15)
Denote α2 :=
2λ1−λ3−1
1+(2λ1−1)δ , β2 :=
λ2+λ3
1+(2λ1−1)δ and r¯1(l) :=
β2
α2
+
(
1− β2α2
)
e−α2(l+1)δ, l = 0, 1, 2, · · · ,m− 1.
By λ1 − λ2 − 2λ3 − 1 > 0, we get 0 < α2δ < 1, β2α2 < 1 and thus 0 < r¯1(l) < 1 for l = 0, 1, 2, · · · ,m− 1 and
δ ∈ (0, 1). In what follows, we show the continuous dependence on initial data of {Yk}k∈N.
Lemma 3.5. Let Assumptions 2.1 and 2.2 hold. If λ1 − λ2 − 2λ3 − 1 > 0, then, for any δ ∈ (0, 1) and any
two initial values x, y ∈ Rd with x 6= y, the solutions generated by the BE method satisfy
E
∥∥∥Y 0,xk+1 − Y 0,yk+1∥∥∥2 ≤ 1r¯1(m− 1)e(k+1) log r¯1(m−1)‖x− y‖2. (3.16)
Proof. From the BE method (3.2), for any initial data x, y ∈ Rd, it follows
X0,xkm+l+1 −X0,ykm+l+1 − δ
(
f(X0,xkm+l+1, X
0,x
km)− f(X0,ykm+l+1, X0,ykm)
)
=X0,xkm+l −X0,ykm+l −
(
g(X0,xkm+l, X
0,x
km)− g(X0,ykm+l, X0,ykm)
)
∆Bkm+l.
Using Assumption 2.2, we obtain
E
∥∥∥X0,xkm+l+1 −X0,ykm+l+1∥∥∥2 =E∥∥∥X0,xkm+l −X0,ykm+l∥∥∥2 − δ2E∥∥∥f(X0,xkm+l+1, X0,xkm)− f(X0,ykm+l+1, X0,ykm)∥∥∥2
+ 2δE
〈
X0,xkm+l+1 −X0,ykm+l+1, f(X0,xkm+l+1, X0,xkm)− f(X0,ykm+l+1, X0,ykm)
〉
+ E
∥∥∥(g(X0,xkm+l, X0,xkm)− g(X0,ykm+l, X0,ykm))∆Bkm+l∥∥∥2
≤E
∥∥∥X0,xkm+l −X0,ykm+l∥∥∥2 + δE∥∥∥g(X0,xkm+l, X0,xkm)− g(X0,ykm+l, X0,ykm)∥∥∥2
+ 2δE
〈
X0,xkm+l+1 −X0,ykm+l+1, f(X0,xkm+l+1, X0,xkm)− f(X0,ykm+l+1, X0,ykm)
〉
≤(1 + λ3δ)E
∥∥∥X0,xkm+l −X0,ykm+l∥∥∥2 + (λ2 + λ3)δE∥∥∥X0,xkm −X0,ykm∥∥∥2
− (2λ1 − 1)δE
∥∥∥X0,xkm+l+1 −X0,ykm+l+1∥∥∥2 .
Therefore
E
∥∥∥X0,xkm+l+1 −X0,ykm+l+1∥∥∥2 ≤(1− α2δ)E∥∥∥X0,xkm+l −X0,ykm+l∥∥∥2 + β2δE∥∥∥X0,xkm −X0,ykm∥∥∥2
≤
(
β2
α2
+
(
1− β2
α2
)
(1− α2δ)l+1
)
E
∥∥∥X0,xkm −X0,ykm∥∥∥2
≤r¯1(l)E
∥∥∥X0,xkm −X0,ykm∥∥∥2 .
(3.17)
If l = m− 1, then
E
∥∥∥X0,x(k+1)m −X0,y(k+1)m∥∥∥2 ≤ r¯1(m− 1)E∥∥∥X0,xkm −X0,ykm∥∥∥2 .
Therefore, (3.17) yields
E
∥∥∥X0,xkm+l+1 −X0,ykm+l+1∥∥∥2 ≤r¯1(l)E∥∥∥X0,xkm −X0,ykm∥∥∥2
≤ 1
r¯1(m− 1)e
(km+l+1)δ log r¯1(m−1)‖x− y‖2
(3.18)
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and
E
∥∥∥Y 0,xk+1 − Y 0,yk+1∥∥∥2 = E∥∥∥X0,x(k+1)m −X0,y(k+1)m∥∥∥2 ≤ 1r¯1(m− 1)e(k+1) log r¯1(m−1)‖x− y‖2. (3.19)
The proof is completed.
Now, we are in a position to show the existence and uniqueness of the BE method’s invariant measure.
Theorem 3.6. Under Assumptions 2.1 and 2.2, if λ1 − λ2 − 2λ3 − 1 > 0, then, for any δ > 0, the Markov
chain {Y 0,xk }k∈N admits a unique invariant measure πδ and there exist C3, ν¯ > 0 independent of x, δ and k
such that ∣∣∣∣Eϕ(Y 0,xk )− ∫
Rd
ϕ(x)πδ(dx)
∣∣∣∣ ≤ C3(1 + ‖x‖)e−ν¯k, ∀ ϕ ∈ C1b (Rd). (3.20)
Proof. According to the Chebyshev inequality and (3.15), it follows that the transition probability measure
{P δk (x, ·)}k∈N is tight. Then by the Prokhorov theorem [6], {P δk (x, ·)}k∈N is weakly relatively compact, i.e.,
there exists πδ ∈ P(Rd) such that the subsequence {P δki(x, ·)}ki∈N is weakly convergent to πδ as ki → ∞.
Moreover, for any k ∈ N and ϕ ∈ Bb(Rd), the Chapman-Kolmogorov equation leads to∫
Rd
ϕ(z)πδ(dz) = lim
ki→∞
∫
Rd
ϕ(z)P δk+ki (x, dz) = limki→∞
∫
Rd
∫
Rd
ϕ(z)P δk (y, dz)P
δ
ki(x, dy)
= lim
ki→∞
∫
Rd
P δkϕ(y)P
δ
ki(x, dy) =
∫
Rd
P δkϕ(y)π
δ(dy),
where P δkϕ(y) = Eϕ(Y
0,y
k ). This means that the Markov chain {Y 0,xk }k∈N admits an invariant measure
πδ ∈ P(Rd). Moreover, for any x ∈ Rd and ϕ ∈ Bb(Rd), we have
lim
ki→∞
P δkiϕ(x) = limki→∞
∫
Rd
ϕ(z)P δki(x, dz) =
∫
Rd
ϕ(z)πδ(dz).
In addition, if π˜δ ∈ P(Rd) is another invariant measure of {Y 0,xk }k∈N, then∫
Rd
ϕ(z)π˜δ(dz) =
∫
Rd
P δkiϕ(z)π˜
δ(dz), ki ∈ N, ϕ ∈ Bb(Rd).
Taking ki →∞, we get∫
Rd
ϕ(z)π˜δ(dz) = lim
ki→∞
∫
Rd
P δkiϕ(z)π˜
δ(dz) =
∫
Rd
ϕ(z)πδ(dz), ϕ ∈ Bb(Rd).
This means that πδ is the unique invariant measure for {Y 0,xk }k∈N.
Again using the Chapman-Kolmogorov equation, for any ϕ ∈ C1b (Rd), we have∣∣∣∣Eϕ(Y 0,xk )− ∫
Rd
ϕ(x)πδ(dx)
∣∣∣∣ = ∣∣∣∣ limki→∞P δkϕ(x) −
∫
Rd
ϕ(z)P δk+ki (x, dz)
∣∣∣∣
=
∣∣∣∣ limki→∞
∫
Rd
P δkϕ(x)P
δ
ki (x, dy)−
∫
Rd
P δkϕ(y)P
δ
ki (x, dy)
∣∣∣∣ (3.21)
≤ lim
ki→∞
∫
Rd
∣∣P δkϕ(x) − P δkϕ(y)∣∣P δki(x, dy)
≤‖ϕ‖1 · lim
ki→∞
∫
Rd
E
∥∥∥Y 0,xk − Y 0,yk ∥∥∥P δki (x, dy).
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From Lemma 3.5, it follows∣∣∣∣Eϕ(Y 0,xk )− ∫
Rd
ϕ(x)πδ(dx)
∣∣∣∣ ≤‖ϕ‖1 · limki→∞
∫
Rd
(
E
∥∥∥Y 0,xk − Y 0,yk ∥∥∥2) 12 P δki(x, dy)
≤ ‖ϕ‖1√
r¯1(m− 1)
ek/2 log r¯1(m−1)
∫
Rd
‖x− y‖P δki(x, dy)
=
‖ϕ‖1√
r¯1(m− 1)
ek/2 log r¯1(m−1)E‖x− Y 0,xki ‖.
(3.22)
By Lemma 3.4, (3.22) yields ∣∣∣∣Eϕ(Y 0,xk )− ∫
Rd
ϕ(x)πδ(dx)
∣∣∣∣ ≤ C3(1 + ‖x‖)e−ν¯k,
where C3 =
2
√
C2‖ϕ‖1√
r¯1(m−1)
and ν¯ = − 12 log r¯1(m− 1). We complete the proof.
4 Approximation of the Invariant Measures
In this section, we aim to estimate the error between invariant measures π and πδ, i.e.∣∣∣∣∫
Rd
φ(x)π(dx) −
∫
Rd
φ(x)πδ(dx)
∣∣∣∣ .
Unless otherwise specified, we assume that B(t) is a 1-dimensional Brownian motion throughout this section.
According to the uniqueness of the invariant measures π and πδ, we know that both the Markov chains
{X(k)}k∈N and {Yk}k∈N are ergodic, that is
lim
K→∞
1
K
K−1∑
k=0
Eφ(X(k)) =
∫
Rd
φ(x)π(dx)
and
lim
K→∞
1
K
K−1∑
k=0
Eφ(Yk) =
∫
Rd
φ(x)πδ(dx).
Therefore, ∣∣∣∣∫
Rd
φ(x)π(dx) −
∫
Rd
φ(x)πδ(dx)
∣∣∣∣ =
∣∣∣∣∣ limK→∞ 1K
K−1∑
k=0
Eφ(X(k)) −
K−1∑
k=0
Eφ(Yk)
∣∣∣∣∣
≤ lim
K→∞
1
K
K−1∑
k=0
|Eφ(X(k)) − Eφ(Yk)| .
From the inequality above, it is observed that the error between π and πδ can be estimated by the weak
error of numerical methods. So, we contribute on the time-independent weak convergence analysis of the
BE method and then give the approximation between π and πδ.
4.1 A Priori Estimates
Suppose that the Fre´chet partial derivatives of f and g exist, for any ξ ∈ Rd, then the definition of
Fre´chet derivatives and Assumption 2.2 lead to
ξT
∂f
∂x
(x, y)ξ ≤ −λ1‖ξ‖2,
∥∥∥∥∂f∂y (x, y)ξ
∥∥∥∥2 ≤ λ2‖ξ‖2 (4.1)
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and ∥∥∥∥∂g∂x(x, y)ξ
∥∥∥∥2 ≤ λ3‖ξ‖2, ∥∥∥∥∂g∂y (x, y)ξ
∥∥∥∥2 ≤ λ3‖ξ‖2. (4.2)
In the following, we will use D and D to denote the Malliavin differentiation operator and the Fre´chet
differentiation operator, respectively. Under the estimates for the partial derivatives of f and g, we derive
the uniform estimation of the Fre´chet derivative of X i,η(t) as follows.
Lemma 4.1. Assume that the Fre´chet derivatives of f and g exist and the conditions in Lemma 2.3 are
satisfied. Then there exist two positive constants C and ν1 independent of t such that
E
∥∥DX i,η(t)ξ∥∥2p ≤ Ce−ν1(t−i)‖ξ‖2p, t ≥ i (4.3)
for ξ ∈ Rd and η ∈ L2p(Ω,Rd;Fi), i ∈ N.
Proof. For any ξ ∈ Rd, we have
DX i,η(t)ξ =DX i,η([t])ξ +
∫ t
[t]
∂f
∂x
(X i,η(s), X i,η([t]))DX i,η(s)ξds
+
∫ t
[t]
∂f
∂y
(X i,η(s), X i,η([t]))DX i,η([t])ξds
+
∫ t
[t]
∂g
∂x
(X i,η(s), X i,η([t]))DX i,η(s)ξdB(s)
+
∫ t
[t]
∂g
∂y
(X i,η(s), X i,η([t]))DX i,η([t])ξdB(s).
Denote H(t) := DX i,η(t)ξ. For any α > 0, applying Itoˆ’s formula to e2αpt ‖H(t)‖2p, we obtain
e2αptE ‖H(t)‖2p ≤e2αp[t]E ‖H([t])‖2p + 2αpE
∫ t
[t]
e2αps ‖H(s)‖2p ds
+ 2pE
∫ t
[t]
e2αps ‖H(s)‖2(p−1)
〈
H(s),
∂f
∂x
(X i,η(s), X i,η([t]))H(s)
〉
ds
+ 2pE
∫ t
[t]
e2αps ‖H(s)‖2(p−1)
〈
H(s),
∂f
∂y
(X i,η(s), X i,η([t]))H([t])
〉
ds
+ 2p(2p− 1)E
∫ t
[t]
e2αps ‖H(s)‖2(p−1)
∥∥∥∥∂g∂x(X i,η(s), X i,η([t]))H(s)
∥∥∥∥2 ds
+ 2p(2p− 1)E
∫ t
[t]
e2αps ‖H(s)‖2(p−1)
∥∥∥∥∂g∂y (X i,η(s), X i,η([t]))H([t])
∥∥∥∥2 ds.
Taking 2α7p = 2λ1p − 2λ3(2p − 1)2 − p − λ2(p − 1) and β7 = λ2 + 2λ3(2p − 1), then 2α7p > β7 since
λ1 − λ2 − 2λ3 − 1 > 4λ3(p− 1). From (4.1), (4.2) and Young’s inequality, it follows that
e2α7ptE ‖H(t)‖2p ≤e2α7p[t]E ‖H([t])‖2p + (2α7 − 2λ1 + 2λ3(2p− 1) + 1) pE
∫ t
[t]
e2α7ps ‖H(s)‖2p ds
+ (λ2p+ 2λ3p(2p− 1))E
∫ t
[t]
e2α7ps ‖H(s)‖2(p−1) ‖H([t])‖2 ds
≤e2α7p[t]E ‖H([t])‖2p + β7E
∫ t
[t]
e2α7ps ‖H([t])‖2p ds
=
(
e2α7p[t] +
β7
2α7p
(
e2α7pt − e2α7p[t]
))
E ‖H([t])‖2p .
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Hence
E
∥∥DX i,η(t)ξ∥∥2p ≤r2({t})E∥∥DX i,η([t])ξ∥∥2p ,
where r2({t}) = β72α7p +
(
1− β72α7p
)
e−2α7p{t} and 0 < r2({t}) < 1. If t = k, then
E
∥∥DX i,η(k)ξ∥∥2p = lim
t→k−
E
∥∥DX i,η(t)ξ∥∥2p ≤ r2(1)E∥∥DX i,η(k − 1)ξ∥∥2p .
Therefore
E
∥∥DX i,η(t)ξ∥∥2p ≤r2({t})r2(1)[t]−iE ‖ξ‖2p ≤ Ce−ν1(t−i)E ‖ξ‖2p ,
where C = 1r2(1) and ν1 = − log r2(1). The proof is completed.
Next, we show the uniform estimate of the Malliavin derivative of X i,η(t).
Lemma 4.2. Let the conditions in Lemma 2.3 hold. Then there exists C > 0 independent of δ, k and l such
that
E‖DuXkm+l+1‖2p ≤ C (4.4)
for all k ∈ N, l = 0, 1, · · · ,m− 1 and δ ∈ (0, δ˜0) with δ˜0 being sufficiently small.
Proof. From (3.1), the Malliavin derivative of Xkm+l+1 is
DuXkm+l+1 =DuXkm+l1{u<tkm+l} + g(Xkm+l, Xkm)1{tkm+l≤u<tkm+l+1}
+ δ
∂f
∂x
(Xkm+l+1, Xkm)DuXkm+l+1 + δ ∂f
∂y
(Xkm+l+1, Xkm)DuXkm
+
∂g
∂x
(Xkm+l, Xkm)DuXkm+l∆Bkm+1 + ∂g
∂y
(Xkm+l, Xkm)DuXkm∆Bkm+1
(4.5)
for 0 ≤ u < tkm+l+1. If u ≥ tkm+l+1, then DuXkm+l+1 = 0 and then we only consider the case of
0 ≤ u < tkm+l+1 in the following.
Case 1. If tkm+l ≤ u < tkm+l+1, then (4.5) becomes
DuXkm+l+1 =g(Xkm+l, Xkm) + δ ∂f
∂x
(Xkm+l+1, Xkm)DuXkm+l+1. (4.6)
Multiplying (4.6) by DuXkm+l+1, (4.1) leads to
‖DuXkm+l+1‖2 = 〈DuXkm+l+1, g(Xkm+l, Xkm)〉
+ δ
〈
DuXkm+l+1, ∂f
∂x
(Xkm+l+1, Xkm)DuXkm+l+1
〉
≤
(
1
2
− λ1δ
)
‖DuXkm+l+1‖2 + 1
2
E ‖g(Xkm+l, Xkm)‖2 .
(4.7)
Then multiplying (4.7) by ‖DuXkm+l+1‖2(p−1) and taking expectation, Young’s inequality leads to
E ‖DuXkm+l+1‖2p ≤
(
1
2
− λ1δ
)
E ‖DuXkm+l+1‖2p + 1
2
E ‖DuXkm+l+1‖2(p−1) ‖g(Xkm+l, Xkm)‖2
≤
(
3
4
− λ1δ
)
E ‖DuXkm+l+1‖2p + 1
2p
(
2(p− 1)
p
)p−1
E ‖g(Xkm+l, Xkm)‖2p ,
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which implies
E ‖DuXkm+l+1‖2p ≤ 2
(1 + 4λ1δ) p
(
2(p− 1)
p
)p−1
E ‖g(Xkm+l, Xkm)‖2p .
Since E‖Xkm+l‖2p ≤ C and g satisfies the global Lipschitz condition, we prove (4.4) when u ∈ [tkm+l, tkm+l+1).
Case 2. If tkm ≤ u < tkm+l, then (4.5) becomes
DuXkm+l+1 −DuXkm+l =δ ∂f
∂x
(Xkm+l+1, Xkm)DuXkm+l+1 + ∂g
∂x
(Xkm+l, Xkm)DuXkm+l∆Bkm+1. (4.8)
We prove the assertion (4.4) by induction. Let us first show that E ‖DuXkm+l+1‖2p
′ ≤ C with p′ = 1.
Multiplying (4.8) by DuXkm+l+1 leads to
1
2
(
E ‖DuXkm+l+1‖2 − E ‖DuXkm+l‖2 + E ‖DuXkm+l+1 −DuXkm+l‖2
)
=δE
〈
DuXkm+l+1, ∂f
∂x
(Xkm+l+1, Xkm)DuXkm+l+1
〉
+ E
〈
DuXkm+l+1 −DuXkm+l, ∂g
∂x
(Xkm+l, Xkm)DuXkm+l∆Bkm+1
〉
≤− λ1δE ‖DuXkm+l+1‖2 + 1
2
E ‖DuXkm+l+1 −DuXkm+l‖2 + 1
2
λ3δE ‖DuXkm+l‖2 ,
(4.9)
which implies
(1 + 2λ1δ)E ‖DuXkm+l+1‖2 ≤ (1 + λ3δ)E ‖DuXkm+l‖2 .
Since λ1 − 1 − λ2 − 2λ3 > 0, and for any u, there exist n ∈ N and w ∈ {0, 1, · · · ,m − 1} such that
u ∈ [tnm+w, tnm+w+1), combining Case 1, we obtain
E ‖DuXkm+l+1‖2 ≤ E ‖DuXkm+l‖2 ≤ · · · ≤ E ‖DuXnm+w+1‖2 ≤ C.
If p′ = 2, without taking expectation in (4.9), multiplying (4.9) by ‖DuXkm+l+1‖2 and then taking expecta-
tion, Young’s inequality leads to
1
2
(
E ‖DuXkm+l+1‖4 − E ‖DuXkm+l‖4 + E
(
‖DuXkm+l+1‖2 − ‖DuXkm+l‖2
))
+ E ‖DuXkm+l+1‖2 ‖DuXkm+l+1 −DuXkm+l‖2
=2δE ‖DuXkm+l+1‖2
〈
DuXkm+l+1, ∂f
∂x
(Xkm+l+1, Xkm)DuXkm+l+1
〉
+ 2E ‖DuXkm+l+1‖2
〈
DuXkm+l+1 −DuXkm+l, ∂g
∂x
(Xkm+l, Xkm)DuXkm+l∆Bkm+1
〉
+ 2E
(
‖DuXkm+l+1‖2 − ‖DuXkm+l‖2
)〈
DuXkm+l, ∂g
∂x
(Xkm+l, Xkm)DuXkm+l∆Bkm+1
〉
=:R˜1 + R˜2 + R˜3.
From (4.1), R˜1 satisfies
R˜1 ≤ −2λ1δE ‖DuXkm+l+1‖4 + R˜1 + R˜2.
For R˜2 and R˜3, Young’s inequality and (4.2) lead to
R˜2 ≤E ‖DuXkm+l+1‖2 ‖DuXkm+l+1 −DuXkm+l‖2
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+ E ‖DuXkm+l+1‖2
∥∥∥∥∂g∂x(Xkm+l, Xkm)DuXkm+l∆Bkm+1
∥∥∥∥2
≤E ‖DuXkm+l+1‖2 ‖DuXkm+l+1 −DuXkm+l‖2 + λ3δE ‖DuXkm+l‖4
+
1
2
ǫ1E
(
‖DuXkm+l+1‖2 − ‖DuXkm+l‖2
)2
+
1
2ǫ1
E
∥∥∥∥∂g∂x(Xkm+l, Xkm)DuXkm+l∆Bkm+1
∥∥∥∥4
≤E ‖DuXkm+l+1‖2 ‖DuXkm+l+1 −DuXkm+l‖2 +
(
λ3δ +
3λ33δ
2
2ǫ1
)
E ‖DuXkm+l‖4
+
1
2
ǫ1E
(
‖DuXkm+l+1‖2 − ‖DuXkm+l‖2
)2
and
R˜3 ≤ǫ2E
(
‖DuXkm+l+1‖2 − ‖DuXkm+l‖2
)2
+
1
ǫ2
E
〈
DuXkm+l, ∂g
∂x
(Xkm+l, Xkm)DuXkm+l∆Bkm+1
〉2
≤ǫ2E
(
‖DuXkm+l+1‖2 − ‖DuXkm+l‖2
)2
+
λ3δ
ǫ2
E ‖DuXkm+l‖4 .
Let ǫ2 +
1
2ǫ1 =
1
2 , then
(1 + 4λ1δ)E ‖DuXkm+l+1‖4 ≤
(
1 + 2
(
1 +
1
ǫ2
)
λ3δ +
3λ33δ
2
ǫ1
)
E ‖DuXkm+l‖4 .
Since λ1−λ2−1−2λ3 > 0, there exists δ′ > 0 such that E ‖DuXkm+l+1‖4 ≤ E ‖DuXkm+l‖4 for all δ ∈ (0, δ′).
Following the same procedure as the case p′ = 1, there exists C > 0 independent of δ, k and l such that
E ‖DuXkm+l+1‖4 ≤ C.
The inequality above shows E‖DuXkm+l+1‖2p′ ≤ C with p′ = 2. Repeating the procedure as above, we
prove (4.4) when u ∈ [tkm, tkm+l).
Case 3. If u < tkm, then
DuXkm+l+1 −DuXkm+l
=δ
∂f
∂x
(Xkm+l+1, Xkm)DuXkm+l+1 + δ ∂f
∂y
(Xkm+l+1, Xkm)DuXkm
+
∂g
∂x
(Xkm+l, Xkm)DuXkm+l∆Bkm+1 + ∂g
∂y
(Xkm+l, Xkm)DuXkm∆Bkm+1.
(4.10)
Multiplying (4.10) by DuXkm+l+1 and taking expectation, we have LHS = RHS, where
LHS =
1
2
(
E‖DuXkm+l+1‖2 − E ‖DuXkm+l‖2 + E‖DuXkm+l+1 −DuXkm+l‖2
)
(4.11)
and
RHS =δE
〈
DuXkm+l+1, ∂f
∂x
(Xkm+l+1, Xkm)DuXkm+l+1
〉
+ δE
〈
DuXkm+l+1, ∂f
∂y
(Xkm+l+1, Xkm)DuXkm
〉
+ E
〈
DuXkm+l+1, ∂g
∂x
(Xkm+l, Xkm)DuXkm+l∆Bkm+1
〉
+ E
〈
DuXkm+l+1, ∂g
∂y
(Xkm+l, Xkm)DuXkm∆Bkm+1
〉
.
(4.12)
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By (4.1) and Young’s inequality, RHS yields
RHS ≤
(
−λ1 + 1
2
)
δE ‖DuXkm+l+1‖2 + 1
2
δE
∥∥∥∥∂f∂y (Xkm+l+1, Xkm)DuXkm
∥∥∥∥2
+ E
〈
DuXkm+l+1 −DuXkm+l, ∂g
∂x
(Xkm+l, Xkm)DuXkm+l∆Bkm+1
〉
+ E
〈
DuXkm+l+1 −DuXkm+l, ∂g
∂y
(Xkm+l, Xkm)DuXkm∆Bkm+1
〉
≤
(
−λ1 + 1
2
)
δE ‖DuXkm+l+1‖2 + 1
2
E ‖DuXkm+l+1 −DuXkm+l‖2
+
(
1
2
λ2 + λ3
)
δE ‖DuXkm‖2 + λ3δE ‖DuXkm+l‖2 ,
which implies
E‖DuXkm+l+1‖2 ≤ (1− α5δ)E ‖DuXkm+l‖2 + β5δE ‖DuXkm‖2 ,
where α5 =
2λ1−1−2λ3
1+2λ1δ−δ and β5 =
λ2+2λ3
1+2λ1δ−δ . Since α5 > β5 > 0 and 0 <
β5
α5
+
(
1− β5α5
)
e−α5(l+1)δ < 1,
l = 0, 1, · · · ,m− 1, under the condition λ1 − 1− λ2 − 2λ3 > 0, we get
E‖DuXkm+l+1‖2 ≤
(
β5
α5
+
(
1− β5
α5
)
e−α5(l+1)δ
)
E ‖DuXkm‖2 .
If l = m− 1, then E‖DuX(k+1)m‖2 ≤
(
β5
α5
+
(
1− β5α5
)
e−α5
)
E ‖DuXkm‖2. Since for any u ≥ 0, there exists
n ∈ N such that u ∈ [n− 1, n). Combining the result in Case 2, we obtain
E‖DuXkm+l+1‖2 ≤
(
β5
α5
+
(
1− β5
α5
)
e−α5(l+1)δ
)(
β5
α5
+
(
1− β5
α5
)
e−α
)k−n
E ‖DuXnm‖2
≤E ‖DuXnm‖2 ≤ C.
The inequality above shows E‖DuXkm+l+1‖2p′ ≤ C with p′ = 1. Following the same procedure as in Case 2,
there exists C > 0 independent of δ, k and l such that E‖DuXkm+l+1‖2p′ ≤ C for all δ ∈ (0, δ′′0 ) with δ′′0 > 0
sufficiently small and p′ = 2, 3, · · · , p.
Choosing δ˜0 = min{δ′0, δ′′0 }, then (4.4) holds for all δ ∈ (0, δ˜0). The proof is completed.
Except for the estimations of the partial derivatives of f and g with order 1, we also require that the
coefficients f and g have partial derivatives up to order 3. For a general function h : Rd × Rd → Rd,
(x, y) 7→ h(x, y), we use D(n)1 and D(n)2 to denote the partial differentiation operators with order n of h with
respect to the vectors x and y, respectively. Then we also need the assumptions as follows.
Assumption 4.1. For any x, x′, y, y′ ∈ Rd, there exist two positive constants K and q such that
‖f(x, y)− f(x′, y)‖2 ≤ K (1 + ‖x‖q + ‖x′‖q) ‖x− x′‖2.
Assumption 4.2. Assume that f and g have all continuous partial derivatives up to order 2. For any x,
x′, y, y′, ξ and η ∈ Rd, there exist two positive constants K and q such that∥∥∥D(1)i fI(x, y)ξ −D(1)i fI(x′, y)ξ∥∥∥2 ≤ K (1 + ‖x‖q + ‖x′‖q) ‖x− x′‖2‖ξ‖2,∥∥∥D(1)i fI(x, y)ξ −D(1)i fI(x, y′)ξ∥∥∥2 ≤ K‖y − y′‖2‖ξ‖2,∥∥∥D(2)i fI(x, y)(ξ, η) −D(2)i fI(x′, y)(ξ, η)∥∥∥2 ≤ K (1 + ‖x‖q + ‖x′‖q) ‖x− x′‖2‖ξ‖2‖η‖2,
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∥∥∥D(2)i fI(x, y)(ξ, η) −D(2)i fI(x, y′)(ξ, η)∥∥∥2 ≤ K‖y − y′‖2‖ξ‖2‖η‖2,∥∥∥D(1)i gI(x, y)ξ −D(1)i gI(x′, y′)ξ∥∥∥2 ≤ K (‖x− x′‖2 + ‖y − y′‖2) ‖ξ‖2,∥∥∥D(2)i gI(x, y)(ξ, η) −D(2)i gI(x′, y′)(ξ, η)∥∥∥2 ≤ K (‖x− x′‖2 + ‖y − y′‖2) ‖ξ‖2‖η‖2
for i = 1, 2 and I = 1, 2, · · · , d, where fI and gI are the Ith components of f and g, respectively.
Form the assumption above, it follows that∥∥∥∥∂2fI∂x2 (x, y)(ξ, η)
∥∥∥∥2 ≤ K (1 + 2‖x‖q) ‖ξ‖2‖η‖2, ∥∥∥∥ ∂2fI∂x∂y (x, y)(ξ, η)
∥∥∥∥2 ≤ K‖ξ‖2‖η‖2,
∥∥∥∥∂2fI∂y2 (x, y)(ξ, η)
∥∥∥∥2 ≤ K‖ξ‖2‖η‖2, ∥∥∥∥ ∂2fI∂y∂x(x, y)(ξ, η)
∥∥∥∥2 ≤ K (1 + 2‖x‖q) ‖ξ‖2‖η‖2,∥∥∥∥∂2gI∂x2 (x, y)(ξ, η)
∥∥∥∥2 ≤ K‖ξ‖2‖η‖2, ∥∥∥∥ ∂2gI∂x∂y (x, y)(ξ, η)
∥∥∥∥2 ≤ K‖ξ‖2‖η‖2
and ∥∥∥∥∂2gI∂y2 (x, y)(ξ, η)
∥∥∥∥2 ≤ K‖ξ‖2‖η‖2, ∥∥∥∥ ∂2gI∂y∂x(x, y)(ξ, η)
∥∥∥∥2 ≤ K‖ξ‖2‖η‖2.
Similarly, if f and g have all continuous partial derivatives up to order 3, then∥∥∥∥∂3fI∂x3 (x, y)(ξ, η, γ)
∥∥∥∥2 ≤ K (1 + 2‖x‖q) ‖ξ‖2‖η‖2‖γ‖2
and ∥∥∥∥ ∂3fI∂x2∂y (x, y)(ξ, η, γ)
∥∥∥∥2 ≤ K‖ξ‖2‖η‖2‖γ‖2, ∥∥∥∥ ∂3fI∂x∂y2 (x, y)(ξ, η, γ)
∥∥∥∥2 ≤ K‖ξ‖2‖η‖2‖γ‖2.
Lemma 4.3. Let the conditions in Lemma 2.3 hold. Assume that the Fre´chet derivatives of f and g exist
and E‖Duη‖2p <∞, then there exist two positive constants C and ν2 independent of t such that
E
∥∥DuX i,η(t)∥∥2p ≤ Ce−ν2(t−u∨i) (1 + E ‖Duη‖2p) , t ≥ i. (4.13)
Proof. Since
X i,η(t) = η +
∫ t
i
f(X i,η(s), X i,η([s]))ds +
∫ t
i
g(X i,η(s), X i,η([s]))dB(s),
we have DuX i,η(t) = 0 for u ≥ t, and for u < t,
DuX i,η(t) =Duη1{u<i} + g(X i,η(u), X i,η([u]))1{i≤u<t}
+
∫ t
u
∂f
∂x
(X i,η(s), X i,η([s]))DuX i,η(s)1[i,t](s)ds
+
∫ t
u
∂f
∂y
(X i,η(s), X i,η([s]))DuX i,η([s])1[i,t](s)ds
+
∫ t
u
∂g
∂x
(X i,η(s), X i,η([s]))DuX i,η(s)1[i,t](s)dB(s)
+
∫ t
u
∂g
∂y
(X i,η(s), X i,η([s]))DuX i,η([s])1[i,t](s)dB(s).
(4.14)
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Case 1. If i ≤ u < t, by denoting I(t) := DuX i,η(t), then
I(t) =I(u) +
∫ t
u
∂f
∂x
(X i,η(s), X i,η([s]))I(s)ds +
∫ t
u
∂f
∂y
(X i,η(s), X i,η([s]))I([s])ds
+
∫ t
u
∂g
∂x
(X i,η(s), X i,η([s]))I(s)dB(s) +
∫ t
u
∂g
∂y
(X i,η(s), X i,η([s]))I([s])dB(s)
where I(u) = g(X i,η(u), X i,η([u])). If [t] ≤ u < t, then DuX i,η([t]) = 0. And Itoˆ’s formula leads to
E ‖I(t)‖2p ≤E ‖I(u)‖2p + 2pE
∫ t
u
‖I(s)‖2(p−1)
〈
I(s),
∂f
∂x
(X i,η(s), X i,η([s]))I(s)
〉
ds
+ p(2p− 1)E
∫ t
u
‖I(s)‖2(p−1)
∥∥∥∥∂g∂x(X i,η(s), X i,η([s]))I(s)
∥∥∥∥2 ds
≤E ‖I(u)‖2p − (2λ1 − λ3(2p− 1)) p
∫ t
u
E ‖I(s)‖2p ds.
From [10, Lemma 8.2], it follows
E ‖I(t)‖2p ≤ e−(2λ1−λ3(2p−1))p(t−u)E ‖I(u)‖2p .
And if i ≤ u < [t], for any α > 0, applying Itoˆ’s formula to e2αpt ‖I(t)‖2p, we obtain
e2αptE ‖I(t)‖2p ≤e2αp[t]E ‖I([t])‖2p + 2αpE
∫ t
[t]
e2αpsE ‖I(s)‖2p ds
+ 2pE
∫ t
[t]
e2αps ‖I(s)‖2(p−1)
〈
I(s),
∂f
∂x
(X i,η(s), X i,η([s]))I(s)
〉
ds
+ 2pE
∫ t
[t]
e2αps ‖I(s)‖2(p−1)
〈
I(s),
∂f
∂y
(X i,η(s), X i,η([s]))I([s])
〉
ds
+ 2p(2p− 1)E
∫ t
[t]
e2αps ‖I(s)‖2(p−1)
∥∥∥∥∂g∂x(X i,η(s), X i,η([s]))I(s)
∥∥∥∥2 ds
+ 2p(2p− 1)E
∫ t
[t]
e2αps ‖I(s)‖2(p−1)
∥∥∥∥∂g∂y (X i,η(s), X i,η([s]))I([s])
∥∥∥∥2 ds.
Following the same procedure as in Lemma 4.1, we get
E ‖I(t)‖2p ≤Ce−ν1(t−[u]−1)E ‖I([u] + 1)‖2p
≤Ce−ν1(t−[u]−1) · e−(2λ1−λ3(2p−1))p([u]+1−u)E ‖I(u)‖2p
=Ce−ν2(t−u)E ‖I(u)‖2p ,
where ν2 = min{ν1, (2λ1 − λ3(2p− 1))p}.
Case 2. If u < i, then I(u) = Duη and
E ‖I(t)‖2p ≤ Ce−ν2(t−i)E ‖I(u)‖2p .
Since E‖X(t)‖2p ≤ C for all t > 0 and C is independent of t, we obtain
E ‖I(u)‖2p ≤E ‖Duη‖2p + E
∥∥g(X i,η(u), X i,η([u]))∥∥2p ≤ C (1 + E ‖Duη‖2p) .
Hence
E
∥∥DuX i,η(t)∥∥2p ≤Ce−ν2(t−u∨i) (1 + E ‖Duη‖2p) ,
where C is independent of t. We complete the proof
Lemma 4.4. Let the conditions in Lemma 2.3 hold and p ≥ 4. Assume also that Assumptions 4.1 and 4.2
hold, then there exist two positive constants C and ν3 independent of t such that
E
∥∥DuDX i,η(t)ξ∥∥2p′ ≤ Ce−ν3(t−u∨i)‖ξ‖2p′ + Ce−ν1([t]−i−1)p′/p (1 + E ‖Duη‖2p′) ‖ξ‖2p′ , t ≥ i (4.15)
for any 1 ≤ p′ ≤ min{ p4 , pq }, ξ ∈ Rd, η ∈ D1,2p and i ∈ N.
Proof. For any ξ ∈ Rd, denote J(t) := DuDX i,η(t)ξ, then
J(t) =
∂g
∂x
(X i,η(u), X i,η([u]))H(u)1{i≤u<t} +
∂g
∂y
(X i,η(u), X i,η([u]))H([u])1{i≤u<t}
+
∫ t
u
(
∂2f
∂x2
(X i,η(s), X i,η([s]))(H(s), I(s)) +
∂2f
∂x∂y
(X i,η(s), X i,η([s]))(H(s), I([s]))
)
1[i,t](s)ds
+
∫ t
u
(
∂f
∂x
(X i,η(s), X i,η([s]))J(s) +
∂f
∂y
(X i,η(s), X i,η([s]))J([s])
)
1[i,t](s)ds
+
∫ t
u
(
∂2f
∂y∂x
(X i,η(s), X i,η([s]))(H([s]), I(s)) +
∂2f
∂y2
(X i,η(s), X i,η([s]))(H([s]), I([s]))
)
1[i,t](s)ds
+
∫ t
u
(
∂2g
∂x2
(X i,η(s), X i,η([s]))(H(s), I(s)) +
∂2g
∂x∂y
(X i,η(s), X i,η([s]))(H(s), I([s]))
)
1[i,t](s)dB(s)
+
∫ t
u
(
∂g
∂x
(X i,η(s), X i,η([s]))J(s) +
∂g
∂y
(X i,η(s), X i,η([s]))J([s])
)
1[i,t](s)dB(s)
+
∫ t
u
(
∂2g
∂y∂x
(X i,η(s), X i,η([s]))(H([s]), I(s)) +
∂2g
∂y2
(X i,η(s), X i,η([s]))(H([s]), I([s]))
)
1[i,t](s)dB(s)
for u < t. Since J(t) = 0 for u ≥ t, we only consider the case u < t.
Case 1. If u ≥ [t], then [s] = [t], I([t]) = 0, J([t]) = 0 and J(u) = ∂g∂x1 (X i,η(u), X i,η([u]))H(u) +
∂g
∂x2
(X i,η(u), X i,η([u]))H([u]). From Itoˆ’s formula, it follows
E ‖J(t)‖2p′ ≤E ‖J(u)‖2p′ + 2p′E
∫ t
u
‖J(s)‖2(p′−1)
〈
J(s),
∂2f
∂x2
(X i,η(s), X i,η([t]))(H(s), I(s))
〉
ds
+ 2p′E
∫ t
u
‖J(s)‖2(p′−1)
〈
J(s),
∂f
∂x
(X i,η(s), X i,η([t]))J(s)
〉
ds
+ 2p′E
∫ t
u
‖J(s)‖2(p′−1)
〈
J(s),
∂2f
∂y∂x
(X i,η(s), X i,η([t]))(H([t]), I(s))
〉
ds
+ 2p′(2p′ − 1)E
∫ t
u
‖J(s)‖2(p′−1)
∥∥∥∥∂g∂x(X i,η(s), X i,η([t]))J(s)
∥∥∥∥2 ds
+ 4p′(2p′ − 1)E
∫ t
u
‖J(s)‖2(p′−1)
∥∥∥∥∂2g∂x2 (X i,η(s), X i,η([t]))(H(s), I(s))
∥∥∥∥2 ds
+ 4p′(2p′ − 1)E
∫ t
u
‖J(s)‖2(p′−1)
∥∥∥∥ ∂2g∂y∂x(X i,η(s), X i,η([t]))(H([t]), I(s))
∥∥∥∥2 ds.
And Young’s inequality yields
E ‖J(t)‖2p′ ≤E ‖J(u)‖2p′ − (2λ1 − 2λ3(2p′ − 1)− 4ǫ1 − 8(2p′ − 1)ǫ2) p′E
∫ t
u
‖J(s)‖2p′ ds
+
(
2p′ − 1
2p′ǫ1
)2p′−1
E
∫ t
u
∥∥∥∥∂2f∂x2 (X i,η(s), X i,η([t]))(H(s), I(s))
∥∥∥∥2p
′
ds
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+(
2p′ − 1
2p′ǫ1
)2p′−1
E
∫ t
u
∥∥∥∥ ∂2f∂y∂x(X i,η(s), X i,η([t]))(H([t]), I(s))
∥∥∥∥2p
′
ds
+ 2(2p′ − 1)
(
p′ − 1
p′ǫ2
)p′−1
E
∫ t
u
∥∥∥∥∂2g∂x2 (X i,η(s), X i,η([t]))(H(s), I(s))
∥∥∥∥2p
′
ds
+ 2(2p′ − 1)
(
p′ − 1
p′ǫ2
)p′−1
E
∫ t
u
∥∥∥∥ ∂2g∂y∂x(X i,η(s), X i,η([t]))(H([t]), I(s))
∥∥∥∥2p
′
ds.
Taking ǫ1 =
1
2λ3 and ǫ2 =
2p
4(2p−1)λ3 and using the estimates of the partial derivatives of f and g with order
1 and 2, we obtain
E ‖J(t)‖2p′ ≤E ‖J(u)‖2p′ − 2 (λ1 − 2λ3 − 4λ3(p′ − 1)) p′E
∫ t
u
‖J(s)‖2p′ ds
+
(
2p′ − 1
λ3p′
)2p′−1
E
∫ t
u
∣∣∣∣∣
d∑
I=1
∣∣∣∣∂2fI∂x2 (X i,η(s), X i,η([t]))(H(s), I(s))
∣∣∣∣2
∣∣∣∣∣
p′
ds
+
(
2p′ − 1
λ3p′
)2p′−1
E
∫ t
u
∣∣∣∣∣
d∑
I=1
∣∣∣∣ ∂2f∂y∂x(X i,η(s), X i,η([t]))(H([t]), I(s))
∣∣∣∣2
∣∣∣∣∣
p′
ds
+ 2(2p′ − 1)
(
2(p′ − 1)(2p− 1)
p′2λ3
)p′−1
E
∫ t
u
∣∣∣∣∣
d∑
I=1
∣∣∣∣∂2g∂x2 (X i,η(s), X i,η([t]))(H(s), I(s))
∣∣∣∣2
∣∣∣∣∣
p′
ds
+ 2(2p′ − 1)
(
2(p′ − 1)(2p′ − 1)
p′2λ3
)p′−1
E
∫ t
u
∣∣∣∣∣
d∑
I=1
∣∣∣∣ ∂2g∂y∂x(X i,η(s), X i,η([t]))(H([t]), I(s))
∣∣∣∣2
∣∣∣∣∣
p′
ds
≤E ‖J(u)‖2p′ − 2 (λ1 − 2λ3 − 4λ3(p′ − 1)) p′E
∫ t
u
‖J(s)‖2p′ ds
+
(
2p′ − 1
λ3p′
)2p′−1
(Kd)p
′
∫ t
u
E
((
1 + 2
∥∥X i,η(s)∥∥q)p′ ‖H(s)‖2p′‖I(s)‖2p′) ds
+
(
2p′ − 1
λ3p′
)2p′−1
(Kd)p
′
∫ t
u
E
((
1 + 2
∥∥X i,η(s)∥∥q)p′ ‖H([t])‖2p′‖I(s)‖2p′) ds
+ 2(2p′ − 1)
(
2(p′ − 1)(2p− 1)
p′2λ3
)p′−1
(Kd)p
′
∫ t
u
E
(
‖H(s)‖2p′ ‖I(s))‖2p′
)
ds
+ 2(2p′ − 1)
(
2(p′ − 1)(2p− 1)
p′2λ3
)p′−1
(Kd)p
′
∫ t
u
E
(
‖H([t])‖2p′ ‖I(s))‖2p′
)
ds.
Using Ho¨lder inequality, qp′ ≤ p and 4p′ ≤ p, Lemmas 4.1 and 4.3 lead to
E
((
1 + 2
∥∥X i,η(s)∥∥q)p′ ‖H(s)‖2p′‖I(s)‖2p′)
≤
(
E
(
1 + 2
∥∥X i,η(s)∥∥q)2p′) 12 (E‖H(s)‖8p′) 14 (E‖I(s)‖8p′) 14
≤
(
E
(
1 + 2
∥∥X i,η(s)∥∥q)2p′) 12 (E‖H(s)‖2p) p′p (E‖I(s)‖2p) p′p
≤C
(
1 + E ‖Duη‖2p
′
)
‖ξ‖2p′e−ν1(s−i)p′/pe−ν2(s−u)p′/p
≤C
(
1 + E ‖Duη‖2p
′
)
‖ξ‖2p′e−ν1([t]−i)p′/p.
Similarly,
E
(
‖H(s)‖2p′‖I(s)‖2p′
)
≤ Ce−ν1([t]−i)p′/p
(
1 + E ‖Duη‖2p
′
)
‖ξ‖2p′ ,
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E((
1 + 2
∥∥X i,η(s)∥∥q)p′ ‖H([t])‖2p′‖I(s)‖2p′) ≤ Ce−ν1([t]−i)p′/p (1 + E ‖Duη‖2p′) ‖ξ‖2p′
and
E
(
‖H([t])‖2p′‖I(s)‖2p′
)
≤ Ce−ν1([t]−i)p′/p
(
1 + E ‖Duη‖2p
′
)
‖ξ‖2p′ .
Let α¯ = λ1−2λ3−4λ3(p′−1), then 2α¯p′ > 0 by the condition λ1−λ2−1−2λ3 ≥ 4λ3(p′−1). Therefore, [10,
Lemma 8.2] leads to
E ‖J(t)‖2p′ ≤e−2α¯p′(t−u)E ‖J(u)‖2p′ + Ce−ν1([t]−i)p′/p
(
1 + E ‖Duη‖2p
′
)
‖ξ‖2p′ .
Case 2. If i ≤ u < [t], applying Itoˆ’s formula to e2α˜p′ ‖J(t)‖2p′ , α˜ > 0, we have
e2α˜p
′t
E ‖J(t)‖2p′ ≤e2α˜p′[t]E ‖J([t])‖2p′ + 2α˜p′E
∫ t
[t]
e2α˜ps ‖J(s)‖2p′ ds
+ 2p′E
∫ t
[t]
e2α˜ps ‖J(s)‖2(p′−1)
〈
J(s),
∂f
∂x
(X i,η(s), X i,η([t]))J(s)
〉
ds
+ 2p′E
∫ t
[t]
e2α˜ps ‖J(s)‖2(p′−1)
〈
J(s),
∂f
∂y
(X i,η(s), X i,η([t]))J([t])
〉
ds
+ 2p′E
∫ t
[t]
e2α˜ps ‖J(s)‖2(p′−1) 〈J(s),A(s)〉 ds
+ p′(2p′ − 1)E
∫ t
[t]
e2α˜ps ‖J(s)‖2(p′−1)
∥∥∥∥∂g∂x (X i,η(s), X i,η([t]))J(s)
+
∂g
∂y
(X i,η(s), X i,η([t]))J([t]) + B(s)
∥∥∥∥2ds,
where
A(s) =∂
2f
∂x2
(X i,η(s), X i,η([t]))(H(s), I(s)) +
∂2f
∂x∂y
(X i,η(s), X i,η([t]))(H(s), I([t]))
+
∂2f
∂y∂x
(X i,η(s), X i,η([t]))(H([t]), I(s)) +
∂2f
∂y2
(X i,η(s), X i,η([t]))(H([t]), I([t]))
and
B(s) =∂
2g
∂x2
(X i,η(s), X i,η([t]))(H(s), I(s)) +
∂2g
∂x∂y
(X i,η(s), X i,η([t]))(H(s), I([t]))
+
∂2g
∂y∂x
(X i,η(s), X i,η([t]))(H([t]), I(s)) +
∂2g
∂y2
(X i,η(s), X i,η([t]))(H([t]), I([t])).
By the estimates of all the partial derivatives of f and g up to order 2 and Young’s inequality, we get
e2α˜p
′t
E ‖J(t)‖2p′
≤e2α˜p′[t]E ‖J([t])‖2p′ + (2α˜− 2λ1 + 1 + 2ǫ1 + 4λ3(2p′ − 1)) p′E
∫ t
[t]
e2α˜p
′s ‖J(s)‖2p′ ds
+ p′E
∫ t
[t]
e2α˜p
′s ‖J(s)‖2(p′−1)
∥∥∥∥∂f∂y (X i,η(s), X i,η([t]))J([t])
∥∥∥∥2 ds
+
(
2p′ − 1
2p′ǫ1
)2p′−1
E
∫ t
[t]
e2α˜p
′s ‖A(s)‖2p′ ds+ 4p′(2p′ − 1)E
∫ t
[t]
e2α˜p
′s ‖J(s)‖2(p′−1) ‖B(s)‖2 ds
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+ 4p′(2p′ − 1)E
∫ t
[t]
e2α˜p
′s ‖J(s)‖2(p′−1)
∥∥∥∥∂g∂y (X i,η(s), X i,η([t]))J([t])
∥∥∥∥2 ds
≤e2α˜p′[t]E ‖J([t])‖2p′ + (λ2 + 4λ3(2p′ − 1))E
∫ t
[t]
e2α˜p
′s ‖J([t])‖2p′ ds
+ ((2α˜− 2λ1 + 1 + 2ǫ1 + 6λ3(2p′ − 1) + 4(2p′ − 1)ǫ2 + λ2) p′ + λ2 + 4λ3(2p′ − 1))E
∫ t
u
e2α˜p
′s ‖J(s)‖2p′ ds
+
(
2p′ − 1
2p′ǫ1
)2p′−1
E
∫ t
[t]
e2α˜p
′s ‖A(s)‖2p′ ds+ 2(2p′ − 1)
(
p′ − 1
p′ǫ2
)p′−1
E
∫ t
[t]
e2α˜p
′s ‖B(s)‖2p′ ds.
Taking 2α˜p′ = (2λ1 − 1− 2ǫ1 − 6λ3(2p′ − 1)− 4(2p′ − 1)ǫ2 − λ2) p′+λ2+4λ3(2p′−1), β˜ = λ2+4λ3(2p′−1),
ǫ1 =
1
4 and ǫ2 =
1
8(2p′−1) , then 2α˜p
′ = 2λ1p′ − 2p′ − λ2p′ − 6λ3(2p′ − 1) + λ2 + 4λ3(2p′ − 1), and
e2α˜p
′t
E ‖J(t)‖2p′ ≤e2α˜p′[t]E ‖J([t])‖2p′ + β˜E
∫ t
[t]
e2α˜p
′s ‖J([t])‖2p′ ds
+ C
∫ t
[t]
e2α˜p
′s
E
(
(1 + 2‖X i,η(s)‖q)p′‖H(s)‖2p′‖I(s)‖2p′
)
ds
+ C
∫ t
[t]
e2α˜p
′s
E
(
‖H(s)‖2p′‖I([t])‖2p′
)
ds
+ C
∫ t
[t]
e2α˜p
′s
E
(
(1 + 2‖X i,η(s)‖q)p′‖H([t])‖2p′‖I(s)‖2p′
)
ds
+ C
∫ t
[t]
e2α˜p
′s
E
(
‖H([t])‖2p′‖I([t])‖2p′
)
ds,
where C is independent of t. Similarly to the case u ≥ [t], we get
e2α˜p
′t
E ‖J(t)‖2p′ ≤e2α˜p′[t]E ‖J([t])‖2p′ + β˜E
∫ t
[t]
e2α˜p
′s ‖J([t])‖2p′ ds
+ Ce−ν1([t]−i)p
′/p
(
1 + E ‖Duη‖2p
′
)
‖ξ‖2p′
∫ t
[t]
e2α˜p
′sds
≤
(
β˜
2α˜p′
+
(
1− β˜
2α˜p′
)
e−2α˜p
′{t}
)
e2α˜p
′t
E ‖J([t])‖2p′
+ Ce−ν1([t]−i)p
′/p
(
1 + E ‖Duη‖2p
′
)
‖ξ‖2p′
(
e2α˜p
′t − e2α˜p′[t]
)
,
which implies
E ‖J(t)‖′ ≤r˜({t})E ‖J([t])‖2p′ + Ce−ν1([t]−i)p′/p
(
1 + E ‖Duη‖2p
′
)
‖ξ‖2p′ ,
where r˜({t}) = β˜2α˜p′ +
(
1− β˜2α˜p′
)
e−2α˜p
′{t}. Since λ1 − λ2 − 1 − 2λ3 > 4λ3(p − 1), we have 2α˜p′ > β˜ and
0 < r˜({t}) < 1. Similarly to the proof of Lemma 4.1, we obtain
E ‖J(t)‖2p′ ≤r˜({t})E ‖J([t])‖2p′ + Ce−ν1([t]−i)p′/p
(
1 + E ‖Duη‖2p
′
)
‖ξ‖2p′
≤r˜({t})r˜(1)[t]−[u]−1E ‖J([u] + 1)‖2p′
+ C
(
1 + E ‖Duη‖2p
′
)
‖ξ‖2p′e−ν1([t]−i)p′/p ·
[t]−[u]−1∑
j=1
r˜(1)j−1eν1jp
′/p

+ C
(
1 + E ‖Duη‖2p
′
)
‖ξ‖2p′e−ν1([t]−i)p′/p.
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Without loss of generality, we assume r˜(1)eν1p
′/p < 1, then
E ‖J(t)‖2p′ ≤r˜({t})r˜(1)[t]−[u]−1E ‖J([u] + 1)‖2p′
+ C
(
1 + E ‖Duη‖2p
′
)
‖ξ‖2p′e−ν1([t]−i−1)p′/p
≤ 1
r˜(1)
e(t−[u]−1) log r˜(1)e−2α¯p
′([u]+1−u)
E ‖J(u)‖2p′
+ Ce−ν1([t]−i−1)p
′/p
(
1 + E ‖Duη‖2p
′
)
‖ξ‖2p′
≤Ce−ν3(t−u)E ‖J(u)‖2p′ + Ce−ν1([t]−i)p′/p
(
1 + E ‖Duη‖2p
′
)
‖ξ‖2p′ ,
where ν3 = min{− log r˜(1), 2α˜p′}. By the estimates and the uniform boundedness of X(s), we have
E‖J(u)‖2p′ ≤ C‖ξ‖2p′ .
Therefore
E ‖J(t)‖2p′ ≤Ce−ν3(t−u)‖ξ‖2p′ + Ce−ν1([t]−i)p′/p
(
1 + E ‖Duη‖2p
′
)
‖ξ‖2p′ .
Case 3. If u < i, then similarly to Case 2, we have
E ‖J(t)‖2p′ ≤Ce−ν3(t−i)‖ξ‖2p′ + Ce−ν1([t]−i)p′/p
(
1 + E ‖Duη‖2p
′
)
‖ξ‖2p′ .
The proof is completed.
If f and g are continuously differentiable with order 3, then the following lemma holds.
Lemma 4.5. Let f and g have continuous partial derivatives up to order 3 and conditions in Lemma 2.3
hold with p ≥ 4 . Suppose also that Assumptions 4.1-4.2 hold and E ‖Duη‖2p <∞, then
E
∥∥DwDuX i,η(t)ξ∥∥2p′ ≤Ce−ν3(t−w∨u∨i)E‖DwDuη‖2p′
+ Ce−ν2([t]−w∨u∨i)p
′/p
(
1 + E ‖Duη‖2p
′
+ E ‖Dwη‖2p
′
) (4.16)
and
E
∥∥DwDuDX i,η(t)ξ∥∥2p′ ≤Ce−ν3(t−w∨u∨i)E‖DwDuη‖2p′
+ Ce−ν2([t]−w∨u∨i)p
′/p
(
1 + E ‖Duη‖2p
′
+ E ‖Dwη‖2p
′
) (4.17)
for any 1 ≤ p′ ≤ min{ p4 , pq }, ξ ∈ Rd.
4.2 Errors of pi and piδ
Let us first derive the weak error of X(k) and Yk.
Theorem 4.6. Let conditions in Lemma 2.3 with p ≥ 4 hold. Suppose also that φ ∈ C3b and Assumptions
4.1-4.2 hold, then there exist C > 0 independent of δ and δ1 > 0 such that∣∣∣Eφ(X0,x(k))− Eφ(Y 0,xk )∣∣∣ ≤ Cδ
for any δ ∈ (0, δ1).
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Proof. For any φ ∈ C3b ,∣∣∣Eφ(X0,x(k))− Eφ(Y 0,xk )∣∣∣
=
∣∣∣∣∣
k−1∑
i=0
(
Eφ(X
i+1,X0,x
(i+1)m (k))− Eφ(X i,X0,xim (k))
)∣∣∣∣∣
=
∣∣∣∣∣
k−1∑
i=0
(
Eφ(X
i+1,X0,x
(i+1)m (k))− Eφ(X i+1,Xi,X
0,x
im (i+1)(k))
)∣∣∣∣∣
≤
k−1∑
i=0
∣∣∣∣Eφ(X i+1,X0,x(i+1)m (k))− Eφ(X i+1,Xi,X0,xim (i+1)(k))∣∣∣∣
=
k−1∑
i=0
∣∣∣∣E∫ 1
0
D(φ ◦X)(k; i+ 1, θX0,x(i+1)m + (1− θ)X i,X
0,x
im (i+ 1))
(
X0,x(i+1)m −X i,X
0,x
im (i + 1)
)
dθ
∣∣∣∣ .
Denote D(φ ◦X)i+1(k, θ) = D(φ ◦X)(k; i+ 1, θX0,x(i+1)m + (1− θ)X i,X
0,x
im (i+ 1)). From
X0,x(i+1)m −X i,X
0,x
im (i+ 1) = X
i,X0,x
im
(i+1)m −X i,X
0,x
im (i+ 1)
=δ
m−1∑
l=0
f(Xim+l+1, X
0,x
im ) +
m−1∑
l=0
g(Xim+l, X
0,x
im )∆im+l
−
∫ i+1
i
f(X i,X
0,x
im (s), X0,xim )ds−
∫ i+1
i
g(X i,X
0,x
im (s), X0,xim )dB(s)
=
m−1∑
l=0
∫ tim+l+1
tim+l
(
f(Xim+l+1, X
0,x
im )− f(X i,X
0,x
im (s), X0,xim )
)
ds
+
m−1∑
l=0
∫ tim+l+1
tim+l
(
g(Xim+l, X
0,x
im )− g(X i,X
0,x
im (s), X0,xim )
)
dB(s)
=
m−1∑
l=0
∫ tim+l+1
tim+l
(
f(Xim+l+1, X
0,x
im )− f(Xim+l, X0,xim )
)
ds
+
m−1∑
l=0
∫ tim+l+1
tim+l
(
f(Xim+l, X
0,x
im )− f(X i,X
0,x
im (s), X0,xim )
)
ds
+
m−1∑
l=0
∫ tim+l+1
tim+l
(
g(Xim+l, X
0,x
im )− g(X i,X
0,x
im (s), X0,xim )
)
dB(s),
it follows that∣∣∣Eφ(X0,x(k))− Eφ(Y 0,xk )∣∣∣
≤
k−1∑
i=0
m−1∑
l=0
∣∣∣∣∣E
∫ 1
0
D(φ ◦X)i+1(k, θ) ·
∫ tim+l+1
tim+l
(
f(Xim+l+1, X
0,x
im )− f(Xim+l, X0,xim )
)
dsdθ
∣∣∣∣∣
+
k−1∑
i=0
m−1∑
l=0
∣∣∣∣∣E
∫ 1
0
D(φ ◦X)i+1(k, θ) ·
∫ tim+l+1
tim+l
(
f(X i,X
0,x
im (s), X0,xim )− f(Xim+l, X0,xim )
)
dsdθ
∣∣∣∣∣
+
k−1∑
i=0
m−1∑
l=0
∣∣∣∣∣E
∫ 1
0
D(φ ◦X)i+1(k, θ) ·
∫ tim+l+1
tim+l
(
g(X i,X
0,x
im (s), X0,xim )− g(Xim+l, X0,xim )
)
dB(s)dθ
∣∣∣∣∣
= :
k−1∑
i=0
m−1∑
l=0
(I1 + I2 + I3) .
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Denote Xim+l+τ := τXim+l+1 + (1 − τ)Xim+l. Then the estimate of I1 is
I1 =δ
∣∣∣∣E∫ 1
0
∫ 1
0
D(φ ◦X)i+1(k, θ) · ∂f
∂x
(Xim+l+τ , X
0,x
im ) (Xim+l+1 −Xim+l) dτdθ
∣∣∣∣
≤δ2
∫ 1
0
∫ 1
0
∣∣∣∣E(D(φ ◦X)i+1(k, θ) · ∂f∂x (Xim+l+τ , X0,xim )f(Xim+l+1, X0,xim )
) ∣∣∣∣dτdθ
+ δ
∫ 1
0
∫ 1
0
∣∣∣∣E(D(φ ◦X)i+1(k, θ) · ∂f∂x (Xim+l+τ , X0,xim )g(Xim+l, X0,xim )∆Bim+l
) ∣∣∣∣dτdθ
= : I11 + I12.
The chain rule of the Fre´chet derivative leads to
D(φ ◦X)i+1(k, θ) = Dφ(X i+1,θX
0,x
(i+1)m
+(1−θ)Xi,X
0,x
im (i+1)
(k)) ·DX i+1,θX0,x(i+1)m+(1−θ)Xi,X
0,x
im (i+1)
(k).
From φ ∈ C1b , Ho¨lder inequality and Lemma 4.1, it follows
I11 ≤ Cδ2
∫ 1
0
∫ 1
0
∥∥∥∥E(DX i+1,θX0,x(i+1)m+(1−θ)Xi,X0,xim (i+1)(k) · ∂f∂x (Xim+l+τ , X0,xim )f(Xim+l+1, X0,xim )
)∥∥∥∥dτdθ
≤Cδ2
∫ 1
0
∫ 1
0
(
E
∥∥∥∥DX i+1,θX0,x(i+1)m+(1−θ)Xi,X0,xim (i+1)(k) · ∂f∂x (Xim+l+τ , X0,xim )f(Xim+l+1, X0,xim )
∥∥∥∥2
) 1
2
dτdθ
≤Ce− 12ν1(k−i−1)δ2
∫ 1
0
(
E
∥∥∥∥∂f∂x (Xim+l+τ , X0,xim )f(Xim+l+1, X0,xim )
∥∥∥∥2
) 1
2
dτ
≤Ce− 12ν1(k−i−1)δ2
∫ 1
0
(
E
(
2Kd(1 + ‖Xim+l+τ‖q)‖Xim+l+τ‖2
∥∥∥f(Xim+l+1, X0,xim )∥∥∥2
+ 4Kd‖X0,xim ‖2
∥∥∥f(Xim+l+1, X0,xim )∥∥∥2 + 4 ∥∥∥∥∂f∂x (0, 0)f(Xim+l+1, X0,xim )
∥∥∥∥2)) 12 dτ.
By the L2p (p ≥ 4) uniform boundedness of the numerical solutions and Assumptions 4.1 and 4.2,
I11 ≤ Ce− 12ν1(k−i−1)δ2.
For I12, the duality formula of Malliavin derivative [17, P. 43] leads to
I12 =δ
∫ 1
0
∫ 1
0
∥∥∥∥E∫ tim+l+1
tim+l
DuD(φ ◦X)i+1(k, θ) · ∂f
∂x
(Xim+l+τ , X
0,x
im )g(Xim+l, X
0,x
im )du
∥∥∥∥dτdθ
≤δ
∫ 1
0
∫ 1
0
∫ tim+l+1
tim+l
∥∥∥∥E(DuD(φ ◦X)i+1(k, θ) · ∂f∂x (Xim+l+τ , X0,xim )g(Xim+l, X0,xim )
)∥∥∥∥dudτdθ
Then by the chain rule for Fre´chet derivatives and the chain rule as well as the product rule for Malliavin
derivatives [17, P. 37], we obtain
DuD(φ ◦X)i+1(k, θ)ξ
=Du
(
Dφ(X
i+1,θX0,x
(i+1)m
+(1−θ)Xi,X
0,x
im (i+1)
(k)) ·DX i+1,θX0,x(i+1)m+(1−θ)Xi,X
0,x
im (i+1)
(k)ξ
)
=
(
DuX i+1,θX
0,x
(i+1)m
+(1−θ)Xi,X
0,x
im (i+1)
(k)
)T
·D2φ(X i+1,θX0,x(i+1)m+(1−θ)Xi,X
0,x
im (i+1)
(k))
·DX i+1,θX0,x(i+1)m+(1−θ)Xi,X
0,x
im (i+1)(k)ξ
+Dφ(X
i+1,θX0,x
(i+1)m
+(1−θ)Xi,X
0,x
im (i+1)
(k)) · DuDX i+1,θX
0,x
(i+1)m
+(1−θ)Xi,X
0,x
im (i+1)
(k)ξ.
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Thus, Lemmas 4.1-4.4, Assumptions 2.2, 4.1 and φ ∈ C2b lead to
I12 ≤δ
∫ 1
0
∫ 1
0
∫ tim+l+1
tim+l
∥∥∥∥E((DuX i+1,θX0,x(i+1)m+(1−θ)Xi,X0,xim (i+1)(k))T·D2φ(X i+1,θX0,x(i+1)m+(1−θ)Xi,X0,xim (i+1)(k))
·DX i+1,θX0,x(i+1)m+(1−θ)Xi,X
0,x
im (i+1)
(k) · ∂f
∂x
(Xim+l+τ , X
0,x
im )g(Xim+l, X
0,x
im )
)∥∥∥∥dudτdθ
+ δ
∫ 1
0
∫ 1
0
∫ tim+l+1
tim+l
∥∥∥∥E(Dφ(X i+1,θX0,x(i+1)m+(1−θ)Xi,X0,xim (i+1)(k)) · DuDX i+1,θX0,x(i+1)m+(1−θ)Xi,X0,xim (i+1)(k)
· ∂f
∂x
(Xim+l+τ , X
0,x
im )g(Xim+l, X
0,x
im )
)∥∥∥∥dudτdθ
≤Cδ
∫ 1
0
∫ 1
0
∫ tim+l+1
tim+l
E
∥∥∥∥(DuX i+1,θX0,x(i+1)m+(1−θ)Xi,X0,xim (i+1)(k))T·DX i+1,θX0,x(i+1)m+(1−θ)Xi,X0,xim (i+1)(k)
· ∂f
∂x
(Xim+l+τ , X
0,x
im )g(Xim+l, X
0,x
im )
∥∥∥∥dudτdθ
+ Cδ
∫ 1
0
∫ 1
0
∫ tim+l+1
tim+l
∥∥∥∥E(DuDX i+1,θX0,x(i+1)m+(1−θ)Xi,X0,xim (i+1)(k)
· ∂f
∂x
(Xim+l+τ , X
0,x
im )g(Xim+l, X
0,x
im )
)∥∥∥∥dudτdθ
≤Cδ
∫ 1
0
∫ 1
0
∫ tim+l+1
tim+l
(
E
∥∥∥∥DuX i+1,θX0,x(i+1)m+(1−θ)Xi,X0,xim (i+1)(k)∥∥∥∥2
) 1
2
·
(
E
∥∥∥∥DX i+1,θX0,x(i+1)m+(1−θ)Xi,X0,xim (i+1)(k) · ∂f∂x (Xim+l+τ , X0,xim )g(Xim+l, X0,xim )
∥∥∥∥2
) 1
2
dudτdθ
+ Cδ
∫ 1
0
∫ 1
0
∫ tim+l+1
tim+l
(
E
∥∥∥∥DuDX i+1,θX0,x(i+1)m+(1−θ)Xi,X0,xim (i+1)(k)
· ∂f
∂x
(Xim+l+τ , X
0,x
im )g(Xim+l, X
0,x
im )
∥∥∥∥2) 12 dudτdθ
≤Ce− 12 (ν1+ν2)(k−i−1)δ2 +
(
Ce−
1
2ν3(k−i−1) + Ce−
1
2p ν1(k−i−1)
)
δ2
≤Ce− 12ν4(k−i−1)δ2,
where ν4 = min{ν3, 1pν1} and u ≤ i+ 1 are used.
Next, we estimate I2. Itoˆ’s formula implies
I2 =
∣∣∣∣∣E
∫ 1
0
∫ tim+l+1
tim+l
D(φ ◦X)i+1(k, θ) ·
(
f(X i,X
0,x
im (s), X0,xim )− f(Xim+l, X0,xim )
)
dsdθ
∣∣∣∣∣
≤
∣∣∣∣∣E
∫ 1
0
∫ tim+l+1
tim+l
D(φ ◦X)i+1(k, θ) ·
(
f(X i,X
0,x
im (s), X0,xim )− f(X i,X
0,x
im (tim+l), X
0,x
im )
)
dsdθ
∣∣∣∣∣
+ δ
∣∣∣∣E∫ 1
0
D(φ ◦X)i+1(k, θ) ·
(
f(X i,X
0,x
im (tim+l), X
0,x
im )− f(Xim+l, X0,xim )
)
dθ
∣∣∣∣
≤
∣∣∣∣∣E
∫ 1
0
∫ tim+l+1
tim+l
D(φ ◦X)i+1(k, θ) ·
∫ s
tim+l
∂f
∂x
(X i,X
0,x
im (u), X0,xim )f(X
i,X0,x
im (u), X0,xim )dudsdθ
∣∣∣∣∣
+
1
2
∣∣∣∣E∫ 1
0
∫ tim+l+1
tim+l
D(φ ◦X)i+1(k, θ) ·
∫ s
tim+l
∂2f
∂x2
(X i,X
0,x
im (u), X0,xim )
(g(X i,X
0,x
im (u), X0,xim ), g(X
i,X0,xim (u), X0,xim ))dudsdθ
∣∣∣∣
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+∣∣∣∣∣E
∫ 1
0
∫ tim+l+1
tim+l
D(φ ◦X)i+1(k, θ) ·
∫ s
im+l
∂f
∂x
(X i,X
0,x
im (u), X0,xim )g(X
i,X0,x
im (u), X0,xim )dB(u)dsdθ
∣∣∣∣∣
+ δ
∣∣∣∣E∫ 1
0
D(φ ◦X)i+1(k, θ) ·
(
f(X i,X
0,x
im (tim+l), X
0,x
im )− f(Xim+l, X0,xim )
)
dθ
∣∣∣∣
= : I21 + I22 + I23 + I24.
By Assumptions 2.2 and 4.1, the L2p (p ≥ 4) uniform boundedness of X i,η(t) and the chain rule for Fre´chet
derivatives, and applying Ho¨lder’s inequality and Lemma 4.1, we have
I21 ≤
∫ 1
0
∫ tim+l+1
tim+l
∫ s
tim+l
(
E
∣∣∣∣D(φ ◦X)i+1(k, θ) · ∂f∂x (X i,X0,xim (u), X0,xim )f(X i,X0,xim (u), X0,xim )
∣∣∣∣2
) 1
2
dudsdθ
≤Ce− 12ν1(k−i−1)δ2,
and
I22 ≤1
2
∫ 1
0
∫ tim+l+1
tim+l
∫ s
tim+l
(
E
∥∥∥∥D(φ ◦X)i+1(k, θ) · ∂2f∂x2 (X i,X0,xim (u), X0,xim )
(g(X i,X
0,x
im (u), X0,xim ), g(X
i,X0,x
im (u), X0,xim ))
∥∥∥∥2) 12 dudsdθ
≤Ce− 12ν1(k−i−1)δ2.
For I23, the similar estimate of I12 implies
I23 ≤ Ce− 12ν4(k−i−1)δ2.
For I24, similar as above, there exists ν5 > 0 such that
I24 ≤ Ce−ν5(k−i−1)δ2.
The estimate of I3 is as follows. Itoˆ’s formula leads to
I3 =
∣∣∣∣∣E
∫ 1
0
D(φ ◦X)i+1(k, θ) ·
∫ tim+l+1
tim+l
(
g(X i,X
0,x
im (s), X0,xim )− g(Xim+l, X0,xim )
)
dB(s)dθ
∣∣∣∣∣
=
∣∣∣∣∣E
∫ 1
0
D(φ ◦X)i+1(k, θ) ·
∫ tim+l+1
tim+l
∫ s
tim+l
∂g
∂x
(X i,X
0,x
im (u), X0,xim )f(X
i,X0,x
im (u), X0,xim )dudB(s)dθ
∣∣∣∣∣
+
1
2
∣∣∣∣E∫ 1
0
D(φ ◦X)i+1(k, θ) ·
∫ tim+l+1
tim+l
∫ s
tim+l
∂2g
∂x2
(X i,X
0,x
im (u), X0,xim )
(g(X i,X
0,x
im (u), X0,xim ), g(X
i,X0,xim (u), X0,xim ))dudB(s)dθ
∣∣∣∣
+
∣∣∣∣∣E
∫ 1
0
D(φ ◦X)i+1(k, θ)·
∫ tim+l+1
tim+l
∫ s
tim+l
∂g
∂x
(X i,X
0,x
im (u), X0,xim )g(X
i,X0,x
im (u), X0,xim )dB(u)dB(s)dθ
∣∣∣∣∣
= : I31 + I32 + I33.
The estimates of I31 and I32 are similar to that of I12,
I31 =
∣∣∣∣∣
∫ 1
0
∫ tim+l+1
tim+l
E
(
DsD(φ ◦X)i+1(k, θ)·
∫ s
tim+l
∂g
∂x
(X i,X
0,x
im (u), X0,xim )f(X
i,X0,x
im (v), X0,xim )du
)
dsdθ
∣∣∣∣∣
32
≤
∫ 1
0
∫ tim+l+1
tim+l
∫ s
tim+l
E
∣∣∣∣DsD(φ ◦X)i+1(k, θ)· ∂g∂x(X i,X0,xim (u), X0,xim )f(X i,X0,xim (u), X0,xim )
∣∣∣∣ dudsdθ
≤Ce− 12ν4(k−i−1)δ2
and
I32 =
1
2
∣∣∣∣∫ 1
0
∫ tim+l+1
tim+l
E
(
DsD(φ ◦X)i+1(k, θ) ·
∫ s
tim+l
∂2g
∂x2
(X i,X
0,x
im (u), X0,xim )
(g(X i,X
0,x
im (u), X0,xim ), g(X
i,X0,x
im (u), X0,xim ))
)
dudsdθ
∣∣∣∣
≤1
2
∫ 1
0
∫ tim+l+1
tim+l
∫ s
tim+l
E
∣∣∣∣DsD(φ ◦X)i+1(k, θ) · ∂2g∂x2 (X i,X0,xim (u), X0,xim )
(g(X i,X
0,x
im (u), X0,xim ), g(X
i,X0,x
im (u), X0,xim ))
∣∣∣∣dudsdθ
≤Ce− 12ν4(k−i−1)δ2.
For I33, we obtain
I33 =
∣∣∣∣∣E
∫ 1
0
D(φ ◦X)i+1(k, θ)·
∫ tim+l+1
tim+l
∫ s
tim+l
∂g
∂x
(X i,X
0,x
im (u), X0,xim )g(X
i,X0,x
im (u), X0,xim )dB(u)dB(s)dθ
∣∣∣∣∣
=
∣∣∣∣∣
∫ 1
0
∫ tim+l+1
tim+l
E
(
DsD(φ ◦X)i+1(k, θ)·
∫ s
tim+l
∂g
∂x
(X i,X
0,x
im (u), X0,xim )g(X
i,X0,x
im (u), X0,xim )dB(u)
)
dsdθ
∣∣∣∣∣
=
∣∣∣∣∣
∫ 1
0
∫ tim+l+1
tim+l
∫ s
tim+l
E
(
DuDsD(φ ◦X)i+1(k, θ)· ∂g
∂x
(X i,X
0,x
im (u), X0,xim )g(X
i,X0,xim (u), X0,xim )
)
dudsdθ
∣∣∣∣∣
≤
∫ 1
0
∫ tim+l+1
tim+l
∫ s
tim+l
E
∣∣∣∣DuDsD(φ ◦X)i+1(k, θ)· ∂g∂x(X i,X0,xim (u), X0,xim )g(X i,X0,xim (u), X0,xim )
∣∣∣∣ dudsdθ.
Taking Malliavin derivative Du on DsD(φ ◦X)i+1(k, θ)ξ yields
DuDsD(φ ◦X)i+1(k, θ)ξ
=Du
((
DsX i+1,θX
0,x
(i+1)m
+(1−θ)Xi,X
0,x
im (i+1)
(k)
)T
·D2φ(X i+1,θX0,x(i+1)m+(1−θ)Xi,X
0,x
im (i+1)
(k))
·DX i+1,θX0,x(i+1)m+(1−θ)Xi,X
0,x
im (i+1)
(k)ξ
+Dφ(X
i+1,θX0,x
(i+1)m
+(1−θ)Xi,X
0,x
im (i+1)
(k)) · DsDX i+1,θX
0,x
(i+1)m
+(1−θ)Xi,X
0,x
im (i+1)
(k)ξ
)
=
(
DuDsX i+1,θX
0,x
(i+1)m
+(1−θ)Xi,X
0,x
im (i+1)
(k)
)T
·D2φ(X i+1,θX0,x(i+1)m+(1−θ)Xi,X
0,x
im (i+1)
(k))
·DX i+1,θX0,x(i+1)m+(1−θ)Xi,X
0,x
im (i+1)(k)ξ
+D3φ(X
i+1,θX0,x
(i+1)m
+(1−θ)Xi,X
0,x
im (i+1)
(k))(DX
i+1,θX0,x
(i+1)m
+(1−θ)Xi,X
0,x
im (i+1)
(k)ξ,
DsX i+1,θX
0,x
(i+1)m
+(1−θ)Xi,X
0,x
im (i+1)(k),DuX i+1,θX
0,x
(i+1)m
+(1−θ)Xi,X
0,x
im (i+1)(k))
+
(
DsX i+1,θX
0,x
(i+1)m
+(1−θ)Xi,X
0,x
im (i+1)
(k)
)T
·D2φ(X i+1,θX0,x(i+1)m+(1−θ)Xi,X
0,x
im (i+1)
(k)
· DuDX i+1,θX
0,x
(i+1)m
+(1−θ)Xi,X
0,x
im (i+1)
(k)ξ
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+(
DuX i+1,θX
0,x
(i+1)m
+(1−θ)Xi,X
0,x
im (i+1)
(k)
)T
·D2φ(X i+1,θX0,x(i+1)m+(1−θ)Xi,X
0,x
im (i+1)
(k))
· DsDX i+1,θX
0,x
(i+1)m
+(1−θ)Xi,X
0,x
im (i+1)(k)ξ
+Dφ(X
i+1,θX0,x
(i+1)m
+(1−θ)Xi,X
0,x
im (i+1)
(k)) · DuDsDX i+1,θX
0,x
(i+1)m
+(1−θ)Xi,X
0,x
im (i+1)
(k)ξ.
By the estimates of Lemmas 4.1-4.5, there exists ν6 > 0 such that
I33 ≤ Ce−ν6(k−i−1)δ2.
Combining the estimates of I1, I2 and I3, we conclude that there exists ν > 0 such that
I1 + I2 + I3 ≤ Ce−ν(k−i−1)δ2,
which implies that
k−1∑
i=0
m−1∑
l=0
(I1 + I2 + I3) ≤ Cδ
k−1∑
i=0
e−ν(k−i−1) = Cδ
eν − e−ν(k−1)
eν − 1 ≤ Cδ.
Here C is independent of k and mδ = 1 is used. The proof is completed.
Up to now, we have proven that the uniform weak convergence order of the BE method is 1. As
a consequence, the convergence order between the invariant measures π and πδ is obtained based on the
uniqueness of invariant measure, that is∣∣∣∣∫
Rd
φ(x)π(dx) −
∫
Rd
φ(x)πδ(dx)
∣∣∣∣
=
∣∣∣∣∣ limK→∞ 1K
(
K−1∑
k=0
Eφ(X(k))−
K−1∑
k=0
Eφ(Yk)
)∣∣∣∣∣
≤ lim
K→∞
1
K
K−1∑
k=0
|Eφ(X(k))− Eφ(Yk)|
≤Cδ.
5 Numerical Simulations
In this section, we present two examples to verify the theoretical results.
Example 1. Consider the following 1-dimensional equation with additive noisedX(t) = (−θ1X(t) + θ2X([t]))dt+ dB(t)X(0) = x, (5.1)
where θ1 > 0 and θ2 ∈ R. If t ∈ [k, k + 1), k ∈ N, then the solution of (5.1) is
X(t) = X(k)
(
e−θ1(t−k) +
θ2
θ1
(
1− e−θ1(t−k)
))
+
∫ t
k
e−θ1(t−s)dB(s). (5.2)
It can be seen that the solution obeys Gaussian distribution. And the expectation of the solution is
EX(t) = x
(
θ2
θ1
+
(
1− θ2
θ1
)
e−θ1
)k (
θ2
θ1
+
(
1− θ2
θ1
)
e−θ1(t−k)
)
. (5.3)
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Let µ(1) = θ2θ1 +
(
1− θ2θ1
)
e−θ1 , µ({t}) = θ2θ1 +
(
1− θ2θ1
)
e−θ1(t−[t]), σ(1) = 12θ1
(
1− e−2θ1) and σ({t}) =
1
2θ1
(
1− e−2θ1(t−[t])), where {t} denotes the fractional part of t. Then the variance of the solution is
V ar(X(t)) =
(
1− µ(1)2k
1− µ(1)2 σ(1)
)
µ({t})2 + σ({t}). (5.4)
Especially, the expectation and variance of X(t) at the integral time t = k are, respectively,
EX(k) = xµ(1)k and V ar(X(k)) =
1− µ(1)2k
1− µ(1)2 σ(1). (5.5)
The sufficient and necessary condition under which X(k) may admit a stationary distribution is
|µ(1)| < 1⇔ −1 + e
−θ1
1− e−θ1 θ1 < θ2 < θ1.
Firstly, we verify that the solution {X(t)}t≥0 does not admit a stationary distribution while the chain
{X(k)}k∈N does. Let the initial value x = 1. Fig. 1 shows the expectations and variances of both X(t)
and X(k) with three different parameters which satisfy |µ(1)| < 1. It can be seen that the variances of the
solution {X(t)}t≥0 are not convergent as t tends to infinity, though the expectations of {X(t)}t≥0 converge
to zero. However, both the expectations and variances of the chain {X(k)}k∈N (i.e. the solution of (5.1) at
integer time t = k) converge as k goes to infinity. This means that the chain {X(k)}k∈N admits a stationary
Gaussian distribution. Comparing Fig. 1 (a) with (b), we observe that the distribution of {X(k)}k∈N
converges more rapidly for larger θ1, which implies that the convergence rate increases with the increases of
dissipativity.
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Figure 1: The expectations and variances of X(t) and X(k)
Next the weak convergence order of the BE method is tested. In fact, the solution of (5.1) can be
expressed as
X(t) = xµ(1)kµ({t}) +
k∑
i=1
µ({t})µ(1)i
∫ i
i−1
e−θ1(i−s)dB(s) +
∫ t
k
e−θ1(t−s)dB(s).
Let T = 5. We create 1000 discretized Brownian paths over [0, T ] with a small step-size δ¯ = 2−11 and
approximate the stochastic integral in the exact solution above using the Euler method with this small
step-size. We also compute the numerical solutions of the BE method using 4 different step-sizes δ =
2−6, 2−7, 2−8, 2−9 on the same Brownian path at T = 5. Moreover, we choose 4 different test functions
φ(x) = sin(|x|2), φ(x) = cos(|x|), φ(x) = arctan(|x|) and φ(x) = e−|x|2 as the test functions for weak
convergence. Fig. 2 plots the weak errors E|φ(X(T ))− φ(YT )| against δ on a log-log scale, where X(T ) and
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Figure 2: Order of weak convergence of BE method
YT denote the exact and numerical solutions at the endpoint T , respectively. The red dashed line represents
a reference line with slope 1. From Fig. 2, it is observed that the BE method is convergent in the weak sense
with order 1.
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(a) φ = arctan(|x|)
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Figure 3: The mean values of Yk with different initial data
Then we consider the longtime behavior of the Markov chain {Yk}k∈N. Theorem 3.15 shows that
Eφ(Y 0,xk ) converges exponentially to the “spatial” average of φ with different initial data, i.e Yk is strongly
mixing, and this implies the ergodicity of Yk. In this test, we let θ1 = 3 and θ2 = 1 and choose three test
functions (a) φ(x) = arctan(|x|), (b) φ(x) = cos(|x|) and (c) φ(x) = sin(|x|2) to compute Eφ(Y 0,xk ). Fig. 3
shows the mean value of φ(Y 0,xk ) started from 5 different initial data. As can be seen from the figure, for
each φ, Eφ(Y 0,xk ) converges exponentially to the same value.
Example 2. Consider the following 1-dimensional nonlinear SDE with PCAs driven by multiplicative
noise dX(t) = (−X(t)3 − 10X(t) + 2X([t]) + 1)dt+ (aX(t) + bX([t]))dB(t)X0 = x, (5.6)
where x = 2 and a, b are two parameters. Firstly, we verify the weak convergence of the BE method on
a finite time interval [0, T ]. Let T = 6 and we create 2000 discretized Brownian paths over [0, T ] with a
small step-size δ¯ = 2−11. Since the exact solution can not be obtained, we use the numerical solution of the
split-step backward Euler method with δ¯ = 2−11 as the “exact solution”. We also compute the numerical
solutions of the BE method using 4 different step-sizes δ = 2−6, 2−7, 2−8, 2−9 on the same Brownian path.
Let X(T ) and YT denote the exact and numerical solutions at the endpoint T , respectively. And three sets of
a, b are tested. Fig. 4 plots the weak errors E|φ(X(T ))− φ(YT )| against δ on a log-log scale with 4 different
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kinds of test functions φ(x) = sin(|x|2 + π/2), φ(x) = cos(|x|), φ(x) = arctan(|x|2) and φ(x) = e−|x|2. The
red dashed line represents a reference line with slope 1. As can be observed from Fig. 4, the BE method
converges in the weak sense with order 1.
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Figure 4: Order of weak convergence of BE method
Finally the longtime behavior of the Markov chain {Yk}k∈N is considered. In this simulation, we take
a = 1 and b = 1 for example and choose three test functions (a) φ(x) = arctan(|x|), (b) φ(x) = sin(|x|2)
and (c) φ(x) = e−|x|
2
. Fig. 5 plots the mean value of φ(Y 0,xk ) started from 5 different initial data. It
is observed that, for each φ, Eφ(Y 0,xk ) is exponentially convergent as k tends infinity, which verifies the
theoretical results.
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Figure 5: The mean values of Yk with different initial data
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