Abstract. Computational neuro-genetic models (CNGM) combine two dynamic models -a gene regulatory network (GRN) model at a lower level, and a spiking neural network (SNN) model at a higher level to model the dynamic interaction between genes and spiking patterns of activity under certain conditions. The paper demonstrates that it is possible to model and trace over time the effect of a gene on the total spiking behavior of the SNN when the gene controls a parameter of a stochastic spiking neuron model used to build the SNN. Such CNGM can be potentially used to study neurodegenerative diseases or develop CNGM for cognitive robotics.
1 Introduction Computational Neuro Genetic Modelling (CNGM) is a biologically motivated modeling approach that is concerned with the creation of two-level hierarchical computational models, where interaction between large number of dynamic variables (called genes) is modeled over time as a gene-regulatory network model (GRN) that affects the activity of a higher level system -modeled as a spiking neural network (SNN). The behavior of the two systems, in their continuous interaction under certain inputoutput conditions, have been introduced and studied in [Kasabov and Benuskova, 2004 , Kasabov, 2007 , Kasabov, 2009 , Kasabov, 2008 , Kasabov et al., 2011 . CNGM constitute the next generation of computational modeling techniques built on the foundations of the traditional neural network techniques.
The goal of this paper is to explore and to develop further the CNGM paradigm through the introduction of stochastic neuronal models (e.g. [Gerstner and Kistler, 2002] ) used to build stochastic/probabilistic SNN (pSNN). Such pSNN are more biologically plausible, offering some additional advantages [Kasabov et al., 2011] . For this purpose genes are used to control parameters and their effect on the behavior of the whole pSNN is modeled and studied.
A specific gene from the genome relates to the activity of a neuronal cell by means of a specific protein. Complex interactions between genes and proteins within the internal gene/protein regulatory network influence the functioning of each neuron and a neural network as a whole [Marcus, 2005 , Holter et al., 2001 . With the advancement of molecular research technologies huge amount of data and information is available about the genetic basis of neuronal functions and diseases [Marcus, 2005 , Holter et al., 2001 , NCBI, 2003 ]. This information can be utilized to create models of brain functions and diseases that include models of gene interactions within models of neural networks.
In order to create biologically plausible CNGM we need to integrate knowledge from genomics, proteomics, neuroscience, psychology, and theoretical disciplines such as computer science and physics. To understand the functions of genes, we need to know how they are expressed, when they are expressed, conservation among their products and their response to therapeutic drugs. In addition, we also need to know how they interact and influence the dynamics of neurons in neural networks.
Genetic neuroscience uses principles from cellular and molecular biology to investigate questions about gene actions in the brain. Many techniques are designed to collect data related to the effect of genes and proteins on brain functions, e.g. genetic mutations; gene knockouts; protein purification; gene expression analysis; GAS chromatography; gel electrophoresis; high performance liquid chromatography (HPLC); western blotting, etc. Another multi-gene approach, high throughput genotyping technology, can be used to define single nucleotide polymorphisms that characterize diseases. All these useful techniques however need to be complemented and combined with sophisticated bioinformatics techniques in order to discover complex gene/protein interactions in relation to a given objective function. This is where CNGM can help.
The functioning of a CNGM is illustrated schematically in Figure 1 . A Gene/Protein Regulatory Network (GRN) models the interaction of genes/proteins over time. Each of these genes/proteins can affect the behavior of a connected spiking neuron by directly controlling its parameters. For example, some proteins affect the excitability of the neuron (e.g. AMPAR, NMDAR), while others promote neural inhibition (e.g. GARBA, GARBRB) [Kasabov and Benuskova, 2004 , Kasabov, 2007 , Kasabov, 2009 , Kasabov, 2008 , Kasabov et al., 2011 . By changing the dynamics of the GRN, a specific behavior can be imposed to the SNN. An optimization algorithm can be used to modify the parameters of the GRN in such a way that a desired SNN output characteristic is obtained. This behavior could, for example, resemble real-world data obtained from clinical experiments. The optimized GRN that causes the desired behavior of the SNN is now expected to contain valuable information about the relationship and dynamics of the involved genes. Studying these dynamics may provide interesting new insights in the area of genetic neuroscience and facilitate new discoveries Several initial studies have investigated the feasibility of the CNGM approach. For example, in [Villa et al., 2005] , a protein regulatory network (PRN) model was obtained from induced epileptic seizure EEG data from mice. With the use of a simple neural model (Integrate-and-Fire [Abbott, 1999] ), a genetic algorithm [Fogel, 2006] was used to optimized the PRN model to match some real data [Benuskova and Kasabov, 2007] .
Using a CNGM approach to build robots was investigated in [Meng et al., 2010] .
The functions of the robot are distributed between a SNN model and a PRN model that enables to implement a principally new concept of functional and structural flexibility in robots. Robotic systems that employed PRN were also introduced as epigenetic robots [Morse et al., 2010] . The studies in CNGM so far have used simple and deterministic spiking neuron models, such as the Leaky Integrate-and-Fire (LIF) model [Abbott, 1999] . However it has already been demonstrated that using probabilistic/stochastic spiking neuron models, that are more biologically plausible, enhances the functionality and the applicability of SNN. The probabilistic approach is motivated by the fact that biological neurons exhibit significant stochastic characteristics. Including non-deterministic elements into the neural model would bring benefits for modelling brain information processes and for modelling stochastic engineering processes too.
One of the problems of using pSNN is to optimize and control the neuronal parameters, even though for many biologically plausible parameters it is already known what genes/protein control them. In a simple experiment this paper demonstrates that it is possible to model the effect of a gene, that controls a particular neuronal parameter, on the spiking activity of the whole pSNN. This will enable a further study and development of pCNGM and their applications.
Probabilistic Neural Models
In this section, we describe the probabilistic neural models that we have used to replace the deterministic LIF neurons of a traditional SNN. In this study, we employ some very simple probabilistic extensions of the LIF model. Models of probabilistic neurons have been proposed in several studies, e.g. in the form of dynamic synapses [Maass and Zador, 1999] , the stochastic integration of the post-synaptic potential [Gerstner and Kistler, 2002] and stochastic firing thresholds [Clopath et al., 2007] .
In [Kasabov, 2010] a probabilistic neuronal model is introduced that has three probabilistic parameters to extend the LIF model: p cj,i (t) is the probability that a spike emitted by neuron n j will reach neuron n i at a time moment t trough the connection between n j and n i ; p sj,i (t) is the probability of the synapse s j,i to contribute to the post synaptic potential P SP i (t) after the latter has received a spike from neuron n j ; p i (t) is the probability parameter for the neuron n i to emit an output spike at time t, once the total post-synaptic potential P SP i (t) has reached a value above the PSP threshold (a noisy threshold). As a partial case, when all or some of the probability parameters are fixed to "1", the pSNM can be reduced to the LIF.
The LIF neuron is arguably the best known model for simulating spiking networks. It is based on the idea of an electrical circuit containing a capacitor with capacitance C and a resistor with resistance R, where both C and R are assumed to be constant. The model dynamics are then described by the following differential equation:
The constant τ m is called the membrane time constant of the neuron. Whenever the membrane potential u crosses a threshold ϑ from below, the neuron fires a spike and its potential is reset to a resting potential u r . It is noteworthy that the shape of the spike itself is not explicitly described in the traditional LIF model. Only the firing times are considered to be relevant. We define a stochastic reset (SR) model that replaces the deterministic reset of the potential after spike generation with a stochastic one. Let t (f ) : u(t (f ) ) = ϑ be the firing time of a LIF neuron, then
Stimulus Standard LIF
Noisy reset
Step-wise noisy threshold time defines the reset of the post-synaptic potential. N (µ, σ) is a Gaussian distributed random variable with mean µ and standard deviation σ. Variable σ SR represents a parameter of the model. We define two stochastic threshold models that replace the constant firing threshold ϑ of the LIF model with a stochastic one.
Continuous noisy threshold
In the step-wise stochastic threshold (ST) model, the dynamics of the threshold update are defined as lim
Variable σ ST represents the standard deviation of the Gaussian distribution N and is a parameter of the model. According to Eq. 3, the threshold is the outcome of a ϑ 0 -centered Gaussian random variable which is sampled whenever the neuron fires. We note that this model does not allow spontaneous spike activity. More specifically, the neuron can only spike at time t (f ) when also receiving a pre-synaptic input spike at t (f ) . Without such a stimulus a spike output is not possible.
The continuous stochastic threshold (CT) model updates the threshold ϑ(t) continuously over time. Consequently, this model allows spontaneous spike activity, i.e. a neuron may spike at time t (f ) even in the absence of a pre-synaptic input spike at t (f ) . The threshold is defined as an Ornstein-Uhlenbeck process [van Kampen, 2007] :
where the noise term ξ corresponds to Gaussian white noise with zero mean and unit standard deviation. Variable σ CT represents the standard deviation of the fluctuations of ϑ(t) and is a parameter of the model. We note that ϑ(t) has an overall drift to a mean value ϑ 0 , i.e. ϑ(t) reverts to ϑ 0 exponentially with rate τ ϑ , the magnitude being in direct proportion to the distance ϑ 0 − ϑ(t).
The dynamics of the four models are presented in Figure 2 . For each model a single neuron is shown that is stimulated by a random spike train generated by a Poisson process with mean rate 150Hz. Both the evolution of the post-synaptic potential u(t) and the evolution of the firing threshold ϑ(t) are recorded and shown in the figure. We note the step-wise and the continuous update of the two threshold models and the stochastic reset of the reset model. Due to the stochastic dynamics each probabilistic model displays a different spike output pattern compared to the deterministic LIF neuron. 3 Modelling the effect of gene dynamics on the spiking dynamics of a pSNN for a pCNGM Here we assume that a pSNN is built with the use of a probabilistic spiking neuron model and that the probability parameters are controlled by genes from the GRN. In order to illustrate the feasibility of modeling the effect of a gene that controls a probabilistic parameter on the functioning of the whole pSNN we have created the following experimental scenario. We constructed a reservoir having a small-world inter-connectivity pattern as described in [Maass et al., 2002] . A recurrent SNN is generated by aligning 1000 neurons in a three-dimensional grid of size 10 × 10 × 10. In this grid, two neurons A and B are connected with a connection probability
where d(A, B) denotes the Euclidean distance between two neurons and λ corresponds to the density of connections which was set to λ = 3 in all simulations. Parameter C depends on the type of the neurons. We discriminate into excitatory (ex) and inhibitory (inh) neural types resulting in the following parameters for C: C ex−ex = 0.3, C ex−inh = 0.2, C inh−ex = 0.4 and C inh−inh = 0.1. The network contained 80% excitatory and 20% inhibitory neurons. All parameter values are directly adopted from [Grzyb et al., 2009] . The SNN is stimulated by a random spike train generated by a Poisson process with a mean rate of 75Hz. This stimulus is injected into 100 spiking neurons that were randomly selected from the reservoir.
The GRN is designed as a single gene that changes periodically its expression. It controls a single parameter of the SNN namely the decay rate τ m of the LIF neuron. The value of τ m is periodically modified ranging between values of 10 and 30ms. The impact of this temporal change is monitored in a computer simulation over five seconds of real time. Figure 3 presents the results of the performed computer simulation. The top diagram shows the evolution of τ m illustrating its periodic changes caused by the GRN output. The neural response of the SNN is depicted in the middle diagram. Here a point indicates the firing time of a particular neuron in the network. Clearly, the network is impacted by the change of its neural parameter τ m . Lower levels of τ m result in a decreased activity of the spiking neurons. The same observation is made when looking at the evolution of the membrane potential of a single neuron in the network (lower diagram in Figure 3 ). The potential is represented by the green curve, while the red curve corresponds to the firing threshold ϑ of the neuron. We note the stochastic nature of the threshold. The output spikes of the neuron are shown as black vertical markers in the lower diagram. Clearly, the spike activity decreases for smaller values of τ m .
From this simple illustration, we conclude that the dynamics of the pSNN behaviour can be indeed controlled by the dynamics of a GRN as part of a pCNGM. By providing a quality measure for the behaviour of the pSNN, we can employ an optimization method, such as evolutionary algorithms, to match the pSNN output to a desired realworld dataset. After the optimization, a study of the GRN can lead to the discovery of new information.
Conclusion and further research
The paper demonstrated that using probabilistic models of spiking neurons in CNGM facilitates the study of the interaction between genes in the GRN model and the SNN behaviour. Further development of these models includes evolvability of the pSNN [Kasabov, 2007 , Kasabov, 2009 , Kasabov, 2008 . CNGM is a promising paradigm for future development of intelligent systems and their applications across disciplines. The models will potentially allow to model and trace the progress of neurodegenerative diseases under certain treatments and drugs [Kasabov et al., 2011] . Several pilot practical applications are aimed to be developed further across disciplines, including Bioinformatics, Neuroinformatics, Engineering, Economics and Social Sciences.
