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Abstract-In this paper, we study boundary value methods (BVM methods) for solving initial 
value problems. These methods give some advantages with respect to usual initial value methods 
for ODES: for instance, BVM methods may be implemented efficiently on parallel computers. We 
propose two classes of BVM methods based on linear two-step schemes and we study their BV- 
stability regions. The convergence will be approached by considering the simple csse of a single 
linear differential equation. Numerical tests will be given both to illustrate the numerical features of 
these methods and to show the performance of the parallel implementation of some BVM methods 
with respect to usual codes for ODES. 
1. INTRODUCTION 
Boundary value techniques for solving initial value problems have been proposed by several 
authors (see [l-5]). In [6] some boundary value methods are considered and the notion of BV- 
stability has been introduced. These methods give some advantages with respect to usual initial 
value methods for ODES, such as the control of the global error rather than just the local one, 
the possibility to have A-stable methods of order greater than 2, the possibility to use the same 
method for stable and unstable problems, and the possibility to be implemented efficiently on 
parallel computers, especially for stiff differential equations. 
In this paper, we analyze in greater detail BVM methods based on linear twestep methods and 
we investigate their stability properties. The choice of two-step methods is essentially motived 
by parallel implementation reasons, since BVM methods lead to block tridiagonal systems which 
can be solved efficiently on parallel computers. 
Let the continuous initial value problem be: 
y’(t) = f(G y(t)), t E [to,Ql, 
Y (to) = Yoo, 
(1.1) 
where f : [to, tf] -+ lP is a sufficiently regular function. We now discretize the time interval [to, tf] 
by t, = t,_l + h, for n = 1,. . . ,m, with h = (tf - to)/(m + 1). If the value y(tf), or a good 
approximation of it, is known, then we consider methods in the following class: 
~ZYn+l+ QlYn + aoyn-1 = ~[P2f(~n+l,Yn+l) + Plf(L, Yn) + Pof(L--1, Yn-111, (1.2) 
with a0 and CYZ nonzero elements, yo = y(to) and where yn denotes an approximate value of y(t) 
at t,, for n = l,... ,m. If y(tf) is unknown, then we can handle the right boundary condition 
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by an implicit one-step method. The boundary value method will be based on (1.2) for n = 
1 ,.“> m - 1, while the last equation will be replaced by 
Y m = Ym-1 + h[(l - qf(hn-1, Ym-1) + ~f(Gn, Ym)], 
with 0 = 1 (Euler Implicit method) or B = l/2 (Trapezoidal rule). 
The method (1.2) will be called the basic method while the method used at the last point will 
be said the last point method. 
If f(t, y(t)) is a linear function then a BVM method requires the solution of a block tridiagonal 
linear system of dimension ms, while if f is nonlinear then we have a nonlinear system of size 
ms which may be solved, for example, by the generalized Newton’s method. 
We will derive two classes of basic methods and we will study their BV-stability regions. The 
convergence of these BVM methods will be approached by considering a single linear differential 
equation. Some numerical results will be given either to illustrate the numerical features of the 
proposed methods or to show the performance of the parallel implementation of BVM methods 
on stiff differential systems. 
Boundary value techniques may be applied to parabolic equations (see for example [2,3,5]) and 
the BVM methods proposed seem to be effective for stiff parabolic equations with a steady-state 
solution. 
In order to study BV-stability for BVM methods we consider the usual scalar test equation 
y’(t) = Xy(t), with Re(X) < 0, and we denote by T(Z) q) the characteristic polynomial 
4% Q) = PZ(Q)Z2 + Pl(dZ + PO(q), (1.3) 
the roots of which are given by zl(q), 22(q), with q = hX, pj(q) = (aj - &q), for j = 0,1,2. 
Then, we can recall the definitions of BV-stability introduced in [6]. 
DEFINITION 1. A two-step method will be BV zero-stable if the associated characteristic poly- 
nomial p(z) = x(2,0) has roots .zl and 22 with z1 = 1 and 1~21 2 1. 
DEFINITION 2. A two-step method will be BV-stable at q E Cc, if the associated characteristic 
polynomial X(Z) q) satisfies the BVroot condition, that is Izl(q)l < 1 and Izz(q)I > 1. The region 
of BV-stability is the set of complex value q with negative real part, for which the characteristic 
polynomial satisfies the BVroot condition. The two-step method is ABV-stable iff its BV-stability 
region is the subset of the complex plane with negative real part. 
DEFINITION 3. A twestep method will be BV-relatively stable at q E @ with positive reaJ part, 
if the roots of characteristic polynomial ~(z, q) axe both outside the unit complex circle and the 
one with smallest modulus has positive real part. The region of BV-relative stability is the set 
of complex values q with positive real part for which the method is BV-relatively stable. 
A practical way to establish BV-stability is given by a result shown in [6], which in the real case 
requires that the following condition is satisfied 
IPll > IP2 +PoI. (1.4) 
2. EXAMPLES OF BASIC TWO-STEP METHODS 
In this section, we consider some examples of ABV-stable two-step schemes which can be used 
as basic methods in the boundary value techniques. We study their BV-stability intervals and we 
plot their BV-stability regions. We have to point out that the proposed numerical schemes are 
unusual as methods for solving in the direct way initial value problems, because they generally are 
not zero-stable. We now consider the following class of two-step methods of order 2, depending 
on a real parameter p: 
Yn+1 - (1 + P)Yn + PYn-1 = ; [(3 - PML,Y?d - (1 + PML-1, Yn-111 1 (2.1) 
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Figure 1. Regions of BV-relative stability for methods of class 2.1. 
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Figure 2. Regions of BV-stability for methods of class 2.1. 
which becomes the Mid-point rule when /3 = -1, while (2.1) furnishes methods known in the 
literature when ,O = -3, -5,2, (see [7]). The characteristic polynomial is given by 
T(Z, q) = 2 - [(l + P) + $3 - P)] z + [P + f(1+ P)] ’ 
and the following result can be proved. 
THEOREM 2.1. If p 5 - 1, then class (2.1) gives BV-zero stable methods with unbounded inter- 
vals of BV-stability given by (-co, 0) and intervals of BV-relative stability given by (0, w). 
PROOF. We observe that the two roots of characteristic polynomial ~(z, q), associated with this 
class, are given by 
zl(q) = (1+ P> + 43 - PIP + a 
2 7 ZP(Q) = 
Of P) + 43 - PIP - a, 
2 
with A = $(3 - P)2 + q(l - P2) + (1 - P)2, while condition (1.4) is equivalent to 
II+p+$3-4 > (1+P+$1+/# (2.2) 
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If /3 I -1, then (2.2) is verified for any q < 0. Moreover, we can prove that 21(q) > 1, zs(q) < 0, 
when q > 0, while Izz(q)I > zl(q) > 1 for q E (O,w) I 
Formula (2.1) gives an ABV-stable method for p 5 -1. The method has a non empty BV-relative 
stability region for p strictly less than -1. In Figure 1, we plot BV-relative stability regions for 
p = -3, -4, -5. If p > 1, we can show that the intervals of BV-stability are bounded and given 
by (-(I + PLO). F g i ure 2 shows BV-stability regions for ,8 = 1.5,2,3. We now consider the 
following class of two-step methods of order 3: 
Yn+l - (I+ P)Y~ + PYn-1 = ; [(5 + P)fn+l + 8(1- P)fn - (I+ 5P)L11, (2.3) 
with fn_j = f(tn_j,yn-j) for j = -l,O, 1. For p = -1, 0, 1, we obtain methods known in 
literature as Simpson method, Adams Moulton method of order 3, and Differenced -Trapezoidal 
rule respectively (see [7]). The characteristic polynomial is now given by 
7r(z,q) = [I - $5 + P)] 22 - 
[ 
(1+ p) + Z(l - 8)] Z + [P + &(1+ 5P)] 7 
and the following result will be proved. 
THEOREM 2.2. If /3 2 -1 or p > 1, then class (2.3) gives BV-zero stable methods with un- 
bounded intervals of BV-stability given by (+x,0), and intervals of BV-relative stability given 
by (0, +!$j$. 
PROOF. The proof is similar to that of Theorem 2.1. Condition (1.4) is now equivalent to 
1+p++p)/ > 11+/J+@-+ (2.4 
For p 5 -1, or p > 1, condition (2.4) is valid for any q < 0. Moreover, for 0 I -1 and q > 0, we 
can prove that zl(q) > 1, z2(q) < 0, while Izz(q)l > zl(q) > 1 when q E (0, w). Also, for 
P > 1 ifq E (O,&) then z2(q) > zl(q) > 1, while if q E (&$J,$$@) then zz(q) < 0 and 
lzz(cJ)l > a(q) > 1 I 
Q- 
Figure 3. Regions of BV-relative stability for methods of class 2.3. 
In Figure 3 and Figure 4 we show BV-relative stability regions of methods defined by (2.3) for 
some values of p. When /3 = 1 then (2.3) gives the Differenced Trapezoidal rule 
Y?Z+1 - 2YTa + Y?Z-1 = f [fn+l - fn-11, 
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Figure 4. &giohs of BV-relative stability for methods of class 2.3. 
which is BV-zero stable, since the roots of p(z) both are equal to 1, with no interval of BV- 
stability because (1.4) is never valid. Moreover the roots of ~(z, q) are given by 1 and s, 
from which there is no interval of BV-relative stability. If p tends to 1 then the BV-relative 
interval of (2.3) tends to (0, +oo) but the method tends to be the Differenced Trapezoidal rule. 
For sake of simplicity, we shall confine the analysis of the convergence properties of BVM methods 
to the scalar differential equation y’(t) = Xy(t) +b(t), y(tc) = yc. The case of y’(t) = Ay (t) +b (t), 
y (to) = yo, with A normal matrix, can be reduced to the present one using techniques similar to 
that used in [3]. 
If for solving y’(t) = Xy(t) + b(t), y(to) = y 0, we apply a BVM method, then we need to solve 
a linear system of the form 
Bx= f, 
where B is the following tridiagonal matrix 
B= 
Pl P2 
PO Pl P2 
. . . 
. . . 
PO PI P2 
To Tl 
; 2= 
Yl 
Y2 
. . . 
. . . 
. . . 
Y772 
(2.5) 
-PoYo + fi 
f2 
. . . 
. . . 
. . . 
fm 1 ; 
and p,-,,pl,ps denote the coefficients of the basic method, while TO and rl are the coefficients of 
the last point method. If the basic method belongs to (2.1) and we use the Trapezoidal rule at 
the last point, we have 
PO = P+;(l+PL pl = - [(l + P) + 4(3 -P)] , 232 = 1, r0 = - (1 + f) , r1 = (1 - i) . 
The exact solution will satisfy the system BY = f + 6, with Y = (y (tl), y(tz), . . . , y (tm))t, 
S = (71,72,. . . ,~,_l,cr~)~, and where 71,72,. . . , ~~-1, denote the local truncation errors of the 
basic method, at tr, t2, . . . , tm-1, while urn is the local truncation error of the last point method 
at t,. Since the methods in (2.1) are of order 2, ss is the Trapeziodal rule, we have that 
l<T<?x_l 174 = W3), I4 = W3). -- (2.6) 
The vector error e = (y(tl) - ~1, y(t2) - ~2,. . . , y(tm) - ym)t satisfies the linear system 
Be=& (2.7) 
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Thus, the convergence of BVM method depends on the conditioning of linear system (2.7). 
Dividing each row of B by the diagonal element we obtain the tridiagonal matrix 
T= 
with 
u 
1 U 
. . 
. . . 
s 1 
S' 
U 
1  7 
P + 4 (1 + n/2 
s= -[(l+p)+q(3-/3)/2] u= -[(lfdqP-Pm sr = l +d2 1 - q/2 
Thus, we can prove the following preliminary result. 
LEMMA. If X < 0 and /3 5 -1, then matrix T is invertible for each h and IjTmlIJ, remains 
bounded by a constant independent of h when h -+ 0. 
PROOF. From the hypotheses it follows that u > 0. Thus, by using the results shown in [8], 
matrix T is invertible if 4su < 1 and 4s’~ < 1, while T is well-conditioned if s - u < 1 for s > 0, 
and s + u > -1, for s < 0. Under the hypotheses of the Lemma, the previous conditions are 
always satisfied. Thus the claim is proved. I 
The following result is concerned with the convergence of BVM methods for the basic method 
in (2.1). 
THEOREM 2.3. Consider a linear differential equation y’(t) = Xy(t) + b(t), with y(t,-,) = yo. 
Then a BVM method based on (2.1) with ,kI 5 -1, and the TkapezoidaJ rule as last point 
method, converges with order of convergence 2. 
PROOF. We denote by 6, and e, the nth component of the local and global vector error in (7.7). 
Thus, from (2.7) by dividing each row by the diagonal element we have 
Te = A, (2.8) 
withA=($,...,% , k)“. From (2.6) and f rom the fact that @ 5 -1, we obtain 
Since from the Lemma 
and (2.9) we have that 
@IL = 0(h2>, 
IlT-l IL is bounded by 
l141m = 0(h2>, 
Thus, the convergence of BVM method follows. I 
for h + 0, (2.9) 
a constant independent on h, then using (2.8) 
for h+O. 
Under hypotheses similar to that of Theorem 2.3, we can prove that BVM methods, based 
on (2.3) and suitable last point method, are of order of convergence 3, while a BVM method is 
of order of convergence 4 when the basic method uses the Simpson rule. 
3. NUMERICAL TESTS AND COMMENTS 
Now, we present some numerical tests in order to illustrate the numerical properties of the BVM 
methods studied and we show the performance of the parallel implementation of a particular 
BVM method on a stiff system of ODES. 
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EXAMPLE 1. 
y: = -m/1 + 19Y2 - 2oys, Yl(0) = I, 
Y: = 19yl - 21~2 + 20~3, Yz(0) = 0, 
Y; = 4Oy1 - 4Oy2 - 40~3, Y3(0) = -1, 
for t E [0, 11, with eigenvalues given by Xi = -2, X2,3 = -40 f 40i. 
EXAMPLE 2. y’(t) = Ay(t), y(0) = (1, 1, 1, 1, l)T, t E [0, 11, with 
A= i 
-1800 900 
1 -2 1 
1 -2 1 
1 -2 1 
1000 -2000 
and eigenvalues given by -2000.5, -1800.5, -0.0032, -0.0015, -0.0003. 
EXAMPLE 3. y’(t) = Ay (t), y (0) = (l,l)*, t E [0, 11, with A = diag(-1,4). 
EXAMPLE 4. y’(t) = Ay (t), y(0) = ‘random vector,’ t E [0, log], where y(t) is a vector of 
dimension 30 and A is a matrix of dimension 30 x 30, the eigenvalues of which are plotted on the 
complex plane in Figure 5. 
Tables l-3 and 4-6 relate to BVM methods with basic methods in (2.1) and (2.3) respectively, 
last point method given by the Trapezoidal rule, and constant stepsize h. These tables show the 
norm ]I. /Ia of the vector error e. Table 1 is concerned with the weakly stiff problem in Example 1. 
It shows that the BVM method based on the Midpoint rule (BVMM) gives good results for large 
stepsize h (h = 0.1). Instead, BVM methods with 0 strictly less than -1 perform better than 
BVMM for small h. Table 2 is concerned with the stiff problem in Example 2, and it shows that 
BVMM performs better than BVM methods with 0 different from -1. 
In order to explain this numerical behaviour, we observe that the global error in (2.7) depends 
Z1(n)’ on the ratio ~2 Q h-T . 
In fact, if we define the following Toeplitz matrix 
where Ei = (0 . . .O, l)t is a vector of size i, for i = m - l,m, then from (2.7) it follows that 
We = 6 + [(PI - n)(Y(tm) - urn) + (PO - ~oh(tm-1) - am-1)1&n 
and the global error is made up of two components. The first one; e1 = W-l6, represents the 
contribution of the local truncation errors, while the second one is 
e2 = [(PI - d(Y(Ld - YA + (PO - ~o)(dtm-d - Y~-I)IW-~&. 
The nth component of W-‘E, is given by 
(W-%n)n = pi1 zr:;~::+l , for n = 1,. . . , m. 
1 
Thus, h being fixed, in order to minimize IIWBIEmlloo, we have to consider a basic method for 
which the ratio f: 8 t-H is small. When IqI is a large value this ratio is minimized by the Midpoint 
rule (p = -l), while when )qI is a small value this ratio is minimized for p strictly less than -1, 
see Figure 6. The results shown in Tables 1,2,3, for the BVM method with p = 2, are due to the 
fact that this method has a bounded region of BV-stability. 
98 L. LOPEZ 
0.25 r 
0.2 - 
0.15 - 
l : 
0.1 - . 
+t 
0.05 - l * 
.* 
l 
5 o- l 
l l t l 
l 
-0.05 - 
l l 
l * 
t . 
-0.1 - 
l 
.* * 
-0.15 - 
.o”,:: 
10-10 lo-’ lo-’ lo-’ 102 105 106 10” 
Figure 5. Eigenvalues of -A. 
Table 1. Example 1. 
P -1 -3 -4 -5 2 
h 
Table 2. Example 2. 
1 P -1 -3 -4 -5 2 
h 
0.1 0.0015 0.1636 0.2105 0.2458 9.63+3 
0.05 0.0028 0.1607 0.2069 0.2415 4.93+8 
0.025 0.0056 0.1548 0.1998 0.2333 9.1E-k17 
0.0125 0.0111 0.1433 0.1858 0.2172 9.83+35 
0.0050 0.0276 0.1101 0.1458 0.1718 ***** 
Table 3. Example 1. 
P -1 -3 -4 -5 2 
h 
0.05 1.1576 0.0075 0.0037 0.0010 0.12572 
0.025 0.4517 0.0018 7.93-4 1.2E4 0.0262 
0.0125 0.0804 4.33-4 1.8E4 1.5E5 0.0061 
0.0050 0.0057 6.73-5 2.83-5 1.E6 9.53-4 
Table 3 is concerned with a differential problem with both increasing and decreasing compo- 
nents (Example 3). Since the BV-relative stability region of the Midpoint rule is empty, BVMM 
gives results less satisfactory than that given by the BVM with p different from -1. Tables 
4 and 5 concern the differential systems in Examples 1 and 2, respectively. These tables show 
that BVM method based on the Simpson rule (BVMS) provides results more satisfactory than 
that given by BVM methods based on a different scheme. Instead, BVM methods with p < -1 
perform better than BVMS on systems with both increasing and decreasing components (see 
Table 6). 
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Table 4. Example 1. 
P -1 -3 1 
h 
0.1 2.523-5 6.863-5 0.0061 
0.05 2.873-6 7.093-6 l.l3E-4 
0.025 3.643-7 8.843-7 2.823-5 
0.0125 4.193-g l.lOE7 7.053-6 
0.006125 5.623-g 1.30E8 1.693-6 
Table 5. Example 2. Table 6. Example 3. 
P -1 -3 1 P -1 -3 1 
h h 
0.05 0.1299 0.2177 0.4802 0.05 3.067 0.0378 0.7373 
0.025 0.1258 0.2104 0.4613 0.025 0.4340 0.0052 0.1826 
0.0125 0.1177 0.1962 0.4257 0.0125 0.0566 6.783-4 0.0455 
0.0050 0.0931 0.1556 0.3332 0.0050 0.0037 4.463-5 0.0073 
(J-J6 _,--1_-7-‘_-~___._r’-_--‘_~_.‘l----~’ 
I- 
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Figure 6. Ratio of lZl[ on 1221 for methods of class 2.1. 
Moreover, the numerical tests prove that BVM methods based on (2.3) are more accurate than 
those based on (2.1). The numerical reduction factors of the errors confirm also the theoretical 
order of convergence of the BVM methods studied. Actually, Table 2 and Table 5 show a reduction 
of the theoretical order of convergence, due to the large eigenvalues of the stiff differential system 
in Example 2. In these cases BVM methods with variable stepsize are more convenient. 
Now, we consider the parallel implementation of the BVM method, based on the Simpson rule, 
on the differential stiff problem in Example 4. The parallel code has been implemented in Fortran 
on a distributed memory parallel computer, a network of 8 and 16 transputers each one with 1 
Mb of local memory. The scalar tests have been performed on a single transputer with 16 Mb of 
memory. The interconnection topology among the processors is a pipeline. The parallel code has 
been compared with the scalar Hindmarsh’s LSODE code for ordinary differential equations on 
the same mesh. A mesh strategy has been used which provides a nonconstant stepsize sequence 
defined by h, = ho-y” for n = 1, . . . , m(y), with y fixed parameter greater than 1. The block 
tridiagonal linear system deriving by the BVM method employed has been solved by the iterative 
method CGSTAB, which is a variant of the Conjugate Gradient method, with the use of a 
preconditioning technique (see [9] for more details). In Table 7, we show the speed-up (the 
execution time of LSODE over the execution time of parallel code) obtained using p processors 
(p = 8 and p = 16) and different values of m = 320,168,120. These values of m have been 
obtained for y = 1.1,1.2,1.3, respectively. As initial parameters for LSODE, we have assumed 
26:1-H 
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ho = E - 5, RTOL=E-4, while the parameter ATOL 
precision for the numerical solutions given by the two 
Table 7. 
has been taken in order to have the same 
codes. 
P 8 16 
m 
320 2.51 2.55 
168 5.21 5.52 
120 6.39 6.52 
These numerical results seem to show that the parallel implementation of the BVM methods is 
effective for systems of stiff ODES over a long time interval. 
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