Abstract. This study assesses the ability of the recent chemistry version (v3.3) of the Weather Research and Forecasting (WRF-Chem) model to simulate boundary layer structure, aerosols, stratocumulus clouds, and energy fluxes over the Southeast Pacific Ocean. Measurements from the VA-MOS Ocean-Cloud-Atmosphere-Land Study Regional Experiment (VOCALS-REx) and satellite retrievals (i.e., products from the MODerate resolution Imaging Spectroradiometer (MODIS), Clouds and Earth's Radiant Energy System (CERES), and GOES-10) are used for this assessment. The Morrison double-moment microphysics scheme is newly coupled with interactive aerosols in the model. The 31-day (15 October-16 November 2008) WRF-Chem simulation with aerosol-cloud interactions (AERO hereafter) is also compared to a simulation (MET hereafter) with fixed cloud droplet number concentrations in the microphysics scheme and simplified cloud and aerosol treatments in the radiation scheme. The well-simulated aerosol quantities (aerosol number, mass composition and optical properties), and the inclusion of full aerosol-cloud couplings lead to significant improvements in many features of the simulated stratocumulus clouds: cloud optical properties and microphysical properties such as cloud top effective radius, cloud water path, and cloud optical thickness. In addition to accounting for the aerosol direct and semi-direct effects, these improvements feed back to the simulation of boundary-layer characteristics and energy budgets. Particularly, inclusion of interacCorrespondence to: Q. Yang (qing.yang@pnnl.gov) tive aerosols in AERO strengthens the temperature and humidity gradients within the capping inversion layer and lowers the marine boundary layer (MBL) depth by 130 m from that of the MET simulation. These differences are associated with weaker entrainment and stronger mean subsidence at the top of the MBL in AERO. Mean top-of-atmosphere outgoing shortwave fluxes, surface latent heat, and surface downwelling longwave fluxes are in better agreement with observations in AERO, compared to the MET simulation. Nevertheless, biases in some of the simulated meteorological quantities (e.g., MBL temperature and humidity) and aerosol quantities (e.g., underestimations of accumulation mode aerosol number) might affect simulated stratocumulus and energy fluxes over the Southeastern Pacific, and require further investigation. The well-simulated timing and outflow patterns of polluted and clean episodes demonstrate the model's ability to capture daily/synoptic scale variations of aerosol and cloud properties, and suggest that the model is suitable for studying atmospheric processes associated with pollution outflow over the ocean. The overall performance of the regional model in simulating mesoscale clouds and boundary layer properties is encouraging and suggests that reproducing gradients of aerosol and cloud droplet concentrations and coupling cloud-aerosol-radiation processes are important when simulating marine stratocumulus over the Southeast Pacific.
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Introduction
Marine stratocumuli play an important role in radiation and hydrological budgets, particularly along the eastern edges of oceans, such as over the Southeast Pacific Ocean (SEP) (Stevens et al., 2005; Stevens and Feingold, 2009 ). These clouds are bright compared to the dark ocean surface and result in much more shortwave radiation scattered back to space. Their effective temperature is comparable to that of the ocean surface, so the emitted longwave radiation imposes little compensating effect. Therefore, properly representing these clouds in climate models is important. However, marine stratocumuli are notoriously difficult to model accurately. The recent Preliminary VOCALS model Assessment (PreVOCA) (Wyant et al., 2010) showed a wide range in behavior among models in representing such clouds. One reason for this difference is the simplified treatments of aerosols used by most models, for example, assuming a constant background aerosol concentration or cloud droplet number concentration in the microphysics modules. In reality, strong gradients in aerosol number and composition exist as one progresses westward from the coast towards the open ocean. These gradients result in cloud condensation nuclei (CCN) gradients and lead to differing cloud characteristics as well.
Reproducing CCN gradients and including coupled cloudaerosol-radiation processes are important to properly simulate the marine stratocumulus over the SEP. This paper shows the improvement gained in using an interactive aerosol-cloud-radiation module in the chemistry version of the Weather Research and Forecasting (WRF-Chem) model (Grell et al., 2005; Fast et al., 2006) . Specifically, a new coupling between the double-moment Morrison microphysics scheme (Morrison et al., 2005 (Morrison et al., , 2009 ) and the aerosol modules is used; we implemented this coupling in the April 2011 v3.3 release of WRF-Chem. The VAMOS Ocean-CloudAtmosphere-Land Study Regional Experiment (VOCALSREx) was a field campaign during October and November 2008 designed to improve the scientific understanding of model simulations and predictions of the coupled climate system over the SEP (Wood et al., 2011b) . The campaign provided extensive measurements for evaluating the capability of our model with the aforementioned new coupling in predicting aerosol and marine stratus clouds over this region.
A recent modeling exercise by Abel et al. (2010) using the UK Met Office Unified Model (MetUM) is parallel to this model evaluation study. MetUM simulated a good representation of synoptically induced variability in cloud cover and boundary layer depth during the VOCALS-REx (Abel et al., 2010) . However, the exclusion of cloud-aerosol interactions and the model's relatively simple parameterization of cloud-microphysical effects are likely to preclude better agreement with field observations. Aerosol-cloud interactions are important to the variability of marine stratus. Aerosols can impact radiative fluxes directly through absorption and scattering (the direct effect), semi-directly through the impact of aerosol absorption on atmospheric heating and stability (semi-direct effect), and indirectly through their impact on liquid clouds via the socalled indirect effects (Twomey, 1977; Albrecht, 1989) . The first indirect effect is the change in cloud albedo due to the change in cloud droplet number and radius. The second indirect effect (also known as the "cloud lifetime effect") is the change in cloud lifetime and precipitation due to change in cloud droplet number; the importance of this effect on radiative forcing is evident in shallow marine status (Stevens and Feingold, 2009) . By changing warm-rain processes in marine stratocumulus clouds, aerosols can alter cloud cellular structures and boundary-layer mesoscale circulations in ways that are much more complicated than traditionally depicted by conceptual models of the indirect effects (Steven et al., 2005; Wang and Feingold, 2009a, b) . The emerging importance and complexity of aerosol-cloud-precipitation interactions in shallow marine status is gaining recognition by the scientific community (Stevens and Feingold, 2009 ). These aerosol-cloud interactions and associated dynamical feedbacks are particularly important over the SEP.
The strong gradients of anthropogenic and natural aerosols in the marine boundary layer (MBL), make the SEP an ideal location for studying the response of shallow marine clouds to aerosol perturbations. Along the coast of Chile and Peru, copper smelters, power plants, and oil refineries emit large amounts of oxidized sulfur (sulfur dioxide (SO 2 ) + sulfate) (Huneeus et al., 2006) . Other continental sources include volcanic, biomass burning, biogenic, and dust emissions. Associated with mid-latitude synoptic-scale disturbances, easterly flow subsides down the subtropical Andes, and brings the emitted trace gases and particles over the continent to the stratus deck (Huneeus et al., 2006) . These continental pollutants, both primary and secondary, are then mixed with trace gases and particles from oceanic emissions. Marine sources of primary aerosols include sea-salt and organic compounds from sea spray and bubble bursting , and a source of secondary aerosols is the oxidation of dimethyl sulfide (DMS) to sulfate and methanesulfonic acid (MSA). Detailed understanding of the aerosol-cloud interactions (e.g., the transition from closed to open cellular convection) and properly reproducing the climate impact of these clouds remain a challenge for current climate modeling.
This study evaluates simulated aerosols and cloud fields in the WRF-Chem model with the newly implemented coupling between the double-moment Morrison microphysics scheme and aerosols, and is a necessary first step before progressing to further studies on multiple aerosol-cloud equilibrium regimes and the sensitivity of predicted SEP cloud fields to model horizontal grid resolution. A simulation with spatially and temporally varying aerosols and aerosol-cloud-radiation couplings is compared against another with a fixed cloud droplet number concentration in the microphysics scheme and simplified cloud and aerosol treatments in the radiation scheme. A description of the model and observational data is provided in Sect. 2. In Sect. 3, we first discuss the characteristics of the simulated marine boundary layer (Sect. 3.1), then evaluate simulated aerosol (Sect. 3.2), cloud optical properties (Sect. 3.3) and cloud macro structures (Sect. 3.4). The domain-average top-of-atmosphere (TOA) shortwave (SW) fluxes and longitudinal and diurnal variations in surface energy fluxes are discussed in Sect. 3.5. Model representations of longitudinal and vertical variations of drizzle are shown in Sect. 3.6. The discussion and summary of the evaluation results are presented in Sects. 4 and 5, respectively.
Model description and observational data

WRF-Chem
WRF-Chem is a widely used regional model employed operationally for air quality (e.g., Zhang et al., 2010) and tracer forecasting (http://www-frd.fsl.noaa.gov/aq/wrf/), detailed aerosol process studies (e.g., Fast et al., 2009) , and regional climate studies involving aerosols (e.g., Qian et al., 2009) . It includes full online interactions between aerosols, radiation, and clouds for the direct, semi-direct, and first and second indirect effects as described in Fast et al. (2006) , Chapman et al. (2009), and Gustafson et al. (2007) . Past research included aerosol indirect effects only through the Lin microphysics scheme. This has now been complemented in WRF-Chem v3.3 with the additional option to use the Morrison microphysics scheme. The simulations presented in this study were performed by using the code as implemented in WRF-Chem v3.2.1, which was then released to the public in v3.3.
For comparison purposes, two simulations were conducted: one with aerosol-cloud interactions (referred to as AERO) and the other with aerosol and chemistry modules turned off and droplet number prescribed (referred to as MET). Table 1 shows the model configuration used for the simulations in this study. The configuration is representative for simulations involving full aerosol-climate effects. The Model for Simulating Aerosol Interactions and Chemistry (MOSAIC) (Zaveri et al., 2008 ) is implemented with a sectional approach where the size distributions for both unactivated/interstitial and activated aerosols are represented with 8 bins whose lower and upper dry diameters are listed in Table 2. What is new compared to previous published studies using the MOSAIC aerosol module is the inclusion of DMS chemistry as a source of atmospheric SO 2 and sulfuric acid (H 2 SO 4 ). In this study, a correction has been made to the reaction rate for the decomposition of methanesulfonyl (CH 3 SO 2 ) radicals into SO 2 , which has been incorporated into WRF-Chem v3.3. Secondary organic aerosol formation (Shrivastava et al., 2010) is not included in the simulations presented here to reduce the overall computational expense and, as shown later, organic aerosols are a relatively small fraction of the total aerosol mass over the SEP. Subgrid cumulus parameterization was turned off for the simulations in this study due to the following reasons. The predominant clouds during VOCALS-REx were marine stratocumulus, which are generally not treated well by cumulus parameterizations. In a short 9-day test run using the Kain-Fritsch cumulus scheme, there was no apparent improvement in simulated cloud features and precipitation. Also, the cumulus schemes currently in WRF-Chem have not been coupled with interactive aerosol.
The Morrison microphysics scheme predicts changes of number and mass mixing ratios of cloud water, cloud ice, snow, rain, and graupel/hail associated with the following microphysical processes: autoconversion (transfer of mass and number concentration from the cloud ice and droplet classes to snow and rain due to coalescence and diffusional growth), collection between hydrometeor species, melting/freezing, and ice multiplication (transfer of mass from snow to ice) (Morrison et al., 2005) . Cloud droplets are represented by a gamma distribution and the size distributions of all other hydrometeor species are assumed to follow an exponential function (Morrison et al., 2009) . When interactive aerosols are not included, a constant droplet concentration is assumed. In the MET simulation, within the Morrison double-moment microphysics scheme cloud water mixing ratio is predicted but cloud droplet number concentration is prescribed as a constant value (250 cm −3 ); aerosols have no impact on cloud microphysics. However, this constant droplet number affects the autoconversion of cloud water to rainwater and thus affects the rainwater and raindrop number concentrations. Another difference between AERO and MET is that in the MET simulation, the predicted droplet sizes and number concentrations from the microphysics scheme do not feed into shortwave radiation scheme, where the predicted cloud water and a constant effective radius are used. The activation and more complex couplings with interactive aerosols are described as follows. Activation of aerosols to cloud droplets is based on the maximum supersaturation, which is diagnosed using a combination of the resolved vertical velocity and turbulent motions, in combination with the internally mixed aerosol properties within each size bin . Aerosol-cloud interactions in warm clouds occur in two ways: aerosols affect clouds (activation of CCN is the main source of cloud droplets) and clouds affect aerosols (wet removal is the main sink of submicron particles and cloud chemistry is a major source of sulfate). The interactions between clouds and shortwave radiation for the first indirect effect are implemented by linking the predicted cloud droplet number from the Morrison microphysics scheme with the Goddard shortwave radiative scheme. The second indirect effect is handled directly by the microphysics scheme for warm-rain processes, where the number of activated particles affects precipitation and cloud lifetime. Aerosol effects on longwave radiation are not included in this study, but have also been recently incorporated into WRF v3.3 as described in Zhao et al. (2010) . Advection of scalar quantities (e.g., aerosol and hydrometeor number mixing ratios) was found to be critical to the performance of a double-moment microphysics scheme incorporated into WRF when simulating stratocumulus clouds with interactive CCN, particularly near strong gradients (Wang et al., 2009 ); therefore, we employ the monotonic advection scheme for model scalars and chemical species for better accuracy in advection even though it is more computationally expensive.
Simulated evolution of the MBL and stratocumulus clouds will be highly dependent upon the Planetary Boundary Layer (PBL) parameterization with our 9 km horizontal grid spacing. In this study, the YSU scheme (Hong et al., 2006 ) is used, which employs nonlocal-K (vertical diffusion coefficient) mixing for momentum, entrainment of heat and momentum fluxes at the PBL top, a local-K approach for atmospheric diffusion above the mixed layer, and a critical bulk Richardson number of zero for the PBL top.
The model domain covers part of the northern Chilean and southern Peruvian coasts and the nearby Southeast Pacific, roughly 63 • W-93 • W in longitude and 11 • S-36 • S in latitude. Throughout the paper, two regions, the "coastal region" and the "remote region", are defined. The two regions are separated by the 78 • W meridian with the west (remote region) characterized by remote marine aerosol conditions and the east (coastal region) characterized by anthropogenic influences mixed with the maritime background. From the surface to 50 hPa, the model has 64 vertical layers, and the layer thickness increases from ∼30 m at the surface to ∼50 m at 1 km and ∼90 m at 2 km above the ocean surface. The horizontal grid spacing is 9 km. Excluding five-days of model spin-up, the simulation period is from 00:00 UTC 15 October 2008 to 00:00 UTC 16 November 2008. Initial conditions, boundary conditions, and time dependent sea surface temperatures (SSTs) for meteorology were obtained from the Global Forecast System (GFS) model output with a 0.5-degree grid spacing, while the Model for Ozone and Related chemical Tracers (MOZART) provided the initial and boundary conditions for trace gases and aerosols. Emissions used for the AERO simulation are as follows. Coarse and fine mode seasalt emissions are based on Gong et al. (1997) and Monahan et al. (1986) , which neglect sea-salt production through breaking waves, while ultrafine sea-salt emissions follow Clarke et al. (2006) . Sea-salt particles are treated as NaCl in the model. DMS emissions are calculated using a simplified Nightingale et al. (2000) scheme with constant SST and a geographically uniform ocean surface DMS concentration of 2.8 m mol l −1 as specified in the VOCA Modeling Experiment Specification (http://www.atmos.washington.edu/ ∼ mwyant/vocals/model/VOCA Model Spec.htm). Terrestrial biogenic emissions are calculated using the MEGAN (Guenther et al., 2006) (Wiedinmyer et al., 2011) . Windblown dust emissions are based on the Shaw et al. (2008) formulation.
Observational data
A wide range of meteorological, trace gas, and aerosol measurements were collected during VOCALS-REx as described in Wood et al. (2011b) . The NCAR C-130 aircraft and the NOAA Ronald H. Brown research vessel (hereafter RB) were selected as the main measurement platforms for the model evaluation in this study due to two main reasons: (1) both the C-130 and RB provided measurements farther into the remote ocean region (∼88 • W) of the model domain; this extended longitudinal data coverage is necessary for the purpose of contrasting different aerosol and cloud characteristics over polluted and clean environments; and (2) the RB provided energy fluxes, DMS ocean-to-air transfer velocity, and other near-surface measurements that are important to the model assessment, and those measurements are complementary to measurements obtained on the flight platforms. The selection of the RB as one of the two main platforms leads to the division of the model domain into two regions (remote and costal regions) since the RB sampled more intensively around ∼85 • W and ∼75 • W. Within the domain, there are about twice as many samples over the coastal region compared to the remote region from both the C-130 and RB platforms during the VOCALS-REx. Here we briefly describe the observations that are employed in this modeling study. Detailed descriptions of the instruments can be found elsewhere (e.g., Allen et al., 2011; Wood et al., 2011a; Yang et al., 2011) .
Aerosol number and mass concentrations
During the VOCALS-REx, a Particle Measurement System (PMS) Passive Cavity Aerosol Spectrometer Probe (PCASP) measured accumulation mode aerosol particles (dry diameter 0.117-2.94 µm) on the aircraft. For the purpose of matching aerosol particle sizes between PCASP measurements and model simulations, this study uses only measured aerosol particle concentrations with diameters of 0.156-2.69 µm.
Aerosol Mass Spectrometers (AMS) described below measured non-refractory, non-sea-salt mass loading of aerosol sulfate, ammonium, nitrate, and particulate organic matter (OM). The AMS instruments on the C-130 (DeCarlo et al., 2006) and the United Kingdom (UK) British Aerospace-146 (BAe-146) aircrafts measured aerosol components aloft for particle sizes (vacuum aerodynamic diameter) between 0.05 and 0.5 µm and the AMS on the G-1 aircraft measured aerosol compositions in the 0.06-0.6 µm diameter range. The AMS onboard the RB research vessel provided surfacelevel particle measurements in the submicron range. The BAe-146 AMS dataset retrieved with collection efficiency of 1 was used, and the detailed justification can be found in Allen et al. (2011) .
The sub-and supermicron chloride and sodium aerosols were sampled by two-stage multi-jet cascade impactors (CIS) on the RB, with 50 % aerodynamic cutoff diameters of 1.1 and 10 µm at 60 % relative humidity. Submicron chloride and sodium were also sampled by a Particle Into Liquid Sampler (PILS) on the G-1 aircraft, with a sampled particle size range of 0.06-1.5 µm at ambient humidity. The samples obtained with both the CIS and PILS were analyzed using ion chromatography. Corresponding modeled aerosol concentrations were obtained by first converting the measured particle wet-diameter size range to a dry-diameter size range (using the model's aerosol hygroscopicity), and then integrating the model's aerosol size distribution over this dry-diameter range. For model size bins partially included in the sampling range, a local quadratic fit between logarithmic diameter and mass in adjacent bins was used to estimate the mass in a partial bin.
Cloud droplet sizing data, precipitation sizing data and cloud heights
Cloud droplet sizing data measured by a PMS Cloud Droplet Probe (CDP) were available for 12 out of the 14 C-130 flights. This probe measures droplets in diameters of 1-48 µm. Precipitation sizing data obtained by PMS 2D-cloud (2D-C) probes on the C-130 and BAe-146 were used to derive rain rates. The 2D-C probes on the C-130 and BAe-146 measured droplet spectra within 62.5-1587.5 µm and 37.5-812.5 µm diameter ranges, respectively, with 25 µm resolution. Note that excluding smaller size raindrops (<62.5 µm and <37.5 for the C-130 and BAe-146, respectively) could lead to a slight underestimation of the derived rain rates. In calculating rain rates from the measured droplet size distributions, relationships between fall velocities and raindrop diameters were based on Rogers and Yau (1989) . Rain rates derived from the 2D-C measurements were then averaged for each 120 s flight leg segment with constant heading and elevation.
Cloud top and cloud base height retrievals were from measurements by the Wyoming cloud radar (WCR) and an upward-pointing lidar (WCL) aboard the C-130 aircraft, respectively. Measurements on the C-130 mostly rely on the retrieved cloud heights and flight elevations to determine whether measurements are within the MBL. For the G-1 and BAe-146, a combination of the flight elevation, relative humidity (or difference in temperature and dew point), and liquid water content measurements were used to determine whether the measurements are within the MBL. The same rules are also applied to the C-130 when cloud height data are not available.
Satellite data
MODIS aerosol and cloud products (Level II Collection 5) were also used to evaluate the WRF-Chem simulations. Comparing with ground-based AERONET observations, Collection 5 MODIS aerosol optical depth (AOD) is within the expected accuracy of ± (0.03 + 0.05 τ ) for more than 60 % of the time over the ocean, where τ is the AOD value (Remer et al., 2008) . Both Terra and Aqua satellites have MODIS sensors aboard; however, according to Remer et al. (2008) Terra AOD has an unexpected and unexplained higher value over the ocean. Therefore, we only used MODIS aerosol products from Aqua. To be consistent, we present cloud products from Aqua in Fig. 7 , although the related statistics are included in Table 5 for both Aqua and Terra satellites. In addition, we employed the low-cloud cover products retrieved from the GOES-10 channel 4 infrared radiances as described in Abel et al. (2010) , available on a 0.5 • × 0.5 • grid, and outgoing shortwave (SW) fluxes measured by the Clouds and the Earth's Radiant Energy System (CERES) aboard Terra (Loeb et al., 2005) .
Model results evaluated against observations
In this section, model simulations are evaluated against measurements from VOCALS-REx and satellite retrievals for the period from 00:00 UTC 15 October 2008 to 00:00 UTC 16 November 2008. Comparisons with aircraft-and shipbased measurements used coincident data whereby model data were interpolated to the time and location of each measurement datum. Basic statistics, i.e., mean, standard deviation, and median, provided in Tables 3-7 are based on measurements from all available flights and cruises and their corresponding coincident model predictions during the 31-day period for the coastal and remote regions, and for the entire domain. MODIS retrievals were first gridded to the model domain. Then, both the gridded satellite data and the coincident model predictions were averaged over the entire study period for the statistics shown in Tables 3-7.
Boundary layer structure
Since marine stratocumulus clouds are sensitive to boundary layer conditions, we first evaluate simulated vertical profiles of virtual potential temperature (θ v ) and water vapor mixing ratio (q v ) with those observed by RB radiosondes and BAe-146 dropsondes ( Fig. 1 and Table 3 ). The observed MBL is more well-mixed over the coastal region than over the remote marine region. As evident in observed profiles over the remote region, there is more frequent decoupling (Zuidema et al., 2009) within the MBL over the remote region that separates the well-mixed cloud layer from the subcloud layer. The coastal region has a stronger temperature inversion with a 10-12 K increase in θ v within inversion layers (also see Table 3). The mean observed humidity and temperature in the MBL over the coastal and the remote regions, however, are not statistically different (at 98 % confidence level) between the two regions.
Differences between AERO and MET in mean profiles of θ v and q v are small, in general, except within the simulated inversion layer. In the coastal MBL, mean temperatures in the MBL from both simulations have small negative (−0.6 K for AERO and −0.9 K for MET) and positive biases (0.6 K for AERO and 0.8 K for MET) compared to radiosondes and dropsondes, respectively. The positive bias in mean temperature compared to dropsondes originates from biases in the upper MBL where the mean simulated temperature deviated from observed well-mixed values ( Fig. 1) . Over the coastal region, the simulated q v values from both simulations, on average, are biased high within MBL (biases of 0.4-1.1 g kg −1 ) and in lower free troposphere (above MBL and <2 km, biases of 1.6-2.2 g kg −1 ) with more significant biases seen in the comparisons with the dropsondes. The larger biases in AERO and MET compared to the dropsondes are associated with the larger biases in model predictions during 2-10 November, when the observed temperature inversion is weaker and the vertical variability in humidity is large (with the possible presence of multi-cloud layers). Toniazzo et al. (2011) also noted early November to be a period with reduced synoptic-scale variability, lower inversion heights and increased cloud cover. The RB had measurements on 2-3 November before a 6-day break in sampling and the mean profiles were less affected by profiles measured during this synoptic episode. Over the remote region, the simulated mean temperature and humidity are in excellent agreement with AERO simulations with the simulated mean values being not statistically different (at 98 % confidence level) from observations at most vertical layers from the surface to 2 km. Over this region, the biases of the simulated mean profile in MET are mostly within the inversion layer.
As shown in Table 3 and Fig. 1 , the AERO simulation better predicts the temperature and humidity gradients within the inversion layer than the MET over both regions, except for the humidity gradient over the remote region.
The zonal and diurnal variations of predicted MBL depths are compared to those from the RB and BAe-146 observations, as shown in Fig. 2 and Table 3 . Since BAe-146 dropsonde data were released within a narrow time window during the day (14:00-16:00 UTC), they have not been included in the diurnal variability plot (bottom panel of Fig. 2 ). In simulations using the YSU PBL scheme, clouds often form on top of the on-line diagnosed PBL heights. Therefore, the MBL depth is determined as the lowest height where the local temperature gradient is at least 3 times the gradient below it. When a reasonable MBL depth is not found using this approach, the MBL depths for both model simulations and observations are determined from humidity profiles in a similar manner. The clear longitude dependence of observed MBL depths (in the range of 900-1600 m), which deepen farther away from the coast, is also reflected in both AERO and MET simulations (Fig. 2) . The MBL depth from the MET simulation has a positive bias of ∼250 m (Table 3) over the remote region. Inclusion of interactive aerosols in the AERO simulation leads to a lower MBL than in MET, giving better agreement with observations over the remote region (Table 3). However, the mean MBL depth from AERO is approximately ∼100 m too low over the coastal region compared to radiosondes and dropsondes. The lower simulated MBL depths when aerosols are included are linked to the reduction of MBL top entrainment and mean subsidence rates which are discussed later in more detail. The WRF simulations described by Rahn and Garreaud (2010) using the Mellor-Yamada-Janjic PBL scheme had lower MBL depths than observations, which is consistent with our results near the coastal region but not over the remote region. This might be due to differences in model setup, including the use of a different PBL scheme. As with Rahn and Garreaud (2010) , the low bias in the mean MBL depth near the coast in both AERO and MET simulations could be explained by an overprediction of low-level onshore wind speeds which lead to high biases in low-level divergence over a several hundred meter vertical layer resulting in lowering of MBL heights.
No significant diurnal variations in MBL depth are observed or modeled (bottom panel of Fig. 2 ). The lack of distinct diurnal variations in MBL depth is consistent with Zuidema et al. (2009) and Rahn and Garreaud (2010) that describe weak dependence of MBL depth on air-sea temperature differences. In addition, there is considerable day-to-day and spatial variability in MBL heights as reflected in standard deviations (σ = 151 m for the radiosonde observations; σ = 202 m and 285 m for the AERO and MET, respectively).
Aerosol and cloud droplets 3.2.1 Aerosol and cloud droplet number concentrations
MBL processes, transport, and anthropogenic and natural aerosol and precursor emissions influence the distribution of aerosol. In this section, we first compare the model simulated and aircraft in-situ measured accumulation mode aerosol number (N a , 0.156-2.69 µm, Fig. 3 and Table 3 ) and cloud droplet number concentrations (N d , Fig. 3 and Table 3 ). Observed aerosol and cloud droplet number concentrations both have strong longitudinal gradients over the coastal region. As shown in the bottom panel of Fig. 3 , the observed N a in the sub-cloud layer (on average 170 m above sea surface) is 290 ± 117 cm −3 just west of the coast (71-72 • W), decreasing to 117 ± 93 cm −3 at ∼78 • W. The mean observed concentration over the remote region is 105 ± 95 cm −3 (Table 3). The modeled N a in the sub-cloud layer resembles the observed in longitudinal variation. However, simulated N a concentrations (from model size bins 3-6) are lower than observations with mean biases of 34 % and 23 % over the coastal and remote regions, respectively. The predicted size distribution peaks at model size bin 2 (0.08-0.16 µm in diameter), and the number concentration in model size bin 2 is about 1.5 times the modeled N a concentration (includes model bins 3-6). Thus, errors in the size distribution could contribute to the number bias. Given the multitude of source and sink processes that affect aerosol number concentrations, the ∼30 % N a bias is quite good.
Overall, simulated and observed cloud droplet number concentrations exhibit the same longitudinal gradient as that of the aerosol. This is expected, since hygroscopic aerosol particles acting as CCN can activate and form new cloud droplets. The observed N d has a mean value of 240 cm −3 near the coast and decreases to below 120 cm −3 at ∼78 • W, and further decreases to a mean value of 85 ± 55 cm −3 over the remote region. The observed longitudinal variation in N d is in general agreement with the variation shown in Fig. 11 of Allen et al. (2011) in which CDP measurements on both the BAe-146 and C-130 were included. The domain average near-surface N d of 154 cm −3 measured by the C130 (Table 3) is in-between the mean N d values of 164 cm −3 and 142 cm −3 based on aircraft and MODIS measurements during the VOCALS-REx obtained by Bretherton et al. (2010b) , in which their focus region was along 20 • S and multiple aircraft measurements of N d were included. The modeled cloud droplet concentrations are lower by 21 % and 13 % over the coastal and the remote regions, respectively, which is related to the low biases in the predicted aerosol concentrations.
Aerosol, CCN and cloud droplet number concentrations over the SEP are strongly influenced by pollution outflow from the continent. In Fig. 10 of Bretherton et al. (2010b) , daily MODIS-derived N d were compared against aircraft measurements, and it showed the occurrence of a few strong outflow events along 20 • S over the SEP. The longitudetime plot of model (AERO) predicted CCN concentrations (at 0.1 % supersaturation) at 975 hPa are shown in Fig. 4 (left panel). The model succeeds in capturing the timing and strength of the observed outflow events shown in Fig. 10 of Bretherton et al. (2010b) . During the VOCALS-REx, the strongest pollution outflow event along 20 • S peaked on 18 October, and the cleanest period was around 8 November. The four contour plots on the right panel of Fig. 4 illustrate the horizontal distribution of MODIS-derived (using Eq. (2) of George and Wood, 2010 ) and model-predicted N d during the two time periods, respectively. Model simulated N d compares reasonably well with observations. The model reproduces the outflow pattern from coastline towards the ocean with a band of high N d several-degrees wide in longitude along the coast. Considering the relatively large uncertainties in satellite-derived N d due to averaging over only several instantaneous satellite snapshots and the timing differences between satellite overpasses and model outputs, the agreement in the outflow patterns is remarkably good. The model also captures N d spatial patterns during the clean event. The accurate predictions of both events demonstrate the model's ability to capture daily/synoptic scale variations of aerosol and clouds, and suggest that the model is suitable for studies at such scales (e.g., pollution outflow studies), which is another advantage of using WRF-Chem with the prognostic treatment of aerosols and cloud-aerosol interactions.
Aerosol mass and composition
Aerosol mass and composition are other important measures that can be used to derive additional aerosol properties, such as aerosol volume, surface area, and density, when combined with aerosol number. Over the SEP, th observed and simulated submicron aerosol mass is dominated by sulfate over both the coastal and remote regions for the measured chemical species (i.e., sulfate, nitrate, ammonium, organic carbon, chloride, and sodium). Observed and modeled MBL submicron aerosol mass concentrations of the different chemical species are shown in Fig. 5 and Table 4 . Observations on different platforms and the AERO both show that sulfate contributes to >55 % of the total submicron aerosol mass measured by the AMS. The predicted non-sea-salt submicron sulfate concentrations over the coastal region are roughly 37 % and 15 % lower than the observed values, which are 0.85 µg m −3 and 1.13 µg m −3 based on the AMS instruments onboard the C-130 and RB, respectively. The AMS and PILS on the G-1 measured sulfate concentrations of 1.10 µg m −3 and 1.29 µg m −3 , respectively. Over the coastal region, the high mean sulfate concentration (1.81 µg m −3 , Table 4 ) measured by the AMS on the BAe-146 is dominated by the high values (mean of 2.82 µg m −3 ) in a pollution plume study flight on 10 November 2008. Excluding this flight, the mean sulfate concentration (1.13 µg m −3 ) over the coastal region observed on the BAe-146 is in close agreement with those measured on the RB and C-130 (Table 4) , which is underpredicted by 30 % in AERO. Observed submicron sulfate concentrations from different platforms are 0.27-0.39 µg m −3 (Table 4) over the remote region. These observed values over both coastal and remote regions are in general agreement with those in Fig. 8 of Allen et al. (2011) . Over the coastal region, the higher mean sulfate concentration from the RB in Table 4 compared to Fig. 8 of Allen et al. (2011) is mostly because we only used the RB observations within the VOCALS-REx period (15 October-15 November), which is a subset of the RB observations. For the supermicron sulfate, observations from the CIS on the RB show similar values (∼0.55 µg m −3 ) between remote and coastal regions. The simulated supermicron sulfate was in good agreement (∼20 % lower) with those observed on the RB over the coastal region, but was 80 % lower over the remote region. The larger bias over the remote region suggests the underestimation of sulfate from DMS oxidation or too rapid sulfate removal, as addressed in more detail later in Sect. 4.
For ammonium mass concentrations, the simulated values are significantly smaller than the corresponding measurements for both the submicron (0.07-0.09 µg m −3 vs. 0.11-0.37 µg m −3 ) measured on different platforms and supermicron sizes (0.08 µg m −3 vs. 0.23 µg m −3 ) measured on the RB over the coastal region (Table 4) . Over the remote region, the detected ammonium concentrations (Table 4) are only slightly above instrument detection limits. The differences between values observed on the RB and those of the C-130 over this region may reflect the difference in instrument detection limits. The corresponding predicted submicron ammonium is also small (<0.03 µg m −3 ) over the remote region.
Regarding nitrate aerosol, the PILS on the G-1 detected 0.12 ± 0.10 µg m −3 (boundary layer, mission-averaged). In contrast, nitrate was not detected by the AMS. This difference is consistent with the explanation that uptake of nitric acid advected to the MBL occurred only on sea-salt aerosol, but not on acidic sulfate aerosol. Upon acidification by nitric acid, sea-salt aerosol loses hydrochloric acid by volatilization, leaving behind sodium nitrate, which was undetectable by the AMS because of its refractory nature. The loss of chloride in sea-salt aerosol results in a lowered chloride to sodium ratio than that of the seawater, referred to as chloride deficit. The chloride deficit observed on G-1 was 0.77 (molar ratio, MBL, mission-averaged) reduced from 1.16 of seawater. Chloride deficit was also observed on the RB during VOCALS-REx . We note that chloride deficit is well simulated by the AERO, but nitrate was underpredicted by ∼50 % compared to the PILS. The observed organic matter (OM) concentrations over the coastal region are 0.16-0.21 µg m −3 for smaller size (<0.6 µm) particles measured on the flight platforms and 0.32 µg m −3 for the submicron particles measured on the RB.
The simulated values, on average, agree with that of G-1 within 6 %, while they are underpredicted in the model by 25-56 % compared to those on other platforms. Over the remote region, the C-130 and RB observed very different OM concentrations (0.08 µg m −3 vs. 0.25 µg m −3 ), which are likely related to differences in sampling upper cutoff diameters and instrument detection limits. AERO does not include oceanic emissions of organic compounds, so the simulated ∼0.03-0.04 µg m −3 OM over the remote region is solely due to continental sources. According to Hawkins et al. (2010) , OM over the SEP has a dominant contribution from anthropogenic sources, and an additional, smaller contribution from primary marine sources based on measured functional groups and trace elements during VOCALS-REx. Lower OM concentrations in MOSAIC could also result from the omission of secondary organic aerosol (SOA) formation processes. The contribution of SOA to OM is variable depending on factors such as precursor concentrations, oxidant level, etc, and the organic mass associated with clean marine air .
The mean simulated chloride and sodium aerosol mass with diameter below 1.5 µm is in good agreement (∼25 % higher) with those sampled by the PILS (0.25 µg m −3 for chloride and 0.28 µg m −3 for sodium) over the coastal region. The submicron chloride sampled on the RB has a domainaverage of 0.04 µg m −3 , which is overpredicted by ∼50 % in AERO (Table 4 ). The predicted supermicron chloride concentrations (6.25-8.81 µg m −3 ) are approximately twice the observed values (3.02-4.18 µg m −3 ) on the RB over the coastal and the remote regions (Table 4 ). The AERO predicted sodium concentrations are also a factor of 2.0-2.4 higher than the RB observed values ( Table 4 ). Note that the composition of freshly-emitted sea-salt particles reflects that of seawater, treating sea salt as NaCl in the model implies an overestimation of the sodium and chloride emissions by 25 % and 10 %, respectively. After accounting for this effect, the supermicron sodium and chloride are overestimated by a factor of 1.9. The overestimation in the supermicron sizes could be related to errors in the predicted sea-salt size spectrum, which could also affect modeled dry deposition of larger particles.
As shown in Fig. 5 , both observations and the simulation show 2-3 times higher total submicron mass concentration over the coastal region compared to the remote region. This highlights the importance of continental sources and the resulting outflow over maritime regions near the coast.
AOD
AOD is an important wavelength-dependent property that directly relates to aerosol direct radiative forcing, and is a function of the aerosol loading, composition, and size distribution. The AOD at 0.55 µm spectral wavelength from MODIS is compared with the coincident data from AERO in Fig. 6 for the VOCALS-REx period. The model reproduces the general spatial features observed by the satellite quite well. The domain-average AODs are 0.10 ± 0.06 and 0.11 ± 0.06 for MODIS and the AERO simulation, respectively. Both the model and observations show that high AOD values (i.e., >0.2) are located along the coast, especially in a broad band with peak AOD values of approximately 0.3-0.4 off the northern Peruvian coast. The strong AOD gradient near the coast suggests influences from continental pollution outflow, which is also consistent with the longitudinal variation of aerosol loadings from in-situ instruments (Fig. 3) . Alongshore winds associated with high-pressure systems combined with the Andes that form a physical barrier lead to aerosol transport from continental sources such as Santiago, Chile, to the northern coastal region (Huneeus et al., 2006) . Discrepancies between AERO and the observed AOD include a broader band of enhancements in AERO near the Peruvian coast and a lack of increased AOD values along the northern part of the western lateral boundary. The latter issue is most likely due to an underestimation of oceanic emissions, or overestimations of aerosol dry deposition and/or wet scavenging in this region. Both the model and observations have smaller AOD values farther offshore south of ∼23 • S, where the dominant westerly surface flow often brings in relatively clean marine air . 
Effective radius, cloud water path, and cloud optical thickness
Simulated cloud optical properties, which are cloud top effective radius (r e ), cloud water path (CWP), and cloud optical thickness (COT), are compared against those from MODIS. As shown in Fig. 7 and Table 5 , AERO results, in general, agree better with observations than do MET results for these three cloud properties.
MODIS r e has a distinct longitudinal gradient north of 30 • S (Fig. 7 ) with values increasing from ∼8 µm right off the coast to >16 µm near 90 • W. This spatial distribution is consistent with the AOD gradient shown in Fig. 6 . A similar longitudinal r e gradient is simulated in AERO, though the large r e south of 30 • S is not well captured in the model. The domain-average r e (Table 5) values are ∼13 µm for MODIS observations on the Terra and Aqua, and are 11-12 µm for AERO. In comparison, MET substantially underestimated r e (∼8-9 µm), due to the use of the default, constant cloud droplet number concentration of 250 cm −3 , which is representative of the conditions near land (Fig. 3) . Although reducing the constant N d of 250 cm −3 to a more representative average droplet number concentration of 150 cm −3 increases domain-average r e by 14 %, the uniform droplet number concentration in MET still limits the spatial and temporal variability of r e .
The domain averages of CWP are 93 and 64 g m −2 based on Terra and Aqua satellite retrievals, respectively. The AERO domain-average CWP values are underestimated by ∼20 % compared to both satellites. The MET predicted domain averages of CWP are in good agreement with Aqua observations in the afternoon, but are overestimated by 23 % compared to morning observations on the Terra. The CWP spatial variations (Fig. 7) are better simulated in AERO than in MET, and the strong diurnal variation as reflected by the 45 % morning-to-afternoon decrease in domain-average CWP (based on the difference in Terra and Aqua observations) is better simulated in AERO (51 % decrease) than in MET (73 % decrease). In AERO, the negative bias in CWP over the remote region might be related to the underprediction in droplet number. Low droplet number concentrations due to under-predicted aerosol concentrations result in shorter cloud lifetime. In MET, changing the constant N d from 250 to 150 cm −3 only reduces CWP by 3 % over the remote region, although the rain rate over this region increases by about 35 %; this is due to the very weak drizzle simulated in MET, which is discussed in more detail in Sect. 3.6.
Both AERO and MET overestimate the COT but with a substantially high bias (∼60-100 %) seen in MET (Fig. 7 and Table 5 ). The doubled COT in MET is related to its near constant small r e (10 µm) and the overestimated CWP that are used in calculating COT (i.e., COT ∼ cloud water content/r e ). The satellite-observed 40 % morning-toafternoon decrease in domain-average COT is also better simulated in AERO (∼45 % decrease) than in MET (∼75 % decrease). Figure 8 shows mean low cloud fractions retrieved from the GOES-10, and those in the AERO and MET during the VOCALS-REx. The presence of low clouds is diagnosed based on the criterion of cloud water mixing ratio exceeding a threshold of 0.01 g kg −1 anywhere in a grid column below 700 hPa. The resulting cloud fraction for the column is then set to either 0 or 1. When averaging over the simulation period, the cloud fraction represents the frequency of cloud occurrence.
Cloud fraction, cloud base, and cloud thickness
Satellite observations reveal more cloudiness during the night than during the day with a maximum located near 20 • S and several degrees in longitude away from the coastline. AERO and MET broadly reproduce the day-night contrast as well as the northeast-southwest gradients in cloudiness as seen in satellite observations. The domain-average low cloud fraction from satellite is 75 ± 8 % during the day and 87 ± 7 % during the night (Table 5) , which are well predicted (<3 % biases) in both AERO and MET simulations with MET having slightly better agreement with observations. While AERO mean cloud fractions are overestimated (3-4 %) over the coastal region, they are underestimated by 7 % over the remote region (i.e., near the south and west boundaries of the domain), as discussed in more detail in Sect. 4.
The near-coast minimum in low cloud fraction resulting from enhanced orographic subsidence associated with synoptic-scale ridging ) is evident in GOES-10 data with minimum values around 15 • S and south of 20 • S along the coastline during the day. The nighttime near-coast minimum cloudiness appears at similar locations as in the daytime along the northern Chile coastline but with higher values. Both AERO and MET are able to capture the minimum cloud fractions at these locations but to a smaller spatial extent. An exception is along the coast south of 23 • S where the simulated cloud fraction exceeds 80 % at night. Between the two minima, both the observed and simulated results show high cloud fractions along the coastline which are likely associated with the dynamical blocking of the surface wind by the southern Peruvian Andes, leading to convergence and a mean upward motion (Garreaud and Munoz, 2005) .
Observations and simulations show that cloud thickness increases with distance from the coast. Both AERO and MET modeled cloud thickness are in excellent agreement with the observations (∼340 m), with ∼25 m low and high mean biases (Fig. 9 and Table 5), respectively. While the mean cloud base height from the C-130 over the remote region (∼1100 m) is within the 1000-1200 m range (median) reported by Bretherton et al. (2010b) for their transition and remote regions, over the coastal region our observed mean cloud base height (∼900 m) is lower than their cloud base height (median, 1000 m), which is most likely due to their inclusion of only flight data along 20 • S. Cloud base heights are better predicted in MET than in AERO. The underprediction (∼160 m) of the mean cloud base height in AERO compared to observations on the C-130 is consistent with its low bias (mean bias of ∼110 m) of MBL heights compared to radiosonde measurements on the RB. AERO does particularly well at simulating the frequency of clouds thicker than about 500 m, while MET overestimates these thicker clouds and underestimates clouds between 300 and 500 m thick (Fig. 9) . In MET, when using a constant N d of 150 cm −3 , cloud thickness is reduced by 20 m over the remote region, agreeing better with observations.
TOA and surface energy fluxes
Top-of-atmosphere (TOA) outgoing energy fluxes are modulated by water vapor, aerosol, and cloud properties, and surface energy fluxes are linked to SST, wind speed, air-sea temperature, humidity differences, and cloud forcing (de Szoeke et al., 2010) . The simulated TOA outgoing SW fluxes are compared against those measured by the CERES onboard the Terra satellite (Fig. 10) .
The spatial pattern of satellite TOA outgoing SW fluxes is consistent with the broad feature of the observed daytime cloud fraction shown in Fig. 8 . The observed SW fluxes have a band of maximum values (>450 W m −2 ) nearly parallel to the Peruvian coastline. As shown in Table 6 , the domain-average SW flux simulated by AERO (348 W m −2 ) is close to the satellite retrievals, although this is due to compensation between positive and negative biases (∼10 %) over the coastal and the remote regions, respectively. AERO has a band of maximum fluxes roughly collocated with the observed maximum. But the observed SW minimum along the coast near 15 • S is not well captured. For this particular region, although AERO simulated COT is smaller than observations (Fig. 7) , the impact of this negative bias on outgoing SW fluxes is compensated by overestimations of both AOD (Fig. 6 ) and cloud fraction (Fig. 8) . In AERO, the biases in cloud fraction correlate well with the biases in TOA SW. For example, the low biases near the west boundary correspond to the underestimation of cloudiness in this region. In the MET simulation, TOA SW fluxes are overestimated by ∼10 % over both coastal and remote regions. The substantial overprediction of cloud optical thickness in MET (Fig. 8 ) also contributes to this high bias.
The TOA model-satellite comparison presents a regional view. Alternatively, a sonic anemometer onboard the RB monitored surface fluxes at a high time frequency (10 min) along the ship track allowing us to examine the associated longitudinal and diurnal variations (Fig. 11) . The observed surface fluxes include sensible heat, latent heat, downward shortwave, and downward longwave fluxes (Table 6 ). Observed sensible heat fluxes are small (domain average of 4 W m −2 ) with a weak longitudinal gradient. The mean sensible heat flux is a small negative value at around 80 • W, and de Szoeke (2010) also noted the small sensible heat flux at 80 • W associated with the relatively small mean sea-air temperature difference at based on a few years of cruise observations along 20 • S. The sensible heat fluxes simulated by AERO and MET are biased high with means of 12 W m −2 and 9 W m −2 , respectively, and have a more distinct increasing trend towards the west. Associated with solar heating of the atmosphere, both observed and simulated sensible heat fluxes have a decreasing tendency from late morning to the afternoon (10:00-17:00 LT), although this decreasing tendency continues to late evening (22:00 LT) in the observations but ends several hours earlier in the simulations.
Both measured and simulated surface latent heat fluxes increase with distance from the coast due mostly to the increase in wind speed. The mean 10 m wind speed derived using RB measurements and the Coupled Ocean-Atmosphere Response Experiment (COARE 3.0) bulk flux model (Fairall et The mean downward SW flux from the AERO agrees within 2 % with observations over the coastal region, and is ∼8 % lower over the remote region. The MET simulation underestimates SW fluxes by ∼15 % over the coastal region, but overpredicts by 5 % over the remote region. The apparent better-predicted SW fluxes over the coastal region in AERO compared to MET indicate better-predicted daytime cloud cover along the path of the ship in AERO over this region. The diurnal variation of incoming SW fluxes in Fig. 11 is plotted as differences between modeled and observed values due to the large diurnal cycle. Both simulations tend to underpredict SW in the morning; AERO shows apparent better predictions than does MET in the afternoon. The analysis shown here is a direct comparison of observed and simulated data in corresponding times and locations and does not account for the large instant biases in SW due to prediction biases in instantaneous cloud field. Therefore, given this strict comparison, the results are quite good.
Predicted downward longwave fluxes and observations are in good agreement with mean differences of less than 1 W m −2 . The observed downward longwave fluxes have a distinct diurnal variation with higher values (∼380 W m −2 ) at night and a minimum (∼350 W m −2 ) in the afternoon (15:00 LT). The AERO simulates a slightly better variation than does the MET during the day. The diurnal and longitudinal variations of the surface downwelling SW and LW fluxes are strongly associated with the corresponding variations in clouds.
Rain rate
Rain rate in marine stratocumulus is tightly connected to both cloud macro and microphysical properties, and rain processes exert important feedbacks to the MBL through redistribution of heat and moisture. Modeled rain rates are compared against those derived from measurements by 2D-C probes onboard the C-130 and BAe-146 aircrafts. Mean and median in-cloud and near-surface rain rate values are presented in Table 7 . In-cloud rain rates are averaged over the in-cloud flight legs with various depths in the cloud layer. The in-cloud and near-surface rain rates from the C-130 and BAe-146 agree within 30 % over the coastal region with the differences most likely associated with different particle size detection ranges of the instruments. This good agreement provides additional confidence in the derived rain rates from both 2D-C probes in this study. The rain rates over the remote region from the BAe-146 are much smaller than those measured by the C-130 and are not representative of the entire remote region since the BAe-146 2D-C measurements only covered a small longitudinal range over the east edge of the remote region (78-81 • W with mean longitude of 79 • W). Therefore, the rain rate discussion that follows is based entirely on C-130 observations. Noticeable longitudinal gradients exist in observed incloud and near-surface rain rates (∼200 m above the ocean surface). Observed average in-cloud rain rates increase by about 10-fold (0.668 vs. 6.891 mm day −1 ) from the coastal to the remote region (Table 7) . Overall, the longitudinal variations in rain rates are captured in model simulations but predicted rain rates are about an order of magnitude smaller than the observed values within the cloud layer ( Fig. 12 and Table 7). Our calculated mean rain rates are higher than those of Bretherton et al. (2010b) derived from a different 2D-C probe and the maximum radar reflectivity. However, the median values of our in-cloud and near-surface rain rates agree reasonably well with those of the radar derived rain rates in Bretherton et al. (2010b) . We used the precipitation sizing data observed using the 25 µm resolution 2D-C probe which is more reliable than the other 10 µm resolution 2D-C probe on the C-130, of which the true resolution was later found unstable (A. Schanot, personal communication, 2010) . AERO produces higher rain rates than the MET, with the AERO median rain rates being generally close to the 75th percentile of MET, resulting in closer agreement with observations for AERO.
In the near-surface layer, drizzle was barely observed over the coastal region. Over the remote region although the observed mean near-surface rain rate is ∼75 % of the in-cloud value, the median rain rate in near-surface layer is drastically smaller than the in-cloud value (0.002 vs. 0.396 mm day −1 ). The observed strong near-surface/in-cloud contrast seen in median rain rates but not in the means could be explained by the skewed distribution of rain rates. Light rain occurs more frequently in the SEP stratocumulus, dominates the median value, and is associated with smaller mean raindrop size and relatively high evaporation rates below clouds. In contrast, the mean precipitation rate is dominated by relatively heavier rain, which is associated with larger mean raindrop size and hence relatively lower evaporation rates below clouds. In both simulations, the near-surface/in-cloud rain rate contrasts are not well represented, although these observed contrast might be larger than in reality due to a 62.5 µm lower raindrop cutoff diameter in measurements. Evaporation below cloud base might shrink raindrops to sizes smaller than 62.5 µm at the near-surface layer, which could not be detected by the 2D-C probe.
In addition, the model did not reproduce the large variability in observed rain rates. The observed rain rates are as high as 100 mm day −1 on some flight legs, as indicated by the outliers (red circles in Fig. 12 ), yet the modeled drizzle rates barely exceed 2 mm day −1 . This is most likely a model resolution issue. The rain rates derived from flight data were averaged over about 9 km flight distance, which is comparable to our model horizontal grid size. However, the WRF model is known to actually resolve processes at scales about 7 times the horizontal grid spacing (Skamarock, 2004) . Higher vertical and horizontal resolution simulations will be conducted in a follow-on study to explore this resolution issue.
Discussion
Observations show that the MBL is more well-mixed and capped with a stronger temperature inversion over the coastal region (70-78 • W) than over the remote region (78-88 • W). The simulated mean MBL temperature and humidity, in general, are in good agreement with the observed values over the remote region, but larger biases are found over the coastal region in both AERO and MET simulations during early November when the MBL top inversion is weaker and the vertical variability of humidity is large.
The predicted MBL depth has a 130 m reduction when aerosol-cloud interactions are included in the model simulation (i.e., in AERO). Processes at different scales influence MBL depths over the SEP. For example, large-scale subsidence tends to suppress the growth of MBL; the local change of MBL depth with time may be affected by the horizontal advection of temperature and moisture at the top of the MBL (Rahn and Garreauh, 2010) ; active turbulent mixing corresponds to a higher MBL, and entrainment deepens and dries the MBL Zuidema et al., 2009) . Lower MBL depths in AERO compared to MET indicate the active role of aerosol and aerosol-cloud interactions in modifying those MBL processes. The horizontally and temporally averaged subsidence rate in the layers above the MBL is consistently stronger in AERO than in MET; at 850 hPa, the average subsidence rate is 0.24 cm s −1 in AERO, which is about 0.015 cm s −1 higher than in MET. The AERO-predicted MBL top entrainment rate (0.67 cm s −1 ) is about 24 % smaller compared to that of the MET simulation (0.88 cm s −1 ). The entrainment rate was estimated using Eq. (4) of Yang et al. (2009) with 5-min model outputs of tracer concentrations. It is worth noting that the estimated entrainment rate is larger than the nighttime entrainment rate (0.4 cm s −1 ) estimated by Yang et al. (2009) using budget analysis of measured DMS during the VOCALS-REx. This is very likely due to vertical resolution near cloud top and in the inversion layer. LES model simulations show entrainment is very sensitive to the vertical resolution and generally use finer resolution (e.g., 5 m in Bretherton et al., 2010a ) than in our simulations. However, there is no reason to expect that the bias (relative to the Yang et al. estimate) would differ significantly between the AERO and MET simulations, so the 24 % difference in entrainment rates between the two simulations should be meaningful. The 130 m lower MBL depth in AERO, compared to MET, could thus be explained by the entrainment and somewhat stronger mean subsidence in AERO. The AERO, compared to MET, also produces improved moisture and temperature gradients in the capping inversion layer. The strengthening of the inversion near the coast by including aerosol in the model is likely due to the atmospheric diabatic heating induced by the direct effect of the absorbing aerosols and the resulting semi-direct effect of enhancing cloud evaporation (Matsui et al., 2006; Dunion and Velden, 2004) . Particularly, compared to the MET, the stronger inversion in the AERO leads to weaker entrainment and suppresses the vertical growth of the MBL.
Simulated MBL aerosol is evaluated against observations in number, mass composition, and optical properties. The observed strong gradient in accumulation mode (0.16-2.69 µm) aerosol number concentrations near the coast over the SEP region is also predicted reasonably well in the AERO simulation. The predicted accumulation-mode aerosol number has a low bias of about ∼30 %, which is in rather good agreement for simulating aerosol number. The longitudinal variation in droplet number, in general, corresponds to the spatial variation in aerosols. Consistent with the underestimation of accumulation mode aerosol, the cloud droplet number concentrations are also too low.
The well-simulated variability of N d during the polluted and clean episodes illustrate the capability of the model with prognostic aerosols in simulating variations of aerosol and clouds at daily/synoptic scales, and thus the model is suitable for studies at such scales.
Non-sea-salt sulfate is the dominant aerosol species in submicron mass concentrations over both coastal and remote regions within the SEP MBL. It is tempting to attribute the larger underprediction in sulfate mass over the remote region compared to the coastal region (35-62 % vs. 11-37 %) to the underprediction of secondary sulfate produced from DMS oxidation. However, further investigation does not support this explanation. The mean AERO-predicted DMS air mixing ratio is approximately a factor of 3 higher than the mean RB observations (Table 3) which can be partially explained by the ∼71 % overestimation of the DMS ocean-toatmosphere transfer velocity (K w ). The high bias in K w occurs mainly at higher wind speeds (not shown), consistent with Blomquist et al. (2006) . Another source of error is the setting of a constant oceanic DMS as in the VOCA model intercomparison specifications. However, given the transfer velocity overestimate, the prescribed seawater DMS would have to be unrealistically low to cause the sulfate bias. Despite the high predicted DMS levels relative to observations, predicted MBL SO 2 mixing ratios are underestimated (11.8 vs. 27.8 pptv) over the remote region. Sensitivity tests show that most of the emitted DMS converts to SO 2 , which then converts to sulfate primarily via aqueous phase cloud chemistry reactions. Speeding up the DMS gas-phase chemistry lowers DMS air concentrations but has little impact on sulfate (not shown). Therefore, the underestimation of sulfate is unlikely due to modeled DMS emissions or oxidation. An alternate explanation is that wet removal of sulfate, particularly that just formed by cloud chemistry, is too rapid in the model, and this needs further investigation. The underestimation of sulfate near the coast is likely due to low biases in continental emissions and/or transport biases.
The simulated chloride and sodium mass concentrations for diameters below 1.5 µm are in good agreement with observations from the PILS on the G-1, but the supermicron concentrations are approximately double the observations from the ICS on the RB. This suggests possible errors in the predicted sea-salt size spectrum for larger sizes (>1.5 µm), which could also affect the modeled dry deposition. More detailed observed sea-salt size distributions are not available; however, the substantial overestimation in the mass demonstrates the need to further evaluate the sea-salt emission scheme used in WRF-Chem to bring mass concentrations and sizes of sea-salt particles into better agreement with the observations. Compared with PILS observations, chloride deficit is well simulated by the AERO, but nitrate was underpredicted by ∼50 %. The low mean nitrate amount in AERO compared to that of PILS observations indicates a possible low bias in anthropogenic precursor emissions of nitrate.
Anthropogenic outflow and synoptic influences on the spatial variation of the mean AOD field are apparent in both satellite observations and simulations. Simulated AOD values agree well with observations on a domain-average basis, although the near-coast enhancements cover a broader area in the model. The high AOD close to the coast is consistent with the predicted aerosol mass along the G-1 flight tracks that was also somewhat higher than those of the C-130 (Fig. 5) .
Despite the inevitable uncertainties in the predicted aerosol mass, composition, and size distribution, cloud optical properties are, in general, better simulated in the AERO than in the MET. In the simulations, the location of high aerosol loading mostly corresponds to low CWP over the coast. The aerosol semi-direct effect is one of the possible reasons for the low CWP with high aerosol concentrations (Matsui et al., 2006) . Higher cloud droplet numbers in a polluted environment are associated with a more stable atmosphere (Painemal and Zuidema, 2010 ; and references therein); Despite the highly complex relationship between drizzle and stability, the LES modeling study by Jiang et al. (2002) showed that, relative to a clean environment, where cooling from drizzle evaporation below cloud base destabilizes the slice of layer below cloud base (relative to the surface), drizzle inhibition in polluted air leads to a relatively stable atmosphere and a less effective supply of moisture from the surface to cloud layer, resulting in low CWP.
Inclusion of interactive aerosols in AERO also leads to better simulated cloud top optical properties (r e , CWP, and COT).
Predicted period-mean cloud fields from both simulations are in good agreement with the satellite observations. While AERO slightly overestimates (3-4 %) over the coastal region, cloud fractions are underestimated by ∼7 % over the remote areas which is mainly due to the underestimation of cloudiness close to the west and south boundaries of the model domain. The underprediction of cloud fraction over the west and south boundaries also results in a negative bias in TOA SW compared to satellite observations. In AERO, small cloud droplet number concentrations near west and south boundaries allow droplets to grow into large raindrops which deplete the available liquid water leading to underestimation in cloud fraction in these areas. The predicted cloud thickness in AERO is in excellent agreement with the radar/lidar observations, which is consistent with better-simulated CWP variations in AERO. The underprediction (∼160 m) of the mean cloud base/top height in AERO compared to observations on the C-130 platform is consistent with its underprediction (mean low bias of 110 m) in predicted MBL heights compared to radiosonde measurements on the RB.
Both AERO and MET show near-coast cloud fraction minima over similar locations as observed but to a smaller spatial extent, with the exception along the coast south of about 23 • S where the simulated cloud fraction exceeds 80 % at night. The fairly well simulated near-coast clear skies in MET indicates that the near-coast cloud clearance is a largely synoptic-induced event as concluded by and references therein.
The TOA outgoing SW fluxes manifest the cloud albedo effect, and are closely related to cloud fraction and cloud top r e . The domain-average SW flux simulated in AERO is similar to the observed (347 ± 59 W m −2 ), although this is the result of a positive bias (49 W m −2 ) over the coastal region and a negative bias (−23 W m −2 ) over the remote region. The positive bias in albedo over the coastal region in AERO is related to the overprediction of the near-coast cloud fraction. The negative biases near the west boundary in the AERO are related to the aforementioned underestimation of cloud fraction near west and south boundaries. MET overestimates TOA SW by 35 W m −2 over both coastal and remote regions. In MET, the overprediction of cloud optical thickness in the SW scheme also contributes to the high bias in mean cloud albedo.
Both observed and simulated sensible and latent heat fluxes increase towards the west. The near-surface air in the remote region is warmer (by 0.5 K, on average) and more humid (by 0.6 g kg −1 , on average) than the coastal region (statistically significant with 98 % confidence level) according to the observations on the ship platform. This observed gradient is consistent with the conclusion from de Szoeke et al. (2010) using multi-year cruise observations along 20 • S. Similar differences (0.8 K and 0.3 g kg −1 ) between the two regions are also simulated in the model. These differences in near-surface temperature and specific humidity and the gradients in SST and wind speed (Table 3 ) all contribute to the seen longitudinal gradients in sensible and latent heat fluxes in both RB observations and model simulations. Both sensible and latent heat fluxes are overpredicted by the AERO and MET. Sensible heat fluxes are small but they are significantly overpredicted in both simulations over the remote region. The mean surface latent heat fluxes are overpredicted by ∼20 % in AERO and by ∼30 % in MET. The mean SSTs in the simulations are in close agreement with observations over the remote region, thus are unlikely to be responsible for the higher predicted biases (Fig. 11 ) over this region; although the mean SSTs are biased low (by 0.3 K) over the coastal region (Table 3) . For both AERO and MET simulations, the positive mean bias (0.6 m s −1 ) in surface wind speed partially explains the positive biases in latent and sensible heat fluxes over the remote region. The cold bias (mean biases of ∼0.5 K for both simulations) in the lowest model layer also contributes to the mean positive biases in simulated sensible heat. However, the near-surface humidity bias (mean biases of ∼0.5 g kg −1 for both simulations) seems to contradict the positive mean bias in predicted latent heat fluxes. There are still unexplained modelmeasurement differences in surface sensible and latent heat fluxes that are likely to be associated with some limitations of the surface layer scheme (the Monin-Obukhov similarity theory scheme in WRF) when applied over the SEP. This requires further investigation. Note that this scheme has been improved recently and is planned to be released to the WRF community in the near future (P. A. Jimenez, personal communication, 2011) , although the revised scheme was only evaluated over land. Surface incoming longwave fluxes have better agreement with observations over the coastal region and in the overall diurnal cycles in AERO. Downwelling SW fluxes are better predicted over the coast region and in the afternoon in AERO.
The simulated in-cloud drizzle rates have similar longitudinal gradients as seen in the observations, although they are significantly underestimated and have low variability. Without a shallow convection scheme, the model will not be able to reproduce the observed heavier rains such as those >100 mm day −1 . Even with a shallow convection scheme, the model would probably not be able to produce correct heat and moisture transports that are crucial in sustaining the organized precipitating stratocumulus clouds, since the PBL parameterization is not designed to handle open-cell dynamics. In addition, our 9 km horizontal spacing is inadequate in resolving open cellular cloud structures, although the vertical model resolution of 50 m is comparable to the 30 m used in the large-eddy simulation (LES) in Wang and Feingold (2009a, b) . Observations (e.g., Wood et al., 2011a) and LES simulations (e.g., Wang and Feingold, 2009a, b) found that strongly precipitating stratocumulus clouds typically consist of narrow open-cell walls of less than 10 km in width which is much smaller than our model's effective resolution (∼7 x). Therefore, horizontal resolution are also likely to be responsible for the inability of our simulations to reproduce correct precipitation variability. Future studies will be conducted to investigate this resolution-related issue with an ultimate goal of improving the parameterization of stratocumulus-related subgrid scale processes in climate models.
Summary and conclusion
This study assesses the ability of the recent chemistry version (v3.3) of the Weather Research and Forecasting (WRF-Chem) model to simulate boundary layer structure, aerosols, stratocumulus clouds, and energy fluxes over the Southeast Pacific ocean. Measurements from the VA-MOS Ocean-Cloud-Atmosphere-Land Study Regional Experiment (VOCALS-REx) and satellite retrievals (i.e., products from the MODerate resolution Imaging Spectroradiometer (MODIS), Clouds and the Earth's Radiant Energy System (CERES), and GOES-10) are used for the assessment. The Morrison double-moment microphysics scheme is newly coupled with interactive aerosols in WRF-Chem. This study demonstrates the effectiveness of the new capability and forms the foundation for future studies using the coupled scheme. The 31-day (15 October-16 November 2008) WRF-Chem simulation with aerosol-cloud interactions (AERO hereafter) is also compared to a simulation (MET hereafter) with fixed cloud droplet number concentrations in the microphysics scheme and simplified cloud and aerosol treatments in the radiation scheme. The wellpredicted aerosol quantities, such as aerosol number, mass composition and optical properties, and the inclusion of full aerosol-cloud couplings lead to significant improvements in many features of the predicted stratocumulus clouds: cloud optical properties and microphysical properties such as cloud top effective radius, cloud water path, and cloud optical thickness, and cloud macrostructure such as cloud depth and cloud base height. In addition to accounting for the aerosol direct and semi-direct effects, these improvements feed back to the prediction of boundary-layer characteristics and energy budgets. Particularly, inclusion of interactive aerosols in AERO strengthens the temperature and humidity gradients within the capping inversion layer and lowers the marine boundary layer depth by 130 m from that of the MET simulation. These differences are associated with weaker entrainment and stronger mean subsidence in AERO. Mean TOA outgoing shortwave fluxes, surface latent heat, and surface downwelling longwave fluxes are in better agreement with observations in AERO, compared to the MET simulation.
The well-simulated timing and outflow patterns of polluted and clean episodes demonstrate the model's ability to capture daily/synoptic scale variations of aerosol and cloud properties, and suggest that the model is suitable for studying atmospheric processes associated with pollution outflow over the ocean.
The simulations conducted as part of this study were submitted to the VOCALS modeling assessment that will be published in the near future. This paper supplements the upcoming broad assessment by showing links between aerosols and clouds, and providing additional insights into the capability of current regional model with interactive aerosols in predicting aerosol and cloud fields over the SEP region. Our findings as presented in this paper will help explain some of the differences among model results in the assessment. Our evaluation also implies the importance of treating aerosol-cloud-radiation interactions in climate modeling. Results from this study illustrate that an accurate representation of aerosol properties, variations, their interactions with clouds, and impacts to radiation through direct and firstindirect effects in models could improve the MBL structure, TOA/surface energy fluxes, and cloud properties in regional scale simulations; similar improvements are expected in climate models with aerosol-cloud-radiation coupling. This study compared two extreme cases: one with prognostic aerosol and aerosol-cloud-radiation couplings, and the other with a cloud droplet concentration that is fixed in space and time, and simplified cloud and aerosol treatments in the radiation scheme. It might be possible to reasonably capture average spatial and temporal variability of some microphysical variables using prescribed temporal/spatial gradients of droplet concentrations or background aerosol with simplified cloud and aerosol treatments in the radiation scheme.
The overall performance of the model in simulating mesoscale aerosol-cloud interactions associated with marine stratocumulus is encouraging. Future work includes model development to improve the DMS emission scheme, further investigations of the underprediction of MBL SO 2 and the overestimation of supermicron sea salt, etc. This study focused on MBL characteristics rather than large-scale dynamics, and additional research is needed to investigate the impacts of parameterized mixing, entrainment, and large-scale dynamics on the simulated aerosol, clouds, and precipitation. This study is the necessary first step to form the foundation for a planned range of future studies using a similar model configuration. Simulations at smaller horizontal grid spacings will be presented in a follow-up study regarding the sensitivity of predicted aerosols, clouds, and their dependence on spatial resolution. In addition, multiple aerosolcloud equilibrium regimes (e.g., Baker and Charlson, 1990) over the southeastern Pacific Ocean will be investigated using WRF-Chem in the near future.
