In this paper, we introduce a general family of continuous lifetime distributions by compounding any continuous distribution and the Poisson-Lindley distribution. It is more flexible than several recently introduced lifetime distributions. The failure rate functions of our family can be increasing, decreasing, bathtub shaped and unimodal shaped. Several properties of this family are investigated including shape characteristics of the probability density, moments, order statistics, (reversed) residual lifetime moments, conditional moments and Rényi entropy. The parameters are estimated by the maximum likelihood method and the Fisher's information matrix is determined. Several special cases of this family are studied in some detail. An application to a real data set illustrates the performance of the family of distributions.
INTRODUCTION
Modeling and analyzing lifetime data are important aspects of statistical research in many applied sciences such as engineering, medicine, economics and so on. Various recent probability distributions discussed modeling of such data by compounding wellknown continuous distributions such as the exponential, Weibull, and exponentiated exponential distributions with the power series distribution that includes the Poisson, logarithmic, geometric and binomial distributions as particular cases. The compounding approach gives new distributions that extend well-known families of distributions. At the same time they offer more flexibility for modeling lifetime data. The extensions, sometimes, provide reasonable parametric fits to practical applications as in lifetime and reliability studies. The flexibility of such compound distributions comes in terms of one or more failure rate shapes that may be decreasing or increasing or bathtub shaped or unimodal shaped.
Two prominent compound distributions introduced recently are the Weibull power series distribution due to Morais and Barreto-Souza [12] and the exponentiated exponential binomial distribution due to Bakouch et al. [2] . The former contains as particular cases the exponential power series distribution (Chahkandi and Ganjali [5] ), the exponential geometric distribution (Adamidis and Loukas [1] ), the exponential Poisson dis-DOI: 10.14736/kyb-2014-1-0142 tribution (Kus [9] ), the exponential logarithmic distribution (Tahmasbi and Rezaei [15] ), the Weibull geometric distribution (Barreto-Souza et al. [4] ) and the Weibull Poisson distribution (Lu and Shi [10] ).
Let X i , i = 1, 2, . . . , N be independent and identical failure times of a system and let N be a discrete random variable independent of the X's. Let X = min (X 1 , X 2 , . . . , X N ) denote the time of first failure. If a system is made of N components in series and if X 1 , X 2 , . . . , X N denote the lifetimes of the components then X denotes the lifetime of the system. For example, if a fiber can be thought of as a series system of N units and if X 1 , X 2 , . . . , X N denote the strength of the units then the breaking strength of the fiber can be expressed as X = min (X 1 , X 2 , . . . , X N ). Here, N can be a random variable since the number of units in a fiber may depend on its length, width and other characteristics. Another example is a factory having N machines functioning in series at any time. Here, N may depend on such factors as manpower and economy, so can be considered a random variable.
Several of the known compound distributions (including some of those stated above) do not have the ability to model first failures well. For example, if N has mode greater than one then the exponential geometric and exponential logarithmic distributions are not appropriate for modeling first failures. This is because geometric and logarithmic distributions have mode equal to one. If N is over-dispersed, the exponential Poisson distribution is not appropriate for modeling first failures. This is because the zerotruncated Poisson distribution is always under-dispersed. Hence, there is a need for flexible compound distributions that can model first failures well. A first attempt in this direction was the exponential Poisson-Lindley distribution due to Barreto-Souza and Bakouch [3] . The zero-truncated Poisson-Lindley distribution used here for compounding can have mode greater than or equal to one and can be under-dispersed, equi-dispersed and over-dispersed (Ghitany et al. [6] ).
In this paper, we introduce a general family of continuous lifetime distributions by compounding any continuous distribution and the Poisson-Lindley distribution. As we shall see later, this family encompasses various shapes (including monotonically decreasing, monotonically increasing, bathtub shapes and unimodal shapes) for the failure rate function.
The proposed family of distributions applies not just to reliability data. The notion of the "minimum of a random number of random events" occurs in a wide variety of areas not just in reliability. For example, suppose X i , i = 1, 2, . . . , N are claims made to an insurance company over a reference period (say a year, a six-month period, a two-year period, etc). Clearly, N denoting the number of claims is a random variable. Then X = min (X 1 , X 2 , . . . , X N ) shall denote the minimum of the insurance claims over a reference period. This variable will be of interest to insurers.
The contents of this paper are organized as follows. In Section 2, we construct the new family of distributions. Shape characteristics of the probability density and failure rate functions of the family are investigated in Section 3. Various statistical properties of the proposed family are explored in Section 4. The properties include moments, order statistics, (reversed) residual lifetime moments, conditional moments and Rényi entropy. Estimation of the parameters by maximum likelihood method is discussed in Section 5. An expression for the associated Fisher information matrix is given. In
STATISTICAL AND RELIABILITY MEASURES
Several statistical and reliability measures of X ∼ GPL (α, θ) are explored in this section. Expressions are derived for moments, order statistics, (reversed) residual lifetime moments, conditional moments and Rényi entropy. Throughout, we suppose X 1 , . . . , X n is a random sample from the GPL (α, θ) distribution and let X 1:n , . . . , X n:n denote the corresponding order statistics in ascending order.
Moments, mgf and order statistics
Standard calculations show that the moment generating function (mgf) of X defined by M X (t) = E e tX , the rth moment of X defined by µ r = E (X r ), the density function of the ith order statistic X i:n and the rth moment of the ith order statistic can be expressed as
where
is the probability weighted moment (Hosking [8] ) with expectation taken with respect to g. Note that we have used Lemma 1 in the appendix to calculate the rth moment of X.
Moments of (reversed) residual life and conditional moments
The residual life and the reversed residual life random variables play an important role in reliability theory (Gupta and Gupta [7] ) and the moments of such variables are extensively used in actuarial sciences in the analysis of risks. For lifetime distributions, it is also of interest to know the conditional moments E (X n |X > t) n = 1, 2, . . . which are important in prediction. Standard calculations show that these moments for the GPL(α, θ) distribution can be expressed as
and
(1 + θ)
where F (·) is given by (1) and S(·) is given by (4). We have used Lemma 2 in the appendix for these calculations.
Rényi entropy
Entropy is regarded as a measure of the randomness of a system and it is widely used in physical sciences. A popular entropy is the Rényi entropy (Rényi [14] ) defined by
is the density function of the GPL (α, θ) distribution then standard calculations show that the Rényi entropy can be expressed as
and Γ(·) denotes the gamma function.
PARAMETER ESTIMATION
Suppose X 1 , X 2 , . . . , X n is a random sample from the GPL(α, θ) distribution with observed values x 1 , x 2 , . . . , x n . Section 5.1 considers maximum likelihood estimation for the parameters (α, θ) and gives an expression for the associated Fisher's information matrix. Section 5.2 considers maximum likelihood estimation when some data values are censored. Throughout, we let p denote the length of α.
Maximum likelihood estimation
Given the observed values x 1 , x 2 , . . . , x n , the loglikelihood function of the parameters
The score function associated with the loglikelihood function is
The maximum likelihood estimates of α and θ say α and θ can be obtained by solving numerically the nonlinear system of equations U n = 0. In practice, the maximum likelihood estimates can be obtained more easily by maximizing (6) with respect to the parameters. The (p + 1) × (p + 1) Fisher's information matrix is given by
Tests of hypothesis and confidence intervals for the parameters can be based on the Fisher's information matrix. Namely, they can be based on the fact that the distribution of √ n α − α, θ − θ for large n is approximately (p+1)-variate normal with zero means and covariance matrix K −1 n = K i,j say. So, for example, an approximate 100(1 − β) percent confidence interval for θ is
where z a denotes the 100(1 − a) percentile of a standard normal random variable. Also, an approximate test of H 0 : θ = θ 0 versus H 1 : θ = θ 0 with significance level a is to reject the null hypothesis if
Censored maximum likelihood estimation
Often with lifetime data, we encounter censored data. There are different forms of censoring: type I censoring, type II censoring, etc. Here, we consider the general case of multi-censored data: there are n subjects of which
• n 0 are known to have failed at the times x 1 , . . . , x n0 ;
• n 1 are known to have failed in the interval [s j−1 , s j ], j = 1, . . . , n 1 ;
• n 2 survived to a time r j , j = 1, . . . , n 2 but not observed any longer.
Note that n = n 0 +n 1 +n 2 and that type I censoring and type II censoring are contained as particular cases of multi-censoring. The loglikelihood function of the parameters (α, θ)
for this multi-censoring data is:
.
The maximum likelihood estimates of α and θ can be obtained by solving numerically the nonlinear system of equations U n = 0 or alternatively by maximizing (7) with respect to the parameters. The Fisher's information matrix corresponding to (7) is too complicated to be presented here.
SPECIAL CASES
In this section, we investigate in detail some special cases of the GPL(α, θ) distribution, including the Weibull Poisson-Lindley (WPL) distribution, the Burr Poisson-Lindley (BPL) distribution, the exponentiated Weibull Poisson-Lindley (EWPL) distribution and the Dagum Poisson-Lindley (DPL) distribution. Some mathematical properties as well as plots of the density and failure rate functions are presented for each special case.
The Weibull Poisson-Lindley distribution
Weibull distribution is the most popular model in reliability and related areas. Its survival function is
for x > 0, where λ > 0 is the scale parameter and β > 0 is the shape parameter. The shape parameter can be interpreted as follows: β < 1 corresponds to the "infant mortality" period of systems when the failure rate decreases; β = 1 corresponds to the "constant failure" period of systems; β > 1 corresponds to the "aging process" of systems when the failure rate increases.
Substituting the density, failure rate and quantile functions corresponding to (8) into (3), (5) and (2), we obtain the density, failure rate and quantile functions of the WPL distribution. The exponential Poisson-Lindley distribution due to Baretto-Souza and Bakouch [3] is the particular case of this distribution for β = 1.
Since the density function g(x) and failure rate function h g (x) of the Weibull distribution are decreasing functions for β ≤ 1, f (x) and h f (x) of the WPL distribution are decreasing functions too for β ≤ 1 (by Remarks 1 and 2). Figures 1 and 2 illustrate the shapes of the density and failure rate functions of the WPL distribution for different values of β, λ, θ. They show that the failure rate function of the WPL distribution can be decreasing, increasing, unimodal shaped and unimodal shaped followed by a bathtub shape. Also, we note that lim x→0 + f (x) = ∞ for β ≤ 1 and lim x→0 + f (x) = 0 for β > 1. Moreover, the density function of the WPL distribution is decreasing for β > 1 and
Standard calculations show that the mgf, the rth moment, the density function of the i order statistic and the rth moment of the ith order statistic of the WPL distribution are (−1) The y axes are in log scale.
Moments of residual life, moments of reversed residual life and conditional moments of the WPL distribution are
and Γ(·, ·) denotes the complementary incomplete gamma function. Finally, the Rényi entropy of the WPL distribution is
The Burr Poisson-Lindley distribution
The Burr distribution is specified by the survival function
for x > 0, where both β > 0 and λ > 0 are shape parameters. This is a heavy tailed distribution. The upper tails of the distribution become heavier with decreasing values of both parameters. The failure rate function is a monotonic decreasing function for λ ≤ 1 and is unimodal for λ > 1. Substituting the density, failure rate and quantile functions corresponding to (9) into (3), (5) and (2), we obtain the density, failure rate and quantile functions of the BPL distribution.
Since the density function of the Burr distribution is decreasing for λ ≤ 1, the density function of the BPL distribution is decreasing too for λ ≤ 1. Since the density function of the Burr distribution is unimodal for λ > 1, the density function of the BPL distribution is decreasing for λ > 1 and x > λ−1 βλ+1 1 λ . Also, since the failure rate function of the Burr distribution is decreasing for λ ≤ 1, that of the BPL distribution is decreasing too for λ ≤ 1 (by Remark 2). Figures 3 and 4 illustrate the shapes of the density and failure rate functions of the BPL distribution for different values of β, λ, and θ. The figures show that the failure rate function can be decreasing, increasing, unimodal shaped and unimodal shaped followed by a bathtub shape and then followed by a decreasing shape. The y axes are in log scale.
Standard calculations show that the mgf, the rth moment, the density function of the i order statistic and the rth moment of the ith order statistic of the BPL distribution are
, and
and B(·, ·) denotes the beta function. Note that the expression for E (X r i:n ) holds only for those i such that r < (n − i + 1)λβ.
Finally, the Rényi entropy of the BPL distribution is
Other special cases
Here, we discuss briefly two more special cases of the GPL(α, θ) distribution.
Exponentiated Weibull Poisson-Lindley distribution
The survival function of the exponentiated Weibull (EW) distribution (Mudholkar and Srivastava [13] ) is
for x > 0, where both λ > 0 and β > 0 are shape parameters. These parameters control the failure rates in different ways: c < 1 and cα > 1 correspond to bathtub shaped failure rates with a unique change point; c > 1 and cα < 1 correspond to unimodal failure rates with a unique change point; c ≤ 1 and cα ≤ 1 correspond to monotonically increasing failure rates; c ≥ 1 and cα ≥ 1 correspond to monotonically decreasing failure rates; c = α = 1 corresponds to constant failure rates. Substituting the density, failure rate and quantile functions corresponding to (10) into (3), (5) and (2), we obtain the density, failure rate and quantile functions of the EWPL distribution. Figures 5 and 6 illustrate the shapes of the density and failure rate functions of the EWPL distribution for different values of β, λ and θ. The failure rate function can be decreasing, increasing, unimodal shaped followed by an increasing shape, unimodal shaped followed by a bathtub shape, and bathtub shaped. The y axes are in log scale.
Dagum Poisson-Lindley distribution
The survival function of the Dagum (inverse Burr type XII) distribution is
for x > 0, where both λ > 0 and β > 0 are shape parameters. This too is a heavy tailed distribution. The upper tails of the distribution become heavier with decreasing values of both parameters. The failure rate function is a monotonic decreasing function for λ ≤ 1 and is unimodal for λ > 1. Substituting the density, failure rate and quantile functions corresponding to (11) into (3), (5) and (2), we obtain the density, failure rate and quantile functions of the DPL distribution. The y axes are in log scale. The sample size is n = 23. According to the motivation described in Section 1, GPL distributions can be considered as possible models for these data values.
We fitted the Weibull and WPL distributions mentioned in Section 6.1, the Burr and BPL distributions mentioned in Section 6.2, the EW and EWPL distributions mentioned in Section 6.3.1, and the Dagum and DPL distributions mentioned in Section 6.3.2. In addition, we fitted the following distributions: the Weibull Poisson (WP) distribution (Lu and Shi [10] ) with the density function
for x > 0, α > 0, β > 0 and λ > 0; the lognormal distribution with the density function
for x > 0, −∞ < µ < ∞ and σ > 0; the loglogistic distribution with the density function We see that the BPL distribution has the largest loglikelihood value, the smallest AIC value, the smallest BIC value and the largest p-value. The Burr distribution has the second largest loglikelihood value, the second smallest AIC value, the second smallest BIC value and the second largest p-value.
The remaining distributions do not appear to provide acceptable p-values. The Weibull distribution has the smallest loglikelihood value, the largest AIC value, the largest BIC value and the smallest p-value. The WP distribution has the second smallest loglikelihood value, the second largest AIC value, the second largest BIC value and the second smallest p-value.
The flexibility of GPL distributions over the corresponding G the Burr distribution (log L = 28.596) and the BPL distribution (log L = 31.769), we see that the latter provides a significantly better fit. Comparing the loglikelihood values of the EW distribution (log L = 11.599) and the EWPL distribution (log L = 15.821), we see that the latter provides a significantly better fit. Comparing the loglikelihood values of the Dagum distribution (log L = 16.707) and the DPL distribution (log L = 18.593), we see that the fits are not significantly different but only marginally. Based on the loglikelihood values, the AIC values, the BIC values and the p-values, we can say that the BPL distribution provides the best fit. This is confirmed by the density plots and probability plots shown in Figures 9 and 10 . We see from these figures that only the Burr and BPL distributions capture the lower tail of the data well. The proof is complete.
