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We propose an interferometric method to measure Z2 topological invariants of time-reversal invariant topo-
logical insulators realized with optical lattices in two and three dimensions. We suggest two schemes which
both rely on a combination of Bloch oscillations with Ramsey interferometry and can be implemented using
standard tools of atomic physics. In contrast to topological Zak phase and Chern number, defined for individual
1D and 2D Bloch bands, the formulation of the Z2 invariant involves at least two Bloch bands related by time-
reversal symmetry which one has keep track of in measurements. In one of our schemes this can be achieved by
the measurement of Wilson loops, which are non-Abelian generalizations of Zak phases. The winding of their
eigenvalues is related to the Z2 invariant. We thereby demonstrate that Wilson loops are not just theoretical con-
cepts but can be measured experimentally. For the second scheme we introduce a generalization of time-reversal
polarization which is continuous throughout the Brillouin zone. We show that its winding over half the Brillouin
zone yields the Z2 invariant. To measure this winding, our protocol only requires Bloch oscillations within a
single band, supplemented by coherent transitions to a second band which can be realized by lattice-shaking.
PACS numbers: 67.85.-d,03.75.-b,37.25.+k,03.65.Vf
I. INTRODUCTION
It has been understood almost since its discovery in 1980
that the quantum Hall effect [1] emerges from the non-trivial
topology of Landau levels [2]. More recently it was realized
that one can have topologically nontrivial states that differ
from the quantum Hall effect (see [3–5] for review). Unlike
the Chern number however, the topological invariants char-
acterizing such systems are only quantized as long as certain
symmetries are present. The quantum spin Hall effect (QSHE)
[6, 7, 9] for example is protected by the time-reversal (TR)
symmetry. Superconductors on the other hand are particle-
hole symmetric, which allows to define a subclass of topologi-
cal superconductors. Topological insulators and superconduc-
tors were completely classified for non-interacting fermions
[8] and the QSHE (i.e. a 2D Z2 topological insulator) as well
as 3D Z2 topological insulators have been observed in solid
state systems [10, 11].
Cold atom experiments offer a large degree of control[12]
and allow for measurements impossible in solid state systems
[13–15]. Therefore an implementation of topological insula-
tors in these systems would allow to investigate them from a
different perspective. Theoretically, topological invariants are
related to geometric Berry phases of particles moving in Bloch
bands. Recently, Berry phases and corresponding topological
invariants were directly measured in a cold atomic system in
an optical lattice [16] thus allowing a direct experimental in-
vestigation of the topology of Bloch band wavefunctions.
While realizing quantum Hall like systems of cold atoms
has been a longstanding challenge [17–19], there was consid-
erable progress in the implementation of artificial gauge fields
[20–26] and recently two experimental groups reported on the
realization of the Hofstadter Hamiltonian in optical lattices
[27, 28]. For the simulation of the QSHE (or, more gener-
ally, a Z2 topological insulator) with ultra-cold atoms artifi-
cial spin-orbit coupling (SOC) is required which has also been
demonstrated experimentally [29]; Different SOC schemes
have lead to several proposals for the implementation of two
[30–33] and three dimensional [32] TR invariant topological
insulators. In the recent experiment of the Munich group [27]
Abelian SOC has successfully been implemented, which is
sufficient for a realization of the QSHE. Also the recent MIT
experiment [28] allows an implementation of Abelian SOC
[34].
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FIG. 1. A combination of Ramsey interferometry with Bloch oscilla-
tions allows interferometric measurements of topological invariants
in bulk topological insulators: (a) 1D systems (whose first BZ is de-
picted here) are classified by the geometric Zak phase, see discussion
around Eq.(1). (b) The Chern number classifies 2D systems (again
the first BZ is shown) and its relation to the Zak phase can be used
for its measurement. (c) Time-reversal (TR) invariant 2D systems
are classified by the winding of time-reversal polarization P˜θ (pre-
cise definition is given in Eq.(10) in the text) which can be measured
as a Zak phase along twisted paths in the BZ. These twists corre-
spond to Rabi pi-pulses applied between the two bands. The upper
half of the 2D BZ is depicted here.
2In this paper we propose measurement schemes for
Z2 topological invariants in TR invariant topological insula-
tors in two and three dimensions. Our method uses one of
the most important technical strengths of cold atom experi-
ments, the ability to perform interferometric measurements.
This goes to the heart of topological states, whose topologi-
cal nature is encoded in the overlaps of Bloch wavefunctions.
We discuss formulas relating the Z2 invariant to simple non-
Abelian Berry phases and show how the latter can be mea-
sured.
We now provide a brief overview of the main idea of our
method and put it in the context of earlier studies. Topolog-
ical properties of 1D Bloch bands are chacterized by the so-
called Zak phase [35]. This is essentially Berry’s phase [36]
for a a trajectory enclosing a 1D Brillouin zone (BZ). Recent
experiments with optical superlattices used a combination of
Bloch oscillations and Ramsey interferometry to measure the
Zak phase of the dimerized lattice[37]. In these experiments
momentum integration was achieved with Bloch oscillations
of atoms in momentum space and Berry’s phase was measured
using Ramsey’s interferometric protocol (see [16] and discus-
sion below for more details). Zak phase measurement in 1D
is shown schematically in FIG.1 (a). This approach can be
extended to measure the Chern number of two-dimensional
Bloch bands (the idea is illustrated in Fig. 1(b)) [38]. The key
is to measure Zak phases for fixed values of momenta ky , and
their winding in the BZ ky = 0...2π yields the Chern num-
ber (in the entire paper we set the lattice constant a = 1).
Alternatively the geometric Zak phases can be read out from
semi-classical dynamics, which also allows one to measure
the Chern number [39].
In this paper, we generalize the ideas of Refs.[16, 38] for in-
terferometric measurement of Z2 invariants in TR-symmetric
optical lattices. The key challenge in this case is to keep track
of two Kramers degenerate bands, required by TR invariance.
Defining the topological properties of such bands requires un-
derstanding how Bloch eigenstates in the two bands relate to
each other. We argue that the Bloch/Ramsey sequence should
be supplemented by band switching as shown schematically
in FIG.1 (c). The obtained interferometric signal not only de-
pends on the phase accumulated when adiabatically moving
within a single band but also on the phase picked up during
the transition from one band to the other. Experimentally band
switching can be achieved by applying oscillating force at the
frequency matching the band energy difference. We show that
when applying this particular band switching protocol, a ge-
ometric phase for the Bloch cycle is obtained, the winding of
which (over half the BZ) yields the Z2 invariant.
We also present an alternative approach based on measure-
ments of the so-called Wilson loops, which are essentially
non-Abelian generalizations of the Zak phase. Their eigen-
values are directly related to the Z2 invariant, as was shown
by Yu et.al. [58]. The measurement of Wilson loops requires
moving atoms non adiabatically in the BZ in two directions
and relies on keeping track of two-band dynamics of atoms.
We show how this can be achieved using currently available
experimental techniques.
Other methods suggested to detect topological properties
of cold atom systems mostly focused on detecting character-
istic gapless edge states [41–45]. Even for typical smooth
confinement potentials present in cold atom systems, the-
oretical analysis showed [41] that these edge states should
still be observable. To detect Z2 topological phases of cold
atoms, a spin-resolved version of optical Bragg spectroscopy
was suggested [31]. A different approach to measure Chern
numbers makes use of the Streda formula, relating them to
the change in atomic density when a finite magnetic field is
switched on [46, 47]. Extensions of this method for detection
of Z2 topological phases were suggested [30, 31], however
they only work when the Chern numbers for individual spins
are well-defined (which is generally not the case [48]). Re-
cently also an interferometric method has been suggested to
measure the Z2 invariant of inversion-symmetric TR invariant
topological insulators [52]. Our method in contrast does not
make any assumptions about the system’s symmetry (except
TR of course).
The paper is organized as follows. In section II we explain
the basic idea of our measurement schemes. To this end we
review different formulations of the Z2 invariant in terms of
simple Zak phases, which are at the heart of our interferomet-
ric schemes. In section III the first of our two measurement
schemes (twist scheme) is presented. The experimental real-
ization of this scheme is discussed and we show that it can
easily be implemented in the experimental setup proposed in
[31]. In section IV we present the Wilson loop scheme and
discuss its experimental feasibility. Finally in section V we
conclude and give an outlook how our scheme can easily be
applied also to 3D topological insulators.
II. INTERFEROMETRIC MEASUREMENT OF THE
Z2 INVARIANT
In the following we will review how topological invariants
can be formulated in terms of geometrical Zak phases. After
a short discussion of the Chern number case, we move on to
Z2 invariants. This allows us to introduce the basic ideas of
our measurement protocols.
A. Zak phases
We start by discussing Zak phases in 1D Bloch bands. Let
us consider some eigenstate uk(x) = ψk(x)e−ikx of a Bloch
Hamiltonian Hˆ(k) which continuously depends on quasi mo-
mentum k, and where k is varied from k = −π to k = π over
some time T . Thereby the wavefunction generally picks up
a dynamical phase that depends on T as well as a geometric
phase which only depends on the path in momentum space
[35, 36]. This so-called Berry or Zak phase is given by
ϕZak =
∫ pi
−pi
dk A(k), (1)
where the Berry connection is defined as
A(k) = 〈u(k)| i∂k |u(k)〉 . (2)
3As mentioned in the introduction, Zak phases of optical lat-
tices have been measured using a combination of Bloch oscil-
lations and Ramsey interferometry [16].
For later purposes we will now shortly discuss the issue of
dynamical phases, which read
ϕdyn = −
∫ 2pi
0 dk ǫ(k)
dk
dt
.
Here ǫ(k) is the band energy. One can always get rid of dy-
namical phases by driving Bloch oscillations extremely fast
(i.e. dk/dt → ∞), as long as non-adiabatic transition are
prohibited by a sufficiently large energy gap to other bands.
B. Chern numbers and Zak phases
To understand how Zak phases of 1D systems constitute
topological invariants in higher dimensions, we start by re-
viewing the Chern number case. To this end we note that there
is a fundamental relation between the Zak phase and the po-
larization P of a 1D system [53, 54],
1
2π
ϕZak,α = 〈wα(0)| xˆ |wα(0)〉 =: Pα. (3)
Here |wα(0)〉 = (2π)−1
∫ pi
−pi dk ψk,α(x) denotes the Wannier
function of band α localized at lattice site j = 0 and xˆ is the
position operator in units of the lattice constant a.
The Chern number (Ch) describes the Hall response of a
filled band, which is quantized at integer multiples of e2/h,
σxy =
Jx
Ey
= Che
2
h
. (4)
Here Ey denotes an electric field along y-direction and Jx the
perpendicular Hall current density along x-direction. Since
the electric field Ey leads to transport of electrons (or atoms)
along ky through the BZ, the corresponding current density
Jx perpendicular to the field is related to the change of po-
larization ∂kyP (polarization is measured in x-direction as in
Eq.(3)). Using Eq.(3), one easily derives from this simple
physical consideration the well-known relation between Zak
phases and the Chern number (see [55] for review)
Ch = 1
2π
∫ pi
−pi
dky ∂kyϕZak(ky). (5)
A more detailed discussion of this argument can be found in
Appendix A.
A simple physical picture illustrating Eq.(5) is given in FIG.
2 (a) following [56]. There the Wannier centers (i.e. the po-
larizations P (ky) of the Wannier functions at different sites j)
are shown as a function of ky . The case when a Wannier cen-
ter reconnects with its nth nearest neighbor after going from
ky = −π to ky = π corresponds to a non-trivial Chern num-
ber of Ch = n.
Relation (5) indicates that the Chern number can be mea-
sured in an optical lattice by measuring the gradient of the
Zak phase [38].
FIG. 2. The evolution of Wannier centers (solid and dashed lines
respectively) in a 2D BZ with ky is shown in different physical sit-
uations. (a) Chern insulator: The Wannier centers (solid lines) re-
connect with their neighbors after going from ky = −pi to ky = pi,
indicating a Chern number of Ch = 1. (b) Two time reversed copies
(labeled I, II) of a Chern insulator: The reversed copy (dashed lines)
carries a Chern number of opposite sign, ChII = −ChI = −1. (c)
time-reversal invariant (TR) topological insulator: At TR invariant
momenta (TRIM) kTRIMy = 0, pi each Wannier center (solid lines)
has a degenerate Kramers partner (dashed lines). In the upper half of
the BZ different Kramers partners evolve independently in general.
(The lower half of the BZ is obtained by reflecting on the x-axis and
exchanging solid and dashed codes, see (b).) In this topologically
non-trivial case, Wannier centers change partners when going from
ky = 0 to ky = pi. (d) Symmetry protected topology: When addi-
tional symmetries are present, Wannier centers can change partners
at intermediate 0 < ky < pi (left). When all symmetries except
TR are broken, Wannier centers can not exchange partners except at
TRIM (right). This situation is topologically trivial and it illustrates
why the quantum spin Hall phase is characterized by a Z2 invariant
only.
C. Z2 invariant and time-reversal polarization
The quantum spin Hall phase was constructed by Kane and
Mele [6] starting from two time reversed copies (spin ↑ and ↓)
of Chern insulators realizing the quantum Hall effect. Since
time-reversal inverts ky but not x, the Wannier centers of the
second spin are obtained from those in FIG.2 (a) by reflecting
on the x-axis, see FIG.2 (b). Consequently the Chern numbers
have opposite signs and cancel to give a vanishing total Chern
number. The underlying topology of the system however can
be classified by the difference of the two Chern numbers,
ν2D =
1
2
(Ch↑ − Ch↓) .
In the generic case with SOC mixing the spins ↑, ↓, spin is
no longer a good quantum number and two bands labeled I, II
emerge. As a consequence of TR symmetry they are related
by ∣∣uII(−k)〉 = eiχ(k)θˆ ∣∣uI(k)〉 . (6)
4Here θˆ = Kiσˆy is the TR operator with K denoting com-
plex conjugation and the phase χ(k) describes the indepen-
dent gauge degree of freedom at ±k in the BZ.
The two bands I and II are characterized by aZ2 topological
invariant ν2D [6]. Fu and Kane pointed out in [56] that, like
the Chern number, ν2D can be understood from the topology
of the Wannier centers. To see how this works, let us first
discuss a generic TR invariant band structure as it is sketched
in FIG.1 (c).
TR invariance requires the Bloch Hamiltonian Hˆ(k) to ful-
fill
θˆ†Hˆ(k)θˆ = Hˆ(−k).
As a consequence there are two 1D subsystems at fixed
kTRIMy = 0, π (referred to as time-reversal invariant mo-
menta, TRIM) which are TR invariant as 1D systems, i.e.
θˆ†Hˆ(kx)θˆ = Hˆ(−kx). Within these two 1D systems there are
in total four momenta kTRIM = (kTRIMx , kTRIMy ) (also referred
to as TRIM) where the Bloch Hamiltonian is TR invariant it-
self, θˆ†Hˆ(kTRIM)θˆ = Hˆ(kTRIM).
At these four points Kramers theorem requires eigenvalues
to come in degenerate pairs. Therefore the generic TR invari-
ant band structure consists of two valence bands with degen-
eracies at the four kTRIM, separated from the conduction bands
by an energy gap. Cuts through such a generic band structure
are sketched in FIG.3. In principle there can be additional ac-
cidental degeneracies of the two bands I, II. However in the
rest of the paper we will restrict ourselves to the simpler case
without any further degeneracies besides the four Kramers de-
generacies.
FIG. 2 (c) illustrates the corresponding Wannier centers
for a generic – but topologically non-trivial – case. The un-
derlying TR symmetry requires Wannier centers to come in
Kramers pairs at TRIM kTRIMy = 0, π, again as a consequence
of Kramers theorem. When these Kramers pairs switch part-
ners upon going from ky = 0 to ky = π the system is topo-
logically non-trivial, while it is trivial otherwise [56].
Using the change of polarizations of the two states ∆P I,II
as indicated in FIG.2 (c), we see that the topology is described
by the integer invariant ∆Pθ = ∆P I − ∆P II. Fu and Kane
[56] coined the name time-reversal polarization (TRP) for the
quantity
Pθ(ky) = P
I(ky)− P II(ky). (7)
Using their language, the Z2 invariant is given by the change
of TRP over half the BZ, i.e.
ν2D = Pθ(π) − Pθ(0) mod 2. (8)
A more detailed, pedagogical derivation of this formula can
be found in the Appendix B 1.
D. Discontinuity of time-reversal polarization
Naively one might think that, with the formulation of ν2D
Eq.(8) entirely in terms of polarizations (i.e. due to (3) in
FIG. 3. (a) Typical band structure at TRIM kTRIMy = 0, pi, consisting
of two Kramers partners I and II (red and blue lines respectively).
During Bloch oscillations the Zak phases ϕI,IIZak are picked up. (b)
When small TR breaking terms are present away from the TR invari-
ant momenta kTRIMy = 0, pi, Kramers degeneracies become avoided
crossings. The band labels were chosen such that I (II) denotes the
energetically upper u (lower l) band. The color code indicates the
similarity to the corresponding bands I, II at ky = 0: while band I at
kx = −pi/2 is similar to band I at ky = 0, band I at kx = pi/2 is
similar to band II at ky = 0. This illustrates why TRP is discontin-
uous as a function of ky around ky = 0, pi. To obtain a continuous
version of TRP the twist scheme introduces pi pulses (green) in the
middle and at the end of the Bloch oscillation cycles. Then atoms
follow the twisted paths i (gray dashed) and ii (gray dotted). For
ky = 0 (a) twisted paths coincide with the bands i = I and ii = II,
while for ky 6= 0 (b) twisted paths i, ii are a mixture of I, II.
terms of Zak phases), we have an interferometric scheme at
hand. According to Eqs.(7), (8) one would only have to mea-
sure the difference of Zak phases ϕIZak(0) at ky = 0 and
ϕIZak(π) at ky = π and repeat the protocol for the second band
II.
Zak phases, however, can only be measured up to 2π. Typ-
ically the problem of 2π ambiguities of Zak phases can be
circumvented by rewriting their difference as a winding over
some continuous parameter. As pointed out above, this strat-
egy works out for the case of Chern numbers, see Eq.(5).
However we can not simply replace the change∆Pθ of TRP
by its winding
∫
dky∂kyPθ(ky), because TRP is not continu-
ous over the BZ. This discontinuity is a direct consequence of
Kramers degeneracies: Let us consider the Zak phase ϕIZak(0)
at kTRIMy = 0, see FIG.3 (a). According to Eqs.(1), (2) ϕIZak(0)
is determined by the Berry connection AI(kx, 0) within band
I (note that band I crosses band II at the two Kramers degen-
eracies.) Now let us imagine going to some slightly larger
0 < ky ≪ 2π and measure the Zak phase of band I here, see
FIG.3 (b). Because there is no longer any true band cross-
ing, we now always have to follow the energetically upper
band. This means however, that the Zak phase ϕIZak(ky) is
determined by the Berry connection AI(kx, ky) ≈ AI(kx, 0)
from kx < 0 and by AI(kx, ky) ≈ AII(kx, 0) (note the
exchanged index!) from kx > 0 [57]. Then, because in
general AI(k) 6= AII(k), we obtain a very different result,
ϕIZak(ky → 0)9 ϕIZak(0) in general.
Let us add that as a consequence of the discontinuity of
TRP, the meaning of Wannier centers in FIG.2 (b)-(d) has to
be taken with care. What is shown is a non-Abelian general-
5ization of simple Zak phases (3), as will be discussed in detail
at the end of Sec.II H.
E. The twist scheme
The basic idea of our first (out of two) interferometric
scheme for the measurement of the Z2 invariant is to circum-
vent the discontinuity of TRP discussed above, while keeping
all Bloch oscillations completely adiabatic. To do so, we want
to add band switchings at the end and in the middle of the
sequence. Then close to the Kramers degeneracy at kx = 0,
instead of staying in the energetically upper band I, atoms will
be transferred to the energetically lower band II. These band
switchings correspond to applying Ramsey π pulses, as indi-
cated in FIG.3(b).
After finishing the entire Bloch cycle and applying a second
Ramsey π-pulse, the atoms will finally return to the band they
initially started from. The two possible twisted paths through
energy-momentum space will be labeled i and ii and they are
illustrated in FIG.3. Path i corresponds to atoms starting in
band I, while ii corresponds to atoms starting in II.
In this process atoms pick up geometrical Zak phases ϕ˜i,iiZak.
We will refer to these as twisted Zak phases, because they
consist of Zak phases from the movement within bands I, II
as well as additional geometric phases from the Ramsey π-
pulses. The key idea of the twist scheme is to measure these
twisted Zak phases.
We note that for TR invariant kTRIMy = 0, π no band switch-
ings are required and twisted Zak phases coincide with their
conventional counterparts,
ϕ
I(II)
Zak (k
TRIM
y ) = ϕ˜
i(ii)
Zak (k
TRIM
y ). (9)
Moreover we will see that twisted Zak phases ϕ˜Zak(ky) are
continuous as a function of ky; This is because we added band
switchings by hand right where conventional Zak phases fail
to follow the desired path. Like all geometric phases, twisted
Zak phases are by definition gauge invariant up to integer mul-
tiples of 2π.
Twisted Zak phases thus allow us to define a continuous
version to TRP (which we will refer to as cTRP) by
P˜θ(ky) =
1
2π
[
ϕ˜iZak(ky)− ϕ˜iiZak(ky)
]
. (10)
For TR invariant momenta, cTRP reduces to TRP see (9).
Thus, starting from the definition of the Z2 invariant as dif-
ference of TRP Eq. (8) and using continuity of cTRP, we can
express ν2D as the winding of cTRP:
ν2D =
∫ pi
0
dky ∂ky P˜θ(ky) mod 2. (11)
This formulation is fully gauge invariant.
F. Z2 invariant and Wilson loops
In this subsection we discuss non-Abelian generalizations
of Zak phases – so-called Wilson loops. Yu et. al. [58]
showed that Wilson loops provide a natural way of defining
the Z2 invariant in terms of their eigenvalues. We will de-
scribe a second method for measuring the Z2 invariant which
relies on the Wilson-loop formulation. As we shall see below,
this method allows one to circumvent the difficulties related
to band crossings at the TRIM
The authors of [58] derived various formulas for the
Z2 invariant. For our interferometric scheme we will focus
on one particular relation which reads
ν2D =
1
π
(
∆ϕW − 1
2
∫ pi
0
dky ∂kyΦ(ky)
)
mod 2, (12)
where the terms on the right hand side are related to eigenval-
ues of Wilson loop operators; They will be precisely defined
below (in II F 2), after discussing Wilson loops (in II F 1). A
rigorous proof of Eq.(12) can be found in the Appendix B 2
and a simple explanation will be given in the following sub-
section II H.
1. Wilson loops
A natural question to ask, from our interferometric point of
view, is what happens in the limit of very strong driving when
the Bloch oscillation frequency exceeds all energy spacings
between bands I, II. Let us still assume a large energy gap
separating I, II from other bands, such that non-adiabatic tran-
sitions into the latter can be neglected.
The multi-band Bloch dynamics in the strong driving limit
(period T → 0) is characterized by a geometric quantity de-
pending solely on the path within the BZ. Since there is gen-
erally strong mixing between bands I and II, the U(1) Zak
phase we encountered in the single-band case generalizes to a
U(2) unitary matrix acting in I− II space, the so-called U(2)
Wilson loop [59]
Wˆ = P exp
(
−i
∫ pi
−pi
dk Aˆ(k)
)
. (13)
Here P denotes the path ordering operator [60] and the non-
Abelian Berry connection [61] generalizing Eq.(2) is defined
by
As,s′µ = 〈us(k)| i∂kµ |us
′
(k)〉, µ = x, y. (14)
s, s′ label the two bands I, II in our case. In the rest of the
paper, without loss of generality, we will typically consider
the Berry connection along x and drop the index µ = x. We
also note that Wilson loops have proven useful as a tool to
classify other symmetry protected topology [62].
In Appendix C we derive the general propagator Uˆ describ-
ing Bloch oscillations within a restricted set ofN bands. From
that derivation one can easily show that Wilson loops indeed
emerge as the propagators describing Bloch oscillations in the
limit of infinite driving force, UˆF=∞ = Wˆ .
For the discussion of the Z2 invariant, TR invariant Wilson
loops play a special role. (With TR invariant Wilson loops we
6mean Wilson loops at TRIM.) Such TR invariantU(2) Wilson
loops reduce to U(1) phase factors [58],
WˆTR = e
−iϕW Iˆ2×2 (15)
as a consequence of Kramers theorem. ϕW will be referred to
as the Wilson loop phase.
Since Eq.(15) will be important later on, we quickly prove it
here. To this end we choose a special gauge where χ(k) = 0
in Eq.(6) (known as the TR constraint [56]). In this gauge
one has θˆ†Aˆ(k)θˆ = Aˆ(−k) which leads to θˆ†Wˆ θˆ = Wˆ †.
Since Wilson loops are gauge invariant this holds for an ar-
bitrary gauge. Moreover it implies doubly degenerate eigen-
values: Assume Wˆ |u〉 = e−iϕW |u〉 and thus also Wˆ † |u〉 =
eiϕW |u〉. Therefore Wˆ θˆ |u〉 = θˆWˆ † |u〉 = e−iϕW θˆ |u〉 and
besides |u〉 also θˆ |u〉 is eigenvector of Wˆ . These two eigen-
vectors can not be parallel however, i.e. we can not write
θˆ |u〉 = τ |u〉 with a complex number τ ∈ C, since this would
imply − |u〉 = θˆ2 |u〉 = τ∗θˆ |u〉 = |τ |2 |u〉 6= − |u〉.
2. Relation to Z2 invariant
As pointed out in the beginning, Wilson loops are related to
the Z2 invariant by Eq.(12). Now we will explain the different
terms in this equation.
For the first term in Eq.(12) we recall that the unitary Wil-
son loops at TRIM kTRIMy = 0, π reduce to simple U(1) phase
factors, see Eq.(15), and we can write
Wˆ (kTRIMy ) = e
−iϕW (k
TRIM
y ) Iˆ2×2.
In Eq.(12) the Wilson loop phase difference ∆ϕW appears,
which is defined as
∆ϕW := ϕW (π)− ϕW (0). (16)
In our interferometric scheme this difference of Wilson loop
phases has to be measured.
The second term is the winding of the total Zak phase,
Φ(ky) := tr
∫ pi
−pi
dkx Aˆx(k) ≡ ϕIZak(ky) + ϕIIZak(ky), (17)
across half the BZ. Importantly, unlike TRP, the total Zak
phase is continuous throughout the BZ because the sum of Zak
phases appears. The idea for our second interferometric pro-
tocol is to measure the windings of the Zak phases ϕI,IIZak(ky)
individually.
G. The Wilson loop scheme
Our second interferometric scheme (Wilson loop scheme)
is based on Eq.(12) from the previous subsection. The basic
idea is to measure both terms, the Wilson loop phase ∆ϕW
and the total Zak phases Φ separately. Both these quantities
can be obtained from measurements of simpler Zak phases.
To obtain the winding of total Zak phase Φ(ky) we suggest
to use the tools developed for the measurement of the Chern
number, see II B. The only complication is that now two bands
have to be treated. This can be done by adiabatically mov-
ing within only a single band (say I) and repeating the same
measurement for the second band II. An alternative protocol
allowing non-adiabatic transitions between bands I and II will
also be presented in IV C 2.
To obtain the difference of Wilson loop phases ∆ϕW =
ϕW (π) − ϕW (0) mod 2π we suggest to use a direct spin-
echo type measurement. Like any interferometric phase, the
obtained result is only known up to integer multiples of 2π.
The key to the Wilson loop scheme is that knowledge of ∆ϕW
mod 2π is sufficient in Eq.(12). I.e. if ∆ϕW is replaced by
∆ϕW +2π in that equation, the resulting Z2 invariant ν2D →
ν2D + 2 = ν2D mod 2 does not change.
H. Relation between Wilson loops and TRP
Before proceeding to the detailed discussion of our two
interferometric protocols, we want to point out the relation
between the corresponding formulations of the Z2 invariant.
This will also shed more light on the relation between
Z2 invariant and Wilson loops given in Eq.(12).
Let us start by rewriting the winding of total Zak phase in
terms of polarizations. Using Eq.(3) we obtain
1
2π
∫ pi
0
dky ∂kyΦ(ky) = P
I(π) + P II(π)− P I(0)− P II(0).
(18)
Meanwhile the formulation of the Z2 invariant in terms of
TRP reads
ν2D = P
I(π)− P II(π)− P I(0) + P II(π) mod 2,
see Eq.(8). After clever adding and subtracting terms in the
last equation we can write
ν2D = 2
(
P I(π) − P I(0))
−
∑
s=I,II
(P s(π)− P s(0)) mod 2. (19)
In the second line of this equation we recognize the winding
of total Zak phase discussed before. The term in the first line
on the other hand denotes the difference of Zak phases at ky =
0 and π,
P I(π)− P I(0) = 1
2π
(
ϕIZak(π)− ϕIZak(0)
)
.
Here, as a consequence of TR invariance, the Zak phases of
the two bands I, II are equal, explaining why only the polar-
ization P I appears. What’s more, these Zak phases are given
by the Wilson loop phase ϕW , i.e. we obtain
P I(π)− P I(0) = 1
2π
(
ϕIW (π)− ϕIW (0)
)
=
∆ϕW
2π
. (20)
Combining Eqs.(18), (20) in Eq.(19) we have thus derived
Eq.(12).
7Now the two terms in Eq.(12) have a clear physical mean-
ing: The winding of total Zak phase is related to the trans-
lation of the center of mass of the two Wannier centers, i.e.
∆
(
P I + P II
)
. (Here ∆ denotes the difference of the quan-
tity across half the BZ.) The difference of Wilson loop phases
meanwhile stands for the change of polarization of a single
band, ∆ϕW /2π = ∆P I = ∆P II mod 1.
In FIG.2 (a)-(d) these changes of polarization can easily be
read off from the plotted Wannier centers. A word of caution
is in order, however. As a consequence of the discontinuity
of TRP, FIG.2(c) has to be taken with a grain of salt: Al-
though appealing, the idea that each line (solid/dashed) shows
the polarization of a single band is wrong. As explained by
Yu et.al.[58], what is shown are the eigenvalues of the posi-
tion operator Xˆ projected on the two bands I, II and its non-
commutative quantum mechanical nature plays a crucial role
in resolving the discontinuity of TRP. Yu et.al. showed that
the eigenvalues of Xˆ are given by the angle (in the complex
plane) of the U(1) Wilson loop eigenvalues. Because Wilson
loops include non-adiabatic band-mixings they are in general
continuous as a function of ky - and so is their spectrum.
III. TWIST SCHEME
In this section we discuss the twist scheme in detail. We
start by introducing the concrete protocol and show how to
get rid of dynamical phases. We proceed by giving the theo-
retical derivation of the phases to be measured; Then we show
their relation to the Z2 invariant and present a mathematical
formulation of continuous time-reversal polarization (cTRP).
We close the section by discussing cTRP using the example
of the Kane-Mele model [6].
A. Interferometric sequence
As discussed in Sec.II E, the basic idea of the twist scheme
is to measure twisted Zak phases using a combination of
Bloch oscillations and Ramsey interferometry. Twisted Zak
phases were defined by introducing band-switchings in the
middle (kx = 0) and at the end (kx = π) of the interferometric
sequence, see FIG.3 (b). These band switchings correspond
to Ramsey π pulses between the bands, and along with them
come additional geometric phases which will be discussed at
the end of this section.
Note that since only a continuous function interpolating be-
tween TRP Pθ(π) and Pθ(0) is required, the two band switch-
ings (labeled 1, 2) can be performed at any intermediate kx =
f1,2(ky). The only requirements are that f1(0) = f1(π) = 0
and f2(0) = f2(π) = π as well as continuity of f1,2(ky). This
most general case only leads to a redefinition of twisted Zak
phases, while keeping their relation to theZ2 invariant Eq.(11)
unchanged. We will therefore not discuss it in the following.
FIG. 4. Ramsey pulses by lattice shaking: (a) The lattice is tilted
and the slope reverses its sign in each cycle. Therefore (b) atoms lo-
calized in momentum space around kx = 0 can only perform Bloch
oscillations in the direct vicinity of kx = 0 if F0ωrf ≪ 2pi. When the
driving ωrf equals the transition frequency ∆ Ramsey pulses can be
realized.
1. Band-switchings
To realize the Ramsey π pulses between the bands we sug-
gest to drive Bloch oscillations with a time-dependent force,
see FIG.4 (a), described by a Hamiltonian
Hˆrf(t) =
∫
d2r Ψˆ†(r) cos(ωrf t)F0 · r Ψˆ(r). (21)
Here Ψˆ(r) is a pseudo-spinor (components ↑, ↓) annihilating a
particle at position r and ωrf is the (typically radio-frequency,
rf) driving frequency. Note that in this way only motional
degrees of freedom are coupled, independent of the (pseudo)
spin state of the atoms. This turns out to be crucial for the
scheme to work. For simpler realizations with a direct cou-
pling between the pseudospins, additional information about
the Bloch wave functions is required. We discuss this issue in
detail in Appendix D.
The equations of motion for the Hamiltonian Eq.(21) are
derived in Appendix C. According to Eq.(C3) in that Ap-
pendix we obtain a modulation of momentum
k(t) = k(0)− sin(ωrf t)F0/ωrf.
Dynamics of this kind have been studied before, see e.g. [63].
FIG.4(b) illustrates the effect of this driving in momentum
space: particles undergo Bloch oscillations within a restricted
area ± |F0|ωrf around their mean position.
Therefore, when |F0| ≪ ωrf (with lattice spacing a = 1),
we may approximate the Berry connection (and equivalently
the Bloch Hamiltonian) by A (k(t)) ≈ A (k(0)). Taking into
account only the two Kramers partners I, II and applying the
rotating wave approximation we obtain the Hamiltonian in the
frame rotating at frequency ωrf
Hˆrf(k) =
(
0 F0 · Au,l(k)
F0 · Al,u(k) ∆(k)− ωrf.
)
. (22)
The basis of the rotating frame is defined as |l, k〉 e−iElt and
|u, k〉 e−i(El+ωrf)t, and ∆ = Eu − El denotes the band-gap
between the upper (u) and lower (l) of the two bands. For the
rotating wave approximation to be valid, we require
|F0 · Au,l(k)| ≪ ωrf ∼ ∆. (23)
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FIG. 5. Absolute value of the off-diagonal Berry connection |Alux | in
units of the lattice constant a (a = 1 in the main text). Calculations
were performed on the Kane-Mele model [6] discussed below in the
main text. Parameters (corresponding to a topologically non-trivial
phase) were chosen as λv = 0.1t, λR = 0.05t, λSO = 0.06t with
notations from [6].
We note that the phase of the effective driving field,
ϕA(k) := argAl,u(k) = − argAu,l(k), (24)
is determined by the non-Abelian Berry connection (where in
the second step we employed Aˆ† = Aˆ). This is important
because the latter encodes information about the underlying
topology of the two bands I, II. We will come back to this
point below.
One might be afraid that the resulting Rabi frequency is
too small for the method to be practically applicable. How-
ever we find e.g. for the Kane-Mele model [6] (which will
be discussed in more detail below in III E) that |Au,l| takes
substantial values in the entire BZ, see FIG. 5.
Note that the edges of the BZ are not shown in FIG.5
since |Au,l| diverges around the Kramers degeneracies. (The
reason is that the lower-band Bloch function continuously
evolves into the upper one at the Kramers degeneracy,
such that 〈l,−δkx|l, δkx〉 → 0 for δkx → 0 and thus
| 〈u, kx| ∂kx |l, kx〉 | → ∞ at kx = 0.) In this case of too
large |Au,l|, according to Eq.(23) rotating wave approxima-
tion is not applicable, but the band switching protocol can be
replaced by a quick Landau-Zener sweep across the avoided
crossing.
2. Sequence
Now we introduce the interferometric sequence which al-
lows one to measure twisted Zak phases ϕ˜i,iiZak, and therefore
cTRP Eq. (10) directly. To this end we assume that atoms are
located initially in the upper band at kx = −π and some fixed
ky , i.e. |ψ0〉 = |u,−π〉 and start by applying a π/2-pulse, see
FIG.6. In the following we will ignore all dynamical phases
which will be discussed below in III B.
The π/2 pulse creates a superposition state of atoms in the
upper and lower band,
|ψ1〉 = 1√
2
(|u,−π〉 − ieiϕA(pi) |l,−π〉). (25)
FIG. 6. General interferometric scheme: A pi/2-pulse creates a su-
perposition of atoms in the upper and lower band. When performing
Bloch oscillations though the BZ they pick up twisted Zak phases as
a consequence of the pi-pulse in the middle of the sequence. Finally
a pi/2-pulse serves to read out the accumulated phase.
In this step atoms in lower and upper band pick up the relative
phase ϕA(π) of the driving field, see Eqs. (22) and (24).
Next, a Bloch oscillation half-cycle transports the atoms
from kx = −π to kx = 0 and each component picks up
geometric phases ϕu,lZak,−. These incomplete Zak phases are
defined for the lower (s = l) and upper (s = u) band as
ϕsZak,±(ky) = ±
∫ ±pi
0
dkx Ass(k), s = u, l. (26)
Note that incomplete Zak phases are not gauge invariant,
and thus not physical observables. However the interferomet-
ric signal we obtain at the end of our sequence will be fully
gauge invariant and observable.
The resulting state now reads
|ψ2〉 = 1√
2
(
eiϕ
u
Zak,− |u, 0〉 − iei(ϕA(pi)+ϕlZak,−) |l, 0〉
)
.
A π-pulse at kx = 0 then exchanges populations of the up-
per and lower band such that the corresponding wave function
reads
|ψ3〉 = 1√
2
(
ei(ϕA(pi)+ϕ
l
Zak,−−ϕA(0)) |u, 0〉
− iei(ϕA(0)+ϕuZak,−) |l, 0〉
)
.
After a second Bloch oscillation half-cycle the atoms reach
kx = π = −π mod 2π and pick up incomplete Zak phases
ϕu,lZak,+.
Finally another π/2-pulse is applied to read out the relative
phase of the two components |u, π〉, |l, π〉. This is achieved
by a phase shift of the driving frequency, ωrf t → ωrf t − ϕpiE
in Eq.(21). As a function of this shift the population in the
upper band yields Ramsey fringes
|ψu(ϕpiE)|2 = cos2
[
1
2
(
2πP˜θ(ky)− ϕpiE − Φdyn
)]
. (27)
Here Φdyn contains all dynamical phases from the Bloch os-
cillations as well as Ramsey pulses. Most importantly, the in-
complete Zak phases in combination with the phases ϕA yield
a full expression for cTRP,
2πP˜θ(ky) = ϕ
u
Zak,−(ky) + ϕ
l
Zak,+(ky)− ϕlZak,−(ky)
− ϕuZak,+(ky)− 2
(
ϕA(π, ky)− ϕA(0, ky)
)
. (28)
9At the end of this section we will give an explicit proof that
the above equation (28) has all desired properties of cTRP.
In particular, it reduces to TRP at ky = 0, π and is con-
tinuous throughout the BZ; therefore its winding yields the
Z2 invariant, see Eq.(11).
B. Dynamical-phase-free sequence
Now we turn to the discussion of dynamical phases and
present a scheme that completely eliminates them. When
performing Bloch oscillations, to move the atoms from e.g.
kx(0) = −π to kx(T ) = +π in time T , additional dynamical
phases
ΦBOdyn,s(ky) =
∫ T
0
dt Es (kx(t), ky)
contribute to Φdyn in Eq. (27). Here s = u, l denotes the band
index and Es the corresponding energy.
To cancel them we use the opposite transformation proper-
ties of geometrical and dynamical phases when inverting the
path taken in the BZ. From dkdt = F we see that dynamical
phases do not depend on the orientation of the path,∫ T
0
dtE(k(t)) =
∫ pi
−pi
dk
E(k)
F
=
∫ −pi
pi
dk
E(k)
−F .
Geometric phases on the other hand acquire a negative sign
upon path inversion,∫ pi
−pi
dk A(k) = −
∫ −pi
pi
dk A(k).
Therefore, when reversing the interferometric sequence
(F → −F ) after reaching kx = π (as indicated in FIG. 7),
the Ramsey signal yields twice the continuous TR polariza-
tion (28) while dynamical phases are canceled.
Experimentally, phases can only be measured up to 2π. As
we argued above, the Z2 invariant can be written as winding
of cTRP, see Eq.(11). This winding is measured by summing
up small changes δP˜θ = P˜θ(ky+δky)−P˜θ(ky). By choosing
δky sufficiently small we may always assume 2δP˜θ ≪ 1 and
doubling the interferometric sequence still allows to infer the
winding of cTRP.
FIG. 7. Final interferometric sequence at fixed ky: A pi/2 pulse at
kx = −pi creates a superposition in the upper and lower band. Bloch
oscillations move the atoms to kx = 0 where a pi pulse exchanges
populations in the upper and lower band. After a second Bloch os-
cillation half-cycle followed by a second pi pulse the sequence is re-
versed to get rid of dynamical phases. Finally at kx = −pi a pi/2-
pulse can be used to read off twice the cTRP from the Ramsey signal.
The complete sequence is summarized in FIG.7. The Ram-
sey signal in this case reads
|ψu(ϕpiE)|2 = cos2
[
2πP˜θ − ϕpiE − Φ(0)dyn
]
,
where the remaining dynamical phase is picked up when ap-
plying Ramsey pulses. It only depends on the known driving
parameters, Φ(0)dyn = π
(
3ωrf(pi)
4Ωrf(pi)
− ωrf(0)Ωrf(0)
)
.
C. Experimental realization and limitations
Our scheme is readily applicable in the proposal [31]
where nano-wires on an atom-chip are used to generate state-
dependent potentials for different magnetic hyperfine states.
These could also be used to realize the band-switching Hamil-
tonian (21) and for driving Bloch oscillations. In more con-
ventional setups without atom chips, like e.g. the experiment
[27] and the proposals [30, 32, 34], Bloch oscillations can e.g.
be driven using magnetic field gradients [16] or optical po-
tentials. This would also allow the realization of Hamiltonian
(21) for band-switchings.
The main advantage of the twist scheme is that - although
it makes use of interferometry - no additional degrees of free-
dom are required besides the pseudospins ↑, ↓ needed for the
realization of the QSHE. This is of practical relevance, since
already the realization of two pseudospins for the QSHE is a
non-trivial task.
The applicability of our scheme is somewhat limited in
that we did not consider accidental degeneracies besides the
four Kramers degeneracies. If such additional degeneracies
are present, the definition of cTRP has to be modified. The
scheme for the Ramsey pulses presented in subsection III A is
also not applicable when the off-diagonal Berry connections
become too small. Let us also add however, that cTRP con-
tains more information about the band structure than only the
Z2 invariant, since it resolves the two TR partners individu-
ally.
D. Formal definition and calculation of cTRP
In this section we will give a formal proof that our scheme
presented above does indeed measure the Z2 invariant; I.e.
we will derive Eq.(28). Instead of starting from this explicit
expression for cTRP however, we will introduce the concept
of cTRP in a formal way and derive it independently.
1. Definition of cTRP
We will now formally define a generalization of TRP
Pθ(ky) that we will refer to as P˜θ(ky); We require this quan-
tity to fulfill the following properties, making it suitable for an
interferometric measurement of the Z2 invariant. It has to
(i) reduce to TRP at the end points kTRIMy = 0, π, i.e.
P˜θ(k
TRIM
y ) = Pθ(k
TRIM
y ), and
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(ii) be continuous as a function of ky .
Any such function P˜θ(ky) will be called continuous time-
reversal polarization (cTRP). To assure that cTRP constitutes
a physical observable it should furthermore
(iii) be gauge-invariant, at least up to an integer at each ky .
Finally, from a practical point of view, we want cTRP to
(iv) be measurable in an interferometric setup consisting of
a combination of Bloch oscillations and Ramsey inter-
ferometry.
In the following subsection we will explicitly construct cTRP
and subsequently prove all its desired properties (i)-(iv). We
will always consider a generic 2D TR invariant band structure
consisting of two time reversed Kramers partners, see FIG.3.
Our construction of cTRP is motivated by the experimental
sequence described earlier in this section. It will reproduce
the expression (28) obtained from our interferometric protocol
and thus (iv) follows naturally. Let us add that as a direct
consequence of the properties (i) and (ii) the winding of cTRP
yields the Z2 invariant, see Eq.(11).
2. Discretized version of continuous time-reversal polarization
We start by discretizing momentum space for fixed ky into
N equally spaced (spacing δk) points k0x, ..., kN−1x . The dis-
crete version of the Zak phase in a single gapped band |u, kx〉
is then given by
ϕZak = − lim
N→∞
arg
{N−2∏
j=0
〈
u, kjx|u, kj+1x
〉 〈
u, kN−1x |u, k0x
〉}
.
Here argz denotes the polar angle of the complex number
z. One obtains the continuum expression Eq.(1) for the Zak
phase by using that
〈
s, kjx|s′, kj+1x
〉 ≈ δs,s′ − iδkxAs,s′(kjx). (29)
Here s and s′ denote band indices (the single band above was
labeled s = s′ = u) and the Berry connection A was defined
in Eq.(14).
For kTRIMy = 0, π TRP is given by the difference of the
Zak phases of bands I and II which – unlike u and l – are
defined continuously at the Kramers-degenerate points, see
Eqs.(8) and (3). Due to the presence of Kramers degenera-
cies the discretized versions of these Zak phases contain cross
terms between the energetically upper (u) and lower (l) band,
ϕIZak = − lim
N→∞
arg
{N/2−2∏
j=1
〈
u, kjx|u, kj+1x
〉 〈u, kN/2−1x |l, kN/2+1x 〉 N−2∏
j=N/2+1
〈
l, kjx|l, kj+1x
〉 〈
l, kN−1x |u, k1x
〉}
, (30)
and equivalently for ϕIIZak. This discrete product is shown in a graphical form in FIG. 8 with the mid point M = N/2 assumed
to be integer. Note that in order to avoid ambiguities in the definition of the wavefunctions at the Kramers degeneracies we did
not include kTRIMx = 0, π in the product. This is justified when taking the limit N →∞.
The above discrete expression can readily be generalized to non-TRIM 0 < ky < π. To this end we introduce a discrete
version of twisted Zak phases ϕ˜Zak (twisted polarization P˜ ) for given ky in the BZ as
ϕ˜iZak = 2πP˜
i(ky) = − lim
N→∞
M/Nconst.
arg
{M−2∏
j=1
〈
u, kjx|u, kj+1x
〉 〈
u, kM−1x |l, kM+1x
〉 N−2∏
j=M+1
〈
l, kjx|l, kj+1x
〉 〈
l, kN−1x |u, k1x
〉}
. (31)
Here i is a the band index labeling the twisted contour intro-
duced in Sec.II E, see also FIGs. 8 and 3; M denotes the index
of some intermediate band switching point, see FIG.8. Anal-
ogously we can define twisted polarization P˜ ii(ky) (twisted
Zak phase ϕ˜iiZak(ky) of the second band ii, which is obtained
from i by exchanging energetically upper (u) and lower (l)
band indices.
Like in Sec.II E we can now define the discretized version
of cTRP using twisted polarizations, see Eq.(10),
P˜θ(ky) = P˜
i(ky)− P˜ ii(ky). (32)
In the following we will check all its desired properties (i)-(iv)
listed above.
By construction it is clear that (i) P˜θ(kTRIMy ) reduces to
standard TRP provided that M = N/2 is chosen, cf. (30).
To check (ii), i.e. continuity of P˜θ(ky), we notice that all
scalar products are continuous as a function of ky for fixed
discretization into N points along kx. Therefore the discrete
version of cTRP is continuous as a function of ky , assum-
ing that also the band switching point labeled by M changes
continuously with ky . Finally P˜ i,ii(ky) – and thus P˜θ(ky)
– are gauge invariant up to an integer. This can be seen by
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FIG. 8. Definition of the (discretized) cTRP at fixed ky . The dashes,
numbered by j = 0, ...,M, ..., N − 1, stand for Bloch functions of
the upper (|u, kx〉) and lower (|l, kx〉) band at different kjx. The solid
lines connecting them correspond to the scalar products appearing in
the product of equation (31).
considering U(1) gauge transformations in momentum space,
|s, kx〉 → |s, kx〉 eiϑs(kx). Since all wavefunctions appear
twice in (31), once as a bra 〈s, kx| and once as a ket |s, kx〉, all
U(1) phases drop out. A 2πZ ambiguity of ϕ˜Zak remains since
arg is only well-defined up to 2π (unless Riemann surfaces are
considered).
We point out that cTRP can also be used for numerical eval-
uation of the Z2 invariant. In subsection III E we demonstrate
this for the specific example of the Kane-Mele model [6].
3. Incomplete Zak phases and continuum version of continuous
time-reversal polarization
To derive a continuum version of cTRP Eq.(32) constructed
above, we use Eq.(29) to replace scalar products by Berry con-
nections. Between the band switching points, for simplicity
assumed to be located at kx = 0, π, we obtain e.g.
M−2∏
j=1
〈
u, kjx|u, kj+1x
〉→ exp [−iϕuZak,−(ky)]
with the incomplete Zak phase ϕuZak,− defined in Eq.(26).
We are now in a position to formulate the discontinuity
problem discussed in the introduction in a more precise way.
For TRIM kTRIMy there are two band-crossings right where we
switch from one (ϕZak,−) to the other (ϕZak,+) incomplete Zak
phase, see FIG. 3 (a). Here TRP can be written in terms of in-
complete Zak phases,
Pθ(k
TRIM
y ) = ϕ
u
Zak,− + ϕ
l
Zak,+ − ϕlZak,− − ϕuZak,+.
Away from TR invariant lines, ky 6= 0, π, gaps open in the
vicinity of the Kramers degeneracies, see FIG. 3 (b). Con-
sequently the incomplete Zak phases belong to bands that no
longer cross, and their relation to TRP is strikingly different,
Pθ(k
TRIM
y ) = ϕ
u
Zak,− + ϕ
u
Zak,+ − ϕlZak,− − ϕlZak,+.
To obtain a complete continuum description of cTRP, we
note that cross terms like
〈
l, kN−1x |u, k1x
〉
between energet-
ically upper and lower band are related to off-diagonal el-
ements of the non-Abelian Berry connections according to
Eq.(29). (Note that care has to be taken in the case ky =
kTRIMy = 0, π where
〈
s, kN−1x |s′, k1x
〉 ∝ (1 − δs,s′) for
s, s′ = u, l as a consequence of the Kramers degeneracies.)
For non-TRIM ky 6= kTRIMy we thus have
arg
〈
l, kM−1x |u, kM+1x
〉→ arg(−iδkxAl,u(0, ky)).
In terms of the phase ϕA of Al,u introduced in Eq.(24) we
obtain the continuum expression of twisted polarization,
P˜ i =
1
2π
[
ϕuZak,−(ky) + ϕ
l
Zak,+(ky)
− ϕA(π, ky) + ϕA(0, ky)
]
, (33)
and analogously for P˜ ii. This finally leads to the continuum
description of cTRP,
P˜θ(ky) =
1
2π
[
ϕuZak,−(ky) + ϕ
l
Zak,+(ky)− ϕlZak,−(ky)
− ϕuZak,+(ky)− 2
(
ϕA(π, ky)− ϕA(0, ky)
)]
,
which coincides with the Ramsey signal of our interferometric
protocol, see Eq.(28).
All desired properties of P˜θ(ky) listed in III D 1 carry over
from its discretized version. To get a better understanding
of the physical meaning of the different terms, we now show
that twisted polarization Eq.(33) is gauge invariant up to an
integer. To this end we consider a gauge-transformation,
|s, kx〉 → e−iχs(kx) |s, kx〉 s = l, u.
Under this transformation the diagonal of the Berry connec-
tion obtains additional summands, As,s(kx) → As,s(kx) +
∂kxχs(kx), whereas off-diagonal terms in the Berry connec-
tion obtain additional factors, Au,l → Au,lei(χu−χl), as can
be seen from
Au,l(kx) = 〈u, kx| i∂kx |l, kx〉 →
→
(
Au,l(kx) + 〈u, kx|l, kx〉︸ ︷︷ ︸
=0
(∂kxχl(kx))
)
×
× ei(χu(kx)−χl(kx)) = Au,l(kx)ei(χu(kx)−χl(kx)).
Incomplete Zak phases from Eq.(26) alone or ϕA from
Eq.(24) alone are not gauge-invariant because e.g.
ϕuZak,− → ϕuZak,− + χu(0)− χu(−π) mod 2π,
ϕA(0)→ ϕA(0) + (χu(0)− χl(0)) mod 2π.
However using χs(−π) = χs(π) mod 2π (s = u, l) we find
that twisted polarization Eq.(33) is a gauge invariant quantity,
transformations of incomplete Zak phases and phasesϕA can-
cel out.
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E. Example: Kane-Mele model
We will now illustrate that the winding of cTRP indeed
gives the Z2 invariant by explicitly calculating it for the Kane-
Mele model [6]. The physical system described by this model
is sketched in FIG.9 and its Hamiltonian reads
Hˆ = t
∑
〈i,j〉
cˆ†i cˆj + iλSO
∑
〈〈i,j〉〉
νij cˆ
†
is
z cˆj
+ iλR
∑
〈i,j〉
cˆ†i (s× dij) · ez cˆj + λv
∑
i
ξicˆ
†
i cˆi, (34)
with the same notations as in [6]; The spin indices of cˆ†i , cˆj
were suppressed and s denotes the vector of Pauli matrices for
the spins. Moreover νij = 2/
√
3 (d1 × d2) · ez = ±1 with ez
the unit vector along z-direction and d1, d2 being unit vectors
along the two bonds which have to be traversed when hopping
between next nearest neighbor sites j and i.
Kane and Mele started from a Hamiltonian describing two
copies ↑, ↓ of the Haldane model [64] on a honeycomb lat-
tice (first line in Eq.(34)). Importantly, the magnetic flux
seen by ↑ is opposite to that seen by ↓ which is realized by
a spin-dependent next nearest neighbor hopping with ampli-
tude ±iλSO. They also included TR invariant Rashba SOC
terms ∝ λR as well as a staggered sublattice potential∝ ±λv
characterized by ξi = ±1.
In order to define cTRP we use a non-orthogonal basis in
k-space labeled by κx, κy , see FIG. 9 (b). In this basis the
unit cell is given by κx × κy = [0, 2π] × [0, 2π] and TRIM
are found at κx = 0, π and κy = 0, π. The fact that we use a
non-orthogonal basis does not affect the definition of 1D Zak
phases nor their relation (11) to the Z2 invariant.
Using Eq.(31) we calculate cTRP P˜θ(κy) for band switch-
ings at κx = 0 as indicated in FIG.9(b). The result is shown
in FIG. 10 for λv = 0.1t (λv = 0.4t) corresponding to a topo-
logically non-trivial (trivial) phase. As predicted by Eq.(11)
P˜θ does not wind in the topologically trivial case whereas it
does so in the topologically non-trivial case. The example also
FIG. 9. (a) Kane-Mele model on the honeycomb lattice. All coupling
elements between the lattice sites are shown. (b) In k-space there are
four time-reversal invariant momenta marked by black dots. Contin-
uous time-reversal polarization can be defined for paths (solid blue
line) in the upper half of the unit cell (blue shaded). Blue crosses on
dashed blue lines denote the band switching points. Bands within the
lower half of the unit cell are related to those in the upper part by TR
symmetry.
FIG. 10. Continuous time-reversal polarization P˜θ (cTRP) in the
Kane-Mele model[6] as a function of lattice momentum κy in the
upper half of the BZ. Parameters: λR = 0.05t, λSO = 0.06t with
notations from [6]. In the topologically trivial phase (λv = 0.4t,
dashed) the winding of cTRP is zero, while it is one in the non-trivial
phase (λv = 0.1t, solid). For the calculation the discretized form of
cTRP was used, see Eqs. (31), (32), with the band switching point
M = N/2 at κx = pi for all κy.
demonstrates that the derivative ∂κy P˜θ(κy) generally takes fi-
nite values which is important to make measurements of the
winding experimentally feasible.
IV. WILSON LOOP SCHEME
As we discussed in Sec.II F, Wilson loops are related to the
Z2 invariant [58] by Eq.(12), i.e.
ν2D =
1
π
(
∆ϕW − 1
2
∆Φ
)
mod 2.
We identified two terms, the difference of Wilson loop phases
∆ϕW and the winding of the total Zak phase ∆Φ =∫ pi
0 dky ∂kyΦ(ky) constituting the Z2 invariant.
Our second interferometric scheme (Wilson loop scheme)
for the measurement of the Z2 invariant consists of treating
these two terms (∆ϕW and ∆Φ) separately. The basic idea of
our protocol is to express them in terms of simple Zak phases
which can be measured using Ramsey interferometry in com-
bination with Bloch oscillations [16, 38].
In the entire section we will assume that, when driving
Bloch oscillations, non-adiabatic transitions from the valence
bands I, II to conduction bands are suppressed. From the adi-
abaticity condition (given in Appendix C, Eq. (C4)) we find
that this is justified as long as the band gap ∆band [65] is
smaller than the Bloch oscillation frequency aF (with a the
lattice constant),
aF ≪ ∆band.
We start this section by discussing the relation of TR Wil-
son loops (IV A) and total Zak phase (IV B) to simpler geo-
metric Zak phases. Then we show in IV C how this leads to a
realistic experimental scheme and discuss necessary require-
ments.
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A. TR Wilson loops and their phases
As we pointed out in Sec.II F, U(2) Wilson loops cor-
respond to propagators describing completely non-adiabatic
(i.e. infinitly fast) Bloch oscillations within the two bands I, II,
UˆF=∞ = Wˆ .
This can be seen directly by comparing the general propagator
Uˆ derived in Appendix C Eq. (C4) with the definition of the
Wilson loop Wˆ Eq.(13).
An infinite driving force corresponds to the condition
∆I−II ≪ aF that the energy spacing ∆I−II of the two bands
I, II is always much smaller than the Bloch oscillation fre-
quency. If this condition can be met, the Wilson loop phase
can directly be measured experimentally, see Eq.(15). We will
show below however that even when this condition is violated
the Wilson loop phase ϕW can still be measured, provided
that TR symmetry is present.
To this end we consider TR invariant Bloch oscillations of
finite speed within the two valence bands. With TR invariant
Bloch oscillations we mean that the driving forces at momenta
±k(T/2±t) related by TR coincide, F(T/2−t) = F(T/2+t).
For simplicity we will further restrict ourselves to a homoge-
neous movement through the BZ in the following calculations,
k(t) = (F t, 0)T + k(0),
which is TR invariant in the above sense.
The effect of TR invariant Hamiltonian dynamics within the
two bands I, II is just a U(1) phase ϕU , without any residual
band mixing between I, II. I.e. the propagator describing one
Bloch oscillation cycle reads
Uˆ(kTRIMy ) = e
iϕU (k
TRIM
y )Iˆ2×2. (35)
For an exact proof, which is a generalization of the calcu-
lation performed by Yu et.al.[58], we refer the reader to the
Appendix E while here we only outline the basic idea. The
propagator for propagation from kx to kx + δkx is given by
δUˆ(kx) = exp
(
−iδkxBˆx(kx)
)
, see Eq.(C4) in Appendix C,
with
Bˆx(kx) = Aˆ(kx) + Hˆ(kx)
F
.
From TR symmetry it follows that the corresponding prop-
agator from −kx − δkx to −kx is given by δUˆ(−kx) =
exp
(
+iδkxBˆx(kx)− 2iδkxBU(1)x (kx)
)
up to a gauge-
dependent phase factor. (Following Yu et.al. [58] we used that
θˆ†σˆj θˆ = −σˆj for j = x, y, z while θˆ†Iˆ2×2θˆ = +Iˆ2×2. Here
θˆ = Kiσˆy denotes the TR operator.) This shows that band
mixings at −kx are reversed at +kx, while phases at ±kx add
up. This is depicted in FIG. 11.
For the U(1) phase ϕU characterizing the propagator in
Eq.(35) we obtain (see Eq.(E11) in Appendix E)
ϕU (k
TRIM
y ) = −ϕW (kTRIMy ) +
1
2F
∫ pi
−pi
dkx trHˆ(k), (36)
FIG. 11. TR Wilson loops within two TR bands yield only phase
factors: The SU(2)-part of the propagator at +kx (i.e. the amount
of band mixing) reverses the action of the corresponding SU(2) part
at −kx. The U(1) parts (i.e. phases) on the other hand add up.
which can be measured in an interferometric setup. The last
term on the right hand side ∝ 1/F is a dynamical phase [66]
and can in principle be inferred by comparing ϕU taken at
different driving forces F .
Before turning to a more detailed discussion of a possible
experimental protocol in subsection IV C, let us comment on
the relation between the Wilson loop phase ϕW and the Zak
phases ϕZak of the time reversed bands I, II. Since the geo-
metric phase ϕW in the propagator Eq.(35) is independent of
the speed F of Bloch oscillations, we can consider the case of
infinitesimal driving force F → 0. In this limit, as a conse-
quence of the adiabatic theorem, an atom starting in say band
I remains in this band. The geometric phase it picks up in this
process is therefore given by the Zak phase ϕIZak of the corre-
sponding band. At the same time we can calculate this phase
using the general result Eq.(36) from which we conclude that
the geometric phase picked up by the atoms is given by the
Wilson loop phase ϕW . Because these two phases must coin-
cide we have
ϕW = ϕ
I
Zak = ϕ
II
Zak mod 2π. (37)
We note that since there is a priori no fixed relation between
the Zak phases at ky = 0 and π, Wilson loop phases ϕW
may take any value between 0 and 2π in general. A particular
example is sketched in FIG.2 (b). In [58] it was claimed that
TR Wilson loops “ are proportional to unity matrix, up to a
sign”; This statement is not correct (already the Kane-Mele
model [6] provides counter examples), and in general ∆ϕW
can take arbitrary values.
Let us furthermore mention that the results Eqs. (35) -
(37) are relevant for the twist scheme presented in section III:
To measure the Zak phase ϕIZak = ϕIIZak at TR invariant mo-
menta ky of the two time reversed partners I, II, adiabaticity
is only required with respect to the conduction bands. The gap
∆I−II = |EI − EII| may be arbitrarily small compared to the
Bloch oscillation frequency aF .
B. Zak phases
In the following we will discuss how to measure the change
of total Zak phase ∆Φ = Φ(π)−Φ(0) which is required (be-
sides the Wilson loop phases ∆ϕW ) to obtain the Z2 invariant
from Eq.(12). The basic idea is, as in the Chern number pro-
tocol [38], to express it as a winding (which is well-defined
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not only up to 2π):
∆Φ =
∫ pi
0
dky ∂kyΦ(ky) ≈
≈
∑
ky
Φ(ky + δky)− Φ(ky). (38)
Since Φ(ky) is the sum of two Zak phases ϕI,IIZak, see Eq. (17),
the latter can simply be measured independently, provided that
the bands of interest are separated by a sufficiently large en-
ergy gap from each other. However, when accidental degen-
eracies are present or the gap is simply too small to follow
adiabatically (which is always the case close to the Kramers
degeneracies at the four TRIM), we can still infer the total Zak
phase from non-Abelian loops.
For this purpose let us consider the general propagator
Uˆ(T ) within the (restricted) set of bands to which the dynam-
ics is constrained. In practice these will be the two Kramers
partners I, II and non-adiabatic transitions to the conduction
bands can be neglected. Like in the case of a single band, a
geometric and a dynamical U(1) Berry phase can be identi-
fied,
i log det Uˆ(T ) = −
∮
dk · trAˆ(k) +
∫ T
0
dt tr Hˆ(k(t)),
(39)
when the time-dependent parameter k(t) returns to its initial
value after time T . The proof of this statement is a simple
non-Abelian generalization of Berrys calculation [36] for the
(Abelian) Berry phase.
When k denotes quasi-momentum we will call the corre-
sponding geometric phase the total Zak phase,
Φ =
∮
dk · trAˆ(k).
This, of course, is exactly the definition we gave in Eq.(17)
already. Therefore we see that it is sufficient to measure the
determinant of the propagator,
Φ(ky) = −i log det Uˆ(ky) +
∫ T
0
dt tr Hˆ(kx(t), ky).
For a generic two-band model the propagator is given by a
generic unitary matrix
Uˆ = eiη ·
(
α −β∗
β α∗
)
, |α|2 + |β|2 = 1, (40)
such that −i log det Uˆ = 2η. We will discuss below how η
can be measured using a combination of interferometry and
Bloch oscillations.
C. Experimental realization
We begin this subsection by commenting on the necessary
degrees of freedom to realize the Wilson loop scheme. In gen-
eral, to perform interferometry one needs (at least) two aux-
iliary ”interferometric” pseudospin degrees of freedom. The
FIG. 12. Spin-echo type measurement of the Wilson loop phase
∆ϕW = ϕW (pi) − ϕW (0). Half the BZ is shown, with black dots
denoting TRIM. All relevant propagators are shown.
first one (referred to as |⇑〉) picks up a phase ϕ⇑ that is to
be measured while the second one (|⇓〉) picks up ϕ⇓ and
serves for comparison afterwards. The interferometric signal
is ϕ⇑ − ϕ⇓. Therefore ϕ⇓ has to be known (it may also be a
suitable known function of ϕ⇑).
Note that the interferometric pseudospin degrees of free-
dom |⇑〉 , |⇓〉 have to be distinguished from the “spin” pseu-
dospin degrees of freedom |↑〉 , |↓〉 which mimic the electron
spin of the QSHE. Therefore the Hilbert space in general con-
sist of
|⇑〉 ⊗ |↑〉 , |⇑〉 ⊗ |↓〉 , |⇓〉 ⊗ |↑〉 , |⇓〉 ⊗ |↓〉 .
Each of these sectors also contains motional degrees of free-
dom and we assume that the QSHE is at least realized in the
sector |⇑〉 ⊗ {|↑〉 , |↓〉}.
We note that the twist scheme presented in section III relies
only on interferometry between the bands. Therefore in this
case linear combinations of |↑〉, |↓〉 yield the interferometric
pseudospins |⇑〉 and |⇓〉, which are exactly the eigenstates of
the Bloch Hamiltonian.
In the following we will discuss the case of two equivalent
copies of the QSHE realized in the two sectors defined by |⇑〉
and |⇓〉.
1. Wilson loop phase
We start by discussing the measurement of the Wilson loop
phase ∆ϕW = ϕW (π) − ϕW (0). The essential idea of
this part is based on the schemes [16, 38] for measuring Zak
phases within a single band. To make the measurement more
robust, we suggest a spin-echo type measurement as depicted
in FIG. 12. In the movements along ky , ⇑ (⇓) atoms pick up
geometric Wilson loop phases ϕW (π) (ϕW (0)), while geo-
metric phases corresponding to movements along kx cancel.
We assume an initial wavepacket of atoms in some su-
perposition state |ψ0, k〉 of bands I, II at quasi-momentum
k = (−π, π/2), and in the internal state |⇑〉. A π/2-pulse
between the internal states |⇑〉, |⇓〉 then creates a superposi-
tion
|Ψ1〉 = 1√
2
(|⇑〉+ |⇓〉)⊗ |ψ0, k〉 .
A Zeeman field gradient for interferometric spins |⇑〉, |⇓〉,
HˆZ =
∫
d2r f0 · r
(
Ψˆ†⇑(r)Ψˆ⇑(r)− Ψˆ†⇓(r)Ψˆ⇓(r)
)
(41)
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with f0 ∝ ey moves ⇑ (⇓) atoms to ky = π (ky = 0) at fixed
kx = −π and the state is given by
|Ψ2〉 = 1√
2
(
|⇑〉 Uˆ (+)⇑ |ψ0, (−π, π)〉
+ |⇓〉 Uˆ (−)⇓ |ψ0, (−π, 0)〉
)
.
Here Uˆ (±)⇑,⇓ denote the propagators of the corresponding paths,
see FIG.12.
Next, an equal potential gradient along ex is applied such
that atoms move from kx = −π at time t1 to kx = π at time
t2. We assume this to be done in a TR invariant fashion, i.e.
kx
(
t2 − t1
2
− δt
)
= kx
(
t2 − t1
2
+ δt
)
,
where kx(t) is a function of time t. Thereby atoms only pick
up the U(1) phases ϕU (kTRIMy ) from Eq.(36) as discussed in
subsection IV A and their quantum state is described by
|Ψ3〉 = 1√
2
(
eiϕU (pi) |⇑〉 Uˆ (+)⇑ |ψ0, (π, π)〉
+ eiϕU (0) |⇓〉 Uˆ (−)⇓ |ψ0, (π, 0)〉
)
.
As pointed out in Sec.IV A adiabaticity is only required with
respect to the conduction band in this step.
Finally, reversing the first part of the protocol and moving
the atoms back to k = (π, π/2) = (−π, π/2) mod 2π yields
the final state
|Ψ4〉 = 1√
2
(
eiϕU (pi) |⇑〉 Uˆ (−)⇑ Uˆ (+)⇑ |ψ0, (π, π)〉
+ eiϕU (0) |⇓〉 Uˆ (+)⇓ Uˆ (−)⇓ |ψ0, (π, 0)〉
)
. (42)
Note that dynamical Zeeman-phases due to the different Zee-
man fields felt by ⇑, ⇓ Eq.(41) cancel when the protocol ap-
plied at kx = π reverses that at kx = −π.
To realize a Ramsey interferometer, we have to make sure
that Uˆ (−)⇑ Uˆ
(+)
⇑ = e
iϕy,⇑ and Uˆ (+)⇓ Uˆ
(−)
⇓ = e
iϕy,⇓ only con-
stitute dynamical phases but not geometric phases or band-
mixing between I and II. This can be realized either by a
completely non-adiabatic protocol (with aF ≫ ∆I−II) or a
completely adiabatic protocol (with aF ≪ ∆I−II). In the for-
mer case dynamical phases are negligible while non-Abelian
geometric U(2) propagators cancel, i.e. ϕy,⇑/⇓ ≈ 0. In the
latter case in contrast, there is no band-mixing between I, II
and geometric Zak phases cancel while non-vanishing dynam-
ical U(1) phases ϕy,⇑/⇓ ∝ 1/F are picked up.
The Ramsey signal ΦR, given by the phase difference be-
tween the ⇓ and ⇑ components in Eq.(42), thus yields ΦR =
ϕU (0) − ϕU (π) + ϕy,⇓ − ϕy,⇑. Using Eq. (36) we find that
the geometric part of the Ramsey signal is given by the Wilson
loop phases,
ΦR = ∆ϕW + ϕdyn︸︷︷︸
∝1/F
.
Here ϕdyn summarizes all dynamical phases, and they are
inversely proportional to the driving force F . Therefore re-
peating the whole cycle after rescaling the time-scale by some
factor allows to measure the dynamical phases, as long as
adiabaticity with respect to the conduction band is still ful-
filled. Moreover we can see that symmetries of the band struc-
ture might be helpful to minimize these dynamical phases and
should be considered in a concrete setup.
2. Total Zak phase
Next we turn to the measurement of total Zak phase wind-
ing Eq. (38). We will discuss spin-echo type measurements
which directly yield the differenceΦ(ky+δky)−Φ(ky) while
canceling all dynamical phases. The sequence described in the
following is depicted in FIG. 13.
We assume starting with atoms in the upper band |u〉 at
k = (0, ky) in the state
|Ψ1〉 = |u, (0, ky)〉 ⊗ (|⇑〉+ |⇓〉) /
√
2.
Then a Zeeman field gradient Eq.(41) along f0 ∝ ex for ⇑,
⇓ can be used to move the ⇑ atoms in positive kx direction
to k = (2π, ky) and the ⇓ atoms in opposite direction to
k = (−2π, ky). After a displacement by δky using a po-
tential gradient (equal for both interferometric spins ⇑, ⇓) the
sequence is reversed at ky + δky . The final state is given by
|Ψ2〉 = 1√
2
(
|⇑〉 ⊗ Uˆ⇑ |u〉+ |⇓〉 ⊗ Uˆ⇓ |u〉
)
. (43)
From Eq. (39) we find that dynamical phases vanish (in-
cluding Zeeman phases from the different potential gradients)
and the total accumulated phase yields twice the change of the
total Zak phase,
i log det
(
Uˆ †⇓Uˆ⇑
)
= −tr
∮
C
dk · Aˆ ≡ 2∆Φ.
Here C denotes the (counterclockwise) contour through the
BZ shown in FIG. 13. Consequently it is sufficient to measure
only det
(
Uˆ †⇓Uˆ⇑
)
, and according to Eq. (40) we have
i log det
(
Uˆ †⇓Uˆ⇑
)
= 2η⇓ − 2η⇑.
FIG. 13. Spin-echo type measurement of the total Zak phase ∆Φ =
Φ(ky + δky) − Φ(ky). The two bands and the relevant propagators
are shown. Note that two periods are shown in kx-direction.
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Next we assume that the two bands |u, l〉 are individually
addressable experimentally; This is feasible with current ex-
perimental technology, see e.g. [67]. The population in the
upper band of the final state Eq. (43) is described by the wave
function
|ψu〉 = 1√
2
(
eiη⇑α⇑ |⇑〉+ eiη⇓α⇓ |⇓〉
)
.
After measuring the populations |α⇑,⇓|2 standard Ramsey
pulses between the spin states |⇑〉, |⇓〉 can be used to obtain
the phase-difference,
∆φu = η⇑ + arg(α⇑)− η⇓ − arg(α⇓).
Analogously one finds for the populations in the lower band
when also starting in the lower band
|ψl〉 = 1√
2
(
eiη⇑α∗⇑ |⇑〉+ eiη⇓α∗⇓ |⇓〉
)
and the corresponding phase difference is given by
∆φl = η⇑ − arg(α⇑)− η⇓ + arg(α⇓).
Finally combining these equations, we find that the change of
the total Zak phase is
2∆Φ = ∆φu +∆φl.
Note that if α is too small one may use a protocol which
starts from atoms in the lower band again but detects the re-
sulting wave function in the upper band. A similar calculation
as above can be done and one can again infer the total Zak
phase 2∆Φ.
V. SUMMARY AND OUTLOOK
Summarizing, we have shown that the Z2 invariant classify-
ing time-reversal invariant topological insulators can be mea-
sured using a combination of Bloch oscillations and Ramsey
interferometry. The interferometric signal yields direct infor-
mation about the topology of the bulk wavefunctions. We pre-
sented two schemes which are both applicable to realizations
of topological insulators in ultra-cold atoms in optical lattices
without the need of introducing sharp boundaries and resolv-
ing any edge states. Similar schemes have already been real-
ized experimentally [16] in 1D systems and discussed theoret-
ically for 2D Chern numbers [38]. Unlike these situations the
measurement of the Z2 invariant requires non-Abelian Bloch
oscillations (i.e. some form of band switchings) and makes
the interferometric protocol more involved.
Our first scheme (”twist scheme”) uses the fact that the
Z2 invariant is the difference of time-reversal polarization at
kTRIMy = 0 and kTRIMy = π, which itself is a difference of
Zak phases. Since standard time-reversal polarization is dis-
continuous however, its difference can not be formulated as a
winding. To circumvent this issue we developed a continuous
generalization of time-reversal polarization P˜θ , the winding
of which gives the Z2 invariant,
ν2D =
∫ pi
0
dky ∂ky P˜θ(ky) mod 2.
We further laid out a measurement protocol for continu-
ous time-reversal polarization, employing a combination of
Abelian (i.e. adiabatic) Bloch oscillations with Ramsey pulses
between the two valance bands required by TR symmetry.
Such Ramsey pulses can easily be realized by shaking the
optical lattice and using the coupling of the bands through
non-Abelian Berry connections. We also pointed out that a
general coupling scheme realizing the required Ramsey pulses
does not work since the phases of the corresponding coupling
constants at different points in the BZ are generally unknown.
Our scheme is readily applicable in the suggested experimen-
tal setup [31]. Most importantly, it does not require any addi-
tional degrees of freedom to perform Ramsey interferometry.
The second scheme (”Wilson loop scheme“) uses a for-
mulation of the Z2 invariant in terms of non-Abelian Wil-
son loops. In particular our protocol relies on an expression
which involves eigenvalues of Wilson loops along with total
Zak phases,
ν2D =
1
π
(
∆ϕW − 1
2
∆Φ
)
mod 2.
The Wilson loop phase ∆ϕW is the difference of polariza-
tions at ky = π and ky = 0. We showed that to measure the
polarization of a band at time-reversal invariant momentum
ky , the existence of the second (partly degenerate) Kramers
partner can be ignored. This is a direct consequence of TR
symmetry.
Secondly the winding ∆Φ of the total Zak phase is re-
quired. The total Zak phase is the sum of the Zak phases of
the two Kramers partners and therefore continuous through-
out the BZ. When the bands are separated by a sufficiently
large energy gap they can be measured independently, but
we also showed how one can still reliably measure their sum
when Abelian Bloch oscillations are not applicable e.g. due to
accidental degeneracies. The experimental realization of the
Wilson loop scheme requires a second copy of the quantum
spin Hall effect that can independently be controlled, making
it harder to implement in some of the existing proposals.
Although for the formulation of the two protocols we re-
stricted ourselves to two spatial dimensions, our scheme is
applicable to 3D TR invariant topological insulators as well.
The reason is that the 3D Z2 invariants (one strong and three
weak ones) can be expressed as products of 2D Z2 invariants
corresponding to specific 2D planes within the 3D Brillouin
zone [68] (see Appendix B 3). These constituting 2D invari-
ants can straightforwardly be measured with our scheme.
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Appendix A: Relation between Zak phase and Chern number
In the main text we mentioned that the Chern number is
related to the winding of the Zak phase across the BZ,
Ch = 1
2π
∫ pi
−pi
dky ∂kyϕZak(ky).
Here we present a simple proof of this formula by starting
from the definition of the Chern number as the (quantized)
Hall conductivity, see Eq.(4).
To this end we consider the 2D system as a collection of
1D systems labeled by their lattice momentum ky . Applying
an electric field Ey corresponds to driving Bloch oscillations,
i.e. the momentum ky changes in time according to eEy =
~∂tky . At the same time the polarization of each 1D system,
P (ky), changes accordingly, P (t) = P (ky(t)). If in time T ,
ky changes by 2π, we have ky(t) = k0y + tT 2π. The change
of the total polarization gives the current density
Jx =
e
TLy
∑
k0y
∫ T
0
dt ∂tP
(
k0y +
t
T
2π
)
,
where Ly is the length of the sample in y-direction. Since
∂kyP (ky) is 2π-periodic in ky this simplifies and we obtain
the relation to the Chern number:
σxy =
e2
h
∫ pi
−pi
dky ∂kyP (ky) =
e2
h
Ch.
Importantly, we use windings
∫
dky∂ky rather than differ-
ences because gauge-transformations can change the polariza-
tion by an integer. Note that due to the periodicity of P (ky) in
ky , Ch is quantized. Finally using Eq.(3) we can express the
Chern number as the winding of the Zak phase, as we wanted
to show.
Appendix B: Z2 topological invariant
In this Appendix we give a more rigorous but pedagogical
introduction to the different formulations of the Z2 invariant
used in the main text. It is written as self-contained as possible
and some results mentioned already in the main text will thus
be repeated.
1. Z2 invariant and time-reversal polarization
Our starting point are two copies (spin ↑ and ↓) of the quan-
tum Hall effect, where spin is conserved [Hˆ, σˆz ] = 0. In this
case the Z2 invariant is defined as the difference of the spin up
and down Chern numbers [6],
ν2D =
1
2
(Ch↑ − Ch↓) . (B1)
The Chern number is defined as the integral of the Berry cur-
vature F over the entire BZ [2],
Ch = 1
2π
∫
BZ
d2k ǫµ,ν∂µAν︸ ︷︷ ︸
=F(k)
, µ, ν = x, y,
where ǫµ,ν is the totally antisymmetric tensor.
The Chern number can be written as a winding of polariza-
tion across the BZ,
Ch =
∫ pi
−pi
dky ∂kyP (ky),
see Appendix A and recall that polarization and Zak phase
are related through Eq.(3). Therefore we can write the
Z2 invariant for the case of conserved spin Eq.(B1) in terms
of polarizations. When doing so we also use that F↓(−k) =
−F↑(k) as a consequence of TR invariance. Then we can ex-
press ν2D as a winding over only half the BZ,
ν2D =
∫ pi
0
dky ∂ky (P↑(ky)− P↓(ky)) . (B2)
Motivated by this expression and following Fu and Kane [56]
we can introduce the time-reversal polarization Pθ (TRP) of
two bands ↑, ↓ as
Pθ(ky) = P↑(ky)− P↓(ky).
Thus the last equation for the Z2 invariant Eq.(B2) states that
ν2D is given by the winding of TRP when spin is conserved.
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Fu and Kane [56] realized however that TRP is integer
quantized for TR invariant kTRIMy = 0,±π even in the pres-
ence of arbitrary SOC. In this case the emerging bands I and
II can no longer be labeled by their spin quantum number. It
can easily be checked that in TR constrained gauge, where
χ(k) = 0 is chosen in Eq. (6), P I = P II at kTRIMy = 0,±π
as a direct consequence of TR symmetry Eq.(6). Since gauge
transformations can only change polarizations by an integer
amount it follows that in a general gauge
Pθ(k
TRIM
y ) ∈ Z, kTRIMy = 0, π.
Therefore one can construct an integer quantized topological
invariant defined as the difference of TRP at TR invariant mo-
menta, ν2D = Pθ(π) − Pθ(0) ∈ Z. (We discuss below why
only two values are topologically distinct, which leads to the
Z2 classification.) Importantly for this definition a continuous
gauge has to be used in the entire BZ, since otherwise Pθ(π)
and Pθ(0) could independently be changed by discontinuous
gauge transformations. We note that such a gauge choice is
always possible when the total Chern number vanishes [70].
This is indeed the case here, since we may conclude from TR
symmetry that ChI + ChII = 0.
Finally we discuss why only a Z2 classification survives.
To this end we note that for a general Hamiltonian without ac-
cidental degeneracies, TRP can only change by ∆Pθ = 0,±1
between ky = 0, π. This is because otherwise there exists
some intermediate ky 6= 0,±π with P I = P II, and as pointed
out by Yu et.al.[58] small TR invariant perturbations can split
this degeneracy (of polarizations) away from Kramers de-
generacies, see FIG.2(d). Moreover since ∆P = −1 and
∆P = +1 only differ by exchanging up and down spins, they
should be topologically equivalent. Therefore the topologi-
cal invariant can only take two topologically distinct values
∆P = 0, 1 and we end up with
ν2D = Pθ(π) − Pθ(0) mod 2.
2. Wilson loops
In the main text Sec.II F we motivated U(2) Wilson loops
as natural generalizations of Abelian Zak phases (single band)
to multiple bands. We also mentioned their relation to the
Z2 invariant Eq.(12) which we will prove in this subsection.
To this end we first summarize the formulation of the
Z2 invariant derived by Fu and Kane [56]. They assumed the
most general gauge Eq.(6) which can be characterized by the
so-called sewing matrix,
ws,s′(k) = 〈us(−k)| θˆ |us′(k)〉 , (B3)
where s, s′ are band indices (I, II). Their expression for ν2D
reads
(−1)ν2D =
4∏
j=1
√
detw(Γj)
Pf w(Γj)
≡
4∏
j=1
δΓj . (B4)
Here Pf denotes the Pfaffian of an antisymmetric matrix, k =
Γj denote the four TRIM in the 2D BZ
Γ1 = (0, 0), Γ2 = (π, 0), Γ3 = (π, π), Γ4 = (0, π),
and the branch of the square root in Eq.(B4) has to be chosen
correctly, see [56]. Yu et.al. [58] calculated TR invariant two-
by-two Wilson loops (time reversed bands I and II) at kTRIMy =
0, π and found at kTRIMy = 0
Wˆ (0) = e−
i
2Φ(0) δΓ1 δΓ2 Iˆ2×2 = e
−iϕW (0) Iˆ2×2. (B5)
Here Φ(ky) denotes the total Zak phase, see Eq.(17). A sim-
ilar formula holds for kTRIMy = π with Φ(0) → Φ(π) and
δΓ1 δΓ2 → δΓ3 δΓ4 . (We generalized the proof given by these
authors from Wilson loops to arbitrary TR invariant propaga-
tors, and our generalized result can be found in Eq. (E10) in
Appendix E.)
To proceed we note that since the determinant of an anti-
symmetric matrix is given be the square of its Pfaffian,
detw(Γj) = Pf 2w(Γj), δΓ can only take the two values ±1,
δΓj =
√
Pf 2w(Γj)
Pf w(Γj)
∈ {±1} . (B6)
Therefore we may rewrite Eq.(B4) as
eipiν2D = (−1)ν2D = δΓ1 δΓ2
δΓ3 δΓ4
.
Taking the product of the Wilson loop at kTRIMy = 0 and the
inverse Wilson loop at kTRIMy = π we get according to Eq.(B5)
ei(ϕW (pi)−ϕW (0)) = e−i(Φ(0)−Φ(pi))/2 eipiν2D .
Therefore we have
ν2D =
1
π
(
∆ϕW − 1
2
(Φ(π)− Φ(0))
)
mod 2,
from which our previously claimed equation (12) immediately
follows using continuity of the total Zak phase Φ(ky).
We conclude this subsection by commenting on alternative
formulations of the Z2 invariant. In [56] the Z2 invariant was
expressed as an obstruction to continuously defining a gauge
in the BZ. This lead to a formulation of ν2D entirely in terms
of Berry’s connection and Berry’s curvature which is valid
however only when TR invariant gauge (i.e. χ(k) = 0 in
Eq.(6)) is used. We emphasize that the formula Eq. (12) we
employ in this paper also only involves Berry’s connections,
but without any restriction of the gauge. The relation between
the two expressions is shown in the Appendix F. Finally the
Z2 invariant is also related to the systems response to spin de-
pendent twisted boundary conditions which lead to the classi-
fication in terms of a Chern number matrix [48].
3. The 3D case
In 3D two kinds of topological invariants exist [68]. There
is one strong topological invariant, which is protected against
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TR invariant (non-magnetic) disorder. It can be written as a
product of 2D invariants for subsystems at different kz = 0, π:
(−1)ν3D = (−1)ν2D(kz=0) · (−1)ν2D(kz=pi).
On the other hand, there are also 3 additional weak topological
invariants which are not protected against any kind of disorder.
They as well may be formulated in terms of 2D invariants of
different subsystems:
(−1)νi = (−1)ν2D(ki=pi), i = x, y, z.
Consequently, measuring 3D Z2 invariants only requires the
measurement of the Z2 invariants of different 2D subsystems
within the 3D BZ.
Appendix C: Bloch oscillation’s equations of motion
Atoms in optical lattices undergo Bloch oscillations when
a constant force F(t) is applied. They can be described by the
following Schro¨dinger equation,
|ψ(r, t)〉 = (H ± F · r)︸ ︷︷ ︸
=HB
|ψ(r, t)〉 . (C1)
We assume that non-adiabatic conduction-band mixing is neg-
ligible. Using the Landau-Zener probability for band-mixing
one finds the following adiabaticity condition:
ωB = a|F| ≪ ∆
2
band2π
∆I−II
(C2)
with ∆band the band gap, ∆I−II the energy spacing between
valence bands I, II, a the size of the unit cell and ωB the Bloch
oscillation frequency. We may now decompose the wavefunc-
tion into Bloch states |Φs,k(r)〉:
|ψ(r, t)〉 =
∑
s=I,II
∫
BZ
d2k ψs,k(t) |Φs,k(r)〉 .
For simplicity we only consider the case of two bands s = I, II
here. Using orthogonality∫
d2r 〈Φs,k(r)| Φs′,k′(r)〉 = δ(k− k′)δs,s′ ,
one obtains equations of motion for the amplitudes ψs,k(t):
i∂tψs,k(t) =
∑
s′=I,II
∫
BZ
d2k′ ψs′,k′(t)×
∫
d2r 〈Φs,k(r)|HB |Φs′,k′(r)〉 .
With the Bloch theorem, |Φs,k(r)〉 = eik·r |us,k(r)〉, we find
∑
s′=I,II
∫
BZ
d2k ψs′,k′(t)F · reik
′·r |us′,k′(r)〉 =
= i
∑
s′=I,II
∫
BZ
d2k′ F · ∇k′ (ψs′,k′(t) |us′,k′(r)〉) eik
′·r.
After defining the time-dependent quasi-momentum
k(t) = k0 ∓
∫ t
0
Fdτ (C3)
and introducing the amplitudes at these k components,
φs,k(t) := ψs,k(t)(t),
it is easy to derive their equations of motion:
i∂tφs,k(t) =
∑
s′
[
±F(t) · As,s′ (k(t))
+Hs,s
′
(k(t))
]
φs,k(t).
Now each k-component sees a different t-dependent Hamilto-
nian but there is no mixing between different k. This is a direct
consequence of the translational symmetry of the problem.
Formally these equations can be solved by a time-ordered ex-
ponential, which translates into a path-ordered one when us-
ing Eq.(C3).
The full propagator is thus given by
Uk2,k1 = P exp

−i
∫ k2
k1
dk
(
A(k)± 1
F
H(k)
)
︸ ︷︷ ︸
=B(k)

 . (C4)
Appendix D: Non-universal Franck-Condon factor phases
In this appendix we discuss general interferometric se-
quences realizing the twist scheme presented in Sec. III. To
this end we consider the most general coupling scheme real-
izing Ramsey pulses between the two bands I, II. We show
that, in general, additional phases are picked up in the cycle
which depend on the intrinsic properties of the Bloch func-
tions. This rules out many simpler schemes realizing Ramsey
pulses between the two bands for the measurement of cTRP.
We start by formalizing the idea of a band-switching, which
is realized by some time-dependent microscopic Hamiltonian
Hˆrf(t) = ei(ϕE+ωrft)pˆ,
with ωrf the frequency of the (typically radio-frequency, rf)
transition,ϕE the phase of the driving field and pˆ some micro-
scopic operator coupling the two bands (called pˆ in analogy to
an atomic dipole operator in quantum optics).
In a rotating frame and in the Bloch function basis this
Hamiltonian may generally be described by
Hˆrf(k) = Ωrf(k) |u, k〉 〈l, k|+ h.c., (D1)
where Ω(k, t) = eiϕΩ(k) cos (ωrf(k) t) is the Rabi frequency
for atoms at quasi-momentum k. The phase ϕΩ = ϕE + ϕ˜FC
of the driving is then determined by the phase of the driv-
ing field ϕE relative to the phase ϕ˜FC of the corresponding
Franck-Condon (FC) factors
ϕ˜FC = arg 〈u, k| Hˆrf(0) |l, k〉 , (D2)
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with arg denoting the polar angle of a complex number.
When transitions take place between given atomic (e.g. hy-
perfine) states one can make use of the freedom in the choice
of the global U(1) phase in order to eliminate the appearance
of FC factor phases. In our case however two FC phases ap-
pear at the two band switching points kx = 0, π and only one
of them may be eliminated using the global U(1) gauge free-
dom.
The difference between FC phases at different momenta
however carries information about the band structure and can
not be eliminated. In fact, it contains exactly those terms we
need to connect incomplete Zak phases from different bands
u and l in a meaningful way. To see this we decompose ϕ˜FC
into the gauge-dependent term ϕA from Eq. (24) and a gauge
invariant remainder
ϕFC := ϕ˜FC − ϕA. (D3)
To prove gauge invariance of ϕFC we note that the Hamilto-
nian (D1) is invariant under local U(1) gauge-transformations
in momentum space, |u, k〉 → eiϑu(k) |u, k〉 and analogously
for the lower band l. Therefore Ωrf transforms as Ωrf →
Ωrfe
i(ϑl−ϑu)
, and one easily checks that this is also how Au,lx
transforms. Since ϕE is gauge-invariant this shows that so is
ϕFC, and from now on we can forget about ϕ˜FC. Summarizing
we have
ϕΩ(k) = ϕFC(k) + ϕA(k) + ϕE(k).
It is crucial for our measurement scheme to consider FC
factor phases ϕFC, which in general take non-universal val-
ues. Let us illustrate this for a simple example. In exper-
imental schemes [30–32] the spin states ↑, ↓ are typically
proposed to be realized as hyperfine states. In general the
spins will be coupled in some way by the Bloch Hamilto-
nians Hˆ(k) (realizing SOC) and the FC phases depend on
the spin-mixture in the Bloch eigenfunctions. We will con-
sider a toy model of a two dimensional Hilbert space with
the two orthogonal bands |u〉 = αeiφα |↑〉 + βeiφβ |↓〉 and
|l〉 = βe−iφβ |↑〉 − αe−iφα |↓〉. Here the amplitudes α, β as
well as the phases φα, φβ are chosen to be real numbers.
The simplest rf Hamiltonian flips the spins but leaves spatial
coordinates unchanged,
Hˆrf = Ωrf |↑〉 〈↓|+Ω∗rf |↓〉 〈↑| . (D4)
According to Eqs.(D2) and (D3) we thus have ϕFC =
arg
(−α2e−2iφαΩrf + β2e−2iφβΩ∗rf) − ϕA. We note that
∆φ = φα − φβ is gauge invariant (up to 2π) and from the
last equation we conclude that the FC phase ϕFC generally
depends on ∆φ. Therefore a simple Ramsey pulse using rf
transition between internal spin states Eq.(D4) can generally
not be used to realize the band switchings required for the
measurement of cTRP, unless for some reason the intrinsic
FC phases ϕFC at the band switching points are known.
The scheme presented in Sec.III A yields universal FC
phases, i.e. ϕFC = 0 for the Hamiltonian given in Eq.(21).
This was achieved by coupling only to the motional degrees
of freedom but not to the (pseudo) spins ↑, ↓.
Appendix E: TR non-adiabatic loops
In this appendix we derive formulas for the propagators de-
scribing Bloch oscillations in 1D TR invariant band structures.
Our calculations straightforwardly generalize the results ob-
tained by Yu et.al. [58].
The generic form of the propagator describing Bloch oscil-
lations within two bands I, II between quasi momenta k1,2 is
derived in Appendix C, and it is given by (see eq(C4))
Uˆ(k2; k1) = P exp
(
−i
∫ k2
k1
dk Bˆ(k)
)
, k2 > k1.
Here Bˆ(k) describes geometrical as well as dynamical contri-
butions,
Bˆ(k) = Aˆ(k)± Hˆ(k)
F (k)
,
and the sign± corresponds to the direction of the driving force
F , cf. Eq.(C1). We will consider a single Kramers pair, i.e.
Aˆ, Bˆ, Hˆ, Uˆ are all two-by-two matrices in the band indices
I, II and θˆ = K(iσˆy) denotes TR. Furthermore we assume TR
invariant driving of the Bloch oscillations, i.e. forces at ±k
are related by F (−k) = F (k).
In the context of the QSHE these propagators correspond
to non-adiabatic generalizations of Zak phases along kx at
ky = 0, π. More specifically, for infinite driving F → ∞ (or
equivalently ‖Hˆ‖ → 0) they correspond to the non-Abelian
U(2) Wilson loops, Uˆ = Wˆ . For this case results were ob-
tained in [58], and in the following we will generalize the
latter to finite F . Generally one expects F 6= 0 to cause
qualitative changes of the propagators since the commutator
[Hˆ, Aˆ] 6= 0 in general. However, as will be shown below,
when TR invariant loops are considered, non-zero F only
yields a dynamical U(1) phase factor (instead of a U(2) ro-
tation).
In the following we will consider a general gauge charac-
terized by χ(k), see Eq.(6). Starting from |uI(k)〉 defined in
some continuous gauge on the entire BZ −π < k ≤ π, χ(k)
fixes
|uII(k)〉 = eiχ(−k)θˆ |uI(−k)〉 (E1)
for all k. We will without loss of generality assume a con-
tinuous gauge choice on the patches −π < k < 0 as well as
0 < k < π, whereas discontinuities of χ(k) are allowed at the
sewing points k = 0,±π. We note that in the construction of
the Bloch eigenfunctions the gauge-choice
|u(k +G)〉 = e−iGx |u(k)〉
was made with G ∈ 2πZ a reciprocal lattice vector, see [35].
This imposes a constraint on the possible discontinuities of
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χ(k) at k = 0, π since
|uI(π)〉 = e−i2pix |uI(−π〉
= −e−i2pixeiχ(−pi)θˆ |uII(π)〉
= −e−i2pixeiχ(−pi)θˆe−i2pix |uII(−π)〉
= −eiχ(−pi)θˆeiχ(pi)θˆ |uI(π)〉
= ei[χ(−pi)−χ(pi)] |uI(π)〉 .
Therefore χ(−π)−χ(π) ∈ 2πZ, and similarly around k = 0.
Defining the difference
η(k) := χ(k)− χ(−k) (E2)
we thus obtain
η(0), η(π) ∈ 2πZ. (E3)
Using the relation (E1) we find by an explicit calculation
θˆ†Aˆ(−k)θˆ = Ξˆ†kAˆ(k)Ξˆ(k) + ∂k diag (χ(k), χ(−k)) , (E4)
where the gauge choice enters in the definition of the follow-
ing unitary matrix
Ξˆk = diag
(
e−iη(k)/2, eiη(k)/2
)
. (E5)
Using TR invariance, θˆ†Hˆ(−k)θˆ = Hˆ(k) and F (−k) =
F (k), together with the fact that Hˆ(k) = diag (EI, EII) such
that [Hˆ, Ξˆk] = 0, we find that also
θˆ†Bˆ(−k)θˆ = Ξˆ†kBˆ(k)Ξˆk + ∂k diag (χ(k), χ(−k))
This can be rewritten as
θˆ†Bˆ(−k)θˆ = Ξˆ†kBˆ(k)Ξˆk+ iΞˆ†k∂kΞˆk+
1
2
∂k (χ(k) + χ(−k)) ,
where the first two terms on the right hand side describe a
gauge transformation of the effective connection Bˆ when Ξˆk
is a continuous unitary matrix. This condition is indeed ful-
filled on the two patches (0,±π) since η(k) Eq.(E2) was cho-
sen continuously there. From the transformation properties of
Wilson loops under this gauge transformation [69] we obtain:
θˆ†Uˆ(0;−k)θˆ = Ξˆ†0Uˆ(k; 0)†Ξˆk e−iΛ (E6)
where Λ = 12
(
χ(0−) + χ(0+)− χ(−k)− χ(k)).
Now we will derive a second expression for the transforma-
tion properties of Uˆ(0;−k) under TR. Since Bˆ† = Bˆ we may
write it as
Bˆ = BU(1)Iˆ2×2 +
∑
j=1,2,3
BSU(2),jσˆj , (E7)
with BSU(2),j and BU(1) real numbers. From Eq.(E7) and
using θˆ†σˆj θˆ = −σˆj for j 6= 0 we obtain
θˆ†
(
−iBˆ(k)
)
θˆ = −iBˆ(k) + 2iBU(1)(k)ˆI2×2,
and therefore we also find
θˆ†Uˆ(k; 0)θˆ = Uˆ(k; 0) exp
(
2i
∫ k
0
dk BU(1)(k)
)
. (E8)
Combining the results from Eqs. (E6) and (E8), we obtain
for TR symmetric propagators from −k to k:
Uˆ(k;−k) = Uˆ(k; 0)Uˆ(0;−k)
= θˆ
[
θˆ†Uˆ(k; 0)θˆ
] [
θˆ†Uˆ(0;−k)θˆ
]
θˆ†
= θˆUˆ(k; 0)e(2i
∫ k
0
dk BU(1)(k)−iΛ) Ξˆ†0Uˆ(k; 0)
†Ξˆkθˆ
†
= exp
(
−2i
∫ k
0
dk BU(1)(k) + iΛ
)
θˆΞˆ†0Ξˆkθˆ
†.
In the last step we used the fact that Uˆ(k; 0) is unitary, as well
as the integer quantization of η(0) Eq.(E3)
Ξˆ0 = diag
(
e−iη(0)/2, eiη(0)/2
)
= (−1)η(0)/2pi Iˆ2×2. (E9)
The result can be further simplified by noting that
BU(1)(−k) = 1
2
trBˆ(−k)
=
1
2
tr
(
KBˆ(−k)K
)
(Bˆ† = Bˆ)
=
1
2
tr
(
θˆ†Bˆ(−k)θˆ
)
=
1
2
tr
(
Ξˆ†kBˆ(k)Ξˆk
)
+
1
2
∂k
(
χ(k) + χ(−k))
= BU(1)(k) + 1
2
∂k
(
χ(k) + χ(−k)).
Using this we have
−2i
∫ k
0
dk BU(1)(k) = −i
∫ k
−k
dk BU(1)(k)− iΛ,
and we thus obtain
Uˆ(k;−k) = e(−i
∫
k
−k
dk BU(1)(k)) θˆΞˆ†0Ξˆkθˆ
†.
Note that until here even the phases of the matrices are well
defined (i.e. the above calculations can be thought of being
performed on a Riemann surface in the complex plane). We
will now drop this additional constraint and using Eq.(E9) we
finally obtain the full propagator as
Uˆ(π;−π) = (−1)
η(0)+η(pi)
2pi e(−i
∫ pi
−pi
dk BU(1)(k))
Iˆ2×2.
The factor (−1)
η(0)+η(pi)
2pi can be related to the Pfaffian-
expressions Eq.(B6). Therefore we note that
w(k) =
(
0 −e−iχ(−k)
e−iχ(−k) 0
)
and thus detw(k) = ei(χ(k)+χ(−k)) as well as Pf w(k) =
−e−iχ(k). To evaluate Eq.(B6) it is important to choose the
23
branch cut of the square root correctly [56]. To avoid these
difficulties we use the simpler but lengthy formula δ0δpi =
(−1)Pθ with the expression for TRP [56]
Pθ =
1
2πi
[∫ pi
0
dk ∂k log detw(k)− 2 log
(
Pf w(π)
Pf w(0)
)]
=
1
2π
[
−χ(π)− χ(−π) + χ(0+) + χ(0−)
− 2 log e−iχ(pi)+iχ(0+)
]
=
1
2π
[η(π)− η(0)] + 2Z.
Therefore we end up with
Uˆ(π;−π) = δ0δpi exp
(
−i
∫ pi
−pi
dkx BU(1)(kx)
)
Iˆ2×2.
(E10)
By taking the limit F → ∞ in Eq.(E10) we recover the
Wilson loop phase
e−iϕW = δ0δpi exp
(
−i
∫ pi
−pi
dkx AU(1)(kx)
)
derived in [58]. Thus our final result for the propagator of gen-
eral TR invariant Bloch oscillations within a single Kramers
pair reads
Uˆ(π;−π) = e−iϕW exp
(
∓i 1
2F
tr
∫ pi
−pi
dkx Hˆ(kx)
)
.
(E11)
Appendix F: Relation to to the TR constraint formula for ν2D
Fu and Kane [56] identified the Z2 invariant as an obstruc-
tion for a continuous definition of the gauge respecting TR
symmetry, i.e. where χ(k) = 0 in Eq.(6). If such a gauge is
chosen, they showed that the Z2 invariant can be written as
ν2D =
1
2π
(∫
∂τ1/2
dℓ trA−
∫
τ1/2
dτ1/2 trF
)
mod 2,
(F1)
where F = dA+A∧A denotes the Berry curvature and τ1/2
half the BZ. Importantly, the gauge is generally not continuous
on ∂τ1/2. If it is however, Stokes theorem immediately gives
ν2D = 0. The second term in (F1) may be rewritten as
− 1
2π
∫
dτ1/2 trF =
1
2π
(Φ(π)− Φ(0)) ,
see Appendix A. This is exactly the second, gauge-invariant
term in Eq. (12). Since the TR invariant gauge was used, the
Zak phases of different Kramers partners are equal. Identify-
ing points in the BZ at kx = ±π we can thus write:
1
2π
∫
∂τ1/2
dℓ trA = − 1
π
[ϕsZak(π)− ϕsZak(0)] ,
where s = I, II. Since Wilson loop phases coincide with Zak
phases, see Eq.(37),
1
2π
∫
∂τ1/2
dℓ trA = − 1
π
∆ϕW mod 2.
We therefore recover the gauge-invariant formulation (12) in-
volving TR Wilson loop phases.
