It was reported that time-resolved reflectance measurements carried out during inflow and washout of an optical contrast agent may provide information on the blood supply to the brain cortex of human adults. It was also shown that a measurement of fluorescence excited in the dye circulating in the brain is feasible. Unfortunately, patterns of time-resolved fluorescence signals observed during in vivo measurements are difficult to interpret. The aim of this study was to analyze the influence of several factors on the fluorescence signals measured during in vivo experiments. A laboratory instrument for recording the distributions of arrival of fluorescence photons was constructed and optimized for measurements on humans. Monte Carlo simulations and laboratory measurements on liquid phantoms as well as in vivo measurements on healthy volunteers were carried out. An influence of source-detector separation, position of the source-detector pair on the head, as well as a dose of the injected indocyanine green (ICG) on the fluorescence signals were studied in detail. It was shown that even for a small dose of ICG (0.025 mg kg −1 ) the time-resolved signals can be successfully detected on the surface of the head. Strong influence of the studied factors on the fluorescence signals was observed. It was also noted that the changes in moments of distributions of 
arrival times of fluorescence photons depend on the anatomical structure of the tissues located between the source and the detector.
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Introduction
Advanced medical imaging techniques like magnetic resonance imaging (MRI) (Schlaug et al 1999) , computed tomography (CT) (Miles 2006) or positron emission tomography (PET) (Bruehlmeier et al 2004 , Gruner et al 2011 represent very useful tools for clinical assessment of brain perfusion and metabolism. However, they are expensive and inapplicable for examination at the bedside. A cheaper, mobile, alternative method is based on near infrared spectroscopy (NIRS) (Jobsis 1977 , Villringer and Chance 1997 , Kusaka et al 2001 . This optical technique allows for assessment of changes in oxy-and deoxyhemoglobin by using differences of their spectral properties in near infrared region. Continuous wave NIRS is based on measurements of attenuation of constant intensity light delivered to the studied tissue. This method has already been thoroughly tested and used as an useful tool in clinical studies also for assessment of oxygenation changes in the human brain tissue (van Rossem et al 1999 , Murata et al 2000 , Obrig and Villringer 2003 . Time-resolved near infrared spectroscopy (trNIRS) (Patterson et al 1989 , Hebden et al 1991 , Hebden and Wong 1993 is the most advanced optoelectronic method used for brain oxygenation assessment studies and allows for measurement and imaging of tissue optical parameters. This method is based on emission of picosecond light pulses into the tissue and measurements of the temporal broadening of these pulses during light penetration between the emission and detection points (Hebden et al 1991 , Alfano et al 1997 , 1998 . The method allows for brain oxygenation monitoring and imaging . It was also reported that the time-resolved technique allowed to separate the optical signals originating directly from the brain and to avoid influence of signal components from the extracerebral tissue compartments (Hielsher et al 1994 .
The trNIRS technique was also applied in combination with the injection of an optical contrast agent revealing a high absorption in the near-infrared wavelength region. Indocyanine green (ICG) is a popular optical contrast agent which is relatively non-toxic (Kuebler et al 1998 , Desmettre 1999 , Keller et al 2003 , Intes et al 2003 and was already used in several clinical applications (Hope-Ross et al 1994 , He et al 1998 , Hopton et al 1999 , Desmettre et al 2000 , de Liguori Carino et al 2009 , Sheng et al 2009 . Monitoring of cerebral blood volume (Hopton et al 1999 , Keller et al 2003 and cerebral blood flow (Kuebler et al 1998 , Patel et al 1998 , Kohl-Bareis et al 2002 , Brown et al 2002 is feasible with analysis of ICG bolus inflow into the brain tissue. It was reported that trNIRS measurements combined with monitoring of ICG inflow may be used for bedside assessments of cerebral perfusion deficits in patients with acute ischemic stroke (Liebert et al 2005 , Steinkellner et al 2010 . In recent reports it was shown that the fluorescent light can be excited in the dye circulating in the human brain and detected on the surface of the head through an intact skull (Liebert et al 2006 , Steinbrink et al 2008 . Series of phantom experiments were carried out in order to validate the time-resolved fluorescence in vivo measurements . In order to facilitate interpretation of fluorescence, signals measured on the head, Monte Carlo simulations can be used (Mudra et al 2006 , Kumar et al 2006 . The analysis of light propagation with use of an efficient Monte Carlo code showed that the temporal pattern of changes in moments of distributions of times of arrival of fluorescence photons are similar to the reflectance simulations and can be explained by the faster inflow of the ICG to the brain than to the skin (Liebert et al 2006 , Steinbrink et al 2008 .
Measurements of time-resolved fluorescence can potentially be used for depth discrimination due to specific changes in time-resolved signal caused by the inflow of optical contrast agent into layers of the tissue located at different depths. Moreover, the fluorescence signals revealed higher sensitivity to the inflow of the dye in comparison to the diffuse reflectance . Unfortunately, patterns of signals observed during in vivo fluorescence measurements remain difficult to interpret. The aim of this study was to analyze the influence of several methodological factors on the time-resolved fluorescence signals measured during in vivo experiments.
Methods

Monte Carlo simulations
The Monte Carlo code which was applied for this study was described in detail elsewhere . In all simulations, isotropic scattering was assumed considering large source-detector separation in comparison to the mean free path of the photons . The Monte Carlo algorithm is based on assumption that the paths of fluorescence and excitation photons are the same which means that the scattering properties of the medium at both wavelengths are the same. This assumption is not far from reality considering that the difference between excitation and emission wavelengths for ICG-based experiments is rather small (760-820 nm) and that the variability of optical properties (especially reduced scattering coefficient μ s ) of the tissue in this wavelength region is limited (Niemz 2003 , Srinivasan et al 2005 . Assumption related to the similarity of the scattering coefficient at excitation and emission wavelengths allowed it to obtain the results of Monte Carlo simulations for various combinations of absorption coefficient at excitation wavelength in layers of the model in reasonable time. Moreover, these fast simulations can be carried out even for large interoptode distances.
For every position in which the photon changes its direction, the Monte Carlo algorithm allows one to calculate probabilities of
• survival of the excitation photon during its travel from the source position to the location in which it is converted to a fluorescence photon; • conversion of the excitation photon to the fluorescence photon;
• survival of the fluorescence photon during its travel from the conversion point to the escape point on the surface of the model.
The conversions of excitation photons to fluorescence photons occurring along the path between the source position and escape point represent independent events. These events cannot occur for any single simulated photon assuming that the photon undergoes only single conversion during its travel from source to the detector. The Monte Carlo algorithm calculates the weight of every fluorescence photon on the detection spot by summing up the products of the three probabilities listed above over all positions of change of direction of the photon. The algorithm allows for efficient simulations for different combinations of absorption properties of the dye and medium at excitation and emission wavelengths.
It was assumed that every photon absorbed by the fluorophore contributed to the fluorescence signal detected on the surface of the medium. It should be noted that for the dye used in experimental study the fluorescence conversion efficiency is only a few percent (Benson and Kues 1978 , Philip et al 1996 , Sevick-Muraca et al 1997 . However, in analysis of the results of the simulations we focused on relative changes in probability of arrival of fluorescence photons to the detector. Therefore the conversion efficiency did not influence significantly the results of simulations.
In all simulations the following initial optical properties of both layers of medium were applied: absorption coefficient of the medium at excitation wavelength μ ax = 0.12 cm −1 , absorption coefficient of the medium at emission wavelength μ am = 0.04 cm
, reduced scattering coefficient of the medium at excitation and emission wavelength μ sx = μ sm = 10 cm −1
, refractive index n = 1.4. The absorption coefficient of the dye at emission wavelength was assumed to be constant during the simulation μ afm = 0.001 cm −1
. The superficial (extracerebral) layer was assumed to be 1 cm thick and the deeper (superficial) layer was 1 m thick (which mimics a semi-infinite medium). Changes in moments of distributions of times of arrival (DTA) of fluorescence photons caused by simulated changes of absorption coefficient at excitation wavelength μ afx for this two-layered model were analyzed.
The changes in μ afx were described with the use of residual function R(t) modeled by the formula proposed by Leung et al (2007) :
where MTT is mean transit time, and β the dispersion. For the description of inflow to the brain tissue compartment, these parameters were: MTT = 4 s and β = 0 + s, and MTT = 6.5 s and β = 6 s for extracerebral tissues. The concentration of the ICG in tissue C ICG can be modeled by
where C IC Gart (t) is the function proposed by Leung et al (2007) based on the report of Stow and Hatzel (1954) . C IC Gart (t) is corresponding to arterial input function. Finally, for simulations of a time course of μ afx the following function was adopted:
where C ICG (t) is the modeled concentration of ICG in the tissue as a function of time t; C IC Gmax is the maximum value of the modeled ICG concentration for the whole range of t; μ afx min and μ afx max are the parameters allowing one to simulate different initial levels of μ afx and amplitudes of the change, respectively. This formula was used to describe inflow and washout of ICG in upper and lower layers of the model which reflect intra-and extracerebral tissue compartments during typical measurement of the head (figure 1). Faster inflow of the dye to the lower (intracerebral) compartment and slower washout in the upper (extracerebral) tissue was considered according to previously reported patterns (Kohl-Bareis et al 2002, Liebert et al 2004 , Leung et al 2007 . Furthermore, in order to simulate different concentrations of ICG which circulates in these two tissue layers, two times larger amplitudes of the absorption coefficient change (μ afx max -μ afxmin ) in the intracerebral compartments was considered (see figure 2(a)). During in vivo experiments the concentration-dependent signals were obtained with consecutive injections. In these series of injections the initial concentration of the dye μ afxmin increases according to the resting concentration of the dye in the tissue resulting from previous injections. Thus, in order to reflect this experimental situation in the Monte Carlo simulations the increase in initial concentration of the dye in the layers of the model was applied. Additionally, an increase of amplitude of the change in absorption coefficient at excitation wavelength for both For each of the scenarios of changes in μ afx shown in figure 2 a total of N = 10 7 of photon packages were simulated. Simulation for a single scenario took about 30 min on a single-core 2.4 GHz PC. The DTAs of fluorescence photons were analyzed by calculation of their statistical moments (Liebert et al 2003 , Ducros et al 2009 : total probability of photon detection P tot (zeroth moment of the DTA) and mean time of arrival of fluorescence photons <t> (first centralized moment of the DTA). 
Instrumentation
The experimental system used for data acquisition was based on the setups described in detail in our previous reports (Kacprzak et al 2007 . The instrument was equipped with two semiconductor laser heads (PicoQuant, Germany) operating at 760 nm. The laser pulses were transmitted to the studied medium with step-index optical fibers (diameter 400 μm, Thorlabs). Electronic delay line (Kentech, UK) was used in order to provide a delay between pulses generated by both laser heads. Light remitted from the medium was transmitted to the photodetectors with the use of four bifurcated fiber bundles (Loptek, Germany). The acquisition of distributions of times-of-flight of photons was carried out with the use of four sets of photomultiplier tubes (R7400U-02, Hamamatsu Photonic, Japan) and time correlated single photon counting (TCSPC) PCI cards (B&H, Germany). Interference filters (800LP, TFI Technologies, USA) were applied in each detection channel which allowed them to block excitation light and record the DTA of fluorescence photons. The data acquisition was triggered with a frequency of 10 Hz and the photons collection time was 95 ms. Additionally, measurements of the instrumental response function (IRF) and data noise level (DNL) were carried out. Mean width of the IRF was about 180 ps. The DTAs of fluorescence photons were acquired synchronously in three or four (depending on experiment procedure) measurement channels. For fixation of the source fibers and detecting bundles during the in vivo experiments a flexible optode holder made of copper sheet and plastic foam was applied. Configurations of the optode holders in respect to the subject head are presented in figure 3. In the first experiment (figure 3(a)) two source fibers and two detection bundles were located on each hemisphere in such a way that they formed a square with side lengths of 3 cm on each hemisphere. Optode holders were centered on the patient's head according to C3 and C4 positions of 10-20 EEG system (see figure 3 ). In the second experiment (figure 3(b)) two source fibers and four detection bundles were located on the left hemisphere of the volunteer over the EEG C3 position. Detection bundles were positioned in line symmetrically on both sides of the C3 point. Source-detector separations on each side were fixed at 3 cm and 3.5 cm.
The measured DTAs of fluorescence photons were analyzed by calculation of their statistical moments (Liebert et al 2003) : total number of photons N tot (zeroth moment of the DTA) and mean time of arrival of fluorescence photons <t> (first centralized moment of the DTA). In the preprocessing phase of signal analysis the DNL correction was performed and subtraction of the background level was carried out. Signal analysis was carried out in a Matlab 13 environment (Mathworks Inc., USA). The signals corresponding to the changes in moments of the DTAs were smoothed with a 3 s long moving average.
Phantom experiments
In all phantom experiments a container made of black plastic material with a volume of about 6 dm 3 (20 cm × 20 cm × 15 cm) was used. The container was filled with a 1:3 mixture of milk (fat content 3.2 %) and water. A small amount of ink (Black Indian Ink, Winsor&Newton, UK), was added to the milk and water mixture in order to obtain optical properties similar to the properties of human tissue (μ a ≈ 0.035 cm −1 and μ s ≈ 12.5 cm
−1
). A dose of 1 ml of 1:100 ink solution was added to every liter of the milk-water mixture. Measurements were carried out in three series of experiments:
(a) On the homogeneous phantom with four source-detector separations and different concentrations of the fluorophore. A single source position and four detection positions which formed four source-detector pairs (with source-detector separation of 1 cm, 2 cm, 3 cm and 4 cm) were used. Concentration of ICG in the phantom solution was increased in 100 steps from 0 to 0.65 μM. (b) On the phantom with dynamic inflow of the fluorophore at two different depths for different concentrations of the fluorophore in bolus and single source-detector separation (see figure 4(a) ). Transparent PVC tube (ID = 3 mm and OD = 3.8 mm) was located at two different depths (0 cm and 2 cm) in respect to the surface of the phantom. Location of the source-detector pairs in respect to the tube location is shown in figure 4(a) . In order to mimic dynamic inflow of the fluorophore a laboratory setup with a peristaltic pump described elsewhere was applied. Five different doses of ICG in the range from 0.08 to 1.03 μM were injected into the tube. ICG was diluted in 3 ml of the milk-water-ink solution which filled the container. (c) On the phantom with dynamic inflow of the fluorophore with four source-detector separations (see figure 4(b) ). In this configuration measurements were carried out for different source-detector separations (1.5 cm, 3 cm, 4.5 cm and 6 cm). A bolus containing 0.39 μM of ICG was injected into the tube which was located at two different depths (0 cm and 2 cm) in respect to the surface of the phantom.
In vivo experiments
In vivo measurements were carried out on a group of five healthy volunteers in two series of experiments with configurations of optodes presented in figure 3 . The study group consisted of four men and one woman (mean age 32). They were fair-skinned, with a natural hair color in shades from light to dark. In all in vivo tests the subjects were examined in the supine position. Indocyanine green (ICG; Pulsion, Germany) was rapidly injected (time of about 1 s) into the forearm vein and flushed by a consecutive quick injection of 10 ml of normal saline. In the first series of experiments, carried out in the optode configuration presented in figure 3(a) , different doses of ICG (from 1 to 6 mg) were used. Considering the dilution of the dye during passage through the heart and lungs and content of the blood in the tissues of interest, these doses of ICG correspond to concentrations from 0.15 to 0.92 μM of ICG reaching the brain (Liebert et al 2006) . In the second series of measurements (configuration of the optodes shown in figure 3(b) ) a set of two source positions and four detection spots positioned on the left hemisphere were used. In this experiment 5 mg of ICG diluted in 5 ml of aqua pro injection was injected and the impact of changes of the position of the source-detector pair in respect to the head was demonstrated.
Results
Monte Carlo simulations
Normalized changes in total probability of photon detection P tot and changes in mean time of arrival of fluorescence photons <t>, obtained from the simulation carried out on the homogeneous phantom for various source-detector separations, are shown in figure 5 . Simulations of changes in concentration of ICG were obtained by modifying the absorption coefficient of the fluorophore at the excitation wavelength μ afx . Analysis was preformed for 51 steps of change in μ afx from 0 to 0.5 cm −1 . It can be observed, that concentration at which the maximum value of photons detection probability P tot was reached, depends strongly on the source-detector separation. For the largest source-detector separation (r = 4 cm) the maximum value of P tot is obtained for μ afx = 0.05 cm −1
. For the largest value of simulated μ afx = 0.5 cm −1 P tot is close to 0. It can be observed that the changes in P tot were less dynamic for smaller source-detector separations. For separations r = 1 cm, 2 cm and 3 cm the maximum value of P tot was reached for μ afx = 0.06 cm −1 , 0.1 cm −1 and 0.19 cm −1 , respectively. Analysis of changes in the mean time of arrival of fluorescence photons <t> also showed a distinct dependence on the source-detector separation. The mean time of arrival <t> decreased with increase of μ afx for all considered source-detector separations. It should also be noted that the minimum <t> for the set of simulated μ afx values was reached for the source-detector separation r = 4 cm. For shorter interoptode distances (3 cm, 2 cm, 1 cm) decrease of the mean time of arrival of fluorescence photons was smaller.
Changes in moments of DTAs obtained in a two-layered model by simulation of dynamic inflow of ICG for different source-detector separations are shown in figure 6. It can be observed that, for a small source-detector separation (r = 1.5 cm), the signal from the lower layer was hardly visible in P tot , whereas it was much more pronounced when the mean time of arrival of fluorescence photons <t> is analyzed. With the increase of source-detector separation, the amplitude of the signals originating from the lower layer becomes larger and the largest change in P tot signal was observed for source-detector separation r = 6 cm.
The increase in mean time of arrival of fluorescence photons <t> was observed for the simulated inflow of the dye to the lower layer. The amplitude of the signal increases with interoptode separation. However, a decrease in amplitude can be noted for the largest considered source-detector separation r = 6 cm. Furthermore, changes in moments of DTAs obtained in simulations carried out for the two-layered structure for different μ afxmax value (which reflects the ICG dose) with constant initial level of μ afxmin = 0.002 cm −1 and source-detector separation r = 3 cm were analyzed. The patterns of changes in μ afx are presented in figure 2(a) (scenarios A1-A5). As shown in figure 7(a) for increasing μ afxmax and constant μ afxmin , the P tot increases with increase of μ afxmax . However, the amplitudes of changes in <t> are rather independent of the μ afxmax value.
A second series of simulations were carried out according to scenarios shown in figure 2(b) (B1-B5). It was noted that amplitudes of changes of both signals P tot and <t> decrease for the consecutive simulated inflows in which μ afxmax increases together with μ afxmin (see figures 7(c) and (d)).
Phantom experiments
Changes in the number of fluorescence photons N tot , obtained for different source-detector separations during measurements on the homogeneous phantom, are shown in figure 8. Concentration of ICG was changed in 101 steps from 0 to 0.65 μM. It can be noted that the concentration of the dye at which the N tot signal reaches its maximum value strongly depends on the source-detector separation. For the largest source-detector separation (r = 4 cm) N tot reaches the maximum for ICG concentration of C ICG = 0.08 μM. Changes in N tot becomes less dynamic for smaller source-detector separations. For interoptode distances 3 cm, 2 cm and 1 cm the maximum number of photons N tot was observed for C ICG = 0.10 μM, 0.19 μM and 0.40 μM, respectively. Analysis of changes in the mean time of arrival of fluorescence photons <t> also shows a dependence on the source-detector separations. Mean time of arrival decreases with increase of C ICG for all considered source-detector separations. It should also be noted that the minimum value of <t> was reached for the large source-detector separation r = 4 cm. For shorter interoptode distances (3 cm, 2 cm, 1 cm) the signal decrease was smaller.
Changes in moments of DTAs obtained from measurements on the non-homogeneous phantom with the dynamic inflow of ICG for different source-detector separations are shown in figure 9 . It can be observed that, for the source-detector separation of r = 1.5 cm the inflow of the dye to the part of the tube located deeper was hardly visible in N tot signal. The mean time of arrival of fluorescence photons <t> revealed a rise when the dye inflows into the part of the tube located superficially. With the increase of source-detector separation, signals from the deeper located part of the tube were clearly visible in the total number of fluorescence photons N tot . As expected, the amplitude of change in N tot increases with source-detector separation for dye inflow into the deeper part of the tube. On the other hand, when the dye inflows into the superficial part of the tube, the N tot decreased with interoptode distance. For the mean time of arrival of fluorescence photons <t>, increase was noted when the fluorophore inflows into the part of the tube located deeper. In contrast, when the fluorophore appears in the superficial part of the tube a decrease of <t> was noted. It can be observed, that amplitudes of these changes in <t> signal were similar for source-detector separation between 3 cm and 6 cm.
Furthermore, changes in moments of DTAs obtained in measurements carried out on the phantom with the dynamic inflow of ICG were studied for various concentrations of the dye injected (see figure 10 ). For both moments (N tot and <t>) increase of the amplitude of change in the signals can be observed when the concentration of the dye increases.
In vivo measurements
Changes in moments of DTAs obtained during in vivo measurements carried out on three healthy volunteers for different doses of injected ICG are shown in figure 11 . In the signals of the number of photons N tot , similar patterns of changes were obtained for all studied subjects. Largest relative changes can be observed for smallest dose injected. However, it should be noted that only 5 min rest between the consecutive injections of the ICG was provided. Thus, initial concentration of the dye in the tissue increases for these consecutive injections, which is result of ICG accumulation in the tissues and in the circulating blood. Analysis of <t> signals showed that increase of ICG dose leads to the increase of the amplitude of change in all subjects. It should also be noted that the increase of <t> in the initial phase of ICG inflow can be observed, but only for first injection with small dose of the dye. Changes in moments of DTAs measured during injection of ICG on a healthy volunteer for different locations of the optodes pairs on the head are presented in figure 12 . These results were obtained for positioning of the source-detector pairs on the head according to the geometry shown in figure 3(b) . Differences in relative amplitudes of the N tot signals were noted. It can also be observed that their shapes are similar. Large differences in patterns of the responses were observed in signals of mean time of arrival of fluorescence photons <t>. In some of the channels an increase of <t> in the initial phase of ICG inflow can be noted, but for other positions of source-detector pair this pattern cannot be observed. Considering only small differences in source-detector separation used for the four spots (r = 3 cm and r = 3.5 cm), the results obtained suggest that the <t> signals reveal strong sensitivity to the anatomical composition of the tissues located between source and detector.
Discussion and conclusion
Several years ago it was reported that the fluorescent light excited in the dye circulating in the brain can be successfully detected non-invasively on the surface of the head (Liebert et al 2006) . Recently, we have confirmed, in series of experiments carried out on a physical phantom, that the fluorescence signals reveal better sensitivity to the dye inflow than usually used signals of diffuse reflectance . In this paper we presented the results of theoretical simulations, phantom experiments and in vivo studies related to the detection of fluorescent light excited in the dye circulating in intra-and extracerebral tissues. Monte Carlo modeling can be used to simulate the medium with various optical properties considering the fluorescence of the dye contained in the medium. The results of Monte Carlo simulations in a homogeneous medium match well with the results of experiments carried out on the homogeneous physical phantom. Simulations and phantom experiments showed that for large source-detector separation, the maximum number of fluorescence photons is reached at small concentrations of the fluorophore. For larger concentrations of the dye, the reabsorption effect has a significant influence on the fluorescence signals measured. This effect strongly depends on the wavelength of the fluorescence emission, analyzed in detail in another study (Gerega et al 2012) .
In series of phantom experiments it was observed that patterns of changes in the fluorescence signals measured during the inflow of the dye through superficially and deeply located parts of the tube are similar to the patterns obtained in Monte Carlo simulations. It was noted that the amplitudes of changes in the number of fluorescence photons and mean time of arrival of fluorescence photons, caused by inflow of the dye to the deeper tube, increase with increase of interoptode distance. These results suggest that a large interoptode distance should be used in fluorescence measurements when the inflow of the dye to the deeper tissue compartment is studied.
These results suggest that the source-detector separation should be carefully optimized in fluorescence experiments. The range of ICG concentrations, at which linear dependence between concentration of the dye and number of fluorescence photons detected is observed, is wider for short source-detector separations. On the other hand, at such short interoptode distances the signals originating from inflow of the dye into the deeper compartments of the medium are much smaller than at larger source-detector separations.
Measurements carried out on the phantom and on healthy volunteers showed that the dose of injected dye has a significant influence on the fluorescence signals. It was noted that the amplitudes of changes in mean time of arrival of fluorescence photons increase with increase of concentration of the dye. However, the relative amplitudes of changes in number of fluorescence photons decreased with increase of the ICG dose, whereas the opposite effect was noted during phantom experiments. Comparison of results obtained in in vivo measurements and phantom experiments with the data from Monte Carlo simulations suggests that the observed difference may be caused by accumulation of the dye in the tissue during consecutive injections of ICG in in vivo measurements.
Results of an in vivo experiment carried out on the head of a healthy volunteer with the multi-spot setup and two source-detector separations showed that the patterns of changes in fluorescence signals depend strongly on locations of the source-detector pair on the head. Strong dependence of the shape of the signal of mean time of arrival of fluorescence photons on the positioning of the optode setup on the head was observed. This dependence may be associated with location of the probe in close proximity to major blood vessels in the skin. It was reported recently that strong inhomogeneity of the structure of the vasculature in the skin (Kirilina et al 2012) has a significant influence on the results of optical measurements carried out on the adult's head. This inhomogeneity may also influence results of fluorescence measurements. More generally, results obtained suggest that the patterns of changes in moments of DTA are related with the complex structure of tissue located between the source and the detector and that the patterns of changes in <t> may be utilized for reconstruction of the vessels structure when multi-spot and multi-distance measurements setup are applied.
It should be noted that the ICG lifetime may contribute to the patterns of changes in mean time of arrival of fluorescence photons as it represents an additive term in the measured signals. However, during our previous study related to the fluorescence lifetime of ICG (Gerega et al 2011) we noted that after mixing the dye with blood the mixture reaches the typical lifetime value immediately and that this value is stable in time. Thus, we assume that the lifetime is stable in time during the ICG passage through the head and does not contribute to observed changes in mean time of arrival of fluorescence photons.
All experiments presented were carried out under medical supervision in collaboration with our clinical partner. We did not notice any adverse effects associated with intravenous administration of ICG. Marshall et al (2010) recently presented a broad analysis of adverse effects during intravenous administration of ICG in patients. Analyzing a number of publications on the use of ICG as a contrast agent it was shown that in less than 0.1% of patients an allergic or anaphylactic reaction can be observed. It should be noted that in some of the studies reviewed by Marshall et al high doses of ICG reaching 5 mg kg −1 were used. Authors suggest that the ICG dose should not exceed 2 mg kg −1 . Dose of about 0.3 mg kg −1 was successfully used in previous diffuse reflectance studies related to the ICG-based brain perfusion assessment (Terborg et al 2004 , Woitzik et al 2006 . Results of our fluorescence experiments suggest that for much lower dose of about 0.08 mg kg −1 the inflow of the dye can be evaluated with a good signal-to-noise ratio. However, analysis of the changes in the number of fluorescence photons shows that determination of the optimal range of ICG dose in the bolus is a complex problem.
In conclusion, the present study showed that time-resolved fluorescence signals might provide specific information on non-homogeneity of the optically turbid medium in which the dye circulates. In multi-spot measurements the time-resolved fluorescence signals depended on the heterogeneity of the measured medium. The fluorescence signals were successfully detected for very small dose of the dye injected (0.025 mg kg −1 ). Such a dose is ten times smaller than the dose permitted according to the ICG registration documents (0.1-0.3 mg kg −1
). This observation suggests that the fluorescence-based bolus assessment might be of use for quasi-continuous monitoring of cerebral perfusion, without any risk for the patient. The patterns of changes in the signals measured in vivo for increasing dose of ICG match qualitatively with results of phantom experiments and Monte Carlo simulations. It should also be noted that the small number of fluorescence photons remitted from the medium allows for successful analysis of the inflow and washout of ICG because of high signal-to-noise of the measurement associated with zero-background effect (Wu et al 1997 , Moffat et al 2004 .
