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Abstract
In this article, we discuss aspects of extended thermodynamics of irre-
versible processes first within the Newtonian framework and secondly within
the general relativistic regime. After an introduction to the balance laws for
continuous media, we discuss the field of the classical irreversible thermody-
namics (CIT) and the role of the local-equilibrium postulate within this branch
of non equilibrium thermodynamics. The unpleasant infinite propagation of
disturbances predicted by (CIT) lead to the development of the extended ir-
reversible thermodynamics (EIT), a field that sprang out after an influential
paper by Muller [7]. In (EIT), a central role is played by a generalized entropy
function that depends upon additional state variables beyond those predicted
by the local-equilibrium postulate. Through this hypothesis, (EIT) restores
finite propagation of heat and viscous disturbances, when it is applied to dis-
sipative fluids.
Relativistic (EIT) or transient thermodynamics, discovered independently by
Israel [16] and in this review, we discuss its salient features. A central issue
in the development of irreversible relativistic thermodynamics and thus also in
the development of transient thermodynamics, is the absence of preferable rest
frames associate with non equilibrium states. As Israel has been stressing for
long period of time, as long as considerations are restricted to near equilibrium
states a theory of small deviations from equilibrium can be constructed which
is manifestly invariant under first order changes of the rest frame.
The restriction to states near to equilibrium combined with the covariant Gibbs
relation and the release of variation assumption employed in refs.[4],[16] lead
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to a fundamental relation between the entropy flux, primary variables and
generalized fluxes and this relation constitutes the backbone of transient ther-
modynamics. Using this fundamental relation, we illustrate how first order
theories, like the Eckart and Landau-Lifshitz theories emerge and how the ex-
tended (or second order) theories are generated. For a simple fluid, second
order theories lead to the appearance of new transport coefficients in the phe-
nomenological laws. For isotropic states, they appear altogether five transport
coefficients interpreted as relaxation times for viscous stresses and heat flow.
Thus second order theories are much more complex than the conventional first
order ones, but have the merit that they are theories that respect causality.
With the monumental detection of gravitational waves by LIGO, it is expected
that transient thermodynamics to play an important role in the description of
flows within regions where the gravitational field is intense and thus a review
of the principles of the transient thermodynamics may be of relevance.
1 Introduction
The date 14 of September of 2015 will remain in the annals of gravitational physics
as a landmark date. At that date, the upgraded Laser Interferometer Gravitational
Wave Observatory (LIGO) captured gravitational waves from two circling each other
black holes, the first detection of gravitational waves in the human history. The event
announced in a press conference on 11 of February in 2016 and the reader is referred
to the web page of the LIGO observatory [1] for a thorough analysis of this detection.
With this detection, it is verified for another time that Einstein’s General Theory of
Relativity is a superb theory where its minutes predictions one after the other are
observationally confirmed. In an era, where the LIGO observatory is operational and
in the near future the advanced VIRGO and KAGRA observatories are expected to
be also operational, accretion of matter into black holes and other compact objects,
plasmas in the very early universe, supernovae explosions and core collapse, are going
to be under observational scrutiny. In these processes, relativistic flows and relativis-
tic thermodynamics play an important role and it is the job of relativists to model
these processes accurately and consistently with the principles of relativistic physics.
Interestingly, conventional relativistic theories of irreversible thermodynamics [2, 3]
predict instantaneous propagation of thermal and viscous effects which to use the
words of Israel and Stewart [4] “is an offense to the intuition, which expects propaga-
tion at about the mean molecular speed; in a consistent relativistic theory it ought to be
completely prohibited”. Beyond this deficiency, first order theories, suffer from other
drawbacks: for instance in ref. [6] it was proved that small-amplitude disturbances
from equilibrium states diverge exponentially on a very short time scale. These fea-
tures of conventional relativistic thermodynamics has been a source of concern and
many researchers are skeptical whether conventional theories could model accurately
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process characterized by rapid spatial and temporal variations of heat fluxes and vis-
cous stresses.
Fortunately however, in the last few decades, there has been a progress into the field
of non equilibrium thermodynamics both at the classical and the general relativis-
tic domain. Theories of extended irreversible thermodynamics have been developed
which lead to the appearance of hyperbolic equations predicting finite and causal
propagation of thermal and viscous disturbances (see for instance refs. [7], [8], [16],
[4], [5], [6], [21]). This is a positive development and an understanding of the basic
principles of this new field of thermodynamics is timing, and helpful.
Motivated by the new ”gravitational window” of observing the universe and the im-
portance of relativistic thermodynamics in regions where the gravitational field is
intense, this articles introduces the principles of the extended theories of irreversible
thermodynamics both at the classical (i.e. Newtonian framework) and general rel-
ativistic level. It is a review of the principles that underly these developments and
it is directed at those who are interested to learn and apply non equilibrium rela-
tivistic thermodynamics into problems in relativistic astrophysics and the very early
universe.
Thermodynamics is an empirical science which has been developed after persistent
studies of the properties of matter under external stimuli and these studies culmi-
nated in the formulation of the four laws of (equilibrium) thermodynamics. Gradually
and beginning with the work of Onsager [10, 11], near-equilibrium states began to be
incorporated into the field of thermodynamics and this lead to the development of the
classical irreversible thermodynamics (CIT). The cornerstone that underlies (CIT) is
the local-equilibrium postulate. Via this postulate, in combination with the Gibbs
relation, it is relatively easy to construct the evolution in time of the entropy of non
equilibrium states and further ahead we shall see in details how this evolution comes
about. This branch of thermodynamics had a considerable experimental successes
and led to an enormous amount of scientific work (for an over view see for instance
[12, 13, 14, 15, 21]).
Despite the success of (CIT), the field suffers from some serious drawbacks. The
local-equilibrium postulate dictates that a non equilibrium state is in effect described
by the same variables as an equilibrium one. It is conceivable however, that other
variables not found in equilibrium may influence the thermodynamical behavior in
a non equilibrium situations. Moreover, the theory predicts parabolic set of equa-
tions implying infinite speed of propagation of thermal and viscous signals. Although
these predictions are not really in contradiction with the Newtonian framework, as
we have already mentioned, they are in contradiction with the spirit of the relativistic
framework. The problem of the infinite propagation of thermal and viscous signals
remained open until 1967, when Mu¨ller in an influential paper [7] has shown that the
paradox of Fourier’s heat conduction (propagation of temperature disturbance with
infinity velocity) is a consequence of an insufficient description of the thermodynam-
ical state off equilibrium. For the case of a fluid, taking the heat flow, bulk and shear
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stresses as additional state variables, he derived an extended theory of thermodynam-
ics of irreversible processes which removes the paradox of heat conduction theory at
least for materials with an appropriate equation of state. Thus with Mu¨ller’s paper
[7], the era of the extended thermodynamics of irreversible process has begun.
The extended irreversible thermodynamics (EIT) is based on a generalized entropy
associated with non equilibrium states. For a non equilibrium state associated with
a fluid this generalized entropy depends upon dissipative fluxes such as heat flux
and shear and compatibility of these off-equilibrium state to the second law, requires
the dissipative fluxes to obey appropriate evolution equations. Further ahead we
discuss the derivation of these evolution equations in detail. The field of (EIT) has
been developed rapidly and for further references, experimental verifications and open
problems the reader is refereed to refs.[21], [23], [25], [26], [27].
The principles of (EIT) within the relativistic regime, have been discovered inde-
pendently by Israel [16] in (1976). Since then the relativistic extended irreversible
thermodynamics has been applied to study properties of non equilibrium states of
simple or mixtures of fluids and states of a relativistic simple gases [16], [4]. In
refs. [28], [29], the theory extended to relativistic elastic media and in ref. [30] non
equilibrium states of media polarized by an electromagnetic field were investigated.
In this work, we review the principles of (CIT) and (EIT) but particular emphasis
is placed upon the structure of extended relativistic thermodynamics or transient
thermodynamics. We apply transient thermodynamics for the description of non
equilibrium states of a simple fluid (or mixture of fluids) and we follow closely the
development in refs [16],[4]. These works treat states that are close to thermal equi-
librium and because these states play a central role in the development of transient
thermodynamics, it is convenient at this point to define precisely what is meant by
this term.
An arbitrary state of a simple fluid is described by a set of primary variables con-
sisting of the conserved and symmetric energy momentum tensor T , a conserved
timelike particle current J and the entropy four vector S. For classical fluids, T
defines a unique timelike eigenvector uE that determines the Landau-Lifshitz (or en-
ergy) frame while the particle current J via Jµ = nNu
µ
N , determines the unit timelike
vector uN that specifies the Eckart frame (or particle frame). At any event within
the fluid, and relative to an orthonormal tetrad (uE, ei), i ∈ (1, 2, 3), we may write:
uµN = [1−
v2
c2
]−
1
2uµE +
v
c
[1−
v2
c2
]−
1
2 eµ1 = coshǫ u
µ
E + sinhǫ e
µ
1 , g(ue, e1) = 0, (1)
where ~v = ve1 is the ”relative velocity” of the Eckart frame relative to the Landau-
Lifshitz frame. This relation implies that the components of the particle current take
the form
Jµ = nNu
µ
N = nN (coshǫ u
µ
E + sinhǫ e
µ
1 ) = nEu
µ
E + jˆ
µ (2)
which means that the particles densities nN and nE in the two frames are related
via nE = nNcoshǫ while
~ˆj = nNsinhǫ ~e1 is the particle drift as perceived in the
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Landau-Lifshitz frame. The pseudo angle ǫ between uE and uN satisfies:
coshǫ = −g(ue, un) =
[
1−
(
v2
c2
)]
−
1
2
and since in equilibrium (local or global) uE and uN coincide and thus ǫ = 0, it is
natural to define states of the fluid1 as been close to equilibrium as those states that
have the property that the pseudo angle between uE and uN obeys i.e. ǫ << 1. For
such states, (1) and (2) imply that ǫ << 1 which is equivalent to
uµN − u
µ
E ≃ ǫ ≃
v
c
≃
jˆ
nN
=
νµ(uE)
nN
=
νµ(uE)
nE
= O1 << 1, (3)
where we passed to the last equality employing the notation2 jˆµ =: νµ(uE) and refer
to νµ(uE) as the drift of the particle current J
µ relative to the energy frame. Beyond
validity of (3), states close to equilibrium are characterized by the additional property
that the viscous stresses, denoted collectively by τµν , are small in a suitable sense
(see for instance discussion in [16] regarding this point and also Appendix I of the
present paper). This smallness condition is expressed in the form:
τµνE
ρE
= O1 << 1, (4)
where (τµνE , ρE) are the components of the viscous stresses and energy density as
measured relative to the energy frame (we shall define these stresses further ahead).
In the development of the transient thermodynamics, it is always assumed that states
of the fluid obey the conditions (3,4). In particularly, condition (3) imply that on
the tangent space of each event within the fluid, a ”cone” of opening angle ǫ ≃ v
c
=
O1 << 1 can be defined. Any four velocity u that falls within this cone can be
used as a potential rest frame and such frame can be employed so that to provide a
thermodynamical descriptions of the states (see discussion in Appendix I). Despite the
plurality of these rest frames, a consistent thermodynamical theory can be developed
that is manifestly invariant under first-order changes of the rest-frame u, i.e. change
in the rest frame described by
uµ 7→ uˆµ = uµ + δµ, δµ ≤ O1.
1For a mixture of fluids consisting of (J1, J2, ...., Jn) particle currents, these currents define n-four
velocities (u1, u2, ...., un) and thus one could define n pseudo angles (ǫ1, ǫ2, ...., ǫn) between uE and
ui. A state then is close to equilibrium, whenever all ǫi obey ǫi ≤ 1.
2In this work we follow closely the notation of ref. [16]. Thus the symbols O1, O2, O3... signify
terms of first, second, third ....order deviations from equilibrium. Since the theory that will be
developed further ahead will be invariant under first order change of the rest frame, the relation
nE = nNcoshe = nN + (O1)
2, implies that the distinction between nE and nN (as well as between
ρE and ρN ) will be gradually blurred. That means that (3) can be written in the equivalent form
u
µ
N − u
µ
E ≃
νµ(uE)
nE
= O1 << 1.
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Under this type of transformations many thermodynamical variables transform in a
well defined manner so that a theory can be developed that remains invariant un-
der first order changes of the rest frame. For example (2) implies that the particle
densities nE and nN obey nE − nN = O2 and thus to the first order deviations from
equilibrium the measured particle density is independent whether the energy frame or
particle frame is employed, (provided we neglect O2 and higher order contributions).
As we shall see further ahead an analogous property holds for observables measured
relative to a frame specified by an arbitrary u provided u− uE ≤ O1 (or equivalently
u− uN ≤ O1).
As for the case of the classical (EIT), similarly in the relativistic extension of (EIT)
the central issue is the nature of the entropy flux Sµ and its relation to other primary
variables like the energy momentum tensor T and the particle currents JA. Israel in
[16], based on results from kinetic theory, argues that for arbitrary non equilibrium
states such relationship may not exist but whenever considerations are restricted to
near-equilibrium states, such relation is possible. In fact, in [16] he proposed that
the entropy flux Sµ depends linearly on the energy momentum and particle currents
but in addition Sµ depends quadratically upon quantities that describe second order
deviations from equilibrium (for a detailed discussion concerning this crucial point
consult section 6 of ref.[16]). In ref.[4], the same fundamental relation has been re-
derived in an elegant manner based on the covariant form of the Gibbs relation and
by invoking “the release of variation assumption.” The resulting formula for Sµ in-
volves terms quadratic in the deviations from equilibrium and this hypothesis result
in a generalized irreversible thermodynamics for simple fluids and fluid mixtures. The
fundamental relation between entropy, primary and secondary variables that describe
near equilibrium states is reviewed in section (9). Based on this relation, we are also
discussing how the first theories of Landau-Lifshitz and Eckart are emerging and de-
rive the corresponding phenomenological laws in section (10). Within the context of
second order theories we derive the phenomenological equations in section (11) and
comment on their structures. We also discuss some complementary aspects of states
of fluids that find themselves in a state of global or local equilibrium and these two
types of equilibrium are discussed in details in section (8) and in the Appendix I. In
these sections we also derive the covariant form of the Gibbs relation and discuss its
significance for the development of the transient thermodynamics.
This review is organized as follows. In the sections (2 − 4), we remind the reader a
few relevant properties of Newtonian continuous media with emphasis the derivation
of balance laws for mass, linear momentum and total energy. Based on these laws, we
discuss the formulation of the second law of thermodynamics via the Clausius-Duhem
inequality and briefly discuss the connection of this inequality to the program of Ra-
tional thermodynamics (RT). In the next section, we introduce the field of classical
irreversible thermodynamics (CIT) and discuss the local-equilibrium hypothesis and
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the implementation of the second law within (CIT). In section (6) we analyze the
principles of the extended irreversible thermodynamics (EIT) and discuss in some
detail the similarities and differences between (CIT) and (EIT). Section (7) discusses
the description of continuous media within the relativistic regime and introduces
the notion of primary and auxiliary variables describing arbitrary (non equilibrium)
states of the medium. In section (8), we discuss properties of states describing global
(or local) thermodynamical equilibrium and derive the covariant form of the Gibbs
relation. In section (9), we describe states near equilibrium and introduce the rel-
ativistic version of (EIT). First order theories are discussed in section (10) while
section (11) we derive the phenomenological equations for second order theories. We
finish this paper with a conclusion section discussing applications and open problems.
The paper contains two Appendixes. In the Appendix I, some aspects of relativistic
reversible thermodynamics are developed, while in Appendix II, intermediate calcu-
lations regarding the transformations properties of thermodynamical variables under
change of the rest frame are discussed.
2 Continuous thermodynamics
We begin by reviewing briefly the field of continuous thermodynamics and sections
(2− 4) follow the approach of ref.[17]. We assume a Newtonian background and con-
sider an electrically neutral, continuous medium which at t = 0 occupies a smooth
bounded region U of Euclidean R3 with smooth boundary ∂U . For generality pur-
poses, we assume that the medium is acted upon by external forces whose nature for
the moment are left unspecified.
The kinematics of the medium is described by one parameter family of orientation
preserving diffeomorphisms3 φt, t ≥ 0 defined according to:
φt : U → φt(U) := Ut ⊂ R
3 : ~X → φt( ~X) := φ(t, ~X) (5)
so that the family of the images φt(U) := Ut, t > 0 describe the evolution in time
t of the initial distribution which at t = 0 occupies the region U := φ0(U). Local
coordinates ~X over U serves as Lagrangian labels for the elements of the medium
and the set: {φ(t, ~X), t ≥ 0} describes a smooth trajectory whose velocity ~V ( ~X, t)
and acceleration g( ~X, t) are
~V ( ~X, t) =
∂φ( ~X, t)
∂t
, g( ~X, t) =
∂2φ( ~X, t)
∂t2
=
∂~V ( ~X, t)
∂t
. (6)
3 For the purpose of this work, we assume the motion to be smooth enough so that all mathe-
matical operations are well defined. In ref.[17], Cr regular motions are defined, but in this work we
do not enter in such fine mathematical details.
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The Eulerian4 velocity field ~u(~x, t) is defined via
~u(~x, t) = ~V ( ~X, t)
∣∣∣
X=φ−1(t,x)
(7)
and by the chain rule it follows that
∂~V ( ~X, t)
∂t
=
∂~u(~x, t)
∂t
+ ~u · ∇~u (8)
which implies that the ”Lagrangian and Eulerian accelerations” are related via:
g( ~X, t) =
∂~u(~x, t)
∂t
+ ~u · ∇~u. (9)
More generally, for any function Q( ~X, t), we associate the Eulerian counterpart q(~x, t)
via
q(~x, t) = Q( ~X, t)
∣∣∣
X=φ−1(t,x)
(10)
and again the chain rule implies
∂Q( ~X, t)
∂t
=
Dq
dt
:=
∂q(~x, t)
∂t
+ ~u · ∇q(~x, t), (11)
with ( ~X, t) and (~x, t) satisfying (t, ~x) = (t, φ( ~X, t)). Clearly the operator
D
dt
=
∂
∂t
+ u · ∇
differentiates along the flow lines of the velocity field.
Before we discuss the dynamical laws and the thermodynamics of the medium, we
remind the reader of two important attributes of any continuous media, namely the
stress and for heat conducting media the heat flux.
The concept of stress introduced by Cauchy almost century and a half after Newton.
The stress describes the internal forces generated by the medium itself and according
to the Stress principle of Cauchy5 for any oriented surface element with normal vector
~n, the medium exerts a force ~t(x, t, ~n) depending upon t, the spatial point x = φ(t, X)
and the normal vector ~n. This “vector field“ ~t(x, t, ~n), also referred as the Cauchy
stress vector, plays an important role in the dynamical laws describing the medium.
For heat conducting media, the conduction of heat is described by the heat flux func-
tion h(t, x, ~n) which describes the rate of heat conduction across any oriented surface
4An ~x ∈ R3 is the Eulerian coordinate of point on the trajectory {φ(t, ~X), t ≥ 0} provided
~x = φ(t, ~X) for some t ≥ 0.
5This principle is explained in more details on page 132 in ref.[17].
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with unit normal ~n. Further ahead, we shall see, that the first law of thermodynamics
(or the law of energy conservation) requires the existence of a vector field ~q(t, x) such
that
h(t, x, ~n) = ~q(t, x) · ~n, (12)
where the vector ~q(t, x) is called the heat flux vector.
With the concept of the stress and the heat flux vector in place, we now briefly
review the balance equations for the medium and we recall that within the Newtonian
framework the following principles hold:
a) mass is neither created nor destroyed.
b) Newton’s second law valid in the sense that the rate of change of linear momentum
of any part of the medium equals to the total force acting on this part of the medium.
c) Energy neither is created nor is destroyed.
d) Entropy never decreases in the forward direction of time.
These principles can be incorporated into the dynamics of the medium and here the
transport theorem is very helpful. If R(t, ~x) is any sufficiently smooth scalar function
and φt(Uˆ) is any smooth region of the fluid at time t transported from a subregion
6
Uˆ of the initial U , then this theorem states that the following relation holds:
d
dt
∫
φt(Uˆ)
R(t, ~x)dV (t) =
∫
φt(Uˆ )
[
∂R
∂t
+∇ · (Ru)
]
dV (t). (13)
The derivation of this formula can be found in [17] (or in any text of advanced cal-
culus).
The first balance law for a continuous media expresses mass conservation. Classically,
any continuous medium is characterized by a mass density function ρ(t, ~x) with the
property that M(V ) =
∫
V
ρd~x is the mass within V (assuming ρ(~x, t) and V are suf-
ficiently smooth for the integral to exist). The density ρ(~x, t) obeys the conservation
of mass principle, provided
d
dt
∫
φt(Uˆ)
ρ(t, ~x)dV (t) = 0. (14)
This condition, coupled with the transport theorem leads to the following easily ver-
ifiable theorem:
6Here after and in order to avoid repetitions, the symbol φt(Uˆ) would stand for the evolution
under φt of any arbitrary open subset Uˆ of U.
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Theorem 1 Let φt, t > 0 a motion of the medium and ρ(t, ~x) a smooth density func-
tion, then the following are equivalent:
1) Conservation of mass holds
2) ρ(t, ~x)J(t, ~X) = ρ0( ~X), where ~x = φ(t, ~X),
3) the equation of continuity holds: Dρ
Dt
+ ρ∇ · ~u = 0 ⇐⇒ ∂ρ(t,x)
∂t
+∇ · (ρ~u) = 0,
where ρ0( ~X) refers to the mass density of the initial t = 0 configuration and J(t, ~X) =
det( ∂φ
i
∂Xj
) is the Jacobian of φ(t, ~X) = (φ1(t, ~X), φ2(t, ~X), φ3(t, ~X)).
We now consider the balance of momentum according to the definition:
Definition 1 For a given motion φt, t ≥ 0, mass density ρ(t, ~x), Cauchy’s stress
vector field ~t(x, t, n) and external force field ~b(~x, t), we are saying that the balance of
momentum is satisfied provided that for every φt(Uˆ), the following relation holds:
d
dt
∫
φt(Uˆ )
ρ(~x, t)~u(~x, t)d~x =
∫
∂φt(Uˆ)
~t(t, ~x, ~n)da+
∫
φt(Uˆ)
ρ(~x, t)~b(~x, t)d~x, (15)
where ~t(t, x, ~n) is evaluated on the boundary ∂φt(Uˆ) of φt(Uˆ) and da stands for the
surface element of ∂φt(Uˆ). This integral law implies that linear momentum
7 changes
within φt(Uˆ) only when nonzero force acts upon φt(Uˆ).
As it stands, the balance law of linear momentum does not lead to a local conservation
law. However, under some assumptions regarding the smoothness of the motion
φt, t ≥ 0, the Cauchy’s stress vector field ~t(x, t, n), and as long as the balance of
linear momentum holds (in the sense that (15) holds), it can be shown that there
exist a unique second rank tensor field8 σ = σ(t, x) referred as the Cauchy’s stress
tensor, so that the components of ~t(t, x, n) can be written in the form:
ta(t, x, n) = σab(x, t)gbcn
c = σacn
c, a, b, c ∈ (1, 2, 3) (17)
7 Just for completeness we also mention the balance of angular momentum.
Definition 2 Under the same assumptions as in the Definition 1, we are saying that the balance
of angular momentum is satisfied provided
d
dt
∫
φt(Uˆ)
~x× ρ~ud~x =
∫
∂φt(Uˆ)t
~x× ~t(t, ~x, ~n)da+
∫
φt(Uˆ)
~x× ρ~b(~x, t)d~x (16)
where ~x stands for the position vector relative to same origin and ~x × ~u is the operation of the
standard cross product of the Euclidean R3.
8 For the derivation of this important property see Theorem 2.2 on page 134 in ref.[17].
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where σab(t, x) are the components of the Cauchy’s stress tensor, gab the components
of the Euclidean metric of R3 and as always na are the components of the outward
pointing normal vector field of the ∂φt(Uˆ). Using this representation of ~t(t, ~x, ~n) in
(15), assuming mass conservation, then via the divergence theorem and the property
that (15) holds for arbitrary φt(Uˆ), we arrive at the local law
9:
ρ~˙u(~x, t) = ∇ · σ + ρ~b, (∇ · σ)i =
∂σij
∂xj
, i, j ∈ (1, 2, 3). (18)
This law in Cartesian coordinates takes the form10
ρ
(
∂ui
∂t
+ uj
∂ui
∂xj
)
=
∂σij
∂xj
+ ρbi, i, j ∈ (1, 2, 3) (19)
and these equations cannot be solved until we know how σ(t, x) depends upon the
motion of the medium itself.
3 The first law for continuous thermodynamics
We now discuss the first law of thermodynamics within continuous thermodynamics
and remind the reader that this law expresses conservation of total energy. Numerous
experiments and observations show that apart from the mechanical energy, continu-
ous media possesses internal energy11. Accordingly, a thermodynamical state of the
medium besides the mass density ρ(x, t), the stress tensor σ(x, t), the external force
field/unit mass b(t, x) is enlarged by the inclusion of:
the internal energy/unit mass e(x, t),
the heat flux h(x, t, ~n) = −~q(t, x) · ~n = −gabq
a(t, x)nb (~n is the outward pointing
normal on an oriented surface),
the heat supply/unit mass Q(x, t).
9Similar analysis holds for the balance law of the angular momentum. Here a local conservation
law for angular momentum requires the Cauchy’s stress tensor to be symmetric. For a derivation of
the local angular momentum conservation law see Theorem 2.10 on page 138 of ref.[17].
10It is worth stressing that both balance of linear momentum and angular momentum in the last
two definitions are using the linear structure of the underlying Euclidean R3 and special care is
required when they are applied to system of coordinates that are not Cartesian ones.
11Statistical physics is concerned with the determination of the dependence of the internal energy
upon the microscopic parameter that determine the molecular and atomic structure.
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In terms of these new variables and for any t > 0, the total kinetic energy T (t) and
total internal energy U(t) for any φt(Uˆ) are given by
T (t) =
∫
φt(Uˆ)
u2
2
dm, U(t) =
∫
φt(Uˆ )
edm, dm = ρdV (t), (20)
and now we have the following definition
Definition 3 For a motion φt, t > 0 a state of the medium described by ρ(t, ~x),
~u(t, ~x), e(x, t), h(x, t, ~n), Q(x, t) obeys the balance of energy principle if the following
relation holds:
d
dt
∫
φt(Uˆ )
(
u2
2
+ e
)
dm =
∫
φt(Uˆ)
(~u ·~b+Q)dm+
∫
∂φt(Uˆ )
(~u · ~t+ h)da. (21)
The meaning of this integral law is clear. The rate of change of the total energy (=
kinetic energy + internal energy (including potential energy)) within φt(Uˆ) is the
results of work performed by the external force, stress force plus the supply of heat
by external sources.
As for the balance of momentum, the integral relation (21) yields a local conservation
law provided the heat flux function h(t, x, n) and the Cauchy’s stress field ~t(t, x, n)
are written in terms of the heat vector12 ~q(t, x) and Cauchy’s stress tensor σ(t, x).
Applying then the divergence theorem and assuming mass and linear momentum
conservations, we arrive at the differential law:
ρ
D
dt
(
u2
2
+ e
)
= ρ(~u ·~b+Q) +∇ · (σ · ~u− ~q), ∇ · (σ · ~u) :=
∂(σiju
j)
∂xi
. (22)
Combining again the linear momentum conservation and (22), we derive the following
law
ρ
De
dt
= ρQ−∇ · ~q + σ : ∇~u, σ : ∇~u := σijui,j. (23)
Up to this point, the functional form of the Cauchy stress tensor σ(t, x) (and heat
flux vector ~q(t, x)) are left unspecified. However, in order to get some insights13, let
12The proof validity of energy conservation, requires the representation h(t, x, n) = −~q(t, x) · ~n
see proposition (3.2) in ref.[17].
13 It is worth remarking that Constitutive Theory deals with the functional form of the Cauchy’s
stress tensor σ(t, ~x) and heat flux vector ~q(t, x) in terms of the motion and say temperature. For
more discussion on this important branch of the theory of continuous media, consult chapter 3 of
ref.[17] and further refs therein.
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us assume that for a medium the Cauchy stress tensor σ(t, x) has the very special
form:
σij(t, x) = −P (t, x)gij, i, j ∈ (1, 2, 3) (24)
where P (t, x) is a smooth function and as before gij are the contravariant components
of the Euclidean metric. For this choice, the law of linear momentum (18) yields
ρ~˙u(~x, t) = −∇P + ρ~b (25)
which is recognized as the Euler’s equation. Thus a medium whose Cauchy’s stress
tensor is described by (24) is an ideal fluid and P stands for the (thermodynamical)
pressure. For other types of media, the Cauchy’s stress tensor has a more complicated
structure and often is decomposed according to:
σij = −Pgij − σˆij , σˆij = P vgij + σ(v)
ij , σ(v)
ijgij = 0. (26)
Here, motivated by the terminology used in the theory of Navier-Stokes fluids, it is
common to refer P (v) as the bulk stress, the traceless part σij(v) as the shear viscous
stress and the Cauchy shear tensor σ as a the pressure tensor and in the upcoming
sections we shall maintain this terminology. In view of the splitting in (26), the
evolution of the internal energy e in (23) takes the equivalent form:
ρe˙ = ρQ−∇µq
µ − (P + P u)∇µu
µ − σij(v)u(t)ij (27)
where u(t)ij stands for the symmetric trace free part of ui,j defined via the decompo-
sition: ui,j =
1
2
(ui,j + uj,i) +
1
2
(ui,j − uj,i) = u(ij) + u[ji] so that
u(i,j) =
(
1
3
∇aua
)
gij +
1
2
(
ui,j + uj,i −
[
2
3
(∇aua)gij
])
= (
1
3
∇aua)gij + u(t)ij (28)
Moreover the specific density v(x, t) = ρ(x, t)−1 as a consequence of the equation of
continuity satisfies
ρv˙ = ∇µu
µ (29)
as can be easily verified. The last three formulas will be used further ahead.
4 The second law for continuous thermodynamics
We are now coming to the conceptually most difficult and controversial aspect of
continuous thermodynamics namely the formulation of the second law. Experience
shows that different theories of non equilibrium thermodynamics implement this law
in different ways. For instance, within the framework Rational Thermodynamics14
14 For an introduction to the formulation of Rational Thermodynamics, the reader is refereed to
[18], [19], [20], see also discussion in [17], [21].
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(RT), this law is implemented via the Clausius-Duhem inequality and for this purpose
we introduce two additional functions:
the entropy/unit mass s(x, t),
the local temperature T (x, t),
and have the following definition:
Definition 4 For a given motion φt, t > 0, a state of a continuous media described
by: ρ(t, ~x), e(x, t), h(x, t, ~n), Q(x, t), s(x, t), T (t, x) satisfies the second law of ther-
modynamics, if the rate of entropy production within any φt(Uˆ), i.e.
d
dt
∫
φt(Uˆ )
s(t, x)dm (30)
satisfies the Clausius-Duhem integral inequality
d
dt
∫
φt(Uˆ )
sdm ≥
∫
φt(Uˆ)
Q
T
dm+
∫
∂φt(Uˆ)
h
T
da. (31)
This inequality asserts that the rate of entropy increase within φt(Uˆ), is greater
(or equal) than the entropies generated by the heat supply and heat flux through
the boundary ∂φt(Uˆ). For states with Q(t, x) = h(t, x) = 0 the Clausius-Duhem
inequality implies that compatibility of such state with the second law demands
d
dt
∫
φt(Uˆ )
s(t, x)dm =
d
dt
∫
φt(Uˆ)
ρ(t, x)s(t, x)dV ≥ 0. (32)
The Clausius-Duhem inequality can be expressed in a local form provided that we
introduce the heat flux vector ~q(t, x) via h(x, t, ~n) = −~q(t, x) · ~n = −gabq
a(t, x)nb
where as before ~n is the outward pointing normal vector of ∂φt(Uˆ). In that event, it
is easily seen that (32) yields the point wise inequality:
ρ
Ds
dt
≥
Qρ
T
−∇ ·
(
~q
T
)
(33)
which ensures validity of the second law. Within the context of (RT), validity of this
inequality is attempted by appealling to the theory of constitutive relations. It is
not the purpose of the present paper to expand in that direction, but the interested
reader is referred to ref. [17], [21] for further details, successes and failures of this
approach.
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5 Classical Irreversible Thermodynamics
In this section, we introduce the branch of non equilibrium thermodynamics referred
as Classical Irreversible Thermodynamics (CIT) and discuss its principles. The the-
ory maintains the conservations laws for mass, linear momentum and total energy but
uses the local thermodynamical equilibrium postulate (local-equilibrium in short) as
a tool to derive an expression for the entropy evolution.
According to (CIT) a medium finds itself in a state of local-equilibrium, if at any
point (t, ~x) a sufficiently small cell can be introduced so that to be considered as
a thermodynamic subsystem by itself and in addition the state variables within the
cell satisfy the same thermodynamical relations as if the subsystem was in a state
of global thermodynamical equilibrium. This postulate fixes the dependance of the
entropy function upon the state variables and in order to see how this postulate
works, we consider briefly non equilibrium states of a simple fluid.
We assume that a state of the fluid is described by a motion φt, t ≥ 0, so that
the balance laws derived in the previous sections hold i.e at any (t, x) in the region
occupied by the fluid, let (ρ(t, x), P (t, x), ~u(t, x)....) stand for the hydrodynamical
variables describing the state of the fluid. Under the hypothesis that local-equilibrium
prevails, at any such (t, x) the entropy density s(t, x) depends only upon e and specific
volume ρ−1 i.e. s(t, x) = s(e(t, x), ρ−1(t, x) and moreover this s(t, x) satisfies a Gibbs
relation
Tds = de+ Pd
(
1
ρ
)
, (34)
where T := T (t, x), s := (t, x), P := P (t, x), etc. Accordingly, for any fluid element
labeled by (t, ~X) the evolution of the entropy s(t, x) along the flow lines obeys:
T
Ds
dt
=
De
dt
+ P
D
dt
(
1
ρ
)
,
D
dt
:=
∂
∂t
+ ~u(t, x) · ∇, (35)
while the entropy of for any two nearby fluids element at (t, ~x) and (t, ~x+ d~x) satisfy
T∇s(t, ~x) = ∇e(t, ~x) + P∇
(
1
ρ(t, ~x)
)
, (36)
where ∇ is the standard gradient operator on the Euclidean R3.
From (35) we find the evolution of entropy along the flow lines is described by
ρs˙ =
ρ
T
e˙+
Pρ
T
v˙, s˙ =
∂s
∂t
+ ua∇as, v =
1
ρ
. (37)
and upon returning to (27-29) we find
ρs˙ =
ρ
T
Q−∇ ·
(
~q
T
)
−
~q · ∇T
T 2
−
P v
T
∇au
a −
1
T
σij(v)u(t)ij . (38)
15
which can be written in the form:
ρs˙+∇ · ~JE = σ, (39)
where ~JE is interpreted as entropy flux while σ as the entropy production per unit
volume and unit time and they are given by
~JE =
~q
T
, σ =
ρ
T
Q−
~q · ∇T
T 2
−
P v
T
∇au
a −
1
T
σij(v)u
(t)
ij . (40)
We may without loss of generality set the external supply heat to zero i.e. set Q = 0,
since it is not a source of irreversibility. In such case, and always within the framework
of (CIT), the last two relations imply that for ~q = P v = σijv = 0 there is no entropy
generation and in fact we are in the regime of the Eulerian hydrodynamics. However,
for fluids characterized by non vanishing heat flux and shear, (40) shows that there
is entropy generation15.
The second law is satisfied provided the function σ in (40) is semi-positive definite
and this holds provided the following linear relations hold:
~q = −µ1
∇T
T 2
, (41)
P v = −µ0
∇au
a
T
, (42)
σij(v) = −µ2
u(t)ij
T
, (43)
where the coefficients µ1, µ0, µ2 may be temperature dependent and are subject to
the restrictions: µ1 ≥ 0, µ0 ≥ 0 and µ2 ≥ 0. A more common representation of
µ1, µ0 and µ2 is through the coefficients of thermal conductivity k, bulk viscosity ζ
and shear viscosity η via
µ1 = kT
2, µ0 = ζT, µ2 = 2ηT
implying
~q = −k∇T, P u = −ζ∇au
a, σijv = −2ηu(t)ij , (44)
These are the standard forms of the Fourier and Navier-Stokes relations known long
time ago16.
15It is a common notation to refer to ~q, P v, σijv in (40), as dissipative fluxes while the corresponding
∇T
T 2
,
∇au
a
T
and
u(t)ij
T
as thermodynamical forces.
16It is worth emphasizing here that (44) they are not a-priori postulated but rather they are
natural consequences of the (CIT).
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Although in this section, for illustration purposes, we applied the principles of (CIT)
to non equilibrium states of a simple, electrically neutral fluid, nevertheless, (CIT) can
be employed to describe states for a fluid mixture or states of other physical systems
and the reader is referred to the refs [12, 13, 14, 15, 21] for further applications
successes and failures of (CIT). As we have mentioned in the introduction one of
the drawbacks of (CIT) is the prediction of the infinity speed of propagation of
thermal and viscous signals and this property motivated the introduction of extended
irreversible thermodynamics (EIT).
6 Extended Irreversible Thermodynamics
Extended irreversible thermodynamics (EIT) is the branch of a non equilibrium ther-
modynamics developed after an influential paper written17 by Mu¨ller [7] in (1967).
The central idea of this theory is to postulate the existence of an off-equilibrium
generalized entropy s(t, ~x) which depends upon the classical variables (dictated by
the local-equilibrium postulate) but in addition depends upon dissipative fluxes (or
other variables).
We shall illustrate the principal ideas (and challenges) of (EIT) by treating again
non equilibrium states of a simple fluid. For these states, the generalized entropy
density18 s(t, ~x) depends upon the internal energy e and specific volume v but also
upon the heat flux ~q, the bulk P v and shear stresses σij(v) i.e. s = s(e, v, ~q, P
v, σ(v)
ij).
For such s, at least formally, a ”generalized Gibbs relation” takes the form:
ds =
∂s
∂e
de+
∂s
∂v
dv +
∂s
∂qi
dqi +
∂s
∂P v
dP v +
∂s
∂σij(v)
dσij(v), i, j ∈ (1, 2, 3), (45)
where summation over the indices (i, j) is understood and the partial derivative of
s with respect to e is taken by keeping (v, ~q, P v, σij(v)) fixed with similar restrictions
for the other derivatives as well. This ”generalized Gibbs relation” introduces a
non-equilibrium absolute temperature Θ via
Θ−1(e, v, ~q, pv, σij(v)) =
(
∂s
∂e
)
, (46)
and a non-equilibrium thermodynamical pressure π via
17According to a historical account on ref. [9], it appears that other workers before Muller’s 1967
paper were contemplating the enlargement of the entropy function by the inclusion of dissipative
fluxes, but it seems that it was Muller’s paper [7] that trigger the development of (EIT).
18It is standard practice to assume that this s(t, ~x) is sufficiently smooth, additive and a concave
function of all of its arguments i.e. the second differential s of the entropy must be negative definite,
and its form should be compatible with the second law.
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1Θ
π(e, v, ~q, P v, σij(v)) =
(
∂s
∂v
)
. (47)
The remaining partial derivatives in (45) are written symbolically19 in the form:
∂s
∂qi
= −va10q
i, i ∈ (1, 2, 3) (48)
∂s
∂P v
= −va00P
v, (49)
∂s
∂σij(u)
= −va21σ
ij
(u), i, j ∈ (1, 2, 3). (50)
where the scalar functions (a10, a00, a21) depend in general upon (e, v, ~q, P
v, σ(v)
ij)
and in (50) summation over the indices (i, j) is understood. With this notation, the
generalized Gibbs relation (45) takes the form
ds =
1
Θ
de+
π
Θ
dv − va00P
vdP v − va10~q · d~q − va21σ(v)
ijdσ(v)
ij (51)
which implies that the evolution of this generalized entropy along the flow lines is
according to
s˙ =
1
Θ
e˙ +
π
Θ
v˙ − va00P
vP˙ v − va10~q · ~˙q − va21σv
ij σ˙v
ij. (52)
Multiplying this equation by ρ and employing (27-29) we find20
ρs˙ = −
1
Θ
∇iq
i −
P v
Θ
∇au
a −
1
Θ
σiju(t)ij − a00P
vP˙ v − a10~q · ~˙q − a21σ
ij
(v)σ˙
ij
(v). (53)
where u(t)ij stands for the symmetric traceless part of ui,j and as before σ
ij
(v) for the
symmetric traceless part.
Ignoring for the moment conceptual problems related to the physical significance
of the non-equilibrium absolute temperature Θ, the non-equilibrium thermodynam-
ical pressure π as well as the meaning of the other partial derivatives in the gen-
eralized Gibbs relation, we write the evolution equation for ρs˙ in (53) in the form
19This section, follows closely chapter 2 of ref.[21]. For a discussion regarding the physical signifi-
cance and measurability of the non equilibrium temperature Θ in (46), not to be confused with the
local-equilibrium temperature T−1 = ∂s(e,v)
∂e
, as well as non equilibrium pressure π defined in (47),
the reader is refereed to chapters (2, 3) of that reference see also at ref.[22].
20It is important to stress that equation (52) coupled to (27-29) imply that a term pi−PΘ ∇au
a
ought to included in the right hand side (53) and here we see the first conceptual problems of the
(EIT) to present themselves. It is assumed here that the thermodynamical pressure P and the
non-equilibrium thermodynamical pressure π are related and in fact that they are equal. For states
near to local equilibrium that may be the case but for states away from equilibrium it far from clear
whether this is the case.
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(39). For isotropic states the most general vector ~J depending upon the variables
(e, v, ~q, P v, σv
ij) and up to second-order terms in the fluxes, has the form:
~J =
~q
Θ
+ β ′P v~q + β ′′σ(v) · ~q, σ(v) · ~q = σ
ij
(v)qj (54)
where the coefficients β ′ and β ′′ depend upon e and v. Using this representation and
(53) the entropy production σ can be cast in the form
σ = ~q · ~X1 + P
vX0 + σ(v)
ijX(2)ij (55)
where the coefficients ( ~X1, X0, X(2)ij) have the form (for more details regarding the
derivation of (54,55) see sections (2.3, 2.4) of ref. [21]):
~X1 = ∇Θ
−1 +∇i · (β
′′σijv ) +∇(β
′P v)− a10~˙q, (56)
X0 = −Θ
−1∇iu
i − a00P˙ v + β
′∇iq
i, (57)
X(2)ij = −Θ
−1u(t)ij − a21σ˙(v)ij + β
′′(∂iqj)st, (58)
where (∂iqj)st stands for the symmetric, traceless part of the second rank tensor ∂jqi.
With the entropy production σ in the form (55), the second law is implemented
assuming:
~X1 = µ1~q, X0 = µ0P
v, X(2)ij = µ2σ(v)ij , (59)
where (µ1, µ0, µ2) are new phenomenological coefficients that may depend upon (e, v).
The relations (59) between ”fluxes and forces” accomplishes two things: First by as-
suming µ1 ≥ 0, µ0 ≥ 0, µ2 ≥ 0 the second law is satisfied. Furthermore, since (56-58)
contain the evolution of the heat flux ~q, viscous pressure P v and shear viscosity σijv ,
therefore the three relations in (59) acts as the set of dynamical evolution equation
for the dissipative fluxes (~q, P v, σv
ij). This a new and important feature of (EIT) has
important consequences for the stability of the theory [we need refs here...].
In order to get a better feeling of the nature of these equations, we neglect quadratic
terms in the fluxes and products of fluxes as well as time gradients of the local
variables e and u. At this level the set of equations in (59) take the simpler form
∇Θ−1 + β ′′∇i · (σ
ij
v ) + β
′∇(P v)− a10~˙q = µ1~q, (60)
−Θ−1∇iu
i − a00P˙ v + β
′∇iq
i = µ0P
u (61)
−Θ−1u(t)ij − a21σ˙(v)ij + β
′′(∂iqj)st = µ2σ(v)ij (62)
For the particular case of stationary and spatially homogeneous states, spatial and
temporal gradients of the fluxes are zero and for such states the above relations yield
µ1~q = ∇Θ
−1, µ0P
u = −Θ−1∇iu
i, µ2σ(v)ij = −Θ
−1u(t)ij . (63)
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A comparison of these relations with the standard Navier-Stokes formulas in (44)
fixes the parameters µ0, µ1, µ2 to the values
µ0 = (kT )
−1, µ1 = (ζT )
−1, µ2 = (2ηT )
−1 (64)
and here we identified Θ by the local equilibrium temperature T and as before (k, ζ, η)
stand for the coefficients of thermal conductivity, bulk viscosity and shear viscosity.
For states that are spatially homogeneous but in general (~q, P v, σv
ij) varying along
the flow lines, (60-62) yields:
∇T−1 − a10~˙q = (κT )
2~q (65)
− T−1∇ · ~u− a00P˙
v = (ζT )−1P v (66)
− T−1u(t)ij − a21σ˙(t)ij = (2ηT )
−1σ(t)ij (67)
By comparing these equations to the Maxwell-Cattaneo laws
τ1~˙q + ~q = −κ∇T (68)
τ0P˙
v + P v = −ζ∇ · ~u (69)
τ2σ˙(t)ij + σ(t)ij = −2ηu(t)ij (70)
where (τ0, τ1, τ2) are the relaxation times of the respective fluxes, we conclude
a10 = τ1(κT
2)−1 (71)
a00 = τ0(ζT )
−1 (72)
a21 = τ2(2ηT )
−1 (73)
With these expressions the linearized evolution equations (60-62) take the form
τ1~˙q = −(~q + κ∇T ) + β
′′κT 2∇ · σ(v)ij + β
′κT 2∇P v (74)
τ0P˙
v = −(P v + ζ∇ · ~u) + β ′ζT∇ · ~q (75)
τ2σ˙(v)ij = −(σ(v)ij + 2ηu(t)ij) + 2β
′′ηT (∇~q)st (76)
These evolution equations for the fluxes are perhaps the most important implications
of (EIT) as applied to non equilibrium states of a simple fluid. Clearly within (EIT),
the Fourier and Navier-Stokes relations ( 44) derived within (CIT) have been replaced
by a set of more complex equations. Phenomenological properties of these equations
coupled to the balance laws have been studied and the predictions of these fluids have
been compared to the properties of the standard Fourier-Navier-Stokes fluids. From
these investigations, emerges that within the (EIT), the speed of the propagation of
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thermal and viscous signals seems to be finite at least for particular values of the
parameters. We are not going to pursue any further the analysis of (EIT) in this
work. For more details, open problems and potentialities of non relativistic (EIT)
the reader is referred to the vast literature (see for instance [21], [23], [25], [26], [27]).
The rest of the paper is dealing with the subtle issues of how to extend the principles
of reversible and irreversible thermodynamics so they blend consistently with general
covariance.
7 Continuous media in a relativistic setting
From this section onward, we consider the thermodynamics of continuous media prop-
agating on an arbitrary smooth spacetime (M, g). Thermodynamics of relativistic
continuous media has been the subject of many investigations (see for instance [31],
[32], [33], [34], [35], [2], [3]) and these studies cover the nature of relativistic equilib-
rium, the formulation of the second law, aspects of relativistic irreversible thermo-
dynamics of fluids, elastic solids etc. The following sections are devoted to develop-
ment of extended theories of relativistic irreversible thermodynamics, although in the
Appendix I a brief introduction to reversible relativistic thermodynamics has been
presented. As for the development of the Newtonian (EIT), here we shall illustrate
the principles of the relativistic (EIT) or transient thermodynamics by considering
states of simple fluids or mixture of fluids21.
We begin, by first recalling that states of a simple fluid propagating on a smooth
spacetime (M, g), are described by a set of primary variables consisting of the con-
served and symmetric22 energy momentum tensor T , a conserved timelike particle
current J and the entropy four vector S obeying:
∇µT
µν = 0, ∇µJ
µ = 0, ∇µS
µ ≥ 0, (77)
where the inequality satisfied by S is dictated by the second law. Beyond these
primary variables, an arbitrary state of the fluid is described by an additional (perhaps
infinite) set of auxiliary variables denoted collectively by Xµνλ...(i) where i ∈ (1, 2, ....)
and these variables, play an important role further ahead.
For a fluid mixture, an arbitrary state, besides T, S and X(i)
µνλ... involves n−timelike
vector fields JA with A ∈ (1, 2, .......n) that describe the n−particle currents. In the
absence of chemical reactions, the primary variables (T, JA, S) satisfy
∇µT
µν = 0, ∇µS
µ ≥ 0, ∇µJ
µ
A = 0, A ∈ (1, 2, ....n), (78)
21Part of the following discussion remains valid if instead of fluids, more general continuous
media are considered, like relativistic elastic media, polarized media etc. For the description of non
equilibrium states associated with these media, see for instance [28], [29], [30].
22It will be assumed here after that the fluid is isolated and interacts only with a background
gravitational field.
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while in the presence of chemical reactions the currents JA satisfy:
∇µJ
µ
A =
∑
i
C iAri, i ∈ (1, 2, ....., k) (79)
here k is the number of reactions that involve the species of type A, ri is the ith reac-
tion rate and C iA are the stoichiometric coefficients (for properties of these coefficients
see [13], [16]).
For classical fluids, it is a common to assume that the energy momentum tensor
satisfies: Tµνu
µuν ≥ 0 for all future directed timelike vectors u and thus by Synge’s
theorem [31], T admits a unique timelike eigenvector uE, g(uE, uE) = −1. This uE
defines the Landau-Lifshitz or energy frame.
On the other hand, every particle current JA defines a timelike future directed uA via
JA
µ = nAuA
µ with g(uA, uA) = −1. Each one of these n-fields uA define its own rest
frame and for the case of a simple fluid the unique uN parallel to J defines the Eckart
or particle frame. Thus a relativistic fluid (or more general a continuous medium) in
an arbitrary state, offers the possibility to introduce more than one rest frame and
in general no fundamental reason exists to choose one versus the other. In a state
of (local or global) equilibrium however, the primary variables have special structure
(see Appendix I and next section) so that these distinct frames coincide and thus de-
fine a unique rest frame. It is a common practice then to express laws of equilibrium
thermodynamics relative to this uniquely defined rest frame of the flow23 (see discus-
sion in ref.[36] and in the Appendix of this paper). For states away from equilibrium,
thermodynamics is frequently expressed either relative to the Eckart frame or relative
the Landau-Lifshitz frame. Thus relativistic irreversible thermodynamics seems to be
artificially tied to a particular frame, even though the primary variables defining this
off-equilibrium states do not single out such a frame. This unsatisfactory situation
can be improved considerably. Israel for long period of time, has been stressing that
as long as considerations are restricted to states close to thermal equilibrium, there
is some sort of ”gauge freedom” regarding the choice of the rest frame. A consis-
tent thermodynamical theory can be developed that is manifestly invariant24 under
changes of the rest-frame u, as long u remains within the cone defined by uE and uN .
In the following sections, we shall develop this formalism and we shall see its role
in the development of the transient thermodynamics. However, before we enter into
these details, we first discuss states of relativistic fluids describing (global or local)
thermal equilibrium.
23We ought to be aware that there exist systems that do not admit a rest frame, in sense that it
moves with the speed of light. This for instance occurs for the Hawking radiation field on the event
horizon of a black hole.
24This important property has been proven in a M.Sc thesis written long ago by Aitkens [37],
then student of Israel.
8 Global thermodynamical equilibrium
In this section, we identify states of a fluid that describe global thermodynamical
equilibrium. Following ref.[16], we list five conditions that the primary variables
ought to obey in order that this type of equilibrium prevails. For a fluid mixture
these conditions are:
1) The entropy production vanishes i.e.
∇µS
µ = 0. (80)
2) There is a unique 4−velocity u, g(u, u) = −1 such that for all A ∈ (1, 2, ....n) the
primary variables (T, JA, S) have the form:
T µν = ρuµuν + P∆µν(u), ∆µν(u) = gµν + uµuν, JµA = nAu
µ, Sµ = suµ. (81)
3) There exist an equation of state s = s(ρ, nA) from which the equilibrium pressure
P (ρ, nA) can be derived from the relation
s =
ρ+ P
T
−
n∑
A=1
ΘAnA, (82)
while the temperature T and the thermal potentials ΘA, A ∈ (1, .., n) are defined
from the Gibbs relation
ds =
dρ
T
−
n∑
A=1
ΘAdnA. (83)
4) The thermal potentials ΘA and the reaction rates ri obey
ΘAC
i
A = 0 ri = 0, ΘA = cte, A ∈ (1, 2, ..., n). (84)
5) The motion is rigid in the sense of Borne i.e. satisfies
∆µa∆νb(∇aub +∇bua) = 0 (85)
(for properties of this type of fluid motions, see for instance discussion in ref [31]).
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When these five conditions hold simultaneously, the state defined by the primary
variables (T µν , JA
µ, Sµ) shown in (81) define a state describing global thermodynam-
ical equilibrium. In order to get insights into their properties, let us define the inverse
temperature vector bµ via
bµ =
uµ
T
. (86)
This definition, in combination to ΘA = cte and (85), implies that b
µ is a timelike
Killing field i.e. obeys
∇µbν +∇νbµ = 0. (87)
Furthermore, this equation implies
T (−bµb
µ)1/2 = cte. (88)
as well as the Tolman-Klein law:
(TΘA)(−bµb
µ)1/2 = cte. (89)
Thus existence of states in global thermodynamical equilibrium besides the vanishing
entropy production ∇µS
µ = 0 and the restrictive nature of the primary variables im-
posed by ( 81), requires in addition stationarity of the background spacetime (M, g)
and this is a very restrictive conditions.
On the other hand, states that obey conditions 1) through 3) describe states in a local
thermodynamical equilibrium (as opposed to states describing global thermodynam-
ical equilibrium). These states are characterized by vanishing of entropy production
i.e. ∇µS
µ = 0 and this property follows as a consequence of (81) coupled to (82)
(see also Appendix I). Moreover, for these states, the motion of the fluid it is not
required to be any longer rigid since condition 5) in general fails to hold and thus the
background (M, g) it is not required to be stationary25.
A closer look at conditions 1) through 3) shows that states in local thermodynamical
equilibrium can be thought as comprising a (n+4) dimensional space Eˆ parametrized
by the thermal potentials ΘA, A ∈ (1, ..., n) and an inverse temperature vector b
µ
25There exist plenty of systems admitting states in a state of local equilibrium. For instance
modeling a spherical steady state accretion by a perfect fluid, then conditions 1) to 3) hold provided
the temperature at the sphere at infinity is for instance uniform. Such accreting states are states
in local equilibrium. Relativistic kinetic theory offers other states in local thermodynamical equi-
librium. For a simple relativistic gas, a local Maxwellian distribution makes the collision integral
in the relativistic Boltzmann equation to vanish and thus locally the entropy production vanishes.
Moreover a local Maxwellian distribution, introduces a natural rest frame and the corresponding
energy momentum tensor and particle currents have the form as in (81). Most importantly, small
deviations from a local Maxwellian distribution satisfy relation (97) derived further ahead. This
article does not touch relativistic kinetic theory. The interest reader is referred to refs. [35], [38],
[39], [41] for an introduction to this theory while for a relation of kinetic theory to phenomenology
see sections (3− 7) of ref. [4].
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defined in (86). This ”manifold of states” Eˆ plays an important role in the develop-
ment of transient thermodynamics as we shall see further ahead.
Clearly in the formulation of conditions 1) − 5), the rest frame u as defined in (81)
played a prominent role. However, this prominence appears to subside by passing to
a covariant form of the Gibbs relation. To derive this relation, we note that the stan-
dard non-covariant form of the Gibbs relation (83) in combination to the equilibrium
equation of state (82) imply the following identities derived first by Israel in [16]:
T−1dP + (ρ+ P )dT−1 =
∑
nAdΘA (90)
Td(sX) = d(ρX) + PdX − T
∑
ΘAd(nAX), (91)
where X stands for an arbitrary function. These identities incorporate a number of
useful thermodynamical relations. For instance, choosing X = 1 in (91) yields (83)
while for the case of a simple fluid the choice X = V = 1
n
yields
ds = T−1(de+ PdV ), (92)
where e is the internal energy per particle defined according to ρ = n(m+ e) (we are
employing units so that k = c = 1). However, the most important relation hidden
in (91) arises by choosing: X = uµ. Remembering that we are dealing with states
obeying 1)− 3) (or possibly 1)− 5)), then (91) for X = uµ implies
dSµ(0) = −
n∑
A=1
ΘAdJ
µ
(0)A − bλdT
λµ
(0) , (93)
while (82) yields
Sµ(0) = Pb
µ −
n∑
A=1
ΘAJ
µ
(0)A − bλT
λµ
(0) . (94)
Moreover, multiplying (90) by uµ and after some algebra we obtain the important
relation
d(Pbµ) =
n∑
A=1
Jµ(0)AdΘA + T
µν
(0)dbν . (95)
Notice that in the last three relations, we denoted the primary variables that describe
states in (local or global) equilibrium by (T µν0 , J
µ
0A, S
µ
(0)) and the reason for this no-
tation will become clear shortly.
Relation (93) is the covariant Gibbs relation which now involves only covariant ob-
jects and thus eliminates quantities defined relative to a specific frame. Still describes
reversible transformations from the (global or local ) equilibrium state parametrized
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by (ΘA, b
µ) to a nearby (global or local) equilibrium state within Eˆ. Because of this
property, one may conclude that besides been an aesthetically pleasing formula, the
covariant version of the Gibbs relation in (93) offers nothing new (since its non co-
variant version in (83) does exactly the same). However, that is not the case. The
covariant form (93) combined with (94) and (95) play an important role in the formu-
lation of the transient thermodynamics and in the next section we discuss this point
in detail.
9 Near-equilibrium states and their properties
As we have seen in section (6), the key ingredient that underlies the development
of (EIT) is the notion of the generalized entropy density s, which for the case of a
simple fluid is postulated to have the dependance: s = s(e, v, ~q, P v, σ(v)
ij). Roughly,
a similar principle underlies the relativistic extension of (EIT), referred as transient
thermodynamics (or causal thermodynamics). Here, a key role is played by a fun-
damental relation between the entropy vector Sµ and the primary variables T µν and
JA
µ that goes beyond the simple relations (93, 94) and (95) that hold for states in
global or local equilibrium.
In order to set the stage for the deduction of this fundamental relation, we be-
gin with an arbitrary point on the space of equilibrium states Eˆ parametrized by
(ΘA, b
µ) and described by (T(0)
µν , JA
µ
(0), S
µ
(0)). Let now an infinitesimal displacement
(dSµ, dT µν, dJA
µ) so that
Sµ = Sµ(0) + dS
µ, T µν = T(0)
µν + dT µν , JµA = JA
µ
(0) + dJA
µ,
remains ”infinitesimally near” to (T(0)
µν , JA
µ
(0), S
µ
(0)) but lies off-Eˆ. A key ingredi-
ent that underlies the development of transient thermodynamics, is “the release of
variation assumption”, introduced in [16, 4]. This principle states that during the dis-
placement, (dSµ, dT µν , dJA
µ) that leads to Sµ = Sµ(0)+dS
µ, T µν = T(0)
µν+dT µν , JµA =
JA
µ
(0) + dJA
µ, a (non equilibrium) covariant Gibbs relation holds and has the form
dSµ = −
n∑
A=1
ΘAdJ
µ
A − bλdT
λµ, (96)
i.e. the non equilibrium Gibbs relation has the same functional form as the equilib-
rium in (93) except that in (96) the perturbations (dSµ, dT µν, dJA
µ) leads us off -Eˆ
(in sharp contrast to the equilibrium Gibbs in (93) where the infinitesimal perturba-
tions (dSµ, dT µν, dJA
µ) leave us within Eˆ). Accepting this interpretation of (96) and
recalling that (T(0)
µν , JA
µ
(0), S
µ
(0)) obey (94), addition of (94) and (96) yields
Sµ = P (ΘA, b)b
µ −
n∑
A=1
ΘAJ
µ
(A) − bλT
λµ −Qµ(δJµA, δT
λµ, Xµν..(i) ), (97)
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which is the fundamental relation that underlies transient thermodynamics. In this
formula (Sµ, T λµ, JA
µ) are the primary variables describing the off-equilibrium state,
P (ΘA, b) is the thermodynamical pressure of the equilibrium state specified by the
(ΘA, b
µ) and Qµ depends upon Xµν....(i) i ∈ (1, .., n) (which vanish on Eˆ) and upon
δJµA := J
µ−J0
µ, δT µν := T µν −T0
µν . The term Qµ to this point is entirely arbitrary.
First order theories, like the Eckart [2] and Landau-Lifshitz [3] assume Qµ := 0 while
second order theories26 assume Qµ 6= 0. In the context of a simple fluid, and within
the hydrodynamical description invoked by Israel and Stewart, Qµ is quadratic in the
heat flux, bulk and shear viscous stress.
We now discuss a few implications of the fundamental relation (97). For its de-
duction, we started from a state in (a local) equilibrium specified by (ΘA, b
µ) and
via a perturbation we displaced it to a near by off-equilibrium state described by
(T µν , JµA, S
µ, Xµν....i ). However, from the practical viewpoint, one starts from a non
equilibrium state described by (T µν , JµA, S
µ, Xµν....i ) and seeks to define an equilib-
rium reference state on Eˆ so that (97) holds. Israel and Stewart observe that this
equilibrium reference state is not unique. For instance if (ΘA, b
µ) on Eˆ specifies an
equilibrium state that is near to (T µν , JµA, S
µ, Xµν....i ) and displace this (ΘA, b
µ) to a
near by state (Θ′A = ΘA + δΘA, b
′
µ = bµ + δbµ) within Eˆ, then (97) can be written in
the equivalent form:
Sµ =P (Θ′A − δΘA, b
′
ν − δbν)(b
′µ − δbµ)−
n∑
A=1
(Θ′A − δΘA)J
µ
A − (b
′
ν − δbν)T
µν−
−Qµ(δJµA, δT
λµ, Xµν..(i) ) = P (Θ
′
A, b
′
ν)b
′µ −
n∑
A=1
Θ′AJ
µ
A − b
′
νT
µν −Q′µ,
(98)
Qµ
′
= Qµ −
n∑
A=1
(JµA − J
µ
(0)A)δΘA − (T
µν − T µν0 )δbν (99)
where we arrived at (98) and at the transformation law for Qµ, using (95) and have
neglected terms (δΘA)
c and (δbµ)
c, with c > 2. In turn, (98) implies that to an
O1 accuracy both (ΘA, bµ) and (Θ
′
A = ΘA + δΘA, b
′
µ = bµ + δbµ) can serve as a
reference equilibrium state for the state (T µν , JµA, S
µ, Xµν....i ). This freedom in the
choice of the reference equilibrium state simplifies matter considerably (but at the
same time generates problems arising from the absence of a unique rest frames for
states off-equilibrium).
For a non equilibrium state27 specified by (T µν , Jµ, Sµ, Xµν....i ) the Israel-Stewart pro-
26The terms ”first order theories”, ”second order theories” seem to have been coined by Hiscock
and Lindblom in ref.[5].
27In order to avoid technicalities, we restrict attention to the case of a simple fluid. The case of
mixture can be found in [4].
27
cedure for assigning the local equilibrium state begins by first choosing a four velocity
uµ within the cone of angle ǫ defined by uE and uN . Once a choice of this u
µ has
been made, the primary variables (T(0)
µν , Jµ(0)) for the reference equilibrium state are
chosen so that the following fitting conditions hold:
(Jµ − Jµ(0))uµ = (T
µν − T(0)
µν)uµuν = 0. (100)
The rest of the thermodynamical variables s(u), T (u) and P (u) for this reference
equilibrium state are constructed by appealing to the equilibrium equation of state
and the equilibrium Gibbs relation (83). For the so defined reference equilibrium
state, the fundamental relation (97) in view of (94) yields
−uµ(S
µ − Sµ0 ) = −[P (ΘA, b)b
µ −
n∑
A=1
ΘAJ
µ
(A) − bλT
λµ −Qµ(δJµA, δT
λµ, Xµν..(i) )−
−Pbµ +
n∑
A=1
ΘAJ
µ
(0)A + bλT
λµ
(0) ]uµ = uµQ
µ
which implies that the entropy density s(x) = −uµS
µ of the actual state and the
entropy density s0(x) = −uµS
µ
0 of the equilibrium reference state as measured the
u-observer, obey
s0(x)− s(x) = −uµQ
µ (101)
i.e. the two densities agree to first order deviations from the equilibrium and differ-
ences appear in second order deviations. Moreover s(x) = −uµS
µ attains its max-
imum value at equilibrium (under the assumption that the fitting conditions (100)
hold among all states with the same (ρ(u), nA(u)), if and only if Q
µ is timelike and
future directed.
Relation (101) has another important consequence: The thermodynamical pressure
P (u) of the non equilibrium state described by the primary variables (T µν , Jµ, Sµ),
and the equilibrium pressure P (Θ, b) that appears in (97) satisfy
P (u)− P (Θ, b) = O2 (102)
i.e. the two pressures agree to first order in deviations from equilibrium and this
property can be seen as follows:
For the state (T µν , Jµ, Sµ, Xµν....i ), the thermodynamical pressure P (u) and the bulk
pressure π(u) as perceived by the u observer satisfy
1
3
Tµν∆(u)
µν = P (u) + π(u), ∆(u)µν = δ
µ
ν + u
µuν (103)
28
where ∆(u)µν is the projection tensor associated to the particular four velocity u
(relation (103) will become clear further bellow). On the other hand, either by em-
ploying the rest frame specified by u and applying the local equilibrium postulate or
by appealing to the covariant form of the non equilibrium Gibbs relation we conclude
that
ds = T−1[de+ P (u)d(
1
n
)] = T−1[d(ρV ) + P (u)d(V )], V = n−1
and thus for an isentropic expansion satisfies: d(ρV ) + P (u)d(V ) = 0. Therefore we
deduce that
P (u) = −
∂(ρV )
∂V
∣∣∣
(sV,n)
= −
∂(ρ0V )
∂V
∣∣∣
[(s0+uµQµ)V,n0]
= P (Θ, b) +O2
where the partial derivatives are computed at fixed entropy per particle and particle
density and we passed to the second equality by appealing to the (100) and (101).
However, this relation implies that P (u) in (103) and P (Θ, b) agree to first order
deviations from equilibrium. Since we are eventually are interested only in the dy-
namics of first order deviations from equilibrium here after we shall not differentiate
between the two pressures.
We now consider some implications regarding the choice of the four velocity u. This
four velocity u enters into the theory through the fitting conditions (100) and u is
arbitrary (except that it is restricted to lie within the cone specified by uE and uN).
Once a choice of u has been made, we decompose the primary variables T and J
according to
T µν = ρ(u)uµuν + P (u)∆(u)µν + h(u)µuν + h(u)νuµ + τ(u)µν , (104)
Jµ = n(u)uµ + n(u)µ, h(u)µuµ = n(u)
µuµ = uµτ(u)
µν = 0
where h(u)µ, n(u)µ is the energy flow and particle ”drift” relative to the u-frame,
∆µν(u) is the projection tensor28 and the spatial symmetric shear tensor τ(u)µν is
decomposed according to
τ(u)µν = π(u)∆(u)µν + π(u)µν , π(u)µµ = 0, (105)
where π(u) and π(u)µν stand for the bulk and shear stresses (relative to the u-
observer). Combining these decompositions with the fundamental relation (97) the
fitting conditions (100) and the relation s = ρ+P
T
−
∑n
A=1ΘAnA which implies:
Pbµ = suµ − ρbµ +
∑n
A=1ΘAJ
µ
A, we find that (97) takes the equivalent form:
Sµ = s(ρ(u), n(u))uµ −Θ(u)n(u)µ +
h(u)µ
T (u)
−Qµ(u). (106)
28In order to avoid proliferation of new symbols, the four velocity u defined in (104) should not
be confused with the four velocity u defining the unique rest frame in (81).
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The presence of the four velocity u in the right hand side of this formula (and also in
the decompositions29 (104) and (105)) raises some delicate questions regarding the
interpretation of the theory. Closely related to this problem, is the implementation
of the second law for the entropy vector Sµ as defined in (106).
In order to address these problems, we study the dependance of the decompositions
(104), (105) and (106) upon the choice of u. As it turns out, for near equilibrium
states, the variables τµν(u), ρ(u), n(u), P (u), s(u), T (u),Θ(u) in (104), (105) and (106)
(except the term Qµ) are all invariant to first order deviation from equilibrium and
thus they are considered as been ”frame independent”.
In order to establish this important property, let Z be an arbitrary thermodynamical
variable that exhibits a u-dependance. Under a change of the rest frame i.e. under
uµ → uˆµ, the variation δZ := Z(uˆ)−Z(u) that this Z suffers can be cast in the form:
δZ = Z(uˆ)− Z(u) = a1O1 + a2O2 + ..
where (a1, a2....) are well defined functions and O1, O2, ... stand for terms of first,
second,...order deviations from equilibrium. Thermodynamical variable having the
property that a1 := 0 are considered to be frame-invariant and the following two lem-
mas describe the transformations properties of several thermodynamical variables
under a change of the rest frame.
Lemma 1 Let (u, uˆ) be two arbitrary (future directed) timelike unit vectors within
the cone spanned by uE and uN and let
uˆµ = (1 + δ2)1/2uµ + δµ, δ2 = δaδa, δ
aua = 0. (107)
with δµ subject to: |δ| ≤ ǫˆ1 ≤ O1, so that uˆ−u ≤ ǫˆ1 ≤ O1. Suppose that relative to the
u-frame the primary variables T µν and Jµ admit the decompositions shown in (104)
and (105) while the same variables relative to the uˆ-frame admit the decompositions
T µν = ρ(uˆ)uˆµuˆν + P (uˆ)∆(uˆ)µν + h(uˆ)µuν + hˆ(uˆ)ν uˆµ + τˆ (uˆ)µν , (108)
Jµ = n(uˆ)uˆµ + nˆµ(uˆ) h(uˆ)µuˆµ = n(uˆ)
µuˆµ = uˆµτ(uˆ)
µν = 0.
Then under the transformation (107) the following relations hold:
δρ := ρ(uˆ)− ρ(u) = ǫˆO1
δhµ := h(uˆ)µ − h(u)µ = ǫˆ
δτµν := τ(uˆ)µν − τ(u)µν = ǫˆO1
29In this and remaining sections, we write ρ(u), P (u), h(u), τ(u)µν etc in (104), (105) and (106)
to indicate the dependance of these variables upon the chosen u.
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Lemma 2 Under the same assumptions as in the previous lemma, the following com-
bination
qµ(u) = h(u)µ −
ρ(u) + P (u)
n(u)
n(u)µ (109)
is frame invariant i.e.
δqµ := q(uˆ)µ − qµ(u) = O2 + .....
The proof of these two Lemmas are a discussed in the Appendix II.
As a first application of these Lemmas, we note that the spatial vector qµ(u) in
Lemma 2 defines the frame independent heat flux vector, since relative to the Eckart
frame reduces to the energy flux30 hµ(uN). If we eliminate the energy flux h
µ(u) in
favor of the heat flux qµ(u) in the entropy vector Sµ in (106), we find
Sµ =
s
n
Jµ +
qµ
T
−Qµ (110)
and if for the moment, we ignore the Qµ term, then the right hand side is manifestly
frame invariant and thus valid in any frame as long as O2, O3.... deviations from
equilibrium are neglected. Due to this reason, in the right hand side of (110) we write
s, n.. etc instead of s(u), n(u) etc. Therefore (110) represents the entropy vector of the
actual state correct to O1 deviations from equilibrium. The transformation properties
of the right hand side of (110) in the presence of the Qµ term will be addressed in
the next sections.
We now discuss the implementation of the second law that Sµ ought to satisfy. For
this, it is more convenient to form the covariant divergence of (97) rather to employ
(106). In view of the conservation laws satisfied by the primary variables, we find
∇µS
µ = ∇µ(Pb
µ)− Jµ∇µΘ− T
µν∇µbν −∇µQ
µ. (111)
Since however, (95) implies
∇µ(Pb
µ) = Jµ0∇µΘ+ T
µν
0 ∇µbν (112)
therefore (111) takes the form
∇µS
µ = (Jµ0 − J
µ)∂µΘ+ (T
µν
0 − T
µν)∇µbν −∇µQ
µ. (113)
By inserting the decompositions shown in (104) in view of the special forms of T0
µν
and J0
µ, we find
∇µS
µ = W −∇µQ
µ, (114)
30For the case of fluid mixture, qµ(u) is replaced by qA
µ(u) = h(u)µ − ρ(u)+P (u)
nA(u)
nA(u)
µ and by
definition if uA is the frame defined by J
µ
A = nAu
µ
A then qA
µ(uA) = h(uA)
µ. For a fluid mixture the
drifts of the particles relative to the energy frame are more convenient variables.
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W := h(u)µ
[
∇µ
(
1
T (u)
)
−
aµ
T (u)
]
− n(u)µ∇µΘ(u)−
τ(u)µν
T (u)
∇µuν (115)
where aµ = u
ν∇νuµ is the four acceleration
31 of the velocity field32 u.
These formula show that in order to impose the second law, and thus discuss the
invariance properties of the right hand side of (110) and (114) under change of frame,
the term Qµ needs to be specified.
For completeness and comparison purposes, we first consider the case of first order
theories. These theories are generated by the choice Qµ := 0 and in the next section
we discuss briefly the implications of this choice.
10 Eckart and Landau-Lifshitz first order theories
For the choice Qµ = 0, the entropy vector Sµ in (110) reduces to
Sµ =
s
n
Jµ +
qµ
T
. (116)
which is the entropy flux due to the convected motion(first term) and an irreversible
contribution generated by the heat flux qµ (second term). Even though this Sµ has
a simple form, we should not loose side of the fact that we are dealing with fluid
states admitting dissipation and heat conduction and in the right hand side of (116)
is hidden the choice of the rest frame u. Depending upon the choice of this rest frame,
these class of theories include the Landau-Lifshitz and Eckart theories.
For the Landau-Lifshitz theory ( for a more detail introduction to this theory see for
instance [3]), we choose the rest frame u to be the unique timelike eigenvector uE of
the energy momentum tensor Tµν . For this choice, we have the decompositions
33
T µν = ρuµuν + (P + π)∆µν + πµν Jµ = nuµ + nµ, (117)
and upon substituting these decompositions in (113) with Qµ = 0, we get
∇µS
µ =− nµ∂µΘ− [π∆
µν + πµν ]∇µbν =
=− nµ∂µΘ−
π
T
∆µν∇µuν −
πµν
T
∇µuν =
=− nµ∂µΘ−
π
T
∇µu
µ −
πµν
T
< ∇µuν > .
(118)
31Note that a misprint in equation (2.28) of ref.[4]. The term proportional to four acceleration
in that equation should appear with a negative sign. It is however quoted correctly in [16], see
equations (72, 73) in that reference.
32For the case of a fluid mixture, the term n(u)µ∂µΘ(u) in W should be replaced by∑
A
nA(u)
µ∂µΘA(u).
33In the formulas (117) through (120), we write u instead of uE.
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where in above and here after < ∇µuν > signifies the symmetric traceless part of
∇µuν . By introducing the heat flux vector q
µ defined in (109) with hµ = 0, we write
the above formula in the form
T∇µS
µ =
nqµ
(ρ+ P )
T∂µΘ− π∇µu
µ − πµν < ∇µuν > . (119)
Implementation of the second law leads to following phenomenological relations:
qµ = κ
n
ρ+ P
T 2∆µν∇νΘ, π = −
1
3
ζv∇µu
µ, πµν = −2ζ < ∇µuν > (120)
where and in standard notation κ is coefficient of thermal conductivity and (ζv, ζ)
the coefficients of bulk and shear viscosity.
The Eckart theory (see for instance ref.[2]), is generated by choosing the rest frame
to be defined by the four velocity uN obeying J
µ = nuµN . For this choice, we employ
the decompositions34
T µν = ρuµuν + (P + π)∆µν + hµuν + hνuµ + πµν , Jµ = nuµ. (121)
Substituting these decompositions in (113) with Qµ = 0, a short calculus shows that
∇µS
µ = −hµ
[
aµ
T
−∇µ
(
1
T
)]
−
π
T
∇µu
µ −
πµν
T
< ∇µuν > . (122)
Relative to this frame, formula (109) shows that the heat flux qµ is identical to
energy flux i.e. hµ = qµ and by similar analysis as for the case Landau-Lifshitz case,
we deduce the following phenomenological relations:
qµ = −κT∆µν
(
∇νT
T
+ aν
)
, π = −
1
3
ζv∇µu
µ, πµν = −2ζ < ∇µuν > (123)
where the coefficients (κ, ζv, ζ) have the same meaning as for the Landau-Lifshitz
theory.
Although the theories of Landau-Lifshitz and Eckart are simple theories, neverthe-
less are pathological theories. For a critical analysis of the problems plugging these
theories see for instance refs. [5],[6].
11 Second Order Theories: The Hydrodynamical
Approximation
In this section, we consider second order theories that are generated by specifying a
non vanishing Qµ in the fundamental relation (97). Israel and Stewart, motivated
34Here again in the formulas (121-123) u stands for uN .
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from results valid within the relativistic kinetic theory of gases, proposed that the
entropy flux vector Sµ (and thus Qµ) that describe near equilibrium states of a simple
fluid, should be independent of the gradients of Jµ and T µν and should be quadratic
in the variables π(u), π(u)µν, h(u)µ defined in (104-105) and the frame invariant heat
flux q(u)µ defined in (109). Specifically, they proposed that Qµ(u) should have have
the form:
TQµ =
1
2
uµ[β0π
2 + β1qµq
µ + β2π
µνπµν ]− α0πq
µ − α1π
µνqν + TR
µ (124)
where Rµ stands for
Rµ =
1
T (ρ+ P )
[
1
2
uµhνhν + τ
µνhν
]
. (125)
The Israel-Stewart ansatz, contains five undetermined coefficients βi, i ∈ (0, 1, 2, ), αj,
j ∈ (0, 1) that couple terms quadratic in the frame invariant quantities π(u), π(u)µν, q(u)µ
while R contains the energy flux vector hµ and is free of arbitrary functions. An R
term of the form T (ρ + P )Rµ = [1
2
γ1u
µhνhν + γ2τ
µνhν + γ3πh
µ] combined with the
requirement that the entire Qµ should be frame-independent to order O2, demands
γ1 = γ2 = 1 and γ3 = 0. For these values of the γi, i ∈ (1, 2, 3) the entire Q
µ in (124)
is frame independent and for this reason the explicit dependance of Qµ upon u has
been omitted. For additional discussion regarding the structure of Qµ in (124), the
reader is referred to original article of Israel [16] and Israel and Stewart ref.[4].
For the case of a fluid mixture, Qµ is chosen slightly different. It is more convenient to
eliminate the invariant heat flux q(u)µ in favor of the n-particle drifts νµA := nA
µ(uE),
A ∈ (1, ..., n) taken relative to the uniquely defined energy frame. In terms of these
drifts and the variables π(u), π(u)µν, h(u)µ and in the notation of Israel ref. [16], the
term Qµ has the form:
Qµ = π
∑
A
aA0ν
µ
A+ π
µ
λ
∑
a A1 ν
λ
A +
1
2
uµ
(
β0π
2 +
∑
A,B
βAB1 ν
α
AνBα + β2παβπ
αβ
)
+Rµ.
(126)
where the summation extends over the n-particle species, and as before the coefficients
(aA0, a
A
1, β0, β
AB
1 , β2) with A,B ∈ (1, 2, ...n) are undetermined functions depending
upon ρ(u) and nA(u), while R
µ has the same form as in (125). For generality purposes,
we shall analyze the implication of the choice for Qµ described in (126).
A direct substitution of (126) in (114) yields a long expression. However using W in
(115) and the form of R in (125), we find
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W −∇µR
µ = hµ(u)
[
∇µ
(
1
T
)
−
aµ
T
]
−
τλµ∇µuλ
T
−
∑
A
JˆµA∇µΘA−
−∇µ
[
1
2
uµhaha
T (ρ+ P )
]
−∇µ
[
τµνhν
T (ρ+ P )
] (127)
where aµ stand for the four acceleration of the four velocity u. By appealing to
identity (90) we conclude that
(ρ+ P )∇µT
−1 +
∇µP
T
−
∑
A
nA∇µΘA = 0 (128)
and via this identity we find
W −∇µR
µ = −
hµ(u)aµ
T
−
τλµ
T
∇µ
(
uλ +
hλ
ρ+ P
)
−
∑
A
νµA∇µΘA−
−
hµ
(ρ+ P )
[
∇µP
T
+∇ν
(
τ νµ
T
)]
−
1
2
∇µ
[
uµhaha
T (ρ+ P )
]
.
(129)
Taking into account that
∆νλ∇
µTµν
= (ρ+ P + π)ub∇buλ +∇λ(P + π) + hλ∇bu
b + ub∇bhλ + h
b∇buλ+
+∇bπbλ + uλub∇
b(P + π) + uλuau
b∇bh
a + uλua∇bπ
ab = 0.
(130)
and by eliminating the hµaµ from (129) we find
W −∇µR
µ = −
τλµ
T
∇µ
(
uλ +
hλ
ρ+ P
)
−
∑
A
νµA∇µΘA +O3 (131)
With this simplification, we now have
∇µS
µ = −
∑
A
νµA∇µΘA −
τλµ
T
∇µ
(
uλ +
hλ
p+ ρ
)
−
−∇µ
[
1
2
uµ
(
β0π
2 +
∑
AB
βAB1 ν
α
AνBα + β2παβπ
αβ
)
+ π
∑
a A0 ν
µ
A + π
µ
λ
∑
aA1 ν
λ
A
]
+O3.
(132)
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Still differentiation of the square bracket leads to a lengthy expression. However,
matters simplify if we take into account that ∇µS
µ ≥ 0 should hold only to second
order deviations from equilibrium and thus any O3 terms arising via differentiation
of terms in the bracket can be ignored. Specifically gradients of the coefficients
(aA0, a
A
1, β0, β
AB
1 , β2) along the flow lines give O3 contributions and similarly the ex-
pansion ∇µu
µ of u is considered as an O1 term and thus can be neglected. With this
simplifications, we rewrite the right hand side of (132) into the form:
∇µS
µ =
∑
νµfAµ + πf + π
µνfµν , (133)
where fAµ, f and fµν are functions to be determined. Carrying out the differentiation
in right hand side of (132) and grouping terms we arrive at
∇µS
µ =−
∑
A
νµA∇µΘA −
τλµ
T
∇µ
(
uλ +
hλ
p+ ρ
)
−
−
1
2
(
2β0ππ˙ + 2
∑
AB
βAB1 ν˙
α
AνBα + 2β2π˙αβπ
αβ
)
−
− (∇µπ)
∑
A
a A0 ν
µ
A − π
∑
A
a A0 (∇µν
µ
A)−∇µπ
µ
λ
∑
A
aA1 ν
λ
A−
− πµλ
∑
A
aA1 (∇µν
λ
A) +O3.
(134)
Using the decomposition τµν = π∆µν + πµν , the right hand side of (134) can be cast
into the form (133):
∇µS
µ =−
∑
A
νµA
[
∇µΘA +
∑
B
βAB1 ν˙
α
Bµ + a
A
0∇µπ + a
A
1∇λπ
A
µ
]
−
− π
[
β0π˙ +
∆λµ
T
∇µ
(
uλ +
hλ
p+ ρ
)
+
∑
aA0∇µν
µ
A
]
−
− πλµ
[
1
T
∇µ
(
uλ +
hλ
p+ ρ
)
+ β2π˙λµ +
∑
A
aA1∇µνAλ
]
.
(135)
Since hλu
λ = 0 and uµuµ = −1, the following identity holds:
∆λµ∇µ
(
uλ +
hλ
p+ ρ
)
= (gλµ + uλuµ)∇µ
(
uλ +
hλ
p+ ρ
)
= ∇µu
µ +
∇µh
µ
p + ρ
(136)
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and this identity transforms (135) into the form:
∇µS
µ =−
∑
A
νµA
[
∇µΘA +
∑
B
βAB1 ν˙
α
Bµ + a
A
0∇µπ + a
A
1∇λπ
A
µ
]
−
− π
[
β0π˙ +
∇µu
µ
T
+
∇µh
µ
T (p+ ρ)
+
∑
aA0∇µν
µ
A
]
−
− πλµ
[
∇µu
µ
T
+
∇µh
µ
T (p+ ρ)
+ β2π˙λµ +
∑
A
aA1∇µνAλ
]
.
(137)
However, by inspection of the right hand side of this expression, we can write down
phenomelogical relations between (π, πµν , νµA, A ∈ (1, 2, ....n)) that enforce the second
law. A way to do so, is to assume that π, πµν and ν µA depend linearly on the “strains”
i.e. ∇µu
µ, 〈∇µuν〉, ∇µΘA. In that manner, validity of the inequality ∇µS
µ ≥ 0 to
O1 accuracy, demands that the following set of equations ought to hold:
νµA := −∆
µνT 2
∑
B
kAB
(
∇νΘB +
∑
C
βBC1 ν˙Cν + a
B
0 ∇νπ + a
B
1 ∇pπ
p
ν
)
(138)
π := −
1
3
Jν
(
∇αu
α +
∇αh
α
p + ρ
+ Tβ0π˙ + T
∑
A
a A0 ∇µν
µ
A
)
(139)
πµν := −2J〈∇νuµ +
∇νhµ
p+ ρ
+ Tβ2π˙µν + T
∑
A
a A1 ∇ννAµ〉. (140)
where kAB A,B,∈ (1, 2, ..., n), is an (n × n) a semi-positive matrix with real entries
and the angular bracket in the last equation signifies:
〈Aαβ〉 =
1
2
∆ λα ∆
µ
β
(
Aλµ + Aµλ −
2
3
∆λµ∆
ρσAρσ
)
(141)
These set of phenomenological equations coupled with the conservation laws∇µT
µν =
0,∇µJ
µ = 0 provide a complete set of equations describing the behavior of near equi-
librium states whose evolution is compatible with the second law. They contain
underdetermined coefficients whose nature are to be specified by microphysics like
kinetic or quantum theory.
As they derived here, equations (138, 139, 140) valid for any rest frame specified by a
four velocity u subject only to the restriction that u lies between (0, min(ǫ1, ǫ2, ....ǫn))
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where ǫi is the pseudo angle defined by uE and the four velocity ui parallel a Ji
(see comment in the introduction section.) They simplify slightly whenever they
are expressed relative to a particular frame like the energy frame or the particle
frame35. For a simple fluid and relative to the energy frame, the phenomenological
equations are obtained from (138, 139, 140) by setting everywhere hµ = 0, removing
the summation symbols and the indices (A,B). They reduce to the form:
νµ := −k∆µνT 2 (∇νΘ+ β1ν˙ν + a0∇νπ + a1∇pπ
p
ν) (142)
π := −
1
3
Jν (∇αu
α + Tβ0π˙ + Ta0∇µν
µ) (143)
πµν := −2J〈∇νuµ + Tβ2π˙µν + Ta1∇ννµ〉. (144)
where in these equations uµ stands for uE
µ, ∆µν = ∆µν(uE) etc.
For the case of a simple fluid, it is often convenient to express (138, 139, 140) in
terms of the frame invariant heat flux vector qµ defined in (109). Evaluating qµ in
the energy frame, yields
νµ = −
n(uE)
ρ(uE) + P (uE)
qµ +O2
and upon returning to the term Qµ in (126), removing the summation symbols
and eliminating νµ in favor of qµ and setting hµ = 0, we obtain a ”new” Qµ
term for a simple fluid identical to the one shown in (124) except that now new
(a0, a1, β1) are ”renormalized coefficients”resulting by absorbing the multplicative fac-
tor n(uE)(ρ(uE) + P (uE))
−1 in to the old coefficients (a0, a1, β1) (but not the sign).
Notice moreover that during these manipulations the expression W −∇µR
µ in (131)
reduces to:
W −∇µR
µ = −
τλµ
T
∇µuλ +
n(uE)
ρ(uE) + P (uE)
qµ∇µΘA +O3 (145)
35Strictly for a fluid mixture this frame is not well defined, or more precisely there exist n such
frames specified by the corresponding uA. Relative to each of these frames the corresponding species
of type A is at rest even though the other species exhibit a drift relative to this particular frame.
Often, for a fluid mixture, the material four velocity uM is introduce via uM
µ =
wAj
µ
A
wAnA
where wA are
arbitrary weights and nA = −u
A
µJ
µ
A. Relative to this ”material frame” a heat flux q
µ is defined via
qµ = hµ(uM ). We shall not write the phenomenological equations relative to this material frame.
They can be derived by a straightforward generalization of the approach of this section.
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As a consequences of these changes the resulting phenomenological equations obtained
from the modified expression (132) are as follows:
qα = κT∆αβE (η
−1T∇βΘ− β1q˙β + α0∇βπ + α1∇νπ
ν
β), η =
ρ+ P
n
(146)
π = −
1
3
ζν(∇αu
α + β0π˙ − α0∇αq
α) (147)
παβ = −2ζ〈∇βuα + β2π˙αβ − α1∇βqα〉 (148)
and these equations agree with those given in Israel and Israel and Stewart. It is
understood that in above equations u stands for uE.
The structure of the phenomenological equations for a simple fluid relative to the
Eckart frame, can be obtained using Qµ given in (124, 125) taking into account that
for this frame W −∇µR
µ reduces to:
W −∇µR
µ = qµ(u)
[
∇µ
(
1
T
)
−
aµ
T
]
−
τλµ
T
∇µ
(
uλ +
qλ
ρ+ P
)
+O3. (149)
The resulting phenomenological equations have the form
π = −
1
3
ζν(∇αu
α + β0π˙ − α¯0∇αq
α) (150)
qα = −κT∆αβN (T
−1∇βT + u˙β + β¯1q˙β − α¯0∇βπ + α¯1∇νπ
ν
β) (151)
παβ = −2ζ〈uαβ + β2π˙αβ − α¯1∇βqα〉 (152)
where again the angular bracket is defined as in (141) and in these last three equations
u stands for uN .
In the sets (146,147,148) and (150,151,152), a dot signifies differentiation along the
u-flow lines, for example π˙ = uµ∇µπ etc. The coefficients α0, α1, β1 in (146,147,148)
and their barred versions in (150,151,152) are related via
α¯i − αi = β1 − β¯1 = [(ρ+ P )T )
−1] (153)
and these relations are important in proving that the two sets of equations are equiv-
alent to first order deviations from equilibrium. In order to establish that property
we should keep in mind that the four velocities uE and uN are related via
uµE = u
µ
N + (ρ+ P )
−1qµ +O2 (154)
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as well as identity
∆µνη−1∇βΘ = ∆
µν [∇ν(
1
T
)−
1
(ρ+ P )T
(q˙ν +∇νπ +∇λπ
λ
ν )]−
1
T
u˙µN (155)
discussed in [16].
As they derived here the various set of equations, are all equivalent to first order
deviation from equilibrium. They provide the evolution equations for the the heat
fluxes and corresponding bulk and shear stresses and these equations are in addition to
the dynamical equations arising from the conservation laws. For additional discussion
of their structures as well the role of the kinetic theory in specifying the some of the
coefficients βi and αj the reader is refereed to [16, 4, 24].
12 Conclusions
In this article, we highlighted the principles underlying classical irreversible thermo-
dynamics (CIT), the extended irreversible thermodynamics (EIT) within a Newtonian
framework and the structure of transient relativistic thermodynamics. Our emphasis
was placed upon the subtle issues that involve relativistic irreversibility such the as
the existence of multiple rest frames, nature of the entropy flux and the imposition
of the second law. As we have seen in this work, by restricting analysis to near equi-
librium states transient thermodynamics provides a satisfactory resolution of these
issues.
As far as applications of these branch of non equilibrium thermodynamics is con-
cerned, it should be mentioned that at the Newtonian level, both (CIT) and (EIT)
have found numerous applications in science and technology. In particularly (EIT)
find applications in the treatment of heat transport in micro and nano systems, shock
structure of waves propagating on hydrodynamical systems, phenomenological hydro-
dynamics etc, and the interested reader for an overview of successes (and failures) of
extended theories is refereed to the recent edition of the book [21]. Further reviews
regarding the status of (EIT) can be found in the 1984 Barcelona conference proceed-
ings [23], and also in refs. [25], [26], [27].
As far as applications of the transient thermodynamics is concerned, we may add that
slowly enters into the menu of relativists. As we have seen in the last section, within
the context of the hydrodynamical description, second order theories involve a com-
plicated set of phenomenological equations. The complete hydrodynamical system,
besides the four velocity, particle density (or densities) and energy density involves
the heat flux, bulk stress and shear stresses as independent dynamical variables. The
inclusion of these variables makes the extended theories much harder to apply than
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the first order theories like Eckart or Landau-Lifshitz. The latter theories are rela-
tively simple but of course their applicability is restricted to sources where temporal
or spatial variations of the heat flux and viscous stress are much larger than the
mean free time or mean free path and in addition one has to live with the unpleasant
feature of instabilities and infinity propagation of disturbances (contrast the results
in [5],[6]).
Despite the complicate dynamics, transient thermodynamics finds its place within
cosmology and astrophysics. A tractable system where the effects of transient ther-
modynamics can be accounted for involves the spatially homogeneous and spatially
isotropic cosmological models. Even though traditionally these cosmologies postu-
lates an adiabatic expansion, nevertheless during the evolution of the Universe there
exist processes where the adiabaticity assumption may be questioned. In process like
the GUT-phase transitions, reheating after inflation, decoupling of neutrinos or pho-
tons from the matter, transient thermodynamics is applicable. In that regard, the
dynamics of a spatially homogeneous and isotropic cosmological models coupled to a
dissipative fluid has attracted the interest of cosmologist. Since the energy momen-
tum tensor of a dissipative fluid has to respects the symmetries of the background
geometry, it follows that such states involve only a non vanishing bulk viscosity and
this property makes the coupled Einstein-dissipative fluid system a tractable system
to analyze. For various applications of transient thermodynamics to Cosmology36,
the reader is refereed to refs. [42, 43, 44, 45, 46] and also chapter (18) of ref. [21].
Applications of the theory to problems in gravitational collapse are more scarce, even
though gravitational collapse offers many scenarios where transient thermodynamics
is applicable. One such scenario corresponds to the phase during the complete gravi-
taitional collapse where neutrinos pass from the free streaming to the trapped regime.
We are not aware of any treatment of this problem within the Einstein dissipative
fluid system although some initial attempts in that directions have pursued in [49].
Moreover in ref.[47], [48] transient thermodynamics applied to radiation fluids with
emphasis to the survival of density perturbations and implications upon the structure
formation.
Finally it is of interest to note that the relativistic version of the Shakura-Sunyaev
geometrically thin, optically thick accretion disks (see for instance [50]) the accreting
material is modeled by a viscous fluid. The thermodynamical description of this ac-
creting fluid employs the Eckart frame, and assumes conditions on the stresses and
heat fluxes such that the conventional theories apply. It would be of some theoretical
interest to examine whether disk like solutions modeling the accreting matter with a
viscous fluid exhibiting rapid spatial variation in stresses and fluxes so that transient
36Chapter (17) of ref. [21] deals with aspects of transient thermodynamics and relativistic kinetic
theory while chapter 18 in the same reference deals with applications of transient thermodynamics to
Cosmology. There is, therefore, some intersection of the present work with these chapters. However
our emphasis is restricted to the structure of transient thermodynamics rather in applications of the
theory to specific problems.
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thermodynamics applies are admitted and whether such solutions have any physical
relevance.
We finish this article by mentioning the important results by Hiscock and Lindblom [5]
dealing with the connection between the stability of equilibrium configurations on one
side and the hyperbolicity plus causality of the transient hydrodynamical equations
on the other. They have shown for the ”second-order theories” that causality and
stability are virtually equivalent properties within this class of theories. This is a very
positive development but establishing the proof is very complicated and the reader is
refereed to the original article for details. In overview of these that important issue
can be found in the article by Israel [51].
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14 Appendix I, On relativistic equilibrium ther-
modynamics
In this appendix, we discuss aspects of relativistic equilibrium thermodynamics of flu-
ids (or fluid mixtures) with emphasis on the structure of the first and second law of
equilibrium thermodynamics on a general relativistic setting. As we have mentioned
earlier on, the laws of equilibrium thermodynamics have been established long ago but
their formulation assumed a Newtonian framework. Upon the arrival of the special
theory of relativity these equilibrium laws had to be modified so they become com-
patible with the requirements of the Poincare covariance. That problem has attracted
the attention of many leading physics of that epoch including Einstein, Planck, Pauli
amongst others ( a historical account of these effords is described in Pauli’s book [52]).
These early attempts were meet with partial success, disagreements and confusions
regarding the structure of the relativistic theory as the ”Planck-Ott controversy” re-
garding the definition and transformation propertiesof the relativistic temperature,
and the ”Abraham- Minkowski controversy” concerning the definitions of stresses and
momenta in polarized media clearly show.
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Modern approaches to relativistic thermodynamics employ the notion of a local
Lorentz frame that is determined by a hydrodynamical four velocity37. Observers
at rest relative to this rest frame of the flow measure thermodynamical variables and
these variables combined with the local-equilibrium postulate offer a framework that
is adequate to expresses the laws of equilibrium thermodynamics in special or general
relativistic form. In this Appendix, we use this route to formulate the first and second
law of equilibrium thermodynamics on a general relativistic setting and as we shall
see these laws are formulated only locally.
We begin considering a simple fluid38 propagating on a smooth four dimensions space-
time (M, g) so at any event within the region occupied by the fluid, is defined a unique,
future directed hydrodynamical four velocity u normalized according to g(u, u) = −1.
We consider an event within the region occupied by the fluid and at that event intro-
duce the local inertial frame defined by the hydrodynamical four velocity u. Relative
to this frame, let a fluid element of spatial three volume V and let n stands for the
particle number density, ρ for the density of mass-energy both of them measured by
an observer at rest relative to this frame so that N = nV and U = ρV are the number
of particles and total mass-energy within V . Let also s be the entropy density so that
S = sV is the total entropy within V and (T, P, µ) are the local temperature, pres-
sure and relativistic chemical potential. A key hypothesis that is frequently employed
for the formulation of the laws of relativistic thermodynamics (but almost never is
clearly stated) is again the local-equilibrium hypothesis. Within the present con-
text, this hypothesis states that the thermodynamical variables39 (U, S,N, T, P, µ)
etc constructed above satisfy the familiar laws of equilibrium thermodynamics de-
scribing spatially homogenous equilibrium states. This hypothesis means that the
first law takes the form:
dU = dQ− PdV + µdN (156)
where dQ is that amount of heat entering the volume V and PdV , µdN have the
familiar interpretation as the work done by expanding (contracting) V or adding
(substracting) particles. For a fluid mixture the first law is modified slightly. Here,
we introduce n- chemical potentials µi describing the n different particle species and
denote by Ni the total number of particle of type i within V . For such cases the first
law in (156) is altered by replacing µdN by µidNi. Since the system within V is con-
sidered as been in equilibrium (thermal, mechanical, chemical) the familiar language
37For the moment, we gloss over issues related to the uniqueness of such four velocity. For this
section, we assume that the medium defines a preferred hydrodynamical four velocity and exploit
the consequences of this assumption.
38For a fluid mixture, we introduce n- chemical potentials µi describing the n different particle
species and denote by Ni the total number of particle of type i within V (see discussion further
below).
39It is understood that all so far considerations are local and we ought to indicate explicitly
the dependance of all thermodynamical variables upon the local coordinates i.e. ought to write
n(xµ), ρ(xµ), ...etc. For simplicity of the presentation we omit this dependance.
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of equilibrium thermodynamics like reversible , irreversible, quasistatic transforma-
tions, extensive, intensive variables etc apply to this system but we should keep in
mind that this analysis is local.
As far as the second law is concerned40, it states that the entropy S = sV within
V should not be decreasing as it is transported forward in time along the flow lines,
provided fluxes41 of entropy across the boundary of V are absent. This in turn
requires:
d
dτ
S =uµ∇µ(sV )
=(uµ∇µs)V + s(u
µ∇µV )
=(uµ∇µs)V + s(∇µu
µ)V
=∇µ(su
µ)V
=(∇µS
µ)V ≥ 0
(157)
which demands (∇µS
µ) ≥ 0. Thus within the relativistic regime, the second law is
implemented by introducing the entropy vector42 Sµ = suµ and imposing the inequal-
ity: ∇µS
µ ≥ 0.
We now discuss some consequences of the two basic laws of thermodynamics as they
have been introduced above. If an amount of heat dQ is injected reversibly within
V then dQ = TdS and for these reversible transformations (156) yields the familiar
Gibbs relation
dU = TdS − PdV + µdN. (158)
The scaling properties of the extensive variables (U, S,N) in this formula leads to
U = TS − PV + µN (159)
40Within the standard equilibrium thermodynamics, the second law deals with the transformation
of heat into work and the law is stated either in the Kelvin-Planck or Clausius form (see for instance
[53]). The Clausius inequality allows to introduce the entropy S as a state function that has the
property that for any isolated system the entropy S does not decrease in time. Within the relativistic
domain, we implement the second law by treating the system V as an isolated system.
41Absence of fluxes of entropy across ∂V models V as an isolated system and the non decreasing
of S = sV as it is transported across the flow lines is a manifestation of the second law.
42 In the derivation of the inequality in (157) the special entropy vector Sµ = suµ has been
employed. However, for more general settings an entropy flux vector Sµ is introduced with the
property that ∇µS
µ ≥ 0 and for any observer with four velocity uˆµ, s(uˆ) = −uˆµS
µ is the entropy
density s(uˆ) measured by this observer. The inequality ∇µS
µ ≥ 0 guarantees that for any two
non intersecting spacelike hypersurfaces Σt1 ,Σt2 with Σt2 to the future of Σt1 cutting across an
asymptotically flat spacetime, the total entropy S(t1) =
∫
Σt1
SµdΣµ satisfies S(t2) ≥ S(t1).
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which in turn imply that the intensive variables (T, P, µ) satisfy the Gibbs-Duhem
relation
SdT − V dP +Ndµ = 0 (160)
Dividing (159) by V yields
ρ = Ts− P + µn (161)
which via differentiation and in combination to the the densitized form of the Gibbs-
Duhem relation (160) i.e. sdT − dP + ndµ = 0, implies
dρ = Tds+ µdn (162)
This relation means that knowledge of the equation of state ρ = ρ(s, n) determines
the (local) temperature and (local) chemical potential µ via differentiation.
Although we could take advantage of the local-equilibrium hypothesis and introduce
other useful thermodynamical potentials, besides ρ(s, n), we shall avoid this route.
Instead at first, we shall formulate the first law by employing ”the per particle de-
scription”. For this, we set U = ρV = ρN
n
, PdV = Pd
(
N
n
)
and introduce the entropy
per particle sˆ via: s = sˆn so that S = sV = sN
n
= sˆN . In terms of these new
variables, (158) reduces to
d
(
ρN
n
)
= −Pd
(
N
n
)
+ Td(sˆN). (163)
and for any transformations that keeps the total particle number N within V fixed,
the first law takes the form
dρ =
ρ+ P
n
dn+ nTdsˆ, (164)
from which we conclude:
P (n, sˆ) = n
(
∂P
∂n
)
sˆ
− ρ, T (n, sˆ) =
1
n
(
∂P
∂sˆ
)
n
(165)
By introducing the mean internal energy e per particle via
ρ = n(m+ e), (166)
and returning again to (163) and keeping again N fixed, we obtain
de = −PdVˆ + Tdsˆ, Vˆ =
1
n
⇐⇒ dsˆ =
1
T
de+
P
T
dVˆ . (167)
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Moreover employing (166) in (161), we find that the relativistic chemical potential
per particle µ has the form
µ = mc2 + µcl = mc
2 + e+ P Vˆ − T sˆ, ⇐⇒ µn = ρc2 + P − Ts. (168)
where notice that in the formula for µn the entropy per particle sˆ and specific volume
Vˆ have been eliminated. In the same spirit, we eliminate sˆ, Vˆ and e in favor (s, n, ρ)
from (167), yielding
Tds = dρ− µdn, (169)
which implies that the equation of state s = s(ρ, n) defines the (local) temperature T
and (local) thermodynamical chemical potential µ via differentiation. If furthermore
we restore c and Boltzmann’ s constant k, and introduce the (relativistic) thermal
potential α and the inverse temperature b via
α =
µ
kT
, b =
c2
kT
, (170)
then µn = ρc2 + P − Ts and (169) take the equivalent forms
s = b
(
ρ+
P
c2
)
− αn, ds = bd(ρc2)− αdn. (171)
These two relations imply the following important identity
d(sX) = βd(ρX)− αd(nX) + b
P
c2
dX (172)
whose prove follows via expanding out both sides of the identity. Such expansion
yields:
X [ds− bdρ− αdn] =
[
−s+ b
(
ρ+
P
c2
)
− αn
]
dX. (173)
which shows validity of (172) is a consequence of (171).
Up to this moment all of our conclusions are consequences of the local-equilibrium
hypothesis coupled with the existence of unique hydrodynamical four velocity u as-
sociated to the background fluid. These two assumptions taken together imply an
equation of state of the form s = s(ρ, n) and this prediction has consequences. For
such s = s(ρ, n), it follows that
∇µS
µ = ∇µ(su
µ) = [
1
T
ρ˙+
µ
T
n˙ + s∇µu
µ]. (174)
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where dot signifies differentiation along the flow lines.
This identity implies that states of a perfect fluid involving a conserved particle cur-
rent J i.e ∇µJ
µ = ∇µ(nu
µ) = 0 are states which locally do not generate entropy.
However for more general type of fluids, (174) shows that their evolution is irreversible
and in particularly heat flux and shear are sources of irreversibility. Properties of such
non equilibrium states has been the focus of the main body of the paper.
For the rest of this Appendix, we shall keep analyzing local equilibrium states associ-
ated to perfect fluids. The aim is to describe such states by eliminating any reference
to the rest frame i.e. present a covariant formulation of equilibrium relativistic ther-
modynamics.
To proceed along this line, let ∆ab = δ
a
b + u
aub be the projection tensor that
projects vectors on the 3−space orthogonal to u. Clearly, relatively to the rest frame
ua = δa0 and thus this projection tensor relative to the same frame has the form
∆ab = diag(0, 1, 1, 1). The components of the perfect fluid energy momentum tensor
Tab taken relative to the rest frame have the form
Tab = diag(ρ, P, P, P ), ⇐⇒ Tab = ρuaub + P∆ab, (175)
while the particle current and entropy current read
Ja = nua, Sa = sua. (176)
Returning to the identity (172) and taking X = uµ it follows
dSµ = −αdJµ − bλdT
λµ, ρuµ = −uλT
λµ, bλ = buλ =
uλ
T
(177)
while the form of entropy vector Sµ in (176) we get
Sµ = Pβµ − αJµ − βλT
λµ. (178)
These two relation, in essence incorporate all equilibrium thermodynamics of a simple
perfect fluid. They are the covariant versions of the two relations in (171), but in
sharp contrast (177,178) make no reference to any rest frame.
15 Appendix II, Transformations properties of ther-
modynamical variables
In this appendix, we outline the profes of the two lemmas used in the main text. For
this, suppose that (u, uˆ) are two (future pointing) unit timelike vectors lying within
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the cone spanned by (uE, uN) so that they represent two admissible rest frames. The
frames are related by a transformation u 7→ uˆ that can be convenient represented by
uˆµ = (1 + δ2)1/2uµ + δµ, δ2 = δaδa, δ
aua = 0 (179)
where the spacelike vector δ is orthogonal to u. Since by hypothesis uE − uN = O1
and both u and uˆ lie within the cone spanned by (uE, uN), the components of δ
µ in
(179) are subject to: δµ ≤ ǫˆ1 ≤ O1 implying that u− uˆ ≤ ǫˆ1 ≤ O1.
Let now Z be an arbitrary thermodynamical variable. We want to estimate the vari-
ation δZ = Z(uˆ)−Z(u) that Z suffers under the transformation described by (179).
For this, at first we prove a few properties involving the projectors ∆µν(u), ∆
µ
ν(uˆ).
At first we prove:
∆µν(u)uˆ
ν = δµ. (180)
From ∆µν(u) = (δ
µ
ν + u
µuν) it follows ∆
µ
ν(u)uˆ
ν = uˆµ + (uβuˆ
β)uµ. However (179)
imply
uˆβu
β = [(1 + δ2)1/2uβ + δβ]uβ = −(1 + δ
2)1/2 (181)
which shows validity of (180).
Next we prove:
uβ∆
αβ(uˆ) = −δα − δ2uα. (182)
For this we start from
uβ∆
αβ(uˆ) =uβ(g
αβ + uˆαuˆβ)
=uα + (uβuˆ
β)uˆα
=uα − (1 + δ2)1/2uˆα
=uα − (1 + δ2)uα − (δ2)1/2δα
=− δ2uα − δα
(183)
where we have ignored terms O(δδa).
Finally we prove:
∆αβ(u)∆
βγ(uˆ) = ∆αγ(uˆ)− uαδγ +O3
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For this we have the following sequence of operations:
∆αβ(u)∆
βγ(uˆ) = ∆αβ(u)[g
βγ + uˆβuˆγ]
= ∆αγ(uˆ)− uαδγ − (uαuγ)δ2 −
1
2
δ2uαδγ
= ∆αγ(uˆ)− uαδγ +O3
(184)
Suppose now that relative to the rest frames defined by u respectively uˆ, the energy
momentum tensor T µν admits the decompositions shown in (104) respectively in
(108) and let ρ(u) = T µνuµuν and ρ(uˆ) = T
µν uˆµuˆν are the energy densities measured
relative to u respectively uˆ. We have the following operations:
ρ(u) = T µνuµuν = [(ρ(uˆ)+P (uˆ))uˆ
µuˆν+P (uˆ)gµν+h(uˆ)µuˆν+h(uˆ)ν uˆµ+τ(uˆ)µν ]uµuν =
= (ρ(uˆ) + P (uˆ))(uˆµuµ)
2 − P (uˆ)− 2h(uˆ)µuµ + τ(uˆ)
µνuµuν =
= ρ(uˆ) + (ρ(uˆ) + P (uˆ))δ2 − 2h(uˆ)µuµ + τ(uˆ)
µνδµδν
Identifying in this formula uˆ with uE we obtain:
ρ(u) = ρ(uE) + (ρ(uE) + P (uE))δ
2 + τ(uE)
µνγµγν (185)
where γµ is the ”angle” between uµ and uµE. This ”angle” satisfies identical properties
like δµ in (179).
Replacing in (185) u by uˆ, we obtain
ρ(uˆ) = ρ(uE) + (ρ(uE) + P (uE))δˆ
2 + τ(uE)
µν δˆµδˆν (186)
where δˆµ is the analogue of the ”angle” γµ introduced in (185).
From (185,186) it follows that
δρ := ρ(uˆ)− ρ(u) = (ρ(uE) + P (uE))(δˆ
2 − γ2) + τ(uE)
µν(δˆµδˆν − γµγν)
Setting δˆµ = γµ+δµ and assuming γµ = O1, it follows from above to the leaden order
that
δρ := ρ(uˆ)− ρ(u) = ǫQ1,
a conclusion that agrees with the results reported in the Appendix of ref. [16].
The same procedure can be applied to estimate the variations of other thermodynam-
ical quantities and bellow we consider the transformations properties of the energy
flow vector hµ(u). Either from the decompositions (104) or (108) we have
h(u)µ = −∆(u)µaubT
ab =
= −∆(u)µaub[(ρ(uˆ) + P (uˆ))uˆ
auˆb + P (uˆ)gab + h(uˆ)auˆb + h(uˆ)buˆa + τ(uˆ)ab]
49
= −∆(u)µa[(ρ(uˆ) + P (uˆ))uˆ
aubuˆ
b + P (uˆ)ua + h(uˆ)aubuˆ
b + h(uˆ)bubuˆ
a + τ(uˆ)abub] =
= −∆(u)µa[−(ρ(uˆ)+P (uˆ))(1+δ
2)
1
2 uˆa+P (uˆ)ua−(1+δ2)
1
2h(uˆ)a+h(uˆ)bubuˆ
a+τ(uˆ)abub]
Applying the identity (180) to the right hand side we obtain:
h(u)µ = −[−(ρ(uˆ)+P (uˆ))(1+δ2)
1
2 δµ−(1+δ2)
1
2h(uˆ)µ+(h(uˆ)aua)δ
µ+∆(u)µaubτ(uˆ)
ab]
Identifying in this formula uˆ with uE we obtain:
h(u)µ = −[−(ρ(uE) + P (uE))(1 + γ
2)
1
2γµ +∆(u)µaubτ(uE)
ab] (187)
Replacing u by uˆ in the formula, we obtain
h(uˆ)µ = −[−(ρ(uE) + P (uE))(1 + δˆ
2)
1
2 δˆµ +∆(u)µaubτ(uE)
ab] (188)
and that formula combined with (187) implies
δhµ := h(uˆ)µ − h(u)µ = ǫ+ ǫQ1
and this estimate shows that the energy flux vector h(u)µ fails in general to be frame
independent quantity.
Via similar procedure one can easily establish that
δτµν := τ(uˆ)µν − τ(u)µν = ǫO1
and for this proof one starts from
τ(u)µν = ∆(u)µa∆(u)
ν
bT
ab − P (u)∆(u)µν
and applies the same steps as the previous two cases.
As far as the proof of the Lemma 2 is concerned, we follow similar steps as above
and we are not going to discuss it any further.
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