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Introduction
The finite element method is an appreciable and wide spread tool for structural analysis, and, to a smaller extent, for fluid mechanics. The main feature of finite elements is the modularity in their usage, and an easy framework for integration (and so, a large applicability when the problem is settled with variational formulations). Once a mesh is produced, the solution fields of interest for the user are consistent and satisfy conservation principles, at least at the discretized level. Nevertheless, consideration of a second mesh of the same domain is often required. Among other examples, one can find the following applications:
• where remeshing is required, in finite strain simulation to avoid distortion of elements (metal forming, machining...), when a crack propagates and the mesh is evolving accordingly (though alternative techniques are now available with quasi-fixed meshes), or when adaptive remeshing is due to an accuracy requirement;
• with different meshes for multiphysics simulation and staggered algorithms (thermo-mechanics with or without solidification, fluid-structure interaction in porous media...);
• or with specific applications with zooming techniques on a particular area (such as the Arlequin method [3, 4] , global/local techniques [27, 39, 24] , Chimera scheme [37, 36] ...)
When dealing with incompatible (or non-matching) meshes, several situations lead to different cases; with an increasing order of difficulty, one may consider the following cases ( Figure 1 ):
• identical meshes (obviously compatible) for which the information transfer operator should be identity;
• nested meshes (in fact, meshes for which the corresponding finite element spaces are nested). Multigrid techniques have been widely used in this case;
• non-nested meshes, but with a large difference in element size (coarse mesh and fine mesh), as this is often the case in aeroelasticity for instance;
• general case of dissimilar meshes, e.g. different mesh topologies and possibly different orders of approximation. Several existing approaches use refined procedures to enforce admissibility properties of the transferred field on the new mesh, as in [30, 38] or as it can be done from [31] . Nevertheless, they often need an underlying transfer operation to 'geometrically' project the initial field.
At least, when transferring a nodal-based field, the interpolation of the field via finite element shape functions is available. When information is stored at integration points (stress, strain and internal variables in non-linear structural analysis, for instance), the situation is not so obvious.
In this article, we focus on solving coupled problems, like those arising from multiphysics models, where different meshes are used for different physics. Each of these meshes may have its own refinement requirements. To allow iterative solution strategies with a partitioning method (see [25, 16, 11] for instance), a tool for frequent transfers of material fields in both directions is required. Usually, the values of these fields are only available at integration points, as it is the case for the application developed herein: thermo-viscoelastic structure analysis.
After recalling two approaches for transferring nodal fields in the next Section, we focus on the case where the information is stored at integration points only, in Section 3. The choice of operators is discussed in order to satisfy two criteria: the patch test and the duality conservation. Section 4 deals with some implementation issues, and, finally, Section 5 presents an application with dissimilar meshes: the 2D simulation of strongly coupled thermo-viscoelasticity problems solved with a partitioning strategy. Comparison with a classical scheme, and performance evaluation in terms of precision are performed for problems with smooth or discontinuous solutions.
2 Methods suited to nodal field transfer
Patch-test and collocation operators
The simplest transfer operator consists of using the interpolation of a scalar field e 1 (M ), lying on a first mesh Ω 1 , to compute its values at the nodes of a second mesh Ω 2 , to get the transferred field e 2 (M ). Such a procedure will be called 'collocation'.
When considering a continuous nodal-valued field, if N 1 (m) are the values at point m (in the reference configuration) of the finite element shape functions, one gets e 1 (M ) = N 1 (m)E 1 . M is the current point where the value of the field e 1 (M ) is searched (the nodes of mesh Ω 2 , see Figure 2 , left), and E 1 is the global nodal vector storing the values of the field. The corresponding prolongation operator (using multigrid terminology) is P exactly represented on both meshes (for instance, constant fields, or linear nodal fields, with respect to the coordinates of the mesh nodes, etc.) For the particular case where Ω 2 is a fine mesh embedded into a coarse mesh Ω 1 , i.e. if the coarse finite element space in included into the fine one, the collocation operator P c 21 preserves the continuum fields (Figure 2 , middle): e 2 = e 1 , E 2 = P c 21 E 1 . This is the reason why this operator is also called a projector.
The drawback concerns the reciprocal operator P c 12 : it suffers from severe information loss when transferring from a fine mesh to a coarse one (Figure 2 , right). In such a case, an averaging procedure seems more suitable, as classically done for the fluid pressure in aeroelasticity for instance [28, 23, 14] . Such an averaging procedure is described in the following Section.
Duality conservation and mortar operators

Generalized average
To derive a generalized averaging approach without smoothing (a discussion on this point is postponed to Section 5.4.1) we propose herein to rely on the conservation of work for two dual fields, each being subjected to be transferred in one direction.
In order to transfer the field e 1 to the mesh Ω 2 , the first step is to consider a symmetric form acting both on this field and on a dual field, denoted with f 1 , to get the energy < e 1 , f 1 > Ω1 . We choose to express the dual field with its interpolable form f 1 = N 1 F 1 :
Superscript T denotes the L 2 transposition, and M 1 is the integral of the cross product of shape functions. It is abusively called the "mass" matrix (actually, no physical mass density is involved); it is symmetric and positive definite (SPD, as long as no numerical under-integration is used), and therefore invertible. The second step is to express the conservation of the work between the two meshes:
This property is explicitly used in a large number of multiscale approaches (see multigrid methods and [21] for instance). Using the nodal values of the fields, one gets:
If we recall that E 2 = P 21 E 1 , enforcing this condition for any field E 1 leads to:
The restriction operator (with the multigrid terminology) R 12 is an average selection using coarse shape functions, and the dual of the prolongation with respect to the M -dot product:
Note that this does not select the couple (P 21 , R 12 ) but establishes the consistent relationship between them. Choosing P 21 = P c 21 as a collocation operator, and P 12 = R 12 fixed the aforementioned drawback. But this new couple of operators does not satisfy the patch test anymore, except for the special case of embedded meshes, when Ω 2 is the fine mesh, and Ω 1 the coarse one. To recover the patch-test verification, one can use the so-called mortar operators.
Mortar projection
Briefly, the way the mortar approach [5, 6, 1, 2] proceeds to transfer the field e 1 = N 1 E 1 to the field e 2 = N 2 E 2 is to express the equivalence of the generalized averages of both fields with respect to the weight functions N 2 :
It leads to
M 12 denotes the integral of the cross product of shape functions N 1 and N 2 , arising from the different meshes. Then, E 2 = P 21 E 1 with
2 M 21 which is known as the mortar projector. With the previous consistent relationship, one gets the symmetric expression
An appealing property is the ability of this approach to satisfy the patch test for dissimilar meshes. Effectively, if a field e is representable on both meshes, i.e. if e = N 1 E 1 = N 2 E 2 , transferring E 1 to the mesh Ω 2 leads to:
Therefore, one effectively gets P 21 E 1 = E 2 . With the symmetry of the formulation, the transfer of dual quantities with the dual operator leads to the same result. Therefore, the mortar operators satisfy the patch test. These operators are also projectors, because in the case of nested meshes, they are identical to collocation projectors. As a corollary, they are also consistent (they lead to the identity for identical meshes). The drawbacks are, as previously, the need for global mass matrices with explicit inversion for a direct method, or global resolutions (factorization, forward and backward substitutions) for an iterative solution algorithm, as well as the construction of integral cross products of incompatible shape functions.
Case of sampled field transfer
Dealing with 'sampled' fields defined at integration points is a more complicated situation [32, 33, 35, 34, 29] . The problem is now to transfer information from a set of values at integration points of a mesh Ω 1 to a set of values at integration points of a dissimilar mesh Ω 2 .
If E denotes the column vector of values of a field e at integration points M k of a mesh Ω, the integration on this mesh uses the approximate evaluation of integrals using the values of the jacobian of the transformation at those points, as well as the so-called weights w k of those points [42] :
The approximation involves the sum on each element Ω el of the mesh Ω, and on each integration point k of each element. n i el denotes the number of integration points within the element Ω el . Several local integration schemes are available, such as Gauss quadrature, Newton-Cotes, Romberg, Gauss-Kronrod... [9, 42] .
In each case, they involve a diagonal matrix W storing the integration information. F is of course the column vector of dual field values at integration points.
The same requirement of duality conservation leads to the same kind of relationship between a prolongation P 21 defined between integration points of the meshes, and the restriction R 12 :
The choice of these operators is not obvious; this is the goal of the following developments.
To transfer a sampled field to another mesh or to other points, a kind of extrapolation is necessary. The simplest proposal (but not the sole one, see for instance [38] ) is to use the shape functions on each element independently: the sampled field on each element (defined at integration points) must then be extrapolated to the nodes of the element in order to be later interpolated with shape functions. This procedure is done at the element level, and so, the extrapolated field is discontinuous throughout element edges. Its values are given at each node of each element; on a given node, there will be as many values as there are elements connected to this node. The overall procedure is split into several steps:
• the sampled field given at integration points of a first mesh is extrapolated at the element level to the nodes of the same mesh. This results in an interpolable field, which is a priori discontinuous throughout the element edges;
• this last field is transferred to the second mesh via a mortar-like procedure. The resulting field lies on the second mesh and is still discontinuous;
• this field is finally interpolated at element level to the integration points of this last mesh.
Choice of elemental operators
A sampled field E is extrapolated, using a linear operator L, to a field E defined at the nodes of the element: E = LE. With the same framework as in the previous Section, the dual field, F , is interpolated at integration points with an interpolation operator N : F = N F . This is shown in Figure 3 , where Ω i denotes the set of integration points, while Ω o is the set of nodes, both are defined for each element independently. The same requirement holds, i.e. the duality should be preserved:
This time, all quantities are defined at the element level, so the integration operator W and the elementary mass matrix M are small in size. The same conclusion holds: interpolation and extrapolation should not be chosen independently, but must satisfy the relationship (at element level): Notice that all matrices are defined at the element level, and so, are small in size.
At this point, several possibilities exist for extrapolation and interpolation. To choose them, let us first have a glance at the construction of the elementary 'mass' matrix. On the element Ω el , when acting on two fields E and E ′ , it is defined as:
Therefore, if we choose the interpolation N to store the values of shape functions at integration points, N (M k ), we get M = N T W N and the equivalence in energy:
, with E and E ′ as interpolated fields from E and E ′ . Once the interpolation is chosen, the conservation of duality (5) leads to the associated extrapolation:
All of these matrices are defined at the element level only.
An interpretation of the extrapolation is the following: once the values at integration points E are given, one gets the nodal values E of a interpolable finite element field whose values at the same integration points, N E, minimize the distance:
leading to:
A direct consequence of the previous choice of interpolation and extrapolation is the property:
where 1 o is the identity matrix on the element-wise nodal fields. This property simply states that if a nodal field is interpolated at integration points, then the back-extrapolation at nodes will restore the original field. One can remark that this is only possible if the number of integration points n i el is at least equal to the number of nodes n o el . This condition was hidden in the requirement for the computed elementary mass matrix to be invertible: suppose that all integration points have positive weight, and that the element is not too distorted (no hourglass configuration), then, W is positive definite (as well as diagonal). Thus for M = N T W N to be invertible, N should be injective, and so a necessary condition is n
If it is not the case, M is under-integrated and singular. This particular situation will be discussed in the appendix A.
A discontinuous mortar-like approach
Once the interpolation and extrapolation are chosen, the next step is to give the prolongation and restriction of generated fields at element level. The overall sketch is depicted on Figure 4 .
Figure 4: Prolongation and restriction for sampled fields
The underlying prolongation is chosen as the elementary mortar:
2 M 21 (with all elementary matrices). With the conservation of duality, the restriction is:
Of course, with all these operators, one gets automatically the duality conservation for the overall restriction and prolongation:
Referring to the classification of transfer approaches suggested in [29] , the one proposed herein falls within the category of 'weak enforcement continuity transfers', as opposed to 'variationally consistent' and 'smoothing' transfers.
Symmetry of the formulation
Consider now the reverse transfer operation: transferring from mesh Ω 2 to mesh Ω 1 . P 12 and R 21 are defined in a similar way as already done for P 21 and R 12 .
One gets
, which is trivially satisfied for conforming discretized geometry, one gets R 21 = P 21 . A similar argument gives R 12 = P 12 .
Duality conservation and homogenization
One can notice that the proposed transfer operators do not preserve the root mean square (RMS) value of a field, i.e. if e 2 is projected from e 1 , the following is not satisfied in general:
Several remarks can be stated:
• this is not a requirement on the energy of the transferred field: to be so, it would be necessary to introduce a constitutive relation between one field and its dual counterpart;
• such an equivalence is not sufficient for defining a transfer operator. Consider for instance a model 1D problem with a field e 1 on a fine mesh that has to be transferred to a field e 2 on a coarse mesh such that e 2 has to be constant over an element. If e 1 possess a null standard average, as in Figure 5 , two opposite, and non null, fields e 2 satisfy (8), and none are satisfactory.
Figure 5: Transfer from fine mesh to coarse mesh with RMS conservation
The proposed approach deals with a dual couple of fields (e 1 , f 1 ) and consistency of projections in both ways is enforced. This approach is close to homogenization: if the relationship between the quantity e 1 and its dual counterpart f 1 is performed through a constitutive behavior operator (for the linear case, it can be expressed as: f 1 = De 1 ), the corresponding energy on Ω 1 is
where K 11 is the corresponding discretized operator (stiffness matrix for elasticity, for instance). On Ω 2 , it is
For conforming geometry, there will be duality conservation only if
It is an homogenization equivalence condition that gives the macroscopic behavior K 11 , from microscopic local behavior K 22 (with the Voigt method if e 1 is a kinematic quantity; with the Reuss method if e 1 is a static quantity). P 21 is the localization operator. This interpretation is valid only if Ω 2 is a fine mesh, and Ω 1 a coarse mesh. If the meshes are nested, this corresponds to the average law (or inverse average law depending on the choice of field e 1 ); otherwise, it leads to its discretized version that take into account the mesh incompatibility of finite elements. For the general case of different meshes, the link between discretized behavior operators is K 11 = R 12 K 22 P 21 and K 22 = R 21 K 11 P 12 .
Extensions and implementation issues 4.1 Extension to vector or tensor field transfer
The proposed approach has been designed for scalar field transfers in the previous Sections. The extension to the vector or tensor case is immediate as soon as we state that the energy is a linear combination of products of dual field scalar components. For instance, let us consider the case of a stress tensor σ = i,j σ ij n i ⊗ n j , and a dual strain tensor ε = i,j ε ij n i ⊗ n j , where n i is the basis unit vector number i. The corresponding symmetric form is
When the information exchange is required between two meshes Ω 1 and Ω 2 , the duality conservation for any couple of fields requires the conservation for each component:
Therefore, the scalar transfer operator should be applied to each component to define the transfer of the whole tensor (or vector) field. This will ensure the duality conservation as well.
Integration issues
Concerning implementation, the main difficulty is the evaluation of the integral of shape function cross product M 21 . This is performed at the element level with the following approach:
• neighboring elements of the two meshes Ω 1 and Ω 2 are scanned with a 2-level search (potential neighbors are selected with a box intersection test);
• for each couple of potential neighbors, the intersection of the elements is meshed; this is a classical problem in Computational Geometry. For 2D problems, this is related to the intersection of convex polygons, and we used herein the algorithm proposed in [19] . 3D problems are more CPU consuming, but other efficient approaches are also available, see [18] for instance;
• the 'mass' matrix of the intersecting mesh is computed as M 3 . Since an intersecting mesh (numbered as 3) is nested within each of the elements of the initial meshes, the local collocation operators P T .
Specific features of the mortar approach
The connectivity between integration points of different meshes can be large because its involves connected elements on each meshes. This can be seen on the bandwidth of matrices P 21 and R 12 if they have to be assembled. This connectivity can be decreased by using the dual mortar shape functions [40] . Such a feature is not useful herein since all the transfer operators are defined at element level. Moreover, they do not need to be assembled when using a partitioning solution strategy, which is the case we are focussing on, as illustrated in the applications of Section 5.
Concerning non-matching geometries, even if the continuum geometry is the same for the two discretizations, the discretized geometries can be not exactly compatible (as for the rotating disk example of the next Section): the discretized boundaries do not match exactly ( Figure 6) .
Figure 6: Non-matching discretized geometry and corresponding integration
For such cases the patch test is no more satisfied exactly. This can cause a problem for accuracy, especially when non null values are prescribed on a non conforming boundary. Special treatment of shape functions connected to nodes on the boundary is provided in the classical mortar approach but it leads to complex adaptations in 2D and 3D [8, 40, 20] . Herein, a much simpler adaptation is available, an discussed in the following. Let us consider the overall intersecting mesh Ω 3 (assembly of all element-element intersections, though not explicitly built in the implementation). The adaptation we use consists in expressing the integration over Ω 3 rather than on Ω 1 and Ω 2 . In particular, the duality conservation (1) becomes:
Clearly, this recovers the particular case of compatible geometry. For non compatible geometries, the only change in implementation is the computation of the elementary mass matrices as the assembly of (P T M 3 P c 32 for M 2 . Therefore, if we consider a field such that N 1 E 1 = N 2 E 2 anywhere on Ω 1 ∩ Ω 2 , the proposed adaptation allows to have M 21 E 1 = M 2 E 2 . Finally, with E 1 = N 1 E 1 and E 2 = N 2 E 2 , one gets, using (6),
Since we get P 21 E 1 = E 2 the patch test is satisfied again.
A first test for one-way transfers: recursive remapping on a rotating mesh
In order to test the transfer operation, in only one way, we use the test of the recursive remapping on a rotating mesh proposed in [34] : we recursively applying the transfer operation to a circular mesh, with unitary radius, which is rotated in a series of steps. The field to be transferred is given by the values at the integration points of the function f (r, θ) = 16r 2 (1 − r) 2 | cos 2θ|. r ∈ [0, 1] and θ ∈ [0, 2π] are the polar coordinates of the integration points, and the maximum value of the function f is 1, Figure 7 .
The mesh is then rotated up to π 2 in a series of N steps, the considered field at integration points is transferred from one mesh to the next one after each increment of rotation. As the function f and the disk are invariant with respect to 
where f N is the field obtained after N projections. The upper and lower parts of the disk are meshed herein with different element sizes: the element size ratio is about 3. The goal is to test in the same shot the transfers between meshes with (i) comparable element sizes (fine or coarse meshes), (ii) from small sized elements to larger ones and (iii) the reversed situation. All these situations are encountered in the same test, provided that the integration domain S of the error is chosen to be the appropriate quadrant of the disk (I, II, III or IV, see Figure 7 ). . Note that the mesh is not the same as the one used in this reference, which was a block structured quadrilateral meshing of the disk, but the element size was comparable with the one of the present fine mesh (704 quadrilateral elements in the former reference for the whole disk, while 664 triangular elements are used herein for the fine meshed half part of the disk; the coarse mesh of the second part uses 84 elements). Therefore, one can only compare the order of magnitude of the errors between the aforementioned test and the present one.
As expected, the error is generally increasing with the number of projections, and is comparable with the procedure proposed in [34] , up to about 0.8 % after 12 steps. When using coarser meshes, the level of error is obviously higher due to a lower capability of the mesh to represent the function f . While refinement (from coarse to fine) is always better than de-refinement (from fine to coarse), transferring from a coarse mesh to a coarse mesh leads to the lower accuracy: this is encouraging for the transfer operation that did not add much additional discrepancy when dealing with different mesh sizes.
5 Numerical example: thermo-viscoelastic coupling
Problem settings
This example concerns the simulation of a test for identification of a nonlinear thermo-viscoelastic polymeric material subjected to cyclic loading. The temperature is an important parameter, because in some regimes, the Young modulus E of this material exhibits a drop of several orders of magnitude for a temperature increase that can arise from mechanical dissipation during loading, especially after the glass-transition temperature, due to phase transformation [26, 12] . For such cases, when the temperature is τ = T 0 + θ, with small variations from reference temperature T 0 , and with small perturbations, the state of the material is described at each point of the structure with the following parameters (for a Kelvin-Voigt model type, the stress is partitioned into a reversible and a nonrevertible part σ = σ r + σ i ):
• temperature θ associated to entropy s,
• strain ε associated to revertible stress σ r .
With the formalism of thermodynamics (for nonrevertible processes and internal variable description of the local behavior of the material) the model considered herein, with ρ as specific mass, is given by:
• the free energy ρψ(θ, ε) = − 1 2
D is Hooke operator; it depends on two coefficient for isotropic behavior: the Young modulus E and the Poisson coefficient ν.
For simplicity, the thermal dilatancy is neglected and only the Young modulus is subjected to variations due to the temperature. Moreover we suppose, in a suited temperature range, that this evolution is linear, i.e. E(θ) = E 0 + θE 1 . In such case, the Hooke operator is also linear with respect to temperature: D = D 0 + θD 1 . c is the specific heat, Z is the gradient of temperature, η is the viscosity parameter and k is the conductivity coefficient. Finally, q will denote the thermal flux.
The state laws are therefore:
The evolution laws are:
Once the local coupled constitutive behavior has been defined, the global admissibility conditions on the whole domain Ω must be set; this is done in the next paragraphs.
Concerning the structure-related admissibility, one must have a compatible strain field: ε = (grad U ) sym , where the displacement field U is regular (it belongs to the corresponding space U) and equals the prescribed displacement U d on a first part ∂ 1 Ω of the boundary ∂Ω of the domain. For momentum conservation, the stress field should also balance the external prescribed forces F d on the complementary part of the domain ∂ 2 Ω (for sake of simplicity, no body force is considered herein): σn |∂2Ω = F d and div σ = 0 in Ω. With the constitutive relations, the displacement-oriented variational formulation is, at each time step:
with U ∈ U, U |∂1Ω = U d and U 0 is the subset of U with null values on ∂ 1 Ω. Concerning the thermal problem, one must have a compatible temperature gradient: Z = grad θ, where the temperature field θ is regular (it belongs to the corresponding space T ) and equals the prescribed values θ d on an other part of the boundary ∂ 3 Ω. The thermal flux must equals the prescribed values on an other part: q · n |∂4Ω = G d , the convection condition on the remaining part: q · n |∂5Ω = h(θ − θ ∞ ) (h is the equivalent convection coefficient, and θ ∞ the corresponding far temperature), as well as the energy balance of the first thermodynamic principle: ρė + div q = r + Tr [σε] . e = ψ + τ s is the specific internal energy, and r is a thermal source. Following [22] for instance, one gets the local thermal balance equation on Ω:
The corresponding variational formulation is, at each time step: (10) with θ ∈ T , θ |∂3Ω = θ d and T 0 is the subset of T with null values on ∂ 3 Ω. With such formulation, the last two admissibility equations (9) and (10) are coupled.
For the considered test case, the specimen is a part of a polymethyl methacrylate (PMMA) polymeric plate. So, it as been modeled as a 2D structure with plane stress assumption, and a constant temperature throughout the thickness. In this case, the convection on each side of the specimen has to be modeled as a source term r = − 2h e (θ − θ ∞ ) where e is the thickness of the specimen. Moreover, we propose to solve the previous coupled equations with a fixed point approach that leads to iterative resolutions of two uncoupled global equations at each time step:
p are predictors for the temperature, strain and strain rate. They will be precised in the next Sections.
Feasibility of the approach
For this first test case, the specimen of Figure 8 is considered.
Spatial discretization
The domain Ω is discretized independently for the structure with a mesh Ω s and for the thermal problem with a second mesh Ω t . Thanks to the symmetries of the problem, only one fourth of the specimen has been meshed, see Figure 8 (the height of the meshed part is L = 5 cm, the minimum width is 2 cm, the maximum width, 3.5 cm, and the radius, 5 cm), independently for the viscoelastic problem and the thermal problem. These meshes are fully incompatible; the mesh used for the viscoelastic problem contains 171 6-node-triangle elements (with 3 Gauss points), while the mesh for the thermal problem contains 149 3-node-triangle elements (with 3 Gauss points for computing the conduction matrix). The prescribed displacement is a sine with a period T /3 = 3 s and with a maximum value u 0 = 0.25 mm. The initial relative temperature is θ 0 = θ d = θ ∞ = −7 K (distance to the reference temperature T 0 which is the glass-transition temperature). The characteristics of the material are given in Table 2 [12, 26] . Figure 8 : Test case problem. Left: specimen geometry and reference mesh of one fourth of the domain; center: viscoelastic mesh; right: thermic mesh
The previous decoupled problems are now expressed in terms of vectors of temperature unknowns θ and displacement unknowns u:
are the external generalized forces for the structural problem, g d are the external generalized fluxes for the thermal problem (both contain the prescribed right hand sides). σ p and q p are the following coupling terms: reference temperature
far temperature θ ∞ = −7 K specimen thickness e = 2 mm Table 2 : Material characteristics for a PMMA polymer, and other parameters
b θ is the operator that transfers the vector of discretized nodal temperature values, to the integration points of Ω t , i.e. with the previous notations, b θ = N t . b q = W t N t is the other operator associated to the "mass" matrix on Ω t (or equivalently associated to the conduction matrix). The equivalent operators associated to the rigidity matrix are b ε (transferring a nodal displacement to the strain at integration points) and b σ = W s b ε .
P st and P ts are the transfer operators between the structural domain Ω s and the thermal domain Ω t , at integration points. It can be noticed that, as the structural fields that have to be transferred are related to stress and strain, the underlying mesh used for transferring the fields is not directly Ω s (with 6-node triangles), but the mesh containing 3-node triangles based only on the vertex of the previous elements. With 3 Gauss points, these elements give invertible elementary mass matrices.
Two products are involved in the right hand sides: the single dot denotes the entry-by-entry product of two vectors, while the double dot denotes the corresponding tensorial product between two tensor fields represented by the vector of their values.
K 0 is the rigidity matrix obtained with the first part of Hooke operator D 0 . N is the viscosity matrix; it can be numerically computed with the same routine as for the rigidity, provided with a null Poisson coefficient, and η as Young modulus. C is the conduction matrix; it is similar to the mass matrix with ρc as specific mass. Finally, K is the conductivity matrix and H is the total convection matrix.
Time discretization
Two different time discretizations could also be chosen for each physics (structural and thermal), as soon as adequate time transfer operator are defined, but this is actually not under the scope of this article. Therefore we will consider only one time discretization, and the integration scheme is chosen to be the θ-method (with θ = 1: implicit Euler method, unconditionally stable).
The integration of a variable X given at each time step t i with its value X i is then: X i+1 = X i +(t i+1 −t i )Ẋ i+θ (with the notationẊ i+θ = θẊ i+1 +(1−θ)Ẋ i ) and the associated derivation scheme is:
In the following, we will only consider the case where the time step is constant t i+1 − t i = ∆t. The initial problem is transformed into a step-by-step incremental problem; at time t i+1 , it reads:
Iterative solution algorithm
For a given time step t i+1 , a fixed point method consists of selecting a predictor, and then to iterate as long as necessary for consistency and precision to recover the fully coupled solution. Structural problem and thermal problems are uncoupled at each iteration of the fixed point method. The predictors can be selected as:
, which are all explicit at time step t i+1 .
Once these predictors have been set up, the fixed point consists of repeating the sequence for the same time step: (i) solve previous equations to get u i+1 and θ i+1 , (ii) use integration scheme to getu i+1 andθ i+1 , (iii) update the predictors with these values. The fixed point can be stopped by monitoring the residual in equilibrium with the current approximate solution. Figure 9 illustrates several variants of fixed-point-like methods. For staggered schemes, the step 1 consists of using value and predictor to advance one physics; the step 2 uses the new computed value as predictor and advances the second physics; the step 3 and over are eventual correction cycles. For parallel scheme, the step 1 uses values and predictors to advance in parallel the two physics; step 2 is eventual cyclings for correction (fixed point). Other decoupled iterative solution scheme can be developed such as those in [25, 13, 16] for instance. With the chosen splitting and use of predictors, and with a constant time step, one can remark that the left hand side matrices are always constant, and therefore only need to be factorized once. During these iterations, the different fields have to be exchanged between structural problem and thermal problem in order to compute the coupling terms in the right hand sides. This is done with the transfer operators P st and P ts .
For the considered test case, the number of time steps has been chosen to be 120 and the iterative scheme is the parallel one. The stopping criteria for the fixed point method is to get a relative energy norm error of both viscoelastic and thermal equilibrium residuals less than 10 −6 . The number of iterations has been observed to be no more than 4 for any time step, and is often only 3. Figure 10 reports the evolution of the maximum and minimum temperatures. To compare with a reference solution, the same problem has been solved with the reference compatible mesh of Figure 8 -left that contains 746 6-node-triangle elements. The interpolation is P2 for the displacement and P1 for the temperature, both continuous throughout the element edges (with 3 Gauss points per element) [7] . The non-trivial evolution of temperature is due to the material model and to structural effects. To have a comparison point, the case of an homogeneous solution for an adiabatic problem (q = 0, r = 0) submitted to a prescribed strain rate (ε(t) =ε 0 cos(ωt/2) withε 0 = ωu 0 /2L and ω = 12π/T ) can be found analytically:
Its evolution is also plotted in Figure 10 . The finite element code Cast3M TM (CEA Saclay, France) has been used for pre-processing, while the iterative method to solve the coupled thermo-viscoelastic problem has been implemented within Matlab TM environment. The proposed mortar-like approach gives satisfactory results when compared to a fine meshed solution.
Comparison with classical transfer scheme
In order to compare the proposed approach with the classical collocation transfer method, this last one should be adapted to the case of sample fields: let us consider a sample field E 1 ; the collocation transfer consists of:
• interpolation to the target integration points E 2 = N 1 (x 2 )E 1 , where x 2 are the natural coordinates of the integration points of mesh Ω 2 in elements of Ω 1 .
The overall procedure is E 2 = P c 21 E 1 . A test case with higher gradients in the solution is proposed on Figure 11 . The problem is similar as the previous one, but with a plate with a hole in its center as a specimen (the height of the meshed part is L = 5 cm, the width is 3.5 cm, and the radius, 2 cm). Material characteristics, loadings, time discretization, convection conditions, iterative algorithm... are the same as in the previous Section. Figure 12 reports the evolution of the temperature θ on the horizontal symmetry axis of the whole specimen, at point B of Figure 11 , located on the hole. Three different simulations are reported: the reference solution is obtained with the unique fine mesh of Figure 11 ; with the two different meshes of the same Figure, the 'mortar' and the 'collocation' methods are used to get the other simulations. The same results are also plotted for the first test case, this time at point A of Figure 8 , for which the three simulations give very similar results. Figure 11 : Second test case problem. Left: specimen geometry and reference mesh of one fourth of the domain; center: viscoelastic mesh; right: thermic mesh.
Clearly, the proposed mortar-like approach leads to significant improvement when compared to a standard collocation transfer method. 
Test case with jumps in the solution
Non smoothness and projection
The proposed approach does not involve a smoothing of the field to be transferred. As noticed in [29] , the internal variable fields are not involved in spatial derivative in the general variational formulation; this allows the variational enforcement of continuity to be imposed element by element. One can expect a smoothing to decrease the gradient in the solution, especially if this solution is not continuous (see the laminate example in the following). Results obtained in [29] indicates effectively that the quality assessment of the solution is better without smoothing (the reader can find in this article a comparison between a variationally consistent transfer, a weak enforcement, and a smoothing transfer). As mentioned also in [34] , smoothing can lead to lack of self-consistency. Nevertheless, an other requirement is to limit eventual spurious local extrema while projecting.
Concerning such spurious extrema in the projected field, due to the extrapolation and the nonsmooth field descriptions (potential jump throughout the element edges), a simple test can illustrate the behavior of the proposed projection operators: let us consider the 1D case of a field with a jump at the origin: e 1 (x) = sgn(x), exactly represented on a one dimensional mesh Ω 1 constituted with 2-node segments, each possessing 2 gaussian integration points. Let us now consider a mesh Ω 2 with the same elements, but with an element spanning from x = −h 2 /2 to x = h 2 /2. The coordinates of the target gaussian integration points on this last element are:
[42]. Obviously, the projected field e 2 on Ω 2 is linear on each element before being interpolated on the target integration points; for the considered test, its standard average is null, so: Equalizing the previous values lead to β = 3/h 2 . Finally, the values at Gauss points of the central element of Ω 2 are βx 2 = ± √ 3/2 ≈ ±0.87, see Figure 13 . Therefore, the values are independent of the mesh size h 2 , and no oscillation occurs when refining Ω 2 . 
A laminate simulation
To test the transfer procedure on a problem that exhibits jumps in the solution, the heterogeneous problem of a laminate is proposed. Such a structure is made with a stack of alternate steel and polymer plates (here, we use again PMMA). We are interested in the stress field at the junctions of the materials to check for delamination, while the temperature field do not require to be computed up to a high accuracy. We therefore need for a two scale modeling for this problem. This is achieved by choosing a fine mesh for the stress estimation, and a rough mesh for the thermal problem. Figure 14 shows the meshes used (the coarsest ones of a whole set) for one fourth of the structure with the corresponding symmetry boundary conditions (the width of the meshed part is 4 cm, the steel plates are 2 mm thick, and the polymer plates, 5 mm).
In this test, the chosen thermal mesh do not match the material separation surfaces. The thermal model therefore requires thermal material coefficients derived from the microstructure description (the stratification). Here, we simply use a mixture law (the volume ratio of steel is about 28 %). The material coefficients for the steel are given in Table 3 .
A similar problem occurs with the definition of a reference solution, since the initial problem is modeled with different scales for the two physics involved. The consistent reference solution is therefore obtained with identical fine meshes for the two physics, but the temperature field if then transferred to the coarse mesh in order to be 'homogenized'. This hybrid reference solution is thus the viscoelastic quantities, as computed of the fine mesh, and the projected thermal quantities on the coarse mesh. Figure 15 shows the evolutions of maximum and minimum temperatures. On the left of this Figure, 
reference temperature T 0 = 385 K equivalent convection coefficient h = 0 Therefore, one of them (the mortar one) is used as a projected reference to compare the simulations performed with different meshes on the right of the Figure. This time, with exchanges of information in both directions all along the simulation, a neat difference occurs between the mortar and the collocation approach: the proposed approach is clearly closer to the reference, even for this nonsmooth problem.
To test the behavior of the proposed approach when changing the discretizations, the laminate test is treated with successive finer meshes for both the viscoelastic and the thermic finite element models. The previous comparison was made with the coarsest meshes for the two physics. The viscoelastic mesh is always the most refined one and is selected for computing a reference solution (therefore, the reference changes as soon as the viscoelastic mesh is changed). This reference is no more projected in the following. To measure the differences obtained with mortar or collocation approaches, errors on the evolution on [0, T ] Table 4 reports the values of these errors for the mortar and the collocation approaches, when changing the number of 6-node triangular elements n v of the viscoelastic mesh and the number of 3-node triangular elements n t of the thermic mesh.
As expected, for each choice of viscoelastic discretization, the error decreases when refining the thermic mesh. In each case, the proposed approach leads to a lower error when compared to the collocation method.
Conclusions
A field transfer procedure between two incompatible meshes has been proposed. Based on a geometric construction, it is independent of the application. Nevertheless, it features the conservation of duality when transferring fields in both directions between the meshes. It is suited for transferring information stored at integration points and uses only local element-by-element matrices: based on a discontinuous mortar-like approach, it does not require any global mass matrix inversion. Its ability to conserve duality makes it suitable for partitioning iterative solution methods. The feasibility has been illustrated on a strongly coupled thermo-viscoelastic problem. This was a 2D plane stress problem, but the proposed transfer operation is fully applicable for 3D problems. T (E−Ē) and leads to α = −(RQR) −1 R T QM + N T W E, therefore E = pM + N T W E with a non symmetric projector
The extrapolation is finally L = pM + N T W . Remark that with the use of a projector in the R direction (pR = 0), the result is independent of the choice of the generalized inverse M + . Nevertheless, other choices for p are possible, and one will be discussed in the next Section. Then,
A.2 Mortar-like prolongation
To recover symmetry of the formulation, i.e. R 12 = P 12 , p and M + should satisfy M + p T = pM + for each mesh. This is not the case with the previous projector p.
The simplest choice for the projector p such that pM + is symmetric, is (i) to select an invertible generalized inverse M + (Moore-Penrose is not, but there are always some other; for instance M + = (M + βRR T ) −1 with β > 0); (ii) to set Q = (M + ) −1 in the expression (15) of p. Indeed, pM + = M + − R(R T QR) −1 R T is then symmetric. The new interpretation of p arises from min α E T (M + ) −1 E: α is found to minimize the (M + ) −1 -norm of E. This constraint on E allows to get a symmetric formulation.
The choice of a sensible regular generalized inverse, and comparison tests are still to be done in this case.
