INTRODUCTION
The daily job of airport X-ray machine screeners is very busy and tough. ICAO the cultivation of X-ray image interpretation competency for screeners [3] . In his research of 2010, Claudia C. von Bastian focused on the importance of color recognition for X-ray screening [4] . In 2010, Giby Raphael suggested that the interactive neuro-educational technologies (I-NET)
were helpful to the image recognition training. It was a method to explore the image recognition training from the psychological perspective [5] . In 2011, Marcia Mendes published a paper about the influence of virtually-merged images on the effectiveness of computer-based training in Xray screening. And that was the beginning of simple image classification researches [6] . In 2009, Stefan Michel and Adrian Schwaninger studied the image recognition improvement from the perspective of human-machine interaction on the basis of computer-based training (CBT) [7] . In 2009, Anton Bolfin and Adrian Schwaninger carried out a research on the selection and preemployment assessment in aviation security X-ray screening. They studied the factors influencing image recognition efficiency, such as color, angle and density [8] . In 2013, Stefan
Michel and other scholars put forward the SURF(Speed Up Robust Features)-based bag-ofword(BoW) image recognition method and the concept of bag-of-visual-words (BoVW) [9] .
So far, most of the researches on airport X-ray machine images have focused on the image sharpness, color and gray level. They do not systematically classify and generalize the image features of dangerous articles. The above-mentioned researches are contributive to some extent in the aspect of airport X-ray image recognition, but they haven't classified the images in detail or formed a systematic bag of visual words. In this paper, the X-ray dangerous article images are classified and sorted out. The visual words semantics are analyzed. A bag of visual words for Xray images and a Bag-of-Words model are established for image feature extraction and systematic classification. The research will provide scientific instructions for the regular X-ray machine training. Consequently the image recognition training will be specific to improve the check efficiency and accuracy. The probability of dangerous articles being missed or judged incorrectly will decrease.
II.
METHODS

Image Semantics
Image semantics [10] , namely the interpretation of the image contents, is a concept referring to the process where the information is extracted from the essential attributes of the images and the low-level information is transmitted, mapped and integrated into the high-level semantics.
The image semantics extraction is generally actualized through the mapping between the low- 
Visual Image Features
Definition of Visual Image Features
Visual image features [11] , as the attribute data which can represent the semantics of the images, represent the images themselves and will be used in the subsequent analysis and process.
Since the image contents are described through their features and influence the subsequent comparison of similarity, the selection of visual features is particularly important. The researcher summarized the visual images of the same pistol placed at different angles in the luggage. (As shown in Figure 2 ). The visual words features of the pistol on the X-ray machine screen
Levels of Visual Image Features
The semantics of image scenes are characterized by levels. According to the different levels of image understanding, the images can be roughly categorized into three levels, the low level, Color is a kind of important visual information. As the basic feature of images, color is also the focus of attention among the traditional image classification and retrieval technology. The color feature has the least dependency on translation, rotation, scale change and even various transformations of images and therefore demonstrates the extraordinarily strong robustness. The color feature is less dependent on the size, direction and perspective of the image and therefore it's more robust.
Texture is a visual feature reflecting the homogeneity phenomenon of images. It does not depend on color or brightness. It is the intrinsic characteristic of all objects surfaces. Essentially the texture feature is the law to depict the pixel gray level distribution in the neighborhood.
Shape is another important low-level visual feature of images. It provides a means to describe the high-level visual features and plays an important role in further acquiring image semantics.
The shape description methods are classified into two: one is based on the boundary and the other is based on the region. The former only utilizes the outer boundary of the shape, such as the Fourier descriptor and skeleton description; while the latter uses the whole shape region, such as invariant moments and the region area. The global feature extraction process is simple and easy for calculation, but disadvantageously they can only reflect the global statistical information of images and neglect the local detailed information. As researches have shown, the local detailed information of images tends to embody the nature of images.
2) Middle-Level Visual Image Features
The middle-level semantic modeling is put forward to reduce the "semantic gap [12] " between the low level and high level. It divides the bigger "semantic gap" between the low-level feature layer and the high-level feature layer into two smaller "semantic gaps", that is, the gap between the low-level feature and the middle-level semantic concept and the gap between the middle-level semantic concept and the high-level scene semantics. In reality, the X-ray images of dangerous articles are the abstract representations of their shapes, pictographic but always incomplete. They can be regarded as the visual representation of the local semantics for dangerous goods images. The semantic feature extraction method used in this paper is fully applicable to the abstract image interpretation of dangerous goods in baggage security checkpoints.
Research on Image Feature Extraction Classification Algorithm Based on Local Semantics
In different visual tasks, the image can be described in different feature attributes (color, brightness, outline and shape), or multiple feature image representation can be generated via feature fusion technology. P indicates the feature attribute set:
refers to the attribute i in the attribute set. If each attribute is described with the n-dimensional feature vector, a low-level m×n-dimensional feature space X will be generated. In the feature space, the extracted local image feature x can be described with the feature vector as:
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The feature vector is a digital description of images. Its set is used to replace the original image, namely the feature set of the original image. Then the image I can be consisted of the point sets in the feature space in accordance with the particular distribution:
represents the feature i obtained from the formula (1). Generally in practice, only one feature attribute is selected for description, that is, m=1, then the feature vector can be simplified as x = ( 1 1 x , 1 2 x ,..., n x ).
In this paper, the image semantic space is represented by Z = {z 1 , z 2 (PLSA) assumes that images and words are conditionally independent, and the latent semantics is also conditionally independent in the image or word distribution. Based on the above assumption, the formula (2) can be used to represent the joint probability of visual images and visual words:
In the formula, P(w j |z k ) refers to the distribution probability of latent semantics in words and also the semantic probability distribution embodied by the words corresponding to the image The maximum likelihood function, formula (3), is constructed on the basis of formula (2) .
Computing the optimal distributions of parameters P(w j |z k ) and P(z j |d i ) is equivalent to computing the maximum value of likelihood probability P(d i ,w j ) :
The formula (3) is converted into the maximum value problem of the log-likelihood function and the exponent arithmetic is converted into the multiplication:
The maximized L:
As in
is the full parameter, while P(w i |d i ) is the incomplete parameter. The default parameter in P(w i |d i )is computed by the EM algorithm. The expectation step (M-step) is:
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Under the constraint condition:
The optimized formula (7), the Lagrange multiplier method, is applied together with formula 
, ,
In the semantic extraction parameter training stage, the above models are applied to all the image local feature sets generated by training images. P(w|z) is finally obtained through the EM algorithm iteration until convergence. P(w|z) is actually the latent semantic model of local features. It describes the distribution law of visual words when the latent semantics in the image local features appears. In the inference stage, P(w|z) remains unchanged for all local features of the test images. P(z|d) of each image is finally obtained through the EM algorithm iteration until convergence. P(z|d) represents the probability distribution of images in the semantics z.
Based on this can the image contents be analyzed and understood. 
III. EXPERIMENT ANALYSIS
3.1Test Training Images
The image scenes of 15 dangerous articles, including the pistol, hair gel, alcohol, toxic, TNT and explosives, were selected from the X-ray image visual vocabulary. These dangerous goods were categorized. For each category, 100 scene images were chosen. They were placed in different positions and their volume & density varied. So the images were different from the original appearances. Some were quite difficult to be identified. 100 images of them were selected randomly as the training set and the rest were treated as the test set. In the training set, each category of dangerous goods were trained for the semantic models to find the image set of the typical semantic image representation, P(z|d). Then the Support Vector Machine was adopted for classification. The classification results were analyzed by using the confusion matrix.
The confusion matrix [13, [15] [16] is acquired. 
The row subscript of the confusion matrix elements corresponds to the real attribute of the target. The column subscript corresponds to the recognition attribute generated by the classifier.
The diagonal element represents the percentage of each pattern correctly recognized by the classifier C. The non-diagonal element indicates the percentage of error judgment.
The correct recognition rate of the classifier for each pattern can be obtained from formula (9):
Average correct recognition rate:
Incorrect recognition rate for each pattern:
Average incorrect recognition rate:
The confusion matrix of the categorized dangerous goods image scenes is as illustrated by Table I . Table I .
THE CONFUSION MATRIX OF DIFFERENT DANGEROUS GOODS SCENES
In the confusion matrix, the x-axis and y-axis represent the scene category respectively. The 
IV. CONCLUSION
The traditional semantic image methods of visual scenes require manual marking. The method adopted in this paper explores the local latent semantic features directly from low level image features and without any supervision. It's an expectation-maximization extraction method for local image semantic features. It achieves the automatic mapping from the image low level to the high-level feature semantics. As a method without supervision, it can be used to compute the probability distribution of local semantics. The image local semantic features can be applied to scene classification to acquire the space distribution features of local semantics. Consequently, the dangerous goods images can be modeled based on scenes and the visual vocabulary for systematic classification can be established. The targeted image recognition training for the screeners demonstrated a good expected effect and proved the applicability and feasibility of this method.
