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The paper considers estimation of matrix normal means. A class of empirical 
Bayes estimators is proposed which dominates the maximum likelihood estimator 
simultaneously for many quadratic losses. Several of these empirical Bayes 
estimators are compared in terms of their simulated risks, and a concrete recom- 
mendation is made about the choice of a particular empirical Bayes estimator. 
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I. INTRODUCTION 
Estimation of matrix normal means is considered in Efron and 
Morris [3,4], Stein [lo], Haff [S-7], Dey, Ghosh, and Srinivasan [2], 
and Zheng [11] among others. The problem can be stated as follows: Let 
X, , . . . . X, be k independent p-dimensional column vectors (k > p + 1) such 
that Xi ( t3; - NP(tIi, V), i = 1, . . . . k, where 9;s are unknown, but V is a known 
positive definite (p.d.) matrix, Suppose also that the 0;s are i.i.d. N,,(O, A), 
where A is a known p.d. matrix. Write 8 = (Cl,, . . . . O,), X = (X,, . . . . X,), and 
use the notation I( . /I for the Euclidean norm. The problem is to estimate 8. 
Under the squared error loss L(fJ, a) = Cf=, (laj - f!Ii\l 2, the Bayes estimator 
of 8 is given by 
k,(X)= (I,-VI;-‘)X, (1.1) 
where Z = V + A, and I, is the identity matrix of order p. 
In an empirical Bayes (EB) scenario, C is unknown, and is estimated 
from the marginal distribution of X. Note that marginally the Xls are i.i.d. 
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NJO, s). Hence, S = Cf=, XiXir = XX= is complete sufficient for x. Thus, 
a general EB estimator of 0 is of the form 
O,,(X) = (Ip- VP(S))X, (1.2) 
where e-‘(S) (which depends on X only through S) is purported to 
estimate x ~ ‘. 
A natural candidate for the choice of e-‘(S) is (k-p- 1) S-l, 
the best multiple of S’. Efron and Morris [3] showed that @,, = 
[IP- (k-p- l)S-‘IX dominated X uniformly in 6 under the squared 
error loss when V = I,. Later, Stein [lo] and Efron and Morris [4] 
proposed estimators of the form (I,-US’ -b(tr S)-’ 1,)X for 8 which 
dominated X for certain choices of the constants a and b, once again for 
V = I, and the squared error loss. In particular, the choice of a = k - p - 1 
and b = p* + p - 2 led to an estimator which also dominated 0,. 
Since X is a minimax estimator of 8 under squared error loss, any 
estimator dominating X is also minimax. Zheng [ 111 provided a general 
class of minimax estimators of 8 which included as its members the ones 
mentioned earlier. In particular, his Theorem 2 [ll, p. 751 generalized 
Baranchik’s Cl] result on minimax estimation of the vector of normal 
means. In addition, Zheng [l i] proved two theorems showing how to 
improve on minimax estimators of the type he proposed. 
The investigation so far has mainly concentrated on the squared error 
loss. A natural question to ask is whether there exists a class of estimators 
which dominates X under the more general quadratic losses 
L,(B,a)= i (ai-Oi)TQ(ai-8,), (1.3) 
simultaneously for every p.d. Q. This is addressed in Section 2. We shall see 
in this section that finding estimators which dominate X under the loss L, 
for every p.d. Q amounts to finding solutions to differential inequalities of 
a certain type. As a special case (Theorem 2 of Section 2), it is shown that 
Zheng’s Theorem 2 continues to hold under the more general loss (1.3). 
However, other minimax estimators will be proposed in Section 2, where 
conditions required in Theorem 2 of Zheng [ 111 are not met. We may note 
also that since X is a minimax estimator of 8 under every L, loss, 
estimators dominating X under such losses are also minimax. Some of these 
estimators are different from the ones proposed in Haff [6] or Dey, Ghosh, 
and Srinivasan [2]. 
It will follow from Example 1 of Section 2 that EB estimators of the form 
(I, - aVS - ’ )X dominate X for every 0 < a < 2(k - p - 1). The best choice 
of u is k - p - 1. Stein [ 10) and Efron and Morris [4] provided estimators 
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dominating (I, - (k - p - 1) VS ~ ’ )X when V = I, and the loss was squared 
error. Under the same set up, Haff [6] provided estimators dominating 
(I,--aS’)X for O<a<k-p- I. In Section 3, we provide several 
estimators which dominate (I,-UK-‘)X for 0 <a < k-2. Thus, our 
results generalize the previous results in two directions. First, V is not 
necessarily I,,. Second, the loss is the more general ( 1.3) instead of Q = I,. 
Moreover, it will be encouraging to find that some of the estimators 
proposed by Haff [6] or Dey, Ghosh, and Srinivasan [2] (when V = IP) 
continue to dominate (I,, - US- ’ ) X under the Lo loss for 0 < a < k - 2. 
The calculations of Section 2 (in particular (2.2)) will reveal that com- 
parison of risks or Bayes risks of different EB estimators of I3 amounts to 
the comparison of different estimators EP ‘(S) of ZP I under the loss 
&$-i(S), Z:-‘)=tr[(C-l(S)-CP1)VQV(eP’(S)-C’)S]. (1.4) 
This particular loss generalizes the L, loss given in Haff [6] (see his (1.3) 
in p. 1264), where V = Q = I,, but is not strictly comparable to his L2 loss 
given by 
L*(z-l(S), C-‘) = tr[&‘(S)-Z:-‘) Q@‘(S) --ZP’)]. (1.5) 
To our knowledge, introduction of the loss (1.4) is the first of its kind 
and has not been adressed before in the literature. In the process, some new 
EB minimax estimators of Z - ’ are also obtained in Section 2 which are not 
included in the previous work. 
In Section 4, we have provided simulated risks of live different estimators 
of 8 under the loss (1.3) for different choices of p, k, V, A, and Q. It turns 
out that the estimator (I,-V!?;‘(S))X with cq,= (k-p- l)/(k*(p- 1)) and 
e;‘(S) = (1-a,)[(k-p-1)S-1+((p-1)/trS)I,]+~O[(pk-2)/tr(S)] I, 
has a definite edge over its rival estimators when 8 = 0. However, for 8 far 
away from 0, among the estimators dominating X, there is no clear-cut 
advantage of any particular estimator over the others. Thus, on an overall 
basis, we recommend the use of (I, - Ve& l(S)) X as an estimator of 8. 
2. EB MINIMAX ESTIMATORS UNDER THE L, Loss 
In this section, we first prove a result which connects the frequentist 
(conditional on 0) risks of X and 8,,(X) defined in (1.2). We denote by EB 
expectation conditional on 8, E the expectation over the marginal distribu- 
tion of 8, E the expectation over the joint distribution of X and 8. Also, let 
R&I, e) = E,[L,(B, e(X))], where L, is defined in (1.3). 
For later use, we need the notation D = ((d,)), where d, = i( 1 + s,)(a/~%,), 
EMPIRICAL BAYES MINIMAX ESTIMATORS 309 
6, being the Kronecker deltas and sii the (i, j)th element of the Wishart 
matrix S. Also, for any matrix T, DT = ((Cp=, d,t,)) denotes a formal 
product. 
The first result of this section is as follows: 
THEOREM 1. Under the L, loss given in (1.3), 8,, has frequent& risk 
&JO, &) = R&3, X) + E,[tr(e-l(S) ScP’(S) Q,,)] 
-4&Ctr((DS~-‘(S)) Q,>l 
- W - P - 1) &Ct@ l(S) Qdl, (2.1) 
where QO = VQV. 
Proof: Write 6~(X)=(IP--V~-‘)Xi and Oi,,(X)=(I,-V~-l(S))Xi, 
i= 1 , . . . . k. Then, standard calculations yield 
EL& k3) 
=E 
[ 
i (&, - ei)T Q(& - ei) 
i=l 1 
=E 5 (8s-ei+8~,-Og)TQ(eB-ei+eg,-8g) 
i=l 1 
=EL,(@,)+E i (i&,-~;)‘Q(&,-6;) 
i= 1 1 
=EL,(B,8,)+ E[tr(~~l(S)-ZC1)Q,&l(S)-~-l)S]. (2.2) 
Next using the fact that Oil Xi N NJ& (I,, - VZP’)V), it follows from 
(2.2) that 
= k tr{Q(I, - VZ-‘)V} + E[tr(e-‘(S) QJ-‘(S)S)] 
- 2E[tr(&‘(S) QOZ;-‘)I + E[tr(Z-IQ,&‘S)]. (2.3) 
Using the Wishart identify (cf. [B]) 
E(Z-‘W)=2E(DW)+(k-p-l)E(S-‘W) (2.4) 
for a matrix W for which the elements of DW have finite expectations, and 
the fact that E(S) = kE, it follows from (2.4) that 
GHOSH AND SHIEH 
= k tr(QV) -k tr(Z-‘Q,) + E[tr&‘(S) SC-‘(S) Qo)] 
- 4E[tr{ (D!&‘(S)) Q,}] 
-2(k-p- l)E[tr@-‘(S)Qo)] +k tr(Z-‘Q,) 
= k tr(QV) + ,!?E,[tr@‘(S) SC-‘(S) QO)] 
- 4,!?E,[tr(D(Sz-i(S)) Qo)] - 2(k - p - 1) EE,[tr@‘(S) Q,,)]. 
(2.5) 
Note that the conditional distribution of S = Cr= I X,X: given 0 depends 
on 8 only through C:= 1 OiOiT = OOT = A (say). Also, and the family of dis- 
tributions of A being Wishart (k, p, A) is complete for A (or Z). Finally, 
R,(B, X) = k tr(QV) for all 8. Thus, (2.1) follows immediately from (2.5). 
The proof of Theorem 1 is complete. 
Remark 1. The technique of proof used in Theorem 1 is borrowed from 
Efron and Morris [4] (see their Theorem 2). These authors compute the 
frequentist risk of e,,(X) for a special choice of e-‘(S) when Q = I,. The 
more general (2.1) is available because of the powerful Wishart identity 
given in (2.4). 
In view of (2.1), an unbiased estimator of the risk difference 
R&l, @,,) - R,(C), X) is given by 
go(S) = tr[g-l(S) Se-‘(S) Q0 
-4(DS~-1(S))Q,-2(k-p-1)~-1(S)Q,] 
= tr[Q~‘2(~~‘(S) &-l(S) - 4(DSg-i(S)) 
-2(k-p-1)e~1(S)}Q;‘2], (2.6) 
since Q. is p.d. It follows from Theorem 1 that to find EB estimators of the 
form (1.2) improving on X simultaneously for all Q, it suffices to find solu- 
tions for go(S) < 0 with PJgo(S) < 0) > 0 for some 8. In view of (2.6) it 
suffices to find solutions for the matrix inequality U(S) < 0, where 
U(S)=~-1(S)Se-1(S)-4(DS~-1(S))-2(k-p-1)~~1(S). (2.7) 
Recall that A GO means that A is non-positive definite. 
Consider the particular choice e-‘(S) = PQ(I) PT, where I = (I,, . . . . I,)’ 
denotes the vector of eigen-values of S, and Q(r) is a diagonal matrix with 
ith diagonal elements equal to #i(r), i= 1, . . . . p. Also, P is an orthogonal 
matrix with its column vectors equal to the orthonormal eigen-vectors of S. 
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Since, S = PLPT, where L is a diagonal matrix with its diagonal elements 
equal to the eigen-values of S, it follows from (2.7) that with the given 
choice of e-i(S), 
U(S) = PC+(f) L+(f)] P= - 4D[P$(f) LP= J 
-2(/z-p-l)P$(I)PT. (2.8) 
Let Y(f)=$(f)L. From Haff [9], one has 
D[P’I’(f) P=] = PY”‘(f) PT, (2.9) 
where ‘I’(‘)(f) is a diagonal matrix with ith diagonal element equal to 
Y!‘)(f) = f C [ Yi(f) - Yu,(f)]/(ti- I,) + aYi(f)/afi. (2.10) 
I( # i) 
From (2.8) and (2.9), U(S) < 0 is equivalent to m(f) < 0, where m(f) is 
a diagonal matrix with ith diagonal element equal to 
m,(f) = Y;(f) Z;’ - 4Y:“(f) - 2(k - p - 1) Yi(f) I;? (2.11) 
In the remainder of this section, we find solutions of mi(f) < 0 for each 
i = 1, . ..) p, obtaining thereby a class of EB estimators dominating X. 
The following theorem shows that Zheng’s [ 11) Theorem 2 continues 
to hold under the general loss Lo. Zheng [ 11) proved the result for 
Q=V=I,. 
THEOREM 2. Suppose that 
(i) 0~ Yi(f)<2(k-p- 1)for each i= 1, . . . . p; 
(ii) f3Yi(r)/aZ,>O~or each i= 1, . . . . p. 
(iii) Yi(f)‘s are similarly ordered with the l;s, that is 
(Yi(f)- Y,(f))(Zi-I,)>,0 for every 1 Gi, t<p. Then m,(f)<0 for each 
i= 1, . . . . p. 
ProoJ In view of Assumptions (ii) and (iii), Y:‘)(I) > 0 for each 
i= 1 , . . . . p. Hence, from (2.1 l), 
mi(f)<Yi(f)fz~‘[Y~(f)-2(k-p-l)]<O, (2.12) 
using Assumption (i). The proof of Theorem 2 is complete. 
We provide two examples illustrating the use of Theorem 2. 
EXAMPLE 1. Stein [lo] and Efron and Morris [4] have shown that 
if e-‘(S) = a%’ + (b/tr(S)) I,, then for Q = V = I,, (I, -z-‘(S))X 
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dominates X for certain choices of the constants CI and b. Note that one can 
write E-‘(S) = P+(I) PT, where $(I) is a diagonal matrix with ith diagonal 
element equal to 4i(,) = 1,:’ [a + bZiE,!‘= I 1,] = 1,:. ’ Yu,(l) (say). Then if 
~20, b 20, and 0 <a+ b < 2(k- p- l), all the three conditions of 
Theorem 2 are met, with probability 1. Consequently for such a pair (a, b), 
the estimator [I,-V{aS’ + (b/(tr S)) 1,)1X dominates X for every L, 
loss given in (1.3). In particular, if a = k - p- 1, then for every 
b E [0, k - p - l), the dominance over X holds. Also, if b = 0, then 
(I, - aVS’)X dominates X for every a E (0, 2(k - p - 1)). 
EXAMPLE 2. Suppose now e-l(S) = (k - p - 1) bS-’ + S/tr(S*). Then, 
!Yi(l) = k- p - 1 + blfE,!‘= i Zj. It is easy to verify conditions (ik(iii) 
of Theorem 2 for *this particular choice of I, when b E [0, k - p - 1). 
According, (I, - VZ:- ‘(S))X dominates X for every L, loss. 
It is possible, however, to obtain estimators of the form (1.2) which 
dominate X even though the conditions of Theorem 2 are not met. Some 
examples follow. The shrinking patterns in these examples is similar to 
Haff [7]. 
EXAMPLE 3. Consider the case when ‘P(f)= b(1 + cGd)-‘I,, where 
b, c, and d are constants, and G = nip=, I,!‘“, the geometric mean of the 
eigenvalues of S. Then, condition (ii) of Theorem 2 is violated, but 
m,(Q=l;‘(l +cGd)-*b[b-2(k-p- l)-2cGd(k-p-1 -2dp-‘)I<0 if 
(a)O<b<2(k-p-l), (b)c>O, and (c)O<ddp(k-p-1)/2. Thus, 
[I,- b(1 + cGd)-‘VS’]X dominates X for every L, loss given in (1.3) if 
(a)-(c) hold. 
EXAMPLE 4. Suppose this time Y(l) = b( 1 + cAd) - ‘I,, where A = 
~~=, Z,/p, the arithmetic mean of the eigen-values of S. Once again, 
condition (ii) of Theorem 2 is violated, but m,(r)= Z;‘(l + cAd)-* 
b[b-2(k-p-l)-2cAd(k-p-l-2dl,(pA)-’)I d l;‘(l+cAd)-* 
b[b-2(k-p-l)-2cAd(k-p-l-2d)]<O, if (a)Ocb<2(k-p-l), 
(b)c>O, and (c)O<d<i(k-p-1). Thus, [Ip-b(l+cAd)-lVS-l]X 
dominates X for every L, loss given in (1.3) if (ak(c) hold. One can also 
use ‘I’(I) = b( 1 + cHd)-‘I,, where H= p(C,“, 1 I,:‘))‘, the harmonic mean 
of the eigen-values of S. Then, [I, - b(1 + cHd))‘VS-‘IX dominates X 
under conditions (a)-(c) of the example. 
EXAMPLE 5. We consider now a class of estimators 2; l(S) of Z:- ‘, 
where 
e;‘(S)=(l -a)[(k-p-l)S-I+ {b/trS} I,]+ {tx(kp-2)/tr(S)} I,, 
(2.15) 
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0 <a < 1. An alternate representation of e;i(S) is e;l(S) = PL-‘I(f) PT, 
where ‘I’(f) is a diagonal matrix with ith diagonal element equal to 
Y,(f)=a+b,li (2.16) 
where a=(i-ol)(k-p-l), b,=(l-a)b+cc(pk-2). 
Note that from Example 1, (I,,- Ve;‘(S))X dominates X for all 
L, if O<a+b,<2(k-p-l), i.e., O<b,<(l+cc)(k-p-1) or O<b< 
[ (1 + a)(k - p - 1) - a( pk - 2)]/( 1 - a). Note also that the above holds 
onlyifaE(O,(k-p-l)/[(p-l)(k+l)]). 
Remark 2. Efron and Morris [4] chose b = p2 + p - 2 and showed the 
dominance of the corresponding (Ip- %;‘(S))X over X under the squared 
error loss and V = I,. We do not have such a strong result regarding 
dominance of (Ip - VE;‘(S))X over X simultaneously for all L,. However, 
we shall see from Remark 4 of Section 3 that a very appropriate choice of 
b is p - 1. With this particular choice of b, it follows from (2.11) that 
-’ (2ab,-2(k-p- 1) b. 
< [a’-2(k-p- l)a+2abo-2(k-2) b,+bi] 
i( > 
f Zj . (2.17) 
j=l 
Note that the right-hand side of (2.17) is negative for ae [0, (k-p- 1) 
(k2(p-1))~1(1+{1+k2(k-p-1)~2((k-p-1)2+(p-1)2))1~2)], and 
the function is minimized at a0 = (k-p - l)/(k*( p - 1)). We propose, 
therefore, the estimator 
6,,=[1,-V{(l-a,)((k-p-1)S’+(p-l)(trS)-’I,) 
+ ao( pk - 2)(tr S)-‘I,}] X. (2.18) 
In Section 4, our simulation results will indicate that ool, stands ahead of 
its rival estimator for 6= 0 and is nearly on par with the remaining 
estimators when 0 is far away from zero. Thus, overall, the performance of 
6a, is adjudged most satisfactory among the rival estimators of 0. 
3. IMPROVEMENT ON (I,- aVS-‘)X 
Let 6,(X) = (Ip - aVS-‘)X and 6,,,(X) = (Ip - aVS-’ - VPg(L) 
L-‘PT)X, where as before, P is an orthogonal matrix with column vectors 
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equal to the eigen-vectors of S, and g(L) is a diagonal matrix with ith 
diagonal element equal to g,(l). Write Yil(f)= a and YY,(I)=a+ gi(l), 
i = 1, . . . . p. Then from (2.6)-(2.11) one obtains 
W, k,,,(X)) - W, &(X)) = [IW, &.,(X) - W, XII 
- cw, 8,(x)) - w, XII < 0 
for all 8 if w,(1)<0 for each i= 1, . . . . p, where 
wj(r)= Cyf2(l)- yFl(z)l l;’ -2 C Cyi2tr)- yt2)l/(li-~0 
0 fi) 
-4[aYi2(r)/ali] -2(k-p- l)(YJl)- Yj,(f)) I,-’ 
= gf(l)Z,y’ - 2(k - p - 1 -a) gi(l)li’ 
-2 C CgiCf)- g,(r)ll(li-I,)-4Cagi(r)/al,l. (3.1) 
rl fil 
We now prove a general theorem providing solutions to wi(f) < 0 for 
each i= 1, . . . . p. 
THEOREM 3. LetO<a<(k-2).Supposegi(l)=fit(U)/~~=, lj(i=l,...,p), 
where u is a function of the 1,‘s. Suppose that (a) UT in fi for each i = 1, . . . . p, 
(b)t(U)fU, and (~)O<t(U)<2(k-a-2). Then W,(l)<0 for every 
i = 1, . . . . p. 
Proof: It follows from (3.1) that 
<((t*(U)-2(k-2-a)t(U)) f lj<O. (3.2) 
j= 1 
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The first inequality in (3.2) uses parts (a) and (b) of the assumption, 
while the last inequality uses part (c). The proof the theorem is complete. 
Remark 3. It follows as a consequence of Theorem 3 that (I,, - aVS ’ - 
(t( U)/tr S) V)X dominates (I, - aVS’)X whenever 0 < a c (k - 2). For 
the particular choice of a = k - p - 1, 0 < t(U) < 2( p - 1). In Dey, Ghosh, 
and Srinivasan [2], the dominance holds for all 0 < t(U) < 2( p2 + p - 2), 
but only under the squared error loss, and V = I,. The present result 
ensures dominance for all L, losses. 
Remark 4. If t(U) = b and a = k - p - 1, the first inequality of (3.2) 
becomes an equality. From the penultimate step of (3.2), it follows that the 
optimal choice of b = p - 1. In our simulation study in Section 4, the two 
estimators (I,-(k-p-1)VS’-((p-l)/tr(S))V)X and (I,-(k-p-l) 
VS ’ - ((p - l)/tr(S*))VS)X will be compared with some rival estimators. 
Remark 5. It may be noted that the choice U = p-l tr(S) = p-l Cf= 1 Zj, 
u= IsI”p= (nip=, Zj)“P, and U= p/(tr S’) = p/(c,“=, Z,-‘) all satisfy (a) 
of Theorem 3. 
4. SIMULATION RESULTS 
In this section, we compare the simulated risks of live different 
estimators of 0. These estimators are X and fifj,= (I, -Vg,:‘(S))X 
(j = 1,2, 3,4), where 
E;‘(S)=(k-p-1)S’+{(p-l)/trS}I,, (4.1) 
e;1(S)=(k-p-1)S~1+{(p-l)/trS2}S, (4.2) 
e,‘(S)=(k-p-l)S-‘, (4.3) 
~~l(S)=(l-cco)[(k-p-l)S~l+{(p-l)/trS}Ip] 
+~o{(pk-2YtrSl I,, (4.4) 
where CI~ = (k - p - l)/(k*( p - 1)). 
Throughout, we have considered the loss 
L(C),@) = 5 tr[(6i - 0i)‘Q(@, - O,)]/tr(QV). 
i= 1 
(4.5) 
The (k, p) combinations chosen are (4.2), (8.2), (12,2) (5, 3), (9, 3), 
(13, 3). For each p, 1000 samples are generated from N,,(8, V). 
For p = 2, we have taken Oi= 0 or OT = (10,35) for each i= 1, . . . . k. 
For p = 3, our choice is Oi = 0 or 0, = (6, 10, 50)T for each i= 1, . . . . k. 
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TABLE I 
The Risks and Percentage Risk Improvements over X (p = 2.0, = 0) 
Risks of Percentage Risk Improv. by 
V=I, 4 4.0416 2.4212 2.3438 3.0128 2.2505 40.09 42.01 25.46 44.32 
8 8.1000 2.8399 2.7222 3.0984 2.5692 64.94 66.39 61.75 68.28 
Q=I2 12 11.9069 2.8216 2.7224 2.9743 2.5985 76.30 77.14 75.02 78.18 
V=12 4 3.9507 2.3453 2.2674 2.9161 2.1809 40.64 42.61 26.19 44.80 
8 7.9782 2.7454 2.6304 2.9938 2.4816 65.59 67.03 62.48 68.89 
Q=% 12 12.0327 2.8895 2.7904 3.0511 2.6610 75.99 76.81 74.64 77.89 
V=M, 4 3.9507 2.3767 2.3924 2.9161 2.3223 39.84 39.44 26.19 41.22 
8 7.9782 2.8341 2.8402 2.9938 2.7706 64.48 64.40 62.48 65.27 
Q=I2 12 12.0327 2.9628 2.9673 3.0511 2.9178 75.38 75.34 74.64 75.75 
V=M, 4 3.9489 2.3697 2.3854 2.9141 2.3148 39.99 39.59 26.20 41.38 
8 7.9758 2.8305 2.8366 2.9917 2.7662 64.51 64.43 62.49 65.32 
Q=Mz 12 12.0352 2.9635 2.9680 3.0527 2.9180 75.38 75.34 74.64 75.75 
Corresponding to a given situation, for each (k, 2) pair, there are four 
(0, V) combinations with each Q =I2 or M, =diag(O.Ol, 1.00). For each 
(k, 3) pair, there are once again four (Q, V) combinations with each Q or 
V equal to I, or M3 = diag(0.01, 1.00, 100.00). Thus, in this situation, for 
each (k, p, Q, V, a), the simulated risk is the average of 1000 expected 
TABLE II 
The Risks and Percentage Risk Improvements over X (p = 3,8, = 0) 
Risks of Percentage Risk Improv. by 
V=I, 
Q=I, 
V=J2 
Q=M, 
V=M, 
Q=I, 
V=Mg 
Q=M3 
5 4.9894 2.9180 2.8248 3.8424 2.8282 41.52 43.38 22.99 43.32 
9 9.0453 3.5160 3.3312 3.9955 3.3458 61.13 63.17 55.83 63.01 
13 12.8496 3.5364 3.3598 3.8486 3.3839 72.48 73.86 70.05 73.67 
5 5.0346 3.0273 2.9247 3.9591 2.9339 39.87 41.91 21.36 11.72 
9 9.0037 3.5135 3.3341 3.9845 3.3441 60.98 62.97 55.75 62.86 
13 13.0482 3.4953 3.3185 3.8272 3.3456 73.21 74.57 70.67 74.36 
5 5.0346 2.6044 2.6395 3.9591 2.5825 48.27 47.57 22.36 48.71 
9 9.0037 3.3908 3.3988 3.9845 3.3322 62.34 62.25 55.75 62.99 
13 13.0482 3.4032 3.4064 3.8272 3.3365 73.92 73.89 70.67 74.43 
5 5.0349 2.5927 2.6277 3.9604 2.5705 48.51 47.81 21.34 48.95 
9 9.0037 3.3849 3.3929 3.9844 3.3258 62.41 62.32 55.75 63.06 
13 13.0511 3.3993 3.4024 3.8274 3.3319 73.95 73.93 70.67 74.47 
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TABLE III 
The Risks and Percentage Risk Improvements over X (p = 2,O: = (10,35)) 
Risks of Percentage Risk Improv. by 
k X i3 (11 a 12) a (31 a 141 fi (II a,*, 43, Q(4, 
V=I, 4 3.9310 3.3659 3.3663 3.3668 3.3753 14.38 14.37 14.35 14.14 
8 1.9861 5.5328 5.5329 5.5332 5.5403 30.73 30.72 30.72 30.63 
Q=12 12 11.9198 7.4663 7.4664 7.4663 1.4179 37.36 37.36 37.36 31.26 
V=I* 4 3.8620 3.1683 3.7684 3.7690 3.7696 2.43 2.42 2.41 2.39 
8 8.1606 7.7177 7.7178 7.7183 7.7208 5.43 5.43 5.42 5.39 
Q=M2 12 12.0685 11.3034 11.3035 11.3031 11.3067 6.34 6.34 6.34 6.31 
V=M> 4 3.8620 2.8708 2.8708 2.8714 2.8876 25.67 25.66 22.65 25.23 
8 8.1606 3.7111 3.7111 3.7116 3.7389 54.52 54.52 54.52 54.18 
Q=12 12 12.0685 3.9567 3.9561 3.9563 4.0049 67.21 67.21 67.22 66.81 
V=Mz 4 3.8606 2.8609 2.8609 2.8616 2.8779 25.90 25.89 25.88 25.45 
8 8.1614 3.6754 3.6754 3.6759 3.7035 54.98 54.98 54.97 54.64 
Q=Mz 12 12.0714 3.8887 3.8887 3.8883 3.9374 67.69 67.79 67.79 67.38 
losses. Tables I and II report the simulated risks for 8, = 0 (p x 1 ), while 
Tables III and IV report the same when Oi= (10, 35)T and Bi= (6, 10, 50)T, 
respectively. 
An examination of Tables I-IV reveals that like the usual James-Stein 
estimator, shrinkage estimators of matrix normal means perform the best 
TABLE IV 
The Risks and Percentage Risk Improvement over X (p = 3, OzT = (6, 10,50)) 
Risks of Percentage Risk Improv. by 
k X a (11 a 12) a 0) a I41 a Ill 63 (21 43, 44, 
V=I, 5 5.0817 4.3674 4.3681 4.3685 4.3694 14.06 14.04 14.03 14.02 
9 8.9558 5.7199 5.7202 5.7204 5.7169 36.13 36.13 36.13 36.17 
Q=I3 13 13.0744 6.9719 6.9722 6.9722 6.9814 46.67 46.67 46.67 46.60 
V=I, 5 5.0664 5.0010 5.0010 5.0013 5.0012 1.29 1.29 1.29 1.29 
9 9.0442 8.7239 8.7240 8.7243 8.7242 3.54 3.54 3.54 3.54 
Q=M, 13 13.0520 12.5177 12.5177 12.5177 12.5181 4.09 4.09 4.09 4.09 
V=M, 5 5.0664 3.8372 3.8419 3.8743 3.8440 24.26 24.17 23.53 24.13 
9 9.0442 3.8906 3.8932 3.9136 3.9011 56.98 56.95 56.73 56.81 
Q=I, 13 13.0520 4.1711 4.1727 4.1834 4.1713 68.04 68.03 67.95 68.04 
V=MA 5 5.0654 3.8356 3.8403 3.8731 3.8421 24.28 24.18 23.54 24.14 
9 9.0457 3.8878 3.8903 3.9109 3.8984 57.02 56.99 56.76 56.90 
Q=M, 13 13.0520 4.1703 4.1720 4.1828 4.1704 68.05 68.04 67.95 68.05 
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when the true 8, equals the point towards which we want to shrink (in this 
case 0). As the true Oi gets further and further away from the shrinkage 
point, the risk improvement also becomes less and less. However, in the 
present paper, the overall risk improvement seems to be quite impressive 
even when the 0;s are far from zeroes except when V = I, and Q = M, or 
V=I, and Q=M3. 
Another point to note is that for fixed p, Q, and V, the risk improvement 
of each estimator increases over k. The improvement from k = p + 2 to 
k=p+6 is much more pronounced than the one from k=p+6 to 
k= p+ 10. Also, it may be noted that 8(r,, 8,,,, fiC4, all outperform O(3) in 
terms of risk improvement when the true Bi values are zeros, although for 
0;s for away from zeros, all the four estimators are nearly at par. Finally, 
we observe that @Cd1 has a consistent edge over the remaining estimators 
when 8,‘s are zeros, while @C4j performs nearly as well as the others when 
8;s are far from zeros. Thus, we recommend the use of 8,,, in the present 
context. 
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