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 The Cu-Cl thermochemical cycle is a promising method to generate hydrogen 
as a clean fuel for human use in the future. The cycle can be coupled to nuclear 
reactors to supply its heat requirements. The cycle generates hydrogen by splitting 
water molecules through a series of chemical reactions. Thermal management within 
the cycle is crucial for improving its thermal efficiency. The cycle has an average 
theoretical efficiency of around 46% without any heat recovery. The efficiency may 
increase up to 74%, if all heat associated with the products of the cycle’s steps is 
recycled internally. The products of the different processes that transfer heat are; 
oxygen, hydrogen, and molten CuCl. The heat carried by oxygen and hydrogen can be 
recovered by the use of conventional heat exchangers. However, recovering heat from 
molten CuCl is very challenging due to the phase transformations that molten CuCl 
undergoes, as it cools down from liquid to solid states. This thesis presents a new 
model that predicts the fluid flow and heat transfer in a direct contact heat exchanger, 
designed to recover the heat from molten CuCl, through the physical interaction 
between CuCl droplets and air. Numerical results for the variations of temperature, 
velocity, heat transfer rate, and so forth, are given for two cases of CuCl flow. The 
predicted dimensions of the heat exchanger were found to be a diameter of 0.13 m, 
and a height of 0.6 and 0.8 m for 1 and 0.5 mm droplet diameters, respectively. The 
results obtained provide valuable insights for the equipment design and scale-up of 
the Cu-Cl cycle. 
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Currently 80% of the world’s energy demand is supplied from fossil fuels, 
14% from renewable energy resources and about 6% from nuclear energy [1,2]. These 
percentages will certainly change in the near future, as the world’s population 
increases, and energy demand increases. It is expected that energy supplies from 
renewable and nuclear resources will grow to account for more and more of the 
world’s energy demand, while the energy supplies from fossil fuels will decrease in 
the future. It is not only the increase in energy demand, which will lead to this shift in 
energy supply from fossil fuels to renewable and nuclear resources, but also 
environmental concerns and the need to take quick and sustainable action towards 
global warming, increases in the price of fuels derived from fossils, energy security, 
sustainability, and so forth. All of these reasons and many more will lead further to 
increasing the need for renewable and nuclear energy resources. Much effort is being 
devoted to utilize renewable energy around the world. This can be seen by the 
increased research and funding for such programs. Another growing effort is to 
develop nuclear power plants around the world, which can be seen by the increasing 
number of countries that are adopting nuclear energy programs. But in the future, all 
energy producing systems will be hybrid systems, a mixture of different energy 
resources and energy conversion methods to exist as one system. This will maximize 
2 
 
the process or cycle efficiency, make the process or cycle environmentally friendly 
and therefore reduce the impact on the environment to a minimum. It will have less 
environmental impact, and make energy systems sustainable. One key link between 
renewable and nuclear energy resources utilized in hybrid systems, when considering 
a sustainable and environmentally friendly fuel for the future, is hydrogen. 
Hydrogen itself is not an energy resource, but instead an energy carrier [2,3]. 
Hydrogen can be viewed as a link between the different energy resources and society, 
in an energy chain connecting the energy resources to the final use or service. This 
link will provide society with the various services it will need; such as heating, 
transportation, manufacturing, etc. In the end, it is this energy carrier that will matter 
for societies, not the energy source that is used to produce it. Hydrogen is independent 
of the source used to produce it. It can be produced from a wide variety of sources. 
Hydrogen is environmentally friendly; no greenhouse gas emissions are produced 
upon burning it [3]. It also exists in large quantities in the world; in water for 
example, where water makes up about two thirds of the earth. So it is readily 
available, and it can be used as a fuel in already existing technologies, such as 
transportation, where only slight modifications have to be made to the already 
existing engines to operate on hydrogen. This will make the transition from fossil fuel 
technologies to the new renewable and nuclear technologies easier. Finally, hydrogen 
can be used relatively safely in society, and it is easy to handle and use by people with 
no great risk relative to other fuels in sectors like transportation applications. For all 
of these reasons, hydrogen is considered the best alternative to fossil fuels as an 
energy carrier for future energy supply and environmentally friendly technologies. 
Many methods and technologies currently exist for producing hydrogen. 
However, most of them are based on reforming fossil fuels and thus emit carbon 
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dioxide to the atmosphere [2,4,5]. Reforming of fossil fuels to produce hydrogen 
accounts for more than 78% of the world’s total hydrogen production, with natural 
gas and petroleum products accounting for 48% and 30%, respectively, of the total 
production [2,5]. Water electrolysis is also currently used to produce hydrogen. It 
accounts for about 4% of the world’s total hydrogen production. It is considered an 
environmentally friendly method. However, it is a very energy intensive method and 
has low efficiencies, especially when the efficiency of the generated electricity is 
taken into account. Thermochemical water splitting cycles are a clean, more efficient 
and thus promising alternative to produce hydrogen, as they can be coupled to all 
types of energy sources (e.g., solar, geothermal and conventional fossil fuels). They 
can also be coupled with nuclear power plants to utilize their waste heat [6,7]. 
Currently, most of the research being conducted on the use of Cu-Cl and S-I cycles 
with nuclear power plants require heat at a maximum temperature of 530°C, for the 
Cu-Cl cycle, and 900°C, for the S-I cycle. 
The Canadian hydrogen demand in 2004 was 2.88 million tons. Most of it was 
used by petrochemical industries, either internally in oil refineries, or to upgrade 
heavy oil fuels. Canadian hydrogen demand is expected to grow to 6 million tons per 
year by 2023, where about 50% of it is expected to be used to upgrade heavy oils [8]. 
Steam methane reforming (SMR) has been studied extensively, since it is the 
main method of hydrogen production. Detailed thermodynamic analysis, energy and 
exergy, for SMR can be found in many references [4,6,7,9]. Thermochemical 
hydrogen production methods are still in the development stage. They can be coupled 
to all types of energy sources. They offer great flexibility and can be sustainable. The 
Cu-Cl cycle is one of great importance in Canada, as it is the selected cycle for 
nuclear based hydrogen production by Atomic Energy of Canada Limited (AECL). 
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The goal of this cycle is to couple it to the next generation of CANDU nuclear 
reactors to produce hydrogen. The S-I thermochemical cycle is being developed by 
the USA, Japan, and others. It would be linked with high temperature nuclear 
reactors, with temperatures up to 900°C.  
 
1.2 Motivation and Objectives of Thesis 
Currently, a research team led by Dr. G.F. Naterer at the University of Ontario 
Institute of Technology (UOIT) is developing a lab-scale demonstration of the Cu-Cl 
cycle. The research is in collaboration with Atomic Energy of Canada Limited 
(AECL), Argonne National Laboratory in the U.S. and other partners. The aim of the 
collaboration is to demonstrate and show that hydrogen can be produced efficiently 
without any greenhouse gas emissions using the Cu-Cl cycle.  
One of the main challenges for this cycle to be industrially adopted and used 
for mass hydrogen production is to convince the public and decision makers that it is 
a better alternative to current well established hydrogen production methods, not only 
from an environmental point of view, but also from an economic perspective. The Cu-
Cl cycle can outperform current hydrogen production methods, such as steam 
methane reforming and coal gasification, environmentally, when it is coupled to clean 
energy resources, such as renewables and nuclear. This will lead to a zero emission 
method of efficient hydrogen production. The Cu-Cl cycle also has major advantages 
over its competitor, the thermochemical S-I cycle, when coupled to renewable or even 
nuclear resources, as it requires a maximum temperature of 530°C compared to 
900°C. This gives it the advantage of requiring less complex and expensive systems 
to be coupled with renewable resources, and also the ability to be coupled with 
existing nuclear reactors of all types that can produce heat at the maximum required 
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temperature. In contrast, the S-I cycle is designed to be coupled to the next generation 
of high temperature gas cooled reactors that produce heat at temperatures over 900°C. 
This gives the Cu-Cl cycle much better flexibility than the S-I cycle.  
In order for the Cu-Cl cycle to outperform current hydrogen production 
methods economically, then it has to be coupled to cheaper sources of energy and 
make the maximum use of the supplied heat. The latter point is of great importance 
for success of the Cu-Cl cycle. Energy analysis and studies of the Cu-Cl cycle have 
shown that it has an efficiency of 46% [10], without considering any heat recovery 
within the cycle. This efficiency is lower than other hydrogen production 
technologies; for example, steam methane reforming plants have an efficiency of 
around 66% [9]. So for the Cu-Cl cycle to out-perform other hydrogen production 
cycles in terms of efficiency, the recovery of heat within the cycle has to be 
optimized. Naterer et al. [10] have shown that the cycle efficiency can be raised 
significantly if all heat is recovered within the cycle.  
The objective of this thesis is to show how the heat from molten CuCl, which 
is a direct product from the oxygen and hydrogen production steps, can be recovered 
and recycled within the Cu-Cl cycle, by a direct contact heat exchanger, to increase its 
efficiency. The specific objectives can be summarized as follows: 
- To design a direct contact heat exchanger to recover heat from molten CuCl, 
produced by a CuCl pilot plant operating with a capacity of 3 kg of hydrogen 
per day. 
- To study the fluid and droplet flows and heat transfer phenomenon within the 
heat exchanger. 
- To study the effect of the droplet size on the heat exchanger’s dimensions. 
6 
 
- To find the flow configurations that satisfy the model’s assumptions for each 
droplet size examined.  
The molten CuCl from the oxygen and hydrogen production steps has 
temperatures of around 530°C and 450°C, respectively. When recovered, it is enough 
to supply about 30% of the total heat requirements of the cycle. Total heat recovery 
from all steps is enough to supply about 42% of the total heat requirements of the 
cycle, including the low grade heat for preliminary heating and drying purposes. 
Recovering heat from the products of all steps, except from the molten CuCl, is 
easier, because it involves the use of conventional heat exchangers, since the products 
are in the gas phase. However, recovering heat from the molten CuCl is much more 
difficult, because the process involves phase change, from liquid to solid. In this 
thesis, a direct contact heat exchanger is designed and the heat transfer phenomenon is 
analyzed. The heat exchanger design is relatively simple, as it is basically a tube 
where air is blown in from the bottom, and the molten CuCl is sprayed at the top to 
fine droplets. The droplets fall under gravity and interact with the upcoming air that 
recovers heat from them. A mathematical model, which describes the heat transfer, 
fluid and droplet flow processes, will be developed and then solved numerically, 
using MATLAB. The results show how the different parameters vary throughout the 
heat exchanger, and the effects of various parameters on the overall heat exchanger 








 Hydrogen is a promising clean fuel for future transportation and industrial use. 
It has a high energy content per unit mass of 140.4 MJ/kg, the highest of all known 
fuels. Hydrogen is considered a clean energy resource, as it does not emit any 
greenhouse gases upon combustion, and therefore it is widely believed that it will 
eventually replace fossil fuels as a source of energy for society and industry. The key 
criteria for an ideal fuel are inexhaustibility, cleanliness, convenience, and 
independence from foreign control [5]. Hydrogen potentially has all of these 
properties, as mentioned earlier, since it does not produce any greenhouse gases upon 
combustion. It can be readily available, as hydrogen can be found in many materials 
on earth, especially water. It can be produced almost anywhere, which means that no 
long transportation lines or routes are needed, and therefore the time and energy to 
transport regular fuels derived from fossils are saved. Finally, since the main source 
of hydrogen is water, any country that has access to water (e.g., rivers, lakes and seas) 
can have access to hydrogen without concern of foreign interference.  
 Hydrogen exists as H2 molecules. The molecule size is smaller than any other 
known molecule, because the hydrogen atom has the smallest size of all known 
atoms. Hydrogen is colorless, odorless and tasteless. It diffuses faster than any other 
gas, which makes hydrogen use in transportation safe. It would diffuse into the 
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atmosphere before it can catch fire in case of an accident. At standard ambient 
conditions, hydrogen exists in the gaseous phase. It condenses to liquid at -253°C and 
to solid at -259°C [5].  
 Hydrogen has other unique properties that make it favorable when used as a 
fuel for current engine technologies. The flammability range for hydrogen is wide, 
much wider than that of gasoline, which means that it can be used as a fuel in internal 
combustion engines and stay stable even at the most dilute conditions possible. 
Hydrogen has a very high flame speed. At the stoichiometric ratio, it has a flame 
speed of 3.46 m/s, which is almost ten times higher than the flame speed of gasoline. 
This means that an engine running on hydrogen will approach the ideal Otto 
thermodynamic cycle [5].  
 
2.2 Hydrogen Production 
 Hydrogen can be produced from a wide range of processes, i.e. reforming of 
fossil fuels, electrolysis, thermochemical water splitting and biological hydrogen 
production methods. Also, hydrogen can be produced from a wide range of energy 
sources, fossil fuels, renewables and nuclear. Currently, SMR is the most widely used 
process to produce hydrogen, followed by other reforming methods. These hydrogen 
production methods produce large amounts of carbon dioxide, which is harmful to the 
environment. This explains why much work has been devoted to finding new 
environmentally friendly methods. Among the best alternatives are the 
thermochemical cycles, particularly the Cu-Cl and S-I cycles.  
Figure 2.1 shows the different methods used to produce hydrogen, along with 
the energy resources that are suitable for each method. Not all of the methods exist at 
an industrial size, as most of them are limited to lab scale demonstration plants. The 
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following is a brief review of the main hydrogen production methods, along with new 
more promising methods. 
 
 
Figure 2.1 Hydrogen production methods (modified from [11]). 
 
2.2.1 Steam Methane Reforming (SMR) 
 Worldwide production of hydrogen was about 50 million tons per year in 2003 
[2]. About 48% was produced by SMR [5]. The input fuel to the process is natural 
gas, or simply methane, as it makes up approximately 90% of natural gas. The input 
fuel reacts with steam in a series of steps to produce hydrogen and carbon dioxide as 
products. A SMR process is made up of four basic steps; desulfurization, catalytic 
reforming, CO conversion, and gas separation or purification. In the desulfurization 
unit, the incoming natural gas is scrubbed on a ZnO bed to remove the sulfur from it, 
as shown by the following chemical reaction. This is done due to the high sensitivity 
of the reforming catalysts to sulfur. 
 
H2S + ZnO → ZnS + H2O        (2.1) 
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After the desulfurization unit, natural gas enters the reforming reactor where it reacts 
with steam to produce synthesis gas at a temperature of around 850-900°C, at a 
pressure above 2.6 MPa, to increase the hydrogen yield. This reaction is an 
endothermic reaction. It requires a heat input of 206 kJ/mole of natural gas. The 
reaction proceeds according to the following equation. 
 
CH4 + H2O → 3H2 + CO        (2.2) 
 
The products of the reforming step along with steam enter the CO conversion unit, 
which is made up of two steps; low temperature water gas shift reaction step, and high 
temperature water gas shift reaction step. In the CO conversion unit, the produced CO 
reacts with steam to produce more hydrogen according to the following reaction.  
 
CO + H2O → H2 + CO2        (2.3)  
 
The CO conversion reaction is carried out in two steps to ensure that all incoming CO 
is converted to carbon dioxide. The CO conversion reaction is an exothermic reaction 
that produces heat at a rate of 41.2 kJ/mole of CO. Finally, the gas mixture of H2 and 
CO2 enters the gas separator, where both gases are separated from each other by using 
solvents to absorb the carbon dioxide [5]. 
 SMR has been studied extensively by many authors, since it is the most widely 
used method to produce hydrogen. Rosen [4] analyzed steam methane reforming 
thermodynamically. The analysis determined the energy and exergy efficiencies of 
steam methane reforming. The performance of the plant was investigated by 
examining the flows of energy and exergy through the various steps of the process. A 
11 
 
process description was presented, along with the different operating conditions. Then 
the energy and exergy efficiencies were found for each step in the process. The study 
concluded with an energy efficiency of the process of 86% and an exergy efficiency 
of 79%. The analysis indicated that the main exergy losses occurred in the reformer, 
due to the irreversibilities associated with combustion and heat transfer across large 
temperature differences. The losses associated with cooling water and stack gas 
emissions, although significant on an energy basis, are relatively insignificant on an 
exergy basis. 
 Simpson et al. [9] also studied the performance of hydrogen production via 
steam methane reforming. The performance was evaluated using exergy analysis, with 
emphasis on exergy flows, destruction, waste, and efficiencies. A model for the steam 
methane reformer was developed using a chemical equilibrium model with detailed 
heat integration. The operating parameters of the reformer were varied to illustrate 
their influence on the system’s overall performance. The study found that the energy 
and exergy efficiencies of the plant were 67% and 63%, respectively, for a base case. 
The majority of the exergy destruction occurred in the reformer, which was due to the 
high irreversibility of combustion and heat transfer, and the water to steam heat 
exchanger. The study concluded that there is a significant amount of unused exergy 
within the system, up to 37% of the total input exergy, 81% of which is destroyed 
within the system and 19% leaving with the exhaust stream. The study also concluded 
that the optimal efficiency of the system is achieved when the reformer is operating at 
a temperature of 674°C.  
 Jong et al. [12] modeled the natural gas conversion process within the 
reformer by both chemical reaction and heat transfer models. The models gave data of 
the temperature, heat transfer and concentrations of hydrogen, carbon monoxide and 
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natural gas, along the reformer reactor. The simulated temperatures were validated 
with measured data from a prototype reformer. Then the model was used to evaluate 
the performance of six different reactor design modifications, in order to optimize the 
reactor. The study concluded that the hydrogen yield can be increased by 10%, by 
increasing the air fraction in the burner fuel by 50%. The study also found that 
increasing the insulation by 50% of the reformer will result in an increase of hydrogen 
yield of 11%. This will lead to a better temperature distribution within the reformer. 
  
2.2.2 Coal Gasification 
 Coal is the most abundant fossil fuel on earth, and it is expected to continue to 
be an important source of energy for the future. Currently 23% of the world’s total 
energy comes from coal [5]. The primary method for producing hydrogen from coal is 
to gasify coal in a process called coal gasification. It is a well established technology, 
however it is not widely used because it is not yet economically competitive to steam 
methane reforming. In coal gasification, coal enters a gasifier and reacts with air and 
steam at temperatures in the range of 1300-1500°C. In the gasifier, the following 
chemical reactions take place. 
 
C + O2 → 2CO         (2.4) 
C + H2O → H2 + CO         (2.5) 
 
The first reaction is the coal combustion reaction. However, not enough air is supplied 
to the coal to complete the reaction and produce CO2. The products react with steam 
in the same manner as the CO conversion unit of a steam methane reformer to 
produce hydrogen. The second reaction is called the steam gasification reaction, were 
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steam reacts with coal at high temperatures to produce hydrogen and carbon 
monoxide, which will react with steam to produce further hydrogen. In practice, a 
coal gasification plant is very complex, involving many more components than a 
steam methane reforming plant.  
Watanabe et al. [13] modeled the entrained flow coal gasifier. The purpose of 
the model was to predict the coal gasification of an entrained flow coal gasifier, and 
develop a technique for the design and performance optimization of coal gasifiers. 
The model is composed of a pyrolysis model, char gasification model, and a gas phase 
reaction model. A simulation of a 2 ton/day coal gasifier was preformed. The gasifier 
performance and the influence of different parameters on the gasifier operation were 
found for seven different cases. Finally, the results of the simulations were compared 
to experimental results to validate the model. It was found that the simulation results 
coincide well with the experimental data, which validated the gasifier model. The 
efficiency of the cold gasifier was found to be around 50-60% for the seven cases. 
The model also provided the temperature distribution along the height of the gasifier, 
which is usually hard to measure experimentally. 
Yang et al. [14] performed field tests for several underground coal gasification 
sites in China. The purpose of their tests was to investigate the reliability of using 
underground coal gasification to generate hydrogen and develop methods to improve 
their operation. The main parameters that were measured on site are the temperature 
distribution throughout the gasifier, and its variation with time, hydrogen 
concentration along the gasifier, and the average cycle time ratios when switching 
from forward to backward gasification. After analyzing the experimental data, it was 
found that the daily water gas production is about 16,000 m³, with a maximum output 
of 32,000 m³, hydrogen content in the range of 40-70%, and a carbon monoxide and 
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methane content of around 6%. The results showed that two-stage underground 
gasification with multi-point air feed improves the average temperature distribution 
throughout the gasifier, and reduces the cyclical time, which increases the gasifier 
output. The results also showed that backward gasification forms temperature 
distributions in the gasifier that increase the gasification efficiency. It was shown that 
underground coal gasification is a feasible method to generate hydrogen. 
 
2.2.3 Water Electrolysis 
 Water electrolysis has been known for over 200 years. It is one of the main 
methods of producing hydrogen by splitting water. Electrolysis is achieved by passing 
an electric current through water. This will dissociate the water molecules into 
positive hydrogen ions and negative oxygen ions. The positively charged hydrogen 
ions move towards the negatively charged cathode, where a reduction reaction takes 
place and hydrogen gas is produced. The negatively charged oxygen ions move 
towards the positively charged anode, where an oxidation reaction takes place and 
oxygen gas is produced. The overall reaction in the electrolytic cell is shown as 
follows. 
 
2H2O + Electricity → 2H2 + O2       (2.6)  
 
Water electrolysis is mainly used on a lab scale to generate hydrogen with high purity. 
Electrolytic cells can have very high efficiencies, up to 100% in the case of high 
temperature electrolysis [15]. However, when considering the electric power 
generation efficiency to find the overall efficiency of the process, the efficiency of 
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electrolyzing water is low. Also, electrolytic cells use precious catalysts, therefore 
their cost is usually high.  
 Brisse et al. [16] have investigated the performance of a solid oxide fuel cell 
operating in electrolysis mode at high temperatures over an operation period of 160 
hours. The operating performance of the cell was found as a function of different 
operating parameters; temperature, humidity and current density. Measurements of 
the current and voltage of the cell were used to identify the different loss terms in the 
cell, from the electrolyte resistance and the electrode processes. The operating 
electrical to hydrogen efficiency was found to be 100%, when the gas outlet 
temperature was equal to the steam inlet temperature to the cell, when operating at 
cell voltages of 1.0 and 1.25 V at a current density of 1 A/cm2, and a temperature of 
900 and 800°C. Also, no aging of the cell was detectable as a result of the mode of 
operation, and changes in temperature, current density and humidity. 
 Shimizu et al. [17] proposed a novel method of hydrogen production by water 
electrolysis using an ultra-short-pulse power supply technique. The method of 
supplying a short pulse of power can be achieved by the use of a static induction 
thyristor, and a specific circuit that is called the inductive energy storage circuit. The 
ultra-short-pulse hydrogen generation technique is different from conventional direct 
current electrolysis, which relies on the diffusion limiting mechanism to generate 
hydrogen. The main finding of the experimental results was to show that ultra-short-
pulse power can be used to electrolyze water and generate hydrogen when passing an 
electrical pulse through the cell for about 300 ns. This means that hydrogen 
generation can be achieved by the electron transfer limiting mechanism too. 
 Stojic et al. [18] used ionic activators in alkaline aqueous electrolytes to 
reduce the energy consumption of the electrolytic cell. Two types of activators have 
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been examined; both are ethylenediamine complexes of cobalt. A set of experiments 
was carried out to determine the effect of using the activators on the energy 
requirements of the cell, at different current densities and temperatures. The results 
were compared to the operating characteristics of the cell when using a standard 
electrolyte. It was found that the use of the activators reduces the energy input to the 
cell by about 10% per unit mass of electrolytically evolved hydrogen.    
 
2.2.4 Sulfur-Iodine Cycle 
 The sulfur-iodine thermochemical cycle is one of over 250 proposed cycles. In 
these thermochemical cycles, water is thermally decomposed in a series of chemical 
reactions that lead to the production of hydrogen and oxygen, with the remaining 
chemicals and products being recycled internally within the cycle. Thermochemical 
cycles can operate with any known energy source, however, they have been primarily 
developed and designed to be coupled to nuclear reactors to utilize the generated heat 
from the reactor. Most of the thermochemical cycles have not been demonstrated to 
have economic viability [19]. Only a few have been shown to be very promising, such 
as the S-I and Cu-Cl cycles.  
 The sulfur-iodine cycle was developed by General Atomics Corporation in the 
mid 1970s [20]. The Japanese Atomic Energy Research Institute (JAERI) has also 
been active in developing their own version of the cycle [21]. The basic cycle 
involves three reaction steps as shown below. 
 
H2SO4 → SO2 + H2O + 1/2O2       (2.7) 
I2 + SO2 + 2H2O → 2HI + H2SO4       (2.8) 
2HI → I2 + H2         (2.9) 
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The three reactions are carried out in three different compartments. The first reaction 
is a sulfuric acid decomposition reaction that occurs at temperatures around 900°C, 
which is an endothermic reaction. The second reaction is called the Bunsen reaction. 
It is an exothermic reaction that occurs at temperatures over 100°C. Iodine and sulfur 
dioxide react in an aqueous solution to produce sulfuric and hydriodic acids, which 
are required by the first and last reactions in the cycle. Finally, the third reaction is the 
hydriodic acid decomposition reaction to produce iodine and hydrogen. This is an 
endothermic reaction that occurs at temperatures of around 450°C. The net reaction 
from the S-I cycle is the splitting of water to hydrogen and oxygen [22]. 
 The S-I cycle has many challenges to overcome, including a very high 
operating temperature and the corrosive acids within the cycle. These increase the 
cycle capital cost and maintenance costs throughout the cycle life. This cycle is being 
developed to be coupled to high temperature nuclear reactors, such as gas cooled 
nuclear reactors. Other nuclear reactor technologies exist that can be used to produce 
hydrogen at high temperatures. The modular helium reactor (MHR), which can be 
used to produce electricity as well as hydrogen, can operate at high temperatures of 
approximately 850°C. Advanced high temperature reactors (AHTR) have been 
proposed to address the requirements specific to high temperature hydrogen 
production. However, an AHTR has not been built yet. Another reactor technology 
that can meet the requirements of high temperature hydrogen production is a Secure 
Transportable Autonomous Reactor (STAR), which is a fast neutron spectrum 
modular sized reactor. It is based on a Russian submarine reactor technology that was 
demonstrated at temperatures of around 500°C. The coolant of the reactor is liquid 
lead and it has a reactor core outlet temperature of around 850°C [23]. 
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 The Japan Atomic Energy Research Institute has been conducting research and 
development on High Temperature Gas-cooled Reactors (HTGR), and on hydrogen 
production using HTGR. The reactor technology has been developed using a High 
Temperature Test Reactor (HTTR) installed at the Oarai site of JAERI. The reactor 
reached its full power output of 30 MW in 2001. The reactor outlet helium 
temperature was demonstrated to reach 950°C in 2004 [21]. The integration of the S-I 
cycle and the HTTR is still under research and development. The aim is to develop 
this technology for safe and economical operation. The research on integrating the 
cycle and the nuclear reactor requires the technology to be safe, in terms of safety 
against explosion, safety against any radioactive material release, and safe control to 
prevent any thermal disturbance from the hydrogen production plant to the reactor. 
 Xinxin et al. [24] have demonstrated experimentally the process of hydrogen 
production by the S-I cycle. The results obtained from the lab scale experiment 
confirmed the feasibility of the closed loop operation for recycling all of the reactants 
except water, hydrogen and oxygen. A membrane technology to increase the 
decomposition efficiency was developed. This was shown to be a better method to 
convert the HI acid. The conversion rates of HI that were attained by one pass were 
90%, using the membrane technology, compared to an equilibrium rate of about 20%. 
 
2.2.5 Copper-Chlorine Cycle 
The copper-chlorine (Cu-Cl) cycle has been identified by AECL as the most 
promising cycle for thermochemical hydrogen production with the next generation of 
CANDU Super Critical Water Reactors (SCWR). It has the advantage of having low 
operating temperatures and potentially lower cost material, when compared to other 
thermochemical cycles, that are developed in other countries around the world [25]. 
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AECL and the Argonne National Laboratory in the U.S. have been collaborating to 
develop the Cu-Cl cycle for hydrogen production using nuclear energy or waste heat 
from nuclear plants [26]. The Cu-Cl cycle requires heat at temperatures up to 500°C. 
This makes it feasible for integration with SCWR. The cycle is composed of four 
chemical reactions and one electrochemical process. The reaction steps of the cycle 
are shown in Table 2.1. 
 
Table 2.1 Reaction steps in the Cu-Cl cycle. 
Step Reaction Temperature (°C) 
1 2Cu(s) + 2HCl(g) → 2CuCl(l) + H2(g) 450 
2 2CuCl(s) + 2CuCl(aq) → CuCl2(aq) + Cu(s) 25 
3 CuCl2(aq) → CuCl2(s) > 100 
4 2CuCl2(s) + H2O(g) → CuO*CuCl2(s) + 2HCl(g) 400 
5 CuO*CuCl2(s) → 2CuCl(l) + 1/2O2(g) 500 
 
Water, heat and electricity are the only inputs to the cycle. The copper and 
chlorine compounds are recycled within the cycle. The net reaction of the cycle is the 
production of hydrogen and oxygen gases by splitting water molecules. The first step 
in the cycle is the HCl production step, step 4 in Table 2.1. In this step, cupric 
chloride reacts with water to produce HCl gas and a CuO*CuCl2 compound. This 
reaction is an endothermic reaction that occurs at temperatures around 400°C in a 
fluidized bed. The CuO*CuCl2 compound moves to the next step, which is the oxygen 
production step, step 5 in Table 2.1. The HCl gas moves to the hydrogen production 
step, step 1 in Table 2.1. In the oxygen production step, oxygen is released from the 
CuO*CuCl2 compound by adding heat, and the reaction proceeds at temperatures of 
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around 500°C. The products of the oxygen production step are oxygen gas and molten 
CuCl. The molten CuCl moves to the copper production step, step 2 in Table 2.1, to 
produce solid copper particles, which are needed by the hydrogen production step. 
The copper production reaction is carried out at low temperatures, lower than 100°C, 
and achieved by supplying electricity to the reaction. In the hydrogen production step, 
solid copper particles react with HCl gas to produce hydrogen at temperatures of 
around 400°C. The hydrogen production reaction is an exothermic reaction. The final 
step in the cycle is the drying step, which is step 3 in Table 2.1. The purpose of this 
step is to dry the CuCl2 particles and produce solid CuCl2 that is needed in the HCl 
production step. By carrying out the above mentioned steps, the cycle completes 
itself. Figure 2.2 shows a conceptual schematic of the Cu-Cl cycle. 
 Wang et al. [8] have examined the heat requirements of different steps in the 
Cu-Cl cycle. The primary goal of the study was to match the heat requirements of 
various steps within the cycle, in order to maximize the operational efficiency of the 
cycle. Matching the heat requirements was achieved by recovering heat from the 
products of the high temperature reactions, and using it to supply the heat 
requirements of other lower temperature reactions.  
Naterer et al. [10] examined the performance of the Cu-Cl cycle under 
different operating conditions. The conditions included no heat recovery, full heat 
recovery, and partial heat recovery within the cycle, with and without losses to the 
surroundings. It was found that the cycle’s practical efficiency without any heat 
recovery is 46%. The cycle efficiency for other cases varied between 37%, when 
considering 20% losses to the surroundings, and no heat recovery at all, up to a 
limiting value of 74%, when 100% of the heat was recovered and 0% losses to the 
surroundings were assumed. The study also examined the thermal design of the 
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oxygen production reactor, since it is a key process to split the water molecules. 




Figure 2.2 Conceptual schematic of a Cu-Cl cycle [27]. 
 
 Naterer et al. [25] have also examined the evaporative drying process of the 
aqueous cupric chloride (CuCl2) in the Cu-Cl cycle. Analytical solutions for the 
cupric chloride spraying and drying processes were developed, including empirical 
correlations for heat and mass transfer for a single droplet of an aqueous cupric 
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chloride solution. The models can be used to predict the ideal drying conditions, for 
utilizing low temperature waste heat from power plants. 
 Orhan et al. [28] analyzed a Cu-Cl pilot plant economically. The analysis took 
into account different components of the cost, such as energy, operation and 
maintenance costs. The total capital investment and total cost of the Cu-Cl pilot plant 
were determined through a scaling method, and related to costs of a commercial S-I 
plant. It was found that the fixed capital investment and the product cost of a Cu-Cl 
pilot plant, with a production capacity of 5 tons per day, were US$27.5 million and 
US$4.7 million respectively.    
Most of the current research on hydrogen production focused on utilizing 
nuclear energy. Botterud et al. [29] developed a financial model that is based on a real 
options theory of assessing the profitability of four different nuclear hydrogen 
production technologies. The research showed a significant value of switching the 
plant output between electricity and hydrogen.  
 Kimura et al. [30] investigated the feasibility of hydrogen production from 
biomass by nuclear heat. A significantly better efficiency was obtained from this 
process, compared to other reaction processes such as electrolysis from a renewable 
source. However, it involves a small amount of carbon dioxide emission.  
 Torjman et al. [31] have assessed the production of hydrogen from nuclear 
energy, economically and environmentally. It was proposed that a complete nuclear-
electro-hydrogen energy system can supply the energy requirements of a medium size 
city with a population of 500,000 people. 
 Verfondern et al. [32] have shown the technical feasibility of using HTGR in 
combination with a coal gasification process. The research described German projects 
on a prototype nuclear process heat system. 
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 Horie et al. [33] presented a method to produce hydrogen synergistically 
through steam reforming of fossil fuels and nuclear heat. The steam reforming process 
used a membrane type reformer and recalculated the reaction products in a closed 
loop. The study compared different synergetic hydrogen production processes and 
found that the suggested method was the most profitable. The suggested method leads 
to lower carbon dioxide emissions, has a small size, and produces high purity 
hydrogen. The heat supplied from the nuclear reactor to the process must be at a 
temperature of 550°C. 
 
2.3 Hydrogen Storage 
 The problem of hydrogen storage has attracted the efforts of many researchers. 
The aim is to find an inexpensive and efficient method to store hydrogen, so that it 
can be handled just like any other known fuel and used in everyday applications.  
 Schlapbach et al. [34] have categorized hydrogen storage into three main 
methods: compressed gaseous hydrogen storage, liquid hydrogen storage, and 
hydrogen storage as hydrides. Hydrogen is available commercially in pressurized 
tanks at pressures of around 20 MPa. However, these tanks cannot hold enough 
hydrogen to power a vehicle for an acceptable range of around 300 miles. In order for 
the storage cylinders to hold a larger amount of hydrogen, the storage pressure has to 
be increased, but this will increase the weight and material cost of the tank. 
 Cumalioglu et al. [35] outlined the primary requirements of a hydrogen 
storage tank to include low density, non-reactive with hydrogen, high tensile strength, 
and low diffusivity. Other properties such as the permeability, fatigue strength, and 
aging are important for material selection criteria of hydrogen storage tanks. 
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 Kandavel et al. [36] investigated hydrogen storage improvements through the 
use of Ti1.1CrMn AB2-type Laves phase alloys, for low and high temperature 
applications ranging from -30 to 80°C. It was found that the hydrogen storage 
properties were improved by substituting Ti atoms with Zr atoms. The increase in Zr 
content decreases the hydrogen pressure absorption plateau, and increases the 
absorption kinetics. A noticeable increase in hydrogen storage capacity was noted for 
the TI1.1CrMn and (Ti0.9Zr0.1Mn)1.1CrMn alloys to be 1.9 – 2.2 wt%, respectively. 
 Damle et al. [37] gave a brief description of liquid and hydride hydrogen 
storage. The main benefit of liquid hydrogen storage is the increase in its volumetric 
density at relatively low pressures. This means that larger quantities of hydrogen can 
be stored in the same tank volume. Hydrogen can be stored as a hydride in two 
categories: metal hydrides and chemical hydrides. In both categories, hydrogen is 
stored as a compound. Hydrogen storage as a metal hydride has the benefit of being 
able to be released onboard reversibly at low temperatures and pressures. However, 
metal hydrides have large weights.     
 
2.4 Droplet Motion and Heat Transfer 
 Droplet motion and heat transfer are key processes in the heat recovery of 
molten CuCl. Understanding the fluid flow around a sphere is the first step to 
calculate the heat transfer rate from droplets. In a convection heat transfer problem, 
the first step towards finding the convection heat transfer coefficient is to find the 
velocity gradients around the object of interest, from the governing momentum 
equation, in order to find the velocity distribution. Then these velocities are used to 
solve the governing energy equation, which in turn gives the temperature distribution 
or heat transfer rate. Much past work has been done on the motion and heat transfer 
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characteristics of droplets. Onuki et al. [38] examined spherical droplet motions that 
are changing phase in fluids with small temperature gradients. The droplet motion 
was studied by solving the linearized hydrodynamic equations that govern the fluid 
flow. The study showed that the velocity and temperature gradients are strongly 
influenced by the phase transition process of the droplet at the surface. Latent heat 
released or absorbed at the interface drastically changes the hydrodynamic flow 
around the droplet, which results in a nearly homogenous temperature inside the 
droplet.  
 De Villeneuve et al. [39] experimentally studied the approach of similarly 
sized droplets and rigid spheres to a colloidal gas-liquid interface. It was concluded 
that liquid droplets approach the interface slightly faster than rigid spheres, and the 
approach velocities converge close to the interface. 
 Masoudi et al. [40] investigated the unsteady three-dimensional interaction of 
an initially cylindrical vortex tube with a droplet in a uniform stream. The 
investigation was carried out by numerically solving the Navier-Stokes equations. A 
correlation of the effect of the advecting vortex on the droplet heating was developed. 
The correlation complements other models of droplet heating in axisymmetric flows 
that occur in the absence of an advecting vortex.  
 Quan et al. [41] simulated a liquid spherical droplet that was impulsively 
accelerated by a gaseous flow, to investigate the drag force and deformation of the 
droplet. The dynamics of the droplet was found by solving the incompressible Navier-
Stokes equations, using a finite volume staggered mesh, coupled with a moving mesh 
interface tracking scheme. It was found that the droplet deforms as it accelerates. The 
deformation factor of the droplet was found to be 0.2. The drag coefficient is higher 
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than typical steady-state drag coefficients of rigid spheres at the same Reynolds 
number.  
 Ni et al. [42] simulated a droplet falling in a different background liquid. The 
complete Navier-Stokes equations were solved using a projection method, coupled 
with a level set method. The study showed the effect of the inertial force on the 
deformation and oscillatory motion of the droplet, by changing the Reynolds number 
for several Weber numbers. 
 Feng et al. [43] numerically studied the transient heat transfer from a sphere at 
high Reynolds and Peclet numbers. The governing equations of the problem were 
made dimensionless, then were solved using the stream function-vorticity 
formulation. The simulation results were compared to experimental data to validate 
the solution method. Good agreement was found between them. The study concluded 
that there is a strong dependence of the rate of heat transfer on Reynolds number, 
when the Peclet and Reynolds numbers are larger than one.  
 Feng et al. [44] also numerically studied the heat and mass transfer 
phenomena for a viscous sphere. The steady state Navier-Stokes and energy equations 
for the flow fields inside and outside the viscous sphere, in a fluid of different 
properties, were solved numerically for Reynolds numbers ranging from 1 to 500, and 
Peclet numbers ranging from 1 to 1000. The aim of the study was to find the Nusselt 
and Sherwood numbers, in order to find the heat and mass transfer coefficients. Both 
numbers were given in a correlation form by the authors. The study found that the 
Reynolds, Peclet, Prandtl, and Schmidt numbers, along with the viscosity ratio, have 
an important role on the rate of heat and mass transfer from a viscous sphere. 
 Kartushinskii et al. [45] modeled a gas-particle flow and simulated it. The 
model used an Eulerian description of the dispersed phase. A comparison between the 
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results of the model, and experimental distribution of the turbulence intensity in single 
and two phase flows, showed that the model accurately describes the effect of the 
particles on the carrier-gas turbulence. The model can be used to describe the specific 
features of the particle mass concentration distributions, in upward and downward 
pipe flows for various particle sizes, physical densities, and mass concentrations.  
 Feng et al. [46] developed a heat transfer equation that describes the unsteady 
heat transfer from a sphere in viscous / conducting fluids at various Biot numbers. 
The heat transfer process had two characteristic times; one for the diffusion of heat 
inside the sphere, and the other for diffusion of heat in the external fluid. It was found 
that the complete form of the energy equation was formulated for a small sphere, even 
at very small Peclet numbers. 
 Kadja et al. [47] modeled and simulated the heat, mass and momentum 
transfer between a slurry droplet and gas flow. No validation of the model was 
possible due to the lack of experimental data. However, the model showed that the 
most important factor in slurry drying is the ambient temperature, which agrees with 
other data in the literature [47]. 
 Whitaker [48] collected previous heat transfer data and analyzed them to 
develop new correlations for finding the Nusselt number in various heat transfer 
problems. The correlations have a wide application range. They are relatively easy to 
use and have satisfactory accuracy for most design calculations. The correlations 
describe forced convection heat transfer for flow in pipes, past flat plates, single 
cylinders, single spheres, and flow in packed beds and tube bundles.   
 Levi et al. [49] analyzed the solidification of undercooled spherical droplets 
with a discrete melting temperature, using a Newtonian and a non-Newtonian model. 
The mathematical formulation and solution methodology were developed for 
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simulating the solidification process in an undercooled droplet, from a single 
nucleation event occurring at its surface. The simulation was conducted for aluminum 
droplets. The results showed that the Newtonian model provided a good 
dimensionless enthalpy-temperature diagram that describes the thermal history of the 
droplet. The non-Newtonian model showed that departures from the Newtonian 
model could occur at low Biot numbers, as low as 10-4.  
 Mitrovic et al. [50] investigated the temperature distribution of a fluid in a 
direct contact heat exchanger. The heat exchanger was a column with two immiscible 
fluids in countercurrent flow. None of the fluids underwent a phase change, so only 
sensible heat transfer was considered. Equations for the mean temperature of the 
fluids were derived analytically by integration of the one dimensional energy 
equation. The computed results were compared to experimental results, which showed 
satisfactory agreement.  
 Shimizu et al. [51] developed a heat exchanger to be used with particles or 
granular material and a gas. The primary goal behind the design of the heat exchanger 
was to recover the heat carried by the particles. The heat exchanger made use of a 
swirling gas flow, similar to cyclone separators, but with a downward axial velocity 
instead of an upward axial velocity. The heat exchanger was built based on numerical 
simulations, and tested experimentally. The heat exchange performance was found to 
be poor due to insufficient radial dispersion of the particles. Even when sufficient 
radial dispersion was obtained, the outlet gas temperature was not much higher than 
the outlet particle temperature. 
 Daggupati et al. [52] examined low-temperature heat transfer and evaporative 
drying of molten salt droplets in a thermochemical copper-chlorine cycle for 
hydrogen production. Due to the low temperature requirements of the Cu-Cl cycle, it 
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can make use of waste heat from thermal power plants. This leads to a reduction in 
thermal pollution, and better overall efficiency of power plants. It was shown that the 
Cu-Cl cycle is a promising alternative to the S-I cycle, due to its lower operating 
temperatures, lower material cost and waste heat utilization from any nuclear or 
industrial sources. 
 
2.5 Heat Recovery 
 Heat recovery systems and methods have attracted the efforts of researchers 
due to their ability to increase the overall system performance. Much work has been 
performed on recovering heat within systems that operate over small and large 
temperature ranges. Recovering heat in the metal industry has great importance. 
Errera et al. [53] have analyzed a coke dry quenching (CDQ) unit thermodynamically, 
using the first and second laws. The analysis was performed for a unit under normal 
operating conditions. Data were measured experimentally on site. Expressions for 
finding the coke specific heat, enthalpy, entropy, physical and chemical exergies, 
particulate material formation indices, and the coke mass loss through chemical 
reactions, were developed. The analysis was extended further to a coke wet quenching 
(CWQ) unit to compare between the two processes. The results obtained through the 
analysis were compared to past literature, and were found to be consistent. It was also 
shown that the CDQ process is thermodynamically better than the CWQ process, by 
finding the destroyed exergy in both. The CDQ process had almost half the destroyed 
exergy of the CWQ process. 
 Zarrinehkafsh et al. [54] developed a mathematical model of heat transfer in 
fixed bed regenerators. A simulation of convective and conductive heat transfer 
within a fixed bed, made up of ceramic balls, was preformed. Experiments were also 
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conducted for a fixed bed, to compare both results. It was found that there is a small 
difference between the calculated values of effectiveness from simulation and 
experimental results. This was attributed to the errors associated with experimental 
measurements, and neglecting the radiation heat transfer mechanism at high 
temperatures. 
 Caputo et al. [55] performed real-time analysis of moving cooling beds that 
are used in heat recovery systems. Unlike other studies found in the literature, the 
analysis assumed the heat transfer process to be transient, instead of steady-state. A 
model was developed based on two-dimensional and time-dependant convective-
conductive heat transfer. The model was simulated for the operating conditions of the 
cooling section of an iron-ore sintering bed in the Ilva steelworks plant in Taranto, 
Italy. The results of the simulation were validated after comparisons with 
experimental results. The model was shown to be a powerful tool for the design of 
moving cooling beds, instead of assuming steady-state conditions. This will result in a 
much better performance of the beds, especially from an economical standpoint. 
 Nassab [56] analyzed the transient heat transfer characteristics of an 
obstructing porous layer. A high temperature flow of hot non-irradiating gas, flowing 
through homogenous porous media was studied. Heat recovery by this obstructing 
porous media was achieved by absorbing the irradiative heat flux emitted from it. A 
numerical simulation of the heat transfer process was carried out. It was found that the 
porous media operates very efficiently in the first period of operation, where it 
absorbs energy from the flow. Recovering the absorbed energy, by means of 
absorbing thermal radiation from the media, was found to be most efficient when the 
media had a large optical depth and small scattering coefficient. The analysis was 
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validated through comparisons with experimental data. This method of heat recovery 
is most suited for systems that operate in unsteady conditions. 
 Bisio et al. [57] reviewed energy recovery methods of industrial steel and iron 
plants by evaporative cooling techniques. It was found that the capital cost of waste 
energy recovery plants is considerably higher than fuel-fired boilers, including 
ancillary equipment and buildings. The lowest capital cost of evaporative energy 
recovery plants was for plants utilizing evaporative recovery with natural circulation 
of open hearth furnaces, followed by plants utilizing evaporative cooling with forced 
circulation hearth furnaces, and finally plants utilizing a combination of waste heat 
boilers and evaporative cooling in open hearth furnaces. 
 Skiepko et al. [58] modeled and simulated the effect of leakages on the heat 
transfer performance of a fixed matrix regenerator. The main sources of leakages 
were gas leakages due to pressure differences, and gas carryover leakages from hot to 
cold gases, or vice versa. It was found that the heat transfer performance decreased 
linearly with the amount and type of leakages in the system. The highest drop in the 
effectiveness was found to be caused by flow leaks in the housing of the regenerator, 
due to cracks.  
 Pasini et al. [59] investigated methods to recover energy from aircraft engines. 
The purpose of the study was to increase the operating efficiency of aircraft engines, 
since they usually operate in off design conditions, by recovering heat from the exit 
air stream. The analysis showed that recovering energy from the exit stream of an 
aircraft engine affects its thermodynamic performance. It also improves its operating 
characteristics by requiring a lower pressure ratio, and consequently lowering the 
levels of NOx emissions. The problem of constructing a heat exchanger to recover the 
heat from the aircraft engine still stands, and further theoretical analysis is required. 
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 These past methods indicate a number of methods to analyze heat recovery 
and droplet dynamics. However, none are directly applicable to molten CuCl heat 
recovery in the present configuration of the Cu-Cl cycle. The next chapter will present 





Fluid Flow and Heat Transfer Formulation 
 
This chapter presents the processes and formulation used for solving the fluid 
flow and heat transfer problem. A description of the model and solution method are 
given. 
 
3.1 Fluid Flow around Spheres 
 Fluid flow around spheres is often categorized into two flow regimes; low 
Reynolds number flows and high Reynolds number flows. Low Reynolds number 
flows are further categorized into two main flow types; creeping flows, which are 
categorized by the condition Re << 1, where the inertia of the fluid can be neglected, 
and small but finite Reynolds number flows, which are categorized by the condition 
Re < 1, where the inertia of the fluid is taken into account. In small Reynolds number 
flows, bubbles and droplets maintain a spherical shape, and the flow analysis for solid 
particles, spheres and spheroids are the same. Also, the flow around droplets is 
asymmetric only for small Reynolds number flows, when Re << 1 [60].  
 At high Reynolds numbers, Re > 1, the flow becomes distorted, and a wake is 
generated at the back of a droplet. The generated wake is initially steady, then it gets 
stronger with increasing Re. At very high Reynolds numbers, the wake becomes 
unsteady and very strong, which results in shedding of vortices. High Reynolds 
number flows around solid spheres have six different regimes [60]: 
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1- Attached flow (1 < Re < 20): the flow remains attached to the droplet 
surface and separation does not occur in this flow regime. The generated wake 
behind the droplet is weak and steady. Figure 3.1 shows the flow streamlines 
and vorticity contours for a flow with a Reynolds number equal to 1. The 
streamlines are shown on the top half of the figure, and the vorticity contours 
on the bottom half. 
 
 
Figure 3.1 Streamlines and vorticity contours for a flow past a solid spherical 
droplet at Re = 1 [60]. 
 
2- Steady-state wake (20 < Re < 130): at the beginning of this flow 
regime, a weak circulation region is attached to the back of the droplet. As Re 
increases, the wake becomes stronger, its width and length increase, and its 
point of attachment moves forward on the surface of the droplet. Figure 3.2 
shows the streamlines and vorticity contours for a flow with a Reynolds 
numbers equal to 100. The streamlines are shown on the top half of the figure, 




3- Unsteady wake in laminar flow (130 < Re < 270): at the beginning of 
this flow regime, a weak, long-period oscillation at the tip of the wake occurs. 
Oscillations increase with increasing Re, but the wake remains attached to the 
droplet. In this flow regime, the viscous effects have a small role on the value 
of the drag coefficient. Most of the generated drag is due to the pressure 
difference between two sides of the droplet. The flow outside of the wake 
remains laminar throughout this flow regime. 
4- Vortex shedding (270 < Re < 6,000): pockets of vorticity begin to be 
shed away from the tip of the droplet in this flow regime. This influences the 
flow velocity and its fluctuations at far fields. The separation point of the flow 
moves forward on the droplet’s surface, reaching a point on the droplet that 
corresponds to an angle measured from the forward axis of the sphere of 83°. 
Figure 3.3 shows the streamlines and vorticity contours for a flow with a 
Reynolds number equal to 500. The streamlines are shown on the top half of 
the figure, and the vorticity contours on the bottom half. 
 
 
Figure 3.2 Streamlines and vorticity contours for a flow past a solid spherical 
droplet at Re = 100 [60]. 
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5- Unsteady boundary layer separation (6,000 < Re < 300,000): at the 
beginning of this flow regime, which is usually called the “lower critical 
Reynolds number”, the separation point at the droplet surface starts rotating 
around the droplet in a frequency equal to the vortex shedding frequency. The 
wake behind the droplet does not reach a turbulent stage, and the value of the 
drag coefficient reaches an almost constant value throughout this flow regime. 
6- Transition and supercritical flow (Re > 300,000): the wake becomes 
turbulent in this flow regime. The transition to a turbulent wake starts at Re = 
2 × 105 and it is completed at Re = 3.7 × 105. However, the critical point of 
transition is usually accepted at Re = 3 × 105. The point of separation moves 
downstream of the droplet, from an angle of 83° to 120°, and remains constant 
afterwards. The free shear layer in the flow becomes turbulent and attached to 
the surface of the droplet, which is what causes a sharp reduction in the value 
of the drag coefficient.  
 
 
Figure 3.3 Streamlines and vorticity contours for a flow past a solid spherical 
droplet at Re = 500 [60]. 
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Flow around liquid droplets has the same characteristics as that of solid 
droplets. However, at high Reynolds numbers, the shear stresses acting on the 
droplet’s surface lead to a significant shape distortion that might lead to break-up of 
the droplet. Most droplets and bubbles break up before reaching a Reynolds number 
of 1,000 [60]. Therefore, the first four flow regimes around a solid droplet have 
importance for the study of flow around liquid droplets. The main differences 
between flow around liquid and solid droplets are given as follows:  
1- Internal circulations within liquid droplets delay the formation of the 
wakes by delaying the boundary layer separation. They also cause the 
length of the wake to be slightly shorter. 
2- Two symmetric internal weak wakes appear at the back of liquid droplets 
at high Reynolds numbers. These cause a flow reversal at the rear of the 
droplet, so the velocity vector points in the positive direction for a short 
distance. 
 
Determining the drag coefficient has importance when analyzing flows around 
droplets. Many experimental studies have been conducted to develop empirical 
correlations for the drag coefficient at different Reynolds numbers. The “standard 
drag curve” was observed between values of Reynolds numbers ranging between 0 – 
0.1, where the drag exhibits a Stokesian behavior for solid spheres. Then in the range 
of 0.1 < Re < 0.4, the drag force follows the Oseen law. Then it decreases 
monotonically with increasing Re, while diverging from both Stokes and Oseen 
expressions. As Re increases, viscous effects become less significant, and so the drag 
curve flattens. In this range, the main source of drag is pressure drag. The drag 
coefficient stays almost constant, over the range of Reynolds number between 1,000 
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to 2 × 105. At a value of approximately Re = 3.7 × 105, the drag coefficient drops 
drastically. This is due to flow transition to turbulence. Then the drag coefficient 
increases slightly with increasing Reynolds number, after the transition to turbulent 
flow [60].  
For analyzing flows over liquid droplets or spheres, the shape deformation has 
to be taken into account when computing the drag force. It is usually accepted in 
practice that spheroidal droplets may be assumed spherical, when the values of the 
length of their two principal axes are within 5%.  The existence of internal flows 
within liquid droplets affects the external flow. Values of the vorticity gradients 
around liquid droplets are significantly lower than for a solid particle. As a result, the 
drag coefficient for a liquid droplet is lower than that of a solid droplet. An important 
parameter that affects the drag coefficient for liquid droplets is the viscosity ratio, 
which is the ratio of the droplet’s viscosity to the fluid viscosity. Droplets with high 
viscosity ratios behave like solid particles, just as the case of liquid metal droplets 
[60].  
Many correlations for determining the drag coefficient as a function of 
Reynolds number can be found in past work [60,61]. The correlations are valid for 
specified Reynolds number ranges, depending on the flow regime studied, and there 
are different correlations for liquid and solid droplets. 
 
3.2 Velocity Distribution 
 There are two main velocity distributions that need to be found, in order to 
find the velocity distribution, and solve the heat transfer problem for droplets. These 




3.2.1 Droplet Velocity Distribution 
 Consider droplets released from the top of a drop tower, which fall under 
gravity, and transfer heat to the surrounding gas stream. When the droplet enters the 
heat exchanger from the top, its velocity starts from a value of near zero, then 
increases until it reaches a value where the upward forces equal the downward forces 
acting on the droplet. This value is called the terminal velocity. Figure 3.4 shows a 
free body diagram of the forces acting on a droplet that is freely falling in an air up 
flow. Three main forces act on the droplet; the droplet’s weight, drag force and 
buoyancy force. Applying a force balance on the droplet will result in the following 
equation, assuming positive direction downwards. 
 
              (3.1) 
 
where  is the resultant force,  is the weight force,  is the drag force, and  is 
the buoyancy force. The weight force is caused by gravity. It can be found using the 
following equation: 
 
             (3.2) 
 
where  is the gravitational acceleration. The mass of the droplet can be found by 
multiplying its volume by the droplet’s density as follows: 
 
             (3.3) 
 
where the droplet volume can be found by: 
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               (3.4) 
 
The buoyancy force is generated due to the density difference between the droplet and 
the flowing fluid around it. It can be found by the following equation: 
 
              (3.5) 
 
Since the density ratio of the fluid to the droplet is very low, this force was neglected 
in the analysis. The ratio was always less than 0.0003 throughout the heat exchanger, 
so the generated buoyancy force was less than 0.03% of the droplet’s weight, which 
justifies the assumption of neglecting it.   
 
 
Figure 3.4 Free body diagram of the forces acting on a droplet. 
41 
 
The drag force can be found by the following equation: 
 
                  (3.6) 
 
where  is the cross-sectional area of the droplet, which can be found by: 
 
             (3.7) 
 
Also,  is the relative velocity, which is the sum of the droplet ( ) and fluid ( ) 
velocities, as expressed in the following equation: 
 
             (3.8) 
 
where  is the drag coefficient for the droplet, which can be found by the following 
correlation [60]. This is valid over the Re range between 1 – 800, which is the range 
of interest for the droplet and fluid motions within the heat exchanger: 
 
  1 0.15  .        (3.9) 
 
Finally, the resultant force can be expressed by the following equation: 
 






where  is the resultant droplet acceleration. Substituting equations (3.2), (3.6) and 
(3.10) into equation (3.1), after neglecting the buoyant force, the droplet’s resultant 




       (3.11) 
 
Then the droplet velocity (  can be found at any height in the heat exchanger by the 
following summation, assuming that  has a constant value throughout every 
element: 
 
,   ,  ∑  2            (3.12) 
 
where  is the height of each element,  is the number of elements that correspond to 
the required height, and ,  is the inlet velocity of the droplet at the top of the tower. 
This was assumed to have small finite values throughout the study. The total velocity 
( ) must be known to determine the droplet’s velocity at any height. Therefore, the 
analysis of the fluid flow, in order to determine values for , is required. 
 
3.2.2 Fluid Velocity Distribution 
 The cooling fluid enters the heat exchanger from the bottom. It initially has a 
uniform velocity, called the fluid inlet velocity ( , ). As the fluid moves upwards, its 
temperature increases, due to heat transfer from the droplets to the fluid. The fluid 
will expand as its temperature increases, and because the fluid is only allowed to 
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expand in the upward axial direction, its velocity will increase. This increase in the 
fluid’s velocity is called the fluid expansion velocity ( , ).  




         (3.13) 
 
where  is the mass flow rate of the fluid, ,  is the density of the fluid at the inlet 
conditions, and  is the cross sectional area of the heat exchanger. The heat 
exchanger was assumed to have a cylindrical shape, so  can be found using the 
following expression: 
 
             (3.14) 
 
The fluid expansion velocity, , , can be found by knowing the change in the 
volume flow rate and dividing it by the cross sectional area of the heat exchanger. 
This is expressed as: 
 
,
,   ,           (3.15) 
 
where ,  and ,  are the specific volumes of the fluid at the exit and inlet conditions 
respectively. 





  ,   ,          (3.16) 
 
where the summation of the fluid inlet velocity ( , ) and the fluid expansion velocity 
( , ) is the fluid velocity , which is expressed as: 
 
  ,   ,         (3.17) 
 
The fluid inlet velocity is constant throughout the heat exchanger height, but 
the fluid expansion velocity and the droplet velocity are not. Therefore, the total 
velocity varies throughout the height of the heat exchanger. The fluid expansion 
velocity and the droplet velocity are also functions of temperature, since temperature 
is the driving force for the fluid expansion, which affects the value of the drag 
coefficient, and therefore affects the droplet’s velocity. The total velocity is also 
needed in the heat transfer analysis, since it is needed to find Re throughout the heat 
exchanger height, in order to find Nu. 
 
3.3 Direct Contact Heat Transfer 
 Direct contact heat transfer occurs whenever two substances at different 
temperatures contact each other physically. This physical interaction accomplishes 
very efficient heat transfer, due to the low thermal resistance associated with the 
process. Direct physical interaction also allows for mass transfer to take place, which 
in some cases is desirable, for example in cooling towers [61]. Cost is often more 
favorable for direct contact heat exchangers than conventional heat exchangers, which 
incorporate a barrier wall between the two substances. 
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 Direct contact heat transfer is a field with a wide range of potential 
applications. However, it has a very limited use in practical applications, such as open 
feed water heaters and cooling towers. This is mainly due to the lack of knowledge of 
how this type of heat exchanger can be designed [61].  
 Heat transfer from the continuous phase to the droplet, or vice versa, is a 
complicated process. It involves convection heat transfer, and potentially radiation 
heat transfer, if temperatures are high enough, complex variations in different 
parameters, such as velocity, droplet diameter, complex droplet interactions, if the 
density of droplets is high, and so forth. Limited knowledge is available on convective 
heat transfer from molten salt droplets. Some correlations for determining Nu were 
found in [60,61]. The same applies in the case of heat transfer processes within 
droplets, as little work is available there too. Some correlations can also be found in 
[60,61] for analyzing heat transfer processes within droplets.  
Spray columns are one of the basic designs of direct contact heat exchangers. 
They are used to transfer heat from a dispersed phase to a continuous phase, or vice 
versa. Other types of columns used as direct contact heat exchangers are baffled 
columns and packed columns. Figure 3.5 shows a schematic of a spray column. This 
type of configuration will be analyzed for the heat recovery from molten CuCl. 
Three approaches exist for analyzing spray columns. The first approach is 
analogous to the design and analysis of conventional heat exchangers, based on the 
Log Mean Temperature Difference (LMTD) and Number of Transfer Units (NTU) 
methods. The second approach is called a global treatment approach, and the third is 
called a differential treatment approach [61]. The first and second approaches are 
general analysis approaches that can predict the required dimensions of the spray 
column, without information on the details of the variations of the different 
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parameters throughout the column. The third approach provides detailed behavior of 
the different parameters throughout the column. It requires dividing the column into 
discreet zones, then solving the fluid flow and heat transfer equations, and mass 
transfer if applicable, as governing equations throughout the column. 
 
 




3.4 Temperature Distribution 
 The temperature of the droplet will be assumed uniform throughout the heat 
exchanger height, i.e., assume lumped capacitance of the droplet so that internal 
temperature gradients within the droplet can be neglected. This means that the Biot 
number of the droplet must be less than 0.1. Further descriptions on maintaining the 
Biot number below 0.1 will be given in later sections. This condition can be expressed 
as: 
 
      0.1        (3.18) 
 
where  is the convective heat transfer coefficient,  is the droplet’s thermal 
conductivity, and  is the droplet’s characteristic length. For spherical droplets,  can 
be expressed as: 
 
           (3.19) 
 
In order to find the convection heat transfer coefficient ( , the following correlation 
by Whitaker [48] can be used to find the average Nu from a sphere: 
 
2 0.4  .  0.06  .  
,
.    (3.20) 
 
where  is the Reynolds number based on the droplet diameter,  is the Prandtl 
number of the fluid, and  and ,  are the fluid dynamic viscosities. All properties 
are evaluated at the free stream temperature, except for , , which is evaluated at the 
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droplet’s temperature. This correlation has an uncertainty of ± 30% at the very worst, 
and is valid over the following conditions: 
 
3.5 ≤  ≤ 7.6 × 104        (3.21) 
0.71 ≤  ≤ 380        (3.22) 
1 ≤ 
,
 ≤ 3.2         (3.23) 
 
The Reynolds number can be found by the following expression:  
 
              (3.24) 
  
The Prandtl number can be found by the following expression: 
 
               (3.25) 
 
where    and  are the fluid’s specific heat at constant pressure and thermal 
conductivity, respectively. 
 When  is found, the average convection heat transfer coefficient for the 
droplet ( ) can be found by the following equation: 
 




To find the temperature distribution, the convection heat transfer rate must be 
found, then the temperature change for both the fluid and the droplet can be found by 
applying a energy balance. The convection heat transfer rate can be expressed as: 
 
      ,   ,   ,   ,      (3.27) 
 
where  is the surface area of the droplet corresponding to the droplet mass flow 
rate, ,  and ,  are the temperatures of the droplet at the inlet and exit of each 
element respectively, and ,  and ,  are the temperatures of the fluid at the inlet and 
exit of each element, respectively. Also,  can be found by the following equation: 
 
 4            (3.28) 
 
The heat transfer rate from the droplet flow can be written as: 
 
        ,   ,        (3.29) 
 
where  is the droplet mass flow rate, and    is the specific heat of the droplet at 
constant pressure. The mass flow rate, , can be expressed as: 
 
             (3.30) 
 
where  is the droplet flow rate in droplets per second. The heat transfer rate to the 




        ,   ,        (3.31) 
 
Assuming no losses in the heat transfer process will yield the following condition: 
 
           (3.32) 
 





  ,   ,   ,       (3.33) 
 
From equation (3.31), 
 
,         ,          (3.34) 
 













        
    (3.35) 
 
There exist two heat transfer cases due to phase change of the droplet. In the 
first case, the temperature of the droplet is held constant during the phase change 
process, so ,  and ,  are equal. In the second case, the temperature of the droplet 
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changes between the inlet and exit, due to sensible heat loss. For the case of phase 





            
  ,  
        
      (3.36) 
 
This equation is used to determine the exit temperature of the fluid across each 
element during the phase change process of the droplet.  
 For the case of sensible heat transfer from the droplet, substituting equation 





  ,    
 
     
        
  ,  
        
        
    (3.37) 
 
This equation is used to determine the exit temperature of the fluid across each 
element during sensible heat transfer processes. 
 
3.5 Model Description 
 The model used for the design and analysis of the direct contact heat 
exchanger is based on the previous fluid flow and heat transfer equations. The fluid 
selected to recover heat from the molten CuCl is air. The known parameters for the 
model are the outlet temperature of the CuCl, the air inlet temperature, and the CuCl 
and air mass flow rates. The heat exchanger height was divided into  elements, and 
each element had a height of 1 mm. The equations were solved throughout the heat 
exchanger height for every element, starting from the bottom and progressing to the 
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top of the heat exchanger. A program to solve the equations was written using 
MATLAB SIMULINK. The program returns the distribution of all calculated 
parameters for the respective element numbers. 
 Some assumptions are made when deriving this model. The following is a list 
of assumptions: 
1. Air is an ideal gas; this is a reasonable assumption, since the heat exchanger is 
open to the atmosphere and the air pressure is assumed to be constant 
throughout it. The ideal gas properties were used in all equations for air in the 
model. 
2. No heat is lost from the heat exchanger to the surroundings. This assumption 
is made to simplify the model and reduce the number of equations. It was 
assumed that the heat exchanger is well insulated; therefore it would result in 
minimal heat losses. This assumption is reasonable since the heat exchanger’s 
surface area is relatively small, due to its small dimensions. This will be 
shown in the next chapter, and therefore it will result in a negligible amount of 
losses. 
3. Radiation heat transfer is neglected; this assumption can be justified by 
assuming that the inner wall of the heat exchanger does not absorb any 
thermal radiation. The radiation heat losses from both ends of the heat 
exchanger can also be neglected, since the ratio of the heat exchanger’s height 
to diameter is high. Thus, a minimum amount of radiation will escape. Finally, 
the droplets are scattered in the heat exchanger volume, and there is a 
relatively large distance between them with respect to their diameter. 
Therefore, the resulting view factors would be low. 
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4. No breakup of the droplets occurs and the droplets maintain a spherical shape. 
This assumption is reasonable since the ratio of the droplet’s viscosity to the 
air viscosity is very high, over 140, which will assure no breakup or shape 
distortion of the droplet. Also, the Reynolds number in the heat exchanger 
does not exceed 300, which is much less than 1,000, the value where liquid 
metal droplets start to distort and eventually break up. 
5. No mass transfer occurs from the droplets to the air. This assumption is 
reasonable since the vapor pressure of CuCl is very low. It has a value of 10 
Pa at a temperature of 459 °C, and increases to 100 Pa at 543 °C. So the 
average vapor pressure value, over the temperature range where the droplet is 
in liquid phase, is low. Therefore, mass transfer from the droplet can be 
neglected.  
6. The droplets have a uniform temperature. This means that no temperature 
gradients exist within the droplets. This is assured by maintaining Bi less than 
0.1. This will be shown in the model constraints section.     
 
3.5.1 Solution Procedure 
Figure 3.6 shows a diagram of the solution procedure throughout the heat 
exchanger. This procedure was repeated for every element until the CuCl temperature 
reached its maximum value. Then the final inlet droplet velocity is compared to the 
actual inlet droplet velocity, based on the mass flow rate of CuCl. If the velocities are 
the same, then the temperature distribution, velocity distribution, and all other 
calculated parameters have properly converged. Otherwise, a new iteration of the exit 
droplet temperature is tried, and the program is repeated again until a match in the 
droplet inlet velocity is reached. The height of the heat exchanger is found at the end 
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by multiplying the number of elements to reach the maximum CuCl temperature and 
the element height.   
 
Inputs: air inlet temperature, CuCl exit temperature, CuCl mass 
flow rate, air mass flow rate, heat exchanger cross sectional area
Guess CuCl droplet exit velocity
Calculate all thermophysical properties of air and CuCl at the 
corresponding given temperatures
Calculate Re, Pr, Nu
Calculate h
Calculate exit air temperature, inlet CuCl 
temperature, heat transfer rate
Calculate increase in air velocity, decrease 
in droplet velocity
Find new air and droplet 
velocities
Use new velocities and temperatures as 
inputs to next element
 
Figure 3.6 Model solving procedure diagram for the heat exchanger. 
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3.5.2 Model Constraints 
 In order to assure that the assumptions remain valid throughout the heat 
exchanger, there are a number of constraints that are enforced in the program. The 
model is solved within the limits of these constraints. The following is a list of model 
constraints: 
1. Minimum air mass flow rate: the air mass flow rate was limited to not be 
smaller than the minimum value required to recover all heat from the CuCl. 
The values of the minimum flow rate were determined by applying the first 
law of thermodynamics to the heat exchanger. The CuCl inlet and exit 
temperatures were set constant to 530 and 70°C, respectively. The air inlet 
temperature was varied from 25 to 70°C, and the air flow rate to recover all 
energy from the CuCl was found. Figure 3.7 shows a plot of the minimum air 
flow rate, per kilogram of CuCl, versus the air inlet temperature,  
2. Maximum temperature difference across each element: as explained in the 
previous section, all properties of the fluid and CuCl are evaluated at the inlet 
air temperature and exit CuCl temperature, respectively, in each element. Then 
these properties were used to find the unknown temperatures and velocities. If 
the temperatures of both substances were allowed to have large changes in 
their values across each element, a non-continuous trend in the properties was 
observed. This leads to errors in the calculations. Therefore, the flow 
configurations had a minimal temperature change across each element, while 
satisfying the other constraints of the model. The temperature changes of the 
fluid and CuCl across each element were kept to a maximum of a 3 °C change, 





Figure 3.7 Minimum air flow rate versus air inlet temperature. 
 
3. Lumped capacitance: as explained earlier, the model assumes lumped 
capacitance for the CuCl droplets. For this to be valid, the Biot number for the 
droplets was kept less than 0.1 throughout the heat exchanger in all 
simulations, by changing the heat exchanger’s dimensions. Two parameters 
can be controlled to reduce the Biot number: the droplet diameter and the 
convection heat transfer coefficient. A smaller droplet diameter and 
convection heat transfer coefficient leads to a lower Biots number. Figure 3.8 
shows the maximum convection coefficient for a set of droplet diameters 
versus the CuCl droplet temperature. For a lower droplet size, a higher 
convection heat transfer coefficient arises. A higher convection heat transfer 































Figure 3.8 Maximum convection heat transfer coefficient versus droplet temperature. 
 
3.5.3 Other Functions 
Apart from the equations shown in the model formulation, the only other 
functions and equations used in the model are those to calculate the different 
properties of CuCl and air. The following is a list: 
1. CuCl Properties: the CuCl parameters are the specific heat, specific enthalpy, 
thermal conductivity, density and the CuCl droplet diameter. All of these 
parameters are functions of temperature. Various studies on the different CuCl 
thermal properties can be found in [62-64]. Figures 3.9 to 3.13 show how the 
specific heat, specific enthalpy, thermal conductivity, density, and droplet 
diameter of CuCl vary with temperature, respectively. A best fit was generated 
for each of these graphs using polynomial functions. In the case where a best 
fit with high accuracy could not be found for the entire temperature range, as 
in the case where the properties change drastically after the phase change 








































CuCl Droplet Temperature (°C)
D = 1.5 mm
D = 1 mm
D = 0.5 mm
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polynomials were used to fit the data. The polynomials were used in the model 
as the property functions. 
2. Air properties: the air properties of importance for the analysis are density, 
specific heat, specific enthalpy, specific volume, thermal conductivity, and 
viscosity. All of these properties are a function of temperature. The ideal gas 
air properties were taken from EES software. Then a best fit for each of the 
properties was found using a polynomial function. The polynomials were then 
used in the model as the air property functions, like the CuCl property 
functions. A comparison is made between ideal and real air properties in 
appendix A, the comparison shows good agreement between real and ideal air 
properties, thus, the use of ideal air properties is justified. 
 
Figure 3.9 shows how the specific heat of CuCl varies with temperature. Because 
CuCl exists in three phases, two solid phases and one liquid phase, there are three 
different curves for the specific heat representing each phase. Up to a temperature of 
412°C, CuCl exists in a solid c phase. At 412°C, it changes phase to solid β phase. In 
this phase, CuCl remains solid, but with a different microstructure that has different 
thermophysical properties. Solid β phase exists in the temperature range of 412 - 
423°C. At 423°C, it changes phase again to liquid phase, and it remains in a liquid 
phase up to the maximum temperature in the Cu-Cl cycle, 530°C. The specific heat 
for the solid phases increases with increasing temperature, with the solid β phase 
having a higher specific heat than the solid c phase, while the specific heat of the 
liquid phase decreases with increasing temperatures. Figure 3.10 shows how the 
specific enthalpy of CuCl varies with temperature. The enthalpy increases linearly 
with temperature up to a temperature of 412°C, where it changes phase. The sudden 
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change in the enthalpy value at this temperature is equal to the latent heat of this 
phase change process. Then, the enthalpy increases linearly with temperature up to 
423°C, where CuCl changes phase to liquid. Again, the sudden change in enthalpy is 
equal to the latent heat of the phase change process. The value of the specific enthalpy 
keeps increasing linearly with temperature. Figure 3.11 shows the variation of the 
thermal conductivity of CuCl with temperature. The thermal conductivity decreases 
with increasing temperature nonlinearly in the solid phases. In the liquid phase, the 
thermal conductivity has a nearly constant value. Figure 3.12 shows the density 
variation with temperature for CuCl. The density of the solid phases decreases with 
increasing temperature, while it is almost constant for the liquid phase, because the 
rate of density decrease with temperature for the liquid phase is very small, therefore 
the density change is neglected. Also, Figure 3.13 shows the variation of the droplet 
diameter with temperature for the two droplet diameter cases studied, 1 and 0.5 mm.   
 
 






























Figure 3.10 CuCl specific enthalpy variation with temperature. 
 
 



















































Figure 3.12 CuCl density variation with temperature. 
 
 












































Inlet Diameter = 1 mm
Inlet Diameter = 0.5 mm
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All of the property polynomials had a coefficient of determination (R2) greater 
than 0.99 to assure high accuracy. 
 
3.6 Summary 
The simulation process is a long iterative process. The program had to be run 
several times before obtaining a steady solution, in order that the heat transfer, fluid 
and droplet flow problems stay within the model restrictions. Because of the two 
phase change processes that a droplet passes through, two programs were used to 
analyze the heat transfer process: one for sensible heat transfer, and the other for 
latent heat transfer. The sensible heat transfer program was run first, from the bottom 
of the heat exchanger to the point where the CuCl temperature reaches its second 
phase transformation temperature. Then the final outputs of the program were taken 
as inputs to the latent heat transfer program, which was then run until the air 
temperature reached a value that satisfies the first law of thermodynamics. This 
requires the change in total energy of air between the input and output to be equal to 
the amount of latent heat released by the CuCl. The outputs from this were taken back 
to the sensible heat program as inputs, which was then run again until the CuCl 
temperature reached its first phase transformation temperature. The final results were 
taken back to the latent heat transfer program as inputs again, and it was run until the 
air temperature reached a value that satisfies the first law of thermodynamics. Then 
the outputs were finally taken to the sensible heat transfer program as inputs. This was 
run until the CuCl temperature reached the inlet temperature to the heat exchanger of 
530°C. This process was repeated for every trial of inputs to the heat exchanger; inlet 
air and exit CuCl temperatures, inlet air and droplet exit velocities, air and CuCl mass 
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flow rates, and droplet diameter throughout the heat exchanger. This was a long 
iterative process, with tight restrictions on parameters.   
In the next chapter, two cases of droplet diameters (1 and 0.5 mm) will be 
studied. The temperature, velocity, Re, Nu, convection heat transfer coefficient, 
droplet acceleration, drag coefficient and force, and the heat transfer rate and flux 
variations throughout the heat exchanger height will be found. The dimensions of the 





Results and Discussion 
 
4.1 Model Validation 
 The results of the simulations could not be directly validated for molten CuCl, 
due to the lack of similar data on heat exchangers of the same type in past literature. 
No measured data was available either for molten CuCl, so no experimental results 
were available for comparison with the simulated theoretical results. However, the 
trends of the temperatures in the sensible heat transfer regions throughout the height 
of the heat exchanger follow the same trends as those presented in [61].  
 To validate the program, a problem presented in [65] to find the heat transfer 
rate from a droplet in an air flow was solved. Table 4.1 shows the results presented in 
[65] and data obtained using the convenient program. The relative error between both 
results is also shown. The heat transfer rate in the final row was not calculated in [65]. 
However, the calculated convection heat transfer coefficient was used to find the 
instantaneous heat transfer rate to compare with the calculated heat transfer rate 
provided by the program.  
From the table, both results agree well. The maximum relative error is 1.7%, 
for the heat transfer rate. The errors are well within practical limitations, which 
provides useful validation of the new model. The main source of errors is the 
accumulated error when numbers are rounded up during calculations. When higher 
accuracy in the calculations is needed, by taking more significant digits after the 
decimal point, a lower relative error will be obtained. 
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Table 4.1 Program result validation. 
Parameter Reference [65] Program simulation result Relative error 
Re 6440 6457 0.3 % 




118 120 1.7 % 
Heat transfer rate 
(W) 1.9 2 1.7 % 
 
4.2 Fluid and Droplet Flow Results 
 Fluid and droplet flow affects the heat transfer process significantly. Heat 
transfer is a result of the fluid and droplet motions. The results of interest for the fluid 
and droplet flows are the velocity profiles and the acting forces on the droplet, 
throughout the height of the heat exchanger. The problem parameters are summarized 
in Table 4.2 at the end of the chapter. 
 Figure 4.1 shows the velocity profile of a droplet, with a diameter of 1 mm, in 
the heat exchanger, along with the air velocity profile. The figure shows the droplet 
velocity, air velocity components, air inlet velocity, air expansion velocity, and the 
relative velocity. The droplet enters the heat exchanger with a small velocity, about 
0.02 m/s, which is the CuCl flow velocity at the top of the heat exchanger. After this 
point, two forces act on the droplet, which are the weight of the droplet and the drag 
force from the air flow. The droplet accelerates as it moves downwards to reach a 
final exit velocity of about 3.2 m/s. The acceleration of the droplet throughout the 
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height of the heat exchanger is not constant. It varies greatly, based on the difference 
between the downward gravitational acceleration and the upward acceleration, caused 
by the drag force. At the top of the heat exchanger, the downward acceleration is 
maximum, because the relative velocity is lowest at the top. The drag force and its 
resulting upward acceleration are lowest there. This causes the droplet to reach high 
velocities in a very short time, as noticed from the high rate of increase of the 
droplet’s velocity at the top of the heat exchanger. The rate of the droplet’s velocity 
increase falls with distance traveled, due to the increase of the drag force and its 
resulting upward acceleration, which decreases the net downward acceleration. 
However, the rate of the droplet’s velocity increase is always positive, meaning that 
the droplet is always accelerating downwards. 
 
 

























The air inlet velocity is constant throughout the height of the heat exchanger, 
with a value of 0.2 m/s. This air velocity component is not affected by the temperature 
changes of the air stream, as explained in the previous chapter. The air expansion 
velocity is 0 m/s at the bottom of the heat exchanger, and increases to 0.31 m/s at the 
top of the heat exchanger. The variation of this component of the air velocity is due to 
the temperature change of air along the height of the heat exchanger. This causes the 
air to expand, and since the air can only expand in the upward direction, its velocity 
increases. The air expansion velocity increases at a high rate at the bottom part of the 
heat exchanger. This is due to the high temperature changes of air, which are driven 
by the high heat transfer rate at this part, which causes a high rate of expansion. The 
rate of velocity increase falls along the height, which is due to the lower air 
temperature variations. It almost reaches a constant value of 0.26 m/s in the CuCl’s 
first phase transformation section of the heat exchanger. Then the rate of increase 
starts rising again at the end of the heat exchanger, due to the high air temperature 
changes in that region. 
Finally, the relative velocity, which represents the sum of all velocities, varies 
largely with height. Moving up from the bottom of the heat exchanger, the relative 
velocity initially decreases at a high rate. The decrease rate slows down, due to the 
higher rate of increase in the expansion velocity than the decrease rate in the droplet’s 
velocity, until it reaches a value of zero. Then, the rate of decrease in the relative 
velocity starts increasing again, because the air temperature variations reach values 
that cause the rate of increase in the expansion velocity to be lower than the rate of 
decrease in the droplet’s velocity. The relative velocity keeps on decreasing at an 
increasing rate after this point up to the top of the heat exchanger, were it reaches a 
value almost equal to the air velocity of 0.51 m/s. 
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Figure 4.2 shows the velocity profile of a 0.5 mm droplet, along with the air 
velocity and total velocity. The trends of the changes of each of the velocities is the 
same as for a droplet with a diameter of 1 mm. The same discussion applies to this 
case too. The droplet however, in the case of a 0.5 mm diameter, reaches higher 
velocities at the bottom of the heat exchanger, because the heat exchanger height for 
the smaller diameter droplet case is larger. This means the droplet stays in the heat 
exchanger for a longer time, and therefore will reach higher velocities. Another reason 
is the lower drag force that a smaller droplet experiences, mainly because of the much 
smaller cross-sectional area. This causes the upward acceleration to be lower and the 
net downwards acceleration higher, which will cause the droplet to reach higher 
velocities.  
In this case, the droplet inlet velocity was higher than the previous case with a 
value of 0.07 m/s, and an exit velocity at the bottom of the heat exchanger of 3.7 m/s. 
The air expansion velocity reaches the same value as the previous case at the top of 
the heat exchanger, 0.51 m/s. The air inlet velocity for this case was the same as the 
previous case, 0.2 m/s. Finally, the relative velocity is much higher for a smaller 
diameter droplet, because of the larger droplet velocities. The relative velocity had a 
value of 3.9 m/s at the bottom of the heat exchanger, and a value of 0.58 m/s at the top 
of the heat exchanger. 
Figure 4.3 shows the drag coefficient variation throughout the heat 
exchanger’s height, for droplets with a 1 and 0.5 mm diameter. It can be noticed that a 
droplet with a smaller diameter has a higher drag coefficient. This is because a droplet 
with a smaller diameter generally has a lower Reynolds number, even though the 
relative velocity for a smaller diameter droplet is generally higher. On the standard 
drag coefficient curve, the drag coefficient for a smaller droplet diameter will always 
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Figure 4.2 Velocity profiles for a droplet with a 0.5 mm diameter. 
 
The difference between the drag coefficients of both droplets is almost 
constant up to the region in the heat exchanger where the droplet velocity increase 
rate is high, in the top region of the heat exchanger. In this region, the drag coefficient 
for a smaller diameter droplet increases at a much higher rate, which is due to the 
much higher rate of change of the relative velocity caused by the high rate of change 
of the droplet’s velocity. The drag curves follow the general trend of the standard drag 
curve. At the bottom of the heat exchanger, the Reynolds number is at its maximum, 
due to the high total velocity. This generates a drag coefficient that is low. Moving 

























the relative velocity, which causes the drag coefficient to increase. The change in the 
increase rate of the drag coefficient is caused by the change in the decrease rate of the 
relative velocity throughout the heat exchanger. For a droplet with a smaller diameter, 
this does not mean it will experience a higher drag force, even though it has a slightly 
higher drag coefficient, as shown in Figure 4.4. The figure shows the drag force 




Figure 4.3 Drag coefficient variation with bed height. 
 
It can be observed that droplets with a larger diameter undergo a larger drag 
force, even though their drag coefficient is slightly lower. The main reason is the 
much larger cross sectional area of larger diameter droplets. When comparing droplets 
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area of a droplet with 0.5 mm diameter. Thus, under the same flow conditions, the 
drag force on a 1 mm droplet will be generally four times higher than the drag force 
on a 0.5 mm droplet diameter.  
From Figure 4.4, the drag force is decreasing along the height of the heat 
exchanger at different rates. At the bottom of the heat exchanger, the rate of change of 
the drag force is decreasing. This can be explained by the drag force equation, 
equation (3.6). This assumes that the fluid density variation for both droplets, with 
diameters of 1 and 0.5 mm, is constant. The drag force will be determined by the 
combination of effects of the area, drag coefficient, and relative velocity. Because of 
the large effects of the temperature variation on the expansion velocity, and therefore 
the relative velocity, and since the velocity values in this region are high, the rate of 
decrease of the relative velocity will cause the drag force to decrease with a high rate. 
Since the rate of decrease in the relative velocity decreases as air temperature 
variations become lower, the drag force decreases at a lower rate. After this region, 
the drag force decreases at an increasing rate, due to the rate at which the relative 
velocity is decreasing.  
The drag force curve for the 1 mm diameter droplet crosses that drag force 
curve for the 0.5 mm droplet. This occurs at the point where the relative velocity 
reaches very low values for the 1 mm droplet. The 0.5 mm droplet still has large 
values of velocity, so the effect of the larger cross-sectional area diminishes. Also, the 
increasing drag coefficient values for the smaller droplet begin to have large effects 
on the drag force for the 0.5 mm droplet. The overall effect leads to reduce the drag 
force for the 1 mm droplet at a rate that is higher than that of the 0.5 mm droplet. The 
drag force might seem negligible because of the small values. However, this force 




Figure 4.4 Drag force variation on each droplet. 
 
Figure 4.5 shows the variation of the droplet’s acceleration throughout the 
height of the heat exchanger, for a droplet with a diameter of 1 mm. The downward 
acceleration, which is the resultant droplet acceleration, is equal to the difference 
between the gravitational acceleration and the upward acceleration caused by the drag 
force on the droplet. Since the droplet enters the heat exchanger with a very low 
velocity, the upward acceleration caused by the drag force is low. Thus, the 
downward acceleration of the droplet is very close to the gravitational acceleration. 
As the droplet builds up velocity, the upward acceleration increases, which leads to a 
decrease in the downward acceleration of the droplet. The maximum droplet 
downward acceleration is 9.5 m/s2, which occurs at the bottom of the heat exchanger. 
The upward acceleration, which can be obtained by dividing the drag force by the 
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exchanger, and a minimum value of 0.3 m/s2, This occurs at the top of the heat 
exchanger. The rate at which the upward acceleration decreases is proportional to the 
rate at which the relative velocity decreases at. It has a low rate of change initially, but 
the rate of decrease rises towards the top. 
 
 
Figure 4.5 Acceleration of a droplet with a 1 mm diameter. 
  
Figure 4.6 shows the variation of the upward and downward accelerations for 
a droplet with a diameter equal to 0.5 mm. The trend of the change (both upward and 
downward accelerations) is the same as that of a droplet with a diameter of 1 mm. 
However, the values of the downward droplet acceleration are generally larger than 
that of a droplet with a 1 mm diameter. Again, the droplet has an acceleration close to 
the gravitational acceleration at the top of the heat exchanger. It decreases as the 




























8.95 m/s2. The upward acceleration caused by the drag force has a minimum value of 
0.05 m/s2 at the top of the heat exchanger, and a maximum value of 0.86 m/s2 at the 
bottom of the heat exchanger. The lower upward acceleration for a droplet with a 
smaller diameter is due to the lower drag force. The higher downward acceleration of 
a droplet with a smaller diameter is the reason for it obtaining higher velocities and 
higher relative velocities. A final note on the differences between the accelerations of 
droplets with different diameters is the rate at which the difference between the 
downward and upward accelerations changes. The upward and downward 
accelerations of droplets with larger diameters converge much faster than that of small 
diameter droplets.  
 
 






























4.3 Heat Transfer Results 
 After knowing the flow characteristics of the fluid, air, and droplets, the heat 
transfer problem can be solved. A goal of analyzing the fluid and droplet motions is to 
find the Nusselt number, which would determine the convection heat transfer 
coefficient, and then the temperature distribution can be determined. 
 Figure 4.7 shows the temperature distribution for air and the CuCl droplet 
stream, for a droplet diameter of 1 mm, throughout the heat exchanger height. The 
figure shows five heat transfer processes, moving up from the bottom of the heat 
exchanger. These are sensible heat transfer from the CuCl droplets to the air stream, 
latent heat transfer from the droplets to the air stream at a CuCl droplet stream 
temperature of 412°C, then another sensible heat transfer process from the droplets to 
the air stream, followed by another latent heat transfer process at a CuCl droplet 
temperature of 423°C. Finally, there is a sensible heat transfer process again from the 
CuCl droplets to the air stream. 
In the first sensible heat transfer process, heat is transferred from the CuCl 
droplets to the air stream. In this process, the air and CuCl droplet temperature 
increases with height. The rate at which they increase is also increasing, with the 
CuCl droplet temperature increasing almost twice as fast as the air temperature. This 
occurs because the CuCl specific heat is roughly half that of air, so for a one degree 
change in air temperature to occur across one element, the CuCl droplet temperature 
has to increase by two degrees. This is required to satisfy the first law of 
thermodynamics, and explain why that the temperature difference between both 
streams increases with increasing height.  
Figure 4.7 was generated for a CuCl flow of 3.4 g/s, which is equivalent to the 
flow from an oxygen production reactor for a hydrogen plant generating 3 kg of 
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hydrogen per day. The air flow rate is 3 g/s, which is slightly higher than the 
minimum air flow required to recover all heat from a stream of CuCl droplets at a 
temperature of 530°C. Because of the high average temperature difference between 
the CuCl droplets and air streams, the heat transfer rate is high. Once the CuCl droplet 
stream reaches a temperature of 412°C, the second phase transformation process 
occurs. Here CuCl droplets change phase from solid c phase to solid β phase. In this 
process, the CuCl droplet temperature is held constant at the phase transformation 
temperature. The air temperature increases, but with a decreasing rate of increase, 
because when the air temperature increases, the temperature difference between both 
streams decreases and causes the heat transfer rate to decrease. This causes the 
required length of interaction between both streams to recover one unit of thermal 
energy to increase.  
 
 






















The heat transferred to the air stream from the droplet stream in the first 
sensible heat transfer process is more than three times the amount of heat transferred 
in this latent heat transfer process. This implies that the average required length to 
transfer one unit of thermal sensible energy was about 0.02 m, compared to 0.03 m to 
transfer the same amount of heat in a latent heat transfer process, with the same inlet 
temperature difference. When all of the latent energy released by the CuCl droplets is 
absorbed by the air stream, a new sensible heat transfer process occurs. Here, sensible 
heat is transferred from the droplets to the air stream. The temperature difference 
between both streams starts to increase again, for the same reason stated earlier, and 
the heat transfer rate increases. The CuCl droplet temperature does not increase much, 
because the first phase change transformation process occurs at a temperature of 
423°C, so the CuCl droplet temperature only changes by about 11 degrees. In this 
phase transformation process, CuCl droplets change phase from liquid phase to solid 
β phase. This process occurs at a constant CuCl droplet temperature of 423°C. In this 
process, the air temperature increases at a slow rate, because of the decreasing rate in 
temperature difference between both streams, which causes the heat transfer rate to 
decrease. The rate at which the air temperature increases keeps decreasing until it 
almost reaches a value of zero. This happens at the end of the process, where the air 
temperature reaches a value of 422°C. This point has the lowest heat transfer rate 
throughout the heat exchanger.  
The final sensible heat transfer process starts when all latent heat energy is 
absorbed by the air stream from the first phase change process. In this final process, 
the CuCl droplets and air temperatures start increasing with an increasing rate, similar 
to the temperature increase in the first sensible heat transfer process. The temperature 
difference between both streams also increases. The process ends when the CuCl 
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droplets reach a temperature equal to 530°C and the air reaches a temperature of about 
493°C. The required dimensions for the heat exchanger to complete all of the heat 
transfer processes are a height of 0.6 m and a diameter of 0.13 m.  
Figure 4.8 shows the temperature distribution for the air and CuCl droplet 
stream for droplet diameters of 0.5 mm. The temperature variations throughout the 
heat exchanger follow the same trend as the previous figure. The difference between 
both graphs is that the required interaction length between the CuCl droplets and air is 
slightly larger for the case of 0.5 mm droplet diameters, than for the case of droplets 
with 1 mm diameters. This occurs because the heat transfer rate from droplets with a 
0.5 mm diameter is less than that of droplets with a 1 mm diameter. The reason 
behind is that a droplet with a diameter of 1 mm has eight times the surface area of a 
droplet with a 0.5 mm diameter. The same discussion for the temperature variations of 
both streams applies for the case of droplets with a 0.5 mm diameter, as that of 
droplets with a 1 mm diameter. The CuCl and air mass flow rates are the same as the 
previous case. The required dimensions of the heat exchanger for the case of a 0.5 
mm droplet diameter are a height of 0.8 m and a diameter of 0.13 m.  
Figure 4.9 shows the variation of Reynolds number throughout the height of 
the heat exchanger for droplets with 1 and 0.5 mm diameters. The variation of 
Reynolds number involves the variations of the droplet diameter, relative velocity and 
the kinematic viscosity of air. From the graph, one can see that Re decreases 
throughout the height. The rate of decrease is initially high at the bottom of the heat 
exchanger. It decreases with increasing height until the top region of the heat 
exchanger is reached, and then the rate of decrease starts increasing again until the 
lowest Reynolds number is reached at the heat exchanger top. This variation can be 
explained as follows. In the entrance region of the heat exchanger, where the first 
79 
 
sensible heat exchange takes place, the relative velocity is high. It decreases, but at a 
slow rate. The air temperature increases at a high rate, which causes the kinematic 
viscosity to increase at a high rate too. Therefore, the combination of the slowly 
decreasing velocity and the rapidly increasing viscosity lead to the high rate in 
decrease of Re. Moving up the heat exchanger, the relative velocity starts decreasing 
at a higher rate, and the air temperature increases, but at a slower and slower rate, 
which causes the rate of increase in the air viscosity to slow down and reach a value 
near zero. This makes the rate of decrease of Reynolds number lower and lower. At 
the top of the heat exchanger, the relative velocity decreases rapidly and the air 
temperature increases at a high rate, making the air viscosity increase at an equally 
high rate, making the Reynolds number decrease rapidly too. 
 
 























Figure 4.9 Reynolds number variation with bed height. 
 
It is evident from the graph that even though droplets with a 0.5 mm diameter 
undergo much larger velocities than droplets with a 1 mm diameter. The Re numbers 
for the smaller droplet diameter is lower. This is because of the diameter effect, since 
the smaller droplet has a diameter that is half that of the large droplet. A velocity that 
is twice as large as that of the velocities experienced by the larger droplet diameters 
are required to make the smaller droplet have the same Reynolds number. But since 
the velocities experienced by the smaller droplet are lower than the required velocity 
to make Re the same, the resulting Re is lower.  
 Figure 4.10 shows the variation of the Nusselt number with height for droplet 
diameters of 1 and 0.5 mm. The variation follows closely the variation of Re number 
with height. This is expected since Nu is a function of Re, as shown in the correlation 
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Figure 4.10 Nusselt’s number variation with bed height. 
  
Figure 4.11 shows the variation of the convection heat transfer coefficient with 
height for droplets with 1 and 0.5 mm diameters. From the graph, it can be noticed 
that droplets with a diameter of 0.5 mm have a much larger convection heat transfer 
coefficient than droplets with a diameter of 1 mm, even though the Nu value is very 
close for both droplet diameters. The reason is that the denominator used to find the 
convection heat transfer coefficient, equation (3.26), for a droplet with a diameter of 
0.5 mm, is half that of a droplet with a diameter of 1 mm. This results in a higher 
convection heat transfer coefficient value.  
The convection heat transfer coefficient increases initially, because of the high 
increase rate in the air’s thermal conductivity, caused by the high increase in the air 
temperature. This overweighs the large decrease rate in Nu, causing the convection 
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decreasing at an accelerated rate. This is because the air temperature increases at a 
slow rate in this region, making the air thermal conductivity increase at a very slow 
rate, while Nu decreases at a high rate. In this region, the high decrease rate in Nu 
overweighs the small increase rate in the thermal conductivity, making the convection 
heat transfer coefficient decrease with height.  
Also, for the two droplet diameters, the difference between the convection 
heat transfer coefficients almost stays constant throughout the height. This is caused 
by the almost constant ratio between the droplet’s diameters throughout the height.  
Figure 4.12 shows the variation of the heat transfer rate for droplets with 1 and 
0.5 mm diameters throughout the height of the heat exchanger. It is evident from the 
graph that the larger droplet diameter has a higher heat transfer rate. This is because 
of the area ratio between the two droplets. A droplet with a diameter of 1 mm has four 
times the surface area of a droplet with a 0.5 mm diameter. However, the heat transfer 
rate is not four times as high. 
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Figure 4.12 Heat transfer rate variation. 
 
The heat transfer rate increases initially at the bottom of the heat exchanger, 
because of the increasing temperature difference between both streams in this region, 
which gives a higher potential for heat transfer. The heat transfer rate reaches a 
maximum value at the point where the second phase transformation ends. After this 
point, it starts decreasing, due to the decreasing temperature difference between both 
fluids in the phase transformation process. When the second sensible heat transfer 
process is reached, the heat transfer rate starts increasing again, due to the same 
reason discussed earlier. The increase in heat transfer does not last for long because 
the first phase transformation process is at a temperature away from the second phase 
transformation process by 11 degrees. In the first phase transformation process, the 
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temperature difference reaches a value of one. Finally, the heat transfer rate increases 
again in the final sensible heat transfer process. 
 Figure 4.13 shows the heat flux variation from droplets with 1 and 0.5 mm 
diameters throughout the heat exchanger. The heat flux is the product of the 
convection heat transfer coefficient and the temperature difference. This graph shows 
that the heat flux from smaller droplet diameters is larger than that from large droplet 
diameters, as opposed to the higher heat transfer rate from larger droplet diameters, as 
shown previously. The larger heat flux from smaller droplet diameters occurs because 
of the much larger convection heat transfer coefficient than a larger diameter droplet. 
The heat flux follows the same trend that the heat transfer rate follows along the 
height of the heat exchanger. The same discussion applies as that of the heat transfer 
variation with height. 
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 Table 4.2 shows a summary of the heat exchanger characteristics for both of 
the investigated cases. The number of CuCl droplets represents the number of droplets 
that have an equivalent mass flow rate as the case presented. The number of droplet 
injectors is the number of injectors at the top of the heat exchanger generating 
droplets. In case 1, the injector gives the droplets a velocity of 0.02 m/s, which means 
it has to inject 18 droplets per second. In case 2, the injector has to give the droplets a 
velocity of 0.07 m/s, which means it has to inject 142 droplets per second. 
 
4.4 Real and Ideal Air Thermophysical Properties 
A comparison is made between ideal and real air properties in this section. All 
properties were obtained from EES software. Figures 4.14 to 4.18 show how the 
properties of real air compare to that of ideal air. It can be seen that good agreement 
between both is obtained, so the assumption of air being an ideal gas is validated. The 
graphs of the density and specific volume variation with temperature, for real and 
ideal air, are very close to each other. For the variation of the specific heat, thermal 
conductivity, and dynamic viscosity with temperature, there is a slight variation 
between ideal and real air properties at either the lower or higher ends of the 










Table 4.2 Heat exchanger characteristics. 
Parameter 
Case 1: Droplet 
Diameter of 1 mm 
Case 2: Droplet 
Diameter of 0.5 mm
CuCl Mass Flow Rate (g/s) 3.4 3.4 
Air Mass Flow Rate (g/s) 3 3 
CuCl Inlet Temperature (°C) 530 530 
CuCl Exit Temperature (°C) 70 70 
Air Inlet Temperature (°C) 25 25 
Air Exit Temperature (°C) 493 493 
Number of CuCl Droplets 1779 14226 
CuCl Droplet Inlet Velocity (m/s) 0.02 0.07 
Air Inlet Velocity (m/s) 0.2 0.2 
Droplet Travel Time (s) 0.36 0.40 
Number of Droplet Injectors 100 100 
Heat Exchanger Height (m) 0.6 0.8 









Figure 4.14 Air density variation with temperature for real and ideal air. 
 
 











































Figure 4.16 Specific volume variation with temperature for real and ideal air. 
 
 
























































































Conclusions and Recommendations for Future Work 
 
5.1 Conclusions 
 This thesis has examined the problem of recovering heat from molten CuCl 
produced from the oxygen production step in a Cu-Cl cycle for hydrogen production. 
The molten CuCl must be cooled before it enters the next step in the Cu-Cl cycle, 
which is the Cu production step in an electrochemical cell. A spray column direct 
contact heat exchanger is developed to recover heat and use it to provide the heat 
requirements of other steps. Apart from heat recovery by spraying water on a high 
temperature metal in continuous casting processes, this was found to be the most 
viable method to recover heat from a continuous stream of CuCl droplets. Other 
methods that might have potential for recovering heat from the molten CuCl operate 
in batches, such as fluidized beds.  
 A model for the fluid and droplet flows, as well as the heat transfer process, 
was developed. The simulation results of the model show that a direct contact heat 
exchanger can be designed with reasonable dimensions to recover thermal energy 
from the molten CuCl generated by a hydrogen production plant, with a capacity of 3 
kg of hydrogen per day.  
 To achieve heat transfer in a direct contact heat exchanger, the molten CuCl is  
sprayed to form droplets. Two cases of droplet diameters have been investigated, 1 
and 0.5 mm, and the flow and heat transfer characteristics have been compared. For 
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both droplet sizes, the heat exchanger was divided into five regions; three regions for 
sensible heat transfer, and two regions for latent heat transfer. The division of the heat 
exchanger into regions is due to the phase transformations of a CuCl droplet as it 
cools down.  
 For both of the analyzed cases, the inlet and exit CuCl temperatures were 530 
and 70°C respectively. Air at standard ambient conditions was used to recover the 
energy. It had inlet and exit temperatures of 25 and 493°C. Total energy recovery by 
the air flow was achieved. The required height of the heat exchanger for each of the 
cases was 0.6 m for droplets with a diameter of 1 mm, and 0.8 m for droplets with a 
diameter of 0.5 mm. The major portion of the height was needed for the two heat 
transfer processes associated with the phase transformations of CuCl. This is very 
similar to the portion of area that is required by other types of heat exchangers, such 
as condensers and evaporators, for the latent heat process, which usually is 80 – 90% 
of the total area.  
 The proposed method of recovering the heat energy, via a direct contact heat 
exchanger involving countercurrent CuCl droplet and air flows, is an excellent 
solution to the heat recovery problem in a single step. That recovers all of the heat and 
maintains its quality; the exit air temperature is very close to the inlet CuCl 
temperature.  
 After comparing the overall dimensions of the heat exchanger for both of the 
droplet diameter cases, it was found that there is no benefit in spraying the CuCl to 
finer droplets. This is only for the flow case of 100 injectors, which is the case 
considered in the study.  If more injectors are used at the top of the heat exchanger, a 
smaller diameter droplet may outperform the larger droplet diameter in terms of heat 
exchanged. This will reduce the height of the heat exchanger drastically. This is 
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because of the much larger heat flux from a smaller diameter droplet than a large 
diameter droplet. 
 The following are the main differences between the two examined cases: 
1. Smaller droplets experience larger velocities and accelerations, due to their 
lower drag force, at the outlet of the heat exchanger. 
2. Smaller droplets require a higher heat exchanger to recover the heat from 
them, under the same heat exchanger parameters. 
3. The convective coefficient is much larger for smaller droplets. 
4. Heat transfer rates from smaller droplets are less than from larger ones, 
however, the heat flux from them is much higher. 
  
5.2 Recommendations for Future Research 
 Experimental studies of a direct contact heat exchanger, working with the 
conditions specified in this work, are recommended to validate the model, and find if 
any modifications can be made to the model, in order to improve its performance. The 
experimental analysis will also help in validating the assumptions used to develop the 
model.  
 A more detailed analysis of the droplet and fluid flow, and heat transfer 
phenomena in the heat exchanger is recommended. The detailed model should take 
into account real air properties instead of ideal gas properties. It should also analyze 
the transient heat transfer within the droplet itself, to find the temperature profile 
within the droplet during the phase change process, and therefore determine whether 
total phase change of CuCl is accomplished or not. It should also take into account the 
effect of the wake created by each droplet on the one that follows it, to find if this 
effect can be neglected or not.  
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Finally more research is needed to analyze and compare different methods of 
recovering heat from the molten CuCl, in order to find the best method for recovering 
heat from the molten salt. This includes future studies to determine the best 
configuration of injectors, number of injectors, droplet diameters, and potential dust / 
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