Introduction {#sec1-1}
============

Mechanical heart valve replacement (MHVR) patients require lifelong warfarin administration to prevent thromboembolic diseases. However, many patients exhibited high sensitivity to warfarin 3 months postsurgery, which increased the incidences of bleeding events.\[[@ref1][@ref2][@ref3]\] If the patients were administered a uniform initial dose, the individual with gene mutations might respond rapidly or slowly, and the risks of bleeding and thrombosis would be high.\[[@ref2]\] Warfarin has been widely used clinically but has a narrow therapeutic window, and doses of warfarin vary markedly among patients, which was mainly owing to genetic factors. Thus far, the relationships of differences in warfarin dose and CYP2C9 and VKORC1 genotypes have been recognized.\[[@ref4]\] In 2007, the Food and Drug Administration updated instructions regarding warfarin use and mandated the indication of a disclaimer, since CYP2C9 and the genotype of the target protein gene VKORC1 might influence patients' responses.\[[@ref5]\] The pharmacogenomics-based individualized warfarin dosing model (PIWDM) considers the genotypes of different individuals and predicts the dose, reducing adverse effects caused by differences in doses to some extent.\[[@ref6][@ref7]\] Although a number of PIWDMs existed, few domestic researches have been performed to compare these models, and the conclusions of partial researches abroad also exhibited wide differences.\[[@ref8][@ref9][@ref10]\] To choose the most suitable administration model among the many available PIWDMs, and to promote the use of these models in clinics, it is important to verify the accuracy and clinical practicality of the models. Therefore, it was necessary to address the mentioned concerns in Chinese Han patients post-MHVR, to identify the most suitable administration model, and to avoid the huge risks caused by models that were used in clinics without enough assessment, as well as to provide a strong basis for the next clinical model application.

Materials and Methods {#sec1-2}
=====================

 {#sec2-1}

### Subjects {#sec3-1}

Two-hundred and eight MHVR patients, for whom steady anticoagulation were achieved within 3 months after warfarin began, were selected from September 2009 to September 2011. This study was conducted in accordance with the Declaration of Helsinki. This study was conducted with approval from the Ethics Committee. Written informed consent was obtained from all participants.

### Inclusion Criteria {#sec3-2}

Patients with MHVR, aged 18 years or more, who were administered warfarin for the first time and achieved steady anticoagulation status, and who agreed to participate in the study by signing the written informed consent.

### Exclusion Criteria {#sec3-3}

History of liver disease or serum transaminases levels 1.5-fold higher than normal, history of kidney disease, renal impairment, or serum creatinine \>135 μmol/L, congestive heart failure (ejection fraction \<40%, Class IV heart function), thyroid dysfunction, coagulation system disorders such as basic international normalized ratio (INR) values \>1.3, cancer; pregnancy or breastfeeding period.

### Data Collection {#sec3-4}

Demographics: Gender, age, height, and weight. Body surface area (BSA) (m^2^) = 0. 61 × height (m) + 0.0128 × body weight (kg) − 0.1529. Steady-state warfarin dose is the warfarin dose that could maintain the INR values within the target range for 3 consecutive times (the interval was not \<7 days).

### Determination of Genotypes {#sec3-5}

The polymerase chain reaction-restriction fragment length polymorphism method was used to detect patients' CYP2C9\*3 and VKORC1--1639G \> A genotype.\[[@ref11][@ref12]\]

### Standards of Anticoagulation {#sec3-6}

Low-intensity anticoagulation program: The expected INR values were 1.5--2.0 for aortic valve replacement (AVR), 1.7--2.3 for mitral valve replacement (MVR) and mitral and aortic double valve replacement (DVR), and about 2.5 for tricuspid valve replacement. The overall value was within 1.5--2.5.

The Asian model algorithms, namely, Ohno, Wen, Miao, Huang, and International Warfarin Pharmacogenetic Consortium (IWPC) (for the mixed population) were reviewed. Specific situations are shown in [Table 1](#T1){ref-type="table"}.\[[@ref13][@ref14][@ref15][@ref16][@ref17]\]

###### 

Basic information and prediction formula of five kinds of pharmacogenomics-based individualized warfarin dosing model
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### Factors Need to be Controlled {#sec3-7}

The factors that might affect the efficacies of warfarin were strictly controlled through educating the patients with medication-related knowledge (issuing-related educational materials, interpreted by pharmacists, and the educational results were verified) including diet and lifestyle guidance: Informing the patients to maintain a relative intake balance of Vitamin K-rich green vegetables, to avoid long-term drinking; grasping other coadministrated drugs, and during the dose adjustment period of warfarin, such drugs that might affect the liver drug enzymes, the INR values, and coagulation as rifampin and barbiturates should be avoided; avoiding the use of traditional Chinese medicine.

### Model Validation {#sec3-8}

The patients' information was input into the above models, which estimated the doses (expressed by weekly dose: mg/week), to evaluate the accuracy, clinical practicality, and safety of each model.

The accuracy of prediction was compared using three indicators: The mean absolute error (MAE), the mean relative error (MRE), and the coefficient of determination *R*^2^.\[[@ref8][@ref9]\] MAE is referred to as the average of the absolute values for the difference between the predicted dose and actual dose; MRE is referred to as the average of the relative values for the difference between the predicted dose and actual dose; correlation of determination *R*^2^ is referred to as the coefficient of determination obtained by analysis of relationship between the actual dose and predicted dose.

Absolute error = predicted dose − actual dose

Relative error = (predicted dose − Actual dose)/Actual dose × 100%

### Clinical practicality {#sec3-9}

The patients were divided into groups according to the actual doses, namely, the low-dose (≤21 mg/week), middle-dose (21--49 mg/week), and high-dose (≥49 mg/week).\[[@ref13]\] The proportion of patients in each group that showed the absolute error within −7 mg/week \~7 mg/week (ideal absolute error range),\[[@ref18]\] as well as the relative error range between -20% to 20% (ideal relative error range), was compared.\[[@ref10][@ref13]\]

### Clinical safety {#sec3-10}

The proportion of patients in each group with absolute error ≤−14 mg/week and relative error ≤−50% (severe underprediction) or absolute error ≥14 mg/week and relative error ≥100% (severe overprediction)\[[@ref19]\] was used to evaluate the clinical safety.

### Statistical Analysis {#sec3-11}

The SPSS 17.0 statistical software (Statistical Package for Social Sciences Statistics for Windows, Chicago, SPSS Inc.) was used for statistical analysis. The Spearman correlation analysis was used to compare the correlations between the predicted dose and the actual dose.

Results {#sec1-3}
=======

 {#sec2-2}

### Comparison of Mean Absolute Error and Mean Relative Error {#sec3-12}

The results are shown in [Table 2](#T2){ref-type="table"}. MAEs of the Wen and Huang model were smaller (4.30 mg/week) than those of the other models, followed by the Ohno and IWPC model. The Miao model had the highest MAE, which was about 7.62 mg/week. The Huang and Wen models had the lowest MREs, which were about 22%, followed by the Ohno and IWPC model. The Miao model had the highest MRE (about 33.08%).

###### 

Comparison of mean absolute error, mean relative error, and correlation coefficient between the predicted dose and the actual dose of five pharmacogenomics-based individualized warfarin dosing model kinds of pharmacogenomics-based individualized warfarin dosing model
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### Correlation Analysis {#sec3-13}

The results of the correlation analysis of the actual doses and the predicted doses of the five models are shown in [Table 2](#T2){ref-type="table"}. The coefficient of determination *R*^2^ of the Miao model was the highest (0.344) followed by the Huang, Wen, and IWPC models, whereas that of the Ohno model was the smallest (0.248). The *R*^2^ values of the five models were lower than 0.5, indicating that the correlation between the predicted dose and the actual dose was not significant.

### Comparison of Clinical Practicality {#sec3-14}

The absolute error was used to evaluate the predictive accuracy of all the models. As shown in [Table 3](#T3){ref-type="table"}, over 65% of dose predictions by all the models in the low-dose group were within the ideal dose range, among which the Huang model tended to predict warfarin doses most accurately (89%). Approximately, \>70% of dose predictions by the IWPC, Ohno, Wen, and Huang models were within the ideal dose range in the middle-dose group, with the Miao model accounting for 17.59%, which seriously underestimated the actual doses of the patients.

###### 

Proportions of patients of different dose groups that showed the absolute errors and relative error between the predicted doses and the actual doses of five kinds of pharmacogenomics-based individualized warfarin dosing model
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The relative error was set as the evaluation indicator, as shown in [Table 3](#T3){ref-type="table"}, in the low-dose group. The IWPC, Ohno, and Wen models tended to overestimate the warfarin doses in patients to varying degrees; the predicted dose by the Miao model was low (59% of people were underestimate), and only the Huang model exhibited better predictive ability (55% of people were within the ideal range). In the middle-dose group, four models, except for the Miao model, tended to predict the doses within the ideal dose range, with over 50% of predictions being accurate; 73.15% of dose predictions by the Ohno model were within the ideal dose range while that by the Miao model was 15.74%, which severely underestimated the actual doses of the patients. No patients were included in the high-dose group in this study.

### Comparison of Clinical Safety {#sec3-15}

All the five models tended to underestimate warfarin doses in 0% of the patients in the low-dose group; hence, the five models predicted low risk of embolism in the low-dose group. As for the middle-dose group, the Miao model tended to markedly underestimate the warfarin doses in patients, with 29.63% and 22.22%, respectively, when considering relative error and absolute error. The proportion of patients in whom the warfarin doses were underestimated by the IWPC model was the smallest, which was 0% \[[Table 4](#T4){ref-type="table"}\].

###### 

Proportion of patients of five models among different dose groups that had the absolute error between the predicted dose and the actual dose ≤−14 mg/week\* and the relative error between the predicted dose and the actual dose ≤−50%\#
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The results of two evaluation methods exhibited significant differences in overprediction for low-dose range evaluation. The proportion of patients predicted with absolute error ≥14 mg/week by all models was 0%, except for that by the IWPC model (2%); when compared the proportion of patients with relative error ≥100%, The order of overprediction by the models is Ohno \> IWPC \> Wen \> Huang \> Miao. In general, the Miao model exhibited the lowest risk of bleeding in both the evaluation methods. As for the middle-dose group, 0% dose predictions were overestimated by all the models regardless of the evaluation method; however, the bleeding risk was low. The specific conditions are outlined in [Table 5](#T5){ref-type="table"}.

###### 

Proportion of patients of five models among different dose groups that had the absolute error between the predicted dose and the actual dose ≤14 mg/week\* and relative error between the predicted dose and the actual dose ≤100%\#
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Discussion {#sec1-4}
==========

 {#sec2-3}

### Accuracy of the Models {#sec3-16}

The Miao model had the highest MAE among the five models. Shin and Cao\[[@ref8]\] compared the MAE of different models in Asians, and the results were consistent with those observed in this study. MAE of the Huang model was relatively small, consistent with Liu *et al*.\[[@ref20]\] The MRE of the different models were in the order, Huang \> Wen \> Ohno \> IWPC \> Miao. Overall, the results of these two evaluation indicators were consistent.

The correlation analysis showed that the *R*^2^ values of the five models were in the order Miao \> Huang \> Wen \> IWPC \> Ohno. The application of this evaluation method was different from the other two, mainly because *R*^2^ could only be used to measure the linear relationship and concentration degree between the predicted dose and the actual dose; however, it could not reflect the closeness of these two parameters; therefore, this study only compared the *R*^2^ of each model study \[[Table 1](#T1){ref-type="table"}\] and the *R*^2^ of this study \[[Table 2](#T2){ref-type="table"}\] in the five models to explain individual differences of warfarin stable dose. All the five models exhibited the individual differences \>45% in their respective study population; however, they were lower (\<35%) in the population of this study, suggesting that the feasibilities of these five models toward the MHVR patients were poor, which might be owing to the different basic features of modeling populations. A study showed that treatment regimens differ for different races;\[[@ref21]\] the warfarin sensitivity of Asians was significantly higher than that of Caucasians; thus, the warfarin dose required to achieve the same anticoagulant action would be lower in Asians. Since the main population studied by the IWPC model was Caucasians, the predicted dose should be higher, and *R*^2^ was found to be 27.1%. In contrast, the warfarin dose was related to the intake of Vitamin K.\[[@ref22]\] Different races and regional eating habits influence the warfarin dose; hence, the *R*^2^ value in Japan\'s Ohno model was also low, only 24.8%, whereas the target population of the Wen, Miao, and Huang model were Chinese people, so the *R*^2^ values were similar. Meanwhile, except for the Huang and Miao model, the other three models mostly studied patients with atrial fibrillation and used the moderate-intensity anticoagulation standards (the target INR values were normally 2.0--3.0), whereas the subjects of this study included Chinese Han MHVR patients; this study used low-intensity anticoagulation standards (the target INR values were 1.5--2.5 value), which indirectly led to overestimation of doses by the three models relative to the actual stable maintenance doses.

### Clinical Practicality {#sec3-17}

All the five models performed well in the low-dose prediction; however, comparison of relative error showed that, except for the Miao model, the other four models exhibited high relative errors to different degrees, especially the IWPC, Ohno, and Wen model. The low-dose group would most likely exhibit bleeding events caused by excessive anticoagulation; hence, the predicted doses obtained from these three models might be associated with increased bleeding risks. The two evaluation methods of the middle-dose group showed that except for the Miao model, the other four models performed well in predicting the patients' warfarin doses. Shin and Cao\[[@ref8]\] also found that the proportion of patients with the predicted dose within the ideal dose range was the highest in the middle dose range evaluation, which was consistent with the results of this study. The predicted dose by the Miao model was significantly low; hence, the risk of embolism was the highest. In addition, because Chinese Han population was susceptible to warfarin, the dose required was much lower than that required for Caucasians, which explains why no patients were included in the high-dose group.

### Clinical Safety {#sec3-18}

The results of the two evaluation methods were similar, and the five models performed better in the low-dose range evaluations when considering clinical safety. In the middle-dose range evaluation, the Miao model tended to markedly underestimate the warfarin doses in many patients; therefore, the predicted dose was markedly lower than the actual dose, and the risk of embolism was the highest. In addition, evaluation of the predicted doses by the models showed that the Miao model did not markedly overestimate doses (0%) in the low-dose group; hence, the risk of bleeding was low. As for the middle-dose range evaluation, 0% of the predicted doses by the five models were severely overestimated, and the risk of bleeding was low. In addition, the IWPC model tended to overestimate warfarin doses in only 2.88% of the patients, a proportion relatively lower than that obtained by Shaw *et al*. (7%),\[[@ref19]\] indicating that the IWPC model used in this study performed safer than Shaw's.

### Impacts of Nongenetic Factors on the Stable Maintenance Dose of Warfarin {#sec3-19}

Among the nongenetic factors that would affect the individual warfarin dosages, we selected eight factors, namely, gender, age, BSA, smoking, drinking, hypertension accompanying, and valve replacement surgery, to analyze their impacts on the stable maintenance dose of warfarin, and the results revealed that the valve replacement type, age, and BSA exhibited significant correlations with the stable maintenance dose of warfarin (*P* \< 0.05).

As for the patients with different valve replacement surgeries, different target INR values might affect the stable maintenance dose of warfarin to a certain extent. Our correlation analysis showed the comparison results of the stable maintenance doses of warfarin among the patients with four types of valve replacement surgeries were TVP \> MVR \> DVR \> AVR, and the differences were significant (*P* = 0.001). However, the parameters in the five included models did not include the valve type, which might because it was not included in the influencing factors when establishing the models, or because its impacts had no statistical significance. In addition, because the valve replacement types toward the patients included in this study were mainly MVR or DVR (76.9%), and during regulating the doses, INR was more controlled within 1.7--2.3 to guarantee one stable INR fluctuation in the patients. Therefore, it could be considered that the valve replacement type had certain impacts on the steady dose, but during the process of verifying the five models that all did not include this factor, the impacts could be ignored. Our future researches targeting to establish suitable models for the populations with heart valve diseases would consider the valve replacement type as a factor so as to maximize the predictive abilities of the models.

Age and BSA had certain contributions to the dose prediction in the relevant models. Their impacts on warfarin doses might be caused by aging-induced liver function reduction, so the abilities of synthesizing clotting factors II, VII, IX, VII, IX, and X were diminished; in addition, aging caused the decreasing of liver cells and liver blood flow, so the content and activity of hepatic cytochrome P450 enzyme were gradually declined, leading to the metabolic clearance rate of warfarin to be reduced. These were the reasons that the warfarin dose was reduced in the elderly patients; furthermore, the plasma drug concentration is related with the blood volume, and only the surface area is linearly related with the blood volume inside human bodies, so the BSA is also associated with the drug dose.

### Limitations of this Study {#sec3-20}

This study also had several limitations. First, the sample size included in this study was still small, and among the 208 patients, only 16 were with CYP2C9\*1/\*3 (7.7%), and no CYP2C9\*3/\*3 patient was included; only 32 were with VKORC1--1639 AG (15.38%), and no patient with mutated homozygote was included. Therefore, there might have certain deviations when comparing the stable doses among the patients with different genotypes. Second, the factors included in different models varied, thus existing certain prediction errors. Finally, this study was only a retrospective validation study, and only the safeties and clinical feasibilities of five models were evaluated, so it could not explain the benefits of the pharmacogenomics-based model; therefore, our research group would establish the local patient model in our future studies and carry out prospective case--control studies so as to explain the contributions of genetic testing toward these patients.

Conclusions {#sec1-5}
===========

Although different studies adopted different evaluation methods, the overall outcomes were more consistent; the Huang model was relatively better in predicting the initial dose for the patients in this region. While there was no absolute "winner" among these models, the Huang model should be considered while screening for the most appropriate model for the patients of this region, to achieve intended benefits.
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