Satellite environment provides a whole new spectrum of challenges to communications and networking. The ability to study satellite network conditions in a reproducible and controlled manner has relied mainly on simulations and experimental testbed. Investigations on network protocols and multimedia applications over satellite networks via operational hardware-based testbed are costly and inflexible while results from simulators may be inaccurate due to assumptions made during the modeling process. Hence, a satellite network emulator is proposed to overcome these obstacles as it has complementing properties of both hardware-based testbed and pure softwarebased simulators. The proposed emulator is to imitate the performance dynamics in IP networks over satellite links. Operating at the Medium Access Control (MAC) of Data Link Layer, the emulator is able to emulate the propagation delay and bit errors of satellite channels. This is a very useful and cost-effective approach to show the impact of satellite link delay and transmission errors on Internet services and applications. Architecturally, the paper describes how the emulator is built upon LINUX IEEE 802.3 bridging facility (brctl) and LINUX firewall (netfilter). As packet level emulation paradigm is used, the emulator is capable of producing precise satellite channel model and thus, put forward itself as a reliable, adaptable and economical alternative for research on satellite communication networking and applications. This paper presents a project on a LINUX-based satellite link emulator, including the design and algorithm of the emulator and performance evaluation of Internet applications (data, voice and video) based on the emulator. It also explains the design and setup of a flexible and expandable testbed to supplement the performance evaluation process. The effects of the satellite emulator on voice, video and data are also studied through the use of Internet applications such as Microsoft Netmeeting and TCP/IP based data transfer.
Introduction
The development of network protocols and 1 study on satellite network behaviours often require extensive simulations and tests to ensure the correct outcome and acceptable performance are achieved. The need of such experimental phase is proportional with the scale of the network in question. At present, for satellite networks, these tests are done through operating networks, hardware based real testbeds or software-based simulations.
If available, a hardware-based testbed would allow real-life network situation to be implemented and tested. This is especially true when real applications are used as the traffic generators for the experiment. While system modeling is not needed, it is often undesirable to construct a testbed. This is due to several reasons. The main reasons are: [1] Copyright © 2003 by University of Surrey. Published by American Institute of Aeronautics and Astronautics, Inc. with permission a.
Difficulty in setting up the testbed -Always this is due to the unavailability of various needed hardware or software. In reference to this project, a physical satellite link would be hard to obtain. b.
Difficulty in controlling the testbed -When dealing with real hardware, there are elements that are beyond the control of the researchers (such as queue sizes, various delays, link quality due to weather coniditions etc.). Hence, the lack of sufficient control over these operating conditions may leave some loopholes in the tests. c.
High cost incurred -Equipment, when available, could be costly especially for satellite equipments. d.
Low flexibility -A small change in the test environment (e.g. modification on network topology) often means a physical change in the setup of the testbed. This not only implies additional cost in term of money but also in the sense of additional time needed.
A network simulator, on the other hand, plays a complementary role. It is easier to setup and control, cheaper and flexible. While overcoming the shortcomings of hardware based testbeds, simulator, in turn, introduces the problems that do not exist in testbeds. One particular instance is the simplifications and assumptions made when modeling test system. This may bring in inaccuracy and unreliability on the test results.
Hence, to obtain the best of both worlds, a satellite IP network emulator is proposed. In contrast to an absolute synthetic test environment as utilized in simulators, this emulator would, in essence, insert test codes into real / operational network implementation. Emulation would be operating at Data Link Layer to enable study on vital end-to-end performance characteristics imposed by various satellite network conditions.
Emulator Design
Two factors are put to the top of the priority list when designing the emulator. The first is the accuracy of the emulator. The level of detail of the emulation governs the efficiency of the emulator. Thus, the decision on the tradeoff between details and efficiency should be made first. Packet level emulation is chosen as it is the most exact paradigm. The downside of this paradigm is it requires more resources and can be slow. This decision would imply that the emulator would emulate on a packet-by-packet basis. Due to the high processing power of microprocessors nowadays, this solution becomes practical.
The second factor is the ability for the emulator to emulate in various scenarios with different network conditions. Researchers would immediately appreciate this ability. For example, it is very desirable to test a new variant of a network protocol under as many network scenarios and conditions as possible.
Some properties of the emulator are: - Satellite link has many characteristics that differ with its terrestrial counterpart. Among the most prominent characteristics of satellite communications are the long latency and high error rate. These properties often lead to interoperability problems with systems designed for wired networks. Moreover, they have significant negative impact on the performance and quality of service (QoS) of IP over satellite. Hence, it is logical to include both these parameters into the emulator.
The path length for satellite communication can range between 70,000km to 83,000km depending on the location of the earth station. [2] Understandably, the time taken for a packet to reach from one end to another is much higher than other types of channel. Thus, it is essential for the emulator to emulate the satellite delay.
A satellite link can be divided into two sections i.e. uplink (from local earth station to satellite) and downlink (from satellite to remote earth station). The delay for uplink and downlink could be different. Due to this fact, the emulator allows the specification of each delay separately so that the accuracy of the emulator could be increased.
In comparison with typical terrestrial networks, satellite channels exhibit a significantly higher bit error rate (BER). Furthermore, rain, atmospheric disturbances and sun outages would further degrade the performance. The emulator is designed to allow the setting of the BER for different satellite link conditions.
Emulator Architecture
Linux is chosen as the platform for the emulator due to its extensive, powerful and stable capability in networking. Linux IEEE 801.3 bridging facility (brctl) is used as the foundation for the emulator.
[3] Essentially, this implies that the emulator is fundamentally a bridge which can connect segments of local area network (LAN). [4] 
Linux
On top of this layer, Linux firewall facility (netfilter) is used.
[5] The reason for this layer to be incorporated is two-fold. First, netfilter has iptables that is able to intercept, filter and mark packets. Secondly, netfilter itself has an architecture that is able to work harmoniously with brctl while providing a mechanism for passing packets out of stack for queuing to the QUEUE target, then receiving these packers back into the kernel with a verdict. [6] [7] [8] Hence, the emulator is built within the netfilter's userspace. Figure 1 depicts the overall architecture of the emulator.
The implementation of the emulator code will require the use of the libipq library provided with the netfilter package. This library provides a standard application programming interface (API) that enables the userspace daemon (i.e. the emulator) to interact with the netfilter framework.
5 Packets traversing across the emulator would first be intercepted by the iptables and then passed to the QUEUE target. Here, the packets will be timestamped and queued in a First-In-First-Out (FIFO) buffer. Once started, the emulator would fetch individual packet from this buffer to be emulated.
Emulator Implementation
The emulator can be divided into four implementation stages. 
Satellite Delay Emulation Module
The algorithm to emulate satellite delay would be highly simple if there is only one packet at one time between the two end hosts. In such uncomplicated scenario, the emulator would only need to put a delay according to the user inputs on each packet received before putting the packet back to the kernel.
In real world, however, such situation almost does not exist. In most cases, it is expected a two-way traffic from both ends occupying the buffer in an indefinite way. If the emulator simply delays each packet with a specific amount of time, only the first packet would be emulated correctly while the following packets in the buffer would be delayed for a higher amount of time. This is because while delaying the first packet, the emulator actually indirectly incurs unwanted additional delay to the packets in the buffer. The problem is cumulative and would swiftly overload the buffer.
In order to solve this problem, a feature called jitter mode is implemented within the module. This feature, in reality, has dual responsibilities. The first would be to solve the abovementioned problem and secondly, it is implemented to maintain the inter-arrival time of the packets across the emulator.
In reference to its first responsibility, the emulator would detect the problem and automatically switch ON the jitter mode to alleviate the problem. To determine the existence of the problem, the emulator calculates the inter-packet arrival time by taking the difference between the reference packet timestamp and current packet timestamp. If the inter-packet arrival time is higher than the total satellite delay to be emulated, the abovementioned problem would not surface and hence, the jitter mode will be switched OFF. This is very logical because if the next packet in buffer arrives after the specified total amount of delay time, it means that the referred packet does not spent time in the buffer at all. Otherwise, the emulator would turn ON the jitter mode. At this stage, the arguments given are checked and processed. First, the number of arguments given is checked to ensure sufficient values are given to set the channel condition. Subsequently, the values are verified such that all of them are within range. Lastly, the values are converted into their appropriate format.
Stage 2: Emulator Interface Startup Stage
At this stage, the emulator interface is brought up with the channel condition displayed in the Emulator Settings window.
Stage 3: libipq Initialization Stage
At this stage, the program initializes libipq to establish a connection with the netfilter architecture. This stage is essential for the Emulation stage to run correctly. As such, any anomaly at this stage would cause the emulator to exit in error. In essence, this stage allows the emulator program to tap into the QUEUE target and fetch the queued packets.
Stage 4: Emulation Stage
At this stage, the program starts to fetch packets serially out from the buffer to be emulated. The program will always stay in this stage during emulation process. This stage consists of two parts, namely Satellite Delay Emulation Module and Satellite BER Emulation Module, running successively in a loop.
When the jitter mode is switched ON, the emulator will not incur the specified satellite delay on the current packet. Instead, it would take into account the time the packet spent waiting in the buffer and only incur the remaining period of time. Mathematically, when jitter mode is switched ON, it would emulate a delay according to the equation below: -
where D emulator is the emulated delay for the current packet, D set is the total uplink and downlink delay and D queue is the total time the packet waited in the buffer
Figure 2: Satellite Delay Emulation Module
A simple analysis shows that when jitter mode is ON, the emulator only has to emulate the inter-packet arrival time to get the theoretically correct delay time. Thus, in the implementation, the inter-packet arrival time is used. The algorithm used to implement the jitter mode also yields correct results when two-way traffic is involved in the emulation.
The second duty of the jitter mode is to maintain the jitter of the intercepted packets. This is essential as the emulator should be working invisibly without affecting the traffic characteristics. The algorithm used in the jitter mode also manages to maintain the jitter between each packet as the interpacket arrival time is used to decide the ON/OFF state of the jitter mode. Figure 2 shows the general internal flow of the satellite delay emulation module.The Satellite Delay Emulation Module can be bypassed by simply setting both uplink and downlink delays to be 0 to emulate only the BER of a satellite link without any additional delay. The emulator would update the statistic window after each completed emulation of a packet. Next, the emulator would proceed to the Satellite BER Emulation Module.
Satellite BER Emulation Module
Similar to Satellite Delay Emulation Module, the Satellite BER Emulation Module is also consisting of two functions, namely gen_error() and inject_error(). The difference is that for Satellite Delay Emulation Module, the functions are mutually exclusive while for Satellite BER Emulation Module, the functions are working serially in which gen_error() will always be called whereas inject_error() will be executed depending on the result from gen_error().
In essence, the emulator would make a decision on each bit of a packet whether to corrupt it or leave it untouched based on the BER parameter given. The BER value given is actually the probability of a bit is corrupted. This fact becomes the foundation of the whole algorithm to realize the Satellite BER Emulation module.
Emulation of higher BER in satellite channels is based on random bit reversal technique. The emulator would test each bit in the packet. This means that a random value between 0 and 10 x , where x is the unconverted BER value given in the command line, is generated. If the random value is 0, then the current bit would then be corrupted. To artificially corrupt a bit, the emulator simply reverses the selected bit. Otherwise, the next bit is fetched with the current bit left unaltered.
As a result of this, the checksum value of the packet will be incompatible to the packet payload. Upon reception of the packet, the receiver will verify this checksum value against the packet. For Transmission Control Protocol (TCP) packets, as both values no longer match each other, it would treat the packet as corrupted and discard the packet. As for User Datagram Protocol (UDP) packets, the packet would only be discarded if the corrupted bit happens to be in the packet header. Figure 3 shows the implementation of the algorithms. gen_error() is responsible to make the decision on the bit to corrupt while inject_error() will actually corrupt the chosen bit. gen_error() would first make a decision on the current packet bit. If decision is to maintain the bit i.e. no error, the function would then check if the current packet bit is the last bit of the entire packet. If the result is negative, the decision making process would be repeated for the next bit. The function would return a negative value to indicate that the current bit is to be left unaffected.
If the emulator decides that the current bit should be corrupted, inject_error() will be executed. It will calculate the exact location of the bit to be corrupted and invert it using XOR Boolean operation.
The loop would continue until the last bit of the current packet is fetched. When the end of the packet is reached, the control is passed back to the core of the emulator program.
It is clear that such method of injecting error is not efficient as the process has to be done repetitiously for as many times as the number of bits in a packet. As such, for a ping packet of 60 bytes long, gen_error() would be executed 480 (60x8) times. The advantage of meticulously testing each and every bit is that this method allows burst error to be emulated on bit-by-bit basis instead of packet-by-packet basis. Figure 3 shows how gen_error() and inject_error() working together to emulate satellite BER.
Testbed Design & Setup
A testbed is designed and setup to provide a platform to test and evaluate the performance of the emulator. It provides the initial emulation scenario. During the design stage of the network model, several key aspects are considered. Among them are the suitability, practicality and scalability of the model. In view of these key aspects, the proposed test network model is given in Figure 4 . The network topology is in the simplest form involving a satellite link while maintaining the prospect of expansion. A host on one side of the network communicates with another through a satellite. 
Continue
The satellite links between both gateways and the satellite are the portion of the whole scenario to be emulated. Hence, the emulated network topology is simplified as in Figure 5 . The emulator would be representing both gateways and the satellite while one computer each at both ends of the testbed would act as a terminal or a segment of a LAN. The emulator will intercept IP packets that pass between the two hosts. The emulator then will adjust the network traffic such that it would be identical to a satellite link. The hubs are added to the emulation configuration for scalability reasons.
Performance Evaluation
Several tests have been conducted to evaluate different aspects of the emulator. This section gives the results of the tests.
Delay
To evaluate the accuracy of the emulator in emulating satellite delay, small Internet Control Message Protocol (ICMP) ping packets (60 bytes inclusive of packet header) are sent across the emulator at different satellite delay settings. The interval between successive pings is configured to be large enough to ensure that no queuing delay is present during the experiment. As there is only one host on each end, it means that the whole bandwidth is available for the ping traffic. As such, the transmission time can be reduced to minimum from the total delay experienced by each packet. Also, the emulator is set to have very low BER such that no artificial error is injected into the traffic to interfere with the experiment. Figure 6 shows the result of the experiment. On average, the actual round trip time (RTT) experienced by packets is 14.6ms longer than the theoretical RTT. This difference can be explained by the time the packet spent on the network but not in the emulator i.e. one RTT between the emulator and the sending host and one RTT between the emulator and the receiving host.
Figure 6: Emulated Packet Delay
The emulator does not attempt to correct this error as the difference will always change depending on the type of physical link used between the hosts and the emulator. Greater accuracy can be obtained with the provision of an offset to the delay setting.
Error
To verify that the emulator is properly injecting artificial errors according to the settings given, again, ICMP ping packets are used. This time, however, the fixed and variable settings are reversed i.e. the delay is fixed to 0ms while the BER is varied. The first set of data is taken by sending 1000 ping packets with 1000 bytes as payload while varying BER from 10 -3 to 10 -7
. The result is given in Figure 7 (linear) and Figure 8 (semilog) . As expected, the number of error emulated increases exponentially. 
Figure 8: Emulated Error Increases Exponentially
The experiment is taken one step further by testing the emulator with 1000 ping packets of different sizes. The theoretical number of error on a specific link is calculated based on equation (2) 
It should be noted that for a ping to be complete, two errorless ICMP packets are involved i.e. one from the source to destination and another from destination reply to source. If the any error occurs in the first ICMP packet, there will not be any reply packet from the destination as the first packet will be dropped as corrupted packet. This implies that if all the ICMP packets from the source contain errors, then there will not be any reply packet.
Thus, to simultaneously show the effect of the emulator on packet drop, the number of errors that the link should have according to theory is calculated in two ways.
a.
total number of errors without packet drop b.
total number of errors with packet drop These two cases would represent the best and worst cases respectively. The emulated error is compared against the two theoretical values. Figure 9 to Figure 12 shows the results with decreasing BER. Figure 9 shows that the emulated result almost overlaps exactly with the line depicting the theoretical total number of errors without any reply from the destination. This can be explained by the fact that all the ping packets from the sender consist of at least one bit corrupted resulting in no reply from the receiver. At BER of 10 -3 , the channel supposes to have one corrupted bit in every 1000 bits. As the smallest ping packet size is 8224 bits (1000 bytes payload + 20 bytes IP header + 8 bytes ICMP header), it means that each packet should theoretically consist of 8.224 errors. With 1000 ping, without packet drop, 16448 errors should be observed while on the other hand, with packet drop, 8224 errors should be observed.
BER of 10 -3 represents a very lossy link. By improving the channel quality, the emulated result slowly shift upwards and finally, overlaps with the line depicting the theoretical total number of errors with reply. The shift of the emulated error is shown clearly by Figure 9 to Figure 12 . The reason behind this is that when there is less error, the probability of a packet being corrupted will also become smaller. As such, the chances of a ping being replied will consequently increase. Therefore, the total number of packets being emulated will also rise to reach the ceiling value of 2000 packets.
In Figure 10 and Figure 11 , the line depicting emulated error is not parallel to the theoretical results. This is due to the increasing size of the ping packets. For smaller packets, the number of errors emulated are getting closer to theoretical error (with reply); signifying that fewer packets are corrupted. However, when the packet size gets larger, the probability of a packet being corrupted becomes high again and thus, it falls steadily back to meet with the theoretical error (without reply).
In Figure 12 , the emulated error has overlapped with the theoretical error (with reply). This implies that the packet loss is very low and subsequently, allowing the emulator to emulate more packets.
ICMP Protocol Compliancy
Next, the emulator is put under test with different protocols to verify its compliancy. As previous tests for accuracy of the emulator all uses ICMP packets, it can be concluded that it is compliant with ICMP protocol. Figure 13 shows another result on emulation of ICMP packets. 
TCP Protocol Compliancy
The next step is to test the emulator with TCP traffic. Firstly, the emulator is configured with fixed delay (0ms). Then, three files of different sizes (1MB, 2MB and 3MB) are sent via the emulator. This procedure is repeated with varying BER (from 10 -5 to 10 -9
).
The result of this experiment is given in Figure  14 . Emulated errors increase exponentially following theoretical values. Total number of error increases linearly according to file sizes which also increase linearly. Thus, it can be concluded that the emulator is able to emulate BER correctly with TCP traffic. Next, the ability of the emulator in emulating satellite delays for TCP traffic is verified. This is done by repeating the experiment above but this time, the delay is varied while the BER is fixed to 10 -9 in order to avoid injection of artificial error. The result is shown in Figure 15 .
From the figure, it is clear that the emulator delays the TCP packet as required. Furthermore, it can be observed that the file transfer time is approximately doubled if the file size is doubled. This further solidifies the claim that the emulator is indeed emulating satellite delays correctly for TCP packets.
UDP Protocol Compliancy
The verification for the emulator to support User Datagram Protocol (UDP) packets is indirectly verified when the emulator is put under test for realtime audio and video transmission whereby different aspects of the emulator are put under test with UDP traffic. (Refer to the following sections.)
Experimental Results
Experiments are conducted for the emulator to evaluate voice, video and data traffic over satellite.
Voice
To evaluate the emulator delay effect on realtime audio transmission, Microsoft Netmeeting is used. A Netmeeting connection is established between the two end hosts in the testbed first. The experiment is conducted by setting the emulator to varying delay settings. It should be noted that the emulator is set to very low BER (10 -9 ) to avoid any artificial error being injected into the traffic and thus, interfere with the audio output.
As expected, the audio received is always delayed and at times, when the audio traffic is high, the audio is heard in broken segments. In higher delay settings, the delay becomes longer than the preset delay value. This is due to the queuing delay incurred to the packets. Two-way traffic works fine as well but encounter more severe delays.
To evaluate the effect of the emulated error on real-time audio transmission, the same experiment is repeated with varying BER while the delay is fixed to 0. The result perceived is summarized in Table 2 . Audio quality not affect by the emulator. This is expected as there is hardly any error being artificially injected into the packets.
-5
Occasionally, a slight distortion can be detected.
-4
Slight distortion can be detected regularly.
-3
High distortion; audio often become indecipherable.
It is necessary to point out that most real-time multimedia transmission nowadays uses UDP as the transport protocol. One distinct difference between UDP and TCP is that while any bit error in TCP packet would cause the packet to be dropped, UDP packet will only be dropped if its header contains corrupted bit. Thus, instead of waiting for retransmission as in TCP, a UDP packet with corrupted packet payload may still be processed. That is why distorted output can be detected. If TCP is used, distortion will not be detected as all the packets accepted would contain no error. In the case of TCP, the error would be translated into delay i.e. time for retransmission.
Video
The same experiment procedure is repeated for video. Table 3 shows the video results. The video quality deteriorates as worse channel condition is set for the emulator. For BER set at 10 -6 , no distortion is detected while for BER set at 10 -5 onwards, the distortion becomes evident. It should be noted that if the video involves more movements, worse deterioration could be detected. This is due to the compression method used for video transmission nowadays where only the information regarding the difference between the current video frame and the previous video frame is transmitted. It should be noted that the delay set for the emulator also affects the speed of the video transfer. To investigate the effects of the emulator on data transfer, three files of different standard sizes (1MB, 2MB and 3MB) are sent via the emulator with different settings. The two parameters that are varied are the satellite BER and delay. Figure 16 shows the experimental result for file size of 1MB. From the figure, when the BER is between 10 -9 and 10 -6
, the transfer time increases linearly. This is logical as these BER represent good channel quality. When the BER is set to 10 -5 , the transfer time starts to rise exponentially. This shows that the slow start algorithm in TCP has been invoked.
Figure 16: Emulation for File Size of 1MB
As the TCP used in the experiment has not been adapted to satellite environment, there is no mechanism such as snooping agent to help alleviate the problem of recognizing the errors falsely as congestion instead of lossy link.
Conclusions & Future Works
From the results presented, it can be concluded that a Linux-based satellite network emulator has been successfully developed. The experimental results show that the emulator is functioning correctly on all emulation aspects. This indicates that the project goal of producing an efficient, flexible and statistically accurate satellite network emulator has been achieved.
The outcome of the emulator is satisfying as it has proven that it is not only able to support different protocols but also manages to reproduce the exact network conditions unlimited number of times. As the emulator does not require any configuration to the end terminals, it is ideal to emulate satellite networks for the purpose of studying the effects on Internet services and applications.
The emulator is user-friendly with simple interface providing a cost effective alternative to operational hardware-based satellite testbed. The results from various tests and experiments also suggest that the emulator provides reliable output. Therefore, the impact of satellite networks on Internet services and applications can be evaluated. Future research on the satellite emulator will be to test it with real satellite traffic and protocols adapted for satellite environment.
This project can be considered as providing the groundwork for the development of a replacement for real network tests or simulations. Further research and development is needed to make it a powerful and practical tool for studying distributed applications and network protocols in a controlled and reproducible environment. It is potentially important for studies of future satellite communication and network.
The immediate area that would benefit from future work would be to upgrade the emulator to support for Low Earth Orbit (LEO) and Medium Earth Orbit (MEO) satellites. With this in view, the emulator should then be able to emulate varying delays.
Currently, the satellite error is emulated based only on the given BER alone. In a sense, the BER is a generalized parameter which is assumed to cover different factors that contribute to satellite errors. To model a more precise satellite channel, this parameter can be broken into more specific parameters such as uplink/downlink frequency, earth station transmit power, antenna diameter and efficiency, pointing error, carrier to interference noise density, rain loss, fade and rain margin, feeder loss and atmospheric attenuation.
