The close relationship between steady-state prediction outputs and actual inputs results in the existence of model uncertainty in the steady-state prediction equation for integrating processes. This paper establishes a steady-state prediction model that can reflect the dynamic execution process of the manipulated variables. Based on integration of the steady-state optimization layer and dynamic optimization layer, the input increment sequences of multi-step prediction are regarded as the decision variables. A quadratic programming model with inputs, outputs, and input increment constraints was developed, which simultaneously solved the problems of steady-state optimization and dynamic control of integration process, as well as the sub-optimal solution of the steady-state targets in each cycle. Simulation examples illustrate that the optimal setpoints and the actual values of the inputs and outputs are all within the constraint ranges and the actual values settle to the optimal setpoints, and demonstrate that the method proposed in this paper can effectively solve the steady-state optimization problem for integrating processes when economical optimization of the inputs and outputs is considered.
INTRODUCTION

I
n recent years, a hierarchical control structure has been developed in the process control field because it can decompose the original control task into a sequence of simpler and hierarchically-structured subtasks, which can implement centralized decision-making and decentralized control. [1] In the hierarchical structure, in order to narrow the gap between the low frequency Local Steady-State Optimization (LSSO) layer and the relatively fast linear Model Predictive Control (MPC) layer, the MPC portion can be further divided into a Steady-State Target Calculation (SSTC) layer and a Dynamic Optimization (DO) layer, where the SSTC layer is linear programming (or quadratic programming). [2] [3] [4] The SSTC layer can obtain Ideal Resting Values (IRV) from the upper LSSO layer to track the IRV, and can (instead of the LSSO layer) recalculate the optimal setpoints based on the original economic performance function (as in LSSO). [5] [6] [7] Thus, MPC and SSTC form a two-layer MPC structure like LP-MPC or QP-MPC. The controller with such a cascaded structure is called Two-stage Model Predictive Control (TMPC) in order to distinguish it from traditional MPC. [5, 6, 8] There are two ways to develop the steady-state predictive model in the SSTC layer. One way is to use quadratic approximation of the comprehensive nonlinear steady-state process model proposed by Qin and Badgwell, [9] and Tatjewski and Ławry nczuk. [10] In addition, the neural Hammerstein model can be used to improve the speed of online linearization. [11] The model used in the SSTO should be consistent with the comprehensive steady-state nonlinear model used at the LSSO layer, so the modelling error is small. However, this method also has the problem of inconsistencies between the optimal setpoints and the steady-state operating point of MPC, because the inconsistency between the nonlinear steady-state process model and the dynamic MPC model may cause the MPC regulator to distribute final steady-state errors for both the inputs and outputs, which can result in steady-state offsets in the system. [12] In the other approach, the steady-state gain matrix for dynamic models proposed by Kassmann et al. [4] was applied in the MPC-DO, which is simple and practical, and new predictive models need not be developed again, so the method is used in the industry frequently. However, the integrating process is a non-self-regulating system without a steady-state gain matrix, and the steady-state predictive model of the integrating process is uncertain, so challenges are brought in the steady-state target calculation of the integrating process. The existence of uncertainty in the model parameters of the SSTC layer can lead to unstable or cyclic targets which can significantly affect the overall performance of the controller. [13] In the literature, [13] a new approach using a post-optimality analysis was proposed to study the effect of uncertainty in model parameters on the optimal solution of SSTC. Many methods have been proposed to deal with the problem of model uncertainty using robust optimization. [14] [15] However, these studies highlighted the improvement in the performance without determining stability limits. An approach of steady-state target optimization was presented by Lee and Xiao, [8] but it is only applicable to the square system (the number of integrating output variables is equal to that of input variables), and is not applicable to the fat system (the number of integrating output variables is smaller than that of input variables) or the thin system (the number of input variables is smaller than that of integrating output variables).
Recently, a combined solution of the TMPC into one economic MPC formulation has been proposed and received a great deal of attention. [16] In the hierarchical control system with SSTC, there are three optimization problems to solve: the nonlinear LSSO problem, the SSTC linear programming (quadratic programming) problem, and the MPC optimization problem. Some scholars have integrated the LSSO and the MPC-DO, thus the SSTC need not be introduced (leaving one integrated optimization problem instead of three). [17, 18] However, such attempts can usually be realized only in a process with specific features. [19, 20] Its model is a comprehensive nonlinear steady-state model which is an integration of a MPC-DO with high frequency and a LSSC with low frequency, so the economic optimization problem is usually timeconsuming. The two optimization problems (SSTC and MPC-DO) with the same sampling rate were integrated to avoid this problem. [17] In this paper, integrating the economic and dynamic rolling optimization is based on the above idea, and a new constrained model predictive control approach with the economic optimization for integrating processes is proposed. The problem of model uncertainty for integrating processes is effectively solved.
MODEL UNCERTAINTY FOR INTEGRATING PROCESSES
It is assumed that all of the models are the standard step response model (FSR) for linear time invariant systems (LTI) in this paper.
The step response coefficients of the integrating process are represented by fa 1 ; a 2 ; Á Á Á ; a N ; a Nþ1 g. where . However, these processes can be regarded as the integrating process if the rates of change of the output variables are within a narrow range, as shown in Figure 1 .
An integrating process is different from a stable one, because the steady-state target calculation for an integrating process is related to the location of the steady-state operating point, which is unknown. That is to say, the steady-state model of integrating processes is uncertain. As shown in Figure 2 , it is assumed that the input increment is not constrained, and can reach steady-state operating points in one step, while the output has no integral error.
The input and output curves are shown in dashed lines in Figure 2 . However, in many cases, the input increment is constrained, and the input requires multiple steps to reach steady-state, as shown in the solid line in Figure 2 . The steady-state values of outputs will be affected by integral action at each step before reaching steady state.
Singhal and Qin [21] summarized the sources of uncertainty in the steady-state solution. The main source of uncertainty of the steady-state solution comes from the parameter in inequality constraints. Another source of uncertainty comes from the steadystate gain matrix. These uncertainties can lead to non-optimal or unstable targets, because the steady-state optimal points lie at the vertex of constraint boundaries and such uncertainty can make it bounce around a different vertex. [13] As the source of uncertainties can never be known exactly, it is difficult to guarantee that steadystate error would be entirely eliminated. Failure to ascertain the steady-state targets can result in overall controller instability, in addition to highly suboptimal operation of the process. [21] 
RATE BALANCE CONSTRAINT OF INTEGRATING SYSTEM
For integrating systems, in order for the outputs to indeed settle to constant values, we must make sure that [8] 
Step response model of integrating process. that is,
where M is the control horizon, N is the modelling horizon, and
The process is supposed to possess m manipulated variables, p controlled variables, and d feedforward disturbance. fa ði;jÞ;1 ; Á Á Á ; a ði;jÞ;Nþ1 g (i ¼ 1 Á Á Á p, j ¼ 1 Á Á Á m) are the step response coefficients of the jth manipulated variable to ith controlled variable. fb ði;jÞ;1 ; Á Á Á ; b ði;jÞ;Nþ1 g (i ¼ 1 Á Á Á p, j ¼ 1 Á Á Á d) are the step response coefficients of the jth feedforward disturbance variable to ith controlled variable. Hence, the equation of rate balance is:
where
. . .
DU s ðkÞ ¼
. . . ; DF s ðkÞ ¼ 
TWO-STAGE MPC FOR INTEGRATING SYSTEM
The structure of a hierarchical control system is shown in Figure 3 , which is composed of plant-wide optimization, [22, 23] Local SteadyState Optimization (LSSO), TMPC, and basic feedback control. The control action is performed by a number of regulators working at different time scales in hierarchical multilayer systems. The TMPC portion is composed of a SSTC layer and a DO layer. [1, 2, 11, 24] The task of the SSTC layer is to compute the setpoints both for the controlled variables and for the manipulated inputs, and that of the DO layer to solve a constrained linear or quadratic optimization problem. Both are executed at the same frequency. [5] SSTC can track the optimal setpoints from the LSSO layer, form a separate optimization problem with respect to a performance index representing an economic criterion breaking away from the hierarchical control system, and unite MPC-DO to constitute the TMPC structure.
Dynamic Optimization in the TMPC
The multi-step predictive model of the integrating process is ; and P is the optimization horizon.
In the rolling optimization process, the performance indicator shown as follows is minimized in every execution cycle:
such that
U min UðkÞ U max ð10Þ
where 
Steady-State Target Calculation in the TMPC
It is assumed that the inputs become constant starting at time k þ m -1 and their settling values are indeed to make the outputs settle to finite values. The steady-state predictive equation is:
where:
There is no steady-state gain in the FSR model of the integrating process, so the method proposed by Kassmann et al. [4] cannot be used to confirm the steady-state predictive model of the integrating process.
A steady-state economic optimization model presented by Lee and Xiao [8] is shown as follows:
such that 
Steps: 1) DU s ðkÞ is obtained through the rate balance Equation (4), and these constraints, as follows, need to be satisfied. The solution DU s ðkÞ is denoted as DU Ã s ðkÞ:
We can observe from the above steps that the method of steadystate optimization proposed by Lee and Xiao [8] is limited because the value of DU Ã s ðkÞ must be calculated in Step 1). For Step 1), it is constrained to get the unique solution. That is, it requires that the number of integrating output variables must be equal to that of input variables in the rate balance Equation (4) which is linearly independent. However, many systems do not satisfy the constraint. There will exist infinite solutions for Equation (4) especially when the number of input variables is greater than that of the integrating output variables. So we must reconsider the calculation method of steady-state optimization for the integrating process.
CONSTRAINED MODEL PREDICTIVE CONTROL WITH ECONOMIC OPTIMIZATION
Based on the literature, SSTC and MPC-DO are integrated to a new optimization layer to solve the steady-state optimization problem for integrating processes. [1, 25, 26] This new optimization layer is named MPCEO (MPC with Economic Optimization) as shown in Figure 4 . The SSTC and DO of TMPC are still able to be achieved by MPCEO functionally, but cannot be solved independently.
Steady-State Predictive Equation for Integrating Process
Equation (12) is modified to obtain the steady-state predictive model which can reflect the dynamic execution process of manipulated variables:
. . . 
Constrained Model Predictive Control with Economic Optimization
In Figure 3 , the dynamic optimization objective function in the MPC-DO layer and steady-state optimization objective function in the SSTC layer are shown as follows, respectively: In order to reflect the impact of dynamic input to the steady-state predictive output in the steady-state target calculations, the steady-state predictive Equation (23) 
U min UðkÞ U max ð36Þ MÂm Q y , Q u , R are the output error weight coefficient, input error weight coefficient, the input increment restrain coefficient, respectively. Taking the manipulated variable sequences of multi-step prediction as the decision variables, the method can effectively solve the steady-state optimization problem for the integrating process when economical optimization of the inputs and the outputs is considered.
The calculation procedures of constraint MPC with economic optimization for the integrating process are as follows:
Firstly, A u , S r U , S r F are determined according the step response of the integrating process; then the optimization horizon P, control horizon M, modelling horizon N, and the positive real matrix Q y , Q u , R are selected.
Second, the following procedures are repeated in each sampling period:
1) The measured values of inputs UðkÞ and outputs YðkÞ are sampled.
2) The input increments DUðkÞ are calculated
3 4) The predicted errors eðkÞ of outputs are calculated
SIMULATION EXAMPLES
Example 1
The two-tank system (shown in Figure 5 ) is represented by the following transfer matrix [8] 
The two-tank system is a square system. Dy 1 and Dy 2 are all integrating variables. When disturbance 4w ¼ 0.1 and control horizon M ¼ 5, the curves of optimal setpoints are shown in Figure 6 and the curves of actual input-output are shown in Figure 7 using the MPCEO algorithm.
When disturbance 4w ¼ 0.1 and control horizon M ¼ 6, the curves of optimal setpoints using the MPCEO algorithm are shown in Figure 8 and the curves of actual input-output are shown in Figure 9 .
In Figures 6-7 , after k ¼ 156, the steady-state values and the optimal setpoints of input and output settle at [1.1; 1.1] and [11.8; 12.6] . In Figures 8-9 , after k ¼ 183, the steady-state values and the optimal setpoints of input and output settle at [1.1; 1.1] and [11.2; 12.6] .
The steady-state inputs are the same, but the steady-state outputs are not the same in the two simulation results (Figures 7  and 9 ), which is caused by the model uncertainty of the integration process, since the different control horizons M lead to different actual inputs, thereby affecting the steady-state operating points of the outputs. Simulation results show that the MPCEO algorithm can solve the steady-state optimization problem of the square system with integrating variables.
Example 2
The Benchmark model of heavy oil fractionating column in the Shell Company is transformed to the following model: T and ½0; 0; 0 T , respectively. The following optimization target must be achieved:
According to the simulation model described above, we can observe that there are 3 input variables and 1 integrating output variable, which makes the method of steady state optimization proposed by Lee and Xiao [8] not work because the value of DU Ã s ðkÞ cannot be determined. However, the method in this paper works without this constraint, and can solve this optimization problem very well. When there is no disturbance, the curves of optimal setpoints using the MPCEO algorithm are shown in Figure 10 , and the curves of actual input-output are shown in Figure 11 .
In Figure 10 , the optimal setpoints of input and output variables are dynamically adjusted according to the changing of the MPC control variables until the system reaches steady-state, because the executing frequency of steady-state optimization is Figure 6 . Simulation results of the optimal setpoints for the two-tank system when M ¼ 5. , and all optimal setpoints satisfy the input and output constraints. Because there is no disturbance in this system, the actual values of input and output variables should finally be stabilized at the steady-state optimal setpoints.
In Figure 11 , the steady state value of the input and output variables are [0.5; À0.08075; À0.3237] and [À0.02147; 0.147; À0.498] respectively, which all satisfy the constraints. Compared with the optimal setpoints at k ¼ 363, the errors are [0 %; 0.56 %; 0.12 %] and [2.85 %; 1.45 %; 0.08 %] respectively. All the errors are less than 2.85 %, because the errors are mainly caused by numerical calculations. The simulation results fully prove that the optimization process has reduced the influence of model uncertainty of the integrating process on steady-state optimization to the minimum, and the optimization problem of the integrating process is completely solved.
When stochastic disturbance is added to the integrating system, the changing curves of optimal setpoints using the MPCEO algorithm are shown in Figure 12 , and the curves of actual input and output are shown in Figure 13 .
In Figure 12 , the optimal setpoints of input and output variables settle at [0.5; À0.1706; À0.2555] and [0.2533; 0.0107; À0.3743] respectively after k ¼ 114, and all the optimal setpoints satisfy the constraints of input and output.
We can observe from Figure 13 Evidently, for Example 1 in Table 1 , the integral element of the control system is a pure integrator and the disturbance is known, so the error is 0. For Example 2, the error between the steady-state value and the optimal setpoints of the integrating output variable is only 0.0021 in the absence of disturbance, because the final actual output value (steady-state value) can be stabilized at the optimal setpoint, indicating that the steady-state predictive model can effectively predict the future output of the integrating variable. In the case with unmeasured disturbances, the error between the steady-state values and the optimal setpoint of the integrating output variable is only 0.00557, indicating that the proposed method is still valid even if there is disturbance. The above results show that the proposed method in this paper can effectively reduce the impact of model uncertainty on the integrating process to the SSTC.
CONCLUSIONS
An integrating system is a non-self-regulating system, and its steady-state predictive model is uncertain, so steady-state optimization is difficult to realize. In this paper, the input increment sequence predicted by the dynamic optimization is introduced as important information to the steady state prediction model, thus the effect of model uncertainty is eliminated. The steady-state optimization problem for integrating processes is finally solved. 
