Regulatory bodies have predicted an impending shortage in commercial radio frequency spectrum in the near future.
Introduction
The Federal Communications Commission (FCC) of the United States of America (USA) and various other regulatory bodies worldwide have found that in many frequency bands the radio frequency spectrum is currently underutilised. This is in spite of recent trends towards an increase in the demand for wireless connectivity [1] . With most of the useful radio spectrum already allocated, it is becoming difficult to find vacant bands to either deploy gather spectrum occupancy information for a wide range of frequencies over long periods of time. A modular hardware system and software environment was developed to deliver detailed information about the occupancy of various commercially utilised South African frequency bands.
These included the ultra-high frequency (UHF) and global system for mobile communications (GSM) bands. Measurements were thus taken from the following bands,
• UHF (470 MHz -854 MHz),
• GSM 900 downlink (935 MHz -960 MHz), and
• GSM 1800 downlink (1805 MHz -1880 MHz).
Data was collected from a six week long measurement campaign in the Hatfield area of Pretoria, South Africa [16] .
The measurement site (GPS Co-ordinates: S25
• 45 ′ 11
′′

E28
• 13 ′ 42 ′′ ) was situated on the Hatfield campus of the University of Pretoria, which is located in a typical urban area with a large student population density. The surrounding area is predominantly characterised by schools, office blocks, shops and student accommodation. The design and configuration of the measurement campaign is described in this article.
A technique for extracting the information bearing component from the noise component of a measured signal, described as the maximum normal fit (MNF) method, is described and used to calculate spectrum occupancy. Detailed information pertaining to the calculated occupancy of the measured bands is then presented and compared to the findings of various other measurement campaigns.
Measurement system
In this section the design and configuration of the measurement system is presented. The physical measurement configuration is illustrated in Fig. 1 .
Hardware subsystem
The hardware configuration of the measurement system is illustrated in Fig. 2 in the form of a functional block were located in an office in the Engineering II building of the University of Pretoria.
Software description
The software for the measurement campaign has been divided into three separate applications: interface and control software to locally control the SA, manage data files and report on operational status; remote control software to remotely schedule the scans to be performed and allow for easy access to the system configuration function from a remote location; and data backup software to securely store the result files on the backup server. Each component is illustrated in Fig. 3 and then moves them to the data storage server, FU H4.
System calibration and sensitivity
The major functional components of the measurement system have all been calibrated using an Agilent E5071C ENA series network analyser. Fig. 4 illustrates the complete system link budget and includes the calibrated gains for the antenna G a , the coaxial cables (LMR 600, G cl , and Sucoflex 100, G cs ) and the LNA G lna .
The total calibrated gain of the system G tot , illustrated by the red line in Fig. 4 , is a linear combination of the gain curves of all the major physical elements of the system and may thus be calculated as follows,
The receiver sensitivity of the system S r was also calculated to assist in determining the detection threshold λ T .
This was calculated by subtracting the total calibrated gain G tot of the system from the received signal r(n) as follows,
Measurement description and schedule
During the measurement campaign, six week's worth of data were collected using the energy detection technique [17] . A measurement schedule was developed so as to maximise the number of samples that may be recorded over a period of time. Consecutive measurements were thus taken daily, spaced at two hourly intervals. During each scan, 1500 sweeps over the band of interest were completed.
Each sweep sampled a number of points relating to the typical resolution of the channels being used in that band.
Since channels in the GSM bands are traditionally spaced 200 kHz apart, the sampling resolution was set at 100 kHz.
The UHF band is typically used for terrestrial television broadcasting, in South Africa, with a channel bandwidth of 8 MHz. The resolution of this band was thus set at 2 MHz. The bands measured, as well as the employed measurement band resolution, are listed in Table 1 .
Spectrum occupancy
To calculate spectrum occupancy it is necessary to separate the information carrying component of a measured signal from its noise component. In this section the method employed for this purpose is described.
Signal detection
As previously mentioned, the energy detection method was selected to capture activity on the measured bands.
Energy detection is one of the most commonly implemented approaches to spectrum sensing in CR applications. Signal detection is performed by comparing the output of an energy detector to a predetermined threshold. This threshold is influenced by the environmental noise floor. Mathematically, the detected signal may be represented by the following signal model [17] ,
where s (x) is the transmitted signal and w (x) denotes additive white Gaussian noise (AWGN). If one assumes that channel occupancy follows a binary model of being either unoccupied H 0 or occupied H 1 , then the following binary hypothesis may be formulated,
To test this binary hypothesis a signal detection threshold λ needs to be calculated under noise only conditions. A decision metric Y may then be compared against this threshold to determine channel occupancy [18] .
Signal detection performance may be defined in terms of the probability of detection P d and the probability of false alarm P f a [19] . These probabilities are also known as the receiver operating characteristics (ROC). Apart from P d , the measured signal may suffer from another type of error, namely the probability miss-detection P md , which is given as, P md = 1 − P d . It is desirable for both P f a and P md to be minimised. These erroneous conditions are defined as follows [20] : the miss-detection probability is the probability of detecting the band of interest to be free when it is actually already occupied,
and the probability of false alarm is the probability of detecting a channel to be occupied by a PU when the PU is not actually present.
Threshold calculation
The detection threshold λ needs to be calculated so as to allow for the binary hypothesis, described in (4), to be and that it follows a Gaussian distribution. However, in contrast to the ROHT method, the MNF method does not require that the distribution of the signal component of (3) be specifically defined. Furthermore, the MNF method follows a 'best-fit' approach to calculating the noise threshold, as opposed to the 'recursive-removal' approach followed by the ROHT method [21] . In the MNF method the statistical distribution of the signal and noise components is estimated and the point where they intersect is computed as the detection threshold.
Maximum normal fit algorithm
The probability density function (PDF) of the received signal, r(x), can be described by the following expression,
where α is the amplitude, µ the mean and σ the standard deviation of the combined distribution. The PDFs of the noise and signal components of (7) can be defined by f RN and f RS respectively, and are assumed to follow a Gaussian distribution.
The MNF algorithm commences by attempting to isolate the peak values of this distribution by computing the roots of (7). These roots are calculated by determining where the approximate gradient of (7) is equal to zero,
The approximate gradient is computed by calculating the differences between the adjacent elements of (7).
The first root is assumed to represent the peak value P N of the noise component and the second root, the peak value P S of the signal component of (7) . The sample at the first root is used to estimate the mean µ N of the noise distribution and the sample at the second root to estimate the mean µ S of the signal distribution. The MNF algorithm continues by isolating the noise component of (7) by using P N ; the first half of the noise distribution is found by taking all the samples from the lowest sample up to the sample containing P N . The second half of the distribution is found by mirroring the first half, resulting in the following distribution,
The amplitude term α N in (9) , is assumed to be P N . The initial standard deviationσ N and amplitudeα N of the estimated noise distribution are randomly guessed (within arbitrary selected minimum bounds) and compared to the isolated noise component (7), as follows,
where, f N is the estimated noise distribution as described by the following expression,
If the maximum difference in (10) for any value of x is not sufficiently small, then the standard deviationσ N and amplitudeα N are increased (the size of the increase and minimum bound leads to a trade-off between the convergence time and the accuracy of the algorithm). This process is continued until this difference becomes sufficiently small, such that,
where ǫ represents an arbitrary small value, e.g. ǫ = 10 −3 .
At this point, the values forσ N andα N are taken to be the mean and standard deviation of the final estimate of the noise distribution.
The signal component f RS is then isolated from f R by subtracting the noise distribution estimate f N from f R as follows,
Once estimates for the amplitude, mean and standard deviation of the noise distribution have been calculated, the estimated signal distribution f S (x,α S ,μ S ,σ S ) is obtained by repeating the same procedure as described from (9) to (12) . From this process, estimates for the amplitudê α S , meanμ S and standard deviationσ S of the signal distribution, are obtained. Hence, the intersection of the two estimated PDFs (f N and f S ) is computed as follows,
The roots of (14) represent the detection threshold λ. 
Validation
Simulations were run to determine the best method to employ for calculating channel occupancy. The same approach and dataset was used when comparing the ROHT method to the MNF method. The approach followed, was to apply both methods to a specific time instant and spectrum segment, due to the fact that noise and signal statistics may vary over time and frequency, e.g., due to varying transmit power levels and fading of the channels over time.
This results in a vector of noise thresholds, i.e., one value for each time instant and spectrum segment pair (each consisting of different noise and signal statistics).
The MNF method, applied to a channel that was simulated to be 40% occupied with a SNR of 3 dB, is illustrated in Fig. 5 . Both the PDFs of the noise and of the signal were identified, and the threshold was calculated to be 0.7604 (in terms of normalized power). This resulted in an error of about 9.82%. The application of the ROHT method to the same data set, illustrated in Fig. 6 , resulted in the threshold being calculated as 1.608 (in terms of normalized power) and ultimately lead to an error of 88.64%.
In Table 2 , the MNF method is shown to also greatly outperform the ROHT method in other spectrum occu- pancy scenarios. The MNF method is not only significantly more accurate than the ROHT method, but it is also more versatile since no assumptions about the distribution of the signal component of (3) are required. Compared to the ROHT method, these advantages make the MNF method the preferred solution. The performance of the MNF algorithm can also be related to P f a and P md .
If the calculated PDFs for both the noise and signal components of (3) are assumed to be fairly accurate, then the area under both curves should represent the sum of P f a and P md . Furthermore, there exists a point, under the two curves, where the area to the left (missed-detection) equals the area to the right (false-alarm). If this point is chosen as the threshold λ, then theoretically the same number of signal-samples will be missed as would be falsely identified. This would be the ideal solution for λ from a 
channel-occupancy perspective.
A graphical depiction of this process (for an instantaneous sample of the data that was measured in the GSM 900 MHz band) is illustrated in Fig. 7 . The PDF to the left (coloured in purple) is assumed to represent the noise component of (3) and the PDF to the right (coloured in green) is assumed to represent the signal component of (3). The threshold λ, calculated using the MNF method, is indicated by the dotted black line.
Occupancy calculation
The occupancy of the bands measured was determined firstly by, calculating the value of λ and then by determining which of those measurements have actually exceeded 
where, 
Results
Presented
UHF bands
In light of the impending switch over from analogue to digital television in South Africa, measurements were Fig. 8 . A heat map of the average measured power of the UHF bands, over the course of an average day, is presented in Fig. 9 . The average percentage occupancy over the same period is also provided.
From these plots, it is evident that although a number of strong signal components were present in the UHF band, it was found to be fairly underutilised at approximately only 20%. It was also clearly evident that there was very little fluctuation in the occupancy of this band over time. The lack of variation in occupancy was, however, to be expected as this band is primarily used for broadcast television. The low occupancy of this band is indicative of the relatively small number of terrestrial television stations available to South African viewers and the opportunity for better utilisation thereof.
GSM 900 MHz bands
A plot of the average measured power, across the GSM 900 MHz range of down-link frequencies, is presented in Fig. 11 . It is immediately evident that there appears to be a significant amount of activity in these bands. 
Hourly occupancy
In Fig. 12 , a heat map of the average measured power of the GSM 900 MHz down-link bands is presented. The corresponding percentage occupancy of these bands is provided in Fig. 13 . It is immediately evident that the occupancy of both bands fluctuates over the course of the day.
From Fig. 13 , it may be deduced that activity within the GSM 900 MHz bands appears to be at its lowest between 02:00 04:00 06:00 08:00 10:00 12:00 14:00 16:00 18:00 20:00 22:00 24:00 00:00 and 07:00, dropping to roughly 82% after which occupancy then increases to 92% by 10:00. Occupancy then remains relatively constant until approximately 22:00 after which it begins to steadily drop until 04:00 the following morning. This pattern is not surprising, as occupancy seems to be low when mobile users are likely to be sleeping and high when they are likely to be involved in business or work activities.
Daily occupancy
In Fig. 14 However, it is interesting to note that there seems to be a small spike in activity of around 2% on Thursdays before the slight drop in activity over the weekends.
GSM 1800 MHz bands
A plot of the average measured power across the GSM 1800 MHz range of frequencies is presented in Fig. 16 . MHz band over the course of an average week.
Hourly occupancy
In to 40% occupied compared to 80% to 90%).
In Fig. 18 , it appears that the first and last 10 MHz, of both the up-link and down-link portions of the GSM 1800
MHz bands are completely unoccupied. It is possible that the considerably lower occupancy of the GSM 1800 MHz may be partly explained by this observation.
Daily occupancy
In Fig. 19 , a day-to-day heat map of the average mea- 
Comparative analysis
In Table 3 , a brief comparison is made between the results obtained from this measurement campaign, and those obtained from various measurement campaigns in other cities around the world. A comparison is made against the reported average occupancy of bands used for television broadcasting as well as those used for mobile cellular communications in Chicago, Vienna (Virginia) and Dublin (Ireland) [5, 10, 6] . The values presented in Table 3 Certain observations can be made from Table 3 It must be noted that regulatory policy surrounding frequency planning differs amongst these locations. It is thus difficult to obtain an exact comparison of occupancy, since there are differences in the bandwidths set aside for mobile communication for each country and in the number TV stations operating at each location. However, it is clear that there is still available spectrum in the TV and cellular bands, that could be exploited by more spectrally efficient technologies such as cognitive radio.
Conclusion
A spectrum measurement system was developed and measurements were taken in attempt to gather more in- While the maximum occupancy of the GSM 900 MHz band was calculated to be much higher at approximately 92%
and that of the GSM 1800 band to be approximately 40%.
However, the GSM 900 MHz and 1800 MHz bands did exhibit fluctuations in occupancy of between 10% and 20% respectively according to the time of day. Slight variations of between 1% and 3% were also evident over the days of the week.
A comparison against the findings of other spectrum occupancy studies around the world shows varying degrees of occupancy for the TV and cellular bands but does, however, indicate that there is available spectrum that could be exploited by more spectrally efficient technologies, such as cognitive radio.
Further measurement campaigns, across other parts of the country, would be beneficial to the regulatory body.
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