Sampling is the key aspect for Nyström extension based spectral clustering. Traditional sampling schemes select the set of landmark points on a whole and focus on how to lower the matrix approximation error. However, the matrix approximation error does not have direct impact on the clustering performance. In this article, we propose a sampling framework from an incremental perspective, i.e., the landmark points are selected one by one, and each next point to be sampled is determined by previously selected landmark points. Incremental sampling builds explicit relationships among landmark points; thus, they work together well and provide a theoretical guarantee on the clustering performance. We provide two novel analysis methods and propose two schemes for selecting-the-next-one of the framework. The first scheme is based on clusterability analysis, which provides a better guarantee on clustering performance than schemes based on matrix approximation error analysis. The second scheme is based on loss analysis, which provides maximized predictive ability of the landmark points on the (implicit) labels of the unsampled points. Experimental results on a wide range of benchmark datasets demonstrate the superiorities of our proposed incremental sampling schemes over existing sampling schemes.
INTRODUCTION
In recent years, spectral clustering has become one of the most popular modern clustering algorithms, since it often outperforms traditional clustering algorithms such as landmark points, the SC of the p + 1 landmark points could be calculated with the SC of the p landmark points. This immediately suggests an incremental sampling scheme for Nyström extension-based spectral clustering, which starts with a fixed number of initial landmark points and selects new landmark points one by one such that the estimated SC is minimized, until a desired number of landmark points is reached.
The second scheme is based on loss analysis. Instead of analyzing the matrix approximation error or top eigenvectors approximation error, we directly focus on the clustering performance of the sampled set. Since sampling-based clustering is substantially using the landmark points to predict the underlying categories of the unsampled points, we introduce a concept called predictive ability to analyze the clustering performance of the sampled set. With loss analysis, we show that a sampled set with the maximum predictive ability can predict the categories of the unsampled points with the minimum expected loss, thus leading to the optimal clustering result. Our analysis suggests a simple but effective greedy incremental sampling scheme for Nyström extension-based spectral clustering. When adding a new landmark point to p fixed landmark points, the proposed scheme selects the unsampled point, which is the toughest to be correctly predicted by the current sampled set; thus, the predictive ability of the whole p + 1 landmark points could be maximized.
The proposed clusterability analysis-based incremental sampling (IS) scheme and loss analysis-based incremental sampling (LS) scheme preponderate over existing sampling schemes in the following aspects:
-Instead of trying to optimize the matrix approximation error, which does not have direct impact on the clustering performance, IS and LS try to optimize criteria (cluterability and predictive ability) that are closely related to the clustering performance; thus, they provide a guarantee on the clustering performance. -IS and LS are incremental sampling schemes. In each step, only local information related to the landmarks points is needed. Thus, the schemes could be implemented online and could benefit very large datasets. -IS and LS exploit only the similarities between landmark points and the unsampled points, without considering representations of data attributes; thus, it could easily be applied to applications such as image segmentation where some other schemes like k-means-based sampling cannot be applied. -Both IS and LS are simple to be implemented. Moreover, they provide flexibility on the number of landmark points. -Most importantly, IS and LS result in higher clustering quality than existing sampling schemes, which is verified by various experiments on clustering tasks of synthetic datasets, UCI datasets, some large-scale datasets, and image segmentation tasks from the Berkeley Segmentation Dataset and Benchmark. -Experiments also show that the efficiencies of IS and LS are higher than that of the baselines.
A preliminary version of this article was presented in the proceedings of the 11th International Conference on Data Mining (ICDM'11) [Zhang and You 2011] . In this article, we extend the preliminary work in the following aspects: (1) We propose the general incremental sampling framework and state that this is a novel perspective on sampling for Nyström extension-based spectral clustering. (2) We propose the loss analysis-based incremental sampling scheme, which is a novel one not presented in the preliminary version. (3) We analyze the complexities of the proposed incremental sampling schemes. (4) We experimentally investigate the performances of the proposed schemes on much more and much larger datasets. 
PROBLEM DEFINITION

Nyström Extension
The Nyström extension method is originally used to solve the eigenfuntion of integral equations in the form
K(x, y)φ(y) p(y)dy
where p(y) indicates the underlying probability density function, φ(x) represents the eigenfunction, and K(x, y) denotes the similarity between x and y. It is applied to speed up kernel machines in Williams and Seeger [2000] . To start with, one needs to choose m landmark points Z = {z 1 , z 2 , . . . , z m } from the given datasets X = {x 1 , x 2 , . . . , x n } with x i ∈ R d (m n). For any given point x in X, using the Nyström method, we have
whereφ (x) is an approximation to the true φ(x). Equation (2) cannot be solved directly, asφ(x) and λ are both unknown. Denote the similarity matrix between the landmark points by S with S ij = K(z i , z j ). Substituting x with z i in Equation (2) and writing it in matrix form, we have
are the eigenvectors of S and = diag{λ 1 ,λ 2 , . . . ,λ m } is a diagonal matrix. For an unsampled point x, the jth eigenfunction at x can be approximated asφ
With the above equation, the eigenvector for any given point x can be approximated by the eigenvectors of the landmark points Z.
Applied to Spectral Clustering
In spectral clustering, the eigenvectors are required to be orthogonal to each other. Therefore, how to orthogonalize the approximated eigenvectors is key to apply Nyström extension to spectral clustering. Let S = U S S U T S be the eigendecomposition of S and E denote the similarity matrix between landmark points and the remaining points, with E ∈ R m×(n−m) . Then, Equation (4) can be written in matrix form as E T U S −1 S , which signifies that the affinities between the unsampled points no longer need to be computed. Denote W ∈ R n×n as the similarity matrix between all the data points and, without loss of generality, rearrange the points such that the landmark points come first. In this way, W can be written in a block matrix form as
where A ∈ R (n−m)×(n−m) is the similarity matrix between the unsampled points. Using the approximated eigenvectorsÛ = [U S ; E T U S −1 S ], it is shown in that W can be estimated aŝ
Recall that to calculate the NCut, the similarity matrix is required to be normalized. We need to know the row sums of W to acquire D. Without knowing A, D can be estimated through the row sums ofŴ . Depending on the definiteness of S, two different approaches are proposed .
2.2.1. When S is Positive Definite. All the eigenvalues of matrix S are positive and S −1/2 is defined. The normalized approximated eigenvectors are obtained bŷ
where
, it is easy to verify thatŴ = V V T and V T V = I.
THE PROPOSED INCREMENTAL SAMPLING SCHEMES
Framework
We aim to design an incremental sampling framework for Nyström extension based spectral clustering, which has the following properties: (1) The landmark points are selected one by one, and each next one is determined by existing landmark points.
(2) The selecting-next-one procedure only needs local information related to landmark points; thus, it can be implemented online. (3) The sampled set has a theoretical guarantee on the clustering performance, and the number of the landmark points can be approximately estimated. (4) The clustering performance increases with the number of landmark points, and we can improve the performance of a given sampled set by adding more landmark points. The main steps of the proposed framework are summarized in Algorithm 1. Using a heuristic strategy to select the next landmark point x p+1 , and add its index p + 1 into I
4:
Update related variables used in the heuristic method 5: end while
The key point of incremental sampling is the analysis on the clustering performance of the sampled set. We propose two analysis methods, which lead to two incremental sampling schemes.
Clusterabiltiy Analysis-Based Incremental Sampling
3.2.1. Motivation. The following motivating example could be used to explain our sampling scheme. Assume that we are given a dataset X = {x 1 , x 2 , . . . , x 10 }, and all the points belong to four different clusters, i.e., {x 1 , x 2 , x 3 , x 4 } ∈ C 1 , {x 5 , x 6 } ∈ C 2 , {x 7 , x 8 } ∈ C 3 , and {x 9 , x 10 } ∈ C 4 . Let I i be an i × i matrix with all entries equal to 1. Then, in the ideal situation, where the intra-cluster similarities are 1 and the inter-cluster similarities are 0, the similarity matrix of X is
Suppose that four landmark points {s 1 , s 2 , s 3 , s 4 } are sampled from the four clusters, respectively. The affinity matrix formed by the sampled points would be a 4 × 4 identity matrix, of which the ith eigenvector would be a vector e i with e ii = 1 and e ij = 0 for j = i. As discussed in Section 2, the Nyström method can successfully embed the points belonging to the same cluster in X into the same landmark point, whereas points of different clusters will be projected to different landmark points. Hence, it is trivial for k-means (used in the final step in spectral clustering) to achieve the correct clustering results.
However, if the sampled four landmark points are not from the four clusters, but only one cluster, for instance, s 1 , s 2 , s 3 , s 4 ∈ C 1 , spectral clustering using the Nyström method will fail to clusters C 2 , C 3 , and C 4 since the points in C 2 ∪ C 3 ∪ C 4 will be mapped to the same landmark point. In other words, the points in C 2 ∪ C 3 ∪ C 4 are not well represented by the landmark points. The above phenomenon suggests that the landmark points should be sampled in such a way that all the points are represented by the landmark points appropriately.
Continuing with the above toy example, if we have sampled S = {s 1 , s 2 , s 3 } from C 1 , C 2 , C 3 , respectively, then in order to obtain the correct clustering result, it is desirable that we sample the next point s 4 ∈ C 4 . Denote w u as a similarity vector whose elements are the similarities between one unsampled point u and all the sampled landmark points. Note that for any point u ∈ C i (i = 1, 2, 3), the similarity matrix between u and S would be w u = e i , whereas for u ∈ C 4 , the similarity vector is w u = [0 0 0] T . If we view w u as the observed values of some variable y, for u ∈ C 4 , the variance of y is var(y) = 0, and for u / ∈ C 4 , var(y) = 2 9
. Hence, if we want to choose s 4 such that s 4 ∈ C 4 , we can calculate the variance as above; the point with the minimum variance should be our best choice.
3.2.2. Clusterability Analysis of Eigenvectors. As discussed in previous sections, to spectral clustering, though better matrix approximation implies a better clustering result, the impact of the matrix approximation error on clustering performance is not clear. It was noted in Hunter and Strohmer [2010] that the perturbation in the similarity matrix differs greatly from the perturbation of eigenvectors. In Hunter and Strohmer [2010] , the term clusterability is used to measure the clustering performance of a set of given eigenvectors. If two sets of eigenvectors have a small clusterability difference, their clustering results are similar. Let V k andV k represent the top-k eigenvectors of W andŴ, respectively, the clusterability difference between V k andV k cannot be simply characterized by the norm V k −V k F . Actually, as shown in Hunter and Strohmer [2010] , the clusterability difference is closely related to the canonical angles, which is defined as below. Given the above definition, the clusterability difference between V k andV k is determined by the canonical angle, i.e., a small value of canonical angle represents a small clusterability difference between V k andV k . sin is used to represent the clusterability difference between V k andV k . The following lemma (which is also known as the sin theorem) gives the relationship between the perturbed eigenvectors and the canonical angles.
LEMMA 3.2 [DAVIS AND KAHAN 1970] .
Applying Lemma 3.2 to Nyström extension-based spectral clustering, we can give an upper bound of sin in the following theorem.
PROOF. As the column ofV k and the diagonal elements ofˆ k are the top-k eigenvectors corresponding to the eigenvalues ofŴ , we haveŴV k =V k k ; therefore,
According to the orthogonality ofV k , it is straightforward to have
where Tr(·) denote the trace of a matrix. Substituting the above results into Equation (8) will conclude the proof.
In Theorem 3.3, the conclusion holds on the condition that columns ofV k are orthogonal to each other; this is satisfied for spectral clustering.
1 The term A − E T S −1 E is referred to as the SC. In this way, the performance of the Nyström method-based spectral clustering is related to the SC. Let W I×J (use W I as the abbreviation of W I×I ) be an s × t matrix whose (i, j)th entry is given by (W I×J ) ij = W I i J j , where I = {I 1 , I 2 , . . . , I s } and J = {J 1 , J 2 , . . . , J t } are the indices of W. Then, S = W I , and the (i, j)th entry of SC can be given by the following lemma.
LEMMA 3.4 [BELABBAS AND WOLFE 2009]. Given the Schur complement SC(W
I ) = A − E T S −1 E,
the entry-wise of Schur complement can be given by
According to Lemma 3.4, a sampling method based on the determinant of S is proposed in Belabbas and Wolfe [2009] . In the following, we will analyze the SC from a different viewpoint, which leads to another sampling strategy. Our sampling method behaves in an incremental way. Assuming that we have picked p landmark points from the whole dataset, we want to choose the ( p + 1)th landmark point such that the SC will be minimized. Then, we can repeat the strategy, until we reach a total of m landmark points. Denote the set of indices of the sampled landmark points as I, and suppose that the index of the next chosen point is k, then we have
The following theorem shows that when adding a new landmark point to p fixed landmark points, the SC of the p + 1 landmark points could be calculated with the SC of the p landmark points. 
PROOF. Let n represent the numerator of Equation (12) and d be the denominator of Equation (12). Using some algebra techniques, let k be the index of the ( p + 1)th landmark point, n can be written as (in the following section we denote p = |I|)
are linearly independent vectors (the same is true for the rows). Therefore, w j is in the range of W I∪{i}×I∪{ j} , which is equal to
Then, one can easily verify that 
I ∈ R p× p is the cofactor matrix of W I . Similarly, according to the assumption det(W I ) = 0, we have w I in the range of W I with w I = W I γ , and then we reach the following equation:
From the above results, we conclude that Equation (13) holds.
3.2.3. The Sampling Scheme. Let C = γ T W I γ (note that W I is semi-definite since W is semi-definite in spectral clustering; thus, C ≥ 0), if we choose the next landmark point z p+1 such that C is large, then the overall SC error will be reduced.
. . , p} to be the eigendecomposition of W I , according to Theorem 2, if det(W I ) = 0, then V p = {v 1 , . . . , v p } will be the orthogonal basis of vector space R p . Hence, we can rewrite γ as a linear combination of V p :
where a i ∈ R is the correlation coefficient. Under this condition, we have
If we fix γ 2 = i a 2 i , then a larger a 2 p leads to a larger C. In other words, γ should be aligned to the biggest eigenvector of W I . Note that, as shown in Section 2, the similarity matrix W I in spectral clustering should be normalized. The largest eigenvector of the normalized similarity matrixW is D : similarity matrix between landmark points E ∈ R m×(n−m) : similarity matrix between landmark points and remaining points 1: Randomly chooses 2 points from the X, and add the indices into I 2: Calculate E the similarity matrix between the chosen points and remaining points 3: Calculate S the similarity matrix of the chosen points 4: Calculate s ∈ R (n− p) , the column variance of E 5: while |I| < m do 6: Find s min = min s, and add its index p into I
7:
Calculate similarity between x p and the remaining points, update E such that
Update S to add the similarity between x p and other samples 9:
Calculate s ∈ R (n− p) , the column variance of E 10: end while First, the algorithm randomly chooses two points 2 from the dataset X. Then, it computes the similarity matrix E between the landmark points and the unsampled points. The point with the smallest variance will be picked. Repeat the procedure, until a total of m landmark points are sampled. In terms of computing similarity matrix, during each iteration, only the similarities between the newly sampled point z p+1 and the remaining points need to be computed. And, the results can be stored for future use (in the next iteration and in Nyström extension).
Loss Analysis-Based Incremental Sampling
3.3.1. Motivation. We analyze the example S in Section 3.2.1 from another perspective. Suppose we have sampled S = {s 1 , s 2 , s 3 } from C 1 , C 2 , C 3 , respectively, and we want to sample the next landmark point s 4 ∈ C 4 . Denote w u as a similarity vector defined as above, and suppose four unsampled points {u 1 , u 2 , u 3 , u 4 } come from the four clusters, respectively. Note that for point u i (i = 1, 2, 3), the similarity matrix between u i and S would be w i u = e i , whereas for u 4 , the similarity vector is w
T . We assume that the similarity can be used to measure the probability of two points belonging to the same cluster, and then one unsampled point will most likely be represented by the landmark point with the largest similarity to it. Hence, for an unsampled point, its largest similarity to the sampled landmark points can be used to measure the certainty of whether it can be represented by landmark points. We can observe that the certainty of being represented by u 1 , u 2 , u 3 , u 4 is 1, 1, 1, 0, respectively, so u 4 is the point with the weakest certainty to be represented by the landmark points. In order to represent all the points of X, we should choose u 4 as the next point to be sampled. Therefore, if we want to choose s 4 such that s 4 ∈ C 4 , we can first use their largest similarity to the sampled set as their certainty of being represented, and then the point with the minimum certainty of being represented is the best choice.
3.3.2. Loss Analysis of Predicting Labels. We take the sampled set as the classifier to predict the underlying labels of unsampled points and then achieve a heuristic sampling strategy by using predicted loss analysis.
Note that if a point u can be represented by a landmark point s, it means that the category label of u can be estimated by the label of s. In other words, the landmark points can be used to predict the category of the unsampled points. In order to achieve good clustering results, we want to sample landmark points such that all the unsampled points can be well represented. Hence, a good sampling strategy should maximize the predictive ability of the sampled set. Given the dataset X = {x 1 , x 2 , . . . , x n }, sampled set S = {s 1 , s 2 , . . . , s p }, and the unsampled set S = {s 1 , s 2 , . . . , s n− p }. Assume the dataset X can be partitioned into k clusters and the points in the k clusters can be labeled with the set Y = {y 1 , y 2 , . . . , y k }. Given a sampled set, for each unsampled point, we first find the landmark point that can best predict its label and then define the predictive ability of the whole sampled set.
We first introduce a predictive function, which is used to predict the label information of unsampled points. We then evaluate the predictive ability of a sampled set by using the expectation of its predictive loss. Let l(·) be a function of achieving the underlying label of one point x i . For an unsampled point s ∈ S , let f (s |s) (s ∈ S) be a predictive function, which predicts the label of s according to the sampled point s. The definition of the predictive function is as follows.
Definition 3.6. Given the sampled set S and an unsampled point s ∈ S , the predictive function f , which predicts the label of s according to s, is defined as
Note that for a given unsampled point s , we can select any point s ∈ S to predict the label of s , and the prediction can be correct or incorrect. If the function f makes a correct prediction, f (s |s) = l(s ) ; otherwise f (s |s) = l(s ). To evaluate the predictive function, we use L(l(s ), f (s |s)), the loss function of f representing the cost associated with a prediction being "wrong," where l(s ) is the real value and f (s |s) indicates the predictive value. There are two situations for the result of one prediction: f (s |s) = l(s ), where f makes a correct predication and f (s |s) = l(s ) otherwise. Thus, we can describe the loss function L with 0-1 loss, which is frequently used in statistics and decision theory. The 0-1 loss assigns zero cost to a correct decision, and unit cost to a wrong decision. Hence, the loss function L(l(s ), f (s |s)) of predictive function f (s |s) can be defined as follows.
Intuitively, the smaller the expected loss, the stronger the predictive ability of the sampled set, indicating that the sampled set has a higher representativeness for the data. Given an unsampled point s , to predict its label, we should minimize the expectation of the loss and find the most appropriate landmark point for prediction; thus, the objective of finding the best predictive point for s is
Mathematically, the 0-1 loss can be converted into the indicator function. Suppose I (·) denotes an indicator function of its argument as follows:
where A denotes an event. Therefore, Equation (19) can be rewritten as
LEMMA 3.8 (PROPERTY OF I (·) ). In probability theory, if I A denotes the indicator random variable for an event A, then the expectation of I A is equal to the probability of A, that is,
According to Lemma 3.8 and Equation (21), we can get the following theorem.
THEOREM 3.9. Given the sampled set S, minimizing the expectation of the loss function is equivalent to maximizing the probability of correct prediction, namely,
PROOF.
Hence, the objective can be rewritten as arg min
where Pr{ f (s |s) = l(s )} represents the probability of correct prediction.
For the predictive function f (s |s), based on Definition 3.7, we use the underlying label of s as the predictive result for s . Then, we can find the landmark point that best predicts s with the following object function:
Definition 3.10. Given a sampled set S and unsampled set S , for each unsampled point s ∈ S , denote the landmark point that best predicts s as B(s ), then the predictive ability of the sampled set S is defined as s ∈S Pr{l(B(s )) = l(s )}.
From the above discussion, we have an observation such that with the same number of landmark points, the sampling set with the maximum predictive ability will produce the best final clustering result. Now the question becomes how to compute Pr{l(s) = l(s )} for choosing one point in S to predict the label of s . Since the details of function l(·) are unknown, we cannot compute or obtain l(s) and l(s ) directly. Note that Pr{l(s) = l(s )} indicates the probability of the landmark point s and the unsampled point s belonging to the same cluster, and the larger the similarity w ss , the higher the probability that they belong to the same cluster. Thus, instead of calculating l(·), we can estimate Pr{l(s) = l(s )} by their similarity w ss (after normalization). This means that for an unsampled point s , with the current sampled set, selecting the landmark point with the largest similarity to s to predict its label has the minimum expected loss, though the prediction may be incorrect.
3.3.3. The Sampling Scheme. As discussed in the previous subsection, a good sampled set can well represent all the data and can be used to predict the labels of the unsampled data points. Hence, our goal is to design a sampling scheme such that the predictive ability of the sampled set is maximized.
Based on the loss analysis above, we can predict the category information for every unsampled point using the current sampled set. Nevertheless, for different unsampled points, the accuracy of prediction is different. For an unsampled point s , denote the sampled point that best predicts s as B(s ). If the probability of B(s ) and s being in the same cluster is low, it means that the current sampled set cannot represent the unsampled point s well, and it is likely that s belongs to a new cluster and we should select a new landmark point for predicting s . Inspired by the idea of the Adaboost algorithm, which increases the weight of incorrectly classified example, we have the following proposition for our sampling scheme. PROPOSITION 3.11. Suppose we have a set of p landmark points S. If we choose the unsampled point s p+1 that has the minimum probability of being correctly predicted by S, then the whole set of the p + 1 sampled points S {s p+1 } will have the maximum predictive ability.
Based on this proposition, in each round of our algorithm, we select the unsampled point that is most likely to be incorrectly predicted by the current sampled set, formally as follows:
where s p+1 denotes the next landmark point we will sample. We call this scheme LS, and the details are described in Algorithm 3.
ALGORITHM 3: Loss Analysis-Based Incremental Sampling
Input: X = {x 1 , x 2 , . . . , x n }: datasets m: number of landmark points Output: I = {i 1 , i 2 , . . . , i m } the indices of sampled points S ∈ R m×m : affinity matrix between sampled points E ∈ R m×(n−m) : similarity matrix between sampled points and unsampled points 1: Randomly sample one point from the data X, and add index into I 2: Calculate E the similarity matrix between the sampled point and remaining points 3: while |I| < m do
4:
Find s p+1 according to E using Equation (25), and add its index into I
5:
Calculate affinity between s p+1 and the remaining points, update E such that E ∈ R |I|×(n−|I|) 6: end while 7: Calculate S the similarity matrix of sampled landmark points First, the algorithm randomly selects one point from the dataset X. And then it calculates the similarity matrix E between the landmark point and the remaining points. When selecting the next landmark point, the one that is most likely incorrectly predicted by the current sampled set will be selected. Repeat the procedure, until a total of m landmark points are sampled. 
Complexity
The total time complexity of Nyström extension is O(m 3 )+ O(nm 2 ), where O(m 3 ) denotes the eigendecomposition of S and O(nm 2 ) denotes the Nyström extension and orthogonalization of the approximated eigenvectors. The memory usage for Nyström-based spectral clustering is O(nm), mainly used for the storage of the similarity matrix. In Algorithms 2 and 3, the sampling schemes are iterative processes. Compared with RS, the additional expense mainly lies in the calculation of variance of E for IS and searching the extrema of similarity for LS. Both the calculation of variance and the extrema search will give an additional O(nm 2 ) operation, which is in the same order of magnitude as the RS-based Nyström method.
EXPERIMENTS
Experimental Settings
We compare our proposed incremental sampling schemes (IS and LS) with three Nyström extension-based methods, RS , the k-means sampling (KS) [Zhang et al. 2008] , the weighted sampling (WS) [Belabbas and Wolfe 2009] , and two non-Nyström-based approaches, landmark-based spectral clustering (LSC) [Cai and Chen 2015] and fast spectral clustering with k-means (KASP) [Yan et al. 2009 ]. Also, we report the results of original spectral clustering [Ng et al. 2002] . To make KS more accurate when applying to a spectral clustering algorithm, we also add the orthogonal operation.
The basic parameter configuration for all the algorithms is the same. For WS, as the number of sampling candidates is n m , the Metropolis algorithm is employed to reduce the complexity. In order to make a balance between the performance and the time complexity, we adopt the same setting as in Belabbas and Wolfe [2009] . And the number of iterations is set to the order of 50m (m is the number of sampled points). Moreover, in the KS scheme, as noted in Zhang et al. [2008] , the k-means algorithm does not need to converge. For simplicity, we set the maximum iterations of k-means to be 10, which is the default setting in Zhang et al. [2008] .
The normalized mutual information (NMI) [Strehl and Ghosh 2002 ] is used to evaluate the performance of the schemes for data clustering. The larger the NMI, the better the clustering result. For each fixed number of landmark points, the reported results are averaged over 50 repetitions of running for each sampling scheme.
Clustering Results on Synthetic Datasets
In this experiment, we compare all the schemes on three synthetic datasets, as shown in Figure 1 , that are widely used to evaluate the performance of different clustering algorithms.
The clustering qualities of different schemes are shown in Figure 2 , with the number of landmark points increasing. On all the datasets, the performance of Nyström extension-based sampling schemes increases stably and gradually approaches to that of SC when the number of landmark points increases. LS and IS present significantly better performance than the other Nyström extension-based sampling schemes. The performance of KASP also increases with the increasing number of landmarks, but it is not better than LS and IS. LSC is better than LS and IS sometimes. However, the performance of LSC may decrease with the number of landmark points increasing, which is not desirable for sampling methods. Overall, IS and LS exhibit attractive clustering results, even when the number of landmark points is far more less than the total number of data points. The time consumptions of the algorithms corresponding to the results in Figure 2 are shown in Figure 3 . WS consumes much more time compared with the other schemes. During each iteration, the scheme needs to calculate the determinant of an m× m matrix, which is the main reason of such an expensive time consumption. The other schemes show comparable results. SC consumes less time since the scales of the datasets are small.
Clustering Results on UCI Datasets
In this experiment, we test the sampling schemes on four real-world datasets from the UCI Machine Learning Repository, 3 namely Iris, Wine, Seeds, and Ecoli. A brief summary of the four datasets is given in Table I. The clustering qualities of different sampling schemes are shown in Figure 4 . It can be seen that the clustering accuracies of the Nyström extension-based schemes rise stably with increasing number of landmark points. The performances of LS and IS are better than that of KS, WS, and RS. With enough landmark points, LS and IS will approach SC on all the datasets. KASP and LSC perform better than other schemes sometimes. However, their performances do not increase stably with increasing number of landmark points, e.g., see the curve in Iris after six sampled points. This is not desirable since guaranteed performance could not be achieved, i.e., we do not know whether we can get better performance with increasing number of landmark points. Overall, LS and IS perform better than other sampling schemes.
The time consumptions of the sampling schemes corresponding to the results in Figure 4 are shown in Figure 5 . The behaviors of the schemes are similar to their behaviors in synthetic datasets. WS consumes much more time compared with other sampling schemes. The other schemes present similar time consumption.
Clustering Results on Large-Scale Datasets
We also conduct experiments on four real-world large-scale datasets from the Lib-SVM datasets page 4 (Shuttle, Letter) and from the UCI Machine Learning Repository (PenDigits, a7a). (We report the result of PenDigits and a7a in this subsection since it is many times larger than the UCI datasets in the above subsection.) A brief description of the datasets is given in Table II. The results are shown in Figure 6 . We can see that the performance of LS and IS also rises stably with increasing number of landmark points. With enough landmark points, LS and IS will approach SC, and they are the best two in terms of performance, as shown in Figure 6 (a) and (d). The clustering accuracy of other schemes may decrease sharply on adding landmark points to existing ones, for example, KASP in Figure 6 (a), and WS, RS, and LSC in Figure 6 (d). In Figure 6 (b) and (c), KASP performs better than LS and IS, but it does not perform well on other datasets. From the results, we can conclude that IS and LS are effective for large datasets. The time consumptions of different sampling schemes are shown in Figure 7 . SC consumes the most time among all the schemes on all the datasets. There is a little difference between the performances of the other schemes on the datasets Letter, PenDigits, and a7a. On the dataset Shuttle, WS consumes the most time, and KASP consumes the second most time.
Image Segmentation Results
In this subsection, we compare the performances of the five sampling schemes LS, IS, WS, RS, and LSC when applied to image segmentation. We use 60 images selected from the Berkeley Segmentation Dataset [Martin et al. 2001] . For the construction of a similarity matrix between pixels, we apply the χ 2 -distance described in .
We use the F-measure to evaluate the image segmentation results [Martin et al. 2004] . There exist several human segmentations for each image in the Berkeley Segmentation Dataset. We use the human segmentations as ground truth and compute the F-measure with regard to the human segmentations. The averaged F-measure for each scheme is reported. Note that KS and KASP are not appropriate for application to image segmentation. For each pixel, it contains only the color values, but in constructing the similarity matrix of an image, not only the color values are taken into consideration. As a result, using the k-means does not give any informative clue for the selection of landmark pixels. Also, SC is not appropriate due to the large memory space. Here, we compare the performances of the proposed schemes IS and LS with WS, RS, and LSC. The number of samples is set as 50.
The left half of Table III shows the F-measure values of IS, LS, WS, RS, and LSC on the images. The best result is highlighted in boldface, and the worst one is highlighted in italic and underline. In the last three rows of Table III , we report the average result on the images, the number of images having the best performance, and the number of images having the worst performance. The results show that LS and IS are the best two in terms of performance on most of the images and they are the worst two on a very small number of images. The average results of LS and IS are relatively higher than that of other schemes. In terms of Accuracy, WS and RS are the best two on several images but they also are the worst two on a greater number of images. RS gets the lowest average result among the schemes. LSC performs the best on 12 images but also performs the worst on 16 images. Overall, we can conclude that IS and LS are more stable than other schemes and they are the best two sampling schemes for image segmentation tasks.
The right half of Table III shows the time consumption of the five schemes. We find that LSC is faster than RS, which is due to the fact that LSC does not use the standard routine of SVD. IS and LS take more time than RS and LSC, but they are much faster than WS.
Protein Complexes Detection Results
In this subsection, we compare the performances of LS, IS, WS, RS, KS, KASP, and LSC when applying to protein complexes detection in protein-protein interaction (PPI) networks. A PPI network is a biomolecule relationship network, which consists of a set of nodes representing the interacting proteins and a set of edges describing interactions between those proteins. Studies of protein complexes in a PPI network contribute greatly to the understanding of the biological mechanism. Spectral clustering has been widely applied to detect protein complexes from PPI networks [Christel and Kim 2005; Sen et al. 2006; Kentaro et al. 2010; Qin and Gao 2010] .
We experiment on two PPI network datasets for yeast. The first dataset was constructed by Collins et al. [2007] with data from Gavin et al. [2006] . It consists of 68,438 PPIs among 2,574 yeast proteins. The second dataset was constructed by Collins et al. [2007] with data from Krogan et al. [2006] . It consists of 454,506 PPIs among 5,359 yeast proteins. To evaluate the complexes mined by clustering, the resulting complexes are matched to known protein complexes from Gavin et al. [2006] and Krogan et al. [2006] , 478 and 547 in number, respectively. We use the method in Qin and Gao [2010] to determine the number of clusters. The number of samples is set as 800.
To evaluate the clustering results, we use sensitivity, positive predictive value (PPV), and accuracy [Brohe and Helden 2006] . Sensitivity describes how many of the reference complex sets are also contained in the candidate complex set. PPV measures how much of the prediction in the candidate set is correct. Accuracy is the geometric mean of sensitivity and PPV.
Tables IV and V show the protein complexes detection results and the time consumption of the schemes. On the Gavin PPI network, the sensitivity, PPV, and accuracy of LS and IS are higher than those of the other sampling schemes. On the Krogan PPI network, the sensitivity, PPV, and accuracy of LS and IS are higher than those of the other sampling schemes, besides KASP. The sensitivity of LS and IS is lower than that of KASP, whereas their PPV is higher than that of KASP. In an integrated manner, the accuracy of LS and IS is higher than that of KASP. Overall, we can conclude that the performances of IS and LS are better than those of other sampling schemes for protein complexes detection tasks. In terms of running time, WS is the most time consuming method. Such high time consumption is due to the fact that WS calculates the determinant of an m × m matrix in each iteration. The running time of the other sampling schemes is significantly less than WS. IS and LS take more time than RS and LSC, but they are faster than KASP and comparable with KS.
RELATED WORK
Recently, applying spectral clustering to large-scale problems has become a hot topic, and Nyström extension is an important method for large-scale spectral clustering. The Nyström method was introduced to the machine learning community to construct a low-rank approximation by Williams and Seeger [2000] . Kernel-based learning with Nyström extension has been extensively studied in recent years Farahat et al. 2011; Kumar et al. 2012; . Since landmark point sampling is crucial for the performance of Nyström extension-based algorithms, many works have been devoted to sampling methods in the past decade. Here, we mainly review sampling schemes that have been applied to spectral clustering; one can refer to Kumar et al. [2012] for a comprehensive survey of sampling methods for kernel-based learning. were the first to address the normalization and orthogonality problems and successfully apply Nyström extension to spectral clustering. They used a random method to sample the landmark points. Drineas and Mahoney [2005] proposed the column-norm sampling strategy. In this algorithm, the probability of the ith row being sampled depends on the L 2 norm of the column, which needs to compute the norms of all the rows/columns of the kernel matrix and hence is quite expensive. Li et al. [2011] propose a time-and space-efficient spectral clustering algorithm, which can scale to very large datasets. Furthermore, Kumar et al. [2012] showed that the method is even inferior to RS. They also provided the performance bounds for different sampling methods, but their analysis mainly involved the problem of low-rank approximation. Zhang et al. [2008] introduced a k-means-based sampling method. They analyzed that the Nyström approximation error is mostly affected by the quantization error (error of quantizing each data point with the closest landmark point). As k-means is known to be capable of giving a local minimum of the quantization error, the centers obtained from k-means can be designated as the landmark points. However, their analysis is based on an assumption that the kernel K satisfies
, limiting the applicability of the algorithm, e.g., not being applicable to image segmentation. Furthermore, k-means-based sampling adds supplementary data points into the dataset, which may lead to unsteady results. Belabbas and Wolfe [2009] proposed two other approaches, which use the determinant of the kernel matrix to sample landmark points. The first approach was a randomized one. Let I denote the set of indices of the landmark points, then the probability of choosing I was in proportion to the determinant of the similarity matrix between landmark points. They used the SC to analyze the Nyström reconstruction error and concluded that the bigger the determinant, the smaller the error. Let n be the number of total data samples and m be the number of landmark points, then there will be a total of n m candidates for I. To circumvent this heavy computational burden, they employed a simulation algorithm to choose the desired I. The second method chose I containing the indices of the k largest diagonal elements of the approximated matrix, which also needs to access all the columns of the matrix and has a huge complexity. Actually, our first incremental sampling scheme is also based on the SC, but we use the SC in a different way. Ding et al. [2014] designed an adaptive Nyström sampling method. The sampling probability of every data point would be updated after each sampling pass, and a proof was given that the sampling error will decrease exponentially with increase in sample times. proposed an accurate and scalable Nyström scheme that first sampled a large column subset from the input matrix but then only performed an approximate SVD on the inner submatrix using the recent randomized low-rank matrix approximation algorithms. Lin et al. [2015] proposed a novel criterion named the Hilbert Space Embedding Nyström criterion, which directly minimized the eigenvector approximation error. The proposed criterion was closely related to the kernel density estimation, in which the kernel width also needs to be adaptively chosen based on the sampled data. Kang et al. [2015] designed a spectral clustering for large-scale social networks via the pre-coarsening sampling-based Nyström method. modified the Nyström method by using spectral shifting to solve the following problem. That is, when the spectrum of the symmetric positive semi-definite matrix decays slowly, the Nyström approximation is of low accuracy.
There are many other approaches to speed up spectral clustering. Hunter and Strohmer [2010] provided a general theory for approximate spectral clustering under perturbations to the eigenvectors. Sakai and Imiya [2009] , Khoa and Chawla [2012] , and Gittens and Mahoney [2013] proposed algorithms that approximate the eigenvectors of the Laplacian matrix using random projections. Yan et al. [2009] developed a general framework for fast approximate spectral clustering in which a distortionminimizing local transformation is first applied to the data. Li et al. [2013] proposed an algorithm based on the importance of rows. Cai and Chen [2015] , Shamir and Tishby [2011] , and Liu et al. [2013] proposed data transformation-based algorithms to compress or sparsify the data. Si et al. [2014] considered both low-rank and clustering structures of the kernel matrix. Semertzidis et al. [2015] and proposed to utilize constraints to speed up spectral clustering. Couillet and Benaych-Georges [2015] analyzed the exact behavior of the eigenpairs of kernel graph Laplacians used for clustering by means of random matrix theory. However, these are beyond the scope of this article, since we aim to dig the capacity of Nyström extension-based spectral clustering.
CONCLUSIONS
In this article, we have investigated the problem of landmark points sampling for Nyström extension-based spectral clustering from an incremental perspective. We proposed an incremental sampling framework in which each landmark point is carefully selected by previous landmark points such that the landmark points work together well and provide a theoretical guarantee on the clustering performance. Instead of matrix approximation error analysis used in previous works, we provided novel analysis methods, clusterability analysis, and loss analysis for the incremental sampling framework. Based on these, we proposed two incremental sampling schemes for Nyström extension-based spectral clustering. Experiments have demonstrated the superiorities of the proposed incremental sampling schemes. In our current schemes, the initial landmark points are randomly selected. In future work, we will find smart initializations to improve the performances of the proposed schemes. We will also exploit our analysis methods and sampling scheme to other Nyström extension-based learning tasks.
