Abstract. For every string inclusion relation there are two optimization problems: find a longest string included in every string of a given finite language, and find a shortest string including every string of a given finite language. As an example, the two well-known pairs of problems, the longest common substring (or subsequence) problem and the shortest common superstring (or supersequence) problem, are interpretations of these two problems.
1.
Introduction. An alphabet is a nonempty finite set; a symbol is an element of the alphabet. Let A be an alphabet and N m = {1, 2, ..., m}. Then any mapping α : N m → A is a string on A of length m and α(i) is the symbol at the ith position (the ith symbol) of α, i ∈ N m . We use the following notation: |α| = m, α = α(1)α (2) 
...α(m).
Let α and β be strings on A, m = |α|, n = |β|. If there is a mapping p : N m → N n such that p(1) < p(2) < · · · < p(m) and α(i) = β(p(i)) for all i ∈ N m , then α is a subsequence of β, β is a supersequence of α, and p is the location of α in β. In this case we write α ≤ β and call p(i) the ith component of p. Set p(0) = 0 and call a location p minimal if
i.e., p is componentwise minimal among locations of α in β. If there is a location p such that i ∈ N m−1 ⇒ p(i + 1) = p(i) + 1, then α is a substring of β, and β is a superstring of α. In this case we write α β and call the location p an insertion. If there is an insertion p such that p(1) = 1 or p(m) = n, then α is a prefix or a suffix of β of length m, respectively. In these cases we write α = P ref m (β) n . Call a string periodic if it has a periodicity and nonperiodic otherwise. The period of a periodic string is its minimal periodicity.
A language on an alphabet A is a nonempty set of strings on A, A * is the language of all strings on A, A n ={α ∈ A * : |α| = n},
Let L be a finite language on A. Then |L| is the cardinality (the number of strings), L = α∈L |α| is the length, L = min α∈L {|α|} is the thickness, L = max α∈L {|α|} is the height of L. An integer mapping t : L → N L with α ∈ L ⇒ t(α) |α| is a transversal of L. Numbers t(α) are components of t. Thus, a transversal t determines the position t(α) in each string α of L.
Problem classification.
For a given language one can consider string inclusion relations R interpreting the predicate "string α is included in string β". For example, αRβ ⇐⇒ α ≤ β : α is included in β as a subsequence, (seq)
, the set of all strings on A included in (or including) every string of L, respectively. Herein we have the following two natural problems.
String inclusion optimization problems. problems. These problems are well known and applied in molecular biology, data compression, and flexible manufacturing [9, 12, 13] .
Example 2.1. For the language {413, 2343, 432} on the alphabet {1, 2, 3, 4}: LCS = 43, SCS = 234132, LCSS = 4 or 3, SCSS = 41323432 or 23432413.
Every string inclusion relation R has a complement called the string noninclusion relation R / . For example, αR /β ⇐⇒ α β : α is not included in β as a subsequence, (seq) αR /β ⇐⇒ α β : α is not included in β as a substring. (str)
Call α a nonsubsequence of β, β a nonsupersequence of α in the case (seq), and call α a nonsubstring of β, β a nonsuperstring of α in the case (str). Together with the sets L R and L R , we also consider the sets L R / and L R / of all strings on A included in (or including) no string of L, respectively. For string noninclusion relations one can consider opposite optimization problems formally exchanging the terms "longest," "shortest" and replacing R by R /.
String noninclusion optimization problems. (121) k is a common nonsuperstring for every natural k. However, for the language {11, 122, 21, 22} on the same alphabet, LCNS = LCNSS = 12.
The paper is devoted to these four problems. We assume that the language L does not contain the empty string, is not empty, and is "inclusion free," i.e.,
If (F) is false then we can delete α or β from L in the case (Sub) or (Sup), respectively. Besides, for the case (Sup) we assume that the language L is "alphabetwise closed," i.e.,
1 is false, then (Sup) problems have no solution in the case a n / ∈ L for all natural n, or all strings containing a can be deleted from L, and a can be deleted from A in the case a ∈ L. The assumption (C) is not only necessary, but it is also sufficient for the existence of an LCNS, because the length of any common nonsupersequence does not exceed a∈A [n(a) − 1]. However, it is not sufficient for the existence of an LCNSS, as shown in Example 2.2. Thus, the LCNSS search problem has a sense only for languages, for which the following question has a positive answer.
LCNSS existence problem. Does there exist an LCNSS for L? Below we consider the LCNSS problem as the union of the existence and search problems.
String noninclusion optimization problems were apparently introduced in [14] . The same paper proposes the conjecture: if an LCNSS exists, then LCNSS length is bounded by the language length.
In this paper we prove this conjecture and determine the complexity status of string noninclusion optimization problems. We suggest polynomial-time algorithms in the interpretation (str) and prove NP-hardness in the interpretation (seq). We also show that the SCNS and LCNS problems in the case of bounded language cardinality are solvable in polynomial time. Since the main purpose of this paper is to determine the complexity status of the above problems, we present simple polynomial-time algorithms, but not efficient ones. Related issues and applications are discussed as well.
3. Longest common nonsuperstring problem. For a string set V without the empty string on an alphabet A construct the directed graph G V with vertex set V and arc set E determined by the rule:
The arc (α, β) arises when |α| |β|+1 and there is a string in A * of length |β|+1 with prefix α and suffix β. This string is denoted as [α, β] . Note that it is not necessarily in V . In particular, if |α| = 1, then there are arcs from α to all other vertices of
For every route
Informally speaking a string on A belongs to the image of the mapping f if it can be "paved" by strings of V . Among insertions of σ l in f (M ), where l ∈ N k , we will distinguish the proper insertion p l (1) = l, i.e., the insertion starting with position l of f (M ). Remark 3.1. Note that G A n is the well-known graph related to de Bruijn's sequence [4] , and the mapping f is a one-to-one correspondence between routes of length k in G A n and strings of length n + k − 1 on the alphabet A. Now let S be the set of proper suffixes of L, i.e., all strings written as Suf f n (α), where α ∈ L, 0 < n < |α|. For every nonempty string ω on A define the route in
where σ i is the longest string of S included in ω as a substring starting from the ith position. Since (C) is true, a ∈ A ⇒ a ∈ S and so the choice of σ i is always possible. It is important to observe that the inequality |σ i | |σ i+1 | + 1 and the equality
follow from the fact that σ i and σ i+1 are included in ω as substrings starting from the ith and (i + 1)th positions, respectively, and the longest length requirement. Thus, the arc (σ i , σ i+1 ) exists in fact, i.e., the definition of the route g(ω) is correct. It is easy to see that f (g(ω)) = ω.
Let Γ S be a subgraph of G S with vertex set S and arcs (α, β) with the property: α is the longest prefix of [α, β] contained in L ∪ S, i.e., among suffixes of L there are no prefixes of [α, β] longer than α.
However, the arc (ee, ea) is in Γ S since ee = Suf f 2 (tree), ea = Suf f 2 (tea), [ee, ea] = eea, where eea / ∈ L∪S ee. Below we show that Γ S is constructed so that there is a correspondence between the set of routes in Γ S and the set of nonsuperstrings of L.
Proof. Let (a) be false and M = (σ 1 , σ 2 , ..., σ k ) be a route in Γ S such that σ ∈ L and σ ϕ = f (M ). Then we will find an arc in M , which cannot be an arc of Γ S .
Let p be an insertion of σ in ϕ, and let p l be the proper insertion of σ l in ϕ, where
This chain of inequalities follows immediately from the definition of arcs of the graph G S .
Choose minimal natural j in N k such that p(|σ|) p j (|σ j |) and show that Γ S does not contain the arc (σ j−1 , σ j ). For this purpose we will find a string π ∈ L∪S, which is a prefix of (1) and there is the chain of inequalities:
a suffix of σ, which is longer than σ j−1 . But this contradicts the existence of the arc
Now let (b) be false, and for a string ω ∈ L the route g(ω)
Remark 3.2. Note that the last vertex of the route g(ω) is a one-symol suffix. It is easy to show that the mappings f and g determine a one-to-one correspondence between L and the set of routes in Γ S ending in one-symol suffixes. Besides, an arbitrary route
Lemma 3.1 reduces a consideration of the LCNSS problem to the analysis of the graph Γ S . Bounded length of common nonsuperstrings for L means bounded length of routes in Γ S , i.e., Γ S is acyclic. Thus, the following theorem is proved.
Theorem 3.
If the graph Γ S is acyclic, then M is the longest path in it iff
n is a common nonsuperstring for L and so there is no LCNSS for L.
Corollary 3.1. The LCNSS problem is solvable in polynomial time.
Proof. The number of proper suffixes of L, and so the construction time of Γ S , are bounded by a polynomial in L . Besides, the graph cycle existence and the acyclic graph longest path problems are solvable in polynomial time [8] . 
The length of L is the natural size of string noninclusion problems. That is why we use it to estimate problem complexities. On the other hand, as the following result shows, if an LCNSS exists for L, then the cardinality and length of the language L depend exponentially on its thickness.
Proof. Let M = (σ 1 , σ 2 , ..., σ k ) be a closed route in the graph G A r , where r = L . As the length of common nonsuperstrings is bounded, there is a natural n such
n is the superstring of a string ω M ∈ L. If another closed route M in the same graph has no common vertices with M , then the string ω M and the corresponding string ω M have no common substring of length r and so ω M = ω M . Thus to prove the first inequality it is sufficient to find at least l be the decomposition of r into the product of prime powers, and let q be a divisor of r, where q = r. Then all m q strings of length q raised to power of r q form the set of all periodic strings of length r with periodicity q (this set also contains all periodic strings with periodicity q , where q is a divisor of q). Implementing the inclusion-exclusion principle, it is not difficult to show that the number of all nonperiodic strings of length r is
So m(r) ≡ 0(mod r). In the case l = 1 this proposition coincides with Euler's theorem.
Shortest common nonsubstring problem.
Polynomial solvability of the SCNSS (and LCSS) problem trivially follows from the fact that the total length of all substrings of strings in L does not exceed L 3 . Considering these substrings in a list ordered by length and lexicographically ordered among pieces of the same length, we can easily find an SCNSS as the first lexicographic hole. 
Longest common nonsupersequence problem.
As we have shown in the second section, the LCNS existence problem reduces to checking the condition (C) and so it is trivial. However, the LCNS search problem is essentially more difficult. To show this, we need the following well-known NP-complete problem [3] .
Independent set problem. Given an undirected graph G with vertex set V , edge set E, and a natural k |V |, does G have an independent set 4 I ⊆ V of at least k vertices?
Theorem 5.1. The LCNS search problem is NP-hard. Proof. Let us show a reduction from the independent set problem to the LCNS decision problem: given a finite language L on an alphabet A and a natural l, does there exist a common nonsupersequence ω for L of length at least l? Set
The symbol set of any common nonsupersequence for L is an independent set in G, and the vertices of any independent set in G written in arbitrary order make a common nonsupersequence for L. Remark 5.1. From Theorem 5.1 proof follows that the LCNS search problem remains NP-hard even if every string of L has length two. Besides, NP-hardness proofs of the restricted version of the LCNS search problem with bounded alphabet size have been proposed by Jiang [6] for the case |A| = 3 and by Zhang [15] for the case |A| = 2. These nontrivial proofs also employ the reduction from the independent set problem. Now we show that LCNS can be found in polynomial time if the language cardinality is bounded. Let It is easy to see that the graph G is acyclic. The vertex v 0 ∈ V is called a source iff ∀ω ∈ #L : v 0 (ω) = 1, and every vertex v ∈ V is called final iff ∃ω ∈ #L : v(ω) = |ω| and nonfinal otherwise. Let P be the set of all paths in G starting from the source and having at least one arc, and let P be the subset of P consisting of paths containing no final vertices. Define a mapping f : P → A * taking the path P = (v 0 , v 1 , v 2 
Lemma 5.1. f is a one-to-one correspondence between P and L .
Proof. Since labels of arcs going from the same vertex are different, the mapping f is injective. Besides, L ⊆ Im f due to the assumption (C): there is an arc labelled by a that goes from a vertex v if v(#a n(a) ) n(a), i.e., Im f contains all strings including each symbol a from A at most n(a) − 1 times.
.., k, and π = P ref t k (α). To prove the lemma it is sufficient to show that π is the longest prefix of α included in f (P ) as a subsequence. Note that 0 t j − t j−1 1, where j ∈ N k , so one can define a mapping p : N t k → N k by the formula
It is easy to see that p determines a location of π in f (P ). Besides, this location is minimal and α(t k + 1) = f (P )(j) if j > p(t k ). Lemma 5.1 reduces the LCNS search problem to the search for a longest path in P . Note that G has no cycles and arcs from final vertices to nonfinal vertices. So contracting all final vertices of G to a single terminal t and removing any loops that arise, we obtain an acyclic graph Γ.
Corollary 5.
If the cardinality of L is bounded, then an LCNS for L can be found in polynomial time.
Proof. The number of transversals of the language #L, and so the number of vertices in G, do not exceed L |L| and there is a polynomial-time longest path algorithm for acyclic directed graphs [8] .
Shortest common nonsubsequence problem.
To show the intractability of the SCNS problem we need the following well-known NP-complete problem [3] .
Vertex cover problem. Given an undirected graph G with vertex set V , edge set E, and a natural k |V |, does G have a vertex cover 6 C ⊆ V of at most k vertices? Theorem 6.1. The SCNS problem is NP-hard. Proof. Let us show a reduction from the vertex cover problem to the SCNS decision problem: given a finite language L on an alphabet A and a natural l, does there exist a common nonsubsequence σ for L of length at most l? Set
where ζ e is any fixed string of length |V |−2 including all symbols of V except the ends of the edge e. Then the symbol set of any common nonsubsequence for L of length at most l is a vertex cover in G, and the vertices of any vertex cover in G written in arbitrary order make a common nonsubsequence for L.
Remark 6.1. In contrast to the LCNS search problem (see Remark 5.1) the SCNS problem can be solved in polynomial time if strings of L are of bounded length. In this case the list of all subsequences of strings of L is also bounded, so an SCNS can be found in the same way as an SCNSS (see section 4). Employing the reduction from the vertex cover set problem as well, nontrivial NP-hardness proofs of the restricted version of the SCNS problem with bounded alphabet size have been proposed by Jiang [6] for the case |A| = 4 and by Middendorf [10] for the case |A| = 2. Now we show that an SCNS can be found in polynomial time if the language cardinality is bounded. Again let #A = {#} ∪ A, where # / ∈ A, and #LA = { #αλ L +1 : α ∈ L }, where λ is a fixed string of length |A| including all symbols of A. A position i in the string #αλ L +1 of #LA is called external if i > |α| + 1 and internal otherwise. A transversal t of a language K on A is called uniform and labeled by A(t) if there exists a symbol
Let V be a set of all uniform transversals of #LA. Define a directed graph G with vertex set V and arcs (u, v) with
i.e., v is the componentwise minimal transversal among all uniform ones which are componentwise larger than u. Let the arc (u, v) have the label A(v).
We can see that the graph G is acyclic.
is an external position of ω and internal otherwise.
Let P be the set of all paths in G starting from the source and having at least one arc, and let P be the subset of paths containing at least one external vertex and at most L + 1 arcs. Define a mapping f : P → A * taking the path
Lemma 6.1. f is a one-to-one correspondence between P and L ∩ A ( L +1) . Proof. Since labels of arcs going from the same vertex are different, the mapping f is injective. Besides,
Since the length of any SCNS does not exceed L + 1, Lemma 6.1 reduces the SCNS search problem to the search for a shortest path in P . G has no cycles and arcs going from external vertices to internal ones. So contracting all external vertices to a single terminal t and removing any loops that arise, we obtain an acyclic graph Γ. Proof. The number of all transversals of #LA, and so the number of vertices of
|L| . Besides, the shortest path problem is polynomial [8] .
Remark 6.2. Unlike the other string inclusion and noninclusion problems considered above, the SCNS problem remains nontrivial if |L| = 1.
(SNS) Shortest nonsubsequence problem. Let a string σ contain all symbols of an alphabet A. Find a shortest nonsubsequence η ∈ A * of σ. We suggest a simple SNS algorithm without using shortest path procedure. Let σ 1 = σ and find the shortest prefix π 1 of σ 1 containing all symbols of A. Then 
In other words, the string η consists of the last symbols of the prefixes obtained and one more symbol which is not contained in σ k+1 .
Let us show that the string η is an SNS of σ. The rule of choosing the prefix π i implies that the symbol π i (|π i |) appears in it only once in the last position. So the mapping p : N k → N |σ| , where p(i) = |π 1 | + |π 2 | + · · · + |π i |, determines the minimal location of P ref k (η) in σ, and there is no symbol a in σ k+1 . Thus, η is a nonsubsequence of length k + 1. Besides, there are no nonsubsequences shorter than η because any string of length k is a subsequence of π 1 π 2 ... π k .
Conclusion.
The complexity status of the corresponding string inclusion and noninclusion problems is different only for the SCSS/LCNSS pair: the SCSS problem is NP-hard [3] , while the LCNSS problem is solvable in polynomial time. This means that the string noninclusion problems studied here are more tractable and more "regular" than the corresponding string inclusion problems, because their complexity status is determined by an interpretation of the inclusion relation: (str) leads to polynomial-time solvability and (seq) leads to NP-hardness.
On the other hand, the corresponding string inclusion and string noninclusion problems can be solved by similar approaches. For example, the SCNS problem is reducible to the problem of finding a shortest path in the directed graph from the source to external vertices. Now call a transversal t an internal vertex if α ∈ #LA ⇒ t(α) has only internal positions. Then the LCS problem is reducible to finding a longest path containing internal vertices only. The LCNS algorithm described above can be similarly transformed to an SCS algorithm by modifying the definition of the terminal and by interchanging longest and shortest path algorithms.
Note that the corresponding LCSS and SCNSS, SCSS and LCNSS problems can also be solved by similar approaches. The LCSS and SCNSS problems are solved by the list of substrings of L, and to solve the SCSS problem, we can avoid a transformation of the graph G S to Γ S as in the LCNSS case, and instead of it, add in G S the vertices corresponding to all strings of L and reduce the SCSS problem to the search for a shortest path containing all added vertices. This problem, however, is already NP-hard [3] .
Thus we can speak about some duality between the string inclusion and noninclusion problems. It is interesting to investigate correlations between them because in practice there are problems which occupy an intermediate place between the string inclusion and noninclusion problems. An obvious example here is the shortest consistent superstring problem arisen from data compression practice and DNA sequencing procedures [7, 9, 12] . It involves, for two given languages of positive and negative strings, finding the shortest possible string σ such that every positive string is a substring of σ and no negative string is a substring of σ. Similar problems are found in flexible manufacturing, where the alphabet and the language determine the sets of technological operations and technology types fulfilled by a manufacturing system. The inclusion relation means the possibility to fulfill one technology within another one, and negative strings determine technological restrictions. The length of an SCNS or an SCNSS measures manufacturing system flexibility in this case since any shorter technology is fulfilled by the system [13, 14] .
The shortest consistent superstring problem is one among many problems (with two languages of positive and negative strings) which can be formally generated from it by varying the inclusion relations and ≤, the specifications "sub" and "super"(they may be different for positive and negative strings), and the criteria "shortest" and "longest." For example, the shortest distinguishing string-language problem formulated by Middendorf [10] consists of finding a shortest string that is a subsequence of a single positive string and a common nonsubsequence for a language of negative strings. The NP-hardness of this problem has been proved by a reduction from the SCNS problem [10] . However, the case with a single negative string, the shortest distinguishing string-string problem, is solvable in polynomial time [5] .
In practice there are string inclusion and noninclusion problems with a more complex interpretation of the inclusion relation. We suppose that studies of generalizations of the string noninclusion problems in the case of an infinite language can produce interesting results related to avoidable patterns in infinite sequences. Consider, for example, the LCNSS problem with the language of squares {σσ : σ ∈ A * }. Let A = {1, 2, ..., n}. In this case it is easy to test, if n = 1, then LCNSS=1, if n = 2, then LCNSS=121 or 212, because there are just seven common nonsuperstrings: , 1, 2, 12, 21, 121, 212. If n = 3, then there is no LCNSS, because for any natural k the prefix P ref k (τ ), where τ is the infinite Thue's sequence [11] avoiding squares, may be taken to be a common nonsuperstring. For similar results, see [1, 16] .
