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Abstract
In this paper we consider the regularity problem of the Navier-Stokes equa-
tions in R3. We show that the Serrin-type condition imposed on one component
of the velocity u3 ∈ Lp(0, T ;Lq(R3)) for with 2p + 3q < 1, 3 < q ≤ +∞ implies
the regularity of the weak Leray solution u : R3 × (0, T ) → R3 with the initial
data belonging to L2(R2) ∩ L3(R3). The result is an immediate consequence of
a new local regularity criterion in terms of one velocity component for suitable
weak solutions.
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1 Introduction
Let 0 < T < +∞ and let Ω ⊂ R3 be a domain. We consider the Navier-Stokes
equations in the space time cylinder ΩT = Ω× (0, T )
(1.1)
∂tu+ (u · ∇)u−∆u = −∇pi,∇ · u = 0,
equipped with the initial and boundary condition
u = U0(R) on Ω× {0},(1.2)
u = 0 on ∂Ω × (0, T ),(1.3)
where u = (u1, u2, u3) = u(x, t) represents the velocity of the fluid flows, and pi = pi(x, t)
denotes the scalar pressure. The existence of global weak solutions has been proved by
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Leray [25] and Hopf [17]. However, the existence of global regular solutions remains as
an outstanding open problem. In order to get deeper understanding for the regularity
problem of the Navier-Stokes equations people study various sufficient conditions which
guarantee the regularity. The first of such conditions was introduced independently by
Prodi [27] and Serrin [32], namely, if the weak solution u satisfies the condition
(1.4) u ∈ Lp(0, T ;Lq(Ω)), 2
p
+
3
q
≤ 1, 2 ≤ p < +∞,
then u is regular. The case p = +∞ and q = 3 has been proven later by Escauriaza,
Seregin and Sˇvera´k in [15]. A similar condition also holds for local domains. Clearly,
condition (1.4) with equality case is invariant under the following natural scaling of
the Navier-Stokes equations
(1.5) u(x, t) 7→ uλ(x, t) = λu(λx, λ2t), λ > 0.
Concerning the partial regularity, it has been proved by Caffarelli,Kohn and Nirenberg
in [7] that suitable weak solutions, which satisfy the local energy inequality (cf. [30],
[31], [7]), the one-dimensional parabolic Hausdorff measure of the set of possible sin-
gularities is zero. This result is a consequence of the ε−regularity criterion imposed on
quantities invariant under the scaling (1.5). A new class of sufficient conditions have
been introduced in [24], [23] imposing only on one component, say u3 ∈ Lp(0, T ;Lq(R3))
with 2
p
+ 3
q
≤ 1
2
, which is much stronger than (1.4). This condition was improved by
several authors up to a condition of the form
(1.6) u3 ∈ Lp(0, T ;Lq(R3)), 2
p
+
3
q
≤ 1− δ(q), 10
3
≤ q < +∞,
where δ(q) = 1
2
− 1
2q
(cf. [13], [28]). Other conditions imposed on reduced components
of the gradient of velocity, which are invariant under the natural scaling (1.5) have
been established by various authors (cf. [21], [13], [14], [9], [8], [34]). For conditions
on the pressure see [29], [36], [11], [6], [3] and on the vorticity see [4], [5], [10] (for
more discussion on the topic see [22]). Furthermore, in [1] it has been proved that the
Serrin condition (1.4) imposed on two components guarantees the regularity (for the
localization of this result see [2]).
The aim of the present paper is to remove the number δ(q) in (1.7) and get the regularity
under the almost Serrin condition (Serrin’s condition omitting equality)
(1.7) u3 ∈ Lp(0, T ;Lq(R3)), 2
p
+
3
q
< 1, 3 < q ≤ +∞.
Throughout the paper we use the following function spaces. ByWm, q(Ω),Wm, q0 (Ω), m ∈
N, 1 ≤ q ≤ +∞ we denote the usual Sobolev spaces. If no confusion arises, we use the
same notation for spaces of vector valued functions. The space Lpσ(Ω) stands for the
closure of C∞c,σ(Ω) with respect to the L
p norm, which in addition gives f ·n = 0 on ∂Ω
in the sense of distributions, whenever f ∈ Lpσ(Ω) (for more details see [33]).
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Let −∞ ≤ a < b ≤ +∞. Given a normed space X by Lp(a, b;X), 1 ≤ p ≤ +∞, we
denote the space of Bochner measurable functions f : (a, b)→ X , such that
‖f‖Lp(a,b;X) =
( b∫
a
‖f(s)‖pds
) 1
p
< +∞ if 1 ≤ p < +∞,
‖f‖L∞(a,b;X) = ess sup
s∈(a,b)
‖f(s)‖ if p = +∞.
By V 1,2(ΩT ), we denote the energy space L
∞(0, T ;L2(Ω)) ∩ L2(0, T ;W 1, 2(Ω)). In
addition, we define the following sub spaces of V 1,2(ΩT ),
V 1,20 (ΩT ) = V
1,2(ΩT ) ∩ L2(0, T ;W 1,20 (Ω)),
V 1,2σ (ΩT ) = V
1,2(ΩT ) ∩ L∞(0, T ;L2σ(Ω)),
V 1,20,σ (ΩT ) = V
1,2
σ (ΩT ) ∩ L2(0, T ;W 1,20 (Ω)).
Note that by virtue of Sobolev’s inequality and Ho¨lder’s inequality we have for all
u ∈ V 1,2(ΩT ),
(1.8) u ∈ Ls(0, T ;Lq(R3)), ∀2 ≤ q ≤ +∞, 2
s
+
3
q
=
3
2
.
Given matrices A,B ∈ R3×3 by A : B we denote the scalar product ∑3i,j=1AijBij =
trace(AB⊤). Then |A| = (A : A) 12 denotes the Euclidian norm in R3×3. For two vectors
a, b ∈ R3 by a·b and |a| we denote the usual scalar product and norm in R3 respectively.
For x0 ∈ R3 and 0 < r < +∞ we denote B(x0, r) the ball in R3 with center x0 and
radius r. Given z0 = (x0, t0) ∈ R× R and 0 < ρ, r < +∞, we define the non isotropic
spatial cylinder
U(x0; ρ, r) := B
′(x′0, ρ)× (x0,3 − r, x0,3 + r),
where
B′(x′0, ρ) = {(x1, x2) ∈ R2 | (x1−x0,1)2+(x2−x0,2)2 < ρ2}, x′0 = (x0,1, x0,2).
For z0 = (x0, t0) ∈ R3×R we denote by Q(z0; ρ, r) the non isotropic parabolic cylinder
U(x0; ρ, r)× (t0 − r2, t0).
We now recall the notion of a suitable weak solution to (1.1).
Definition 1.1. A pair (u, pi) ∈ V 1,2σ (ΩT ) × L
3
2 (ΩT ) is called a suitable weak solution
to (1.1) if u solves (1.1) in the sense of distributions, and satisfies the local energy
inequality
1
2
∫
Ω
|u(t)|2φ(t)dx+
t∫
0
∫
Ω
|∇u|2φdxds
≤ 1
2
t∫
0
∫
Ω
|u|2(∂t +∆)φdxds+ 1
2
t∫
0
∫
Ω
(|u|2 + 2pi)u · ∇φdxds(1.9)
for all non negative φ ∈ C∞c (Ω× (0, T ]) and for almost all t ∈ (0, T ).
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Our main result concerns the regularity conditions of almost Serrin-type imposed on
one velocity component in case of the whole space Ω = R3.
Theorem 1.2. Let U0(R) ∈ L2σ(R3) ∩ L3(R3). Let u ∈ V 1,20,σ (R3 × (0, T )) be a weak
Leray solution to (1.1), (1.2). Suppose the following almost Serrin condition for one
velocity component holds
(1.10)
u3 ∈ L
p(0, T ;Lq(R3))
for some 3 < q ≤ +∞ with 2
p
+ 3
q
< 1.
Then, u is a regular solution.
In fact, the proof of Theorem1.2 is based on the following more general result of local
regularity as a consequence of a new local regularity criterion imposed on one velocity
component.
Theorem 1.3. Let (u, pi) ∈ V 1,2σ (ΩT ) × L
3
2 (ΩT ) be a suitable weak solution to (1.1).
Let z0 = (x0, t0) = (x
′
0, x03, t0) ∈ ΩT . Assume, u3 ∈ Lp(t0 − ρ2, t0;Lq(U(x0; ρ, ρ))) for
some 0 < ρ < min{dist(x0, ∂Ω),
√
T} and 3 ≤ q < +∞, with 2
p
+ 3
q
∈
[
1, 3
2
]
.
1. Suppose,
(1.11) lim sup
rց0
r1−
2
p
− 3
q ‖u3‖Lp(t0−r2,t0;Lq(U(x0;ρ,r)) = 0.
Then for all 0 < λ < 1 it holds
sup
0<r<ρ
r−λ
(
‖u‖2L∞(t0−r2,t0;L2(U(x0;ρ,r)) + ‖∇u‖2L2(t0−r2,t0;L2(U(x0;ρ,r))
)
< +∞.(1.12)
2. Suppose furthermore that for some 1 < α < +∞,
(1.13) lim sup
rց0
(− log(r))αr1− 2p− 3q ‖u3‖Lp(t0−r2,t0;Lq(U(x0;ρ,r)) = 0.
Then z0 is a regular point.
Remark 1.4. Clearly, (1.11) is satisfied if u3 satisfies the Serrin condition with
2
p
+ 3
q
≤
1, and the first part of the theorem says in this case that
(1.14) u ∈ L∞loc((0, T ];M2,λloc (Ω)) and ∇u ∈M2,λloc (Ω× (0, T ]) ∀0 < λ < 1,
where M2,λloc (Ω) stand for the local Morrey space. However, (1.14) is not sufficient to
guarantee the regularity of u. On the other hand, as we will see in Section 3, if those
Morrey conditions hold with λ = 1 the regularity follows. This is the reason why we
need to add the logarithmic factor in (1.13) in order to get the regularity. Also we
wish to remark that condition (1.13) defines the set regular points in terms of u3 which
leads to the partial regularity in terms of one velocity component.
As a corollary of Theorem1.3 we get the following almost Serrin local condition in
terms of one velocity component.
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Corollary 1.5. Let (u, pi) ∈ V 1,2σ (ΩT ) × L
3
2 (ΩT ) be a suitable weak solution to (1.1).
Let Q(z0, R) ⊂ ΩT , where z0 = (x0, t0). Suppose that the following condition holds
(1.15)
u3 ∈ L
p(t0, t0 −R2;Lq(B(x0, R)))
for 3 < q ≤ +∞ with 2
p
+ 3
q
< 1.
Then, all points in B(x0, r)× (t0 − ρ2, t0] are regular points.
Remark 1.6. The assumption on existence of the pressure in Theorem1.3 and Corol-
lary 1.5 is not essential, and we can replace the notion of suitable weak solution by
local suitable weak solution, using the local pressure projection introduced in [35].
2 Proof of Theorem1.2 and Corollary 1.5
Proof of Theorem 1.2: Since U0(R) ∈ L3(R3) by local well posedness of the Navier-
Stokes equations in L3(R3), there exists maximal time 0 < T∗ ≤ +∞ such that u ∈
C([0;T∗);L
3(R3)) (see e.g. Kato [18]). Assume 0 < T∗ ≤ T and it holds ‖u(t)‖L3(R3) →
+∞ as tր T∗. Let z0 = (x0, t0) with t0 = T∗ be fixed. Since u is regular in R3× (0, T∗)
there exists pi ∈ L3/2(R3 × (0, T )) and (u, pi) is a suitable weak solution. There exists
2 ≤ p˜ < p ≤ +∞ such that
2
p˜
+
3
q
= 1.
Thus by means of Ho¨lder’s inequality we get for 0 < r ≤ ρ with ρ = √T∗
‖u3‖Lp˜(t0−r2,t0;Lq(U(x0,ρ,r))) ≤ cr2
p−p˜
pp˜ ‖u3‖Lp(t0−r2,t0;Lq(U(x0,ρ,r)))
≤ cr2 p−p˜pp˜ ‖u3‖Lp(0,T ;Lq(R3))
with a constant c > 0 independent of r. Thus, since (− log(r))αr2 p−p˜pp˜ → 0 as r → 0
for any α > 1 condition (1.13) of Theorem1.3 is fulfilled. This implies that (x0, t0) =
(x0, T∗) is a regular point. In particular, u ∈ L∞(0, T∗;L3(R3)) which contradicts to
the definition of T∗. Accordingly, the assertion of the Theorem is true.
Proof of Corollary 1.5: Set z0 = (x0, t0). Let (y0, s0) ∈ B(x0, R) × (t0 − R2, t0].
There exists 0 < ρ < R such that U(y0, ρ, ρ)× (s0 − ρ2, s0) ⊂ Q(z0, R). Arguing as in
the proof of Theroem1.2, we find There exists 2 ≤ p˜ < p ≤ +∞ such that 2
p˜
+ 3
q
= 1,
and thus by means of Ho¨lder’s inequality
‖u3‖Lp˜(s0−r2,s0;Lq(U(y0,ρ,r))) ≤ r2
p−p˜
pp˜ ‖u3‖Lp(t0−R2,t0;Lq(B(x0,R))).
Thus, condition (1.13) of Theorem1.3 is fulfilled, which implies that (y0, s0) is a regular
point.
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3 Proof of Theorem1.3
By translation in space-time we may consider the case z0 = (x0, t0) = (0, 0) only. First
let us consider the case that (u, pi) ∈ V 1,2σ (Q(0; 1, 1))×L
3
2 (Q(0; 1, 1)) is a suitable weak
solution to (1.1). Given 3 < q < +∞, 2 < p < +∞ with 2
p
+ 3
q
∈
[
1, 3
2
]
, we denote
Y (R) = sup
0<r≤R
r1−
2
p
− 3
q ‖u3‖Lp(−r2,0;Lq(U(0;1,r))).
Our aim will be to argue as in the proof of Caffarelli-Kohn-Nirenberg theorem (cf. [7]),
inserting φ = Φnζ in (1.1), where ζ denotes a cut-off function, while Φn stands for the
shifted fundamental solution to the backward heat equation in one spatial dimension,
i.e.
Φn(x, t) =
1√
4pi(−t+ r2n)
e
−
x23
4(−t+r2n) , (x, t) ∈ R3 × (−∞, 0),
where
rn = 2
−n, n ∈ N.
In what follows we use the following notations. Given 0 < R < +∞, we set
Un(R) = U(0, R, rn) = B
′(R)× (−rn, rn),
Qn(R) = Un × (−r2n, 0),
An(R) = B
′(R)× A∗n,
where
A∗n = Q
∗
n \Q∗n+1,
Q∗n = (−rn, rn)× (−r2n, 0).
In case R = 1 we write Qn(R), An etc. in place of Qn(1), An(1) etc.
Clearly, there exist absolute constants c1, c2 > 0 such that for all 0 < R < +∞, n ∈ N
and j = 1, . . . , n it holds
c1r
−1
j ≤ Φn ≤ c2r−1j , c1r−2j ≤ |∂3Φn| ≤ c2r−2j in Aj(R),(3.1)
c1r
−1
n ≤ Φn ≤ c2r−1n , c1r−2n ≤ |∂3Φn| ≤ c2r−2n in Qn(R).(3.2)
Given 0 < R ≤ 1 and n ∈ N0, the following notation will be used in what follows
En(R) = E
(1)
n (R) + E
(2)
n (R) := ess sup
t∈(−r2n,0)
∫
Un(R)
|u(t)|2dx+
0∫
−r2n
∫
Un(R)
|∇u|2dxds,
E = E0(1) = ess sup
t∈(−1,0)
∫
U0(1)
|u(t)|2dx+
0∫
−1
∫
U0(1)
|∇u|2dxds.
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By Sobolev’s embedding theorem and a standard interpolation argument, we see that
for all n ∈ N0 and 12 ≤ R ≤ 1,
(3.3) ‖u‖2Lm(−r2n,0;Ll(Un(R))) ≤ cEn(R) ∀2 ≤ m ≤ +∞,
2
m
+
3
l
=
3
2
.
Let η = η(x3, t) ∈ C∞c ((−1, 1)×(−1, 0]) denote a cut off function such that 0 ≤ η ≤ 1 in
R×(−1, 0], η ≡ 1 on Q∗1 = (−1/2, 1/2)×(−1/4, 0). In addition, let 1/2 ≤ ρ < R ≤ 1 be
arbitrarily chosen, but fixed. Let ψ = ψ(x′) ∈ C∞(R2), such that 0 ≤ ψ ≤ 1 in B′(R),
ψ ≡ 0 in R2\B(R+ρ
2
), η ≡ 1 on B′(ρ), such that |∇′ψ| ≤ c(R−ρ)−1, |D2ψ| ≤ c(R−ρ)−2,
where ∇′ = (∂1, ∂2) and x′ = (x1, x2). We insert φ = Φnηψ into (1.9). This yields for
n ∈ N,
1
2
∫
U0(R)
|u(·, t)|2Φn(·, t)η(·, t)ψdx+
t∫
−1
∫
U0(R)
|∇u|2Φnηψdxds
≤ 1
2
t∫
−1
∫
U0(R)
|u|2(∂t +∆)(Φnηψ)dxds+ 1
2
t∫
−1
∫
U0(R)
|u|2u · ∇(Φnηψ)dxds
+
t∫
−1
∫
U0(R)
piu · ∇(Φnηψ)dxds = I + II + III.(3.4)
We now estimate I, II, III for n ∈ N0. Recalling that (∂t+∂3∂3)Φn = 0 in Q0(R), and
observing (3.1) and (3.2), we get
I =
1
2
t∫
−1
∫
U0(R)
|u|2(Φn∂tηψ + 2∂3Φn∂3ηψ + Φn∆(ηψ))dxds
≤ c
∫
A0(R)
|u|2dxds+ c(R − ρ)−2
∫
Q0(R)
|u|2Φndxds
≤ c(R− ρ)−2
n∑
j=0
r−1j
∫
Qj(R)
|u|2dxds
≤ c(R− ρ)−2
n∑
j=0
rjE ≤ c(R − ρ)−2E .
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Again using (3.1) and (3.2), we find
II ≤
n−1∑
i=0
∫
Ai(R)
|u|2|u3||∂3Φn|ηψdxds+
∫
Qn(R)
|u|2|u3||∂3Φn|ηψdxds
+
∫
Q0(R)
|u|3Φnη|∇′ψ|dxds
≤ c
n∑
j=0
r−2j
∫
Qj(R)
|u|2|u3|dxds+
∫
Q0(R)
|u|3Φn|∇′ψ|dxds
= II1 + II2.
In our discussion below for given m ∈ (1,+∞), by m′ we denote the Ho¨lder conjugate
m
m−1
. In case m = 1 we define m′ = +∞, while in case m = +∞ define m′ = 1.
We first estimate II1. Using Ho¨lder’s inequality, we find for j = 0, . . . , n
r−2j
∫
Qj(R)
|u|2|u3|dxds ≤ cY (rj)r−3+
2
p
+ 3
q
j
( 0∫
−r2j
( ∫
Uj(R)
|u|2q′dx
) p′
q′
ds
) 1
p′
.
Setting m = 4q
3
and l = 2q′, we get 2
m
+ 3
l
= 3
2
. Applying Ho¨lder’s inequality again, we
see that
r−2j
∫
Qj(R)
|u|2|u3|dxds ≤ cY (rj)r
−3+ 2
p
− 3
q
+ 2q−3p
′
qp′
j
( 0∫
−r2j
( ∫
Uj(R)
|u|ldx
)m
l
ds
) 2
m
.
Verifying that −3 + 2
p
− 3
q
+ 2q−3p
′
qp′
= −1 and using (3.3), we obtain
II1 ≤ c
n−1∑
j=0
r−1j Ej(R)Y (rj).
Observing (3.1) and (3.2), we estimate
II2 ≤ c(R− ρ)−1
n∑
j=0
r−1j
∫
Qj(R)
|u|3dxds.
Applying Ho¨lder’s inequality along with (3.3), we infer
r−1j
∫
Qj(R)
|u|3dxds ≤ r−
1
2
j ‖u‖2L4(−r2j ,0;L3(Uj(R))E
1
2 ≤ cr−
1
2
j Ej(R)E
1
2 .
This gives
II2 ≤ c(R− ρ)−1E 12
n∑
j=0
r
− 1
2
j Ej(R).
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Accordingly,
II ≤ c
n∑
j=0
r−1j Ej(R)Y (rj) + c(R− ρ)−1E
1
2
n∑
j=0
r
− 1
2
j Ej(R).
It remains to estimate the integral involving the pressure. We write
III =
t∫
−1
∫
U0(R)
piu3∂3Φnηψdxds+
t∫
−1
∫
U0(R)
piΦnu · ∇(ηψ)dxds = III1 + III2.
We define
pi0 = J (u⊗ uχU0(R)),
where J : Lm(Q0(R)) → Lm(R3 × (−1, 0)), 1 < m < +∞, stands for the bounded
operator defined in the appendix, with the property
−∆pi0 = ∇ · ∇ · (u⊗ uχQ0(R)) in R3 × (−1, 0),
in the sense of distributions. Thus, setting pih = pi − pi0, it follows that pih is harmonic
in Q0(R), and the following estimate holds true
‖pih‖L 32 (Q0(R)) ≤ c‖pi‖L 32 (Q0(R)) + ‖pi0‖L 32 (R3×(−1,0))
≤ c‖pi‖
L
3
2 (Q0(R))
+ c‖u‖2L3(Q0(R)) ≤ c(‖pi‖L 32 (Q0(R)) + E).(3.5)
Clearly,
III1 =
t∫
−1
∫
U0(R)
pi0u3∂3Φnη
2ψ2dxds+
t∫
−1
∫
U0(R)
pihu3∂3Φnη
2ψ2dxds = III11+III12.
Let σ ∈ (q,+∞) and l ∈ [2,+∞) such that
(3.6)
2
σ
+
3
l
= 3.
This implies that 1
l
= 1− 2
3σ
> 1 − 2
3q
> 1
q′
, i.e. l < q′ and recalling 2
p
+ 3
q
≤ 3
2
, we get
1
p′
≥ 3
2q
+ 1
4
> 1
q
, i.e. p′ < q < σ.
Applying LemmaA.1 with Ψ = ∂3Φn, f = u ⊗ uχQ0(R) and v = u3, noting that due to
(3.1) and (3.2) Ψ satisfies (A.3) with α = 2, verifying that Qj(R) ∩ Q0(R) = Qj(R),
we get from (A.4)
III11 ≤ c
n∑
k=0
r−2k ‖u⊗ u‖Lp′(−r2k,0;Lq′(Uk(R)))‖u3‖Lp(−r2k,0;Lq(Uk(R)))
+ c
n∑
j=0
n∑
k=j
r
1
q′
−2
k r
2
q′
− 3
l
j ‖u⊗ u‖Lp′(−r2
k
,0;Ll(Uj(R)))
‖u3‖Lp(−r2
k
,0;Lq(Uk(R))).(3.7)
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Recalling the definition of Y (rk), noting that
3q
2
> p′, applying Ho¨lder’s inequality,
together with (3.3) we estimate for k = 0, . . . , n,
r−2k ‖u⊗ u‖Lp′(−r2
k
,0;Lq′(Uk(R)))
‖u3‖Lp(−r2
k
,0;Lq(Uk(R)))
≤ cr−2k r
2q−3p′
qp′
k ‖u⊗ u‖L 2q3 (−r2
k
,0;Lq′(Uk(R)))
r
2
p
+ 3
q
−1
k Y (rk)
≤ cr−1k ‖u‖2
L
4q
3 (−r2
k
,0;L2q′ (Uk(R)))
Y (rk)
≤ cr−1k Ek(R)Y (rk).
Similarly, observing (3.6) and (3.3), we find for k, j = 0, . . . , n, k ≥ j,
r
1
q′
−2
k r
2
q′
− 3
l
j ‖u⊗ u‖Lp′(−r2
k
,0;Ll(Uj(R)))
‖u3‖Lp(−r2
k
,0;Lq(Uk(R)))
≤ cr
1
q′
−2
k r
2
q′
− 3
l
j r
2σ−p
′
σp′
k ‖u‖2L2σ(−r2
k
,0;L2l(Uj(R)))
r
2
p
− 3
q
−1
k Y (rk)
= cr
2
q
− 2
σ
k r
2
q′
− 3
l
j ‖u‖2L2σ(−r2
k
,0;L2l(Uj(R)))
Y (rk)
≤ cr
2
q
− 2
σ
k r
2
σ
− 2
q
j r
−1
j Ej(R)Y (rj).
Inserting the above estimates into (3.7), we infer
III1 ≤ c
n∑
j=0
r−1j Ej(R)Y (rj) + III11.
The estimation of III12 we postpone after the discussion on III2. By the same argu-
ment we have used for III1 we write
III2 =
t∫
−1
∫
U0(R)
pi0u·Φn∇(ηψ)dxds+
t∫
−1
∫
U0(R)
pihu·Φn∇(ηψ)dxds = III21+III22.
To estimate III21 we use LemmaA.1 with α = 1,Ψ = Φn, p = q =
5
2
, l = 5
3
, v = u, f =
u⊗ uχU0(R) and ∇(ηψ) in place of η. This together with Ho¨lder’s inequality and (3.3)
yields
III21 ≤ c(R− ρ)−1
n∑
k=0
r−1k ‖u⊗ u‖L 53 (−r2
k
,0;L
5
3 (Uk(R)))
‖u‖
L
5
2 (−r2
k
,0;L
5
2 (Uk(R)))
+ c(R− ρ)−1
n∑
j=0
n∑
k=j
r
− 2
5
k r
− 3
5
j ‖u⊗ u‖L 53 (−r2
k
,0;L
5
3 (Uj(R)))
‖u‖
L
5
2 (−r2
k
,0;L
5
2 (Uk(R)))
≤ c(R− ρ)−1
n∑
k=0
r
− 1
2
k ‖u‖2L 103 (Qk(R))‖u‖L 203 (−r2k,0;L 52 (Uk(R)))
+ c(R− ρ)−1
n∑
j=0
n∑
k=j
r
1
2
− 2
5
k r
− 3
5
j ‖u‖2L 103 (Qj(R))‖u‖L 203 (−r2k ,0;L 52 (Uk(R)))
≤ c(R− ρ)−1E 12
n∑
k=0
r
− 1
2
k Ek(R).
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Accordingly
III2 ≤ c(R − ρ)−1E 12
n∑
i=0
r
− 1
2
j Ej(R) + III22.
It only remains to estimate the sum III12 + III22. In fact, applying integration by
parts, and recalling that ∇ · u = 0, we calculate
III12 + III22 = −
∫
Q0(R)
∇pih · uΦnηψdxds
= −
n−1∑
k=1
∫
Ak(R)
∇pih · uΦnηψdxds−
∫
Qn(R)
∇pih · uΦnηψdxds
−
∫
A0(R)
∇pih · uΦnηψdxds
= J1 + J2 + J3.
Noting that 1 − χ2 = 1 on A0(R), using integration by parts, together with (3.1) and
(3.5) we find
J3 =
∫
Q2(R)
pih · uΦn∇(ηψ(1− χ2))dxds+
∫
Q2(R)
pih · u∂3Φnηψ(1− χ2)dxds
≤ c(R− ρ)−1‖pih‖L 32 (Q0(R))‖u‖L3(Q0(R))
≤ c(R− ρ)−1E 12 (‖pi‖
L
3
2 (Q0(R))
+ E).
For J1 + J2 using (3.1) and (3.2), and applying Ho¨lder’s inequality along with (3.3),
we get
J1 + J2 ≤ c
n∑
k=1
r−1k
∫
Qk(R)
|∇pih||u|dxds
≤ c
n∑
k=1
r−1k ‖∇pih‖L 32 (−r2
k
,0;L∞(Uk(R)(
R+ρ
2
)))
‖u‖L3(−rk,0;L1(Uk(R)))
≤ cE 12
n∑
k=1
r
1
6
k ‖∇pih‖L 32 (−1,0;L∞(Uk(R)(R+ρ2 ))).
Let (x, t) ∈ Uk(R)(R+ρ2 )×(−1, 0). Since pih(·, t) is harmonic in U0(R) and dist(x, ∂U0(R)) ≥
c(R− ρ) by using Caccioppli inequality and the mean value property, we obtain
|∇pih(x, t)| ≤ c(R−ρ)−1 1|B(R)|
∫
B(R)
|pih(·, t)|dx ≤ c(R−ρ)−3‖pih(·, t)‖L 32 (U0(R)).
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This together with (3.5) shows that
‖∇pih‖L 32 (−1,0;L∞(Uk(R)(R+ρ2 ))) ≤ c(R− ρ)
−3‖pih‖L 32 (Q0(R))
≤ c(R− ρ)−3(‖pi‖
L
3
2 (Q0(R))
+ E).
Using this estimate, we find
J1 + J2 ≤ c(R− ρ)−3E 12 (‖pi‖L 32 (Q0(R)) + E).
Accordingly,
III12 + III22 ≤ c(R− ρ)−3E 12 (‖pi‖L 32 (Q0(R)) + E).
Gathering the above estimates, we deduce
III ≤ c
n∑
j=0
r−1j Y (rj)Ej(R) + c(R − ρ)−1E
1
2
n∑
j=0
r
− 1
2
j Ej(R)
+ c(R− ρ)−3E 12 (‖pi‖
L
3
2 (Q0(R))
+ E).
On the other hand, from the definition of Φn for n ∈ N we obtain
1
2
sup
t∈(−1,0)
∫
U0(R)
|u(·, t)|2Φn(·, t)η(·, t)ψdx+
0∫
−1
∫
U0(R)
|∇u|2Φnηψdxds
≥ cr−1n En(ρ).
Estimating the left-hand side of (3.4) from below using the above estimate, and insert-
ing the estimates of I, II and III into the right-hand side of (3.4), we arrive at
r−1n En(ρ) ≤ c
n∑
j=0
r−1j Ej(R)Y (rj) + c(R− ρ)−1E
1
2
n∑
j=0
r
− 1
2
j Ej(R)
+ c(R− ρ)−3E 12 (‖pi‖
L
3
2 (Q0(R))
+ E) + c(R− ρ)−2E .(3.8)
For the second term of the right hand side of (3.8) we use Ho¨lder’s and Young’s
inequalities to estimate
c(R − ρ)−1E 12
n∑
j=0
r
− 1
2
j Ej(R) ≤ c(R − ρ)−1E
3
4
n∑
j=0
r
− 5
8
j Ej(R)
3
4 r
1
8
j
≤ c(R − ρ)−1E 34
( n∑
j=0
r
− 5
6
j Ej(R)
) 3
4
( n∑
j=0
r
1
2
j
) 1
4
≤
n∑
j=0
r
− 5
6
j Ej(R) + c(R− ρ)−4E3,
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and we deduce from (3.8)
r−1n En(ρ) ≤ c0
n∑
j=0
r−1j Ej(R)Y (rj) +
n∑
j=0
r
− 5
6
j Ej(R) + c(R− ρ)−4C0,(3.9)
where
C0 =
{
1 + E3 + ‖pi‖
3
2
L
3
2 (Q0(R))
}
.
First, by our assumption (1.11) it holds Y (R)→ 0 as Rց 0. Let 0 < λ < 1 arbitrarily
fixed. There exists n0 ∈ N such that c0Y (rn0) + r
1
6
n0 ≤ 1−2λ−12 . Thus, we get from (3.9)
(3.10) r−1n En(ρ) ≤
1− 2λ−1
2
n∑
j=n0
r−1j Ej(R) + c2
n0(EY (r0) + E) + c(R− ρ)−4C0
for all n ≥ n0 + 1, while for n ≤ n0 we have simple estimate
(3.11) r−1n En(ρ) ≤ 2n0E0(1) = 2n0E .
Combining (3.10) and (3.11), we find
(3.12) r−1n En(ρ) ≤
1− 2λ−1
2
n∑
j=1
r−1j Ej(R) + c2
n0(EY (r0) + E) + c(R− ρ)−4C0
for all n ∈ N. Given N ∈ N, multiplying (3.12) by 2−n(1−λ) = r1−λn , and summing it
from n = 1 to n = N , we obtain
N∑
n=1
r−λn En(ρ)
≤ 1− 2
λ−1
2
N∑
n=1
n∑
j=1
r1−λn r
−1
j Ej(R) + c
{
2n0(EY (r0) + E) + (R− ρ)−4C0
} N∑
n=1
r1−λn
≤ 1− 2
λ−1
2
N∑
j=1
N∑
n=j
r1−λn r
−1
j Ej(R) + c
{
2n0(EY (r0) + E) + (R− ρ)−4C0
}
≤ 1
2
N∑
j=1
r−λj Ej(R) + c
{
2n0(EY (r0) + E) + (R− ρ)−4C0
}
.
Applying the algebraic lemma [16, V. Lemma3.1], we arrive at
(3.13)
N∑
n=1
r−λn En
(1
2
)
≤ c
{
2n0(EY (r0) + E) + C0
}
.
In particular, we get for all λ, r ∈ (0, 1) the Morrey-type estimate
(3.14) r−λ‖u‖2L∞(−r2,0;L2(B′(r)×(−r,r))) + r−λ‖∇u‖2L2(B′(r)×(−r,r)×(−r2,0))) ≤ C,
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where C depends on λ. This completes proof of the first statement of the theorem.
Now, we assume the second condition (1.13) is fulfilled for some α ∈ (1,+∞). Let
ε0 > 0 be sufficiently small to be specified below. Observing (1.13), there exists n0 ∈ N
such that jα(c0Y (rj) + r
1
6
j ) ≤ ε0 for all j ≥ n0. Thus, (3.8) together with Ho¨lder’s
inequality and Young’s inequality yields
r−1n En(ρ) ≤ ε0
n∑
j=1
j−αr−1j Ej(R) + (R− ρ)−4C1.(3.15)
where C1 = c
{
2n0(EY (r0) + E) + C0
}
. Given N ∈ N, we multiply (3.15) by n−α and
summing both sides of the resultant inequality from n = 1 to N . This leads to
N∑
n=0
n−αr−1n En(ρ) ≤ ε0
N∑
n=0
n∑
j=0
n−αj−αr−1j Ej(R) + c(R− ρ)−4C1
N∑
n=0
n−α
= ε0
N∑
j=0
n∑
n=j
n−αj−αr−1j Ej(R) + c(R− ρ)−4C1
≤ cαε0
N∑
j=0
j−2α+1r−1j Ej(R) + c(R− ρ)−4C1
≤ cαε0
N∑
j=0
j−αr−1j Ej(R) + c(R− ρ)−4C1.
Taking ε0 =
1
2cα
and once more using lemma [16, V. Lemma3.1], we deduce that
(3.16)
N∑
j=0
j−αr−1j Ej
(3
4
)
≤ cC1.
Thus, (3.15) with ρ = 1
2
and R = 3
4
gives
(3.17) r−1n En
(1
2
)
≤ cC1 ∀n ∈ N.
As a consequence of (3.17) we get
(3.18) K0 := sup
0<r≤1
r−1E(r) < +∞,
where
E(r) = E(1)(r) + E(2)(r) := ess sup
t∈(−r2,0)
∫
B(r)
|u(t)|2dx+
∫
Q(r)
|∇u|2dxds.
Using Ho¨lder’s inequality along with (3.3), we find
(3.19) ‖u‖3L3(Q(r)) ≤ cr
1
2‖u‖3L4(−r2,0;L3(B(r))) ≤ cr
1
2E(r)
3
2 ≤ cr2K
3
2
0 .
Estimation of the pressure: Similarly to [12, Lemma2.9] we get the following
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Lemma 3.1. Let s ∈ (1,+∞), and f ∈ Ls(Q(1)) satisfy
(3.20)
∫
Q(r)
|f |sdxds ≤ Ks0rλ ∀r0 ≤ r ≤ 1.
for some 0 < λ < 5 and 0 < r0 < 1. Let pi ∈ Ls(Q(1)) solve ∆pi = ∂i∂jfij in the sense
of distributions. Then
(3.21)
∫
Q(r)
|pi − piB(r)|sdxds ≤ crλ
∫
Q(r)
|pi − piB(r)|sdxds+ cKs0rλ ∀r0 ≤ r ≤ 1,
where c = const > 0 depends only on λ and s.
Proof: Let r0 ≤ r ≤ 1 and θ ∈ (0, 1). We write
(3.22) pi(t)− pi(t)B(r) = pi0(t) + pih(t),
where pi0 ∈ As(B(r)) = {v = ∆q | q ∈ W 2, s0 (B(r))}, and ∆pih = 0 on B(r). Thus, in
view of [12, Lemma2.8] we estimate
‖pi0(t)‖sLs(B(r)) ≤ c‖f(t)‖sLs(B(r)).
Furthermore, using the mean value property together with the Caccioppoli inequality
for harmonic functions, we obtain
‖pih(t)− (pih(t))B(θr)‖sLs(B(θr)) ≤ c(θr)5‖∇pih(t)‖sL∞(B(θr))
≤ cθ5‖pih(t)‖sLs(B(r)) ≤ cθ5‖pi(t)− pi(t)B(r)‖sLs(B(r)).(3.23)
By the triangle inequality together with (3.22) and (3.23) we get
‖pi(t)− pi(t)B(θr)‖sLs(B(θr))
≤ ‖pih(t)− (pih(t))B(θr)‖sLs(B(θr)) + ‖pi0(t)− (pi0(t))B(θr)‖sLs(B(θr))
≤ cθ5‖pi(t)− pi(t)B(r)‖sLs(B(r)) + c‖f(t)‖sLs(B(r)).
Integrating both sides over (−(θr)2, 0) with respect to t and applying (3.20), we see
that
‖pi − piB(θr)‖sLs(Q(θr)) ≤ cθ5‖pi − piB(r)‖sLs(Q(r)) + cKs0rλ.
Given λ < µ < 5, we may choose θ such that cθ5−µ ≤ 1. This together with a standard
iteration yields
‖pi − piB(r)‖sLs(Q(r)) ≤ crλ‖pi(t)‖sLs(Q(1)) + crλKs0 ∀r0 ≤ r ≤ 1.
Whence the claim.
Applying the above lemma for s = 3
2
, f = u⊗ u, λ = 2 and taking into account (3.19),
we get
(3.24) ‖pi − piB(r)‖
3
2
L
3
2 (Q(r))
≤ cr2K
3
2
0 ∀0 < r < 1.
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Proof that (0, 0) is regular point of u via indirect argument. Before starting
indirect argument we wish recall the ε-regularity condition proved in [35]. There is an
absolute number ε0 > 0 with the following property. If u ∈ V 1,2(Q(1)) is suitable weak
solution of (1.1) and there exists 0 < r ≤ 1 such that
(3.25) r−2
∫
Q(r)
|u|3dxdt ≤ ε0,
then u ∈ L∞(Q( r
2
)), in particular (0, 0) is a regular point of u. (In fact the above
criterion is proved in [35] for more general notion of local suitable weak solution.) Now,
assume (0, 0) is not a regular point of u. In view of the ε-regularity criterion we stated
above
(3.26) r−2‖u‖3L3(Q(r)) > ε0 ∀0 < r ≤ 1,
where ε0 > 0 denotes the absolute number in (3.25). Define, with rk = 2
−k, k ∈ N,
vk(x, t) = rku(rkx, r
2
kt),
pik(x, t) = r
2
k
(
pi(rkx, r
2
kt)− pi(r2kt)B(rk)
)
, (x, t) ∈ Q(1).
Then (vk, pik) ∈ V 1,2(Q(1)) × L 32 (Q(1)), k ∈ N, is a suitable weak solution to the
Navier-Stokes equations in Q(1). In view of (3.18) and (3.24), using a standard scaling
argument, we see that {(vk, pik)} is bounded in V 1,2(Q(1)) × L 32 (Q(1)). Furthermore,
(3.26) turns into
r−2‖vk‖3L3(Q(r)) > ε0 ∀0 < r < 1,(3.27)
Eventually passing to a subsequence, we get (v, pi) ∈ V 1,2(Q(1))× L 32 (Q(1)) such that
∇vk →∇v weakly in L2(Q(1)) as k → +∞,(3.28)
vk → v weakly−∗ in L∞(−1, 0;L2(B(1))) as k → +∞,(3.29)
pik → pi weakly in L 32 (Q(1)) as k → +∞.(3.30)
Furthermore, using Lions-Aubin’s Lemma, we get
vk → v strongly in L3(Q(1)) as k → +∞.(3.31)
In particular, (v, pi) is a suitable weak solution to the Navier-Stokes equations. By the
aid of (3.31) in (3.27) letting k → +∞, we obtain
r−2‖v‖3L3(Q(r)) ≥ ε0 ∀0 < r < 1.(3.32)
On the other hand, from (1.13) (or even from (1.11)) we deduce that
‖vk,3‖Lp(−1,0;Lq(B(1))) = r
1− 2
p
− 3
q
k ‖u3‖Lp(−r2k,0;Lq(B(rk))) → 0 as k → +∞.
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Accordingly, v3 ≡ 0. By the localized version of the one velocity component criterion
in [23] (see also [22, Section 1.4]) we find that v ∈ L∞(Q(1
2
)), and the left hand side of
(3.32) goes to zero as r → 0, which is a contradiction. Consequently the assumption
is not true and therefore (0, 0) is regular point.
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A Appendix
The aim of this appendix is to provide an estimate which will be used various times for
the estimation of integrals involving the pressure during the proof of our main result.
We start our discussion to define the following singular integral operator which will be
used for the decomposition of the pressure. Throughout this appendix, let 0 < R ≤ 1
be fixed. Let Q0(R) = U0(R) × (−1, 0), where U0(R) = B′(R) × (−1, 1). Given
fij ∈ Lp(Q0(R)), 1 < p < +∞, i, j = 1, 2, 3, we define
J (f)(x, t) = P.V.
∫
R3
K(x− y) : f(y, t)χU0(R)(y)dy, (x, t) ∈ R3 × (−1, 0),
with the Caldero´n-Zygmund kernel Kij = ∂i∂jN, i, j = 1, 2, 3, where
N(x) =
1
4pi|x| , x ∈ R
3 \ {0}.
Clearly by virtue of Caldero´n-Zygmund inequality, J : Lp(Q0(R))→ Lp(R3× (−1, 0))
defines a bounded linear operator. In particular,
(A.1) ‖J (f)‖Lp(R3) ≤ c‖f‖Lp(U0(R)).
Furthermore, setting pi0 = J (f), it holds
(A.2) −∆pi0 = ∇ · ∇ · f in Q0(R)
in the sense of distributions. As in Section 2 we use the following notation
rj = 2
−j, Uj(R) = B
′(1)×(−rj , rj), Qj(R) = Uj(R)×(−r2j , 0) j ∈ N0.
Lemma A.1. Let n ∈ N. Let Ψ ∈ C∞(R3 × (−∞, 0)) such that for constants α >
0, c > 0 and C > 0 it holds
(A.3) cr
−α
j ≤ Ψ(x, t) ≤ Cr−αj ∀(x, t) ∈ Aj = Qj(R) \Qj+1(R), ∀j = 0, . . . , n− 1
cr−αn ≤ Ψ(x, t) ≤ Cr−αj ∀(x, t) ∈ Qn(R).
17
Let 1 < p, q < +∞, 1 < l ≤ q′. Let v ∈ Lp(−1, 0;Lq(U0(R))), and f ∈ Lp′(−1, 0;Lq′(U0(R))),
1 < m, l < +∞. Then, setting pi0 = J (f) it holds
t∫
−1
∫
U0(R)
pi0vΨηdxds
≤ c sup |η|
n∑
k=0
r−αk ‖f‖Lp′(−r2
k
,0;Lq′(Uk(R)))
‖v‖Lp(−r2
k
,0;Lq(Uk(R)))
+ c sup |η|
n∑
j=0
n∑
k=j
r
1
q′
−α
k r
2
q′
− 3
l
j ‖f‖Lp′(−r2
k
,0;Ll(Uj(R)))
‖v‖Lp(−r2
k
,0;Lq(Uk(R))),(A.4)
where η ∈ C∞c (U0(R) × (−1, 0]) stands for a cut off function. The constant in (A.4)
depends only on p, q and l.
Proof: Let f ∈ Lp(Q0(R)). Set pi0 = J (f). For j ∈ N0 let χj ∈ C∞c (Uj(R)×(−r2j , 0])
with χj = 1 on Qj+1(R) such that 0 ≤ χj ≤ 1, and |∂3χj | ≤ cr−1j , and |∇′χj| ≤ cR−1.
We set
φj =

1− χ0 if j = 0,
χj − χj+1 if j = 1, . . . , n− 1,
χn if j = n.
We have
n∑
j=0
φj = 1−χ0+χ0−χ1+ . . .+χn−1−χn+χn = 1. Accordingly, f =
n∑
j=0
fφj,
and therefore it holds
pi0 = J (f) =
n∑
j=0
J (φjf) =
n∑
j=0
pi0,j .
This yields
t∫
−0
∫
U0(R)
pi0vΨηdxds =
n∑
k=0
t∫
−1
∫
U0(R)
pi0vΨφkηdxds
=
n∑
j=0
n∑
k=0
t∫
−1
∫
U0(R)
pi0,jvΨφkηdxds =
n∑
k=0
n∑
j=k
t∫
−1
∫
U0(R)
pi0,jvΨφkηdxds
+
n∑
j=0
n∑
k=j+1
t∫
−1
∫
U0(R)
pi0,jvΨφkηdxds = I + II.
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First, we calculate
I =
n∑
k=0
t∫
−1
∫
U0(R)
Π0,kvΨφkηdxds,
where
Π0,k =
pi0 if k = 0,J (φkf) if k = 1, . . . , n.
Observing (A.3), applying Ho¨lder’s inequality along with (A.1), we get
I ≤ c sup |η|
n∑
k=0
r−αk ‖Π0,k‖Lp′(−r2k,0;Lq′ (Uk(R)))‖v‖Lp(−r2k,0;Lq(Uk(R)))
≤ c sup |η|
n∑
k=0
r−αk ‖f‖Lp′(−r2
k
,0;Lq′(Uk(R)))
‖v‖Lp(−r2
k
,0;Lq(Uk(R))).
For the second integral we find
II =
n∑
j=n−2
n∑
k=j
t∫
−1
∫
U0(R)
Π0,jvΨφkηdxds
+
n−3∑
j=0
j+3∑
k=j
t∫
−1
∫
U0(R)
Π0,jvΨφkηdxds
+
n−3∑
j=0
n∑
k=j+4
t∫
−1
∫
U0(R)
Π0,jvΨφkηdxds = II1 + II2 + II3.
Arguing as above, observing (A.3) and applying Ho¨lder’s inequality and (A.1), we see
that
II1 + II2 ≤ c sup |η|
n∑
k=1
r−αk ‖f‖Lp′(−r2k,0;Lq′ (Uk(R)))‖v‖Lp(−r2k,0;Lq(Uk(R))).
It remains to estimate II3. We calculate
(A.5) II3 =
n−2∑
j=0
n∑
k=j+4
t∫
−1
∫
U0(R)
Π0,jvΨφkdxds =
n−2∑
j=0
n∑
k=j+4
Jjk.
Let j + 4 ≤ k ≤ n be fixed. Applying Ho¨lder’s inequality together with (A.3), we find
Jjk ≤ c sup |η|r−αk ‖Π0,j‖Lp′(−r2k,0;Lq′ (Uk(R)))‖v‖Lp(−r2k,0;Lq(Uk(R))).
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From the definition of Π0,j it follows that ∆pi0,j = ∇ · ∇ · (fφj) in the sense of
distributions. Since supp(φj) ⊂ Qj(R) \ Qj+2(R) the function pi0,j is harmonic in
R
2 × (−rj+2, rj+2)× (−r2j+2, 0). Applying LemmaA.2 below for h = pi0,j , r = rj+2 and
ρ = rk, we get for almost all s ∈ (−r2k, 0)
‖Π0,j(s)‖Lq′(Uk(R)) = ‖pi0,j(s)‖Lq′ (B′(R)×(−rk ,rk)) ≤ c sup |η|r
1
q′
k r
2
q′
− 3
l
j+2 ‖Π0,j(s)‖Ll(R3).
Taking the Lp
′
norm with respect to s, and employing (A.1), we find
‖Π0,j‖Lp′(−r2
k
,0;Lq′ (Uk(R)))
≤ c sup |η|r
1
q′
k r
2
q′
− 3
l
j+2 ‖f‖Lp′(−r2
k
,0;Ll(Uj(R)))
.
Accordingly,
Jjk ≤ c sup |η|r
1
q′
−α
k r
2
q′
− 3
l
j+2 ‖f‖Lp′(−r2
k
,0;Ll(Uj(R)))
‖v‖Lp(−r2
k
,0;Lq(Uk(R))).
Inserting this inequality into (A.5), we arrive at
II3 = c sup |η|
n−2∑
j=1
n∑
k=j+3
r
1
q′
−α
k r
2
q′
− 3
l
j+2 ‖f‖Lp′(−r2
k
,0;Ll(Uj(R)))
‖v‖Lp(−r2
k
,0;Lq(Uk(R)))
≤ c sup |η|
n∑
j=0
n∑
k=j
r
1
q′
−α
k r
2
q′
− 3
l
j ‖f‖Lp′(−r2
k
,0;Ll(Uj(R)))
‖v‖Lp(−r2
k
,0;Lq(Uk(R))).
Combining the above estimates, we get the claim.
Lemma A.2. Let 0 < r ≤ R < +∞. Let h : B′(2R) × (−r, r) → R be harmonic.
Then for all 0 < ρ ≤ r
4
and 1 ≤ l ≤ p ≤ +∞ we get
(A.6) ‖h‖pLp(B′(R)×(−ρ,ρ)) ≤ cρr2−3
p
l ‖h‖p
Ll(B′(2R)×(−r,r))
,
where c stands for a positive constant depending only on p and l.
Proof: Let k ∈ N, k ≥ 2. Set ρk = 2−kr. Since B′(2R) × (−r, r) is a non isotropic
cylinder, in order to apply the mean value property of harmonic functions we use a
covering argument. We may choose a finite family of points {x′ν} in B′(R) such that
{B′(x′ν , r/4)} is a covering of B′(R), and it holds
(A.7)
∑
ν
χB′(x′ν ,r) ≤ N, |xν − xµ| ≥
r
4
∀ν 6= µ,
where N stands for an absolute number. Setting xν = (x
′
ν , 0), we see that B
′(x′ν , r/4)×
(−r/4, r/4) ⊂ B(xν , r/2). With this notation we have
‖h‖pLp(B′(R)×(−ρk ,ρk)) ≤
∑
ν
‖h‖pLp(B′(x′ν ,r/4)×(−ρk ,ρk))
≤ cr2ρk
∑
ν
‖h‖pL∞(B′(x′ν ,r/4)×(−r/4,r/4))
≤ cr2ρk
∑
ν
‖h‖pL∞(B(xν ,r/2)).(A.8)
20
Since h is harmonic, using the mean value property, we find
‖h‖pL∞(B(xν ,r/2)) ≤ cr−
3p
l ‖h‖p
Ll(B(xν ,r))
≤ cr− 3pl ‖h‖p−l
Ll(B′(2R)×(−r,r))
‖h‖lLl(B′(x′ν ,r)×(−r,r))
= cr−
3p
l ‖h‖p−l
Ll(B′(2R)×(−r,r))
r∫
−r
∫
B′(2R)
|h|lχB′(x′ν ,r)dx′dx3.
Taking the sum over ν and using (A.7), we obtain∑
ν
‖h‖pL∞(B(xν ,r/2)) ≤ cNr−
3p
l ‖h‖p
Ll(B′(2R)×(−r,r))
.(A.9)
Combing (A.8) and (A.9), we get
(A.10) ‖h‖pLp(B′(R)×(−ρk ,ρk)) ≤ cρkr2−3
p
l ‖h‖p
Ll(B′(2R)×(−r,r))
.
Let 0 < ρ ≤ r
4
. Then there exists a unique integer k ≥ 2 such that ρk+1 < ρ ≤ ρk,
Thus, (A.10) implies
‖h‖pLp(B′(R)×(−ρ,ρ)) ≤ cρkr2−3
p
l ‖h‖p
Ll(B′(2R)×(−r,r))
≤ 2cρr2−3 pl ‖h‖p
Ll(B′(2R)×(−r,r))
.
Whence, (A.6).
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