Abstract. Under mass-action kinetics, biochemical reaction networks give rise to polynomial autonomous dynamical systems whose parameters are often difficult to estimate. We deal in this paper with the problem of identifying the kinetic parameters of a class of biochemical networks which are abundant, such as multisite phosphorylation systems and phosphorylation cascades (for example, MAPK cascades). For any system of this class we explicitly exhibit a single species for each connected component of the associated digraph such that the successive total derivatives of its concentration allow us to identify all the parameters occurring in the component. The number of derivatives needed is bounded essentially by the length of the corresponding connected component of the digraph. Moreover, in the particular case of the cascades, we show that the parameters can be identified from a bounded number of successive derivatives of the last product of the last layer. This theoretical result induces also a heuristic interpolation-based identifiability procedure to recover the values of the rate constants from exact measurements.
Introduction
Parameter identifiability in a system of ordinary differential equations mainly addresses the question of deciding whether the system parameters can be uniquely determined from data (see for instance [30] , [11, Chapter 10] ). This problem has been broadly studied under different approaches. One perspective focuses on a system of input-output equations where the coefficients depend on the parameters and the parameters are said to be identifiable if this dependence is injective. Another perspective seeks to determine the value of the parameters from observable data. More details can be found in [24, 21, 18, 28, 33, 3, 20, 7, 26] .
A particular class of systems of equations arises from biochemical reaction networks, which under mass-action kinetics induce polynomial autonomous systems of differential equations. In this framework, in [8] , the authors describe necessary and sufficient conditions for the unique identifiability of the reaction rate constants (the parameters) of a chemical reaction network. Following their approach, we provide in this work sufficient conditions for uniquely identifying all the rate constants of a certain family of biochemical reaction networks from a reduced set of variables (see Definition 2.6). Unlike other authors [1] , we do not consider all the possible minimal sets of variables allowing parameter identifiability, but we only focus on certain biologically relevant sets.
The family of networks we deal with is abundant in the literature. One example is the multisite phosphorylation system which describes the phosphorylation of a protein in L sites by a kinase(Y )/phosphatase(Ỹ ) pair in a sequential and distributive mechanism [10] . The substrate S i is the phosphoform obtained from the unphosphorylated substrate S 0 by attaching i phosphate groups to it. Each phosphoform can accept (via an enzymatic reaction involving Y ) or lose (via a reaction involving the phosphataseỸ ) at most one phosphate (the mechanism is "distributive") and there is a specific order to be followed for attaching and removing the phosphate groups (the phosphorylation is "sequential"). Example 1.1. The reactions in the L-site sequential phosphorylation/dephosphorylation network are represented by the following labeled digraph:
where U 1 , . . . , U L , V 1 , . . . , V L are intermediate enzyme-substrate species. The mass-action dynamical system for this network is (see identity (2) in Section 2.1):
where lower case letters represent the time-varying concentration of the corresponding chemical species. Here, the derivative with respect to time is represented with a dot over the corresponding variable.
As a consequence of Theorem 4.6 proved below, all the constants in the first connected component can be identified from the successive total derivatives of s L up to order max{2, 2L − 1} and all the constants in the second connected component can be identified from the successive total derivatives of s 0 up to the same order. Moreover, as proved in Proposition 4.9, all the constants in the whole network can be identified from the successive total derivatives of s L up to order max{2, 2L − 1}.
Another example of major biological importance are phosphorylation cascades, such as the mitogen-activated protein kinase (MAPK) cascade [5, 14, 15, 29] . This cascade plays an essential role in signal transduction by modulating gene transcription in response to changes in the cellular environment. MAPK cascades participate in a number of diseases including chronic inflammation and cancer [9, 16, 22, 27, 34] as they control key cellular functions [13, 22, 32] . We depict in the following example the 2-layer signaling cascade. The corresponding mass-action dynamical system is (see (2)): We prove in Theorem 5.2 that all the parameters in a signaling cascade system can be identified from a single variable: the last product of the last layer (S 2,1 in the cascade presented in Example 1.2). This species is usually an output of interest for this type of cascades [2, 6, 12, 17] .
The organization of the paper is as follows. The next section provides introductory material on chemical reaction networks, mass-action kinetics equations and identifiability. Section 3 deals with the general assumptions required by the biochemical reaction networks we consider along the paper. In Sections 4 and 5 we analyze the identifiability for sequential phosphorylation/dephosphorylation networks and phosphorylation cascades, respectively. Based on the results in Sections 4 and 5, we present in Section 6 an algorithm to determine, from (noise-free) data, the 30 rate constants in the 3-layer MAPK cascade, which relies on a heuristic to choose points to specialize the variables and solve for the rate constants. Finally, we include an appendix with the complete proofs of the results stated in the paper.
Preliminaries and Basic Notions
2.1. Chemical Reaction Systems. We briefly recall the basic setup of chemical reaction networks and how they give rise to autonomous dynamical systems under mass-action kinetics.
Given a set of s chemical species (denoted by capital letters), a chemical reaction network on this set of species is a finite directed graph whose vertices are indicated by complexes (non negative integer linear combinations of the species) and whose edges are labeled by parameters (positive reaction rate constants). The labeled digraph is denoted G = (V, R, k), with vertex set V, edge set R and edge labels k ∈ R #R >0 . If (y, y ′ ) ∈ R, we note y → y ′ . The complexes determine vectors in Z s ≥0 (the coefficients of the linear combinations) according to the stoichiometry of the species they consist of. We identify each complex with its corresponding vector and also with the formal linear combination of species specified by its coordinates.
We present a basic example that illustrates how a chemical reaction network gives rise to a dynamical system. This example represents a classical mechanism of enzymatic reactions, usually known as the futile cycle [14, 15, 31] : Example 2.1. Consider the following graph
The s = 6 variables U , V , S 0 , S 1 , E, F , denote the chemical species. The source and the product of each reaction (i.e. the vertices) are the complexes (non negative linear combinations of the species). Finally the edge labels in k = (a, b, c,ã,b,c) are the reaction rate constants describing how concentrations of the six species change in time as the reactions occur.
The first three complexes give rise to the vectors (0, 0, 1, 0, 1, 0), (1, 0, 0, 0, 0, 0) and (0, 0, 0, 1, 1, 0) while those in the second ones are (0, 0, 0, 1, 0, 1, 0), (0, 1, 0, 0, 0, 0), (0, 0, 1, 0, 0, 1).
A chemical reaction network G as above, under the assumption of mass-action kinetics induces a polynomial dynamical system in the following way. Suppose that the species are X 1 , . . . , X s and their respective concentrations are denoted by x 1 , . . . , x s (denoted by small letters). We write k yy ′ for the reaction rate of each reaction y → y ′ in R. We introduce the following chemical reaction dynamical system:ẋ
where x := (x 1 , . . . , x s ) and x y := x
. . , y s ). The right-hand side of each differential equationẋ i is a polynomial f i (x, k), in the variables x 1 , . . . , x s with coefficients depending on the parameters k := (k yy ′ ) (y,y ′ )∈R .
For instance, in our previous Example 2.1 this induced dynamical system is:
2.2. Identifiability in Chemical Reaction Systems. Among all the different (not always equivalent) notions of identifiability in differential equations and control theory we have chosen to work from the one introduced in [8] since it seems specially well suited to the dynamical biochemical systems we consider here (see, for instance, [7, 26] for a survey on the state of the art).
is injective (here k = (k yy ′ ) (y,y ′ )∈R and R[x] is the polynomial ring in the variables x 1 , . . . , x s ).
Example 2.3. In Example 2.1 (see the corresponding differential equation system (3)), the domain of the map Φ is R 6 >0 , the target space is R[u, v, s 0 , s 1 , e, f ] 6 and the coordinate functions are the right-hand sides of the differential equations in (3). It is clear that Φ is injective and therefore, the reaction system is identifiable: the right-hand sides ofṡ 0 andṡ 1 determine the six constants k = (a, b, c,ã,b,c). Fig.1 ]) Consider the following graph
Here s = 2, #R = 6 and the associated dynamical system iṡ
Clearly, the map Φ is not injective: parameters k ∈ R 6 >0 define the same polynomials under Φ if and only if the linear forms 2k 1 + k 4 , k 2 + 2k 6 and k 5 − k 3 take the same values when evaluated at k. For instance, Φ (1, 1, 1, 1, 1, 1 
. Therefore, the system (4) is not identifiable. Definition 2.5. For a chemical reaction network G, we introduce the total derivative (or Lie derivative) associated to the induced differential equations system as follows: given a differentiable function ϕ : R s → R, its total derivativeφ is defined aṡ
where each partial derivative dx i dt is replaced according to system (2) . For an integer ℓ ≥ 1, we denote by ϕ (ℓ) the ℓ-th iteration of the total derivative of ϕ (in particular ϕ (1) =φ).
For instance, for the network given in Example 2.1, its associated dynamical system (3) and the function ϕ = u 4 + v, we havė
Note that for a differentiable function ϕ : R s → R, the derivative ϕ (ℓ) can be regarded as a function depending on the (s + #R)-variables x, k. Definition 2.6. Let G = (V, R, k) be a chemical reaction network with s species. We say its associated reaction system (2) is identifiable from the variables x i 1 , . . . , x it if there exists a positive integer D such that the following injectivity condition holds: Proof. First we observe that the identity Φ =ẋ 1 ×ẋ 2 × · · · ×ẋ s holds as functions of the argument k. Thus, if Φ is injective, the condition of Definition 2.6 is satisfied for the variables x 1 , . . . , x s and the integer D = 1. Conversely, suppose that the chemical reaction system is identifiable from the variables x 1 , . . . , x s using a certain number D of successive total derivatives. Then the function Φ is necessarily injective in the arguments k: if it is not the case, there exist k * = k * * such thaṫ x i (x, k * ) =ẋ i (x, k * * ) as functions of the variables x for all i = 1, . . . , s. Since the values of k * , k * * are constants with respect to the total derivative we conclude that x
i (x, k * * ) for all ℓ ∈ N and all 1 ≤ i ≤ s, arriving at a contradiction.
Example 2.8. Consider the graph
and its associated systeṁ
The system is identifiable in the sense of Definition 2.2. Following Definition 2.6, the system is identifiable from the single variable x 3 with one derivative (i.e. in this case D = 1 in Definition 2.6). It is also identifiable from the variable x 4 , but its total derivative of second order is needed in order to determine all the parameters (i.e. D = 2 for this variable). On the other hand, the system is not identifiable from the set of variables {x 1 , x 2 }, since the constant k 2 does not appear in any of the successive total derivatives of x 1 nor x 2 .
For technical reasons, we need to slightly generalize the notion of identifiability introduced in Definition 2.6 above. The following definition is related to the notion of identifiability of parameter combinations [4, 20] : Definition 2.9. Let G = (V, R, k) be a chemical reaction network. Let p ∈ N and ψ : R #R >0 → R p be a map from the space of parameters in an affine space R p . We say that the map ψ is identifiable from the variables x i 1 , . . . , x it if there exists a positive integer D such that the following injectivity condition holds:
Roughly speaking, Definition 2.9 says that the value of the function ψ is uniquely determined by the values of the successive derivatives x
Observe that the notion of identifiability of a system from the variables x i 1 , . . . , x it as it is defined in Definition 2.6 can be translated in the sense of Definition 2.9 as the identifiability of the function
For instance, in the (non identifiable) Example 2.4, the function ψ :
, is identifiable from x 1 (or x 2 , or both variables). In this case we say simply that the constants 2k
This notion will be useful in the next sections (see for instance Lemma 4.2 or Lemma 4.7 below). We will typically consider very simple functions ψ whose coordinates are either the rate constants or the sum of all the rate constants leaving from one complex.
Assumptions on the biochemical reaction networks
We will analyze the identifiability problem for a specific kind of chemical reaction networks. We start by describing the assumptions on the networks we will consider in the sequel.
First, we assume that the "building blocks" of the network have the following shape:
where U is a species that only participates in those three reactions along all the network. We call U an intermediate species and we say that species X 1 acts as an enzyme, species X 2 acts as a substrate and species X 3 acts as a product. We make also a strong assumption concerning the connected components of the graph. Each connected component of the graph is assumed to be of the following form:
where there is a unique enzyme Y acting on all the reactions of the connected component. As we said before, the intermediate species U j appearing in the entire network are all different. We assume also that the non-intermediate species S j in each connected component are all different, but they may also appear in other connected components; nevertheless, each complex lies in a unique connected component of the network. Although the above assumption seems restrictive, it is satisfied by many networks such as the multisite phosphorylation system described in Example 1.1, the phosphorylation cascades as the one described in Example 1.2, and also the network in Example 2.1. As we observed before, in Examples 1.1 and 2.1 each species plays a unique role but in Example 1.2 the species S 1,1 acts alternatively as a product (in the first connected component), as a substrate (in the second one) and as an enzyme (in the third one).
For an intermediate species U , we call S U = {S : S acts as a substrate or a product in the (7) connected component determined by U }.
For instance, in Example 1.2 we have
We finish our assumptions on the kind of graphs we consider with a slightly technical condition.
There is a partition of the species of the graph, that is, a decomposition into nonempty disjoint subsets:
where M ≥ 2, denotes the disjoint union, S (0) is the set of intermediate species and given an intermediate species U with Y acting as an enzyme in the corresponding connected component, there exists α ≥ 1 with S U ⊆ S (α) and Y / ∈ S (α) .
Remark 3.4. Under the previous assumptions, this new condition on the graph implies the following fact: if X 1 reacts with X 2 , then there exists α = β such that X 1 ∈ S (α) and X 2 ∈ S (β) . In particular, if S i and S j are two substrates or products in the same connected component, the complex S i + S j is not present in the network.
Example 3.5. In Example 1.2 we can consider the following partition
However it is not the unique possible partition: for instance, another choice could be S (0) , S (1) and S (2) as before, but S (3) , S (4) and S (5) are replaced by the single set {E, F 1 , F 2 }.
Identifiability in connected components
This section is devoted to dealing with the identifiability problem for chemical reaction networks satisfying the assumptions stated in Section 3. Our aim is to show that all reaction constants of the network can be identified from the successive derivatives of the variables in a certain family of non-intermediates.
In order to do this, we will choose a suitable subset of variables and estimate the maximum number of successive derivatives of them that we need to identify all the reaction constants. Namely, we will choose variables x i 1 , . . . , x it and determine a number D j of successive derivatives of x i j , for 1 ≤ j ≤ t, so that the injectivity condition in Definition 2.6 holds for D = max{D j }.
Since the derivatives x (ℓ) i j (x, k) are polynomials in the variables x with coefficients that are polynomials in the reaction rate constants k, showing that the parameters k are identifiable from x
is the same as showing that they are uniquely determined by the coefficients of the polynomials x (ℓ) i j (x, k). Thus, our strategy to proving identifiability will be to locate suitable subsets of monomials in the derivatives x (ℓ) i j that enable us to prove that the values of all the reaction constants can be uniquely determined from their corresponding coefficients.
Before stating and proving our results, we introduce the following notation and formulas for the successive derivatives we will analyze. For a non-intermediate species X, let Z X = {Z : Z reacts with X} and W X = {W : W reacts to X}.
By the shape of the networks we consider, Z X is a set of non-intermediate species and W X is a set of intermediate species.
From (2), we then have thaṫ
for suitable non negative real numbers µ z and η w . For ℓ ≥ 2, Leibniz rule implies that
If W ∈ W X is involved in a block of reactions
then, according to (2) , the differential equationẇ = a w z w,1 z w,2 − K w w, with K w = b w + c w , is satisfied, and
By separating the cases where X ∈ {Z w,1 , Z w,2 } and X / ∈ {Z w,1 , Z w,2 }, we can simplify:
for suitable real numbers β z,h,i , γ w,h,i and δ w that depend on ℓ.
From the previous formulas interpreted as polynomials in the variables x, z, w, we deduce:
(1) The constant monomial does not appear in any derivative of any species.
(2) The only monomials of degree 1 appearing in a derivative x (ℓ) for ℓ ≥ 1 are the monomials w corresponding to W ∈ W X , that is, those that appear inẋ.
4.1.
Identifying the constants in one connected component from one variable. The aim of this section is to show that all the reaction constants in a connected component
of a network satisfying the assumptions stated in Section 3 are identifiable from a limited number of successive derivatives of the variable s L representing the concentration of the last product. We start by showing that all the constants a j and b j + c j , for 1 ≤ j ≤ L, can be identified (in the sense of Definition 2.9) simply from the first three derivatives of this variable.
Lemma 4.2. Given a connected component as in (13) , the constants a L , b L and c L can be identified fromṡ L ands L , and, if L > 1, the constants a j and
where, using the notation in (8) ,
From this expression, since c L = 0, we can identify a L and K L from the coefficients of the monomials ys L−1 and u L (which only appear ins L from the derivativeu L ) and, as we know c L , we can also identify b L . If L = 1 we have identified all the constants.
If L > 1, consider the third derivative
The constants a j and
as the coefficients (up to sign) of the monomials ys j−1 and u j respectively. Then, they appear in the expression (15) from the productẏs L−1 in the coefficients of the monomials ys j−1 s L−1 and u j s L−1 , for 1 ≤ j ≤ L − 1. We will now look for these monomials in the whole expression (15) and show that they come only from the productẏs L−1 .
As Y / ∈ Z L and, for every Z ∈ Z L , by Assumption 3.3, we have
On the other hand, every monomial of degree 3 that appears in a product of two derivatives of order 1 is a multiple of an intermediate; so, ys j−1 s L−1 does not appear inṡ Lż and, by Remark 4.1, u j s L−1 does not appear either. Now, consider W ∈ W * L such that S L / ∈ {Z w,1 , Z w,2 }, and the corresponding block of reactions
is either of the form w 0 z w,2 for an intermediate W 0 that reacts to Z w,1 or of the form
Finally, the monomial ys j−1 s L−1 does not appear in yṡ L−1 since, by Assumption 3.3, S j−1 does not react with S L−1 for every j.
We conclude that, for 1 ≤ j ≤ L − 1, the coefficients in s
As we have already identified c L and a L , these coefficients enable us to identify a j and
The following key result allows us to compute exactly the coefficients of certain distinguished monomials in the successive derivatives of s L . This computation will enable us to achieve the identifiability of all the constants of the connected component by means of a recursive procedure (see Proposition 4.4 below).
For technical reasons, it is convenient to define the empty product of factors α i as
n for some r ≥ 0, then ℓ = 2k + 1, r = k and the coefficient of
The proof of the lemma follows inductively, starting with n = 1. One can see that the monomial u n appears with coefficient c n in the first derivativeṡ n . Then, for n > 1, the idea is to relate the successive derivatives of s n with those of s n−1 . This relationship is a consequence of the fact that the component contains a block of reactions Y + S n−1 an ⇄ bn U n cn → Y + S n , which implies that the monomial ys n−1 appears with coefficient c n a n ins n . Formula (12) enables us to relate higher order derivatives. For a complete proof, see Lemma A.4 in Appendix A. 
of a network satisfying the assumptions in Section 3 can be identified from s
For L ≥ 2, again by Lemma 4.2, we can also identify a j and
L . In order to identify all the constants, we need to "separate" b j from c j for 1 ≤ j ≤ L − 1. We do this by identifying the constants c L−k recursively, for k = 1, . . . , L − 1, from the successive derivatives of s L .
Let k ≥ 1 and assume c L−j has been identified, for 0 ≤ j < k. By Lemma 4.3, the coefficient of
We illustrate the procedure underlying the proof of the previous statement with a simple example. 
According to Proposition 4.4, all the constants in the first connected component can be identified from s (ℓ) 2 with 1 ≤ ℓ ≤ 3. In fact, if we call
where the constants c 2 , a 2 , K 2 , a 1 and K 1 (in blue boxes) can be identified by Lemma 4.2, and c 1 (in a red box) can be identified afterwards.
A direct consequence of the Proposition 4.4 is the following theorem:
Theorem 4.6. If a chemical reaction network satisfying the assumptions in Section 3 consists of N connected components
then the associated system is identifiable from the variables s 1,L 1 , . . . , s N,L N corresponding to the last products of each connected component of the network. Moreover, for every 1 ≤ i ≤ N , the order of derivation needed for the variable s i,L i is at most max{2, 2L i − 1}.
4.2.
Identifying the constants in two connected components from one variable. In this subsection we analyze the identifiability problem for a subclass of the networks we have been considering. More precisely, we will consider networks containing pairs of connected components of the following type:
As before, we assume that Assumption 3.3 holds. The firs result concerning this class of networks is in the spirit of Lemma 4.2.
Proof. Consider the formula forṡ L given in (14) . Separating the terms corresponding to Y ∈ Z L and V L ∈ W L , and writing
Consider noẅ
then, they appear in the expression (17) from the productẏs L in the coefficients of the monomials ys j s L and v j s L , respectively. By Assumption 3.3, S j / ∈ Z L for every 1 ≤ j ≤ L − 1; hence, the monomialsỹs j s L do not come from any other term in (17) . Also, it is immediate that the monomials v j s L only come fromẏs L . Then, the coefficients ofỹs j s L and v j s L ins L areã Lãj and −ã LKj , respectively, and enable us to identifyã
In this new setting, the corresponding statement of Lemma 4.3 is the following (see Lemma A.7 for a proof):
Lemma 4.8. Given two connected components as in (16) 
Finally, as for the case of a single component, from Lemmas 4.7 and 4.8 we deduce the main identifiability result for two connected components of the type (16), which parallels Proposition 4.4: Proposition 4.9. Given a chemical reaction network satisfying the assumptions in Section 3, all the constants in the connected components
The result holds for L = 1, since by Lemmas 4.2 and 4.
Assume now L ≥ 2. By Proposition 4.4, all the constants a j , b j and
We just need to "separate"b j andc j for 1 ≤ j ≤ L − 1. Due to Lemma 4.8, this can be done by identifyingb L−k recursively, for k = 1, . . . , L − 1, from the coefficients of the monomials
We summarize the identifiability procedure underlying the proof of the previous proposition in Table 1 , and we also illustrate the result in Example 4.10. Table 1 . The constants in the two connected components in (16) can be identified from s L . Tha table shows the monomials to be considered (column 2) in each of the successive derivatives of s L (column 1). For each monomial, taking into account the constants already identified, the corresponding coefficient (column 3) enables us to identify the constant appearing in the last column. 
According to Proposition 4.9, all the constants in the two connected components can be identified from s (ℓ) 2 with 1 ≤ ℓ ≤ 3. In fact, if we call
A direct consequence of Proposition 4.9 is the following corollary:
then the associated system is identifiable from the variables s 1,L 1 , . . . , s N,L N . Moreover, for every 1 ≤ i ≤ N , the order of derivation needed for the variable s i,L i is at most max{2, 2L i − 1}.
Identifying the cascade
We will consider in this section networks that are called cascades. Signaling cascades are biochemical networks of major biological importance as they participate in a number of several diseases and also control key cellular functions [9, 16, 22, 27, 32, 34] . The Mitogen-Activated Protein Kinase (MAPK) cascade is a network present in all eukaryotic cells and one of the most extensively modeled signaling systems [13, 14, 25] . A schematic representation of the network is the following
where S 1,0 represents the kinase MAPKKK, and S 1,1 represents the activated form MAPKKK * . S 2,0 , S 2,1 and S 2,2 stand for MAPKK, MAPKK-P and MAPKK-PP, respectively. And finally, S 3,0 , S 3,1 and S 3,2 stand for MAPK, MAPK-P and MAPK-PP, respectively. F 1 represents the enzyme that deactivates MAPKKK * , and F 2 and F 3 represent the corresponding phosphatase of each layer.
More generally, cascades consist of N ≥ 1 layers and are represented by the following scheme:
One important feature of cascades is that the enzyme on the first connected component of a certain layer is the last product of the first component of the previous layer. For instance, S 1,L 1 is the enzyme on the second layer and so on. The corresponding reaction network for the N -layer cascade is the following
We will assume F i = F j if i = j, and consider the following partition of the non-intermediate species, which satisfies Assumption 3.3:
with S (m) = {S m,0 , . . . , S m,Lm } and S (N +m) = {F m }, for 1 ≤ m ≤ N , and S (2N +1) = {E}.
As our running example for this section, we will consider the 2-layer cascade with 18 reactions.
Example 5.1.
The first layer consists of two connected components. The first component consists of one modification performed by the enzyme E on the substrate S 1,0 , which is transformed into the product S 1,1 . On the second connected component, the enzyme F 1 performs the reverse modification on the substrate S 1,1 . The second layer is similar.
For this network we have
The aim of this section is to show that all the constants in these cascades can be identified from successive derivatives of the variable corresponding to the last product of the last layer, S N,L N . In order to prove this, we relate the derivatives of the last product of a given layer of the cascade with the derivatives of the last product of the layer immediately above.
To shorten notation, we will denote K m,j = b m,j + c m,j andK m,j =b m,j +c m,j for every
For 1 ≤ n ≤ N , consider the variable s n,Ln corresponding to the last product of the nth layer of the cascade. We have thaṫ (20) and, for n = N , only the three first terms appear in the derivative, i.e. a N +1,j = 0, K N +1,j = 0 for all j. The second derivative of s n,Ln is s n,Ln = c n,Ln (a n,Ln s n−1,L n−1 s n,Ln−1 − K n,Ln u n,Ln ) −ã n,Ln (ṡ n,Ln f n + s n,Lnḟn ) +
We can see that the variable s n−1,L n−1 corresponding to the last product of the (n − 1)th layer appears in the second derivative of s n,Ln . More precisely, from the above expression, it follows easily that it only appears in the term c n,Ln a n,Ln s n−1,L n−1 s n,Ln−1 , since S n−1,L n−1 does not react with or to F n or S n+1,j for any j. Thus, two differentiation steps enable us to "jump" from one layer of the cascade to the layer immediately above. Inductively, the idea is that, for m < n, by taking 2(n − m) derivatives of s n,Ln we will reach the mth layer; that is, the variable s m,Lm will appear and so, the successive derivatives of s m,Lm will appear in higher order derivatives of s n,Ln . Now, by the results in Section 4.2 for the case of two connected components of the form (16), we can identify all constants in the mth layer of the cascade by looking at the coefficients of certain monomials of the derivatives of s m,Lm . Then, our previous considerations will imply that those constants can be identified from successive derivatives of s n,Ln as well. In order to ensure that this can be achieved, we prove that certain monomials effectively appear in the derivatives of s n,Ln , and compute their coefficients (see Proposition A.13 in Appendix A.)
When considering the last product of the last layer of the cascade, as a consequence of Proposition A.13 we deduce: Theorem 5.2. All the constants in the network (18) can be identified from s
We now summarize the identifiability procedure which proves the previous theorem. The procedure obtains recursively, for m = N, N − 1, . . . , 1, the values of the constants a m,j ,ã m,j , b m,j ,b m,j , c m,j , andc m,j , for 1 ≤ j ≤ L m , from the successive derivatives of s N,L N , according to Table 2 .
In order to shorten notation, let P N := 1, C N := 1, K N := 0 and, for 1 ≤ m ≤ N − 1, 
continued).
Here we find the monomials in the 2-layer cascade. We highlight with blue boxes the constants that we are identifying in each derivative. We moreover highlight with green boxes the monomials that we used to identify b 1,1 andc 1,1 from K 1,1 andK 1,1 , respectively (see rows 5 and 6 in Table 2 ). 2 [(c 1,1 ( a 1,1 es 1 
6. An algorithm to determine the rate constants from data
We have shown in the previous sections that all the rate constants in a reaction network with certain structure can be identified from a few variables. For instance, consider the cascade (18) for N = 3 and L 1 = 1, L 2 = L 3 = 2, i.e. the 3-layer cascade whose schematic representation is introduced at the beginning of Section 5. In this case, we have 22 species concentrations x and 30 rate constants k which can be identified from s (ℓ) 3,2 , 1 ≤ ℓ ≤ 6, by Theorem 5.2. According to Definition 2.6, this means that if we consider the polynomial system
for the corresponding polynomials p ℓ obtained from (2) by computing the successive total derivatives of s 3,2 , the function that maps the vector of rate constants k to the coefficients of the polynomials p ℓ 's (considered as polynomials in the species concentrations x) is injective. This means that all the rate constants can be recovered from noise-free data by a suitable interpolation procedure, if we evaluate these polynomials at "sufficiently many" points x ∈ R 22 . However, it is not clear which x ∈ R 22 are suitable for identifying the parameters of the system, nor how many of them are enough for this purpose. We give here a heuristic to choose a list of x ∈ R 22 based on the monomials in the second column of Table 3 , which is the adapted version of Table 2 for this particular case.
In order to recover the value of the 30 rate constants in this case, we propose the following algorithm:
Step 1. Consider x 1 , x 2 , . . . , x 30 ∈ R 22 defined as follows: for the i-th monomial in Table 3 , consider x i ∈ R 22 where all the coordinates are 0 except for those coordinates corresponding to variables that divide the monomial, which are equal to 1. For example, for the monomial u 1,1 s 2,1 s 3,1 , all the coordinates of the associated point are equal to 0, except for the three coordinates corresponding to u 1,1 , s 2,1 and s 3,1 that are equal to 1. Step 2. For each i ∈ {1, . . . , 30}, obtain the value s (ℓ) 3,2 (x i , k) for the order ℓ that corresponds to the i-th monomial in Table 3 . Ideally, these values should be obtained experimentally, for instance considering x i the initial state at time t = 0.
Step 3. Construct a (nonlinear) polynomial equation system from (22) , of 30 equations in the 30 unknowns k, by evaluating the right-hand sides at x 1 , . . . , x 30 and replacing the left-hand sides with the values obtained in the previous step.
Step 4. Solve the polynomial system in the unknowns k.
The 3-layer cascade with L 1 = 1, L 2 = L 3 = 2 represents the well know MAPK signaling cascade with s 3,2 representing the concentration of the doubly phosphorylated kinase MAPK-PP [5, 14, 15, 29] . We implemented this algorithm by reconstructing the values of the left-hand sides of (22) with the rate constants in the third column of Table S2 in the Supporting Information of [25] . We used Maple [19] to solve the system of equations and successfully obtained the following values (in a few seconds using a standard desktop computer). The same 3-layer cascade may be completely identified also by means of the result stated in Theorem 4.6: in this case the rate constants in each connected component can be identified from s
3,2 , and s (ℓ 6 ) 3,0 respectively, for 1 ≤ ℓ 1 , ℓ 2 ≤ 2 and 1 ≤ ℓ 3 , ℓ 4 , ℓ 5 , ℓ 6 ≤ 3. By Corollary 4.11 we can also identify the constants from s
2,2 , and s
3,2 , for 1 ≤ ℓ 1 ≤ 2 and 1 ≤ ℓ 3 , ℓ 5 ≤ 3. We can adapt the previous algorithm to obtain the 30 rate constants as follows:
Step 1. Consider x 1 , . . . , x 6 ∈ R 22 defined as follows: for the i-th monomial in Table 1 , for
where all the coordinates are 0 except for those coordinates corresponding to variables that divide the monomial, which are equal to 1. Step 2. For each i ∈ {1, . . . , 6}, obtain the value s (ℓ) 1,1 (x i , k) for the order ℓ that corresponds to the i-th monomial in Table 1. Step 3. Construct a polynomial equation system from (22) , of 6 equations in the 6 unknowns a 1,1 , b 1,1 , c 1,1 ,ã 1,1 ,b 1,1 ,c 1,1 , by evaluating the right-hand sides at x 1 , . . . , x 6 and replacing the left-hand sides with the values obtained in the previous step.
Step 4. Solve the polynomial system in the unknowns a 1,1 , b 1,1 , c 1,1 ,ã 1,1 ,b 1,1 ,c 1,1 .
Step 5. For n ∈ {2, 3} do:
Step 5a. Consider x 6(2n−3)+1 , . . . , x 6(2n−3)+12 ∈ R 22 such that: for the i-th monomial in Table 1 for
where all the coordinates are 0 except for those coordinates corresponding to variables that divide the monomial, which are equal to 1.
Step 5b. For each i ∈ {1, . . . , 12}, obtain the value s (ℓ) n,2 (x 6(2n−3)+i , k) for the order ℓ that corresponds to the i-th monomial in Table 1 .
Step 5c. Construct a polynomial equation system from (22) , of 12 equations in the 12 unknowns a n,1 , a n,2 , b n,1 , b n,2 , c n,1 , c n,2 ,ã n,1 ,ã n,2 ,b n,1 ,b n,2 ,c n,1 ,c n,2 , by evaluating the righthand sides at x 6(2n−3)+1 , . . . , x 6(2n−3)+12 and replacing the left-hand sides with the values obtained in the previous step.
Step 5d. Solve the polynomial system in the unknowns a n,1 , a n,2 , b n,1 , b n,2 , c n,1 , c n,2 ,ã n,1 ,ã n,2 , b n,1 ,b n,2 ,c n,1 ,c n,2 .
We implemented this procedure in Maple and we obtained the same rate constants as above.
A vague explanation of why this heuristic works is that each monomial in Table 3 incorporates a new variable that comes paired with the new rate constant to be identified. Further research is needed to find a rigorous proof for this conjecture.
Discussion and further work
The main contribution of this paper has been to prove that all the rate constants in several well known chemical reaction networks, that are abundant in the literature, can be identified from a reduced set of kinetic variables. The work here extends previous results by Craciun and Pantea [8] and avoids computationally expensive procedures such as differential elimination and Gröbner basis [3, 4, 20] .
We should point out that we assumed that there is a special partition of the set of chemical species, and that every connected component of the chemical reaction network has a particular shape (see Section 3). Both assumptions are natural when modeling multisite phosphorylation systems and signaling cascades [31, 14] . We have then shown, in Section 4, how to identify the rate constants in every connected component, or two related connected components, from a single species. In Section 5 we have moreover proved that all the rate constants in signaling cascade networks can be identified from only one species: the last product of the first component of the last layer. Additionally, we have presented in Section 6 an algorithm for effectively finding the value of the rate constants from noise free data. This algorithm is based on a heuristic to choose the right input data; it would be of great interest to find a formal proof for establishing a good set of sufficient data.
We expect that the techniques used in this paper could be applied for identifiability from a few variables to a number of modifications of the networks we have considered here. For instance, it would be interesting to introduce more intermediate complexes within different reactions. Another potential adaptation is relaxing the assumption F i = F j for i = j in the cascade network, and allowing for repetition of these enzymes. Both modifications are natural extensions of the networks we have analized and we conjecture that similar results can be obtained. We moreover would like to apply our techniques to more general but hence well structured networks such as MESSI networks [23] . Another future research direction is to characterize which other variables can be considered to identify the rate constants of either a whole connected component or the entire biochemical network. Table 3 . The constants in the the 3-layer cascade with 30 constants can be identified from s 3,2 . Tha table shows the monomials to be considered (column 2) in each of the successive derivatives of s 3,2 (column 1). For each monomial, taking into account the constants already identified, the corresponding coefficient (column 3) enables us to identify the constant appearing in the last column. Here, we consider 2 a 2,2 c 3,2 a 3,2 and C 2 = c 3,2 a 3,2 .
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Appendix A. Proofs A.1. Proofs of Section 4.1: Identifying the constants in one connected component from one variable. We start with some auxiliary results concerning the behavior of monomials appearing in the successive derivatives of some variables and their relations with the reaction network. They will allow us to prove Lemma A.4 below (Lemma 4.3 in the main corpus of the paper), the key recursive tool to show the identifiability results of Section 4.1. We maintain the hypotheses and notations introduced in Section 3 and at the beginning of Section 4.
Corollary A.2. If X is a non-intermediate species, no derivative x (ℓ) for ℓ ≥ 1 contains a monomial which is a pure power of degree m ≥ 2 of a variable corresponding to a non-intermediate species.
Lemma A.3. Given an intermediate species U and non-intermediate species Y = X, if a monomial y r u, r ≥ 0, appears in x (ℓ) for some ℓ ≥ 1, then either U reacts to X or ℓ ≥ 2, the network contains a block of reactions
where Z w = X, and a monomial y t u with t < r appears in z
w for some i ≤ ℓ − 2. If, in addition, Y acts as an enzyme in all the reactions of the connected component determined by U , then X ∈ S U and the block of reactions in (23) is Y + Z w ⇄ W → Y + X, and it is contained in the connected component determined by U .
Moreover, if U does not react to X and ℓ is the smallest integer such that a monomial y r u appears in x (ℓ) , then r ≥ 1, ℓ ≥ 2, and the monomial y r−1 u appears in z (i) w for some i ≤ ℓ − 2. Proof. We prove the first part by induction on r. If r = 0, then u appears in x (ℓ) for some ℓ ≥ 1; by Remark 4.1 (2), this is equivalent to the fact that U reacts to X. In particular, if Y = X acts as an enzyme in the connected component determined by U , then X ∈ S U . Now, if r ≥ 1, since no monomial y r u with r ≥ 1 appears inẋ, it follows that ℓ ≥ 2. Then, by identity (12), the monomial y r u can only appear in a product of derivatives of two species, and by Remark 4.1 and Corollary A.2, one of these species must be Y and the corresponding order of derivation must be zero.
If y r u appears in a product x (h) z (i) for some Z ∈ Z X and h + i ≤ ℓ − 1, as X = Y , then Z = Y and y r−1 u appears in x (h) ; then, the result follows by the inductive hypothesis.
Finally, if y r u appears in a product z
w,2 with h + i ≤ ℓ − 2 for some W ∈ W X such that X / ∈ {Z w,1 , Z w,2 }, again by Remark 4.1 and Corollary A.2, we may assume that Y = Z w,1 and y r−1 u appears in z (i) w,2 . Since X = Z w,2 and W reacts to X, we must have Y + Z w,2 ⇄ W → Z w + X for some species Z w , that is, a block of reactions as in (23) . By the induction hypothesis applied to the non-intermediate Z w,2 = Y , if Y acts as an enzyme in the connected component determined by U , it follows that Z w,2 ∈ S U . Then, Y + Z w,2 is a complex in the connected component determined by U , where Y acts as an enzyme. As X = Y , necessarily Z w = Y and X ∈ S U . To see that the last statement of the lemma holds, note that if U does not react to X and a monomial y r u appears in a derivative x (ℓ) , then r ≥ 1 and ℓ ≥ 2 and, by assuming ℓ minimal, the only possibility in the above reasoning is the last one. Now, we are able to give a complete proof of Lemma 4.3, the main tool in Section 4.1. We keep the notation and assumptions introduced there. Recall that we define the empty product of factors
Lemma A.4. Given a connected component as in (13) , with L ≥ 1, let 1 ≤ n ≤ L and 0 ≤ k ≤ n−1 be fixed. If ℓ is minimum such that y r u n−k is a monomial of s (ℓ) n for some r ≥ 0, then ℓ = 2k + 1, r = k and the coefficient of
Proof. For k = 0, first notice that, for all 1 ≤ n ≤ L, as U n reacts to S n , then u n appears inṡ n and so, ℓ = 1, r = 0, and the coefficient of u n is c n , as we wanted to prove.
We follow the proof by induction on n.
If n = 1, the only possibility is k = 0, which we have already proven. Assume now n ≥ 2, and let k ≥ 1. If a monomial y r u n−k appears in s
n and considering ℓ minimal, as U n−k does not react to S n , by Lemma A.3 applied to U := U n−k and X := S n , the network contains a block of reactions Y + Z w ⇄ W → Y + S n , and the monomial y r−1 u n−k appears in z (i) w for some i ≤ ℓ − 2. This block of reactions is necessarily Y + S n−1 ⇄ U n → Y + S n and so, y r−1 u n−k appears in s (i) n−1 for some i ≤ ℓ − 2. Moreover, by formula (12), the only terms contributing to the monomial y r u n−k come from products ys k−2 j=0 a n−1−j c n−1−j . To determine γ un,0,2k−1 note that, by formula (11) applied to u n , the product ys
multiplied by a n and, by formula (10), u (2k) n appears in s (2k+1) n multiplied by c n ; then, γ un,0,2k−1 = c n a n .
Summarizing, the monomial y k u n−k appears with nonzero coefficient in s
; hence, ℓ = 2k+1. Moreover, it is the only monomial of the form y r u n−k effectively appearing in s (2k+1) n , and its corresponding coefficient is c n a n c n−k k−2 j=0 a n−1−j c n−1−j = c n−k k−1 j=0 a n−j c n−j . Remark A.5. An interesting fact is that the previous lemmas also hold for networks where not all the reactions are enzymatic. By this we mean that the block of reactions are of the form:
A.2. Proofs of Section 4.2: Identifying the constants in two connected components from one variable. The case of two connected components considered in the paper runs in a similar way than the one connected component case. In this setting, Lemma 4.8 plays the main role in order to give a recursive argument to identify all the constants of suitable pairs of components as in Proposition 4.9 and Corollary 4.11.
In order to establish a complete proof of Lemma 4.8 we need a previous technical lemma (a suitable analogue of Lemma A.3 above):
Lemma A.6. Given an intermediate species V and a non-intermediate species Y that acts as an enzyme in a connected component where the set of substrates and products is S V , if X is a nonintermediate species such that X ∈ S (α) for some α ≥ 1 and Y, Y / ∈ S (α) , where Y is the enzyme in the connected component determined by V , and the monomial y r v appears in x (ℓ) for some r ≥ 0 and ℓ ≥ 1, then X ∈ S V .
Moreover, either V reacts to X or r ≥ 1, ℓ ≥ 2 and a monomial y t v with t < r appears in z Proof. First, note that X = Y and X = Y , because of the assumption that X ∈ S (α) and Y, Y / ∈ S (α) . We proceed by induction on r ∈ N 0 . If r = 0, by Remark 4.1 (2), V reacts to X. As X is not the enzyme Y , then X ∈ S V . For r ≥ 1, since X = Y , Lemma A.3 states that either V reacts to X (which we have already considered) or the network contains a block of reactions Y + Z w ⇄ W → Z w + X, where Z w = X, and a monomial y t v with t < r appears in z
w for some i ≤ ℓ − 2 (furthermore, t = r − 1 if ℓ is minimal). In the latter case, Z w acts as an enzyme in the connected component determined by W and X ∈ S W , which implies that S W ⊂ S (α) . If Z w = Z w , then Y ∈ S W , contradicting the assumption that Y / ∈ S (α) ; therefore, Z w = Y , and Z w ∈ S (α) . By the induction hypothesis, Z w ∈ S V . As S V is the set of substrates and products in a connected component where Y acts as an enzyme, the complex Y + Z w lies in that component, and so, X ∈ S V .
We are able to prove Lemma 4.8:
Lemma A.7. Given two connected components as in (16) with L ≥ 1, let 1 ≤ n ≤ L and 0 ≤ k ≤ n − 1 be fixed. If ℓ is minimum such that y r v n−k is a monomial of s (ℓ) n for some r ≥ 0, then ℓ = 2k + 1, r = k and the coefficient of
Proof. For k = 0, and all 1 ≤ n ≤ L, v n appears inṡ n (since V n reacts to S n ) with coefficientb n and so, r = 0 and ℓ = 1. We now proceed by induction on n.
If n = 1, the only possibility is k = 0, which has already been considered. For n ≥ 2, let k ≥ 1. By Assumption 3.3, there exists α ≥ 1 such that S j ∈ S (α) for every 0 ≤ j ≤ L, and Y, Y / ∈ S (α) . If the monomial y r v n−k appears in a derivative of s n and ℓ is the minimum derivation order where it appears, as V n−k does not react to S n , by Lemma A.6, r ≥ 1, ℓ ≥ 2 and the monomial y r−1 v n−k appears in z (i) w , for some i ≤ ℓ − 2, for a species Z w in a block of reactions Y + Z w ⇄ W → Y + S n . Then, W = U n and Z w = S n−1 ; so, y r−1 v n−k appears in s
for some i ≤ ℓ − 2. By the induction hypothesis, we have that i ≥ 2k − 1; therefore, ℓ ≥ 2k + 1. Now, following mutatis mutandis the proof of Lemma 4.3, we deduce that the coefficient of the monomial y k v n−k in s (2k+1) n is equal to c n a n multiplied by the coefficient of
n−1 , and we conclude by applying the induction hypothesis.
A.3. Proofs of Section 5: Identifying the cascade. The following two auxiliary technical lemmas (Lemmas A.8 and A.9) do not appear in the main text but they will be used in subsequent arguments concerning the identifiability in the cascade.
z j , with Z j non-intermediate species for all j, is a monomial of x (ℓ) for a nonintermediate species X ∈ S (α) and ℓ ≥ 1, then there exists 1 ≤ j 1 , j 2 ≤ M such that Z j 1 ∈ S (α) and Z j 2 ∈ S (β) for some β such that the network contains a complex X + Z with Z ∈ S (β) .
Proof. For ℓ = 1 the result is true, since the only products of non-intermediate species appearing inẋ are of the form xz for a species Z that reacts with X. Assume the lemma holds for derivatives of order 1 ≤ h ≤ ℓ − 1 of non-intermediate species.
By equation (12) , if the monomial appears in x (h) z (i) for some h+i ≤ ℓ−1 and h > 0, by Remark 4.1(1), there is a monomial
z i is a monomial of x (ℓ−1) and the result follows by induction.
• V is a non-intermediate species such that U reacts to a complex containing V . By Lemma We follow here the notations introduced in Section 5, more precisely, in the general cascade (18) . For 1 ≤ n ≤ N , we havė (24) and, for n = N , only the three first terms appear in the derivative, i.e. a N +1,j = 0, K N +1,j = 0 for all j.
For ℓ ≥ 2, following equation (12):
where
According to formula (25) , every monomial of s
n,Ln is either an intermediate species that appears inṡ n,Ln , or it appears as a monomial in one of the products:
The following three technical lemmas describe how the coefficients of some distinguished monomials change recursively after differentiation. These results allow us to obtain the main Proposition A.13 below and hence, the identifiability results about the cascade stated in Section 5.
which is not a monomial of any derivative of s n−1,L n−1 of lower order and only involves variables corresponding to species in S (k) , S (N +k) , for 1 ≤ k ≤ n − 1, and S (2N +1) . Assume that :
• M is square-free and does not involve two disjoint pairs of variables corresponding to species that react together;
n,Ln and of no lower order derivative of s n,Ln . Moreover, if C M is the coefficient of M in s
n,Ln is c n,Ln a n,Ln C M .
Proof. Assume M is a monomial of s (ℓ) n,Ln for some ℓ ≥ 1. Then, it is a monomial of one of the products in cases (a), (b) or (c) stated above. We will show that it can only appear in case (c) with i = 0.
In cases (a) or (b), we must have i > 0, since the variables f n and s n+1,j−1 do not divide M. Then, a factor of M is a monomial of a derivative f If M appears from a product of type (a), (b), or (c) with h ≥ 1 and i ≥ 1, there is a factor of M not involving intermediate species which is a monomial of a derivative of positive order of a non-intermediate species and, by Lemma A.1, this factor involves two variables of species that react together. But M does not contain two variables of species reacting together; in addition, the only species in S (k) , for 1 ≤ k ≤ n − 1, that reacts with S n,Ln−1 is S n−1,L n−1 , and s n−1,L n−1 does not divide M.
On the other hand, M cannot appear from cases (a) or (b) with h = 0 or i = 0, since none of the variables s n,Ln , f n or s n+1,j−1 , for 1 ≤ j ≤ L n+1 , divides M. Finally, the assumption that s n−1,L n−1 does not divide M implies that the monomial cannot appear in case (c) with h = 0.
We conclude that M only appears as a monomial in s
when uM is a monomial of s
The computation of the coefficient of M in s 
. By the minimality of ℓ 0 , the only possible values of h are ℓ 0 and ℓ 0 + 1; thus, the corresponding coefficient is γ un,Ln,ℓ 0 −1,0 C M + γ un,Ln,ℓ 0 −2,0 C M = c n,Ln a n,Ln C M + c n,Ln a n,Ln (−K n,Ln )C M = c n,Ln a n,Ln
for every n ≥ m + 1, and they are not monomials of any derivative of s n,Ln of lower order. The corresponding coefficients are, respectively,
Proof. For n = m + 1, we must show that, for every 1
and of no lower order derivative of s m+1,L m+1 . It is easy to see that none of the required monomials appears inṡ m+1,L m+1 ors m+1,L m+1 , because these derivatives do not contain monomials of degree 4 and the monomials that are multiples of intermediates have degree at most 2 (see the proof of Lemma A.9).
Consider now the expression of s
following (25), with ℓ ≥ 3. The monomials M m+1,s m,l and M m+1,v m,l do not arise from products of type (a) or (b) with h = 0 or i = 0, since they are not multiples of s m+1,L m+1 , f m+1 or s m+2,j−1 . Taking into account that every monomial in a first-order derivative of a non-intermediate is either a multiple of the non-intermediate or an intermediate that reacts to it, we have that the monomials do not appear either from products of type (a) or (b) with h = 1 or i = 1. As h + i ≤ ℓ − 1 in products of type (a) or (b), we deduce that M m+1,s m,l and M m+1,v m,l do not appear in these products for ℓ = 3 nor ℓ = 4.
In products of type (c), if h + i ≤ 1, there are no monomials of degree 4, and those that are multiples of an intermediate have degree at most 2.
We conclude that M m+1,s m,l and M m+1,v m,l are not monomials of s from products of type (c) with h + i = 2.
• h = 0, i = 2. By looking at the expansion of s n,Ln , it arises from a product in case (a), (b) or (c) listed previously. Since M n,s m,l does not contain any variable corresponding to a species in S (N +n) = {F n } or S (n+1) = {S n+1,j , 0 ≤ j ≤ L n+1 }, by Lemma A.8, it cannot appear from cases (a) or (b). Then, it is a monomial in a product s n,Ln−1 contains a variable in S (n) , namely s n,Ln−1 , and another variable in a set S (k) that contains a species reacting with S n,Ln−1 . Since the only species that react with S n,Ln−1 are S n−1,L n−1 and F n , it follows that M 1 contains a variable in S (n−1) . Now, M n,s m,l /M 1 is a monomial in s (h) n−1,L n−1 −1 ; therefore, it also contains a variable in S (n−1) . But, since n > m + 1, the only factor of M n,s m,l in S (n−1) is s n−1,L n−1 −1 , leading to a contradiction. We conclude that i = 0 and M n,s m,l appears as a monomial in s where M is not constant since V m,l does not react to S n,Ln , F n , S n+1,j−1 , S n−1,L n−1 nor S n,Ln−1 (so, v m,l is not a monomial in a derivative of s n,Ln , f n , s n+1,j−1 , s n−1,L n−1 nor s n,Ln−1 ). By Lemma A.9, taking into account that V m,l is only involved in the reactions F m +S m,l ⇄ V m,l → F m +S m,l−1 , we have that M contains either two variables corresponding to species that react together or it contains one variable that reacts with F m , S m,l−1 or S m,l . But none of these possibilities happen.
We conclude that M n,v m,l arises from (c) with i = 0 and it appears in s The fact that the monomials effectively appear in s 2(n−m+1) n,Ln and the computation of their coefficients follow similarly as in the proof of Lemma A.10.
From the previous lemmas and the results for the case of a single layer proved in Proposition 4.9, we obtain the following proposition that leads to our identifiability result for the cascade (see Table 2 ). The highlighted constant in each case is the one we will identify from the corresponding coefficient.
Proposition A.13. For network (18) , for every n ≥ m, the following monomials M appear in s Let n ≥ m + 1. Items (5) and (6) are proved in Lemma A.12. For the remaining monomials, proceed inductively applying Lemmas A.10 and A.11.
