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Abstract 
Why do telephone interviews last longer on cell phones than landline 
phones? Common explanations for this phenomenon include differential 
selection into subsets of questions, activities outside the question-answer 
sequence (such as collecting contact information for cell-minute reimburse-
ment), respondent characteristics, behaviors indicating disruption to re-
spondents’ perception and comprehension, and behaviors indicating inter-
viewer reactions to disruption. We find that the time difference persists 
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even when we focus only on the question-answer portion of the interview 
and only on shared questions (i.e., eliminating the first two explanations 
above). To learn why the difference persists, we use behavior codes from 
the U.S./Japan Newspaper Opinion Poll, a dual-frame telephone survey of US 
adults, to examine indicators of satisficing, line-quality issues, and distrac-
tion. Overall, we find that respondents on cell phones are more disrupted, 
and that the difference in interview duration occurs because cell phone re-
spondents take longer to provide acceptable answers. Interviewers also slow 
their speed of speech when asking questions. A slower speaking rate from 
both actors results in a longer and more expensive interview when respon-
dents use cell phones.  
Introduction 
In June 2017, 52.0 percent of US adults lived in households that were 
reachable only on a cell phone, with an additional 16.3 percent using 
cell phones as their primary device despite also having landline ser-
vice (Blumberg and Luke 2017). Including cell phone respondents in 
random-digit-dial telephone surveys thus has evolved from useful to 
necessary. The Pew Research Center announced that 75 percent of 
its telephone survey respondents will come from cellular numbers 
(McGeeney 2016), and other researchers have suggested completely 
abandoning landline telephone interviews (Peytchev and Neely 2013; 
Gundersen et al. 2014; Kennedy, McGeeney, and Keeter 2016). 
Despite the utility of dual-frame samples in improving coverage, 
researchers have expressed concern that the quality of responses may 
differ between these two devices (Lavrakas et al. 2007). Yet, studies 
find few differences on indicators of data quality between cell phone 
and landline surveys (Brick et al. 2007; Witt, ZuWallack, and Conrey 
2009; Lavrakas, Tompson, et al. 2010; Kennedy 2010; Kennedy and 
Everett 2011; Lynn and Kaminska 2012). 
One consistent exception is that cell phone surveys last longer 
than landline surveys (Kuusela and Notkola 1999; Keeter and Ken-
nedy 2006; Brick et al. 2007; Vicente, Reis, and Santos 2009; Lynn 
and Kaminska 2012). Because cell phone surveys are more expensive 
than landline surveys (McGeeney 2016), understanding why this dif-
ference occurs is important. Although multiple hypotheses exist for 
this difference, no study has empirically established why there is a 
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difference in length between landline and cell phone surveys. This pa-
per expands previous work to examine features of the interviewer-re-
spondent interaction during the interview. In particular, we address 
the following four questions: 
1. Does the difference in interview length between landline and 
cell phone interviews persist when looking only at the ques-
tion-answer portion of the interview (i.e., setting aside activi-
ties that occur before or after the questions) and for the same 
set of questions? 
2. Do respondent characteristics account for the difference in 
length? 
3. Are there differences in the rates of occurrence of interview be-
haviors between landline and cell phone interviews, and do these 
differences account for the difference in interview length? 
4. Do the same interviewer and respondent behaviors (e.g., ask-
ing questions or providing an answer) take different amounts of 
time in landline and cell phone interviews and account for the 
difference in length between cell phone and landline interviews? 
Background 
Interviews on cell phones take up to about 15 percent longer to com-
plete than interviews on landline phones (Table 1). This effect has 
been replicated in the United States (Keeter and Kennedy 2006; Brick 
et al. 2007), Finland (Kuusela and Notkola 1999), Portugal (Vicente, 
Reis, and Santos 2009), and Hungary (Lynn and Kaminska 2012). 
As cell phone interviews cost 1.5 to 2 times that of landline inter-
views (McGeeney 2016), survey researchers have a financial incen-
tive to understand this difference in interview length. If cell phone 
interviews last an average of 1 minute longer than their landline coun-
terparts, a telephone survey with 500 cell phone interviews will re-
quire 500 more interviewer minutes than the same survey with land-
line interviews. This difference is equivalent to almost 42 completed 
12-minute interviews. We discuss three potential causes of this dif-
ference below. 
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Nonsurvey Activities and Skip Patterns 
Activities unrelated to the substantive survey questions may lead to 
the difference in interview length. Two such activities include find-
ing a private place to answer (Lynn and Kaminska 2012) or collecting 
contact information for incentive/reimbursement delivery (Keeter and 
Kennedy 2006). Additionally, cell phone respondents may be predis-
posed to select into certain skip patterns, yielding additional survey 
questions (Kuusela and Notkola 1999). 
These hypotheses posit that cell phone interviews are longer due 
to interactions that occur outside the question-answer sequence. Yet, 
both cellular phones and cordless landline phones allow respondents 
to find a private place to answer questions. Additionally, few cell re-
spondents complete surveys in public (Brick et al. 2007). Although 
post-survey collection of information for incentives for cell phone in-
terviews could increase length, this time could be offset by within-
household selection procedures for landline interviews that are not 
typically used for cell phones (typically considered to be personal, 
not household, devices) (Kennedy 2010). Thus, the difference in in-
terview length should persist when examining the same set of ques-
tions for both landline and cell respondents, excluding these non-sur-
vey activities. 
Respondent Characteristics 
Socio-demographic differences may account for the disparity in 
length between devices (Nathan 2001). Older respondents have longer 
Table 1. Reported interview length by device for five studies
                                              Mean length (in minutes)
    % Cell exceeds
Study	 Landline	 Cell	 Diff.	 landline		 Topic	of	study
Kuusela & Notkola 1999  4.0  4.3  0.3  7.5%  Labor
Keeter & Kennedy 2006  10.2  11.8  1.6  15.7%  Politics
Brick et al. 2007  8.2  8.9  0.7  8.5%  Phone use and social issues
Vicente et al. 2009  10.9  12.0  1.1  10.1%  Internet use
Lynn & Kaminska 2012a  14.6  16.7  2.1  14.4%  Social issues
a. For this study, mean length by device was provided by the authors.
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interviews than younger respondents (Fricker et al. 2005; Couper and 
Kreuter 2013; Olson and Smyth 2015), perhaps because they have de-
creased working memory capacity (Salthouse 1991), more difficulty 
hearing (Linville 2001), or fewer time demands (U.S. Bureau of Labor 
Statistics 2016). However, landline users are typically older than cell 
phone users (Blumberg and Luke 2017). Thus, if the difference were 
due to age, we would expect landline interviews to last longer. Simi-
larly, education is positively correlated with cognitive skill (Ceci 1991); 
respondents with lower education levels may take longer to process 
survey questions. Yet, level of education in the population varies only 
slightly across devices (Blumberg and Luke 2017). Finally, men speak 
more quickly than women (Verhoeven, De Pauw, and Kloots 2004). In 
the general population, men and women are equally likely to be cell 
phone users only (Blumberg and Luke 2017), but differential nonre-
sponse and selection across frames may lead to differences in gender 
composition in respondent pools. As older respondents are more likely 
to be on landlines, and as education and sex are not expected to vary 
across device types, respondent characteristics should not account for 
the increased length of cell phone interviews. 
Disruption Of Perception And Comprehension 
The first two steps of answering a survey question are perception and 
comprehension (Jenkins and Dillman 1997; Tourangeau, Rips, and Ra-
sinski 2000). For perception, if a respondent is unable to hear a sur-
vey question, extra effort may be required to negotiate understand-
ing. Similarly, comprehension difficulties may take time to resolve. 
Disruptions to perception and comprehension may be more pro-
nounced during cell interviews due to reduced sound quality on cell 
phones (Lavrakas, Blumberg, et al. 2010; Lavrakas, Tompson, et al. 
2010; Kennedy and Everett 2011). Respondents and interviewers may 
have difficulty hearing one another on a cell phone, requiring the ac-
tors to repeat themselves. However, literature comparing audio fi-
delity or requests for repeating information across landlines and cell 
phones is sparse. 
Distractions such as background noise (Schwarz et al. 1991; 
Lavrakas, Blumberg, et al. 2010) and multitasking (Holbrook, Green, 
and Krosnick 2003; Schober et al. 2015) may be more prevalent during 
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cell phone interviews (Lavrakas, Blumberg, et al. 2010), explaining the 
difference in survey length. These distractions may divide a respon-
dent’s attention, leaving them with fewer cognitive resources to per-
ceive and comprehend survey questions (Lynn and Kaminska 2012). 
However, interviewers rate cell and landline respondents as equally 
distracted, and both interviewer ratings and respondent self-reports 
indicate no difference in multitasking across devices (Keeter and Ken-
nedy 2006; Kennedy 2010; Lynn and Kaminska 2012). Additionally, 
landline respondents are more likely than cell respondents to pay at-
tention to instructions on longer questions, but not on shorter ques-
tions (Kennedy and Everett 2011). 
Respondents who are distracted may also engage in satisficing be-
haviors to reduce cognitive effort (Krosnick 1991), prompting more 
follow-up from the interviewer to obtain an adequate answer. But 
no differences have been found across cell phone and landline in-
terviews on indicators of satisficing such as straightlining, length of 
open-ended responses, item nonresponse rates, or response-order ef-
fects (Brick et al. 2007; Witt, ZuWallack, and Conrey 2009; Kennedy 
2010; Lavrakas, Blumberg, et al. 2010; Kennedy and Everett 2011; 
Lynn and Kaminska 2012). 
Previous literature thus finds few, if any, differences in disruption 
to perception and comprehension between cell and landline telephone 
interviews. However, interviewer ratings, self-reports of multitask-
ing or distraction, and data-quality indicators derived from responses 
themselves may not be sensitive enough to detect differences in cog-
nitive states between respondents using the two devices (Fowler and 
Cannell 1996). Respondent and interviewer behaviors during an in-
terview may serve as better indicators of difficulties at the perception 
and comprehension stages. For example, disrupted respondents may 
take more conversational turns to provide acceptable answers, and 
may provide unacceptable answers more often. Perception and com-
prehension difficulty can also be signaled by conversational behaviors 
such as disfluencies (e.g., “uh,” “um”) (Schober and Bloom 2004), ask-
ing “What did you say?” (Yont, Hewitt, and Miccio 2002), or asking 
for a question to be repeated (Miller et al. 2011; Thrasher et al. 2011). 
Slower speech can indicate that a speaker is coping with a high cog-
nitive load and distraction (Berthold and Jameson 1999). Cell respon-
dents who are distracted may need more time to construct responses 
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that are equal in quality to those of landline respondents. Issues with 
audio quality might be signaled when actors make explicit comments 
about poor telephone service during an interview, when unintelligi-
ble audio is identified in interview recordings, or when actors inter-
rupt each other often (Hammer and Reichl 2005). 
If interviewers notice respondents engaging in these behaviors, 
they may change their own question-asking behavior accordingly. In-
terviewers may probe more often if they notice that respondents are 
disrupted, offer more clarifications, use positive feedback (i.e., “We 
really appreciate your answers”) more frequently to motivate respon-
dents, verify answers more often, or speak slower to facilitate under-
standing. This perspective follows communication accommodation 
theory, which posits that when individuals interact they use context 
clues from their exchange to converge on a style of communication 
that is effective for both actors, such as by talking more quickly or 
slowly to match their conversational counterpart (Giles, Coupland, 
and Coupland 1991). Additionally, interviewers contending with poor 
sound quality may experience increased cognitive burden, thus in-
creasing interviewer disfluencies. 
There are two ways that these behaviors may affect interview 
length. First, if cell phone interviews have more of these behaviors, 
this may lead to a longer call. Second, some behaviors may take lon-
ger on a cell phone than a landline. For example, Schober et al. (2015) 
find that conversational turns last longer during text messaging in-
terviews than during telephone voice interviews, but that text mes-
saging interviews had fewer conversational turns. Therefore, respon-
dents and interviewers on cell phones may not necessarily take more 
turns to complete the question-answer sequence, but they may take 
longer during those turns. To our knowledge, no study has empirically 
examined differences in the rates of occurrence or duration of indi-
vidual behaviors between landline and cell interviews, nor whether 
the same interview behaviors contribute differentially to interview 
length across devices. In this paper, we empirically examine whether 
the difference in interview length across devices persists within the 
question-answer portion of the survey and whether the difference 
can be explained by (1) respondent characteristics or by differences 
in (2) the rates of occurrence or (3) duration of interview behaviors 
across devices. 
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Data and Methods 
The data come from the U.S./Japan Newspaper Opinion Poll (NOP), a 
dual-frame random-digit-dial telephone survey of US adults fielded 
by Gallup on November 18–25, 2013 (AAPOR RR1 = 7.4 percent). The 
NOP consisted of 57 closed-ended political opinion items, and 15 de-
mographic items (Online Appendix A). The Bureau of Sociological Re-
search at the University of Nebraska–Lincoln transcribed a stratified 
random subset of 438 interviews conducted in English. Four respon-
dents did not indicate the type of device on which they were respond-
ing, and five partial interviews are removed from analysis, result-
ing in n = 429 interviews (245 landline, 184 cell) conducted by 31 
interviewers. 
The dependent variable is the number of minutes spent in the ask-
ing and answering of questions during the survey, excluding time 
spent on recruitment, consent, within-household selection, and any-
thing else occurring outside a question-answer sequence. Interview 
length was calculated by summing  the length of each conversational 
turn1 in deciseconds (the unit used by the software Sequence Viewer; 
Dijkstra 1999) from the first question asked to the final question asked 
in the survey. The time associated with one question asked only of a 
portion of landline respondents was removed from the total inter-
view length. Thus, the dependent variable is the total amount of time 
(transformed to minutes) for the entire question-answer portion of 
the interview on identical sets of questions for landline and cell phone 
respondents. The interview averaged 12.30 minutes. We use a natu-
ral log transformation to account for the skewed distribution of inter-
view length in our models.  
Our independent variable of interest is the self-reported device on 
which respondents were interviewed (landline = 0, cell = 1). Over-
all, 57 percent responded on a landline telephone and 43 percent re-
sponded by cell phone. 
Our key independent variables explaining the device effect start 
with respondent characteristics that may affect interview duration: 
1. Conversational turns were operationalized as each period of uninterrupted speech by a 
single actor, with turns ending when an actor finished speaking or was interrupted by an-
other actor. Instances of overlapping speech were counted as a single turn.  
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age (in years), education (three dichotomous variables: high school or 
less, some college, college graduate or higher), and interviewer-coded 
respondent sex (Table 2). Missing, don’t know, and refusal answers to 
these questions were imputed to each variable’s mean or modal cat-
egory (≤ 1.6 percent missing). We also control for interviewer age as 
a continuous variable (mean = 34), sex (58.06 percent female), and 
tenure in years of interviewing experience (mean = 1.83 years); all 
31 interviewers were white. To account for compositional differences 
across devices (Blumberg and Luke 2017), we include respondent in-
come and race. 
Our next set of measures proxy for satisficing and difficulty with 
perception and comprehension. These come from behavior codes of 
the interview itself. Behavior coding is a method of systematically 
coding the interaction between respondents and interviewers during 
survey completion (Fowler and Cannell 1996; Schaeffer and Maynard 
1996; Ongena and Dijkstra 2006). Behavior codes allow for a detailed 
examination of respondent cognitive states during an interview and 
Table 2. Descriptive statistics for interview length, respondent controls, and respondent 
characteristics, overall and by device
 Overall			 Landline	 Cell	phone	
	 (n	=	429)	 (n	=	245)	 (n	=	184)		 Diff.
Total interview length (in mins)  12.30  11.80  12.97  –1.17**
Respondent	controls
Race
    White, not Hispanic (ref)  82.98%  84.90%  80.43%  4.47
    All other races  17.02%  15.10%  19.57%
Yearly income
    Less than $55,000 (ref)  38.46%  40.41%  35.87%  4.54
    $55,000 or more  61.54%  59.59%  64.13%
Respondent	characteristics
    Age (in years)  54.82  60.88  46.88  14.00*
    Education
      High school graduate or less (ref)  26.11%  26.12%  26.09%  0.03
      Some college  21.91%  23.67%  19.57%  4.10
      College graduate or more 51.98%  50.20%  54.35%  –4.15
Sex
   Male (ref)  57.34%  47.35%  70.65%  –23.30***
   Female  42.66%  52.65%  29.35%
* p	< 0.05 ; ** p	< 0.01 ; *** p	< 0.001
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provide descriptions of what happened at a specific moment during 
a survey (Fowler and Cannell 1996). As such, they provide measures 
less prone to recall error than post-survey interviewer evaluations or 
respondent self-reports. 
Trained undergraduates behavior-coded each conversational turn of 
each interview using the Sequence Viewer software program (Dijks-
tra 1999). We use codes for the actor (interviewer or respondent), ini-
tial action (e.g., the interviewer asked a question), assessment of the 
initial action (e.g., the interviewer read the question with changes), 
whether the actor uttered a disfluency on this turn, and whether one 
actor interrupted another on this turn. Master coders coded a random 
subset of 10 percent of the coded transcripts to evaluate inter-coder 
reliability. Kappa values for all but two behaviors exceed 0.60 (mod-
erate agreement) (Landis and Koch 1977; McHugh 2012). These two 
behaviors were rare (< 2 percent of all behaviors); percent agreement 
(an alternative to kappa for rare events; see Viera and Garrett [2005]) 
exceeds 60 percent for both behaviors. 
Using these behavior codes, we calculated indicators of satisfic-
ing and disruption to perception and comprehension. Because inter-
view length may differ due to the rates of occurrence or the duration 
of these behaviors, we calculated our indicators across all turns for 
each call in two ways: (1) the total number of conversational turns on 
which each behavior occurs (for parsimony, we refer to these as “fre-
quencies” of these behaviors); and (2) the total length (in minutes) 
for each of these behaviors (duration). 
Frequencies of Interview Behaviors 
We start by examining behavioral indicators of satisficing (Table 3) to 
explore the role that cognitive shortcutting plays in interview length. 
First, we create an indicator of acquiescence (Krosnick 1991) as the 
total number of turns on which a respondent agrees with the inter-
viewer. We then count the number of turns on which a respondent 
provides a “don’t know” answer or refuses to answer a survey ques-
tion (Krosnick et al. 2002). Finally, we examine the number of turns 
a respondent or interviewer makes a time-related comment about the 
survey (i.e., asking how much longer is left in the interview). 
The next set of independent variables proxy for disruption to per-
ception and comprehension (see Table 3). The first proxy is the total 
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Table 3. Summary of behaviors indicating satisficing and disruption to perception or 
comprehension
 Overall	 	 Landline	 	 Cell	phone	 	 LL	–	Cell
 mean		 (SE)	 mean		 (SE)	 mean		 (SE)	 diff.
Total number of turns 203.82 (4.09) 206.20 (4.51) 200.65 (5.61) 5.55
Behaviors indicating satisficing
Number of turns respondent  0.21 (0.06) 0.27 (0.08) 0.13 (0.04) 0.14#
    agrees with interviewer 
Number of turns respondent gives 2.15 (0.29) 2.55 (0.40) 1.61 (0.34) 0.94# 
    DK/REF answers 
Number of turns respondent  0.08 (0.02) 0.07 (0.02) 0.09 (0.02) –0.02
    comments about duration 
Number of turns interviewer  0.47 (0.04) 0.44 (0.04) 0.50 (0.06) –0.06
    comments about duration 
Respondent indicators of disruption to perception or comprehension
Number of turns with an  65.13 (0.70) 65.11 (0.80) 65.14 (1.04) –0.03 
    acceptable answer 
Number of turns with an  7.45 (0.44) 7.82 (0.54) 6.95 (0.71) 0.87 
    unacceptable answer 
Number of turns with respondent  17.36 (0.59) 16.20 (0.82) 18.90 (1.07) –2.70# 
    disfluencies 
Number of turns respondent  0.75 (0.08) 0.76 (0.10) 0.74 (0.11) 0.02 
    says “What?” 
Number of turns respondent  2.72 (0.20) 2.85 (0.28) 2.54 (0.20) 0.31 
    asks interviewer to repeat question,  
    definition, or response options 
Number of turns respondent  6.01 (0.32) 6.37 (0.41) 5.52 (0.42) 0.85
    interrupts interviewer 
Respondent speed of speech 82.46 (1.79) 90.73 (1.78) 71.46 (1.59) 19.27***
     (in words per minute) 
Percent of interviews with  6.76% (1.34%) 5.71% (1.34%) 8.15% (1.81%) –2.44%
    comments about line quality 
Percent of interviews with  50.82% (2.99%) 46.12% (3.41%) 57.07% (4.15%) –10.95%*
    unintelligible respondent audio 
Interviewer reactions to disruption
Number of turns with interviewer  10.90 (0.58) 11.79 (0.77) 9.70 (0.55) 2.09** 
    probing behavior 
Number of turns with interviewer  0.65 (0.07) 0.74 (0.09) 0.53 (0.08) 0.21* 
    clarifications 
Number of turns interviewer gives  0.55 (0.06) 0.62 (0.07) 0.47 (0.07) 0.15#
    motivational feedback 
Number of turns interviewer  2.54  (0.73)  2.67  (0.72)  2.36  (0.89) 0.31
    verifies respondent’s answer 
Number of turns with interviewer  16.80 (1.87) 18.09 (2.46) 15.07 (1.90) 3.02 
    disfluencies 
Number of turns interviewer  3.17 (0.46) 3.74 (0.63) 2.41 (0.48) 1.33#
    interrupts respondent 
Interviewer speed of speech  154.55 (3.20) 160.52 (2.51) 146.60 (4.60) 13.92** 
    (in words per minute) 
Percent of interviews with  7.69% (1.68%) 2.86% (1.25%) 14.13% (2.91%) –11.27%** 
    comments about line quality 
Percent of interviews with  16.78% (1.90%) 17.55% (2.36%) 15.76% (2.53%) 1.79%
    unintelligible interviewer audio 
Dual-frame interviewer speaking behaviors
Average dual-frame interviewer  8.56 (0.19) 8.39 (0.19) 8.76 (0.22) –0.37#
    speaking duration (in minutes) 
Average dual-frame interviewer  153.62 (3.65) 159.28 (3.23) 147.11 (4.58) 12.17**
    words per minute 
# p	< 0.10 ; * p	< 0.05 ; ** p	< 0.01 ; *** p	< 0.001
Timbrook,  Olson,  &  Smyth in  Publ ic  Op in ion  Quarterly   82  (2018)       12
number of conversational turns on which an acceptable answer was 
given by respondents across all survey questions and the total num-
ber of turns with unacceptable answers. Next, we calculate the total 
number of conversational turns on which a respondent produces at 
least one disfluency (e.g., “uh” or “um”); says “What?” or “What did 
you say?”; asks the interviewer to repeat the question, the response 
options, or a definition that was provided; and interrupts the inter-
viewer. The respondent’s speed of speech was calculated by dividing 
the total number of words spoken by a respondent during the inter-
view by the total number of minutes for all respondent-specific turns, 
resulting in a measure of words per minute (wpm). We also create an 
indicator for whether the respondent made any remarks about poor 
audio quality and being unable to hear (= 1) versus no remarks of this 
type, as well as a similar indicator variable for interviews for which 
transcriptionists identified call recordings as having unintelligible au-
dio (= 1) versus no unintelligible audio. 
Nine independent variables reflect potential interviewer reactions 
to disruption (Table 3). As with the respondent variables, we calculate 
the total number of conversational turns on which each interviewer 
behavior occurs over the entire interview. These measures of inter-
viewer reactions to disruption include the number of turns on which 
the interviewer engages in probing behavior, provides clarification, 
provides motivational feedback (e.g., “We really appreciate your an-
swers”), verifies a respondent’s answer, has any disfluencies, or inter-
rupts the respondent. We then calculate interviewer speed of speech 
(in wpm) for all interviewer-specific turns, whether the interview had 
any interviewer remarks about line quality, and whether transcrip-
tionists identified any instances of unintelligible interviewer audio 
during the interview. We also calculate the percent of total turns for 
each behavior by dividing the total number of turns on which each be-
havior occurred by the total number of turns for that case (Table 4). 
We also analyze interviewer speaking behaviors for 23 interviewers 
who conducted both landline and cell phone interviews (who we call 
dual-frame interviewers).2 We examine the total amount of time (in 
minutes) each dual-frame interviewer spent on all interviewer-specific 
2. We exclude 104 cases conducted by eight interviewers who only performed cell or land-
line interviews.   
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turns, as well as interviewer speed of speech for this subset of inter-
viewers (detailed analyses for each behavior for this set of interview-
ers are in Appendix B).   
Duration of Interview Behaviors 
Finally, we examine the duration of individual behaviors during the in-
terview. These behaviors include the total length of time (in minutes) 
on all conversational turns made by the interviewer and on all conver-
sational turns made by the respondent, which then were parsed into 
duration spent on specific interviewer and respondent behaviors. Be-
haviors also include the amount of time that interviewers spent ask-
ing questions (7.14 minutes overall), probing (0.67 minutes), verifying 
answers (0.08 minutes), clarifying questions (0.04 minutes), and pro-
viding feedback (0.57 minutes). Similarly, we examine the amount of 
Table 4. Percent of conversational turns with interviewer and respondent behaviors
 Overall	behavior	/	 LL	behavior	/	 Cell	behavior	/
 Total	case	turns	 Total	case	turns	 Total	case	turns	 LL	–	Cell
	 	(SE)	 	(SE)	 	(SE)	 diff.
Behaviors	indicating	satisficing
Number of turns respondent agrees with interviewer  0.10% (0.02%)  0.12% (0.03%)  0.06% (0.02%)  0.06%
Number of turns respondent gives DK/REF answers  0.93% (0.11%)  1.08% (0.15%)  0.73% (0.15%)  0.35%#
Number of turns respondent comments about duration  0.04% (0.01%)  0.03% (0.01%)  0.04% (0.01%)  -0.01%
Number of turns interviewer comments about duration  0.23% (0.02%)  0.21% (0.02%)  0.24% (0.03%)  -0.03%
Respondent	indicators	of	disruption	to	perception	or	comprehension
Number of turns with an acceptable answer  33.20% (0.76%)  32.87% (0.85%)  33.64% (1.06%)  -0.77%
Number of turns with an unacceptable answer  3.48% (0.21%)  3.63% (0.25%)  3.27% (0.29%)  0.36%
Number of turns with respondent disfluencies  8.42% (0.30%)  7.72% (0.39%)  9.35% (0.50%)  -1.63%*
Number of turns respondent says “What?”  0.35% (0.04%)  0.35% (0.05%)  0.35% (0.05%)  0.00%
Number of turns respondent asks interviewer to repeat
question, definition, or response options  1.26% (0.09%)  1.28% (0.12%)  1.23% (0.10%)  0.05%
Number of turns respondent interrupts interviewer  2.70% (0.10%)  2.80% (0.13%)  2.57% (0.18%)  0.23%
Interviewer	reactions	to	disruption
Number of turns with interviewer probing behavior  5.04% (0.26%)  5.34% (0.33%)  4.63% (0.27%)  0.71%#
Number of turns with interviewer clarifications  0.29% (0.03%)  0.32% (0.03%)  0.25% (0.04%)  0.07%
Number of turns interviewer gives motivational feedback  0.28% (0.03%)  0.30% (0.04%)  0.24% (0.03%)  0.06%
Number of turns interviewer verifies respondent’s answer  1.17% (0.31%)  1.22% (0.31%)  1.10% (0.39%)  0.12%
Number of turns with interviewer disfluencies  8.06% (0.88%)  8.67% (1.17%)  7.25% (0.85%)  1.42%
Number of turns interviewer interrupts respondent  1.31% (0.15%)  1.53% (0.21%)  1.03% (0.15%)  0.50%*
# p	< 0.10 ; * p	< 0.05
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time that respondents in each device spent providing answers overall 
(3.19 minutes) and by the type of answer that they provided, request-
ing clarification (0.32 minutes), and asking for feedback (0.29 min-
utes). We also calculate the percent of total time each behavior takes 
by dividing the time spent on each behavior for each case by the total 
interview time of that case. 
Analysis Methods 
All analyses account for clustering of respondents within interview-
ers (Hox 1994; Olson and Peytchev 2007; Olson and Bilgen 2011) us-
ing the complex survey design procedures (svy procedures) in Stata 
14.2 and through multilevel linear regression models (xtmixed proce-
dure) with respondents nested within interviewers. 
First, a design-adjusted t-test was used to examine differences 
across devices in overall interview length. Then, we use design-ad-
justed chi-square tests and t-tests to examine whether the compo-
sition of the respondent pool and the frequency of each respondent 
and interviewer behavior differs across device (overall and for dual-
frame interviewers alone), a necessary condition for behaviors be-
ing able to explain the difference in interview length. Because having 
only 31 interviewers reduces our degrees of freedom substantially, 
tests with p-values of 0.05 < p < 0.10 are labeled “marginally statis-
tically significant.” 
To examine whether respondent characteristics and the frequency 
of behaviors indicating disruption to perception and comprehension 
explain differences in interview length across devices, we use multi-
level linear regression models predicting log(interview length) with 
the interviewer as a random effect. First, a base model evaluates the 
proportion of variance due to interviewers versus respondents in the 
length of the interview (the intraclass correlation coefficient). Model 
1 is the simple bivariate analysis for the unadjusted effect of device 
(landline/cell phone): 
log(interviewminutes) = β0j + β1 CellPhoneij + μj + εij
for respondent i and interviewer j, where μj ~ N(0, σμ2) , and εij ~ N(0, σε2). 
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Blocks of independent variables are then added, with all continu-
ous predictors grand-mean-centered. In model 2, we add interviewer 
and respondent controls, as well as the respondent characteristics ex-
pected to vary across devices. Additional models add measures of sat-
isficing behaviors (model 3), respondent indicators of disruption to the 
perception and comprehension process (model 4), and indicators of in-
terviewer reactions to disruption (model 5). Thus, the final model is: 
log(interviewminutes)ij = β0 + β1 CellPhoneij + ∑
P
p=1 βp IwerCharpj  
+ ∑Qq=1 βq RCharqij + ∑
S
s=1 βs SatisficingBehsij  
+  ∑Rr=1 βr RDisruptionrij + ∑
T
t=1 βtIDisruptiontij + μj + εij 
 
Cohen’s f 2 effect sizes (Cohen 1988) were calculated for each block 
of predictors using the method described by Selya et al. (2012). At 
each step, we examine whether the coefficient for device is reduced 
in magnitude or significance. 
Finally, to examine duration of individual interview behaviors, we 
examine the average number of minutes that interviewers and re-
spondents spend on different types of interview behaviors. We test 
whether the length of time spent on these behaviors differs across de-
vices using a design-adjusted t-test. For interview behaviors that sig-
nificantly differ in length across devices, we compare the number of 
turns on which that behavior occurs, the number of words spoken on 
these turns, and the actor’s speed of speech (in words per second) on 
these turns across devices. 
Results 
Differences in Interview Length Between Landline and Cell Phone 
Respondents 
Cell phone interviews (12.97 minutes) are longer than landline inter-
views (11.80 minutes) by about 1.17 minutes (t(30) = 3.40, p = 0.002; 
Table 2). This difference is observed even though we limit length to 
the time spent asking and answering the same survey questions. 
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Differences in Composition Between Landline and Cell Phone 
Respondents 
Also shown in Table 2, landline respondents tend to be older (60.88 
years) than cell respondents (46.88 years, p < 0.05) and were less 
likely to be male (47.35 percent) than cell respondents (70.65 per-
cent, p < 0.001). Education levels did not differ across landline and 
cell respondents. 
Differences an Interview Behaviors Between Landline  
and Cell Phone Respondents 
Consistent with previous research, indicators of satisficing from re-
spondent and interviewer behaviors differ only modestly between cell 
phone and landline respondents (Table 3). Differences across devices 
in agreeing with interviewers and giving don’t know/refusal answers 
(DK/REF) were marginally statistically significant, with respondents 
on landline phones agreeing more often (t(30) = –1.78, p = 0.085) 
and giving more DK/REF answers (t(30) = –1.94, p = 0.061). There 
were no differences across the devices in comments about the length 
of the interview itself. 
For respondent indicators of disruption to perception or compre-
hension, we find that landline and cell phone interviews did not dif-
fer in the number of turns on which acceptable or unacceptable an-
swers were provided or the number of turns on which respondents 
said “What?” or asked for a question, definition, or response options 
to be repeated. Respondents spoke at a significantly slower rate over-
all during cell phone interviews (71.46 words per minute, or about 
1.2 words per second) than on landline interviews (90.73 words per 
minute, or about 1.5 words per second) (t(30) = –8.15, p < 0.001), and 
had more unintelligible audio (46 percent landline vs. 57 percent cell; 
t(30) = 2.27, p = 0.030), although there was no difference in com-
ments about line quality or interruptions. The difference in number of 
turns with respondent disfluencies was marginally statistically signif-
icant, with cell phone interviews having more disfluencies than land-
line interviews (t(30) = 1.86, p = 0.072). 
Six interviewer indicators of disruption significantly or margin-
ally significantly differed between landline and cell phone interviews. 
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During landline surveys, interviewers probed more often (t(30) = 
–2.93, p = 0.006), provided more clarifications (t(30) = –2.11, p = 
0.043), gave more motivational feedback (t(30) = –1.85, p = 0.075), 
and interrupted respondents more often (t(30) = –1.97, p = 0.058), 
but there were no differences in verification of respondent answers or 
in the number of turns with disfluencies across the two devices. Inter-
viewers were more likely to make comments about poor line quality 
on cell phones (14%) than on landlines (3%; t(30) = 3.42, p = 0.002), 
although there is no difference in perceived unintelligible audio from 
the interviewer side. 
Similar to respondents, interviewers spoke at a significantly slower 
rate during cell phone interviews (146.60 words per minute, or about 
2.4 words per second) than the landline interviews (160.52 words per 
minute, or about 2.7 words per second) (t(30) = –3.29, p = 0.003). 
Table 4 shows that the percent of conversational turns on which a 
behavior occurs generally does not differ across devices. When there 
are significant differences, they are less than two percentage points. 
To determine whether these differences across devices occur be-
cause different interviewers are conducting the interviews or because 
the same interviewers are behaving differently across devices, we 
restrict our analysis to only include dual-frame interviewers (bot-
tom panel, Table 3). The difference in interviewer speaking duration 
across devices is marginally significant—cell phone calls last 8.76 min-
utes versus 8.39 minutes for landline calls (t(22) = 2.06, p = 0.051). 
Additionally, dual-frame interviewers speak notably slower during 
cell phone calls (147.11 wpm) than during landline calls (159.28 wpm, 
t(22) = –3.20, p < 0.01). Thus, the same interviewers have slower 
speech and spend slightly more time administering the survey for cell 
phone compared to landline respondents. 
Modeling Interview Length with Respondent Characteristics and 
Frequencies of Interview Behaviors 
Table 5 presents coefficients and standard errors for the multilevel 
models examining whether the frequency of these interviewer and re-
spondent characteristics and behaviors explains the differences across 
devices in interview length. In the base model, 15.3 percent of the 
variance in interview duration is due to interviewers (interviewer 
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variance = 0.0063; residual variance = 0.0348). As expected, device 
type is a significant predictor of interview length (model 1 coef. = 
0.077, p < 0.001) and explains about 3 percent of the respondent-level 
variance in interview length and about 17 percent of the (very small) 
interviewer-level variance. 
Adding interviewer characteristics (model with only interviewer 
and respondent controls not shown) reduces the interviewer-level 
variance by about half. Interviewers who are older (coef. = 0.003, 
p = 0.002), male (coef. = –0.066, p = 0.032), and newer to the job 
(coef. = –0.017, p = 0.024) take longer to administer the survey. Nei-
ther respondent income nor race are significant predictors of inter-
view duration. 
Adding respondent age, education, and sex to the model explains 
8.57 percent of the original residual variance in interview length 
(f 2 = 0.079, model 2). As expected, older respondents take longer to 
complete the interview (coef. = 0.003, p < 0.001). Respondents with 
at least a college degree had shorter interviews (coef. = –0.050, p = 
0.025) than respondents with a high school degree or less, although 
this disappears once we account for behaviors during the interview. 
There is not a significant association between interview length and 
respondent sex. Including respondent and interviewer characteris-
tics in the model increases the device type coefficient (coef. = 0.114, 
p < 0.001) by 148 percent from its model 1 value, indicating that 
differences in respondent and interviewer demographics across de-
vices mask rather than account for the disparity in interview length 
across devices.  
Adding satisficing behaviors (model 3) to the model explains an ad-
ditional 14.29 percent of the residual variance in interview length ( f 
2 = 0.166). Agreeing with the interviewer more often (coef. = 0.039, 
p = 0.004) and providing more DK/REF answers (coef. = 0.013, p < 
0.001) are statistically significant predictors of interview duration 
(i.e., longer duration), and more interviewer comments about dura-
tion is a marginally statistically significant predictor (coef. = 0.023, 
p = 0.076). When adding satisficing behaviors as predictors, device 
type continues to predict interview length, with the coefficient again 
growing stronger (coef. = 0.127, p < 0.001; 165 percent of its model 
1 value). Thus, differences in satisficing behaviors across the two 
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devices do not explain why cell phone interviews take longer than 
landline interviews. 
Respondent behaviors indicating difficulty with perception and 
comprehension account for an additional 40.00 percent of the vari-
ance in interview duration ( f 2 = 1.052, model 4). Seven of the nine 
behaviors are significant predictors of interview length: number of 
turns with an acceptable answer (coef. = 0.004, p < 0.001), number 
of turns with an unacceptable answer (coef. = 0.007, p < 0.001), num-
ber of turns with respondent disfluencies (coef. = 0.005, p < 0.001), 
number of turns on which the respondent asks the interviewer to re-
peat the question (coef. = 0.011, p < 0.001), number of turns on which 
the respondent interrupts the interviewer (coef. = 0.006, p < 0.001), 
respondent speed of speech (coef. = –0.001, p = 0.044), and any un-
intelligible respondent utterances during an interview (coef. = 0.046, 
p < 0.001). Here, the device type coefficient is still significant (coef. 
= 0.102, p < 0.001; 133 percent of its model 1 value), indicating that 
differences in the frequency of respondent behaviors related to per-
ception and comprehension do not account for the difference in inter-
view duration across devices. 
Model 5 adds interviewer reactions to disruption to the model 
(11.43 percent of additional variance explained; f 2 = 0.553). Inter-
views with more interviewer turns containing probing behavior (coef. 
= 0.010, p < 0.001), question clarification (coef. = 0.020, p < 0.001), 
and disfluencies (coef. = 0.002, p < 0.001) are longer. Interviews 
during which interviewers speak more quickly are shorter (coef. = 
–0.005, p < 0.001). The device type coefficient is still significant, but 
reduces to 91 percent of its model 1 value (coef. = 0.070, p < 0.001). 
Thus, differences in the frequency of interviewer behaviors reflecting 
reaction to perception and comprehension difficulties explain some 
of the differences across devices, but do not fully account for differ-
ence in interview duration. 
In sum, our theoretically guided proxy variables of differences in 
composition of the respondent pool and frequency of behaviors that 
indicate disruption are predictors of interview length, but largely fail 
to explain the difference in interview length across landline and cell 
phones. We now turn to an alternative analysis: the duration of these 
behaviors.  
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Duration of Interview Behaviors 
We start by decomposing interview length into two parts: the total 
number of minutes spent during an interview on conversational turns 
by the interviewer and by the respondent. As shown in Table 6, on av-
erage, interviewers talk for a total of 8.74 minutes during cell phone 
interviews, 0.43 minutes longer than landline interviews (8.31 min-
utes; t(30) = 2.14, p = 0.040). Thus, about 37 percent of the differ-
ence in length between landline and cell phone interviews occurs be-
cause of interviewer-related actions. We further partition the length 
of interviewer turns by the type of behavior performed. There are 
no significant differences across devices in the amount of time inter-
viewers spend probing, verifying answers, providing clarification, or 
giving feedback. However, interviewers spend longer (0.37 minutes) 
asking questions during cell phone interviews (7.35 minutes) than 
during landline interviews, a marginally statistically significant dif-
ference (6.98 minutes; t(30) = 1.93, p = 0.063), accounting for ap-
proximately 32 percent of the difference in length between devices. 
Next, we dig deeper into these times to explore why there are dif-
ferences in the duration of behaviors across devices. Surprisingly, 
these differences do not arise because interviewers are spending more 
conversational turns asking questions or saying more words during 
the cell phone interviews. Table 7 shows that interviewers use about 
one more conversational turn to ask questions when a respondent 
is using a landline phone (t(30) = –2.96, p = 0.006), and speak ap-
proximately 28 more words total (a marginally significant difference) 
when asking questions during landline interviews (t(30) = –1.89, p = 
0.068). This is in the opposite direction we would expect if it was the 
number of behaviors themselves driving the difference in interview 
length. This means that interviewers spend more time asking ques-
tions on cell phone interviews because they are speaking more slowly 
while asking questions, not because they are talking more. In particu-
lar, interviewers on landline telephones ask questions at a rate of 2.64 
words per second compared to a rate of 2.47 words per second on cell 
phones, a statistically significant difference (t(30) = –2.36, p = 0.025). 
Similarly, respondents speak for 4.23 minutes during a cell phone 
interview, 0.74 minutes longer than during a landline interview 
(3.49 minutes; t(30) = 3.87, p = 0.001; Table 6). The length of time 
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respondents asked for clarification or gave feedback to the interviewer 
did not differ across devices. However, respondents spent 0.66 min-
utes longer answering questions during cell phone interviews (3.57 
minutes) than landline interviews (2.91 minutes; t(30) = 4.68, p < 
0.001). Looking at the type of answer provided in more detail, we 
find that the amount of time spent on qualified answers, uncodable 
answers, and DK/REF answers did not differ across devices; refus-
als lasted less than a second longer during cell phone interviews (a 
marginally significant difference). However, adequate answers on cell 
phone interviews (2.76 minutes) lasted 0.64 minutes longer than on 
landlines (2.12 minutes), accounting for 55 percent of the 1.17-minute 
interview difference between devices (t(30) = 8.78, p < 0.001). This 
difference in length is driven by turns on which respondents gave an 
adequate answer without providing detailed elaboration on their an-
swer; the length of time that respondents spent elaborating their an-
swer did not differ across devices. 
As summarized in Table 7, the number of turns on which respon-
dents provided an adequate answer without elaboration does not dif-
fer across devices, nor does the total number of words spoken on these 
turns. Just as with interviewers, the speed of speech when answer-
ing questions without elaborating on those answers is slower for cell 
phone interviews (0.96 wps) than for landline interviews (1.30 wps, 
t(30) = –11.31, p < 0.001). That is, respondents spend more time an-
swering questions on cell phones not because they are saying more, 
but because they are talking slower. 
Table 7. Mean interviewer question asking behaviors, and respondent answering behaviors by 
device
		 Overall		 Landline		 Cell		 LL	–	Cell	 
Variable	 mean	(SE)		 mean	(SE)		 mean	(SE)		 diff.
Interviewer	–	Question	asking	turns
   Number of turns with question asking  70.85 (0.17)  71.20 (0.24)  70.37 (0.19)  0.83**
   Number of words spoken on all question asking turns  1086.31 (9.66)  1098.51 (10.99)  1070.05 (13.20)  28.46#
   Average words per second on question asking turns  2.57 (0.05)  2.64 (0.04)  2.47 (0.08)  0.17*
Respondent	–	Adequate	answer	without	elaboration	turns
   Number of turns without elaboration  62.57 (0.76)  62.46 (0.82)  62.73 (1.14)  –0.27
   Number of words spoken on all turns without elaboration  138.18 (1.80)  137.87 (2.09)  138.59 (2.47)  –0.72
   Average words per second on turns without elaboration  1.15 (0.03)  1.30 (0.02)  .96 (0.02)  0.34***
# p	< 0.10 ; * p	< 0.05 ; ** p	< 0.01 ; *** p	< 0.001
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Discussion 
In this study, we used behavior codes to explore why cell phone in-
terviews last longer than landline interviews. This is the first study 
of which we are aware that compares the frequency and duration of 
interviewer and respondent behaviors across cell phone and landline 
telephone interviews to try to explain this difference. There are four 
takeaway messages from this analysis. 
First, a difference in interview length persists even after eliminat-
ing time related to non-survey activities (e.g., allowing respondents 
time to find a quiet place to respond) and skip patterns. 
Second, respondent characteristics that differ between devices do 
not drive the disparity in interview length. Although older respon-
dents in this study have longer interviews (consistent with previous 
research), our cell phone sample was younger than the landline sam-
ple. Although it is possible that some unmeasured respondent charac-
teristics may contribute to cell phone interviews lasting longer (e.g., 
a better measure of “optimizing”), the data from our study demon-
strate that cell phone interviews last longer despite commonly hypoth-
esized demographic compositional differences across devices, not be-
cause of them. 
Third, the number of conversational turns containing respondent 
indicators of satisficing do not explain the difference in length. Giv-
ing more DK/REF responses does lead to longer interviews, and may 
encourage interviewers to probe more often, thereby increasing in-
terview length, but these behaviors occurred more often during land-
line interviews, not cell phone interviews. 
Fourth, the difference in interview length is best explained by 
longer interview behaviors during cell phone surveys. Specifically, 
we find that cell respondents take longer to answer questions, even 
though the total number and proportion of conversational turns with 
answers is identical across cell and landline surveys. We also find 
that the difference in interview length between devices is partially 
accounted for by interviewers taking longer to ask questions during 
cell phone surveys, despite having more question-asking turns dur-
ing landline surveys. 
Other research has shown that talkers alter their conversation style 
if they believe their speaking partner is having trouble understanding 
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(Giles, Coupland, and Coupland 1991; Clark 1996). It is possible that 
interviewers notice behaviors suggesting that cell respondents are 
having difficulty with the survey questions and slow their question-
asking speech to be accommodating. In fact, indicators of disruption 
to perception and comprehension, such as problems with line qual-
ity (i.e., inaudible utterances and hearing difficulties) and respon-
dent disfluencies,3 were more prevalent during cell phone interviews, 
which may have cued interviewers to slow down. However, we do not 
have a study design that allows us to directly evaluate this causal ar-
gument. Such a design would require (1) information starting from 
first contact (i.e., recruitment) because the accommodation may start 
very early and (2) random assignment of questions to different po-
sitions in the interview to allow for disentangling changes in speech 
rate due to accommodation from those due to question characteris-
tics like topic, type, and complexity. Future research of this type is 
needed to better evaluate why interviewers and respondents speak 
more slowly in cell interviews.  
Our study is limited in its observational nature. Respondents were 
not randomly assigned to interview device, and therefore device ef-
fects may be confounded with unmeasured variables in the sample. In 
future research, respondents could be randomly assigned to devices 
as done by Kennedy and Everett (2011), although this kind of design is 
quickly becoming less feasible, as only 39.6 percent of US adults live 
in households with both devices (Blumberg and Luke 2017). 
In addition, we did not collect information on the respondent’s 
physical location during the interview (e.g., in public versus at home), 
nor could we examine the amount of time spent outside the question-
answer portion of the interview here. These contextual variables could 
provide insights into how differences in speech rate arise between 
devices. Although we could not evaluate this directly here, whether 
speech rate is associated with data-quality measures, and whether this 
relationship differs across cell and landline surveys, is of interest. Fi-
nally, future studies could apply voice-quality assessments made by 
computer programs to interview recordings (Malfait, Berger, and Kast-
ner 2006), providing a more direct metric of line quality. 
3. Disfluencies also could indicate a lack of confidence, searching for a word, or planning to 
say something difficult (Schober et al. 2012).     
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The present study answers a long-standing question: Why do cell 
phone interviews last longer than landline interviews? Cell respon-
dents take longer to provide answers to survey questions (potentially 
because they are compensating for more perception and comprehen-
sion difficulties) than landline respondents. Interviewers on cell sur-
veys also speak more slowly (perhaps to be more accommodating), 
resulting in a longer interview. Unfortunately, there is little that sur-
vey practitioners can do about these behaviors to mitigate the differ-
ence in interview length across devices. While telephone interviewer 
supervisors may be tempted to encourage their staff to maintain a 
consistent (faster) speed of speech to reduce costs, doing so seems 
unwise, especially since we do not yet understand why interviewers 
slow down in cell interviews in the first place or whether their slow-
ing helps respondents provide better answers. In addition, asking re-
spondents to think and speak faster may be detrimental to data qual-
ity and/or rapport. Thus, while longer cell phone interviews increase 
costs for survey organizations, this study suggests that this increase 
is simply the cost of obtaining quality data via cell phones. 
Supplementary Data follow the References. 
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Online Appendix A. NOP Questionnaire. 
 
Q1  I am going to read some various institutions in American society. Would you say that 
you "do" or "do not" have a lot of confidence in (read and rotate Q1A-Q1N)? 
 
1 Do 
2 Do not 
3 (DK) 
4 (Refused) 
 
Q1A  The President of the U.S.   
Q1B  The U.S. Congress   
Q1C  Police departments and public 
prosecutors' offices   
Q1D  The courts   
Q1E  The military   
Q1F  Churches   
Q1G  Federal government agencies   
Q1H  Local governments  
Q1I  Schools   
Q1J  Hospitals   
Q1K  Newspapers   
Q1L  TV stations   
Q1M  Major corporations   
Q1N  Labor unions   
 
 
Q2  How would you rate relations between the United States and Japan at present? Would 
you say they are (read 5-1)? 
 
5 Very good 
4 Good 
3 Just fair 
2 Poor, OR 
1 Very Poor 
6 (DK) 
7 (Refused) 
 
            
 
 
 
Q3  How much do you trust Japan? Would you say (read 4-1)? 
 
4 Very much 
3 Some 
2 Not very much, OR 
1 Not at all 
5 (DK) 
6 (Refused) 
 
            
Q4  Do you think that the relationship between the United States and Japan will (read 5-1)? 
 
5 Get much better 
4 Get somewhat better 
3 Stay the same 
2 Get somewhat worse, OR 
1 Get much worse 
6 (DK) 
7 (Refused) 
 
            
 
 
 
Q5  In your opinion, how functional is the U.S. political system these days? Do you think the 
U.S. political system is highly functional, somewhat functional, not very functional or not 
functional at all? 
 
4 Highly functional 
3 Somewhat functional 
2 Not very functional 
1 Not functional at all 
5 (DK) 
6 (Refused) 
 
            
 
Q6  Which countries or regions do you think will become a military threat to the United 
States? How about (read and rotate Q6A-Q6M)? 
 
1 Yes 
2 No 
3 (DK) 
4 (Refused) 
 
Q6A  Japan  
Q6B  South Korea  
Q6C  China  
Q6D  Association of Southeast Asian 
Nations (ASEAN)  
Q6E  European Union (EU)  
Q6F  Russia  
Q6G  Taiwan  
Q6H  North Korea  
Q6I  India  
Q6J  Middle East  
Q6K  Central and South Pacific 
nations, such as Australia and 
New Zealand  
Q6L  Africa  
Q6M  Latin America  
 
 
Q7  To what extent do you think the U.S.-Japan Security Treaty contributes to the security of 
the Asia-Pacific region? Would you say (read 4-1)? 
 
4 Contributes greatly 
3 Contributes somewhat 
2 Does not contribute very much, OR 
1 Does not contribute at all 
5 (DK) 
6 (Refused) 
 
            
 
Q8  At present, the U.S. maintains many U.S. military bases in Japan under the U.S.-Japan 
Security Treaty. Do you think the scale of U.S. military presence in Japan should be 
increased, maintained, reduced, or eliminated altogether? 
  (Interviewer: Read 4-1)  
 
4 Should be increased 
3 Should be maintained 
2 Should be reduced, OR 
1 Should be eliminated altogether 
5 (DK) 
6 (Refused) 
 
            
 
 
 
Q9  How would you rate relations between the United States and China at present? Would 
you say they are (read 5-1)? 
 
5 Very good 
4 Good 
3 Just fair 
2 Poor, OR 
1 Very Poor 
6 (DK) 
7 (Refused) 
 
            
 
Q10  How much do you trust China? Would you say (read 4-1)? 
 
4 Very much 
3 Some 
2 Not very much, OR 
1 Not at all 
5 (DK) 
6 (Refused) 
 
            
 
Q11  Which country, Japan or China, do you feel will be more important to the United States 
in the future for POLITICAL matters? 
  (Interviewer: Read 2-1)  
 
2 Japan, OR 
1  China 
3  (Both equally) 
4  (DK) 
5 (Refused) 
 
            
 
Q12  Which country, Japan or China, do you feel will be more important to the United States 
in the future for ECONOMIC matters? 
  (Interviewer: Read 2-1)  
 
2 Japan, OR 
1  China 
3  (Both equally) 
4  (DK) 
5 (Refused) 
 
            
 
 
 
 
Q13  I am going to read out some issues regarding China. Would you say you are or are not 
concerned about (Read and Rotate Q13A-Q13H)? 
 
1 Concerned, OR 
2 Not concerned 
3 (DK) 
4 Refused 
 
Q13A  The rapid expansion of China's 
economy  
Q13B  The valuation of China's 
currency  
Q13C  The theft of intellectual property 
such as counterfeit consumer 
goods  
Q13D  The political regime  
Q13E  Human rights  
Q13F  Strengthened military power  
Q13G  Territorial disputes with China's 
neighboring countries  
Q13H  China launching a cyber-attack 
on the U.S.  
 
 
 
 
Q14  Given China’s increasing influence in the Asia-Pacific region, do you think the U.S. 
should increase, maintain or reduce its military presence in the Asia-Pacific region? 
  (Interviewer: Read 1 - 3)  
 
1 Should increase 
2 Should maintain at its current level, OR 
3 Should reduce 
4 (DK) 
5 (Refused) 
 
            
 
Q15  Would you say Japan's international influence has grown stronger, weaker or has it 
remained the same in recent years? 
 
3 Stronger 
2 Weaker 
1 Remained the same 
4 (DK) 
5 (Refused) 
 
            
 
Q16  And how about the U.S.? Would you say The United States' influence in the 
international community has grown stronger, weaker or, has it remained the same in 
recent years? 
 
3 Stronger 
2 Weaker 
1 Remained the same 
4 (DK) 
5 (Refused) 
 
            
 
Q17  How much do you trust South Korea?  Would you say (read 4-1)? 
 
4 Very much 
3 Some 
2 Not very much, OR 
1 Not at all 
5 (DK) 
6 (Refused) 
 
            
 
Q18  Regarding North Korea, which issues should the U.S. and Japanese governments, 
working in cooperation, give priority to resolving? How about (read and rotate Q18A-
Q18F)? 
 
1 Yes 
2 No 
3 (DK) 
4 (Refused) 
 
Q18A  Getting North Korea to abandon 
its nuclear weapons program  
Q18B  Getting North Korea to end its 
missile program and its missile 
launch  
Q18C  Resolving the cases involving 
the abduction of Japanese 
citizens by North Korea  
Q18D  Normalizing diplomatic relations 
between the U.S. and North 
Korea  
Q18E  Providing economic aid to North 
Korea  
Q18F  Changing North Korea's political 
and economic systems  
 
 
Q19  A number of Asia-Pacific countries, including the U.S.  and Japan, are now in talks to 
finalize the Trans-Pacific Partnership Agreement, or TPP. This agreement will liberalize 
trade and includes the agricultural sector.  What impact, if any, do you think the TPP will 
have on the United States? Do you think it will have a (read 5-1)? 
 
5 Very positive impact, 
4 Somewhat positive impact, 
3 Neither positive nor negative impact 
2 Somewhat negative impact, OR 
1 Very negative impact 
6    Don't know about the TPP 
7 (Refused) 
 
            
 
Q20  Which of the following comes closest to your opinion of the future of nuclear power 
plants in the United States? 
  (Interviewer: Read 1 - 4)  
 
1 We should increase the number of 
nuclear power plants 
2 We should maintain the current number 
of nuclear power plants 
3 We should reduce the number of 
nuclear power plants, OR 
4 We should eliminate all nuclear power 
plants 
5 (Other) 
6 (DK) 
7 (Refused 
 
            
 
  DEMOGRAPHICS BEGIN HERE: 
 
  (Interviewer: READ:)  
  The following questions are for demographic purposes only. 
 
 
D1  What is your age? 
  (Interviewer: Open ended and code actual age)  
 
00 (Refused) 
99 99+ 
 
   List Other:Y 
 
            
 
D2  Are you currently (read 06-11, then 01)? 
 
01 OR, something else (list) 
02 (DK) 
03 (Refused) 
04 HOLD 
05 HOLD 
06 Self-employed 
07 A salaried employee 
08 A homemaker 
09 A student 
10 Unemployed 
11 Retired 
 
   List Other:Y 
 
            
 
  Skip: (If code 01-03 in D2, Skip to D5; 
If code 07 in D2, Skip to D4; 
If code 08-11 in D2, Skip to D5; 
Otherwise, Continue) 
 
 
D3  Please select the category that BEST describes your current job. Is it (read 1-3)? 
 
1 Agriculture or forestry 
2 Commerce, industry, or service 
industries, OR 
3 Freelance 
4 (DK) 
5 (Refused) 
 
            
 
  Skip: (All in D3, Skip to D5) 
 
 
D4  Please select the category that BEST describes your current job. Is it (read 1-3)? 
 
1 Manager or specialist 
2 Administrative or technical position, OR 
3 Labor or service-related position 
4 (DK) 
5 (Refused 
 
            
 
D5  What was your annual household income in 2012, before taxes? Was it (read 01-08)? 
 
01 Less than $15,000 
02 $15,000 to less than $25,000 
03 $25,000 to less than $35,000 
04 $35,000 to less than $45,000 
05 $45,000 to less than $55,000 
06 $55,000 to less than $75,000 
07 $75,000 to less than $100,000, OR 
08 $100,000 or more 
09 (DK) 
10 (Refused) 
 
            
 
D6  Do you approve or disapprove of the way Barack Obama is handling his job as 
president? 
  (Interviewer: Read 1-2)  
 
1 Approve, OR 
2 Disapprove 
3 (Neither approve nor disapprove) 
4 (DK) 
5 (Refused) 
 
            
 
D7  Do you support the Republican Party, the Democratic Party, some other party, or none 
of them? 
 
01 Some other party (list) 
02 (DK) 
03 (Refused) 
04 None of them 
05 HOLD 
06 Republican 
07 Democratic 
 
   List Other:Y 
 
            
 
D8  Are you, yourself, of Hispanic origin or descent, such as Mexican, Puerto Rican, Cuban, 
or other Spanish background? 
 
1 Yes 
2 No 
3 (DK) 
4 (Refused) 
 
            
 
D9  What is your race? Are you White, African-American, Asian, or some other race? 
 
01 Other (Do NOT list) 
02 (DK) 
03 (Refused) 
04 HOLD 
05 HOLD 
06 White 
07 African-American/Black 
08 (Hispanic) 
09 Asian 
 
            
 
D10  Including yourself, how many adults, 18 years of age or older, live in this household?  
(Interviewer: Open ended and code actual number) 
 
01 01- 
96 96 
97 97 or more 
98 (DK) 
99 (Refused) 
 
            
 
D11  What is the highest level of education you have completed? 
  (Interviewer: Open ended and code)  
 
1 Less than high school graduate (0-11) 
2 High school graduate (12) 
3 Some college 
4 Trade/Technical/Vocational training 
5 College graduate 
6 Postgraduate work/Degree 
7 (DK) 
8 (Refused) 
 
            
 
  Skip: (If Landline Respondent, Autocode D12A as 1 and Skip to Note before 
D12B; 
Otherwise, Continue) 
 
 
D12A  Do you have a working landline telephone in your home?  
 
1 Yes 
2 No 
3 (DK) 
4 (Refused) 
 
             
  Skip: (If Mobile Respondent, Autocode D12B as 1 and Skip to Note #2 before D14; 
Otherwise, Continue) 
 
 
D12B  Do you have a working cell phone that you receive and make calls on? 
 
1 Yes 
2 No 
3 (DK) 
4 (Refused) 
 
            
 
  Skip: (If code 2-4 in D12B, Continue; 
Otherwise, Skip to Note #1 before D14) 
 
 
D13  (NOTE: This question, D13, was removed from analysis as it was asked uniquely to Landline 
respondents) 
 
  Does anyone in your household have a working cell phone? 
  (Interviewer: This can include children under 18 in the household)  
 
1 Yes 
2 No 
3 (DK) 
4 (Refused) 
 
            
 
 
  (Programmer: Note #1:)  
  Skip: (If code 2-4 in D13, Skip to Thank and Validate; 
Otherwise, Continue) 
 
 
 
  (Programmer: Note #2:)  
  Skip: (If code 1 in D12A AND [code 1 in D12B or D13], Continue; 
Otherwise, Skip to Thank and Validate) 
 
 
D14  Of all the telephone calls your household receives which best describes your 
household's phone use (read 1-3)? 
 
1 All or almost all calls are received on 
cell phones 
2 Some are received on cell phones and 
some on regular phones, OR 
3 Very few or none are received on cell 
phones 
4 (DK) 
5 (Refused) 
 
            
  Skip: (If code 1 in D12B, Continue; 
Otherwise, Skip to Thank and Validate) 
 
 
D15  How many different residential phone NUMBERS do you have coming into your 
household, not including lines dedicated to a fax machine, modem, or used strictly for 
business purposes? Do not include cellular phones. 
  (Interviewer: Open ended and code)  
 
0 Zero 
1 One 
2 Two 
3 Three 
4 Four 
5 Five or more 
6 (DK) 
7 (Refused) 
 
            
 
Online Appendix B. Summary of Behaviors Indicating Satisficing and Disruption to Perception or Comprehension for Dual-Frame Interviewers 
  
Overall 
Mean  (SE) 
Landline 
Mean (SE) 
Cell Phone 
Mean  (SE) 
LL – Cell 
Diff. 
Total Number of Turns 204.59 (4.99) 207.00 (5.28) 201.81  (6.56) 5.19 
        
Behaviors Indicating Satisficing        
Number of turns respondent agrees with interviewer 0.22 (0.07) 0.31 (0.11) 0.11  (0.05) 0.20* 
Number of turns respondent gives DK/REF answers 2.03 (0.33) 2.24 (0.46) 1.79  (0.38) 0.45 
Number of turns respondent comments about duration 0.07 (0.02) 0.06 (0.03) 0.08  (0.02) -0.02 
Number of turns interviewer comments about duration 0.47 (0.05) 0.45 (0.05) 0.48  (0.07) -0.03 
        
Respondent Indicators of Disruption to Perception or Comprehension       
Number of turns with an acceptable answer 65.32 (0.82) 66.07 (0.79) 64.46  (1.17) 1.61 
Number of turns with an unacceptable answer 7.66 (0.53) 7.88 (0.72) 7.40  (0.81) 0.48 
Number of turns with respondent disfluencies   17.55 (0.63) 15.98 (0.95) 19.36  (1.09) -3.38† 
Number of turns respondent says "What?" 0.80 (0.10) 0.80 (0.14) 0.80  (0.13) 0.00 
Number of turns respondent asks interviewer to repeat  
question, definition, or response options 
6.39 (0.56) 6.78 (0.79) 5.94  (0.54) 0.84 
Number of turns respondent interrupts interviewer 6.22 (0.39) 6.63 (0.53) 5.74  (0.48) 0.89 
Respondent speed of speech (in words per minute) 81.25 (1.62) 89.13 (2.07) 72.17  (1.73) 16.96*** 
Percent of interviews with comments about line quality 7.08% (1.63%) 6.90% (1.59%) 7.29%  (2.15%) -0.39% 
Percent of interviews with unintelligible respondent audio 49.23% (3.61%) 41.95% (4.08%) 57.62%  (3.98%) -15.67%** 
        
Interviewer Reactions to Disruption        
Number of turns with interviewer probing behavior 11.21 (0.71) 12.34 (0.95) 9.90  (0.66) 2.44** 
Number of turns with interviewer clarifications 0.69 (0.09) 0.79 (0.12) 0.58  (0.09) 0.21† 
Number of turns interviewer gives motivational feedback 0.57 (0.07) 0.66 (0.08) 0.47  (0.07) 0.19* 
Number of turns interviewer verifies respondent's answer 2.65 (0.95) 2.94 (0.95) 2.32  (1.07) 0.62 
Number of turns with interviewer disfluencies   18.51 (2.26) 21.47 (2.74) 15.11  (2.10) 6.36** 
Number of turns interviewer interrupts respondent 3.42 (0.58) 4.08 (0.86) 2.66  (0.56) 1.42 
Interviewer speed of speech (in words per minute) 153.62 (3.65) 159.28 (3.23) 147.11  (4.58) 12.17** 
Percent of interviews with comments about line quality 6.77% (1.73%) 2.30% (1.07%) 11.92%  (2.96%) -9.62%** 
Percent of interviews with unintelligible interviewer audio 16.00% (2.24%) 16.67% (2.91%) 15.23%  (2.68%) 1.44% 
Note: †p<.10, *p<.05, **p<.01, ***p<.001 
 
