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Abstract. The Hat Game (Ebert’s Hat Problem) got much attention in the beginning of this century; not in the 
last place by its connections to coding theory and computer science. There were publications in The New York 
Times, Die Zeit and abcNews. Exact solutions with two colors are only known in the symmetric case (equal 
probabilities for the two colors) when ܰ = 2௞ − 1 (using Hamming codes), ܰ = 2௞  (extended Hamming codes) 
and up to ܰ = 9  (using bounds on covering codes of radius 1), where ܰ is the number of players. How the 
probabilities and strategies behave when the two colors are not equally likely (asymmetric case), is an open 
problem. Where the symmetric case is hard, both mathematically and from the point of view of computational 
complexity, we may expect the asymmetric case to be harder and perhaps beyond the capabilities of 
contemporary mathematics and computer science. However there is a surprising answer to this open problem: 
elementary mathematics in combination with adequate computer programs suffices to do the job and the new 
approach gives also new insights in the classical symmetric case. Where the standard theory in the symmetric 
case works with Hamming codes and covering sets of radius 1, the new approach deals with adequate sets of 
radius N-1. Our main results in this paper are (both symmetric and asymmetric case): 
 a simple and effective way to analyze ܰ-person two color hat problems  
 a dramatically decrease of computational complexity in ܰ-person two color hat problems 
 
0: Introduction 
Hat puzzles were formulated at least since Martin Gardner’s 1961 article [8]. They have got an 
impulse by Todd Ebert in his Ph.D. thesis in 1998 [6]. Buhler [2] stated: “It is remarkable that a purely 
recreational problem comes so close to the research frontier”. Also articles in The New York Times 
[17], Die Zeit [1] and abcNews [16] about this subject got broad attention. To give an impression, we 
start with a selection of the article in The New York Times by Sara Robinson: 
The hat problem goes like this: 
Three players enter a room and a red or blue hat is placed on each person's head. The color of 
each hat is determined by a coin toss, with the outcome of one coin toss having no effect on 
the others. Each person can see the other players' hats but not his own. No communication of 
any sort is allowed, except for an initial strategy session before the game begins. Once they 
have had a chance to look at the other hats, the players must simultaneously guess the color 
of their own hats or pass. The group shares a hypothetical $3 million prize if at least one 
player guesses correctly and no players guess incorrectly. The same game can be played with 
any number of players. The general problem is to find a strategy for the group that maximizes 
its chances of winning the prize. One obvious strategy for the players, for instance, would be 
for one player to always guess ''red'' while the other players pass. This would give the group a 
50 percent chance of winning the prize. Can the group do better? 
The reason this problem is so captivating, mathematicians say, is that it is not just a 
recreational puzzle to be solved and put away. Rather, it has deep and unexpected 
connections to coding theory, an active area of mathematical research with broad 
applications in telecommunications and computer science. In their attempts to devise a 
complete solution to the problem, researchers are proving new theorems in coding theory 
that may have applications well beyond mathematical puzzles. 
This paper studies Ebert’s hat problem (symmetric and asymmetric): ܰ distinguishable players are 
randomly fitted with a white or black hat, where the probabilities of getting a white or black hat (݌ 
respectively ݍ; ݌ + ݍ = 1 ) may be different, but known and the same to all the players. All players 
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guess simultaneously the color of their own hat observing only the hat colors of the other ܰ − 1 
players. It is also allowed for each player to pass: no color is guessed. The team wins if at least one 
player guesses his or her hat color correctly and none of the players has an incorrect guess. Our goal 
is to maximize the probability of winning the game and to describe winning strategies. 
The symmetric hat problem (݌ = ݍ = 0.5) with ܰ = 2௞ − 1 players is solved in [7], using Hamming 
codes, and with ܰ = 2௞ players in [5] using extended Hamming codes.  
Guo et al. [9] discuss the three person hat problem where the 8 possible color-configurations have 
different probabilities: ݌ଵ, … , ݌଼. They have written a computer program to make a complete list of 
all 531441 strategies along with their sets of winning configurations. An examination of this list yields 
12 maximal strategies. One simply calculates the probability of winning under each of these 12 
strategies and pick the one with maximum probability. 
Burke et al. [3] try to solve the symmetric hat problem with ܰ=3,4,5,7 players using genetic 
programming. Their conclusion: The ܰ-prisoners puzzle (alternative names: Hat Problem, Hat Game) 
gives evolutionary computation and genetic programming a new challenge to overcome.  
Lenstra and Seroussi [15] show that in case of two hat colors, and for any value of ܰ, playing 
strategies are equivalent to binary covering codes of radius one. 
Combining the result of Lenstra and Seroussi with Tables for Bounds on Covering Codes [12], we get: 
ܰ 2 3 4 5 6 7 8 9 
ܭ(ܰ, 1) 2 2 4 7 12 16 32 62 
Max. 
prob. 
1 −
2
2ଶ
 1 −
2
2ଷ
 1 − 4
2ସ
 1 − 7
2ହ
 1 − 12
2଺
 1 − 16
2଻
 1 − 32
2଼
 1 − 62
2ଽ
 
All results are for the symmetric game. ܭ(ܰ, 1) is smallest size of a binary covering code of radius 1. 
Lower bound on ܭ(9,1) was found in 2001 by Östergård-Blass, the upper bound in 2005 by 
Östergård. 
Krzywkowski [13] describes applications of the hat problem and its variations, and their connections 
to different areas of science. 
Johnson [11]  ends his presentation with an open problem: 
If the hat colors are not equally likely, how will the optimal strategy be affected? 
We will answer this question and our method gives also interesting results in the symmetric case. 
 
1 Adequate sets. 
 
1.1 Introduction to adequate sets. 
In this section we start with the 3-person game. In the next section we analyze adequate sets in the 
general case (ܰ>1). Hats are white with probability ݌ and black with probability ݍ (݌+ݍ=1). 
Players are labelled 1,2 and 3. White hats  gets the label 0 and black hats label 1. 
In case of 3 players we have 8 different possibilities: 
ܰ=3 decimal Binary code Scode probability 
 0 000 000 ݌ଷ 
 1 001 110 ݌ଶݍ 
 2 010 201 ݌ଶݍ 
 3 011 311 ݌ݍଶ 
 4 100 022 ݌ଶݍ 
 5 101 132 ݌ݍଶ 
 6 110 223 ݌ݍଶ 
 7 111 333 ݍଷ 
 
The Scode represents what the three different players see; for example: white-black-white for 
players 1-2-3  gives binary code 010, and the first player sees 10, the second 00 and the third 01: in 
decimal form: 201. The column with probability is related to the binary column. 
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Each player has to make a choice out of three possibilities: 0=’pass’, 1=’guess white’ and -1=’guess 
black’. 
We define a decision matrix ܦ = ൫ܽ௜,௝൯    where ݅=1,2,3 (players); ݆=0,1,2,3 (Scode of a player); 
ܽ௜,௝߳{−1,0,1}. 
The meaning of ܽ௜,௝ is: player ݅ sees Scode ݆ and takes decision ܽ௜,௝ (guess black, pass or guess white). 
We observe the total probability (sum), given a decision matrix D: 
sum=0 
CASE  000 (three white hats)   (Scode: 000) 
If ܽଵ଴ > −1  and ܽଶ଴ > −1  and ܽଷ଴ > −1  and not (ܽଵ଴ = ܽଶ଴ = ܽଷ଴ = 0)  then sum=sum+݌ଷ 
 
CASE  001 (white,white,black)   (Scode: 110) 
If ܽଵଵ > −1  and ܽଶଵ > −1  and ܽଷ଴ < 1  and not (ܽଵଵ = ܽଶଵ = ܽଷ଴ = 0)  then sum=sum+݌ଶݍ 
 
CASE  010   (Scode: 201) 
If ܽଵଶ > −1  and ܽଶ଴ < 1  and ܽଷଵ > −1  and not (ܽଵଶ = ܽଶ଴ = ܽଷଵ = 0)  then sum=sum+݌ଶݍ 
 
CASE  011   (Scode: 311) 
If ܽଵଷ > −1  and ܽଶଵ < 1  and ܽଷଵ < 1  and not (ܽଵଷ = ܽଶଵ = ܽଷଵ = 0)  then sum=sum+݌ݍଶ 
 
CASE  100   (Scode: 022) 
If ܽଵ଴ < 1  and ܽଶଶ > −1  and ܽଷଶ > −1  and not (ܽଵ଴ = ܽଶଶ = ܽଷଶ = 0)  then sum=sum+݌ଶݍ 
 
CASE  101   (Scode: 132) 
If ܽଵଵ < 1  and ܽଶଷ > −1  and ܽଷଶ < 1  and not (ܽଵଵ = ܽଶଷ = ܽଷଶ = 0)  then sum=sum+݌ݍଶ 
 
CASE  110   (Scode: 223) 
If ܽଵଶ < 1  and ܽଶଶ < 1  and ܽଷଷ > −1  and not (ܽଵଶ = ܽଶଶ = ܽଷଷ = 0)  then sum=sum+݌ݍଶ 
 
CASE  111   (Scode: 333) 
If ܽଵଷ < 1  and ܽଶଷ < 1  and ܽଷଷ < 1  and not (ܽଵଷ = ܽଶଷ = ܽଷଷ = 0)  then sum=sum+ݍଷ 
 
Any choice of the ܽ௜,௝ in the decision matrix determines which CASES have a positive contribution to 
sum (GOOD CASE) and which CASES don’t contribute positive to sum (BAD CASE). 
We remark that each  ܽ௜,௝ > −1   has a ‘counterpart’  ܽ௜,௝ < 1 and vice versa. For example: ܽଷଶ > −1  
has counterpart ܽଷଶ < 1  : player 3, Scode 2 and CASES 100 and 101. We can find the counterpart by 
flipping the relevant player bit in CASE (in this example player 3: third bit; 100 becomes 101). When 
an element ܽ௜,௝ and his counterpart are both in a GOOD CASE then we have: ܽ௜,௝ = 0 . We notice that 
any  GOOD CASE has at least one ܽ௜,௝  that is not equal to 0. The counterpart of this specific  ܽ௜,௝ must 
then be in at least one of the  BAD CASES (for if the counterpart is  also in a GOOD CASE we have : 
ܽ௜,௝ = 0 ). 
We are now ready to define an adequate set: 
Let S be  the set of all Scodes, (in this example: S={(000, 110, 201, 311, 022, 132, 223, 333}), A 
consists of all BAD CASES (depends on decision matrix D).  We demand: each element in ܵ − ܣ 
(GOOD CASES) must have at least one ܽ௜,௝ with counterpart in A.  We call a set A with this property 
an adequate set. 
 
So we have:  ∀௦భ௦మ௦య∈ௌି஺ ∃௔భ௔మ௔య∈஺ ∃௜∈{ଵ,ଶ,ଷ}∶  ݏ௜ = ܽ௜       
Or, equivalent:  ∀௦భ௦మ௦య∈ௌ ∃௔భ௔మ௔య∈஺ ∃௜∈{ଵ,ଶ,ଷ}∶  ݏ௜ = ܽ௜       
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We still need to find the minimum probability of all possible configurations of A. (Whether we have 
to do with GOOD or BAD CASES depends on the choice of the ܽ௜,௝  in the decision matrix; we are 
looking for optimal decision matrices and the adequate set is a first but significant step). 
We just showed that in S (the set of Scodes) any adequate set has binary covering code of radius 2. 
We use the notation ࣭ࣛ in case of the set of all adequate sets. 
In section 3 we prove that if ܰ=3 then we have ࣭ࣛ={{0,7}, {1,6}, {2,5},{3,4}}, where we use decimal 
representations instead of binary ones. We also prove in section 3 that when ݌=0.5 then all four 
elements of ࣭ࣛ are optimal. If ݌ ≠ 0.5 then the last three elements are optimal. 
We construct four decision matrices when ܰ=3: 
{0,7} ∈ ࣭ࣛ  
Binary code: 000 , 111  
Bits of binary code determines the value in the decision matrix: 
If bit=0(=white) in binary code (adequate set: BAD CASE) then counterpart bit=1 (=black) is in a GOOD 
CASE, which correspondents with guess-code -1 (=guess black); 
If bit=1 in binary code then counterpart bit=0 leads to guess-code 1 (=guess white); 
So we have: the guess-value in the decision matrix is determined by the bit-map  ܾ → 2ܾ − 1. 
Scode: 000 and 333  
(Scode determines by definition the column where the value is placed; player determines the row) 
Decision matrix: 
  
Scode: 
  
 
0 1 2 3 
Player 1 -1 0 0 1 
Player 2 -1 0 0 1 
Player 3 -1 0 0 1 
 
{1,6} ∈ ࣭ࣛ  
Binary code: 001 , 110 
Scode: 110 and 223 
Decision matrix: 
0 -1 1 0 
0 -1 1 0 
1 0 0 -1 
 
{2,5} ∈ ࣭ࣛ 
Binary code: 010 , 101 
Scode: 201 and 132 
Decision matrix: 
0 1 -1 0 
1 0 0 -1 
0 -1 1 0 
 
{3,4} ∈ ࣭ࣛ 
Binary code: 011 , 100 
Scode: 311 and 022 
Decision matrix: 
1 0 0 -1 
0 1 -1 0 
0 1 -1 0 
The first decision matrix is the well-known strategy when ݌=0.5: pass when the other two players 
have different colors; otherwise choose the opposite color. As mentioned before this well-known 
strategy disappears when ݌ ≠0.5 (see 3.2). 
5 
 
 
1.2 Adequate sets in the general case (ܰ>1). 
 
The ܰ persons in our game are distinguishable, so we can label them from 1 to ܰ.  
Each possible configuration of the white (code 0) and black (code 1) hats can be represented by an 
element of ܤ = {ܾଵܾଶ … ܾே| ௜ܾ ∈ {0,1}, ݅ = 1,2. . , ܰ} .  
The Scode represents what the ܰ different players see. Player ݅ sees binary code ܾଵ. . ܾ௜ିଵܾ௜ାଵ. . ܾே 
with decimal value ݏ௜ = ∑ ܾ௞ . 2ேି௞ିଵ௜ିଵ௞ୀଵ + ∑ ܾ௞ . 2ேି௞ே௞ୀ௜ାଵ  , a value between 0 and 2ேିଵ − 1. 
Let S be the set of all Scodes: 
 ܵ = {ݏଵݏଶ … ݏே|ݏ௜ = ∑ ܾ௞. 2ேି௞ିଵ௜ିଵ௞ୀଵ + ∑ ܾ௞. 2ேି௞ே௞ୀ௜ାଵ , ܾ௜ ∈ {0,1}, ݅ = 1,2, . . , ܰ }. 
Let A be a nonempty subset of S.  
 
Definition: 
A is adequate to S if: ∀௦భ௦మ…௦ಿ∈ௌ ∃௔భ௔మ…௔ಿ∈஺ ∃௜∈{ଵ,ଶ,…ே}∶  ݏ௜ = ܽ௜   
Such a set always exists: S is adequate to itself. 
 
In other words: In S (the set of Scodes) the adequate set has binary covering codes of radius ܰ-1. 
 
Each player has to make a choice out of three possibilities: 0=’pass’, 1=’guess white’ and -1=’guess 
black’. 
We define a decision matrix ܦ = ൫ܽ௜,௝൯  where ݅ ∈ {1,2, . . , ܰ} (players); ݆ ∈ {0,1, . . , 2ேିଵ − 1} (Scode 
of one player); ܽ௜,௝߳{−1,0,1}. 
The meaning of ܽ௜,௝ is: player i sees Scode j and takes decision ܽ௜,௝  (guess black, pass or guess white). 
We observe the total probability (sum) of our guesses: 
 
For each ܾଵܾଶ … ܾே in B  with ݊ zero’s  (݊ = 0,1, . . , ܰ) we have (start: sum=0): 
 
CASE  ܾଵܾଶ … ܾே   (Scode player ݅: ݏ௜ = ∑ ܾ௞ . 2ேି௞ିଵ௜ିଵ௞ୀଵ + ∑ ܾ௞ . 2ேି௞ே௞ୀ௜ାଵ ) 
IF ܽଵ,௦భ ∈ {0,1 − 2ܾଵ}  AND ܽଶ,௦మ ∈ {0,1 − 2ܾଶ}  AND ... AND  ܽே,௦ಿ ∈ {0,1 − 2ܾே}  AND NOT  
(ܽଵ,௦భ = ܽଶ,௦మ = ⋯ = ܽே,௦ಿ = 0)  THEN sum=sum+݌
௡ݍேି௡. 
 
Any choice of the ܽ௜,௝ in the decision matrix determines which CASES have a positive contribution to 
sum (we call it a GOOD CASE) and which CASES don’t contribute positive to sum (we call it a BAD 
CASE). 
We focus on player ݅ (݅ =1,2,..,ܰ). Each  ܽ௜,௝ ∈ {0,1} has a counterpart ܽ௜,௝ ∈ {0, −1} and vice versa: 
using the flipping procedure in position ݅:  CASE ܾଵ … ܾ௜ … ܾே → CASE ܾଵ. . .1 − ܾ௜. . . ܾே, we get: 
{0,1 − 2ܾ௜} → {0,2 ௜ܾ − 1}. This means when both CASES are present in a solution of our game, we 
have: ܽ௜,௝ = 0 .  
Any  GOOD CASE  has at least one ܽ௜,௝ that is not equal to 0. The counterpart of this specific ܽ௜,௝ must 
then be in a BAD CASE, for otherwise we have ܽ௜,௝ = 0 .  Let A be the subset of S with all BAD CASES. 
It now follows: ∀௦భ௦మ…௦ಿ∈ௌି஺ ∃௔భ௔మ…௔ಿ∈஺ ∃௜∈{ଵ,ଶ,…ே}∶  ݏ௜ = ܽ௜    and this is equivalent with our 
definition of adequate set. 
Given an adequate set, we obtain a decision matrix D by the following procedure (implemented in 
Appendix 2, a decision matrix generator): 
First set all elements of D to 0 (=pass). 
For each element in the adequate set: 
 Determine the binary representation ܾଵܾଶ … ܾே  (bincode) 
Calculate Scodes : ݏ௜ = ∑ ܾ௞ . 2ேି௞ିଵ௜ିଵ௞ୀଵ + ∑ ܾ௞ . 2ேି௞ே௞ୀ௜ାଵ  ( ݅=1,2,..,N) 
For each player ݅ :  ܽ௜,௦೔ = 2ܾ௜ − 1  ( ݅=1,2,..,N)  (bitmap ܾ → 2ܾ − 1,see section 1.1) 
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In section 4 we’ll see when ܰ=4, we have an adequate set with 40 elements, each element has 
dimension 4. We use the notation nas in case of the number of elements in an adequate set (ܰ=4: 
nas=40) and das for the dimension of each element of the adequate set (ܰ=4: das=4). 
The definition of adequate set doesn’t depend on ݌, so nas and das are also independent of ݌. 
We consider two (of 40) adequate sets when ܰ=4: {1,6,10,13} and {1,6,9,14}. 
First {1,6,10,13}: 
 
bincode Scode 
1 0001 1110 
6 0110 6223 
10 1010 2645 
13 1101 5576 
   Scode: position (column) in matrix 
Bincode: value (bit-map: ܾ → 2ܾ − 1). 
Decision matrix: 
Scode: 
 0 1 2 3 4 5 6 7 
player 1 0 -1 1 0 0 1 -1 0 
player 2 0 -1 1 0 0 1 -1 0 
player 3 0 -1 1 0 1 0 0 -1 
player 4 1 0 0 -1 0 -1 1 0 
 
 
Next {1,6,9,14}: 
 
bincode Scode 
1 0001 1110 
6 0110 6223 
9 1001 1554 
14 1110 6667 
 
Decision matrix: 
Scode: 
 0 1 2 3 4 5 6 7 
player 1 0 * 0 0 0 0 * 0 
player 2 0 -1 1 0 0 -1 1 0 
player 3 0 -1 1 0 0 -1 1 0 
player 4 1 0 0 -1 1 0 0 -1 
 
Player and Scode determines position.  In position (1,1) we have the bit-map values 1 and -1 (see 
shaded area in bincode and Scode). It seems there is no solution, but in the adequate set we have 
the codes which do not positively count to sum. Player=1,  Scode=1 and bincode is both 0 and 1 just 
means that we may omit the two restrictions ܽଵ,ଵ > −1 and ܽଵ,ଵ < 1, so we have complete freedom. 
The same story in position (1,6). 
In the D matrix we then use a  ‘*’ , which means that each of the choices 0, 1 and -1 is allowed. 
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2 Two person Hat Game. 
 
At first sight the two person Hat Game seems to be trivial, but the adequate set approach gives 
another picture. 
 
2.1  Two person symmetric Hat Game  
An adequate set can be described by {݅ଵ, ݅ଶ, . . , ݅ௗ௔௦} where 0 ≤ ݅ଵ < ݅ଶ <. . < ݅ௗ௔௦ ≤ 2ே − 1 and das 
is the dimension of the adequate set. In Appendix 1 we have a VBA-Excel program that can be used 
to find all adequate sets (݌, ܰ and das are free to choose). This program is a brute force method on 
the Scode set S, where 0 ≤ ݅ଵ < ݅ଶ <. . < ݅ௗ௔௦ ≤ 2ே − 1 . The program checks whether a choice of 
݅ଵ, ݅ଶ, . . ݅ௗ௔௦ gives an adequate set, using directly the definition of an adequate set. We don’t know 
what the dimension (das) is in an adequate set, so we try: first run the program with ܰ=2, ݌=0.5 and 
das=1: no adequate set is found. Next we try das=2 and we get a result 
(all calculations in this paper are made on a standard laptop): 
 
 
࣭ࣛ = {{0,1}, {0,2}, {0,3}, {1,2}, {1,3}, {2,3} }, so we have das=2  and nas=6. Each element in ࣭ࣛ has 
probability 0.5. 
The last two columns represents a count of the number of zero’s in the binary code of i1 and i2. 
They play an important role in the asymmetric case. 
If ݌=0.5 then the  adequate set with smallest das is also the optimal set: if das=3 we get constant 
sum 0.75 and if das=4 the sum is 1 in the BAD cases (adequate set), so winning probabilities are then 
0.25 and 0. 
So we have: if ܰ=2 and ݌=0.5 then nas=6 and each element is optimal, so also nasopt=6 (where 
nasopt is number of elements in optimal adequate solution) 
The procedure of section 1 gives the following decision matrices: 
{0,1} {0,2} {0,3} {1,2} {1,3} {2,3} 
−1 −1
∗ 0  
∗ 0
−1 −1 
−1 1
−1 1 
1 −1
1 −1 
0 ∗
1 1 
1 1
0 ∗ 
We get the same result by executing the program of Appendix 2: the matrix generator, with 
parameters ܰ=2, ݌=0.5, das=2, nasopt=6 (the matrix generator shows code 3 instead of  *). 
The procedure of section 1 gives matrices (exact the matrices of the matrix generator), but not all 
matrices. 
If we are interested in all optimal matrices, then we start with the decision matrix  ቀ
ܽଵ଴ ܽଵଵ
ܽଶ଴ ܽଶଵቁ. 
 
We first consider  {0,3} ∈ ࣭ࣛ : 
bin.code=00 and 11; Scode 00 and 11. 
sum=0 
CASE  bin.code=00   (Scode: 00) 
If ܽଵ଴ > −1  and ܽଶ଴ > −1   and not (ܽଵ଴ = ܽଶ଴ = 0)  then sum=sum+݌ଶ 
CASE  bin.code=11   (Scode: 11) 
If ܽଵଵ < 1  and ܽଶଵ < 1  and not (ܽଵଵ = ܽଶଵ = 0)  then sum=sum+ݍଶ 
 
i1 i2 sum count(0,bin.i1) count(0,bin.i2) 
0 1 0,5 2 1 
0 2 0,5 2 1 
0 3 0,5 2 0 
1 2 0,5 1 1 
1 3 0,5 1 0 
2 3 0,5 1 0 
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There is no interaction of the ܽ௜௝  between these CASES, so we have 2ଶ − 1   matrices in each CASE, 
resulting in a total of  (2ଶ − 1)ଶ = 9 matrices. 
In a similar way the set {1,2} gives also 9 matrices. 
 
The adequate set {0,1} has interaction and therefore less matrices: 
Bin.code=00 and 01; Scode 00 and 10 
sum=0 
CASE  bin.code=00   (Scode: 00) 
If ܽଵ଴ > −1  and ܽଶ଴ > −1   and not (ܽଵ଴ = ܽଶ଴ = 0)  then sum=sum+݌ଶ 
CASE  bin.code=01   (Scode: 10) 
If ܽଵଵ > −1  and ܽଶ଴ < 1  and not (ܽଵଵ = ܽଶ଴ = 0)  then sum=sum+݌ݍ 
 
Now ܽଶ଴ must be zero and we have 2ଶ-1= 3 matrices. 
All together we find 4*3+2*9=30 matrices, where 13 are isomorphic: the only difference between 
two matrices is the change of players 1 and 2. The 17 non-isomorphic matrices are: 
ቀ−1 −1−1 0 ቁ ቀ
−1 −1
0 0 ቁ ቀ
−1 −1
1 0 ቁ ቀ
−1 0
−1 0ቁ ቀ
−1 0
−1 1ቁ ቀ
−1 1
−1 1ቁ ቀ
−1 1
0 0ቁ ቀ
−1 1
0 1ቁ ቀ
0 −1
1 −1ቁ
ቀ0 −11 0 ቁ ቀ
0 −1
1 1 ቁ ቀ
1 −1
0 0 ቁ ቀ
0 0
1 1ቁ ቀ
0 1
0 1ቁ ቀ
0 1
1 1ቁ ቀ
1 −1
1 −1ቁ ቀ
1 −1
1 0 ቁ 
 
 
All 30 matrices can also be obtained by executing the program in Appendix 3: the brute force method 
is accessible when ܰ=2.  
 
2.2  Two person asymmetric Hat Game. 
 
In asymmetric Hat Games (two or more persons) we choose ݌ > 0.5. This is no limitation: reverse 
the roles of ݌ and ݍ when ݌ < 0.5. 
We run the adequate set generator of Appendix 1 with parameters ܰ=2, ݌=0.9 and das=1. There is  
no adequate set. Setting das=2 yields the following: 
i1 i2 sum count(0,bin.i1) count(0,bin.i2) 
0 1 0,9 2 1 
0 2 0,9 2 1 
0 3 0,82 2 0 
1 2 0,18 1 1 
1 3 0,1 1 0 
2 3 0,1 1 0 
From the definition of adequate set we have: adequate set is independent of ݌.  
The column with sum can in general be given by: ݌௖ଵݍଶି௖ଵ + ݌௖ଶݍଶି௖ଶ, where c1= count(0,bin.i1) 
and c2= count(0,bin.i2): 
 
i1 i2 sum count(0,bin.i1) count(0,bin.i2) 
0 1 ݌ଶ + ݌ݍ 2 1 
0 2 ݌ଶ + ݌ݍ 2 1 
0 3 ݌ଶ + ݍଶ 2 0 
1 2 2݌ݍ 1 1 
1 3 ݍଶ + ݌ݍ 1 0 
2 3 ݍଶ + ݌ݍ 1 0 
 
If ݌>ݍ then it is easy to show that  ݍଶ + ݌ݍ  is the minimum of all sums. So we have two optimal 
adequate solutions: {1,3} and {2,3}. 
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Let Ψ(ܰ, ݌) be the maximum probability of correct guessing in our hat game, where: ܰ=number of 
players ; ݌=probability of getting a white hat. 
 
Ψ(2, ݌) = 1 − (݌ݍ + ݍଶ) = 1 − ݍ(݌ + ݍ) = 1 − ݍ = ݌, as expected. 
 
All optimal decision matrices are:  
{1,3} {2,3} 
0 ∗
1 1 
1 1
0 ∗ 
As before we can get this result by running the decision matrix generator of Appendix 2, with ݌>0.5, 
das=2, nasopt=6. 
 
There is a point of attention: das=2 gives the first adequate solution, but what about das>2? 
When ݌=0.5 there is no problem, but when ݌>0.5 we need to be alert. Running the program of 
Appendix 1 with different values of das gives that das=2 is the optimal one (minimal solution): 
Number of 0: 0 1 2 
Relevant term: ݍଶ ݌ݍ ݍଶ 
das=2 1 1 0 
das=3 1 2 0 
das=4 1 2 1 
 
 
3  Three person Hat Game. 
 
 
3.1  Three person symmetric Hat Game 
We run the adequate set generator in Appendix 1 (݌, ܰ and das are free to choose). We don’t know 
the dimension of  the minimal adequate set, so we try: first run the program with ܰ=3, ݌=0.5 and 
das=1: no adequate set is found. Next we try das=2 and we get as result: 
i1 i2 sum count(0,bin.i1) count(0,bin.i2) 
0 7 0,25 3 0 
1 6 0,25 2 1 
2 5 0,25 2 1 
3 4 0,25 1 2 
 
࣭ࣛ = {{0,7}, {1,6}, {2,5}, {3,4}} , so when das=2 we have 4 elements in ࣭ࣛ (nas=4), each with 
probability 0.25. 
The last two columns represents a count of the number of zero’s in the binary code of i1 and i2. 
If ݌=0.5 then the adequate set with minimal das is also the optimal set: the sum of probabilities in an 
adequate set is ௗ௔௦
ଶయ
 (݀ܽݏ = 2,3, . . ,8). In the ܰ=3 case we find, following the procedure of section 1,  
exactly one decision matrix for each element of ࣭ࣛ  (Table 3.1): 
{0,7} {1,6} {2,5} {3,4} 
Bin.code: 000, 111 Bin.code: 001, 110 Bin.code: 010, 101 Bin.code: 011, 100 
Scode: 000, 333 Scode: 110, 223 Scode: 201, 132 Scode: 311, 022 
-1 0 0 1 
-1 0 0 1 
-1 0 0 1 
 
0 -1 1 0 
0 -1 1 0 
1 0 0 -1 
 
0 1 -1 0 
1 0 0 -1 
0 -1 1 0 
 
1 0 0 -1 
0 1 -1 0 
0 1 -1 0 
 
 
We get the same result by running the matrix generator of Appendix 2 with parameters ܰ=3, das=2, 
nas=nasopt=4. There are no more optimal matrices: see result in Appendix 4. 
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3.2 Three person asymmetric Hat Game 
 
We use the adequate set generator of Appendix 1 with parameters ܰ=3, ݌=0.9. Setting das=2 yields 
the following adequate sets: 
 
i1 i2 sum count(0,bin.i1) count(0,bin.i2) 
0 7 0,73 3 0 
1 6 0,09 2 1 
2 5 0,09 2 1 
3 4 0,09 1 2 
 
We see three optimal sets : min sum =0.09 
The construction of the adequate set is, by definition, independent of ݌, so we get in general: 
 
i1 i2 sum count(0,bin.i1) count(0,bin.i2) 
0 7   ݌ଷ + ݍଷ 3 0 
1 6   ݌ଶݍ + ݌ݍଶ 2 1 
2 5   ݌ଶݍ + ݌ݍଶ 2 1 
3 4   ݌ଶݍ + ݌ݍଶ 1 2 
 
If ݌ > ݍ then:  ݌ଷ + ݍଷ >   ݌ଶݍ + ݌ݍଶ, so {0,7} is not optimal. 
Let Ψ(ܰ, ݌) be the maximum probability of correct guessing in our hat game, where: ܰ=number of 
players ; ݌=probability of white hat. 
 
Ψ(3, ݌) = 1 − (݌ݍଶ + ݌ଶݍ) = 1 − ݌ݍ(ݍ + ݌) = 1 − ݌ݍ = 1 − ݌ + ݌ଶ = 0.75 + (݌ − 0.5)ଶ 
 
Relevant decision matrices can be found in the ݌=0.5 section, now with ࣭ࣛ = {{1,6},{2,5},(3,4}}. 
We find the same result by executing the brute force program in Appendix 4 with any ݌ ≠ 0.5.  
 
There is a point of attention: das=2 gives the first adequate solution, but what about das>2? 
When ݌=0.5 there is no problem, but when ݌>0.5 we are not sure. Running the adequate set 
generator of Appendix 1 with different values of das gives that das=2 is the optimal one (we are 
looking for a minimal solution): 
 
Number of 0: 0 1 2 3 
Relevant term: ݍଷ ݍଶ݌ ݍ݌ଶ ݌ଷ 
das=2 0 1 1 0 
das=3 1 1 1 0 
das=4 1 2 1 0 
das=5 1 3 1 0 
das=6 1 3 2 0 
das=7 1 3 3 0 
das=8 1 3 3 1 
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4 Four person Hat Game   
 
4.1 Symmetric four person Hat Game 
We run the ࣭ࣛ  generator in Appendix 1. We don’t know the dimension of a minimal adequate set, 
so we try: first run the program with ܰ=4, ݌=0.5 and das=2 and 3: ࣭ࣛ = ∅.  
Next we try das=4 and we get as result a list of 40 adequate sets, each with probability 0.25. 
We show the first ten adequate sets of that list: 
i1 i2 i3 i4 sum 0,bin.i1 0,bin.i2 0,bin.i3 0,bin.i4 
0 1 14 15 0,25 4 3 1 0 
0 2 13 15 0,25 4 3 1 0 
0 3 13 14 0,25 4 2 1 1 
0 4 11 15 0,25 4 3 1 0 
0 5 11 14 0,25 4 2 1 1 
0 6 11 13 0,25 4 2 1 1 
0 7 8 15 0,25 4 1 3 0 
0 7 9 14 0,25 4 1 2 1 
0 7 10 13 0,25 4 1 2 1 
0 7 11 12 0,25 4 1 1 2 
The optimal probability of our game is 1-0.25=0.75: If ݌=0.5 then the adequate set with minimal das 
is  the optimal set: the sum of probabilities in an  adequate set is ௗ௔௦
ଶర
 (݀ܽݏ = 4,5, . . ,16). 
In the ܰ=4 case we find, following the procedure of section 1, decision matrices for each of the 40 
adequate sets. 
We get the same result by running the matrix generator of Appendix 2. We show the first result (on 
the first line we see the four shaded elements of an adequate set): 
  
0 1 14 15 
 -1 -1 0 0 0 0 1 1 
-1 -1 0 0 0 0 1 1 
-1 -1 0 0 0 0 1 1 
3 0 0 0 0 0 0 3 
        
We note: players 1-2-3 handle as in ܰ=3; player 4 may always pass. 
The extended procedure, see section 2.1 , gives additional decision matrices. 
 
 
4.2 Asymmetric four person Hat Game 
We run the VBA application of Appendix 1 with parameters ܰ=4, ݌=0.9. Setting das=4 yields 40 
adequate sets (see Appendix 5 for a  list sorted by sum). Minimum sum is 0.09 and 24 adequate sets 
are optimal. 
By definition, the construction of an adequate set is independent of p, and the probability column 
just calculates the number of zero’s in each element (binary) of an adequate set. 
When we count the number of zero’s we note the following structure in Appendix 5: 
01234  : count 0 probability 
01210 (sum: 0.09) ݌ݍଷ + 2 ݌ଶݍଶ +   ݌ଷݍ 
10120 (sum: 0.154) ݍସ +  ݌ଶݍଶ +  2 ݌ଷݍ 
02101 (sum: 0.666) 2݌ݍଷ +  ݌ଶݍଶ +   ݌ସ 
11011 (sum: 0.73) ݍସ + ݌ݍଷ +   ݌ଷݍ + ݌ସ 
 
It is not difficult to prove that 01210 dominates all other configurations when ݌>ݍ: the probability of 
01210 is less than all the other probabilities. 
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Let Ψ(ܰ, ݌) be the maximum probability of correct guessing in our hat game. 
 
Ψ(4, ݌) = 1 − ( ݌ݍଷ + 2 ݌ଶݍଶ +   ݌ଷݍ) = 1 − ሾ݌ݍଶ(ݍ + ݌) +   ݌ଶݍ(ݍ + ݌)ሿ = 1 − ݌ݍ(ݍ + ݌)
= 1 − ݌ݍ = 1 − ݌ +  ݌ଶ 
 
We remark that Ψ(4, ݌) = Ψ(3, ݌). 
 
All the 24 adequate sets with the 01210 property generates decision matrices. A matrix generator is 
shown in Appendix 2. We show the first result of this generator: 
  
1 3 12 14 
 0 -1 0 -1 1 0 1 0 
0 -1 0 -1 1 0 1 0 
0 3 0 0 0 0 3 0 
1 1 0 0 0 0 -1 -1 
 
The extended procedure, as handled in section 2.1 , gives additional decision matrices.  
 
The last point here is to convince ourselves  that any adequate set with das>4 doesn’t yield better 
solutions.  
This can be done by running the program in Appendix 1 with das=5,6,….. 16 
It is not so trivial as it might seem: das=5 generates 560 adequate sets from which 80 are NEW: there 
is no simple extension with one element of the solution with das=4. But we look for minimal 
solutions and they behave apparently in an orderly way: 
 
Number of 0: 0 1 2 3 4 
Relevant 
term: 
ݍସ ݍଷ݌ ݍଶ݌ଶ ݍ݌ଷ ݌ସ 
das=4 0 1 2 1 0 
das=5 1 1 2 1 0 
das=6 1 2 2 1 0 
das=7 1 3 2 1 0 
das=8 1 4 2 1 0 
das=9 1 4 3 1 0 
das=10 1 4 4 1 0 
das=11 1 4 5 1 0 
das=12 1 4 6 1 0 
das=13 1 4 6 2 0 
das=14 1 4 6 3 0 
das=15 1 4 6 4 0 
das=16 1 4 6 4 1 
 
The behavior of the minimal solutions when ܰ=5 is not so simple as we perhaps would expect, as we 
shall see in the next section. 
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5  Five person Hat Game   
 
5.1 Symmetric five person Hat Game 
 
We run the ࣭ࣛ generator in Appendix 1, first take ܰ=5, ݌=0.5 and das=4,5 and 6: no adequate set is 
found. Next we try das=7 and we get as result a list of 320 adequate sets, each with probability 
0.21875. We show the first 6 adequate sets:  
i1 i2 i3 i4 i5 i6 i7 sum 
0 1 2 15 23 27 28 0,21875 
0 1 3 14 22 26 29 0,21875 
0 1 4 15 23 26 29 0,21875 
0 1 5 14 22 27 28 0,21875 
0 1 8 15 22 27 29 0,21875 
 
The optimal probability is  1-0.21875=0.78125=25/32: if ݌=0.5 then the adequate set with minimal 
das is also the optimal set: the sum of probabilities in a adequate set is  ௗ௔௦
ଶಿ
 (݀ܽݏ = 7,8, . . ,32). 
In the ܰ=5 case we find, following the procedure of section 1,  decision matrices for each of the 320  
adequate sets. 
This procedure is automated in Appendix 2: the matrix generator. 
The matrix generator gives as first element: 
  
0 1 2 15 23 27 28 
 -1 -1 -1 0 0 0 0 1 0 0 0 1 1 0 0 -1 
-1 -1 -1 0 0 0 0 1 0 0 0 1 1 0 0 -1 
-1 -1 -1 0 0 0 0 1 0 0 0 1 1 0 0 -1 
3 -1 0 0 0 0 0 1 0 0 0 1 0 1 -1 0 
3 -1 0 0 0 0 0 1 0 0 0 1 0 1 -1 0 
 
Note: players 1,2 and 3 have same strategy, players 4 and 5 also. 
The extended procedure, as handled in section 2.1, gives additional decision matrices. 
 
5.2 Asymmetric five person Hat Game 
 
We run the VBA-Excel application of Appendix 1 with parameters ܰ=5, ݌=0.9. Setting das=7 yields 
320 adequate sets (see Appendix 6 for a sorted and selected list).  
The adequate set  and the number of zero’s in each element in an adequate set are independent of 
݌. We note the following structure in Appendix 6: 
012345  (count 0) probability 
022210 2pݍସ +  2pଶݍଷ +   2pଷݍଶ +   ݌ସݍ 
013210 ݌ݍସ + 3 ݌ଶݍଷ +  2pଷݍଶ +   ݌ସݍ 
111310 ݍହ + ݌ݍସ +  ݌ଶݍଷ + 3݌ଷݍଶ +   ݌ସݍ 
102310 ݍହ + 2݌ଶݍଷ + 3  ݌ଷݍଶ +   ݌ସݍ 
012310 ݌ݍସ + 2݌ଶݍଷ +  3݌ଷݍଶ +   ݌ସݍ 
012220 ݌ݍସ +  2݌ଶݍଷ +   2݌ଷݍଶ +   2݌ସݍ 
100420 ݍହ +   4݌ଷݍଶ +   2݌ସݍ 
120130 ݍହ + 2݌ݍସ +   ݌ଷݍଶ +   3݌ସݍ 
024001 2݌ݍସ +  4݌ଶݍଷ +   ݌ହ 
013201 ݌ݍସ +  3݌ଶݍଷ +   2݌ଷݍଶ +   ݌ହ 
013111 ݌ݍସ +  3݌ଶݍଷ +   ݌ଷݍଶ +   ݌ସݍ +   ݌ହ 
031021 3݌ݍସ +  ݌ଶݍଷ +   2݌ସݍ +   ݌ହ 
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The next diagram shows the dominance relations between this 12 different classes. 
A class is dominant over another class if the probability of that class is less than the probability of the 
other class, independent of the value of ݌. 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
An arrow with a S means that one or more shifts of bits to the left (of the dominated one) results to 
the pattern of  the dominant one (shifts to the left are ‘cheaper’, because of ݌>ݍ). 
The arrows A,B,C and D needs some attention. We use  ≻  as symbol for dominance. 
A:   022210 ≻ 111310 
We have to prove:  if ݌>ݍ>0 then −ݍହ + ݌ݍସ +  ݌ଶݍଷ − ݌ଷݍଶ < 0 
Proof:   −ݍହ + ݌ݍସ +  ݌ଶݍଷ − ݌ଷݍଶ = −ݍଶ(݌ − ݍ)ଶ<0 ∎ 
 
B and C:   102310 ≻ 120310    and    013201 ≻ 031021 
We have to prove:  if ݌>ݍ>0 then −2݌ݍସ + 2݌ଶݍଷ +  2݌ଷݍଶ −  2 ݌ସݍ<0 
Proof:   −2݌ݍସ + 2݌ଶݍଷ +  2݌ଷݍଶ −  2 ݌ସݍ = −2݌ݍ(݌ − ݍ)ଷ < 0  ∎ 
 
D:  We shall prove that: 
If 2 − √2 < ݌ < 1  then 022210 ≻ 024001 
If 0.5 < ݌ < 2 − √2 then   024001 ≻ 022210 
Proof:  −2݌ଶݍଷ +   2݌ଷݍଶ +   ݌ସݍ −   ݌ହ = ݌ଶ(  2݌ଷ − 9݌ଶ + 8݌ − 2) = ݌ଶ(2݌ − 1)(݌ଶ − 4݌ +
2) = ݌ଶ(2݌ − 1)(݌ − 2 − √2)(݌ − 2 + √2) ∎ 
 
 Let Ψ(ܰ, ݌) be the maximum probability of correct guessing in our hat game. 
 
If 2 − √2 < ݌ < 1  then 022210 ≻ 024001 and 
 Ψ(5, ݌) = 1 − (2pݍସ +  2pଶݍଷ +   2pଷݍଶ +   ݌ସݍ ) = 1 − 2݌ +  6݌ଶ − 8݌ଷ +  5݌ସ −   ݌ହ 
 
If 0.5 < ݌ < 2 − √2 then   024001 ≻ 022210 and 
Ψ(5, ݌) = 1 − (2pݍସ +  4pଶݍଷ +  ݌ହ) = 1 − 2݌ + 4݌ଶ − 4݌ସ + ݌ହ 
022210 
111310 013210 
024001 
120130 
102310 
013201 
100420 012310 
012220 
013111 
2 − √2 < ݌ < 1 
0.5 ≤ ݌ < 2 − √2 
S
S
A
S
S
S S
S
B
D
031021 
C 
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By changing the roles of ݌ and ݍ we get: 
 
Theorem 5.1 
Ψ(5, ݌) =
ە
ۖ
۔
ۖ
ۓ 1 − ݌ + 2݌
ଶ − 2݌ଷ + ݌ହ                       (0 ≤ ݌ ≤ √2 − 1)
5݌ − 10݌ଶ + 6݌ଷ + ݌ସ − ݌ହ              (√2 − 1 ≤ ݌ ≤ 0.5)
1 − 2݌ + 4݌ଶ − 4݌ସ + ݌ହ                 (0.5 ≤ ݌ ≤ 2 − √2)
1 − 2݌ + 6݌ଶ − 8݌ଷ + 5݌ସ − ݌ହ       (2 − √2 ≤ ݌ ≤ 1)
 
 
Graph of Ψ(5, ݌): 
 
 
We remark: minimum is at (0.5,25/32) and Ψ(5, ݌) is not differentiable at 0.5, √2 − 1 and 2 − √2. 
 
When ܰ=5 we have 320 adequate sets. 
Using the program of Appendix 1 we get: 
When 0.5 < ݌ < 2 − √2 : 10 optimal adequate sets, 
When  2 − √2 < ݌ < 1  : 30 optimal adequate sets, 
When  ݌ = 2 − √2  : 40 optimal adequate sets (the union of the two foregoing adequate sets). 
 
Using the matrix generator in Appendix 2, we give the first element in each of the three cases: 
CASE 0.5 < ݌ < 2 − √2 : 
  
0 7 11 19 28 29 30 
 -1 0 0 1 0 0 0 -1 0 0 0 -1 1 1 1 0 
-1 0 0 1 0 0 0 -1 0 0 0 -1 1 1 1 0 
-1 0 0 1 0 0 0 -1 0 0 0 -1 1 1 1 0 
-1 0 0 1 0 1 0 0 0 1 0 0 0 0 3 -1 
-1 0 0 1 0 1 0 0 0 1 0 0 0 0 3 -1 
Note: players 1,2 and 3 have same strategy, players 4 and 5 also. 
 
CASE  2 − √2 < ݌ < 1  : 
  
1 6 14 22 24 27 29 
 0 -1 0 0 0 0 3 0 1 0 0 1 0 1 -1 0 
0 -1 0 0 0 0 3 0 1 0 0 1 0 1 -1 0 
0 -1 1 0 0 0 1 0 0 0 1 0 -1 1 0 -1 
0 -1 1 0 0 0 1 0 0 0 1 0 -1 1 0 -1 
1 0 0 -1 0 0 0 -1 0 0 0 -1 -1 1 1 0 
Note: players 1,2  have same strategy, players 3,4 also; player 5 has his own strategy. 
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CASE  ݌ = 2 − √2 : we get the union of 10 optimal sets in case of 0.5 < ݌ < 2 − √2  and 30 optimal 
set in case of 2 − √2 < ݌ < 1 . 
 
 
The last point here is to convince ourselves  that any adequate set with das>7 doesn’t yield better 
solutions. This can be done by running the program in Appendix 1 with das=8,9,….. 32. 
When 2 − √2 < ݌ < 1   we get regular results as found in ܰ=2,3 and 4. 
But when 0.5 < ݌ < 2 − √2 we start with das=7 and pattern 024001 and we get pattern 1-5-10-10-
5-0 when das=31. Somewhere we have to remove ݌ହ. The answer to this problem can be found in 
the next table: 
 
Number of 0: 0 1 2 3 4 5 
Term: ݍହ ݍସ݌ ݍଷ݌ଶ ݍଶ݌ଷ ݍ݌ସ ݌ହ 
das=7 0 2 4 0 0 1 
das=8 1 2 4 0 0 1 
das=9  3     
das=10  4     
das=11 1 5 4 0 0 1 
das=12   5    
das=13   6    
das=14   7    
das=15   8    
das=16   9    
das=17 1 5 10 0 0 1 
das=18 1 5 10 2 0 0 
das=19    3   
das=20    4   
das=21    5   
das=22    6   
das=23    7   
das=24    8   
das=25    9   
das=26 1 5 10 10 0 0 
das=27     1  
das=28     2  
das=29     3  
das=30     4  
das=31 1 5 10 10 5 0 
das=32 1 5 10 10 5 1 
 
The step from das=17 to das=18 is positive:  
2ݍଶ݌ଷ − ݌ହ = ݌ଷ(2ݍଶ − ݌ଶ) = ݌ଷ(݌ଶ − 4݌ + 2) = ݌ଷ൫݌ − 2 − √2൯൫݌ − 2 + √2൯ > 0  
We also have: ݍଷ݌ଶ < 2ݍଶ݌ଷ − ݌ହ < ݍଶ݌ଷ, which agrees with the fact that  2ݍଶ݌ଷ − ݌ହ is in the 
table between the ݍଷ݌ଶ  and  ݍଶ݌ଷ terms. 
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6  Covering sets 
 
Covering sets play a special role in this paper. The next discussion is about symmetric Hat Game. 
We started with adequate sets in S, the Scode set, where we have covering codes of radius ܰ − 1. 
We have  ܲ(ܽ݀݁ݍݑܽݐ݁ ݏ݁ݐ) = ௗ௔௦
ଶಿ
  (when ݌=0.5). The maximum probability in our game is 1 − ௗ௔௦
∗
ଶಿ
, 
where ݀ܽݏ∗ is the smallest das. The maximum probability in our Hat Game is also equal to 1 − ௄(ே,ଵ)
ଶಿ
, 
where ܭ(ܰ, 1) is smallest size of a binary covering code of radius 1 (see: [15], [12]). So, in the 
symmetric case the minimal dimension of an adequate set with covering code of radius ܰ − 1 is 
equal to  ܭ(ܰ, 1), the smallest binary covering code of radius 1. 
 
 
 
7 Computational complexity. 
 
We consider the number of strategies to be examined to solve the hat problem with ܰ players and 
two colors. Each of the ܰ players has 2ேିଵ possible situations to observe and in each situation there 
are three possible guesses: white, pass or black. So we have (3ଶಿషభ)ே possible strategies. 
Krzywkowski [14] shows that is suffices to examine (3ଶಿషభିଶ)ே strategies. 
The adequate set method has to deal with {݅ଵ, ݅ଶ, . . , ݅ௗ௔௦} with 0 ≤ ݅ଵ < ݅ଶ <. . < ݅ௗ௔௦ ≤ 2ே − 1.  
The number of strategies is the number of subsets of dimension das of {0,1,…, 2ே-1}: ቀ 2
ே
݀ܽݏ
ቁ. 
 
To get an idea of the power of the adequate set method, we compare the number of strategies 
(brute force, Krzywkowski and adequate set method): 
 
ܰ: das: (3ଶಿషభ)ே (3ଶಿషభିଶ)ே ቀ 2
ே
݀ܽݏ
ቁ 
3 2 531441 729 28 
4 4 1.8E+15 2.8E+11 1820 
5 7 1.5E+38 2.5E+33 3365856 
6 12 4.0E+91 7.6E+85 3.2E+12 
7 16 5.6E+213 1.2E+207 9.3E+19 
8 32 3.7E+488 8.7E+480 5.8E+40 
9 62 1.9E+1099 5.0E+1090 6.4E+80 
 
 
Note: calculations (ܰ<=5) done on a standard laptop; when ܰ>=6, the das data are found in [12]. 
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8 Overview 
 
The next tables gives an overview of some of the results we got: 
ܰ Ψ(ܰ, ݌) das nasopt 
2 ݍ    (0 < ݌ ≤ 0.5) 
݌    (0.5 ≤ ݌ < 1) 
2 6         (݌ = 0.5) 
2         (݌ ≠ 0.5) 
3 1 − ݌ݍ   (0 < ݌ < 1) 2 4          (݌ = 0.5) 
3          (݌ ≠ 0.5) 
4 1 − ݌ݍ   (0 < ݌ < 1) 4 40          (݌ = 0.5) 
24          (݌ ≠ 0.5) 
5 
ە
ۖ
۔
ۖ
ۓ 1 − ݌ + 2 ݌
ଶ − 2  ݌ଷ +   ݌ହ                       (0 ≤ ݌ ≤ √2 − 1)
5݌ − 10 ݌ଶ + 6  ݌ଷ + ݌ସ −   ݌ହ              (√2 − 1 ≤ ݌ ≤ 0.5)
1 − 2݌ + 4 ݌ଶ − 4  ݌ସ +   ݌ହ                 (0.5 ≤ ݌ ≤ 2 − √2)
1 − 2݌ + 6 ݌ଶ − 8  ݌ଷ + 5  ݌ସ −   ݌ହ       (2 − √2 ≤ ݌ ≤ 1)
 
7 320         (݌ = 0.5) 
10    (√2 − 1 < ݌ < 2 − √2, ݌ ≠ 0.5 ) 
30   ൫0 < ݌ < √2 − 1  ∨  2 − √2 < ݌ < 1 ൯ ∧ (݌ ≠ 0.5) 
40    (݌ < √2 − 1  ∨  ݌ = 2 − √2)  
 
 
 
ܰ Examples of optimal decision matrices: N=2,3,4: 0.5 ≤ ݌ ≤ 1;     5A: 0.5 ≤ ݌ ≤ 2 − √2;    5B: 2 − √2 ≤ ݌ ≤ 1. 
2 
0 * 
1 1 
 
3 
0 -1 1 0 
0 -1 1 0 
1 0 0 -1 
 
4 
0 -1 0 -1 1 0 1 0 
0 -1 0 -1 1 0 1 0 
0 * 0 0 0 0 * 0 
1 1 0 0 0 0 -1 -1 
 
5
A -1 0 0 1 0 0 0 -1 0 0 0 -1 1 1 1 0 
-1 0 0 1 0 0 0 -1 0 0 0 -1 1 1 1 0 
-1 0 0 1 0 0 0 -1 0 0 0 -1 1 1 1 0 
-1 0 0 1 0 1 0 0 0 1 0 0 0 0 * -1 
-1 0 0 1 0 1 0 0 0 1 0 0 0 0 * -1 
 
5
B 0 -1 0 0 0 0 * 0 1 0 0 1 0 1 -1 0 
0 -1 0 0 0 0 * 0 1 0 0 1 0 1 -1 0 
0 -1 1 0 0 0 1 0 0 0 1 0 -1 1 0 -1 
0 -1 1 0 0 0 1 0 0 0 1 0 -1 1 0 -1 
1 0 0 -1 0 0 0 -1 0 0 0 -1 -1 1 1 0 
 
 
Computational complexity: 
ܰ: das: (3ଶಿషభ)ே (3ଶಿషభିଶ)ே ቀ 2
ே
݀ܽݏ
ቁ 
3 2 531441 729 28 
4 4 1.8E+15 2.8E+11 1820 
5 7 1.5E+38 2.5E+33 3365856 
6 12 4.0E+91 7.6E+85 3.2E+12 
7 16 5.6E+213 1.2E+207 9.3E+19 
8 32 3.7E+488 8,7E+480 5.8E+40 
9 62 1.9E+1099 5.0E+1090 6.4E+80 
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Appendix 1: ऋझ generator. 
 
Note EXCEL/VBA: 
Alt F11: toggle between Excel and  VBA; 
 F5: execute the program (in VBA). 
 
The program requires values of the parameters: N, p, das and computes adequate sets (AS). 
The next table shows correct values when N=2,3,4 and 5: 
N 2 3 4 5 
das 2 2 4 7 
Adapt the program when changing N: we need 0 ≤ ݅ଵ < ݅ଶ <. . < ݅ௗ௔௦ ≤ ܪ 
 
Sub adequate_sets() 
 
'' this program: shows adequate sets (AS) 
'' calculates sum of probabilities in AS 
'' counts number of zero's in each binary element  
'' parameters required: N, p, das 
 
Dim d() As Integer 
Dim m() As Integer 
Dim i() As Integer 
Dim y() As Integer 
Dim check() As Integer 
 
p = 0.9 
q = 1 - p 
N = 4 
H = 2 ^ N - 1 
das = 4 
 
ReDim d(1 To N) As Integer 
ReDim m(0 To N - 1, 0 To H) As Integer 
ReDim i(1 To das) As Integer 
ReDim y(0 To N - 1, 0 To H) As Integer 
ReDim check(0 To H) As Integer 
 
'' for each number from 0 to H: 
'' first calculate binary digits d(.) 
'' and then the scodes 
'' fill matrix m with scodes 
 
For num = 0 To H 
    g = num 
    For z = 1 To N 
        d(z) = g Mod 2 
        g = (g - d(z)) / 2 
    Next z 
    For k = 1 To N 
        scode = 0 
        For t = 1 To k - 1 
            scode = scode + d(t) * (2 ^ (t - 1)) 
        Next t 
        For u = k + 1 To N 
            scode = scode + d(u) * (2 ^ (u - 2)) 
        Next u 
        m(k - 1, num) = scode 
    Next k 
  Next num 
 
x=0  '' x: row in Excel where result is displayed 
‘’ adequate set: {݅ଵ, ݅ଶ. . , ݅ௗ௔௦} 
For i1 = 0 To H - 3 
i(1) = i1 
'' VBA-EXCEL can't handle with an array in for to next 
For i2 = i1 + 1 To H - 2 
i(2) = i2 
For i3 = i2 + 1 To H - 1 
i(3) = i3 
For i4 = i3 + 1 To H 
i(4) = i4 
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'' check on adequate set property: 
For k = 0 To H 
  check(k) = 0 
  f = 1 
  For s = 0 To N - 1 
    For j = 1 To das 
        If m(s, i(j)) = m(s, k) Then y(s, i(j)) = 0 Else y(s, i(j)) = 1 
        f = f * y(s, i(j)) 
    Next j 
  Next s 
  If f = 0 Then check(k) = 1 
Next k 
 
state = 1 
 
For k = 0 To H 
  state = state * check(k) 
Next k 
''  state=1 means: we found an adequate set 
If state = 1 Then x = x + 1 
“ next row in Excel; show elements of adequate set : Cells(row,column). 
 
For k = 1 To das 
  If state = 1 Then Cells(x, k) = i(k) 
Next k 
'' Sum: sum of probabilities in AS 
Sum = 0 
If state = 1 Then 
  For k = 1 To das 
    g = i(k) 
    For z = 1 To N 
         d(z) = g Mod 2 
         g = (g - d(z)) / 2 
    Next z 
    count = 0 '' count of zero's in element of adequate set 
    For t = 1 To N 
        If d(t) = 0 Then count = count + 1 
    Next t 
    term = p ^ count * q ^ (N - count) 
    Sum = Sum + term 
    Cells(x, 1 + das) = Sum 
    Cells(x, das + k + 1) = count 
   Next k 
End If 
 
Next i4 
Next i3 
Next i2 
Next i1 
 
End Sub 
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Appendix 2 : Decision Matrix Generator. 
Note EXCEL/VBA: 
Alt F11: toggle between Excel and  VBA; 
 F5: execute the program (in VBA). 
The generator requires values of the parameters: N, p, das (dimension of elements of an adequate set) and nasopt (number of elements in 
optimal adequate set) 
The generator computes for each optimal adequate set at least one decision matrix. 
The next table shows correct values when N=2,3,4 and 5: 
Independent of p: p=0.5: p>0.5: 
N das nasopt=nas nasopt 
2 2 6 2 
3 2 4 3 
4 4 40 24 
5 7 320 10  (0.5 < ݌ < 2 − √2) 
30   (2 − √2 < ݌ < 1 )   
40    (݌ = 2 − √2) 
Adapt the program when changing N: we need 0 ≤ ݅ଵ < ݅ଶ <. . < ݅ௗ௔௦ ≤ ܪ 
 
Sub Decision_Matrix_Generator() 
Dim c() As Integer 
Dim d() As Integer 
Dim m() As Integer 
Dim m2() As Integer 
Dim i() As Integer 
Dim y() As Integer 
Dim check() As Integer 
Dim rdec() As Integer 
Dim rbin() As Integer 
Dim s2() As Integer 
 
p = 0.9 
q = 1 - p 
N = 4 
H = 2 ^ N - 1 
das = 4 
nasopt = 24  'number of optimal sets 
 
ReDim c(1 To N) As Integer 
ReDim d(1 To N) As Integer 
ReDim m(0 To N - 1, 0 To H) As Integer 
ReDim m2(1 To nasopt, 1 To N, 0 To 2 ^ (N - 1) - 1) As Integer 
ReDim i(1 To das) As Integer 
ReDim y(0 To N - 1, 0 To H) As Integer 
ReDim check(0 To H) As Integer 
ReDim rdec(1 To nasopt, 1 To das) As Integer 
ReDim rbin(1 To nasopt, 1 To das, 1 To N) As Integer 
ReDim s2(1 To nasopt, 1 To das, 1 To N) As Integer 
 
'' calculate reversed bincode d(.), bincode c(.) 
'' scodes and fill matrix m with scodes 
For num = 0 To H 
    g = num 
    For z = 1 To N 
        d(z) = g Mod 2 
        g = (g - d(z)) / 2 
    Next z 
    For z = 1 To N 
        c(z) = d(N + 1 - z) 
    Next z 
    For k = 1 To N 
        scode = 0 
        For t = 1 To k - 1 
        scode = scode + c(t) * (2 ^ (N - t - 1)) 
        Next t 
        For u = k + 1 To N 
        scode = scode + c(u) * (2 ^ (N - u)) 
        Next u 
        m(k - 1, num) = scode 
    Next k 
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Next num 
x = 0   ''x: row in Excel where result is displayed 
''Search of AS: 
For i1 = 0 To H - 3 
    i(1) = i1 
For i2 = i1 + 1 To H - 2 
    i(2) = i2 
For i3 = i2 + 1 To H - 1 
    i(3) = i3 
For i4 = i3 + 1 To H 
    i(4) = i4 
''check of AS property: 
For k = 0 To H 
  check(k) = 0 
  f = 1 
  For s = 0 To N - 1 
    For j = 1 To das 
        If m(s, i(j)) = m(s, k) Then y(s, i(j)) = 0 Else y(s, i(j)) = 1 
        f = f * y(s, i(j)) 
    Next j 
  Next s 
  If f = 0 Then check(k) = 1 
Next k 
 
state = 1 
For k = 0 To H 
  state = state * check(k) 
Next k 
''state=1: adequate set 
 
Sum = 0 
''sum of probabilities in AS 
 
If state = 1 Then  '' start long if 
    For k = 1 To das 
        g = i(k) 
        For z = 1 To N 
            d(z) = g Mod 2 
            g = (g - d(z)) / 2 
        Next z 
        For z = 1 To N 
            c(z) = d(N + 1 - z) 
        Next z 
        count = 0  '' count of zero's in members of AS 
        For t = 1 To N 
            If c(t) = 0 Then count = count + 1 
        Next t 
        term = p ^ count * q ^ (N - count) 
        Sum = Sum + term 
    Next k 
        '' fill the decimal codes rdec(.,.),with adequate set values 
        '' optimal solution: N=4: sum=pq 
    If Sum = p * q Then 
       x = x + 1 
       For k = 1 To das 
           rdec(x, k) = i(k) 
       Next k 
    End If 
'' fill the binary codes rbin(.,.) using decimal codes rdec: 
    For a = 1 To nasopt 
    For j = 1 To das 
        g = rdec(a, j) 
    For z = 1 To N 
        d(z) = g Mod 2 
        g = (g - d(z)) / 2 
    Next z 
    For z = 1 To N 
        rbin(a, j, z) = d(N + 1 - z) 
    Next z 
    Next j 
    Next a 
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   '' fill s2(.,.)with scodes: 
    For a = 1 To nasopt 
    For j = 1 To das 
    For k = 1 To N 
      scode = 0 
      For t = 1 To k - 1 
        scode = scode + rbin(a, j, t) * (2 ^ (N - t - 1)) 
      Next t 
      For u = k + 1 To N 
        scode = scode + rbin(a, j, u) * (2 ^ (N - u)) 
      Next u 
      s2(a, j, k) = scode 
    Next k 
    Next j 
    Next a 
    '' fill m2(.,.), the decision matrix: 
    '' start with zero's in the matrix: 
    For a = 1 To nasopt 
    For k = 1 To N 
    For j = 0 To 2 ^ (N - 1) - 1 
      m2(a, k, j) = 0 
    Next j 
    Next k 
    Next a 
   ''use bit map b→ 2b-1  (see section 1.1) 
   '' we use code 3 when all three guesses ( -1,0 and 1) are correct 
    For a = 1 To nasopt 
    For k = 1 To N 
    For j = 1 To das 
        If m2(a, k, s2(a, j, k)) = 0 Then m2(a, k, s2(a, j, k)) = 2 * rbin(a, j, k) - 1 Else m2(a, k, s2(a, j, k)) = 3 
    Next j 
    Next k 
    Next a 
    '' show header and decision matrix m2: 
    For a = 1 To nasopt 
    For k = 1 To N 
    For j = 1 To das 
        Cells(6 * a, 1) = a 
        Cells(6 * a, j + 3) = rdec(a, j) 
    Next j 
    Next k 
    Next a 
    For a = 1 To nasopt 
    For k = 1 To N 
    For j = 0 To 2 ^ (N - 1) - 1 
        Cells(6 * a + k, j + 1) = m2(a, k, j) 
    Next j 
    Next k 
    Next a 
End If  '' end long if 
 
Next i4 
Next i3 
Next i2 
Next i1 
 
End Sub 
 
 
 
 
24 
 
 Appendix 3: Brute Force (N=2, p=0.5) 
Generates all optimal decision matrices, including isomorphic ones. 
 
Sub Brute_Force_2() 
Dim a(1 To 100, 1 To 2, 1 To 2) As Integer 
p = 0.5 
q = 1 - p 
max = 0.5  ''min van AS 
For s1 = 0 To 8 
For s2 = 0 To 8 
    Sum = 0 
    'case 00 
    If v(s1) > -1 And v(s2) > -1 And v(s1) + v(s2) > 0 Then Sum = Sum + p ^ 2 
    'case 01 
    If w(s1) > -1 And v(s2) < 1 And Not (w(s1) = 0 And v(s2) = 0) Then Sum = Sum + p * q 
    'case 10 
    If v(s1) < 1 And w(s2) > -1 And Not (v(s1) = 0 And w(s2) = 0) Then Sum = Sum + p * q 
    'case 11 
    If w(s1) < 1 And w(s2) < 1 And Not (w(s1) = 0 And w(s2) = 0) Then Sum = Sum + q ^ 2 
    If Sum >= max Then Count = Count + 1: a(Count, 1, 1) = v(s1): a(Count, 1, 2) = w(s1):  a(Count, 2, 1) = v(s2): a(Count, 2, 2) = w(s2) 
Next s2 
Next s1 
 
For r = 1 To Count 
    Cells(3 * r - 2, 2) = a(r, 1, 1) 
    Cells(3 * r - 2, 3) = a(r, 1, 2) 
    Cells(3 * r - 1, 2) = a(r, 2, 1) 
    Cells(3 * r - 1, 3) = a(r, 2, 2) 
Next r 
End Sub 
 
Function v(i)  '' first ternary digit 
Dim w As Integer 
Dim l As Integer 
l = i 
w = l Mod 3 
l = l \ 3 
v = l Mod 3 
v = v - 1 
End Function 
 
Function w(i) '' last ternary digit 
w = i Mod 3 
w = w - 1 
End Function 
 
Output: 
 
-1 -1 
 
-1 -1 
 
-1 -1 
 
-1 0 
 
-1 0 
 
-1 0 
-1 0 
 
0 0 
 
1 0 
 
-1 -1 
 
-1 0 
 
-1 1 
 
-1 1 
 
-1 1 
 
-1 1 
 
-1 1 
 
0 -1 
 
0 -1 
-1 0 
 
-1 1 
 
0 0 
 
0 1 
 
1 -1 
 
1 0 
 
0 -1 
 
0 0 
 
0 0 
 
0 0 
 
0 0 
 
0 1 
1 1 
 
-1 -1 
 
-1 1 
 
1 -1 
 
1 1 
 
-1 1 
 
0 1 
 
0 1 
 
1 -1 
 
1 -1 
 
1 -1 
 
1 -1 
0 1 
 
1 1 
 
0 -1 
 
0 0 
 
1 -1 
 
1 0 
 
1 0 
 
1 0 
 
1 0 
 
1 1 
 
1 1 
 
1 1 
-1 -1 
 
0 -1 
 
1 -1 
 
0 -1 
 
0 0 
 
0 1 
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Appendix 4: Brute Force (N=3; p=0.5) 
Generates all optimal decision matrices. 
 
Sub Brute_Force_3() 
Dim m, r, s1, s2, s3, teller As Integer 
Dim p, q, max, som As Double 
Dim a(1 To 4, 1 To 3, 1 To 4) As Integer 
p = 0.5 
q = 1 - p 
 
max = 1 - p + p * p 
teller = 0 
 
 
For s1 = 0 To 80 
For s2 = 0 To 80 
For s3 = 0 To 80 
som = 0 
'case www 
If (t(s1) > -1 And t(s2) > -1 And t(s3) > -1 And t(s1) + t(s2) + t(s3) > 0) Then som = som + p ^ 3 
 
'case wwz 
If u(s1) > -1 And u(s2) > -1 And t(s3) < 1 And Not (u(s1) = 0 And u(s2) = 0 And t(s3) = 0) Then som = som + p ^ 2 * q 
 
'case wzw 
If v(s1) > -1 And t(s2) < 1 And u(s3) > -1 And Not (v(s1) = 0 And t(s2) = 0 And u(s3) = 0) Then som = som + p ^ 2 * q 
 
'case wzz 
If w(s1) > -1 And u(s2) < 1 And u(s3) < 1 And Not (w(s1) = 0 And u(s2) = 0 And u(s3) = 0) Then som = som + q ^ 2 * p 
 
'case zww 
If t(s1) < 1 And v(s2) > -1 And v(s3) > -1 And Not (t(s1) = 0 And v(s2) = 0 And v(s3) = 0) Then som = som + p ^ 2 * q 
 
'case zwz 
If u(s1) < 1 And w(s2) > -1 And v(s3) < 1 And Not (u(s1) = 0 And w(s2) = 0 And v(s3) = 0) Then som = som + q ^ 2 * p 
  
 'case zzw 
If v(s1) < 1 And v(s2) < 1 And w(s3) > -1 And Not (v(s1) = 0 And v(s2) = 0 And w(s3) = 0) Then som = som + q ^ 2 * p 
 
'case zzz 
If w(s1) < 1 And w(s2) < 1 And w(s3) < 1 And Not (w(s1) = 0 And w(s2) = 0 And w(s3) = 0) Then som = som + q ^ 3 
 
 
If som = max Then teller = teller + 1: a(teller, 1, 1) = t(s1): a(teller, 1, 2) = u(s1): a(teller, 1, 3) = v(s1): a(teller, 1, 4) = w(s1): 
a(teller, 2, 1) = t(s2): a(teller, 2, 2) = u(s2): a(teller, 2, 3) = v(s2): a(teller, 2, 4) = w(s2): a(teller, 3, 1) = t(s3): a(teller, 3, 2) = u(s3): 
a(teller, 3, 3) = v(s3): a(teller, 3, 4) = w(s3) 
 
Next s3 
Next s2 
Next s1 
 
Cells(1, 3) = max 
Cells(1, 1) = teller 
For r = 1 To teller 
Cells(5 * r + 1, 2) = a(r, 1, 1) 
Cells(5 * r + 1, 3) = a(r, 1, 2) 
Cells(5 * r + 1, 4) = a(r, 1, 3) 
Cells(5 * r + 1, 5) = a(r, 1, 4) 
Cells(5 * r + 2, 2) = a(r, 2, 1) 
Cells(5 * r + 2, 3) = a(r, 2, 2) 
Cells(5 * r + 2, 4) = a(r, 2, 3) 
Cells(5 * r + 2, 5) = a(r, 2, 4) 
Cells(5 * r + 3, 2) = a(r, 3, 1) 
Cells(5 * r + 3, 3) = a(r, 3, 2) 
Cells(5 * r + 3, 4) = a(r, 3, 3) 
Cells(5 * r + 3, 5) = a(r, 3, 4) 
Next r 
 
End Sub 
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Function t(i)  ‘’ ternary digit 1 
Dim w As Integer 
Dim v As Integer 
Dim u As Integer 
Dim j As Integer 
j = i 
w = j Mod 3 
j = j \ 3 
v = j Mod 3 
j = j \ 3 
u = j Mod 3 
t = j \ 3 
t = t - 1 
End Function 
 
Function u(i) ‘’ ternary digit 2 
Dim w As Integer 
Dim v As Integer 
Dim k As Integer 
k = i 
w = k Mod 3 
k = k \ 3 
v = k Mod 3 
k = k \ 3 
u = k Mod 3 
u = u - 1 
End Function 
 
Function v(i) ‘’ ternary digit 3 
Dim w As Integer 
Dim l As Integer 
l = i 
w = l Mod 3 
l = l \ 3 
v = l Mod 3 
v = v - 1 
End Function 
 
Function w(i) ‘’ ternary digit 4 
w = i Mod 3 
w = w - 1 
End Function 
 
Result: 
 
-1 0 0 1 
-1 0 0 1 
-1 0 0 1 
 
0 -1 1 0 
0 -1 1 0 
1 0 0 -1 
 
0 1 -1 0 
1 0 0 -1 
0 -1 1 0 
 
1 0 0 -1 
0 1 -1 0 
0 1 -1 0 
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Appendix 5:  N=4, sorted list, p=0.9, nas=40, nasopt=24 
 
i1 i2 i3 i4 sum 0,bin.i1 0,bin.i2 0,bin.i3 0,bin.i4 
1 3 12 14 0,09 3 2 2 1 
1 5 10 14 0,09 3 2 2 1 
1 6 9 14 0,09 3 2 2 1 
1 6 10 13 0,09 3 2 2 1 
1 6 11 12 0,09 3 2 1 2 
1 7 10 12 0,09 3 1 2 2 
2 3 12 13 0,09 3 2 2 1 
2 5 9 14 0,09 3 2 2 1 
2 5 10 13 0,09 3 2 2 1 
2 5 11 12 0,09 3 2 1 2 
2 6 9 13 0,09 3 2 2 1 
2 7 9 12 0,09 3 1 2 2 
3 4 9 14 0,09 2 3 2 1 
3 4 10 13 0,09 2 3 2 1 
3 4 11 12 0,09 2 3 1 2 
3 5 8 14 0,09 2 2 3 1 
3 6 8 13 0,09 2 2 3 1 
3 7 8 12 0,09 2 1 3 2 
4 5 10 11 0,09 3 2 2 1 
4 6 9 11 0,09 3 2 2 1 
4 7 9 10 0,09 3 1 2 2 
5 6 8 11 0,09 2 2 3 1 
5 7 8 10 0,09 2 1 3 2 
6 7 8 9 0,09 2 1 3 2 
1 2 12 15 0,154 3 3 2 0 
1 4 10 15 0,154 3 3 2 0 
1 6 8 15 0,154 3 2 3 0 
2 4 9 15 0,154 3 3 2 0 
2 5 8 15 0,154 3 2 3 0 
3 4 8 15 0,154 2 3 3 0 
0 3 13 14 0,666 4 2 1 1 
0 5 11 14 0,666 4 2 1 1 
0 6 11 13 0,666 4 2 1 1 
0 7 9 14 0,666 4 1 2 1 
0 7 10 13 0,666 4 1 2 1 
0 7 11 12 0,666 4 1 1 2 
0 1 14 15 0,73 4 3 1 0 
0 2 13 15 0,73 4 3 1 0 
0 4 11 15 0,73 4 3 1 0 
0 7 8 15 0,73 4 1 3 0 
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Appendix 6:  N=5, p=0.9, sorted list (selection). 
 
In the next table we have a sorted list of a part of 320 adequate sets: each sum-category is represented by two members. 
 
Legend (headers): 
{i1,..,i7} : adequate set 
Sum: total probability of adequate set 
n1,..,n7: number of zero’s in binary representation of i1,..,i7. 
0,…,5:  number of hits of 0,…,5 in {n1,…,n7}. 
 
i1 i2 i3 i4 i5 i6 i7 
 
sum(p=0.9) n1 n2 n3 n4 n5 n6 n7 
 
0 1 2 3 4 5 
1 6 14 22 24 27 29   0,08199   4 3 2 2 3 1 1   0 2 2 2 1 0 
1 6 15 23 24 26 28   0,08199   4 3 1 1 3 2 2   0 2 2 2 1 0 
1 6 11 13 22 23 24 
 
0,08271 
 
4 3 2 2 2 1 3 
 
0 1 3 2 1 0 
1 6 11 19 24 28 29 
 
0,08271 
 
4 3 2 2 3 2 1 
 
0 1 3 2 1 0 
1 6 10 18 28 29 31   0,08839   4 3 3 3 2 1 0   1 1 1 3 1 0 
1 6 12 20 26 27 31   0,08839   4 3 3 3 2 1 0   1 1 1 3 1 0 
1 3 5 14 22 24 31 
 
0,08911 
 
4 3 3 2 2 3 0 
 
1 0 2 3 1 0 
1 3 9 14 20 26 31 
 
0,08911 
 
4 3 3 2 3 2 0 
 
1 0 2 3 1 0 
1 3 7 12 20 26 29   0,08919   4 3 2 3 3 2 1   0 1 2 3 1 0 
1 3 11 12 22 24 29   0,08919   4 3 2 3 2 3 1   0 1 2 3 1 0 
1 2 7 12 20 27 28 
 
0,14751 
 
4 4 2 3 3 1 2 
 
0 1 2 2 2 0 
1 2 11 12 23 24 28 
 
0,14751 
 
4 4 2 3 1 3 2 
 
0 1 2 2 2 0 
1 2 3 12 20 24 31   0,16039   4 4 3 3 3 3 0   1 0 0 4 2 0 
1 4 5 10 18 24 31   0,16039   4 4 3 3 3 3 0   1 0 0 4 2 0 
1 2 4 15 23 24 31 
 
0,20431 
 
4 4 4 1 1 3 0 
 
1 2 0 1 3 0 
1 2 8 15 20 27 31 
 
0,20431 
 
4 4 4 1 3 1 0 
 
1 2 0 1 3 0 
0 7 11 19 28 29 30   0,59391   5 2 2 2 2 1 1   0 2 4 0 0 1 
0 7 13 21 26 27 30   0,59391   5 2 2 2 2 1 1   0 2 4 0 0 1 
0 3 5 14 22 25 30 
 
0,60759 
 
5 3 3 2 2 2 1 
 
0 1 3 2 0 1 
0 3 6 13 21 26 29 
 
0,60759 
 
5 3 3 2 2 2 1 
 
0 1 3 2 0 1 
0 1 3 14 22 26 29   0,66591   5 4 3 2 2 2 1   0 1 3 1 1 1 
0 1 5 14 22 27 28   0,66591   5 4 3 2 2 1 2   0 1 3 1 1 1 
0 1 2 15 23 27 28 
 
0,72279 
 
5 4 4 1 1 1 2 
 
0 3 1 0 2 1 
0 1 4 15 23 26 29 
 
0,72279 
 
5 4 4 1 1 2 1 
 
0 3 1 0 2 1 
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