Abstract. We address the problem of evaluating the expected optimal objective value of a 0-1 optimization problem under uncertainty in the objective coefficients. The probabilistic model we consider prescribes limited marginal distribution information for the objective coefficients in the form of moments. We show that for a fairly general class of marginal information, a tight upper (lower) bound on the expected optimal objective value of a 0-1 maximization (minimization) problem can be computed in polynomial time if the corresponding deterministic problem is solvable in polynomial time. We provide an efficiently solvable semidefinite programming formulation to compute this tight bound. We also analyze the asymptotic behavior of a general class of combinatorial problems that includes the linear assignment, spanning tree, and traveling salesman problems, under knowledge of complete marginal distributions, with and without independence. We calculate the limiting constants exactly.
Introduction.
We analyze the optimal objective value of the generic 0-1 optimization problem with random objective coefficients. Let X = {1, . . . , n} and P be a nonnegative integer that denotes the number of feasible solutions to the combinatorial optimization problem. Let {B p , p = 1, . . . , P } be nonempty subsets of X that correspond to the set of feasible solutions. Without loss of generality, we assume that the problem does not contain redundant variables, namely, for each i ∈ X, there exists at least one feasible solution that contains i and at least one feasible solution that does not contain i. The nominal 0-1 optimization problem in maximization form is Traditional models solve the nominal 0-1 optimization problem under the assumption that the objective vector c is completely deterministic. However, such models ignore the inherent data uncertainty that may affect the quality of the output solution. To overcome this shortcoming, an increasing research effort has focused on addressing uncertainty in the objective function. The standard approach to tackle such uncertainty is to assume an underlying distribution for the objective vector c. Let θ represent this prescribed multivariate distribution. For example, when θ is specified to be uniform on [0, 1] and i.i.d. for each coefficient, it reduces to the classical By a tight upper bound we refer to a valid upper bound on the expected objective value that is achieved either exactly or asymptotically by a set of feasible distributions. Problem (1.3) arises naturally in applications where the distribution for the objective coefficients is not completely known. As an example, consider the problem of estimating an upper bound on the expected time of completion of a project that consists of activities with precedence relationships for which we have information on the expected duration and variability of individual activities but no information on their correlation (see also section 4). Specifying the exact distribution in such problems is a potentially difficult task. Most traditional approaches make the additional assumption of independence and try to estimate the expected optimal value. We, however, drop this assumption of independence completely and provide insights into the performance of the problem under dependence. Obtaining good lower bounds on E θ [Z the support of the random variable is possibly a subset of Ω i ). The distribution is also assumed to satisfy the moment equality constraints on real-valued functions of c i in the form E Fi [f ik (c i Remark. We make no assumptions on cross moment information in Θ. As the size of the problem increases, the number of estimates needed to capture dependent structures grows exponentially in the dimension of the problem. Instead of trying to characterize this exact structure, we optimize over all dependent structures with the given marginal moment information.
Contributions. In this paper, building on the work of Bertsimas and
Popescu [4] connecting moment problems and semidefinite optimization, we generalize the approach by Meilijson and Nadas [21] and develop techniques to compute Z * max and Z * min for general 0-1 optimization problems. Our main contributions are as follows:
(a) We provide a general optimization formulation to compute Z * max under limited information on the marginal distributions of the objective coefficients. This formulation has an exponential number of constraints in general. (b) Given limited marginal moment information for the objective coefficients, we
show that an upper bound on Z * max , first proposed in [21] in the context of the longest path problem in a directed acyclic graph, is tight for general combinatorial problems. Note that the tightness of the bound even in the context of the longest path problem has not been known to hold in general; see the discussion in [5, p. 844 
Spanning tree on N node complete graph
Traveling salesman on N node complete graph
where C * α is explicitly computed in Table 1 .1. It is interesting that the asymptotic bounds exhibit the same scaling behavior (although with different constants) under the assumption of independence and that the limiting constants for the minimum spanning tree and the traveling salesman problems are the same.
Structure of the paper.
In section 2, we provide a general duality-based approach with which to compute the tight upper bound on the expected optimal objective value of a 0-1 maximization problem under marginal moment information. Unfortunately, this formulation has exponentially many constraints in general. In section 3, we obtain our first set of results based on the reformulation in [21] for the problem. We introduce a semidefinite programming approach for solving a class of such problems. In section 4, we provide numerical comparisons with other methods for a particular application in project management. In section 5, we develop the bound under complete and identical marginal distributions and provide new asymptotic bounds for classical combinatorial problems. In section 6, we summarize our conclusions.
General approach.
Given limited marginal information for each objective coefficient c i , we are interested in computing the tight upper bound on the expected optimal objective value of a 0-1 maximization problem. Given the feasible set of marginal distributions in (1.5), we can rewrite problem (1.6) as
where Ω denotes Ω 1 × · · · × Ω n . We construct the dual of this formulation by introducing a dual variable y ik for each moment equality constraint and y 00 for the probability mass constraint. Since the primal problem is bounded, the dual problem is formulated as
Theorem 2.1 (see Isii [14] 
The strong duality condition in Theorem 2.1(b) is a Slater-type regularity condition that requires the moment vector to lie in the interior of the moment space. Under marginal moment specification, the multivariate moment space is defined as the product of univariate moment spaces. Checking for the interior point condition hence reduces to checking for the interior point condition for the univariate moment spaces. Such univariate conditions are easier to verify (as positive definiteness conditions on the moments matrix [15] ). From this point on, we assume that this regularity condition is satisfied and hence the optimum objective value of problem (2.2),
We now express the right-hand side of the constraint in formulation (2.2) explicitly. Since the objective function Z * max (c) is a piecewise linear convex function, we can rewrite the dual formulation as
Each constraint in formulation (2.3) is equivalent to the nonnegativity of a multivariate function over a subset of n . For the simplest case with Ω defined by a discrete set of values, problems (2.1) and (2.3) reduce to the standard linear programming primal and dual problems. In general, there is an exponential number of such constraints due to the exponential number of feasible solutions to the nominal problem (1.1). For the simplest case with f ik (c i ) = c k i and Ω = n , each constraint reduces to the nonnegativity of a multivariate polynomial over n . A simple sufficient condition to ensure this is a sum of squares decomposition for the polynomial. This condition can be expressed by a positive semidefiniteness constraint on matrices of increasing size in the dual variables (cf. [15] and [25] ). As the order of the relaxation increases, the size of these matrices increases drastically. Moreover, tractable necessary conditions to ensure the nonnegativity of a multivariate polynomial are in general not known. These reasons seem to suggest that formulation (2.3) is difficult to solve even for simple f ik (·), regardless of the difficulty of the nominal problem.
Convex reformulation.
In this section, we provide a reformulation for computing Z * max that uses the marginal information structure of the objective vector based on a formulation originally proposed in [21] for a specific combinatorial problem under complete marginal distributions. Specifically, we apply the approach to general 0-1 optimization problems.
Complete marginal distribution information.
We first focus on the case with completely known marginal distributions F i for each objective coefficient, and we outline the approach of Meilijson and Nadas [21] . We denote by x + = max(0, x). For each feasible solution to problem (1.1) indexed by p and for an arbi-trary vector d ∈ n , we have
Since the right-hand side of the inequality is independent of any particular feasible solution of problem (1.1), we have
Taking expectations with respect to F i and the minimum over d ∈ n we obtain
Furthermore, a joint probability distribution is constructed in [21] such that the upper bound with given marginal distributions F i is tight. This brings them to their central result that solving a convex minimization problem in n variables yields the tight upper bound:
Partial marginal distribution information.
In this section, we consider the case where the marginal distribution function F i is not assumed to be known exactly but to lie in the set F i . Optimizing over this set of feasible marginal distributions, and using (3.1), the tight upper bound Z * max is obtained by solving
By interchanging the order of sup and min, we obtain an upper bound on Z * max :
Klein Haneveld [13] showed that if the optimal marginal distribution F * i ∈ F i for the inner subproblem is the same for all d i , that is, 
Since this distribution is independent of d i , solving formulation (3. 
and first moment µ i , Birge and Maddox [5] extended the previous result to obtain
However, with additional second moment information, the optimal two-atom distribution F * i is dependent on the variable d i [5] . Hence formulation (3.2) was not known to be tight for higher order moment information. However, we next show that it is in fact tight for any prescribed set of marginal moment information.
The main results.
Let Z * 1 denote the optimum objective value of the right-hand side of formulation (3.2). With prescribed marginal information in (1.5), this bound is computed as
Since no cross moment information is known, the ith inner subproblem is written as
To formulate the dual of the ith subproblem, we introduce variablesỹ i0 for the probability mass constraint andỹ ik for the moment equality constraints. The dual of the univariate subproblem is then written as
Under the strong duality assumption, we substitute the dual of each subproblem into formulation (3.7) to obtain the equivalent formulation:
We denote byp i1 (c i ) andp i2 (c i ) the two univariate functions of c i that are nonnegative over Ω i . There is a total of 2n such functions in formulation (3.8).
We next prove the equivalence of formulation (3.8) with the original dual (2.3), rewritten here for clarity: To show the reverse inequality, consider an optimal solution to formulation (3.9) represented by variables y * 00 , y * ik . We now generate a feasible solution to formulation (3.8) in the following manner. We setỹ ik = y * ik for all k and i with k, i ≥ 1. Having fixed the variablesỹ ik , we solve problem (3.8) to optimality for the remaining variables. Letỹ * i0 and d * i be the corresponding optimal values for the remaining variables. We first prove a minimality property of the nonnegative univariate functions in formulation (3.8) that will be used later in the proof. We show that we can find an optimal solution to this problem such that the valueỹ * i0 is minimal forp i2 (c i ) to be nonnegative over Ω i . To see why, suppose that there is an > 0 such that we decreasẽ y * i0 by andp i2 (c i ) remains nonnegative over Ω i . Then we can increase d * i by such thatp i1 (c i ) remains unchanged. Since the objective function is an increasing function inỹ i0 , the modification inỹ i0 decreases the objective function by . Now, since Z * 
with a i0 at the minimal value forp i (c i ) to be nonnegative over Ω i , the minimal value of a 00 for the multivariate functionp(c) =
To see this, we start with
and add the n functions to obtain
From the minimality of a i0 for the univariate functionp i (c i ), we know that there exists anc i ∈ Ω i such that
Adding these equalities, we obtain a vectorc = (c 1 , . . . ,c n ) that lies in Ω, which satisfies
Thus, the minimal value for a 00 such that the functionp(c) is nonnegative over Ω is a 00 = n i=1 a i0 . Now consider any feasible solution to problem (1.1) indexed by p. Then, from formulation (3.8) we obtain
Summing up these n constraints, we obtain
From the minimality of the univariate functions, we know that
is the minimal value for this function to be nonnegative over Ω. Comparing this with the multivariate function in formulation (3.9), we obtain
which reduces to
From formulation (3.8) we obtain
By setting c := −c and d := −d, an equivalent result is obtained for Z * min . 
Corollary 3.2. The tight lower bound on the expected optimal objective value of a 0-1 minimization problem for a prescribed set of marginal moment information is obtained by solving
are polynomials over each of these intervals. We can now rewrite formulation (3.8) as 12) where the constraints now correspond to the nonnegativity of univariate polynomials over Ω ij . If Ω ij is a finite set of atoms, this reduces to linear constraints. The key observation is that although it is difficult to express exactly the nonnegativity of a multivariate polynomial, we can use positive semidefinite constraints to express the nonnegativity of a univariate polynomial over an interval. This simplification arises due to the equivalence of the sum of squares representation and nonnegativity of a polynomial in the univariate case; see [23] and [4] . We focus on three specific intervals, namely, the entire real line Ω = (−∞, ∞), the positive ray Ω = [0, ∞), and the segment Ω = [0, 1]. The semidefinite representation for all other intervals of can be obtained from simple affine transformations of these three cases. 
Clearly, from Proposition 3.3, we can replace the condition that a univariate polynomial is nonnegative over an interval of by a requirement on a matrix to be positive semidefinite and a set of linear equalities that must be satisfied. The specific form depends on the nature of the interval Ω. For example, from Proposition 3.3(a), for a univariate polynomial to be nonnegative over , the degree of the polynomial must be even.
From Proposition 3.3, we can rewrite formulation (3.12) as
where W ij and X ij denote the semidefinite constraint matrix Y obtained from Proposition 3.3. The entries of the semidefinite matrix depends on the nature of the interval Ω ij and the coefficients of the polynomial. Proof. Formulation (3.13) can be reformulated as
where t is an additional variable. We have a polynomial number of polynomialsize semidefinite matrices in this formulation. One approach to solve this problem is to disaggregate the term Z * max (d) in terms of its feasible solutions. However, the number of linear constraints in such a formulation would be exponentially large. This implies that solving formulation (3.14) is still difficult in general. For the class of polynomially solvable 0-1 maximization problems, we can, however, solve this efficiently by considering the separation version of the problem. Since the semidefinite constraints are polynomial sized, this essentially reduces to the separation problem: Given t and d, verify if t ≥ Z * max (d), and if not find a violated inequality.
To solve the separation problem, we solve the nominal discrete optimization problem with objective vector d. 
The desired result follows from the equivalence of separation and optimization [11] .
Remarks. The solution method described thus far is a general cutting plane algorithm that solves the nominal problem (1.1) at each step in conjunction with semidefinite constraints. We now provide a compact semidefinite reformulation for a class of 0-1 optimization problems that may be useful computationally. Proof. Any 0-1 optimization problem can be reformulated as a linear programming problem over the convex hull of its feasible region:
where (A, b) provides the convex hull representation. Using linear programming duality we have
Substituting this dual into formulation (3.13), we obtain
The convex hull (A, b) representation could be exponentially large or not known explicitly. However, for a class of problems this linear representation is compact. For such problems, formulation (3.17) is a compact semidefinite program that can be solved efficiently in polynomial time. Examples of 0-1 optimization problems with compact linear programming representation include the assignment and network flow problems such as the shortest path problem. The longest path problem on acyclic graph is also an example of 0-1 optimization problem with compact LP formulation, although the longest path problem is NP-hard in general.
Application in project management.
In this section, we provide an application of the techniques developed to the problem of computing the longest path in a directed acyclic graph. Such problems arise in project management and scheduling.
Description of the problem.
A project is specified as a set of activities that has to be completed given certain precedence relationships. We represent a project in an activity-on-arc framework with an acyclic directed graph G(V ∪{s, t}, E), where |E| = n arcs. An arc in this graph represents an activity, and a node represents the completion of all activities leading to this node. Node s represents the start of the project while node t represents the completion of the project. The precedence constraints in the graph imply that if there exist arcs (i, j) and (j, k) in the graph, then job (i, j) must be performed before job (j, k). Such a graph constructed is necessarily acyclic, otherwise it would lead to an inconsistent ordering of jobs. We let the nonnegative random arc lengths c ij denote the time required to complete each individual activity. Given this setup, the parameter of importance is the time required to complete the project measured by the longest path from the start node s to the end node t in the graph. The longest path in the graph Z * max (c) is computed by
In fact, we will focus on a more general measure of project performance, called project tardiness. Assume that we are specified a due date T for the project. Project tardiness is defined as a linear cost that is incurred only if the project completion time Z * max (c) exceeds the due date. If the project is completed before the deadline, then no cost is incurred. Mathematically, it is expressed as a piecewise convex function of project completion time:
It is clear that for T = 0, G(0) reduces to Z * max (c). Computing the longest path in a general graph is NP-hard, while it is polynomially time solvable for acyclic graphs [16] . However, if the arc lengths are random variables that are distributed independently and restricted to two possible values, Hagstrom [12] has shown that the computation of the expected longest path is #P-hard. Furthermore, the expected longest path cannot be computed in time polynomial in the number of values the completion time takes unless P = NP . This suggests that in general it is difficult to compute the exact expected project tardiness under uncertainty in activity duration, hence motivating the interest in bounds and approximations.
Robillard and Trahan [26] studied the expected completion time E[Z * max (c)] under assumptions of complete knowledge of distribution of activity durations and independence. Assuming independence, but only limited moment information, Devroye [8] computed upper bounds on the first moment and second moments of the completion time. However, Levy and Wiest [18] argued that activity durations are often dependent due to resource limitations. It is, however, not practical to estimate this complete multivariate joint distribution. Hence there has been effort focused on estimating the expected case tardiness under knowledge of limited moment information of the individual activities.
One approach to this problem deals with approximating the expected project tardiness. Under specific assumptions on the moments, the central limit theorem has been used to approximate the distribution of the project completion time; see [2] , [27] , and [19] . Under this method, the completion times obtained from different paths in the network are assumed to obey a multivariate normal distribution. Then, evaluating the expected project tardiness involves calculating the maximum of correlated normal distributions, a generally nontrivial calculation. Furthermore, if the various activities are correlated, one needs to impose restrictions on the distribution of arc lengths for the central limit theorem to apply. We do not make any such assumptions in this paper. Finally, even if the central limit theorem can be applied, it will not be a good approximation for smaller networks.
An alternative approach to the problem focuses on computing bounds on the expected project tardiness. A simple lower bound can be computed by applying Jensen's inequality to the convex tardiness function. Computing tight upper bounds is more challenging and more important as it provides an estimate of the worst case performance. Klein Haneveld [13] provided a tight upper bound on E[G(T )] when the first moments of activity durations are given. With additional second moment information, Birge and Maddox [5] used the formulation in [21] to compute the upper bound on expected tardiness. However, as the computational results indicate, an approximation of the original objective function is used to compute this upper bound. The lack of precision from using such a linearization approach for solving a nonlinear problem demonstrates an additional advantage of using the semidefinite optimization approach. It should be noted that while formulation (3.13) can be directly used to compute the worst case expected project completion time, it could be easily extended to the tardiness objective. Specifically, we need to replace the term Z *
+ and solve the corresponding semidefinite program to compute the worst case expected tardiness denoted as G * (T ):
Since Z * max (d) can be computed in polynomial time, formulation (4.2) is solvable in polynomial time.
Computational examples.
We consider two sample projects taken from [5] . The specified data are as follows:
(a) The minimum time required to complete each activity is known. We assume that the maximum time required to complete an activity is infinity. (b) For each activity, the first and second moments of the time to complete it are known. In addition for the first project, third moment information is assumed to be known. We add in this information to check the value of the extra information on the upper bound. Under this marginal moment information, we solve formulation (4.2) with SeDuMi version 1.03 developed by Sturm [29] . An interior point method is used by the software to solve the semidefinite program. The computations were conducted on a Pentium II (550 MHz) Windows 2000 platform and the total computation time was less than a minute.
Example 1. The first project depicted in Figure 4 .1 consists of 10 activities that are distributed over 3 paths. The marginal distribution information for the activities is provided in Table 4 .1. We consider five different deadline times T . First, we compute the worst case expected tardiness with range, first, and second moment information and compare it with the results reported in [5] . The results are provided in Table 4 .2. In light of Theorem 3.1, it is clear that in [5] a heuristic method is used to calculate the bound. We next calculate the tight upper bound with additional third moment information. It is noted from Table 4 .2 that the bounds are considerably tighter, especially for larger deadline dates T , indicating the value that additional information has on these estimates. It is important to note that our semidefinite programming formulation provides an easy way to incorporate third and higher order moment information, whereas previous techniques could not handle this. Example 2. The second project is a larger one with 29 activities that are distributed over 14 paths. The activity-on-arc graph representation of the project is provided in Figure 4 .2 and the data are provided in Table 4 .3. The deadline time T is varied from 45.10 to 85 approximately in steps of 10, and the worst case expected project tardiness is computed for these times. The computed values are provided in Table 4 .4 along with the values reported in [5] . Clearly these results indicate that the semidefinite programming method provides a general tractable approach for computing the worst case expected tardiness under moment information.
Asymptotic performance.
In this section, we study the properties of the bounds asymptotically as the size of the problem increases to infinity. We make the following assumptions:
(A) Each objective coefficient is a random variable with a common prespecified distribution function F . For simplicity, we assume that F is a continuous distribution. No assumption of independence is made. The complete knowledge of F is an important one in this setting to obtain interesting scaling results. Under this setting, the tight upper bound on the expected optimal value of a 0-1 maximization problem is computed as
We restrict ourselves to a fairly general class of a 0-1 optimization problems that satisfy the following two properties: (B) All feasible solutions to problem (1.1) indexed by p ∈ {1, . . . , P } have the same cardinality. If we denote this common cardinality as K 1 , we have
where |S| denotes the cardinality of set S. (C) Every element of the ground set X is contained in the same number of feasible solutions. If we denote this common value as K 2 , we have 
0-1 Optimization problem
Clearly K 1 ≤ n and K 2 ≤ P . In conjunction, these assumptions imply that K 1 and K 2 are related by
Three classical combinatorial problems that satisfy properties (b) and (c) are as follows:
(a) Linear assignment problem: given a set {1, 2, . . . , N} and an N × N objective coefficient matrix [c ij ], find a permutation φ of the set that optimizes the sum 
where F −1 is the inverse distribution function for F . Proof. From the previous sections, we know that tight bound Z * max on the expected value of a 0-1 maximization problem given marginal distribution F is obtained by solving formulation (3.1). Problem (5.1) can then be solved as
3) is a convex minimization problem in n variables. The KarushKuhn-Tucker conditions provide the necessary and sufficient optimality conditions for this problem. These conditions are (i) λ p ≥ 0 for all p = 1, . . . , P ,
(ii)
. . , n. We now generate a set of primal d i and dual variables λ p that satisfy conditions (i)-(iv).
Set the dual multipliers to λ p = 1/P, p = 1, . . . , P . Clearly this satisfies conditions (i) and (ii). From (C), condition (iv) then reduces to
If F −1 denotes the inverse of the distribution function, then the primal variables are set to
or equivalently
Thus we have the optimal primal and dual variables to formulation (5.3). Substituting the optimal value of d i into the objective function yields
which reduces to the required result. Corollary 5.2. Under assumptions (A)-(C), the tight lower bound on the expected optimal objective value of a 0-1 minimization problem is
5.1. Applications. We evaluate the explicit expected optimal objective value for a class of distributions next. Note that in the case K 1 /n ↓ 0 as n ↑ ∞, c ≥ 0, and from (5.4), the asymptotic performance of Z * min depends only on the distribution function of the cost coefficient F (c) as c ↓ 0. We thus focus on 0-1 minimization problems with the assumption that the distribution function of the cost coefficients F α satisfies
The density function f α is respectively assumed to satisfy
Distributions of this type have been extensively studied in the asymptotic analysis of combinatorial problems [1] , [3] . Models with distributions that satisfy (5.5) include the following: 
where the asymptotic constant C α depends on the nominal problem.
Proof. For cost coefficients with distribution function in (5.5), we obtain
The tight lower bound Z * min from Corollary 5.2 is then computed as
Note that with
Evaluating the integrals explicitly, we obtain 
where the asymptotic constant C * α depends on the nominal problem. Proof. Using (5.8) and N = Θ( √ n) for the three combinatorial problems of interest, we obtain the desired scaling result.
We evaluate this asymptotic behavior for three specific problems in more detail next. Minimum cost linear assignment problem. (a) Uniform distribution. The random minimum cost linear assignment problem has been extremely well studied under the uniform distribution model on [0, 1] . Under the additional assumption of independence, Walkup [30] proved an upper bound of 3 on the expected objective value. The first proven lower bound for this expected value was 1.368 [17] . These bounds have respectively been strengthened to 1.94 in [7] and 1.51 in [24] . Aldous [1] more recently proved a conjecture of Mezard and Parisi [22] that under this model the expected optimal objective value approaches π 2 /6 ≈ 1.645 as the size approaches ∞. In fact, this limiting value holds for any nonnegative continuous distribution such that the density of independent costs is 1 at 0. All of the above results hold under the strict assumption of independence. [9] showed that asymptotically the expected optimal objective value is bounded as
for some constantC * α . The values of this constant for small values of α are provided by the same author.
By setting K 1 = N and n = N 2 in (5.8), we obtain For the linear assignment problem, Z * min
Clearly, the tight lower bound scales with respect to N (α−1)/α under our model, too. This is similar to the scaling behavior observed under the independent model. In Table 5 .2, we compare the constantC * α reported from [9] with C * α = α/(α + 1) for five values of α. As should be expected, C * α is smaller thanC * α . For these two particular distributions it can be verified that our results for the linear assignment problem hold for all N and are not just an asymptotic result. This is in contrast to the independent distribution model. Minimum spanning tree and traveling salesman problems. (a) Uniform distribution. The random minimum spanning tree problem on a complete graph has been studied under the uniform distribution model. Under the additional assumption of independence, Frieze [10] showed that the expected length of the minimum spanning tree asymptotically converges to ζ(3) ≈ 1.202.
Without making the assumption of independence on arc length distribution, we obtain with K 1 = N − 1 and n = N (N − 1)/2 from (5.8):
As the size of the problem N approaches infinity, the tight lower bound clearly converges to C * 1 = 1:
For the spanning tree problem, lim
This value is surprisingly close to the expected optimal objective value under independence. For the traveling salesman problem, we similarly obtain Table 5 .3. Interestingly, the traveling salesman problem exhibits the same asymptotic scaling constant but the rates of convergence are different.
Limited marginal information.
The previous section showed that without the assumption of independence, the asymptotic performance for a general class of combinatorial optimization problems exhibits interesting behavior under the model of completely known marginal distributions. We now show that under the marginal moment model such problems in fact may exhibit a different kind of scaling behavior.
Consider probabilistic combinatorial optimization problems that satisfy assumptions (B) and (C), and the following:
(A ) Each objective coefficient is a random variable with common first and second moments µ and µ 2 + σ 2 . Note that we change the indexing of the feasible solutions here slightly for ease of developing the result. Assumption (D) is valid for a wide variety of combinatorial optimization problem. For instance, for the assignment problem, (D) follows from the well-known fact that the edges of a complete bipartite graph K N ×N can be partitioned into a collection of N disjoint perfect matching. For the spanning tree and traveling salesman problems, assumption (D) is obtained for an even and an odd number of vertices N , respectively.
Under these assumptions, we show that the tight lower bound Z * min = 0 for these problems. To see this, we construct an instance of the problem, and a corresponding distribution satisfying all the conditions, such that the expected minimum cost solution is zero.
Let Note that for a particular objective function c k , since there is a feasible solution B l , l / ∈ S k , with zero optimal objective value, c k (B l ) = 0. Construct a probability distribution with c = c k with probability 1/P . For this distribution it can be verified that the first two moments are Furthermore, for each realization of c, the optimum solution value is 0, so we have Z * min = 0.
Conclusions and extensions.
In this paper, we addressed the problem of computing tight bounds on the expected value of a 0-1 optimization problem under uncertainty in the objective coefficients. The feasible multivariate distributions were characterized by known moment information on the marginal distributions of the objective coefficients. We showed that given moment information on piecewise polynomial functions of the objective coefficients, the tight upper (lower) bound on the expected optimal objective value of the 0-1 maximization (minimization) problem can be computed in polynomial time if the deterministic problem is solvable in polynomial time. We provided an efficiently solvable semidefinite program to compute this tight bound. Under an extension of this model with completely known and identical marginal distributions we analyzed the asymptotic bounds for a class of combinatorial problems.
