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Topological nonsymmorphic crystalline superconductivity (TNCS) is an intriguing phase of mat-
ter, offering a platform to study the interplay between topology, superconductivity, and nonsymmor-
phic crystalline symmetries. Interestingly, some of TNCS are classified into Z4 topological phases,
which have unique surface states referred to as a Mo¨bius strip or an hourglass, and have not been
achieved in symmorphic superconductors. However, material realization of Z4 TNCS has never
been known, to the best of our knowledge. Here we propose that the paramagnetic superconducting
phase of UCoGe under pressure is a promising candidate of Z4-nontrivial TNCS enriched by glide
symmetry. We evaluate Z4 invariants of UCoGe by deriving the formulas relating Z4 invariants to
the topology of Fermi surfaces. Applying the formulas and previous ab-initio calculations, we clarify
that three odd-parity representations, out of four, are Z4-nontrivial TNCS, while the other is also
Z2-nontrivial TNCS. We also discuss possible Z4 TNCS in CrAs and related materials.
PACS numbers: 74.20.-z, 74.70.-b
Realization of topological superconductivity (TSC)
and Majorana Fermions has been one of the central is-
sues in modern condensed matter physics [1–3]. Stimu-
lated by the proposal to use Majorana Fermions as qbits
of quantum computation [4], about two decades of in-
tensive study has revealed the TSC in superconducting
heterostructures [5–23] and superconducting topological
materials [24–35]. Even apart from application to quan-
tum computation, TSC in itself is an intriguing topo-
logical phase of matter, namely, a new type of uncon-
ventional superconductivity. From that respect, several
researches proposed material realization of spinful chiral
superconductivity [36–40] and time-reversal symmetric
(TRS) TSC in bulk materials [29–35]. Now we can say
that TSC is recognized as a material phase in nature.
Recently, the concept of TSC is extended in the pres-
ence of crystalline symmetries. Topologically-nontrivial
phases whose topological nature is ensured by crys-
talline symmetries is called topological crystalline su-
perconductivity (TCSC) [41–51], whose material pro-
posal includes Sr2RuO4 [48] and UPt3 [49–51]. TCSC
hosts gapless boundary states on a surface preserving
the crystalline symmetry, and such topological crystalline
phases may be stable against disorders preserving the rel-
evant symmetries on average [3], as evidenced for weak
topological insulators and topological crystalline insula-
tors [52–56]. Among various TCSC phases, TCSC in
nonsymmorphic crystals forms a special class, dubbed
topological nonsymmorphic crystalline superconductiv-
ity (TNCS) [51, 57–60]. In particular, TNCS enriched
by glide symmetry possesses surfaces preserving the sym-
metry, and therefore, has symmetry-protected surface
states. Such topological surface states have been stud-
ied in the context of topological insulators, where 4pi
periodicity of glide eigenvalues leads to a characteristic
structure likened to a Mo¨bius strip [61, 62] or an hour-
glass [63]. Interestingly, the double-valuedness of eigen-
values may give rise to Z4 topological phases, which do
not appear in conventional topological periodic tables for
symmorphic free fermion systems [44, 64–66]. Such Z4
topological phases are a precious platform to study the
interplay between topology and nonsymmorphic symme-
try, and are worthy of further investigation.
According to the K-theory classifications [51, 60], Z4
TNCS may be realized in TRS nonsymmorphic supercon-
ductors (SCs). In particular, odd-parity superconduc-
tivity is preferable in order to achieve nontrivial topol-
ogy [1–3]. From these perspectives, we identify the
high-pressure superconducting phase of UCoGe [67–73]
(S2 phase in Ref. [70]) as one of the best platforms to
study TNCS. First of all, crystal structure of UCoGe be-
longs the space group Pnma [74], which has two glide
planes as shown later in detail. Second, most impor-
tantly, UCoGe at ambient pressure is a ferromagnetic
superconductor [67, 68], and therefore, odd-parity su-
perconductivity is strongly suggested. The S2 phase at
high pressure is also expected to be odd-parity super-
conductivity, since it is continuously connected to the
ferromagnetic superconducting phase [69–73]. The ob-
served upper critical field extremely exceeding the Pauli
limit [70, 71] also supports the odd-parity superconduc-
tivity. The time-reversal symmetry is recovered in the S2
phase as evidenced by the vanishing ferromagnetic mo-
ment [69–71, 75]. Thus, the S2 phase of UCoGe is a
promising candidate of nonsymmorphic TRS odd-parity
superconductivity, which is hardly known at present.
In this Letter, we propose that UCoGe under pressure
may be a Z4 nontrivial TNCS. In the context of topo-
logical insulators, such Z4 nontrivial phases have already
been proposed [62, 63], and experimental implication has
recently been reported [76, 77]. However, its counterpart
in superconductors has remained unknown, although Z2
nontrivial glide-even TNCS has been proposed in the A-
phase of UPt3 [51]. This work is the first material pro-
posal of Z4 TNCS, to the best of our knowledge. The
present paper is constructed as follows. First, we de-
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2rive a formula relating the structure of Fermi surfaces
(FSs) with Z4 topological invariants of glide-odd super-
conductivity, assuming the symmetry of Pnma. We also
show similar formulas for Z2 invariants of glide-even su-
perconductivity. The obtained formulas directly predict
TNCS for 4-times-odd-integer sheets of Fermi surfaces,
whose topological properties can not be revealed with the
similar formulas [29, 78] predicting TSC in systems with
odd-integer sheets of Fermi surfaces. Second, we apply
the formulas to the FSs obtained by ab-initio calcula-
tions [79–81], and demonstrate that UCoGe under pres-
sure has nontrivial topological invariants. Finally, our
predictions are confirmed by tight-binding model calcu-
lations of surface states. We also discuss stability of our
results against deformation of FSs or against the possible
nodal excitations, and show future direction to identify
UCoGe as a Z4 TNCS.
Topological invariants — The crystal space group of
UCoGe has been reported as a centrosymmetric nonsym-
morphic space group Pnma [74], which includes two glide
planes and three screw rotations. TNCS in UCoGe is
specified by the Z4 and Z2 invariants of class DIII glide-
symmetric systems, which are defined on the two glide-
invariant planes in the Brillouin zone [60]. In the follow-
ing, we derive formulas to give the Z4 and Z2 invariants
defined on the Brillouin zone face (ZF), taking additional
screw symmetry into account. Then we demonstrate that
the formulas can be significantly simplified by using the
symmetry of Pnma.
Let us start by a system with coaxial glide and
screw symmetry, Gˆ = {Mc | c/2 + a/2 }, Sˆ =
{ C2c | c/2 + a/2 } , where c = cˆ is the primitive lat-
tice translation in the c direction, and a/2 is a fractional
translation perpendicular to cˆ. Here we set the origin to
be an inversion center: Iˆ = Sˆ−1Gˆ = { I | 0 }. The space
group under consideration is isomorphic to P21/c, and
the discussion below holds for all space groups involving
P21/c as a translation-equivalent subgroup.
The key is the following relation,
GˆIˆ = { E | cˆ+ a } IˆGˆ. (1)
Owing to Eq. (1), time-reversal symmetry Θˆ combined
with Iˆ does not change the glide eigenvalues on the ZF.
To see this, let us focus on glide-invariant planes kc =
Γc ≡ 0, pi. The glide operator can be diagonalized on
these planes,
Gˆ |k〉± = ±ie−ik·a/2 |k〉± . (2)
Using Eq. (1) we have,
Gˆ
(
ΘˆIˆ |k〉±
)
= ∓e−iΓcie−ika/2
(
ΘˆIˆ |k〉±
)
(3a)
= ±ie−ika/2
(
ΘˆIˆ |k〉±
)
, (Γc = pi) (3b)
where ka ≡ k · a [82]. Thus, the symmetry ΘˆIˆ is pre-
served within each glide eigen-sector. Note that transla-
tion along the c-axis {E|cˆ} in Eq. (1) is crucial, which
is ensured by the coexisting screw symmetry. The phase
factor e−iΓc disappears when Sˆ is replaced by an usual
rotation Cˆ2 = { C2c | a/2 }.
Equation (3) considerably simplifies the expression
of the glide topological invariants. First, we con-
sider topological invariants of glide-odd superconductiv-
ity {Cˆ, Gˆ} = 0, where Cˆ represents the particle-hole op-
eration. We choose a and cˆ as units of crystal transla-
tions, and denote a remaining translation unit perpendic-
ular to cˆ as b [82]. Glide-odd superconducting phases are
classified by the usual 3D winding number W and the
two Z4 topological invariants defined on the two glide-
invariant planes kc = Γc [51, 60, 64],
θ4(Γc) = 2
∫ pi
−pi
dkb
pii
AI+(pi, kb,Γc)
−
∫
0≤ka≤pi
d2k
pii
F+(ka, kb,Γc), (4)
where kb ≡ k · b. Here, Θˆ preserves glide eigenvalues on
the lines CAII(Γc) = { k | (pi, kb,Γc) }. In Eq. (4), AI+
represents the Berry connection of one of the Kramers
pair with the positive glide eigenvalue +ie−ika/2, while
F+ is the Berry curvature in the positive glide eigen-
sector.
On the ZF Γc = pi, the Berry curvature vanishes be-
cause ΘˆIˆ is preserved in glide eigen-sectors [Eq. (3)].
Therefore, only the first integral survives in Eq. (4).
Equation (3) also ensures Iˆ is closed within each glide
eigen-sector on the line CAII(pi). Thus, Eq. (4) recasts
into a Berry phase of a class AII system with inversion
symmetry, which has been studied in the context of topo-
logical insulators [1, 84, 85]. Following Fu and Kane [85],
Eq. (4) can be rewritten by inversion eigenvalues ζ of
Bogoliubov-de Gennes (BdG) eigenvectors at the two
time-reversal invariant momenta (TRIM) Γ1 = (pi, 0, pi)
and Γ2 = (pi, pi, pi). Furthermore, ζ can be rewritten by
the inversion eigenvalues of Bloch wave functions, follow-
ing Refs. [29, 78]. Finally, we obtain a formula for the Z4
invariant [82],
θ4(pi) =
∑
i=1,2
{
M<+u(Γi) +M
<
−g(Γi)
M<u (Γi),
(mod 4) (5)
where the first and second lines correspond to odd-
and even-parity superconductivity, respectively. Here,
M<+u(Γi)
(
M<−g(Γi)
)
is the number of occupied electron
states at Γi with positive (negative) glide and negative
(positive) inversion eigenvalues. Similarly, M<u (Γi) is the
number of occupied inversion-odd electron states. The Z4
invariant (5) takes either 0 or 2 due to Kramers degener-
acy.
Next, we consider glide-even superconductivity
[Cˆ, Gˆ] = 0. In this case, topological phases are char-
acterized by four 1D class DIII Z2 invariants on the lines
3CAII(Γc) [51, 60],
ν±(Γc) =
∫ pi
−pi
dkb
pii
AI±(pi, kb,Γc) (mod 2). (6)
A parallel discussion leads to [82]
ν±(pi) =
∑
i=1,2
{
M<± (Γi)/2
0,
(mod 2) (7)
for odd- and even-parity superconductivity, respectively.
Here, M<± (Γi) represents the number of electronic occu-
pied states at k = Γi with positive (negative) glide eigen-
value. These formulas (5) and (7) clarify “band inver-
sion” between two TRIM determines topological proper-
ties of TNCS in analogy with topological insulators [85].
TABLE I. Topological invariants of TNCS in the space group
Pnma. Here, “IR” means irreducible representations of D2h.
θ
(a,n)
4 (pi) are given by modulo four, and ν
(a,n)
± (pi) are by mod-
ulo two.
glide parity & IR topological invariants
Gˆa
odd Au, B1u θ
(a)
4 (pi) = #FSR→U/2 + ∆M(R)
even B2u, B3u ν
(a)
± (pi) = #FSR→U/4
Gˆn
odd Au, B3u θ
(n)
4 (pi) = #FSS→U/2
even B1u, B2u ν
(n)
± (pi) = #FSS→U/4 + ∆M(S)/2
TABLE II. Characters of the irreducible representations of
D2h, into which gap functions of Pnma system are classi-
fied [86–88]. We show all the odd-parity irreducible represen-
tations and the simplest form of d-vector compatible with the
pairing symmetry.
Iˆ Gˆa Mˆy Gˆn d-vector
Au −1 −1 −1 −1 kxxˆ, ky yˆ, kz zˆ
B1u −1 −1 +1 +1 kyxˆ, kxyˆ
B2u −1 +1 −1 +1 kzxˆ, kxzˆ
B3u −1 +1 +1 −1 kz yˆ, ky zˆ
The formulas (5) and (7) for glide topological invari-
ants generally hold in the presence of coexisting screw
symmetry. By using the symmetry of Pnma, they are
further simplified, as shown in Table I [82]. We classify
the odd-parity superconducting states by four irreducible
representations ofD2h whose symmetries are summarized
in Table II. The parity for glide operation (glide parity)
determines the topological invariants, namely, Z2 or Z4.
The space group Pnma includes the a-glide and the n-
glide which are represented by,
Gˆa = {Mz | xˆ/2 + zˆ/2 } , Gˆn = {Mx | xˆ/2 + yˆ/2 + zˆ/2 } ,
(8)
respectively. Correspondingly, the topological invariants
protected by each glide symmetry are shown. Here,
FIG. 1. FSs obtained by an ab-initio calculation [79, 80].
Lines highlighted by cyan show k points where bands are
fourfold degenerate owing to nonsymmorphic symmetry [88].
Two yellow lines show paths (a) and (b) connecting S and
U points. Fig. 1 adapted with permission from Ref. [79].
Copyrighted by the American Physical Society.
#FSΓ1→Γ2 and ∆M(Γi) (i = 1, 2) are defined as follows:
#FSΓ1→Γ2 ≡
∫ Γ2
Γ1
dk · ∇kM<(k) ∈ 4Z, (9a)
∆M(Γi) ≡M<+u(Γi)−M<−u(Γi) ∈ 2Z, (9b)
where M<(k) is the number of occupied states at k.
The integrand of Eq. (9a) contributes only when the
integration path crosses Fermi surfaces, and therefore,
#FSΓ1→Γ2 can be regarded as the number of Fermi sur-
faces counted with sign. In Eq. (9a), we used the fact
M<(Γi) ∈ 4Z for Γi = S, U R [see Fig. 1], owing to non-
symmorphic band degeneracy [82, 88]. The formulas in
Table I are one of the main results of this paper.
Here we note that ∆M vanishes when the effective
spin-orbit coupling (SOC) is not too large on S and R
points. For weak strength of SOC, the system is approx-
imately SU(2) symmetric, and the glide eigenvalues can
be interchanged by SU(2) rotation. Then, the glide topo-
logical invariants solely depend on the topology of FSs,
and the topological conditions are reduced to
#FSR→U ∈ 4(2Z+ 1), (10)
for θ
(a)
4 (pi) = 2 or ν
(a)
± (pi) = 1, while
#FSS→U ∈ 4(2Z+ 1), (11)
for θ
(n)
4 (pi) = 2 or ν
(n)
± (pi) = 1. Conditions (10) and (11)
for ν
(a)
± (pi) and θ
(n)
4 (pi) are rigorous, irrespective of the
SOC strength.
Application to UCoGe — We apply the formulas to
UCoGe, whose FSs in the paramagnetic normal state
have been obtained by ab-initio calculations [79, 80] [89].
Here, we discuss all the odd-parity pairing states, for
completeness.
First, we illustrate the formulas for the Z4 invariant
of Gˆn-odd superconductivity. According to Table I and
Eq. (11), θ
(n)
4 (pi) is determined by the number of FSs
4on the line connecting S and U points in the Brillouin
zone, and it is independent of the choice of the path by
Eq. (9a). For instance, we consider two paths (a) and
(b) in Fig. 1. On the path (a), there are two FSs 71 and
72, each of which is doubly degenerate due to Kramers
theorem. Both of them contribute with the same sign to
the integral (9a), since they are electron FSs. Therefore,
we have #FSS→U = ±4, and conclude θ(n)4 (pi) = 2. The
other path (b) crosses another FS. However, contribution
from this FS vanishes, because of the cancellation of two
crossing points. Thus, we consistently obtain nontrivial
Z4 invariant θ(n)4 (pi) = 2. These discussions imply that
the cylindrical FSs 71 and 72 play major role for the Z4
nontrivial TNCS.
TABLE III. Summary of the topological invariants of UCoGe
obtained by formulas in Table I and the ab-initio calcula-
tions [79, 80].
IR
topological invariants at ZF
Gˆa Gˆn
Au θ
(a)
4 (pi) = 2 θ
(n)
4 (pi) = 2
B1u θ
(a)
4 (pi) = 2 ν
(n)
± (pi) = 1
B2u ν
(a)
± (pi) = 1 ν
(n)
± (pi) = 1
B3u ν
(a)
± (pi) = 1 θ
(n)
4 (pi) = 2
In the same way, we can evaluate the other topo-
logical invariants of all the odd-parity superconducting
states. The results are summarized in Table III. Here,
we take into account ∆M(S) = ∆M(R) = 0 consistent
with ab-initio calculations revealing small splitting of FS
by SOC. Actually, it is naturally expected that FS 71
and 72 around S and R are nearly degenerate on the ZF
where the four-fold degeneracy is ensured in the SU(2)-
symmetric limit [90]. Thus, Fig. 1 reveals that the split-
ting of FS by the SOC is small and it does not change
the structure of FS, namely, ∆M(S) = ∆M(R) = 0.
Interestingly, Table III shows that all the candidate
odd-parity superconducting states of UCoGe are non-
trivial TNCS. Indeed, Au, B1u, and B3u states are Z4
nontrivial TNCS, while B2u state is Z2 nontrivial for
both Gˆa and Gˆn. Owing to these nontrivial topological
invariants at ZF, the strong index of the K-theory for
three-dimensional system is also nontrivial. The strong
indices obtained under reasonable assumptions are shown
in Supplemental Materials [82, 91].
Notably, the pairing symmetry of UCoGe may not be
the B2u state. There is an experimental study [92] sug-
gesting Au representation of C2h for the ferromagnetic
superconducting phase, which smoothly deforms into ei-
ther Au or B1u states of D2h at the high pressure phase.
In this case, Z4 TNCS immediately follows from Ta-
ble III. Thus, UCoGe is the first and promising material
candidate of Z4 TNCS, although further experimental
effort is required to fully identify the pairing symmetry.
FIG. 2. (01¯1) surface states of (a) glide-odd B3u and (b)
glide-even B1u superconducting states at the glide-invariant
ZF kx = pi. Topological surface states with positive (negative)
glide eigenvalues are highlighted by red (blue).
Our analytic results are confirmed by a numerical anal-
ysis of a single-orbital tight-binding model reproducing
the two cylinder FSs 71 and 72 [82]. Calculated surface
states are consistent with TNCS as we show (01¯1) surface
states of Z4 nontrivial B3u state and Z2 nontrivial B1u
state in Fig. 2. We clearly see a Mo¨bius structure with
the 4pi periodicity. Such an unconventional structure of
surface states is characteristic of θ4 = 2 (ν± = 1) state,
and would provide an important experimental evidence
of Z4 (Z2) TNCS when it is observed. Note that anal-
ogous state cannot be realized in standard topological
phases, while θ4 = 1 state shows a conventional helical
surface state.
We note that topological surface states protected by
the a-glide or the n-glide appear not only on the (010)
or (01¯1) surfaces but also on the (2n, 2m + 1, 0) or
(0, 2n + 1, 2m + 1) surfaces, respectively, with n and m
taking arbitrary integer [82]. This option may reduce ex-
perimental difficulty to observe topological surface states.
Discussion — First, we stress that our results are sta-
ble against adiabatic deformation of FSs unless Lifshitz
transition occurs. This is important for UCoGe since ab-
initio calculations may be inaccurate for heavy fermion
systems. Even when FSs significantly deviate from Fig. 1,
it is easy to judge whether the system is topological or
not, using the formulas in Table I. For example, another
ab-initio calculation of UCoGe [81] shows two closed FSs
enclosing S point, instead of the cylindrical FSs in Fig. 1.
The topological invariants of Gˆn remain nontrivial even
in this situation, although ν
(a)
± (pi) is trivial. It is revealed
by a detailed analysis that θ
(a)
4 (pi) also remains nontrival
due to exceptional contribution by ∆M(R)[82], showing
robustness of Z4 TNCS.
Second, the TNCS obtained here is robust against pos-
sible excitation nodes. Indeed, suggested line nodes pro-
tected by nonsymmorphic symmetries [93–97] may not
exist in UCoGe due to small splitting of Fermi sur-
faces [82]. Even in their presence, topological surface
states remain to exist, because the line nodes do not close
band gap within each glide eigen-sector [82].
Next, we discuss other candidates of TNCS on the ba-
5sis of the obtained formulas. For example, quasi-linear
Dirac semimetals CrAs and CrP [98–100] also crystal-
lize in the space group Pnma. Applying our formulas to
the ab-initio calculations [100, 101] , we yield Table III
for CrAs and CrP as well, showing TNCS in odd-parity
superconducting states. Importantly, recent experiments
point to spin-triplet superconductivity of B3u state in the
high-pressure phase of CrAs[102, 103]. Therefore, CrAs
family is also a promissing candidate for Z4 TNCS.
Finally, we discuss experimental identification of
TNCS. For an experimental identification of UCoGe as
TNCS, the determination of FSs and pairing symmetry
are highly desired. By our formulas, the conditions for
the TNCS can be examined by these bulk properties.
One of the direct approaches to the TNCS is surface
probes such as ARPES. Unfortunately, such measure-
ments are difficult to be done in this case, since TRS
superconductivity of UCoGe requires high pressures and
low temperatures. A possible route to observe gapless
surface quasiparticles is to measure magnetic properties
of surfaces and their magnetic field angle dependence.
Surface magnetization is expected to be strongly depen-
dent on the field direction. A feasible measurement is
nuclear magnetic resonance (NMR) which has recently
detected nanoscale magnetic properties [104]. Another
strategy may be the search of TRS superconducting
phase at ambient pressure in related materials. That
would enable various experimental techniques to detect
topological surface sates.
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1Supplemental Materials:
Z4 Topological Superconductor UCoGe
S1. SPACE GROUP OPERATIONS AND FOURIER TRANSFORMATIONS
We begin with clarifying the notations for the representation matrices of symmetry operations and two kinds of
Fourier transformation.
Let us consider a space group element gˆ = { p | a } whose operation on real-space coordinates is given by
gˆx = px+ a. (S1)
Here, p and a are the point group operation and a translation associated with gˆ, respectively. The operation of gˆ on
the Hilbert space is defined by the following relation,
gˆc†l (R+ rn)gˆ
−1 = c†l′(pR+ ∆R
g
n + rn′)Dn′n(gˆ)Dl′l(gˆ), (S2)
where R, ∆Rgn are lattice vectors, l, l
′ represent internal degrees of freedom, and n, n′ specify the sublattices whose
position within a unit cell are given by rn, rn′ , respectively. We used the following constraint between rn, rn′ and
∆Rgn,
gˆ(rn) = prn + a = rn′ + ∆R
g
n, (S3)
since gˆ is a symmetry of the crystal. Note that Dn′n(gˆ)=δn′,gˆ(n) represents the permutation of sublattices, and Dl′l(gˆ)
is a (generally double-valued) representation associated with internal degrees of freedom.
In this paper, we use two definitions of Fourier transformation. The first one is the Fourier transformation compatible
with the periodicity of Brillouin zone,
c†kln ≡
1√
V
∑
R
eik·Rc†l (R+ rn), (S4a)
c†k+Gln = c
†
kln, (S4b)
with any reciprocal lattice vector G. We refer to this basis as periodic basis, where the Z4 invariant is compactly
defined [S1]. In the following, we use this basis, unless otherwise specified. The other is the so-called Lo¨wdin orbital,
c†ln(k) ≡
1√
V
∑
R
eik·(R+rn)c†l (R+ rn) = c
†
kln′Vn′n(k), Vn′n(k) = e
ik·rnδn′n, (S5a)
c†ln(k +G) = c
†
ln′(k)Vn′n(G). (S5b)
The operation of gˆ is the most simplified in this basis,
gˆc†ln(k)gˆ
−1 =
1√
V
∑
R
eik·(R+rn)c†l′(pR+ ∆R
g
n + rn′)Dn′n(gˆ)Dl′l(gˆ) (S6a)
=
1√
V
∑
R′=pR+∆Rgn
eik·(p
−1(R′−∆Rgn)+rn)c†l′(R
′ + rn′)Dn′n(gˆ)Dl′l(gˆ) (S6b)
=
1√
V
∑
R′
eipk·(R
′−∆Rgn+prn)c†l′(R
′ + rn′)Dn′n(gˆ)Dl′l(gˆ) (S6c)
=
1√
V
∑
R′
eipk·(R
′−a+rn′ )c†l′(R
′ + rn′)Dn′n(gˆ)Dl′l(gˆ) (S6d)
= e−ipk·ac†l′n′(pk)Dn′n(gˆ)Dl′l(gˆ) ≡ c†l′n′(pk)Ug(l′n′)(ln)(k), (S6e)
and for this reason, we use the basis in Sec. S5. Accordingly, the transformation of c†kln follows as
gˆc†klngˆ
−1 = c†pkl′n′U˜
g
(l′n′)(ln)(k), (S7a)
U˜g(l′n′)(ln)(k) = (V (pk)U
g(k)V (k)†)(l′n′)(ln) = ei(pk·rn′−pk·a−k·rn)Dn′n(gˆ)Dl′l(gˆ) = e−ipk·∆R
g
nDn′n(gˆ)Dl′l(gˆ). (S7b)
2Thus, the representation matrix of a space group operation gˆ in the periodic basis is given by U˜g(k).
For clarity, we define the particle-hole symmetry of the BdG Hamiltonian as follows:
CHBdG(k)C
−1 = −HBdG(−k), (S8)
where C includes complex conjugation. Note that the symbol Cˆ (and Gˆ, etc.) used in the main text represents
an operator acting on creation/annihilation operators, while C acts on BdG Hamiltonian. Using C and Cˆ, glide-
even/odd superconductivity is expressed by,
CU˜GBdG(k) = ±U˜GBdG(−k)C, or equivalently, CˆGˆ = ±GˆCˆ. (S9)
Here, U˜GBdG(k) represents the glide operation extended to the Nambu space. Note that it implicitly includes the
U(1) gauge rotation for glide-odd superconductivity [S2]. We adopt the same rules of notation for other space group
operations as well.
S2. DERIVATION OF THE FORMULAS (5) AND (9)
The formulas (5) and (9) hold in a system with coexisting glide and screw symmetry. The space group generated
by glide and screw operations with a common axis is called P21/c. The following results derived in this section are
valid for all the space groups which include P21/c as a translation-equivalent subgroup.
In the following, we derive Eqs. (5) and (9), under the assumption that the representation matrix of inversion
symmetry U˜ I(k) can be taken k-independent. Such a choice of U˜ I(k) is possible when all the atoms do not have
inversion as their site symmetry (see Sec. S4). In particular, UCoGe and CrAs satisfy the condition, and the following
discussion is sufficient for these candidate materials. Later in Sec. S5, we extend the proof of formulas to k-dependent
inversion operation.
First, we fix the notations. We set lattice translation vectors a, b, and cˆ so as to simplify the glide operator,
Gˆ = {Mc | cˆ/2 + a/2 } . (S10)
Here a is orthogonal to cˆ, the primitive translation vector in the c direction. In the case of the a-glide Gˆa of Pnma,
cˆ = zˆ and a = xˆ, while cˆ = xˆ and a = yˆ + zˆ for the n-glide Gˆn. Then, inversion and screw operations are given by
Sˆ = { C2c | cˆ/2 + a/2 } , Iˆ = { I | 0 } . (S11)
We take b as another lattice translation vector in the plane normal to cˆ. It should be noticed that a and b are not
necessarily taken to be orthogonal. For example, it is convenient to take b = zˆ for Gˆn of Pnma. Actually, this choice
of crystal translation vectors does not give rise to Brillouin zone folding, while the orthogonal vector b′ = yˆ− zˆ does,
since |cˆ · a× b′| > |cˆ · a× b|. Corresponding wave numbers are given in an usual way,
k = kaα+ kbβ + kccˆ, (S12a)
α =
b× cˆ
a · b× cˆ , β =
a× cˆ
b · a× cˆ . (S12b)
The first BZ is given by −pi < ka, kb, kc ≤ pi.
For example, when we adopt the above choice of a, b for Gˆn, we have
α = yˆ, β = zˆ − yˆ, cˆ = xˆ, (S13a)
ka = ky + kz, kb = kz, kc = kx. (S13b)
The BdG Hamiltonian HBdG(k) in terms of (ka, kb, kc), denoted by H˜BdG(ka, kb, kc), is readily obtained from
HBdG(kx, ky, kz),
H˜BdG(ka, kb, kc) = HBdG(kaα+ kbβ + kccˆ) = HBdG(kx = kc, ky = ka − kb, kz = kb). (S14)
Then, calculations can be done in an effective cubic BZ (−pi < ka, kb, kc ≤ pi).
3In the following, we consider the glide-invariant planes kc = Γc, where the BdG Hamiltonian and the glide operator
can be diagonalized at the same time,
HBdG(k) |unk±〉 = E±n (k) |unk±〉 , (S15a)
U˜GBdG(k) |unk±〉 = ±ie−ika/2 |unk±〉 , k = (ka, kb,Γc), (S15b)
where U˜GBdG(k) is the representation matrix of Gˆ. We impose periodic constraint on the Bloch function, |unk+G±〉 =
|unk±〉. The subscript n is the index of the occupied states of the BdG Hamiltonian with glide eigenvalue ±ie−ika/2.
It is convenient to define the list of the occupied eigenvectors as
Ψk± ≡ (|u1k±〉 , |u2k±〉 , · · · , |u2Nk±〉) . (S16)
Here, the number of occupied states with each glide eigenvalue is an even integer 2N , since Θˆ preserves glide eigenvalues
±ie−ika/2 = ±1 at the lines CAII(Γc) = { k | (pi, kb,Γc) } [S1]. We can define Kramers pairs on CAII(Γc), labeled by I
and II, within each glide eigen-sector. We denote the list of states for the Kramers pairs as Ψ
(I)
k± and Ψ
(II)
k± , and assign
the band index n = 2α− 1 for |unk±〉 in Ψ(I)k± and n = 2α for |unk±〉 in Ψ(II)k± , with 1 ≤ α ≤ N . Then, we have
Ψ
(I)
k± ≡ (|u1k±〉 , |u3k±〉 , · · · , |u2N−1k±〉) , Ψ(II)k± ≡ (|u2k±〉 , |u4k±〉 , · · · , |u2Nk±〉) , (S17a)
Ψ
(I)
k± =
[
ΘΨ
(II)
−k±
]
Uχ(k), k = (pi, kb,Γc), (S17b)
where Uχ(k) is a N ×N unitary matrix.
A. Glide-odd superconductivity
We here derive Eq. (5). As shown in Eq. (4), the Z4 topological invariant for glide-odd superconductivity is given
by [S1]
θ4(Γc) = 2
∫ pi
−pi
dkb
pii
AI+(pi, kb,Γc)−
∫
0≤ka≤pi
d2k
pii
F+(ka, kb,Γc),
which is defined in the periodic basis. The first term, defined by
AI+(k) ≡ Tr
[
Ψ
(I)
k+
†
∂kbΨ
(I)
k+
]
, k = (ka = pi, kb, kc = Γc), (S18)
represents the Berry connection of one of the Kramers pair with positive glide eigenvalue, while the second term
F+(k) ≡
∑
i,j=a,b
ij∂ki Tr
[
Ψ†k+∂kjΨk+
]
, k = (ka, kb, kc = Γc), (S19)
represents the Berry curvature in the positive glide eigen-sector.
As shown in the main text, ΘˆIˆ is closed within each glide eigen-sector at ZF, in the presence of screw symmetry.
It is well known that the Berry curvature vanishes in the presence of ΘˆIˆ symmetry, and therefore, the topological
invariant recasts into the Berry phase of 1D class AII system,
θ4(pi) = 2
∫ pi
−pi
dkb
pii
AI+(pi, kb,Γc = pi) ∈ 2Z. (S20)
Note that inversion operation also closes within the positive glide eigen-sector on CAII(pi) = { k | (pi, kb, pi) }. Thus,
we can use the Fu-Kane formula [S3] to evaluate the integral,
(−1)θ4(pi)/2 =
N∏
α=1
ζ+2α−1(Γ1)ζ
+
2α−1(Γ2), (S21a)
Γ1 = (ka = pi, kb = 0, kc = pi), Γ2 = (ka = pi, kb = pi, kc = pi). (S21b)
4Here, ζ±n (Γi) = ±1 represents the inversion eigenvalues of occupied BdG eigen-states at TRIM,
U˜ IBdG(Γi) |unΓi±〉 = ζ±n (Γi) |unΓi±〉 . (S22)
The inversion eigenvalues of Bogoliubov quasiparticles ζ±n (Γi) can be rewritten by eigenvalues of electron Bloch
wave functions, by following Refs. [S4, S5]. Except for accidental cases, FSs are off TRIM, and therefore we can take
the limit of vanishing order parameter at TRIM without gap closing. Then, the wave function of BdG quasiparticles
|unΓi±〉 is expressed by the electronic Bloch wave functions |vmΓi±〉 as follows. Let us define
HN (Γi) |vmΓi±〉 = ±m(Γi) |vmΓi±〉 , (S23a)
U˜G(Γi) |vmΓi±〉 = ± |vΓim±〉 , (S23b)
U˜ I(Γi) |vmΓi±〉 = ω±m(Γi) |vmΓi±〉 , (S23c)
where HN (Γi) is the Hamiltonian in the normal state and ω
±
m(Γi) = ±1 is the inversion eigenvalues. In the weak
coupling limit, the occupied states of BdG Hamiltonian |unΓi+〉 (E+n (Γi) < 0) is given by the Bloch wave functions,
|uΓin+〉 =
{
(|vmΓi+〉 , 0)T (+m(Γi) < 0),
C (|vmΓi−〉 , 0)T (−m(Γi) > 0),
(S24)
which are obtained from the anticommutation relation {Cˆ, Gˆ} = 0 characteristic of glide-odd superconductivity.
Inversion eigenvalues ζ+n (Γi) and ω
±
m(Γi) are related by
ζ+n (Γi) =
{
ω+m(Γi) (
+
m(Γi) < 0)
ηIω
−
m(Γi) (
−
m(Γi) > 0),
(S25)
where ηI = ±1 specifies the inversion-even or -odd superconductivity,
CˆIˆ = ηI IˆCˆ. (S26)
Note that Kramers pair at Γi, which shares the same glide eigenvalue, also possesses the same inversion eigenvalue,
since [Θˆ, Iˆ] = 0 and Iˆ2 = Eˆ. Thus, we rewrite Eq. (S21a) as
(−1)θ4(pi)/2 =
∏
i=1,2
(−1)M<+u(Γi)/2(−1)M>−u(Γi)/2ηM
>
− (Γi)/2
I , (S27)
where M<+u(Γi) ∈ 2Z
(
M>−u(Γi) ∈ 2Z
)
represents number of occupied (unoccupied) states with positive (negative)
glide and negative inversion eigenvalues. M>− (Γi) ∈ 2Z is the number of unoccupied eigenstates with negative glide
eigenvalue. The total number of simultaneous eigenstates with each eigenvalue, defined by
M±u(Γi) ≡M<±u(Γi) +M>±u(Γi) and M±g(Γi) ≡M<±g(Γi) +M>±g(Γi), (S28)
is equivalent between Γ1 and Γ2, when U˜
I(k) is k-independent. That is,
M±u(Γ1) = M±u(Γ2), M±g(Γ1) = M±g(Γ2). (S29)
We prove Eq. (S29) in Sec. S4. Equation (S29) means that the superscripts “>” and “<” can be switched in Eq. (S27),
since the factor (−1)M±u(g)(Γi)/2 cancels between i = 1 and i = 2. Thus, we obtain Eq. (5), by using the definitions
M<− (Γi) ≡M<−g(Γi) +M<−u(Γi), (S30a)
M<u (Γi) ≡M<+u(Γi) +M<−u(Γi). (S30b)
B. Glide-even superconductivity
Topological invariants of glide-even superconductivity are given by four 1D class DIII invariants on the CAII(Γc),
ν±(Γc) =
∫ pi
−pi
dkb
pii
AI±(pi, kb,Γc) (mod 2), (S31)
5since each glide eigen-sector on CAII(Γc) preserves particle-hole symmetry as well as time-reversal symmetry [S1].
From Eq. (3), we have inversion symmetry in each glide eigen-sector also in this case. Thus, topological invariants
can be again regarded as the Berry phase of inversion symmetric class AII system. Therefore, discussion parallel to
the previous section holds, with a slight modification
|unΓi±〉 =
{
(|vmΓi±〉 , 0)T (±m(Γi) < 0),
C (|vmΓi±〉 , 0)T (±m(Γi) > 0),
(for E±n (Γi) < 0) (S32)
since [Gˆ, Cˆ] = 0. Using Eq. (S32), we obtain Eq. (9),
(−1)ν±(pi) =
∏
i=1,2
(−1)M<±u(Γi)/2(−1)M>±u(Γi)/2ηM
>
± (Γi)/2
I =
∏
i=1,2
(−1)M±u(Γi)/2ηM
>
± (Γi)/2
I =
∏
i=1,2
η
M<± (Γi)/2
I . (S33)
We see that even-parity SCs are trivial.
Equation (9) for odd-parity SCs can be rewritten by the number of FSs with positive/negative glide eigenvalue
counted with sign,
ν±(pi) = #FS±/2 ≡
∫ Γ2
Γ1
dk · ∇kM<± (k)/2. (mod 2) (S34)
This formula is consistent with the results previously obtained for 1D class DIII invariants [S4, S5, S6].
S3. GLIDE TOPOLOGICAL INVARIANTS IN THE SPACE GROUP Pnma
In this section, we simplify Eqs. (5) and (9) using the symmetry of the space group Pnma. First, we specify the
TRIM Γ1 and Γ2 for each glide symmetry Gˆa and Gˆn. They are the TRIM where eigenvalues of Gˆa and Gˆn, given
by ±ie−ikx/2 and ±ie−iky/2−ikz/2, respectively, take real values. Thus, we have,
Γ1 = (kx = pi, ky = 0, kz = pi) = U, Γ2 = (kx = pi, ky = pi, kz = pi) = R, (S35)
for Gˆa, and
Γ1 = (kx = pi, ky = pi, kz = 0) = S, Γ2 = (kx = pi, ky = 0, kz = pi) = U, (S36)
for Gˆn. In the following, we decompose the irreducible representations of the little group Mk at k = U,R, S into
simultaneous eigenstates of Iˆ and Gˆ = Gˆa, Gˆn. In other words, we derive compatibility relations between irreducible
representations of the little group Mk (k = S,U,R) and those of its subgroup M ≡ {Eˆ, Iˆ, Gˆ, GˆIˆ}. Then, relations
between number of occupied states with certain glide/inversion eigenvalues are obtained, and the formulas for the
topological invariants are simplified. For clarity, we call M with Gˆ = Gˆa, Gˆn as Ma, Mn.
We list up symmetry operations of Pnma and derive their (anti-)commutation relations for latter use. Pnma
consists of identity, inversion, mirror reflection in y direction, two glide reflections and three screw rotations, in
addition to translations. They are represented by,
Eˆ = { E | 0 } , (S37a)
Iˆ = { I | 0 } , (S37b)
Gˆa = {Mz | xˆ/2 + zˆ/2 } , (S37c)
Mˆy = {My | yˆ/2 } , (S37d)
Gˆn = {Mx | xˆ/2 + yˆ/2 + zˆ/2 } , (S37e)
Sˆz = { C2z | xˆ/2 + zˆ/2 } , (S37f)
Sˆy = { C2y | yˆ/2 } , (S37g)
Sˆx = { C2x | xˆ/2 + yˆ/2 + zˆ/2 } . (S37h)
6TABLE S1. Irreducible representations of M.
Eˆ Iˆ Gˆ
Γ+g +1 +1 +1
Γ−g +1 +1 −1
Γ+u +1 −1 +1
Γ−u +1 −1 −1
TABLE S2. Irreducible representations of MR and compatibility relations with those of Ma.
irreps. of MR irreps. of Ma Iˆ Gˆa Mˆy
E1
Γ+g +1 +1
 0 1
−1 0

Γ−u −1 −1
E2
Γ+u −1 +1
 0 1
−1 0

Γ−g +1 −1
Generators of Mk (k = U,R, S) are Iˆ , Mˆy, and Gˆa (with added ˆ¯E of double group, strictly speaking). We may also
use another set, Iˆ, Mˆy, Gˆn and
ˆ¯E, for convenience. The following relations hold,
GˆaIˆ = { E | xˆ+ zˆ } IˆGˆa, (S38a)
GˆnIˆ = { E | xˆ+ yˆ + zˆ } IˆGˆn, (S38b)
Mˆy Iˆ = { E | yˆ } IˆMˆy, (S38c)
MˆyGˆa = −GˆaMˆy, (S38d)
MˆyGˆn = −{ E | −yˆ } GˆnMˆy, (S38e)
where −1 corresponds to ˆ¯E. Note that
[Iˆ , Gˆa] = 0, Iˆ
2 = Gˆ2a = Eˆ, (S39)
for U,R and
[Iˆ , Gˆn] = 0, Iˆ
2 = Gˆ2n = Eˆ, (S40)
for S,U . Thus, Ma at U,R and Mn at S,U are Abelian group and they are isomorphic with each other. Below, we
represent these four isomorphic groups as M, for simplicity. (Note that M closes without ˆ¯E). There are four 1D
representations of M as listed in Table S1, each of which corresponds to simultaneous eigenstate of Iˆ and Gˆ.
A. Irreducible representations at R
We first analyze irreducible representations at R. The following anticommutation relations hold,
{Mˆy, Iˆ} = 0, (S41a)
{Mˆy, Gˆa} = 0. (S41b)
We start from the groupMa, and add Mˆy (and ˆ¯E, strictly speaking) to obtain the little groupMR. Considering the
above anticommutation relations, we obtain irreducible representations of MR as shown in Table S2. Note that Mˆy
flips both inversion and Gˆa eigenvalues, and therefore, Γ±g and Γ∓u are paired up. Thus, we obtain 2D irreducible
representations E1 and E2. When we add time-reversal symmetry, each representation is simply doubled by Kramers
degeneracy, to give irreducible co-representations E′1 = 2E1 and E
′
2 = 2E2 (Type (b) of Wigner’s theorem [S7]). For
example, representation space of E′1 is spanned by bases of E1 and their Kramers partners,
|Γ+g〉 , |Γ−u〉 , Θˆ |Γ+g〉 , Θˆ |Γ−u〉 . (S42)
7TABLE S3. Irreducible representations of MS and compatible relations with those of Mn.
irreps. of MS irreps. of Mn Iˆ Gˆn Mˆy
E+
Γ+g +1 +1
 0 1
−1 0

Γ+u −1 +1
E−
Γ−g +1 −1
 0 1
−1 0

Γ−u −1 −1
The latter two bases again form E1, since Θˆ preserves inversion and glide eigenvalues. Note that |Γ+g〉 are orthogonal
to |Γ−u〉 and Θˆ |Γ−u〉 with different eigenvalues, and also to Θˆ |Γ+g〉 owing to Kramers theorem. In this way, all the
states are orthogonal to each other.
Table S2 tells us that |Γ+g〉 always accompanies |Γ−u〉 at R, for instance. Thus, we obtain the following relations
for the number of occupied states,
M<±g(R) = M
<
∓u(R), (S43a)
M<+u(R) +M
<
−g(R) = 2M
<
+u(R), (S43b)
M<u (R) = M
<
g (R) = M
<(R)/2, (S43c)
M<+ (R) = M
<
− (R) = M
<(R)/2. (S43d)
We also conclude
M<±g(R) ∈ 2Z, M<±u(R) ∈ 2Z, (S44)
from the results of irreducible co-representations. (Equation (S44) reproduces the general result M<±u,g(Γi) ∈ 2Z in
the previous section.)
B. Irreducible representations at S
Next, we analyze irreducible representations at S. (Anti-)commutation relations are given by,
{Mˆy, Iˆ} = 0, (S45a)
[Mˆy, Gˆn] = 0, (S45b)
and we obtain compatibility relations between MS and Mn in Table S3. Irreducible co-representations are given by
E′± = 2E±. Thus, we obtain
M<±g(S) = M
<
±u(S), (S46a)
M<+u(S) +M
<
−g(S) = M
<
u (S), (S46b)
M<u (S) = M
<
g (S) = M
<(S)/2, (S46c)
M<±g(S) ∈ 2Z, M<±u(S) ∈ 2Z. (S46d)
C. Irreducible representations at U
Finally, we analyze irreducible representations at U . (Anti-)commutation relations are given by
[Mˆy, Iˆ] = 0, (S47a)
{Mˆy, Gˆn} = 0, (S47b)
{Mˆy, Gˆa} = 0, (S47c)
8TABLE S4. Irreducible representations of MU and compatible relations with those of Ma.
irreps. of MU irreps. of Ma Iˆ Gˆa Mˆy
Eg
Γ+g +1 +1
 0 1
−1 0

Γ−g +1 −1
Eu
Γ+u −1 +1
 0 1
−1 0

Γ−u −1 −1
TABLE S5. Irreducible representations of MU and compatibility relations with those of Mn. The same results have been
obtained for Ma in Table S4.
irreps. of MU irreps. of Mn Iˆ Gˆn Mˆy
Eg
Γ+g +1 +1
 0 1
−1 0

Γ−g +1 −1
Eu
Γ+u −1 +1
 0 1
−1 0

Γ−u −1 −1
and we obtain compatibility relations between MU and Ma (Mn) in Table S4 (Table S5). An identical result is
obtained for both Ma and Mn. Irreducible co-representations are given by E′g = 2Eg and E′u = 2Eu. Thus, we
obtain for both Gˆa and Gˆn,
M<+g(U) = M
<
−g(U), M
<
+u(U) = M
<
−u(U), (S48a)
M<+u(U) +M
<
−g(U) = M
<
+ (U), (S48b)
M<u (U) = 2M
<
+u(U), (S48c)
M<+ (U) = M
<
− (U) = M
<(U)/2, (S48d)
M<±g(U) ∈ 2Z, M<±u(U) ∈ 2Z. (S48e)
D. Topological invariants for Gˆa of Pnma
Using the results obtained in this section, we simplify the formulas of topological invariants, Eq. (5) and Eq. (9), in
the case of Gˆa. First we analyze glide-odd Z4 invariant. Applying Eqs. (S43b), (S43c), (S48b) and (S48c) to Eq. (5),
we obtain
θ
(a)
4 (pi) =
{
M<+ (U)
M<(R)/2
, (mod 4) (S49)
for inversion-odd and -even superconductivity, respectively. From Eqs. (S43c) and (S48d), the first line of Eq. (S49)
is rewritten by
M<+ (U) = M
<(U)/2 = #FSR→U/2 +M<(R)/2 = #FSR→U/2 +M<u (R) = #FSR→U/2 + 2M
<
u−(R) + ∆M(R).
(S50)
For odd-parity superconductivity, this equation modulo four gives the first row of Table I. Even-parity superconductiv-
ity (B1g) may also become Z4 nontrivial TNCS, when excitation is gapful and the filling condition M<(R) ∈ 4(2Z+1)
is satisfied.
Next, we analyze glide-even Z2 invariant. Applying Eqs. (S43) and (S48) to Eq. (9) for odd-parity superconductivity,
we have
ν
(a)
± (pi) = M
<
± (R)/2 +M
<
± (U)/2 = M
<
± (R) + (M
<(U)−M<(R))/4 = #FSR→U/4 (mod 2). (S51)
This gives the second line of Table I.
9E. Topological invariants for Gˆn of Pnma
We simplify Eqs. (5) and (9) for the case of Gˆn. First we consider Z4 invariant of glide-odd superconductivity.
Using Eqs. (S46b), (S46c), (S48b), (S48c) and (S48d), we obtain
θ
(n)
4 (pi) =
{
M<(S)/2 +M<(U)/2
M<(S)/2
, (mod 4) (S52)
for inversion-odd and -even superconductivity, respectively. The first line can be expressed as
M<(S)/2 +M<(U)/2 = #FSS→U/2 +M<(S). (S53)
This equation modulo four gives the third row of Table I, since M<(S) = 2M<u (S) ∈ 4Z by Eq. (S46c). Even-parity
superconductivity (B3g) may also become nontrivial Z4 TNCS when the filling condition M<(S) ∈ 4(2Z + 1) is
realized.
The Z2 topological invariants of glide-even odd-parity superconductivity are evaluated as
ν
(n)
± (pi) = M
<
± (S)/2 +M
<(U)/4 = #FSS→U/4 +M<± (S)/2 +M
<(S)/4. (S54)
Here, the latter two terms are rewritten as
M<± (S)/2 +M
<(S)/4 = M<± (S) + (M
<
∓ (S)−M<± (S))/4 = ∆M(S)/2, (mod 2) (S55)
where we used M<± (S) = M
<
±u(S) +M
<
±g(S) = 2M
<
±u(S) ∈ 2Z. Thus, we obtain the last row of Table I.
F. θ
(a)
4 (pi) for S-Fermi surfaces of Ref. [S8]
In this section, we evaluate θ
(a)
4 (pi) of possible S-Fermi surfaces. As noted in the main text, the S-Fermi surfaces
obtained in a band structure calculation [S8] are interesting situation, because for θ
(a)
4 (pi) the correction ∆M(R) due
to large SOC plays an important role. Let us focus on Fig. 2(a) of Ref. [S8]. At the R point, the splitting of bands
251 and 255, both of which are four-fold degenerate, is so large that the band 255 does not cross the Fermi energy on
the U -R line, as opposed to the results of Refs. [S9, S10]. In the SU(2) limit, the bands at R are eight-fold degenerate,
and therefore, the bands 251 and 255 are paired up in this limit. Thus, this is the situation we referred to as effective
SOC is large, and ∆M(R) is expected to have finite contribution.
An alternative expression of θ
(a)
4 (pi) [see Eqs. (S49) and (S50)] enables a direct evaluation in application to band
structure calculations:
θ
(a)
4 (pi) = M
<(U)/2. (S56)
Since M<(U) = 252 in Ref. [S8], we readily obtain θ
(a)
4 (pi) = 2. Thus, Z4 invariants are also nontrivial for S-Fermi
surfaces of Ref. [S8].
S4. PROOF OF EQUATION (S29)
In this section, we first show that U˜(k) can be taken k-independent when all the atoms do not have inversion as
their site symmetry. Then, we prove Eq. (S29) when U˜(k) is taken k-independent, to complete the derivation of
Eqs. (5) and (9).
Let us suppose that the site symmetry of all the atoms is noncentrosymmetric. We take the origin of the lattice to
be an inversion center, and write the set of all the atoms within an unit cell by B = { rn ∈ (unit cell) }. Note that
we can choose the unit cell so as to satisfy B ≡ { rn,−rn | rn ∈ B/2 }, where B/2 is a subset of B containing half
the atoms in the unit cell. This can be understood by an inductive way: Let us start by taking an arbitrary atom
r1 ∈ B. Then, Iˆr1 = −r1 must be translationally inequivalent to r1, since the site symmetry lacks Iˆ. We name this
atom as r2 ≡ −r1. Next, we take another atom, if any, which is translationally inequivalent to both r1 and r2, and
name it r3. We obtain r4 ≡ −r3, which is translationally inequivalent to all the r1, r2, and r3. Thus, we obtain
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B/2 = { r1, r3, · · · }, by repeating the same procedure. Note that ∆RIn = 0 holds for all rn ∈ B for this choice of B.
Thus, U˜ I(k) = U˜ I(0) is satisfied.
In the following, we show Eq. (S29) by assuming U˜ I(k) = U˜ I(0). For this purpose, we adopt the tight-
binding representation of the space group operations. Let us consider the TRIM Γi (i = 1, 2). At these
points, the representation matrices satisfy [U˜ I(Γi), U˜
G(Γi)] = 0 and U˜
I(Γi)
2 = U˜G(Γi)
2 = U˜E(Γi). Therefore,
γ(Γi) ≡
{
U˜E(Γi), U˜
I(Γi), U˜
G(Γi), U˜
GI(Γi)
}
is a representation of the Abelian group M, whose irreducible repre-
sentations have been summarized in Table S1. It can be proven that the two representations γ(Γ1) and γ(Γ2) are
identical when U˜ I(k) = U˜ I(0). Then, it follows that the irreducible decomposition of γ(Γi)
γ(Γi) = M+u(Γi)Γ+u +M−u(Γi)Γ−u +M+g(Γi)Γ+g +M−g(Γi)Γ−g, (S57)
are also identical, and Eq. (S29) is proved.
We prove the equivalence of γ(Γ1) and γ(Γ2) below. It is sufficient to examine the characters of U˜
E(Γi), U˜
I(Γi),
U˜G(Γi), and U˜
GI(Γi). First, we obtain
χγ(Γ1)(E) = Tr U˜
E(0) = χγ(Γ2)(E), (S58)
χγ(Γ1)(I) = Tr U˜
I(0) = χγ(Γ2)(I), (S59)
since U˜E(k) and U˜ I(k) are k-independent. Next, we consider the characters of Gˆ and Sˆ ≡ GˆIˆ. Note that Sˆ is the
screw symmetry in our setup. Since they are nonsymmorphic symmetries, the permutation matrices D(G) and D(S)
are off-diagonal. Actually, the assumption
gˆrn =
∃ R0 + rn, (gˆ = { pc | a/2 + cˆ/2 } = Gˆ, Sˆ), (S60)
with R0 being a lattice translation vector, leads to a contradiction:
R0 + rn = gˆrn = { pc | a/2 + cˆ/2 } rn = pcrn + a/2 + cˆ/2, (S61a)
a/2 + cˆ/2 = (rn − pcrn) +R0. (S61b)
The a-component (c-component) is fractional in the left-hand side, although it is integer in the right-hand side for Gˆ
(Sˆ). Therefore, we have
χγ(Γ1)(gˆ) = 0 = χγ(Γ2)(gˆ) (gˆ = Gˆ, Sˆ). (S62)
Thus, γ(Γ1) and γ(Γ2) are identical, and Eq. (S29) holds.
S5. EXTENSION OF THE FORMULAS TO GENERAL INVERSION OPERATION
In this section, we show that the formulas derived in the previous sections remain valid even when U˜ I(k) is k-
dependent. The derivation in the previous sections using the periodic basis Eq. (S4a) can not be directly applied
in such a case. This is because k-derivative of U˜ I(k) makes finite contribution. To solve the difficulty, we rewrite
Eq. (S18) in the Lo¨wdin basis Eq. (S5a), in which inversion operation is k-independent.
A. Glide-odd Z4 invariant in the Lo¨wdin basis
First, we rewrite the Z4 invariant in the Lo¨wdin basis, without assuming the presence of the inversion symmetry.
In this section, we distinguish the state vectors, Berry connection, and Berry curvature in the periodic basis from
those in the Lo¨wdin basis by their subscript and argument, e.g. Ak represents Berry connection in the periodic basis,
while A(k) represents Berry connection in the Lo¨wdin basis. Here, we rewrite F+(k) defined in Eq. (S19) as Fk+,
in order to emphasize it is defined via periodic basis. Instead, we use F+(k) to represent the Berry curvature in the
Lo¨wdin basis. The list of occupied states in the Lo¨wdin basis is given by,
Ψ+(k) = V (k)
†Ψk+, Ψ+(k +G) = V (G)†Ψ+(k). (S63)
Here, Ψ+(k) satisfy the eigen-equation of the glide operator,
UGBdG(k)Ψ+(k) = Ψ+(k +Gc) · ie−ika/2, Gc ≡Mck − k = −2Γccˆ, (S64)
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and equivalently,
U¯GBdG(k)Ψ+(k) = Ψ+(k) · ie−ika/2, (S65a)
U¯GBdG(k) ≡ V (Gc)UGBdG(k) = V (k)†U˜GBdG(k)V (k). (S65b)
Hereafter, we denote (ka, kb,Γc) as k.
The Berry connections in each basis are defined by,
Ak+ ≡ Tr
[
Ψ†k+∂kΨk+
]
, (S66a)
A+(k) ≡ Tr
[
Ψ†+(k)∂kΨ+(k)
]
, (S66b)
which are related to each other by
A+(k) = Ak+ − ir<+(k), (S67a)
ir<+(k) ≡ iTr
[
Ψ†k+rˆΨk+
]
, (rˆ)nn′ ≡ −i(V (k)†∂kV (k))nn′ = rnδnn′ . (S67b)
Accordingly,
F+(k) = Fk+ − icˆ · ∇k × r<+(k), (S68a)
holds for the Berry curvature Fk+ = ij∂i(Ak+)j , and F+(k) = ij∂i(A+(k))j .
The Z4 invariant θ4(Γc) is rewritten as [S11]
θ4(Γc) = 2
{∫ pi
0
dkb
pii
β ·Ak+|ka=pi +
1
pii
Log
[
Pf[wΓ2+]
Pf[wΓ1+]
]}
−
∫
0≤ka≤pi
d2k
pii
Fk+, (S69)
where wk+ ≡ Ψ†−k+ΘΨk+. When we define similar quantity θL(Γc) in the Lo¨wdin basis as
θL(Γc) = 2
{∫ pi
0
dkb
pii
β ·A+(k)|ka=pi +
1
pii
Log
[
Pf[w+(Γ2)]
Pf[w+(Γ1)]
]}
−
∫
0≤ka≤pi
d2k
pii
F+(k), (S70a)
w+(k) ≡ Ψ+(−k)†ΘΨ+(k) = wk+, (S70b)
the Z4 invariant recasts into
θ4(Γc) = θ
L(Γc) + δrb, (S71)
where δrb is given by
δrb ≡ 2
∫ pi
0
dkb
pi
β · r<+(k)
∣∣
ka=pi
−
∫
0≤ka≤pi
d2k
pi
cˆ · ∇k × r<+(k). (S72)
This term gives the correction to θL(Γc) purely from atomic positions within an unit cell, as we see below.
Let us simplify the expression of δrb. Note that
Ψk′+Ψ
†
k′+ = ΘΨ−k′+(ΘΨ−k′+)
†, (S73)
since Θ preserves glide eigenvalues on the line CAII(Γc) = { k′ | k′ ≡ (pi, kb,Γc) }. It follows that r<+(k′) = r<+(−k′).
Thus, the first term in Eq. (S72) can be rewritten as
2
∫ pi
0
dkb
pi
β · r<+(k′) =
∫ pi
−pi
dkb
pi
β · r<+(k′). (S74)
By using Stokes’ theorem, we obtain
δrb =
∫ pi
−pi
dkb
pi
β · r<+(k′′), k′′ ≡ (0, kb,Γc). (S75)
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Owing to the particle-hole symmetry, which preserves glide eigenvalues on the line { k′′ }, we have
Ψk′′+Ψ
†
k′′+ + CΨ−k′′+(CΨ−k′′+)
† = P+(k′′). (S76)
Here, P+(k) ≡ (U˜GBdG(k) + ie−ika/2)/(2ie−ika/2) is the projection operator onto positive glide eigen-space. It follows
that
r<+(k
′′) = Tr
[
Ψk′′+Ψ
†
k′′+rˆ
]
(S77a)
= −Tr [CΨ−k′′+(CΨ−k′′+)†rˆ]+ Tr [P+(k)rˆ] (S77b)
= −r<+(−k′′) + Tr [P+(k′′)rˆ] . (S77c)
Furthermore,
Tr [P+(k)rˆ] =
1
2
Tr[rˆ] = 2norb
∑
n
rn, (S78)
since Tr[U˜GBdG(k)rˆ] ∝ Tr[sc] = 0, with sc being the Pauli matrix of the Kramers degrees of freedom. Note that Tr[·]
in Eq. (S78) is taken in the space spanned by Nambu, Kramers, sublattices, and local non-Kramers (that is, orbital)
degrees of freedom whose number is norb ≥ 1. Thus, we obtain the final expression,
δrb =
∫ pi
−pi
dkb
2pi
β · [r<+(k′′) + r<+(−k′′)] = 2norbβ ·∑
n
rn. (S79)
B. Glide-odd Z4 invariant in the presence of k-dependent inversion symmetry
Here, we evaluate the Z4 invariant on the ZF θ4(pi) = θL(pi) + δrb in the presence of inversion symmetry. A
discussion parallel to k-independent inversion operator can be used to evaluate θL(pi), since inversion operation is
k-independent in the Lo¨wdin basis when we place the origin at an inversion center:
U IBdGΨ+(k) = Ψ+(−k)U Iχ(k), (S80)
where U Iχ(k) is a gauge-transformation matrix, and we have
U IBdGΨ+(Γi) = Ψ+(−Γi)ζˆ, (S81)
where ζˆ is a diagonal matrix with components ±1. It should be noticed that ζˆ represents the eigenvalues of U˜ IBdG(Γi),
not of U IBdG, since
U¯ IBdG(Γi)Ψ+(Γi) = Ψ+(Γi)ζˆ, U¯
I
BdG(Γi) = V (−2Γi)U IBdG = V (Γi)†U˜ IBdG(Γi)V (Γi), (S82)
and therefore, U¯ IBdG(Γi) is unitary-equivalent to U˜
I
BdG(Γi), not to U
I
BdG(Γi). Thus, θ
L(pi) can be rewritten as
(−1)θL(pi)/2 =
 ∏
i=1,2
(−1)M<+u(Γi)/2+M<−u(Γi)/2ηM
<
− (Γi)/2
I
 ·
 ∏
i=1,2
(−1)M−u(Γi)/2ηM−(Γi)/2I
 , (S83)
by Eq. (S27). The latter product is the extra factor coming from the k-dependence of U˜ I(k), and can not be ignored
in general. This term may take the value −1 when atoms are placed at an inversion center on the face of the unit
cell, e.g. Wyckoff position 4a in Pnma. However, we see below that δrb cancels out this factor, and the formulas in
the main text still hold for k-dependent inversion cases. (This cancellation is physically reasonable, since θ4(pi) = 0
holds for an atomic superconductor µ→ −∞.)
Note that the atoms within an unit cell can be classified into the following two groups. The first group, named A,
includes the atoms having inversion as their site symmetry, while otherwise the atoms are classified into the group
B. We can define the subset B/2 of B, so as to satisfy B = { ±rn | rn ∈ B/2 } (see Sec. S4). Thus, contribution
to δrb only comes from the atoms in the group A. Similarly, we can define the subset A/2 of A so that A ={
rn, Gˆ(rn)
∣∣∣ rn ∈ A/2 }, since Gˆ must exchange sublattices. In our setup,
Gˆ(rn) = Mˆcrn + a/2 + cˆ/2, (S84)
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and we have β · (rn + Gˆ(rn)) = 2rn · β. Using Iˆ(rn) = −rn = rn + ∆RIn for rn ∈ A, and piβ = Γ2 − Γ1, we find
δrb = 4norbβ ·
∑
n∈A/2
rn (S85a)
= 2norbβ ·
∑
n∈A/2
(−∆RIn) (S85b)
=
∑
l:orb
2 ∑
n∈A/2
(−β ·∆RIn)
 (S85c)
=
∑
l:orb
pl
2 ∑
n∈A/2
(−β ·∆RIn)
 (mod 4) (S85d)
= 2
∑
l:orb
pl
∑
n∈A/2
(
−Γ2 ·∆R
I
n
pi
+
Γ1 ·∆RIn
pi
)
(S85e)
= 2
∑
l:orb
pl
∑
n∈A/2
(
eiΓ2·∆R
I
n − 1
2
− e
iΓ1·∆RIn − 1
2
)
(mod 4) (S85f)
=
∑
l:orb
pl
∑
n∈A/2
(
eiΓ2·∆R
I
n − eiΓ1·∆RIn
)
, (S85g)
where pl = ±1 is the parity of the local orbitals (Note that atoms in the group A are locally centrosymmetric). Here,
an equality eiΓi·∆R
I
G(n) = eiΓi·∆R
I
n holds, since
IˆGˆrn = Gˆrn + ∆R
I
G(n), (S86a)
IˆGˆrn = { E | −a− cˆ } Gˆ(rn + ∆RIn) = Gˆrn + Mˆc∆RIn − a− cˆ, (S86b)
Γi ·∆RIG(n) = (MˆcΓi) ·∆RIn + Γi · (−a− cˆ) = Γi ·∆RIn +Gc ·∆RIn − 2pi = Γi ·∆RIn (mod 2pi). (S86c)
Thus,
δrb =
1
2
∑
l:orb
pl
∑
n∈A
(
eiΓ2·∆R
I
n − eiΓ1·∆RIn
)
(S87a)
=
1
4
(χΓ2(Iˆ)− χΓ1(Iˆ)) (S87b)
=
1
4
[
(M+g(Γ2) +M−g(Γ2)−M+u(Γ2)−M−u(Γ2) (S87c)
− (M+g(Γ1) +M−g(Γ1)−M+u(Γ1)−M−u(Γ1))
]
. (S87d)
In the second line, we used U˜ I(k)nls,nls = e
ik·∆RIn pl in the subspace spanned by the A-atoms, and U˜ I(k)nls,nls = 0
for B-atoms. Note that the rotation of basis for Kramers degrees of freedom changes only glide eigenvalues, and thus
M+g,u(Γi) = M−g,u(Γi) = Mg,u(Γi)/2. In addition, Mg(Γ1) +Mu(Γ1) = Mg(Γ2) +Mu(Γ2). Therefore,
δrb =
1
2
(−Mu(Γ2) +Mu(Γ1)) = −M−u(Γ2) +M−u(Γ1) (S88a)
=
1
2
(Mg(Γ2)−Mg(Γ1)) = M−g(Γ2)−M−g(Γ1). (S88b)
Thus, δrb modulo four cancels the correction in Eq. (S83), and the formulas in the main text remain valid even when
k-dependence of U˜ I(k) is inevitable.
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C. Glide-even Z2 invariant in the Lo¨wdin basis
A calculation similar to the previous subsection reveals the Z2 invariant of glide-even SCs. By using TRS and
particle-hole symmetry on the line CAII(Γc), we obtain
ν±(Γc) = νL±(Γc) + δrb/2, (S89a)
νL±(Γc) =
∫ pi
0
dkb
pii
β ·A±(k′) + 1
pii
Log
[
Pf[w±(Γ2)]
Pf[w±(Γ1)]
]
. (S89b)
D. Glide-even Z2 invariant in the presence of k-dependent inversion symmetry
We show the formulas for the Z2 invariants remain valid even when the k-dependence of U˜ I(k) is inevitable. We
can easily evaluate νL±(pi) by using Eq. (S33),
νL±(pi) =
 ∏
i=1,2
η
M<± (Γi)/2
I
 ·
 ∏
i=1,2
(−1)M±u(Γi)/2ηM±(Γi)I
 . (S90)
The latter product cancels with the correction δrb/2 = (−M±u(Γ2) +M±u(Γ1))/2 = (M±g(Γ2)−M±g(Γ1))/2. Thus,
the formulas in the main text have been proven.
S6. A TIGHT-BINDING HAMILTONIAN FOR UCoGe
In this section, we give a single-orbital tight-binding Hamiltonian for UCoGe. This is a minimal model of Z4 and
Z2 nontrivial TNCS in the space group Pnma.
A. Normal-part Hamiltonian and model parameters
First, we show spin-independent part of the tight-binding Hamiltonian. Figure S1 shows uranium atoms in a unit
cell. There are four uranium atoms labeled by (a1, a2, b1, b2). Atoms (a1, a2) and (b1, b2) are placed on the planes
y = −1/4, 1/4, respectively, and form zigzag chains in the x direction. We call these chains as chain a and chain b.
Within nearest neighbor coupling, hopping part of the Hamiltonian is given by
Hˆhop =
∑
k
C†kHhop(k)Ck, (S91a)
Ck = (cka1↑, cka1↓, cka2↑, cka2↓, ckb1↑, ckb1↓, ckb2↑, ckb2↓)
T
, (S91b)
Hhop(k) = s0 ⊗
(
Ha(k) Hab(k)
Hab(k)
† Hb(k)
)
η
, (S91c)
Ha(k) =
(
ξ(k) ξ12(k)
ξ12(k)
∗ ξ(k)
)
σ
, (S91d)
Hb(k) = Ha(k)
T , (S91e)
Hab(k) =
(
v1(k) 0
0 v2(k)
)
σ
, (S91f)
where s shows spin, while σ and η represent sublattice degrees of freedom corresponding to (1, 2) and (a, b), respectively.
Here, Ha and Hb represent the intra-chain hopping within the chain a and the chain b, while Hab represents the inter-
chain hopping between the chains a and b. Ha, Hb, and Hab are given by
ξ(k) = 2t′1 cos kx + 2t2 cos ky + 2t3 cos kz − µ, (S92a)
ξ12(k) = t1(1 + e
−ikx), (S92b)
v1(k) = e
−ikx(1 + e−iky )(tab + eikz t′ab), (S92c)
v2(k) = e
ikz (1 + e−iky )(tab + e−ikz t′ab). (S92d)
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FIG. S1. Uranium atoms in a unit cell of UCoGe. Atoms (a1, a2) on a plane y = −1/4 are highlighted by red, while (b1, b2)
on y = 1/4 by blue. All the four atoms are placed at an equivalent Wyckoff position 4c. Position of the atoms is parametrized
by (x, z) = (0.0101, 0.7075) [S12], where lattice constants are normalized to be unity.
Next, we introduce spin-dependent part of the tight-binding Hamiltonian. For simplicity of the model, we take only
intra-sublattice spin-orbit coupling into account. In accordance with the Cs local symmetry of the uranium atoms,
we obtain spin-orbit coupling term,
HSOC(k) = α(δα sin kx sy − sin ky sx)σzηz (S93a)
+ β(sin ky sz + δβ sin kz sy)ηz, (S93b)
= gα(k) · sσzηz + gβ(k) · sηz, (S93c)
where
gα(k) = α(− sin ky, δα sin kx, 0)T , (S94a)
gβ(k) = β(0, δβ sin kz, sin ky)
T , (S94b)
α, δα, β, δβ ∈ R. (S94c)
Here, sµ, σµ, and ηµ are the Pauli matrices for spin, sublattice (1, 2), and sublattice (a, b), respectively. Thus, the
matrix representation of normal-part Hamiltonian is given by the sum of these two parts:
H(k) = Hhop(k) +HSOC(k). (S95)
We adopt the following parameters to mimic the cylinder FSs 71 and 72 in Fig. 1,
(t1, t2, t3, tab, t
′
ab, µ, t
′
1, α, δα, β, δβ) = (1, 0.2, 0.1, 0.5, 0.1, 0.55, 0.1, 0.3, 0.5, 0.3, 0.5). (S96)
FSs of the model Eqs. (S95) and (S96) are depicted in Fig. S2.
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FIG. S2. FS of the model. The panels (a,b,c) show the kz = 0, pi/2, and pi slices of the FS, respectively.
B. Symmetry operations
Here, we write down the representation matrices of symmetry operations in Pnma. For brevity, we show only a set
of generators Iˆ, Gˆa and Gˆn,
U˜ I(k) = ηx, (S97a)
U˜Ga(k) = −isz ⊗

(
0 e−ikx
1 0
)
σ
0
0
(
0 eikz
e−ikx+ikz 0
)
σ

η
, (S97b)
U˜Gn(k) = −isx ⊗
 0
(
0 eikx−iky
e−iky 0
)
σ(
0 e−ikz
eikx−ikz 0
)
σ
0

η
. (S97c)
Other operations are obtained by their combination. Symmetry of the Hamiltonian H(k) are written as
U˜g(k)H(k)
[
U˜g(k)
]†
= H(pk), (S98)
for gˆ = { p | a } ∈ Pnma.
C. BdG Hamiltonian
The BdG Hamiltonian is given by
Hˆ =
1
2
∑
k
Φ†kHBdG(k)Φk, (S99a)
Φ†k ≡ (C†k, CT−k(−isy)), HBdG(k) = H(k)⊗ τz + ∆˜(k)⊗ τx, (S99b)
where τµ represents the Pauli matrix in Nambu space. Here, ∆˜(k) is the superconducting order parameter in the
current basis, which is connected to the usual definition of ∆ˆ(k) in Ref. [S13] by ∆˜(k) = ∆ˆ(k)(−isy). The time-reversal
symmetry of the system imposes Hermitian property on ∆˜(k),
ΘHBdG(k)Θ
−1 = HBdG(−k), Θ = isyK, (S100a)
∆˜(k)† = ∆˜(k), (S100b)
with complex conjugation K. The BdG Hamiltonian has the particle-hole symmetry
CHBdG(k)C
−1 = −HBdG(−k), C = τysyK. (S101)
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TABLE S6. List of order parameters used in the numerical calculation. We take δ = 1 in B2u.
irrep. ∆˜(k)/d0
Au sin kxsx + sin kysy + sin kzsxσz
B1u sin kxsy + sin kysx + sin kzsyσz
B2u sin kxsxσz + sin kysyσz + sin kzsx + δ {(1 + cos kx)sxσyηz − sin kxsxσx} /2
B3u sin kxsyσz + sin kysxσz + sin kzsy
Symmetries of Pnma in the normal state Eq. (S98) are extended to the superconducting state as follows. Let us
take gˆ = { p | a } ∈ Pnma. Then, BdG Hamiltonian of gˆ-even (-odd) superconductivity, where U˜g(k)∆˜(k)U˜g(k)† =
±∆˜(pk), preserves the symmetry
U˜gBdG(k)HBdG(k)U˜
g
BdG(k)
†
= HBdG(pk), (S102a)
U˜gBdG(k) ≡ U˜g(k)⊗
(
1 0
0 ±1
)
τ
. (S102b)
Here, the U(1) gauge rotation is combined with the crystal symmetry. Then, we have
CU˜gBdG(k) = ±U˜gBdG(−k)C. (S103)
Superconducting order parameters are given by the basis functions of the point group D2h, which is associated with
the space group Pnma [S13]. We assume a simple form of ∆˜(k) in Table S6 for Au, B1u, B2u, and B3u states. Note
that topological properties are insensitive to specific k-dependence of ∆˜(k). Magnitude of the order parameters is
taken as d0 = 0.5 t1, for visibility of the figures of surface spectrum. The δ-term in B2u state was incorporated so as
to remove accidental excitation nodes at kz = pi.
D. Accidental point nodes in the model of B2u and B3u states
The model presented in this section shows accidental point nodes in B2u and B3u states, while Au and B1u states
are gapful. Actually, both B2u and B3u states have point nodes on the kz = 0 plane, which are protected by the
glide-winding number [S14]. Note that, however, these point nodes are not protected by symmetry. Therefore, their
existence depends on the detailed k-dependence of the order parameters. In particular, they can be pair-annihilated
by tuning order parameters, since all the Fermi surfaces are connected (Fig. S2 (a)). Thus, they may be the artifact
of the model. For this reason, we do not discuss these point nodes in the following part of the paper.
The B3u state also has point nodes on the ky = pi plane due to the accidental symmetry ηz of HBdG(ky = pi). They
are protected by the winding number of class AIII defined within each eigen-sector of Hamiltonian simultaneously
block-diagonalized by Mˆy and ηz. Note that the mirror winding number [S15] of HBdG(ky = pi) vanishes owing to the
ΘˆIˆ symmetry. Thus, the point nodes on ky = pi are also the artifact of the model, and vanish in realistic situations.
The presence of these point nodes is not harmful for the glide topological invariants and topological surface states.
S7. CALCULATED SURFACE STATES OF GLIDE TNCS
A. Surface states of Gˆa-TNCS
In this section, we show results of the model calculations of surface states protected by Gˆa-topological invariants.
We adopt a slab geometry, where lattice sites are given by{
R = nxˆ+myˆ + lzˆ
∣∣ (n, l) ∈ Z2, 0 ≤ m ≤ Ly } . (S104)
Translation operators satisfy
TˆLxx = 1ˆ, Tˆ
Lz
z = 1ˆ. (S105)
It is easily confirmed that the glide symmetry Gˆa is preserved on the surfaces {R | m = 0 } and {R | m = Ly }.
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FIG. S3. (010) surface states of Gˆa-odd superconductivity with kz = pi. We take Lx = 200 and Ly = 50. Surface states with
positive- and negative-glide eigenvalues are highlighted by red and blue, respectively.
FIG. S4. (010) surface states of Gˆa-even superconductivity with kz = pi. We take Lx = 200 and Ly = 50. Surface states with
positive- and negative-glide eigenvalues are highlighted by red and blue, respectively.
Gˆa-odd TNCS
First we show the results of Gˆa-odd superconductivity Au and B1u. Figures S3(a) and S3(b) show the surface states
of Au and B1u at kz = pi, respectively. Surface states with positive and negative glide eigenvalues are highlighted by
red and blue, respectively. Topological surface states consistent with nontrivial Z4 invariant θ(a)4 (pi) = 2 appear in
the figures.
Although zero-energy surface states are pinned to kx = pi, these are the artifact of the model. Actually, there
is an emergent internal symmetry [HBdG(pi, ky, pi), σz] = 0 for both Au and B1u states. The fourfold degeneracy
at kx = kz = pi follows from the anticommutation relation {U˜GaBdG(k), σz} = 0, by making use of the discussion in
Ref. [S16]. Here, σz is an accidental symmetry which is not included in Pnma, and therefore, should be broken in
reality. Indeed, the pinning can be removed by adding the following term to HBdG(kx, ky, pi),
∆H(k) = (U˜Ga(k) + U˜Ga(k)†)τz, kz = pi, (S106)
which is compatible with the Gˆa, Θˆ, and Cˆ symmetries. We take  = 0.015 to calculate the surface states. The result
is shown in Figs. S3 (c) and S3 (d). The surface states show a characteristic feature of nontrivial surface states with
θ
(a)
4 (pi) = 2 [S1].
Gˆa-even TNCS
Next, we show the result of Gˆa-even superconductivity B2u and B3u. Figures S4(a) and S4(b) show the (010)
surface states of B2u and B3u at kz = pi, which are consistent with Z2 nontrivial TNCS with ν(a)± (pi) = ±1. In
contrast to glide-odd TNCS, the gapless surface states at kx = pi are protected by nontrivial Z2 number ν(a)± (pi) = 1,
and therefore, they are not lifted by small perturbations. Actually, addition of the term Eq. (S106), which preserves
the glide symmetry also in this case, does not affect the spectrum around kx = pi, as shown in Figures S4(c) and
S4(d).
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FIG. S5. (01¯1) surface states of Gˆn-odd superconductivity at kc = pi. We take La = 200 and Lb = 50. Surface states with
positive- and negative-glide eigenvalues are highlighted by red and blue, respectively.
B. Surface states of Gˆn-TNCS
Here, we show the results of the model calculations for surface states protected by Gˆn-topological invariants. We
adopt a slab geometry, where lattice sites are given by{
R = na+mb+ lcˆ
∣∣ (n, l) ∈ Z2, 0 ≤ m ≤ Lb } , (S107a)
a = yˆ + zˆ, b = zˆ, cˆ = xˆ. (S107b)
Translation operators satisfy
TˆLaa = 1ˆ, Tˆ
Lc
cˆ = 1ˆ. (S108)
It is easily confirmed that Gˆn is preserved on the surfaces {R | m = 0 } and {R | m = Lb }.
Gˆn-odd TNCS
First, we show the results of Gˆn-odd superconductivity Au and B3u. Figures S5(a) and S5(b) show the (01¯1) surface
states of Au and B3u at kc = pi, respectively. Surface states with positive and negative glide eigenvalues are highlighted
by red and blue, respectively. Topological surface states consistent with nontrivial Z4 invariant θ(n)4 (pi) = 2 appear in
the figures. Although zero-energy surface states are pinned to ka = 0 and ka = pi, these are the artifact of the model.
Actually, there is an accidental internal symmetry [HBdG(kc = pi), σz] = 0, and the fourfold degeneracy at ka = 0, pi
follows from the following relations, by making use of the discussion in Ref. [S16],
(Θσz)
2 = −1, (S109a)
{U˜GnBdG(k), σz} = 0. (S109b)
Indeed, the pinning can be removed by adding the following two terms to HBdG(kc = pi), breaking the accidental
symmetry σz. The first one is similar to Eq. (S106),
∆H(k) = (U˜Gn(k) + U˜Gn(k)†)τz, kc = pi, (S110)
which lifts the accidental degeneracy at ka = pi. This term vanishes at ka = 0 due to the anti-Hermitian property of
U˜Ga(ka = 0, kc = pi). However, we have another term preserving the symmetry, for example,
∆H ′(k) = sxσyηzτx, kc = pi, (S111)
which is also compatible with the Gˆn, Θˆ, and Cˆ symmetries. By this term, the accidental degeneracy at ka = pi is also
lifted. The resulting surface states at kc = pi are shown in Fig. S5(c) and Fig. S5(d), illustrating the characteristic
surface states of Z4 nontrivial θ(n)4 (pi) = 2 state. Here, we take  = 0.015.
20
FIG. S6. (01¯1) surface states of Gˆn-even superconductivity at kc = pi. We take La = 200 and Lb = 50. Surface states with
positive- and negative-glide eigenvalues are highlighted by red and blue, respectively.
Gˆn-even TNCS
Next, we show the results for Gˆn-even superconductivity B1u and B2u. Figure S6(a) and S6(b) show the (01¯1)
surface states of B1u and B2u at kc = pi, which are consistent with Z2 nontrivial TNCS with ν(n)± (pi) = ±1. The
pinning of gapless surface states at ka = 0 is again owing to the accidental symmetry σz. It can be lifted as in the
Gˆn-odd superconductivity, by adding Eq. (S110) and
∆H ′′(k) = syσyηzτx, kc = pi, (S112)
instead of Eq. (S111). Then, zero-energy surface states are lifted from ka = 0 as shown in Figs. S6(c) and (d), while
the pinning at ka = pi remains intact. The results are characteristic properties of glide-even TNCS with ν
(n)
± (pi) = 1.
C. Relationship to Shiozaki’s toy model
Here we discuss the connection of our model with Shiozaki’s toy model: time-reversal symmetric 2D spin-triplet
superconductivity with a single (Kramers-degenerate) Fermi surface, as a minimal model realizing θ4 = 1 state [S1].
Naively thinking, it seems that the nontrivial topology θ4 = 2 of our model at kc = pi plane, namely HBdG(ka, kb, pi),
could be directly understood as just two stacked copies of the Shiozaki’s toy model, because HBdG(ka, kb, pi) describes
spin-triplet superconductivity with two Fermi surfaces. However, this is not the case, when HBdG(ka, kb, pi) is regarded
as a part of a 3D system, as we discuss below.
We first stress that the 2D toy model proposed by Shiozaki et al. is essentially a 1D class D topological supercon-
ductivity. On the ka = 0 line (in our notation), Shiozaki’s model consists of a Kitaev chain in each glide eigen-sector.
Therefore, nontrivial topology is ensured by the presence of the Fermi surface crossing the ka = 0 line. On the other
hand, the cylinder Fermi surfaces are on the ka = pi line, and not on the ka = 0 line. It is by no means obvious whether
the cylinder Fermi surfaces can be adiabatically deformed into two stacks of the Shiozaki’s toy model. Indeed, this
is impossible as long as the screw symmetry is preserved. This point can be clearly seen in Table I in the main text:
Z4 invariant of the Pnma system at the Brillouin zone face is determined solely by the Fermi surfaces crossing the
ka = pi line, and presence/absence of the Fermi surfaces at the ka = 0 line does not matter. Thus, our model offers a
new and realistic platform to realize nontrivial Z4 invariants in three dimensional systems.
S8. SURFACE DIRECTIONS TO OBSERVE TOPOLOGICAL SURFACE STATES
In this section, we elucidate the boundary directions required to observe symmetry-protected surface states as-
sociated with glide topological invariants. It is often stated that we have to take boundary direction preserving
Gˆ = {Mc | a/2 + cˆ/2 }, that is a- and cˆ-normal surfaces. However, we here show that the topological surface states
appear not only on that surface but also on many other surface directions. This is because there is another glide
symmetry Gˆ′ associated with Gˆ, defined by
Gˆ′ ≡ { E | ma− nb } Gˆ = {Mc | (2m+ 1)a/2− nb+ cˆ/2 } , (S113)
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TABLE S7. Table of the generators of the glide-odd topological phases from Ref. [S14].
W θ4(0) θ4(pi)
H1 1 1 0
H2 0 0 2
H3 0 1 1
with m and n being arbitrary integer. The new glide operation Gˆ′ is preserved on the surface normal to (2m+1)a−2nb
and cˆ. In the following, we assume 2m + 1 and 2n are mutually prime without loss of generality, since otherwise we
can find another pair of (m′, n′) to give the same surface direction. (Actually, we can write 2m+ 1 = (2m′ + 1)d and
2n = 2n′d, with d ∈ 2Z+ 1 the greatest common divisor.) It can be shown that we can retake the set of basic lattice
translation vectors so as to include a′ = (2m + 1)a − 2nb, without Brillouin zone folding. Indeed, when we adopt
another lattice translation vector b′ = αa+ βb, the volume of the unit cell is
|a′, b′, cˆ| = |a, b, cˆ|
∣∣∣∣∣∣
2m+ 1 α 0
−2n β 0
0 0 1
∣∣∣∣∣∣ = |a, b, cˆ| {(2m+ 1)β + 2nα} . (S114)
We can find a pair of integer (α, β) such that (2m + 1)β + 2nα = 1, since (2m + 1) and 2n are mutually prime.
Thereby, |a, b, cˆ| = |a′, b′, cˆ| holds, and the volume of the unit cell does not change. The first Brillouin zone of the
new basis is given by −pi < k′a, k′b, kc ≤ pi.
Now, let us apply the formulas for topological invariants to the newly introduced glide symmetry Gˆ′ =
{Mc | a′/2 + cˆ/2 }. The point is that the two TRIM Γi (i = 1, 2), which determine topological invariants, are
shared by Gˆ and Gˆ′. Actually, Γi (i = 1, 2) for Gˆ′ are the TRIM on the line
kc = k
′
a = (2m+ 1)ka − 2nkb = pi. (S115)
Clearly, they are (ka, kb) = (pi, 0), (pi, pi), which coincide with Γi (i = 1, 2) for Gˆ. Thus, topological invariants for Gˆ
and Gˆ′ are identical, and bulk-boundary correspondence ensures the topological surface states on the Gˆ′-preserving
surface, when topological invariants enriched by Gˆ is nontrivial.
For example, let us consider the n-glide symmetry of UCoGe. We can retake the glide operation as
Gˆ′n ≡ { E | m(yˆ + zˆ)− nzˆ } Gˆn = {Mx | xˆ/2 + (2m+ 1)yˆ/2 + (2m− 2n+ 1)zˆ/2 } , (S116)
with m and n being arbitrary integer. The glide topological invariants defined by Gˆ′n are exactly the same as those
by Gˆn. Thus, topologically-protected surface states also appear on the (0, 2m − 2n + 1,−(2m + 1)) surface. In the
same way, it is also shown that the (2n,−(2m+ 1), 0) surface hosts topologically-protected surface states associated
with TNCS by considering the a-glide symmetry
Gˆ′a ≡ { E | mxˆ− nyˆ } Gˆa = {Mz | (2m+ 1)xˆ/2− nyˆ + zˆ/2 } . (S117)
Thus, we have many options for the surface direction. Experimental difficulty to observe the surface states may be
reduced by this fact.
S9. STRONG TOPOLOGICAL INDICES OF UCoGe
In this section, we complete the topological classification of UCoGe. In particular, we clarify strong topological
indices. For convenience, we show generators of glide-odd and glide-even topological phases obtained by K-theory [S14]
in Table S7 and Table S8, respectively. Topological indices {ZW ,Zstrong2 ,Zweak4 } of glide-odd superconductivity and
[ZCST2 ,Z
strong
2 ,Zweak2 ] of glide-even superconductivity are given by {n,m, l} and [n,m, l], respectively, when the BdG
Hamiltonian has topological invariants equivalent to those of the Hamiltonian (⊕H1)n(⊕H2)m(⊕H3)l. Here, ZW
corresponds to the usual three-dimensional winding number, while ZCST2 represents the usual one-dimensional class
DIII Z2 invariant on the line CAII(Γc) [S2, S14]. The strong glide topological indices is represented by Zstrong2 , while
weak glide indices are represented by Zweak4 and Zweak2 for glide-odd and -even superconductivity, respectively [S14].
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TABLE S8. Table of the generators of the glide-even topological phases from Ref. [S14].
ν+(0) ν−(0) ν+(pi) ν−(pi)
H1 1 0 1 0
H2 0 0 1 1
H3 1 1 1 1
TABLE S9. Topological indices of UCoGe. The first and the second row correspond to the two possibilities of the winding
number, W = 4n and W = 4n + 2, respectively. Curly braces represent glide-odd indices {ZW ,Zstrong2 ,Zweak4 }, while square
braces represent glide-even indices [ZCST2 ,Z
strong
2 ,Z
weak
2 ].
Gˆa Gˆn
Au
{4n, 0, 2} {4n, 1, 0}
{4n+ 2, 1, 0} {4n+ 2, 0, 2}
B1u {0, 0, 2} [0, 1, 0]
B2u [0, 0, 1] [0, 1, 0]
B3u [0, 0, 1] {0, 1, 0}
Here, we evaluate topological invariants by considering only the cylinder FSs, and later we show irrelevant influence
of the other FSs.
First, we consider Au representation. We can show that the winding number is an even integer W ∈ 2Z by using
the formula of Ref. [S5]. Thus, we take W = 4n or W = 4n+ 2, where n is an arbitrary integer. Since there is no FS
at kx = 0, we naturally obtain
θ
(n)
4 (0) = 0, (S118)
for the Z4 invariant by the n-glide symmetry. On the other hand, it is natural to assume
θ
(a)
4 (0) = 2, (S119)
for the a-glide symmetry, considering the weak kz dependence of the cylinder FSs. A numerical analysis of the model
studied in previous sections consistently gives Eqs. (S118) and (S119)[S17]. Thus, topological indices of the Au phase
are given by
(W ; θ
(a)
4 (0), θ
(a)
4 (pi); θ
(n)
4 (0), θ
(n)
4 (pi)) = (4n; 2, 2; 0, 2) or (4n+ 2; 2, 2; 0, 2), (S120)
which are decomposed into the generators as in Table S9. Thus, the Au representation has nontrivial strong glide Z2
index; The strong glide Z2 index for Gˆn (Gˆa) is nontrivial when W = 4n (W = 4n+ 2).
The glide-odd Z4 indices of B1u and B3u representations are the same as those of Au representation. On the other
hand, the winding number W = 0 follows from Mˆy-even order parameters. Thus, the glide-odd indices are given by
(W, θ
(a)
4 (0), θ
(a)
4 (pi)) = (0, 2, 2) for B1u and (W, θ
(n)
4 (0), θ
(n)
4 (pi)) = (0, 0, 2) for B3u. As for the glide-even indices, we
expect
ν
(n)
± (0) = 0, and ν
(a)
± (0) = 1, (S121)
by the same reasons as those for glide-odd indices [S17]. The glide-even indices for the B2u representation are the
same as those for B1u and B3u representations. The glide topological invariants at ZF are
(ν
(n)
± (pi), ν
(a)
± (pi)) = (1, 1), (S122)
as given in the main text. Thus, the glide-even indices of Gˆa- and Gˆn-even superconductivity are given by
(ν
(a)
± (0), ν
(a)
± (pi)) = (1, 1), and (ν
(n)
± (0), ν
(n)
± (pi)) = (0, 1). (S123)
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The decomposition into generators leads to Table S9. It should be noticed that B1u, B2u, and B3u representations
are strong glide TNCS for Gˆn.
A. Influence of the tiny Γ-FS
We here discuss the influence of the tiny FS around Γ (Γ-FS). Note that topological invariants of glide-even TNCS
are not affected by the Γ-FS, since they are defined at ZF. Therefore, we discuss only glide-odd topological invariants.
First, we consider the Au representation. The Γ-FS likely carries 3D winding number W = ±1, as in the B-phase
of 3He. The FS is also expected to carry θ4(0) = ±1 or ∓1, since a single FS is placed on the line where Z2 part of
θ4(0) is defined [S1]. When (W, θ4(0)) = (±1,±1) is added, ZW changes by ±1 and other indices remain unchanged.
On the other hand, addition of (W, θ4(0)) = (±1,∓1) changes Zstrong2 and Zweak2 as {Zstrong2 ,Zweak2 } = {1, 0} ↔ {0, 2}.
In any case, either one of strong indices for Gˆa and Gˆn are nontrivial, and Au representation is classified into strong
glide TNCS, while it is also a strong TSC specified by the nontrivial winding number.
Next, we consider Gˆa-odd B1u superconductivity and Gˆn-odd B3u superconductivity. When we assume gapful
excitation, the winding number should be trivial in this case, since they are Mˆy-even superconductivity. On the other
hand, θ4(0) must be either ±1, as in the case of Au representation. However, the configuration (W, θ4(0), θ4(pi)) =
(0,±1, 2) breaks the constraint θ4(0) + θ4(pi) ≡ W (mod 2) for gapful TNCS [S14]. This indicates that B1u and
B3u states must be gapless [S14]. Indeed, point nodes are expected to appear on the Γ-FS, as naively expected, for
example, from the d-vector of B1u representation d(k) ∼ (ky, kx, 0). Similarly, B2u state is expected to host point
nodes on the tiny Γ-FS. The nodal excitations are not harmful to the topological surface states protected by the glide
Z4 or Z2 invariants on the ZF, which are discussed in the main text. This is because gapless bulk states around Γ
do not hybridize with the surface states with kz = pi, at least in the clean limit. The signature of the surface states
protected by nontrivial weak indices θ4(pi) may be robust in this situation.
B. Influence of the X- and Y -FS
The FSs near X point (X-FS) and Y point (Y -FS) do not affect topological properties when the excitation is
gapful. This is because these FSs do not enclose the TRIM and is naturally removed without closing the gap. Thus,
we have only to consider the influence of possible gapless excitation on the FSs. The Y -FS does not affect the Mo¨bius
topological surface states on the glide invariant planes kx = pi and kz = pi because of its position. On the other
hand, the X-FS crosses the kx = pi plane. Even in the presence of gapless excitation on the kx = pi plane, zero-energy
topological surface states avoid hybridization to the gapless bulk state when we choose an appropriate surface direction
by using the option discussed in Sec. S8.
S10. POSSIBILITY AND INFLUENCE OF EXCITATION NODES
In the previous section, we discussed the influence of nodal excitations on the Γ-, X-, and Y -FSs. More significant
possibility of excitation nodes is the line nodes at ZF predicted by Norman’s theorem [S18, S19]. The Norman’s
theorem states that line nodes exist at the ZF of mirror- or glide-odd SCs with screw symmetry [S18]. Accordingly,
line nodes are predicted as illustrated in Table V. However, it is also known that Norman’s theorem does not hold
when the gap function and the spin-orbit splitting of the Fermi surfaces are of the same order in magnitude [S19].
Therefore, we may obtain gapful excitation if FSs under high pressure have small splitting. For instance, in the
cylinder FSs of Fig. 1, the splitting at S −X − S line and at ky = pi plane may be sufficiently small to achieve gapful
excitation. Actually, the splitting is estimated to be ∼ 0.01 eV [S9, S10]. Assuming the mass renormalization factor
1/z ∼ 100 as a typical value, renormalized splitting is about 0.1 meV, which is smaller than the magnitude of gap
function expected from the transition temperature ∼ 0.5 K [S20]. We leave quantitative estimation of the splitting as
a future work.
Furthermore, the Z4 invariant is well-defined and corresponding topological surface states may be robust even
in the presence of excitation nodes. This is because Norman’s line nodes preserve band gap, although they make
excitation gapless. We show in Fig. S7 an example of the surface spectrum in the presence of the Norman’s line nodes.
Figures S7 (a) and S7 (b) show the (01¯1) surface states of Au superconductivity. Parameters are the same as those
of Fig. S5 (c), with ∆H(k) replaced by 5∆H(k). Figure S7 (a) shows the whole surface spectrum, while Fig. S7 (b)
shows surface states with positive glide eigenvalue. Clearly, the band gap is preserved in each glide eigen-sector,
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and therefore, glide topological invariants are still well-defined by assuming the “curved chemical potential” [S21].
Bulk-boundary correspondence leads to surface states, which do not hybridize with bulk states with opposite glide
eigenvalue.
(a) Au + 5∆H + ∆H
′ (b) Au + 5∆H + ∆H ′
FIG. S7. Surface spectrum in the presence of Norman’s line node. The left panel (a) shows the whole surface spectrum on the
(01¯1) surface at kx = pi, while the right panel (b) shows surface states with positive glide eigenvalue.
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