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Chapter 1
Introduction
As an extension of (ordinary) order statistics, sequential order statistics were introduced to
model sequential (n-r+1)-out-of-n systems (r ≤ n) (cf. Kamps (1995a, 1995b)). A (n-r+1)-
out-of-n system describes a technical structure, in which n components of the same kind are
involved. The n components start working simultaneously and the structure works as long
as at least n-r+1 components are functioning. It means that the system fails if r or more
components fail. For example, an airplane with four turbines will not fail if at least three
turbines are operational. Thus, this turbine system works as a 3-out-of-4 system. If, in addition,
the failure of a component in a (n-r+1)-out-of-n system affects the failure rate of the remaining
components in the system, the system is called a sequential (n-r+1)-out-of-n system. As in
the example of the turbine system, the breakdown of a turbine can increase the stress of the
remaining turbines, which could lead to an increase of failure rate. The failure time of the
components and the failure time of the system of a sequential (n-r+1)-out-of-n system can be
described by sequential order statistics.
1.1 Sequential Order Statistics
A definition of sequential order statistics has been introduced by Kamps (1995a), and we restate
it in Def. 1.1.1. Later, Cramer and Kamps (2003) found another possibility of a definition,
which is given in Def. 1.1.2. Def 1.1.2 coincides with Def. 1.1.1 provided that the distribution
functions F1, . . . , Fn in Def 1.1.2 are continuous.
Definition 1.1.1 (Sequential order statistics)
Let (Y
(i)
j )1≤j≤n−i+1, 1≤i≤n be a sequence of independent random variables with Y
(i)
j ∼ Fi, 1 ≤
j ≤ n− i+ 1, 1 ≤ i ≤ n, where F1, . . . , Fn are continuous distribution functions with F−11 (1) ≤
· · · ≤ F−1n (1).
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Furthermore, let
X
(1)
j = Y
(1)
j , 1 ≤ j ≤ n, and X(1)? = min{X(1)1 , . . . , X(1)n },
and for 2 ≤ i ≤ n let
X
(i)
j = F
−1
i
(
Fi(Y
(i)
j )
(
1− Fi(X(i−1)? )
)
+ Fi(X
(i−1)
? )
)
, 1 ≤ j ≤ n− i+ 1,
and
X(i)? = min{X(i)1 , . . . , X(i)n−i+1}.
Then the random variables X
(1)
? , . . . , X
(n)
? are called sequential order statistics (SOSs) based on
F1, . . . , Fn.
Definition 1.1.2 (Sequential order statistics (General Definition))
Let F1, . . . , Fn be distribution functions with F
−1
1 (1) ≤ · · · ≤ F−1n (1), and let V1, . . . , Vn be
independent random variables with Vi ∼ Beta(n− i+ 1, 1), 1 ≤ i ≤ n.
Then the random variables
X(i)? = F
−1
i (X
(i)) with X(i) = 1− ViF¯i(X(i−1)? ), 1 ≤ i ≤ n, X(0)? = −∞,
where F¯i = 1− Fi, 1 ≤ i ≤ n, are called sequential order statistics (SOSs) based on F1, . . . , Fn.
In Def. 1.1.1, we can see the reason why SOSs are used to describe the life spans of the
components in a sequential (n-r+1)-out-of-n system. The system starts with n components
whose life spans are described by random variables Y
(1)
1 , . . . , Y
(1)
n that are iid distributed with
distribution function F1. After the first failure at time x
(1)
? , the life spans of the remaining n−1
components are described by Y
(2)
1 , . . . , Y
(2)
n−1 that are iid distributed with distribution function
F2 truncated on the left at x
(1)
? . This truncation ensures that the second failure time x
(2)
? is
not prior to the first one x
(1)
? . Proceeding this way results in an ordered sample of failure times
x
(1)
? ≤ · · · ≤ x(n)? . In a (n-r+1)-out-of-n system, we consider only the first r (r ≤ n) failure
times, after which the system does not work any more. Thus, x
(r)
? also describes the life span
of the system. Let X
(j)
? be the random variable of x
(j)
? , 1 ≤ j ≤ n, the joint density function of
the first r (r ≤ n) SOSs X(1)? , . . . , X(r)? has been derived in Kamps (1995a) as follows,
f (X
(1)
? , ..., X
(r)
? )(x(1), . . . , x(r)) =
n!
(n− r)!
r∏
j=1
[(
1− Fj(x(j))
1− Fj(x(j−1))
)n−j
· fj(x
(j))
1− Fj(x(j−1))
]
, (1.1)
where F1, . . . , Fn are absolutely continuous distribution functions with corresponding density
functions f1, . . . , fn, x
(1) ≤ · · · ≤ x(r), 1 ≤ r ≤ n, and x(0) = −∞.
2
1.2 Location-scale Family
Throughout this doctoral thesis, we will restrict ourselves to a particular choice of the distri-
bution functions F1, . . . , Fn, namely
Fj = 1− (1− F )α(j) , 1 ≤ j ≤ n, (1.2)
where F is an absolutely continuous baseline distribution function with density function f and
α(1), . . . , α(n) are positive real parameters. Note that the failure rate of this particularly chosen
Fj, 1 ≤ j ≤ n, is proportional to the failure rate of the baseline function F , given by α(j) f1−F .
The first r SOSs X
(1)
? , . . . , X
(r)
? (r ≤ n) based on Fj in (1.2), 1 ≤ j ≤ n, are random variables
that represent the first r failure times of the components in a (n-r+1)-out-of-n system with
conditional proportional failure rates. All of the n components in the system start working
with failure rate α(1) f
1−F . Once the j
th failure occurs, 1 ≤ j ≤ r, the failure rate of the still
functional n−j components changes from α(j) f
1−F to α
(j+1) f
1−F . α
(1), . . . , α(n) are usually called
model parameters of the system.
The joint density function of the first r SOSs X
(1)
? , . . . , X
(r)
? (r ≤ n) based on Fj in (1.2),
1 ≤ j ≤ n, is given by:
f (X
(1)
? , ..., X
(r)
? )(x(1), . . . , x(r)) =
n!
(n− r)!
(
r∏
j=1
α(j)
)[
r−1∏
j=1
(
1− F (x(j)))m(j) f(x(j))]
× (1− F (x(r)))α(r)(n−r+1)−1 f(x(r)), (1.3)
where F−1(0) ≤ x(1) ≤ · · · ≤ x(r) < F−1(1), r ≤ n, and m(j) = (n− j + 1)α(j)− (n− j)α(j+1)−
1, 1 ≤ j ≤ n− 1 (cf. Cramer and Kamps (2001a, p. 311)).
More details about the distribution theory and properties of SOSs and generalized order statis-
tics (GOSs) (such as the relationship between them) can be found in Kamps (1995a, 1995b) and
Cramer and Kamps (2001a). Another approach to the stochastic modeling of reliability systems
with conditional proportional failure rates has been given by Hollander and Pen˜a (1995).
1.2 Location-scale Family
The joint density function of the first r SOSs in (1.3) is dependent on the baseline function F
which is an absolutely continuous function. Out of the many possible F ’s, we concentrate in
this thesis only on the ones which come from a location-scale family F defined by its distribution
function F with
F (t) = 1− exp(−σ(g(t)− µ)), g−1(µ) ≤ t < g−1(∞), σ > 0, (1.4)
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where g(t) is a differentiable, strictly increasing function on [g−1(µ), g−1(∞)), and g−1(∞) is
defined as the point a0 ∈ R with lim
x↗a0
g(x) = ∞. µ and σ in F are usually called location and
scale parameter, respectively. Some members of the family F are shown in Table 1.1.
Choosing F ∈ F, (1.3) can be rewritten as:
f (X
(1)
? , ..., X
(r)
? )(x(1), . . . , x(r))
=
n!
(n− r)!σ
r
(
r∏
j=1
α(j)g′(x(j)) exp
(−σα(j)(n− j + 1) (g(x(j))− g(x(j−1))))) , (1.5)
where g−1(µ) := x(0) ≤ x(1) ≤ · · · ≤ x(r) < g−1(∞).
In this doctoral thesis we concerns the estimation of the location parameter µ and the scale pa-
rameter σ in the baseline function F ∈ F with observations of some different (n-r+1)-out-of-n
systems. The observations are described in Situation 1.1.
As described in Situation 1.1., all the the system parameters rki’s and nki’s, model parame-
ters αki = (α
(1)
ki , . . . , α
(nki)
ki )’s and the function gki’s, 1 ≤ i ≤ sk, 1 ≤ k ≤ m, are assumed
to be known. The location parameter µ in all the baseline functions is supposed to be the
same, whereas the scale parameters σk’s are different from each other for k = 1, . . . , m. The
(n-r+1)-out-of-n systems based on Fki’s with the same µ and m different σk’s are called m
different systems with the common location parameter µ. The systems are said to be differ-
ent iff they possess different σ′ks. It means that the other parameters αki’s, rki’s, nki’s and
the functions gki’s in the k
th system could be different. From the kth system, sk observations
(xk1, ....,xksk), 1 ≤ k ≤ m, are obtained and we call these s =
∑m
k=1 sk observations a sample.
So far, studies on the estimation problem with a common location parameter do not involve
such complex density functions as in (1.5). Most of them considered only normal or exponen-
tial distributions. They estimated the unknown common location parameter of some simple
distributions based on complete samples or type II censored samples. The scale parameters in
the distributions are unknown and possibly unequal.
First, we refer to some papers that considered the point estimations of the common location
parameter in several exponential distributions by using complete samples, when the different
scale parameters are assumed to be unknown. Ghosh and Razmpour (1984) have proposed the
maximum likelihood estimator (MLE), a modified MLE (MMLE) and the uniformly minimum
variance unbiased estimator (UMVUE) of the common location parameter. Pal and Sinha
(1990) have given a small class of estimators, each of which dominates the MLE in terms of
mean squared error and Pitman closeness. Pal and Sinha’s results have been extended by Jin
and Crouse (1998a, 1998b) in two aspects. They introduced a wider class of estimators, and
they used a class of risk functions that includes mean squared error by the comparison of esti-
mators.
4
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The estimation of the common location parameter in type II censored distributions was first
discussed by Jin and Elfessi (2001). In that paper the MLE of the common scale parameter of
type II censored Pareto distributions has been given, and a class of estimators dominating the
MLE in terms of mean squared error has been obtained. Since estimating the common scale pa-
rameter of Pareto distributions and estimating the common location parameter of exponential
distributions are equivalent under proper transformation, this work can be viewed as a study
on the estimation of the common location parameter of several type II censored exponentials.
Not only the point estimation for common location parameter has been studied, we can also find
many previous works that concern the intervals estimation of the common location parameter.
Methods that were proposed for constructing confidence intervals of the common mean of sev-
eral normal distributions can be found in Fairweather (1972) and Jordan and Krishnamoorthy
(1996), where complete samples were used.
Since there exists a one-to-one correspondence between confidence intervals and hypothesis
tests, the methods that were used for testing hypotheses can also be seen as methods for con-
structing confidence intervals, such as Cohen and Sackrowitz’s method (Cohen and Sackrowitz
(1984)) and the methods in the area of combined independent significance tests. Some ex-
amples in the area of combined independent significance tests are: Tippet’s Method (Tippett
(1931)), Wilkinson’s method (Wilkinson (1951)), Fisher’s method (Fisher (1958)), weighted
Fisher’s method (Goods (1955)), inverse normal method (Stouffer, Suchman, DeVinney, Star,
and Williams (1949)), weighted inverse normal method (Lipta´k (1958)), and logit method
(George (1977)).
Except Jin and Elfessi (2001), all studies listed above were done by using complete samples.
For the estimation problem concerning type-II censored SOSs, where the common location pa-
rameter of the (n1i-r1i+1)-out-of-n1i system, 1 ≤ i ≤ s1, is known, we refer to the work done
by Cramer and Kamps (2001b). They gave the MLE of the scale parameter σ1 of baseline
functions by using type II censored samples.
As mentioned above, we will study the estimation problem of the common location and scale
parameters in the density function of SOSs (see 1.5) in this thesis. Henceforth, the systems
that we handle in this thesis, always refer to systems with a common location parameter. Since
exponential or Pareto distribution is a special case of SOSs with density function (1.5) and
complete samples are special cases of type II censored samples, the results in this thesis are
more general than the results in the references. In other words, when proper values are assigned
to some parameters in (1.5), the results in this thesis should coincide with the results in the
references.
In the following, we will first use the observations from one or more systems to estimate the scale
parameter(s) where the common location parameter µ is assumed to be known. After which
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the common location as well as the scale parameters will be estimated on the supposition that
µ ist unknown.
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Chapter 2
Models with known common location
parameter
In this chapter we focus our attention on the point estimation of the unknown scale parameter(s)
σ (or σ’s), when the common location parameter µ, system parameters, model parameters and
the g-functions (see (1.5) & Situation 1.1) are known. First, we give some estimators of the
unique unknown scale parameter σ (observations are obtained from one system, meaning m = 1
in Situation 1.1), followed by estimators of m different unknown σ’s (observations of m possibly
different systems, as described in Situation 1.1). These estimators and their properties have
been studied in Kamps (1995a), Kamps (1995b), Cramer and Kamps (2001a) and Cramer and
Kamps (2001b). The difference between our study and the former studies is that we obtain
the estimators and their properties by using the properties of the exponential family, which
simplifies the proofs. We begin with the definition of the exponential family.
Definition 2.1
Let (X, B) be a measurable space, let Θ 6= ∅ be a parameter set and let P = {Pθ : θ ∈ Θ} be
a family of probability measures on (X, B). If there exist a σ-finite measure µ on (X, B) that
dominates P and a µ-density of Pθ, θ ∈ Θ, which is given by
dPθ
dµ
(x) = C(θ) exp
(
m∑
k=1
ζk(θ)Tk(x)
)
h(x), x ∈ X,
then P is called a m-parametric exponential family in ζ1, . . . , ζm and T1, . . . , Tm, provided that
m ∈ N, C, ζ1, . . . , ζm are real-valued functions on Θ and h, T1, . . . , Tm are B−B1-measurable
functions on (X, B) with h > 0.
Frequently, it is more convenient to use the ζ1, . . . , ζm as the parameters and write the density
in the canonical form
dPζ
dµ
(x) = C(ζ) exp
(
m∑
k=1
ζkTk(x)
)
h(x), x ∈ X.
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2.1 Estimation of the single unknown scale parameter
In this section, we estimate the scale parameter based on s independent observations of a
system. We will take the observations given as in Situation 1.1 with m = 1 and s1 = s. Since
we have just one system, we can simplify the notation used in Situation 1.1 by dropping the
first subscript of all parameters, functions and observations. The modified Situation 1.1 is
described as follows, and we name it Situation 2.1. As explained in the previous chapter, the
model parameters, system parameters and the g-functions in the system could be different.
Situation 2.1
model parameters system parameters baseline function observation
α
(1)
1 , . . . , α
(n1)
1 r1, n1 F1(x) = 1− exp(−σ(g1(x)− µ)) x1 = (x(1)1 , . . . , x(r1)1 )
α
(1)
2 , . . . , α
(n2)
2 r2, n2 F2(x) = 1− exp(−σ(g2(x)− µ)) x2 = (x(1)2 , . . . , x(r2)2 )
. . . . . . . . . . . .
α
(1)
s , . . . , α
(ns)
s rs, ns Fs(x) = 1− exp(−σ(gs(x)− µ)) xs = (x(1)s , . . . , x(rs)s )
We begin with the assumptions on the concerning parameters and functions:
- ri and ni, 1 ≤ i ≤ s, are positive integers with ri ≤ ni,
- αi = (α
(1)
i , . . . , α
(ni)
i ), 1 ≤ i ≤ s, is a vector with positive real elements,
- gi, 1 ≤ i ≤ s, is a differentiable and strictly increasing function on [g−1i (µ), g−1i (∞)),
- and µ is an arbitrary real number.
All these parameters and functions are supposed to be known.
In Situation 2.1, xi = (x
(1)
i , . . . , x
(ri)
i ), 1 ≤ i ≤ s, is an observation of the (ni-ri+1)-out-of-ni
system based on function Fi(x) = 1−exp(−σ(gi(x)−µ)). Let Xi = (X(1)i , . . . , X(ri)i ), 1 ≤ i ≤ s,
be the corresponding SOSs which take values in the measurable space (Rri≤,R
ri
≤ ∩Bri), where
Rri≤ := {Rri |g−1i (µ) ≤ x(1) ≤ · · · ≤ x(r) < g−1i (∞)} and Rri≤ ∩ Bri denotes the Borel sets of
Rri≤. In the following section, we will estimate the unknown scale parameter σ based on these
s observations.
Let PXi = {PXiσ = fXiσ λri |Rri≤ : σ ∈ R+} be a parametric family of probability measures on the
space (Rri≤,R
ri
≤ ∩Bri), where λri , 1 ≤ i ≤ s, denotes the Lebesgue measure on (Rri≤,Rri≤ ∩Bri),
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and ·|B denotes the restriction of a measure to a measurable subset B ∈ Bri . Then,
fXi(xi) =σ
ri exp
(
σ
ri∑
j=1
α
(j)
i (ni − j + 1)
(
gi(x
(j−1)
i )− gi(x(j)i )
))
× (ni)!
(ni − ri)!
(
r∏
j=1
α
(j)
i g
′
i(x
(j)
i )
)
, xi ∈ Rri≤ and x(0)i := g−1i (µ), λri − a.e. (2.1)
Moreover, we define X˜(s) = (X1, . . . , Xs) and let P
X˜(s) = {P X˜(s)σ = ⊗si=1PXii : σ ∈ R+} be the
family of probability measures on the space (×si=1Rri≤,⊗si=1(Rri≤ ∩Bri)). Since X1, . . . , Xs are
independent, the density function of X˜(s) with respect to the Lebesgue measure ⊗si=1λri on the
space (×si=1Rri≤,⊗si=1(Rri≤ ∩Bri)) can be easily derived, and given by:
f X˜
(s)
σ (x˜
(s)) = c(s)(σ) exp
(
σ T (s)(x˜(s))
)
h(s)(x˜(s)), (2.2)
x˜(s) ∈ ×si=1Rri≤ and x(0)i := g−1(µ), 1 ≤ i ≤ s, ⊗si=1λri − a.e.,
where
c(s)(σ) = σ
s∑
i=1
ri
, (2.3)
T (s)(x˜(s)) =
s∑
i=1
ri∑
j=1
α
(j)
i (ni − j + 1)
(
gi(x
(j−1)
i )− gi(x(j)i )
)
, (2.4)
and
h(s)(x˜(s)) =
(
s∏
i=1
(ni)!
(ni − ri)!
)(
s∏
i=1
r∏
j=1
α
(j)
i g
′
i(x
(j)
i )
)
. (2.5)
Evidently, PX˜
(s)
forms a one-parametric exponential function in σ and the statistic T (s). Using
the properties of an exponential family (cf. Bedbur (2011, Chapter 2 )), many results for
estimators of σ can be acquired immediately. In the rest of this section, R always denotes the
known constant
s∑
i=1
ri.
Theorem 2.1.1
(i) The Maximum Likelihood Estimator (MLE) of σ exists and is given by
σ?(s) = − R
T (s)(X˜(s))
.
(ii) σ?(s) ∼ InvGam(Rσ,R), i.e,
fσ
?(s)
(t) =
(Rσ)R
Γ(R)
(
1
t
)R+1 exp(−Rσ
t
), t > 0. (2.6)
11
2. MODELS WITH KNOWN COMMON LOCATION PARAMETER
(iii) E
(
(σ?(s))k
)
= Γ(R−k)
Γ(R)
(Rσ)k, k < R,
in particular, E(σ?(s)) = Rσ
R−1 , V ar(σ
?(s)) = (Rσ)
2
(R−1)2(R−2) .
(iv) MSEσ(σ
?(s)) = E(σ − σ?(s))2 = R+2
(R−1)(R−2)σ
2.
(v) σ?(s) is minimal sufficient and complete for PX˜
(s)
.
(vi) 1
σ?(s)
is an efficient estimator of 1
σ
based on s independent observations, i.e., 1
σ?(s)
has
uniformly minimum variance among all unbiased estimators of 1
σ
. However, σ?(s) is not
an efficient estimator for σ.
Proof. Let pi : R+ → pi(R+) : σ 7→ ddσ (− ln(c(s)(σ))) = −Rσ , then pi is a bijective function, and
the inverse function of pi is pi−1 : R− → R+ : y 7→ −Ry .
Let σ ∈ R+ be fixed and let U = (−σ2 , σ2 ). According to La. 2.1.18 of Bedbur (2011, p. 20),
the moment generating function of −T (s) at t ∈ U is given by
m−T (s)(t) =
c(s)(σ)
c(s)(σ − t) =
σR
(σ − t)R = (1−
t
σ
)−R, t ∈ U. (2.7)
Hence, −T (s) ∼ Γ(σ,R) whose density function is given by
f−T
(s)
(t) =
σR
Γ(R)
tR−1 exp(−σt), t > 0. (2.8)
(i) Following from (2.8), Pσ(T
(s)(X˜(s)) ∈ R−) = 1 for all σ > 0. With the application of Thm.
2.2.3 in Bedbur (2011, p. 26), σ?(s) = pi−1
(
T (s)(x˜(s))
)
= − R
T (s)(x˜(s)
.
(ii), (iii) and (iv) are obvious from (i) and the density function of −T (s).
(v) Since V ar(T (s)) 6= 0, the assertion follows from Thm. 2.1.9 of Bedbur (2011, p. 15) and
La. 2.1.27 of Bedbur (2011, p. 23).
(vi) Let g(σ) = 1
σ
. First, we prove that 1
σ?(s)
is an unbiased estimator for g(σ). With the
application of Thm. 2.1.15 of Bedbur (2011, p. 18), we see that Eσ(
1
σ?(s)
) = 1
R
d
dσ
(
ln(c(s)(σ))
)
=
1
σ
= g(σ). Furthermore, following from Thm. 2.1.22 of Bedbur (2011, p. 21), I
fX˜
(s)
σ
(σ) =
V ar(T (s)) = R
σ2
hold, where I
fX˜
(s)
σ
(σ) denotes the fisher information ofPX˜
(s)
. Then, V ar( 1
σ?(s)
) =
1
Rσ2
=
(
d
d
g(σ)
)2 (
I
fX˜
(s)
σ
(σ)
)−1
, which implies that V ar( 1
σ?(s)
) attains the lower bound of Crame´r-
Rao inequality of g(σ) (cf. Thm. 3.3 of Shao (1994, p. 169)). Thus, 1
σ?(s)
has the minimum
variance among all unbiased estimators of g(σ) based on s independent observations.
Since E(σ?(s)) 6= σ, it is obvious that σ?(s) is not efficient for σ. 
Remark 2.1.1
(i) In the special case of s = 1 and α
(j)
1 = 1, j = 1, . . . , n1, i.e., estimation with a sample
of type II censored ordinary order statistics of an exponential distribution, the MLE of 1
σ1
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can be rewritten as:
σ? =
1
r1
(
r1∑
i=1
X
(j)
1 + (n1 − r1)X(r1)1
)
,
which coincide the result in Epstein (1956).
(ii) Given gi(x) = x, 1 ≤ i ≤ s and σ = 1σ , the above-mentioned results can be found in
Thm. 3.2 of Cramer and Kamps (2001b), where Cramer and Kamps have given the
MLE of the single unknown scale parameter σ and its properties based on a sample of a
(ni-ri+1)-out-of-ni system with baseline function F (t) = 1− exp(− t−µσ ).
Since we have found a sufficient and complete statistic forPX˜
(s)
, the unique uniformly minimum
variance unbiased estimator (UMVUE) of σ can easily be obtained according to the theorem
of Lehmann-Scheffe´ (cf., e.g., Thm. 3.1 of Shao (1994, p. 162)).
Theorem 2.1.2
The UMVUE of σ is given by
σ??(s) = − R− 1
T (s)(X˜(s))
. (2.9)
Proof. The statement follows clearly from Thm. 2.1.1 (iii) and (v). 
Since σ??(s) is just a linear transformation of σ?(s), the density function, moments and the
properties of sufficiency and completeness of σ??(s) can be easily derived. We will only list the
results in the following theorem.
Theorem 2.1.3
The UMVUE has the following properties:
(i) σ??(s) ∼ InvGam((R− 1)σ,R), i.e,
fσ
??(s)
(t) =
((R− 1)σ)R
Γ(R)
(
1
t
)R+1 exp(−(R− 1)σ
t
), t > 0.
(ii) E
(
(σ??(s))k
)
= Γ(R−k)
Γ(R)
((R− 1)σ)k, k < R,
in particular, E(σ??(s)) = σ, V ar(σ??(s)) = σ
2
R−2 .
(iii) MSEσ(σ
??(s)) = E(σ − σ??(s))2 = V ar(σ??(s)) = σ2
R−2 .
(iv) σ??(s) is minimal sufficient and complete for PX˜
(s)
.
Now, we turn our attention to the dominance of the two estimators σ?(s) and σ??(s). First, we
compare them in the traditional way: by mean squared error (MSE). From that point of view,
the UMVUE is preferred to the MLE. However, when another criterion, Pitman closeness, is
used to compare them, MLE shows a better performance. Before the comparison, we give a
definition of Pitman closeness:
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Definition 2.1.1 (Pitman closeness)
For the estimation problem with parameter space Θ, an estimator θˆ of θ ∈ Θ is said to be
Pitman closer than another estimator θ˜ if
Pθ
(
|θˆ − θ| < |θ˜ − θ|
)
≥ 0.5, ∀ θ ∈ Θ, (2.10)
with strict inequality for at least one θ ∈ Θ.
Theorem 2.1.4
(i) MSE(σ??(s)) < MSE(σ?(s)), for R ≥ 2.
(ii) σ?(s) is Pitman-closer than σ??(s).
Proof. (i) MSE(σ??(s)) < MSE(σ?(s))⇔ σ2
R−2 <
R+2
R−1
σ2
R−2 ⇔ −1 < 2, for R ≥ 2.
(ii) Similar to the proof of La. 3.2.4 in Bedbur (2011, p. 59), we can prove that Pσ(|σ?(s)−σ| <
|σ??(s) − σ|) > 0.5 for all σ > 0. 
In the remainder of this subsection, we deduce some asymptotic properties of σ?(s) and σ??(s),
namely, the strong consistency and the asymptotic efficiency. The strong consistency of an
estimator describes the behavior of the estimator when the sample size tends to infinity, whereas
the asymptotic efficiency describes the asymptotic distribution of the estimator.
Definition 2.1.2 (Strong consistency)
Let θˆ
(s)
be a point estimator of a parameter θ ∈ Θ for every sample size s, where θ is a k
dimensional vector. Then, the sequence {θˆ(s)}s∈N is called strongly consistent for θ iff θˆ(s) →a.s.
θ as s→∞, i.e., iff θˆ(s) converges almost surely towards θ as s tends to infinity.
Theorem 2.1.5
Both, (σ?(s))s∈N and (σ??(s))s∈N are strongly consistent for σ.
Proof. The density function f X˜
(s)
σ (x˜
(s)) in (2.2) is equal to:
f X˜
(s)
σ (x˜
(s)) =
(
s∏
i=1
r∏
j=1
η
(j)
i
)
exp
(
s∑
i=1
ri∑
j=1
η
(j)
i T
(j)
i (xi)
) (
s∏
i=1
(ni)!
(ni − ri)!
)(
s∏
i=1
r∏
j=1
g′i(x
(j)
i )
)
,
where η
(j)
i := σα
(j)
i , T
(j)
i (xi) := (ni − j + 1)
(
gi(x
(j−1)
i )− gi(x(j)i )
)
, j = 1, . . . , ri, i = 1, . . . , s.
Let η := (η
(1)
1 , . . . , η
(r1)
1 , . . . , η
(1)
s , . . . , η
(rs)
s ) and let T˜(X˜(s)) := (T
(1)
1 (X˜
(s)), . . . , T
(r1)
1 (X˜
(s)), . . . ,
T
(1)
s (X˜(s)), . . . , T
(rs)
s (X˜(s))). Thus, PX˜
(s)
forms a multivariate exponential family in η and T˜.
Applying the properties of the exponential family, we have
m−T˜(t) =
s∏
i=1
r∏
j=1
η
(j)
i
s∏
i=1
r∏
j=1
(η
(j)
i − t(j)i )
=
s∏
i=1
r∏
j=1
1
1− t
(j)
i
η
(j)
i
, t ∈ ×si=1 ×rij=1 (−
η
(j)
i
2
,
η
(j)
i
2
).
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Therefore, −T (j)i , j = 1, . . . , ri, i = 1, . . . , s, are mutually independent and exponentially dis-
tributed with location parameter 0 and scale parameter η
(j)
i . After a linear transformation, we
obtain −α(j)i T (j)i iid∼ exp(0, σ), j = 1, . . . , ri, i = 1, . . . , s.
Applying the strong law of large numbers,
−T (s)
R
=
1
s∑
i=1
ri
s∑
i=1
ri∑
j=1
(−α(j)i T (j)i )
converges almost surely (a.s.) towards Eσ(−α(1)1 T (1)1 (X˜(s))) = 1σ , where T (s) is defined as in
(2.4). 
Remark 2.1.2
If ϕ : R+ → Γ is a bijective continuous function, then both (ϕ(σ??(s)))s∈N and ϕ(σ?(s))s∈N are
strongly consistent for estimating ϕ(σ). This statement follows directly from Thm. 1.10 in
Shao (1994, p. 59).
Definition 2.1.3 (Asymptotic efficiency)
Let X1, . . . , Xs be iid random variables with probability measure from a parametric family P
X
indexed by θ and let (θˆ
(s)
)s∈N be a sequence of estimators of θ based on a sequence of (X˜(s))s∈N,
where θ is a k dimensional vector and X˜(s) = (X1, . . . , Xs), s = 1, 2, . . . . Then, the sequence
{θˆ(s)}s∈N is said to be asymptotically efficient if, for every θ ∈ Θ,
√
s
(
θˆ
(s) − θ
)
→d Nk
(
0,
(
IfX(θ)
)−1)
, (2.11)
where IfX(θ) denotes the Fisher information matrix of P
X at θ ∈ Θ.
From Def. 2.1.3, we see that if we want to discuss the asymptotic efficiency of the sequences
of estimators (σ?(s))s∈N and (σ??(s))s∈N, we need iid random variables. As a result, we will add
some conditions to the system parameters ri’s in the following theorem.
Theorem 2.1.6
(i) Let ri = r in (2.1) for i = 1, . . . , s, s ∈ N. Then, (σ?(s))s∈N and (σ??(s))s∈N are asymp-
totically efficient for estimating σ, i.e
√
s(σ?(s) − σ)→d N(0,
(
IfX1 (σ)
)−1
) = N(0,
σ2
r
) (2.12)
and
√
s(σ??(s) − σ)→d N(0,
(
IfX1 (σ)
)−1
) = N(0,
σ2
r
). (2.13)
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(ii) If ϕ : R+ → Γ is a continuous function such that ϕ′(σ) exists and ϕ′(σ) 6= 0, ∀σ ∈ R+,
then (ϕ(σ?(s)))s∈N and (ϕ(σ??(s)))s∈N are asymptotically efficient for estimating ϕ(σ), i.e.,
√
s(ϕ(σ?(s))− ϕ(σ))→d N(0,
(
IfX1 (σ)
)−1
(ϕ′(σ))2) = N(0,
σ2
r
(ϕ′(σ))2) (2.14)
and
√
s(ϕ(σ??(s))− ϕ(σ))→d N(0,
(
IfX1 (σ)
)−1
(ϕ′(σ))2) = N(0,
σ2
r
(ϕ′(σ))2). (2.15)
Proof. (i) Putting ri = r, i = 1, . . . , s, f
Xi in (2.1) gives us the following form:
fXi(xi) =σ
r exp (σTi(xi))
(ni)!
(ni − ri)!
(
r∏
j=1
α
(j)
i g
′
i(x
(j)
i )
)
, (2.16)
where Ti(xi) :=
∑r
j=1 α
(j)
i (ni − j + 1)
(
gi(x
(j−1)
i )− gi(x(j)i )
)
, xi ∈ Rr≤ and x(0)i := g−1i (µ).
Obviously, −T1(X1), . . . , −Ts(Xs) are independent random variables. Since PXi = {PXiσ =
fXiσ λ
r|Rr : σ ∈ R+} forms an exponential family in σ and Ti, the density function of−Ti(Xi), i =
1, . . . , s, which can be obtained analogously to the proof of Thm. 2.1.1 by computing the mo-
ment generating function, is given by:
f−Ti(Xi)(t) = σr exp(−σt) t
r−1
Γ(r)
, t > 0. (2.17)
Following from (2.17), −Ti(Xi)’s are identically distributed and the probability measure of each
−Ti(Xi) is from an exponential family. Using the properties of the exponential family, we know
the MLE of σ in (2.17) (based on s iid observations) exists and is given by σˆ(s) = − rs∑s
i=1 Ti(Xi)
.
The asymptotic efficiency of σˆ(s) was proven in Exa. 3.12 of Lehmann and Casella (1998, pp.
450-451). Since σˆ(s) = σ?(s) and the Fisher information of (2.16) and (2.17) are the same, we
know that (2.12) holds.
Now, we prove the asymptotic efficiency of σ??(s). Setting X(s) := − R
T (s)
and Y (s) := −R−1
T (s)
+
R
T (s)
, s = 1, 2, . . . , the assertion about the asymptotic efficiency of σ??(s) is provided by
(Y (s))s∈N →p 0 (cf. Thm. 3.4.3 (i) in Sen and Singer (1993, p. 130)). To prove (Y (s))s∈N →p 0,
we calculate the asymptotic distribution of −Y (s):
For y ∈ (0,∞),
lim
s→∞
P (−Y (s) ≤ y) = lim
s→∞
P (−T (s) ≥ 1
y
) = exp(−σ
y
) lim
s→∞
rs−1∑
q=0
(σ
y
)q
q!
= exp(−σ
y
) exp(
σ
y
) = 1.
For y ∈ (−∞, 0), lim
s→∞
P (−Y (s) ≤ y) = lim
s→∞
P ( 1−T (s) ≤ y) = 0.
As a result, −Ys →d Z with P (Z = 0) = 1. Applying Thm. 1.8 (vii) of Shao (1994, p. 51), we
know (Y (s))s∈N →p 0 holds.
(ii) follows with the application of (i) and Thm. 3.4.4 of Sen and Singer (1993, p.131). 
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2.2 Estimation of the multiple unknown scale parame-
ters
In the previous section, we have obtained estimators of the single unknown scale parameter
based on s independent observations of one system. In this section, we continue to estimate
scale parameters, but based on observations of m possibly different systems. The observations
are exactly the same as described in Situation 1.1.
Let X˜(s) := (X11, . . . ,X1s1 , . . . ,Xk1, . . . ,Xksk , . . . ,Xm1, . . . ,Xmsm) be SOSs of observations
(x11, . . . ,x1s1 , . . . ,xk1, . . . ,xksk , . . . ,xm1, . . . ,xmsm) (as in Situation 1.1) and let
m∑
k=1
sk = s.
Since xki’s are independent observations of systems with possibly different parameters and
baseline functions, Xki’s are independent, but possibly not identically distributed. Xki =
(X
(1)
ki , . . . , X
(rki)
ki ), 1 ≤ i ≤ sk, 1 ≤ k ≤ m, takes values in the measurable space (Rrki≤ ,Rrki≤ ∩Brki),
where Rrki≤ := {(x(1)ki , . . . , x(rki)ki ) ∈ Rrki|g−1ki (µ) ≤ x(1)ki ≤ · · · ≤ x(rki)ki < g−1ki (∞)} and Rrki≤ ∩Brki
denotes the Borel sets of Rrki≤ , 1 ≤ i ≤ sk, 1 ≤ k ≤ m. In the following, we will estimate the
vector σ = (σ1, . . . , σm) of scale parameters, given that the common location parameter µ,
model parameters α11, . . . ,αmsm and functions g11, . . . , gmsm are known.
Let PX˜
(s)
m = {P X˜(s)σ = f X˜(s)σ ⊗mk=1 ⊗ski=1λrki|Rrki≤ : σ ∈ R
m
+}, where λrki denotes the Lebesgue
measure on (Rrki ,Brki) and ·|B denotes the restriction of a measure to a measurable subset
B ∈ Brki , 1 ≤ i ≤ sk, 1 ≤ k ≤ m. The density function f X˜(s)σ is given by:
f X˜
(s)
σ (x˜
(s)) = c(s)(σ) exp
(
m∑
k=1
σkT
(s)
k (x˜
(s))
)
h(s)(x˜(s)), (2.18)
with
c(s)(σ) =
m∏
k=1
σ
∑sk
i=1 rki
k ,
T
(s)
k (x˜
(s)) =
sk∑
i=1
rki∑
j=1
α
(j)
ki (nki − j + 1)
(
gki(x
(j−1)
ki )− gki(x(j)ki )
)
, 1 ≤ k ≤ m,
h(s)(x˜(s)) =
m∏
k=1
sk∏
i=1
((
rki∏
j=1
α
(j)
ki g
′
ki(x
(j)
ki )
)
(nki)!
(nki − rki)!
)
and
xki = (x
(1)
ki , . . . , x
(rki)
ki ) ∈ Rrki≤ , x(0)ki := g−1ki (µ), 1 ≤ i ≤ sk, 1 ≤ k ≤ m, ⊗mk=1 ⊗ski=1 λrki|Rrki≤ -a.e..
Then, PX˜
(s)
m forms an m-parametric exponential family in σ and T
(s) =
(
T
(s)
1 , . . . , T
(s)
m
)
. It
follows that we can use the properties of the exponential family to estimate the vector σ
of scale parameters. The MLE and its properties are listed in the following theorem. The
17
2. MODELS WITH KNOWN COMMON LOCATION PARAMETER
Lo¨wner Ordering used in the theorem defines an ordering of two matrices A and B: A ≥ B
iff A − B is a positive semidefinite matrix. From this point forward, diag(a1, . . . , am) always
denotes a m × m-diagonal matrix with diagonal elements a1, . . . , am and Rk always denote
sk∑
i=1
rki, k = 1, . . . , m.
Theorem 2.2.1
Using the properties of a multidimensional exponential family (cf. Bedbur (2011, chapter. 2)),
we obtain
(i) The Maximum Likelihood Estimator (MLE) of σ is given by
σ?(s) = (− R1
T
(s)
1 (X˜
(s))
, . . . , − Rm
T
(s)
m (X˜(s))
).
(ii) E(σ?(s)) = ( R1σ1
R1−1 , . . . ,
Rmσm
Rm−1 ) and Cov(σ
?(s)) = diag( (R1σ1)
2
(R1−1)2(R1−2) , . . . ,
(Rmσm)2
(Rm−1)2(Rm−2)).
(iii) σ?(s) is minimal sufficient and complete for PX˜
(s)
m .
(iv) (−T
(s)
1
R1
, . . . , −T (s)m
Rm
) is an efficient estimator for ( 1
σ1
, . . . , 1
σm
), i.e., (−T
(s)
1
R1
, . . . , −T (s)m
Rm
) has
uniformly the minimal covariance matrix in the sense of Lo¨wner Ordering among all
unbiased estimators of ( 1
σ1
, . . . , 1
σm
) based on s independent observations. The lower bound
of Rao-Crame´r inequality Cov( 1
σ?(s)
) is attained at diag( 1
σ21R1
, . . . , 1
σ2mRm
).
Proof. For fixed σ ∈ Rm+ , let δ = min{σ1, . . . , σm}/2 > 0, and let U = (−σ, σ)m. The
moment generating function of −T(s) at t ∈ U can be calculated as follows:
m−T(s)(t) =
c(s)(σ)
c(s)(σ − t) =
m∏
k=1
(
σk
σk − tk
)Rk
=
m∏
k=1
(
1− tk
σk
)−Rk
.
Hence, − T (s)1 (X˜(s)), . . . ,−T (s)m (X˜(s)) are jointly independent random variables, and−T (s)k (X˜(s)),
1 ≤ k ≤ m, has a Gamma distribution with scale parameter σk and shape parameter Rk, i.e.:
f−T
(s)
k (X˜
(s))(tk) =
σRkk
Γ(Rk)t
Rk−1
k
exp(−σktk), k = 1, . . . , m.
(i) can be proven analogously to the proof of Thm. 2.1.1.
(ii) With the joint distribution function of (− T (s)1 (X˜(s)), . . . ,−T (s)m (X˜(s))), (ii) can be easily
computed.
(iii) Since Cov(−T(s)) > 0, the assertion follows directly with the application of Thm. 2.1.9
(ii) of Bedbur (2011, p. 15) and Thm. 2.1.27 of Bedbur (2011, p. 23).
(iv) can be proven by using the same arguments as in the proof of La. 2.2.10 of Bedbur (2011,
18
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p. 29). 
To obtain the UMVUE of σk˜ for an arbitrary k˜ ∈ {1, . . . , m}, we consider the following situa-
tion.
Situation 2.2
Suppose, for a k˜ ∈ {1, . . . ,m}, σ1, . . . , σk˜−1, σk˜+1, . . . , σm are considered as fixed nuisance pa-
rameters. Then, by setting
h˜(x˜(s)) =
(
m∏
k=1
sk∏
i=1
(
rki∏
j=1
α
(j)
ki · g′k(x(j)ki )
)
(nki)!
(nki − rki)!
) m∏
k=1,
k 6=k˜
σ
∑sk
i=1 rki
k
 exp( m∑
k=1,
k 6=k˜
σkTk(x˜
(s))),
(2.19)
(2.18) can be rewritten as
f X˜
(s)
σ (x˜
(s)) = σ
∑s
k˜
i=1 rk˜i
k˜
exp(σk˜T
(s)
k˜
(x˜(s)))h˜(x˜(s)),xki ∈ Rrki≤ , 1 ≤ i ≤ sk, 1 ≤ k ≤ m.
Hence, PX˜
(s)
k˜
= {P X˜(s)σ : σk˜ > 0} forms a one-parametric exponential family in σk˜ and Tk˜.
The UMVUE σ??
k˜
of σk˜ in Situation 2.2 can be directly obtained by replacing R with Rk˜ and
T (s)(X˜(s)) with T
(s)
k˜
(X˜(s)) in Thm. 2.1.3.
Theorem 2.2.2
In Situation 2.2, the UMVUE of σk based on s observations of X˜
(s) is given by
σ
??(s)
k = −
Rk − 1
T
(s)
k (X˜
(s))
, 1 ≤ k ≤ m. (2.20)
All of the properties of MLE and UMVUE in the previous section, such as the moments of
MLE, the dominance of the two estimators, etc., can be used on σ
?(s)
k and σ
??(s)
k by substituting
Rk for R and T
(s)
k (X˜
(s)) for T (s)(X˜(s)).
For the rest of this section, we will be focusing on the asymptotic properties of the sequences
(σ?(s))s∈N and (σ??(s))s∈N, under the assumptions
s
(s)
k
s
s→∞→ ak > 0, 1 ≤ k ≤ m, and
∑m
k=1 ak = 1,
where σ??(s) = (σ
??(s)
1 , . . . , σ
??(s)
m ).
Theorem 2.2.3
The sequence (σ?(s))s∈N of MLEs and the sequence (σ??(s))s∈N of UMVUEs are strongly consis-
tent for estimating σ.
Proof. Since the elements in σ?(s) and σ??(s) are independent of each other, the statements
follow from Thm. 2.1.5. 
Remark 2.2.1
If ϕ : Rm+ → Γ is a bijective continuous function, the sequences (ϕ(σ?(s)))s∈N and (ϕ(σ??(s)))s∈N
are strongly consistent for estimating ϕ(σ).
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The concept of the asymptotic efficiency of a sequence of estimators from iid random variables
has been introduced in Def. 2.1.3, and it can be extended to an independent but not necessarily
identically distributed (inid) case in the following sense (Lehmann and Casella (1998, pp. 475-
476)). Suppose that Xk1, . . . , Xksk , k = 1, . . . ,m, are the random variables corresponding to
the observations in the kth sample, and that Xk1, . . . , Xksk are iid distributed with density
function fk,θ, where θ = (θ1, . . . , θm). X11, . . . , X1s1 . . . , Xk1, . . . , Xksk , . . . , Xm1, . . . , Xmsm
are assumed to be independently, but not necessarily identically distributed. The sample sizes
s1, . . . , sm with s :=
∑m
k=1 sk satisfy that
sk
s
→ ak > 0 as s → ∞ and
∑m
k=1 ak = 1. Then, a
sequence (θˆ
(s)
)s∈N of estimators of θ is said to be asymptotically efficient if
√
s(θˆ
(s) − θ)→d Nm
0, ( m∑
k=1
akIfk(θ)
)−1 ,
where Ifk(θ), k = 1, . . . , m, denotes the Fisher information matrices corresponding to fk,θ.
In this extended definition of asymptotic efficiency, m sets of random variables are needed, and
the random variables in each set are iid distributed. However, every random variable in MLE
σ?(s) and UMVUE σ??(s) could be different from the others. It follows that when we discuss the
asymptotic efficiency of the sequences (σ?(s))s∈N and (σ??(s))s∈N, we have to include additional
conditions for the system parameters rki’s.
Theorem 2.2.4
Suppose rki = rk, i = 1, . . . , sk, k = 1, . . . , m, m ∈ N.
(i) The sequence (σ?(s))s∈N and the sequence (σ??(s))s∈N are asymptotically efficient for esti-
mating σ, provided that
√
s(σ?(s) − σ)→d Nm(0, (J(σ))−1),
√
s(σ??(s) − σ)→d Nm(0, (J(σ))−1),
where J(σ) =
m∑
k=1
akdiag(0, . . . , 0,
rk
σ2k
, 0, . . . , 0) = diag(a1
r1
σ21
, . . . , am
rm
σ2m
).
(ii) If ϕ : Rm+ → Γ is a continuously differentiable function with |Dϕ(σ)| 6= 0, ∀σ ∈ Rm+ , the
sequences (ϕ(σ?(s)))s∈N and (ϕ(σ??(s)))s∈N are asymptotically normally distributed, i.e.
√
s
(
ϕ(σ?(s))− ϕ(σ))→d Nm(0,Dϕ(σ)(J(σ))−1D′ϕ(σ))
and √
s
(
ϕ(σ??(s))− ϕ(σ))→d Nm(0,Dϕ(σ)(J(σ))−1D′ϕ(σ)).
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Proof. (i) Analogously to the proof of Thm. 2.1.6 , we can obtain sk, k = 1, . . . , m, iid Gamma
distributed random variables −Tk1(Xk1), . . . , −Tksk(Xksk) with scale parameter σk and shape
parameter rk, where Tki(xki) :=
rk∑
j=1
α
(j)
ki (nki − j + 1)
(
gki(x
(j−1)
ki )− gki(x(j)ki )
)
, 1 ≤ i ≤ sk, 1 ≤
k ≤ m. Also, the MLE of σ in the distribution functions of −Tki(Xki)’s can be rewritten as:
σˆ(s) = (σˆ1, . . . , σˆm) = (− r1s1s1∑
i=1
T1i(X1i)
, . . . , − rmsmsm∑
i=1
Tmi(Xmi)
). Applying Thm. 1 (iv) of Bradley and
Gart (1962), we have
√
s(σ?(s) − σ) = √s(σˆ(s) − σ)→d Nm(0, (J(σ))−1), where
J(σ) = −
m∑
k=1
akE(
∂2 ln(f−Tk1(Xk1))
∂σpσq
) =
m∑
k=1
akdiag(0, . . . , 0,
rk
σ2k
, 0, . . . , 0) = diag(a1
r1
σ21
, . . . , am
rm
σ2m
).
The assertion for (σ??(s))s∈N follows from the asymptotic distribution of (σ?(s))s∈N in combina-
tion with the multivariate Slutsky’s theorem (cf., e.g., La. 6.3 in Bilodeau and Brenner (1999,
p. 78)).
(ii) can be proven analogously to the proof of the second part of La. 2.2.15 in Bedbur (2011,
p. 131). 
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Chapter 3
Model with unknown common location
parameter
The basic model in this chapter is almost the same as the one in Section 2.2, which means s
observations of m different systems (as in Situation 1.1) are available. The only difference is
that the common location parameter µ in this chapter is assumed to be unknown. However,
precisely because of this difference, we have to use a completely different approach to estimate
the unknown parameters.
We begin with the family of parametric probability measures:
Let Xki = (X
(1)
ki , . . . , X
(rki)
ki ), 1 ≤ i ≤ sk, 1 ≤ k ≤ m, which takes values in the measurable space
(Rrki≤ ,R
rki
≤ ∩Brki), be the SOSs of the observation xki, where Rrki≤ := {(x(1)ki , . . . , x(rki)ki )|g−1ki (µ) ≤
x
(1)
ki ≤ · · · ≤ x(rki)ki < g−1ki (∞)} and Rrki≤ ∩Brki denotes the Borel sets of Rrki≤ , 1 ≤ i ≤ sk, 1 ≤
k ≤ m. Moreover, let X˜(s) := (X11, . . . ,X1s1 , . . . ,Xk1, . . . ,Xksk , . . . ,Xm1, . . . ,Xmsm), and let
PX˜
(s)
mix := {P X˜(s)µ,σ = f X˜(s)µ,σ ⊗mk=1⊗ski=1λrki|Rrki≤ : µ ∈ R, σ ∈ R
m
+}, where λrki , 1 ≤ i ≤ sk, 1 ≤ k ≤ m,
denotes the Lebesgue measure on (Rrki ,Brki) and ·|B denotes the restriction of a measure to a
measurable subset B ∈ Brki . The density function f X˜(s)µ,σ is given by:
f X˜
(s)
µ,σ (x˜
(s))=
(
m∏
k=1
σ
∑sk
i=1 rki
k
)
exp
(
m∑
k=1
σk
(
sk∑
i=1
rki∑
j=1
α
(j)
ki (nki − j + 1)
(
gki(x
(j−1)
ki )− gki(x(j)ki )
)))
×
exp
(
m∑
k=1
σk
(
sk∑
i=1
α
(1)
ki nkiµ
))(
m∏
k=1
sk∏
i=1
(
rki∏
j=1
α
(j)
ki g
′
ki(x
(j)
ki )
)
(nki)!
(nki − rki)!
)
,
xki ∈ Rrki≤ , gki(x(0)ki ) := 0, 1 ≤ i ≤ sk, 1 ≤ k ≤ m. (3.1)
In this chapter, we will estimate the common location parameter µ and the vector σ =
(σ1, . . . , σm) of scale parameters, given that model parameters α11, . . . ,αmsm and functions
g11, . . . , gmsm are known. Since the location parameter µ is unknown, P
X˜(s)
mix cannot form an
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exponential family any more, and we must compute all of the estimators and their properties
using basic methods. For brevity, we will be using the following denotations:
- bki := α
(1)
ki nki, i = 1, . . . , sk, k = 1, . . . , m,
- bk :=
sk∑
i=1
bki, Rk :=
sk∑
i=1
rki,
- a :=
m∑
k=1
bkσk,
- and h(s)(x˜(s)) :=
m∏
k=1
sk∏
i=1
((
rki∏
j=1
α
(j)
ki g
′
ki(x
(j)
ki )
)
(nki)!
(nki−rki)!
)
.
In this chapter, we first calculate the MLE and the UMVUE of µ and σ = (σ1, . . . , σm) in
(3.1), and thereafter a modified MLE (MMLE) of µ. Moreover, the (asymptotical) properties
of them will be studied. At the end of this Chapter we will introduce a new class of general
estimators of µ, which dominate the MLE of µ in terms of risk under a convex loss function
and also in terms of Pitman closeness.
3.1 MLE of the common location parameter and the
scale parameters
Theorem 3.1.1
The joint MLE (µ?(s),σ?(s)) of (µ,σ) with σ = (σ1, . . . , σm) is given by
µ?(s) = min
i=1,...,sk
k=1,...,m
{gki(X(1)ki )}, and
σ?(s) = (− R1
T˜1(X˜(s))
, . . . , − Rm
T˜m(X˜(s))
), where
T˜
(s)
k (X˜
(s)) =
sk∑
i=1
rki∑
j=1
α
(j)
ki (nki − j + 1)
(
gki(X
(j−1)
ki )− gki(X(j)ki )
)
+ bkµ
?(s), 1 ≤ k ≤ m.
Proof. The likelihood function of µ and σ is given by:
L(s)(µ,σ) =
(
m∏
k=1
σRkk
)
exp
(
m∑
k=1
σk
(
sk∑
i=1
rki∑
j=1
α
(j)
ki (nki − j + 1)
(
gki(x
(j−1)
ki )− gki(x(j)ki )
)))
×
exp (aµ)h(s)(x˜(s))
m∏
k=1
sk∏
i=1
1
[g−1ki (µ)≤x
(1)
ki ≤ ...≤x
(rki)
ki <g
−1
ki (∞)]
. (3.2)
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If there exists a k and an i with µ > gki(x
(1)
ki ), then the likelihood function L
(s)(µ,σ) equals 0.
For µ ≤ gki(x(1)ki ), i = 1, . . . , sk, k = 1, . . . ,m, the likelihood function is given by:
L(s)(µ,σ) = h˜(s)σ (x˜
(s)) exp (aµ) ,
where h˜
(s)
σ (x˜(s)) = h(s)(x˜(s))
(
m∏
k=1
σRkk
)
exp(
m∑
k=1
σk(
sk∑
i=1
rki∑
j=1
α
(j)
ki (nki−j+1)(gki(x(j−1)ki )−gki(x(j)ki )))).
L(s)(µ,σ) is a non-negative and non-decreasing function in µ for µ ≤ min
i=1,...,sk
k=1,...,m
{gki(x(1)ki )}, when
σ is fixed. Thus, the function L(s)(µ,σ) is maximized for µ = min
i=1,...,sk
k=1,...,m
{gki(x(1)ki )} with any
arbitrary σ.
Since µ?(s) is independent of σ, σ?(s) is a value of σ that maximizes L(s)(µ?(s),σ). By substi-
tuting µ = µ?(s) into the logarithm of the likelihood function (3.2), we have
l(µ?(s), σ) =
m∑
k=1
Rk ln(σk) +
m∑
k=1
σkT˜k(x˜
(s)) + ln(h(s)(x˜(s)))
=
m∑
k=1
Rk ln(
σk(−T˜k(x˜(s)))
Rk
) +
m∑
k=1
σkT˜k(x˜
(s)) + ln(h(s)(x˜(s))) +
m∑
k=1
Rk ln(
Rk
−T˜k(x˜(s)))
)
=
m∑
k=1
Rk ln(
σk(−T˜k(x˜(s)))
Rk
) +
m∑
k=1
σkT˜k(x˜
(s)) + h˘(s)(x˜(s))
≤
m∑
k=1
Rk(
σk(−T˜k(x˜(s)))
Rk
− 1) +
m∑
k=1
σkT˜k(x˜
(s)) + h˘(s)(x˜(s))
=h˘(s)(x˜(s))−
m∑
k=1
Rk,
where h˘(s)(x˜(s)) = ln(h(s)(x˜(s))) +
∑m
k=1 Rk ln(
Rk
−T˜k(x˜(s)))) and the equality holds iff
σk(−T˜k(x˜(s)))
Rk
= 1, k = 1, . . . ,m.
This implies that the likelihood function L(σ, µ?(s)) attains its maximum at σk = − RkT˜k(x˜(s))) . 
Now, we derive the density functions of the stated MLEs.
Theorem 3.1.2
For rki ≥ 2, i = 1, . . . , sk, k = 1, . . . , m, we obtain
(i) µ?(s) is exponentially distributed with location parameter µ and scale parameter a, i.e.,
fµ
?(s)
(z) = a exp (−a(z − µ)) , z ≥ µ.
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(ii) The density function of σ?(s) = (σ
?(s)
1 , . . . , σ
?(s)
m ) is given by
f (σ
?(s)
1 ,...,σ
?(s)
m )(y1, . . . , ym) =
1
a
(
m∏
k=1
σRkk
Γ(Rk + 1)
(
Rk
yk
)Rk+1
)
exp(−
m∑
k=1
σkRk
yk
)×(
m∑
k=1
(1− 1
Rk
)bkyk
)
, (y1, . . . , ym) ∈ Rm+ .
(iii) µ?(s) and σ?(s) are independent.
Proof. (i) Considering La. 2.4 of Cramer and Kamps (2003) and the assumptions of the model
in this Chapter, the marginal distribution of X
(1)
ki , i = 1, . . . , sk, k = 1, . . . , m, is given by:
X
(1)
ki ∼ 1−
(
1−
(
1− (1− Fki)α
(1)
ki
))nki
.
It means that the distribution function of X
(1)
ki has the following form:
FX
(1)
ki (x) = 1− exp(−σkα(1)ki nki (gki(x)− µ)).
Then, the distribution function of g(X
(1)
ki ) is given by
F g(X
(1)
ki )(x) = 1− exp(−σkα(1)ki nki (x− µ)).
Considering the properties of the exponential distribution, we have
fµ
?
(z) =
(
m∑
k=1
σkbk
)
exp
(
−
(
m∑
k=1
σkbk
)
(z − µ)
)
, z ≥ µ. (3.3)
(ii) To prove the assertions of (ii) and (iii), we need additionally the joint density function of
(µ?(s), σ?(s)) and the marginal density function of σ?(s). At first, we derive the joint density func-
tion with the help of the joint density function of (Q11, . . . , Q1s1 , . . . , Qm1, . . . , Qmsm , µ
?(s)),
whereQki :=
rki∑
j=1
α
(j)
ki (nki−j+1)
(
gki(X
(j)
ki )− gki(X(j−1)ki )
)
, and gki(X
(0)
ki ) := 0, i = 1, . . . , sk, k =
1, . . . ,m.
For µ ≤ z < qki
α
(1)
ki nki
, i = 1, . . . , sk, k = 1, . . . , m, we have,
P (Qki ≤ qki, µ?(s) > z, i = 1, . . . , sk, k = 1, . . . , m)
=P (
rki∑
j=1
α
(j)
ki (nki − j + 1)
(
gki(X
(j)
ki )− gki(X(j−1)ki )
)
≤ qki, gki(X(1)ki ) > z, i = 1, ..., sk, k = 1, ...,m)
=P (
rki∑
j=2
α
(j)
ki (nki − j + 1)
(
gki(X
(j)
ki )− gki(X(j−1)ki )
)
≤ qki − α(1)ki nkigki(X(1)ki ),
α
(1)
ki nkigki(X
(1)
ki ) > α
(1)
ki nkiz, i = 1, . . . , sk, k = 1, . . . , m)
=
m∏
k=1
sk∏
i=1
∫ ∞
α
(1)
ki nkiz
∫ qki−zki
0
σrki−1k x
rki−2
Γ(rki − 1) exp(−σkx) dx dP
Zki(zki) (3.4)
:=I(q11, . . . , qmsm , z).
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(3.4) holds, because
∑rki
j=2 α
(j)
ki (nki− j+ 1)
(
gki(X
(j)
ki )− gki(X(j−1)ki )
)
is gamma distributed with
scale parameter σk and shape parameter rki − 1, which follows from the arguments in the
proof of Thm. 2.1.5. In (i) we have proven that gki(X
(1)
ki ), i = 1, . . . , sk, k = 1, . . . , m, is
exponentially distributed with the location parameter µ and the scale parameter bkiσk. Then,
it is obvious that the linear transformation Zki := bkigki(X
(1)
ki ) is exponentially distributed with
location parameter bkiµ and scale parameter σk.
Thus, the partial derivative of I(q11, . . . , qmsm , z) w.r.t. q11, . . . , qmsm , provided that bkiµ ≤
zki < qki and rki ≥ 2, i = 1, . . . , ski, k = 1, . . . , m, is given by:
∂I(q11, . . . , qmsm , z)
∂q11 . . . ∂q1s1 . . . ∂qm1 . . . ∂qmsm
=
m∏
k=1
sk∏
i=1
∫ ∞
bkiz
σrki−1k (qki − zki)rki−2
Γ(rki − 1) exp (−σk(qki − zki))σk exp (−σk(zki − bkiµ)) dzki
=
m∏
k=1
sk∏
i=1
σrkik
(rki − 2)! exp(−σk(qki − bkiµ))
∫ qki
bkiz
(qki − zki)rki−2dzki
=
m∏
k=1
sk∏
i=1
σrkik
(rki − 2)! exp(−σk(qki − bkiµ))(−1)
1
(rki − 1)(qki − zki)
rki−1|qkibkiz
=
m∏
k=1
sk∏
i=1
σrkik
(rki − 2)! exp(−σk(qki − bkiµ))
1
(rki − 1)(qki − bkiz)
rki−1
:=I(z)
Since
∂P (Qki ≤ qki, µ?(s) ≤ z, k = 1, . . . ,m, i = 1, . . . , sk)
∂q11 . . . ∂q1s1 . . . ∂qm1 . . . ∂qmsm∂z
=
∂P (Qki ≤ qki, k = 1, ...,m, i = 1, ..., sk)
∂q11 . . . ∂q1s1 . . . ∂qm1 . . . ∂qmsm∂z
− ∂P (Qki ≤ qki, µ
?(s) > z, k = 1, ...,m, i = 1, ..., sk)
∂q11 . . . ∂q1s1 . . . ∂qm1 . . . ∂qmsm∂z
and the first part of the right-hand side of the above equation is 0, we obtain the joint density
function of (Q11, . . . , Qmsm , µ
?(s)),
f (Q11, ..., Qmsm , µ
?(s))(q11, . . . , qmsm , z) = −
∂I(z)
∂z
=c exp
(
−
m∑
k=1
σk
(
sk∑
i=1
(qki − bkiµ)
))(
m∑
k=1
sk∑
i=1
(rki − 1)bki
qki − bkiz
)(
m∏
k=1
sk∏
i=1
(qki − bkiz)rki−1
)
,
where c :=
∏m
k=1
∏sk
i=1
σ
rki
k
(rki−1)! , µ ≤ z <
qki
bki
and rki ≥ 2, i = 1, . . . , ski, k = 1, . . . , m.
In the following part, we will deduce the joint density function of (−T˜1, . . . , −T˜m, µ?(s)) by den-
sity transformation. First, we introduce a random vector Y with Yki := Qki, i = 1, . . . , sk − 1,
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k = 1, . . . , m, Yksk :=
sk∑
i=1
Qki − bkµ?(s), k = 1, . . . , m, and Ys+1 := µ?(s), i.e.
Y =
(
Q11, . . . , Q1(s1−1),
s1∑
i=1
Q1i − b1µ?(s), . . . , Qm1, . . . , Qm(sm−1),
sm∑
i=1
Qmi − bmµ?(s), µ?(s)
)
.
Comparing the definition of T˜k(X˜
(s)), k = 1, . . . , m, in Thm. 3.1.1 with Y, we see T˜k(X˜
(s)) =
−Yksk . The joint density function of Y can be written as:
fY(y11, . . . , y1s1 , ym1, . . . , ymsm , ys+1)
=c exp
(
−
m∑
k=1
σk (yksk + bk(ys+1 − µ))
)
m∑
k=1
sk−1∑
i=1
[
(rki − 1)bki(yki − bkiys+1)rki−2×
∏
l∈{1,...,m}
p∈{1,...,sl−1}
(l,p)6=(k,i)
(ylp − blpys+1)rlp−1
m∏
l=1
(
ylsl −
sl−1∑
p=1
ylp +
sl∑
p=1
blpys+1 − blslys+1
)rlsl−1+
m∑
k=1
(rksk − 1)bksk
(
yksk −
sk−1∑
i=1
yki +
sk∑
i=1
bkiys+1 − bkskys+1
)rksk−2
×
∏
l∈{1,...,m}
p∈{1,...,sl−1}
(ylp − blpys+1)rlp−1
∏
l∈{1,...,m}
l 6=k
(
ylsl −
sl−1∑
p=1
ylp +
sl∑
p=1
blpys+1 − blslys+1
)rlsl−1
 ,
where y ∈ A := {ys+1 ≥ µ, yksk > 0, bk(sk−1)ys+1 < yk(sk−1) < yksk + bk(sk−1)ys+1, k =
1, . . . , m, bkiys+1 < yki < yksk +
sk−1∑
l=i
bklys+1 −
sk−1∑
l=i+1
ykl, i = 1, . . . , sk − 2, k = 1, . . . ,m} and
rki ≥ 2, i = 1, . . . , sk, k = 1, . . . , m.
Next, we integrate fY(y) w.r.t. yki, i = 1, . . . , sk − 1, k = 1, . . . , m, which gives the joint
density function of (−T˜1, . . . , −T˜m, µ?) for (y1s1 , . . . , ymsm , ys+1) ∈ B := {ys+1 ≥ µ, yksk >
0, k = 1, . . . ,m}.
f (−T˜1, ...,−T˜m, µ
?(s))(y1s1 , . . . , ymsm , ys+1)
=
∫
. . .
∫
A\B︸ ︷︷ ︸
s−m times
fY(y11, . . . , y1s1 , . . . , ym1, . . . , ymsm , ys+1)dy11 . . . dy1(s1−1) . . . dym1 . . . dym(sm−1)
= c exp
(
−
m∑
k=1
σk
(
yksk +
sk∑
i=1
bki(ys+1 − µ)
))
×
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m∑
k=1
sk−1∑
i=1
(rki − 1)bki
∫
. . .
∫
D︸ ︷︷ ︸
s−m times
y˜rki−2ki

∏
l∈{1,...,m}
p∈{1,...,sl−1}
(l,p)6=(k,i)
y˜
rlp−1
lp

m∏
l=1
(
ylsl −
sl−1∑
p=1
y˜lp
)rlsl−1
d11...m(sm−1)

+
m∑
k=1
(rksk − 1)bksk×
∫
. . .
∫
D︸ ︷︷ ︸
s−m times
(
yksk −
sk−1∑
i=1
y˜ki
)rksk−2  ∏
l∈{1,...,m}
p∈{1,...,sl−1}
y˜
rlp−1
lp
 ∏
l∈{1,...,m}
l 6=k
(
ylsl −
sl−1∑
p=1
y˜lp
)rlsl−1
d11...m(sm−1)


,
where d11...m(sm−1) := dy˜11 . . . dy˜1(s1−1) . . . dym1 . . . dy˜m(sm−1), y˜ki := yki−bkiys+1, i = 1, . . . , sk−
1, k = 1, . . . , m, and D =
{
0 < y˜ki < yksk −
sk−1∑
l=i+1
y˜kl, i = 1, . . . , sk − 1, k = 1, . . . , m
}
.
Let Dki :=
{
0 < y˜ki < yksk −
sk−1∑
l=i+1
y˜kl
}
, 1 ≤ i ≤ sk − 1, k = 1, . . . ,m. Then D = D11 ∩ · · · ∩
D1(s1−1)∩· · ·∩Dm1∩· · ·∩Dm(sm−1). Furthermore, let dki...k(sk−1) denote dy˜kidy˜k(i+1) . . . dy˜k(sk−1),
1 ≤ i ≤ sk − 1, 1 ≤ k ≤ m. Then, we have
∫
Dl(sl−1)
. . .
∫
Dl1
(
sl−1∏
p=1
y˜
rlp−1
lp
)(
ylsl −
sl−1∑
p=1
y˜lp
)rlsl−1
dl1...l(sl−1)
=
∫
Dl(sl−1)
. . .
∫
Dl2
Γ(rl1)Γ(rlsl)
Γ(rl1 + rlsl)
(
sl−1∏
p=2
y˜
rlp−1
lp
)(
ylsl −
sl−1∑
p=2
y˜lp
)rl1+rlsl−1
dl2...l(sl−1)
=
∫
Dl(sl−1)
. . .
∫
Dl3
Γ(rl1)Γ(rlsl)
Γ(rl1 + rlsl)
Γ(rl2)Γ(rl1 + rlsl)
Γ(rl1 + rl2 + rlsl)
(
sl−1∏
p=3
y˜
rlp−1
lp
)(
ylsl −
sl−1∑
p=3
y˜lp
)rl1+rl2+rlsl−1
dl3...l(sl−1)
= · · · =
∫
Dl(sl−1)
Γ(rlsl)
sl−2∏
p=1
Γ(rlp)
Γ(
sl−2∑
p=1
rlp + rlsl)
y˜
rl(sl−1)−1
lp (ylsl − y˜lp)
sl−2∑
p=1
rlp+rlsl−1
dlsl−1
=
sl∏
p=1
Γ(rlp)
Γ(
sl∑
p=1
rlp)
y
sl∑
p=1
rlp−1
lsl
=
sl∏
p=1
Γ(rlp)
Γ(Rl)
yRl−1lsl , l = 1, . . . , m.
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Analogously, the following integral can be calculated as:
∫
Dk(sk−1)
. . .
∫
Dk1
y˜rki−2ki
sk−1∏
p=1
p 6=i
y˜
rkp−1
kp

(
yksk −
sk−1∑
p=1
y˜kp
)rksk−1
dk1...k(sk−1) =
Rk − 1
rki − 1
sk∏
p=1
Γ(rkp)
Γ(Rk)
yRk−1ksk .
Altogether for this first set of integrals:
∫
. . .
∫
D
y˜rki−2ki

∏
l∈{1,...,m}
p∈{1,...,sl−1}
(l,p)6=(k,i)
y˜
rlp−1
lp

m∏
l=1
(
y˜lsl −
sl−1∑
p=1
y˜lp
)rlsl−1
dy˜11 . . . dy˜m(sm−1)
=y−1ksk
Rk − 1
rki − 1
 m∏
l=1
sl∏
p=1
Γ(rlp)
Γ(Rl)
yRl−1lsl
 .
Similarly, for the integrals in the second bracket [ ], we have:
∫
. . .
∫
D
(
yksk −
sk−1∑
i=1
y˜ki
)rksk−2 ∏
l∈{1,...,m}
p∈{1,...,sl−1}
y˜
rlp−1
lp
∏
l∈{1,...,m}
l 6=k
(
ylsl −
sl−1∑
p=1
y˜lp
)rlsl−1
dy˜11 . . . dy˜m(sm−1)
=y−1ksk
Rk − 1
rksk − 1
 m∏
l=1
sl∏
p=1
Γ(rlp)
Γ(Rl)
yRl−1lsl
 .
Thus, the sum in the brackets {} in the density function, f (−T˜1,...,−T˜m,µ?(s)), is given by:
{} =
m∑
k=1
sk−1∑
i=1
bkiy−1ksk (Rk − 1) m∏
l=1
sl∏
p=1
Γ(rlp)
Γ(Rl)
yRl−1lsl
+ m∑
k=1
bksky−1ksk (Rk − 1) m∏
l=1
sl∏
p=1
Γ(rlp)
Γ(Rl)
yRl−1lsl

=
(
m∏
k=1
sk∏
i=1
Γ(rki)
) 1m∏
k=1
Γ(Rk)

(
m∏
k=1
yRk−1ksk
)(
m∑
k=1
bk(Rk − 1)y−1ksk
)
.
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Finally, we obtain the joint density function of (−T˜1, . . . , −T˜m, µ?(s)):
f (−T˜1, ...,−T˜m, µ
?(s))(y1s1 , . . . , ymsm , ys+1)
=
(
m∏
k=1
sk∏
i=1
σrkik
Γ(rki)
)(
m∏
k=1
sk∏
i=1
Γ(rki)
) 1m∏
k=1
Γ(Rk)
 m∏
k=1
yRk−1ksk ×
exp
(
−
m∑
k=1
σk(yksk + bk(ys+1 − µ))
)(
m∑
k=1
bk(Rk − 1)y−1ksk
)
=
(
m∏
k=1
σRkk
Γ(Rk)
yRk−1ksk
)
exp
(
−
m∑
k=1
σkyksk
)
exp
(
−
m∑
k=1
σkbk(ys+1 − µ)
)(
m∑
k=1
bk(Rk − 1)y−1ksk
)
,
(3.5)
where yksk > 0, k = 1, . . . , m, and ys+1 ≥ µ.
With the joint density function of (−T˜1, . . . , −T˜m, µ?(s)), the density functions of σ?(s), can be
easily computed.
The joint density function of (−T˜1, . . . ,−T˜m) is given by:
f (−T˜1, ...,−T˜m)(t1, . . . , tm) =
∫ ∞
µ
f (−T˜1, ...,−T˜m, µ
?(s))(t1, . . . , tm, z)dz
=
(
m∏
k=1
σRkk
Γ(Rk)
tRk−1k
)(
m∑
k=1
bk(Rk − 1)t−1k
)
exp
(
−
m∑
k=1
σktk
) 1m∑
k=1
bkσk
 , (t1, . . . , tm) ∈ Rm+ .
(3.6)
Applying density transformation, we have the joint density function of σ:
f (σ
?(s)
1 , ..., σ
?(s)
m )(y1, . . . , ym)
=
 1m∏
k=1
y2k
Rk
 1a
(
m∏
k=1
σRkk
Γ(Rk)
(
Rk
yk
)Rk−1
)
exp(−
m∑
k=1
σk
Rk
yk
)
(
m∑
k=1
(Rk − 1)bk(Rk
yk
)−1
)
=
1
a
(
m∏
k=1
σRkk
Γ(Rk + 1)
(
Rk
yk
)Rk+1
)
exp(−
m∑
k=1
σkRk
yk
)
(
m∑
k=1
(1− 1
Rk
)bkyk
)
, (y1, . . . , ym) ∈ Rm+ .
(iii) Obviously, the product of fµ
?(s)
(z), given in (3.3), and f (−T˜1, ...,−T˜m)(t1, . . . , tm), given in
(3.6), equals f (−T˜1, ...,−T˜m, µ
?(s))(t1, . . . , tm, z), z ≥ µ and t1 > 0, . . . , tm > 0, which results in
the independence of the statistics µ?(s) and (−T˜1, . . . ,−T˜m). 
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Remark 3.1.1
(i) Given m = 2, rki = nki = 1, α
(1)
ki = 1, gki(x) = x, x ≥ µ, i = 1 . . . , sk, k = 1, 2, the
results in Thm. 3.1.1 and the density function of µ?(s) in Thm. 3.1.2 coincide with the
results in Ghosh and Razmpour (1984), where the MLEs of the common location parameter
µ and the scale parameters 1
σ
= ( 1
σ1
, 1
σ2
) of two uncensored exponential distributions were
given by
µ?(s) = min{X(1)11 , . . . , X(1)1n1 , X(1)21 , . . . , X(1)2n2}
σ
?(s)
k =
1
sk
sk∑
i=1
(X
(1)
ki − µ?) =
1
sk
sk∑
i=1
X
(1)
ki − µ?, 1 ≤ k ≤ 2.
(ii) In special case of several type II censored exponential distributions, i.e., m = 1, α
(j)
1i =
1, g1i(x) = x, x ≥ µ, r1i ∈ N, n1i ∈ N with r1i ≤ n1i, 1 ≤ j = 1 ≤ n1i, 1 ≤ i ≤ s1, the
MLEs of the common location parameter µ and the scale parameter σ = 1
σ1
were given in
Epstein and Sobel (1954):
µ?(s) = min{X(1)1i , . . . , X(1)1s1},
σ?(s) =
∑s1
i=1
(∑rki
j=1 X
(j)
1i − µ?(s)
)
− (n1i − r1i)
(
Xiriri − µ?(s)
)∑s1
i=1 r1i
=
∑s1
i=1
(∑rki
j=1 X
(j)
1i −X(j−1)1i
)
−
(
s1∑
i=1
n1i
)
µ?(s)∑s1
i=1 r1i
,
which coincide with the MLEs given in Thm. 3.1.1.
(iii) Let m = 1, σ = 1
σ1
and g1i(x) = x, x ≥ µ, 1 ≤ i ≤ s1, the MLEs of µ and σ = 1σ1 can be
found in Thm. 3.4 of Cramer and Kamps (2001b), given by
µ?(s) = min{X(1)11 , X(1)12 , . . . , X(1)1s1}
σ?(s) =
1∑s1
i=1 r1i
s1∑
i=1
r1i∑
j=1
α
(j)
1i (n1i − j + 1)(X(j)1i −X(j−1)1i ),
where X
(0)
1i := µ
?, 1 ≤ i ≤ s1.
Furthermore, they have proven that µ?(s) is exponentially distributed with location param-
eter µ and scale parameter σ1
s1∑
i=1
α
(1)
1i n1i.
(iv) In a special case of Situation 1.1. with s1 = · · · = sm = 1, g11(x) = g21(x) = · · · =
gm1(x) = x, x ≥ µ, the MLEs of the common location parameter µ and scale parameters
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1
σ
= ( 1
σ1
, . . . , 1
σm
) of m different (n-r+1)-out-of-n systems can be found in Schenk (2002,
section 8.2), given by
µ?(s) = min{X(1)11 , X(1)21 , . . . , X(1)m1}
σ
?(s)
k =
1
rk1
rk1∑
i=1
α
(j)
k1 (nk1 − i+ 1)(X(j)k1 −X(j−1)k1 )−
α
(1)
k1 nk1
rk1
µ?, 1 ≤ k ≤ m,
where X
(0)
k1 := 0, 1 ≤ k ≤ m. The density function of µ?(s) in Schenk (2002) also coincide
with the density function in Thm. 3.1.2.
Theorem 3.1.3
For rki ≥ 2, i = 1, . . . , sk, k = 1, . . . , m, the MLE µ?(s) obtained in Thm. 3.1.1 has the
following properties:
(i) The lth moment of µ?(s) is given by
E
(
(µ?(s))l
)
=
l∑
q=0
l!
q!
µq
al−q
, l ∈ N.
In particular, E
(
µ?(s)
)
= 1
a
+ µ and V ar
(
µ?(s)
)
= 1
a2
.
(ii) µ?(s) is asymptotically unbiased for µ, provided that bki = α
(1)
ki nki > δ, for some δ > 0, i =
1, . . . , sk, k = 1, . . . , m.
(iii) With the same assumptions as in (ii) (bki = α
(1)
ki nki > δ, for some δ > 0, i = 1, . . . , sk, k =
1, . . . , m), µ?(s) is strongly consistent for µ.
Proof.
(i) follows from the density function of µ?(s).
(ii) Since Bias(µ?(s)) = E(µ?(s)) − µ = 1
a
, the assertion can be proven if a → ∞ as s → ∞.
With the assumptions we have
a =
m∑
k=1
sk∑
i=1
α
(1)
ki nkiσk > δ
m∑
k=1
skσk ≥ δs min
1≤k≤m
{σk} → ∞, as s→∞.
(iii) For any  > 0, it can be shown:
∞∑
s=1
P (|µ?(s) − µ| > ) =
∞∑
s=1
exp(−a) ≤
∞∑
s=1
(
exp(−δ min
1≤k≤m
{σk})
)s
=
exp(−β)
1− exp(−β) <∞,
where β := δ min
1≤k≤m
{σk}.
Applying Thm. 1.8 (v) in Shao (1994, p. 51), we conclude that µ?(s) →a.s µ. 
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Theorem 3.1.4
For rki ≥ 2, i = 1, . . . , sk, k = 1, . . . , m, the MLEs σ?(s)1 , . . . , σ?(s)m given in Thm. 3.1.1 have
the following properties:
(i) The marginal density function of σ
?(s)
k , k = 1, . . . , m, is given by:
fσ
?(s)
k (yk) =
1
a
σRkk
Γ(Rk + 1)
(
Rk
yk
)Rk+1
exp
(
−Rkσk
yk
)( m∑
l=1,l 6=k
σlbl + (1− 1
Rk
)bkyk
)
, yk > 0.
(ii) The lth moment of σk, k = 1, . . . ,m, is given by:
E[(σ
?(s)
k )
l] = σlk(Rk)
lΓ(Rk − l)
Γ(Rk)
(
1 +
bkσk
a
l
Rk − l − 1
)
, l < Rk − 1.
In particular, E(σ
?(s)
k ) = σk
Rk
Rk−1
(
1 + 1
Rk−2
bkσk
a
)
and
V ar(σ
?(s)
k ) = σ
2
k
R2k
(Rk−1)2(Rk−2)
[
1 + bkσk
a
(
4
Rk−3
)
− 1
(Rk−2)
(
bkσk
a
)2]
.
(iii) The covariance of σ
?(s)
k and σ
?(s)
l , k, l ∈ {1, . . . , m}, k 6= l, is given by:
Cov(σ
?(s)
k , σ
?(s)
l ) = −
(σkσl)(RkRl)
(Rk − 1)(Rl − 1)(Rk − 2)(Rl − 2)
(bkσk)(blσl)
a2
.
Proof.
(i) The marginal density function of −T˜l can be determined by integrating the joint density
functions of (−T˜1, . . . ,−T˜m) in (3.6), given by
f−T˜l(tl) =
∫ ∞
0
. . .
∫ ∞
0
f (−T˜1,...,−T˜m)(t1, . . . , tm)dt1 . . . dtl−1dtl+1 . . . dtm
=
(
1
a
m∏
k=1
σRkk
Γ(Rk)
)
m∑
k=1
∫ ∞
0
. . .
∫ ∞
0
(Rk − 1)bktRk−2k exp(−
m∑
k=1
σktk)
m∏
p=1
p 6=k
tRp−1p dt1 . . . dtl−1dtl+1 . . . dtm
=
1
a
(
m∏
k=1
σRkk
Γ(Rk)
)exp(−σltl)tRl−1l m∑
k=1
k 6=l
bkσk
m∏
p=1
p 6=l
Γ(Rp)
σ
Rp
p
+ exp(−σltl)tRl−2l (Rl − 1)bl
m∏
p=1
p 6=l
Γ(Rp)
σ
Rp
p

=
1
a
σRll
Γ(Rl)
tRl−1l exp(−σltl)
 m∑
k=1
k 6=l
bkσk + (Rl − 1)blt−1l
 , tl > 0.
The density function of σ
?(s)
l = −RlT˜l follows directly from f
−T˜l by applying density transforma-
tion.
(ii) Since most of the y′ls in the density function of σ
?(s)
l are in the denominators (see (i)),
it is more convenient to compute the moments of σ
?(s)
l , l = 1, . . . , m, by using the density
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function of −T˜l than by using the density function of σ?(s)l . Thus, we compute the pth moment
of σ
?(s)
l , p < Rl − 1, l = 1, . . . , m, with the help of the density function of −T˜l obtained in the
proof of (i),
E
((
σ
?(s)
l
)p)
= E
((
−Rl
T˜l
)p)
=
∫ ∞
0
(
Rl
tl
)p
1
a
σRll
Γ(Rl)
tRl−1l exp(−σltl)
 m∑
k=1
k 6=l
bkσk + (Rl − 1)blt−1l
 dtl
=
1
a
σRll
Γ(Rl)
Rpl

 m∑
k=1
k 6=l
bkσk
∫ ∞
0
tRl−p−1l exp(−σltl)dtl
+ (Rl − 1)bl ∫ ∞
0
tRl−p−2l exp(−σltl)dtl

=
1
a
σRll
Γ(Rl)
Rpl

 m∑
k=1
k 6=l
bkσk
Γ(Rl − p)
σRl−pl
+ (Rl − 1)blΓ(Rl − p− 1)
σRl−p−1l

=σpl
Rpl Γ(Rl − p)
Γ(Rl)
[
1 +
p
Rl − p− 1
blσl
a
]
, p < Rl − 1.
Setting p = 1, we obtain the expression of E(σ
?(s)
l ) in the assertion.
Setting p = 2, we obtain
E
((
σ
?(s)
l
)2)
=σ2l
R2l Γ(Rl − 2)
Γ(Rl)
(
1 +
2
Rl − 3
blσl
a
)
= σ2l
R2l
(Rl − 1)(Rl − 2)
(
1 +
2
Rl − 3
blσl
a
)
.
Then, the variance of σ
?(s)
l can be calculated as follows:
V ar
(
σ
?(s)
l
)
= σ2l
R2l
(Rl − 1)(Rl − 2)
(
1 +
2
Rl − 3
blσl
a
)
− σ2l
(
Rl
Rl − 1
)2(
1 +
1
Rl − 2
blσl
a
)2
=σ2l
R2l
(Rl − 1)2(Rl − 2)
[
(Rl − 1) + 2(Rl − 1)
Rl − 3
blσl
a
− (Rl − 2)
(
1 +
1
Rl − 2
blσl
a
)2]
=σ2l
R2l
(Rl − 1)2(Rl − 2)
[
(Rl − 1) + 2(Rl − 1)
Rl − 3
blσl
a
− (Rl − 2)− 2blσl
a
− 1
(Rl − 2)
(
blσl
a
)2]
=σ2l
R2l
(Rl − 1)2(Rl − 2)
[
1 +
blσl
a
(
4
Rl − 3
)
− 1
(Rl − 2)
(
blσl
a
)2]
.
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(iii) First, we compute the product of E
(
σ
?(s)
l
)
and E
(
σ
?(s)
q
)
for l, q ∈ {1, . . . , m} and l 6= q:
E
(
σ
?(s)
l
)
· E
(
σ?(s)q
)
=σlσq
RlRq
(Rl − 1)(Rq − 1)
[(
1 +
bl
a
σl
Rl − 2
)(
1 +
bq
a
σq
Rq − 2
)]
=σlσq
RlRq
(Rl − 1)(Rq − 1)
[
1 +
bl
a
σl
Rl − 2 +
bq
a
σq
Rq − 2 +
bl
a
σl
Rl − 2
bq
a
σq
Rq − 2
]
.
Then, we compute the joint density function of (−T˜l,−T˜q) for 1 ≤ l < q ≤ m. For brevity,
define dl,q := dt1 . . . dtl−1dtl+1 . . . dtq−1dtq+1 . . . dtm.
f (−T˜l,−T˜q)(tl, tq) =
1
a
(
m∏
k=1
σRkk
Γ(Rk)
)
m∑
k=1
∫ ∞
0
. . .
∫ ∞
0
(Rk − 1)bktRk−2k exp(−
m∑
k=1
σktk)
m∏
p=1
p 6=k
tRp−1p dl,q
=
1
a
(
m∏
k=1
σRkk
Γ(Rk)
)tRl−1l exp(−σltl)tRq−1q exp(−σqtq) m∑
k=1
k 6=l,q
(Rk − 1)bkΓ(Rk − 1)
σRk−1k
m∏
p=1
p 6=k,l,q
Γ(Rp)
σ
Rp
k
+
(Rl − 1)bltRl−2l exp(−σltl)tRq−1q exp(−σqtq)
m∏
p=1
p 6=l,q
Γ(Rp)
σ
Rp
k
+
(Rq − 1)bqtRq−2q exp(−σqtq)tRl−1l exp(−σltl)
m∏
p=1
p 6=l,q
Γ(Rp)
σ
Rp
k

=
1
a
σRll σ
Rq
q
Γ(Rl)Γ(Rq)
tRl−1l t
Rq−1
q exp(−σltl − σqtq)
 m∑
k=1
k 6=l,q
bkσk + (Rl − 1)blt−1l + (Rq − 1)bqt−1q
 ,
tl, tq > 0.
Using the joint density function of (−T˜l,−T˜q), the expectation of σ?(s)l σ?(s)q can be computed:
E
(
σ
?(s)
l σ
?(s)
q
)
= E
(
Rl
−T˜l
Rq
−T˜q
)
=
∫ ∞
0
∫ ∞
0
Rl
tl
Rq
tq
f (−T˜l,−T˜q)(tl, tq)dtldtq
=
1
a
σRll σ
Rq
q RlRq
Γ(Rl)Γ(Rq)

 m∑
k=1
k 6=l,q
bkσk
∫ ∞
0
∫ ∞
0
tRl−2l t
Rq−2
q exp(−σltl − σqtq)dtldtq
+bl(Rl − 1)
∫ ∞
0
∫ ∞
0
tRl−3l t
Rq−2
q exp(−σltl − σqtq)dtldtq
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+ bq(Rq − 1)
∫ ∞
0
∫ ∞
0
tRl−2l t
Rq−3
q exp(−σltl − σqtq)dtldtq

=
1
a
RlRq
 σlσq
(Rl − 1)(Rq − 1)
m∑
k=1
k 6=l,q
bkσk + bl
σ2l σq
(Rl − 2)(Rq − 1) + bq
σlσ
2
q
(Rl − 1)(Rq − 2)

=
1
a
σlσq
RlRq
(Rl − 1)(Rq − 1)
 m∑
k=1
k 6=l,q
bkσk +
(
1 +
1
Rl − 2
)
blσl +
(
1 +
1
Rq − 2
)
bqσq

=σlσq
RlRq
(Rl − 1)(Rq − 1)
[
1 +
bl
a
σl
Rl − 2 +
bq
a
σq
Rq − 2
]
.
The covariance of σ
?(s)
l and σ
?(s)
q follows directly from Cov(σ
?(s)
l , σ
?(s)
q ) = E(σ
?(s)
l σ
?(s)
q )−
E(σ
?(s)
l )E(σ
?(s)
q ). 
Remark 3.1.2
Since f (−T˜l,−T˜q)(tl, tq) 6= f−T˜l(tl)f−T˜q(tq), l, q ∈ {1, . . . , m} and l 6= q, σ?(s)l and σ?(s)q are not
independent.
Theorem 3.1.5
(i) σ
?(s)
k is strongly consistent for σk w.r.t. sk, i.e., σ
?(s)
k → σk as sk →∞, 1 ≤ k ≤ m.
(ii) 1
σ
?(s)
k
is asymptotically normal w.r.t. Rk, i.e.,
√
Rk(
1
σ
?(s)
k
− 1
σk
) →d N(0, 1σ2k ) as Rk → ∞,
1 ≤ k ≤ m.
Proof. σ
?(s)
k is given by (see Thm. 3.1.1):
σ
?(s)
k =
1
− 1
Rk
T˜
(s)
k (X˜
(s))
=
1
1
Rk
[(−T˘ (s)k (X˜(s))− bkµ)− bk(µ?(s) − µ)]
, 1 ≤ k ≤ m,
where−T˘ (s)k (X˜(s)) :=
sk∑
i=1
rki∑
j=1
α
(j)
ki (nki−j+1)(gki(x(j)ki )−gki(x(j−1)ki )) and gki(x(0)ki ) := 0, 1 ≤ k ≤ m.
(i) In Thm. 2.1.5, we have proven that
−T˘ (s)k −bkµ
Rk
converges almost surely to 1
σk
as sk →∞.
Furthermore, we know
1
Rk
bk(µ
?(s) − µ) ∼ exp(0, aRk
bk
), 1 ≤ k ≤ m.
Thus, for any  > 0,
∞∑
sk=1
P (| bk
Rk
(µ?(s) − µ)| > ) =
∞∑
sk=1
exp(−aRk
bk
)
Rk≥sk≤
∞∑
sk=1
(exp(−a
bk
))sk =
exp(−a
bk
)
1− exp(−a
bk
)
<∞.
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Applying Thm. 1.8 (v) in Shao (1994, p. 51), we conclude that bk
Rk
(µ?(s)−µ)→a.s 0 as sk →∞.
The statement (i) follows from Thm. 1.10 of Shao (1994, p. 59).
(ii) Using the same arguments as in the proof of Thm. 2.1.5, we obtain that −T˘ (s)k − bkµ, 1 ≤
k ≤ m, is a sum of Rk iid random variables which is exponentially distributed with location
parameter 0 and scale parameter σk. Thus, with the application of the central limit theorem,
we have:
√
Rk(
−T˘ (s)k − bkµ
Rk
− 1
σk
) =
1√
Rk
(−T˘ (s)k − bkµ)−
√
Rk
1
σk
→d N(0, 1
σ2k
) as Rk →∞.
Concerning the result proven in (i) that
bk
Rk
(µ?(s) − µ) →a.s 0 as Rk → ∞, it follows from
Slutsky’s theorem (cf. e.g. Thm 1.11 in Shao (1994, p. 60)) that
√
Rk(
1
σ
?(s)
k
− 1
σk
) =
√
Rk(
−T˘ (s)k (X˜(s))− bkµ
Rk
− 1
σk
)− bk√
Rk
(µ?(s) − µ) −→d N(0, 1
σ2k
). 
Remark 3.1.3
(i) Cramer and Kamps (2001b) have given some properties of the MLEs of µ and σ = 1
σ1
for
particular case of Situation 1.1. with m = 1, σ = 1
σ1
and g1i(x) = x, x ≥ µ, 1 ≤ i ≤ s1.
(ii) The joint and marginal density functions, moments and asymptotic properties of the MLE
of 1
σ
= ( 1
σ1
, . . . , , 1
σm
) for a particular case in Situation 1.1 with sk = 1, gk1(x) = x, x ≥
µ, k = 1, . . . , m, can be found in Schenk (2002).
Theorem 3.1.6
1
σ?(s)
is asymptotically normal w.r.t. (R1, . . . , Rm)
′, i.e.

√
R1(
1
σ
?(s)
1
− 1
σ1
)
√
R2(
1
σ
?(s)
2
− 1
σ2
)
...√
Rm(
1
σ
?(s)
m
− 1
σm
)
→d N(0,Σ), as (R1, . . . , Rm)′ → (∞, . . . , ∞)′,
where Σ = diag(
1
σ21
, . . . ,
1
σ2m
).
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Proof. Considering the result in Thm. 3.1.5 (ii) and the independence of −T˘ (s)1 (X˜(s)) −
b1µ, . . . , −T˘ (s)m (X˜(s))− bmµ, we have
1√
R1
(
−T˘ (s)1 (X˜(s))− b1µ
)
−√R1 1σ1
...
1√
R2
(
−T˘ (s)k (X˜(s))− bkµ
)
−√Rk 1σk
...
1√
Rm
(
−T˘ (s)m (X˜(s))− bmµ
)
−√Rm 1σm

→d Nm(0,Σ),
where −T˘ (s)k (X˜(s)), 1 ≤ k ≤ m, is defined as in the proof of Thm. 3.1.5 and
Σ = Cov

−T˘ (s)1 (X˜(s))− b1µ
...
−T˘ (s)k (X˜(s))− bkµ
...
−T˘ (s)m (X˜(s))− bmµ
 =

1
σ21
. . .
1
σ2k
. . .
1
σ2m
 .
In the proof of Thm. 3.1.5 we have shown that bk
Rk
(µ?(s) − µ)→a.s 0 as sk →∞, 1 ≤ k ≤ m.
Following from the multivariate version of Slutsky’s theorem (cf. e.g. Thm 1.11 in Shao (1994,
p. 60)), the assertion holds. 
Although σ
?(s)
1 , . . . , σ
?(s)
m are dependent, we can see from the above theorem that they are
asymptotically independently normally distributed. Using this result, we can easily give an
asymptotical confidence interval for every σk, 1 ≤ k ≤ m. For example, a two-sided (1−α) 100%
asymptotic confidence interval for σk is given by:[
σ
?(s)
k −
σ
?(s)
k√
Rk
u1−α
2
, σ
?(s)
k +
σ
?(s)
k√
Rk
u1−α
2
,
]
where u1−α
2
denotes the 1− α
2
-quantile of the standard normal distribution.
In the three above mentioned theorems, we have studied the properties of µ?(s) and (σ
?(s)
1 , . . . , σ
?(s)
m )
separately. In the following theorem we will focus on the properties of (µ?(s), σ
?(s)
1 , . . . , σ
?(s)
m ).
Theorem 3.1.7
(i) For arbitrary but fixed (σ1, . . . , σm), the statistic µ
?(s) is sufficient for µ.
(ii) (µ?(s), σ
?(s)
1 , . . . , σ
?(s)
m ) is a sufficient statistic for (µ, σ1, . . . , σm).
(iii) For arbitrary but fixed (σ1, . . . , σm), the statistic µ
?(s) is complete for µ. For arbitrary but
fixed µ, the statistic µ?(s) is equivalent in (σ1, . . . , σm), i.e. for N ∈ B and for all (σ1, . . . ,
σm), (σ
′
1, . . . , σ
′
m) ∈ Rm+ , P µ
?(s)
(µ,σ1,...,σm)
(N) = 0⇔ P µ?(s)(µ,σ′1,...,σ′m)(N) = 0.
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(iv) For arbitrary but fixed µ, the statistic (σ
?(s)
1 , . . . , σ
?(s)
m ) is minimal sufficient and complete
for (σ1, . . . , σm).
(v) (µ?(s), σ
?(s)
1 , . . . , σ
?(s)
m ) is complete for (µ, σ1, . . . , σm).
Proof. (i) & (ii) The joint density function of X˜(s) has the form:
f X˜
(s)
µ,σ (x˜
(s)) = exp(aµ)
m∏
k=1
sk∏
i=1
1[g−1ki (µ)≤µ?(s)]
(
m∏
k=1
σRkk
)
exp(
m∑
k=1
σkQk)(
m∏
k=1
sk∏
i=1
(
rki∏
j=1
α
(j)
ki g
′
ki(x
(j)
ki )
)
(nki)!
(nki − rki)!
)
m∏
k=1
sk∏
i=1
1
[x
(1)
ki ≤···≤x
(rki)
ki <F
−1
k (1)]
,
where Qk :=
(
sk∑
i=1
rki∑
j=2
α
(j)
ki (nki − j + 1)(gki(x(j−1)ki )− gki(x(j)ki ))
)
− bkgki(x(1)ki ), 1 ≤ k ≤ m.
Applying the factorization criterion of Neyman-Fisher (cf. e.g. Thm. 2.2 in Shao (1994,
p. 104)), we know that the assertion (i) holds and that (µ?(s), Q1, . . . , Qm) ist sufficient for
(µ, σ1, . . . , σm). Therefore, (µ
?(s), σ
?(s)
1 , . . . , σ
?(s)
m ) = (µ?(s),
R1
Q1+b1µ?(s)
, . . . , Rm
Qm+bmµ?(s)
) is sufficient
for (µ, σ1, . . . , σm).
(iii) Following the arguments given in Exa. 1.6.23 (iii) in Lehmann and Casella (1998, p. 43),
µ?(s) is complete for µ, when (σ1, . . . , σm) is fixed.
The equivalence of µ?(s) in (σ1, . . . , σm) follows from the fact that 0 < f
µ?(s)
µ,σ1,...,σm
(z) < ∞ for
almost all z ∈ [µ,∞) (cf. Aufgabe 2 of Bauer (1990, p. 122 )).
(iv) is proven in the Thm. 2.2.1 (iii).
(v) The statement is obvious from Thm. 11.1 of Schenk (2002, p. 133) in combination with
the results of (iii) and (iv).
3.2 UMVUE of the common location parameter and the
scale parameters
In the following, we will first determine the UMVUEs of µ and σk, 1 ≤ k ≤ m, and then discuss
some of their (asymptotical) properties.
Theorem 3.2.1
For Rk ≥ 2, 1 ≤ k ≤ m, the UMVUEs of µ and σk are given by:
µ??(s) = µ?(s) −
(
m∑
k=1
(Rk − 1)bk(−T˜ (s)k (X˜(s)))−1
)−1
,
σ
??(s)
k =
Rk − 1
−T˜ (s)k (X˜(s))
1− bk
−T˜ (s)k (X˜(s))
[
m∑
k=1
(Rk − 1)bk(−T˜ (s)k (X˜(s)))−1
]−1 , 1 ≤ k ≤ m,
40
3.2 UMVUE of the common location parameter and the scale parameters
where µ?(s) and T˜
(s)
k (X˜
(s)) are defined in Thm. 3.1.1.
Proof. In Thm. 3.1.7, we have proven that (µ?(s),−T˜ (s)1 (X˜(s)), . . . ,−T˜ (s)m (X˜(s))) is a sufficient
and complete statistic for BX˜
(s)
µ,σ = {P X˜(s)µ,σ : µ ∈ R, σ ∈ Rm+}. Furthermore, we can show:
E
( m∑
k=1
(Rk − 1)bk(−T˜ (s)k (X˜(s)))−1
)−1
=
∫ ∞
0
. . .
∫ ∞
0
(
m∑
k=1
(Rk − 1)bk(tk)−1
)−1
f (−T˜
(s)
1 , ...,−T˜ (s)m )(t1, . . . , tm)dt1 . . . dtm
=
1
a
∫ ∞
0
. . .
∫ ∞
0
m∏
k=1
σRkk
Γ(Rk)
tRk−1k exp(−
m∑
k=1
σktk)dt1 . . . dtm
=
1
a
.
Moreover,
E
(
σ
??(s)
l
)
=
∫ ∞
0
. . .
∫ ∞
0
Rl − 1
tl
1− bl
tl
[
m∑
k=1
(Rk − 1)bkt−1k
]−1×
1
a
(
m∏
k=1
σRkk
Γ(Rk)
tRk−1k
)
exp(−
m∑
k=1
σktk)
(
m∑
k=1
(Rk − 1)bkt−1k
)
dt1 . . . dtm
=
Rl − 1
Rl
∫ ∞
0
. . .
∫ ∞
0
Rl
tl
f (−T˜
(s)
1 , ...,−T˜ (s)m )(t1, . . . , tm)dt1 . . . dtm−∫ ∞
0
. . .
∫ ∞
0
(Rl − 1)bl
t2l
1
a
(
m∏
k=1
σRkk
Γ(Rk)
tRk−1k
)
exp(−
m∑
k=1
σktk)dt1 . . . dtm
=
Rl − 1
Rl
E
(
σ
?(s)
l
)
−
(Rl − 1)bl
a
∫ ∞
0
. . .
∫ ∞
0
σRll
Γ(Rl)
tRl−3l
 m∏
k=1
k 6=l
σRkk
Γ(Rk)
tRk−1k
 exp(− m∑
k=1
σktk)dt1 . . . dtm
=σl
(
1 +
1
Rl − 2
blσl
a
)
− (Rl − 1)bl
a
σ2l
(Rl − 1)(Rl − 2)
∫ ∞
0
σRl−2l
Γ(Rl − 2)t
Rl−3
l exp(−σltl)dtl
=σl +
1
Rl − 2
bl
a
σ2l −
1
Rl − 2
bl
a
σ2l
=σl.
This means that the estimators given in the theorem are unbiased. The assertions follow directly
from the theorem of Lehmann-Scheffe´ (cf. e.g. Thm. 3.1 in Shao (1994, p. 162)). 
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Remark 3.2.1
(i) In the special case of several type II censored exponential distributions, i.e., given m =
1, α
(j)
1i = 1, g1i(x) = x, x ≥ µ, r1i ∈ N, n1i ∈ N with r1i ≤ n1i, j = 1, . . . , n1i, i =
1, . . . , s1, in Situation 1.1., the UMVUE of the scale parameter σ =
1
σ1
was given in
Epstein and Sobel (1954).
(ii) In Ghosh and Razmpour (1984), the UMVUE of the common location parameter µ of two
uncensored exponential distributions has been given,
µ˜(s) = µ?(s) −
(
2∑
k=1
sk(sk − 1)T˜−1k
)−1
,
where µ?(s) = min{X(1)11 , . . . , X1s1 , X(1)21 , . . . , X(1)2s2} and T˜k =
(
sk∑
i=1
Xki
)
− skµ?(s). This
UMVUE is a special case of the UMVUE in Thm. 3.2.1 for m = 2, nki = rki = 1, α
(1)
ki =
1, gki(x) = x, x ≥ µ, i = 1, . . . , sk, k = 1, 2.
(iii) The UMVUEs and their properties of µ and σ in the density function of some sequential
order statistics can be found in Thm. 3.2 of Cramer and Kamps (2001b), where the
observations are from a (ni-ri+1)-out-of-ni system and the baseline functions are assumed
to be the same and given by F (t) = 1 − exp(− t−µ
σ
). The results in Thm. 3.2 of Cramer
and Kamps (2001b) is a particular case of Thm. 3.2.1 for m = 1, σ = 1
σ1
and g1i(x) =
x, x ≥ µ, 1 ≤ i ≤ s1.
(iv) The density function, moments and asymptotic properties of the UMVUEs of the common
location parameter µ and scale parameters σ1, . . . , σm for the special case of Situation
1.1. with sk = 1, Fk1(x) = 1− exp(−x−µσk ), x ≥ µ, k = 1, . . . , m, can be found in Schenk
(2002).
Theorem 3.2.2
Let qk =
√
(Rk − 1)bkσk.
For Rk ≥ 2, k = 1, . . . , m, the variance of µ??(s) is given by
V ar(µ??(s)) = 2m+1
1
a
(
m∏
k=1
qRkk
Γ(Rk)
)∫ ∞
0
t
1+
m∑
k=1
Rk
m∏
k=1
KRk(2qkt)dt.
For Rk ≥ 4 and Rl ≥ 2, 1 ≤ l ≤ m, l 6= k, the variance of σ??(s)k is given by
V ar(σ
??(s)
k ) =
σ2k
Rk − 2 + 2
m+1σ
2
k
a
m∏
l=1
(
(σl(Rl − 1)bl)
Rl
2
Γ(Rl)
)∫ ∞
0
t
m∑
l=1
Rl−3
KRk−4(2qkt)
m∏
l=1
l 6=k
KRl(2qlt)dt,
where Kν(z) is a modified Bessel function of the third kind with order ν (cf. Gradshteyn and
Ryzhik (1994, p. 961)).
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Proof. Considering the independence of µ? and (−T˜1, . . . ,−T˜m), we have
V ar(µ??(s)) =V ar(µ?(s)) + V ar
( m∑
k=1
(Rk − 1)bk(−T˜ (s)k (X˜(s)))−1
)−1
=V ar(µ?(s)) + E
(
V 2
)− E2(V ),
where V :=
(
m∑
k=1
(Rk − 1)bk(−T˜ (s)k (X˜(s)))−1
)−1
.
E
(
V 2
)
=
1
a
∫ ∞
0
. . .
∫ ∞
0
m∏
k=1
σRkk
Γ(Rk)
tRk−1k exp(−
m∑
k=1
σktk)
(
m∑
k=1
(Rk − 1)bkt−1k
)−1
dt1 . . . dtm
=
1
a
m∏
k=1
σRkk
Γ(Rk)
∫ ∞
0
. . .
∫ ∞
0
m∏
k=1
tRk−1k exp(−
m∑
k=1
σktk)
[∫ ∞
0
exp
(
−
m∑
k=1
(Rk − 1)bkxt−1k
)
dx
]
dt1 . . . dtm
(3.7)
=
1
a
m∏
k=1
σRkk
Γ(Rk)
∫ ∞
0
[∫ ∞
0
. . .
∫ ∞
0
m∏
k=1
tRk−1k exp(−
m∑
k=1
σktk) exp
(
−
m∑
k=1
(Rk − 1)bkxt−1k
)
dt1 . . . dtm
]
dx
(3.8)
=
1
a
m∏
k=1
σRkk
Γ(Rk)
∫ ∞
0
[∫ ∞
0
. . .
∫ ∞
0
m∏
k=1
tRk−1k exp
(
−
m∑
k=1
(
σktk + (Rk − 1)bkxt−1k
))
dt1 . . . dtm
]
dx
=
1
a
m∏
k=1
σRkk
Γ(Rk)
∫ ∞
0
m∏
k=1
(∫ ∞
0
tRk−1k exp
(−σktk − (Rk − 1)bkxt−1k ) dtk) dx,
where (3.8) holds because of Fubini’s theorem, and (3.7) holds because
t−1 =
∫ ∞
0
exp (−tx) dx, ∀t ∈ R and t 6= 0.
In Gradshteyn and Ryzhik (1994, p. 384, No. 9), the following expression of integral is found:∫ ∞
0
xν−1 exp(−β
x
− γx)dx = 2
(
β
γ
) ν
2
Kν(2
√
βγ), ν ∈ R, β > 0, γ > 0.
Setting ν = Rk, β = (Rk − 1)bkx and γ = σk, it follows,
E
(
V 2
)
=
1
a
m∏
k=1
σRkk
Γ(Rk)
∫ ∞
0
m∏
k=1
2
(
(Rk − 1)bkx
σk
)Rk
2
KRk(2
√
(Rk − 1)bkσkx)dx
=
1
a
2m
m∏
k=1
(
σRkk
Γ(Rk)
)(
(Rk − 1)bk
σk
)Rk
2
∫ ∞
0
m∏
k=1
x
Rk
2 KRk(2
√
(Rk − 1)bkσkx)dx
t:=x
1
2
= 2m+1
1
a
m∏
k=1
1
Γ(Rk)
m∏
k=1
((Rk − 1)bkσk)
Rk
2
∫ ∞
0
t
1+
m∑
k=1
Rk
m∏
k=1
KRk(2
√
(Rk − 1)bkσkt)dt
=2m+1
1
a
m∏
k=1
qRkk
Γ(Rk)
∫ ∞
0
t
1+
m∑
k=1
Rk
m∏
k=1
KRk(2qkt)dt.
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Together with the variance of µ? given in Thm. 3.1.3 (i), we obtain the variance of µ??.
Now, we calculate the variance of σ
??(s)
k , 1 ≤ k ≤ m:
V ar(σ
??(s)
k ) = E
((
σ
??(s)
k
)2)
− E2
(
σ
??(s)
k
)
=E
( Rk − 1
−T˜ (s)k (X˜(s))
−Qk
)2− E2( Rk − 1
−T˜ (s)k (X˜(s))
−Qk
)
=E
( Rk − 1
−T˜ (s)k (X˜(s))
)2− 2E( Rk − 1
−T˜ (s)k (X˜(s))
Qk
)
− E2
(
Rk − 1
−T˜ (s)k (X˜(s))
)
+
2E
(
Rk − 1
−T˜ (s)k (X˜(s))
)
E (Qk) + E
(
Q2k
)− E2 (Qk)
=
(Rk − 1)2
R2k
V ar(σ
?(s)
k )−2E
(
Rk − 1
−T˜ (s)k (X˜(s))
Qk
)
+ 2
Rk − 1
Rk
E
(
σ?(s)
)
E (Qk)+E
(
Q2k
)−E2 (Qk) ,
where Qk :=
bk(Rk − 1)
(−T˜ (s)k (X˜(s)))2
(
m∑
k=1
(Rk − 1)bk(−T˜ (s)k (X˜(s)))
)−1
, 1 ≤ k ≤ m.
Since the expectation and the variance of σ
?(s)
k and the expectation of Qk, 1 ≤ k ≤ m, have
been respectively obtained in Thm. 3.1.4 (ii) and in the proof of Thm. 3.2.1, given by
E(σ
?(s)
k ) = σk
Rk
Rk − 1
(
1 +
1
Rk − 2
bkσk
a
)
,
V ar(σ
?(s)
k ) = σ
2
k
R2k
(Rk − 1)2(Rk − 2)
[
1 +
bkσk
a
(
4
Rk − 3
)
− 1
(Rk − 2)
(
bkσk
a
)2]
,
E (Qk) =
1
Rk − 2
bk
a
σ2k,
we have jet to calculate the expectations of Q2k and
Rk−1
−T˜ (s)k (X˜(s))
Qk, 1 ≤ k ≤ m,
E
(
Q2k
)
=
1
a
∫ ∞
0
...
∫ ∞
0
m∏
l=1
σRll
Γ(Rl)
tRk−1k exp(−
m∑
l=1
σltl)
b2k(Rk − 1)2
t4k
(
m∑
l=1
(Rl − 1)blt−1l
)−1
dt1...dtm
=
1
a
(
m∏
l=1
σRll
Γ(Rl)
)
b2k(Rk − 1)2×
∫ ∞
0
...
∫ ∞
0
tRk−5k
m∏
l=1
l 6=k
tRl−1l exp(−
m∑
l=1
σltl)
(
m∑
l=1
(Rl − 1)blt−1l
)−1
dt1...dtm
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=
1
a
(
m∏
l=1
σRll
Γ(Rl)
)
b2k(Rk − 1)2×∫ ∞
0
...
∫ ∞
0
tRk−5k
m∏
l=1
l 6=k
tRl−1l exp(−
m∑
l=1
σltl)
[∫ ∞
0
exp
(
−
(
m∑
l=1
(Rl − 1)blt−1l
)
x
)
dx
]
dt1...dtm
=
1
a
(
m∏
l=1
σRll
Γ(Rl)
)
b2k(Rk − 1)2×
∫ ∞
0
∫ ∞
0
tRk−5k exp
(−σktk−(Rk − 1)bkxt−1k ) dtk m∏
l=1
l 6=k
∫ ∞
0
tRl−1l exp
(−σltl−(Rl − 1)blxt−1l ) dtl
dx
=
1
a
(
m∏
l=1
σRll
Γ(Rl)
)
b2k(Rk − 1)2×
∫ ∞
0
2
(
(Rk − 1)bkx
σk
)Rk−4
2
KRk−4(2qk
√
x)
m∏
l=1
l 6=k
2
(
(Rl − 1)blx
σl
)Rl
2
KRl(2ql
√
x)dx
=2m
σ2k
a
(
m∏
l=1
σRll
Γ(Rl)
(
(Rl − 1)bl
σl
)Rl
2
)∫ ∞
0
x
m∑
l=1
Rl
2
−2
KRk−4(2qk
√
x)
m∏
l=1
l 6=k
KRl(2ql
√
x)dx
t:=x
1
2
= 2m+1
σ2k
a
m∏
l=1
(
(σl(Rl − 1)bl)
Rl
2
Γ(Rl)
)∫ ∞
0
t
m∑
l=1
Rl−3
KRk−4(2qkt)
m∏
l=1
l 6=k
KRl(2qlt)dt.
The expectation of Rk−1−T˜k Qk can be easily obtained:
E
(
Rk − 1
−T˜k
Qk
)
=
1
a
∫ ∞
0
...
∫ ∞
0
(
m∏
l=1
σRll
Γ(Rl)
tRl−1l
)
exp(−
m∑
l=1
σltl)
bk(Rk − 1)2
t3k
dt1...dtm
=
1
a
bk(Rk − 1)2
(
m∏
l=1
σRll
Γ(Rl)
)∫ ∞
0
tRk−4k exp(−σktk)dtk
m∏
l=1
l 6=k
∫ ∞
0
tRl−1l exp(−σltl)dtl
=
1
a
bk(Rk − 1)2
(
m∏
l=1
σRll
Γ(Rl)
)(
Γ(Rk − 3)
σRk−3k
) m∏
l=1
l 6=k
Γ(Rl)
σRll

=
bk
a
(Rk − 1)σ3k
(Rk − 3)(Rk − 2) .
All in all,
V ar(σ
??(s)
k ) =
σ2k
Rk − 2
[
1 +
bkσk
a
(
4
Rk − 3
)
− 1
(Rk − 2)
(
bkσk
a
)2]
− 2bk
a
(Rk − 1)σ3k
(Rk − 3)(Rk − 2)+
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2
1
Rk − 2
bk
a
σ3k
(
1 +
1
Rk − 2
bkσk
a
)
− 1
(Rk − 2)2
b2k
a2
σ4k + E
(
Q2k
)
=
σ2k
Rk − 2 +
4bkσ
3
k
a(Rk − 3)(Rk − 2) −
1
(Rk − 2)2
b2kσ
4
k
a2
− 2(Rk − 1)bkσ
3
k
a(Rk − 2)(Rk − 3)
+
2bkσ
3
k
(Rk − 2)a +
2b2kσ
4
k
(Rk − 2)2a2 −
b2kσ
4
k
(Rk − 2)2a2 + E
(
Q2k
)
=
σ2k
Rk − 2 +
bkσ
3
k
a(Rk − 3)(Rk − 2) (4− 2Rk + 2 + 2Rk − 6) + E
(
Q2k
)
=
σ2k
Rk − 2 + 2
m+1σ
2
k
a
m∏
l=1
(
(σl(Rl − 1)bl)
Rl
2
Γ(Rl)
)∫ ∞
0
t
m∑
l=1
Rl−3
KRk−4(2qkt)
m∏
l=1
l 6=k
KRl(2qlt)dt. 
The expressions of the variances of µ??(s) and σ??(s) are very complicated, we can just derive
the numerical values of the variances from them. In the following, we will consider some special
cases for the simple expression of the variance of µ??(s).
Remark 3.2.2
(i) For m = 1 and R1 ≥ 2 the variance of µ??(s) is given by
V ar(µ??(s)) =
1
(b1σ1)2
(
1 +
1
R1 − 1
)
.
(ii) For m = 2 and Rk ≥ 2, k = 1, 2, the variance of µ??(s) is given by
V ar(µ??(s)) =
R1R2
1 +R1 +R2
1
a(R1 − 1)b1σ1F (1, 1+R1; 2+R1+R2; 1−
σ2(R2 − 1)b2
σ1(R1 − 1)b1 ), (3.9)
where F denotes the hypergeometric series defined by
F (α, β; γ; z) =
1
B(β, γ − β)
∫ 1
0
tβ−1(1− t)γ−β−1(1− tz)−αdt, Re(γ) > Re(β) > 0
=1 +
αβ
γ · 1z +
α(α + 1)β(β + 1)
γ(γ + 1) · 1 · 2 z
2 +
α(α + 1)(α + 2)β(β + 1)(β + 2)
γ(γ + 1)(γ + 2) · 1 · 2 · 3 z
3 + · · · ,
α, β, γ ∈ R, z ∈ C. (3.10)
A hypergeometric series terminates if α or β is equal to a negative integer or to zero (cf.
Gradshteyn and Ryzhik (1994, pp. 1065, No. 9.101)). When α, β > 0, and Re(α + β −
γ) < 0, F converges (absolutely) throughout the entire unit circle (cf. Gradshteyn and
Ryzhik (1994, pp. 1066, No. 9.102)).
(iii) In a special case of (ii), namely σ1(R1 − 1)b1 = σ2(R2 − 1)b2, the variance of µ??(s) can
be simplified to
V ar(µ??(s)) =
R1R2
1 +R1 +R2
1
a(R1 − 1)b1σ1 .
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(iv) A further exception of (iii) is when r1i = r2q = r, n1i = n2q = n, α
(j)
1i = α
(j)
2q = α
(j),
1 ≤ j ≤ n, 1 ≤ i ≤ s1, 1 ≤ q ≤ s2, and σ1 = σ2 = σ. In this situation, the variance of
µ??(s) is given by
V ar(µ??(s)) =
s1s2r
2
1 + sr
1
sα(1)nσ(s1r − 1)s1α(1)nσ =
1
σ2
( r
α(1)n
)2 s2
s
1
(1 + sr)(s1r − 1) .
Proof. Similar to the explanation of Schenk (2002, pp. 108-110).
At the end of this section, we’re going to focus on an asymptotical property of µ??(s).
Theorem 3.2.3
µ??(s) is strongly consistent for µ, provided α
(1)
ki nki > δ > 0, i = 1, . . . , sk, k = 1, . . . ,m.
Proof. Let V (s) :=
(
m∑
k=1
(Rk − 1)bk(−T˜k)−1
)−1
=
(
m∑
k=1
(
sk∑
i=1
rki − 1)(
sk∑
i=1
α
(1)
ki nki)(−T˜k)−1
)−1
.
Then, µ??(s) = µ?(s) − V (s). µ?(s) →a.s µ has been shown in Thm. 3.1.3 (iii).
It is well-known that a positive monotone decreasing sequence (Xn)n∈N converges almost sure
to 0, if (Xn)n∈N converges in probability to 0. Considering the joint density function of
(−T˜1, . . . ,−T˜m), we see that V (s) is monotone decreasing in s and positive almost everywhere.
These properties ensure that the assertion in the theorem yields, if V (s) →p 0 can be proven.
P (|V (s) − 0| > ε) = P (V (s) > ε) Markov’s≤
inequality
E(V (s))
ε
=
1
aε
=
1
ε
m∑
k=1
σk
sk∑
i=1
α
(1)
ki nki
<
1
ε
m∑
k=1
σk
sk∑
i=1
δ
=
1
εδ
m∑
k=1
skσk
≤ 1
εδ min
1≤k≤m
{σk}
m∑
k=1
sk
<
1
εδs min
1≤k≤m
{σk}
s→∞→ 0, ∀ε > 0,
which completes the proof.
3.3 A MMLE of the common location parameter
A modified maximum likelihood estimator (MMLE) of the common location parameter of two
exponential distributions was first proposed by Ghosh and Razmpour (1984) for the case that
the scale parameters were unknown and two complete samples were available. In that paper
they first gave the UMVUE of the common location parameter, provided that the two unequal
scale parameters are known. Then, a MMLE of the common location parameter by unknown
scale parameters was obtained by substituting the known scale parameters in the UMVUE with
the respective MLE’s. In this section, we will use the same idea to acquire a MMLE of µ in
the density function of the type II censored SOSs (see 3.1). After that, the MMLE will be
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compared with UMVUE (given in the previous section) in terms of mean squared error.
In Thm. 3.1.3 (i) we know E(µ?(s)) = µ + 1
a
, meaning that if σk, 1 ≤ k ≤ m, are known,
µ?(s) − 1
a
forms an UMVUE of µ. Replacing the known parameters σk in the UMVUE by the
respective MLE leads to a MMLE of µ given by
µ˜(s) = µ?(s) −
(
m∑
k=1
Rkbk
(
−T˜k
)−1)−1
. (3.11)
As we will not discuss the asymptotic properties of estimators, the sample size, s, is not
important for us. Henceforth, we will use µ? instead of µ?(s), µ?? instead of µ??(s) and µ˜ instead
of µ˜(s) for the rest of this thesis.
Remark 3.3.1
In Ghosh and Razmpour (1984), a MMLE of the common location parameter µ of two uncen-
sored exponential distributions has been given,
µ˜(s) = µ?(s) −
(
2∑
k=1
s2k
(
−T˜k
)−1)−1
,
where µ?(s) = min{X(1)11 , . . . , X1s1 , X(1)21 , . . . , X(1)2s2} and T˜k =
(
sk∑
i=1
Xki
)
−skµ?(s). This MMLE
is a special case of the MMLE in (3.11) for m = 2, nki = rki = 1, α
(1)
ki = 1, gki(x) = x, x ≥
µ, i = 1, . . . , sk, k = 1, 2.
Theorem 3.3.1
Under squared error loss function L1(θˆ, θ) = (θˆ− θ)2, the MMLE µ˜ dominates the UMVUE µ??
if one of the following conditions holds:
(i) R1 = R2 = · · · = Rm = R ≥ 2 and m ≤ 2;
(ii) R1 = R2 = · · · = Rm = R = 2 and m = 3.
Before proofing the theorem, we shall introduce a lemma and a corollary which can simplify
the process. In the following, (fg)(x) always denotes f(x)g(x), where f , g are two functions of
x with f : Ω→ Ξ : x→ f(x) and g : Ω→ Ξ′ : x→ g(x).
Lemma 3.3.1
For Rk ≥ 2, k = 1, . . . , m, let
κ(t1, . . . , tm) :=
m∑
k=1
(Rk − 1)b2k
1
t2k
, (t1, . . . , tm) ∈ Rm+
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and
ψ(t1, . . . , tm) :=
(
m∑
k=1
(Rk − 1)bk 1
tk
)−1
, (t1, . . . , tm) ∈ Rm+ .
Furthermore, let φ(t1, . . . , tm) be an absolutely continuous function on Rm+ and let qtk(t1, . . . , tm)
denote the partial derivative of an absolutely continuous function q(t1, . . . , tm) w.r.t. tk, 1 ≤
k ≤ m. Then
E
(
aφ(−T˜1, . . . ,−T˜m)
)
=E
(
(φψ−1)(−T˜1, . . . ,−T˜m)
)
+ E
(
m∑
k=1
bkφtk(−T˜1, . . . ,−T˜m)
)
−
E
(
(κψφ)(−T˜1, . . . ,−T˜m)
)
, (3.12)
provided lim
tk→∞
(φψ)−1(t1, . . . , tm)fk(tk) = lim
tk→0
(φψ)−1(t1, . . . , tm)fk(tk) = 0 and all of the above
expectations exist, where fk denotes the density function of Γ(σk, Rk).
Proof. Let ϕ1(t1, ..., tm) = ψ
m∑
k=1
bk(φψ
−1)tk . Then,
ϕ1(t1, ..., tm) =
m∑
k=1
bkφtkψψ
−1 − ψ
m∑
k=1
bkφ(Rk − 1)bk 1
t2k
=
m∑
k=1
bkφtk − κψφ,
and
E
(
m∑
k=1
bkφtk(−T˜1, . . . ,−T˜m)
)
− E
(
(κψφ)(−T˜1, . . . ,−T˜m)
)
= E
(
ϕ1
(
−T˜1, . . . ,−T˜m
))
=
∫ ∞
0
...
∫ ∞
0
ϕ1(t1, ..., tm)f
(−T˜1,...,−T˜m)(t1, . . . , tm)dt1...dtm
=
1
a
∫ ∞
0
...
∫ ∞
0
ϕ1(t1, ..., tm)ψ
−1(t1, ..., tm)
m∏
k=1
fk(tk)dt1...dtm =
1
a
E(ϕ2(Z1, ..., Zm)), (3.13)
where ϕ2(t1, ..., tm) := ϕ1(t1, ..., tm)ψ
−1(t1, ..., tm), (t1, . . . tm) ∈ Rm+ , and Z1, . . . , Zm are jointly
independent with Zk ∼ Γ(σk, Rk), 1 ≤ k ≤ m.
We need to show
1
a
E (ϕ2(Z1, . . . , Zm)) = E
(
aφ(−T˜1, . . . ,−T˜m)
)
− E
(
(φψ−1)(−T˜1, . . . ,−T˜m)
)
.
For brevity, we define d1,...,k−1,k+1,m := dz1...dzk−1dzk+1...dzm.
1
a
E(ϕ2(Z1, ..., Zm)) =
1
a
E
((
ψ−1ϕ1(Z1, ..., Zm)
))
=
1
a
E
((
ψ−1ψ
m∑
k=1
bk(φψ
−1)tk
)
(Z1, ..., Zm)
)
=
1
a
E
(
m∑
k=1
bk(φψ
−1)tk(Z1, ..., Zm)
)
=
1
a
m∑
k=1
bkE
(
E
(
(φψ−1)tk(Z1, ..., Zm)|Z1, ..., Zk−1, Zk+1, ..., Zm
))
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=
1
a
m∑
k=1
bkE
(∫ ∞
0
(φψ−1)tk (Z1, . . . , Zk−1, tk, Zk+1, . . . , Zm) fk(tk)dtk
)
=
1
a
m∑
k=1
bkE
(
(φψ−1) (Z1, . . . , Zk−1, tk, Zk+1, . . . , Zm) fk(tk)|∞tk=0−∫ ∞
0
(φψ−1) (Z1, . . . , Zk−1, tk, Zk+1, . . . , Zm) f ′k(tk)dtk
)
=− 1
a
m∑
k=1
bkE
(∫ ∞
0
(φψ−1) (Z1, . . . , Zk−1, tk, Zk+1, . . . , Zm) f ′k(tk)dtk
)
=
1
a
m∑
k=1
bkσkE
(∫ ∞
0
(φψ−1) (Z1, . . . , Zk−1, tk, Zk+1, . . . , Zm) fk(tk)dtk
)
−
1
a
m∑
k=1
bk(Rk − 1)E
(∫ ∞
0
(φψ−1) (Z1, . . . , Zk−1, tk, Zk+1, . . . , Zm)
1
tk
fk(tk)dtk
)
=
1
a
m∑
k=1
bkσk
∫ ∞
0
...
∫ ∞
0
(∫ ∞
0
(φψ−1)(z1, ..., zk−1, tk, zk+1, ..., zm)fk(tk)dtk
) m∏
p=1
p6=k
fp(zp)d1,...,k−1,k+1,m−
1
a
m∑
k=1
bk(Rk − 1)
∫ ∞
0
...
∫ ∞
0
(∫ ∞
0
(φψ−1)(z1, ..., zk−1, tk, zk+1, ..., zm)
fk(tk)
tk
dtk
)m∏
p=1
p 6=k
fp(zp)d1,...,k−1,k+1,m
=
(
m∑
k=1
bkσk
)∫ ∞
0
...
∫ ∞
0
φ(t1, ..., tm)
1
a
ψ−1(t1, ..., tm)
m∏
p=1
fp(tp)dt1 . . . dtm−
∫ ∞
0
...
∫ ∞
0
(φψ−1)(t1, ..., tm)
1
a
(
m∑
k=1
bk(Rk − 1)t−1k
)
m∏
p=1
fp(tp)dt1 . . . dtm
=E(aφ(−T˜1, . . . ,−T˜m))− E((φψ−1)(−T˜1, . . . ,−T˜m)). 
Remark 3.3.2
Given sk = 1, rk1 = nk1 = 1, α
(1)
k1 = 1 and gk1(x) = x, 1 ≤ k ≤ m, (3.1) forms the likelihood
function of m exponential distributions with density functions σk exp(−σk(x− µ)), x ≥ µ, 1 ≤
k ≤ m. This implies that the identity in La. 3.3.1 also holds for exponential distributions, which
has been proven in Jin and Crouse (1998a, 1998b).
We noticed that in Jin and Crouse (1998a, 1998b) the assumptions lim
tk→∞
(φψ)−1(t1, . . . , tm)fk(tk) =
0 and lim
tk→0
(φψ)−1(t1, . . . , tm)fk(tk) = 0 were missing. This aroused our interest in examining
whether the assumptions were really necessary, which brings us to the following result.
Remark 3.3.3
The condition lim
tk→0
(φψ)−1(t1, . . . , tm)fk(tk) = 0, 1 ≤ k ≤ m, in La. 3.3.1 can be omitted.
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Proof. In the proof of La. 3.3.1, the assumptions
lim
tk→∞
(φψ)−1(t1, . . . , tm)fk(tk) = 0 and lim
tk→0
(φψ)−1(t1, . . . , tm)fk(tk) = 0
were just used to obtain the following equation:∫ ∞
0
(φψ−1)tk(Z1, ..., Zk−1, tk, Zk+1, ..., Zm)fk(tk)dtk
=−
∫ ∞
0
(φψ−1)(Z1, ..., Zk−1, tk, Zk+1, ..., Zm)f ′k(tk)dtk (3.14)
Thus, the statement in the remark holds if we can prove (3.14) by just using the condition
lim
tk→∞
(φψ)−1(t1, . . . , tm)fk(tk) = 0, 1 ≤ k ≤ m. Applying Fubini’s theorem, it is clear:∫ ∞
0
(φψ−1)tk(Z1, . . . , Zk−1, tk, Zk+1, . . . , Zm)fk(tk)dtk
=
∫ ∞
0
(φψ−1)tk(Z1, . . . , Zk−1, tk, Zk+1, . . . , Zm)
∫ tk
0
f ′k(y)dydtk
=
∫ ∞
0
f ′k(y)
∫ ∞
y
(φψ−1)tk(Z1, . . . , Zk−1, tk, Zk+1, . . . , Zm)dtkdy
=
∫ ∞
0
f ′k(y)(φψ
−1)(Z1, . . . , Zk−1, tk, Zk+1, . . . , Zm)|∞tk=ydy
=−
∫ ∞
0
(φψ−1)(Z1, . . . Zk−1, tk, Zk+1, . . . , Zm)f ′k(tk)dtk. 
Corollary 3.3.1
Let p ∈ N, Rk ≥ 2, 1 ≤ k ≤ m, and W =
m∑
k=1
ckbk
(
−T˜k
)−1
with c1, . . . , cm ∈ R. Moreover, let
ς : R+ → R+ be an absolutely continuous function. Then
E(aς−2p(W )) =E
[
ς−2p−1(W )
(
2pς ′(W )τ(−T˜1, ...,−T˜m)− ς(W )(κψ)(−T˜1, ...,−T˜m) +
ς(W )ψ−1(−T˜1, ...,−T˜m)
)]
,
where τ(−T˜1, ...,−T˜m) =
∑m
k=1 ckb
2
k
(
−T˜k
)−2
.
Proof. Substituting φ(−T˜1, ...,−T˜m) = ς−2p(W (−T˜1, ...,−T˜m)) into (3.12) leads to:
E
(
aς−2p(W (−T˜1, . . . ,−T˜m))
)
=E
(
ς−2p(W )ψ−1(−T˜1, . . . ,−T˜m)
)
+ E
(
m∑
k=1
bk(−2p)ς−2p−1(W )ς ′(W )ckbk(−1) 1
(−T˜k)2
)
−
E
(
ς−2p(W )(κψ)(−T˜1, . . . ,−T˜m)
)
=E
(
ς−2p−1(W )
(
2pς ′(W )τ(−T˜1, . . . ,−T˜m)− ς(W )(κψ)(−T˜1, . . . ,−T˜m) +
ς(W )ψ−1(−T˜1, . . . ,−T˜m)
))
. 
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Proof of Thm. 3.3.1. The dominance of µ˜ over µ?? will be proven by computing the risk
difference (RD) between R(µ˜, µ) and R(µ??, µ). Since µ? ∼ exp(µ, a) and is independent of
(−T˜1, . . . ,−T˜m), RD can be written as:
RD = E
(
(µ˜− µ)2 − (µ?? − µ)2)
=E
µ? −( m∑
k=1
Rkbk(−T˜k)−1
)−1
− µ
2 −
µ? −( m∑
k=1
(Rk − 1)bk(−T˜k)−1
)−1
− µ
2
=− 2a−1E
( m∑
k=1
Rkbk(−T˜k)−1
)−1+ E
( m∑
k=1
Rkbk(−T˜k)−1
)−2+
2a−1E
( m∑
k=1
(Rk − 1)bk(−T˜k)−1
)−1− E
( m∑
k=1
(Rk − 1)bk(−T˜k)−1
)−2
=− 2a−1 1
R
E
( m∑
k=1
bk(−T˜k)−1
)−1+ 1
R2
E
( m∑
k=1
bk(−T˜k)−1
)−2+
2a−1
1
R− 1E
( m∑
k=1
bk(−T˜k)−1
)−1− 1
(R− 1)2E
( m∑
k=1
bk(−T˜k)−1
)−2
=2a−1
1
R(R− 1)E
( m∑
k=1
bk(−T˜k)−1
)−1− 2R− 1
R2(R− 1)2E
( m∑
k=1
bk(−T˜k)−1
)−2 .
By substituting W =
m∑
k=1
bk
(
−T˜k
)−1
(i.e. c1 = · · · = cm = 1) and ς(t) = t in Cor. 3.3.1 we
have:
aE
( m∑
k=1
bk(T˜k)
−1
)−2 = E (aς−2(W ))
=E
(
ς−3(W )
(
2τ(−T˜1, . . . ,−T˜m)− ς(W )κψ(−T˜1, . . . ,−T˜m) + ς(W )ψ−1(−T˜1, . . . ,−T˜m)
))
=E

(
m∑
k=1
bk(−T˜k)−1
)−3 2 m∑
k=1
b2k(−T˜k)−2 −
(
m∑
k=1
b2k(−T˜k)−2
)
+ (R− 1)
(
m∑
k=1
bk(−T˜k)−1
)2
=E
( m∑
k=1
bk(−T˜k)−1
)−3( m∑
k=1
b2k(−T˜k)−2
)
+ (R− 1)
(
m∑
k=1
bk(−T˜k)−1
)−1 .
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Using this expression, RD can be simplified to:
RD = a−1
1
R(R− 1)
2E
( m∑
k=1
bk(−T˜k)−1
)−1 −
2R− 1
R(R− 1)E
( m∑
k=1
bk(−T˜k)−1
)−3( m∑
k=1
b2k(−T˜k)−2
)
+ (R− 1)
(
m∑
k=1
bk(−T˜k)−1
)−1
=a−1
1
R(R− 1)E

(
m∑
k=1
bk(−T˜k)−1
)−1  1
R
− 2R− 1
R(R− 1)
(
m∑
k=1
bk(−T˜k)−1
)−2( m∑
k=1
b2k(−T˜k)−2
) .
Thus, a sufficient condition for RD ≤ 0 is found:
1
R
− 2R− 1
R(R− 1)
(
m∑
k=1
bk(−T˜k)−1
)−2( m∑
k=1
b2k(−T˜k)−2
)
≤ 0.
Applying the Cauchy-Schwarz inequality, we have(
m∑
k=1
b2k(−T˜k)−2
)(
m∑
k=1
(
bk(−T˜k)−1
)
· 1
)−2
≥ 1
m
.
As a consequence,
1
R
− 2R− 1
R(R− 1)
(
m∑
k=1
bk(−T˜k)−1
)−2( m∑
k=1
b2k(−T˜k)−2
)
≤ (R− 1)m− (2R− 1)
R(R− 1)m ≤ 0,
provided for R ≥ 2 and m ≤ 2 or R = 2 and m = 3. 
3.4 A Class of estimators of the common location pa-
rameter
The MLE of the common location parameter of some independent absolutely continuous dis-
tributions can always be easily computed. Meanwhile, we know that the MLE of the common
location parameter is usually not the admissible estimator under the risk in terms of a convex
loss function or under Pitman closeness. This aroused our interest in building a class of esti-
mators, each of which dominates the MLE under a risk function or under Pitman closeness.
Such classes have been studied on exponential distributions and Pareto distributions.
Based on complete samples of several exponentials, Pal and Sinha (1990) have given a small
class of estimators of the common location parameter. Each estimator in that class dominates
the MLE in terms of mean squared error and Pitman closeness. Pal and Sinha’s results have
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been extended by Jin and Crouse (1998a, 1998b) in two aspects. They introduced a wider
class of estimators, and they used a class of risk functions that includes mean squared error by
comparison of estimators. In their estimations, only complete samples have been used. The es-
timation of the common location parameter in type II censored distributions was first discussed
by Jin and Elfessi (2001). In that paper some estimators of the common scale parameter of
type II censored Pareto distributions has been given, and a class of estimators dominating the
MLE in terms of mean squared error has been obtained. Since estimating the common scale
parameter of Pareto distributions and estimating the common location parameter of exponen-
tial distributions are equivalent under proper transformation, this work can also be treated
as a study on the estimation of the common location parameter of several type II censored
exponentials.
In this section, we will first find a class of estimators of the common location parameter µ
based on observations in Situation 1.1, which uniformly dominates the MLE µ? under the risk
in terms of a class of convex loss functions Ll(θˆ, θ) = (θˆ− θ)2l, l ∈ N. Then, we will prove that
the estimators in the class also dominate the MLE in terms of Pitman closeness. Since the
density function of exponential distribution or of Pareto distribution is a special case of (3.1),
and the observations in Situation 1.1 are type II censored, all results in the above listed papers
are special cases of the results in this section.
3.4.1 Comparison of estimators in terms of risk functions
Theorem 3.4.1
For ck ∈ R and ck ≥ Rk − 1 ≥ 1, k = 1, . . . ,m, define a statistic W which has the same form
as in Cor. 3.3.1, i.e. W :=
∑m
k=1 ckbk(−T˜k)−1. Furthermore, let ζ : R+ → R+ be an absolutely
continuous and non-decreasing function. Then, the estimators
µ̂ = µ? − c
ζ(W )
, 0 < c ≤ 1,
of µ uniformly dominate the MLE µ? in terms of the risk under the class of convex loss functions
Ll(θˆ, θ), l ∈ N, if the following conditions hold:
(i) x ≤ ζ(x) and x−1ζ(x), x ∈ R+, is non-increasing.
(ii) 2pck − (Rk − 1) ≤ pc2k, k = 1, . . . , m, and p = 1, . . . , l.
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Proof. In order to prove µ̂ dominates µ?, we calculate their risk difference:
RD = R(µ̂, µ)−R(µ?, µ) = E
(
(µ̂− µ)2l − (µ? − µ)2l
)
=E
(
2l∑
p=0
(
2l
p
)
(−1)p
(
c
ζ(W )
)p
(µ? − µ)2l−p − (µ? − µ)2l
)
=E
(
2l∑
p=1
(
2l
p
)
(−1)p
(
c
ζ(W )
)p
(µ? − µ)2l−p
)
=
2l∑
p=1
(
2l
p
)
(−1)pE
((
c
ζ(W )
)p)
E
(
(µ? − µ)2l−p
)
=
2l∑
p=1
(
2l
p
)
Γ(2l − p+ 1)(−1)p(a−1)2l−pE
((
c
ζ(W )
)p)
=−
l∑
p=1
(
2l
2p− 1
)
E
((
c
ζ(W )
)2p−1)(
a−1
)2l−2p+1
Γ(2l − 2p+ 2)+
l∑
p=1
(
2l
2p
)
E
((
c
ζ(W )
)2p)(
a−1
)2l−2p
Γ(2l − 2p+ 1)
=−
l∑
p=1
(2l)!
(2l − 2p+ 1)!(2p− 1)!(2l − 2p+ 1)!
(
a−1
)2l−2p+1
E
((
c
ζ(W )
)2p−1)
+
l∑
p=1
(2l)!
(2l − 2p)!(2p)!(2l − 2p)!
(
a−1
)2l−2p
E
((
c
ζ(W )
)2p)
=(2l)!
{
l∑
p=1
1
(2p)!
c2p−1(a−1)2l−2p+1
[
cE
(
aζ−2p(W )
)− 2pE (ζ−2p+1(W ))]} .
Let ∆˜p := cE (aζ
−2p(W )) − 2pE (ζ−2p+1(W )), p = 1, . . . , l. Using Cor. 3.3.1, ∆˜p can be
rewritten as:
∆˜p =cE
(
ζ−2p−1
(
2pτζ ′ − κψζ + ψ−1ζ))− 2pE (ζ−2p+1(W ))
=E
(
ζ−2p+1
(
2pcτζ ′ζ−2 − cκψζ−1 + cψ−1ζ−1 − 2p)) ,
where κ, τ, ψ are defined as in La 3.3.1 and Cor. 3.3.1.
Define l new functions ∆p, 1 ≤ p ≤ l, given by
∆p := 2pcτζ
′ζ−2 − cκψζ−1 + cψ−1ζ−1 − 2p, p = 1, . . . , l.
To prove that RD ≤ 0, it is sufficient to show ∆p ≤ 0 for p = 1, . . . , l and almost all
(−T˜1, . . . , −T˜m). Before we turn our attention to ∆p, let us first look at some inequalities
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that will be used later.
The non-increasing property of the function ζ(x)
x
, x > 0, leads to ζ
′(x)x−ζ(x)
x2
≤ 0, x > 0. Be-
cause x and ζ(x) are always positive, the inequality can be transformed into xζ ′(x) ≤ ζ(x)
or ζ ′(x)ζ−2(x) ≤ x−1ζ−1(x). Substituting x with W , we obtain ζ ′(W )ζ−2(W ) ≤ W−1ζ−1(W )
(W > 0 a.s.).
Because ck ≥ Rk−1, k = 1, . . . ,m, ψ−1(t1, . . . , tm) =
∑m
k=1(Rk−1)bkt−1k ≤
∑m
k=1 ckbkt
−1
k yields
for (t1, . . . , tm) ∈ Rm+ . Thus, we have ψ−1(−T˜1, . . . ,−T˜m) ≤ W ≤ ζ(W ) and ψ(−T˜1, . . . ,−T˜m) ≥
W−1.
Using these inequalities and the conditions in the Theorem, we see
∆p ≤2pcτW−1ζ−1(W )− cκW−1ζ−1(W ) + c− 2p
=
c
Wζ(W )
(
2p
m∑
k=1
ckb
2
k(−T˜k)−2 −
m∑
k=1
(Rk − 1)b2k(−T˜k)−2
)
+ c− 2p
=
c
Wζ(W )
(
m∑
k=1
b2k(2pck − (Rk − 1))(−T˜k)−2
)
+ c− 2p
≤ c
Wζ(W )
m∑
k=1
b2kpc
2
k(−T˜k)−2 + c− 2p ≤
cp
Wζ(W )
(
m∑
k=1
bkck(−T˜k)−1
)2
+ c− 2p
=
cp
Wζ(W )
W 2 + c− 2p ≤ cp+ c− 2p ≤ c · 2p− 2p ≤ 0. 
Remark 3.4.1
The result in Theorem 3.4.1 has been discussed in particular cases:
(i) Given α
(j)
ki = 1, 1 ≤ j ≤ nki, 1 ≤ i ≤ sk, 1 ≤ k ≤ m, the sequential order statistics
in Situation 1 become ordinary order statistics. It means that under the conditions in
Theorem 3.4.1 all the estimators in the form µ? − c
ζ(
∑m
k=1 ck(
∑sk
i=1 nki)(−T˜k))
, 0 < c ≤ 1,
dominate µ? in terms of risk functions E(Ll), l ∈ N.
(ii) In the special case of (i), namely sk = 1, µ = ln(θ), θ > 0, gk1(x) = ln(x), x ≥ θ, 1 ≤
k ≤ m. (3.1) is the joint density function of m ordinary order statistics based on Pareto
distributions, i.e., Fk1(x) = 1−exp(−σk(ln(x)− ln(θ)) = 1− ( θx)σk , 1 ≤ k ≤ m. Then, the
MLE of θ is given by δˆ1 := exp(µ
?) = min
k
{g(1)k1 }. For l = 1, it follows from the result in
Theorem 3.4.1 that E
((
−2c
ζ(W )
)
ln( δˆ1
θ
) + c
2
ζ2(W )
)
)
≥ 0. Considering that ln(z) ≤ z − 1, z >
0, and P (δˆ ≥ θ) = 1, it can be easily proven that E
(
− 2c
ζ(W )
(δˆ1 − θ)δˆ1 + c2ζ2(W ) δˆ21
)
≥ 0.
It implies that all estimators for θ in the form of δˆ3 = δˆ1
(
1− c
ζ(W )
)
dominate δˆ1 under
mean squared error. This special case was proven by Jin and Elfessi (2001).
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(iii) Under the conditions in (i), let rki = nki = 1, 1 ≤ i ≤ sk, 1 ≤ k ≤ m, the ordi-
nary order statistics become random variables distributed as Fki. For example, when all
gki(x) = x, 1 ≤ i ≤ sk, 1 ≤ k ≤ m, x(1)k1 , x(1)k2 , . . . , x(1)ksk are observations of the exponential
distribution 1 − exp(−σk(x − µ)). The result in Theorem 3.4.1 for this special case of
exponential distributions has been studied by Jin and Crouse (1998b).
(iv) Ghosh and Razmpour (1984) have verified the dominance of some special estimators in
the class given by Jin and Crouse (1998b) (c = 1, and ck ≥ Rk2 , 1 ≤ k ≤ m, and
ζ(x) = x, x > 0) over the MLE under mean squared error.
Proof. (ii) It follows from the result in Theorem 3.4.1 that
E
((
µ? − c
ζ(W )
− µ
)2
− (µ? − µ)2
)
= E
(( −2c
ζ(W )
)
(µ? − µ) + c
2
ζ2(W )
)
=E
(( −2c
ζ(W )
)(
ln(δˆ1)− ln(θ)
)
+
c2
ζ2(W )
)
= E
((
2c
ζ(W )
)
ln
(
θ
δˆ1
)
+
c2
ζ2(W )
)
≥ 0
Since ln(z) ≤ z − 1, z > 0, P (δˆ1 ≥ θ) = 1 and θ ∈ R+, we obtain
E
((
2c
ζ(W )
)(
θ
δˆ1
− 1
)
+
c2
ζ2(W )
)
≥ 0
Then, we know
E
(
1
δˆ21
(( −2c
ζ(W )
)(
δˆ1 − θ
)
δˆ1 +
c2
ζ2(W )
δˆ21
))
≥ 0
Thus, it hold
0 ≤ E
(( −2c
ζ(W )
)(
δˆ1 − θ
)
δˆ1 +
c2
ζ2(W )
δˆ21
)
=E
(δˆ1 − θ − 2cδˆ1
ζ(W )
)2
−
(
δˆ1 − θ
)2 = E ((δˆ3 − θ)2 − (δˆ1 − θ)2) ,
where δˆ3 = δˆ1
(
1− 2c
ζ(W )
)
. 
Although we have imposed many restrictions on ζ(x) and ck (or Rk) in Theorem 3.4.1, we can
still easily find some of them.
Example 3.4.1
Jin and Crouse (1998b) have given an example for ζ(x),
ζ(x) =
u+ (v + x)w+1
(v + x)w
, x > 0, u ≥ 0, v ≥ 0 and w > −1.
This ζ satisfies all of the conditions in Theorem 3.4.1.
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Proof. Obviously, ζ(x) ≥ x holds. With the conditions, it can be proven that ζ(x), x > 0, is
non-decreasing:
ζ ′(x) =
(w + 1)(v + x)2w − uw(v + x)w−1 − w(v + x)2w
(v + x)2w
=
(v + x)2w − uw(v + x)w−1
(v + x)2w
≥ v
w+1 − uw
(v + x)w+1
≥ 0.
In order to show ζ(x)
x
is non-increasing, we calculate the first derivative of it:
(
ζ(x)
x
)′ =
(w + 1)x(v + x)2w − (v + x)wu− (v + x)2w+1 − uwx(v + x)w−1 − wx(v + x)2w
x2(v + x)2w
.
Since the denominator of the derivative is always positive, we just need to show the numerator
is not positive. Let ∆ denote the numerator, then
∆ =wx(v + x)2w + x(v + x)2w − (v + x)wu− (v + x)(v + x)2w − wx(v + x)2w − uwx(v + x)w−1
=− (v + x)wu− v(v + x)2w − uwx(v + x)w−1
=(v + x)w−1
(−v(v + x)w+1 − uv − ux(w + 1)) ≤ 0. 
Example 3.4.2
Let ck ∈ R and ck ≥ Rk − 1 ≥ 1, k = 1, . . . ,m. Given an arbitrary natural number l, then
2pck − (Rk − 1) ≤ pc2k, p = 1, . . . , l, k = 1, . . . ,m,
if one of the following conditions holds:
(i) Rk ≥ 3, k = 1, . . . ,m,
(ii) Rk ≥ l + 1, k = 1, . . . ,m,
(iii) ck ≥ 2 and Rk = 2, k = 1, . . . ,m.
Proof. After rewriting the desired inequality 2pck − (Rk − 1) ≤ pc2k into p(ck − 1)2 ≥ p+ 1−
Rk, 1 ≤ p ≤ l, 1 ≤ k ≤ m, the assertions can be obtained by straightforward computation.
µ̂ is a wide class of estimators, MMLE and UMVUE are all included in µ̂. Choosing ζ(x) =
x, x > 0 and c = 1, µ̂ forms the MMLE µ˜ and the UMVUE µ?? respectively, for ck = Rk and
ck = Rk − 1. However, if we want to use Thm. 3.4.1 to discuss, for example, the dominance of
UMVUE over MLE, we must restrict Rk or l so that all the conditions on Rk and l in Thm.
3.4.1 are satisfied.
We turn our attention on the coefficient c. The estimators in the class in Thm. 3.4.1 are
defined for c ∈ (0, 1]. Since the optimal value of c ∈ (0, 1], such that µ̂ is admissible among all
the estimators in the class, is unobtainable, we try to shrink the interval which contains the
optimal value of c in the following theorems.
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Theorem 3.4.2
Under the conditions in Thm. 3.4.1, the estimators µ̂ are inadmissable for c in the interval
(0, 1/2).
Proof. The statement can be proven by taking the first derivative of the risk function of µ̂
w.r.t. c. In the following, we will show that the risk function is decreasing for c ∈ (0, 1/2),
which follows that the risk of the estimator with c = 1
2
is less than the risk of the estimators
with c ∈ (0, 1/2). The risk function of µ̂ is given by:
Rl = E
(
(µ̂− µ)2l
)
= E
((
µ? − c
ζ(W )
− µ
)2l)
=
2l∑
p=0
(
2l
p
)
(−1)pcpE ((ζ(W ))−p)E ((µ? − µ)2l−p)
=(2l)!
2l∑
p=0
(−1)p 1
p!
cp(a−1)2l−pE
(
(ζ(W ))−p
)
=(2l)!
[
(a−1)2l −
l∑
p=1
(a−1)2l−2p+1
(2p− 1)! E
(
(ζ(W ))−2p+1
)
c2p−1 +
l∑
p=1
(a−1)2l−2p
(2p)!
E
(
(ζ(W ))−2p
)
c2p
]
=(2l)!(a−1)2l + (2l)!
l∑
p=1
(a−1)2l−2p+1
(2p)!
[−2pE ((ζ(W ))−2p+1) c2p−1 + aE ((ζ(W ))−2p) c2p] .
Taking the first derivative w.r.t. c, we obtain
dRl
dc
= (2l)!
l∑
p=1
(a−1)2l−2p+1
(2p)!
2pc2p−2
[
aE
(
(ζ(W ))−2p
)
c− (2p− 1)E ((ζ(W ))−2p+1)] .
Using the same arguments as in the proof of Thm. 3.4.1, the difference in the derivative above
can be rewritten as E (ζ−2p+1∆p) , where ∆p := c(2pτζ ′ζ−2 − κψζ−1 + ψ−1ζ−1) − (2p − 1),
p = 1, . . . , l. In the proof of Thm. 3.4.1 we have shown that
c(2pτζ ′ζ−2 − κψζ−1 + ψ−1ζ−1) ≤ cp+ c.
Thus,
∆p < 0, if c <
2p− 1
p+ 1
, p = 1, . . . , l.
As a consequence, ∆p < 0, p = 1, . . . , l, for c < min
1≤p≤l
{2p− 1
p+ 1
} = min
1≤p≤m
{2− 3
p+ 1
} = 1
2
. 
A smaller interval that contains the optimal value of c can be obtained, if some particular
estimators in the class in Thm. 3.4.1 under a particular loss function are considered.
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Theorem 3.4.3
Let l = 1, ζ(x) = x, x > 0, W =
(
m∑
k=1
(Rk − 1)bk(−T˜k)−1
)
and Rk ≥ 2, k = 1, . . . , m. Then,
µ̂ is inadmissable under mean squared error for c in the interval (0, 1 − 1
min
1≤k≤m
{Rk} ] ∪ (1 −
1
1+m·( max
1≤k≤m
{Rk}−1) , 1].
Proof. With the application of La. 3.3.1, we obtain
E
(
aψ2
)
= E
(
ψ2ψ−1
)
+ E
(
m∑
k=1
bk(ψ
2)tk
)
− E (κψ3)
=E
(
ψ2ψ−1
)
+ E
(
2ψ3
m∑
k=1
(Rk − 1)bk 1
t2k
)
− E (κψ3) = E (ψ) + E (κψ3) ,
where ψ is defined as in La. 3.3.1. The risk function of µ̂ = µ?− c
W
= µ?− cψ(−T1, . . . , −Tm)
under squared error loss function is given by
R1 =E
(
(µ? − cψ − µ)2) = E ((µ? − µ)2)+ E (c2ψ2 − 2cψ(µ? − µ))
=2a−2 + a−1E
(
c2aψ2 − 2cψ) = 2a−2 + a−1E (c2ψ + c2κψ3 − 2cψ) .
Taking the first derivative of R1 w.r.t. c:
dR1
dc
= 2a−1
((
E(ψ) + E(κψ3)
)
c− E(ψ)) = 2a−1E (ψ (c(1 + κψ2)− 1)) .
An upper and a lower bound of the function κψ2 can be found:
κψ2 =
m∑
k=1
(Rk − 1)b2k 1t2k
(
m∑
k=1
(Rk − 1)bk 1tk )2
≤
m∑
k=1
(Rk − 1)b2k 1t2k
m∑
k=1
(Rk − 1)2b2k 1t2k
≤
m∑
k=1
(Rk − 1)b2k 1t2k
min
1≤k≤m
{Rk − 1}
m∑
k=1
(Rk − 1)b2k 1t2k
=
1
min
1≤k≤m
{Rk − 1}
and
κψ2 =
m∑
k=1
(Rk − 1)b2k 1t2k
(
m∑
k=1
(Rk − 1)bk 1tk )2
≥
1
max
1≤k≤m
{Rk−1}
m∑
k=1
(Rk − 1)2b2k 1t2k
(
m∑
k=1
(Rk − 1)bk 1tk )2
≥ 1
max
1≤k≤m
{Rk − 1}
1
m
.
Let ∆ = c(1+κψ2)−1, then ∆ > 0 if c > 1
1+κψ2
, and ∆ < 0 if c < 1
1+κψ2
. Considering the upper
and lower limits of the function κψ2, the assertion yields with straightforward computation. 
Example 3.4.3
The UMVUE µ?? is inadmissable under mean squared error for Rk ≥ 2, 1 ≤ k ≤ m.
Proof. The UMVUE can be obtained by choosing W =
(
m∑
k=1
(Rk − 1)bk(−Tk)−1
)
, ζ(x) =
x, x > 0, and c = 1. Then, the result follows directly from Thm. 3.4.3.
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3.4.2 Comparison of estimators in terms of Pitman closeness
In addition to risk functions, another criterion - Pitman closeness - is also used to compare
estimators. As for the comparison of the MLE with a class of estimators in terms of Pitman
closeness, we can refer to Pal and Sinha (1990). In that paper, the MLE and a class of estimators
of the common location parameter of several uncensored exponentials have been compared in
terms of Pitman closeness and MSE. In this subsection, we will use this criterion to examine
the dominance of µ̂ over the MLE µ? of the common location parameter of type II censored
SOSs.
Theorem 3.4.4
As in Thm. 3.4.1, we define m real numbers c1, . . . , cm with ck ≥ Rk − 1 ≥ 1, k = 1, . . . , m,
and a statistic W :=
∑m
k=1 ckbk(−T˜k)−1. Furthermore, let ζ : (0,∞)→ (0,∞) be an absolutely
continuous and non-decreasing function. If x ≤ ζ(x), x > 0 holds, the estimators µ̂ = µ?− c
ζ(W )
is Pitman-closer than µ? for 0 < c ≤ 1.
In particular, when all of the ck’s and Rk’s are the same, i.e., c1 = · · · = cm, R1 = · · · = Rm,
this statement holds for 0 < c ≤ R1
c1
.
Proof. Applying the definition of Pitman closeness, the assertion is true if we could show
P (|µ̂− µ| < |µ? − µ|) > 0.5. (3.15)
We have
P (|µ̂− µ| < |µ? − µ|) = P ((µ̂− µ)2 < (µ? − µ)2)
=P
((
µ? − c
ζ(W )
− µ
)2
< (µ? − µ)2
)
= P
((
c
ζ(W )
)2
< 2
c
ζ(W )
(µ? − µ)
)
=P
(
c
ζ(W )
< 2 (µ? − µ)
)
=
∫ ∞
0
∫ ∞
x
2
aexp(−at)dtf cζ(W ) (x)dx
=
∫ ∞
0
exp(−ax
2
)f
c
ζ(W ) (x)dx = E
(
exp
(
−a c
2ζ(W )
))
> E
(
1− ac
2ζ(W )
)
.
Since ζ(W ) ≥ W = ∑mk=1 ckbk(−T˜k)−1 ≥∑mk=1(Rk − 1)bk(−T˜k)−1, we obtain
aE
(
1
ζ(W )
)
≤ aE
(
1
W
)
≤ aE( 1∑m
k=1(Rk − 1)bk(−T˜k)−1
) = 1 ≤ 1
c
.
Therefore, P (|µ̂− µ| < |µ? − µ|) > E
(
1− ac
2ζ(W )
)
≥ 1− 1/2 = 1/2.
In the particular case of c1 = · · · = cm and R1 = · · · = Rm, aE( 1W ) = R1c1 , which is not less than
1
c
for c ≤ c1
R1
. 
Comparing the conditions in Thm 3.4.1 and in Thm. 3.4.4, we can see that the sufficient
conditions, such that the estimators µ̂ dominate the MLE µ? in terms of risk under convex loss
functions, are a little more complicated than the conditions for µ̂ Pitman-closer than µ?.
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Example 3.4.4
The UMVUE µ?? is Pitman-closer than the MLE µ? for Rk ≥ 2, k = 1, . . . ,m.
Proof. Let c = 1, ζ(x) = x, x > 0, and ck = Rk − 1 ≥ 1, 1 ≤ k ≤ m. Then, µ̂ forms the
UMVUE of µ. 
As discussed in the case of convex loss function(s), the optimal value of c, so that µ is admissible
in terms of Pitman closeness, is also unobtainable. We have just obtained a smaller interval in
(0, 1], which includes the optimal value of c.
Theorem 3.4.5
Under the conditions of theorem 3.4.4, µ̂ is inadmissable in terms of Pitman closeness for c in
the interval (0, 1
2
).
Proof. We show directly that µ̂d = µ
? − d
ζ(W )
, with d = 1
2
, dominates µ̂c = µ
? − c
ζ(W )
for every
c ∈ (0, 1
2
).
P
(
|µ? − d
ζ(W )
− µ| < |µ? − c
ζ(W )
− µ|
)
=P
((
µ? − d
ζ(W )
− µ
)2
<
(
µ? − c
ζ(W )
− µ
)2)
=P
(
−2 d
ζ(W )
(µ? − µ) + d
2
ζ2(W )
< −2 c
ζ(W )
(µ? − µ) + c
2
ζ2(W )
)
=P
(
d2 − c2
ζ2(W )
< 2
d− c
ζ(W )
(µ? − µ)
)
= P
(
d+ c
ζ(W )
< 2 (µ? − µ)
)
= E
(
exp
(
−a(d+ c)
2ζ(W )
))
>E
(
1− a (d+ c)
2ζ(W )
)
= 1− a (d+ c)
2
E
(
1
ζ(W )
)
.
Using the same arguments as in the proof of Thm. 3.4.4, we obtain
a(d+ c)
2
E(
1
ζ(W )
) ≤ a(d+ c)
2
1
a
< 0.5. 
In the particular case of R1 = · · · = Rm ≥ 2 and c1 = · · · = cm ≥ R1 − 1, the interval which
contains the optimal value of c can be shrunk to [R1
c1
− 1
2
, 1], because the upper bound of the
expectation of 1
ζ(W )
in the last step of the proof of Thm. 3.4.5 can be calculated as c1
R1a
.
In Thm. 3.3.1 we have given some conditions such that the MMLE µ˜ dominate the UMVUE
µ?? in terms of mean squared error. However, we are not able to find some conditions, on which
µ˜ is Pitman-closer than µ?? or µ?? is Pitman-closer than µ˜.
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Chapter 4
Confidence sets
After discussing the point estimation of the common location parameter µ, we continue to study
the set estimation. First, we introduce the definition of a set estimation. The set estimation
of an arbitrary parameter θ from the parameter space Θ ⊆ Rq is a set c(x) ∈ Θ ∩Bq, which
only depends on a sample x ∈ X. The corresponding random set C(X) is called a set estimator
of θ. A set estimator is always discussed with a measure of confidence, usually the confidence
coefficient inf
θ∈Θ
Pθ(θ ∈ C(X)). If inf
θ∈Θ
Pθ(θ ∈ C(X)) ≥ 1 − α holds, we say that C(X) has a
confidence level 1− α, where α is a number in (0, 1). This means that the real value of θ lies,
with a probability of at least 1 − α, in the set C(X). In particular, if Θ is a subset of R and
c(x) is an interval, C(X) is called an interval estimator.
4.1 Construction of confidence sets
In this section, we will briefly introduce two methods that are often used to construct confidence
sets. They are known as the pivotal quantity and the method of inverting the acceptance region
of a test statistic.
4.1.1 Pivotal quantity
Definition 4.1.1 (Definition 9.2.6 of Casella and Berger (2002))
A known Borel function Q of (X,θ) is called pivotal quantity (pivot) if the distribution of
Q(X,θ) is independent of θ. That is, if X ∼ Fθ(x), then Q(X,θ) has the same distribution
for all values of θ.
Note that Q(X,θ) itself is a function of X and θ, but the distribution of Q(X,θ) cannot depend
on θ. It implies that for any set A, P (Q(X,θ) ∈ A) does not contain θ.
The key points of using pivots to construct confidence sets always lies in whether we could find
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a pivot Q(X,θ) and a set A such that the set C(X) := {θ : Q(X,θ) ∈ A} is a set estimator of
θ. If such a pivot Q(X,θ) as well as such a set A are available, and for a given α ∈ (0, 1),
P (Q(X,θ) ∈ A) ≥ 1− α, (4.1)
holds, then C(X) is a level 1− α confidence set, as
inf
θ∈Θ
P (θ ∈ C(X)) = inf
θ∈Θ
P (Q(X,θ) ∈ A) = P (Q(X,θ) ∈ A) ≥ 1− α.
The second equality yields because the distribution of Q(X,θ) is independent of θ. The greater
than or equal sign in the last step indicates that the confidence coefficient inf
θ∈Θ
P (θ ∈ C(X))
may be greater than 1−α. If Q(X,θ) has a continuous cumulative distribution function, then
we can choose A such that the confidence coefficient is exactly 1− α.
We should note that in a given problem, we might not be able to find one pivot or we might
find many. When many pivots are obtainable, we can choose one based on some principles or
criteria, for example, the length of intervals with the same confidence coefficient. More princi-
ples or criteria for choosing a pivot can be found in section 7.2 of Shao (1994) or in section 9.4
of Casella and Berger (2002). The following statement indicates that, in many cases, pivots
exist.
Let T1(X), . . . , Tp(X) be independent statistics, and let F
Tl
θ be the continuous cumulative dis-
tribution function of Tl, l = 1, . . . , p. Then, Q(X,θ) =
∏p
l=1 F
Tl
θ (Tl(X)) is a pivot.
Proof. First, we show F Tlθ (Tl(X)) ∼ U(0, 1), l = 1, . . . , p:
P (F Tlθ (Tl(X)) ≤ t) =

0, t ∈ (−∞, 0],
P
(
Tl(X) ≤
(
F Tlθ
)−1
(t)
)
= F Tlθ
((
F Tlθ
)−1
(t)
)
= t, t ∈ (0, 1),
1, t ∈ [1,∞).
The distribution of each F Tlθ (Tl(X)) is independent of θ. As a consequence, each of them is a
pivot and so is their product. 
We discuss two special cases of this statement:
(i) Let Fθ be a continuous cumulative distribution function, and let X1, . . . ,Xp be iid Fθ-
distributed random variables, then
∏p
l=1(Fθ(Xl)) is a pivot.
(ii) For θ ∈ R, p = 1 and continuous cumulative distribution function F Tθ , we know that
F Tθ (T ) is a pivot which is uniformly distributed on [0, 1].
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In the special case (ii), the cumulative distribution function F Tθ is assumed to be continuous.
The method and the conditions, on which a confidence interval can be determined from the
pivot F Tθ (T ), have been given in Thm. 9.2.12 of Casella and Berger (2002). In Thm. 9.2.14 of
Casella and Berger (2002), they have explained that the method can also be used for discrete
cumulative distribution function F Tθ , if the conditions are slightly generalized.
However, the conditions in the theorems are possibly not fulfilled. Balakrishnan, Cramer, and
Iliopoulos (2014) have pointed out some cases, in which one of the condition in Thm. 9.2.12 of
Casella and Berger (2002) fails.
4.1.2 Inverting the acceptance region of a test statistic
As it is known, there is a one-to-one correspondence between confidence sets and hypothesis
tests. Considering this correspondence we say that in general, every test statistic can be used
to construct a confidence interval. This correspondence is exactly explained in the following
theorem which is given by Casella and Berger (2002).
Theorem 4.1.1 (Thm. 9.2.2 of Casella and Berger (2002))
For each θ0 ∈ Θ, let A(θ0) be the acceptance region of a test for H0 : θ = θ0 with significance
level α. For each x ∈ X, define
C(x) = {θ0 : x ∈ A(θ0)}
Then the random set C(X) is a level 1− α confidence set for θ.
Conversely, let C(X) be a level 1− α confidence set. For any θ0 ∈ Θ, define
A(θ0) = {x : θ0 ∈ C(x)}.
Then A(θ0) is the acceptance region of a test with significance level α for H0 : θ = θ0.
Proof. Casella and Berger (2002, p. 422). 
Since constructing an acceptance region is relatively easier than constructing a confidence set,
the first part of Thm. 4.1.1 is more often used than the second part. Applying the first part, a
confidence set C(X) can be obtained by inverting an acceptance region, but possibly without
an explicit form. In that case, we have to determine C(X) numerically.
When θ ∈ R and A(θ) = {Y (X) : a(θ) ≤ Y (X) ≤ b(θ)}, where a(θ) and b(θ) are non-decreasing
functions of θ, and Y : X → R is a real-valued function, the explicit form of the confidence
interval C(X) can be determined easily. Given observations x, the value of Y (x) is known and
we denote it with y. We discuss the determination of c(x) in three cases (when a(θ) and b(θ)
are both non-increasing, c(x) can be analogously determined):
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(i) If a(θ) and b(θ) are continuous and increasing, then c(x) = [θ, θ], where θ = b−1(y) and
θ = a−1(y).
(ii) If a(θ) (or b(θ)) is discontinuous, there might not exist any point of θ with y = a(θ) (or
with y = b(θ)). In this case, the upper bound point θ (or the lower bound point θ) of
c(x) is determined by
θ = sup{θ : a(θ) ≤ y} (or θ = inf{θ : b(θ) ≥ y}). (4.2)
Note that c(x) does not include θ (or θ) iff a(θ) is not left-continuous at θ and y 6= a(θ)
(or b(θ) is not right-continuous at θ and y 6= b(θ)) (cf. Figure 4.1, Figure 4.2 and Figure
4.3).
(iii) If a(θ) (or b(θ)) is partially parallel to the θ−axis, more than one point with y = a(θ) (or
with y = b(θ)) may exist. The upper bound point θ (or the lower bound point θ) of c(x)
is also determined by
θ = sup{θ : a(θ) ≤ y} (or θ = inf{θ : b(θ) ≥ y}), (4.3)
which could be ∞ (or −∞) (cf. Figure 4.4).
theta
Y
Y=y2
Y=a(theta)
Y=b(theta)
C2(x)
Figure 4.1: Solution for θ at discon-
tinuity point
theta
Y
C1(x)
Y=y1
Y=a(theta)
Y=b(theta)
Figure 4.2: Solution for θ at discon-
tinuity point
Note that case (ii) and case (iii) can occur simultaneously when a(θ) (or b(θ)) is discontinuous
and not strictly increasing. When the both cases simultaneously occur we still can use (4.2) to
determine the upper (or lower) bound, because the formulae to determine the upper (or lower)
bound in case (ii) and (iii) are the same.
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theta
Y
Y=y3
Y=a(theta)
Y=b(theta)
C3(x)
Figure 4.3: Solution for θ by discon-
tinuity point
theta
Y
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Figure 4.4: A confidence interval ob-
tained at inverting A(θ) = [a(θ), b(θ)]
4.2 Exact confidence intervals for the common location
parameter
In this section we focus on the interval estimation using the model described in Chapter 3,
where some point estimations of the common location parameter µ of m different (n-r+1)-out-
of-n systems were given. All the assumptions of the model in Chapter 3 are also assumed here.
Using the SOSs corresponding to the kth system, we can build a pivot Qk, 1 ≤ k ≤ m, which
is F -distributed (see section 4.2.1). Then, it is obvious that Pk = 1 − Gk(Qk) is uniformly
distributed on [0,1], where Gk is the cumulative distribution of Qk. These m independent uni-
formly distributed statistics remind us that we can use the methods in the area of combined
independent significance tests to construct confidence intervals for µ, because the one-to-one re-
lationship exists between confidence intervals and hypothesis tests (see section 4.1.2). Methods
in this area have been studied by many authors of whom will not be listed here. A summary
of these methods can be found in Hedges and Olkin (1985, Chapter 3), Becker (1994) and
Hartung, Knapp, and Sinha (2008, Chapter 3).
The methods in this area can be generally separated by the distribution functions of involved
statistics into four classes. We present the names of the classes and the names of some fa-
mous methods in each class: uniform distribution methods (Tippet’s Method and Wilkinson’s
method), inverse chi-squared methods (Fisher’s and weighted Fisher’s methods), inverse normal
methods (Stouffer’s method and Lipta´k’s methods) and logit method (logit method).
Although it is shown that there is no uniformly most powerful test among those listed above
(Birnbaum (1954)), there are still some criteria that were suggested to compare them. These cri-
teria give some “general analytic results on the performance”of the combined tests (cf. Hedges
and Olkin (1985, p. 33)), and may help to make a choice among the candidates. One criterion
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used in Hedges and Olkin (1985, Chapter 6) is the admissibility. A test is said to be admissible
if it is one of the most powerful tests against at least one alternative (cf. Birnbaum (1954, p.
564)). The other important principle used by Hedges and Olkin is the asymptotic Bahadur
optimality (ABO). Roughly speaking, a test is ABO if maxθ∈Θ0 Ln(t,θ) tends to zero at the
fastest rate when the sample size n tends to infinity, where Ln(t,θ) is the survival function of
the test statistic at the point t. The precise definition of ABO was given in Littell and Folks
(1973) or Berk and Cohen (1979).
In the next subsection, we will compute some confidence intervals of the common location
parameter µ of m different (n-r+1)-out-of-n systems (using the same model as described in
Chapter 3). Not only the methods in the area of combined independent significance tests men-
tioned above will be applied, but also several other methods that combine arbitrary independent
test statistics, and were used to construct confidence intervals or to test hypotheses about the
common mean of normal distributions. They are Fairweather’s method (Fairweather (1972)),
Cohen and Sackrowitz’s method (Cohen and Sackrowitz (1984)) and Jordan and Krishnam-
moorthy’s method (Jordan and Krishnamoorthy (1996)). A summary of these methods can be
found in Hartung et al. (2008, section 5.3.2).
4.2.1 Confidence intervals based on not uniformly distributed pivots
David (1970, p. 122) has proposed a pivot (F-ratio) for testing hypotheses about the location
parameter of an exponential distribution. This F-ratio has been lately widely used in hypothesis
tests or interval estimations (cf. Jordan and Krishnamoorthy (1996), Lin and Shen (1997), Yu,
Sun, and Sinha (1999) and Sun and Sinha (1999)). Here we will also build m F -distributed
statistics as our pivots, each of which is based only on the SOSs of one system. We begin
with the statistics min
1≤i≤sk
{gki(X(1)ki )} and Vki, 1 ≤ i ≤ sk, 1 ≤ k ≤ m, whose distribution were
calculated in Chapter 3 and Chapter 2 respectively, given by
min
1≤i≤sk
{gki(X(1)ki )} ∼ exp(µ,
sk∑
i=1
bkiσk) and
Vki :=
rki∑
j=2
α
(j)
ki (nki − j + 1)
(
gki(X
(j)
ki )− gki(X(j−1)ki )
)
∼ Γ(σk, rki − 1).
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Considering the density transformation, we have 2σk (
∑sk
i=1 bki)
(
min1≤i≤sk{gki(X(1)ki )} − µ
)
∼
Γ(1
2
, 1) = χ22 and 2σk
∑sk
i=1 Vki ∼ Γ(12 ,
∑sk
i=1(rki − 1)) = χ22∑ski=1(rki−1). Then, it is obvious
Qk =
2σk
( sk∑
i=1
bki
)(
min
1≤i≤sk
{gki(X(1)ki )}−µ
)
2
2σk
∑sk
i=1 Vki
2
sk∑
i=1
(rki−1)
=
(
sk∑
i=1
bki
)(
sk∑
i=1
(rki − 1)
)(
min
1≤i≤sk
{gki(X(1)ki )} − µ
)
sk∑
i=1
Vki
∼ F2, 2(Rk−sk).
These m independent statistics Qk’s will be used in the following as our pivots.
Remark 4.2.1
• σk (
∑sk
i=1 bki) ( min1≤i≤sk
{gki(X(1)ki )} − µ) is also a pivot. We do not use it alone, because in
this pivot only the first failure time of every observation in the kth system is considered.
In contrast, Qk takes all the rki failure times of every observation in the k
th system in
consideration.
• Sun and Sinha (1999) have given several interval estimators of the common location
parameter of exponentials with complete samples. Thanks to their paper we had the idea
to study the confidence intervals of the common µ in SOSs.
Before estimating, we discuss something about the upper bound of the confidence intervals.
First, an upper bound of µ is known, namely µ?(X) = min
1≤i≤sk
1≤k≤m
{gki(X(1)ki )}. In Thm. 3.1.2
we have proven that P (µ ≤ µ?(X)) = P (µ?(X) ≥ µ) = 1. This implies that a left-sided
confidence interval won’t work by our estimation problem, because µ cannot run to infinity. In
the following, the upper bound of each confidence interval is assumed to be µ?(X). The reasons
why we use such an upper bound, but not others, are that
• With this upper bound a level 1−α confidence interval of µ can be determined relatively
easily. Since P (µ ≤ µ?(X)) = 1 holds, any µ(X) with P (µ ≥ µ(X)) ≥ 1 − α combining
µ?(X) will build a level 1 − α confidence interval for µ. It means that the lower bound
can be determined separately without consideration of the upper bound.
• µ is not greater than µ?(X) with probability 1, following that any other upper bounds
that are greater than µ?(X) cannot be reached with probability 1. When we use other
upper bounds, we must always compare them with µ?(X) to confirm that they are possible
upper bounds.
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In the next part of this chapter, we will try to determine some lower bounds which, together
with the upper bound µ?(X), build confidence intervals of µ. First, methods that combine
some not uniformly distributed pivots will be used, followed by some methods in the area of
combined independent significance tests.
Fairweather’s method and Jordan and Krishnamoorthy’s method
Fairweather (1972), Jordan and Krishnamoorthy (1996) have suggested to use a linear combina-
tion of pivots to obtain an exact confidence interval of the common mean of normal distributions.
According to their ideas, we can use the pivot
QFW =
m∑
k=1
wkQk (4.4)
to determine the lower bound of µ, where wk’s are non-negative weights. The lower bound of
a level 1− α confidence interval for µ is given by
1− α = P
µ ≥
m∑
k=1
wk
bk(Rk−sk) min
1≤i≤sk
{gki(X(1)ki )}
sk∑
i=1
Vki
− cα
m∑
k=1
wk
bk(Rk−sk)
sk∑
i=1
Vki
 , (4.5)
where cα denotes the cut-off point of the distribution of QFW , satisfying 1−α = P (QFW ≤ cα).
bk and Rk denote, as always,
sk∑
i=1
bki and
sk∑
i=1
rki respectively.
Proof. Straightforward transformation of QFW yields
QFW =
m∑
k=1
wk
bk (Rk − sk) min
1≤i≤sk
{gki(X(1)ki )} − bk (Rk − sk)µ
sk∑
i=1
Vki
=
m∑
k=1
wk
bk(Rk − sk) min
1≤i≤sk
{gki(X(1)ki )}
sk∑
i=1
Vki
− µ
m∑
k=1
wk
bk(Rk − sk)
sk∑
i=1
Vki
.
Thus,
QFW ≤ cα ⇔ µ ≥
m∑
k=1
wk
bk(Rk−sk) min
1≤i≤sk
{gki(X(1)ki )}
sk∑
i=1
Vki
− cα
m∑
k=1
wk
bk(Rk−sk)
sk∑
i=1
Vki
. 
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In combination with the upper bound µ?(X), we obtain a level 1− α confidence interval for µ,
given by: 
m∑
k=1
wk
bk(Rk−sk) min
1≤i≤sk
{gki(X(1)ki )}
sk∑
i=1
Vki
− cα
m∑
k=1
wk
bk(Rk−sk)
sk∑
i=1
Vki
, µ?(X)
 . (IFW, 1−α)
Remark 4.2.2
Note that by given observations, the lower bounds of the confidence intervals are usually not
greater than the upper bounds. This is, however, not always the case by (IFW, 1−α). For some x
with xki ∈ Rrki≤ , it is possible that the lower bound
m∑
k=1
wk
bk(Rk−sk) min
1≤i≤sk
{gki(x
(1)
ki
)}
sk∑
i=1
vki
−cα
m∑
k=1
wk
bk(Rk−sk)
sk∑
i=1
vki
is greater than
the upper bound min
1≤i≤sk
q≤k≤m
{gki(x(1)ki )}. If so, the interval is empty.
Remark 4.2.3
• Two confidence intervals of the common location parameter of several normal distributions
have been given by Fairweather (1972) and Jordan and Krishnamoorthy (1996), one of
them was obtained by using linear combination of t distributions, the other by using linear
combination of F distributions.
• In special case of estimating with a complete sample from several exponential distributions,
i.e. given nki = rki = 1, α
(1)
ki = 1, gki(x) = x, x ≥ µ, i = 1, . . . , sk, k = 1, . . . , m, a
confidence interval of the common location parameter µ was obtained by combining m F
distributions. This special case was studied by Sun and Sinha (1999).
In (IFW, 1−α) there are still two things to be considered, namely the choice of the weights and
the determination of the cut-off point of cα. First, we focus on the choice of the weights wk’s.
Considering the expression of the lower bound of (IFW, 1−α) and the definition of cα, it is
clear that the lower bound is invariant under scale changes in the wk’s. Thus, without loss of
generality we can assume
m∑
k=1
wk = 1 .
If we want to minimize the variance of QFW , we can chose the weights suggested by Fairweather
(1972). They weighted Qk’s proportionally to the inverse of their variances, that is wk =
V ar−1(Qk)/
m∑
k=1
V ar−1(Qk).
Since Qk ∼ F2, 2(Rk−sk), 1 ≤ k ≤ m, the variance of Qk for Rk − sk > 2 is given by:
V ar(Qk) =
2 (2(Rk − sk))2 (2 + 2(Rk − sk)− 2)
2 (2(Rk − sk)− 2)2 (2(Rk − sk)− 4)
=
(Rk − sk)3
(Rk − sk − 1)2 (Rk − sk − 2)
.
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Putting these variances in the expression of wk proposed by Faiweather, we obtain
wk =
(Rk − sk − 1)2 (Rk − sk − 2)
(Rk − sk)3
/
m∑
k=1
(Rk − sk − 1)2 (Rk − sk − 2)
(Rk − sk)3
, 1 ≤ k ≤ m. (4.6)
Using the method of Lagrange multiplier, one can directly prove that the minimum of the
variance of QFW is achieved with the weights in (4.6).
To achieve the cut-off-point cα, we need the distribution function of
m∑
k=1
wkQk, which is, however,
difficult to determine. By using the characteristic function, Witkovsky´ (2001) has given an
expression of the distribution function
m∑
k=1
wkQk.
Let φ(t) =
∞∫
−∞
eitxdF (x) be a characteristic function of the one-dimensional distribution function
F (x). The characteristic function of X ∼ Fν1,ν2 is given by
φFν1,ν2 (t) =
Γ(ν1
2
+ ν2
2
)
Γ(ν2
2
)
ψ(
ν1
2
, 1− ν2
2
;−itν2
ν1
), (4.7)
where ψ(a, c; z) denotes the confluent hypergeometric function of the second kind defined by
ψ(a, c; z) =
1
a
∫ ∞
0
e−ztta−1(1 + t)c−a−1dt.
Furthermore, let W =
m∑
k=1
λkWk be a linear combination of independent random variables and
let φWk(t) denote the characteristic function of Wk, k = 1, . . . , m. Then, the characteristic
function of W is given by
φW (t) = φW1(λ1t) . . . φWm(λmt). (4.8)
Theorem 4.2.1 (Theorem of Gil-Pelaez (cf. Gil-Pelaez (1951)))
When x ∈ R is a continuity point of the distribution, the following relationship holds true:
F (x) =
1
2
− 1
pi
∫ ∞
0
(
e−itxφ(t)− eitxφ(−t)
2it
)dt
=
1
2
− 1
pi
∫ ∞
0
Im(
e−itxφ(t)
t
)dt. (4.9)
Using (4.7), (4.8) and (4.9), we obtain an expression for the cumulative distribution function
of QFW ,given by:
FQFW (x) =
1
2
− 1
pi
(
m∏
k=1
(Rk − sk)
)∫ ∞
0
Im(
e−itx
∏m
k=1 ψ(1, 1− (Rk − sk),−iwk(Rk − sk)t)
t
)dt.
(4.10)
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(4.10) can be simplified by using the equation (8) in Phillips (1982):
ψ(1, 1− n, z) =znψ(1 + n, 1 + n, z)
=
(−1)nzn
n!
(
exp(z) ln(z) +
∞∑
k=0
Ψ(k + 1)zk
k!
)
+
1
n
n−1∑
k=0
zk
(1− n)k , (4.11)
where n is a number from N0, Ψ(x) = Γ
′(x)
Γ(x)
is the logarithmic derivative of the gamma function,
and (a)n := (a)(a+ 1)(a+ 2) . . . (a+ n− 1), (a)0 = 1.
We have to say that even after the simplification, the expression of the distribution function is
very complicated. Thus, we turn our attention to the approximate values of quantiles. Jordan
and Krishnamoorthy (1996) have suggested a method to approximate the distribution of the
linear combination of some special F distributions.
To obtain an approximate distribution function of
m∑
k=1
wkF1,nk , Jordan and Krishnamoorthy
(1996) have suggested the use of cFm,ν , where c, ν > 0 , and c, ν are determined by equating
the first two moments of cFm,ν and those of
m∑
k=1
wkF1,nk . Evidence (cf. Fairweather (1972) and
Witkovsky´ (2001)) has shown that the approximative quantiles from this method perform very
well for computing confidence intervals.
Nevertheless, what we need is an approximative distribution of
m∑
k=1
wkF2,Rk−sk , meaning that we
cannot directly use the approximation proposed by Fairweather and Jordan. Further investiga-
tion into the approximative distribution of linear combination of independent F distributions
brought us to the paper of Morrison (Morrison (1971)), who considered the distribution of
n1Fn1,N−n1 +
n2(N − n1)
N − n2 Fn2,N−n2 , (4.12)
where n1, N, n2 are positive integers. He proposed to approximate the distribution of (4.12)
by using cFn1+n2,ν , where c, ν > 0, and c, ν can be found by equating the first two moments
of cFn1+n2,ν with those of (4.12). Morrison also has compared some exact percentile points
with the approximate ones which showed that even for small sample sizes, the approximation
appears to be very close.
There are some similarities between Jordan and Krishnamoorthy (1996) and Morrison (1971).
They used a scaled F distribution to approximate the linear combination of F distributions.
The first parameter in the approximate F distribution is the sum of the first parameters of
all the F distributions in the linear combination. The scalar factor and the second parameter
in the approximate F distribution were determined by equating the first two moments of the
approximate distribution and linear combination.
Applying these similarities to our problem, QFW will be approximated with cF2m,ν , where
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c, ν > 0, and c, ν are determined by the first two moments of QFW and of cF2m,ν . In particular,
if we assume that Rk − sk > 2, k = 1, . . . ,m, then the estimated values of c and ν are given by
ν =
4mM2 − 2(m+ 1)M21
mM2 − (m+ 1)M21
and c =
(ν − 2)
ν
M1, (4.13)
where
M1 = E(QFW ) =
m∑
k=1
wk(Rk − sk)
(Rk − sk − 1)
and
M2 = E(QFW )
2 = 2
m∑
k=1
w2k(Rk − sk)2
(Rk − sk − 1)(Rk − sk − 2)+2
m∑
i=1
m∑
j=i+1
wiwj
(Ri − si)(Rj − sj)
(Ri − si − 1)(Rj − sj − 1) .
With the assumptions Rk − sk ≥ 2, k = 1, . . . ,m, we can easily show that v, c determined by
(4.13) are always positive.
To know whether the approximate quantiles provided by this approximation are good enough,
we compared some of them with the empirical ones from a simulation. The results are listed
in Table 4.1 and Table 4.2, where dfk denotes 2(Rk − sk), 1 ≤ k ≤ m. In the simulation,
20,000,000 observations were generated from each F distribution and subsequently, the 0.5-,
0.9-, 0.95- and 0.99-empirical quantiles of the linear combination were computed. The weights
wk’s used in the simulation were determined according to (4.6).
m = 2 df1 df2 q0.50 q0.90 q0.95 q0.99
approximate
8 6
0.9615032 2.923621 3.982724 7.203570
empirical 0.9718900 2.910623 3.938575 7.066692
approximate
18 14
0.8992219 2.309820 2.933839 4.500596
empirical 0.9005599 2.305353 2.925361 4.490262
approximate
34 6
0.8461333 2.332773 3.049840 5.003546
empirical 0.8369962 2.404962 3.115788 4.897734
approximate
30 32
0.8699411 2.119244 2.635438 3.852361
empirical 0.8702309 2.118413 2.634308 3.853069
Table 4.1: Approximate quantiles and empirical quantiles from simulations for m = 2
We can observe from these tables that the approximation is good even when degrees of freedom
are small, and even when some of the degrees of freedom are much smaller than the others.
In general, the approximation gives satisfactory results, especially for large degrees of freedom.
As a consequence, we can use approximate quantiles instead of the empirical ones and save the
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m = 5 df1 df2 df3 df4 df5 q0.50 q0.90 q0.95 q0.99
approximate
6 6 6 6 6
1.200000 2.787125 3.573884 5.818976
empirical 1.231051 2.680304 3.393293 5.549123
approximate
32 6 20 34 16
0.9991522 1.873322 2.216002 3.012295
empirical 1.0025763 1.876193 2.210945 2.978764
approximate
30 58 44 70 22
0.9722571 1.717170 1.988258 2.580736
empirical 0.9722376 1.717179 1.988077 2.581226
approximate
6 60 120 30 50
0.9631156 1.755999 2.056390 2.734932
empirical 0.9672082 1.760834 2.052927 2.697504
Table 4.2: Approximate quantiles and empirical quantiles from simulations for m = 5
complexity of generating great numbers of observations of each F distribution when estimating
the confidence interval .
Cohen and Sackrowitz’s method
Cohen and Sackrowitz (1984) have suggested to use the maximum of two pivots for testing
hypotheses about the common mean of two normal distributions. Here, we will take the maxi-
mum of Qk’s to construct a confidence interval for µ.
Since the cumulative distribution function of each Qk will be need for determining the cut-off-
point cα of
QC = max
1≤k≤m
Qk, (4.14)
we first calculate the cumulative distribution function of Qk, 1 ≤ k ≤ m,
P (Qk ≤ t) =
Γ(2(Rk−sk)
2
+ 2
2
)
Γ(2(Rk−sk)
2
)Γ(2
2
)
∫ t
2(Rk−sk)
2 +t
0
x
2
2
−1(1− x) 2(Rk−sk)2 −1dx
=(Rk − sk)
∫ t
Rk−sk+t
0
(1− x)Rk−sk−1dx = 1−
(
Rk − sk
Rk − sk + t
)Rk−sk
(4.15)
=1− 1(
1 + t
Rk−sk
)Rk−sk , t ≥ 0. (4.16)
We then see that the cut-off-point cα of QC satisfying 1 − α = P (QC ≤ cα) is determined by
the equation
1− α =
m∏
k=1
1− 1(
1 + cα
Rk−sk
)Rk−sk
 , (4.17)
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as P (Qc ≤ cα) = P (Q1 ≤ cα, . . . , Qm ≤ cα) =
∏m
k=1 P (Qk ≤ cα).
Putting the expression of Qk’s in Qc, we obtain
1− α =P
 max1≤k≤m

bk(Rk − sk)
(
min
1≤i≤sk
{
gki(X
(1)
ki )
}
− µ
)
sk∑
i=1
Vki
 ≤ cα

=P
bk(Rk − sk)
(
min
1≤i≤sk
{
gki(X
(1)
ki )
}
− µ
)
sk∑
i=1
Vki
≤ cα, 1 ≤ k ≤ m

=P
µ ≥ max1≤k≤m
 min1≤i≤sk
{
gki(X
(1)
ki )
}
−
cα
sk∑
i=1
Vki
bk(Rk − sk)

 . (4.18)
Let µ(X) = max
1≤k≤m
 min1≤i≤sk {gki(X(1)ki )}− cα
sk∑
i=1
Vki
bk(Rk−sk)
, then
[µ(X), µ?(X)] (ICo, 1−α)
is a level 1− α confidence interval for µ.
Remark 4.2.4
(i) For an arbitrary x with xki ∈ Rrki≤+, 1 ≤ k ≤ m, there exists a k˜ ∈ {1, . . . , m} such that
µ(x) = min
1≤i≤sk˜
{gk˜(x(1)k˜i )} −
cα
sk˜∑
i=1
vk˜i
bk˜(Rk˜ − sk˜)
,
which may be greater than min
1≤i≤sk
q≤k≤m
{gki(x(1)ki )}. If this happens, the interval is empty.
(ii) The cut-off point cα in (4.17) is usually determined numerically. In special case of R1 −
s1 = · · · = Rm − sm = R− s, (4.17) becomes
(1− α) 1m = 1− 1
(1 + cα
R−s)
R−s .
Then, cα can be easily determined, given by
cα = (R− s)
(
1−
(
1− (1− α) 1m
)− 1
R−s
)
. (4.19)
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Generally, we cannot prove which of the above two methods is better than the other. The
simulation results in the next chapter show that for most of the observations, the length of
IFW, 1−α is less than ICo, 1−α.
In Cohen and Sackrowitz (1984) we can see that there are many other methods, which are
related to the normalized Graybill-Deal statistic (Graybill and Deal (1959)), can be used for
testing hypotheses about the common mean of normal distributions. We do not apply them
for obtaining confidence intervals of µ in this thesis, because their acceptance regions are not
easily invertible.
4.2.2 Confidence intervals based on P-values
The two methods used to construct confidence intervals in the previous subsection are based on
pivots Qk’s. In this subsection, we first build some P-values Pk = 1−Gk(Qk(X)), 1 ≤ k ≤ m,
where Gk denotes the cumulative distribution function of Qk.
In the previous section, we have proven that Gk(Qk(X)) is uniformly distributed on the interval
0 to 1. As a consequence, the Pk’s are also independent, and
Pk ∼ U [0, 1], 1 ≤ k ≤ m. (4.20)
Putting Gk and Qk, 1 ≤ k ≤ m, in Pk yields
Pk =
(
Rk − sk
Rk − sk +Qk(X)
)Rk−sk
=

sk∑
i=1
Vki
sk∑
i=1
Vki + bk( min
1≤i≤sk
{gki(X(1)ki )} − µ)

Rk−sk
. (4.21)
With these independent P-values, all the methods in the area of combined independent signif-
icance tests can be used to construct confidence intervals. In the following, we will compute
some famous ones in detail.
Tippett’s methods
Tippett (1931, p. 93) pointed out the equation P (P (1) ≥ c) = 1 −∏mk=1 P (Pk < c), c ∈ [0, 1],
where P (1) denotes the minimum of P1, . . . , Pm. Thus, a test will be rejected with significance
level α, if P (1) < cα = 1 − (1 − α) 1m . This method is also the first method in the area of
combined independent significance tests (cf. Hedges and Olkin (1985, p. 34)). Inverting the
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acceptance region of this test, we obtain
1− α =(1− cα)m =
m∏
k=1
P (Pk ≥ cα) = P (P1 ≥ cα, ..., Pm ≥ cα) = P (P (1) ≥ cα)
=P ( min
1≤k≤m


sk∑
i=1
Vki
sk∑
i=1
Vki + bk( min
1≤i≤sk
{gki(X(1)ki )} − µ)

Rk−sk
 ≥ cα). (4.22)
Straightforward computation of (4.22) yields
1− α =P


sk∑
i=1
Vki
sk∑
i=1
Vki + bk( min
1≤i≤sk
{gki(X(1)ki )} − µ)

Rk−sk
≥ cα, k = 1, . . . ,m

=P

sk∑
i=1
Vki + bk( min
1≤i≤sk
{gk(X(1)ki )} − µ)
sk∑
i=1
Vki
≤ c−
1
Rk−sk
α , k = 1, . . . ,m

=P
 bksk∑
i=1
Vki
( min
1≤i≤sk
{gk(X(1)ki )} − µ) ≤ c
− 1
Rk−sk
α − 1, k = 1, . . . ,m

=P
µ ≥ max1≤k≤m
 min1≤i≤sk{gki(X(1)ki )}+
sk∑
i=1
Vki
bk
(
1− c−
1
Rk−sk
α
)
 .
Then, [
µ
T i
(X), µ?(X)
]
(IT i, 1−α)
forms a level 1− α confidence interval for µ, where
µ
T i
(X) = max
1≤k≤m
 min1≤i≤sk{gki(X(1)ki )}+
sk∑
i=1
Vki
bk
(
1− c−
1
Rk−sk
α
) .
Remark 4.2.5 (Remark on IT i, 1−α)
• The lower bound of IT i, 1−α may be also greater than the upper bound for some observa-
tions.
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• When R1 − s1 = · · · = Rm − sm, putting the cut-off-point (4.19) in ICo, 1−α, and putting
cα = 1 − (1 − α) 1m in IT i, 1−α, we obtain the same confidence interval. This means that
ICo,1−α and IT i,1−α are the same provided R1 − s1 = · · · = Rm − sm.
Wilkinson’s method
To avoid that just the first order statistic of P1, . . . , Pm in the tests is considered, Wilkinson
proposed a method which is a generation of Tippet’s method (cf. Wilkinson (1951)). Instead
of P (1), he used the kth order statistic in P1, . . . , Pm, denoted by P
(k), 1 ≤ k ≤ m, as the test
statistic. Applying the theorem for identifying a density function of continuous order statistics
(cf. e.g. 1.1.5 in Kamps (1995b, p. 23)), we obtain the density function of P (k), given by
fP
(k)
(x) = k
(
m
k
)
xk−1(1− x)m−k = Γ(m− k + 1 + k)
Γ(m− k + 1)Γ(k)x
k−1(1− x)m−k, 0 ≤ x ≤ 1,
which implies that P (k) is beta distributed with parameters m−k+1 and k. Thus, the quantiles
of P (k) can be easily determined.
Since the kth order statistic cannot be determined without concrete samples, we only give the
level 1− α confidence interval for µ with an equation:[
µ
Wi
(X), µ?(X)
]
, (IWi, 1−α)
where µ
Wi
(X) is the solution of P (k) = cα and cα is the α-quantile of beta distribution with
parameters m− k + 1 and k.
Remark 4.2.6
For some observations x = (x11, . . . , xmsm),
• we have the values p1, . . . , pm after putting the x into the Pk’s. Assume that pk˜ is the kth
number among p1, . . . , pm. Then, µWi(x) is given by
µ
Wi
(x) = min
1≤i≤sk˜
{gk˜i(x(1)k˜i )}+
sk˜∑
i=1
vk˜i
bk˜
(
1− c
− 1
R
k˜
−s
k˜
α
)
.
• µ
Wi
(x) is also possibly greater than µ?(x).
Fisher’s method
Fisher (Fisher (1958, pp. 99)) has described that −2
m∑
k=1
ln(Pk) is χ
2
2m distributed, which can
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also be easily proven. With this statement, the following equality is obvious:
1− α = P
(
−2
m∑
k=1
ln(Pk) ≤ χ22m, 1−α
)
= P
(
m∏
k=1
Pk ≥ exp(−1
2
χ22m, 1−α)
)
=P

m∏
k=1

sk∑
i=1
Vki
sk∑
i=1
Vki + bk( min
1≤i≤sk
{gki(X(1)ki )} − µ)

Rk−sk
≥ exp(−1
2
χ22m, 1−α)
 , (4.23)
where χ22m, 1−α denotes the 1− α-quantile of the χ22m distribution.
To examine, whether the lower bound determined by (4.23) is certainly not greater than µ?(X),
we define a function for arbitrary observations x, hFi(µ):=
m∏
k=1
 sk∑i=1 vki(x)
sk∑
i=1
vki(x)+bk( min
1≤i≤sk
{gki(x(1)ki )}−µ)
Rk−sk,
µ < µ0(x) := min
1≤k≤m
{
min
1≤i≤sk
{gki(x(1)ki )}+
∑sk
i=1 vki(x)
bk
}
. We do not take the case of µ ≥ µ0(x) into
consideration, because the maximal possible value of µ is µ?(x) that is less than µ0(x). hFi(µ)
has the following properties:
(i) hFi(µ) is continuous and strictly increasing in µ .
(ii) lim
µ→−∞
hFi(µ) = 0 and lim
µ→µ0(x)
hFi(µ) =∞.
Thus, the set
{
µ : hFi(µ) ≥ exp(−12χ22m, 1−α), µ < µ0(x)
}
is equivalent to
{
µ : µ
Fi
(x) ≤ µ < µ0(x)
}
,
where µ
Fi
(x) is determined by
hFi(µ) = exp(−1
2
χ22m,1−α), ∀α ∈ (0, 1). (4.24)
Accordingly, we obtain a level 1− α confidence interval for µ, given by[
µ
Fi
(X), µ?(X)
]
. (IFi, 1−α)
If m = 1, then is hFi(µ) = 1 at µ = µ
?(x) = min
1≤i≤s1
{g1(x(1)1i )}. It follows that the µFi(x)
determined by (4.24) is always less than µ?(x). However, m = 1 is just a special case.
If m ≥ 2, hFi(µ?(x)) is less than 1. Thus, when the given 1 − α is small enough, the µFi(x),
determined by the equation (4.24), is greater than µ?(x). This means that IFi, 1−α may not
always work to produce an interval with observations x for m ≥ 2.
It should also be noted that the equation (4.24) cannot be solved analytically for m ≥ 2 even
when R1 − s1 = · · · = Rm − sm. Thus, the lower bound of the interval by given observations
can only be numerically determined.
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Weighted Fisher’s method
To enable the flexible assigning of weights of Pk’s, Goods (1955) suggested to use PGo :=∑m
k=1wk ln(Pk) as test statistic, where w1, . . . , wm are positive real numbers. When w1, . . . , wm
are mutually different from each other, the cumulative distribution function of PGo can be found
in Goods (1955):
F PGo(x) =
m∑
k=1
λkx
1
wk , (4.25)
where λk :=
wm−1k
m∏
q=1, q 6=k
(wk−wq)
.
The expression in (4.25) holds theoretically for any different wk’s, but in fact when any two
of them are nearly equal, the computation will be inaccurate. Hedges and Olkin (1985, p.
39) claimed that “no general expression for the distribution of PGo is currently available if the
weights are not distinct”. It follows that using this method we should be careful about the
choice of the weights, since the calculated cut-off point will possibly be rather far from the real
one if nearly equal weights are chosen. Analogously to Fisher’s method, we know[
µ
Go
(X), µ?(X)
]
. (IGo, 1−α)
is a 1− α confidence interval for µ, where µ
Go
(X) is the solution of
m∏
k=1

sk∑
i=1
Vki
sk∑
i=1
Vki + bk( min
1≤i≤sk
{gki(X(1)ki )} − µ)

wk(Rk−sk)
= exp(cα)
and cα satisfies F
PGo(x) = α. As in Fisher’s method, µ
Go
(x) can also be greater than µ?(x) for
some observations x.
Inverse normal method
The famous Z-transform test was introduced in a sociological book by Stouffer and his colleagues
(Stouffer et al. (1949, p. 45)), so this method is also called Stouffer’s method. They claimed in
the footnote of their book that
∑m
k=1 Φ
−1(Pk)√
m
is also normally distributed. Using this argument,
a one-sided test about the common location parameter µ will reject the null hypothesis if∑m
k=1 Φ
−1(Pk)√
m
< −z1−α, where Φ denotes the cumulative distribution function of the standard
normal distribution and z1−α is the point satisfying Φ(z1−α) = 1− α. Inverting the acceptance
region of this test, we have
P
(∑m
k=1 Φ
−1(Pk)√
m
≥ −z1−α
)
= 1− Φ(−z1−α) = 1− α. (4.26)
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As in the previous method, we define a function of µ for arbitrary observations x:
hIn(µ) :=
∑m
k=1 Φ
−1(pk(x, µ))√
m
, µ < µ?(x) = min
1≤i≤sk
1≤k≤m
{gki(x(1)ki )}.
Considering the expression of pk and the properties of Φ, hIn(µ) has the following properties:
(i) hIn(µ) is a continuous and strictly increasing function in µ.
(ii) lim
µ→−∞
hIn(µ) = −∞, because lim
µ→−∞
pk(x, µ) = 0, 1 ≤ k ≤ m.
(iii) lim
µ↗µ?(x)
hIn(µ) = ∞, because lim
µ↗ min
1≤i≤sk
{gki(x(1)ki )}
Φ−1(pk(x, µ)) = ∞, 1 ≤ k ≤ m, and it
exists at least one k˜ with µ?(x) = min
1≤i≤sk˜
{gk˜(x(1)k˜i )}.
Using these properties, we know {µ : fIn(µ) ≥ −z1−α, µ < µ?(x)} forms an interval for µ, and
the lower bound µ
In
(x) of the interval is determined by∑m
k=1 Φ
−1(pk(x, µ))√
m
= −z1−α, (4.27)
which is always less than µ?(x). Note that the equation (4.27) can also only be solved numeri-
cally.
Consequently,
[µ
In
(X), µ?(X)] (IIn, 1−α)
is a level 1− α confidence interval for µ.
Weighted inverse normal method
Lipta´k’s method (Lipta´k (1958)) is usually called the weighted inverse normal method. He
suggested to use
PLi =
∑m
k=1wkΦ
−1(Pk)√∑m
k=1w
2
k
as test statistic, where wk’s are positive real numbers. PLi is also a standard normally dis-
tributed statistic.
Usually the sample size of the kth system, sk, is assigned to the weight wk, 1 ≤ k ≤ m (Lipta´k
(1958) and Chen (2011)). Whitlock (2005) showed by simulation that the square root of the
sample size of the kth system
√
sk is the optimal value for wk in certain situations.
Analogously to the unweighted inverse normal method, a level 1 − α confidence interval for µ
can be obtained:
[µ
Li
(X), µ?(X)], (ILi, 1−α)
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where µ
Li
(X) is the solution of PLi = −z1−α and z1−α is the point satisfying Φ(z1−α) = 1− α.
Furthermore, µ
Li
(x) is less than µ?(x) for all observations.
Logit method
George (1977) proposed to use
PLo =
m∑
k=1
ln(
Pk
1− Pk ), (4.28)
as a test statistic. A hypothesis test will be rejected, if
PLo < c, (4.29)
where c is a predetermined constant.
Since ln( Pk
1−Pk ), 1 ≤ k ≤ m, is iid logistic distributed (proof in Rem. (4.2.7)), this method is
called logit method. The exact expression of cumulative distribution function of PLo has been
found in George and Mudholkar (1983). However, that expression is very complicated.
For practical purposes, George and Mudholkar (1983) suggested to use
pi
√
m(5m+ 2)
3(5m+ 4)
t5m+4 (4.30)
to approximate the cummulative distribution function of
∑m
k=1 ln(
Pk
1−Pk ), where t5m+4 denotes
a t distributed random variable with degrees of freedom 5m+ 4.
The degrees of freedom of the t distribution in (4.30) was determined by equating the kurtosis
of (4.28) and of (4.30). Let tν be a t distribution with degrees of the freedom v, then the
kurtosis of tν is
6
ν−4 . For
1.2
m
= 6
ν−4 to hold, we let ν = 5m+4. The scaling constant pi
√
m(5m+2)
3(5m+4)
in (4.30) is chosen for equating the variances of (4.28) and of (4.30).
Choosing (4.30) to approximate the left-hand side of equation (4.29), a level (1−α) confidence
set for µ obtained by inverting the acceptance region is given by:
{µ :
(
m∑
k=1
ln(
Pk
1− Pk )
)
1
pi
(
3(5m+ 4)
m(5m+ 2)
) 1
2
≥ −t5m+4,α}, (4.31)
where t5m+4,α is the point satisfying F5m+4(t5m+4,α) = 1−α and F5m+4 denotes the cumulative
distribution function of a t distribution with 5m+ 4 degrees of freedom.
To obtain a more explicit expression of µ in the set (4.31), we define a function for arbitrary
observations x, given by
hLo(µ) :=
(
3
mpi2
) 1
2
(
m∑
k=1
ln(
pk(x, µ)
1− pk(x, µ))
)
, µ < µ?(x) = min
1≤i≤sk
1≤k≤m
{gki(x(1)ki )}.
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As usual, we discuss the properties of hLo(µ) which can be rewritten as:
hLo(µ) = −
(
3
mpi2
) 1
2
m∑
k=1
ln(
1
pk(x, µ)
− 1), µ < µ?(x).
(i) hLo(µ) is a continuous and strictly increasing function in µ.
(ii) lim
µ→−∞
hLo(µ) = −∞, because lim
µ→−∞
ln( 1
pk(x,µ)
− 1) =∞, 1 ≤ k ≤ m.
(iii) lim
µ↗µ?(x)
hLo(µ) =∞, because lim
µ↗ min
1≤i≤sk
{gki(x(1)ki )}
− ln( 1
pk(x,µ)
− 1) =∞, 1 ≤ k ≤ m.
Applying the above properties, we know that the interval [µ
Lo
(x), µ?(x)] contains all the possible
µ’s satisfying (
m∑
k=1
ln(
Pk
1− Pk )
)
1
pi
(
3(5m+ 4)
m(5m+ 2)
) 1
2
≥ −t5m+4,α and µ ≤ µ?(x),
where µ
Lo
(x) is determined by(
m∑
k=1
ln(
Pk
1− Pk )
)
1
pi
(
3(5m+ 4)
m(5m+ 2)
) 1
2
= −t5m+4,α. (4.32)
Thus,
[µ
Lo
(X), µ?(X)] (ILo,1−α)
is an approximate level 1− α confidence interval for µ.
Obviously, µ
Lo
(x) < µ?(x) always yields.
Remark 4.2.7
Straightforward computing of the cumulative distribution of ln
(
Pk
1−Pk
)
, 1 ≤ k ≤ m, yields:
P (ln(
Pk
1− Pk ) ≤ t) = P (
1− Pk
Pk
≥ exp(−t)) = P ( 1
Pk
− 1 ≥ exp(−t))
=P (Pk ≤ 1
1 + exp(−t)) =
1
1 + exp(−t) , t ∈ R. 
Remark 4.2.8
Given nki = rki = 1, α
(1)
ki = 1, gki(x) = x, x ≥ µ, σ = ( 1σ1 , . . . , 1σm ), i = 1, . . . , sk, k =
1, . . . , m, the observations in Situation 1.1. become s observations from m exponential distri-
butions.
• The acceptance regions and the power of the hypothesis tests about the common location
parameter µ in this special case were listed and compared in Lin and Shen (1997) among
Tippett’s method, Fisher’s method, inverse normal method and logit method.
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• The confidence intervals of µ in this special case were obtained by Sun and Sinha (1999)
applying Fairweather’s method, Cohen and Sackrowitz’s method, Tippett’s method, Fisher’s
method, inverse normal method and logit method.
The above applied methods are just some famous ones in the area of independent significance
tests, other methods that are not widely used are referred to in Table 15.2 in Becker (1994, p.
223). In the table other methods as well as their acceptance regions were listed.
As explained at the beginning of this chapter, there is no uniformly most powerful test against
all alternatives, but we can still use some criteria to compare them. Results of some comparisons
regarding the admissibility and ABO among almost all the famous methods are given in Table
3 in Hedges and Olkin (1985, p. 44). These results may serve as a guide to make a choice
among these methods.
At the end of this chapter, I wish to discuss the weighted methods introduced above. We know
that in these methods, proper weights are essential since they can strongly influence the power of
the combined tests. Some authors have investigated the choice of the optimal weights in certain
situations; refer to Whitlock (2005), Chen (2011) and Zaykin (2011). They debated over the
more powerful of the methods, namely (weighted) Fisher’s method and weighted inverse normal
method. Some other authors argued that it is inappropriate to weight the P-values differently,
as they are already weighted. The interested reader can refer to Becker (Becker (1994, p.
227)) for more arguments about not weighting the P-values. In light of these debates about
the weights, we will not study the weighted methods further. The simulation results in the
following chapter concern only the unweighted methods.
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Chapter 5
Simulation study
5.1 Simulation with random choice of model parameters
To illustrate the theoretical results in Chapter 3 and Chapter 4, we will simulate realizations
of (nki-rki+1)-out-of-nki systems, for 1 ≤ i ≤ sk, 1 ≤ k ≤ m = 5. Since the model parameters
rki, nki and αki and the sample size sk are allowed to be different in the models in Chapter 3
and Chapter 4, we will choose them randomly in each simulation. More precisely,
- rki is a randomly chosen integer in the range from 3 to nki,
- nki is a randomly chosen integer in the the range from 3 to 5,
- sk is a randomly chosen integer in the range from 3 to 20.
In the simulation we will choose a strictly increasing sequence as the model parameters in the
(nki-rki+1)-out-of-nki system, given by
α
(j)
ki = 1 + 1.3
(j − 1)
nki
, j = 1, . . . , nki, 1 ≤ i ≤ sk, 1 ≤ k ≤ m = 5.
Since nki, 1 ≤ i ≤ sk, 1 ≤ k ≤ m, is a random number, αki = [α(1)ki , . . . , α(nki)ki ]′ can be distinct
for different i or k. However, the αki’s have a common property, that is, every element of αki is
not less than 1. For example, if nki = 4, the model parameters are α
(1)
ki = 1, α
(2)
ki = 1.325, α
(3)
ki =
1.6 and α
(4)
ki = 1.975. As explained in Chapter 1, such an αki means that every failure in the
system has an influence on the remaining surviving components.
In this simulation we will choose the same function gki, 1 ≤ i ≤ sk, for the kth system, such
that the baseline function Fki in the (nki-rki+1)-out-of-nki system does not depend on i. We
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denote the baseline function in the kth system with Fk.
One of the three following Fk’s will be used in a simulation, which is:
Fk(x) = 1− exp (−0.8k (x− 0)) , x ≥ 0, (exponential distribution) (5.1)
or
Fk(x) = 1− (1/x)0.8k = 1− exp (−0.8k (ln(x)− 0)) , ln(x) ≥ 0, (Pareto distribution) (5.2)
or
Fk(x) = 1− exp
(
− 1
20.45k
(
x1.5 − 0)) , x ≥ 0, (Weibull distribution). (5.3)
Fk in (5.1), (5.2) or (5.3) can be rewritten as
Fk(x) = 1− exp (−σk (gki(x)− µ)) , gki(x) ≥ µ, (5.4)
if appropriate σk and gki(x) are chosen.
Fk in (5.1), (5.2) or (5.3) posses the same location parameter 0. This means, we can arbitrarily
choose Fk from (5.1), (5.2) and (5.3) as baseline functions in one simulation. However, to keep
things simple, only one of them was used to generate all samples in a simulation.
Generating realizations x
(1)
ki ≤ · · · ≤ x(nki)ki of a (nki-rki+1)-out-of-nki system based on Fk and
model parameters α
(1)
ki , . . . , α
(nki)
ki with Def. 1.1.1 or Def. 1.1.2 is very complicated. To simplify
the programme, we refer to Thm. 3.1 of Cramer and Kamps (2003).
Theorem 5.1 (Theorem 3.1 of Cramer and Kamps (2003))
Let X
(1)
? , . . . , X
(n)
? be sequential order statistics based on a continuous distribution function F
and positive numbers α1, . . . , αn.
Furthermore, let
Vj ∼ Beta(n− j + 1, 1), 1 ≤ j ≤ n,
and let
W1 = V
1
α1
1 , Wj = V
1
αj
j (1− F (X(j−1)? )), 2 ≤ j ≤ n.
Then
Wj =
j∏
q=1
Bq, 1 ≤ j ≤ n,
and
X(0)? = −∞, X(j)? = F−1(1−Wj), 1 ≤ j ≤ n,
where Bj = V
1
αj
j , 1 ≤ j ≤ n, are independent power-function distributed random variables with
parameters nα1, . . . , (n− j + 1)αj, . . . , αn and 1.
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Using the idea of Thm. 5.1, we will first generate nki numbers v
(1)
ki , . . . , v
(nki)
ki , where v
(j)
ki , 1 ≤
j ≤ nki, is a random number from the beta distribution with parameters nki-j+1 and 1. Then,
we will compute b
(j)
ki = v
1/α
(j)
ki
ki , 1 ≤ j ≤ nki, and finally, we will obtain x(j)ki by
x
(j)
ki = F
−1
k (1−
j∏
q=1
b
(q)
ki ), 1 ≤ j ≤ nki.
According to Thm. 5.1, xki = (x
(1)
ki , . . . , x
(rki)
ki ) is a realization of a (nki-rki+1)-out-of-nki system
based on Fk and α
(1)
ki , . . . , α
(nki)
ki . After s =
m∑
k=1
sk repetitions, we obtain a sample with s
realizations x11, . . . , x1s1 , . . . , xm1, . . . , xmsm .
In every simulation, we generated at least 10000 samples. The form of the baseline function
chosen from (5.1), (5.2) or (5.3) kept unchanged in the 10000 repetitions. In every time of
the repetition, the parameters were randomly selected and a sample with s realizations were
generated, as described above. Based on each sample, the MLE, UMVUE, MMLE and the
estimator in Thm. 3.4.1 with c = 3/4 and ζ(x) = 1+(1+x)
(1+x)0
= 2 + x, x > 0, were computed. We
call the last estimator the new estimator. Also, some lower bounds of level 1 − α confidence
intervals introduced in Chapter 4 were computed for α = 0.1, 0.05 and 0.01. We have just
computed the intervals from the unweighted methods for the reason explained in the previous
Chapter. The lower bound from Wilkinson’s method was computed for the special case, namely,
the lower bound from Tippet’s method. All the computed estimators and lower bounds from
the 10000 repetitions were saved.
5.1.1 Comparison between simulated values and real values of con-
fidence levels
Since the confidence intervals introduced in Chapter 4 are not as usual in the sense that some
lower bounds can be greater than the upper bound, we compared the simulated and real values
of α, so that we have a clearer understanding of the intervals.
A simulated result of α consists of two proportions. The first, is the ratio of the number of the
estimated intervals which are not empty but do not contain the real value of µ, to the number
of repetitions in a simulation. The second, is the ratio of the number of the estimated intervals
which are empty, in the sense that the estimated lower bounds are greater than the upper
bound (MLE), to the number of repetitions in a simulation. In the simulations the number of
repetitions was set to be 10000. The simulated results of α for 1− α = 0.90, 0.95 and 0.99 are
shown in Table 5.1 − Table 5.9 accordingly. In the tables below, the confidence intervals are
denoted by I’s with two subscripts, which have been used in Chapter 4. The two subscripts are
the abbreviations of the method and the confidence level respectively. For example, IFW, 0.90
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denotes the 0.90-confidence interval computed with the Fairweather’s method. And L denotes
the lower bound of the respective intervals.
IFW, 0.90 ICo, 0.90 IT i, 0.90 IFi, 0.90 IIn, 0.90 ILo, 0.90
ratio of # I’s with
0.0546 0.0171 0.0203 0.0547 0.1002 0.0987
I 6= ∅ and µ 6∈ I to 10000
ratio of # I’s with
0.0445 0.0801 0.0791 0.0431 0 0
L >MLE to 10000
total 0.0991 0.0972 0.0994 0.0978 0.1002 0.0987
Table 5.1: Simulated results of α = 0.1 from 10000 repetitions, when exponential distribution
in (5.1) is chosen as the baseline function.
IFW, 0.90 ICo, 0.90 IT i, 0.90 IFi, 0.90 IIn, 0.90 ILo, 0.90
ratio of # I’s with
0.0522 0.0174 0.0194 0.0524 0.0945 0.0937
I 6= ∅ and µ 6∈ I to 10000
ratio of # I’s with
0.0411 0.0815 0.0793 0.0401 0 0
L >MLE to 10000
total 0.0933 0.0989 0.0987 0.0925 0.0945 0.0937
Table 5.2: Simulated results of α = 0.1 from 10000 repetitions, when Pareto distribution in (5.2)
is chosen as the baseline function.
IFW, 0.90 ICo, 0.90 IT i, 0.90 IFi, 0.90 IIn, 0.90 ILo, 0.90
ratio of # I’s with
0.0532 0.0183 0.0204 0.0561 0.0971 0.0965
I 6= ∅ and µ 6∈ I to 10000
ratio of # I’s with
0.0428 0.0762 0.0767 0.0397 0 0
L >MLE to 10000
total 0.0960 0.0945 0.0971 0.0958 0.0971 0.0965
Table 5.3: Simulated results of α = 0.1 from 10000 repetitions, when Weibull distribution in
(5.3) is chosen as the baseline function.
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IFW, 0.95 ICo, 0.95 IT i, 0.95 IFi, 0.95 IIn, 0.95 ILo, 0.95
ratio of # I’s with
0.0267 0.0089 0.0094 0.0285 0.0495 0.0497
I 6= ∅ and µ 6∈ I to 10000
ratio of # I’s with
0.0205 0.0368 0.0366 0.0186 0 0
L >MLE to 10000
total 0.0472 0.0457 0.0460 0.0471 0.0495 0.0497
Table 5.4: Simulated results of α = 0.05 from 10000 repetitions, when exponential distribution
in (5.1) is chosen as the baseline function.
IFW, 0.95 ICo, 0.95 IT i, 0.95 IFi, 0.95 IIn, 0.95 ILo, 0.95
ratio of # I’s with
0.0305 0.0083 0.0093 0.0310 0.0494 0.0494
I 6= ∅ and µ 6∈ I to 10000
ratio of # I’s with
0.0186 0.0407 0.0390 0.0173 0 0
L >MLE to 10000
total 0.0491 0.0490 0.0483 0.0483 0.0494 0.0494
Table 5.5: Simulated results of α = 0.05 from 10000 repetitions, when Pareto distribution in
(5.2) is chosen as the baseline function.
IFW, 0.95 ICo, 0.95 IT i, 0.95 IFi, 0.95 IIn, 0.95 ILo, 0.95
ratio of # I’s with
0.0259 0.0078 0.0097 0.0287 0.0481 0.0467
I 6= ∅ and µ 6∈ I to 10000
ratio of # I’s with
0.0188 0.0406 0.0403 0.0174 0 0
L >MLE to 10000
total 0.0447 0.0484 0.0500 0.0461 0.0481 0.0467
Table 5.6: Simulated results of α = 0.05 from 10000 repetitions, when Weibull distribution in
(5.3) is chosen as the baseline function.
IFW, 0.99 ICo, 0.99 IT i, 0.99 IFi, 0.99 IIn, 0.99 ILo, 0.99
ratio of # I’s with
0.0066 0.0016 0.0014 0.0068 0.0099 0.0097
I 6= ∅ and µ 6∈ I to 10000
ratio of # I’s with
0.0032 0.0084 0.0082 0.0028 0 0
L >MLE to 10000
total 0.0098 0.0010 0.0096 0.0096 0.0099 0.0097
Table 5.7: Simulated results of α = 0.001 from 10000 repetitions, when exponential distribution
in (5.1) is chosen as the baseline function.
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IFW, 0.99 ICo, 0.99 IT i, 0.99 IFi, 0.99 IIn, 0.99 ILo, 0.99
ratio of # I’s with
0.0065 0.0020 0.0016 0.0074 0.0091 0.010
I 6= ∅ and µ 6∈ I to 10000
ratio of # I’s with
0.0034 0.0085 0.0083 0.0026 0 0
L >MLE to 10000
total 0.0099 0.0105 0.0099 0.0100 0.0091 0.0100
Table 5.8: Simulated results of α = 0.001 from 10000 repetitions, when Pareto distribution in
(5.2) is chosen as the baseline function.
IFW, 0.99 ICo, 0.99 IT i, 0.99 IFi, 0.99 IIn, 0.99 ILo, 0.99
ratio of # I’s with
0.0048 0.0014 0.0023 0.0039 0.0072 0.0064
I 6= ∅ and µ 6∈ I to 10000
ratio of # I’s with
0.0027 0.0085 0.0083 0.0027 0 0
L >MLE to 10000
total 0.0075 0.0099 0.0106 0.0066 0.0072 0.0064
Table 5.9: Simulated results of α = 0.001 from 10000 repetitions, when Weibull distribution in
(5.3) is chosen as the baseline function.
As seen from Table 5.1 − Table 5.9, the simulated values of α from 10000 repetitions were
almost always not greater than the real ones except for some very special cases. It seems that
these special cases will disappear, if the number of repetitions is large enough. This assertion
was confirmed by using repetitions of 500000 or 1000000. The results from the 500000 and
1000000 repetitions are respectively listed in Table 5.10 and Table 5.11.
Moreover, we can see that by the last two methods (inverse normal method and logit method),
the number of intervals, whose lower bounds are greater than the upper bounds, is always zero.
This result coincides with the conclusions in the previous Chapter, that it is impossible for
the lower bounds by these two methods to be greater than the upper bounds (the MLE of the
common location parameter).
5.1.2 The comparison of the sizes of estimators and lower bounds
In the last two chapters we have obtained many point and interval estimators, but we do not
know which of them are better than the others when we want to use them in practical prob-
lems. To determine this, we will compare the sizes of estimators and some lower bounds of
confidence intervals in this subsection. In a simulation, the four point estimators and the six
lower bounds (from the six methods) based on a sample were saved in a row of a table. After
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IFW, 0.90 ICo, 0.90 IT i, 0.90 IFi, 0.90 IIn, 0.90 ILo, 0.90
ratio of # I’s with
0.0777 0.0466 0.0485 0.794 0.998 0.0996
I 6= ∅ and µ 6∈ I to 500000
ratio of # I’s with
0.0222 0.0533 0.0515 0.0205 0 0
L >MLE to 500000
total 0.0999 0.1000 0.0100 0.0999 0.0998 0.0996
Table 5.10: Simulated results of α = 0.1 from 500000 repetitions, when exponential distribution
in (5.1) is chosen as the baseline function.
IFW, 0.99 ICo, 0.99 IT i, 0.99 IFi, 0.99 IIn, 0.99 ILo, 0.99
ratio of # I’s with
0.0780 0.0469 0.0487 0.0796 0.0999 0.0996
I 6= ∅ and µ 6∈ I to 1000000
ratio of # I’s with
0.0219 0.0530 0.0512 0.0203 0 0
L >MLE to 1000000
total 0.0999 0.0099 0.0999 0.0999 0.0999 0.0996
Table 5.11: Simulated results of α = 0.1 from 1000000 repetitions, when exponential distribution
in (5.1) is chosen as the baseline function.
the 10000 repetitions, we obtained a table with 10000 rows. We call every row in the table an
entry. Since it would be time consuming to compare each entry with the others, we will firstly
use 16 randomly chosen entries to draw some figures in which the rough orders of estimators
and lower bounds can be seen. Then, with the help of the general idea of the orders, we will
obtain the explicit patterns by analyzing 10000 entries.
Figure 5.1 shows a comparison between MLE, UMVUE, MMLE and the new estimator at the
16 chosen entries. Each four points in one vertical direction represent the four estimators from
an entry. In order to see the differences between the estimators more clearly, we connected the
points of each estimator with a line.
Figure 5.2 - Figure 5.4 illustrate the upper and lower bounds of different 0.90-confidence in-
tervals from these 16 entries. In the following, we let, for example, LFW, 0.90 denote the lower
bound of IFW, 0.90.
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Figure 5.1: MLE, UMVUE, MMLE
and the new estimator of µ, when expo-
nential distribution in (5.1) was chosen
as the baseline function.
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Figure 5.2: MLE, LIn,0.90 and LLo,0.90
of µ, when exponential distribution in
(5.1) was chosen as the baseline function.
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Figure 5.3: MLE, LLo,0.90, LFi,0.90 and
LT i,0.90 of µ, when exponential distribu-
tion in (5.1) was chosen as the baseline
function.
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Figure 5.4: MLE, LFW,0.90, LFi,0.90,
LT i,0.90 and LCo,0.90 of µ, when exponen-
tial distribution in (5.1) was chosen as
the baseline function.
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As can be seen from Figure 5.1, the estimators based on each sample with baseline function
Fk, 1 ≤ k ≤ m, in (5.1) always followed the pattern:
MLE > the new estimator > MMLE > UMVUE .
Whereas the lower bounds of the 0.90-confidence intervals in Figure 5.2 - Figure 5.4 showed
the following pattern for most of the cases studied:
LIn, 0.90 > LLo, 0.90 > LFi, 0.90 > LFW, 0.90 > LT i, 0.90 > LCo, 0.90.
Although some patterns, e.g. the pattern relating LFi,0.90 and LFW,0.90 are not as evident as the
others, we have at least obtained a general idea of the patterns of estimators and lower bounds
of level 0.90 confidence intervals, when exponential distribution was chosen as the baseline
function. This rough pattern gave us a basic idea as to how the estimators and the lower
bounds can be compared. More precise information about the patterns seen from the figures
and the patterns, when other baseline functions and α’s are chosen, are given in Table 5.12 −
Table 5.20.
When comparing the lower bounds, we did not use all of the 10000 entries, because some
intervals did not include the real value of the common location parameter, and some intervals
were empty. We selected entries before comparing. The entry were selected, only when the
lower bounds from all the six methods were not greater than the real value of the common
location parameter, 0, (clearly, they were also less than the MLE). The percentages relating
the lower bounds in Table 5.12 − Table 5.20 are only based on these selected entries.
Pattern Percentage (in %)
MLE >the new estimator>MMLE>UMVUE 100
Pattern Percentage (in %) Pattern Percentage (in %)
LIn, 0.90 > LLo, 0.90 80.03 LIn, 0.90 >= LLo, 0.90 81.19
LLo, 0.90 > LFi, 0.90 91.13 LLo, 0.90 >= LFi, 0.90 91.13
LFi, 0.90 > LFW, 0.90 60.42 LFi, 0.90 >= LFW, 0.90 60.42
LFW, 0.90 > LT i, 0.90 94.83 LFW, 0.90 >= LT i, 0.90 94.83
LT i, 0.90 > LCo, 0.90 86.52 LT i, 0.90 >= LCo, 0.90 86.52
LFi, 0.90 > LT i, 0.90 93.70 LFi, 0.90 >= LT i, 0.90 93.70
Table 5.12: Percentage of patterns of the estimators and the lower bounds of level 0.90 confidence
intervals, when exponential distribution in (5.1) is chosen as the baseline function
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Pattern Percentage (in %)
MLE >the new estimator>MMLE>UMVUE 100
Pattern Percentage (in %) Pattern Percentage (in %)
LIn, 0.90 > LLo, 0.90 80.07 LIn, 0.90 >= LLo, 0.90 81.07
LLo, 0.90 > LFi, 0.90 91.06 LLo, 0.90 >= LFi, 0.90 91.06
LFi, 0.90 > LFW, 0.90 60.44 LFi, 0.90 >= LFW, 0.90 60.44
LFW, 0.90 > LT i, 0.90 94.65 LFW, 0.90 >= LT i, 0.90 94.65
LT i, 0.90 > LCo, 0.90 86.92 LT i, 0.90 >= LCo, 0.90 86.92
LFi, 0.90 > LT i, 0.90 93.64 LFi, 0.90 >= LT i, 0.90 93.64
Table 5.13: Percentage of patterns of the estimators and the lower bounds of level 0.90 confidence
intervals, when Pareto distribution in (5.2) is chosen as the baseline function
Pattern Percentage (in %)
MLE >the new estimator>MMLE>UMVUE 100
Pattern Percentage (in %) Pattern Percentage (in %)
LIn, 0.90 > LLo, 0.90 81.58 LIn, 0.90 >= LLo, 0.90 81.69
LLo, 0.90 > LFi, 0.90 92.33 LLo, 0.90 >= LFi, 0.90 92.33
LFi, 0.90 > LFW, 0.90 60.97 LFi, 0.90 >= LFW, 0.90 60.97
LFW, 0.90 > LT i, 0.90 94.96 LFW, 0.90 >= LT i, 0.90 94.96
LT i, 0.90 > LCo, 0.90 86.63 LT i, 0.90 >= LCo, 0.90 86.63
LFi, 0.90 > LT i, 0.90 94.02 LFi, 0.90 >= LT i, 0.90 94.02
Table 5.14: Percentage of patterns of the estimators and the lower bounds of level 0.90 confidence
intervals, when Weibull distribution in (5.3) is chosen as the baseline function
Pattern Percentage (in %)
MLE >the new estimator>MMLE>UMVUE 100
Pattern Percentage (in %) Pattern Percentage (in %)
LIn, 0.95 > LLo, 0.95 82.54 LIn, 0.95 >= LLo, 0.95 83.26
LLo, 0.95 > LFi, 0.95 93.51 LLo, 0.95 >= LFi, 0.95 93.51
LFi, 0.95 > LFW, 0.95 67.78 LFi, 0.95 >= LFW, 0.95 67.78
LFW, 0.95 > LT i, 0.95 96.45 LFW, 0.95 >= LT i, 0.95 96.45
LT i, 0.95 > LCo, 0.95 88.81 LT i, 0.95 >= LCo, 0.95 88.81
LFi, 0.95 > LT i, 0.95 95.67 LFi, 0.95 >= LT i, 0.95 95.67
Table 5.15: Percentage of patterns of the estimators and the lower bounds of level 0.95 confidence
intervals, when exponential distribution in (5.1) is chosen as the baseline function
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Pattern Percentage (in %)
MLE >the new estimator>MMLE>UMVUE 100
Pattern Percentage (in %) Pattern Percentage (in %)
LIn, 0.95 > LLo, 0.95 82.09 LIn, 0.95 >= LLo, 0.95 82.64
LLo, 0.95 > LFi, 0.95 93.23 LLo, 0.95 >= LFi, 0.95 93.23
LFi, 0.95 > LFW, 0.95 66.99 LFi, 0.95 >= LFW, 0.95 66.99
LFW, 0.95 > LT i, 0.95 95.97 LFW, 0.95 >= LT i, 0.95 95.97
LT i, 0.95 > LCo, 0.95 89.13 LT i, 0.95 >= LCo, 0.95 89.13
LFi, 0.95 > LT i, 0.95 95.27 LFi, 0.95 >= LT i, 0.95 95.27
Table 5.16: Percentage of patterns of the estimators and the lower bounds of level 0.95 confidence
intervals, when Pareto distribution in (5.2) is chosen as the baseline function
Pattern Percentage (in %)
MLE >the new estimator>MMLE>UMVUE 100
Pattern Percentage (in %) Pattern Percentage (in %)
LIn, 0.95 > LLo, 0.95 83.02 LIn, 0.95 >= LLo, 0.95 83.06
LLo, 0.95 > LFi, 0.95 93.99 LLo, 0.95 >= LFi, 0.95 93.99
LFi, 0.95 > LFW, 0.95 67.02 LFi, 0.95 >= LFW, 0.95 67.02
LFW, 0.95 > LT i, 0.95 96.36 LFW, 0.95 >= LT i, 0.95 96.36
LT i, 0.95 > LCo, 0.95 88.19 LT i, 0.95 >= LCo, 0.95 88.19
LFi, 0.95 > LT i, 0.95 95.59 LFi, 0.95 >= LT i, 0.95 95.59
Table 5.17: Percentage of patterns of the estimators and the lower bounds of level 0.95 confidence
intervals, when Weibull distribution in (5.3) is chosen as the baseline function
Pattern Percentage (in %)
MLE >the new estimator>MMLE>UMVUE 100
Pattern Percentage (in %) Pattern Percentage (in %)
LIn, 0.99 > LLo, 0.99 82.46 LIn, 0.99 >= LLo, 0.99 82.95
LLo, 0.99 > LFi, 0.99 94.71 LLo, 0.99 >= LFi, 0.99 94.71
LFi, 0.99 > LFW, 0.99 79.79 LFi, 0.99 >= LFW, 0.99 79.79
LFW, 0.99 > LT i, 0.99 98.56 LFW, 0.99 >= LT i, 0.99 98.56
LT i, 0.99 > LCo, 0.99 91.48 LT i, 0.99 >= LCo, 0.99 91.48
LFi, 0.99 > LT i, 0.99 98.08 LFi, 0.99 >= LT i, 0.99 98.08
Table 5.18: Percentage of patterns of the estimators and the lower bounds of level 0.99 confidence
intervals, when exponential distribution in (5.1) is chosen as the baseline function
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Pattern Percentage (in %)
MLE >the new estimator>MMLE>UMVUE 100
Pattern Percentage (in %) Pattern Percentage (in %)
LIn, 0.99 > LLo, 0.99 82.65 LIn, 0.99 >= LLo, 0.99 83.10
LLo, 0.99 > LFi, 0.99 94.87 LLo, 0.99 >= LFi, 0.99 94.87
LFi, 0.99 > LFW, 0.99 80.07 LFi, 0.99 >= LFW, 0.99 80.07
LFW, 0.99 > LT i, 0.99 98.63 LFW, 0.99 >= LT i, 0.99 98.63
LT i, 0.99 > LCo, 0.99 91.56 LT i, 0.99 >= LCo, 0.99 91.56
LFi, 0.99 > LT i, 0.99 98.22 LFi, 0.99 >= LT i, 0.99 98.22
Table 5.19: Percentage of patterns of the estimators and the lower bounds of level 0.99 confidence
intervals, when Pareto distribution in (5.2) is chosen as the baseline function
Pattern Percentage (in %)
MLE >the new estimator>MMLE>UMVUE 100
Pattern Percentage (in %) Pattern Percentage (in %)
LIn, 0.99 > LLo, 0.99 84.90 LIn, 0.99 >= LLo, 0.99 84.92
LLon, 0.99 > LFi, 0.99 96.09 LLon, 0.99 >= LFi, 0.99 96.09
LFi, 0.99 > LFW, 0.99 80.84 LFi, 0.99 >= LFW, 0.99 80.84
LFW, 0.99 > LT i, 0.99 98.48 LFW, 0.99 >= LT i, 0.99 98.48
LT i, 0.99 > LCo, 0.99 91.44 LT i, 0.99 >= LCo, 0.99 91.44
LFi, 0.99 > LT i, 0.99 98.07 LFi, 0.99 >= LT i, 0.99 98.07
Table 5.20: Percentage of patterns of the estimators and the lower bounds of level 0.99 confidence
intervals, when Weibull distribution in (5.3) is chosen as the baseline function
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As shown in Table 5.12 − Table 5.20, patterns of estimators and lower bounds of confidence
intervals were independent of baseline functions and confidence levels, meaning that patterns
of estimators or that of lower bounds of intervals remained unchanged, when baseline functions
and confidence levels varied.
Remark 5.1.1
Sun and Sinha (1999) have found that the orders
LIn, 0.95 > LLo, 0.95 > LFi, 0.95 > LFW, 0.95 > LT i, 0.95 > LCo, 0.95
hold in most of the simulated cases by two uncensored exponential distributions, i.e. simulation
in special case of Situation 1.1. with m = 2, nki = rki = 1, α
(1)
ki = 1, 1 ≤ i ≤ sk, 1 ≤ k ≤ m,
s1 = 10, and s2 = 5, 10 or 15.
5.2 Simulation with chosen parameters
In this section we will be assigning fixed values to the parameters which were randomly selected
in the previous section, namely
- rki = 3, 1 ≤ i ≤ sk, 1 ≤ k ≤ m,
- nki = 5, 1 ≤ i ≤ sk, 1 ≤ k ≤ m and
- sk = 20, 1 ≤ k ≤ m.
We will also take m = 5 and use the formula
α
(j)
ki = 1 + 1.3
(j − 1)
nki
, 1 ≤ j ≤ 5, 1 ≤ i ≤ 20, 1 ≤ k ≤ 5,
to generate αki = [α
(1)
ki , . . . , α
(5)
ki ]
′, 1 ≤ i ≤ 20, 1 ≤ k ≤ 5. Since nki, 1 ≤ i ≤ 20, 1 ≤
k ≤ 5, has a fixed value of 5, the αki’s are the same for all the i’s and k’s with αki =
[1, 1.26, 1.52, 1.78, 2.04].
As in the previous section, we will choose one of (5.1),(5.2) or (5.3) as the baseline function in
a simulation.
After these adjustments we will have five 3-out-of-5 systems in every repetition of a simulation.
The five systems share the same system parameter αki and differ only in the scale parameter
σk. A sample with 20 realizations from each system were generated in a repetition. Based on
this sample, the MLE (µˆ1), UMVUE (µˆ2), MMLE (µˆ3), the new estimator (µˆ4) and the lower
bounds of confidence intervals were computed and were saved in a row of table.
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5.2.1 Relative risk improvements of estimators
In the following, we will compare the computed estimators in terms of the relative risk im-
provements (RI). The RI of a estimator µˆq, 2 ≤ q ≤ 4, over the MLE µˆ1 is defined as
RI1q =
Risk(µˆ1)− Risk(µˆq)
Risk(µˆ1)
, (5.5)
where Risk(µˆq) := E(µˆq − µ)2l, l ∈ N.
Since µ is always taken as 0 in our simulation, Risk(µˆk), 1 ≤ k ≤ m, is simplified to E(µˆk)2l.
In Chapter 3 we have seen that the real value of E(µˆq)
2l, 2 ≤ q ≤ 4, l ∈ N, is very complicated
to compute. Thus, instead of using the real value of it, we will approximate it with the mean
of 30000 (µˆ2lq )’s. The empirical results of RI’s are listed in Table 5.21 − Table 5.25.
Baseline function RI12 RI13 RI14
Fk(x) = 1− exp (−0.8k (x− 0)) 0.5004 0.5004 0.4710
Fk(x) = 1− exp (−0.8k (ln(x)− 0)) 0.4984 0.4985 0.4691
Fk(x) = 1− exp
(− 1
20.45k
(x1.5 − 0)) 0.4945 0.4943 0.4616
Table 5.21: Empirical results of risk improvements from 30000 repetitions, l = 1
Baseline function RI12 RI13 RI14
Fk(x) = 1− exp (−0.8k (x− 0)) 0.6170 0.6115 0.5188
Fk(x) = 1− exp (−0.8k (ln(x)− 0)) 0.6181 0.6126 0.5202
Fk(x) = 1− exp
(− 1
20.45k
(x1.5 − 0)) 0.6281 0.6224 0.5251
Table 5.22: Empirical results of risk improvements from 30000 repetitions, l = 2
Baseline function RI12 RI13 RI14
Fk(x) = 1− exp (−0.8k (x− 0)) 0.8902 0.8859 0.8047
Fk(x) = 1− exp (−0.8k (ln(x)− 0)) 0.7683 0.7624 0.6621
Fk(x) = 1− exp
(− 1
20.45k
(x1.5 − 0)) 0.9091 0.9052 0.8278
Table 5.23: Empirical results of risk improvements from 30000 repetitions, l = 10
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Baseline function RI12 RI13 RI14
Fk(x) = 1− exp (−0.8k (x− 0)) 0.9953 0.9949 0.9810
Fk(x) = 1− exp (−0.8k (ln(x)− 0)) 0.9736 0.9719 0.9326
Fk(x) = 1− exp
(− 1
20.45k
(x1.5 − 0)) 0.9962 0.9958 0.9831
Table 5.24: Empirical results of risk improvements from 30000 repetitions, l = 25
Baseline function RI12 RI13 RI14
Fk(x) = 1− exp (−0.8k (x− 0)) 0.9998 0.9998 0.9983
Fk(x) = 1− exp (−0.8k (ln(x)− 0)) 0.9970 0.9967 0.9866
Fk(x) = 1− exp
(− 1
20.45k
(x1.5 − 0)) 0.9998 0.9998 0.9984
Table 5.25: Empirical results of risk improvements from 30000 repetitions, l = 40
Table 5.21 − Table 5.25 show that the empirical results of risk improvements were dependent
on l, but independent of Fk.
The greater the chosen value of l, the stronger the obtained relative risk improvements. When
l = 40, the relative risk improvements were nearly 1.
As seen from Table 5.21, patterns of the risk improvements were not influenced by baseline
functions. No matter which baseline function was chosen, RI14 < RI13 < RI12 always holds.
5.2.2 Mean lengths of confidence intervals
Besides the risk improvements of estimators, we also obtained some results about confidence
intervals. As done in the previous section, we selected the entries before computing the mean
lengths of the confidence intervals. An entry was selected, iff all the lower bounds in the entry
are not greater than 0. The mean lengths of these confidence intervals are given in Table 5.26
− Table 5.28.
1− α IFW,1−α ICo,1−α IT i,1−α IFi,1−α IIn,1−α ILo,1−α
0.90 0.0036 0.0072 0.0072 0.0037 0.0030 0.0032
0.95 0.0045 0.0092 0.0092 0.0046 0.0037 0.0039
0.99 0.0067 0.0139 0.0139 0.0066 0.0055 0.0058
Table 5.26: Mean lengths of the selcted confidence intervals from 10000 repetitions, when expo-
nential distribution in (5.1) is chosen as the baseline function.
The length of an interval is the upper bound of the interval minus the lower one. Since the
upper bound of all the methods in one entry is the same, we can compare the lengths given
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1− α IFW,1−α ICo,1−α IT i,1−α IFi,1−α IIn,1−α ILo,1−α
0.90 0.0033 0.0063 0.0063 0.0032 0.0025 0.0027
0.95 0.0044 0.0086 0.0086 0.0043 0.0035 0.0036
0.99 0.0066 0.0137 0.0137 0.0065 0.0054 0.0057
Table 5.27: Mean lengths of the selected confidence intervals from 10000 repetitions, when
Pareto distribution in (5.2) is chosen as the baseline function.
1− α IFW,1−α ICo,1−α IT i,1−α IFi,1−α IIn,1−α ILo,1−α
0.90 0.0203 0.0407 0.0407 0.0207 0.0166 0.0174
0.95 0.0253 0.0513 0.0513 0.0252 0.0203 0.0215
0.99 0.0371 0.0776 0.0776 0.0365 0.0300 0.0321
Table 5.28: Mean lengths of the selected confidence intervals from 10000 repetitions, when the
Weibull distribution in (5.3) is choosen as the baseline function.
in Table 5.26 − Table 5.28 with the pattern of lower bounds in the previous section. The
results coincided with each other (a smaller lower bounds corresponds to a larger mean length)
except the pattern of LCo,1−α and LT i,1−α. In the previous section, the statistics showed that
LT i,1−α > LCo,1−α for 1 − α = 0.90, 0.95 and 0.99 in most of the cases. Here, we can see that
the mean lengths of ICo,1−α and IT i,1−α were always the same. This happens because of the
changes in the parameters rki’s and sk’s. In this section, all the of rki’s were given the value of
5 and all of sk’s were given the value of 20, whereas they were randomly chosen in the previous
section. It had been explained in Chapter 4 that ICo,1−α and IT i,1−α are the same provided
R1 − s1 = · · · = Rm − sm.
Moreover, in the previous section we have found LFi,1−α > LFW,1−α for 1 − α = 0.90, 0.95
and 0.99 just with about 60%. Here, we can also see that the mean length when using the
Fairweather’s method was sometimes greater and sometimes less than the mean length when
using the Fisher’s method.
Regardless of whether it was simulated with randomly selected nki, rki and sk or with fixed nki,
rki and sk, the best confidence interval among all of the presented ones, was always provided by
the inverse normal method. And the second best interval was given by logit method. We say
that they were better than the others not only because their lengths were in average shorter
than the other’s but also because they guarantee the existence of valid lower bounds for µ.
We therefore recommend using the inverse normal method or the logit method to estimate a
confidence interval of the common location parameter of type II censored SOSs.
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Chapter 6
Summary
In this thesis we focused on the estimation problem relating the common location parameter
of several type II censored sequential order statistics (SOSs). The outline of this work is as
follows:
In Chapter 1, the concept, the density function and the practical applications of sequential
order statistics (SOSs) were introduced. The density function of SOSs depends on a baseline
function F which can be an arbitrary continuous function. Here, we restricted ourselves to
some particular F chosen from a location-scale family F.
In Chapter 2, the unknown scale parameter(s) in one (or m) (n-r+1)-out-of-n system(s) were
estimated, given that the system parameters, model parameters, the related g-functions and
the common location parameter were known. In that case, the family of probability measures of
SOSs formed a one-parametric (or m-parametric) exponential family. In Section 2.1, the max-
imum likelihood estimator (MLE) and the uniformly minimum variance unbiased estimator
(UMVUE) of the single unknown scale parameter were given, based on a sample of a (n-r+1)-
out-of-n system. By applying the properties of the one dimensional exponential family, the
(asymptotic) properties of estimators were easily derived. In Section 2.2, the MLE and the
UMVUE of m unknown scale parameters were determined, based on a sample of m different
(n-r+1)-out-of-n systems. The (asymptotic) properties of the estimators were obtained by us-
ing the properties of the multidimensional exponential family.
In Chapter 3, we estimated the unknown common location parameter and scale parameters in
m different (n-r+1)-out-of-n systems, given that the system parameters, model parameters and
the related g-functions were known. In that case, the family of probability measures of SOSs
lost the structure of exponential family and we had to calculate the MLE and UMVUE and
their properties with basic methods. These works were done in Section 3.1 and 3.2. In section
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3.3, a modified maximum likelihood estimator (MMLE) of the common location parameter was
introduced. To obtain the conditions such that the MMLE dominates the UMVUE in terms
of mean squared error, we presented some important identities which are also useful in the
following section. In Section 3.4, we proposed a class of estimators of the common location
parameter, each estimator dominates the MLE in terms of risk under a class of convex loss
functions Ll(θˆ, θ) = (θˆ − θ)2, l ∈ N. Then, we found out that the estimators in the class are
also Pitman closer than the MLE.
In Chapter 4, we studied the interval estimation of the common location parameter using the
model introduced in Chapter 3. In Section 4.1, two general ideas (pivotal quantity and inverting
the acceptance region of a test statistic) to construct confidence sets were introduced. In Section
4.2, we gave some confidence intervals of the common location parameter by using some famous
methods in meta-analysis (e.g. Fairweather’s method, Cohen and Sackrowitz’s method, Jordan
and Krishnammoorthy’s method, Tippet’s Method, Wilkinson’s method, Fisher’s method, in-
verse normal method and logit method).
In Chapter 5, theoretical results in Chapter 3 and Chapter 4 were illustrated by means of sim-
ulation study. In section 5.1, the simulations were carried out with randomly selected system
parameters and model parameters. To have a better understanding of the confidence intervals
in Chapter 4, we computed the simulation results of α and compared them with the real values,
where 1 − α denotes the confidence level. Moreover, we obtained general patterns about the
size of estimators and lower bounds. In Section 5.2, chosen values were assigned to the sys-
tem parameters and model parameters. In that case, the estimators given in Chapter 3 were
compared in terms of relative risk improvements, whereas the mean lengths of the confidence
intervals presented in Chapter 4 were listed for different confidence coefficient.
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Chapter 7
Notations and Abbreviations
7.1 Symbols
N {1, 2, . . . , }
N0 {0, 1, 2, . . . , }
Rm+ (0,∞)m, m ∈ N
Rm− (−∞, 0)m, m ∈ N
Rr≤ {Rr|g−1(µ) ≤ x(1) ≤ · · · ≤ x(r) < g−1(∞)}
R [−∞, ∞]
Bn borel sets of Rn
A ∩Bn with A ∈ Rn borel sets {A ∩B : B ∈ Bn}
×ni=1Xi cartesian product of X1, . . . ,Xn
Xn ×ni=1X
⊗ni=1Bi product sigma algebra of B1, . . . ,Bn
λn Lebesgue measure on (Rn,Bn)
⊗ni=1µi product measure of µ1, . . . , µn
λn|B restriction of the measure λn to a measurable subset B ∈ Bn
P-a.s. P-almost sure
µ-a.e. µ-almost everywhere
x→ a x tends to a
x↗ a x tends to a from the left-side
→a.s. convergence almost surely
→d convergence in distribution
→p convergence in probability
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bxc the largest integer not greater than x
1B(y) indicator function of a measurable set B, i.e.
1B(y) = 1 if y ∈ B and 0 otherwise
exp(x) exponential function
Γ(n) gamma function of n
B(m,n) beta function of m and n
Kν(z) modified Bessel function of third kind of order ν
f−1 inverse function of f
f−1(∞) f−1(∞) is defined as the point a0 ∈ R with lim
x↗a0
f(x) =∞,
where f(x) is a strictly increasing function.
f ′(x) derivative of the function f : R→ R w.r.t. x
qtk(t1, . . . , tm) the partial derivative of q : Rm → R : (t1, . . . , tm)→ qtk(t1, . . . , tm) w.r.t. tk
Df Jacobian matrix of f = (f1, . . . , fm)
′ : Rn → Rm, i.e. the matrix
{ d
dxj
fi}1≤i≤m,1≤j≤n ∈ Rm×n
Beta(α, β) beta distribution with parameters α and β
exp(µ, σ) exponential distribution with location parameter µ and scale parameter σ
Γ(α, β) gamma distribution with scale parameter α and shape parameter β
InvGam(α, β) inverse gamma distribution with scale parameter α and shape parameter β
Fν1,ν2 F-distribution with ν1 and ν2 degrees of freedom
E(X) expectation of the random variable X
V ar(X) variance of the random variable X
diag(a1, . . . , am) a m×m-diagonal matrix with diagonal elements a1, . . . , am
Ic complement of the set I
ν ′; A′ transpose of vector ν ′; transpose of matrix A
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7.2 Denotations
m ∈ N the number of the involved systems in a estimation
sk the number of the observations of the k
th system, k = 1, . . . ,m
nki, rki system parameters of a (nki-rki+1)-out-of-nki system,
i = 1, . . . , sk, k = 1, . . . ,m
αki = (α
(1)
ki , . . . , α
(nki)
ki ) model parameter of a (nki-rki+1)-out-of-nki system,
i = 1, . . . , sk, k = 1, . . . ,m
R
s∑
i=1
ri
bki α
(1)
ki nki, i = 1, . . . , sk, k = 1, . . . ,m
Rk
sk∑
i=1
rki, k = 1, . . . ,m
a
m∑
k=1
bkσk
(fg)(x) f(x)g(x), where f , g are two functions of x with
f : Ω→ Ξ : x→ f(x) and g : Ω→ Ξ′ : x→ g(x)
107
7. NOTATIONS AND ABBREVIATIONS
7.3 Abbreviations
ABO. asymptotic Bahadur optimality
Cor. Corollary
Def. Definition
Exa. Example
iff if and only if
iid independent and identically distributed
inid independent and not necessarily identically distributed
La. Lemma
MLE maximum likelihood estimator
MMLE modified maximum likelihood estimator
MSE mean squared error
p.; pp. page; pages
SOS sequential order statistic
Rem. Remark
Thm. Theorem
UMVUE uniformly minimum variance unbiased estimator
w.r.t. with reference to
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