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Abstract
In this thesis, robust adaptive controllers are developed for classes of switched nonlinear
systems. Switched systems are those governed by differential equations, which undergo
vector field switching due to sudden changes in model characteristics. Such systems arise
in many applications such as mechanical systems with contacts, electrical systems with
switches, and thermal-fluidic systems with valves and phase changes. The presented con-
trollers guarantee system stability, under typical adaptive control assumptions, for systems
with piecewise differentiable bounded parameters and piecewise continuous disturbances
without requiring a priori knowledge on such parameters or disturbances. The effect of
plant variation and switching is reduced to piecewise continuous and impulsive inputs act-
ing on a Bounded Input Bounded State (BIBS) stable closed loop system. This, in turn,
provides a separation between the robust stability and robust performance control prob-
lems. The developed methodology provides clear guidelines for steady-sate and transient
performance optimization and allows for parameter scheduling and multiple model con-
troller adjustment techniques to be utilized with no stability concerns. The results are
illustrated for various systems including contact-based robotic manipulation and Atomic
Force Microscope (AFM) based nano-manipulation.
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Title: Professor
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Chapter 1
Introduction
In today's era of real-time intelligent control systems, the characteristics of which are au-
tonomy, versatility, and complexity, hybrid, i.e., continuous and discrete, dynamics plays a
major role. Systems with hybrid dynamics are those characterized by continuous evolution
of a process variables, governed by differential equations or difference equations, along
with discrete transitions. The analysis and control of systems characterized by hybrid, i.e.,
continuous and discrete, dynamics has been attracting many research efforts in recent years.
This is motivated by the need to achieve reliably, repeatable, and safe control schemes to
handel complex systems with switching dynamics of large, rapid, and sudden changes in
model characteristics due to either natural physical changes or controlled decision making
based changes. Such systems arise in many application such as mechatronics and robotics,
biological and chemical processes, power and communication networks. The ability to
design controls for switched and hybrid systems with a priori stability and performance
guarantees would not only extend the range of capabilities of control engineering practice
to new horizons but also allow for operating existing systems at unprecedented levels of
autonomy, versatility, and performance.
1.1 Motivation
This thesis seeks the development of control schemes for reliable and repeatable control
of hybrid switched systems. A hybrid switched system is a system that switches between
different vector fields in a differential equation (or a difference equation) each active during
a period of time. This recently introduced definition is motivated by the need for control
schemes that can handel systems with time varying switching dynamics of large, rapid,
and sudden changes in model characteristics due to either natural (physical) changes or
controlled (decision making based) changes. These issues arise in systems with discrete
changes in energy exchange elements due to intermittent interaction with other systems or
with an environment. This is common in electrical circuits with switches such as power
converters as well as robotic and mechatronic systems with contact and impact effects.
Fluidic systems with valves and phase changes also display switching dynamics. Switched
systems also arise when the governing dynamics of a system depends on certain discrete
events, which is common in multi-stage chemical process, gene regulatory networks, power
and communication networks.
Hybrid switched systems also arise due to modeling reasons. This is the case when
modeling multi-time scale dynamics or complex dynamics for which only simple models
valid under certain conditions are known, which can be integrated and switched between
based on the corresponding validity conditions. Switched systems also arise in modeling
for the purpose of control of rapidly varying systems. This includes the notion of gain
scheduling, where a complex plant is represented by a family of plants each active during a
period of time and control is scheduled according to the current representative plant. This
approach is widely used in many industries such as aerospace, automotive, and process
control industries, yet remains used in an ad-hoc time consuming manner with very little
guarantees or guidelines.
1.2 Problem Formulation
A hybrid switched system is a system that switches between different vector fields in a
differential equation (or a difference equation) each active during a period of time. In
this thesis, we consider feedback control of continuous-time hybrid switched time varying
systems. These systems are given by:
±(t) = fj(x(t),t,u,d), t_ 1  t < ti
y = hi(x,t), ti_1 < t < tj
i(t)+ = 9(i(t), X, t)(1)
Where x is the continuous state, d is the disturbances, u is the control input and y is the
measured output. Furthermore, i(t) E {1, 2, 3... } is a piecewise constant signal with i
denoting the ith switched subsystem active during a period of time tj - ti_1, where tj is
the ith switching time. The signal i(t), usually referred to as the switching function, is the
discrete state of this hybrid system. The discrete state is updated by the discrete dynamics
i(t)+ governed by g(i(t), x, t), which is driven by the continuous state cx as an input.
This means switching may be triggered by a time event or a state event, e.g. x reaching
certain threshold values, or even memory, i.e, past values for i(t). This type of system is
a continuous-time switched system, whereas discrete-time switched systems are similarly
defined by replacing differential equations with difference equations. In this thesis, we will
focus on continuous-time switched systems, which will be referred to as switched systems.
An important assumption is that only a finite number of distinct switches can occur
within a finite period of time, i.e., the set of switches is countable, with a nonzero period
of time tj - ti..1 > 0 V i between each consecutive pair of switches and thus infinitely fast
switching, the Zeno phenomena [74], is excluded. This is a reasonable assumption since
this is how most physical systems behave and we will choose not to introduce any con-
troller switching with infinitely fast switching since it's a typically undesirable behavior.
Also note that with this definition and assumption, the effect of switching based on state
on the continuous dynamics is similar to time dependent switching since the switching de-
pends on state only implicitly. In fact, we can always find a time-based switching sequence
producing equivalent behavior to a state-based switching since we assume an infinitely
countable set of switches with nonzero time between each consecutive pair of switches.
There are two main challenges with control of switched systems. First, stability and
response of switched systems even when each subsystem is stable and known are difficult
to predict/guarantee. The robustness of stability and performance of switched systems with
respect to uncertainties is another challenging problem, which not only includes the existing
fundamental limitations in controlling uncertain systems but also introduces challenges
associated with different mode-dependent levels/types of uncertainties. Therefore, there
is a need for constructive implementable control schemes that can handel systems with
switching dynamics of of large, rapid, and sudden changes in model characteristics. The
raised issues can then be cast into the following problem. Need to develop a control scheme
that guarantees:
1-Stability.
2-Steady state and dynamic performance.
for uncertain time varying switched systems subject to:
(i) Large and rapidly varying parametric uncertainty.
(ii) Disturbances and unstructured uncertainties.
(iii) Switching dynamics including parametric, structural, and external effects.
Next, we discuss the status of the state of the art with respect to addressing the afore-
mentioned issues and solving the stated problem.
1.3 Literature Survey
This section reviews the key achievements and limitations of existing literature of rele-
vance. Despite numerous efforts on analysis of hybrid and switched dynamical systems as
well as switched control of non-switched systems, there isn't a single constructive synthe-
sis method or technique available for control of a nontrivial class of switched systems with
a priori stability and performance guarantees. Two main categories are considered, which
are analysis and control of switched systems and the control of uncertain systems.
In terms of stability and response of switched systems, several conservative sufficient
conditions have been obtained in recent years, see survey papers [36, 8]. In this context,
sufficient conditions for stability such as common Lyapunov functions and average dwell
time [36] are the most commonly studied results. One class of results requires that all
subsystems share a common Lyapunov function, then stability is guaranteed for any switch-
ing speed/order, which for linear-time-invariant (LTI) systems requires system matrices to
commute or be symmetric. This is a very restrictive requirement. A corresponding con-
trol design requires switching controller gains such that all subsystems are made stable
and such that a common Lyapunov function condition is satisfied. In order to verify that
such a condition is met, the system is partitioned into known subsystems and a set of lin-
ear matrix inequalities (LMI) of the number of subsystems is solved. A feasible solution
to such LMI's is usually difficult to obtain and the problem is considered computationally
intractable. The other class of results requires that all subsystems are stable (or with some
brief known instabilities) and switching is slow enough on the average, average dwell time
condition [36]. The corresponding controller design requires gains to be adjusted to guar-
antee the stability of each frozen configuration and knowledge of worst case decay rates
among subsystems and condition numbers of Lyapunov matrices in order to compute the
maximum admissible switching speed. If plant switching exceeds this switching speed then
stability can no longer be guaranteed.
It should be noted that work done on another class of systems referred to linear-parameter
varying (LPV) systems, which originate from gain scheduling has recently arrived at anal-
ogous conditions for stability of such systems, see for instance [70]. Most of the aforemen-
tioned results assume that the system is known exactly and unforced. Analogous analysis
results have been extended for systems with disturbances [79] and with some uncertainties
[81]. A recent survey [84] summarizes different theorems and conditions for existence of
stabilizing controllers and controllability of switched linear systems.
In summary, the available results for control of switched systems have all utilized re-
cently developed sufficient conditions for stability of switched system to state some con-
ditions and properties, which if satisfied by a control system, then stability and response
of the switched system can be guaranteed. However, none of these results provide any
technique or method that can be constructively used to control a switched system with
guarantees on the system's stability and response independent of the success of heuristics
or feasibility of complex computational methods.
The other problem of interest is that of dealing with uncertainty. More recently, switch-
ing control has been introduced to deal with uncertain time-invariant plants. This line
of work is known as multiple model adaptive or supervisory control where a plant is as-
sumed to belong to a set of known plants from available data and candidate controllers are
switched between based on estimation to control the plant. The supervisory control work of
[1, 86] and related references therein, uses LTI controllers and estimation-based switching
between controllers is made in order to implement the best possible controller. As noted
by the authors the problem of freezing an unstable plant/controller configuration is a con-
cern to safety. Furthermore, the stability of the overall system, a switched system, even
when each frozen configuration is stable, needs to be verified via complex and not always
verifiable conditions. In this approach stability is either based on the common Lyapunov
function condition [86] or the average dwell time condition [1] discussed earlier. In fact,
the safe multiple model control work developed in [1] to address this issue requires that
any change in controller is "small enough" in an identification based sense so that it does
not result in a frozen unstable closed loop and that the initial controller chosen is a stabiliz-
ing controller. Whereas methods based on a conventional adaptive control architecture have
better stability potential for controller switching via re-initializing the adaptation by switch-
ing between fixed estimates or resetting the adaptive estimate during transients. However,
as suggested by the authors [49, 29, 52], these efforts are solely for improving transients,
which is possible only if such fixed estimates are good. Furthermore, the robustness with
respect to disturbances and parameter variations was not considered in these efforts. All of
these efforts were for a an LTI plant yet a few of the multiple model control schemes con-
sidered infrequent jumps and slowly varying parameters of a linear system [86]. Similar
ideas were introduced for classes of nonlinear systems, see for instance [31, 75].
Adaptive control [68, 69, 27] is another popular approach to deal with system uncer-
tainty. The problem with conventional adaptive controllers is that the transient performance
is not characterized and stability with respect to bounded parameter variations or distur-
bances is not guaranteed. Robust adaptive controllers, [27], developed to address the pres-
ence of disturbances and non-parametric uncertainties, are typically based on projection,
switching-sigma or deadzone adaptation laws that require a priori known bounds on param-
eters, and in some cases disturbances as well, in order ensure state boundedness. Extensions
to some classes of time varying systems have been developed in [42, 17, 43, 44, 83]. How-
ever, the results are restricted to smoothly varying parameters with known bounds and typ-
ically require additional restrictive conditions such as slowly varying unknown parameters
[83] or constant and known input vector parameters [43], in order ensure state bounded-
ness. In this case, such a conclusion is of very little practical importance if the error can not
be reduced to an acceptable level by increasing the adaptation or feedback gains or using a
better nominal estimate of the plant parameters. Furthermore, performance with respect to
rejection of disturbances as well as the transient response remain primarily unknown.
Another type of robust adaptive controllers known as leakage or fixed-sigma modifi-
cation has been less popular than projection and switching-sigma modifications due to its
inability to achieve zero steady-state tracking when parameters are constant and distur-
bances vanish. However, this is irrelevant for time-varying switched systems of interest to
this thesis. Again existing results with this technique concluded boundedness of the closed
loop states in the presence of disturbances and exponential stability of the system if per-
sistently excited [27], which is a condition that is usually not satisfied in practice and is
sometimes very difficult to check [27, 30]. However, the robust adaptive controller pre-
sented in this thesis, which is a generalization of the leakage adaptive controller, is shown
to achieve internal exponential and BIBS stability, for the class of systems under consider-
ation, without the need for a persistence of excitation condition as required in [27]. This
provides strong stability and performance robustness for time varying switched systems,
which yields a new approach to the control of such systems.
1.4 Thesis Scope and Contribution
In this thesis we consider feedback control of continuous-time hybrid switched time varying
systems. First, we view a switched system as one parameterized by a time varying vector
of parameters, a(t), which is piecewise differentiable and described by the following state
equations:
. = f(x, a, u, d)
y = h(x, a)
a(t) = ai(t), ti_1 < t < ti, i = 1, 2,...
i(t) + = g (i (t), X, t) (1.2)
Where the last two equations are not needed and are only repeated for the purpose of com-
parison with (1.1). Therefore, we embed the switching behavior in the piecewise changes
in a(t), which again may be triggered by state or time driven events. It is assumed that
ai(t) E C', i.e., at least one time continuously differentiable. This means a(t) is piecewise
differentiable, i.e., with a well defined bounded derivative everywhere except at points t
where d consists of dirac-delta functions. Also the points of discontinuity of a, which are
distinct and form an infinitely countable set, are separated by a nonzero time t4 - ti.1 > 0
V i, i.e., there is no infinitely fast switching and the dynamics is well defined. Note that
by allowing piecewise changes in parameter vector a the parametrization allows structural
changes in the system if the parameter vector is overparametrized such that all possible
structural terms are included. Then some parameters may switch to or from the value of
zero as structural changes take place in the system.
The parametrization of system dynamics in terms of a parameter vector a allows for
using adaptive control, where an additional controller state a is introduced to adapt for
uncertainty and variation in parameter a. The approach used here is based on using an
adaptive control architecture, which is modified through the adaptation law, and possibly
the control law, to enforce different system properties. These properties are key to enabling
the control of switched systems with a priori known guarantees on the system's stability
and response independent of the success of heuristics or feasibility of complex compu-
tational methods. The idea is driven from the fact that adaptive systems allow arbitrary
uncertainty in constant parameters as long as they belong to an admissible set, specified
by adaptive stabilizability assumptions. Therefore, if we allow plant parameters to vary as
bounded functions within this admissible set, we are left with dealing with the effect of
these variations on stability and performance of the closed loop system, which is addressed
by the modified adaptation law used here.
The major contributions of this thesis are:
1. Development of a control scheme that:
e Guarantees stability for large classes of uncertain time varying switched sys-
tems including nonlinear, multi-input-multi-output (MIMO), and output feed-
back systems.
e Provides clear guidelines for steady-state and transient performance optimiza-
tion.
9 Allows for stable gain scheduling and data-based control design.
2. Development of maximum likelihood and Bayesian learning based algorithms for
adjusting controller parameters in the presence of data models.
3. Verification of control system performance and characteristics via case studies in-
cluding contact-based robotic manipulation and Atomic Force Microscope based
nano-manipulation.
This thesis develops a generalization of leakage, also known as fixed-sigma, adaptive
controllers [27] and shows, for the classes of problems of interest, that the closed loop
system is exponentially stable and BIBS stable without the need for persistence of excita-
tion as typically required in [27]. This analysis yielded a control scheme which guarantees
stability in the presence of piecewise differentiable bounded parameters, under otherwise
typical adaptive control assumptions, without any a priori knowledge of such parameters or
restriction on their finite rate of variation. This is the case as the problem reduces to a BIBS
stable closed loop driven by parameter variations and uncertainty as well as disturbances as
inputs. This approach has yielded explicit dynamic bounds on the size of tracking error and
its dependence on these inputs (disturbances, parametric uncertainty and variation) as well
as chosen control gains and parameters. As a result, this provides a separation between the
robust stability and robust performance control problems. This in turn provides a construc-
tive design method to control a large class of switched systems with clear guidelines for
steady-state and transient performance optimization, which has been lacking in the control
literature.
The developed control scheme allows for stable gain scheduling and data-based control
design by adjusting a chosen parameter vector estimate in the adaptation law referred to as
a*. This is the case since the difference between the actual plant parameter vector a and
the chosen parameter vector a* acts as an input to the closed loop system. Therefore, a
choice of a* which makes a* - a smaller improves tracking error and can be varied in an
arbitrarily bounded manner since it's only an input to a BIBS stable closed loop system.
Gain scheduling, maximum likelihood, and Bayesian learning based algorithms have been
developed for adjusting the control when data models are available.
The developed methodology has been used to construct detailed control procedures for
several classes of systems. The control system's performance and characteristics have been
verified via case studies including contact-based robotic manipulation and Atomic Force
Microscope (AFM) based nano-manipulation. The focus of these simulations has been on
demonstrating that the developed controllers not only successfully handel switched systems
but also clearly follow the predictions and design guidelines provided by the developed
theory. The latter is paramount to a practically useful control design methodology.
1.5 Thesis Organization
The reminder of thesis is organized as follows. Chapter 2 provides an introduction to
switched systems including detailed application examples from different fields. Chapter
3 presents the basic theory and methodology for adaptive control of switched systems.
Whereas, Chapters 4 and 5 provide control design details following the developed method-
ology of Chapter 3 for systems in companion form and parametric-strict forms, respec-
tively. This includes case study applications to contact-based robotic manipulation in
Chapter 4 and Atomic Force Microscope (AFM) based nano-manipulation in chapter 5.
In Chapter 6, the control methodology is extended to allow for switching and parameter
varying control techniques to be utilized in the presence of more data about the system.
Conclusions and Recommendations are given in Chapter 7. The appendix includes proofs
of the main theorems and necessary mathematical notations.
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Chapter 2
Introduction to Switched Systems
2.1 Introduction
The following chapter introduces switched systems with emphasis on practical examples
where such systems arise. An introduction to switched systems and their mathematical rep-
resentation is presented. This is followed by detailed examples and models from electrical,
mechanical, fluidic, and other domains.
2.2 Switched Systems
A hybrid switched system is a system that switches between different vector fields in a
differential equation (or a difference equation) each active during a period of time. This
recently introduced definition is motivated by the need for control schemes that can han-
del systems with time varying switching dynamics of large, rapid, and sudden changes in
model characteristics due to either natural (physical) changes or controlled (decision mak-
ing based) changes. These issues arise in systems with discrete changes in energy exchange
elements due to intermittent interaction with other systems or with an environment. This
is common in electrical circuits with switches such as power converters as well as robotic
and mechatronic systems with contact and impact effects. This includes contact in manip-
ulation from macro- to nano- scales, and numerous contact-based micro- devices used as
relays. Fluidic systems with valves and phase changes also display switching dynamics.
Discrete changes in energy exchange elements can also occur in an internal manner for
nano-scale dynamics where quantum effects yield discrete changes in energy states and
energy exchange elements.
Switched systems also arise when the governing dynamics of a system depends on cer-
tain discrete events, which is common in multi-stage chemical process, gene regulatory
networks, power and communication networks. The introduction of catalysts, agents, or
controlled changes in the environment gives rise to new chemical reactions in a process,
when certain critical conditions are satisfied. This yields discrete changes in the dynam-
ics governing the concentrations of targeted chemicals in this process, which are the state
variables of this dynamical system. Gene regulatory networks, as well as many other phys-
iological regulatory systems, behave as "switches" in the sense that multiple reaction path-
ways, and thus dynamics, are taken depending on availability of stimuli and concentrations
of proteins, RNA, or other molecules reaching certain threshold values. The principles of
operation of many power and communication networks rely on activation/connection of
different links and components in the network either in some scheduled manner or in a
reactive manner when certain logic based conditions are met. This is done to adjust the
network's usage of resources while minimizing congestions and delays along with changes
in sources and sizes of demands. This yields discrete changes in the active architecture of
the networks and the data/power flow dynamics.
A hybrid switched system is a system that switches between different vector fields in a
differential equation (or a difference equation) each active during a period of time. In this
thesis, we consider feedback control of continuous-time switched time varying systems
described by:
x(t) = fi(x, t, u, d), ti_1 < t < ti
y(t) = hi(x, t), ti_1 < t < ti
i(t)+ = g(i(t), xt) (2.1)
where x is the continuous state, d is the disturbances, u is the control input, and y is the
measured output. Furthermore, i(t) E {1, 2, 3 ... } is a piecewise constant signal with i
denoting the ith switched subsystem active during a time interval [ti- 1, ti), where tj is the
ith switching time. The signal i(t), usually referred to as the switching function, is the
discrete state of this hybrid system. The discrete state is governed by the discrete dynamics
of g(i(t), x, t), which is driven by the continuous state x as an input. This means switching
may be triggered by a time event or a state event, e.g. x reaching certain threshold values,
or even memory, i.e, past values of i(t).
In this thesis, we view a switching system as one parameterized by a time varying vector
of parameters, which is piecewise differentiable, see Equation (2.2). This is a reasonable
representation since it captures many physical systems that undergo switching dynamics,
thus we will focus on such systems described by:
S= f(x, a, u, d)
y = h(x, a)
a(t) = ai(t), ti..1 <5 t < tj, i = 1, 2, .. .
i(t)+ = g(i(t), x, t) (2.2)
Therefore, we embed the switching behavior in the piecewise changes in a(t), which again
may be triggered by state or time events. Where ai(t) E C1 , i.e., at least one time continu-
ously differentiable. This means a(t) is piecewise continuous, with a well defined bounded
derivative everywhere except at points t where & = da/dt consists of dirac-delta functions.
Also the points of discontinuity of a, which are distinct and form an infinitely countable
set, are separated by a nonzero dwell time, i.e., there are no Zeno phenomena [37,74]. This
is a reasonable assumption since this is how most physical systems behave. Note that by
allowing piecewise changes in a the parametrization allows structural changes in the sys-
tem if we overparametrize such that all possible structural terms are included. Then some
parameters may switch to or from the value of zero as structural changes take place in the
system.
2.3 Examples of Switched Systems
In this section different examples of switched systems arising in engineering and non-
engineering problems are discussed. These examples are categorized based on their main
physical domain.
2.3.1 Electrical Systems
Electrical systems are one of the most common type of systems where switching dynamics
are observed. Any circuit containing a switch such as a diode or thyristor is regarded as
a switched systems, see [3] for analysis and classification of different type of switches.
Switching circuits have been arising in many applications for a long time but usually have
very specific switching behavior such as periodic switching between two modes. This has
yielded specialized analysis and control results based on averaging and periodic-specific
techniques well before formal switched system theory has emerged. Nevertheless, more
formal and general switched system results are expected to enable higher performance and
more diverse capabilities for switching circuits.
Table 2.1: DC-DC Power Converters [25].
Power and communication systems include many switching circuits such as routers,
converters, rectifiers. A famous example of switching circuits is a DC-DC power converter,
which falls under the broad class of switching power supplies. Table 2.1 shows a schematic
of Buck, Boost, and Buck-Boost converter circuits. These systems can be modeled as
two-mode linear switching systems according to:
. Aix+Biu ON
A2 x + B2u OFF
Cix ON
Y=
C2x OFF
Where the state is given by x = [iL, uc]T and the input voltage is u = Vi,, and the output is
voltage y = uc. The system matrices A2, B and Ci are given in Table 2.1 for the different
power converters. Note that since the same output is measured in all cases C1 = C2 for
all three types of converters. Whereas, the Buck converter displays switching in the input
matrix Bi and the Boost converter undergoes switching in system matrix Ai with both types
of switching observed for the Buck/Boost converter. Clearly, switching is represented by
piecewise changes in parameters of system matrices.
2.3.2 Mechanical Systems
Mechanical systems with contact display switching dynamics analogous to electrical sys-
tems with switches. This takes place in many common systems. One such system is manual
transmissions in an automobile, where clutch engagement gives rise to switching dynamics.
In particular, Figure 2-1 shows a diagram of different elements in a manual transmission
and focuses further on the engaged and slipping modes of clutch dynamics, which cause
switching in the overall system dynamics. A clutch is a system consisting of two parallel
rotating disks being moved closer or further from each other. Below is the equations gov-
erning the clutch dynamics [46]. In the slipping phase, the clutch dynamics consists of two
disks governed by the dynamics:
1 Li = ri ~ Ts
J2L2 = T - 7 2
where W1 , W2 are the angular velocities of the clutch disks, J1, J2 are their polar inertias,
r1 , r2 are torques acting on these disks due to coupling with engine and gearbox, respec-
tively. The friction torque r, consists of Coulomb and static friction torques during clutch
slipping. The same equations apply to the engaged state but with the condition that w1 = w2
adding the two disks' dynamic equations, the dynamics of the engaged mode may be re-
duced to:
(Ji + J2)1 = Ti - T 2
W2 = W1
Therefore, in the engaged clutch mode, the system is a first order system with effective
inertia Ji + J2, whereas the slipping clutch mode yields 2"d order dynamics with two
inertias J1, J2 and friction and other torques acting on these inertias.
The overall dynamics may be compactly described by the Equations [46]:
JiWi = Ti - P1,2
J2w2 = 1,2 - T2
ki,2sign(wi - W2)
pi,2 = A ,2
, K1,2sign(Al,2)
J172 + J2T1
J1 + J2
if wI - w 2 $ 0
if |A1,2| < K, 2 and wi - W2 = 0
if |A1,21 > Ki,2 and (i - w 2 = 0
where the switching is embedded in the overall friction torque 11,2 consisting of Coulomb
friction ki,2 sign(wi - W2) when the relative velocity between the disks is nonzero and
static friction otherwise. Coulomb friction works to reduce the relative velocity between
the disks whereas static friction works to maintain the disks' contact. The expression for
the static friction torque needed for the clutch to be engaged A1,2 is computed by enforcing
that c1 = c2 and solving for this torque. Therefore, 1,2 = A1,2 during the engaged phase.
However, this must be smaller than the maximum static friction amplitude K1 ,2 , hence slip-
ping still occurs when IAi,2 | > K1 ,2 although wi - W2 = 0. As discussed in Section 2.1,
switching can be represented by changes in parameters, such as ai(t) = K 12sign(A1,2))
being a parameter that switches between values ai = K 12 and ai = -K 12 or from either
one of theses values to the value ai = 0 when static friction is not active and wi - w2 / 0.
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Figure 2-1: Clutch Engagement in Manual transmission Systems [41, 46].
This clutch switching behavior is coupled with the rest of the transmission system,
yielding a complex switched system. This problem has received considerable interest re-
cently due to the increasing popularity of automanual transmissions. These systems differ
from standard automatic transmissions in the sense that they have the same architecture as
a manual transmission given in Figure 2-1 but with the clutch engagement being feedback
controlled by an actuator rather than the human depressing the clutch. One of the main
issue with these systems is the tarde-off between smoothness and speed of shifting, which
is due to the switching nature of the dynamics. A fast and sudden change in system dy-
namics while maintaining smooth behavior with very little transients is an understandably
challenging task from a control system dynamics point of view. Leading car manufactur-
ers such as Ferrari and BMW are continuously developing these control systems with the
fastest shifting times of 200 milliseconds during 2004 are now replaced with a 100 millisec-
ond figure. Nevertheless, smoothness while maintaining such high speeds is still lacking
either on upshifts or downshifts. The switching dynamics of clutch engagement are also
seen in clutch-type car differentials and other clutch based machines and systems.
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Figure 2-2: Electronic Throttle Body [51, 60].
Another example of contact based switching is seen in electronic throttle body systems,
which are commercially know as drive by wire systems. The main switching characteristic
in this system is the asymmetrical piecewise spring, see Figure 2-2 from [51]. This is a
dual return spring mechanism with stops in order to yield a nonzero equilibrium position
for the throttle referred to as the limp-home position, at about 3 - 150, so that when power
fails the driver can limp home to the nearest service station or parking lot. Furthermore,
asymmetry in spring rate is introduced by the two return springs such that contact with
stops enforces the higher rate spring for angles below the limp home position and the low
rate spring otherwise. This is introduced to yield less sensitive throttle body motion at idle
and low loads for improved drivability while allowing for more responsive motion and less
power consumption when more throttle travel is needed. The downside of this is that the
torque jump due to this switching stiffness is significant, [60] at about 40% of the nominal
motor torque with uncertainty in limp-home position of about 100, which can deteriorate
the control performance. Note that the contact based return spring involves contact with
a second plate for angles beyond the limp-home position, which suggests a jump in total
inertia J as well, yet the added inertia due to the second plate is insignificant compared
to that of the rotor's inertia [53]. The throttle body may be described by the following
equations [51]:
9 = kgw
w = (-Bw - T(w) - T()+TL + kz)
z = -(-Rz - kw +u)
L
where kg, is an effective gear ratio, J and B are effective inertia and damping of rotor,
valve plate, and gearing, Tf is friction torque and T, is the piecewise linear dual spring
torque, see Figure 2-2, kt is the motor constant, R is motor resistance, and k, is emf con-
stant, z is the motor current, u is the motor input voltage, and TL is load torque, which is
primarily due to aerodynamic forces from air flow past throttle body. The controlled output
is the throttle position 9, which is measured via a potentiometer. The system is basically a
DC motor with gearing combined with a piecewise linear return spring as well as friction
and aerodynamic torques. The switching spring torque T, of Figure 2-2 may be represented
by:
T = -O " o) - D- if 0 < 0
IS+(6 - Go) + D+ if 0 > 0,
where S~ > S+ are the two spring rates acting for angles below and beyond the limp home
position 04, and D+, D are torque offsets.
Another application where switching dynamics arises due to piecewise spring forces is
seen in engine fuel injectors such as the piezo injector in Figure 2-3. In order to avoid fuel
leakage for the closed valve under all operating conditions, an idle lift is introduced as a
safety margin for small deflections. Opening the valve, one can divide the procedure into
three principal phases [58]: 1) Deflection of the piezo actuator within the idle lift, 2) Im-
pact of the piezo actuator bolt on the servo valve and deflection until the servo valve opens,
3) Opening the servo valve. Piecewise changes in effective spring rates are observed be-
tween these modes. The injector will operate at a high switching speed, 0.1 millisecond per
stroke, between the open and closed states of the injector, meaning switching dynamics is
an intrinsic part of the system's operation rather than an initial transient. Other common ap-
plication where mechanical contact yields switching dynamics are in contact based robotic
manipulation including macro-, micro-, and nano- scale manipulation. Detailed examples
along with control design will be presented in upcoming chapters.
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Figure 2-3: Engine Piezo Injector [58].
2.3.3 Fluidic Systems
Fluidic systems are another class of systems where switching dynamics arises due to dis-
crete changes in energy exchange elements. Switching fluidic systems are commonly ob-
served in systems with valves. Figure 2-4 shows a hydraulic piston actuator, which is a pop-
ular actuator due to its strength and durability. These types of actuators utilize servo-valves,
which introduce switching in the pressure dynamics in these actuators. The dynamics of
this system can be described by [50]:
1 K
xc = -- x"+ V ,,
Tas, rev
P 2=L Kx S )+S() Ps + PL
42Vh+A2 L A 22
2Vh+A 2 L 2 -)]
i, = 1 -A [)(Ps+PL) + F,5ip 2
S(x,) = 1 if x 8,>0
y0 if x < 0
y = x,
Figure 2-4: Hydraulic Piston Actuator [50].
Where x., is the spool valve position, V,, is the control voltage, K,, is the servo-valve
position gain and r,, is the time constant of the valve. Whereas, PL and PS are the load
and supply pressures, respectively. Parameters K the servo-valve flow gain, A1 and A2 are
piston inlet and outlet areas, L is the actuator stroke length, Vh is the hose volume between
the servo valve and the actuator, and # is the effective bulk modulus of the oil. Finally,
x, is the piston position, which is the controlled output, M is the total mass, and Ff is
the friction forces acting on the piston, see [50] and references therein for details. The
switching function S, which is controlled by the spool valve position, introduces switching
in the system dynamics between two modes. In particular, the position of the servo-valve
spool controls the flow rate in and out of the actuator, which introduces switching in the
load pressure dynamics.
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Figure 2-5: Hydraulic-Ram Pump [34].
Many other hydraulic systems with valves undergo switching dynamics. Figure 2-5
shows a hydraulic-ram pump, which also undergoes switching in its dynamics due two
valves yielding three possible dynamic modes of operation, see [34] for details.
Another phenomena in fluidic systems where switching dynamics arises is in the pres-
ence of phase changes. Heat exchangers are a common example where phases transitions
repeatedly occur causing switching in the system dynamics with changes in its order. In
particular, when a refrigerant's phase disappears, the states associated with it become re-
dundant and the order of the system is reduced. Figure 2-6 shows the phase transitions
in a heat exchanger, where three possible dynamics are observed due to vapor, liquid, or
two-phase modes, see [6] for details.
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Figure 2-6: Phase Transitions in Heat Exchanger [6].
2.3.4 Other Systems
The last three sections discussed electrical, mechanical, and fluidic switched systems. In
this section, a few extra examples from other domains are discussed.
Switched systems are commonly found in chemical process control systems. These
systems are thermal-fluidic systems but with concentrations of chemicals being key state
variables of interest. Figure 2-7 is a continuously stirred tank with switching between two
available inlet streams. An irreversible, first-order exothermic reaction takes place. The
operation schedule requires switching between two available inlet streams consisting of
pure specie A at flow rates FAi, FA2, concentrations CAI, CA2 and temperatures TAi, TA2
respectively. The dynamics of the system is modeled by:
OA (CA - CA) - koe-E/lI'RCAV
TR = t (TAI - TR) - koeE|RCA +
V pc PCP
Where i denotes the ith inlet stream for i = 1, 2, CA denotes the concentration of the
species, TR denotes the temperature of the reactor, Q is the heat removed from the reactor,
V is the volume of the reactor, ko, E, AH are the pre-exponential constant, the activation
energy, and the enthalpy of the reaction. Whereas, c, and p are the heat capacity and
density of the fluid in the reactor. The control objective is to stabilize the reactor at the
desired operating setpoint using the rate of heat input q and change in inlet concentration i.
CA1 TA1 F1  valve valve CA2 TA2 F2
mixer
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Figure 2-7: A Continuously Stirred Tank Chemical Process [45].
Switching dynamics is also found in biological systems. Gene regulatory systems are
an example of a biological system, which can be modeled as a switched system, among
other methods to capture their switch-like behavior [9]. Gene expressions are represented
by the existence or absence of certain proteins. Protein production is switched ON or
OFF depending on the the presence of other genes in sufficient concentrations. A simple
switching linear model of these systems is given by [9]:
i = gi(X) - 7YjXj
gi(x) = ZKibil(x)
lEL
Where xi is the cellular concentration of the product of gene i and -Y7 > 0 is the degradation
rate of xi. The function gi(x) ;> 0 where si > 0 is a rate parameter, bil is a switching
function defined in terms of sums and multiplications of step functions, and L is a set
of indices. Figure 2-8 shows an example of a three genes network. This system can be
modeled by the following switched system [9]:
zi= Kis(x2 ,21) - 71iX1
L2= K2(1 - s(X1i, u)s(x3, 03,1)) - 72X2
is6= K3(1 - s(xi, 0 12 )) + r4(1 - s(X 3 ,0 3 ,2 )) - 73X3
1' 1 if xj > 60
s(x,6O) = j0i 3 00 if xj < Oi
The system follows the general form with gi(x 2 ) = tis(x 2 , 021), meaning that pro-
tein 1 is synthesized at a rate i, if the concentration of protein 2 is above the thresh-
old concentration 021 where s(xj, Oj) is a unit step function with switching threshold 6j.
Combined dependencies are shown for gene 2, which is expressed at a rate k2, if the con-
centration of either of proteins 1 and 3 remains below its respective threshold by using
92 (X1 , X3 ) = K2(1 - s(Xi, G0)s(x 3 , 03,1)), see [9] for more details.
Other examples of switching dynamics are seen in non-physical phenomena such as
planning, management, and production problems. A switching production system is dis-
cussed in [59]. When the stock level of a product is positive, some of the perishable pro-
duced parts are being stored and will deteriorate with time at a given rate. When the stock
level is negative it leads to backorders, which means that orders for production of parts are
coming in and there are no stocked parts to immediately meet the demand. This can be
ja
SUM2 piie)
Figure 2-8: Example regulatory network of three genes [9].
represented by the following simple model:
-px+u - d
u-d
if x> 0
if x <0
Where x(t), u(t), and d(t) are stock level, the production rate and the demand rate at time
t, respectively. The model represents the fact that, when the stock is non-empty x > 0,
the stocked parts may deteriorate with time, which is assumed to be at a linear rate factor
p. Whereas, when the product is on backorder, its evolution only depends on production
rate and given demand. The goal of this system is to design a controller u that adjusts
the production rate despite the difference in system dynamics near the zero stock level
point. Models containing additional constraints such as capacity limitations as well as
higher order systems including multiple dependent products may be developed, see [59]
and reference therein.
2.4 Summary
This chapter formally introduced switched systems and their representation by parameter-
ized systems with piecewise parameters. Examples from electrical, mechanical, fluidic,
chemical, biological, and other areas demonstrate the importance of switched systems as
well as their challenging dynamics and control.
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Chapter 3
A Robust Adaptive Controller for
Switched Systems
3.1 Introduction
The following chapter presents a methodology for robust adaptive control design for a
class of switched nonlinear systems. Under typical adaptive control assumptions, the con-
trol scheme guarantees system stability for bounded disturbances and parameters without
requiring a priori knowledge on such parameters. The problem reduces to an analysis of
an exponentially stable system driven by piecewise continuous and impulsive inputs due to
plant parameter switching and variation. This system is a modification of the closed loop
error dynamics in standard adaptive control systems, through a generalized leakage-type
adaptation law.
3.2 Methodology
3.2.1 Parameterized Switched Systems
A hybrid switched system is a system that switches between different vector fields in a
differential equation (or a difference equation) each active during a period of time. In this
thesis, we consider feedback control of continuous-time switched time varying systems
described by:
z (t) = fi (x , t, u, d), ti_ 1 < t < tj
y (t) = hi (x, t), tj _1 < t < tj
i(t)+ = g(i(t), xt) (3.1)
where x is the continuous state, d is the disturbances, u is the control input, and y is the
measured output. Furthermore, i (t) E { 1, 2, 3 ... } is a piecewise constant signal with i
denoting the ith switched subsystem active during a time interval [ti_ 1, ti), where tj is the
ith switching time. The signal i(t), usually referred to as the switching function, is the
discrete state of this hybrid system. The discrete state is updated by the discrete dynamics
i(t)+ governed by g(i(t), x, t), which is driven by the continuous state x as an input. This
means switching may be triggered by a time event or a state event, e.g. x reaching certain
threshold values, or even memory, i.e, past values of i(t).
In this thesis, we view a switching system as one parameterized by a time varying vector
of parameters, which is piecewise differentiable, see Equation (3.2). This is a reasonable
representation since it captures many physical systems that undergo switching dynamics,
thus we will focus on such systems described by:
S= f(x,a, u, d)
y = h(x, a)
a(t) =ai(t), ti-1 < t < ti, i = 1, 2,...
i(t) = g(i(t), X, t) (3.2)
Therefore, we embed the switching behavior in the piecewise changes in a(t), which again
may be triggered by state or time driven events. ai (t) E C', i.e., at least one time continu-
ously differentiable. This means a(t) is piecewise continuous, with a well defined bounded
derivative everywhere except at points t2 where e = d a/dt consists of dirac-delta functions.
Also the points of discontinuity of a, which are distinct and form an infinitely countable
set, are separated by a nonzero dwell time, i.e., there are no Zeno phenomena [37, 74].
This is a reasonable assumption since this is how most physical systems behave. The main
assumptions on the class of systems under consideration are formally stated below:
Assumption 3.2.1.
For a switched system given by Equation (3.1) or Equation (3.2) the set of switches associ-
ated with a switching sequence {(ti, fi)} or {(ti, a)}} is infinitely countable and 3 a scalar
y > 0 such that ti - ti_1 ;> p V i.
Assumption 3.2.2. d E R k is uniformly bounded and piecewise continuous.
Assumption 3.2.3. a E Sa is uniformly bounded and piecewise differentiable, where the
set Sa is an admissible, but not necessarily known, set of parameters.
Note that by allowing piecewise changes in a the parametrization allows structural
changes in the system if we overparametrize such that all possible structural terms are
included. Then some parameters may switch to or from the value of zero as structural
changes take place in the system.
3.2.2 Robust Adaptive Control
In this section, we discuss the basic methodology based on the general structure of the
adaptive control problem. In standard adaptive control for linearly-parameterized systems
we usually have control and adaptation laws of the form [?, 27]:
U g(Xm,6,,yr,t)
a fa(xm, , yr, t) (3.3)
Where u is the control signal, & is an estimate of plant parameter vector a E Sa, where
Sa is an admissible set of parameters, xm is measured state variables, and Yr is a desired
reference trajectory to be followed. The adaptation law fa in Equation (3.3) though not
specified is usually a gradient-like adaptation law.
This yields the following closed loop error dynamics :
de = fe(ec,&It)+d(t)
a = fa(ec, , t) -it (3.4)
where ec represents a generalized tracking error, includes state estimation error in general
output feedback problems, d = - a is parameter estimation error, and d is the disturbance.
In standard adaptive control we typically design the control and adaptation laws, Equa-
tion (3.3), such that V a E Sa we have:
ejPfe + T-lfa ; -e(Cec (3.5)
where matrices P > 0 and C > 0 are chosen depending on the particular algorithm, e.g.
choice of reference model and the diagonal matrix r > 0 is the adaptation gain matrix. This
is sufficient to stabilize the system with constant parameters and no disturbances d = it = 0.
However, since the error dynamics is not BIBS stable, stability is no longer guaranteed in
the presence of bounded inputs such as d and i. In order to deal with time varying and
switching dynamics, a modification to the adaptation law will be pursued.
Now consider the following modified adaptation law:
a = fa(ec, &, t) - L(a - a*) (3.6)
with the diagonal matrix L > 0 and a*(t) is an arbitrarily chosen piecewise continuous
bounded vector, which is an additional estimate of the plant parameter vector. Then the
same system in Equation (3.4) with the modified adaptation law becomes:
6c = fe(ec,5,t)+d(t)
a = fa(ec,&,t) -LI+L(a* -a) -& (3.7)
This system, as Theorem 1 below states, possesses strong robustness and stability proper-
ties with respect to time variation in parameter a. The modified adaptation law shown above
is a generalization of leakage adaptive laws [27], which have been used to improve robust-
ness with respect to unstructured uncertainties. The leakage adaptation law, also known as
fixed-sigma, uses L = o- F, where o > 0 is a scalar and the vector a* (t) above is usually
not included or is a constant. In fact, the key contribution from the generalization presented
here is not in the significance of the algebraic difference relative to leakage adaptive laws
[27] but rather in how the algorithm is utilized and proven to achieve new capabilities for
control of rapidly varying and switching systems.
Theorem 1. If there exits matrices P, C > 0 and diagonal matrix F > 0 such that (3.5) is
satisfied for i = d = 0 then the system given by Equation (3.7) with d, e $ 0 and diagonal
L > 0 is:
(i) Uniformly internally exponentially stable and BIBS stable.
(ii) If Assumptions (3.1.1-3.1.3) are satisfied and a* (t) is chosen as a piecewise continuous
bounded vector then state xe = [ec, 5]T is bounded with
||ec(t)| < c1||xc(to)||e-"(t-") + c2  e ||t)jv(T)| dr (3.8)to
where c1 , c2 are constants, a= A(diag(P 1 C, L)), and v = [P1 /2 d, -1/ 2 (L(a*-a)-&)] T.
The proof of this result is found in Appendix A.
3.2.3 Remarks
This section presents some remarks summarizing the implications of this result.
" The role of the extra term -L(& - a*) in the adaptation law is to transform the Lya-
punov stable homogenous adaptive control system into an exponentially and BIBS
stable system, via the term -Ld, driven by an input L(a* - a).
" BIBS stability of the closed loop system guarantees that the system is robustly stable
with respect to any bounded magnitude parametric uncertainty and bounded distur-
bance without requiring any a priori knowledge of such bounds since they appear as
inputs to the closed loop system. This, in turn, provides a separation between the
robust stability and robust performance control problems.
" Plant parameter switching no longer affects internal dynamics and stability but enters
as a step change in input L(a* - a) and an impulse in input & at the switching instant.
" Controller switching of a* does not affect internal dynamics but enters as a step
change in input L(a* - a), which is a very powerful feature that can be used to utilize
available information about the system. This gives rise to a robust control philosophy,
using an adaptive control architecture, for time varying switching systems for which
satisfactory control methods are lacking even when the plant is known exactly.
* Allowed arbitrary time variation and switching in the parameter vector a are for
admissible plants with parameters within the admissible set of parameters Sa. As
will be seen in subsequent chapters, this is defined by extensions of typical adaptive
control assumptions. Such assumptions include linearly-parameterized dynamics of
known structure, exponentially stable zero dynamics, known and constant relative
degrees and signs of the control direction.
" The modified adaptation law is a slightly more general version of the leakage modifi-
cation, also known as fixed-sigma, [27], where L = o- r, where a > 0 is a scalar and
the vector a* (t) above is usually not included or is a constant. This is a robust adap-
tive control method that has been less popular than projection and switching-sigma
modifications due to its inability to achieve zero steady-state tracking when param-
eters are constant and disturbances vanish. However, as shown here the modified
adaptive controller achieves internal exponential and BIBS stability, for the class of
systems under consideration, without need for persistence of excitation as required
in [27]. This yields stronger stability and performance robustness for time varying
switching systems for which the constant parameter case is irrelevant.
" Note that the enforced choice of chosen gain matrices F and L being diagonal is not
necessary but is made for simplicity and common usage. It is sufficient to chose them
in any way such that PAL > 0 and symmetric.
3.3 Extensions
3.3.1 Adapting For Disturbances
An additional feature that will be augmented with the methodology described earlier is
additional estimators to adapt for disturbances. Adapting for constant disturbances or for
constant magnitudes of disturbances of known form is common in adaptive control. This is
the case as they appear as constant parameters in the system. However, since the adaptation
approach used in this chapter can be used for rapidly varying parameters, we can then use
it for time varying disturbances with no restriction.
Then using the following modified control law with an additional update law for distur-
bance estimate d:
U = g(xm, a, yr, wd, t)
d = fo(Xm, A, yr, Wd, t)L Lad
d=fd(XM,&,)Yr Wd tLdd
where 9 replaces a and the matrix wd(t) E RIxm for d E RI and u E Rm is the assumed
internal model of disturbance, e.g., a sinusoidal function, if available. This updated system
still yields error dynamics of the form given by Equation (3.7) and satisfies Equation (3.5)
upon redefining some variables. This means that if there is no assumed content for the dis-
turbance, then w d is simply adapting for an arbitrary time varying disturbance. Whereas,
including some terms in wd such as squares or sine functions allows for an application of
the internal model principle to improve the controller's response to such disturbances.
This updated system still yields error dynamics of the form given by Equation (3.7)
and satisfies Equation (3.5) upon redefining some variables. In this regard, defining a new
parameter a = [0, 0]T and parameter estimation error 5 = [5, ]T yields results analogous
to those of Theorem 1. The disturbance adaptation parameter d is augmented in & with an
assumed nominal value of 0 in a and in a* = [*, 0]T. The condition given by Equation
(3.5) is now satisfied with a redefined matrix F = diag(Jo-1, fd1) where r0 is the orig-
inal adaptation gain used for 9 and rd is the adaptation gain used for updating d above.
Similarly, the overall filter gain is redefined as L = diag(L0, Ld) where L, is the original
filter gain used for 9. The proof for this extension is omitted and will be seen in design
specific developments in subsequent chapters.
3.3.2 An Extended Form with Parameter Dependent Matrix F
An additional parameter, which is usually the high frequency gain or a control input param-
eter, appears in many algorithms as part of matrix r in Equation (3.5) causing a deviation
from the forms presented earlier. In particular, we have:
U = g(xm,& , , yr, wd, t)
9 = f(Xm,,y,wt) - Lo(6 -0*)
y = f(m, yr, Wd, t) p(P - p*)
d = fd((xm, a, yr, w, t) - Ldd
Again this updated system still yields error dynamics of the form given by Equation (3.7)
and satisfies Equation (3.5) upon redefining some variables. In this regard, defining a
new parameter a = [0, p, 0]T and parameter estimation error 5 = [p,#3, d]T yields results
analogous to those of Theorem 1 with a* = [9*, p*, 0]T. The condition given by Equa-
tion (3.5) is now satisfied with a redefined matrix r-1 = diag(Jo 1 , -Y;|b(t)|, rd') and
L = diag(LO, L,, Ld), where b(t) = 1/p is a scalar plant parameter of known and constant
sign.
The only real issue added here is the dependence of r on the time varying parameter
b(t), which is part of the overall parameter a = [, 1/b, O]T since b(t) = 1/p. The inclusion
of the time varying scalar b(t) should affect the stability of the system, however, it turns out
that this only affects the scalars ci, c2 in Theorem 1 if the following additional assumption
is satisfied:
Assumption 3.3.1. b(t) is an unknown scalar function such that b(t) f 0 Vt, and sign of
b(t) is known and constant.
Theorem 2 states the extended result below:
Theorem 2. If there exits matrices P, 1'o, rd, 1p, C > 0 such that (3.5) is satisfied for
i = d = 0 with r- 1 = diag(o Y;1 -b(t)j, r} 1) andAssumption 3.2.1 is satisfied then the
system given by Equation (3.7) with d, i = 0 and L > 0 and diagonal is:
(i) Uniformly internally exponentially stable and BIBS stable.
(ii) If Assumptions (3.1.1-3.1.3) are satisfied and a* (t) is chosen as a piecewise continuous
bounded vector then state xc = [ec, &|T is bounded with
||ec(t)|| 5 c1||xc(to)||e"(*to) + c2 J e(T|t)|v(r)| dr
where c1, c2 are constants, a = A(diag(P-1C, L)), and v = [P1/ 2d, F -1/2 (L(a*-a) -&)]T.
The proof of this result is found in the Appendix. Note that the extended proof is only
needed if b(t) is time varying, whereas the proof of Theorem 1 is sufficient for this case if
b is constant.
3.4 Performance of the Control System
In this section, the tracking performance of the obtained control system is discussed. A
key feature in the obtained result is the separation between the robust stability and robust
performance control problems. Therefore, this section focuses solely on the robust perfor-
mance problem.
3.4.1 Dynamic Response
Note that the bound obtained in Theorem 1, Equation (3.8), can be represented by a familiar
linear-like response. First denote the norm of the input v by the signal v,(t) = IIv(t) and
the laplace transform of this signal by V (s) with s being the laplace variable then we have:
|iec|| c1||xc(to)Ie-a(- to) + c2 L- 1(H(s)V(s))
where L-1 is the inverse laplace transform and H(s) = 1/(s + a) is a first order stable
filter with filter frequency a. The result follows from the fact the integral in Equation (3.8)
is just a convolution.
Therefore, after decay of the zero-input response, which depends on the full vector
xc(t0 ) and not only the tracking error, the system's response is upper bounded by the re-
sponse of a pre-specified low pass filter to the input v. Thus the response to step and
impulse inputs is as expected for such a linear filter. However, in this case such inputs
will not arise from disturbances but also from parameters and their variation. In particular,
switches in parameters a(t) yields step changes in a and impulses in &(t). The response
of the system follows the response of filter H(s) to such inputs. Furthermore, the system
display the frequency response characteristics of such a filter such as in-bandwidth distur-
bance attenuation and more importantly the attenuation of high frequency inputs due to
roll-off. These two properties are the essence of low and high frequency disturbance at-
tenuation commonly used in linear control. Such simple practical features are rarely found
in nonlinear and adaptive control designs nevertheless for an uncertain rapidly varying and
switching system. As will be seen in Section 3.4, simulations of the system's response will
follow these predictions and trends exactly.
3.4.2 Tracking Error
Since stability and dynamic response of the system have been established independent of
uncertainty, the remaining design task is the optimization the control parameters and gains
a*, L, ', P, and C for minimal tracking error. This is the case as the obtained result pro-
vides a separation between the robust stability and robust performance control problems.
The obtained dynamic bound on the size of tracking error, Equation (3.8), and its depen-
dence on disturbances, parametric uncertainty and variation as well as chosen control gains
and parameters yields clear guidelines for performance optimization. Different methods
for improving tracking error are described below with reference to Equation (3.8):
1. Increasing the system input-output gain a = A(diag(P-C, L)), which as discussed
earlier, acts on the overall input uncertainty v. This attenuation, however, increases
the system bandwidth. This can be achieved by increasing the filter gain L and P-1 C,
which corresponds to feedback gains.
2. Increasing adaptation gain F, which has the effect of attenuating parametric uncer-
tainty and variation independent of system bandwidth (Recall that a is independent
of F from Theorem 1). This is the case since the size of the input v is reduced by
reducing the component F-1 /2 (L(a* - a) - .). Note that a very large F has the ef-
fect of amplifying measurement noise and introducing excessive oscillations in the
control, which can be seen from the adaptation law.
3. Using a small gain F-1 /2 L, which has the effect of attenuating parametric uncer-
tainty. This can be achieved by either increasing the adaptation gain matrix F or by
reducing the size of L. This is the case since this condition implies having approxi-
mate integral action in the adaptation law of Equation (3.7), i.e., approaching integral
action in the standard adaptation law.
4. Adjusting and updating parameter estimate a* , which can be any piecewise contin-
uous bounded function. This allows for reducing the effect of parametric uncertainty
through reducing size of input a* - a independent of system bandwidth and control
gains. This will be discussed in more detail in Chapter 5.
3.4.3 Remarks
" Exponential stability allows for shaping the transient response, e.g. settling time,
and frequency response of the system to low/high frequency dynamics and inputs
by adjusting the decay rate a, see Theorem 1. This is to be done independent of the
parametric uncertainty a* - a, which is contrasted to LTI feedback where closed loop
poles change with parametric uncertainty.
" The attenuation of uncertainty by high input-output system gain in this scheme differs
from robust control by the fact that BIBS stability, the pre-requisite to such attenua-
tion, is never lost due to large parametric uncertainty a* - a. This is the case since
parametric uncertainty no longer enters as a function of the plant's state but rather as
an input L(a* - a).
" In switching between different a* values many of the useful and interesting ideas
to monitor, select, and switch between different candidate controllers via multiple
models such as those in [1, 49] can be used with a* values playing the role of the
ith candidate controller. The difference is that this is to be done without frozen-time
instability or switched system instability concerns (verifying dwell time or common
Lyapunov function conditions) as a* is just an input to the closed loop system. Sim-
ilarly, gain scheduling and Linear Parameter Varying (LPV) control [40, 62, 70] can
be applied with a* playing the role of the scheduled parameter vector to be varied,
again with no concerns with instability and transient behavior since a* - a enter as
an input to the system, see Chapter 5 for details.
" For control switches of a*, the actual control signal is smooth, which is attractive for
practical implementation. This is the case since a* only enters in the adaptation law
with & piecewise continuous and thus & is continuous and the control signal is given
by u(t) = W(t)& or equivalent.
3.5 Example
Consider the following unstable 2nd order plant of relative degree 1 with a 2-mode periodic
switching:
i= aixi+x 2 +(1+x)biu+d
2 a2xi+(1+X2)b2U
y =, i+n
Where u, d, and n are control signal, disturbance, and measurement noise, respectively.
Whereas, the plant parameters are given by:
ai = 3 + 30 square(27rw t) , a2 = -2 - 20 square(2 7rw t)
b1 = 5 + square(2 7rw t) , b2 = 20 + 10 square(2 7rw t)
Where square denotes the square function and w is the plant switching frequency in Hz.
3.5.1 Control System Evaluation
The control design is based on the backstepping design procedure [33], which is modified
along the lines of the developed methodology, see Chapter 5 for detailed design procedures.
Let us choose the nominal gains C = 100 (feedback gain), adaptation filter gain L = I,
where I is the identity matrix, then we have from Theorem 1 that the decay rate a = 1
rad/sec. This should yield a settling time of at most 4 seconds for the closed loop system.
Also the nominal value of the adaptation gain r = 100I will be used. Whereas, a* is
chosen to be a constant vector aav taking the average values of the parameters in Equation
(3.9), i.e., when square functions are set to zero.
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Figure 3-1: Tracking error for different plant switching
controller.
frequencies for modified adaptive
Figure 3-1 shows the response of the modified adaptive controller for the output of
the plant tracking a sinusoidal reference of amplitude 2 and frequency 0.3 rad/sec; the
(3.9)
disturbance is set to zero for this case. The response follows the predicted theoretical
behavior. The system responds to the corresponding impulse change in it and step change
in a due to switching in plant parameter vector a with the error settling after exponentially
decaying transient according to the system decay rate a. The figure displays exactly that at
the plant switching times of 5, 15, an 25 seconds for the nominal switching frequency w =
0.1 Hz, see Equation (3.9). The second case in the Figure 3-1 shows the effect of increasing
plant switching frequency. The same trend follows with no concern of instability. In fact,
as the developed theory suggests, plant parametric uncertainty and variation are inputs to
the closed loop system. Therefore, increasing the frequency of this input, 6 rads/sec in
this case, relative system bandwidth, 1 rads/sec, will lead to attenuation of this input due
to system roll-off as in linear systems. This result is clearly displayed in the figure as the
maximum tracking error is smaller for the faster switching case, without any other changes
in plant or control parameter values.
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Figure 3-2: Effect of parameter estimate a* on tracking error for modified adaptive con-
troller.
Figure 3-2 shows the effect of different choices of the additional parameter estimate
a* for the nominal case of Figure 3-1. First, consider the case of a constant a* where
a* = 100 aave and a* = 10 aave, where aave is the average parameter vector for parameters
in Equation (3.9), i.e., when square functions are set to zero. The figure shows that the
average tracking error is larger when a* = 100 aave, since it corresponds to a larger size
of the input a* - a, as predicted by Equation (3.8). Note that the average tracking error in
both cases is larger than that of the nominal case in Figure 3-1, which is due to the size of
a* - a. The third case in Figure 3-2 shows the effect of switching the choice of a* starting
from a a* = 100 aave to a* = 10 aae at t = 8 seconds. The response obviously matches
that of the a* = 100 aae case until controller switching of a* takes place, which is followed
by a quick transition to a response matching that of the a* = 10 aave case. Note that the
transition between these two response takes place within the estimated settling time of 4
seconds based on a designed for decay rate of a = 1 rads/ sec. This case shows that upon
switching to a better estimate of a the system will converge, within the estimated settling
time, to an output corresponding to smaller tracking error. This is a key capability that can
be utilized in practice to perform robust and stable gain scheduling and online controller
adjustments, see Chapter 6 for details.
Figure 3-3 shows the tracking error for the nominal plant of Figure 3-1 when sinusoidal
parameter variation is introduced. The plant parameters are given by:
ai = 3+30square(2irwt)+30sine(27rt)
a2 = -2 - 20square(2irwt) - 20sine(2irt)
bi = 5+ square(27rwt)+2sine(27rt)
b2 = 20 + 10 square(2 irw t) + 6 sine(2 7r t)
Where the nominal switching frequency of w = 0.1 Hz was used. The system displays the
predicted response of the closed loop system responding to a sinusoidal input due to inputs
n and a* - a with the tracking error remaining small.
Next, Figures 3-4-3-6 will include the addition of a sinusoidal disturbance d = 50 sin(7r t)
to the nominal case discussed above for switching frequency w = 0.1 Hz. Figure 3-4 dis-
plays the response of the nominal case of Figure 3-1 with the addition of a sinusoidal
disturbance d = 50 sin(ir t), which introduces a clear sinusoidal content to the tracking er-
ror. Whereas, increasing feedback gain, which corresponds to the matrix C in Theorem 1,
significantly reduces the tracking error due to both plant switching (jumps and other steady
errors) and disturbances. This is consistent with the bound Equation (3.8) in that increasing
system bandwidth a (via feedback gain) attenuates total input (disturbance an parametric
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Figure 3-3: Effect of sinusoidal parameter variation on tracking error for modified adaptive
controller.
uncertainties and variations) as well as increases the system bandwidth.
time, seconds
Figure 3-4: Effect of feedback gain on tracking error for modified adaptive controller.
Whereas, Figure 3-5 considers the same situation in Figure 3-4 but with increasing
adaptation gain instead of feedback gain. Again similar performance improvements are
achieved along the lines of Equation (3.8) yet without increasing system bandwidth. Finally
Figure 3-6 shows the effect of introducing disturbance adaptation estimator d, using the
same gain magnitudes as for parameter estimators, Ld = 1 and Fd = 100. Although
tracking error is reduced, The use of d reduces the disturbance effect on tracking error
(the sinusoidal content in tracking error) yet is less effective than increasing feedback and
adaptation gains in reducing the jump in tracking error due to plant switching. Similarly,
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Figure 3-5: Effect of adaptation gain P on tracking error for modified adaptive controller.
increasing adaption gain rd for the disturbance adaptation can improve tracking.
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Figure 3-6: Effect of disturbance adaptation on tracking error for modified adaptive con-
troller.
Figures 3-3-3-6 show that the tracking error can be reduced by adjusting a*, increasing
feedback and adaptation gains, as well as the use of an additional adaptation d with dif-
ferent levels of effectiveness relative to disturbances, parametric uncertainty, and variation.
This allows adjustment and tuning of the respective control parameters to achieve desired
performance given practical limitations such bandwidth, noise, and control effort. The im-
portant message from this case study is not only that the developed control methodology
can successfully handel systems with large and rapid switching dynamics but also that this
approach yields systematic and practical means to optimize performance, which follow the
developed theory.
3.5.2 Comparison with Other Techniques
Finally, let us compare the system's response with the developed adaptive controller to
other control techniques. We consider the same system of Section 3.4 with switching fre-
quency w = 1 Hz case. The system is required to follow a constant reference of amplitude
2. As mentioned earlier, the control design is based on the backstepping design procedure
[33]. First consider a non-adaptive backstepping controller, where the parameter estimate
e, in the developed control scheme of Section 3.4.1 is replaced with a fixed value & = aave,
which is the same value chosen for the vector a* in Section 3.4.1. Recall that aave uses
the average values of the parameters in Equation (3.9), which is a reasonable choice for a
nominal guess of the plant parameters. Figure 3-7 shows that the non-adaptive controller
yields an unstable closed loop despite using the same assumed value of plant parameter
vector, which has been used by the modified adaptive controller with a* = a,,e. This is
seen where the tracking is zero since a = aave until switching starts due to the square
function in Equation (3.9), where the tracking error grows unbounded.
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Figure 3-7: Tracking error for non-adaptive backstepping controller with & = aave.
Next, Figure 3-8 shows the response of the parameter estimates a, when the equivalent
standard adaptive controller, Equation (3.3), is used. This corresponds to setting L = 0
in the modified adaptive controller of Equation (3.6). In this case, some of the parameter
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Figure 3-8: Parameter estimates & for standard adaptive controller.
estimates & grow unbounded, which could yield an unstable system in practical implemen-
tation. This is a known issue with standard adaptive control in the presence of parameter
variations or even disturbances, which is usually referred to as parameter drift [69, 27]. In
contrast, the modified adaptive controller for the same situation maintains bounded param-
eter estimates due to BIBS stability of the closed loop, see Figure 3-9.
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Figure 3-9: Parameter estimates & for modified adaptive controller.
The poor robustness of standard adaptive controllers with respect to time varying pa-
rameters and disturbances has lead to modifying the adaptation law by robust adaptation
laws such as deadzone, projection, and leakage modifications [27]. Although there have not
been any results reporting guaranteed stability and performance characteristics for rapidly
varying switching systems using these techniques, we will compare the leakage-based mod-
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Figure 3-10: Tracking error comparison for modified adaptive controller and a deadzone
adaptive controller.
ification developed in this thesis with deadzone and projection modifications.
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Figure 3-11: Effect of adaptation gain r on tracking error for deadzone adaptive controller.
A deadzone modification to the standard adaptation law of Equation (3.3) can be given
fa (Xm, , Yr, t)
0
if ||ell > e
otherwise
This simply means to turn off the adaptation when the tracking error is less than some
acceptable threshold E. Figure 3-10 compares the modified adaptive controller with a* =
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Figure 3-12: Effect of adaptation gain F on tracking error for modified adaptive controller.
aave to an equivalent deadzone adaptive controller with the same adaptation gain r =
100001, where I is the identity matrix, and a deadzone threshold of e = 0.3. In this case, the
modified adaptive controller outperforms the deadzone adaptive controller in the tracking
error. Furthermore, when attempting to reduce the size of the tracking error threshold for
the deadzone, E, to allow for improvement in tracking error, the parameter estimates grew
unboundedly as in the standard adaptive controller case of Figure 3-8. This is expected
as the deadzone adaptive controller approaches that of a standard adaptive controller as
E -> 0. Another limitation to the deadzone controller is the lack of systematic dependence
on control parameters such as the adaptation gain F unlike the modified adaptive controller.
Figure 3-11 shows how increasing the adaptation gain from F = 100I to F = 10000I
does not necessarily improve tracking but rather yields reduction and increase in tracking
at different times and of different signs. This is contrasted with the modified adaptive
controller when tested under the same conditions, Figure 3-12, where a clear reduction in
tracking error is observed with increasing F, in accordance with the scaling relationship in
Equation (3.8).
Next, we consider a parameter projection modification to the standard adaptive con-
troller of Equation (3.3). The projection modification [27] used here is given by:
fa if- all ot r Tfa < 0
{f a a I_2 fI a- J'faJI2 M2 Jfa otherwise
0.5 0.501 0.502 0.503 0.504 0.505
time, seconds
Figure 3-13: Tracking error for projection adaptive controller with small parameter bound
M = 1.
Which uses an assumed bound on parameters ||al < M. This assumption is critical to
projection algorithms. Figure 3-13 shows the tracking error growing unbounded when
a projection algorithm was implemented with a tight bound M = 1. In this case, the
assumed bound on parameters was too tight as soon as the system switched to a different
mode leading to instability. This is in contrast to the developed adaptive controller, which
does not require such information to guarantee stability. This is the case as the assumed
parameter vector a* only affects the size of tracking error for a given choice of control
gains.
0.8 a* r=1oooo projecti r=10000
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Figure 3-14: Tracking error comparison for modified adaptive controller and a projection
adaptive controller.
Nevertheless, it was possible to obtain a choice for the projection bound, M = 10,
where the system remained stable. Figure 3-14 compares the tracking error for this projec-
tion adaptive controller and the developed adaptive controller with a* = aave for the same
adaptation gain. Again, the developed adaptive controller achieved smaller tracking error.
As was the case with deadzone controller, the projection controller does not display the
systematic dependence on the adaptation gain F unlike the proposed adaptive controller,
see Figure 3-15.
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Figure 3-15: Effect of adaptation gain r on tracking error for projection adaptive controller.
This section demonstrates and highlights the advantages of using the developed tech-
nique over various other adaptive and non-adaptive techniques. In addition to the fact
that the proven stability characteristics of Theorem 1 have yet to be proven for any other
method, the developed controller demonstrated superior performance and practical usabil-
ity relative to the tested methods based on the performed simulations. Instability of the
system was observed with the other techniques for situations where the developed con-
troller maintained system stability as proven without the need for a priori bounds on sys-
tem parameters. Furthermore, when the other adaptive techniques were able to maintain
system stability, the tracking error was smaller with the developed technique. This, how-
ever, does not suggest that the tracking error with these other techniques will always be
larger since there is no proof of such a claim. More importantly, it was shown that the
developed adaptive controller follows the provided design guidelines for optimizing per-
formance according to Equation (3.8) and the corresponding discussion of Section 3.3.2.
Whereas, projection and deadzone adaptive controllers did not display a clear performance
improvement with increasing adaptation gain IF in the performed simulations. This is the
case since both projection and deadzone modification do not achieve a clear bound due to
BIBS stability as that in Equation (3.8). In fact, most results using such techniques to deal
with disturbances or parameter variations only conclude boundedness. In this case, such a
conclusion is of very little practical importance if the error can not be reduced to an accept-
able level by increasing the adaptation gain or using a better nominal estimate of the plant
parameters as with using a* in the proposed adaptation law, see Figure 3-2. In fact, the use
of a* to utilize available information for performance optimization is not possible in other
adaptive control techniques such as projection or deadzone controllers.
3.6 Summary
This chapter presents a control methodology for stable robust adaptive control of time-
varying switched nonlinear systems. The control scheme guarantees system stability for
systems with piecewise differentiable bounded parameters and piecewise continuous bounded
disturbances without requiring a priori knowledge on such parameters or disturbances. A
leakage-type adaptive control modification is shown to achieve internal exponential and
BIBS stability without need for persistence of excitation. The effect of plant variation and
switching is reduced to piecewise continuous and impulsive inputs acting on this BIBS sta-
ble closed loop system. The developed methodology provides clear guidelines for steady-
sate and transient performance optimization. The results are demonstrated through example
simulations, which follow the developed theory. In the simulations, the proposed controller
demonstrated superior robustness of stability and performance as well as practical usabil-
ity relative to non-adaptive and other adaptive methods such as projection and deadzone
adaptive controllers.
Chapter 4
Design for Systems in Companion Form
4.1 Introduction
This chapter is concerned with control of systems in the MIMO companion form. The
developed methodology of Chapter 3 is applied to these systems yielding a detailed design
procedure. The results are illustrated through a case study for contact-based manipulation
via a 2-link planar manipulator.
Consider m-input-m-output systems in the MIMO companion form given below:
y(r) = f(x, t) + B(x, t)u + d (4.1)
where the output y = [yi,..., ym]IT E Rm, y(r) = (r) ) E Rm is a vec-
tor consisting of the rih derivative of each output with r =E ri is the relative de-
gree index for the vector relative degree [r1 , ... , rm]T of the system. The vector x =
[yi,..., (n-1, -- - , , ... , yy"'~,)]T E Rr. Whereas, u E Rm is the control input and
d E Rm is the disturbances. The adaptive control literature contains various results on
adaptive control of MIMO systems in companion form when parameters are constant, see
[68, 69, 7, 82, 76] and references therein. Adaptive control of time varying robotic and
mechanical systems in MIMO companion form has been developed in [73, 55, 72] based
on the procedure in [69]. However, these results are all restricted to smoothly varying
parameters and assume a priori known bounds on parameters, in addition to their varia-
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tions in some cases, in order to perform projection or a time expansion-based estimation to
guarantee bundedness of the system.
The basic assumptions for this class of systems are given below:
Assumption 4.1.1. The vector relative degree [ri, ... , rm]' of the system given by Equation
(4.1) is a well defined and known constant vector:
Assumption 4.1.2. The vector
x = [yi,... ,y(ri, - - -, Ym, . n ," ] E Rr is measured.
Assumption 4.1.3. The zero dynamics associated with the system given by Equation (4.1)
is uniformly exponentially stable.
Assumption 4.1.4. The reference trajectory Yd = [Yd1,... , ydm ]T and its first r derivatives
(1) = Y 1,- (1) ]T, (r) = - (ri), - (rm)]T are known, bounded and, piecewiseYd d Ydm] Yd [dl,. andpeews
continuous.
Assumption 4.1.5. d E R" is uniformly bounded and piecewise continuous.
Two different design procedures are presented based on different assumptions on the
input matrix B(x, t), which are presented next. The procedure is based on creating a
filtered version of the actual tracking error to create first order equivalent subsystems
[68, 69, 82]. Let the tracking error variable si = (d/dt + Ai)'rigi where scalars Ai > 0,
S = [S... , Sm i - y - ydj is the unfiltered tracking error for a desired reference
ydi (t). We will also use the notation Q = [91, . . . , Qm]T and yd = [ydl, . . . , ydm]T. Denote
by v, = y s-Ai and v = [vi, . . . , vm]T. Note that v = f(x, ydy , . d )only, which
are all available signals.
4.2 :Design Method I
The first design procedure is presented in this section with the additional assumptions for
the design are given by:
Assumption 4.2.1. The input matrix is given by B(x, t) = b(t)M- 1 (x, t) O(x), where:
- M(x, t) E R*m* is an unknown bounded symmetric positive definite matrix, M(x, t) > 0
and |IM(x, t|\ ; cfor some constant c.
-O(x) E R"'x is a known nonsingular square matrix in x.
- b(t) is an unknown scalar function such that b(t) f 0 V t, and sign of b(t) is known and
constant.
Assumption 4.2.2. The scalar parameter b(t) / 0 V t is piecewise differentiable bounded
with finite discontinuities infinite time.
Assumption 4.2.3. Mf(x, t) + Mv(t) + lMs(t) = -W(x, t)9 + Gs where 9 is piecewise
differentiable bounded with finite discontinuities infinite time, W(x, t) is a matrix of known
functions, and G is skew-symmetric sTGs = 0.
Then based on the assumptions we have:
y) = f(x, t) + b(t)M-'(x, t)#3(x)u + d
My) = Mf(x, t) + b(t)#(x)u + Md
M A= Mv(t) + Mf (x, t) + b(t)#3(x)u + Md
Using a design procedure based on that in [69], the control and adaptation law are given
by:
u = ##O(x)-ud (4.2)
9 = -IAWTs-L 0 (--0*
p = -- ysign(b)sTng 
- L,,(A -p*)
d = -rdWd S - Ldd
where
Ud = -Ks+WS+WO 2 'Z
1.
WO = -Mf-Mv- -Ms+Gs2
Where the diagonal matrixes Fo, fd > 0 and scalar yp > 0 are adaptation gains and di-
agonal matrix K > 0 is the control gain matrix. Adaptation filter gains are the diagonal
matrices L0, Ld > 0 and scalar L, > 0. The matrix Wd E R"xm for d E R' and u E Rm
is assumed internal model of disturbance, e.g., a sinusoidal function. If no assumed dis-
turbance content is available then WI is just a truncated identity matrix such that WjdI is
replace by d. If no disturbance adaptation is used then Wd = 0 and the update law for d is
removed.
Denote the vector & = [OT, p, d], which is an estimate of the total parameter vector
a = [9T, p, 0 ]T, where p = 1/b and the disturbance adaptation parameter d is augmented in
& with an assumed nominal value of 0 with a = [9T, p, 0]T. Also denote by ec = s and C =
K for this design method. where F- 1 = diag(o1, ,-l |bI, Id ) and L = diag(L, Lp, Ld).
Then the closed loop error dynamics is given by:
Mee = -Kec +W - -Me + Gec + bpud +WId+Md2
-r, WT ec - L,($ - 0* ) - 0
= [-ysign(b)ej UT - L - p) - J
-dWdec - Ldd
Where 5 = [9, p, d]. Theorem 3 below establishes the properties of the controlled system,
see Appendix for proof.
Theorem 3. If the system given by Equation (4.1) satisfies the assumptions (4.0.1-4.0.5)
and (4.1.1-4.1.3) then the adaptive feedback control given by Equation (4.2) yields:
(i) Uniformly internally exponentially stable and BIBS stable system with state xc = [ec, ] T.
(ii) state xc = [ec, &]T is bounded with
Iy - yrI 5 e[c1|Ixc(to)||e-a(t- o) + c2 f e"(7t)|v(r)|1 dr]. where c1, c2, E are constants,
a = A(diag(M-1K, L)), and v = [M3/ 2 d, r- 1/ 2 (L(a* - a) - &)]T.
The assumptions on the input matrix B(x, t) are used to yield a form directly general-
izing the SISO companion form given below:
y (r)= -W(x)T + b/(x)u + d (4.3)
where #3(x) and W(x) = [wi(x), w 2 (x), . . . , wm(x)] are known functions with M(x, t) = 1
in MIMO form. Therefore, the results presented earlier apply directly to systems in SISO
companion form above. The next section, presents another design based on a different set
of assumptions on the input matrix B(x, t).
4.3 Design Method II
This section presents an alternative design procedure with the additional assumptions for
the design are given by:
Assumption 4.3.1. The input matrix is given by B(x, t) = M(x, t)-1 T(x, t), where
-M(x, t) E R"'x is an unknown bounded symmetric positive definite matrix, M(x, t) >
and IM(x, t|| ; cfor some unknown constant c.
-T(x, t) E R"xm is an unknown unity upper triangular matrix.
Assumption 4.3.2. Mf(x, t) + Mv(t) + lMs + (T(x, t) - I)u = -W(x, t)9 + Gs where
0 is piecewise differentiable bounded with finite discontinuities in finite time, W (x, t) is a
matrix of known finctions, and G is skew-symmetric sTGs = 0.
Then based on the assumptions we have:
y(r) = f(x, t) + b(t)M(x, t)-T(x, t)u + d
My = Mf(x,t)+(T(x,t)-I)u+Md+u
Ms = Mv(t)+Mf(xt)+(T(xt)-I)u+Md+u
Using the design procedure in [69], the control and adaptation law are given by:
u = -Ks+WS+Wafd (4.4)
d = -FdWds - Ldd
where
1
WO = -Mf -Mv ---- NMs -(T -I)u+Gs2
where the diagonal matrixes Fo, rd > 0 are adaptation gains and diagonal matrix K > 0
is the control gain matrix. Adaptation filter gains are diagonal matrices L,, Ld. The matrix
Wd E Rxm, for d E R' and u E Rm, contains an assumed internal model of disturbance,
e.g., a sinusoidal function. If no assumed disturbance content is available then WI is just
a truncated identity matrix such that WId is replaced by d. If no disturbance adaptation is
used then Wd = 0 and the update law for d is removed.
Denote the vector & = [$T, dT, which is an estimate of the total parameter vector
a = [9 T, 0 ]T, where the disturbance adaptation parameter d is augmented in a with an
assumed nominal value of 0 with a = [9 T, p, 0 ]T. Also denote by ec = s and C = K for
this design method. where F-' = diag(- ', F') and L = diag(L0 , Ld). Then the closed
loop error dynamics is given by:
Mee= -Kec+WO - - ec+Gec+W 2 d+Md2
. -OWT ec - Lo( -60 - 0
a =
-rdWa ec - Lad
where & = [#T, $]T. Next, Theorem 4 establishes the properties of the controlled system,
see Appendix for proof.
Theorem 4. If the system given by Equation (4.1) satisfies the assumptions (4.0.1-4.0.5)
and (4.2.1-4.2.2) then the adaptive feedback control given by Equation (4.4) yields:
(i) Uniformly internally exponentially stable and BIBS stable system with state xc = [ec, ]T-
(ii) state xe = [ec, i]T is bounded with
Iy - y,|| <; e[c1||xc(to)||e-"(t- *) + c2 ft e"( v ()v( )II dr]. where c1 , c2, E are constants,
a = (diag(M-'K, L)), and v = [M3 /2 d, F- 1/2 (L(a* - a) - &)].
4.3.1 Remarks
This section provides some remarks on the design results.
e In order to transform a system to companion form, one may simply successfully
differentiate the output y until the control input u appears, see [69, 30] for further
discussions on the procedure and conditions for transforming systems into this form.
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* Note that the disturbance "d" is not the only possible disturbance in the system but it
is the only term that appears as a true input to the dynamics of Equation (4.1). This
means that disturbances may appear in the companion form as multiplied by state
dependent terms, in which case they are lumped into the time varying parameter 0.
" The assumptions for the input matrix in design II are analogous to those in [82]
with constant parameters. In particular, a non-symmetric positive definite matrix is
factored into a symmetric positive definite matrix and a unity upper triangular matrix,
which is always possible for such a matrix. Note that matrix T(x, t) - I is strictly
upper triangular and thus there are no algebraic loops, which is along the lines of the
factorizations used in [82, 26].
" The assumption on the reference yd can be circumvented by using yd as an output of
an rh order low pass filter driven by any bounded piecewise continuous reference.
4.4 Application to Robotic Manipulation
4.4.1 Design for Time-Varying Robotic Manipulators
Consider the rigid body dynamics of time varying robotic manipulators:
H(q, t)q+ 8(qt) 4 + C(q, 4, t)4 + D(4, t)4 + G(q, t)
a9t
= r + d(t) + jT (q)F(q,4 , t)
Where H is the inertia matrix, C is Coriolis matrix, D is damping, G is is gravitation
forces, J is the kinematic Jacobian, and F are end effector forces, and r are motor torques.
The following properties are known about such systems:
" H(q, t) is positive definite and uniformly bounded for bounded parameters.
" The matrix H - 2C - aH(q, t)/at is skew symmetric.
" The following parametrization can be obtained:
. H(q, t)H(q,t)qj+ q + C(q,4 , t)4 + D(4, t)4 + G(q, t)
at
- Y(q, 4, 4)0(t)
The following assumption is made:
Assumption 4.4.1. The following parametrization can be obtained
Y(q, 4, 4)0(t) + jT (q)F(q, 4, t) = W (q, 4, )a (t), where a(t) is a bounded piecewise dif-
ferentiable vector:
This simply states that the additional term of end effector torques JT F can be also
linearly parameterized and that the overall parameter vector a is bounded and piecewise
differentiable. Note that boundedness of a enforces that parameters in inertia matrix H
are continuous but not necessarily smooth, as their derivatives appear in a and thus would
otherwise yield unbounded elements of parameter vector a. However, the derivatives of
inertial parameters are allowed to be piecewise continuous.
The joint torques are generated using the full state feedback -r(q, 4). The design is based
on the procedure developed in in [69] for the time-invariant case. Let 4 = q - qd, where
qd(t) is the desired trajectory and use the composite variable s = q + Aq =4 - 4, where
A is a positive definite matrix. Now use the control law:
r(q,4,t) = -Ks+W(q,4,4q,4 r)&+ Wdd
W(q,4,4,,4r)& = Nr ,+04 +$6+$)N
+Iai4+ 4r.) + JT (q)F(q, 47 t)
where K is a positive definite gain matrix and using the update laws:
S= -oWTs-Lo(& - a*)
d = -dWds - Ldd
The closed loop dynamics can be reduced to:
18H
HA+Cs+Ks+ 2 s = Wd +WId+d2 t
The system follows the results of Sections 4.1 and 4.2 with H = M and G = 1/2(H -
2C - &H(q, t)/at) and either design method with b(t) = 1 and B(x) = I or T(x, t) = I,
where I is the identity matrix.
4.4.2 Control of a 2-link Planar Manipulator with Contact
Consider the rigid body dynamics of robotic manipulators :
H(q)4 + C(q, 4)4 + G(q) = r + d(t) + jT (q)F(q, t)
The following end effector force is considered for contact with a compliant environment:
F(q, t) = K,(t)x + f(t)
where x is the end effector position, K, = diag(ki,, k2,) is a diagonal piecewise continuous
stiffness matrix and fe = [fi, f2]T is a piecewise continuous vector of contact forces due to
contact position changes and other factors. For a 2-link planar manipulator we have:
S11c1 + 12 C12  - 11S1 - 12 S12 -12 S12
li si + 12,512 li ci + 12 c 12  12 c12
where x = [x1 , x2] is the task space coordinates, 11,12 are link lengths and c1 = cos(qi),
si = sin(qi), c12 = cos(qi + q2), and s12 = sin(qi + q2). The design is based on the
procedure developed in in [69] for the time-invariant case with no contact, which is a special
case of the designs in Sections 4.1 and 4.2. The system follows the results of Sections 4.1
and 4.2 with H = M and G = 1/2(H - 2C) and either design method with b(t) = 1 and
B(x) = I or T(x, t) = I, where I is the identity matrix.
Consider the modified adaptive controller for a 2-link planar manipulator. The contact
stiffness matrix and forces for the case study under consideration are given by:
ki,= {
k2= {
f2= {
200
0
100
0
10
0
100
0
if x 2 > 1.5
otherwise
if x 2 > 1.5
otherwise
if x2 > 1.5
otherwise
if x 2 > 1.5
otherwise
which is a reasonable model representing contact and loss of contact upon reaching the
threshold position x2 > 1.5. We will denote the plant parameter vector by:
a2
a = 
a
if X2 > 1.5
otherwise
This means a =a, denotes the non-contact parameter vector, which corresponds to ki,
k = f= f2 =0.
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Figure 4- 1: Joint tracking errors for different adaptation gain values P for modified adaptive
controller.
Figure 4-1 simulates the joint tracking tracking error with a reference trajectory of a
2nd order filtered pulse signal of period 15 seconds and width of 5 seconds. The amplitudes
of 1 radians and 0.5 radians are used for joints 1 and 2, respectively. The figure displays
the expected response to plant switching with jumps at the switching times, due to step
changes in parameter vector a and impulse changes in a. In this case, a* = a1 and thus
zero tracking error is displayed during the intervals where no contact is made, i.e., a = ai,
which follows the prediction of the bound in Theorem 3 (or Theorem 4). This is the case
since a* = a during these intervals and thus the exponentially stable closed loop system is
unforced. However, relatively large error is seen when contact is established due to change
in plant parameters. Increasing the adaptation gain r from the nominal value of 10 to 100
displays the same trends but with smaller tracking error during contact as well as during
transitions between in-contact and non-contact dynamics.
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Figure 4-2: Task space coordinates for different adaptation gain values F for modified
adaptive controller.
Whereas, Figure 4-2 shows the task space coordinates for the scenarios discussed in
Figure 4-1. The figure displays the switching threshold of x 2 = 1.5, where switching
occurs as the system's response crosses this line, which occurs seven times during the
displayed time interval. Observe how the jumps in Figure 4-1 coincide with the points
where the y-coordinate in the task space crosses this contact switching threshold.
Figure 4-3 shows the joint tracking error in the presence of a sinusoidal disturbance
di = 100 sin(0.3 t) at joint 1 and d2 = 50 sin(0.1 t) at joint 2. The tracking error increases
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Figure 4-3: Effect of disturbance adaptation on Joint tracking errors for modified adaptive
controller.
relative to that of the disturbance free case of Figure 4-1 with a clear sinusoidal content.
However, with the addition of a disturbance adaptation vector d, the tracking error is re-
duced. This suggests the usefulness of this additional control features, which does not use
an prior information about the disturbance content in this case, with Wd = I, where I
is the identity matrix. Furthermore, if Wd were set to contain a priori information about
the sinusoidal content of the disturbance then further performance improvement would be
observed as suggested by the well known internal model principle.
4.5 Summary
In this chapter, a detailed robust adaptive control scheme has been presented for linearly-
parameterized switched systems in MIMO companion form. The design is based on con-
ventional constructions for such systems with modifications following the developed method-
ology of Chapter 3. Two different designs have been presented depending on different as-
sumptions on the input matrix. The results have been used to develop controllers for time
varying robotic manipulators and are illustrated through a case study for contact-based ma-
nipulation via a 2-link planar manipulator.
Chapter 5
Design for Systems in Parametric-Strict
Forms
5.1 Introduction
In this chapter, the developed methodology of Chapter 3 is applied to systems in parametric-
strict form and parametric-strict output form yielding detailed design procedures. The re-
sults are illustrated through a case study for Atomic force microscope (AFM) based imag-
ing and nano-manipulation.
5.2 Backstepping Design for Parametric-Strict Feedback
Systems
In this section a robust adaptive controller is presented for systems in parametric strict feed-
back form based on the backstepping design [33]. The adaptive control literature contains
many variants of the design in [33] for systems with constant parameters. Several papers
have extended the design procedure to systems with time varying parameters. However, the
results are restricted to smoothly varying parameters with known bounds. In these results,
projection or other modifications were used to guarantee boundedness, see for example
[42, 17]. Such results are not of interest to switching systems where parameter smoothness
is lost and time variation is a persistent intrinsic part of the system's behavior.
Consider systems in parametric strict feedback form given by Equation (5.1):
i = xi+1+#i(x1,...,x)T9, 1 i<n-1
Xn = bn(xu+$n (x"+d
y = xi (5.1)
where vector 0 E RP and scalar bn are plant parameters, #$ and ,(x) are known functions,
and d is a disturbance. The main assumptions for the design are given by:
Assumption 5.2.1. The states xi i = 1 ... n are measured.
Assumption 5.2.2. The sign of bn is known and constant.
Assumption 5.2.3. Parameter vector 9 E RP and scalar bn # 0 V t are piecewise differen-
tiable uniformly bounded functions with finite discontinuities infinite time.
Assumption 5.2.4. The vector functions # (x 1 , ... , xi) E RP Vi = 1 ... n and scalar
function /(x) E R are known smooth functions and 3(x) $ 0 Vx.
Assumption 5.2.5. The reference trajectory y, and its first n derivatives y,.. y!") are
known, bounded and, piecewise continuous.
Assumption 5.2.6. d E R is uniformly bounded and piecewise continuous.
5.2.1 Control Design
Using the backstepping tuning functions design procedure [33], with some appropriate
modifications we define the following terms to construct our closed loop system:
i-1
=i O - E ,ii
j=1 j
i= wi zi - r-'L($ - 9*)
7i ri-1 + Wi zi
joai i + j-i (j) + ai-i *j
j=1 L
Where ci > 0 are chosen control gains, diagonal adaptation matrices r0, L0 > 0 and 6 are
parameter estimates, which will be updated by an adaptation law to be specified. Vector
0* is an estimate of plant parameters 9 to be used in the update law for 9. The notation
ao = zo = xo = 0 and Xn+1 = b,,#(x)u is used for convenience. Also note that by
definition, wi = #1. The following set of control and update laws will be used, which are
modifications of those used in the standard backstepping tuning functions design procedure
[33] with p = 1/bn:
U = 3x[an + y[& " + wjcd] (5.2)#(z)
9 = rorn
= -,yp sign(bn)(an + yr"n) + wjd)zn - L - p*)
d = -T dWd zn - Ldd
Where the diagonal matrixes F, rd > 0 and scalar 7,, > 0 are adaptation gains and
adaptation filter gains are diagonal matrices LO > 0 and Ld > 0 and scalar L, > 0. The
vector wd E R' for d E R' is assumed internal model of disturbance, e.g., a sinusoidal
function, which is set to wd = 1 as a default. If no disturbance adaptation is used then
wd = 0 and the update law for d is removed.
Denote the vector & = [ST, p, d], which is an estimate of the total parameter vector
a = [9 T, p, 0 ]T, where the disturbance adaptation parameter d is augmented in a with an
assumed nominal value of 0 with a = [OT, p, O]T. The chosen parameter estimate vec-
tor a* = [G*T, p*, 0 ]T E C"-, i.e., n - 1 times continuously differentiable. Also de-
note by ec = z for this design method and overall adaptation and filters gains F -
diag(P -1, -y,-1bn| II~ ) and L = diag(LO, L,, Ld). The matrix Wd = [01x(n..1), wd],
W = [w1,..., wn], and W, = [01x(n_1), an + y" + wdTd]. If we differentiate z and
use the definition of a and the plant dynamics, we get the closed loop error dynamics, see
[33] for analogous details:
= Azec -WT +bnWT+Wid+d
T W ec - Lo( -0*) -
a = 
-,sign(bn)Wpec 
- L,( A p*)
-TdWd ec - Ldd
Where en is the n'h unit vector and A, is given by:
Az(ec, 0, t) =
-Ci 1 0 ... 0
-1 -C 2  1+972,3  ... '2,n
0 -1 -O 2,3
+±o-n-l,n
0 - 2,n ... -1 - -- 1,n -Cn
Where oik = -- Fok. Note that AT + A, = -C, where C = diag(c) > 0 is a matrix
of control gains. Theorem 5 below states the main result of this section.
Theorem 5. If the system given by Equation (5.1) satisfies the assumptions (5.1.1-5.1.6)
then the adaptive feedback control given by Equation (5.2) yields:
(i) Uniformly internally exponentially stable and BIBS stable system with state xc = [ec, d]T-
(ii) state xc = [ec, i]T is bounded with
Iy - yri ; e[cillxc(to)Ile-*(t--o) + c2 f e(T-t)Iv(T)II d-r]. where ci, c2, e are constants,
a = A(diag(C, L)), and v = [d, r-1/2 (L(a* - a) - &)]T.
5.2.2 Remarks
This section provides some remarks on the results of Section 5.1.
" The result applies to systems globally diffeomorphically transformable to the parametric-
strict form independent of parameters via a known transformation, see [33] and ref-
erences therein for conditions for a system to be transformable to this form.
" Note that when 0, = 0 Vi = n the parametric-strict form reduces to the nonlinear
controllable canonical form, to which all uniformly strongly controllable linear-time-
varying systems are transformable to.
* d is enforced only in the last equation in yet disturbances at other equations are al-
lowed but they have to be lumped into the vector of time varying parameters 9 and
adapted for in order to guarantee the same performance. This is the case since they
will appear to the closed loop system as terms multiplied by state dependent func-
tions due to the nature of the backstepping procedure. It is assumed that if such
disturbances exist they are lumped into the vector of "parameters" 0 with the corre-
sponding element of multiplying vector function #i being unity.
* The assumption on the reference y, can be circumvented by using y, as an output of
an nth order low pass filter driven by any bounded piecewise continuous reference.
" Other variants of the parametric-strict form are the one with unknown virtual control
coefficients and blocks-strict form, follow along the same lines but are significantly
lengthier, see [33]. The extension of the modified algorithm to these systems follows
by direct analogy.
* Note that it is enforced that the chosen parameter estimate vector a* = [e*T, p*, 0]T E
C"-1, i.e., n - 1 times continuously differentiable. This requirement is specific to
the backstepping design procedure due the definition of the error dynamics for z.
Again this can be circumvented by using a* as an output of an nth order low pass
filter driven by any bounded piecewise continuous choice for a*.
5.3 Backstepping Design for Parametric-Strict Output Feed-
back Systems
In this section we discuss the backstepping tuning functions design procedure for paramet-
ric output feedback systems [33]. The literature contains a few results extending the design
procedure to systems with time varying parameters. However, the results are restricted to
smoothly varying parameters as with most adaptive control results. Again only bounded-
ness is concluded without any clear tracking performance claims except when parameters
become constant, at least asymptotically. In [43] the input vector parameters, vector b(t)
in Equation (5.3) below, is constant and known whereas other parameters are smooth time
varying parameters of known bounds. A more recent result by the same authors in [44]
applies to linear systems in parametric-strict output form and allows all parameters to be
time varying without known bounds but are required to be smooth. Another recent result
for linear-time-varying systems with smooth parameters [83] requires a priori information
about rapidly varying parameters whereas completely unknown parameters are required to
be slowly time varying. Again such results are yet to address switching systems where
parameter smoothness is lost and time variation is a persistent intrinsic part of the system's
behavior.
Consider systems in the parametric-strict output feedback form:
i = Ax+40(y)+<b(y)a,+bp(y)u+d
y = cTx
0 -
A = i I(n-1)x(n-1) , b
L 0 ... 0
<b(y) = [ 10(n-1)x1<pi,1(y)...
p1,n(Y) ...
I ,
, (y)T =
<pq,1 (Y)
<pq,,(y)
L
<po,1
WOOl
<po,n
Where vectors a, and b are unknown system parameters. The vector d = [0, d2 , ... , dn]T is
the disturbance. Note the disturbance in the first state equation di = 0 since it is enforced
that if one exists that it will be augmented in the time varying vector of parameters a,. This
is needed since the effect of such a disturbance will appear in the closed loop dynamics as
state dependent terms rather than just a disturbance due to the nature of the backstepping
design procedure.
Assumption 5.3.1. The output y is measured.
Assumption 5.3.2. The sign of b, 0 Vt is known and constant.
Assumption 5.3.3. The relative degree r = n - m > 1 of the system given by Equation
(5.3) is a well defined and known constant.
Assumption 5.3.4. The zero dynamics of the system given by Equation (5.3) is uniformly
exponentially stable.
Assumption 5.3.5. Parameter vectors ap and b are piecewise differentiable bounded func-
tions with finite discontinuities infinite time.
(5.3)
0(r-1)xl
bm
bo
(y)
(y) J
Assumption 53.6. <pi,j(y) Vi = 0 ... q and Vj = 1 ... n and #(y) are known smooth
functions and 3(y) = 0 Vy.
Assumption 5.3.7. The reference trajectory y, and its first r derivatives yr(,"..., y$'), are
known, bounded and, piecewise continuous.
Assumption 5.3.8. d E R" is uniformly bounded and piecewise continuous.
5.3.1 Filter Design
In this section, filters for estimation of unmeasured states are developed. We choose a filter
gain vector k such that the matrix A, = A - kcT is Hurwitz, which is possible due to
observability of the pair (A, cT) by construction. Therefore, we have the following filter
equations [33]:
= Ao0 +ky+#0(y)
= AOE+<(y)
A = AoA + en#(y)u
vy = A3,A, j = 0,.. ., m
Q2 = [V, ... , vi, Vo, ] (5.4)
where ei is the ith unit vector.
Now we need to define the error variable of the state estimator e, which is given by:
6 = x - ( + jof T (rOr)r
where 0 = [b, ap]T. From this we have the following estimation error equation:
i = AOE + d (5.5)
which is an exponentially stable linear system with eigenvalues dictated by choice of filter
gain vector k.
5.3.2 Control Design
Based on the backstepping tuning functions design procedure [33], we define the following
terms to construct our closed loop system:
Zi = y - Yr
Zi = vm,ji -a-1-y21i) i = 2, ... ,r
W = [Vm,2, Vm-1,2, ... , VO,2 , <b(1) + =(2)]
= [0, Vm-1,2, . .. VO,2,< (1) + (2)]
Wo = 0,1 + (
= - (a1 + + r)ei) Zi - Fo lLo( - )
c i-1 
. =2 .Ti Ti- 1 - W , = ,..,
a1 =p1
1= - 1 d1)z1 -- C
a2 = Z1 - [C2 d2 (
ay~a )2
+ se
+ a/ +2
i -zi-1 ~ C + di (9) 2]
+ (yri-l
z 2 + ~~-r~2
zi + Ti
860
p)
i-1,
j=2 ayWz
m+i-1j
j=1
j=1 ['a()a*
+'9c&i ++11=
+ ji)-1Yr
,Dyrj
+ '9"'(Ao( + ky + #(y))0a2
i iy (Wo+ W T 0)+ 13a (-kjA,3~ + Aj+1)
+ ki Vm, 1
Where constants c, di > 0 and diagonal matrices O, LO > 0 and a* = [9*, p*, 0] is an
estimate of plant parameters 9 and p to be used in the update laws, to be presented next.
The following set of control and update laws are used, which are modifications of those
used in the standard backstepping tuning functions design procedure [33]:
{ar + PYr - Vm,r+l + wjd] ifr$1
a1l+p, - Vm,2 +PWd] if r = 1
F.r ifr 1
ro zi - Lo(0 - 0*) ifr=1
-y, sign(bm)[a1 + 9r]z1 - L,( - p*)
if r 1
-- , sign(bm) [a1 + 0r +wj]z1 - L,( - p*)
ifr = 1
d = -PdWd Zr - Ldd
where the diagonal matrixes r0, rd > 0 and scalar -y, > 0 are adaptation gains and adap-
tation filter gains are diagonal matrices L0 > 0, Ld > 0 and scalar L, > 0. The vector
wd E R' for d E RI is assumed internal model of disturbance, e.g., a sinusoidal function,
which is set to wd = 1 as a default. If no disturbance adaptation is used then wd = 0 and
the update law for d is removed. It can be seen that the relative degree r = 1 case is similar,
with the exception that some terms are omitted in the update law for 0, whereas the term
wdTjd is included in the update law for p.
Denote the vector & = [OT, p, d], which is an estimate of the total parameter vector
a = [T, p, 0 ]T, where the disturbance adaptation parameter d is augmented in & with an
assumed nominal value of 0 with a = [OT, p, 0 ]T with the chosen parameter estimate vector
a* = [o*T, p 0 )T E Cr-i, i.e., r - 1 times continuously differentiable. Also denote
by ec = [zT, 7T]T for this design method and overall adaptation and filters gains -1 =
diag(FO1 ,7,-1|bmjF') and L = diag(LO, LP, Ld). The matrix Wd = [Ox(r-1),wd], W0
and W are given below:
WP =
1
a1 ,
WeWT -
(ai +yr)ei
ai + r + Wdd
E R'
pdi + yr)ei ef
coT
ifr 1
if r=1
if r# 1
if r = 1
E Rr
If we differentiate z, and use the definition of a and the plant dynamics, we get the
closed loop error dynamics:
. ~Azz -WoT +We 2 + bmWpi+Waid
ec I=]+d
Aoe
I oWo z - Lo( - 0*) - 0
a = -ypsign(b)Wpz - Lp(c - p*) -p
-dWd z - Ld d
Where ec = [zT, eT]T and the overall disturbance d = [01)xr, d]T with Az given by:
bm 0
-C 2 - d2 (al)2 1 + U2,3
-1 -0 2,3
-~ 2,4
- -2,r ---
- '' Ur-2,r
1 Ur-1,r
-Or-2,r -1 - O,-1, -Cr - dr(aa1)2
Where Ci,k = Ta o aa- 1
-ci -- di
0
0
02,4
0
02,r
E R rxp
Theorem 6 below states the main result of this section for the backsepping based design
procedure for systems in parametric-strict output feedback form.
Theorem 6. If the system given by Equation (5.3) satisfies the assumptions (5.2.1-5.2.8)
then the adaptive feedback control given by Equations (5.6) and filter Equations (5.4)
yields:
(i) Uniformly internally exponentially stable and BIBS stable system with state x, = [ec, 5 ]T.
(ii) states xc = [ec, 5 ]T, x, and filter states A, are bounded with tracking error satisfying:
||Y - Y,|| < c[ci|xc(to)||e(t) + c2 ft ea(7t) f|v(r)|| dr]. where ci, c2 , E are constants,
a = A(diag(P 1 C, L)), and v - [Pi/ 2d, F-1/2 (L(a* - a) - d)]T.
5.3.3 Remarks
This section provides some remarks on the results of Section 5.2.
" The result applies to systems globally diffeomorphically transformable to the parametric-
strict output form, see [33] and references therein for conditions for a system to be
transformable to this form. Note that unlike the full state feedback design this trans-
formation is neither required to be known nor parameter independent.
" Note that when <b(y) = Iy and #(y) = 1 the parametric-strict-output form reduces
to the observable canonical form, to which all uniformly strongly observable linear-
time-varying systems are transformable.
" Note that the definition of E given by Equation ( 5.5) differs from that in standard
backstepping designs [33] due to allowing time varying parameters. Note, however,
that it reduces to the same quantity when parameters are constant and filters are
initialized at zero.
" The assumption 5.2.3 for r > 1 simply suggests that the plant is strictly proper. Note
that the relative degree zero case can also be dealt with by augmenting the plant with
a stable pole. Then the control design is carried out for this effective relative degree
1 system. Then the controller is implemented via passing the obtained control signal
through the augmented low pass filter (stable pole) mentioned above.
" Note that the disturbance in the first state equation di = 0 since it is enforced that
if one exists that it will be augmented in the time varying vector of "parameters" a,
in order to guarantee the same performance. This is the case since they will appear
to the closed loop system as terms multiplied by state dependent functions due to the
nature of the backstepping procedure. It is assumed that if such disturbances exist
they are lumped into the vector of "parameters" a, with the corresponding element
of multiplying vector function <h being unity.
* The assumption on the reference y, can be circumvented by using y, as an output of
an rth order low pass filter driven by any bounded piecewise continuous reference.
" Note that it is enforced that the chosen parameter estimate vector a* = [o*T, p*, o]TE
C--1 , i.e., r -1 times continuously differentiable. This requirement is specific to the
backstepping design procedure due the definition of the error dynamics for z. This
can be circumvented by using a* as an output of an rh order low pass filter driven
by any bounded piecewise continuous choice of a*.
5.4 Application to Atomic Force Microscope Based Nano-
manipulation
The use of atomic force microscopy (AFM) as a nano-manipulation system has been gen-
erating considerable interest in recent years. This is attributed to its success as an imaging
system to detect topographic and material properties at sub-nanometer resolution as well as
its compatibility with many samples and ambient conditions. Nano-manipulation is impor-
tant in nano-manufacturing such as printing, lithography, and assembly. Another important
application is in biological object manipulation enabling disease characterization, drug dis-
covery, and bio-system synthesis.
In the last few years, nano-manipulation of certain objects via AFM's has been demon-
strated by biologists, chemists, and material scientists. More recently, the robotics com-
munity has taken interest in developing AFM-based nano-manipulation systems that allow
scientists and engineers to systematically perform certain tasks. This has been primarily
focused on developing and/or integrating haptic devices for tele-operation, appropriate vi-
sualization interfaces, and calibration, e.g. [19, 24, 35]. However, the work in this area
has highlighted, e.g. [80], the difficulty in achieving repeatable and stable operation due to
sensitivity to parametric variations and disturbances at the nano-scale among other factors.
This suggests the need for developing appropriate controls guaranteeing stable, repeatable,
and fast nano-manipulation. The basic principle of the AFM operation is based on using a
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Figure 5-1: Principle of AFM operation.
micro-cantilever with a sharp object at its tip to probe a surface. The cantilever is mounted
on a piezoelectric tube, which can translate both laterally and vertically, see Figure 5-1.
As the probe approaches the surface, an interaction force causes the cantilever to deflect.
Therefore, light from a laser source reflects off the cantilever's tip and the correspond-
ing change in cantilever deflection is recorded via a position sensitive split photodetector
(PSD). This sensor measurement is then compared to a chosen detector output reflecting
a desired manipulation such as cutting, indentation, and pushing. Additional sensor mea-
surements of the piezotube's extensions are typically available for nano-manipulation.
5.4.1 AFM Dynamical Model
The model presented here includes the first mode for each of the three degrees-of-freedom
of interest, where extensions to include higher modes can be made by direct analogy be-
tween this work and that in [11, 12]. The model considers the vertical extension z, and
bending 6,, about the y-axis in Figure 5-1, for the piezotube scanner. In addition, the
bending of the cantilever, 0c relative to the tube's base is included. The governing equa-
tions are given by:
0yp + 2(9pwpOyp + wO2,1, aopu (5.6)
i, + 2(zwzpi, + U)2z, = azpu (5.7)
0c + 2(ccOc + w20 = a1 oy, + a2i, + acMe (5.8)
Ym =c + yp (5.9)
Where ( is damping ratio and w is natural frequency. The 1" two differential Equations
(5.6-5.7) describe the dynamics of the two piezotube flexible modes of interest. The voltage
given to the piezotube vertical axes z, generates tube strain in the extension and bending
modes. 'Though it is desired that the tube only extends or retracts to a given voltage in the
same axis, this ideal behavior is not achieved in practice. The reason is that an inevitable
tube eccentricity leads to axes coupling as observed in [10]. The effect of the piezotube
coupling on an image of a 70' included angle silicon grating, identified in a commercial
AFM, is shown in Figure 5-2. In Figure 5-2, this coupling leads to an included angle of
about 760 for the image. The coupling in other axes is not discussed here as it is not relevant
to the control of probe-surface interaction but rather in positioning of the scanner, which is
usually done in open loop, see [13] for details.
The dynamics of the cantilever's bending angle, Oc relative to the tube's base, is shown
in Equation (5.8). Note that since 0c is relative to the tube's base acceleration terms due
to tube bending 0. and vertical extension z, need to be included. Whereas, Me is the
moment about the y-axis due to the interaction with the probed surface, for which a more
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Figure 5-2: Experimental demonstration of effect of Piezotube coupling on an AFM image.
detailed analysis and discussion is presented in the next section. Finally, the measurement
y in Equation (5.9) is that of the vertical optical detector's deflection, i.e., the absolute
angular deviation of a laser beam reflected off the cantilever. This represents the sum of the
piezotube bending and cantilever bending relative to the tube base.
Experimental frequency response results of key AFM dynamics have been reported in
earlier efforts [11, 12]. Typical values of piezotube lateral extension, vertical extension,
and cantilever bending 11t resonances are of the order of few hundred Hz, few kHz, and
tens to hundreds of kHz, respectively.
Probe-Surface Interaction
The interaction, with the environment (surface) is discussed in this section, see Figure 5-
3 for a schematic.The forces acting on the probe are of the elastic and dissipative type.
The normal forces, such as Van der Waals force, are a nonlinear function of the relative
separation between the probe and the contacted surface, see Figure 5-4 where separation
is defined to be nonnegative during contact. Other forces include dissipative forces are a
function of the velocity between the probe and the manipulated object. The aforementioned
forces yield a total force with components fx, fy, f, shown in Figure 5-3, which yield the
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Figure 5-3: Schematic of Probe-surface Interaction.
moment Me acting on the cantilever's bending dynamics. Therefore, retaining linear terms
in the modeled states (probe position and velocity) we can approximate Me at an operating
point, as done in modeling of AFM imaging systems [11], as follows:
Me ~ a1yp + a2Zp + a3c + a46yp + aip + a,6c + df (5.10)
where a for i = 1 ... 6 are appropriate constants from linearizing at an operating point.
The terms above from 9, and z
, appear due to the fact that the total velocity and position
of the probe are not only a function of Oc since Oc is measured relative to the tube's base.
Whereas, the first order terms due to the manipulated surface's height changes as well as
higher order nonlinearities, will be represented as an external forcing disturbance df. This
disturbance accounts for changing the cantilever's deflection during manipulation. The
primary effect of the Moment M, is changing the effective stiffness and damping of the
cantilever through a3c and a 6 c, respectively.
Note that the coefficients as will generally be time varying due to the time variation of
the relative position and velocity between the probe and surface since a, are the outcome
of linearization of forces, such as Van der Waals. Linearization is then made about a trajec-
tory rather than a setpoint value if the relative position and velocity between the probe and
surface are time varying, which yields time varying coefficients a, see [11, 12] for exper-
imental demonstrations at different operating points. Furthermore, parameter jumps due
to transition between out-of-contact and in-contact dynamics at different points in the sur-
face will cause switching in the parameters aj, which suggests a switched system's model.
Therefore, the overall system is being represented by a linear time varying switching system
with the same local structure.
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Figure 5-4: Force separation curve based on Van der Waals-Maugis Model
5.4.2 Control Simulations
In this section the backstepping-based adaptive control procedure of Section 5.2 is applied
to the AFM system. Since the surface forces acting on the cantilever depend nonlinearly
on the probe-surface separation, which is unknown, these nonlinearities cannot be used
usefully in a model-based control design since they depend on the separation between
the probe and the unknown surface. Therefore, the linearized time varying model using
Equation (5.10) will be used for control design yet the plant will be implemented in the
simulations using the original nonlinear force of Figure 5-4. The linearized time varying
model falls under the class of parametric strict output feedback systems of Section 5.2. The
work by [12] has utilized backstepping based adaptive control to demonstrate robust AFM
imaging, which is an important step towards AFM automation. The modified algorithm
used here will be used not only for AFM imaging but also for nano-manipulation.
The case study under consideration uses plant parameters from an experimental fre-
quency response data of Figure 5-5 as the nominal unforced model, i.e., when no contact is
made. The adaptation gains IF = I and -y, = 1, filter gains L = 100I, and feedback gain
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Figure 5-5: Experimental frequency response from Piezotube input voltage to PSD detector
output.
c 100 are chosen, where I is the identity matrix. The choice for c and L correspond to a
closed loop bandwidth of 100 rad/sec, which is typical for AFM systems. The simulations
shown are for the probe scanning a 2pm steps at a frequency of 2Hz.
First we consider the control system's response when imaging the sample of interest.
Figure 5-6 shows height profile image of the step-like sample along a scanned cross sec-
tion in addition to the the profile of the sample itself, which are almost identical. This
corresponds to a tracking error in Figure 5-7, which is almost zero everywhere except at
a few points where the step change occurs. In Figure, 5-7 the transient error due to the
step changes is about 18nim, which is reduced to about 9nm with increasing adaptation
gain -y,, as predicted by the theory of Section 5.2. Observe that this performance has been
achieved with a choice of parameter estimate a* matching the out-of-contact dynamics of
the system from the experimental frequency response data of Figure 5-5. Note that the used
force curve of Figure 5-4 causes the effective cantilever's stiffness to change from 1N/mn
to about 250N/mn for the in-contact dynamics, which corresponds to large uncertainty in
system poles and zeros, see [12, 11].
Next, we consider AFM-based nano-manipulation with the same 2pum steps sample
being scanned at a frequency of 2Hz. The reference trajectory for the detector output
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Figure 5-6: AFM height profile images and imaged step-like sample.
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Figure 5-7: Tracking error for AFM imaging of a step-like sample.
is a 2Hz pulse that corresponds to an amplitude of 200nm for the cantilever's vertical
deflection. This requires the probe to maintain contact with the top of the steps at a 200nm
cantilever's deflection and stay out-of-contact with the steps when traversing the bottom of
the steps with a zero deflection of the cantilever, see Figure 5-8. This task is achieved at
minimal tracking error less than 2nm, expect at initial contact establishment, as shown in
Figure 5-9.
The enforced manipulation task of Figure 5-8 corresponds to switching in plant dynam-
ics due to switching between contact and non-contact portions of the force curve of Figure
5-4. This corresponds to changes in plant dynamics between the non-contact dynamics and
the contact-dynamics modes of Figure 5-4. In this example, the rapid transition between
non-contact and in-contact modes causes the effective cantilever's stiffness to switch from
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Figure 5-8: Probe position and surface for AFM nano-manipulation task.
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Figure 5-9: Tracking error for AFM nano-manipulation task.
1 N/m to about 250N/m, which affects both poles and zeros of the plant at a given operat-
ing point. This can be seen from the system's response in Figure 5-10 as the separation is
nonnegative during contact, which corresponds to a nonzero contact force of about 17pLN.
Whereas, when the probe moves away from the surface the separation is negative and the
contact force goes to zero. Clearly the force undergoes larger jumps and transients during
these mode transitions yet the tracking error remains very small as seen in Figure 5-9 with
a closed loop bandwidth of only 100 rads/sec. The adaptive controller performs very well
under such large changes in system dynamics.
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Figure 5-10: Contact force and probe-surface separation for AFM nano-manipulation task
5.5 Summary
In this chapter, detailed robust adaptive control schemes have been presented for linearly-
parameterized switched systems in parametric-strict form and parametric-strict output feed-
back form. The design is based on conventional constructions for such systems with modi-
fications following the the developed methodology of Chapter 3. The results are illustrated
through a case study for AFM based nano-manipulation.
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Chapter 6
Switching and Parameter Varying
Control
6.1 Introduction
In this chapter, controller switching and variation are introduced within the proposed ar-
chitecture of Chapter 3. Although stability and dynamic response of the system are guar-
anteed by the proposed method without any need to switch between different controllers,
controller switching and adjustment are introduced within the proposed architecture: 1) if
mode-specific information ( identified data, candidate models) are to be utilized, and 2) for
allowing more design degree of freedom for performance optimization.
The focus of this chapter is on adjusting and updating the chosen parameter estimate
a*, which can be any piecewise continuous bounded function. This allows for reducing
the effect of parametric uncertainty through reducing size of input a* - a independent
of system bandwidth and control gains. In fact, one of the main strengths of the controller
design used here is the ability to adjust a* with no effect on system stability due its variation
or its mismatch with the ideal value a. This simply the case since its only a bounded input
to the closed loop system. This gives rise to two types of problems relating to well known
methods of gain scheduling and multiple model control.
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6.2 Properties of The Modified Adaptation Law
Recall the modified adaptation law introduced in Chapter 3:
a = fa - L(& - a*) (6.1)
Where & is the parameter estimate, a* is an additional chosen estimate of the plant param-
eter vector, L is a filter gain, and F is the adaptation (learning) gain. One possible inter-
pretation of the estimator in Equation (6.1) is that it minimizes the following cost using a
gradient algorithm with learning rate matrix F:
e = argminVE
VE = Vo + (& - a*)Tr-1L(& - a*)2
a = -FVaVE
Where fa = -FVaV, i.e., the update law minimizing the original cost V associated with
standard adaptive control according to a gradient update with learning rate IF. The following
remarks summarize some key points about the estimator:
" The quadratic term in the cost VE is a penalty term that pulls the estimate & towards
the guess a* rather than allowing a completely unconstrained estimation, as with
standard adaptive control using cost V, with the size of the matrix F-IL representing
the strength of this penalty. Therefore, the smaller F1-L the less effect the choice of
a* has on the performance, which is consistent with tracking error bounds obtained
in Chapter 3.
* From a statistical estimation point of view, the quadratic term in the cost VE is a type
of regularization [39] with a* as the mean value of a and F-L as the inverse of the
covariance matrix for the estimator's search. Therefore, the larger F-IL is the higher
confidence the estimator has in in the initial guess a* and thus & remains close to a*.
" When the size of the matrix F-L approaches zero, then the estimator would ap-
proach the ideal estimator in the sense that it minimizes the prediction error even if
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a* is very far from the actual a.
* Practical control considerations limit the choice of the matrix -1L since very large 1'
would amplify measurement noise an introduce excessive oscillations in the control.
Whereas, a small L would yield low control bandwidth.
" The use of a* is this estimator allows for a good method to utilize data and available
information in influencing or biasing the estimation while allowing for the estimator
to fine tune the estimate & relative to the chosen value of a* with a specified confi-
dence level.
Given this interpretation of a* we would like to develop methods to adjust and improve
the choice of a* as an indirect method to improve the estimate & while maintaining the
strong stability and robustness capabilities of the control systems developed in Chapters
3-5.
6.3 Parameter Scheduling Control
In a scheduled switching scheme a pre-determined but variable control action is used, which
can allow for utilizing any a priori available knowledge about changes in the process's dy-
namics as a function of time. In particular, a* will be used as a scheduled parameter analo-
gous to gain scheduling and Linear parameter varying (LPV) control methods. Yet the key
feature here is that unlike existing techniques for gain scheduling and parameter scheduling
control [40, 62, 70], stability of the system is guaranteed and the dynamic response of the
system is specified by a fixed exponential stability rate a. The scheduled control variable
a* could be updated in a discrete or a continuous way. Given a discrete set of candidate
models we can update a* as follows:
1. Given a set of K candidate models associated with different operating modes obtain
the corresponding set of candidate parameter vectors { akl k = 1,2, ... K}.
2. Implement a controller with a* = ai, which is the "best guess" for the initial operat-
ing condition.
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3. Every specified sampling period T set a* according to:
a* = ak if mode k is detected
This simply sets the "best guess controller" corresponding to the operating condition,
e.g., from a look-up table. Whereas, the sampling period T is introduced in the supervisor
to avoid chattering. Alternatively, a smooth interpolation between ak values could be used.
The detection of a mode is usually done through a pre-determined event, which is either a
time instant, a measured variable, e.g., the output, reaching a certain threshold, or even an
external trigger. For example a time-based schedule can be represented by:
a* = ak tk_1 t < tk
Alternatively, we can continuously update a* according to scheduled function g(t)
which depends on a continuously monitored variable. This is common in some applica-
tions such as flight control where the Mach number are monitored and used to generate an
estimate of system parameters according to empirical models. In this case the update given
by Equation (3.6) can be replaced with:
a = fa(ec, 5,t)-L(&-a*)+a*
a* = g(t)
Where we have used a* = g(t) with the scheduled function g(t). Note the added
term a*, which transforms the input perturbation v of Theorem 1 in Chapter 3 to v =
[Pi/2d, Pr1 /2 (L(a* - a)+(a* -a )]T This means we have direct means to reduce not only
parametric uncertainty a* - a but also parameter variation a* - & independent of the size of
gains F and L, which can be used to attenuate these uncertainties. In particular, when d = 0
and the estimate g(t) = a(t), the tracking error goes to zero. The extra term a* is usually
not used since such information is not assumed to be available in general. However, this is
consistent with LPV control design assumptions [70, 40], yet with guaranteed stability and
no concern if g y4 a. However, it is assumed that this estimate, g(t), is a better guess of the
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actual value of a(t) than a single constant guess else controller scheduling is unnecessary.
6.3.1 Parameter Scheduling Control Simulations
Consider the following 2 "d order plant of relative degree 1 of Chapter 3:
±i = aixi+x 2 +(1+xi)biu+d
t2 = a2 Xi+(1+x2)b2U
y = x 1 +n (6.2)
Where u, d, and n are the control signal, disturbance, and measurement noise, respectively.
Let ai = -3, a2 = -2, b1 = 5, b2 = 4 be the nominal plant parameter values parameterized
by a parameter vector a and let a* = a be the choice corresponding to the non-switching
adaptive control procedure for this system. The control design is based on the backstepping
design procedure [33], which is modified along the lines of the developed methodology,
see Chapter 5 for detailed design procedures. Let us choose the nominal gains C = 10
(feedback gain), adaptation filter gain L = 101, where I is the identity matrix, then we
have from Theorem 1 that the decay rate a = 10 rad/sec. This should yield a settling time
of at most 0.4 seconds for the closed loop system. Also the nominal value of the adaptation
gain I' = I will be used. The nominal disturbance is set to d = 0.
First consider switching the plant parameter a2 according to:{ 98 ifl0<t<20
I -2 otherwise
This yields three operating modes for the system, which starts at the nominal parameter
values, switches parameter a2, and then switches back to the nominal operating conditions.
Figure 6-1 shows the response of the system tracking a setpoint of 2. Clearly, the tracking
error is zero in mode 1 (before t = 10 seconds) and mode 3 (after t = 20 seconds) since
a* = a during these modes yet the large switch in a2 from its nominal value causes large
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error during the time interval t E (10, 20). However, introducing a time-driven sched-
uled controller switching at times 10 and 20 seconds to match changes in a2 , yields perfect
tracking except for small transient error during mode transitions from which the system set-
tles within the pre-specified 0.4 seconds (for a closed loop bandwidth of 10 rads/seconds).
The figure also shows that choosing a better guess of a, even if not an exact match, im-
proves tracking error since it reduces the size of the input a* - a. This is seen in the
inexact switching case where a* uses 70% of a2 instead of a2 for the 2 "d mode's parameter
estimate. Whereas, Figure 6-2 shows the response of the parameter estimates & with the
exact scheduled controller. As expected, the estimate corresponding to a2 responds to step
changes in input a* at the controller switching times.
0.8
0.6 .
0.4 without a]
Iswitching
0.2--
0
-0.2 ih in act a with o* switching
-0.4
.0 5 10 15 20 25 30
time, seconds
Figure 6-1: Tracking error for standard and scheduled adaptive controller for plant switch-
ing of a2.
Next, Figure 6-3 reproduces the situation of Figure 6-1 but with the addition of a dis-
turbance d = 5 sin(27rt), see Equation (6.2). Again the same trend is seen with controller
switching improving tracking error. This Figure highlights that reducing the size of input
a* - a improves tracking error independent of the presence of disturbances as predicted by
the analysis of Chapter 3.
Now consider an output-based switching of a2 depending on operating regime:
98 if y > 3
a2 =
-2 otherwise
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Figure 6-2: Parameter estimates for scheduled adaptive controller for plant switching of a2-
10 15 20
time, seconds
Figure 6-3: Tracking error for standard and scheduled adaptive controller for plant switch-
ing of a2 with sinusoidal disturbance.
Figure 6-4 shows the response of the systems with the standard and switched controller
for tracking a reference of 2 except at the time period t E (10, 20) where a step change
in reference occurs from 2 to 4 at t = 10 seconds and back to a reference of 2 at t = 20
seconds. This choice of reference forces the system with output-based switching to behave
similarly to the time-driven switching system of Figure 6-1. In Figure 6-4, output based
switching of a* was used instead of time-driven switching and the performance is similar
to that of Figure 6-1 with the exception of brief oscillations during the transition for the
case without controller switching. It is interesting to note that despite the oscillations in the
non-switching controller case, the case with scheduled switching controller displays very
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little difference from the time-based scheduling case.
0.4 vithout a*
0.2-
0
-0.2 
with a' switching
-0.4-
-0.6
-0. 5 10 15 20 25 30
time, seconds
Figure 6-4: Tracking error for standard and scheduled adaptive controller for plant switch-
ing of a2 for output driven switching.
Next, consider switching the plant parameter ai according to:
2 if 10< t <20
ai =
a -3 otherwise
Note that changing the sign of ai from a negative to a positive value causes the plant to
become unstable. Figure 6-5 reproduces the situation in Figure 6-1 but using ai switching.
Observe that for non-switching controller, the tracking error oscillates during mode 2 unlike
in Figure 6-1 where the a* -a mismatch yields a constant error. This is the case since during
mode 2 the plant becomes unstable, ai positive, yet the nominal a* estimate used assumes
a stable plant, negative a1 . However, the scheduled switching controller eliminates these
oscillations and yields performance similar to that seen in earlier situations. An interesting
observation when the plant is unstable is that overshoot during mode transitions is larger
than with stable plants, which is expected since an unstable plant is harder to control at
least during transients. Figure 6-6 shows how switching the scheduled controller slightly
earlier, at t = 9 seconds instead of t = 10 seconds, can significantly reduce the overshoot
due to plant switching from a value of 1.8 to 0.8, which are contrasted with a value of 2.2
for the standard non-switching controller.
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Figure 6-5: Tracking error for standard and scheduled adaptive controller for plant switch-
ing of a1 .
time, seconds
Figure 6-6: Effect of controller switching time on tracking error for scheduled adaptive
controller for plant switching of a1 .
6.4 Multiple Model Control
In this section, another approach to utilize available modeling data about the controlled
system is presented. In particular, the multiple model algorithm, which has received con-
siderable interest in the last several years in the control community, will be used in two
different implementations.
This line of work is known as multiple model adaptive or supervisory control were a
plant is assumed to belong to a set of known plants from available data and candidate con-
trollers are switched between based on estimation to control the plant. The supervisory
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control work of [1, 86] and related references therein, uses LTI controllers and estimation-
based switching between controllers is made in order to implement the best possible con-
troller. As noted by the authors the problem of freezing an unstable plant/controller con-
figuration is a concern to safety. Furthermore, the stability of the overall system, even
when each frozen configuration is stable, needs to be verified via conservative and usu-
ally difficult to satisfy conditions. Other methods based on a conventional adaptive control
architecture have been developed via re-initializing the adaptation by switching between
fixed estimates or resetting the adaptive estimate during transients. However, as suggested
by the authors in [49, 29, 52], these efforts are solely for improving transients, which is
possible only if such fixed estimates are good. All of these efforts were for a an LTI plant
yet a few of the multiple model control schemes considered infrequent jumps and slowly
varying parameters of a linear system [86]. Similar ideas were introduced for classes of
nonlinear systems, see for instance [31, 75].
On the other hand, the developed approach to multiple model control relies on adjusting
the chosen estimate a* by switching between different candidate plant parameter vectors.
In this regard, the known candidate data models will be represented by the aforementioned
candidate plant parameter vectors and a multiple model estimation scheme will be used to
update a*. Therefore, adjusting the estimate a* by switching between different candidates,
which can be any piecewise continuous bounded function, such that Ila* - all is reduced
will improve tracking error. Note that unlike most of the existing approaches such as that in
[1] there is no concern here in having an unstable plant/controller configuration by picking
a "wrong controller" since any a* will not destabilize the system and controller switching
of a* does not introduce any concern with overall system stability unlike in [1] where an
average dwell time condition needs to be satisfied.
6.4.1 The Multiple Model Estimator
This section describes the multiple model estimator, which will be used with the multiple
model algorithms of the next two sections. The focus is on systems in parametric-strict
output feedback form. Whereas, the full state feedback case of Chapter 5 and the compan-
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ion form systems of Chapter 4 are ignored since they are similarly treated with more states
measured. Recall from Chapter 5 that that parametric output feedback systems are given
by:
P
. = Ax+#o(y)+E j(y)T6O+b3(y)u+d
y =cTx
- 0 -n
A = : Itn_1)x(n-1) ,b=
0 ... 0
O(p-1)xl
bm
bo
c= 1
0(n._1)x1
(6.3)
where known vector functions #j(y) = [J#,(y), ... O,#,n(y)]T, with 0 < j p. Also
0 = [01, 2,... ,6 m]T with 9i and bi the unknown system parameters. The vector d is the
disturbance. The objective of the multiple model estimator is to adjust the estimate a*
Figure 6-7: Schematic of Multiple Model Architecture.
so that the closer a* is to the actual plant parameter a, the better the tracking error is as
suggested by chapter 3. The idea is to construct K observers (identification models) for the
system given by Equation (6.3) each parameterized by values corresponding to a candidate
parameter vector from the set of parameter vectors {ak Ik = 1, 2, .. . K}, see Figure 6-7 for
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a schematic. These vectors correspond to available data. The kth observer is given by:
Xk = Axk + k(y - cT Xk) + I(Y)Ok + bk3(y)u
yA = CT Xk (6.4)
Where A and c given by Equation (6.3) and filter gain vector k is chosen such that the
matrix A - kcT is Hurwitz, which is possible due to observability of the pair (A, CT) by
construction. Using Equations (6.3) and (6.4) we get:
Xk (A - kcT )zk +Vk
epk = Cz4
where
Vk = (Dy)AOk+ Abku d
where ze x -- Xk is the state estimation error and A~k = 0 - Ok, and Abk = b - bk. The
system above is a linear system with z4 driven by an input Vk composed of model mismatch
terms and process noise . Therefore, if we pick A - kcT as a Hurwitz matrix , which is
possible since the candidate models are detectable, we have an internally exponentially
stable system with zk as a state. We can see that the size of the state estimation error
zk = X - Xk is proportional to the size of the model mismatch a - ak represented by
the terms AOk - 0 - Ok, and Abk = b - bk. Note that the disturbance and measurement
noise also contribute to the size of the prediction error. Thanks to the ability of the basic
algorithm developed in Chapter 3, perturbations depending on <D(y) and u are bounded for
any bounded choice of a* and thus the multiple model estimation is possible. Note that if y
was unbounded due to an implemented destabilizing controller, the prediction error would
go unbounded even for the best model unless its a perfect match A~k = Abk = 0. Next,
two different algorithms to adjust and update a* using the estimators of Equation (6.4) are
discussed.
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6.5 Maximum likelihood Based Multiple Model Algorithm
This algorithm is based on a maximum likelihood concept in the sense that it picks the most
likely model (parameter vector), among a finite set, given data observations. This entails a
conditional probability, that if the prediction error of one model is small then this model is
likely close to the actual plant. Therefore, one seemingly reasonable choice is to set:
a* = arg minepk|2
ak
This sets the current value of a* to the one from the set {ak1k = 1, 2, ... K} with smallest
prediction error epk = y - yk. However, it is typically a better choice to replace this
instantaneous cost with an integral cost such that past measurements are also included. In
addition, a forgetting factor is included to adjust how much of this past data is relevant, this
is important for time varying systems, which yields:
a* = arg min pk (6.5)
ak
where the kth monitoring signal sk is given by:
A = e-A( -) epkr)Idr , pukg) = 0 Vk (6.6)
Jt
where A > 0 is a forgetting factor.
In summary, the maximum likelihood based multiple model scheme is given by the
following procedure:
1. Given a set of K candidate models obtain the corresponding set of candidate param-
eter vectors {aktk = 1,2, ... K}.
2. Implement an initial controller with a* [0 = ai, which is the choice with highest
prior probability (an arbitrary choice would be used if all have the same probability).
3. Simultaneously simulate K parallel observers (identification models) with the kth
observer for the kth candidate model parameterized by a parameter vector ak accord-
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ing to Equation (6.4).
4. Obtain the prediction errors {epk = y - y Ik = 1, 2, .. . K}, where y is the output of
the actual plant and yA is the output of the kth identification system.
5. Construct the monitoring signals Pk with a chosen forgetting factor A according to
Equation (6.6).
6. Every specified sampling period T set
a* [T(i + 1)| = arg min p4
ak
and seti = i + 1.
6.5.1 Relation to Maximum Likelihood Estimation
The algorithm discussed is closely related to the maximum likelihood estimation algorithm
[39], where one wants to maximize the likelihood of obtaining the data, which has been
actually observed. The optimal parameter estimate is thus the one which maximizes this
likelihood:
a* = argmaxL(y(t)jak,Y(t))
Where L(ylak, Y) is the likelihood function associated with each model, a conditional
probability function, which will be assumed gaussian with mean y and variance .2
1 1
L(yjak, Y) = exp- )227o[- 20-
Where Y is a vector representing past observations of measurement y. The problem is
equivalent to:
a = argmaxlnL(y~ak,Y) (6.7)
ak
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Substituting the assumed form for the likelihood function L(yI ak, Y) in Equation (6.7) we
get:
=arg max - In v 2 o (Y - y) (6.8)
= argminiepk|2
ak
Which is the same criteria used earlier. The above result is obtained by ignoring con-
stants in the maximization and due to the fact that max f = min(-f). Then introducing a
forgetting factor gives the final criteria used in Equation (6.5). However, the main problem
with this approach arises here due to the hypothesis that Iy - YkI small implies ||a - akII
small, which is weakened as the contribution of process and measurement noise increases.
The next case study will analyze the response of the algorithm under various situations.
6.5.2 Maximum likelihood Based Multiple Model Control Simulations
Consider the following linear 2 nd order plant of relative degree 1:
i = 01 x1 + 2 + biu+ d
52 = 02 x 1 +b2 U
y = x 1 +n (6.9)
Where u, d, and n are the control signal, disturbance, and measurement noise, respectively.
The control design is based on the backstepping design procedure [33], which is mod-
ified along the lines of the developed methodology, see Chapter 5 for detailed design pro-
cedures. Let us choose the nominal gains C = 10 (feedback gain), adaptation filter gain
L = 101, where I is the identity matrix, then we have from Theorem 1 that the decay rate
a = 10 rad/sec. This should yield a settling time of at most 0.4 seconds for the closed loop
system. Also the nominal value of the adaptation gain IF = I will be used. The nominal
disturbance is set to d = 0 and the system is forced to track a setpoint reference of 2. The
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plant parameter values are given by 01 = -3, b1 = 5 and:
b2 =
( {98 if10<t<20-2 otherwiseif t < 20
otherwise
This yields three operating modes for the system, for which the overall parameter vector a
switches. We are given five candidate models Mi for the multiple model estimation, which
correspond to parameter vectors a2:
M1 (s)
M2(s)
M3(s)
M4(s)
M(s)
5s +4
s2 +3s+2
5s +4
s2 +3s -98 =t a2
5s +24
s2 +3s+2
10s+500
s2 +30s+20
2s + 20
S2 +03s+100 => a5
time, seconds
Figure 6-8: Tracking error for exact and inexact maximum likelihood based multiple model
adaptive controller.
Note that since each model is an LTI system, we have used transfer functions to rep-
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resent them for simplicity. The actual system switches between models 1, 2 and 3 in that
order, whereas models 4 and 5 are incorrect models for the situation under consideration.
When switching from mode 1 (model 1) to mode 2 (model 2) the poles of the system
change and the system becomes unstable. Whereas, switching from mode 2 to 3 (model 3)
the poles are switched back to mode 1 values but the zero location is changed. In addition,
these switches all cause changes in the DC gain of the plant. In the simulations, the system
is initialized with an incorrect model a* = a5 , the supervisor uses a sampling time of T = 1
second, and a forgetting factor of A = 2 rads/seconds unless otherwise specified.
Figure 6-8 shows the response of the switching system with a maximum likelihood
based multiple model controller and a fixed a* controller with a* = a5 , which is the model
used for initializing the multiple model algorithm. The multiple model controller quickly
switches the choice of a* from the initial incorrect vector a5 to the actual value ai using the
multiple model estimator, which yields zero tracking error. The same trend continues when
the plant switches to mode 2 and mode 3 at times t = 10 and t = 20 seconds, respectively.
Whereas, the fixed a* controller, although remains stable, maintains a larger tracking error
which changes with the mismatch between the choice a* = a5 and the actual active model
aj. The Figure also shows the response of the maximum likelihood controller when the
plant is perturbed by changing parameters 02 and b2 to:
198 ifl0<t<20
02 =
-2 otherwise
4 ift<20
b2 = 44 otherwise
As a result the actual models used by the multiple model controller do not match any of
the actual system modes. Nevertheless, the multiple model estimator still improves the
tracking error significantly compared to the fixed model controller and chooses the closest
available models. Figure 6-9 shows the response of the implemented a* vector generated
by the multiple model estimator, which undergoes switching in its elements consistent with
the observed tracking response of Figure 6-8.
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Figure 6-9: Implemented maximum likelihood based multiple model a* for adaptive con-
troller.
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Figure 6-10: Effect of forgetting factor A on tracking error for maximum likelihood based
multiple model adaptive controller.
Next, Figure 6-10 shows the effect of the choice of forgetting factor A in the estimator
on the multiple model controller's response to plant switching. The multiple model control
situation of Figure 6-8 with A = 2 is repeated and contrasted with the same controller
using a forgetting factor of A = 0.2 for the maximum likelihood estimation. Clearly,
the controller with smaller forgetting factor responds slower to plant switching and thus
the tracking error remains large for a longer period of time before zero tracking error is
achieved by both controllers. This highlights the importance of the choice of an adequate
forgetting factor relative to the time scale of the plant of interest. However, a very large
forgetting factor may yield excessive adjustment and switching of the controller depending
120
on the models used and the system's monitored response.
In addition, Figure 6-11 tests the effect of different initializations of the multiple model
maximum likelihood based estimator. The standard choice of a* = a5 is contrasted with
a* = a1, which is the correct choice for mode 1 of the system. The response is identi-
cal with the exception that the first controller switch made from a* = a5 to a* = a1 is
eliminated since the correct choice a* = a1 is already used.
0.3
initialize with
0.2 as
0.1 
-
1-0.1 initialize with2
-0.3
-0.40 5 10 15 20 25 30
time, seconds
Figure 6-11: Effect of initial a* on tracking error for maximum likelihood based multiple
model adaptive controller.
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0.2- slow[~~j observer
0.110 e-iNe
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-0.3-
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time, seconds
Figure 6-12: Effect of observer (identification model) gain on tracking error for maximum
likelihood based multiple model adaptive controller.
Next, Figure 6-12 demonstrates the effect of observer (identification model) dynamics'
speed through reducing the observer gain k in Equation (6.4). The eigenvalues of the
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observer's system matrix A-kcT have been reduced from -88, -11 to about -0.08, -0.01,
which is very slow compared to the plant switching speed. Therefore, the algorithm fails
to adequately identify the correct model within an acceptable time. Another important
parameter to be tuned in the algorithm is the sampling period T. The effect of increasing
the sampling period from the nominal T = 1 seconds to T = 10 seconds is shown in
Figure 6-13. The result is a slower algorithm response, which fails to react soon enough to
the plant transitions.
-0.2
-0.3
0 5 10 15 20 25 30
time, seconds
Figure 6-13: Effect of sampling period T on tracking error for maximum likelihood based
multiple model adaptive controller.
Figure 6-14 tests the effectiveness of the multiple model controller in the presence
of disturbances (process noise). The disturbance d = 100 sin(2irt) is used in Equation
(6.9). The same trend continues with the multiple model controller outperforming the
fixed a* = a5 controller, as in Figure 6-8. The only observed difference is the sinusoidal
contribution to the tracking error due to the disturbance yet reducing the effect of parametric
uncertainty and variation on tracking error is similarly achieved. It is interesting to note that
the actual chosen a* values by the estimator do not match those of the plant, see Figure 6-
15, unlike in the disturbance free case of Figure 6-9. This is observed for the third mode
only but is generally expected since the estimator does not account for disturbances.
Nevertheless, the maximum likelihood based controller performs almost as well as an
exact switching controller, Figure 6-14, which is chosen to switch to the right model at the
mode switching times, i.e., assumes exact plant information. This is seen as the responses
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of the multiple model and exact switching controllers' match except at the first 1-2 seconds
for each mode within which the multiple model controller identifies and switches to the
"best" controller. However, it is expected that a multiple model estimator of this type may
select inappropriate models if process noise is excessively large, relative to the difference
between models, and not accounted for in the estimator as in a Kalman filter, for example.
0.1
0
-0.1
15 20
time, seconds
Figure 6-14: Tracking error for maximum likelihood based multiple model and fixed a*
adaptive controller with sinusoidal disturbance.
0,
0
0-
0 --
0-
0 -
0 5 10 15 20 25 31
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Figure 6-15: Implemented maximum likelihood based multiple model a* for adaptive con-
troller with sinusoidal disturbance.
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6.6 Bayesian Based Multiple Model Algorithm
This section presents an alternative algorithm to update a*, which is based on the Bayesian
approach to learning. In particular, a prior probability Pk = prob(a = ak) is assigned
to each candidate model (can use Pk (0) = 1/K V k for K candidate models unless more
specific information is available) and then these probabilities are updated to form weights
for their corresponding candidate parameters ak, in order to compute a* as a weighted
average:
K
a* = E wkak (6.10)
k=1
This is simply the expected value for a discrete probability problem as this one where the
kth weight Wk is given by:
Wi Pk(i) V k (6.11)
The posterior probability of the k"h model Pk is updated as follows:
e-c lepk(i)l12Pk(
Pk(i + 1) = Vk (6.12)
Where, c > 0 is a tuning factor, reflecting the inverse of the variance and effecting the
speed of convergence of the estimation.
In summary, the Bayesian based multiple model scheme is given by the following pro-
cedure:
1. Given a set of K candidate models obtain the corresponding set of candidate param-
eter vectors {aklk = 1, 2, .. . K} with prior probabilities Pk(O)( use Pk(0) = 1/K
V k unless more specific information is available).
2. Implement an initial controller with a*[0] = E I- wk(0)ak, where wk(0) are com-
puted according to Equations (6.11), respectively.
3. Simultaneously simulate K parallel observers (identification models) with the kth
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observer for the kth candidate model parameterized by a parameter vector ak accord-
ing to Equation (6.4).
4. Obtain the prediction errors {epk = y - yk Ik = 1, 2,.. .K}, where y is the output of
the actual plant and Yk is the output of the kth identification system.
5. Every specified sampling period T construct the posterior probabilities PI(i) and
weights wk (i) according to Equations (6.12) and Equations (6.11), respectively.
6. Every specified sampling period T set a* according to:
K
a*[T(i + 1)1 = Zwk(iak
k=1
and seti = i +1.
6.6.1 Relation to Bayesian Learning
The Bayes rule in probability states that:
P(B|Ak)P(Ak)
P(Ak|B)= (BP( B)
Which means that probability that event Ak occurs given event B is given by the conditional
probability P(B Ak) times the probability of Ak occurring itself divided by the probability
of B occurring. Given a discrete probability problem, this can be re-written as:
P(B|Ak)P(Ak)
P(AkIB) - P(BA)P(Aj)Ei=1 P |i)(A
In terms of the multiple model problem, the posterior probability of model k being correct
given the observed data is given by:
Pk(i + 1) = p(y(i)aY(i-))P(i) Vk (6.13)
k=1 p(y(i)Iak, Y(i - 1)) Pk~)
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where Pk(i) the prior probability of model k, Y(i - 1) = [y(i - 1), y(i - 2), ... , y(O)] is
the past observed data up to step i, and p(y(i) Iak, Y(i - 1)) is the conditional probability
density of the observed data given ak and past observations.
The developed algorithm assumes independent samples yk for models ak and that the
conditional probability density p(y(i)Iak, Y(i - 1)) is gaussian with mean Yk and variance
1/(2c):
p(y(i)|ak, Y(i - 1)) = e-cclepk(1 2 Vk
Substituting this in Equation (6.13) yields the used update expression in Equation (6.12).
6.6.2 Bayesian Based Multiple Model Control Simulations
Consider the following linear 2 "d order plant of relative degree 1:
±1 = 61 x1 +x 2 +b 1u+d
i2 = 02 x1 +b2 u
y = xi+n (6.14)
where u, d, and n are the control signal, disturbance, and measurement noise, respectively.
The control design is based on the backstepping design procedure [33], which is mod-
ified along the lines of the developed methodology, see Chapter 5 for detailed design pro-
cedures. Let us choose the nominal gains C = 10 (feedback gain), adaptation filter gain
L = 10I, where I is the identity matrix, then we have from Theorem 1 that the decay rate
a = 10 rad/sec. This should yield a settling time of at most 0.4 seconds for the closed loop
system. Also the nominal value of the adaptation gain F = I will be used. The nominal
disturbance is set to d = 0 and the system is forced to track a setpoint reference of 2. The
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plant parameter values are given by 01 = -3, bi = 5 and:{ 98 if10<t<20
-2 otherwise{ 4 ift<20
24 otherwise
This yields three operating modes for the system, for which the overall parameter vector
a switches. We are given five candidate models Mi for the multiple model estimation,
which correspond to parameter vectors a2:
5s +4
Mi(s) = => ai
s2+ 3s+ 2
5s+4
M2 (s) = => a2s2 +3s - 98
5s + 24
M3(s) = S2+3s+2 a
10s+500
M 4 (s) = S2+30s±20 => a4
2s + 20
M5 (s) = 203s100=> a
0.5 .
0.3 bayesian a*
0.2
S 0.1
0
-0.1 baean a*,
-0.2
-0.4
00 5 10 15 20 25 30
time, seconds
Figure 6-16: Tracking error for exact and inexact Bayesian based multiple model adaptive
controller.
Note that since each model is an LTI system, we have used transfer functions to rep-
resent them for simplicity. The actual system switches between models 1, 2 and 3 in that
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order, whereas models 4 and 5 are incorrect models for the situation under consideration.
When switching from mode 1 (model 1) to mode 2 (model 2) the poles of the system
change and the system becomes unstable. Whereas, switching from mode 2 to 3 (model 3)
the poles are switched back to mode 1 values but the zero location is changed. In addition,
these switches all cause changes in the DC gain of the plant. In the simulations, the system
is initialized with prior probabilities P(0) = 1/5 for all k, meaning each model is assumed
to have the same probability. The supervisor uses a sampling time of T = 0.01 seconds,
and a tuning factor of c = 10 unless otherwise specified.
20
15-
10-
5
-
-5
0 5 10 15 20 25 30
time, seconds
Figure 6-17: Implemented Bayesian based multiple model a* for adaptive controller.
Figure 6-16 shows the response of the switching system with a multiple model Bayesian
controller for the same situation of Figure 6-8. The tracking error is shown with a Bayesian
controller and a fixed a* controller with a* as the average of vectors a from the five mod-
els, which is the initial choice for the Bayesian learning algorithm with P(0) = 1/5. The
Bayesian multiple model estimator quickly adjusts a*, which significantly improves track-
ing error compared to the fixed a* controller. Nevertheless, the Bayesian multiple model
controller is unable to yield zero tracking for any of the modes unlike the maximum likeli-
hood multiple model controller of Figure 6-8. This can be seen from the corresponding a*,
see Figure 6-17, which does not select the best current model and switch after each mode
change as the maximum likelihood based a* of Figure 6-9 does. The Figure also shows the
response of the controller when the plant is perturbed by changing parameters 62 and b2 to:
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198 if 10 ; t < 20
-2 otherwise
4 ift<20
b2 = { 44 otherwise
As a result the actual models used by the controller do not match any of the actual system
modes. Nevertheless, the Bayesian estimator still improves the tracking error significantly
compared to the fixed model controller.
0.3
0.2 c=1
0.1-
0.
-0.1 c=10
-0.2
0 5 10 15 20 25 30
time, seconds
Figure 6-18: Effect of tuning factor c on tracking error for Bayesian based multiple model
adaptive controller.
Next, Figure 6-18 shows the effect of the choice of tuning factor c in the Bayesian esti-
mator on the multiple model controller's response to plant switching. The control situation
of Figure 6-16 with c = 10 is repeated and contrasted with the same controller using a
tuning factor of c = 1. Clearly, the controller with smaller tuning factor responds slower
to plant switching and thus the tracking error remains large for a longer period of time.
This highlights the importance of the choice of an adequate tuning factor. However, a large
tuning factor yields premature learning and quick convergence to a fixed controller that
may be inadequate. This is the case since c reflects the inverse of the variance for a normal
distribution and thus a large c suggests high confidence in prior data and thus little learning
is needed.
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In addition, Figure 6-19 tests the effect of different initializations of the Bayesian esti-
mator. The standard choice of Pk(0) = 1/5 is contrasted with P1 (0) = P2(0) = P3 (0) =
1/3 and P4(0) = P5 (0) = 0. The latter choice corresponds to zero prior probability for
models 4 and 5, which are incorrect models. This is clearly a better initialization choice for
the algorithm since it ignores the incorrect models. Therefore, the tracking error is reduced
and the learning is quicker with the modified initial conditions for a tuning factor of c = 1.
Note that the use of these different initial conditions for the nominal tuning factor c = 10
yielded very little improvement in tracking.
0.3
modified initial
0.2- conditions
0.1
-0.1 nomInal initial
conditions
-0.2
0 5 10 15 20 25 30
time, seconds
Figure 6-19: Effect of initial a* on tracking error for Bayesian based multiple model adap-
tive controller.
0.3S
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time, seconds
Figure 6-20: Effect of observer (identification model)
based multiple model adaptive controller.
gain on tracking error for Bayesian
Next, Figure 6-20 demonstrates the effect of observer (identification model) dynamics'
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speed through reducing the observer gain k in Equation (6.4). The eigenvalues of the
observer's system matrix A-kcT have been reduced from -88, -11 to about -0.08, -0.01,
which is very slow compared to the plant switching speed. Therefore, the algorithm fails
to adequately identify the correct model within an acceptable time. Another important
parameter to be tuned in the algorithm is the sampling period T. The effect of increasing
the sampling period from the nominal T = 0.01 seconds to T = 1 seconds is shown in
Figure 6-21. The result is a slower and rougher response due to the coarse discrete-time
updates.
time, seconds
Figure 6-21: Effect of sampling period T on tracking error for Bayesian based multiple
model adaptive controller.
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Figure 6-22: Tracking error for Bayesian based multiple model a* adaptive controller with
sinusoidal disturbance.
Figure 6-22 shows the response of the Bayesian controller in the presence of distur-
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bances (process noise). The disturbance d = 100 sin(21rt) is used in Equation (6.14). The
same trend continues with the Bayesian controller outperforming the fixed a* controller, as
in the disturbance free case of Figure 6-16. It is interesting to note that the actual chosen a*
values by the estimator do not change much compared to the disturbance free case, see Fig-
ure 6-23 and Figure 6-17. Recall that Figure 6-15 shows an incorrect choice of models for
the maximum likelihood multiple model algorithm with disturbances. This is an advantage
for the Bayesian estimation algorithm over the multiple model algorithm since it does not
attempt to choose the single best model, which could be poorly estimated in the presence
of large process noise.
l
Fig
sin
6.
0 5 10 15 20 25 30
time, seconds
ure 6-23: Implemented Bayesian based multiple model a* for adaptive controller with
usoidal disturbance.
7 Remarks
" The simple scheduled control results of Section 6.2 eliminates stability concerns with
conventional gain scheduling and LPV techniques [70]. Furthermore, there is no
controller redesign and tuning needed for each operating mode but simply a candidate
vector of plant parameters ak is used as the "controller" for each mode.
" The two approaches used for multiple model control have a different interpretation.
The likelihood method returns the single most likely model (parameter) whereas the
Bayesian method gives a weighted average of models.
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" The Bayesian method is more dependent on a reliable prior probabilities in the sense
that a model given a zero initial weight would never enter in the weighted average.
Whereas, the likelihood method is more sensitive to good data as only one of the
candidate models is chosen at a certain time period.
* Both approaches guarantee a bounded a* since the multiple model algorithm can
only select one of the given constant ak values at a given period of time. Whereas,
the Bayesian algorithm uses a* = E'= wkak where k= Wk = 1 by construction
and thus a* ; maxk ak.
* In terms of implementation, the supervisor for the maximum likelihood based algo-
rithm is just a system that computes the costs for each model and identifies the one of
minimum cost every given period of time. Whereas, the supervisor in the Bayesian
algorithm is a discrete-time nonlinear system with P as states and Wk as outputs.
" The sampling period T is enforced to be large enough to avoid chattering and exces-
sive switching in the maximum likelihood based algorithm. Whereas in the Bayesian
based algorithm, since it's a discrete-time system, it's made as small as possible to
smooth out the implementation.
" Observe that from Sections 6.4.1 and 6.5.1 that the assumed likelihood function
L(ylak, Y) in the maximum likelihood based algorithm and the assumed conditional
probability density p(y(i) |ak, Y(i - 1)) in the Bayesian based algorithm are similarly
Gaussian with mean yA for the kth model. The main differences being the discrete-
time nature of the used Bayesian algorithm and its explicit dependence on the choice
of variance 1/(2c).
" Other versions of the multiple model maximum likelihood based algorithm could be
used where the cost is a weighted sum of the prediction error lepkI| and an integral
as the one used in Equation (6.6), see [48].
" Other Bayesian based variants of the multiple model estimator could be used such as
a Kalman filter based algorithm with the tuning factor c updated with time for each
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model using the covariance in the Klamn filter, see for instance [18]. Alternatively,
if any information is assumed about the transition probabilities from one mode to the
other, then such information could be used to improve the Bayesian based algorithm's
response to plant switching, see for instance [28] for markovian switching systems.
" In case excessive process noise confuses the learning, a dead-zone could be intro-
duced in the update law to avoid unnecessary adjustments to a* if tracking error is
below an acceptable threshold. This is more likely with the maximum likelihood al-
gorithm, which chooses the single most likely identification model, which does not
account for the presence of a disturbance. Alternatively, a Kalman filter could be
used instead of an observer if covariance information about process noise is assumed
available.
" As mentioned in Chapter 5, if the backstepping procedure is used a* E C'", i.e.,
r - 1 times continuously differentiable is required, where r is the relative degree of
the plant. This can be circumvented by using a* as an output of an rh order low
pass filter driven by any bounded piecewise continuous a* produced by any of the
switching algorithms discussed in this chapter.
6.8 Performance of Multiple Model Control Algorithms
In this section, the performance of multiple model control algorithms is discussed. It is a
nontrivial task to predict how successful these algorithms would perform since following
learning theory to see when the estimation of an accurate model will be made is neither
trivial nor conclusive. This is the case since the tracking error may still be improved even
if the best candidate model is not chosen, see for instance Figures 6-14 and 6-15. The
presented algorithms can only theoretically guarantee stability and well defined dynamic
response, via specified decay rate a, and that tracking error is reduced-with decrease in size
of a* - a. The ability of such a learning algorithm to improve the tracking error depends on
quality of used models, the tuning of the multiple model algorithm, and nature of the plant.
As the figures in Sections 6.4.2 and 6.5.2 have demonstrated, observer gain k, sampling
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period T, tuning factor c, and forgetting factor A can significantly impact the system's
behavior if they are poorly chosen. However, clear guidelines to choose these algorithm
parameters in order to optimize performance are available:
" Choose observer (identification model) gain vector k such that the eigenvalues of
the Hurwitz matrix A - kcT have large enough real parts for convergence to be fast
enough relative to plant switching in order to detect it. Note that an excessively large
gain k would amplify measurement noise.
" The sampling period T for a maximum likelihood algorithm has to be fast enough to
allow for sufficiently fast controller switching/adjustment but not too fast to induce
chattering due to excessive controller switching.
" The sampling period T for a Bayesian algorithm has to be fast enough to allow for
sufficiently fast controller switching/adjustment and smoothen the discrete-time im-
plementation, thus is typically much smaller than that of the maximum likelihood
algorithm.
* The forgetting factor A in the maximum likelihood based algorithm has to be large
enough to detect switching but not too fast to overreact to unimportant transients.
* Tuning factor c in the Bayesian based algorithm has to be large enough to react to
plant switching but not too fast to yield premature convergence, which depends on
the size of |epk . This is usually directly coupled to choice of observer gain since the
input-output gain of the observer dynamics changes the size of its output IepkI.
These guidelines require some trial and error tuning to identify the appropriate values for
the plant of interest but are usually not very sensitive to small changes. It is noteworthy
that although the closed loop bandwidth of the control system will affect the performance
of these learning algorithms, it is not included in the parameters to be adjusted. This is
the case since it is a given control specification independent of choice of controller. Fortu-
nately, when plan switching is too fast relative to the closed loop bandwidth, then its effect
is attenuated due to system roll-off as shown in the analysis and simulations of Chapter 3.
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Finally, it is assumed that good and well defined models/modes are available to the algo-
rithm designer. Otherwise it is best to rely solely on optimizing feedback and adaptation
gains as discussed in Section 3.3.2.
6.9 Summary
In this chapter, algorithms for time varying adjustment of the developed adaptive controllers
using additional available data models are developed. Adjusting and updating the chosen
parameter estimate a* is proposed with no effect on system stability due its variation or its
mismatch with the ideal plant parameters a. As a result, stable parameter scheduling and
multiple model control algorithms are obtained. Two types of multiple model algorithms
are presented, which are based on maximum likelihood and Bayesian learning techniques.
Case studies and performance considerations have been discussed.
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Chapter 7
Conclusions and Recommendations
The work presented in this thesis provides a leading effort in the synthesis of controllers
for classes of time-varying switched systems. Switched systems are those governed by dif-
ferential equations, which undergo vector field switching due to sudden changes in model
characteristics. Such systems arise in many applications such as mechanical systems with
contacts, electrical systems with switches, and thermal-fluidic systems with valves and
phase changes.
The developed control methodology guarantees system stability, under typical adaptive
control assumptions, for systems with piecewise differentiable bounded parameters and
piecewise continuous disturbances without requiring a priori knowledge on such parame-
ters or disturbances. A leakage-type adaptive controller is shown to achieve internal expo-
nential and BIBS stability without need for persistence of excitation. The effect of plant
variation and switching is reduced to piecewise continuous and impulsive inputs acting on
this BIBS stable closed loop system. This, in turn, provides a separation between the robust
stability and robust performance control problems. The developed methodology provides
clear guidelines for steady-sate and transient performance optimization. In the presented
simulations, the proposed controller demonstrated superior robustness of stability and per-
formance as well as practical usability relative to non-adaptive and other adaptive methods
such as projection and deadzone adaptive controllers.
The presented adaptive control methodology has been used to develop detailed con-
trol schemes for different classes of nonlinear switched systems. A robust adaptive con-
137
trol scheme has been presented in Chapter 4 for linearly-parameterized switched systems
in MIMO companion form. The results are illustrated through a case study for contact-
based manipulation via a 2-link planar manipulator. Furthermore, robust adaptive control
schemes have been presented in Chapter 5 for linearly-parameterized switched systems in
parametric-strict form and parametric-strict output feedback form. The results are illus-
trated through a case study for AFM based nano-manipulation.
In Chapter 6, algorithms for time varying adjustment of the developed adaptive con-
trollers using additional available data models are developed. Adjusting and updating the
chosen parameter estimate a* is proposed with no effect on system stability due its varia-
tion or its mismatch with the ideal plant parameter vector a. As a result, stable parameter
scheduling and multiple model control algorithms are obtained. Two types of multiple
model algorithms are presented, which are based on maximum likelihood and Bayesian
learning techniques.
The classes of systems for which the developed methodology applies are characterized
by linearly-parameterized dynamics of known structure, exponentially stable zero dynam-
ics, known and constant relative degrees and signs of the control direction, which are typical
adaptive control assumptions. Detailed design procedures have been provided for certain
important classes of systems. Future work should consider developing detailed design pro-
cedures for more classes of systems that fall under this methodology.
In addition, extensions to the work relaxing some of these typical adaptive control as-
sumptions such as exponentially stable zero dynamics and linearly-parameterized dynamics
would be of high value. However, this would require more fundamental work on adaptive
control systems since successful adaptive control results for such systems are limited even
in the constant parameters case. Such results typically involve significant modifications to
typical adaptive control systems and thus would require more stand alone developments
in order to extend them to switched systems, see for instance nonlinearly-parameterized
systems in [31] and weakly non-minimum phase systems in [38]. It would also be of in-
terest to relax other assumptions such as known and constant relative degree and sign of
control direction, though they appear to be rarely violated in practical control applications.
This appears to be possible since the adaptive control literature already contains some re-
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sults relaxing some of these assumptions for some limited classes of systems with constant
parameters though through somewhat different architectures, see for instance [85].
On the other hand, utilizing the ability of the developed control systems to perform
stable gain scheduling and data-based control would be an important area of future devel-
opment. The stability characteristics and nature of the control system's architecture has
allowed for stable gain scheduling and data-based control design by adjusting a parameter
vector in the adaptation law referred to as a*. Future work should take further advantage of
this capability by investigating other variants of maximum likelihood and Bayesian based
learning algorithms, which already exist in the learning and estimation literature. It is ex-
pected that some versions of these algorithms may prove to be more effective than the ones
presented in this thesis for some problems. Furthermore, any other method to adjust the
parameter estimate vector a* should be considered as long as this vector remains bounded
since there would be no concerns with system stability. This is an important problem,
which has been actively researched even for simpler time-invariant plants for which the
stability of the closed loop system has been a limiting factor due to the choice of control
architecture used.
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Appendix A
Proofs
In this appendix, the proofs of the theorems presented in this thesis are provided. First, a
few basic mathematical notations are introduced for convenience.
A.1 Mathematical Background and Notations
Vector x E R", if x is an n-dimensional vector. Whereas, matrix A E R"X', if A is an
n x m matrix.
In this thesis, X(.) and A(.) denote the maximal and minimal eigenvalues of a matrix.
Whereas, 5(.) and q(.) denote the maximal and minimal singular values of a matrix. 11.11
the euclidian norm of a vector and the spectral norm (maximum singular value) of matrix.
Also diag( .... ) denotes a block diagonal matrix.
Let I denote the identity matrix and superscript T denote transpose. A matrix A is
called symmetric if A = AT and positive definite if xTAx > 0 V x = 0, which is denoted
by A > 0. A matrix A is Hurwitz if and only if the real part of each eigenvalue is negative.
A matrix A is called diagonal if and only if its off diagonal elements are all zero.
A.2 Proof of Theorem 1
The major part of the proof follows standard exponential stability and BIBS stability argu-
ments [30], but is slightly modified to yield less conservative bounds by taking advantage
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of the quadratic nature of the Lyapunov function.
Proof
Without loss of generality we assume that P-C > 0, which is true since we have C > 0
and we can upper (or lower) bound it in Equation (3.5) by a positively scaled identity
matrix, in which case the product of this matrix with P-1 > 0 is positive definite. Let
e [ec,' &]T and zc = Sxc, where S = diag(P1/2 , P- 1/2 ) a symmetric positive definite
matrix. Using the Lyapunov function V(ec, d) = eTPec + 5T'-15 and the result from
Equation (3.5), we have for the system given by Equation (3.7):
9(xc) = -2xTSQSxc + 2xTS 2 T)
= -2zTQzc + 2zjv
where Q = diag(P-1/2CP-1/ 2, P- 1/2 LF1/ 2 ), T) = [d, L(a* - a) - ]T and v =Si. But
we have V = ||zc1| 2, which means:
2 d|z|2 = 
-zTQze + zTv < -aIIzc|2 + I|zcI|||vII
where a = A(Q) = A(diag(P-C, L)) by similarity. Hence
||zc|| ( ||1zc + a||zc|| - ||v| 0
When IIzcI I 0 we have:
dI~I 1C1 : IIcj ±a1z1 +viidT
Integrating and re-arranging we then have:
||zct)|| i|zc(tO)|e -(0-tth) + a e' ~|v(r)| dr o
Note that if ||zc|| = 0 then the above bound would still be valid. By definition of ||zcj| =-
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IS xII we can get that:
||xc(t)| b1 ||xc(to)||e-*(tO) +b2  e |(t) Iv(T) dr
with bi = |S|3 |||-1| and b2 = ||S-I1|. Internal exponential stability is shown by letting
v = 0 above. BIBS stability is shown by denoting vo = suptto ||v(t)| < oo, then from the
last expression we have:
||xc(t)|| b1||xc(to)||e-*(t-tO) + Voa
Now to get the tighter bound in part (ii) square both sides in the expression for ||zil and
using the expansion ||zc 2 I Z P12ec|| 2 + ||-1/21| 2 we have:
||Pi/2ec11 2  |zc(to)||e-(t-to) + f ea(-t)IIv(r)II dr
Using the fact that IPi/2ec|| > Iecli/IlP-1/2|| we have:
Iec|| cilixc(to)|e-"(-tO) + c2  e*('t)||v(r)| dr
which is the required expression in part (ii) with c1 = IISIIIIP-1/211 and c2 = |P-1/211.
The states are bounded by BIBS stability for piecewise continuous bounded inputs, which
leaves us with verifying boundedness when i contains infinitely many dirac-delta functions
due to discontinuities in a. The closed loop system is given by:
ic = f(xc, t)
where the vector field f(xc, t) = [fe(e, d, t) + d, fa(ec, &, t) - L(& - a*) - &]T. The
solution of the system satisfies:
xc = xc(to)+ f(xc(-r),)dr
= xcc + Jo[0, -(r)]T d-r
Jt
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where xe is the solution of the same dynamic system with bounded input [d, L(a* - a)]T
(i.e. without input d), which is bounded by part (i). Therefore, by boundedness of parame-
ter vector a, then state xc is bounded.
A.3 Proof of Theorem 2
Proof
The problem is equivalent to that of Theorem 1 with the exception that the adaptation gain
matrix F-' = diag(F--1, -y;|b|, F-d1) depends on the time varying scalar b(t). The proof
of Theorem 1 is extended to deal with this technicality next. Without loss of generality we
assume that P-'C > 0, which is true since we have C > 0 and we can upper (or lower)
bound it in Equation (3.5) by a positively scaled identity matrix, in which case the product
of this matrix with P-1 > 0 is positive definite. Let xc = [ec, 5]T and ze = S xe, where S =
diag(Pi/2 , P-1/ 2 ) a symmetric positive definite matrix with F-1 = diag('-', ,-- Ibi, F 1).
Using the Lyapunov function V(ec, 5, r) = e TPec + &Tp-ld and the result from Equation
(3.5), we have for the system given by Equation (3.7):
9(x) 5 -2xTSQ(t)Sxc + 2xS 2 V
< -2zTQ(t )zc + 2ziv
where matrix Q(t) = diag(P-/2 CP-/2 , ,1 2 Lor 2 , , - 1,/2 d lnb(r)I -12 Ldr"2)
; = [d, L(a* - a) -- ]T and v = S3. But we have V = ||z1|2 :
1 d 2 r|z|2 < -z TQ(t )zc + zij
< -d||zc1|2 + I|zcjII|vI
where 5 = A(Q) = A(diag(P-1C, L0, ,P-1/2d Ib(iT)i, Ld)) by similarity. Since (P-C) >
0 and A(LO), A(Ld) > 0 we assume without loss of generality that a = 1, - 1/2In b()Pd-r
since this is the worst case scenario as all other eigenvalues of Q are positive and constant.
Else the proof would follow that of Theorem 1. Hence, d(r) = a -- n Ib(r)|, where
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a = l > 0.
|zc|| ||zc||+ M|zc - |v|| 0
Therefore if IIzcII 1 0 we have:
d
~ze|| -6||zc||+||vii
Note that if ||zc|= 0 the above bound would still be valid. Using the integration factor
efJ a(r)dr we then have:
f' + (11|zc(r)liefod(r)d) dr
Consider the integration factor used above the integral
Iod(T)dT = ar -
Note that the integral in the right hand side of the expression above exists since b has a
constant sign and its piecewise differentiable. Note that due to the boundedness of Ib(t) I Vt
the integral in the right hand side of the expression above is necessarily bounded since it
equals ln(|b(r) I/ Ib(0) 1). Integrating the expression:
f | (11zcr||efJ T)d r T < ] efja(rr||v(r|)| dr
b(t) ||zc(tO)| Ie~40~* t3|b(t)|
Ib(t) I ' (t) 11 ' (t) d
it ', T lb ()lI
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< i efj(7)dr Iv(T)I11 dr
1 j T d
we get
lzc(t)||
Therefore, the boundedness of b(t) implies that 3 constants bma, and bmin, which are max-
imum and minimum values of the bounded parameter b, respectively. This yields:
bmax z )|-I(t-to)
+ |bmaxJ( e"(-)||v(|r)||dr
Therefore, we are left with an expression analogous to that of Theorem 1 and the stabil-
ity result follows with the only difference is the bounds' dependence on constants bmax and
bmin. In particular, we have ci = /bmaxl/|b(to)|||SI|||P- 12 || andc 2 = vbmaxI/Ibmin|IP 1/ 2
A.4 Proof of Theorem 3
Proof
The result follows by direct application of Theorem 2 using the Lyapunov function:
-
2
V(ec, F) = sTMs + T-15 + |b(t)|I + dTr$
= e TPee + jr-5
with P = M, C = K and c = max, l/Al-'. Note that the additional term sTks in
# cancels with that in i and the term STGs = 0 by skew symmetry of G. Note that
P = M(x, t) yet the boundedness of M, from design assumptions, eliminates any concern
with the state dependence of M.
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A.5 Proof of Theorem 4
Proof
The result follows by direct application of Theorem 1 using the Lyapunov function:
V(ec,5) = sTMS + TF- + dL' d
= e TMec + iiT-la
with P = M, C = K and e = maxj 1/Art-i. Note that the additional term sTMs in 9
cancels with that in A and the term sTGs = 0 by skew symmetry of G and that boundedness
of M, from design assumptions, eliminates any other concern from that fact that M(x, t).
This differs from the result of Theorem 2 by the fact that P does not depend on a parameter
b, as r-1 = diag(ro-1, rd1) and L = diag(L0 , Ld), thus Theorem 1 is used directly. O
A.6 Proof of Theorem 5
Proof
The result follows by direct application of Theorem 2 using the Lyapunov function:
V(ec,i) = zTz+NFro5 +\b,(t) I+d^Tdi'|d
= ec ec +5'-a
with P = I, C = diag(c) and e = 1 by definition of zi = y - y,..
A.7 Proof of Theorem 6
Proof
The result of part (i) follows by direct application of Theorem 2 using the Lyapunov func-
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tion:
r p2
V(ec,d) = zTz+2 e TPOe+56T-le+ bm()
+dr li
= e TPec+&TF-&
where, P = diag(I, 2 E_ 1 f), C = diag(C, D), C0 = diag(ci,..., c,), and the matrix
D = diag(d0 , 3/4do, d, ... , d), where d, = 1 r . The constant c = 1 by definition of
zi = Y - Yr.
For part (ii) the boundedness of xc follows from part (i). The boundedness of other
signals x, A and ( is proven next, which differs slightly from that usually done in [33]
due to the modified definition of e. From boundedness of ec = [z, e]T and reference y,,
this proves boundedness of y since z1 = y - yr, which shows boundedness of C and E by
stability of the filter dynamics and smoothness of # and <D. By the boundedness of y and
uniform exponential stability of the zero dynamics, then u is bounded, see [33] for more
analogous details. Therefore, vi are also bounded by filter construction and thus A and A
are bounded. By boundedness of y, u then from Equation (5.3), we have that t - Ax is
bounded. Therefore, expanding Equation (5.5) we get:
. - Ax + kcTe - - = -A ( + jI )O(r)dr
From above the right hand side of this equation is bounded since i - Ax, E, e, , and 0 are
all bounded. Therefore, by boundedness of E and the right hand side of the equation above
as well as the definition of e, then x is also bounded.
0
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