In the problem of coded caching for media delivery, two separate coding opportunities have been identified. The first opportunity is a multi-user advantage and crucially hinges on a public broadcast link in the delivery phase. This has been explored in a plethora of works. The second opportunity has received far less attention and concerns similarities between files in the database. Here, the paradigm is to cache "the similarity" between the files. Upon the request, the encoder refines this by providing the specific details for the requested files. Extending Gray and Wyner's work (1974), it follows that the right measure of file similarity is Wyner's Common Information and its generalizations. The present paper surveys and extends the role of Wyner's Common Information in caching. As a novel result, explicit solutions are found for the Gaussian case under mean-squared error, both for the caching problem as well as for the network considered by Gray and Wyner. Our solution leverages and extends the recent technique of factorization of convex envelopes.
I. INTRODUCTION
The Gray-Wyner network [1] is composed of one sender and two receivers. In a nutshell, the sender compresses two underlying correlated sources X and Y (with fixed p(x, y)) into three descriptions. The central description, of rate R c , is provided to both receivers. Additionally, each receiver also has access to a tailored private description. Let us denote the rates of the private descriptions by R u,x and R u,y , respectively. The main result of [1] , Theorem 4, is that the set of trade-offs amongst these rates is given by the closure of the union of the regions
where the union is over all probability distributions p(w, x, y) with marginals p(x, y). An alternative interpretation of this setting is in terms of multimedia contents caching, illustrated in Figure 1 : There are files X and Y to choose from, but before the user chooses, the encoder provides a partial description, supposedly during a time when communication cost is much smaller. This partial description is called the cache contents and is of rate R c . Then, the user selects one of the two files and the encoder provides the rest of the description. That is, the two receivers of the Gray-Wyner network now represent the two possible user requests, and the common description of the Gray-Wyner network is precisely the cache contents. When the user selects uniformly at random, using Eqn. (1) , the resulting optimization problem can thus be written as min I(X, Y ; W ) s.t. 1 2
(X n , Y n ) Encoder nR c bits nR u bits DecoderX n orŶ n Fig. 1 . A caching scenario with two correlated files, X n and Y n . The encoder produces two descriptions, one before knowing which file is requested, of rate Rc, and one after finding out which file is requested, of average rate Ru, where the average is taken over the file choice.
where the minimum is over all probability distributions p(w, x, y) with marginals p(x, y). That is, we minimize the cache rate R c subject to a constraint on the expected delivery rate 1 2 R u,x + 1 2 R u,y . Connecting back to [1] , we point out that this optimization problem is closely related to the quantity T (α) in Remark (3) of Theorem 4.
Alternatively (and equivalently), one can minimize the expected delivery rate subject to a constraint on the cache rate, which can be rewritten as
Since H(X, Y ) is fixed throughout, the essence of this optimization problem can thus be reduced to
We note that for γ = 0, this is precisely Wyner's Common Information [2] . For the case of discrete memoryless sources, a full account of this perspective on caching was developed in [3] , [4] . An alternative connection between caching and the Gray-Wyner network, from a worst-case request perspective, is developed in [5] .
II. RELAXED WYNER'S COMMON INFORMATION A. Lossless Case
The first key definition of the present paper is as follows.
Definition 1 (Relaxed Wyner's Common Information). For a fixed probability distribution p(x, y), we define
such that I(X; Y |W ) ≤ γ, where the minimum is over all probability distributions p(w, x, y) with marginals p(x, y).
We note that C γ (X, Y ) represents a relaxation of Wyner's common information in the sense that for the special case γ = 0, it recovers the latter. The quantity C γ (X, Y ) should be expected to be of interest in its own right, but as we have detailed in the Introduction, it is directly related to the natural data compression question resulting in the optimization problem stated in Equation (2) and illustrated in Figure 1 .
The optimization problem of Definition 1 does not easily admit explicit solutions. From [3, Thm.1], it follows that when X and Y are discrete memoryless sources, the cardinality of W need not be larger than the product of the cardinalities of X and Y plus 1. But even in the case of the binary symmetric source, the problem does not appear to admit a full and explicit solution for γ > 0 (see Example 1 in [3, p.6398]). By contrast, as we show here, for the case where X and Y are jointly Gaussian, an explicit solution can be given.
B. Lossy Case
As in the original work of Gray and Wyner [1] (Theorem 8), one may instead ask for lossy reconstructions of the original sources X and Y with respect to fidelity criteria. The optimization problem stated in Equation (2) can be directly extended to this scenario. This motivates the following definition:
Definition 2 (Relaxed lossy Wyner's Common Information). For a fixed probability distribution p(x, y), we define
such that I(X;X|W ) + I(Y ;Ŷ |W ) ≤ β, where the minimum is over all probability distributions p(x,ŷ, w, x, y) with marginals p(x, y) and satisfying
where d x (·, ·) and d y (·, ·) are arbitrary single-letter distortion measures (as in, e.g., [1, Eqn. (30) ff.]).
It does not appear possible to obtain a similarly canonical form of this optimization problem as was obtained for Definition 1. We note that a different (non-relaxed) notion of lossy Wyner's common information was defined in [6] , imposing additional Markov chain constraints.
The operational significance of this definition for the caching problem described in the Introduction and illustrated in Figure 1 is to capture the minimum cache rate necessary to attain distortions D x and D y , respectively, when the average delivery rate is β.
III. GAUSSIAN SOURCES
When the underlying distribution of X and Y is jointly Gaussian, it can be shown that both the (lossless) relaxed Wyner's common information as well as the lossy relaxed Wyner's common information (under mean-squared error) are attained by W that is jointly Gaussian with X and Y. This represents the main technical contribution of the present paper.
A. Relaxed Wyner's Common Information
In general, it does not appear feasible to obtain a closedform explicit formula for the relaxed Wyner's common information. The case of jointly Gaussian sources presents a notable exception (though it does not have an immediate operational significance in the Gaussian (lossy) caching problem).
Theorem 1 (Gaussian Relaxed Wyner's Common Information). Let X and Y be jointly Gaussian with correlation coefficient ρ. Then,
A proof outline is provided in Appendix A. The key part of the proof is to show that when X and Y are jointly Gaussian, the optimizing auxiliary W in Definition 1 is also Gaussian. For the special case of γ = 0, the result was established previously via a substantially different proof [7] , [8] .
B. Relaxed Lossy Wyner's Common Information
For Gaussian sources, the relaxed lossy Wyner's Common Information has a direct application both to the Gray-Wyner network as well as to the problem of caching. In the latter, it characterizes the minimum cache rate needed when the (average) delivery rate is β and the target distortion is D.
Theorem 2 (Gaussian Relaxed Lossy Wyner's Common Information). Let X and Y be jointly Gaussian with mean zero, equal variance σ 2 , and with correlation coefficient ρ.
Let d x (·, ·) and d y (·, ·) be the mean-squared error distortion measure. Let D x = D y = D. Then,
The proof proceeds along the same arguments as in Appendix A. We note that assuming the optimizing W in Definition 2 to be jointly Gaussian with the sources, the formula given in Theorem 2 was found in [9, Theorem 4.3, p.42].
IV. GAUSSIAN VECTOR SOURCES

A. Relaxed Wyner's Common Information
Let us now turn to the special case where X and Y are jointly Gaussian random vectors. Most importantly, for this case, it can again be shown that the optimal auxiliary W in Definition 1 is jointly Gaussian with the sources (note that W is not generally scalar), using proof steps very similar to those presented in Appendix A. In the present paper, we provide the explicit result only for the case of two-dimensional vectors, although the following theorem directly extends to arbitrary dimensions.
Theorem 3. Let X and Y be jointly Gaussian random vectors with mean zero and covariance matrix K (X,Y ) . Then,
where ρ i (for i = 1, 2) are the singular values of K −1/2 X
The remaining optimization problem over γ 1 and γ 2 can be solved explicitly, as shown in the following corollary: Corollary 4. Assuming without loss of generality that ρ 1 > ρ 2 , we have
where
V. EXTENSION TO MORE THAN TWO SOURCES
The Gray-Wyner network can be extended to more than two sources in several ways. For the context of caching, perhaps the most natural extension is as described in [3, Sec.III.C]: With respect to Figure 2 in [1] , there are now N sources and there are N receivers. There is a common channel to all receivers, and there are private channels separately to each receiver. For the caching problem illustrated in Figure 1 , this models a scenario where the user selects between N possible files rather than just two files, as in the figure. This perspective gives rise to the following extended definition.
Definition 3 (Relaxed Wyner's Common Information for multiple variables). For a fixed probability distribution p(x 1 , x 2 , . . . , x N ), we define C γ (X 1 , X 2 , . . . , X N ) = min I(X 1 , X 2 , . . . , X N ; W ) (12)
where the minimum is over all probability distributions p(w, x 1 , x 2 , . . . , x N ) with marginals p(x 1 , x 2 , . . . , x N ).
Using arguments similar to the ones outlined here, one can again show that for jointly Gaussian random variables X 1 , X 2 , . . . , X N , the optimizing W is jointly Gaussian.
APPENDIX
A. Proof Outline for Theorem 1
The proof of the converse for the Theorem involves two main steps. In this section, we prove that one optimal distribution is jointly Gaussian via a variant of the factorization of convex envelope. Then, we tackle the resulting (non-convex) optimization problem with Lagrange duality for the scalar and vector case respectively. We form the Lagrangian for our optimization problem as s λ (W |T ) := I(XY ; W |T ) + λI(X; Y |W, T ) − λγ, (13) and the two-letter version of the Lagrangian as
Furthermore, we denote the lower convex envelope of s λ (W ), (where s λ (W ) is defined by dropping the random variable T in (13)) by
The dual function of our problem is
Alternatively, we have
Note that S λ (W ) is a convex function of p(w, x, y) as S λ (W ) is the lower convex envelope of s λ (W ). Thus, S λ (W ) is a convex function of p(w|x, y) since p(x, y) is fixed and p(w|x, y) is proportional to p(w, x, y).
In addition, we define
Lemma 5. For any λ > 0 we have
with equality if and only if
Proof. Conditioned on a fixed T = t, we have
where (a) follows from splitting the information terms and (b) follows from the non-negativity of the underlined terms. Thus, we have t p(
Proposition 6. There is a pair of random variables (T * , W * )|((X, Y ) = (x, y)) with |T * | ≤ 3 such that
Proof. The proof comes along with Lemma 7 and Theorem 8.
Hereafter we assume that the sequence {W n } |(X, Y ) = (x, y) has finite variance.
Lemma 7. If {W n } |(X, Y ) = (x, y) has finite variance, then the sequence is tight and there exists a subsequence {W ni } |(X, Y ) = (x, y) and a limiting probability distribution
This lemma follows from [10, Proposition 17] and [10, Theorem 4] . To prove that the minimizer exists, it is enough to show that s λ (W ) is lower semi-continuous. The critical terms in s λ (W ) are I(XY ; W ) and I(X; Y |W ). We will show by utilizing the following Theorem.
Note that I(XY ; W ) = D(p XY W ||q XY q W ), therefore
The inequality holds since (X n , Y n , W n ) w ⇒ (X, Y, W ) subject to the Markov chain X n → W n → Y n . Then, we conclude that s λ (W ) ≤ lim inf n→∞ s λ (W n ).
Lemma 9. Let p * (t, w|x, y) attain V λ (γ) where p(x, y) ∼ N (0, K (X,Y ) ), and let (T , W , X, Y ) ∼ p * (t 1 , w 1 , x 1 , y 1 )p * (t 2 , w 2 , x 2 , y 2 ). Let (W, X, Y ) t denote the conditional distribution p * (w, x, y|t) and define
Then:
3) The joint distribution (T, W θ1 , W θ2 , X θ1 , X θ2 , Y θ1 , Y θ2 ) must satisfy
Proof. We have
Here (c) holds for the distribution p * (t, w|x, y)p(x, y) that attains V λ ; (d) holds since (T 1 , W 1 , X 1 , Y 1 ) and (T 2 , W 2 , X 2 , Y 2 ) are independent by assumption; (e) follows by variable transformation since mutual information is preserved under bijective transformation; (f ) follows by Lemma 5; (g) follows from
where (j) holds because S λ (W θ1 |W θ2 = w θ2 ) is the lower convex envelope of s λ (W θ1 |W θ2 = w θ2 ) and (k) is the definition of S λ (.|.); (h) holds since S λ (W θ1 ) is convex in p(w θ1 |x, y) and by Jensen's inequality S λ (W θ1 |W θ2 ) ≥ S λ (W θ1 ); (i) follows from definition of V λ (γ).
Our approach only shows that Gaussian is a maximizer but not necessarily the unique maximizer. For simplicity let Z = (X, Y, W ).
We take Z t1 , Z t2 , . . . , Z tn to be independent random variables here.
Proof. The proof follows by induction using Lemma 9.
Lemma 11. For λ > 0, there is a single Gaussian distribution (i.e. no mixture is required) that achieves V λ (γ).
Proof. The proof is the same as in [10, Appendix IV]. 
1) Lower Bound: By using remark 1 it suffices to consider an arbitrary covariance matrix for the triple (X, Y, W ), which is of the form
Thus, we have
where (l) comes from weak duality; (m) comes from Appendix A, which shows that one optimal distribution is Gaussian; (n) comes from simplifying the previous step; (o) comes from the bound ρ 2 1 + ρ 2 2 ≥ 2ρ 1 ρ 2 and equality is reached if and only if ρ 1 = ρ 2 ; (d) comes from plugging η = ρ 1 ρ 2 . We assume w.l.o.g that η ≥ 0, meaning ρ 1 and ρ 2 have the same sign. Otherwise, for η < 0 we use the bound ρ 2 1 +ρ 2 2 ≥ −2ρ 1 ρ 2 where ρ 1 and ρ 2 have different sign and (p) reduces to the same expression independent of the sign of η; (q) we find the optimal λ and η by finding the global maxima and minima respectively. The optimal λ and η are η = λρ − 1 λ − 1 , λ = e 2γ e 2γ − 1 .
Combining the optimal λ and η we get
Since η ≥ 0, then ρ ≥ √ 1 − e −2γ . If ρ < √ 1 − e −2γ , then generalized Wyner's common information becomes zero.
2) Upper Bound: Let us assume (without loss of generality) that X and Y have unit variance and are non-negatively correlated with correlation coefficient ρ ≥ 0. Since they are jointly Gaussian, we can express them as
where W, N X , N Y are jointly Gaussian, and where W ∼ N (0, 1) is independent of (N X , N Y ). Letting the covariance of the vector (N X , N Y ) be
for some 0 ≤ α ≤ ρ, we find that we need to choose β = ρ−α 1−α . Specifically, let us select α = √ 1 − e −2γ , for some 0 ≤ γ ≤ 
