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ABSTRACT
In this thesis, a formal approach for inferring the functional forms of information that
might be missing in Wilcox’s k − ω model for turbulent channel flow has been presented.
Different terms of k−ω transport equations have been modified by including a spatial parameter.
The resulting inverse problem has been efficiently solved using continuous adjoint method
to accurately predict mean velocity. In many cases, a simplifying assumption of a “frozen”
eddy viscosity in the turbulence model has been made to arrive at the final set of adjoint
equations. Good agreement between inferred solution and corresponding DNS data has been
demonstrated, first, for plane channel flow and later, for channel flow with spanwise rotation
where re-laminarization of fluid takes place. Finally, some parameters have been explored that
seem to scale the corrections.
1CHAPTER 1. INTRODUCTION
1.1 Background
1.1.1 The turbulence problem
Turbulent flows are complex, multiscale phenomenon of utmost practical importance [12].
The Navier-Stokes (NS) equations [1.1] govern the physics of all viscous, incompressible fluid
flows, whether laminar or turbulent. Theoretically, NS equations are quite deterministic; this
means that if proper initial and boundary conditions are specified, equation 1.1 can be used to
determine the evolution of dependent variables completely. However, the non-linearity (advec-
tion term) of equation 1.1 makes it highly sensitive; such that many realizations are possible
for infinitesimal difference in flow conditions [7]. Turbulent flows, unlike laminar flows, have
the additional complexity that they are multi-scale phenomenon. This means that motions in
turbulent flows happens across a bandwidth of scales from large scales determined by the ge-
ometry to small scales determined by molecular viscosity [11]. Generally, theoretical solutions
of NS equations for turbulent flows don’t exist; so, it’s imperative to study them numerically.
∂ui
∂xi
= 0
∂ui
∂t
+ uj
∂ui
∂xj
= −1
ρ
∂p
∂xi
+ ν
∂2ui
∂xj2
(1.1)
The growth in computing power has made high-fidelity numerical simulations of various tur-
bulent flow configurations possible. Direct Numerical Simulation (DNS) and Large Eddy Sim-
ulation (LES) have been able to solve problems with greater accuracy and speed. However,
due to their speed and memory requirements, the implementation of DNS & LES has been
limited to simple flow configurations and low Reynolds numbers only. To resolve all the scales
in turbulent motion, equations 1.1 must be discretized with very large number of computational
2points, which increases with increasing Reynolds number. Solving full Navier-Stokes equations
numerically, for practical turbulent flows for realistic Reynolds numbers, remains infeasible in
near future [28].
1.1.2 Statistical approach towards turbulence
One way to circumvent the problem of solving the full NS equations is by studying turbulent
flows statistically. Most practical applications require information, like skin friction or pressure
coefficient, that depend on statistics of the flow; hence, studying turbulent flows statistically
makes sense. One way of doing this is by using Reynolds decomposition, wherein a random
field φ is decomposed into its mean
(
φ¯
)
and fluctuating component(φ′) as:
φ = φ¯+ φ′ (1.2)
Substituting such decomposition for velocity and pressure fields in 1.1 and averaging over time
yields the famous Reynold’s Averaged Navier-Stokes (RANS) equations [1.3]. RANS equations
are similar to NS equations except for the last term having u′iu
′
j , called Reynold stresses, which
is a direct consequence of having non-linearity in the system.
∂u¯i
∂xi
= 0
∂u¯i
∂t
+ u¯j
∂u¯i
∂xj
= −1
ρ
∂p¯
∂xi
+ ν
∂2u¯i
∂xj2
− ∂
∂xj
(
u′iu
′
j
) (1.3)
Solving equation 1.3 requires the determination of Reynold stresses wherein lies the problem
of studying turbulence statistically.
1.1.3 The closure problem of turbulence
Taking a statistical approach towards turbulence shifts the strategy from solving a perfectly
deterministic problem (NS) to solving a problem which is not deterministic (RANS) any more
[7]. The RANS equations are unclosed set of equations; in the sense that there are more
variables than equations. Specifically, there are 4 equations (1 continuity & 3 momentum) in
10 unknowns (1 pressure, 3 velocity components & 6 components of stress tensor, u′iu
′
j ), for
3a 3-D case. Any efforts to close the system by obtaining an equation for u′iu
′
j from 1.1 results
in an equation with u′iu
′
ju
′
k and so on
[7]. In order to make this system deterministic again,
“additional” information is required form the outside.
1.1.4 Turbulence modeling
Turbulence Modeling deals with predicting, both qualitatively and quantitatively, the effects
of turbulence on mean flow and vice versa by using a model to evaluate Reynolds stresses. The
usefulness of turbulence modeling is that it provides the “additional” information required to
close 1.3 at a very low computational cost when compared to LES or DNS.
One of the consequences of presence of turbulence is an enhanced rate of momentum transfer
in the fluid flow. Most RANS turbulence models used today are based on an assumption, called
Boussinesq assumption, that the momentum transfer due to turbulent motion can be modelled
using an extra viscosity, called eddy viscosity, acting on the laminar fluid flow [6]. This is
analogous to the idea that the momentum transfer due to molecular motion of the fluid can
be modelled using the molecular viscosity of the fluid. The eddy viscosity can be obtained
by solving either an algebraic equation, for example in mixing length models, or by solving
some additional transport equations (represented in equation 1.4 for a quantity x ) as in scalar
eddy-viscosity models.
Dx
Dt
= Px −Dx +Dix
where,
Px → Production of x
Dx → Destruction of x
Dix → Diffusion of x
(1.4)
Scalar eddy viscosity turbulence models, particularly the k- & k-ω variations[38], are immensely
popular for most industrial applications. In this work Wilcox’s k-ω model has been used for
all the calculations.
In other more complex turbulence models, such as the Reynolds stress and the PDF mod-
4els, eddy viscosity assumption has been discarded completely and the Reynolds stresses are
evaluated directly [30].
1.1.5 Inverse modeling
Inverse modeling or inverse design involves finding of the question that yields a particular
solution rather than the other way around [22]. It necessitates minimization of a function
(called objective or cost function) subjected to a set of constraints. One of the major tasks
in inversion is the calculation of gradient of the objective function with respect to design
variables. Calculating gradient directly becomes expensive if dimension of the design variable
is large. Usefulness of Adjoint method is in that it makes gradient calculation computationally
cheap; equivalent to solving one more flow equation[16]. There are two major classifications
of adjoint methods, discrete and the continuous, with various studies dedicated to device a
hybrid approach as well [36, 35]. While the former strategy obtains the discrete form of adjoint
equations directly from flow equations, in the latter, first a continuous set of adjoint equations
are obtained which are discretized later. This study follows the work of Parish and Duraisamy
[26] to lay the basic framework of inversion using the continuous adjoint approach.
1.2 Motivation
RANS turbulence models typically produce good results for simple flow configurations. But,
as the flow becomes complex, which is the case with most flows of any practical importance
whatsoever, their limitations become apparent. For example, modeling flows experiencing
separation, adverse pressure gradients or streamline curvature/rotation is especially difficult
with scalar eddy viscosity turbulence models[31],[39].
Flows with streamline curvature/rotation have great practical relevance, for example, in
turbo machinery. Turbulence can get suppressed or enhanced by the presence of centrifugal
force, which comes into play due to curvature/rotation effects. Rotation doesn’t directly affect
the kinetic energy of the mean flow, instead it creates anisotropy which alters the production
of turbulent energy, which, in turn, affects the mean flow [10]. Since the effect of rotation is
direction dependent, eddy viscosity turbulence models, by design, are insensitive to system
5rotation/curvature. It is highly likely, however, that RANS modeling will remain the primary
tool for simulating turbulent flows, even the complex ones, in the coming decade [28]. Therefore,
a lot can be gained by improving the predicting capabilities of these models for flows with
curvature/rotation.
The failure of eddy viscosity models, sometimes, is attributed to the simplicity of classical
turbulence modeling approach [37]. The framework of these models are build on the knowledge
of flow physics. They also contain a set of tunable coefficients which are calibrated using a
small number of simple test cases. When such basic models are applied to complex flows,
the coefficients have to be recalibrated. However, even after recalibration, the models are
not universal and their accuracy is diminished if the flow conditions are altered. One of the
criticisms of this approach is that while it is data driven to an extent, in the sense that the
coefficients are sometimes adjusted based on experimental and numerical findings, it doesn’t
include a formal strategy to inform model development process [9].
1.3 Literature Review
A great amount of research effort has gone into sensitizing the k-ω turbulence model and its
variants for curvature/rotation effects. Methods to sensitize the scalar eddy viscosity models
can be categorized either into a Modified Coefficients approach or a Bifurcation approach. A
detailed machinery used in the two mentioned approaches can be found in [10]. Since this
study follows a methodology analogous to modified coefficients approach, a brief review has
been provided in the following paragraphs.
In Modified coefficients approach, the model coefficients are tuned such that the production
of turbulent kinetic energy is either suppressed or enhanced [2]. Spalart and Shur (1997)[34]
modified the production term of eddy viscosity transport equation, by giving it parametric
dependence on the inner product between vorticity and rotation vectors, to sensitize it for
system rotation. Hellsten [18] provided some modifications to the Menter’s k-ω SST model
by introducing an additional, rotation sensitive, parameter in destruction term of ω-equation.
Results were found to be encouraging, but were limited to very small rotation numbers (Ro <
0.1) only. Smirnov and Menter [33] extended the Spalart-Shur correction into k-ω SST model
6by correcting the production terms of both, k & ω equations. More recently, Arolla and Durbin
[3] proposed a modification to the production term of ω-equation.
Application of inverse design in CFD is not new. Most of the initial efforts in this direction
were primarily in the context of aerodynamic shape design. Pironneau [29] first applied the
ideas of optimal control theory to fluid dynamics problems. Jameson (1988) posed the problem
of finding the “optimal” shape of an aerodynamic body, subject to a set of constraints, as an
inverse problem. In 1980s and 90s, Jameson used adjoints to handle Euler equations[19] and
Navier-Stokes equations[21]. The application of inverse design was further extended to RANS
equations by Zymaris et al. [41] & Dow and Wang [8].
Most of the previous work in utilizing inverse design in turbulence modeling has been
focused mainly towards quantifying uncertainties in model coefficients [5, 25, 8]. In an effort
to extend this work to reconstruct functional fields, Duraisamy et al. have laid out a formal
strategy to use high-fidelity data to inform closure modeling. This strategy basically consists
of three steps. First, the problem is set up as an inverse problem to extract the funcional form
of deficiencies. Many sample test cases have been dealt with in references [26, 9]. This step
on its own, they argue, can provide valuable modeling insight. In the second step, machine
learning strategies is used to reconstruct the missing functional information [37], and the last
step consists of injecting the corrections in the turbulence models for improved predictions
[40, 27, 32].
In lieu of the above discussions, the particular focus of this work is to set up the turbulent
channel flow problem for inversion to extract the missing information. This closely follows
step 1 of the strategy outlined by Duraisamy et al.. Continuous adjoint approach, instead
of the discrete aproach used by Parish and Duraisamy [26], has been used to calculate the
gradients. Inversion has first been performed for non-rotating channel flow using the DNS
data of Moser et al. [24]. Then the approach has been extended to rotating channel flow
cases of Kristoffersen and Andersson [23] & Grundestam et al. [17] based on Rotation number,
Rob. Finally, some scaling parameters, as identified by Parish and Duraisamy [26], have been
explored as an extension of the current work.
7CHAPTER 2. THEORETICAL FORMULATION
2.1 Problem Description
A turbulent flow between two plane parallel (fixed) plates separated by a distance 2h has
been considered [figure 2.1a]. The mean velocity is primarily in the x-direction, also called the
streamwise direction. The y & z directions are called the wall-normal and spanwise directions
respectively. Under the assumption that the channel is large in stream-wise and spanwise
directions, to mitigate wall effects and study fully-developed region only, the flow becomes
homogeneous in x & z. Flow is also assumed to have reached steady state.
(a) Flow between two parallel plates
(from ref. [15])
(b) A 2D equivalent
Figure 2.1: Channel flow with spanwise rotation
A steady, homogeneous channel flow can be considered a quasi one dimensional flow as
depicted in figure 2.1b , where velocity statistics depend only on y coordinate. Both rotating
and non-rotating channel flows have been considered for this study. A constant rate of rotation,
~Ω = Ωj = (0, 0,Ωz), has been applied for rotating case.
82.2 Governing Equations
2.2.1 Introduction
Since studying channel with spanwise rotation has been the primary focus of this study,
statistical governing equations for rotating channel have been discussed in the following sections.
Equations for non-rotating channel can be obtained simply by dropping Ωz terms.
2.2.2 Discussion on RANS
With the introduction of rotation, centrifugal and Coriolis forces have to be accounted for
in original NS equations [1.1]. The contribution from centrifugal force
(
~Ω×
(
~Ω× ~r
))
gets
absorbed in the pressure term to yield a modified pressure distribution, Peff . Equations 2.1 is
the final form of Navier-Stokes for channel with spanwise rotation. The last term in 2.1 is a
direct contribution from Coriolis forces
(
2~Ω× ~u
)
.
∂ui
∂t
+ uj
∂ui
∂xj
= −1
ρ
∂Peff
∂xi
+ ν
∂2ui
∂x2j
− 2ijkΩjuk
where,
Peff = p+
Ω2zr
2
2
& r2 = x2 + y2
(2.1)
Decomposing ui (= u¯i + u
′
i), averaging 2.1 and noting that
∂u¯j
∂xj
= 0 yields RANS equations
(2.2) for a system with spanwise rotation.
D¯u¯i
D¯t
= −1
ρ
∂P¯eff
∂xi
+
∂
∂xj
[
ν
(
∂u¯i
∂xj
+
∂u¯j
∂xi
)
− u′iu′j
]
− 2ijkΩj u¯k (2.2)
Since the flow considered to be homogeneous in x & z, the continuity equation gets reduced to
∂v¯
∂y = 0. Hence, the x, y & z momentum equations can be written as,
x− eqn : ∂
∂y
(
ν
∂u¯
∂y
− u′v′
)
= −1
ρ
∂P¯eff
∂x
y − eqn : ∂
∂y
(
P¯eff
ρ
+ v′2
)
= 2Ωzu¯
z − eqn : −∂w
′v′
∂y
= 0
(2.3)
9Since all velocities and their fluctuations must be zeros at the walls (stick BC); solving continuity
and z-momentum equations yields:
v¯ = 0
w′v′ = 0
(2.4)
Furthermore, differentiating y-equation with respect to x and x -equation with respect to y yields
the streamwise pressure gradient , ∂∂xPeff , to be a constant. Integrating the x -momentum
equation from y = 0 to y = 2h gives the value of the pressure gradient in terms of wall shear
stress (τw) as,
∂
∂x
Peff = −ρν
h
∂u¯
∂y
∣∣∣∣
y=0
= −τw
h
where,
τw = ρν
∂u¯
∂y
∣∣∣∣
y=0
(2.5)
2.2.3 Discussion on scalar eddy viscosity models
Reynolds averaging gives rise to the term u′iu
′
j in 2.2. It acts as a stress due to velocity
fluctuations on the system and hence, is called Reynold stress term. In eddy viscosity turbulence
models, the net effect of Reynolds stresses is assumed to increase the “effective” viscosity
of the fluid [6]. This assumption is called the Boussinesq assumption, and is represented
mathematically as:
u′iu
′
j = −νt
(
∂u¯i
∂xj
+
∂u¯j
∂xi
)
In the present study Wilcox’s two equation k-ω turbulence model has been used for closure
[38]. It consists of two partial differential equations (2.6 & 2.7) in two variables, the Turbulent
Kinetic Energy (TKE), k, due to velocity fluctuations and the specific rate of dissipation , ω,
of TKE into internal thermal energy.
∂ (ρk)
∂t
+
∂ (ρu¯j k)
∂xj
= P − α∗ρωk + ∂
∂xj
((
µ+ σ∗
ρk
ω
)
∂k
∂xj
)
(2.6)
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∂ (ρω)
∂t
+
∂ (ρu¯j ω)
∂xj
=
γω
k
P − αρω2 + ∂
∂xj
((
µ+ σ
ρk
ω
)
∂w
∂xj
)
(2.7)
where,
P = τij
∂u¯i
∂xj
τij = µt
(
2Sij − 2
3
∂u¯k
∂xk
δij
)
− 2
3
ρkδij
Sij =
1
2
(
∂u¯i
∂xj
+
∂u¯j
∂xi
) (2.8)
The values of constants used in 2.6 and 2.7 have been provided in table 2.1. Once k & ω are
evaluated, the eddy viscosity can be computed using:
νt =
k
ω
(2.9)
Table 2.1: Constants in Wilcox’s k-ω Model
α∗ α γ σ∗ σ
0.09 340
5
9 0.5 0.5
2.2.4 Effects of rotation on turbulence
Rotation greatly affects the production of turbulent kinetic energy. Fluid elements expe-
rience two different kinds of rotations: first, due to system rotation and second, due to mean
shear. If the fluid element, due to mean shear, co-rotates with the system (case 1 in figure 2.2),
turbulence gets suppressed whereas counter-rotation (case 2 in figure 2.2) enhances it [10]. Due
to this difference in the production of TKE, the mean velocity profile becomes asymmetric
unlike plane non-rotating channel flow.
2.2.5 Final flow equations and boundary conditions
The x-momentum equation (2.3) together with transport equations for k & ω, after applying
steady & homogeneous (in x& z) assumptions, represent the final set of flow equations (2.10a-
11
Figure 2.2: Asymmetry due to system rotation
(Original fig. from [17])
2.10c). Mean velocity and TKE must vanish on the walls and, hence, have been subjected to
Dirichlet boundary conditions as in outlined in equation 2.11. Specific dissipation has been
subjected to asymptotic (as d → 0) boundary condition for smooth walls, with β0 = 0.00708
and d=distance to nearest wall, as outlined by Wilcox et al. [38].
N1 ≡ −1
ρ
∂P eff
∂x
+
∂
∂y
(
(ν + νt)
∂u
∂y
)
= 0 (2.10a)
N2 ≡ νt
(
∂u
∂y
)2
β(y)− α∗kω + ∂
∂y
(
(ν + σ∗νt)
∂k
∂y
)
= 0 (2.10b)
N3 ≡ γ
(
∂u
∂y
)2
− αω2 + ∂
∂y
(
(ν + σνt)
∂ω
∂y
)
= 0 (2.10c)
u¯|y=0 = u¯|y=2h = 0 (2.11a)
k|y=0 = k|y=2h = 0 (2.11b)
ω|wall → 6νwall
β0d2
(2.11c)
To solve the flow, pressure gradient is specified in terms of frictional velocity (uτ ) which has
been explained in detail in section 3.1. Also, it should be noted that β(y) in the production
term of k-equation is not a part of the original k-ω model. It has been introduced as an extra
parameter and its significance has been explained in the next section.
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2.3 Inverse Turbulence Modeling Setup
2.3.1 Introduction
Introduction of the spatial field β(y), called design variable, in 2.10b sets up turbulent
channel flow problem as an inverse problem. Different values of β at different grid locations
fine tunes the production of TKE which, in turn, changes the eddy-viscosity (νt) yielding a
different profile for u¯. It should, however, be noted that the production term of TKE equation
(Pk), unlike other terms in k-ω model, doesn’t have a model constant &, hence, treated as
an exact term. Moreover, correcting the Pk term without a corresponding correction in eddy-
viscosity in the momentum equation violates energy conservation; energy extracted from mean
shear by the fluctuations is not in balance with production of TKE [2]. Nevertheless, initial set
of simulations for all test cases has been performed by modifying the production term of TKE
equation first and extending the modification to other terms in 2.10b-2.10c later on. The aim
of this section is to elucidate a methodology to obtain a specific distribution of β(y) which will
increase the accuracy of the RANS model by improving its predicting capabilities.
2.3.2 Turbulence modeling as an optimization problem
The objective of the inverse design is to improve a ”model” by predicting certain missing
information. This missing information is obtained by making the model to match high fidelity
data (either experimental or numerical) for the same flow configurations. An objective or cost
function is defined in terms of prior (results from DNS/experiments) and posterior variables
(model predictions) to give a quantitative measure of the accuracy of turbulence model. Equa-
tion 2.12 defines such a function in terms of mean velocity (u¯) obtained from the model and
velocity obtained from DNS simulation of channel flow (uDNS).
F(~u, ~β) =
n∑
i=1
(u¯i − uDNSi)2 (2.12)
The definition of F in 2.12 is not limited only to mean velocity. However, attention must be
paid to the underlying nature of the turbulence model used. For example, the k-ω model by
design under-predicts the TKE production near wall. So, defining an objective function to
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match the k profiles of RANS and DNS results in wrong mean velocity profile.
In addition to minimizing 2.12, the flow and design variables must also satisfy the governing
flow equations [2.10a-2.10c]. Hence, a formal optimization statement can be defined as:
minimize
β
F (~u, ~β) =
n∑
i=1
(u¯i − uDNSi)2
Subject to N(~u, ~β) = 0
where,
N = [N1, N2, N3]
T
(2.13)
Problem 2.13 is a constrained optimization problem which has been solved using determinis-
tic optimization methods. Deterministic optimization methods use gradient of the objective
function,
(
~G = δF
δ~β
)
, to update the design variables iteratively,
~βn+1 = ~βn − α ∗ ~G (2.14)
where n is the iteration number and α is the step size [4].
2.3.3 The problem of gradient calculation
2.3.3.1 Direct gradient calculation
The gradient of an objective function, F, with respect to design variable β, is given by
dF
dβ
= Fβ + F~u~uβ (2.15)
Fβ & F~u are easier to calculate as they represent a direct contribution from a variation in
design variable and flow variable respectively. However, it is the term ~uβ on right hand side
that is problematic. To obtain this term the flow equation must be solved. Suppose the flow
equations is given by
A~u = f (2.16)
Then,
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~uβ = A
−1 (fβ −Aβ~u) (2.17)
Substituting equation 2.17 in 2.15 yields,
dF
dβ
= Fβ + F~u
[
A−1 (fβ −Aβ~u)
]
(2.18)
The gradient can be obtained by solving equation 2.17 and then substituting it in equation
2.18. If β = βp×1, the flow has to be solved p times to obtain the gradient. This strategy is
fine as long as p is not very high. But, when β becomes high dimensional, calculating gradient
directly becomes numerically prohibitive.
Another strategy is to write 2.18 as
dF
dβ
= Fβ +
[
F~uA
−1] (fβ −Aβ~u) (2.19)
such that substituting
λT = F~uA
−1 (2.20)
in 2.19 yields:
dF
dβ
= Fβ + λ
T (fβ −Aβ~u) (2.21)
Equation 2.20 can be rearranged as
ATλ = F T~u (2.22)
which is called the adjoint equation. Solving 2.22 has similar computational cost as solving an-
other flow equation. So, if m=number of flow variables, the adjoint approach is computationally
cheaper than direct gradient calculation when mp [22].
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2.3.3.2 The cost effectiveness of Adjoint Method
The Adjoint method can be understood either through the concept of duality or in terms
of Lagrange multipliers [16]. In this study, the working of adjoints has been explained using
Lagrange multipliers.
First, an augmented objective function, I(~u, ~β), is defined by adding a scalar multiple of flow
equations to the original objective function, F [2.23]. Since N=0, a minima in I corresponds
to a minima in F. The scalar λT ≡ [λ1, λ2, λ3]T is called the Lagrange multiplier.
I(~u, ~β) = F (~u, ~β)− λTN(~u, ~β) (2.23)
Taking a variation of 2.23,
δI(~u, ~β) = δF (~u, ~β) − λT δN(~u, ~β) (2.24)
and noting that variation in I is composed of variations in ~u and ~β, equation 2.24 can be
re-written as:
δI =
∂F
∂~u
δ~u+
∂F
∂~β
δ~β − λT
(
∂N
∂~u
δ~u+
∂N
∂~β
δ~β
)
(2.25)
Separating out the contributions from δ~u and δ~β, and dividing throughout by δ~β yields:
δI
δ~β
=
(
∂F
∂~β
− λT ∂N
∂~β
)
+
(
∂F
∂~u
− λT ∂N
∂~u
)
δ~u
δ~β
(2.26)
Equation 2.26 is perfect for noticing the effect of including Lagrange multipliers, λT , in this
definition of 2.23. A specific choice of λT such that
(
∂F
∂~u
− λT ∂N
∂~u
)
= 0 (2.27)
circumvents the problem of calculating δ~u
δ~β
directly. Equation 2.27 is same as equation 2.22 for
A = ∂N∂~u . λ, obtained from 2.27, can be used to calculate gradient,
~G, by solving:
δI
δ~β
=
(
∂F
∂~β
− λT ∂N
∂~β
)
(2.28)
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2.4 Continuous Adjoint Method Implementation
2.4.1 Introduction
There are two distinct ways of deriving adjoint equations, first by discrete adjoint imple-
mentation where adjoint equations are obtained directly from discretized flow equation and,
second, by continuous adjoint implementation where a continuous set of adjoint equations are
obtained first and discretized later. In this study, the continuous method has been implemented
to arrive at the final adjoint equations.
2.4.2 Derivation of continuous adjoint equations
While equation 2.27 lends itself well for discrete adjoint implementation, a different route
has been taken to derive the continuous equations. Integrating equations 2.24 from y = 0 to
y = 2h yields:
∫ 2h
0
δI =
∫ 2h
0
δF −
∫ 2h
0
λ1δN1 −
∫ 2h
0
λ2δN2 −
∫ 2h
0
λ3δN3 (2.29)
The variations in equation 2.29 are composed of variations in flow (u¯, k, ω) and design (β)
variables. That is,
δF ≡ (u¯i − uDi) δu¯i (2.30)
δN1 ≡ ∂
∂y
[
(ν + νt)
∂δu¯
∂y
+
1
ω
∂u¯
∂y
δk − νt
ω
∂u¯
∂y
δω
]
(2.31)
δN2 ≡
[
β
ω
(
∂u¯
∂y
)2
− α∗ω
]
δk −
[
βνt
ω
(
∂u¯
∂y
)2
− α∗k
]
δω + νt
(
∂u¯
∂y
)2
δβ
+
∂
∂y
[
(ν + σ∗νt)
∂δk
∂y
+
σ∗
ω
∂k
∂y
δk − σ
∗νt
ω
∂k
∂y
δω
]
+ 2νtβ
∂u
∂y
∂δu¯
∂y
(2.32)
δN3 ≡ 2γ ∂u¯
∂y
∂δu¯
∂y
− 2αωδω + ∂
∂y
[
(ν + σνt)
∂δω
∂y
+
σ
ω
∂ω
∂y
δk − σνt
ω
∂ω
∂y
δω
]
(2.33)
Substituting 2.30-2.33 in 2.29 and integrating (by parts) yields:
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∫
λ1δN1 ≡
λ1
[
(ν + νt)
∂δu¯
∂y
+
1
ω
∂u¯
∂y
δk − νt
ω
∂u¯
∂y
δω
]∣∣∣∣∣
2h
0︸ ︷︷ ︸
I
− (ν + νt) ∂λ1
∂y
δu¯
∣∣∣∣∣
2h
0︸ ︷︷ ︸
II
+
∫ {
∂
∂y
[
(ν + νt)
∂λ1
∂y
]
δu¯−
[
1
ω
∂u¯
∂y
∂λ1
∂y
]
δk +
[
νt
ω
∂u¯
∂y
∂λ1
∂y
]
δω
}
︸ ︷︷ ︸
III
(2.34)
∫
λ2δN2 ≡
λ2
[
(ν + σ∗νt)
∂δk
∂y
+
σ∗
ω
∂k
∂y
δk − σ
∗νt
ω
∂k
∂y
δω
]∣∣∣∣∣
2h
0︸ ︷︷ ︸
I
− (ν + σ∗νt) ∂λ2
∂y
δk
∣∣∣∣∣
2h
0
+ 2νtβλ2
∂u
∂y
δu¯
∣∣∣∣∣
2h
0︸ ︷︷ ︸
II
+
∫
νtλ2
(
∂u¯
∂y
)2
δβ︸ ︷︷ ︸
IV
+
∫ {[
λ2
(
β
ω
(
∂u¯
∂y
)2
− α∗ω
)
+
(
∂
∂y
[
(ν + σ∗νt)
∂λ2
∂y
])]
δk︸ ︷︷ ︸
III
− ∂
∂y
[
2νtβλ2
∂u
∂y
]
δu¯− λ2
[
βνt
ω
(
∂u¯
∂y
)2
− α∗k
]
δω
}
︸ ︷︷ ︸
III
(2.35)
∫
λ3δN3 ≡
λ3
[
(ν + σνt)
∂δω
∂y
+
σ
ω
∂ω
∂y
δk − σνt
ω
∂ω
∂y
δω
]∣∣∣∣∣
2h
0︸ ︷︷ ︸
I
− (ν + σνt) ∂λ3
∂y
δω
∣∣∣∣∣
2h
0
+ 2γλ3
∂u¯
∂y
δu¯
∣∣∣∣∣
2h
0︸ ︷︷ ︸
II
+
∫ {[
∂
∂y
(
(ν + σνt)
∂λ3
∂y
)
+
σνt
ω
∂ω
∂y
∂λ3
∂y
− 2αλ3ω
]
δω︸ ︷︷ ︸
III
− ∂
∂y
(
2γλ3
∂u¯
∂y
)
δu¯− σ
ω
∂ω
∂y
∂λ3
∂y
δk
}
︸ ︷︷ ︸
III
(2.36)
Boundary terms II in 2.34-2.36 have no contribution to the integral since the flow variables
are subjected to Dirichlet boundary conditions [see equation 2.11]. The adjoint variables must
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also vanish on the boundary to nullify the other contribution from boundary integral term (I
in 2.34-2.36). Simplifying 2.34-2.36 yields an equation in δu¯,δk,δω & δβ, which is equivalent
to:
∫ 2h
0
δI =
∫ 2h
0
[M1] δu¯+
∫ 2h
0
[M2] δk +
∫ 2h
0
[M3] δω +
∫ 2h
0
[
~G
]
δβ (2.37)
Equating the coefficients M1 −M3 to zero reduces the variation in I only in terms of β and,
consequently, also yields a system of adjoint equations [2.38-2.40] for plane turbulent channel
flow with k − ω closure.
M1 ≡ ∂
∂y
[
(ν + νt)
∂λ1
∂y
]
− ∂
∂y
[(
2βνt
∂u¯
∂y
)
λ2
]
− ∂
∂y
[(
2γ
∂u¯
∂y
)
λ3
]
= − (u¯− uD) (2.38)
M2 ≡
[
− 1
ω
∂u¯
∂y
∂λ1
∂y
]
+
∂
∂y
[
(ν + σ∗νt)
∂λ2
∂y
]
− σ
∗
ω
∂k
∂y
∂λ2
∂y
+
(
β
ω
(
∂u¯
∂y
)2
− α∗ω
)
λ2
−
[
σ
ω
∂ω
∂y
∂λ3
∂y
]
= 0
(2.39)
M3 ≡
[
νt
ω
∂u¯
∂y
∂λ1
∂y
]
+
[
−
(
β
νt
ω
(
∂u¯
∂y
)2
+ α∗k
)
λ2 + σ
∗ νt
ω
∂k
∂y
∂λ2
∂y
]
+
[
∂
∂y
[
(ν + νt)
∂λ3
∂y
]
+ σ
νt
ω
∂ω
∂y
∂λ3
∂y
− 2αωλ3
]
= 0
(2.40)
Once again, equations 2.38-2.40 have been solved using homogeneous boundary conditions for
λ’s. Finally, gradient is obtained (from IV in 2.35) by solving:
~G =
δI
δβ
= νtλ2
(
∂u¯
∂y
)2
(2.41)
In many cases, an assumption of “frozen” eddy viscosity [13] in turbulence model has been
made to arrive at a different set of adjoint equations; frozen in the sense that νt is assumed to
be constant in the k-ω model but not in the mean flow equation. One of the points of concern
is that this assumption might have a significant influence on calculated sensitivity information
[41]. However, making this assumption results in a simplified formulation of continuous ad-
joint method, resulting in equations (outlined in appendix A) which are easier to implement
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numerically. Moreover, the inverse results obtained using this assumption, as demonstrated in
chapter 4, have been found to be quite good and their use, at least for channel flow, can be
justified.
2.4.3 Inverse design cycle
Finally, figure 2.3 provides a schematic for the inverse design process that has been used in
this study. Firstly, starting with an initial guess, βprior, the flow equations have been solved to
obtain updated values of flow variables (~un+1). Then, these flow solutions have been used to
solve the adjoint equation [2.27]. Lastly, gradient calculated using ~λn+1, via equation 2.28, has
been used to update the value of βn according to equation 2.14 to obtain an updated value,
βn+1. The cycle is continued until an optimal solution (βposterior) is reached.
Start
(βprior)
Flow Solver
Adjoint Solver
Optimization method
Converged?
Optimal Solution
(βposterior)
~un+1
~λn+1
βn+1
Yes
No
Figure 2.3: Schematics for Inverse Design Process.
20
2.4.4 Discussion on optimization methods used
After gradient calculation, the next step is to update β according to 2.14. For this thesis,
steepest-descent method, where α in 2.14 is a constant, was used. In some stiff cases, smoothed
variation of the steepest-descent method [20] was also used to achieve a better control over the
convergence properties. The smoothed gradient, ~¯G, can be obtained from gradient, ~G, by
solving
~¯G− ∂
∂y
(

∂ ~¯G
∂y
)
= ~G (2.42)
with homogeneous boundary conditions. A small value of  (≡ 10−3) is chosen to maintain
accuracy.
2.4.5 Discussion on regularization
Gradient, as given by equation 2.41, depends on velocity gradient. If the velocity gradient
is zero, the flow becomes insensitive to β. So, theoretically, any changes in β at those locations
will not change the velocity field [8]. This makes the inverse problem ill-posed. To make this
problem well-posed again, it is necessary to provide some additional information.
One way of making the problem well-posed is by Regularization [14]. This is achieved by
introducing an additional term, called penalty factor, in the objective function definition. One
such regularization term is shown in equation 2.43, where objective function is penalized if
distribution of β changes from its prior value, βprior, when gradient information is zero.
F (~u, β) =
N∑
i=1
(u¯i − uDNSi)2 + Cβ
N∑
i=1
(βi − βpriori)2 (2.43)
The regularization term seems to have no effect on the inversion results for channel flow when
used with k-ω turbulence model and it has been included in the definition of F only to make
the inverse problem mathematically well-posed. The coefficient Cβ has been chosen to be small
(∼ 10−4). However, including a regularization term when eddy viscosity itself is treated as a
design variable (for comparison purposes) smooths the inversion result. For that case, a value
of Cβ = 10
−3 has been found to yield good results.
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Since the additional term in 2.43 is defined only in terms of design variable (β), the adjoint
equations remain unchanged.
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CHAPTER 3. NUMERICAL FRAMEWORK
3.1 Specifying Pressure Gradient
A constant pressure gradient has been applied in the stream-wise direction. Defining fric-
tional velocity, uτ ,
u2τ = τw = ρν
∂u¯
∂y
∣∣∣∣
y=0
(3.1)
such that the pressure gradient can be expressed in terms of uτ as,
∂p¯eff
∂x
= −u
2
τ
h
(3.2)
where uτ is used in the definition of friction velocity Reynolds number, Reτ =
uτh
ν . For a given
Reτ , a fixed value of uτ = 1 has been used.
3.2 FDM Discretization
The flow and adjoint equations have been solved using an iterative convergence approach
with implicit euler scheme. For example, 3.3 represents the evolution equation for λ1 written
in terms of values at nth and n+1th iteration steps. Starting with an initial guess, values are
calculated using 3.3 until convergence is reached.
∂
∂y
[
(ν + νt)
∂λ1
∂y
]∣∣∣∣n+1 = λn+11 − λn1∆t − (u¯− uD)|n + ∂∂y
[(
2βνt
∂u¯
∂y
)
λ2
]∣∣∣∣n
+
∂
∂y
[(
2γ
∂u¯
∂y
)
λ3
]∣∣∣∣n (3.3)
The partial derivatives in 3.3 have been approximated using 2nd order central finite differences
shown in equation 3.4, where ∆2yj = yj+1 − yj−1 & ∆yj = yj − yj−1.
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∂
∂y
[
α
∂T
∂y
]
≈ 2
∆2yj
[
αj+ 1
2
(
Tj+1 − Tj
∆yj+1
)
− αj− 1
2
(
Tj − Tj−1
∆yj
)]
(3.4)
The resulting tri-diagonal matrices have been solved using Thomas algorithm[1].
24
CHAPTER 4. RESULTS
4.1 Introduction
In this chapter, the solver performance results together with the simulation results have
been presented. The inverse turbulence modeling methodology, as outlined in chapters 2 &
3, has been implement in two stages. In first stage, the inverse modeling approach has been
implemented to non-rotating channel flow case for different friction Reynolds numbers. Results
have been plotted against different parameters to see if they collapse in a meaningful way. In
second stage, the implementation has been extended to rotating channel flow case. Tradition-
ally, DNS of rotating case is based on rotation number (Rob), defined using bulk mean velocity
(U¯b) as,
Rob =
2 |Ωz|h
U¯b
(4.1)
Simulations for rotating case have been carried out in two different sets. First set of simulations
with spanwise rotation have been performed for rotation number ranging from Rob=0.0 to 0.5
with Reτ=194. This corresponds to the DNS data of Kristoffersen and Andersson [23]. For the
second set, higher rotation numbers (Rob=0.77 to 3.0) have been considered, with Reτ=180,
using the DNS data of Grundestam et al. [17]. Such high values of Rob causes re-laminarization
of the flow such that turbulence model becomes less and less sensitive to any changes in design
variable.
4.2 Solver Performance
Figures 4.1a-4.1c shows three log-linear plots that demonstrate the performance of the flow
solver, adjoint solver and optimization method respectively. “Residual” in fig. 4.1 is the ‖L‖2
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norm of solutions at two consecutive iterations. As mentioned earlier, figs. 4.1a and 4.1b
show that the computational cost of solving an adjoint equation is equivalent to solving one
additional flow equation.
The optimal solution is supposed to have been reached when the change in objective function
value at two consecutive iterations becomes small (< 10−6 in this case). The total cost of
inversion, as shown in fig. 4.1c, is equal to solving 8000 iterations of each of primal/flow
and adjoint equations. As will be shown later, 2-to-4 orders of magnitude reduction has been
achieved in the net objective function value, depending on the problem.
The CPU time for the complete optimization cycle is shown in fig. 4.1d. More number of flow
and adjoint iterations are required for convergence at the beginning of the cycle, hence, the
time taken is relatively more. The total CPU time taken is around 9.092 seconds. Since the
problems considered in this thesis are pseudo one-dimensional, the required CPU time have
been found to be very small to warrant any use of code parallelization. It should however be
noted that the scenario will be quite different for complicated problems with large number of
grid points and code parallelization might become a necessity.
4.3 Inverse Results For Non-rotating Channel Flow
Results for non-rotating channel have been obtained using the DNS data of Moser et al. [24].
Three different values of Reτ , 180, 390 & 590, have been used with 65, 129 & 129 half-channel
grid points, respectively.
Figure 4.2 gives the comparison of the inverse solution with DNS data (for Reτ = 590). For
these results, β has been included in the production term of k-equation. The axes are shown
in “plus” units; wherein u¯ and k are scaled using uτ , and y+ is defined as:
y+ =
yuτ
ν
(4.2)
The posterior result for mean velocity, in 4.2a, matches excellently with DNS data. As the
objective function, I, is solely in terms of u¯, there is not much improvement in the k profile
(figure 4.2b). However, due to the intrinsic nature of a scalar eddy viscosity models, any effort
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(a) Flow convergence (b) Adjoint Convergence
(c) Flow convergence (d) CPU time history
Figure 4.1: Solver Performance
to improve TKE profile, by including it in the definition of I, has been found to yield a wrong
mean velocity profile. Results for such an effort (with I =
∑n
i=1(ki − kDNSi)2 ) have been
demonstrated in appendix B, where the inverse result for TKE matches quite well with DNS
data but a wrong mean velocity profile is obtained as a consequence. Therefore, to maintain the
accuracy of the inverse results for mean velocity, simulations have been performed using only
u¯ in objective function definition. Reduction of approximately 2 orders in objective function
value has been achieved, as shown in figure 4.2d.
The summary of inferred β is shown in figure 4.2c. β = 1.0 serves as the prior or base model
for these results. Since the production of k is negligible in viscous sublayer (y+ < 5), there is
negligible sensitivity to changing β. For verification of the code, β has also been included in
the destruction term of TKE equation. Destruction term is physically inverse of production;
hence β in destruction comes out as a mirror image of β in production.
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(a) Mean Velocity Profile (b) TKE Profile
(c) β Profiles (d) Objective Function Value
Figure 4.2: Inverse solution of non-rotating channel flow with Reτ = 590
Identifying scaling parameters for these inverse results can be of vital importance for future
turbulence model development [27]. In figure 4.3, the inferred β has been plotted against three
different parameters as suggested by Parish and Duraisamy [26]: the normalized wall distance
(y+), the wall-normal distance (y) and the turbulent Reynolds number (ReT ) defined as
ReT =
νt
ν
(4.3)
The scaling of β with y+ (fig. 4.3a) and with ReT (fig. 4.3c) is excellent in the inner region
(y ≤ 0.1h). For y > 0.6, fig. 4.3b shows that wall-normal distance, y, becomes the correct
scaling parameter.
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(a) β vs y+ (b) β vs y
(c) β vs ReT for y ≤ 0.1h
Figure 4.3: β (in k-production) profiles for different Reτ
4.4 Channel Flow With Spanwise Rotation
Studying turbulent channel with spanwise rotation has been the primary aim of this study.
As discussed, rotation suppresses turbulence in one half and enhances it in the other half of the
channel (refer section 2.2.4). Due to this mismatch between TKE production, an asymmetry
appears and, hence, calculations have been performed using full channel grid points. Inverse
results for rotating channel flow have been presented in the following sections in two different
sets, based on Rob, to maintain clarity.
4.4.1 Simulation results for low-to-modest rotation numbers
Figure 4.4 shows the inverse velocity profiles, for rotation number ranging from Rob=0.0 to
0.5 with Reτ=194, together with the base model and the actual DNS data from Kristoffersen
and Andersson [23]. β has been included in the production term of k-equation for these results.
The inverse solution agrees well with DNS data for all cases, except for a very narrow region
where curvature in mean velocity changes. This might be, perhaps, due to low sensitivity of β
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(because velocity gradients are negligible). 1-3 orders of magnitude reduction has been achieved
in objective function value for these cases as shown in fig. C.1 of appendix C. Base model of
β = 1.0 serves quite well to reach the optimum in all the cases.
The distributions of β when included in TKE production and other different terms of k-ω
model are shown in figures 4.5 and 4.7, with respect to y and y+ respectively. One of the
major issue with these distributions is the un-physical nature of the correction terms, due to
the prediction of a negative production/destruction terms. This can be avoided by setting a
lower limit for β in the model. However, current simulations have been performed without
any such limiters as they have been found to reduce the inverse solution accuracy. The un-
physical nature of these distributions might become a limiting factor in extracting the modeling
knowledge based on the scaling parameters thus obtained.
Unlike non-rotating case, scaling parameters for rotating flows are not very clear. β doesn’t
seem to scale with y at all, however, β in 4.7 does seems to display some similarities with y+,
close to the wall. Though, away from the wall patterns are again not very clear.
The inversion works by altering the eddy viscosity distribution in the domain. In a sep-
arate set of simulations, eddy-viscosity itself has been chosen as a design variable, to obtain
an optimum distribution for νt without any turbulence model. Figure 4.6 shows the inverse
distributions of νt with and without a turbulence model for Ro = 0, 5 case. These distributions
are quite similar on the unstable side of the channel but deviate on the stable side. This is
due to the insensitivity of objective function, with respect to change in design variable, in the
region where velocity gradient is zero (refer fig. 4.4f).
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(a) Rob = 0.01 (b) Rob = 0.05
(c) Rob = 0.10 (d) Rob = 0.15
(e) Rob = 0.2 (f) Rob = 0.5
Figure 4.4: Channel flow with weak-to-moderate spanwise rotation corresponding to DNS data
of Kristoffersen et al. (1993)
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(a) β Profiles for k-production (b) β Profiles for k-dissipation
(c) β Profiles for ω-production (d) β Profiles for ω-dissipation
Figure 4.5: β vs y for different terms
Figure 4.6: Eddy Viscosity (νt) distributions for different choice of design variables for Rob = 0.5
case
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(a) β Profiles for k-production
(b) β Profiles for k-dissipation
(c) β Profiles for ω-production
(d) β Profiles for ω-dissipation
Figure 4.7: β vs y+ for different terms
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4.4.1.1 Comparison to Hellsten F4 model
Hellsten [18] modified the ω transport equation in SST variation of k−ω model to sensitize
it to rotation and curvature effects. Coefficient F4 included in the ω−destruction term (Dω =
F4βω
2) is given a parametric dependence on rotation by defining it as:
F4 =
1
1 + CrcRi
where,
Ri = −2Ωz
(
∂u¯
∂y
− 2Ωz
)/(
∂u¯
∂y
)2 (4.4)
where, Crc = 3.6. Figure 4.8 gives a comparison of correction coefficients and mean velocity
distributions obtained through Hellsten’s and the present model.
The corroboration between the correction coefficients for the two models is poor as seen
in fig. 4.8a, except for a narrow region in the unstable region at higher rotation numbers for
which the F4 model might not be valid at all [18]. The stable region where flow achieves a zero
gradient of velocity is problematic for both the models due to the insensitivity of coefficients.
4.4.2 Simulation results for modest-to-high rotation numbers
Second set of simulations have been performed for rotation number ranging from Rob=0.77
to 3.0 with Reτ=180. The inverse solution has, again, been found to be in an excellent agree-
ment with the data as shown in figure 4.9. The parabolic nature of DNS mean velocity profiles
in 4.9f-4.9f suggests the laminarizing effect of strong spanwise rotations.
Figure 4.10 shows the distribution of β when it has been included in production term of
k-equation.The inverse model has been found to be severely affected by the presence of local
minimums for these rotation numbers. The existence of these local minimums have restricted
the use of β = 1 as the base model for many cases. Thus, wherever necessary, inverse result
from previous Rob case has been used as the base model for new Rob. β is tending towards a
symmetric profile as the rotation numbers goes closer to Rob = 3.00, which follows from the
parabolic nature of the inverse solution for higher rotations in 4.9e & 4.9f to match the data.
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The posterior distributions of turbulent kinetic energy (TKE), specific dissipation rate and
eddy-viscosity have been provided in figure 4.11. With increasing rotation number, laminarizing
effect of rotation becomes profound according to the phenomenology explained in 2.2.4. This
is evident from figures 4.11a & 4.11c, where, TKE & νt decrease substantially until, at Rob =
3.0, they are almost zero across the channel; hence the parabolic profile. Change in specific
dissipation (figure 4.11b) with increasing Rob is relatively small and it tends towards a more
symmetric profile. Also, for rotation rates closer to laminar limit, the sensitivity of u¯ with
changing β is almost non-existent and model effectively stops working at Rob = 3.0. This has
been verified by inverse modeling the laminar channel flow profile, at Reτ = 180, for which no
further improvement was observed.
The posterior distributions of β, when included in various different model transport equation
terms, have been plotted in figures 4.12 (w.r.t y) and 4.13 (w.r.t. y+). Except for rotation
numbers of 2.49 & 3.0, β seems to scale with normalized wall distance, y+ (fig:4.13). But, since
the sensitivity has been diminished, inverse results for rotation numbers closer to laminar limit
might not be useful for turbulence modeling at all.
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(a) Rob = 0.77 (b) Rob = 0.98
(c) Rob = 1.5 (d) Rob = 2.06
(e) Rob = 2.49 (f) Rob = 3.00
Figure 4.9: Channel flow with moderate-to-strong spanwise rotation corresponding to DNS
data of Grundestam et al. (2008)
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(a) Rob = 0.77 (b) Rob = 0.98
(c) Rob = 1.50 (d) Rob = 2.06
(e) Rob = 2.49 (f) Rob = 3.00
Figure 4.10: β (k-production term) profiles for Grundestam et al. (2008)
38
(a) TKE profiles (b) ω profiles
(c) νt profiles
Figure 4.11: TKE, Specific dissipate rate (ω) & eddy-viscosity (νt) plots for DNS cases of
Grundestam et al. (2008) (0.5 < Rob 6 3.0)
(a) β Profiles for k-production (b) β Profiles for k-dissipation
(c) β Profiles for ω-production (d) β Profiles for ω-dissipation
Figure 4.12: β vs y for DNS cases of Grundestam et al. (2008)
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(a) β Profiles for k-production
(b) β Profiles for k-dissipation
(c) β Profiles for ω-production
(d) β Profiles for ω-dissipation
Figure 4.13: β vs y+ for different terms
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4.5 Future Scope
Application of the present work can be extended through the following studies as outlined
by Parish and Duraisamy [27]:
• A detailed study to identify more scaling parameters. This step, on its own, might be
advantageous in providing relevant modeling information for flows with spanwise rotation.
• Using machine learning strategies to reconstruct the missing fields of information, and
• Injection of these constructed parameters in k-ω model to enhance predicting capabilities.
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CHAPTER 5. SUMMARY AND CONCLUSION
In this thesis, a formal methodology has been outlined for the inverse modeling of turbulent
channel flow, both, with and without spanwise rotation. The main aim of this study has been
to infer functional form of corrections for different terms in k−ω turbulence model. The inverse
problem has been formally posed as an optimization problem and has been, then, solved using
deterministic optimization methods. The usefulness of adjoint method, to find gradient of
the cost function when design variable is high dimensional, has been discussed in detail. The
formalism adopted here to get to the final equations has been based on continuous adjoint
method and has been outlined in chapter II.
The results along with the usefulness and limitations of using such a strategy to inform
closure modeling has been discussed in chapter IV of this thesis. For rotating channel flow
case, β has been tried with various different terms of k-ω transport equations and has been
found to yield good inverse results. Different local minimums have been found to exist almost
in all cases and the preference of a particular results has been found to depend mainly on the
choice of prior distribution of β. The un-physical nature of inverse results remains a problem
that has to be addressed properly.
The ultimate goal of carrying out this inverse study is to identify non-dimensional parame-
ters that can scale the correction terms. Towards this end, β(y) for non-rotating case have been
identified to scale with parameters like normalized wall distance, y+ and turbulent Reynolds
number, ReT in the inner layer. However, unlike the non-rotating case, the scaling parameters
for rotating case are not so easy to deduce. Below the laminar limit, rotating channel flow case
has been found to scale somewhat with y+. Future work entails a more through identification
and study of different such parameters.
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APPENDIX A. “FROZEN” VISCOSITY ADJOINT EQUATIONS
The Adjoint equations with “frozen” viscosity assumption can be derived following the same
methodology outlined in chapter 2. They are simply outlined below:
∂
∂y
[
(ν + νt)
∂λ1
∂y
]
− ∂
∂y
[(
2βνt
∂u¯
∂y
)
λ2
]
− ∂
∂y
[(
2γ
∂u¯
∂y
)
λ3
]
= − (u¯− uD) (A.1)
[
− 1
ω
∂u¯
∂y
∂λ1
∂y
]
+
[
∂
∂y
(
(ν + σ∗νt)
∂λ2
∂y
)
− α∗ωλ2
]
= 0 (A.2)
[
νt
ω
∂u¯
∂y
∂λ1
∂y
]
+ [−α∗kλ2] +
[
∂
∂y
(
(ν + νt)
∂λ3
∂y
)
− 2αωλ3
]
= 0 (A.3)
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APPENDIX B. TKE IN OBJECTIVE FUNCTION DEFINITION
As already mentioned, any efforts to include TKE in objective function definition results in
a wrong mean velocity profile. The results of one such effort with
F =
n∑
i=1
(ki − kDNSi)2 (B.1)
is shown in figure B.1. The inversion works well to match the TKE profiles (figure B.1a) but
this results in an under-prediction of mean velocity profile (figure B.1b).
(a) TKE profile (b) Mean velocity profile
Figure B.1: Inversion results when F =
∑n
i=1(ki−kDNSi)2 (for non-rotating channel flow with
Reτ = 590)
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APPENDIX C. CONVERGENCE PLOTS
Figure C.1 shows the rate of convergence of the optimization solver for cases with different
rotation rates.
Figure C.1: Optimization convergence (with β in Pk) plots for rotating channel flow. Ibase is
the value of objective function when original k-ω model is used (i.e. when β = 1). Labels 1-7
represent the following rotation rates (in brackets): 1(0.00), 2(0.01), 3(0.05), 4(0.1), 5(0.15),
6(0.2) & 7(0.5)
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