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a b s t r a c t
The concept of two-direction poly-scale refinable functions with dilation factor a and
shift invariant spaces is introduced. The existence of solutions of two-direction poly-scale
refinable equations is investigated. In particular, a necessary and sufficient condition for
the orthonormality of the solutions is established. Some properties of two-direction poly-
scale refinable functions are discussed. Finally, two examples of two-direction poly-scale
refinable functions are given.
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1. Introduction
The two-scale refinable equation φ(x) = ∑k∈Z pkφ(2x − k) plays a basic role in the construction and application of
wavelets (see [1–5]). Recently, the poly-scale refinable equation
φ(x) =
M−1∑
m=1
∑
k∈Z
pm,kφ(amx− k) (1.1)
has been studied in [6–8]. Eq. (1.1) is determined byM − 1 masks which are {p1,k}, {p2,k}, . . . , {pM−1,k}, and with a certain
restriction on the masks there exists a distributional solution and even a continuous solution for (1.1), and poly-scale
refinable functions have more good properties than two-scale refinable functions (see [6]). As we know, the scaling vector
functions with the nonnegative masks play a very important role in engineering, and there are many researches into such
vector functions (see [9–12]). In addition, researchers also studied the two-direction refinable equation
φ(x) =
∑
k∈Z
p+k φ(ax− k)+
∑
k∈Z
p−k φ(k− ax) (1.2)
and built a system theory (see [13]).
In this paper, on the basis of [6,13,14], two-direction poly-scale refinable functions with dilation factor a are introduced,
that is
φ(x) =
M−1∑
m=1
[∑
k∈Z
p+k φ(a
mx− k)+
∑
k∈Z
p−k φ(k− amx)
]
. (1.3)
Conditions for the existence of a compactly supported distributional solution of (1.3) are derived, together with an explicit
form of its Fourier transform. In particular, necessary and sufficient conditions for the orthonormality of such solutions are
derived. Finally, the relations of two-direction poly-scale refinable functions and two-direction two-scale refinable functions
are presented.
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2. Two-direction poly-scale refinable functions
We begin by recalling the notion of shift invariant spaces. Let Φ(x) = [φ1, φ2, . . . , φr ]T. We say that S(Φ) is a shift
invariant (SI) space if there exists a generatorΦ such that
S(Φ) = clos〈φ`(x− k) : ` = 1, 2, . . . , r; k ∈ Z〉.
S(Φ) is a finite shift invariant (FSI) space if Φ is a finite set and a principal shift invariant (PSI) space if Φ consists of a single
element. Let S(Φ) be an SI space. We denote by S(Φ) the dilated closed space
S(Φ)a
k = {f (x/ak)|f ∈ S(Φ)}.
Definition 2.1. A set of tempered distributions Φ(x) = [φ1, φ2, . . . , φr ]T is a two-direction two-scale refinable function
vector with dilation factor a if there exist matrices P+k , P
−
k ∈ Mr×r(R), k ∈ Z , such that
Φ(x) =
∑
k∈Z
P+k Φ(ax− k)+
∑
k∈Z
P−k Φ(k− ax), (2.1)
where {P+k }, {P−k } are called the positive-direction mask and negative-direction mask respectively. By taking the Fourier
transform on both sides of (2.1), we get
Φˆ(ω) = a− 12 P+(a−1ω)Φˆ(a−1ω)+ a− 12 P−(a−1ω)Φˆ(−a−1ω), (2.2)
where P+(ω) = a− 12 ∑k∈Z P+k e−iωk and P−(ω) = a− 12 ∑k∈Z P−k e−iωk are called the positive-direction mask symbol and
negative-direction mask symbol respectively.
IfΦ consists of one function φ, the two-direction two-scale refinable equation takes the form
φ(x) =
∑
k∈Z
p+k φ(ax− k)+
∑
k∈Z
p−k φ(k− ax) (2.3)
with p+k , p
−
k ∈ R, k ∈ Z .
Definition 2.2. A set of tempered distributions Φ(x) = [φ1, φ2, . . . , φr ]T is a poly-scale (M-scale) refinable function vector
for some 2 ≤ M ∈ N if there exist masks Pm = {Pm,k}k∈Z , m = 1, 2, . . . ,M−1, such that the following poly-scale refinable
equation holds:
Φ(x) =
M−1∑
m=1
∑
k∈Z
Pm,kΦ(amx− k), (2.4)
where Pm,k ∈ Mr×r(R), k ∈ Z .
From (2.4), we get the following relation:
S(Φ) ⊂ S(Φ)a−1 + S(Φ)a−2 + · · · + S(Φ)a−(M−1) . (2.5)
Definition 2.3. A set of tempered distributions Φ(x) = [φ1, φ2, . . . , φr ]T is a two-direction poly-scale (M-scale) refinable
function vector for some 2 ≤ M ∈ N if there exist the positive-direction masks P+m = {P+m,k}k∈Z and negative-direction
masks P−m = {P−m,k}k∈Z ,m = 1, 2, . . . ,M − 1, such that the following two-direction poly-scale refinable equation holds:
Φ(x) =
M−1∑
m=1
[∑
k∈Z
P+m,kΦ(a
mx− k)+
∑
k∈Z
P−m,kΦ(k− amx)
]
, (2.6)
where P+m,k, P
−
m,k ∈ Mr×r(R), k ∈ Z .
The notion of poly-scale refinability can be easily extended to the FSI setting. In this work, for the sake of clarity, we only
treat the poly-scale PSI case. We also assume from this point on that the masks P+m and P−m , m = 1, . . . ,M − 1, are finitely
supported. That is, the two-direction poly-scale refinable equation holds:
φ(x) =
M−1∑
m=1
[
N2∑
k=N1
p+m,kφ(a
mx− k)+
N4∑
k=N3
p−m,kφ(k− amx)
]
, (2.7)
where p+m,k, p
−
m,k ∈ R, k ∈ Z .
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Applying the Fourier transform to (2.7) we have
φˆ(ω) =
M−1∑
m=1
[
a−
m
2 P+m (a
−mω)φˆ(a−mω)+ a−m2 P−m (a−mω)φˆ(−a−mω)
]
, (2.8)
where P+m (ω) = a−
m
2
∑
k∈Z p
+
m,ke
−iωk and P−m (ω) = a−
m
2
∑
k∈Z p
−
m,ke
−iωk, m = 1, 2, . . . ,M − 1, are called the positive-
direction mask symbols and negative-direction mask symbols respectively.
Theorem 2.1. Let φ(x) be a two-direction poly-scale refinable function satisfying (2.7) and Φˆ(ω) = [φˆ(a0ω), a− 12 φˆ(a−1ω), . . . ,
a−
M−2
2 φˆ(a−(M−2)ω), φˆ(−a0ω), a− 12 φˆ(−a−1ω), . . . , a−M−22 φˆ(−a−(M−2)ω)]T. Then
φˆ(ω) = f [j](ω)Φˆ(a−jω), j = 0, 1, 2, . . . , (2.9)
where f [j](ω) = [f j,1+ (ω), f j,2+ (ω), . . . , f j,M−1+ (ω), f j,1− (ω), f j,2− (ω), . . . , f j,M−1− (ω)] are defined recursively with the following
formulas:
f [0](w) = [1, 0, . . . , 0];
f j+1,m+ (ω) =

a−
1
2 f j,m+1+ (ω)+ a− 12 P+m (a−(j+m)w)f j,1+ (ω)
+ a− 12 P−m (−a−(j+m)w)f j,1− (ω), 1 ≤ m ≤ M − 2,
a−
1
2 P+M−1(a
−(j+M−1)ω)f j,1+ (ω)
+ a− 12 P−M−1(−a−(j+M−1)ω)f j,1− (ω), m = M − 1;
f j+1,m− (ω) =

a−
1
2 f j,m+1− (ω)+ a− 12 P−m (a−(j+m)w)f j,1+ (ω)
+ a− 12 P+m (−a−(j+m)w)f j,1− (ω), 1 ≤ m ≤ M − 2,
a−
1
2 P−M−1(a
−(j+M−1)ω)f j,1+ (ω)
+ a− 12 P+M−1(−a−(j+M−1)ω)f j,1− (ω), m = M − 1.
(2.10)
Proof. To accomplish the goal we use induction. For j = 0, (2.9) holds evidently. Assume that (2.9) holds for ∀j (1 ≤ j ∈ N).
Then we prove that (2.9) holds for j+ 1 (1 ≤ j ∈ N). Applying (2.10) we get
φˆ(ω) = f [j](ω)Φˆ(a−jω)
= f j,1+ (ω)φˆ(a−jω)+ f j,2+ (ω)a− 12 φˆ(a−(j+1)ω)+ · · · + f j,M−1+ (ω)a−M−22 φˆ(a−(j+M−2)ω)
+ f j,1− (ω)φˆ(−a−jω)+ · · · + f j,M−1− (ω)a−M−22 φˆ(−a−(j+M−2)ω)
= [a− 12 f j,2+ (ω)+ a− 12 P+1 (a−(j+1)ω)f j,1+ (ω)+ a−
1
2 P−1 (−a−(j+1)ω)f j,1− (ω),
a−
1
2 f j,3+ (ω)+ a− 12 P+2 (a−(j+2)ω)f j,1+ (ω)+ a−
1
2 P−2 (−a−(j+2)ω)f j,1− (ω), . . . ,
a−
1
2 f j,M−1+ (ω)+ a− 12 P+M−2(a−(j+M−2)ω)f j,1+ (ω)+ a−
1
2 P−M−2(−a−(j+M−2)ω)f j,1− (ω),
a−
1
2 P+M−1(a
−(j+M−1)ω)f j,1+ (ω)+ a− 12 P−M−1(−a−(j+M−1)ω)f j,1− (ω),
a−
1
2 f j,2− (ω)+ a− 12 P−1 (a−(j+1)ω)f j,1+ (ω)+ a−
1
2 P+1 (−a−(j+1)ω)f j,1− (ω),
a−
1
2 f j,3− (ω)+ a− 12 P−2 (a−(j+2)ω)f j,1+ (ω)+ a−
1
2 P+2 (−a−(j+2)ω)f j,1− (ω), . . . ,
a−
1
2 f j,M−1− (ω)+ a− 12 P−M−2(a−(j+M−2)ω)f j,1+ (ω)+ a−
1
2 P+M−2(−a−(j+M−2)ω)f j,1− (ω),
a−
1
2 P−M−1(a
−(j+M−1)ω)f j,1+ (ω)+ a− 12 P+M−1(−a−(j+M−1)ω)f j,1− (ω)]
× [φˆ(a−(j+1)ω), a− 12 φˆ(a−(j+2)ω), a− 22 φˆ(a−(j+3)ω), . . . , a−M−22 φˆ(a−(j+M−1)ω),
× φˆ(−a−(j+1)ω), a− 12 φˆ(−a−(j+2)ω), a− 22 φˆ(−a−(j+3)ω), . . . , a−M−22 φˆ(−a−(j+M−1)ω)]T
= f [j+1](ω)Φˆ(a−(j+1)ω).
Then (2.9) holds.
Applying (2.10) we get
f [j+1](ω) = f [j](ω)P(a−(j+1)ω), j ∈ Z, (2.11)
where
P(ω) =
(
P11(ω) P12(ω)
P21(ω) P22(ω)
)
(2.12)
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is a (2M − 2)× (2M − 2)matrix, and
P11(ω) =

a−
1
2 P+1 (a
−0ω) · · · a− 12 P+M−2(a−(M−3)ω) a−
1
2 P+M−1(a
−(M−2)ω)
a−
1
2 · · · 0 0
0
. . . 0 0
...
...
...
...
0 · · · a− 12 0

,
P12(ω) =

a−
1
2 P−1 (a
−0ω) a−
1
2 P−2 (a
−1ω) · · · a− 12 P−M−1(a−(M−2)ω)
0 0 · · · 0
0 0 · · · 0
...
...
...
...
0 0 · · · 0
 ,
P21(ω) =

a−
1
2 P−1 (−a−0ω) a−
1
2 P−2 (−a−1ω) · · · a−
1
2 P−M−1(−a−(M−2)ω)
0 0 · · · 0
0 0 · · · 0
...
...
...
...
0 0 · · · 0
 ,
P22(ω) =

a−
1
2 P+1 (−a−0ω) · · · a−
1
2 P+M−2(−a−(M−3)ω) a−
1
2 P+M−1(−a−(M−2)ω)
a−
1
2 · · · 0 0
0
. . . 0 0
...
...
...
...
0 · · · a− 12 0

.
Applying (2.11) repeatedly, we get
f [j+1](ω) = f [j](ω)P(a−(j+1)ω)
= f [0](ω)
j+1∏
k=1
P(a−kω) = [1, 0, . . . , 0]
j+1∏
k=1
P(a−kω).
Thus, formally
φˆ(ω) = [1, 0, . . . , 0] lim
j→∞
j+1∏
k=1
P(a−kω)[1, a− 12 , . . . , a−M−22 , 1, a− 12 , . . . , a−M−22 ]Tφˆ(0).
For φ to be a refinable function, it is necessary that φˆ(0) 6= 0. As usual, it is convenient to normalize φ such that
φˆ(0) = 1. 
According to (2.9) and (2.11), the following ‘two-scale type’ refinable equation holds:
Φˆ(ω) = P(a−1ω)Φˆ(a−1ω), (2.13)
where P(ω) is defined by (2.12) and the entries of the matrix P(ω) are aM−1pi-periodic functions.
Let Φ(x) = [φ(a0x), a 12 φ(a1x), . . . , aM−22 φ(a(M−2)x), φ(−a0x), a 12 φ(−a1x), . . . , aM−22 φ(−a(M−2)x)]T, where φ(x) is
two-direction M-scale refinable. Then the Fourier transform Φˆ(ω) of Φ(x) satisfies (2.13). Hence S(Φ) is a finite shift
invariant (FSI) space satisfying
S(Φ) ⊂ S(Φ)a−1 . (2.14)
The above infinite product representation of φˆ(ω) can facilitate the analysis of existence of solutions to (2.7). Using the
‘two-scale type’ functional equation (2.13), we obtain the following theorem.
Theorem 2.2. Let {p+m,k}k∈Z , {p−m,k}k∈Z ,m = 1, 2, . . . ,M − 1, be finitely supported masks and define C+m = a−
m
2
∑
k∈Z p
+
m,k,
C−m = a−
m
2
∑
k∈Z p
−
m,k,m = 1, 2, . . . ,M − 1. Suppose C+m and C−m satisfy the following conditions:
(A)
∑M−1
m=1 a
−m2 (C+m + C−m ) = 1;
(B) (for M ≥ 3) the roots of the polynomials q1(λ) = λM−2 +∑M−1m=2∑M−1j=m a− j2 (C+j + C−j )λM−m−1 and q2(λ) = λM−1 −∑M−1
j=1 a
− j2 (C+j − C−j )λM−j−1 are smaller than a in absolute value.
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Then the products
∏N
k=1 P(a−kw)[1, a−
1
2 , . . . , a−
M−2
2 , 1, a−
1
2 , . . . , a−
M−2
2 ]T converge uniformly on compact sets when
N →∞ and
φˆ(ω) = [1, 0, . . . , 0] lim
N→∞
N∏
k=1
P(a−kω)[1, a− 12 , . . . , a−M−22 , 1, a− 12 , . . . , a−M−22 ]T (2.15)
is the Fourier transform of a compactly supported distributional solution of (2.7).
In particular, suppose we substitute (A1) and (B1) for (A) and (B) respectively, that is:
(A1)
∑M−1
m=1 a
−m2 C+m = 1,
∑M−1
m=1 a
−m2 C−m = 0;
(B1) (for M ≥ 3) the roots of the polynomials q1(λ) = λM−2 + ∑M−1m=2∑M−1j=m a− j2 (C+j + C−j )λM−m−1 and q3(λ) =
λM−2 +∑M−1m=2∑M−1j=m a− j2 (C+j − C−j )λM−m−1 are smaller than a in absolute value. Then the above conclusion still holds.
Proof. Condition (A) ensures that [1, a− 12 , . . . , a−M−22 , 1, a− 12 , . . . , a−M−22 ]T is an eigenvector of P(0) for the eigenvalue 1,
where P(0) is given by (2.12). It is easy to show that (λ − 1)q1(λ)q2(λ) is the characteristic polynomial of P(0). Therefore,
our conditions also ensure that the spectral radius of P(0) is less than a in absolute value. According to [15], the products∏N
k=1 P(a−kw)[1, a−
1
2 , . . . , a−
M−2
2 , 1, a−
1
2 , . . . , a−
M−2
2 ]T converge uniformly on compact sets. Next we show that φˆ(ω)
defined by (2.15) is the Fourier transform of a compactly supported distributional solution of (2.7).
Since the infinite products
∏N
k=1 P(a−kw)[1, a−
1
2 , . . . , a−
M−2
2 , 1, a−
1
2 , . . . , a−
M−2
2 ]T converge uniformly, then
lim
N→∞
N∏
k=1
P(a−kw)[1, a− 12 , . . . , a−M−22 , 1, a− 12 , . . . , a−M−22 ]T
= [φˆ(a0ω), a− 12 φˆ(a−1ω), . . . , a−M−22 φˆ(a−(M−2)ω), φˆ(−a0ω), . . . , a−M−22 φˆ(−a−(M−2)ω)]T.
So
φˆ(w) = [1, 0, . . . , 0] lim
N→∞
N∏
k=1
P(a−kω)[1, a− 12 , . . . , a−M−22 , 1, a− 12 , . . . , a−M−22 ]T
= [1, 0, . . . , 0]P(a−1ω) lim
N→∞
N∏
k=2
P(a−kω)[1, a− 12 , . . . , a−M−22 , 1, a− 12 , . . . , a−M−22 ]T
= [1, 0, . . . , 0]P(a−1ω)[φˆ(a−1ω), a− 12 φˆ(a−2ω) · · · , a−M−22 φˆ(a−(M−1)ω),
φˆ(−a−1ω), . . . , a−M−22 φˆ(−a−(M−1)ω)]T
=
M−1∑
m=1
[a−m2 P+m (a−mω)φˆ(a−mω)+ a−
m
2 P−m (a
−mω)φˆ(−a−mω)].
This means that φ is the compactly supported distributional solution of (2.7).
If the conditions (A1) and (B1) hold, it is easy to show that (λ − 1)2q1(λ)q3(λ) is the characteristic polynomial of P(0).
Similarly, the above conclusion can be proved. 
According to [6] and [13], we get the following theorem.
Theorem 2.3. Let φ(x) be a compactly supported solution satisfying the refinable equation
φ(x) =
M−1∑
m=1
[
N∑
k=0
p+m,kφ(a
mx− k)+
0∑
k=−N
p−m,kφ(k− amx)
]
. (2.16)
Then supp(φ) ⊆ 〈⋃M−1m=1 1am−1 [−N,N]〉, where 〈X〉 denotes the convex hull of X ⊂ R.
3. Orthogonal two-direction poly-scale refinable functions
In this section, we give the definition of orthogonal two-direction poly-scale refinable functions and necessary and
sufficient conditions for the orthonormality of a two-direction poly-scale refinable function.
Definition 3.1. Let φ(x) defined by (2.7) be a two-direction poly-scale refinable function. If it satisfies the conditions
〈a i2 φ(aix− k), a j2 φ(ajx− `)〉 = δi,jδk,`,
〈φ(aix− k), φ(`− ajx)〉 = 0,
where i, j = 1, 2, . . . ,M − 1; k, ` ∈ Z , then φ(x) is called an orthogonal two-direction poly-scale refinable function.
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Theorem 3.1. Let φ(x) be a two-direction poly-scale refinable function satisfying (2.7), {p+m,k}k∈Z and {p−m,k}k∈Z ,m = 1, 2, . . . ,
M − 1, be its positive-direction masks and negative-direction masks respectively. Then the following statements are equivalent.
(1) φ is an orthogonal two-direction poly-scale refinable function.
(2) φˆ(ω) satisfies the following equation:
∑
`∈Z
a−
i−1
2 φˆ
(
w + 2api`
ai
)
a−
j−1
2 φˆ
(
w + 2api`
aj
)
= δi,j,∑
`∈Z
a−
i−1
2 φˆ
(
−w + 2api`
ai
)
a−
j−1
2 φˆ
(
−w + 2api`
aj
)
= δi,j,∑
`∈Z
φˆ
(
w + 2api`
ai
)
φˆ
(
−w + 2api`
aj
)
= 0.
i, j = 1, 2, . . . ,M − 1. (3.1)
(3) The linear operator Θ defined on all matrices with entries as 2pi-periodic continuous functions on R, namely,
(ΘF)(ω) :=
a−1∑
j=0
P(e−i(2pi j+ω)/a)F
(
ω + 2pi j
a
)
P(e−i(2pi j+ω)/a)∗, ω ∈ R, (3.2)
has I2M−2 as its only fixed point, where P(ω) is defined by (2.12).
Proof. (1) ⇐⇒ (2): Let Φ(x) = [φ(a0x), a 12 φ(a1x), . . . , aM−22 φ(a(M−2)x), φ(−a0x), . . . , aM−22 φ(−a(M−2)x)]T. Then the
Fourier transform Φˆ(ω) of Φ(x) satisfies (2.13). Since φ is an orthogonal two-direction poly-scale refinable function, it
is easy to show thatΦ(x) is an orthogonal two-scale refinable function vector. So the necessary and sufficient condition for
the orthonormality ofΦ(x) is that its autocorrelation symbol S(Φ) satisfies
SΦ =
∑
`∈Z
Φˆ
(w
a
+ 2pi`
)
Φˆ
(w
a
+ 2pi`
)∗ = I2M−2. (3.3)
That is
SΦ =
∑
`∈Z
[
φˆ
(
w + 2api`
a
)
, · · · , a−M−22 φˆ
(
w + 2api`
aM−1
)
, φˆ
(
−w + 2api`
a
)
, · · · , a−M−22 φˆ
(
−w + 2api`
aM−1
)]T
×
[
φˆ
(
w + 2api`
a
)
, · · · , a−M−22 φˆ
(
w + 2api`
aM−1
)
, φˆ
(
−w + 2api`
a
)
, · · · , a−M−22 φˆ
(
−w + 2api`
aM−1
) ]
=
∑
`∈Z

φˆ
(
w + 2api`
a
)
φˆ
(
w + 2api`
a
)
· · · φˆ
(
w + 2api`
a
)
a−
M−2
2 φˆ
(
−w + 2api`
aM−1
)
· · · · · · · · ·
a−
M−2
2 φˆ
(
w + 2api`
aM−1
)
φˆ
(
w + 2api`
a
)
· · · a−M−22 φˆ
(
w + 2api`
aM−1
)
a−
M−2
2 φˆ
(
−w + 2api`
aM−1
)
φˆ
(
−w + 2api`
a
)
φˆ
(
w + 2api`
a
)
· · · φˆ
(
−w + 2api`
a
)
a−
M−2
2 φˆ
(
−w + 2api`
aM−1
)
· · · · · · · · ·
a−
M−2
2 φˆ
(
−w + 2api`
aM−1
)
φˆ
(
w + 2api`
a
)
· · · a−M−22 φˆ
(
−w + 2api`
aM−1
)
a−
M−2
2 φˆ
(
−w + 2api`
aM−1
)

= I2M−2.
So (3.1) holds. According to [9], we can get the equivalence of (1) and (3). 
Applying (3.2), if φ is an orthogonal two-direction M-scale refinable function, then the mask symbols P+m (ω), P−m (ω)
defined by (2.8),m = 1, 2, . . . ,M − 1, satisfy the following equations:
a−1∑
j=0
M−1∑
k=1
∣∣P+k (a−(k−1)e−i(2pi j+ω)/a)∣∣2 + ∣∣P−k (a−(k−1)e−i(2pi j+ω)/a)∣∣2 = a,
a−1∑
j=0
M−1∑
k=1
∣∣P+k (−a−(k−1)e−i(2pi j+ω)/a)∣∣2 + ∣∣P−k (−a−(k−1)e−i(2pi j+ω)/a)∣∣2 = a,
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a−1∑
j=0
P+k (a
−(k−1)e−i(2pi j+ω)/a) = 0,
a−1∑
j=0
P+k (−a−(k−1)e−i(2pi j+ω)/a) = 0,
a−1∑
j=0
P−k (a
−(k−1)e−i(2pi j+ω)/a) = 0,
a−1∑
j=0
P−k (−a−(k−1)e−i(2pi j+ω)/a) = 0,
where k = 1, 2, . . . ,M − 2.
Since S(Φ) is a FSI space, whereΦ(x) = [φ(a0x), a 12 φ(a1x), . . . , aM−22 φ(a(M−2)x), φ(−a0x), . . . , aM−22 φ(−a(M−2)x)]T. So
∀f (x) ∈ S(Φ), we have
f (x) =
M−2∑
m=0
[∑
k∈Z
c+m,ka
m
2 φ(amx− k)+
∑
k∈Z
c−m,ka
m
2 φ(k− amx)
]
. (3.4)
If φ is an orthogonal two-directionM-scale refinable function, then
c+m,k = 〈f (x), a
m
2 φ(amx− k)〉, c−m,k = 〈f (x), a
m
2 φ(k− amx)〉, m = 0, 2, . . . ,M − 2; k ∈ Z .
Hence, we have
f (x) =
M−2∑
m=0
[∑
k∈Z
〈f (x), am2 φ(amx− k)〉am2 φ(amx− k)+
∑
k∈Z
〈f (x), am2 φ(k− amx)〉am2 φ(k− amx)
]
.
4. Two-direction poly-scale and two-direction two-scale relations
It is easy to see that any two-direction two-scale refinable function is two-direction poly-scale refinable, but the converse
is not true. The following is a necessary condition for a two-direction poly-scale refinable function to have a two-direction
two-scale relation.
Theorem 4.1. Let φ ∈ L1(R) satisfy the two-direction M-scale equation (2.7) with M ≥ 3. Suppose φ is also two-direction
two-scale refinable with a relation φˆ(ω) = a− 12Q+(a−1ω)φˆ(a−1ω) + a− 12Q−(a−1ω)φˆ(−a−1ω), where Q+(ω), Q−(ω) are
api-periodic functions, and define τ(ω) =
(
a−
1
2 Q+(ω) a−
1
2 Q−(ω)
a−
1
2 Q−(−ω) a− 12 Q+(−ω)
)
. Then τ(ω) satisfies the following equation:
M−1∏
k=1
τ(a−kω) =
M−1∑
m=1
(
a−
m
2 P+m (a
−mω) a−
m
2 P−m (a
−mω)
a−
m
2 P−m (−a−mω) a−
m
2 P+m (−a−mω)
) M−1∏
k=m+1
τ(a−kω).
Proof. Since φˆ(ω) = a− 12Q+(a−1ω)φˆ(a−1ω)+ a− 12Q−(a−1ω)φˆ(−a−1ω),we have(
φˆ(ω)
φˆ(−ω)
)
=
(
a−
1
2Q+(a−1ω) a−
1
2Q−(a−1ω)
a−
1
2Q−(−a−1ω) a− 12Q+(−a−1ω)
)(
φˆ(a−1ω)
φˆ(−a−1ω)
)
= τ(a−1ω)
(
φˆ(a−1ω)
φˆ(−a−1ω)
)
.
Then(
φˆ(a−mω)
φˆ(−a−mω)
)
= τ(a−(m+1)ω) · · · τ(a−(M−1)ω)
(
φˆ(a−(M−1)ω)
φˆ(−a−(M−1)ω)
)
, (4.1)
wherem = 0, . . . ,M − 2.
In particular,(
φˆ(ω)
φˆ(−ω)
)
= τ(a−1ω) · · · τ(a−(M−1)ω)
(
φˆ(a−(M−1)ω)
φˆ(−a−(M−1)ω)
)
. (4.2)
According to (2.8) we have(
φˆ(ω)
φˆ(−ω)
)
=
M−1∑
m=1
(
a−
m
2 P+m (a
−mω) a−
m
2 P−m (a
−mω)
a−
m
2 P−m (−a−mω) a−
m
2 P+m (−a−mω)
)(
φˆ(a−mω)
φˆ(−a−mω)
)
. (4.3)
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Substituting (4.1) into (4.3), we get(
φˆ(ω)
φˆ(−ω)
)
=
M−1∑
m=1
(
a−
m
2 P+m (a
−mω) a−
m
2 P−m (a
−mω)
a−
m
2 P−m (−a−mω) a−
m
2 P+m (−a−mω)
)
τ(a−(m+1)ω) · · · τ(a−(M−1)ω)
(
φˆ(a−(M−1)ω)
φˆ(−a−(M−1)ω)
)
.
Since φ ∈ L1(R), its Fourier transform is continuous and not identically zero. So Theorem 4.1 is established. 
Theorem 4.2. Let φ ∈ L1(R) be two-direction M-scale refinable with the positive-direction mask symbols P+m (ω) and negative-
direction mask symbols P−m (ω), m = 1, . . . ,M − 1, and let ρ ∈ L1(R) be two-direction two-scale refinable with mask symbols
Q+(ω) and Q+(ω). Define B(ω) =
(
a−
1
2Q+(a−1ω), a−
1
2Q−(a−1ω)
)
τ(a−2ω) · · · τ(a−mω), where τ(ω) is defined as in
Theorem 4.1. If
B(ω)
(
a−
m
2 P−m (a
−mω)φˆ(−a−mω)ρˆ(a−mω)
a−
m
2 P+m (a
−mω)φˆ(a−mω)ρˆ(−a−mω)
)
= 0, (4.4)
then φ ∗ ρ is two-direction M-scale refinable with mask symbols P˜+m (ω) = b11(amω)P+m (ω) and P˜−m (ω) = b12(amω)P−m (ω),
where b11(ω) and b12(ω) are the first column and second column of the matrix B(ω) respectively.
Proof.
φ̂ ∗ ρ(ω) = φˆ(ω)ρˆ(ω) =
M−1∑
m=1
[a−m2 P+m (a−mω)φˆ(a−mω)+ a−
m
2 P−m (a
−mω)φˆ(−a−mω)]
×
(
a−
1
2Q+(a−1ω), a−
1
2Q−(a−1ω)
)(
ρˆ(a−1ω)
ρˆ(−a−1ω)
)
=
M−1∑
m=1
[a−m2 P+m (a−mω)φˆ(a−mω)+ a−
m
2 P−m (a
−mω)φˆ(−a−mω)]
×
(
a−
1
2Q+(a−1ω), a−
1
2Q−(a−1ω)
)
τ(a−2ω) · · · τ(a−mω)
(
ρˆ(a−mω)
ρˆ(−a−mω)
)
=
M−1∑
m=1
[a−m2 P+m (a−mω)φˆ(a−mω)+ a−
m
2 P−m (a
−mω)φˆ(−a−mω)]B(ω)
(
ρˆ(a−mω)
ρˆ(−a−mω)
)
.
Since (4.4) holds, then
φ̂ ∗ ρ(ω) =
M−1∑
m=1
[a−m2 b11(ω)P+m (a−mω)φˆ(a−mω)ρˆ(a−mω)+ a−
m
2 b12(ω)P−m (a
−mω)φˆ(−a−mω)ρˆ(−a−mω)]
=
M−1∑
m=1
[a−m2 b11(ω)P+m (a−mω)φ̂ ∗ ρ(a−mω)+ a−
m
2 b12(ω)P−m (a
−mω)φ̂ ∗ ρ(−a−mω)],
where b11(ω) and b12(ω) are the first column and second column of the matrix B(ω) respectively. 
5. Examples
Example 5.1. LetM = 3, a = 3, and P+m = {p+m,k}k∈Z , P−m = {p−m,k}k∈Z , m = 1, 2, be finitely supported masks. If∑
k∈Z
p+1,k = 1,
∑
k∈Z
p+2,k = 6,
∑
k∈Z
p−1,k = 1,
∑
k∈Z
p−2,k = −3,
then we get C+1 =
√
3/3, C+2 = 2, C−1 =
√
3/3, C−2 = −1. It is easy to show that C+m , C−m , m = 1, 2, satisfy the conditions
(A1) and (B1) of Theorem 2.2. According to Theorem 2.2, the equation
φ(x) =
2∑
m=1
[∑
k∈Z
p+m,kφ(3
mx− k)+
∑
k∈Z
p−m,kφ(k− 3mx)
]
has a compactly supported distributional solution which is a two-direction three-scale refinable function.
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Example 5.2. LetM = 4, a = 4, and P+m = {p+m,k}k∈Z , P−m = {p−m,k}k∈Z , m = 1, 2, 3, be finitely supported masks. If∑
k∈Z
p+1,k = 2,
∑
k∈Z
p+2,k = 4,
∑
k∈Z
p+3,k = 16,
∑
k∈Z
p−1,k = 4,
∑
k∈Z
p−2,k = −12,
∑
k∈Z
p−3,k = −16,
then we get C+1 = 1, C+2 = 1, C+3 = 2, C−1 = 2, C−2 = −3, C−3 = −2. It is easy to show that C+m , C−m , m = 1, 2, 3, satisfy
the conditions (A1) and (B1) of Theorem 2.2. According to Theorem 2.2, the equation
φ(x) =
3∑
m=1
[∑
k∈Z
p+m,kφ(4
mx− k)+
∑
k∈Z
p−m,kφ(k− 4mx)
]
has a compactly supported distributional solution which is a two-direction four-scale refinable function.
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