In this contribution we present a determination of the strong coupling from a fit of QCD predictions for energy-energy correlation measured in electron-positron collisions at various centerof-mass energies. Experimental data are compared to precise theoretical calculations incorporating NNLO QCD predictions combined with NNLL resummation in the back-to-back region. Hadronization corrections are assessed using modern shower Monte Carlo programs matched to NLO fixed-order computations. The final result obtained from a global fit is α S (M Z ) = 0.11750 ± 0.0287(comb.).
Introduction
Precision measurements of event shape distributions in e + e − collisions have provided detailed experimental tests of QCD and remain one of the most precise tools used for extracting the strong coupling α S from data [1, 2] . Quantities related to three-jet production are particularly well suited for this task.
The state-of-the-art fixed-order QCD prediction for event shape observables currently includes next-to-next-to-leading order (NNLO) corrections for various quantities [3, 4, 5] . However, fixedorder calculations have a limited range of applicability. For small values of an event shape observable y corresponding to events with two-jet-like configurations the convergence of the fixed-order perturbative series breaks down. This is caused by terms where each power of the strong coupling α n S is enhanced by a factor of (ln y) n+1 , (ln y) n etc. This problem is addressed with the resummation of such contributions for a fixed number of logarithmic terms. Resummed predictions are known for several event shapes at next-to-next-to-leading log (NNLL) precision while predictions for the C-parameter [6] and thrust [7] are known up to N 3 LL accuracy.
So far the measurements of the strong coupling based on e + e − annihilation use either jet rates or event shapes describing global topology (e.g. thrust, C-parameter), although one can also consider observables based on particle correlations like the energy-energy correlation (EEC) for determining α S from three jet production.
Energy-energy correlation
EEC is the normalized energy-weighted cross section defined in terms of the angle between two particles i and j in an event [8] :
where E i and E j are the particle energies, Q is the center-of-mass energy, θ i j = χ is the angle between the three-momenta of the two particles and σ t is the total hadronic cross section. The back-to-back region θ i j → 180 • corresponds to χ → π. The EEC was extensively measured at LEP, PEP, PETRA, SLC and TRISTAN at various center-of-mass energies.
Fixed-order and resummed calculations
We performed fixed-order perturbative calculations up to NNLO accuracy using the CoLoRFulNNLO scheme [5, 9, 10] as implemented in the MCCSM code [11] . At the default renormalization scale of µ = Q the fixed-order prediction reads
whereĀ,B andC are the perturbative coefficients at LO, NLO and NNLO, normalized to the total cross section for e + e − → hadrons, σ t .
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The fixed-order perturbative predictions diverge for both small and large values of χ, due to the presence of large logarithmic contributions of infrared origin. In the back-to-back region χ → π, these contributions take the form α n S log 2n−1 y, where
As y increases, the logarithms become large and invalidate the use of the fixed-order expansion.
We can obtain a description of EEC in this limit by resumming the logarithmic contributions to all orders. This resummation has been computed at NNLL accuracy in Ref. [12] while in Ref. [13] a factorization theorem for EEC was derived based on soft-collinear effective theory which will allow to perform the resummation at N 3 LL accuracy once the corresponding NNLO jet function is computed. Since the complete jet function is currently unavailable, we use the NNLL results and formalism of Ref. [12] . For combining the two perturbative calculations we performed log-R matching. However, the fixed-order expansion of the EEC diverges for both small and large angles making the determination of a simple cumulant unreliable. Hence, we use a linear combination of moments to suppress the singularity at χ = π 1
Log-R matching is performed for the quantityΣ and we can recover Σ by
For the details of the matching procedure see Ref. [14] .
Finite b-quark mass corrections and hadronization effects
The fixed-order NNLO prediction and the resummation were computed in massless QCD. However, at low energies the assumption of vanishing quark masses is not entirely justified. Hence, we included b-quark mass effects directly at the level of matched distributions
where r b (Q) denotes the fraction of b-quark events which we defined as
The complete NNLO correction to the massive distribution is unknown, thus we supplement the massive NLO prediction of Zbb4 [15] with the NNLO coefficient of the massless calculation (denoted as NNLO * above). Distributions were generated for each Q separately assuming a pole b-quark mass of m b = 4.75 GeV. Non-perturbative corrections were taken into account using particle-level Monte Carlo event generators to compute point-by-point multiplicative correction factors. This procedure simultaneously allows for the extraction of the missing statistical correlations of data points. Hadronization
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• S L : default setup, Sherpa2.2.4 [19] , using Lund string model
• S C : for hadronization systematics, Sherpa2.2.4, using cluster hadronization
• H M : for MC cross check, Herwig7.1.1 [20] , using cluster hadronization
• DMW : for cross check with the analytic hadronization model of Ref. [16] 
Fit procedure and results
To extract the strong coupling the predictions were confronted with the data obtained in SLD [21] , L3 [22] , DELPHI [23] , OPAL [24, 25] , TOPAZ [26] , TASSO [27] , JADE [28] , MAC [29] , MARKII [30] , CELLO [31] and PLUTO [32] experiments. The criteria to include the data were high precision of differential distributions obtained with charged and neutral final state particles in the full kinematic range, presence of corrections for detector effects, correction for initial state photon radiation and sufficient amount of supplementary information. Hence, datasets without supplementary information [33] , with large uncertainties [34] , superseded datasets [35, 36] and measurements unfolded only to charged particles in the final state [37] are not included in the analysis.
The strong coupling extraction is based on the comparison of data to the perturbative QCD prediction combined with non-perturbative corrections. To find the optimal value of α S , the MINUIT2 [17, 18] program was used to minimize
where χ 2 (α S ) was calculated for each dataset as
with D standing for the vector of data points, P(α S ) for the vector of calculated points and V for the covariance matrix for D.
The fit ranges were chosen to avoid regions where either the resummed prediction or the hadronization corrections are unreliable. The selected fit range was [60 • , 160 • ] and we have observed that the final results are insensitive to a ±5 • change in the fit range. Representative fit results are shown in Fig. 1 .
To estimate the bias caused by neglecting higher-order terms in the perturbative predictions, variation of renormalization scale (ren.) in the range x R = µ R /Q ∈ [1/2, 2] and variation of resummation scale (res.) in the range x L ∈ [1/2, 2] were performed as show in Fig. 2 . The fits were repeated by varying the scales x R and x L independently. The bias of the hadronization model selection (hadr.) was studied using the S L and S C setups of non-perturbative corrections. The uncertainty
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It is apparent that the inclusion of the NNLO corrections has a moderate but non-negligible effect on the extracted value of α S . It has been explicitly checked that there are no correlations between the
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while in comparison, for NLO+NNLL accuracy we have
The estimated uncertainties are dominated by the uncertainty of the theoretical prediction, mostly by the fixed-order calculation (ren.). A further cross check was performed with the DMW analytic hadronization setup. In this procedure, non-perturbative effects were modelled by applying a multiplicative correction to the Sudakov form factor which contains two additional parameters to be fitted. For details see Ref. [16] . We have found that the values obtained for α S (M Z ) in the range [117 • , 165 • ] are close to the values obtained using the Monte Carlo hadronization setups but depend strongly on the choice of fit range. Hence, we conclude that the analytic model cannot fully describe hadronization away from the back-to-back region.
Conclusions
A new measurement of α S (M Z ) was presented using a global fit of EEC in e + e − collisions to NNLO+NNLL QCD predictions. Our analysis yielded the final value of α S (M Z ) = 0.11750 ± 0.00287(comb.).
The inclusion of NNLO corrections resulted in a better modelling of the shape of the distribution and a non-negligible shift of the extracted α S (M Z ) towards lower values. Furthermore, theoretical uncertainties were considerably reduced. Our result is in agreement with the world average as of 2017 [38] and the combined uncertainty is competitive with the uncertainties of the other analyses based on e + e − annihilation.
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Considering the latest advances towards further improving the perturbative description with analytic NLO corrections [39, 40] and N 3 LL resummation it will be interesting to revisit this topic when the resummed prediction becomes fully available.
