INTRODUCTION
Consider a basis of L2(R) given by a two-parameter family of wavelets, q$jk(X) = 2-5q2-jx -k), XER, j,kEZ, (1.1) generated by dilations and translations of a single mother wavelet $ E L2(R). Then any function f E L2(R) can be expanded in the double wavelet series f(x) = c (f, $jk) l/ljk(X), j,kEZ (14 which converges in the L2-norm; the scalar product is defined by for some constants cl, c2 > 0, then (qj k)j k is said to be an orthonormal wavelet basis of L2(R). In general, a compactly supported wavelet is associated with a compactly supported real scaling function 4, a solution of the refinement equation (1.5) where (a,) , is an appropriate finite sequence of real numbers. The translates of 4 have to satisfy the orthonormality condition
The mother wavelet 1(, is simply given by $(z) = C(-l)%l-,d(21-n). n (1.6)
A biorthogonal wavelet basis is a pair of families of dual wavelets $j k and $j k derived from two mother wavelets II, and 4, respectively. In thii case, any function f E L2(R) can be written in the forms
(1.7) j,kEZ j,kEZ
For more details on the construction and the regularity of compactly supported orthonormal and biorthogonal wavelet bases, the reader is referred to [l-3] . It is well known that wavelets have many applications in applied mathematics and numerical analysis [4] [5] [6] , etc. In this work, the focus is on the interesting property of uniform approximation by wavelets in the space P(R) rl L2(R) f or any positive real number cr > 0. More precisely, we show that if the mother scaling function 4 and the wavelet + belong to the Holder space C;(R) and if f E P(R) n L2(R), 0 < a < T, then the wavelet series expansion of f converges to f in the ]] . ]lco norm. As a result, wavelets can be used to build numerical schemes for solving problems with solutions lying in P(R) n L2(R), l/2 < CL An example of such a scheme will be provided in this paper.
Thii work is organized ss follows. In Section 2, we review the Sobolev regularity of the mother scaling function 4 and the stability of the associated wavelet basis. Also, we use an idea from iterative interpolation theory to derive an estimate of the Sobolev and the Hijlder regularity of an orthonormal wavelet basis. The results of this section will be needed in the remaining sections of the paper. In Section 3, we prove the quality of approximation by wavelets in the ]I . ]lrn norm and provide the reader with an error bound for the approximation of a function by its truncated wavelet series expansion. Section 4 is devoted to a wavelet-based numerical scheme for the solution of a Fredholm equation of the second kind with solution lying in C"(R), cx > l/2. Also, we provide the reader with a bound of the condition number of the matrix associated with the proposed numerical scheme. Finally, in Section 5, we give a wavelet-based quadrature method for the computation of the wavelet coefficients.
Note that, in this work, we restrict ourselves to the use of one-dimensional compactly supported orthonormal wavelet bases. Nonetheless, the techniques and the results of thii paper can be easily extended to biorthogonal wavelet bases. Moreover, the one-dimensional schemes of this paper can be easily generalized to higher dimensions. For the construction and the regularity of multidimensional wavelet bases, the reader is referred to [7-lo] .
STABILITY AND REGULARITY ESTIMATE OF AN ORTHONORMAL WAVELET BASIS
In this section, we show that the Sobolev regularity of the scaling function 4 given by (1.5) implies the stability of the associated wavelet basis. Also, we adapt a method from iterative interpolation theory to derive a sharp estimate of the Sobolev regularity and an estimate of a wavelet basis. Note that some of the results of this section have been derived differently in the literature.
Sobolev Regularity and Stability of Wavelet Bases
We first define a Sobolev space of order s > 0. In order to prove the relationship between the Sobolev regularity and the stability of a wavelet basis, we need the following lemma. PROOF. See [2] .
The first result of this section is given by the following theorem. PROOF. To prove the upper bound of (2.6), it suffices to check that if 4 E Ha(R) for some s > 0, then conditions (2.1) and (2.2) of Lemma 1 are satisfied. To get (2.1), we first prove that there exists 0 < (Y < 1 such that 2-2a cy<+oo.
(2.7)
Since and by using Holder's inequality, one gets Hence, if 0 < Q < l/(1 + l/29), then (2.7) holds. To get (2.1), it suffices to use the following inequalities which can be found in [2]:
(2.8)
Since ((u,) , is finite, it follows that the associated scaling function 4 is compactly supported. Moreover, 4 E H8(R) for some s > 0 implies that 4 E L2(R). It becomes clear that the first factor of the last inequality is proportional to the L2 norm of x+(x) which is finite, and the second factor is finite whenever 0 < cx < l/(1 + l/(29)). T o p rove (2.2), we consider a point < such that It] E [2"-%r,2'%], n > 1. Then the techniques used to get (2.8) give us
Consequently, there exists a constant Q(S) depending only on s such that (2.9)
Collecting everything together, one concludes that for any arbitrary real number cy satisfying the scaling function 4 satisfies conditions (2.1) and (2.2). Consequently, the upper bound of (2.6) is proven. To prove the lower bound of (2.6), we first mention that under conditions (2.4) and (2.5), the wavelet series expansion of an L2 function f converges to f in the L2-sense, that is,
where the equality holds in the L2-sense. For the proof of this last result, the reader is referred to [ll] . From (2.4) and (2.10), one concludes that, for all f E L2 (R), which proves the lower bound of (2.6) and concludes the proof of the theorem.
An Estimate of the Hiilder Regularity of Wavelets
In this paragraph, we study a practical method for estimating the Holder regularity of a wavelet basis. We first define a Holder space. This definition is to be used in the different sections of this paper. DEFINITION 2. If a! = n + r, n E N, 0 < r < 1, then the Holder space of order CY denoted by Ca (R) is defined by
IhI
In [12] , the authors have given a practical and sharp method for estimating the Holder regularity of the solution of a symmetric iterative interpolation process. This method is described as follows. Let F(t) be the L1-solution of the iterative interpolation brocess
Define the trigonometric polynomial MO(<) by MO(<) = c,"=-,,, a,einc. We assume that MO(<) factors in the form
Define a symmetric matrix A by A = [p n-2771 -M+N<n,m<M-N. ] Let r denote the spectral radius of A. Under the condition that MO(r) 2 0, Vii E R, (2.11) it is shown in [12] that the solution F(m) of the above iterative process satisfies and consequently, it belongs to the Hijlder space C"(R) for all Q! < 2N -log(r)/ log 2. Moreover, this Hijlder estimate is sharp. Note that in the case of wavelets, condition (2.11) is not satisfied, and consequently, the above method cannot be used as it is, for checking the regularity of wavelets. Nonetheless, as will be shown in the proof of the following proposition, by a minor modification of the above scheme, one gets a practical method for estimating the Sobolev and the HGlder regularities of compactly supported wavelets.
Here, we assume that the sequence (a,), is finite in length. Define the matrix B by B = [Al-Pmln,mt where pk = c,, T,,T&k and where the rinite sequence (m), is defined by If r denotes the spectral radius of B, then the sckng fun&ion 4,and the associated wavelets belong to the Sobolev space H8( R) and to the Hiilder space &1/2 for all s < 2N -log(r),/ log 2.
PROOF. By applying the Fourier transform to both sides of (2.12), one gets
If we define the function g(a) by g(t) = 4(-t), then
(2.13) (2.14)
It is clear that the convolution function (4 * g) is an L1 function. Applying the inverse Fourier transform to (2.14), one concludes that
Note that mo(0) = 1 implies that xk pk = 2 and (4 * g) is an L' symmetric solution of an equation of the type (2.12). Since
satisfies condition (2.11), since and by applying the method of [12] , one concludes that where T is the spectral radius of B. Since 4 is a bounded L1 function, it follows that $I E L2(R). Hence, (2.15) implies that 4 E W(R), Vs < 2N -logr/ log2. Finally, to prove the Hijlder regularity of the scaling function, we consider an arbitrary small E > 0. Then by using the Cauchy-Schwartz inequality, one concludes that Hence, if 4 E H'(R), then s I[la-1/2-e @([)I de < +oo, and consequently, 4 E C6-1/2-E for any c > 0. I The transition operator based technique has been extensively studied and used for checking the stability, Sobolev, and H6lder regularity of a wavelet basis; see [13-151, etc . This technique is described as follows. Let ma(E) be the wavelet filter given by (2.13); the associated transition operator is defined by Let V be a finite-dimensional subspace generated by trigonometric polynomials such that and all the other eigenvalues are inside the unit circle, then m(t) generate stable basis of wavelets. Moreover, if [XVI denotes the largest eigenvalue (in absolute value) different from 1 of TmO/v, then 4 E H"(R), Vs < -log (Xvi/2 log 2. Note that this technique gives results similar to those of the technique given in [12] and used in the previous proposition. It is important to mention that the method given in [12] is easy to use in the wavelet framework and it has preceeded the transition operator based technique. The result of this proposition has been derived in [l, p. 2311 by the use of the transition operator technique.
UNIFORM APPROXIMATION OF WAVELET EXPANSIONS IN HijLDER SPACES
In this section, we prove the uniform convergence of a wavelet series expansion and state some properties of the projection operator associated with a wavelet basis. As will be seen, the results of this section depend on the use of a wavelet basis with some Hijlder regularity. The results of the previous section can be used to check this last condition. The following theorem gives conditions for the uniform convergence of the wavelet series expansion of a function f. THEOREM 2. Let f be a function belonging to (C* n L2)(R), Q > 0, and 4 and 1c, be a mother scaling function and a mother wavelet. Assume that 4, ?1, E C' for some 0 < LY < r. Also, assume that 4, $J satisfy the following decay condition: -f ]/oo < c/2-Ja, and consequently, PJ(f) converges uniformly to f. I REMARK 1. Note that condition (3.1) is satisfied whenever 4 and 1/, are continuous and compactly supported.
We shall mention that the operator PJ is stable under perturbation as shown by the following corollary. PROOF. We first note that since f has compact support, therefore, the set (si)k is finite. Consequently, e = supk lsrm -$1 = mzixk IsrUm -$1. The proof of the error bound goes as follows:
Ilf -P,num(f)ilIx, i ilf -PJ(f)llm + llPJf -P?m(f)ll, A possible application of the above results is a wavelet-based scheme for the numerical solution of some Fkedholm equations. This is the subject of the following section.
WAVELETS AND SOLUTIONS OF FREDHOLM EQUATIONS OF THE SECOND KIND
A Fredholm equation of the second kind is an integral equatidn of the type f(t) = x s" K@, s)f(s) ds + g(t), a<tlb.
(4.1) a Here f(t) is the unknown function, g(t) is a known function, and K(t,s) is the kernel of the equation. For simplicity, we assume that [a, b] is compact and X = 1. Note that most numerical schemes for solving equation (4.1) use m points quadrature rule to approximate the integral J; K(t, s)f(s) ds. Th us, equation (4.1) is replaced by the following semidiscrete analogue: ad let $""(f)(t) = CkESJ ,OJ&J~(~) be defined by the above theorem., By introducing P,(f) in equation (4.4), the latter can be written in the following form:
Consequently, PJ( f) satisfies. the following equation:
If we define the function 3 by U t'l n 1 now, we did not have any idea how large this infinity norm could be and, consequently, how large the condition number of AJ is. We should mention that the magnitude of the condition number of AJ plays a major role in finding an accurate approximation to the solution of the linear system (4.5) in the unknowns PJk: the wavelet coefficients of the solution of our F'redholm equation. The smaller the condition number is, the better is the numerical solution of (4.5). By using an extra condition, the following proposition provides Us with a bound of llA~'lloo as well as a bound for the condition number of AJ. For reasons of simplicity, we assume that the scaling function 4 to be used in this section is supported on the interval (0, N]. Trivial modifications are needed to extend the results of this section to other types of compactly supported scaling functions and wavelets. In this section, we provide the reader with a wavelet-based quadrature method for approximating the wavelet coefficients s K(tj, S)C$-Jk(S) ds. The application of this method requires the computation of the values of c$ at some discrete sets of dyadic numbers. The following algorithm can be used to compute 4 at dyadic points.
ALGORITHM.
Computation of 4 at dyadic points. Next, note that by using an appropriate change of variables, the computation of the wavelet coefficient .si = (K(tj, .), 4Jk) can be easily brought to the computation of an inner product of the type _. (5.1)
Many wavelet-based quadrature methods have been proposed to approximate (5.1) in the case where the function f is smooth enough; see [4, 17] . It is known that if f' is sufhciently smooth, then by iteratively computing the moments of 4 given by pk = &" xk$(x) dx, k = 0,. . , m, one gets a wavelet-based quadrature method of precision m. Hence, if Vj E SJ, the kernel K(tj, s) is sufficiently smooth, then the coefficients 1: K(tj,s)4-Jk(s)ds can be computed with high precision. Next, assume that for some j E SJ, the kernel K(tj, s) has a homogeneous singularity at s = sj in the sense that K(tj, S) = Lj(s)/ls -sjl', 0 < y < 1 and Lj is sufficiently smooth. Also, assume that the scaling function 4 E Cn for some n 2 1. Under the above assumptions and by using an ml = 2P + 1 points Newton-Cotes formula composed over m2 = 24 subintervals of 
