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A. CONZE, J.-M. LASRY AND J. A. SCHEINKMAN and their boundary determined by the solutions. It also has some of the characteristics of hyperbolic systems that one would obtain by differentiating Hamilton-Jacobi equations. These (3 .1 ) to (3 . 6 ) below] that arise in the study of a dynamic model in economics that generalizes the model developed in Scheinkman and Weiss [3] . The system comes from a dynamic model in which each agent has to solve a stochastic optimal control problem. This paper should be of interest to mathematicians: since it is very non classical, system (3 .1 ) to (3. 6) requires mathematical developments that are, at least to us, novel. The system at first glance looks like a system of non linear delay equations. Actually, as the sign of the delay is reversed, one can not consider these equations as delay equations. Moreover, as the coefficients of the equations are discontinuous functions of the solutions, this system has a flavor of a free boundary problem, i. e. one in which there are different equations for distinct domains, with the domains themselves and their "free" boundary determined by the solution. Finally this system has also some of the characteristics of the hyperbolic system 525 A FUNCTIONAL SYSTEM IN ECONOMICS that one would obtain by differentiating an Hamilton-Jacobi equation. These aspects combined to require, at least apparently, a very specific new approach to the existence problem.
The paper should also be of interest to economists: the proof of the existence of at least one solution to system (3 .1 ) to (3. 6) provides an entirely constructive algorithm and makes easy to produce simulations of the model.
Similarly to what often occurs when deriving the Hamilton-JacobiBelman equation for an optimal control problem, we first make an heuristic derivation of system (3 . 1 ) to (3. 6) , and then show that any solution to this system provides an equilibrium of the model. The paper is organized as follows: in section 2, we introduce the model and write it as an equilibrium problem in which to every agent is associated an optimal control problem. We then expose heuristic considerations that provide system (3 .1 ) to (3 . 6) .
In section 3, we prove that every solution of this system is an equilibrium solution.
Section 4 presents the existence of a least one solution to system (3 .1 ) to (3.6). We first introduce a reduced system that allows us to construct a map from a functional space to itself. We show that solutions of system (3.1) to (3 . 6) In particular, when y = z and y=z, we get using the expression giving z
By concavity of L, we obtain for all T>O.
Since as (t) (z (t)) has bounded variation we get [1] that the expectation of the second integral is zero. We also have, since z (t) and as ~t~ (z (t)) are 
EXISTENCE RESULTS
This section provides a necessary and sufficient condition for the existence of a solution to system (S). The proof of this result is quite long, but entirely constructive. Hence, the mathematics which follows also provide an algorithm for the numerical construction of a solution.
The methodology that is used here is first to show that a solution of system (S) is a fixed point of a certain map. The monotony of this map, and the characterization of a sub and a supersolution allows us to construct two sequences of functions that converge to fixed points, i. e. solutions of system (S).
We denote by E the space of strictly decreasing, strictly positive continuous functions on [ Note that replacing (P, z, a, c, u, w) by (a, 1-z, c, a, w, u) in (5 . 9) gives (5.10). This is again the symmetry of our problem. Hence it suffices to prove existence and unicity for the Cauchy problem (5.9).
As Proof. -It suffices to use the inequalities provided by the lemma.
Proof of the lemma. -We assume z2 > zl 1 (the proof in the other case is exactly the same). The proof of proposition 6 is now complete, and the map F is well defined in the balanced case.
The general case
Using propositions 5 and 6, we are able to make the proof of theorem 2 by an approximation procedure.
Vol. 8, n° 5-1991. bn) converges (at least) pointwise to a (resp. b) where (a, b) E E X E is the unique solution of system (R).
Proof. -This may be checked by using proposition 6 applied to n, ve~ n) and by taking the limit when n -oo .
Q.E.D.
Proof of the proposition. -Lemma 7 implies that for all n, the pair (ue, n, ve, n) is balanced. It follows from the monotony of F, that since the sequence n H (ue, n, ve~ n) is decreasing (this can be easily checked), the sequence n H (an, bn) is also decreasing. Also, for all n, the functions an and bn are positive. Hence, the sequence (an, bn) converges pointwise to a pair (a, b).
We set we, n (z) = ve, n ( 1-z), w (z) = v (1-z), cn (z) = bn ( 1-z) . [, then Proof. -In the first case, since zn -~ z*, we may take E > 0 such that 1-E] for n big enough. For n big enough, we have that ue, n = u on [E, 1-E]. Hence ue, n {Zn ) -~ u {Z*) and we, n {zn ) -> w {Z*).
Because of the uniform convergence of an and c~, we also have an {Zn ) -a {Z * ) and c~ {Zn ) --~ C (z*). Finally, we set A = a _ 1 and B = a 1. We will establish in this two states case that the switch point z* is always 0, which is the meaning of the following proposition: 
