INTRODUCTION
The theoretical study of H II regions is a field now almost 50 years old. Investigations of how H II regions form and evolve rely on skills and understanding from several areas of astrophysics. The overall structure of the interstellar medium and, in particular, the conditions in molecular clouds where massive stars fo rm are crucial parameters. Details of star formation, stellar structure and atmospheres, stellar evolution and mass loss, microphysical processes, hydrodynamics, radiation transfer, and numerical methods are all important ingredients for theoretical studies. Progress in piecing together the sequence of events during the evolution of H II regions and in determining the relative importance of various competing effects has depended on both theoretical and observational advances in these related fields.
The following review is intended to be selectively comprehensive rather than exhaustive. References are often made to recent review articles, the published proceedings of conferences, and comprehensive monographs instead of strictly to original sources. Emphasis has been placed on theore tical studies and the more global aspects of interpretations of obser vations, rather than on the observations themselves or on detailed models of individual sources.
We begin with a short introduction on some of the relevant aspects of stellar evolution and the structure of the interstellar medium. In Section 2 we briefl y describe the equations to be solved and possible approximations. 49 0066-4146/86/091 5-0049$02.00 YORKE After discussing the "classical" theory of H II region evolution, the results of recent investigations of a nonclassical nature are then reviewed. In the fi nal section, current observations are compared with theory.
Emission Nebulae: Interaction Between the Inters tellar Medium and Evolving Stars
The interstellar medium in a galaxy, a mixture of gas and dust permeated by magnetic fields and energetic cosmic-ray particles, is known to be highly inhomogeneous with respect to density and temperature. It is customary to think of this as a mixture of "phases" (see Table 1 ). The exact divisions and subdivisions into the various components and their estimated relative abundances in the Galaxy vary fr om author to author. Neutral material [H I clouds and molecular clouds with clumpy substructure (13, 75, 123) ] is embedded in an ambient medium that is an inhomogeneous mixture of warm (T'" 104 K), mainly photoionized gas and a hot (T p 106 K), tenuous medium [e.g. McCray & Snow (110) ]. The warm component consists of emission nebulae on the one hand and an extended low-density H II region (32, 112, 172) , or "warm intercloud medium," on the other. Actually, this subdivision is somewhat arbitrary and depends on the observability at the characteristic wavelengths.
Emission nebulae are classified according to the nature of their ionizing sources and to some degree the origin of the material being ionized (see Table 1 ). The suggestion by Shklovskij (147) that planetary nebulae (PN) can form following the ej ection of the extended envelope of a red super giant, which is subsequently ionized by the hot, degenerate stellar core, is generally accepted [e.g. Kaler (77) ]. Other possible "ejection" nebulae can occur, since not all PN nuclei are white dwarTs. Some ring nebulae around Wolf-Rayet (W-R) stars, for example, may be a consequence of the W-R fo rmation process during which the envelope of a massive star is ej ected, leaving behind a hot, helium-burning core (e.g. 20, 31, 109) . It is not clear exactly how and when this occurs and whether or not this is the normal evolutionary sequence for all 0 stars; there may be more than one fo r mation mechanism for W-R stars (29, 36, 37, 97) . Symbiotic stars are also known to be the exciting sources of emission nebulae, the material of which is thought to have originated fr om one member, or in some sense both members, of a close binary pair experiencing mass transfer (e.g. 52) .
Finally, bipolar (biconical) nebulae are generally interpreted as emission nebulae, the material of which originates in a collimated mass-loss (or ej ection) phenomenon. Examples of bipolar nebulae that are PN, pre-PN, or associated with very young objects in star-forming regions are known [e.g. Elsasser (47) , Lada (85) ].
In what fo llows we designate such emission nebulae E-type (ejection YORKE type) to emphasize their similarity resulting from their common mode of origin (intense mass loss). H II regions resulting from ionization of the ambient medium surrounding early-type stars [first considered by Stromgren (162) ] are referred to as S-type. Hybrid types of emission nebulae are possible in which the ionized material originates partly from mass loss and partly from ambient neutral material overtaken by an ionization fr ont (I-front). Varying mass-loss rates and ultraviolet ionizing luminosities may result in one type changing into another. Such changes, as well as phase transitions in the ambient interstellar medium, are intimately related to details of stellar evolution.
Time Scales of Stellar Evolution
Important domains in the age versus zero-age main sequence (ZAMS) mass of evolving stars are shown in Figure 1 . Numerical calculations (e.g. 16, 88, 89, 191, 201) indicate that for the first 105 yr a newly formed hydrostatic core ("proto star") continues to accrete material from the pro tostellar envelope while it contracts to hydrogen-burning temperatures and densities. Higher mass proto stars contract faster than those of lower mass, and for proto stars more massive than 3-5 M 0' hydrogen burning begins (curve 2) before the accretion phase ends (curve 3). During the accretion phase the accreting proto star or accreting hydrogen-burning star is completely obscured optically (Av » 1) but can be observed as an IR source because of the radiation of the heated circumstellar dust cocoon (17, 198) . One speaks of a cocoon star or cocoon protostar depending on whether the central object is pre-main sequence or hydrogen burning. Probably all of the luminous infrared "protostellar candidates" discussed by Wynn-Williams (193) are cocoon stars rather than protostars, because the pre-main sequence phase for massive stars is so short lived. After the accretion phase the protostellar cloud has been either accreted or dispersed, and depending on how deeply embedded within the molecular cloud the proto stellar collapse was initiated, the central core may then be optically visible. Low-mass stars (M < 3 M 0) may become visible optically long before they reach the main sequence (curve 1). YY Orionis and T Tauri are good candidates for such objects (16, 17) .
During advanced stages of the accretion phase, ultracompact H II regions can fo rm if the stars are sufficiently massive. Fossil accretion disks may still exist at this time, and mass-loss activity can occur concurrently. For the sake of discussion we have seta ZAMS lower mass limit of 8 M 0 (spectral type B3 or B4) for the exciting stars.of H II regions in Figure 1 . The same mass limit was used to separate those stars that are supernova progenitors [producing an expanding supernova remnant (SNR)] fr om those stars that are able to lose sufficient mass and evolve into white dwarfs (either with or without an observable planetary nebula), One-million-year old supernova remnants would not be distinguishable as such (curve 6), whereas planetary nebulae have a typical observable lifetime of several x 104 yr at most. This corresponds to a domain of existence in Figure 1 that is less than the thickness of curve 5. Figure 1 are by defi nition horizontal lines fr om left to right. A vertical line at say, t = to shows the mixture of evolutionary phases and domains encompassed at a time t o after a star fo rmation "fl ash" (delta-function star formation rate) in a molecular (30) . Curve 2 has been estimated from a number of sources (88, 194, 195) cloud. Such perfect "flashes" are unrealistic because even if collapse and fragmentation of molecular clouds could be initialized simultaneously in all parts, inherent density fl uctuations will produce scatter in the free-fall times and accretion time scales of the proto stellar fragments. Without entering into the controversy about the longevity of molecular clouds and whether or not they exist in interarm regions (e.g. 19, 90, 143, 145, 154, 175, 199) , we remark that at least OB star-producing molecular clouds [type II clouds according to the classification scheme of Stenholm (160)] are not fo und between spiral arms and therefore should be short lived (several x lO7 yr). The minimum scatter of ages in a stellar cluster can be expected to be of the order of the free-fall time of the parent molecular cloud
Stellar evolution tracks in
In this sense, Figure 1 illustrates some of the difficulties encountered in the study of the evolution of H II regions. OB stars rarely if ever form individually, and their respective H II regions should combine and interact as the nebulae and their exciting stars evolve. After several million years the most massive stars approach the end of main sequence hydrogen burning. Even if the main sequence winds of these stars previously had negligible infl uence on the global evolution of their H II region(s), late nuclear-burning phases are almost certainly accompanied by intense mass loss (e.g. 27, 30, 33, 44) . As discussed at several conferences on the subject (38, 40, 98, 163 ; see also Section 2.6.3), there are many uncertainties concerning exactly how massive stars evolve. Weaver et al. (187) calculate main sequence lifetimes fo r 15-M 0 and 25-M 0 stars that are about 2 x 106 yr longer than those indicated by curve 4. Finally, supernova explosions will occasionally occur in 08 associations over a period of several x 107 yr; such explosions, taken together with intense mass loss and continuing star fo rmation, should fu rther complicate H II region evolution.
BASIC EQUATIONS
We fo rmulate here a system of basic equations valid fo r the density and temperature range expected in H II regions. Implicit in this formulation are a number of simplifying assumptions that we do not justify in detail. For example, the velocity distributions of electrons, ions, and neutral constituents of the gas are assumed to be Maxwellian at a single charac teristic temperature. Any unthermalized component is treated as a small perturbation. Ions and atoms are assumed to be in the ground state. The validity of many of these assumptions is discussed in several monographs on the subject (4, 127, 156) . In addition, molecules are not considered here explicitly; thus, some modifications and additions to these basic equations are necessary in order to treat the interaction ofR II regions with molecular regions in detail.
Depending on what one hopes to learn from solving this coupled system of equations [(magneto-)hydrodynamics, radiation transfer, energy con servation, and microphysical processes (such as ionization, recombination, charge exchange, thermalization of fast electrons, and molecular or atomic b-b, b-f, and f-f transitions)], varying degrees of complexity can be con sidered. Often one merely wishes to determine global parameters of evo lution, such as the mass of ionized gas or expansion velocities as a function of time. The simplifi ed microphysics considered is justified because the pressure structure-which mainly drives the evolution---depends primarily on the ionization structures of hydrogen and (to a lesser degree) helium.
According to Rubin (140) , the average electron temperature (To> in a photoionized nebula depends sensitively on the metal abundance (7000-K difference is possible from a factor of 10 change in abundance) and to a lesser degree on density (2900-K difference can result by changing the density from 100 to lOs cm -3) and stellar effective temperature (1300-K difference by changing To ff from 33,000 K to 45,000 K). This is consistent with results of similar studies (48, 79, 158) . A range of 6000 K is observed in R II regions at varying distances fr om the galactic center [e.g. Shaver et al. (146) ]. Thus, realistic temperatures in evolving H II regions, where accuracy to only several 102 K is required, can be calculated by relatively simple means (e.g. by considering only a few cooling lines). In the following we outline some of the most common simplifying assumptions and approximations.
Mag netoh ydrodyna mics
The gas dynamical equations (mass conservation, motion; cf. 86) can be put into the fo rms
2.
where Urel = U-Urer is the difference between the velocities of the gas (u) and of the reference fr ame (ur e r). When the reference frame moves with the gas (u = u rer ), one speaks of a "Lagrangian" fo rmulation; on the other hand, when Urer = 0, the equations are said to be in a "Eulerian" fo rmulation.
YORKE
Typical acceleration terms gi to be considered in interstellar space are the radiative, gravitational, and magnetic accelerations:
Jo
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where Fv is the radiative energy flux in the frequency interval [v, v+dv] , and KebS, K�ca are the corresponding absorption and scattering coefficients, respectively. Typical absorption processes in H II regions are photo ionization and absorption by dust. Often, b-b line absorption followed by spontaneous emission can be treated as a scattering process. For iso tropic scattering the mean cosine of the scattering angle «cos e») vanishes, and the extinction coefficient The validity of the flux-freezing condition for partially ionized gas is discussed by Draine (41) , who calculates the structure of 10 km S-1 magnetic shocks in a multicomponent medium in which neutral/ion slip page is considered. If IBI is sufficiently large, J-type shocks with magnetic precursors can exist with no discontinuities of hydrodynamic variables and with electron/ion versus neutral slippage of the order of the shock velocity.
Heiles et al. (67) derive magnetic fi eld strengths in three H II regions from Faraday rotation measurements. For two of these (S232, S264), magnetic pressure B2/8n was insignificant. For Sl19 (the brightest part of a thick ionized shell of 23 pc diameter surrounding the 08 star 68 Cyg), a lower limit of 0.18 was obtained fo r the ratio ofmagnetie to gas pressures. This implies an even higher magnetic to gas pressure ratio at times pre ceding the ionization.
Multicomponent fl ow can be considered by including Equations I and 2 with fr ictional coupling acceleration terms gfrie for each component (e.g. 142, 194, 20 1) . Alternatively, the relative motions of the various components can be treated as diffusion effects (53, 54) .
Many numerical methods fo r solving the hydrodynamic equations incor porate an acceleration term due to artificial viscosity (gvi sc ) in order to treat shock-front discontinuities. The interested reader is referred to Tscharnuter & Winkler (182) fo r a viable procedure for using artifi cial vis cosity and for more detailed discussion. It should be noted that the von Neumann-Richtmyer artificial viscosity technique (cf. 136) fo rmulated fo r plane-parallel geometry is inappropriate fo r curvilinear coordinate systems. Finally, the solutions of the hydrodynamic equations require that the radiative flux Fv and the absorption and scattering coefficients K �bs, K �ca be known in each part of the nebula. For this purpose, equations describing the transfer of radiative energy and the state of the gas must be formulated.
Radi ation Transfer
The radiation intensity Iv (x, §, t) is defined as the radiative energy flux at a point in space x, where t is the time, § the direction within a solid angle dO., and where S is the source function. Frequency subscripts are implied. The time-independent fo rm can be obtained by allowing the speed of light c to approach infi nity.
Often one considers the associated angle moment equations, where
are the moments of the radiation intensity in an orthogonal coordinate system with direction cosines (S)i' The zeroth moment J is related to the energy density u = 4nJjc, the first moments Hi to the radiative flux F = 4nH, and the second moments Kij to the radiation pressure tensor.
YORKE
The generalized Eddington tensor f = K/ J is often used instead of K. Note that fj = jjj and Tr (f) = 1, so that f has in general fi ve independent components. The zeroth and first moment equations can be written as (l/e)o J /ot+VoH = _"absJ + e , (l/e)oH/ot+Vo(K) = _ " e'tH,
7.
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where we have implicitly assumed an isotropic source function S = (1'+ " sea 1)/ " ext valid fo r isotropic scattering and isotropic emissivity I' of the gas. When we consider line radiation in a moving medium, ,,�bs ,
,,�x\ and Gv are nonisotropic and the right-hand sides of Equations 7 and 8 must be modified accordingly (cf. 114).
In spherical symmetry, H has only one nonzero component (H = Hr) and f only one independent component (f = frr). Therefore,
If, furthermore, the only source of radiation is a centrally located point source, then f = 1 and G = o. Equations 7 and 8 can then be simplified as fo llows:
Finally, if " se . = 0, then J = H and Equations 9 and 10 are identical:
10.
11.
This is the usual approximation applied to the ionizing radiation field in H II regions, which was used by Stromgren (162) in its time-independent fo rm. Equation 11 is also valid in a nonspherically symmetric geometry, provided the same assumptions hold (I' = 0 , "se a = 0 , frr = 1 , fj = 0 in a spherical polar coordinate system centered at the source). In this case "abs is a function of position (r , solved by integrating radially outward fo r each polar direction ("radial sector" approximation). If either " sea #-0, I' #-0, or fj #-constant, then one must resort to the more general moment equations (Equations 7 and 8) using a procedure fo r finding fj. For spherical symmetry, efficient Thus, for the time-independent case, we have 
Ionization and Recombination
12.
13.
We denote an element with atomic number f3 in the rth ionization state by (p,r) and its relative abundance by xp, normalized so that k�=OXp = 1. The electron density is therefore given by ne = n LJl= 1 'Jl L�= 1 Xp' r, where 'p is the relative particle abundance of the element 13, normalized so that kp'p = 1. Here n = p//1orno is the number density of nuclei, and /10 = LpAp'p is the mean mass per nucleus, where Ap is the mean atomic weight in amu (rn o ) of a neutral atom p. For cosmic abundances, we find flo � 1.32 [cf. Allen (3)].
Some of the principal mechanisms determining the time rate of change of x p are listed below. For a description of modern atomic data banks, the interested reader is referred to the review by Zeippen (204) . Otherwise, we list a few references for each type of process.
1. Photoionization (111, 124) :
where (ap)v is the photoionization cross section of an ion (p,r) and Xp is its ionization threshold energy. Note that 2. Recombination (124-126, 149, 1 6 1 ) :
where iXp,k is the partial recombination coefficient of an ion (13, r) via process k.
(.¥p)3 = n.q, where q is the collisional ionization coefficient.
4.
Charge exchange with other ions (')I, s) (6, 108):
16.
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where (D�, �)+ = (D�:p)-is the charge exchange coefficient when (P, r) loses and (')I, s) gains an electron.
S. Secondary (collisional) ionization by nonthermal electrons produced by photoionization with hard photons:
18.
The mean number of secondary ionizations Ep(e) per nonthermal electron of energy e must take into account partial thermalization and competition with other "destruction" mechanisms (excitation of low-lying levels and ionization of other species). Thus E'p depends on the local ionization structure, density, and temperature of the gas.
6. Ionization by cosmic rays (both primary and secondary ionizations):
19.
where '¥p is the primary ionization rate of an ion (P, r) by cosmic rays, and eli is the average energy of the ej ected electron.
7. Ionization by recombination photons "on the spot": Let us denote ¢;, k(V) the frequency distribution of photons emitted by each recom bination of an ion (')I, s) via process k (including subsequent radiative transitions to the ground state). In many cases ¢�,k(V) can be treated as a sum of Kronecker delta functions, weighted when necessary by appropriate branching ratios. The contribution from two-photon transitions and from the thermal velocity spread of recombining electrons is continuous. For each type of recombination process, ¢;,k(V) obeys the relation
These photons are a source of emissivity of the gas:
20.
Because of the linearity of the radiation transport equations, this con tribution to Jv can be treated separately. Use of the time-independent Eddington approximation (Equation 13 ) is justifiably accurate fo r many purposes. Usually, however,
is substituted directly into Equations 14 and 18 ("on-the-spot" approxi mation), a procedure that is valid when l/K�bs is small compared with the length scales of interest.
Using these definitions, we can write the time rate of change of x� as
where it is implicitly assumed that
22.
For each element p, there are p such equations, one of which may be replaced by the normalization condition. Chemical reactions with the ion (P, r) may also be important in molecular regions bounding H IT regions where shocks are present (1 17, 118, 186), but their effects have generally been ignored in hydrodynamical evolution calculations of H II regions. The main reaction types are discussed by Watson (185) . Prasad & Huntress (132, 133) list 1423 reactions fo r 137 species, but only about 25% of their reaction rates are based on laboratory measurements; the remainder can be expected to be accurate to perhaps an order of magnitude. However, some important photo-processes are missing from their scheme (e.g. photodissociation of H 2 ), which restricts its application in zones close to H II regions.
Thermal Energy Balance
The conservation of thermal energy ean be expressed as
where E = ( 3!2)kT(n + nell p is the thermal energy of the gas per unit mass, and A and r are the rates of thermal energy losses and gains per unit volume not included in the (de-)compressional work term P!p ( V' u). Care must be exercised when determining which microphysical processes modify E via A and r. When, for example, an ion/electron pair radiatively recom bines, E is modifi ed indirectly as a result of the change in n e/P ' The contribution to A is only about 0.3 [(3/2)kT1 per recombination, because slow electrons are generally favored in the recombination process. Using the symbols defined above, we may write
Collisional ionization by thermal electrons will also contribute to A :
25.
Collisions of atoms and molecules with dust grains could contribute significantly to the thermal balance of neutral gas, especially at high gas densities, when collisional deexcitation and optical depth effects may become important. Such collisions have little effect on the grain tempera ture. The temperature T �1st of a grain (i) of given composition and size is given by the thermal equilibrium condition where Bv is the Planck function. When the grains have no net motion with respect to the gas, we have
where nS�st is the particle density of grain type (l), nal the grain's geo metrical cross section, Y!�) the efficiency of energy transfer usually assumed to be of order unity, and Vfh the thermal velocity ofthe neutral constituent fJ of the gas. Typically, only hydrogen need be considered. When grains move with respect to the gas or they interact principally with charged particlei, the situation is much more complex. Depending on the ratio of the density of energetic photons that remove electrons fr om the grain surface (photoelectric effect) and the electron density, grains can be either positively or negatively charged (e.g. 54, 94, 119) . This affects the thermal and hydrodynamical coupling between dust grains and gas. Partly as a result of the grain's charge, gas/grain collisions are unimportant fo r the thermal balance of fully ionized gas.
The heating of H II regions by photo-ejected electrons from grains by stellar continuum and recombination Lac photons has been considered by Maciel & Pottasch (95) , who find some influence on the thermal structure.
By far the most effective mechanism for removing thermal energy from the ionized gas is line radiation following collisional excitation by thermal electrons oflow-lying levels in atoms, molecules, and ions. Except in special cases (i.e. maser emission, optically thick lines, or continuum), it suffices to consider collisional excitation, deexcitation, and spontaneous emission only. For many ions, only one excited level need be considered, and often collisional deexcitation is negligible. Thus, cooling rates can often be written in a fo rm comparable to Equation 25 . Detailed discussions of cooling processes, including free-free transitions, can be found in several current monographs (4, 127, 156) . Updated atomic data have been com piled by Mendoza (11 1). This compilation is included in Aller's monograph (4) as an appendix.
The partial thermalization of energetic electrons produced by (a) pho toionization and (b) cosmic-ray ionization will contribute to thermal energy gains in the gas:
26.
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where �E(e) is the energy that nonthermal electrons of energy e lose via secondary ionizations ['2:.y,s(yX;x�E�(e)] and via collisional excitation of lOW-lying levels that subsequently spontaneously emit photons. When an on-the-spot approximation is used, the appropriate contribution to Jv (given in Equations 2 0 and 21) can be substituted directly into Equation 26 . Heating by artifi cial viscosity rvisc consistent with gvisc should also be included (cf. 182).
Boundary Conditions and Initial Values
The coupled system of partial differential equations introduced in the preceding sections defi nes an initial-value problem requiring boundary conditions. Generally speaking, whenever information is transmitted across a boundary into the region under consideration (either by gravi tation, advection, radiation, or magnetic fi elds), appropriate boundary conditions must be tailored to the particular problem at hand.
Consider, fo r example, the nonmagnetic system of equations (Equations 1, 2, 11, 22, 23) that describe the time rate of change of the dependent variables p, u, Jv, xp, and E, from which T and P can be calculated. At the inner boundary in a spherically symmetric geometry, one should specify values for M" Jv, and fl uxes pu, puxp, pu2, puE when u > 0 , as appropriate for a given source of stellar wind and stellar radiation. The outer boundary conditions should specify the appropriate matter, momentum, and thermal YORKE energy fluxes when u < O. If outside sources of ionizing radiation are included (for example, in the case of a globule immersed in an H II region), Equation II (which implies an Eddington factor of f = I) is unrealistic and should be replaced by the more general moment equations (Equations 7 and 8, 9 and 12 or 13). Boundary conditions fo r Jv and (if necessary) Hv must then be given.
In the full time-dependent fo rmulation of the numerical problem, initial values for each of the dependent variables must be specified. This require ment can be relaxed when steady-state solutions are sought, i.e. ohlot = 0 for all dependent variables h. Static model nebula are calculated assuming ohio! = 0 and u = 0; this eliminates the need to solve the hydrodynamic equations and simplifies somewhat the line transfer problem. In this case, the microphysics can be considered in much greater detail, which is useful for checking the validity of some simplifying assumptions.
State of the Art of Numerical Evolution Calculations of H II Regions
From the above discussion it should be clear that time-dependent cal culations of the evolution of H II regions depend on detailed knowledge of (a) microphysics, (b) boundary conditions, and (c) initial values fo r the distributions of dependent variables as outlined above. Recent theoretical advances have come fr om more realistic treatment of each of these factors, together with improved numerical methods and larger, faster computers. However, there is still much room for improvement. In Table 2 the present status of evolution calculations is summarized. Multicomponent hydrodynamics has been considered in evolving ion ized regions (53, 54, 142, 194, 195) . Gail & Sedlmayr (54) fi nd no significant separation of gaseous components but significant separation of dust and gas in the I-front and neutral boundary zones (see also 194, 195, 201) . Magnetic fi elds have not yet been considered in multidimensional hydro dynamical evolution models, although their possible importance and some consequences can already be surmised from one-dimensional studies with simplifying assumptions [e.g. those by Lasker (92) and Pascoli (130) fo r planetary nebulae].
BOUNDARY CONDITIONS
The boundary conditions and initial values fo r the dependent variables actually define the problem considered. When the heavy-element ionization structure is desired, fo r instance, fo r line profile calculations in dynamically evolving H II regions, detailed knowledge of the spectral distribution of the stellar flux in aging stars is necessary. The calculated LTE, line-blanketed atmospheres of, e.g., Kurucz (8 1) and the NL TE, unblanketed atmospheres of Mihalas (113) (11)]. Self-consistent NLTE, blanketed, and (in particular) nonstatic atmospheres are unfortunately not available and cannot be expected in the near future.
There is also considerable uncertainty regarding the fate of evolving 0 and B stars during late main sequence burning phases. Recent theoretical work [reviewed by Maeder (96, 97) and Chiosi & Maeder (30) ] has shown that depending on initial mass and mass-loss rates,. the more massive stars may go through very different evolutionary sequences. Competing effects (such as classical envelope expansion with core contraction; helium core growth; homogenization of the envelope by a large, fully convective zone; and large luminosity-to-mass ratios, which favor envelope expansion) determine whether a star evolves blueward or redward from the ZAMS. The poorly known mass-loss rate during these late main sequence phases thus not only is a critical parameter for the interaction of stellar winds with H II regions, but also is of crucial importance fo r something as basic as the flux of Lyman continuum (Lye) photons as a function of time. Although incomplete knowledge of internal mixing processes [e .g. over shooting and semiconvection; see discussions in (28-30, 36, 87) ] and of binary star evolution [deLoore (37) ] hampers even further any quantitative predictions of the time evolution of the stellar UV flux, it seems likely that very massive stars may spend a substantial percentage of their nuclear burning lifetimes blueward of the ZAMS. This fact has encouraged Terlevich & Melnik (173) to suggest that the central ionizing source of Seyfert 2 and Liner nuclei could be a 3 x 106-yr-old OB cluster resulting fr om a previous burst of star fo rmation. Using (unpublished) Maeder evolutionary tracks, Kurucz (8 1) atmospheres redward of the ZAMS, and helium atmospheres of Wesemael (189) blueward in accordance with the calculated chemical composition of the outer stellar layers, Terlevich & Melnik (173) find that such a cluster should contain a substantial number The existence of stellar winds can have important consequences regard ing the structure and evolution of H II regions-to the point that either the H II region is squelched out of existence (see Section 3.2.1) or else one begins to speak of entirely different objects. Such objects include bipolar (or biconical) nebulae, planetary nebulae, ring nebulae, stellar wind bubbles, etc, some of which are subjects of recent reviews in this series (30, 44, 77, 85 ).
INITIAL VALUES
Relaxation of the "constant-density" initial con dition has allowed progress to be made in matching morphological shapes and overall velocity patterns obtained in numerical hydrodynamical evolution calculations of H II regions to their observed counterparts (champagne model, blister model; see Section 3). In addition, the re alization that the fo rmation of compact and ultracompact H II regions is intimately related to the formation and evolution of massive stars, and in particular to details of the evolution of the proto stellar envelopes prior to ionization, has sparked interest in these early evolutionary phases.
NUMERICAL METHODS OF SOLUTION
The most popular technique of numerical solution of the coupled partial differential equations described above has been the use of finite differences. At least some of these equations (i.e. Equations 22 and 23) should be fo rmulated with backward or centered time differences and solved iteratively (implicit schemes). The hydro dynamical equations can be fo rmulated and solved using fo rward time differences (explicit schemes) as long as the Courant-Friedrichs-Levy con dition At </!ll /(u2+Vtt+V;)I/2 does not impose too stringent a require ment on the size of the time step At with respect to the evolutionary time under consideration. (Here AI, U, Vth, and Va are the local grid spacing, gas velocity, isothermal sound speed, and Alfven velocity, respectively). When high-velocity stellar winds are considered, implicit hydrodynamic schemes may be required. Fully implicit two-dimensional hydrodynamic codes designed to follow the evolution of H II regions do not exist at present. Use of second order and higher difference schemes in one-dimensional and two-dimensional codes in order to improve the spatial resolution of fronts and contact discontinuities is becoming more common.
THE FORMATION AND EVOLUTION OF H II REGIONS
3.1
The "Classic al " Model fo r the Evol ution of
s-Typ e H II Regions
By solving numerically the equation of transport for hydrogen-ionizing photons together with the condition for ionization/recombination equi librium in a constant-density medium, Stromgren (162) showed that spheres of almost fully ionized gas should exist around hot 0 stars with a rather sharp transition to the outlying, almost fully neutral gas. Stromgren fu rthermore pointed out that these photons have more energy than neces sary to merely ionize hydrogen, and thus they should be important for heating the gas. As shown later by Spitzer & Savedoff (157), this energy excess causes an H II region to heat up to a temperature of approximately 104 K, about a factor of 100 higher than the temperature of the ambient neutral gas. Thus, ionized nebulae were expected to expand as a result of the pressure difference between ionized and neutral material. In the following years, the "classical" theory fo r the evolution of H II regions was developed by many investigators [see the review by Mathews & O'Dell (106) for a list of references up to 1969]. Kahn (76), Axford (7), and Goldsworthy (59) developed the basic fo rmalism and nomenclature of steady-state I-front physics, and the formation of shock fronts preceding I-fronts under certain circumstances was predicted. The first computer studies of H II region evolution began in the 1960s (e.g. 68, 91, 105; see also 174) , and these confirmed in detail what then had already been surmised from analytic studies. Analytic and numerical computational studies continued with improved and more detailed microphysics, and by the end of the 1970s the "classical" evolutionary picture of H II regions had emerged as the standard for which to compare the relative importance of competing effects and any new processes being considered and/or to test new numerical methods (53, 54, 60, 63, (99) (100) (101) (102) (103) 164) .
The problem considered fo r the classical evolution is the fo llowing. A hot early-type star begins to emit ionizing photons in a uniform neutral medium of infi nite extent that is at rest. After several million years, the ionizing flux decreases. The evolution of the ambient medium is divided into three phases: the formation phase, the expansion phase, and the recombination phase. We consider each briefly here. A discussion of the approximations that can be applied and the scaling laws appropriate for the fi rst two phases is given by Goldsworthy (60) , who generalizes the numerical solutions to a wide variety of initial densities and ionizing fluxes.
3.1.1 THE FORMATION PHASE When the ionizing point source switches on, an I-front sweeps through the gas at supersonic velocity . _ . { 1 [ 4n: 3 2 (2l]} ri -mm c, 4n: nH r ? Su(O) -3 ri nHO( , ionizing and heating it but otherwise leaving it undisturbed. Here we have amended Spitzer's (156) fo rmula for a point source at r = 0 in a pure hydrogen gas to account for the fi nite speed of light [ n H is the particle density, Su(r) the number of ionizing photons per unit time passing through a sphere of radius r, and 0(2) the coefficient fo r recombinations into level 2 and higher ("on-the-spot" approximation for a dust-free hydrogen gas)]. This so-called weak R-type I-front [see, e.g., Spitzer (156) fo r a discussion of I-front notation] persists until its location ri is about 2% of the Stromgren radius rs = [3 Su (O)/4n:nit 0(2)] 1/3. Modifications, such as gradual turn-on of the ionizing source, competition of dust and helium fo r ioniz ing photons, non-steady-state gas dynamics, or time-dependent ion ization/recombination, require a detailed numerical treatment. As ri approaches rs, the I-front slows and changes from weak R-type to subsonic D-type, evolving through strong-D, critical-D, and finally weak-D phases (106, 164) as a shock front forms and detaches from the I-front. This marks the beginning of the expansion phase.
THE EXPANSION PHASE
The heated sphere of ionized gas expands against the surrounding neutral medium bounded by a weak D-type 1-front and its associated shock. The global expansion lowers the density in the ionized sphere, thus lowering the recombination rate and making more photons available to ionize the gas. The mass of ionized gas therefore increases with expansion. The I-front and shock front are separated by a geometrically thin shell of neutral shocked gas. Their radii approximately follow the formula (cf. 156)
where ClI is the isothermal sound speed of the ionized gas. This fo rmula implies a maximum ' gas velocity of CII � 10 km S-I , which subsequently decays to (l/2)Cn fo r ri = 2.5rs, corresponding' to about 5 (or 0.05) Myr for an 05 star in a medium of density nH = 10 cm -3 (or 104 cm -3). In addition to the hydrodynamic calculations cited above, steady-state weak D-fronts have been calculated by Mallik (99) and Harrington (63) , who paid particular attention to nonequilibrium heating/cooling and ioni zation/recombination. Mallik's large predicted deviations from the equili brium temperature within the I-front were shown later by Harrington to be actually less than 103 K. Such deviations still can affect strongly the [0 I] A,6300 line strengths, since they originate primarily in I -front regions.
Repeating Mallik's case 2, for which Tmax = 16,000 K is given, Harrington calculates Tm ax = 9200 K and concludes that the analysis of Axford (7) and Goldsworthy (59) is adequately valid.
The expansion ends either when pressure equilibrium is attained between ionized and neutral regions (rj � 5r s ) or when the ionizing source moves off the main sequence, marking the beginning of the recombination phase.
THE RECOMBINATION PHASE
The evolution of H II regions during the recombination phase depends on the details of how the ionizing fl ux changes with time. Manfroid (100, 102) has followed the time-dependent recombination of a diffuse nebula in which the single exciting star has moved off the main sequence. Considering more than 100 forbidden lines and ionizations of elements up to 120 eV, he fi nds that the forbidden lines decay more rapidly than those of hydrogen and helium, so that charge exchange reactions are particularly important for the resulting spectrum. Beltrametti et al. (15) have calculated the recombination phase fo r two types of ionizing sources but with less detailed microphysics. Source Ll was assumed to consist of several 0 stars, one of which suddenly leaves the main sequence, which causes the ionizing luminosity to decrease from 2 x 1049 Lyc photons S-I to half that value. Source L2 was chosen to model an OB association with a continuous decrease of the Lyc fl ux. Considering the various cases calculated, including those described by Tenorio-Tagle et al. (171), we can make the following general remarks. The decrease in ionizing fl ux causes the I-front to recede, supersonically if the drop in fl ux is sufficiently rapid. The neutral, newly recombined gas still expands as a result of its inertia, and it is still preceded by the now momentum-driven shock front moving into the undisturbed neutral medium. During this phase the H II region has the appearance of an expanding sphere of ionized gas surrounded by a geometrically thick shell of expanding neutral gas (u ::s 10 km S-I) at about the same density. For the calculated cases with the Ll source, the I-front begins to move outward again when the Stromgren radius corresponding to the remaining fl ux is reached. The I-front is again of weak-D type, but it now travels through an expanding neutral medium. Eventually the two shocks merge, and "classical" expansion continues until the next star moves off the main sequence. We defer the discussion of L2 cases until Section 3.4.
The Fo rmation Phase-Late Stages of Star
Formation
In 1979 together with the simplifying assumptions leading to their derivation, and assume furthermore that the degree of ionization changes discontinuously from x � 1 to x � 0 at r = rio After algebraic manipulation, we find that
for IX =1= 312 or
fo r IX = 3/2. Here Mer is a critical accretion (outfl ow) rate defined by
�6 xl 0 -6 M o yr-' 1 00 k� s-' 10 �0 1 0 49":_ ' , where V, is the gas velocity at the base of the ionized region at radius r io and Self = Su(r,) + M/�omo is the rate of ionizing photons passing through this radius [Su er,)], corrected by an advection term M/�omo (positive for outflow, negative fo r inflow). For a mass loss M = 1.7 X 10-6 M 0 yr-' (7 x 10 -5 M 0 yr-1 ), this correction term is MI �omo � 5 x 1043 S -, (2 X 1045 s-') and corresponds to the Lyc luminosity of a ZAMS B3 (Bl) star, according to Panagia's (128) shows that an E-type H II region will be able to propagate outward from an ionizing source only when the ratio M/ vI is sufficiently low. When the mass flow is direction dependent, these equations are still valid-in the radial sector approximation-when applied to each solid angle. Thus, it is possible fo r an ionization front to propagate outward in some directions and be squelched (£1 » Mer) in others.
NUMERICAL CALCULATIONS OF COMPACT H II REGION FORMATION
The hydrodynamical and spectral evolution of a lO-M 0 spherically symmetric proto stellar cloud from initial gravitational collapse until the fo rmation of an expanding compact H II region surrounding a 9.5-M 0 ZAMS star has been calculated by Yorke (194, 195) ; these calculations include the effects of gas/dust slippage, frequency, and angle-dependent continuum radiation transfer. The evolution of several important radii is shown in Figure 2 . After a little longer than one free-fall time a hydrostatic core forms at the center, containing a small fraction of the original mass. About 4. 1 x 104 yr later the core contains a mass of 6.9 M 0 and has contracted to the main sequence radius r. � 2 x lOll cm. It continues to grow in mass, and at an age t � 1.5 X 105 yr the refractory (graphite and silicates) grains decouple dynamically from the gas, drift outward despite continuing gas infall, and recouple in the outer regions, which prevents further in fa ll of material beyond � 1016 cm. Inside this radius the dust-free gas approximates well a freely falling inflow with velocity vCr) = -J2GM/r and density p � r-3{2, and the arguments given in Section 3. Here r. is the (proto-)stellar radius and location of the accretion shock front, rH II is the radius of the I-front, rR is the grain destruction radius of refractory particles, and rv is the radius of volatile ice mantle destruction. Note the change of scale at 1.55 x lOs yr. The mass accreted onto the central core corresponding to the evolutionary age after core fo rmation is also given. The figure is adapted from Yorke (197 cocoon shells at r � rv were formed, which (as in the lO-M o case) halted the inflow. Compact H II regions of S-type can be expected to form interior to this outer cocoon after mass infall decreases sufficiently. The calculations described above have the great disadvantage that rotation was not included. Two-dimensional numerical calculations of H II region formation are necessary that allow accretion onto the central source via an accretion disk and mass outflow along the symmetry axis.
COMPACT H II REGION FORMATION WITH ROTATION AND OUTFLOW
Even a small amount of rotation in the protostellar cloud can affect dramat ically the evolution of the central source prior to the formation of a com pact H IT region [cf. Bodenheimer (21) ]. Without angular momentum transport, a disk rather than a protostar is formed. Magnetic braking may have previously reduced the angular momentum by a factor of several orders of magnitude [cf. Mouschovias (122) ], but this process is no longer effective in dense protostellar disks due to the extremely low degree of ionization. In analogy to the evolution of a 3-M 0 rotating proto stellar cloud calculated by Tscharnuter (181) , the more massive rotating cloud can be expected to fo rm a disk at its center, which subsequently grows in mass and size as it accretes material from the infalling envelope. Poorly understood viscous processes transport angular momentum outward and material inward within the disk, and thus the inner part of the disk evolves toward a more compact starlike condensation. As in the nonrotating case, this starlike condensation will contract toward main sequence densities and temperatures, but its evolution may be strongly influenced by the time scale of angular momentum transport. The mere existence of massive stars and the lack of observed pre-main sequence stars with M > 5 M 0 show that at least these stars have solved their angular momentum problem within the accretion time scale (curve 3 in Figure 1) .
Mass outflow appears to be a general phenomenon associated with the star fo rmation process (cf. 8, 58, 148, 152) . In particular, one can expect all stars that evolve into main sequence late or early B-types to go through a phase of intense but relatively low-velocity mass loss [see discussion and models by Dyson (46) ]. The Orion region is the most well-studied star fo rmation region, and it is therefore not surprising that mass outflow and shock-induced H 2 emission were fi rst discovered in the Kleinmann-Low (KL) region (56, 84, 206) . In the controversy over whether the "disk" surrounding IRc2 near the Orion KL region is truly a disk [Kutner et al. (83) ] or merely colliding clouds [Ho & Barrett (69) ], the fo rmer interpreta tion seems more likely to be correct [Vogel et al. (184) ]. This and other tentative disk identifications around luminous IR sources suggest that outflows from massive objects can occur concurrently with disks. Disks YORKE are often invoked in theoretical models of collimated outflow [cf. (134, 135, 138, 179, 180) fo r recent examples and references], although there is far from a general consensus of opinion regarding either the acceleration or the collimation mechanisms [see, e.g., Draine (42) fo r a purely "magnetic" interpretation]. In any case, the first stage of H II region evolution may be of E-type in a collimated (bipolar) outflow when the ratio Mlvl is sufficiently low ; the nebula may later evolve into an S-type H II region (as described in Section 3.2.2) when inflow from the protostellar envelope onto the accretion disk stops and it begins to shrink in size and importance. A fossil accretion disk with associated collimated outflow may persist, but it will no longer dominate the subsequent H II region expansion.
Dreher et al. (43) noted that the ultracompact H II regions they observed in W 49N should have lifetimes of '" 105 yr, rather than the ", 103-yr lifetimes expected from simple 10 km S-I expansion. Two possible explanations were offered by the authors : Either these regions are the ionized cores of dense stellar winds (E-type H II regions), or else ultracompact H II regions reform repeatedly as a result ofluminosity oscillations [described by Yorke & Kriigel (20 1)] during late star fo rmation phases. Habing & Israel (62) noted the same discrepancy in observed and predicted lifetimes of ultra compact H II regions and H20 masers. Rather than searching fo r a cause fo r the slower expansions of ultracompact H II regions, however, we should more carefully estimate their lifetimes, taking into consideration that some of these ultracompact sources are ionized by the Balmer con tinuum photons of stars with M � 10 M 0 (as discussed above). Ultra compact H II regions should be more numerous than is predicted by simple expansion models ofH II regions that consider Lye ionization only.
The Expansion of H II Regions-The Champagne Phase
Numerical evolution calculations of H II regions in large-scale, non uniform environments under a variety of different conditions have been performed by a number of investigators in one-dimensional (14, 167, 170, 183) and two-dimensional (22, 23, 141, 142, 171, 172, 199, 200, 202) geometry. Generally speaking, these calculations show that the S-type H II regions expand preferentially toward directions of decreasing density and that the ionized gas can attain supersonic velocities, in contrast to predictions of the classical expansion theory. In a clumpy medium, one can expect the weak D-type I-front with its preceding shock to pass around the more dense clumps of neutral material, compressing them and thus resulting in embedded neutral globules and elephant-trunk configurations [see the similarity solutions by Marsh (104) , and the hydrodynamic results in one dimension by Tenorio-Tagle (165) and two dimensions by Sandford et al. (141, 142) ]. Another explanation for some long-lived neutral inclu sions and bright rims in H II regions has been offered by Tenorio-Tagle (166) , who calculates the collisions of different types of I-fronts in inter acting H II regions [see also Brand (25) ].
Eventually the I-front of an expanding H II region within a molecular cloud reaches the cloud's edge and the champagne phase begins [see reviews by Tenorio-Tagle (169) and Lazarel,f (93)]. In the idealized numerical models of Tenorio-Tagle and coworkers (14, 22, 167, 170--172, 199, 200, 202) , the molecular cloud's edge is assumed to be a constant-pressure contact discontinuity (cd), where temperature and density change by sev eral orders of magnitude. Depending on the depth of the ionizing source in the cloud, either a weak D-type or R-type I-front (R and D cases) crosses the cd edge. In both cases a weak R-front quickly moves through the low-density intercloud gas, and a pressure difference of several orders of magnitude is left behind at the cloud's fo rmer edge. The 104-K high density material expands outward from the cloud as a rarefaction wave travels inward through the H II region. At first, the weak D-type I-front still moving into the molecular clouds takes no notice of this expansion, but as the rarefaction wave crosses past the source, the supply of ionizing photons at the D-front increases with time and the I-front, with its leading shock, becomes faster [cf. Bedijn & Tenorio-Tagle (14)]. The resulting configuration is a blister-type H II region [cf. Israel (73, 74) ], which is ionization bounded on the molecular cloud side and density bounded on the side of outward champagne flow (see Figure 3) . The density distribu tion of ionized gas is roughly fan shaped and decreases approximately exponentially away from the cloud, whereas the velocity increases to several times the sound speed. Because line emission is strongly density dependent (it often varies as n2), line profiles are often dominated by the denser low-velocity gas [Yorke et al. (203) ].
The initial density discontinuity at the cloud's edge is not a crucial assumption. Soon after the I-front crosses the cloud's edge, the density gradient becomes finite ; the "edge" is smeared out significantly while the expanding gas is still subsonic. Numerical models by Welter (188) and analytic considerations by Mazurek (107) show that champagne-type supersonic fl ows occur fo r modest density gradients.
Compared with the one-dimensional calculations, the two-dimensional champagne flow calculations were able to consider a greater variety of physical situations at the cost of more simplified physics. The Ra nd D cases of Tenorio-Tagle (167) were recalculated in two-dimensional axial symmetry by Bodenheimer et al. (22) and Yorke et al. (202) . A single example is shown in Figure 3 . Double champagne flows in sheetlike clouds were also considered [(22, 202) (199, 200, 202) ], although in this case the radial sector approximation is prob lematical as a result of the sharp shadows cast by the globules. A more realistic treatment, which allows for ionization on the globules' backsides by Lyc recombination photons in the champagne flow and by scattered radiation [cf. Sandford et al. (141, 142) ], is required. The ionization of molecular clouds and the associated champagne flows due to stars located outside molecular clouds and moving relative to the cloud boundary (run away 0 stars, blue stragglers) were also considered (172, 199) . Calculations of champagne flows in massive collapsing and rotating clouds (199, 200) demonstrate that the champagne effect is able to ionize and disperse self gravitating clouds even when the escape velocity at the boundary is greater than the isothermal sound speed of the ionized gas. Taking into account the calculations of the line formation that takes place during the champagne phase [Yorke et al. (203) ], we can summarize the main consequences of this phase as follows: 1. There is an approximate exponential density drop in the ionizing gas that streams away fr om the neutral cloud. H II blisters at the edges of clouds result.
2 .. The velocity of the ionized gas increases with increasing distance from the cloud and can attain values in excess of 30 km S-1 . The inte grated Doppler-shifted velocity of the ionized gas is only modest, how ever [�5 km S-1 ,away from the cloud (the exact value depends on geometric orientation)]. 3. Complex velocity structure in lines (multiple components separated by up to 40 km S-I , line broadening, and line asymmetries) could be present at various positions within a nebulae, with a tendency for greater complexity in the low-density, density-bounded periphery of the flow. The complexity of line profi les is also a function of beam size and orientation. 4. The champagne phase produces a low-density, extended H II region.
A large percentage of ionizing photons can leak out of the density bounded surface and maintain partial ionization ofthe warm intercloud medium. When these photons interact with neighboring molecular clouds, long-lived bright rims are produced. 5. The champagne phenomenon is an important mechanism for the input of kinetic energy into the interstellar medium. Several 1050 erg can be imparted to ionized gas by a single 05 star. that has evolved in a stratifi ed galactic disk with parameters (scale height and density) typical of a 10-kpc galactocentric radius. Prior to the first explosions, the recession of the I-front led to a large expanding ring of neutral gas of 800 pc diameter and 50--100 pc thickness. After some 200 supernova explosions, each with an energy of 105l erg, rather modest shells were produced. The energetic "supershells" (105 2 .4_1054 erg) observed and discussed by Heiles (65, 66) could not be reproduced. In the calculations described above, W-R star fo rmation and stellar winds were not con sidered.
Bruhweiler et al. (26) and Tomisaka et al. (178) considered the combined effects of many stellar winds of an OB association in creating cavities prior to the supernova explosions and were also able to explain supershells of more modest energy. Prior H II region evolution was not considered. Tenorio-Tagle (168) has suggested that Heiles' most energetic supersheUs could be explained by the collisions of high-velocity clouds with the galactic disk. Such collisions could also initiate star formation.
CONFRONTATION OF THEORY AND OBSERVATIONS-PROSPECTS FOR THE FUTURE
The interpretation of all available observational data allows one to construct "models" of individual sources. The piecing together of these interpretive models into an evolutionary sequence is not a trivial task. Conceivably, there may be more than one avenue of evolution. Theoretical evolution models, as described in Section 3, are by necessity simplistic and cannot compete with the complexity of reality.
1
Observations of Ultracompact H II Regions
Radio and infrared observations of high spatial and spectral resolution can now discern the earliest stages in the evolution of an H II region. (62) for a definition of ultra compactness, and (9, 43, 120, 150, 177, i83, 193) for recent additions and further references]. Thompson (176) compares the emission measure versus luminosity (assuming optically thin IR hydrogen lines) for 17 of these objects with his tabulated values for Kurucz (8 1) atmospheres and finds that the observed points generally lie between the Baimer and Lyc continuum curves. This result demonstrates the adequacy of Balmer continuum photons in explaining the "excess" IR hydrogen lines [as suggested by Simon et al. (150) ], but it raises the question as to why these lines are not even stronger, which would bring the observed points closer to the Balmer continuum curve. The most obvious explana tion-namely, optically thick lines that also invalidate the assumptions of case B recombination theory [cf. Osterbrock (127) ]-does have obser vational support, but as discussed by Thompson, other effects may also be operative, such as dust absorption, density boundedness, and inad equacies of the model atmospheres. More detailed interpretive models that include full radiative transfer effects are necessary for defi nitive predictions. Accreting flows, with their modifications of the ionizing flux (contributions from an accretion shock, infl ated photospheres), cannot be ruled out completely, except for a few sources such as the bipolar nebula S106 (e.g. 9, 10, 45, 153, 159) . More sophisticated hydrodynamic evolutionary models than those dis-cussed in Section 3, linking the ultracompact H II phase to the exciting star's formation, are conspicuously needed. High-spatial-resolution sub millimeter and millimeter mapping will help set the direction.
The Appearance of H II Blisters and Champagne Flo w
Many discrepancies between the observed morphology and structure of emission nebulae and the predictions of the classical theory (i.e. observed nonsphericity, nonuniform density and radial velocity distributions, their density boundedness, supersonic velocities with line asymmetries and split ting) led to a new class of interpretive models. Perhaps the best known of these is Zuckerman's (205) suggestion that the Orion Nebula is a protrusion off the front edge of the dense molecular cloud associated with the KL nebula. The champagne evolutionary model (see Section 3) provided the explanation of how such protrusions can fo rm from compact H II regions located in molecular clouds and made definitive observable predictions of density and velocity structure of the ionized gas and its relation to the molecular cloud. It was soon clear that a large majority of optical H II regions are located at the edges of molecular clouds [Israel (73, 74) , Blitz et al. (18) ] from which the ionized material appears to be streaming away [see also Fich et al. (50) ]. Theoretical radio continuum [!eke (70, 71) , Icke et al. (72) ] and line emission [Rubin (139) , Aannestad & Emery (1)] of H II regions in assumed stratifi ed media can qualitatively reproduce many of the observed fe atures of such H II blisters to the extent that observational data are available. Velocity splitting of up to 50 km S-1 was also predicted [Icke (70) ] by using assumed velocity distributions. Yorke et al. (202, 203) have taken a different approach, calculating radio maps (202) and line profiles (203) from two-dimensional hydro dynamical models. The resemblance of their radio maps to those of Icke and !eke et aI. is not surprising, because the hydro dynamical results predict an approximate exponential decrease of density of ionized gas from the molecular cloud.
The line profile calculations of Yorke et al. (203) display greater com plexity (multiple velocity components separated by up to 40 km s -1 , broadening and asymmetries that vary across the model nebulae) than those of !eke (70) . Observed line profile complexity of this nature is often attributed to stellar winds for no better reason than the presence of super sonic velocities, which supposedly cannot occur in H II region expansion theory.
A detailed discussion of optical H II regions, which because of their overall morphological appearance and line profile structures can be inter preted as blisters in the champagne phase, would be too long to include in the present review. Icke et aI. (72) give modeling parameters for 10 of them (S255, S257, S271, S156, S125, S184, S235, S206, W3A, and Orion A). Certainly a large number of well-known sources can be added to this list (e.g. S1 15, S236, S90, S157, S158, S159, M8, Orion B, etc.), some of which were discussed at the Penticton conference (137) .
As a final remark, we note that present evolutionary models of H II regions include either the effects of stellar outflows or of champagne flows, but not both. Clearly both will be important during the course of evolution of H II regions around young hot stars, especially when evolving OB associations are considered. Sources such as 30 Dor remind us of how complex these interactions-including multiple supernova explosions can really be.
