Abstract-In many surveys, multiple observations on the dependent variable are collected from a given respondent. The resulting pooled data set is likely to be censored and to exhibit cross-sectional heterogeneity. We propose a model that addresses both issues by allowing regression coefficients to vary randomly across respondents and by using the GewekeHajivassiliou-Keane simulator and Halton sequences to estimate highorder probabilities. We show how this framework can be usefully applied to the estimation of power outage costs to firms using data from a recent survey conducted by a U.S. utility. Our results strongly reject the hypotheses of parameter constancy and cross-sectional homogeneity.
I. Introduction
I N many panel data sets, groups of observations on the dependent variable are correlated and censored at some threshold level for a given cross-sectional unit. The estimation of the resulting multivariate tobit model requires the calculation of high-dimensional probability integrals. This procedure is computationally involved beyond an order of three or four given existing software capabilities. Recent advances in the development of techniques to simulate high-order joint probabilities (Börsch-Supan and Hajivassiliou, 1993; Hajivassiliou, McFadden, & Ruud, 1996) now allow for the consistent estimation of such models. For example, Hajivassiliou (1994) shows how these simulation techniques can be used to estimate a censored panel data model in the context of external financial crises of developing countries. Feenberg and Skinner (1994) apply one of these simulators-the Geweke-Hajivassiliou-Keane (GHK) recursive conditioning method-in a multivariate tobit estimation of a panel data set on health care expenditures.
Data sets with a panel-like structure can also result from surveys that collect multiple observations on the dependent variable from a given individual, household, or firm based on a grouping factor other than time periods. For instance, in many studies, consumers are asked to report expenditures on a variety of goods. A recent example is Cornick, Cox, and Gould (1994) on household purchases of different types of milk. In other applications, especially in the fields of labor and development economics, surveys frequently capture the allocation of time by household members across a variety of activities (Bhargava, 1997; Skoufias, 1993) . In the context of estimating the value of energy reliability, commercial and industrial electricity customers are often asked to provide estimates of power outage costs associated with a set of interruption scenarios (Beenstock, Goldin, & Haitovsky, 1997) . A fourth area of application likely to generate such data sets are contingent valuation-type studies that elicit respondents' willingness to pay (WTP) for a variety of different policy programs or quality levels. For instance, Boyle, Welsh, and Bishop (1993) administer a survey to boaters to elicit their WTP for white waterrafting at different hypothetical water flow levels.
In many of these cases, the resulting pooled regression model exhibits cross-sectional heterogeneity. Thus, observations associated with a given individual or firm 1 are likely to be correlated. As is well known, the use of unadjusted OLS when disturbances are correlated yields inefficient parameter estimates and biased standard errors. Moulton (1986) shows that these problems are generally exacerbated when the error correlation stems from intraunit heterogeneity. 2 In addition, "zero" is often a valid answer in these studies. This introduces a censoring aspect into these models. If there are multiple zero responses per unit, the highorder probability integral problem just described in the context of panel data estimation arises. This suggests that the simulation techniques for joint probability terms, such as the GHK procedure, could be successfully employed in the estimation of such survey-generated, censored pooled regression models (CPRMs). In past studies using CPRMs, researchers have generally circumvented the computational hurdles associated with high-dimensional integrals by either assuming independence of intraunit observations (Beenstock et al., 1997; Woo & Pupp, 1992) or by restricting the number of categories associated with each unit to a dimension that is compatible with standard computational algorithms (Cornick et al., 1994) . In this paper, we specify a pooled regression model with multivariate censoring that extends existing CPRMs by allowing coefficients to vary over cross-sectional units, and by incorporating the GHK simulator and simulated maximum likelihood (SML) techniques in the estimation process. We apply this specification to a set of data on power outage cost estimates stemming from a recent survey of commercial/industrial customers conducted by a U.S. utility.
The remainder of this text is structured as follows: we start with a discussion of the econometric characteristics of the model, as well as estimation techniques. Section III briefly presents literature and data relevant to the application of our model to outage cost analysis. Estimation results and cost predictions are discussed in section IV, and we summarize our findings in section V.
II. The Model
We assume that, in a given survey, multiple answers are collected from each respondent to a set of questions. Each response corresponds to a measurement on one of a set of dependent variables. Examples include expenditures on specific consumer goods, the number of hours allocated to different daily activities, or WTP for specific policy programs. For simplicity, and in view of our following application, we describe the set of questions posed to the respondent as "scenarios," and we assume that the answers solicited from each respondent take the form of dollar amounts. Each response to a specific scenario by a given survey participant constitutes an observation on the dependent variable. We assume that these observations are generated by some underlying latent variable, and that they are censored at zero. To make censoring an important feature of the model, we further assume that there are a substantial number of "zero dollar" observations within and across cross-sectional units. We model this censoring aspect with a generic tobit specification:
where y* it is the latent value of the dependent variable corresponding to an observation associated with unit i and scenario t, y it is the observed value, x it represents a set of scenario features, ␤ is a vector of coefficients, and ε it is a random error term. 3 We link unit-specific observations by allowing parameter sets associated with a given respondent to vary randomly around a common mean-coefficient vector. This translates into the assumption that scenario features have a different effect on different cross-sectional units, which is intuitively sound in many applications. Our random parameter specification is similar to the model proposed by Swamy (1970) . For a given unit i:
Y* i is a T ϫ 1 vector of latent variable values associated with each observation, and X i is a T ϫ k matrix of scenario characteristics. 4 The k ϫ 1 coefficient vector associated with each unit consists of a common mean vector ␤ , and a vector a i that indicates unit-specific deviations from this set of mean parameter values. We assume that these deviations are uncorrelated across units, and are distributed with a zero mean vector and the common variance-covariance matrix ⌬. The diagonal and off-diagonal elements of ⌬ correspond, respectively, to the variance and covariance terms of coefficients associated with scenario characteristics. The explicit estimation of these parameters is, by itself, an important objective in many studies. We will demonstrate this added benefit of a random coefficients specification in our application.
The term ε i is a normally distributed random vector with mean zero and common variance matrix ε 2 I T for all units. Consequently, the unit-specific coefficient vector ␤ i and latent variable vector y* i are random variables with the following multivariate normal distribution:
Thus, our pooled model over all cross-sectional units takes the following form:
I nT n ϭ number of units 3 In general, each response will depend on unit-specific characteristics and scenario features. However, the inclusion of observed attributes of respondents in our CPRM may cause omitted variable problems because they are likely to be correlated with unobserved error components. For example, in the context of our application, firms' cost estimates associated with a specific interruption scenario may well depend on firm characteristics that are not captured in a given survey, such as certain details of the production process, or the sensitivity to interruptions of existing machinery. Many of these unobserved components will, in turn, be correlated with more easily observable firm attributes such as energy consumption for a given time period or peak demand figures. Therefore, we consider only scenario features as explanatory variables in our model.
Finally, like Swamy, we assume that x i , a i , and ε i are uncorrelated within and across firms. If censoring was not an issue, estimation of our model using generalized least squares (GLS) techniques would be straightforward. 5 Capturing the censoring in our data, however, requires the switch from least squares to maximum likelihood estimation.
Given our assumption of independence of error terms across firms, the likelihood function will be a product of likelihood segments for each unit. In general, the joint probability of observing the T latent variables associated with a given firm is 
where the individual observations are sorted with the p censored scenarios placed first for ease of exposition. The joint probability for this outcome is
It is convenient to separate the censored from the uncensored components in equation (7). The theoretical underpinnings for this process are described by Pudney (1989) . For an empirical application, see Cornick et al. (1994) . The process is based on the partitioning of f٪ with respect to its censored (denoted by superscript "c") and uncensored (denoted by superscript "uc") segments, and applying Baye's rule (dropping the conditioning terms x i ␤ and ⍀ i for convenience):
Thus, using equation (7), the likelihood for person i, l i (␤ , ⍀ i ; y i , x i ), can be written as
where, for notational simplicity, x i c refers to the whole bundle of censored observations. F is the multivariate normal cumulative distribution function (cdf). We can then specify the segment of the log likelihood function for a cross-sectional unit as
The first term in equation (10) is simply a joint density, whereas the second term describes a joint cdf, with up to a T-fold integral (if all dollar reports are zero). Because the numerical evaluation of high-dimensional multivariate normal integrals is impractical, we apply simulation techniques to estimate these components.
In recent years, several simulation methods for the estimation of joint probability terms have been developed by econometricians. Hajivassiliou et al. (1996) test thirteen of these techniques, and find the Geweke-Hajivassiliou-Keane (GHK) simulator to provide for the overall best estimation results. As discussed by Börsch-Supan and Hajivassiliou (1993) , the simulated joint probabilities generated by the GHK algorithm have the desired properties of being unbiased estimates of the true probabilities, continuous and differentiable functions of the parameters of the model, and bounded between 0 and 1. Börsch-Supan and Hajivassiliou (1993) and Layton (1995) offer a detailed description of this procedure. 6 5 See, for example, Swamy (1970) . 6 Our application of the GHK technique differs slightly from the outline provided in these studies. Instead of using a uniform distribution to generate random numbers in the [0, 1] interval required for the simulation process, we follow Feenberg and Skinner (1994) and Train (1999) in choosing Halton sequences (Halton, 1960) to generate these terms instead. Halton sequences consist of pseudo-random drawings based on different
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The simulated joint probabilities of observing censored cost reports replace the censored term in equation (10) for all relevant cross-sectional units. The resulting simulated log likelihood function for the entire sample is then
where the ϳ symbol indicates a simulated quantity. This likelihood can be maximized with respect to the elements of ␤ and ⍀ i using conventional MLE algorithms. 7
III. Application to the Estimation of Power Outage Costs
In this section, we show how the model just outlined can be applied to the econometric estimation of surveygenerated data on expected costs to commercial and industrial customers caused by unannounced, transmission and distribution (T&D) type power interruptions.
In recent years, electrical power providers and regulators have become increasingly aware that the exclusive use of conventional engineering criteria 8 in designing, operating, and maintaining electricity supply systems can lead to economically inefficient investments. Traditionally, power utilities supply energy to a broad spectrum of customers, who differ in their preferences and requirements for service quality and reliability. 9 Efficient supply planning and optimal pricing of electricity would capture these demand heterogeneities such that, at the margin, expenditures on service improvements and resulting benefits to consumers are equal. However, the demand for energy reliability is, in general, not readily observable due to a lack of marketbased mechanisms that would allow customers to signal their preferences to power suppliers.
Over the last ten to fifteen years, various theoretical and applied economic approaches to estimate the marginal value of service reliability have been suggested in the resource and energy literature. 10 Many of these studies use surveybased approaches in their modeling and estimation process. In most survey-based reliability studies focusing on firms, respondents are asked to provide cost estimates associated with various outage scenarios. These reports, together with data on firm characteristics and outage features, are then used to investigate marginal effects of firm and outage characteristics on outage costs, and to generate cost estimates for specific outage types and firm groups. Most of the existing studies on this topic use either a tabular/graphical presentation of descriptive statistics (Billington, Wacker, & Subramaniam, 1986; Wacker, Subramaniam, & Billington, 1985) or ordinary least squares (OLS) regressions in their econometric estimation process (Woo et al., 1991; Analysis Group, 1990) . Only a few of them take account of the fact that cost data is censored from below at zero, and adjust their model specification accordingly (Beenstock et al., 1997; Woo & Train, 1988) .
In the regression-type studies just cited, the correlation of cost reports associated with a given outage scenario is implicitly specified as zero for both intra-and interfirm observations. Although it can be reasonably argued that observations are uncorrelated across firms, the assumption of intrafirm independence is not likely to hold in reality. Because many firm characteristics are generally unobserved and thus not explicitly included in the estimation model, it can be expected that regression error terms are in fact correlated across firm-specific observations.
In brief, the set of data stemming from these scenariobased outage cost surveys exhibits all the features of a CPRM as described in earlier parts of this text. Also, allowing regression coefficients to vary randomly over firms is intuitively attractive in this context because it is highly likely that individual firms will be affected differently by a given outage characteristic (such as length or time of occurrence). Thus, our theoretical model should be well suited to estimate this type of data.
The utility firm in question was interested in allocating future investments in reliability equipment and services efficiently over circuits and feeder loops in its service area, both in scope and in timing. This objective required information on the sensitivity of customers to T&D type power outages in their neighborhood. The firm launched two parallel surveys: one for residential customers and the other one for commercial/industrial (C/I) units. Results from the latter were made available for this study.
To assure a sufficiently strong representation of C/I customers of different sizes, survey designers grouped the population of firms into four categories, based on annual energy sales figures. Overall, 1,451 customers were included in the survey. Firm managers were asked to calculate costs caused by each of six hypothetical outage scenarios. Following previous survey-based studies (Woo & Train, 1988; Wacker et al., 1985) , these calculations include the value of lost production or sales, reduced staff productivity, the costs of making up for lost sales or production, prime numbers. They are designed to efficiently span the unit interval [0, 1]. As the authors previously mentioned, we find that these sequences provide for smaller standard errors of the simulator and a faster convergence rate of the associated maximum likelihood algorithm than standard uniform draws or antithetic methods. Details for Halton drawings are given by Feenberg and Skinner (1994) and Train (1999) . 7 The GAUSS code for this procedure was kindly made available by Vassilis Hajivassiliou at his London School of Economics Internet site. The Matlab version of this routine, as well as programming code for the general estimation process, are available from the authors upon request.
8 Examples for such criteria are loss of load expectation, reserve margin, or failure contingencies. (See Sullivan and Keane (1995).) 9 As described by Woo and Pupp (1992) , service quality refers to the provision of electricity within acceptable frequency and voltage ranges, whereas service reliability is defined as the utility's ability to deliver uninterrupted energy flows. The focus of this paper is on the latter, although many of the techniques and results presented could be applied to studies on power quality. 10 For an overview and comparative evaluation of the different strategies, see Caves et al. (1990 Caves et al. ( , 1992 . equipment repair, the cost of operating backup equipment, and restarting costs, net of any reductions in operating costs attributable to the outage. 11 The different outage scenarios are summarized in table 1.
The first three columns of table 2 show the size group labels, mean annual energy consumption, and original sample sizes for each size category. To ensure sufficient intrafirm variability in scenario features, only units that reported a full set of cost estimates were retained for this analysis. The last three columns in the table display the number of these remaining firms, the resulting total number of observations (at six scenarios per firm), and the percentage of zero cost observations in each size group. 12 This percentage declines as firm size increases, indicating that a larger firm is more likely to incur positive costs from a given outage than a smaller unit.
This notion extends naturally to mean and median sample statistics, as shown in table 3. For any given scenario, median and mean estimates increase with group size. As expected, the weekday, daytime outages (excluding the momentary scenario) prompted the highest cost reports, ranked by outage duration. Cost estimates for a weekend, morning interruption are considerably higher than for the weekday, nighttime scenario. An outage of one to two seconds generated the smallest mean and median cost estimates.
The dependent variable in our specification is expected outage cost in dollars. The independent variables are outage duration in hours ("length"), and dummy variables for the two characteristics describing the time of occurrence of the interruption: weekday versus weekend ("day"), and day versus night ("time"). 13 We model both cost and duration in log form. 14 This specification is popular in outage cost studies, because it yields an intuitively appealing concave and monotonically increasing cost-over-duration function. 15 The shape of this function suggests that incremental costs are largest at the onset of an outage, but decrease as firms start to take damage control measures, for example, by releasing employees, activating backup supplies, or by temporarily transferring business activities to unaffected locations.
We also propose an innovative way to model momentary interruptions. Clearly, intuition dictates that costs should be zero for all firms if no outage occurs. However, in the first few seconds of an interruption, costs jump up instantaneously for some firms, especially in energy-intensive and high-tech industries. This introduces a conceptually awkward discontinuity at the beginning of the duration function, which makes it difficult to interpret the constant term in a regression model. We circumvent this dilemma by 11 As discussed by Pasha, Ghaus, and Malik (1989) and by Munasinghe and Sanghvi (1988) , power outages can also cause indirect costs to parties that are not directly affected by the outage, but stand in some economic relation with the affected firms. For this study, only direct, short-term costs are considered.
12 In each group, there are many firms with multiple (up to six) zero cost reports. Thus, there is a clear need for the application of simulation methods for high-order probability terms, as discussed earlier. 13 We also considered firm characteristics, especially those routinely collected by the energy provider, as explanatory variables. However, we found that with these characteristics we would introduce severe omitted variable and endogeneity problems into our model and therefore decided to exclude them from our estimation.
14 In order to preserve zero-cost observations in log form, we follow Fishe, Maddala, and Trost (1994) by recoding original cost values from 0 to 1 before transformation. This yields log values of 0 at the truncation point, which is convenient when introducing censoring into the model. 15 See, for example, Sullivan and Keane (1995) and Woo and Pupp (1992) . specifying outage costs to consist of two components: an instantaneous element and a segment associated with prolonged outage duration. We model this by including a constant term while setting the duration value for the momentary outage scenario to 0. This allows us to directly interpret the regression intercept as the expected log cost of a momentary interruption, and its variance, as captured through the random coefficients specification of our model, as a measure of firm heterogeneity with respect to instantaneous outage costs. We assume that firms differ significantly in their sensitivity to momentary interruptions, and thus expect this variance term to be large. As will be shown, our estimation results confirm this assumption. We apply our model separately to each of the size groups. Because the size categories are based on annual electricity consumption, this allows us to capture the effect of consumption, albeit in a discrete fashion, without exposing the model to omitted variable problems. Table 4 summarizes the estimation results from the CPRM with random coefficients. With a few exceptions, all estimated parameters are significant at the 1% level for all size groups. As expected, all slope coefficients are positive; that is, costs are, on average, higher on a weekday (as indicated by the dummy "day"), and during the day (as indicated by the dummy "time"), and increase with outage duration. Generally, the "time" dummy has a stronger effect on costs than the "day" term. The negative log values of the regression intercepts for the first three groups and the small, positive value for group 4, respectively, indicate that the expected costs stemming from a momentary outage during the baseline time period are generally close to zero for the average firm. 16 The highly significant variance terms for all coefficients and size groups illustrate one of the key results of this study: clearly, intercept and slope parameters vary considerably over cross-sectional units, indicating that a constant parameter model would be misspecified. Because the CPRM with random coefficients nests the independent tobit model, we can use a likelihood ratio (LR) test of the null hypothesis that all elements of ⌬ are zero to compare the two specifications. 17 Based on the outcome of this test, we reject the null hypothesis at any reasonable level of significance for all size groups. This, in turn, implies that our assumption of correlated error terms within cross-sectional units holds. 18 16 In comparison, the estimated coefficients reported by Woo and Train (1988) for commercial customers for "weekday" (0.38) and "log of duration" (0.48) are considerably lower than the ones reported in table 4. However, their cost function specification differs significantly from ours with respect to type and quantity of additional explanatory variables, which makes a direct comparison of individual coefficients problematic. Other outage cost studies that report regression results, such as Beenstock et al. (1997) , have no regressors common to ours. This preempts a comparison of coefficient estimates. 17 As discussed in recent studies (such as Andrews (1996) ), specifying parameter variances to be zero may violate the regularity conditions for maximum likelihood estimation if the likelihood function is not well defined on both sides of this zero-value threshold. For our model, we assume that ⍀ i as defined in equation (3) is always nonnegative-definite even for small negative values of the diagonal elements of ⌬. Thus, the likelihood function is well behaved in any neighborhood of the parameter values specified under the null hypothesis.
IV. Estimation Results
18 Because our parameter vector is restricted under the alternative hypothesis, the LR statistic follows a mixed 2 distribution, and standard LR test results may be biased towards not rejecting the null hypothesis (Chen & Cosslett, 1998) . However, our LR values are well above the upper bound for the critical 2 value for such a mixed distribution, and the adjustment procedure proposed by Chen and Cosslett (1998) would not affect our test results in this case. As mentioned earlier, the explicit estimation of the variance-covariance matrix of the coefficients allows for insights beyond those provided by a model with constant parameters. For example, the relatively large variance estimates for the constant term (that is, momentary interruptions), day, and time reflect the strong heterogeneity in expected cost reports across individual firms. This holds especially for momentary outages and for lower-size groups. Thus, even though expected costs from a momentary outage are low for the whole sample, some firms experience considerable damage even from a very short power interruption.
Information on cross-effects of outage features can be gained by examining the off-diagonal elements of ⌬. With a few exceptions, all covariance terms are significant at a level of 5% or less. 19 The coefficients for day and time exhibit a positive covariance, indicating that firms that are relatively more affected by a switch from a baseline interruption (that is, "weekend night") to a weekday are also hit harder by a day versus a night outage. This concept extends in a similar fashion to the covariance of time and outage length, at least for the first three size groups. These results are intuitively sound. Unless a firm follows odd hours of operation, its relative sensitivity to power interruptions should be observable for any increase in the severity of an outage in terms of duration or timing. However, as indicated by the negative and significant covariance terms involving the regression constant, this pattern is reversed for the impact of a momentary outage versus the day, time, and length coefficients. This result suggests that a firm that experiences high instantaneous costs at the onset of a power interruption will incur relatively smaller incremental cost increases over outage duration, and for changes in the time of occurrence of the interruption. This seems reasonable for units with a high dependence on electricity and no alternative power generation capacity. Conversely, outage time and duration matter more, in terms of marginal cost increases, to firms that cope relatively well with instantaneous interruptions.
For any mix of scenario features, our model yields predictions of latent outage costs in log form. Two conceptual steps are needed to translate these estimates into actual cost forecasts. First, we convert expected latent log costs into expected censored log costs using the expression for the first moment of a censored normal variable 20 :
where ŷ * s ϭ E( y * s ͉x s␤ ) ϭ expected latent cost in log-form,␤ ϭ vector of parameter estimates for ␤ , ⍀ * s ϭ x s ⌬ xЈ s ϩ ε 2 ϭ expected variance of ŷ * s , and ε 2 ϭ estimated variance of the random error term.
The symbols ⌽ and refer to the standard normal cdf and pdf, respectively. The subscript "s" stands for a specific scenario, as described by the day, time, and length specifications in x s . 21 In the second forecasting step, censored log costs need to be converted into absolute terms. However, actual costs follow a log normal distribution. As is well known, simply exponentiating predicted log costs would result in biased predictions for expected actual costs (Stynes, Peterson, & Rosenthal, 1986) . Instead, the exponent of log-costs needs to be scaled by an appropriate transformation term; that is,
where Y s stands for predicted actual costs in dollars. Several parametric and nonparametric versions of t have been suggested in the literature, mainly in the context of OLS models with homoskedastic errors. 22 If forecasting accuracy is important, Stynes et al. (1986) suggest to specify t as a ratio of observed over predicted values. This technique is also applied by Woo and Train (1988) in the context of their outage cost model. We take a similar approach by specifying
where Y s represents the sample mean associated with insample scenario s. Therefore, by equation (13) and (14), our predicted actual costs for scenarios included in the survey will be equal to the sample mean associated with these interruptions. For out-of-sample cost predictions, we generate the necessary transformation terms by interpolation. 23 Table 5 summarizes the resulting cost estimates by size groups. As expected, outage costs increase with duration for all groups, generally at a decreasing rate. As indicated by the preceding discussion of parameter estimates, expected costs associated with a weekend, daytime outage are higher than those caused by a weekday, night outage for all size groups. The utility provided historic consumption data by time-of-day for firms in size groups 1 and 2, and a pooled category of firms larger than size 2. This allowed us to translate absolute outage costs into "$/kWh unserved" for most scenarios. This conversion is recommended by many researchers to facilitate comparisons with results from other 19 We also performed a likelihood ratio test to examine the hypothesis that all off-diagonal terms of ⌬ are jointly zero. Again, the null hypothesis was clearly rejected for all four groups. 20 See, for example, Greene (1997, p. 960) . 21 Because the cost prediction for a given scenario will be the same for any firm, we can omit an additional "i" subscript in this context. 22 See, for example, Duan (1983) , Goldberger (1968), and Meulenberg (1965) . 23 Specifically, the t-terms associated with in-sample outages display an approximately log linear relationship to outage length. We use this fact to derive transformation terms for outages of a duration other than moment, one, four, or twelve hours.
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studies (Woo & Pupp, 1992; Caves, Herriges, & Windle, 1990) . As can be seen from table 5, costs per kWh unserved generally decrease with increasing firm size and with outage duration. For firms in size group 2, these values reach their low point at a duration of six hours and slightly increase thereafter. Table 6 provides a comparison of day-time outage cost estimates for size groups 3 and 4 with those derived in other studies for larger firms. 24 Woo and Train's (1988) raw cost predictions are similar to our results, whereas costs reported by Woo et al. (1991) and Wacker et al. (1985) are significantly higher. To some extent, this reflects differences in the size of surveyed firms, which becomes apparent when costs are compared on a weighted basis. In terms of $/kWh unserved, for example, Woo et al.'s (1991) cost figure for a one-hour outage ($18-$21/kWh) corresponds well to our estimate of $21/kWh. In contrast, Woo and Train's (1988) result of $11.02/kWh unserved for the same duration is considerably lower. 25 Woo et al.'s (1991) estimates for longer outages are 30% to 40% lower than ours. This may reflect the fact that their estimated damage function rises at an increasing rate with duration, whereas we estimate a 24 The sources cited in table 6 do not explicitly provide information on the size of investigated firms in terms of energy consumption. We judge by the magnitude of raw cost estimates that the customers considered in these surveys correspond closest to those included in size groups 3 and 4 in this study. 25 The authors themselves indicate in their paper that this figure is at the low end of those found in other studies. Wacker et al. (1985) , we also convert raw outage costs into "$/total annual consumption" figures. As reflected in the last few rows of table 6, the resulting cost estimates correspond closely to those given in Wacker et al.'s (1985) study, especially for longer interruptions.
V. Conclusion
Based on research objectives or due to cost considerations, researchers often collect information on multiple dependent variables from a given respondent. The resulting pooled set of data is likely to exhibit both censoring of the dependent variables and correlation across the error terms for each unit. In this paper, we propose an econometric model that simultaneously addresses both issues. We link respondent-specific observations in an econometrically efficient and intuitively appealing way by allowing coefficient vectors associated with a given unit to deviate randomly from a common sample mean. We then apply the GewekeHajivassiliou-Keane simulator in combination with Halton sequences to evaluate the multivariate probabilities that arise due to censoring. As shown in our application, this framework allows for a more comprehensive analysis of power outage costs to commercial and industrial customers than do existing models. Specifically, two main improvements over existing specifications stem from our model: the number of interruption scenarios included in a given questionnaire is not limited by computational constraints associated with the calculation of high-order probabilities, and the explicit estimation of variance and covariance terms for regression coefficients allows for a better understanding of firm heterogeneity associated with each individual outage feature. Based on our results, we conclude that the assumptions of parameter constancy and independent error terms within units are clearly rejected for our sample, and are probably not tenable in any outage cost estimation of data collected from heterogeneous firms.
Because our model does not include any respondent characteristics, its cost or welfare predictions are strictly scenario specific and unit indiscriminant. If predictions for subgroups of respondents are desired, a model with unitspecific variables is needed. In that case, correlation of such variables with the stochastic components of the model may become a problem, and a random parameter specification may not be appropriate. However, due to the time dependency of many respondent characteristics, the predictive power of models that include observed attributes of heterogeneous units may be short lived. In our specification, all unit-related heterogeneity is treated as an unobserved error component. By allowing this component to be drawn from some probability distribution common to all cross-sectional units, our model is more robust to changes in individual characteristics over time than a fixed-effects specification.
Therefore, it can generate predictions associated with different scenarios that are valid for a prolonged period of time. This should be an attractive feature to many decisionmakers, especially when the frequent collection of data on respondent characteristics is too costly.
