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We discuss long-time dynamical behavior of the nonclassical diffusion equation with fading
memory when nonlinearity is critical. The existence and regularity of global attractors in
weak topological space and strong topological space are obtained, while the forcing term
only belongs to H−1(Ω) and L2(Ω) respectively. The results in this part are new and
appear to be optimal corresponding to the forcing term.
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1. Introduction
In this paper, we study the long-time dynamical behavior of the solutions for the following nonclassical diffusion equa-
tion with fading memory:⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
ut − ut − u −
∞∫
0
k(s)u(t − s)ds = f (u) + g(x), in Ω ,
u(x, t) = 0, on ∂Ω,
u(x, t) = u0(x, t), x ∈ Ω, t  0,
(1.1)
where Ω is a bounded domain in Rn (n  3). About the forcing term g , we consider two cases: the weak solutions case
g(x) ∈ H−1(Ω) and the strong solutions case g(x) ∈ L2(Ω). For the nonlinearity, we presume that f is a Lipschitz continuous
function and satisﬁes:
limsup
|s|→∞
f (s)
s
< λ1, (1.2)
∣∣ f ′(s)∣∣ C(1+ |s| 4n−2 ), s ∈R, (1.3)
where λ1 is the ﬁrst eigenvalue of − in H10(Ω), and condition (1.3) will be used in the third section to prove the asymp-
totic compactness about solution semigroup in the weak topology space. In the forth section, since the nonlinearity’s critical
exponent is 4n−4 in the strong topological space, we need f satisfy the following condition instead of (1.3):
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p  0 is arbitrary, n = 3,4, (1.4)
and (1.4) will be applied in the forth section to show the asymptotic compactness about solution semigroup in the strong
topology space; and without loss of generality, we assume f (0) = 0.
The effects of fading memory in this equation are shown through the linear time convolution of the function u(·) and
the memory kernel k(·). We assume k(·) ∈ C2(R+), k(s) 0, k′(s) 0, ∀s ∈ R+ . Besides, we also assume that the function
μ(s) = −k′(s) and satisﬁes
μ ∈ C1(R+)∩ L1(R+), μ(s) 0, μ′(s) 0, ∀s ∈R+, (1.5)
μ′(s) + δμ(s) 0, ∀s 0, (1.6)
where δ is a positive constant. Obviously, it follows that the kernel k(s) and μ(s) decay to zero with exponential rate. This
behavior displays the fading memory of the far history in the model under we will mention.
In 1980, Aifantis in [2] pointed out the classical reaction–diffusion equation
ut − u = f (u) + g (1.7)
doesn’t contain each aspect of the reaction–diffusion problem, and it neglects viscidity, elasticity and pressure of medium in
the process of solid diffusion et cetera. Furthermore, Aifantis found out that the energy constitutional equation revealing the
diffusion process is different along with the different property of the diffusion solid. For example, the energy constitutional
equation is different, when conductive medium has pressure, viscoelasticity (fading memory) or not. He constructed the
mathematic model by some concrete examples, which contains viscidity, elasticity and pressure of medium, that is the
nonclassical diffusion equation:
ut − ut − u = f (u) + g. (1.8)
Now if we consider viscoelasticity of the conductive medium, that is, we add fading memory term to Eq. (1.8), the equation
is the nonclassical diffusion equation with fading memory we will study. The speed of energy dissipation for Eq. (1.1) is
faster than for usual nonclassical diffusion equation. The conduction of energy is not only affected by present external
forces but also by historic external forces.
This equation appears as extension of usual nonclassical diffusion equation in ﬂuid mechanics, solid mechanics and heat
conduction theory (see [2,9,11]).
Since Eq. (1.1) contains the term −ut , it is different from the usual reaction–diffusion equation with fading memory
virtually. The solutions of usual reaction–diffusion equation with fading memory has higher regularity. But for Eq. (1.1), if
the initial data only belongs to the weak topological space, then the solution is always in the weak topological space and
has no higher regularity because of −ut . Consequently, we can’t use the compact Sobolev embedding to verify the key
asymptotic compactness of solution semigroup for the autonomous case.
The long-time behavior of the solutions of Eq. (1.8) has been studied for the autonomous case in [15,16,18,19]. In
Y. Xiao [19], the author has proved the existence of global attractors in H10(Ω) when nonlinearity is subcritical and
g(x) ∈ L2(Ω). In C. Sun, M. Yang [16], the authors have testiﬁed the existence of global attractor when nonlinearity is
critical and g(x) ∈ H−1(Ω).
To our knowledge, Eq. (1.1) has not been considered by predecessors and is studied ﬁrstly as a new model in this
paper. Since Eq. (1.1) contains memory term, we ﬁrst construct relatively complicate solution space and make a priori
estimate in this space. Simultaneously, it is also diﬃcult to test and verify the property of the solution semigroup such as
continuity, compactness, or asymptotic compactness. These obstacles possibly lead to various additional conditions which
seem unnecessary on terms of (1.1) (cf. [7,13]). Meanwhile the nonlinear with critical exponent also brings some diﬃculties,
because we can’t employ test function (I − Pm)u to testify asymptotic compactness of solution semigroup (cf. [10]). In
this paper, we apply the decompose techniques and compactness transitivity theorem to conquer these barriers brought by
critical nonlinearity and memory term. Ultimately, we prove the existence of global attractors in the weak topological space
H10(Ω) × L2μ(R+; H10(Ω)) and the strong topological space D(A) × L2μ(R+; D(A)).
The main result of this paper are Theorem 3.9 (weak global attractor) and Theorem 4.3 (strong global attractor).
For convenience, hereafter, C (or Ci ) denotes an arbitrary positive constant, and Q (·) a monotonically increasing function.
2. Notation and preliminaries
In this section, we review some notation about function spaces and preliminary results.
As in [5], we introduce a new variable which reﬂects the past history of Eq. (1.1), that is,
ηt(x, s) =
s∫
u(x, t − r)dr, s 0, (2.1)0
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∂tη
t(x, s) = u(x, t) − ∂sηt(x, s), s 0. (2.2)
Setting μ(s) = −k′(s) and using assumption k(∞) = 0, Eq. (1.1) can be transformed into the following system:⎧⎪⎪⎨
⎪⎪⎩
ut − ut − u −
∞∫
0
μ(s)ηt(s)ds = f (u) + g(x),
ηtt = −ηts + u.
(2.3)
The associated initial–boundary conditions are:⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
u(x, t) = 0, x ∈ ∂Ω, t  0,
ηt(x, s) = 0, (x, s) ∈ ∂Ω ×R+, t  0,
u(x,0) = u0(x), x ∈ Ω,
η0(x, s) = η0(x, s) =
s∫
0
u0(x,−r)dr, (x, s) ∈ Ω ×R+,
(2.4)
where u(·) satisﬁes the condition as follows: there exist two positive constants R and  δ, such that
∞∫
0
e−s
∥∥∇u(−s)∥∥2 dsR.
We will use the following notations as those in Pata and Squassina [12]. Let
A = − with domain D(A) = H10(Ω) ∩ H2(Ω),
and consider a family of Hilbert spaces D(A
s
2 ), s ∈R, with the standard inner product and norms, respectively,
〈·,·〉
D(A
s
2 )
= 〈A s2 ·, A s2 ·〉 and ‖ · ‖
D(A
s
2 )
= ∥∥A s2 · ∥∥,
here 〈·,·〉 and ‖ · ‖ means L2(Ω) inner product and norm respectively. Then we have
D
(
A
s
2
)
↪→ D(A r2 ), for any s > r,
and continuous embedding
D
(
A
s
2
)
↪→ L 2nn−2s (Ω), for all s ∈
[
0,
n
2
)
. (2.5)
For convenience, we set, for 0 s < 3,
Hs = D
(
A
s
2
)
, with norm ‖ · ‖Hs = ‖ · ‖D(A s2 );
then, H0 = L2(Ω), H1 = H10(Ω) and H2 = H10(Ω) ∩ H2(Ω).
In view of assumption about memory kernel μ(·), let L2μ(R+;Hr) be the family of Hilbert spaces of functions ϕ :R+ →
Hr , 0 < r < 3, endowed with the inner product and norm, respectively,
〈ϕ1,ϕ2〉μ,Hr =
∞∫
0
μ(s)
〈
ϕ1(s),ϕ2(s)
〉
Hr ds,
‖ϕ‖μ,Hr =
∞∫
0
μ(s)
∥∥ϕ(s)∥∥2Hr ds.
Now we introduce the family of Hilbert spaces
Mr = Hr × L2μ
(
R
+;Hr
)
,
and endowed norm:
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∥∥(u, ηt)∥∥Mr =
(
1
2
(‖u‖2Hr + ∥∥ηt∥∥2μ,Hr )
) 1
2
.
In order to estimate conveniently, we ﬁrst show the preliminary result as follows (cf. [3,6,13]).
Lemma 2.1. Setting I = [0, T ], ∀T > 0. Let memory kernelμ(s) satisfy (1.5) and (1.6), then for any ηt ∈ C(I; L2μ(R+;Hr)), 0 < r < 3,
there exists a constant δ > 0, such that
〈
ηt , ηts
〉
μ,Hr 
δ
2
∥∥ηt∥∥2
μ,Hr . (2.6)
Proof. Integrating by parts in s and using (1.6), we obtain
〈
ηt , ηts
〉
μ,Hr =
1
2
∞∫
0
μ(s)
d
ds
∥∥Ar/2ηt(s)∥∥2 ds
=
[
1
2
μ(s)
∥∥Ar/2ηt(s)∥∥2]∞
0
− 1
2
∞∫
0
μ′(s)
∥∥Ar/2ηt(s)∥∥2 ds
= −1
2
∞∫
0
μ′(s)
∥∥Ar/2ηt(s)∥∥2 ds
 δ
2
∥∥ηt∥∥2
μ,Hr . (2.7)
The proof is complete. 
We also need the following results to prove the asymptotic compactness about memory term as well as the existence of
global attractors.
Lemma 2.2. (See [3,6,13].) Assuming that μ ∈ C1(R+) ∩ L1(R+) is a nonnegative function, and satisﬁes: if there exists s0 ∈R+ , such
that μ(s0) = 0, then μ(s) = 0 for all s s0 holds. Moreover, let B0, B1, B2 be Banach spaces, here B0, B1 are reﬂexive and satisfy
B0 ↪→ B1 ↪→ B2,
where, the embedding B0 ↪→ B1 is compact. Let C ⊂ L2μ(R+; B1) satisfy
(i) C in L2μ(R+; B0) ∩ H1μ(R+; B2);
(ii) supη∈C ‖η(s)‖2B1  h(s), ∀s ∈R+ , h(s) ∈ L1μ(R+),
then C is relatively compact in L2μ(R+; B1).
Lemma 2.3. (See [17].) Let H be a complete metric space, {S(t)}t0 be a C0 semigroup in H, and {S(t)}t0 has a bounded absorbing
set B0 in H. If for every t  0, the operator S(t) allows the decomposition S(t) = S1(t) + S2(t), and satisﬁes:
(i) the semigroup {S1(t)}t0 is uniformly compact, as t is increasing suﬃciently;
(ii) the operator S2(t) : H → H is continuous, and for any bounded set B ⊂ H, as t → ∞,
rB(t) = sup
ϕ∈B
∥∥S2(t)ϕ∥∥H → 0,
then ω-limit set of absorbing set B0 is global attractors of {S(t)}t0 .
3. Global attractors inM1
3.1. The existence and uniqueness of weak solution
At ﬁrst, we deﬁne the concept of weak solutions for dynamical systems with fading memory (cf. [3] about the corre-
sponding deﬁnition of solutions for wave equations):
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u ∈ C(I;H1), ut ∈ L2(I;H1), ηt ∈ C
(
I; L2μ
(
R
+;H1
));
ηtt + ηts ∈ L∞
(
I; L2μ
(
R
+;H0
))∩ L2(I; L2μ(R+;H1)),
is a weak solution to problem (2.3)–(2.4) in the time interval I , with initial data z(0) = z0, provided that
〈ut,ω〉 + 〈ut,ω〉H1 + 〈u,ω〉H1 +
〈
ηt,ω
〉
μ,H1 =
〈
f (u),ω
〉+ 〈g,ω〉,〈
ηtt + ηts,ϕ
〉
μ,H1 = 〈u,ϕ〉μ,H1 , (3.1)
for all ω ∈ H1, ϕ ∈ L2μ(R+;H1) and a.e. t ∈ I .
Then, by using of the methods in [3,13] we can get the following result about the existence and uniqueness of solutions
for (2.3)–(2.4) in M1.
Theorem 3.2 (Existence and uniqueness of solutions). Let (1.2)–(1.3) and (1.5)–(1.6) hold, and g ∈ H−1(Ω). Then for any given
z0 ∈ M1 and any T > 0, there is an unique solution z = (u, ηt) for problem (2.3)–(2.4) in M1 satisfying
z ∈ C([0, T ];M1)∩ L∞([0,∞);M1).
Furthermore, the solution depends on initial data z0 = (u0, η0) continuously in M1 .
According to Theorem 3.2 above, we can deﬁne the solution semigroup, that is
S(t) : M1 → M1,
z0 =
(
u0, η
0)→ (u(t),ηt)= S(t)z0.
In the remainder of this section, we denote by {S(t)}t0 the semigroup associated with the solutions of Eq. (2.3)–(2.4).
3.2. The existence of bounded absorbing set
In order to show the existence of bounded absorbing set, we ﬁrst make a priori estimate of the solution for Eq. (2.3)–(2.4)
in M1.
Lemma 3.3. Assuming that z(t) is a solution of Eq. (2.3)–(2.4)with initial data z0 ∈ B. If the nonlinearity f satisﬁes (1.2), g ∈ H−1(Ω),
(1.5)–(1.6) hold, then there is a positive constant μ0 such that for any bounded (in M1) subset B, there exists t0 = t0(‖B‖M1 ) such
that
∥∥z(t)∥∥2M1 = 12
(‖u‖2H1 + ∥∥ηt∥∥2μ,H1)μ02, t  t0 = t0(‖B‖M1). (3.2)
Proof. Multiplying (2.3) by u and integrating over Ω , we have
1
2
d
dt
(‖u‖2 + ‖∇u‖2 + ∥∥ηt∥∥2
μ,H1
)+ ‖∇u‖2 + 〈ηt(s),ηts(s)〉μ,H1 = 〈 f (u),u〉+ 〈g(x),u〉. (3.3)
In consideration of (1.2), we can get that
〈
f (u),u
〉
 (λ1 − ω)‖u‖2 + C 
(
1− ω
λ1
)
‖∇u‖2 + C, (3.4)
here ω > 0, and
〈
g(x),u
〉
 ‖g‖H−1(Ω)‖∇u‖
ω
4λ
‖∇u‖2 + λ1
ω
‖g‖2H−1(Ω). (3.5)1
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〈
ηt(s),ηts(s)
〉
μ,H1 
δ
2
∥∥ηt∥∥2
μ,H1 . (3.6)
Then, using Poincaré inequality and substituting (3.4)–(3.6) into (3.3), we can obtain that
1
2
d
dt
(‖u‖2 + ‖∇u‖2 + ∥∥ηt∥∥2
μ,H1
)+ α
2
(‖u‖2 + ‖∇u‖2 + ∥∥ηt(s)∥∥2
μ,H1
)
 C
(
1+ ‖g‖2H−1(Ω)
)
, (3.7)
where α = min{ω2 , ωλ1 , δ}.
Obviously, ‖z(t)‖2M1  12 (‖u‖2 + ‖∇u‖2 + ‖ηt‖2μ,H1 ) C0‖z(t)‖2M1 . According to Gronwall lemma,∥∥z(t)∥∥2M1  C0∥∥z(0)∥∥2M1e−αt + Cα
(
1+ ‖g‖2H−1(Ω)
)
. (3.8)
Assuming that ‖z(0)‖2M1  R , as t  t0 = t0(‖B‖M1 ), we have∥∥z(t)∥∥M1 μ0. (3.9)
We complete the proof. 
Thanks to Lemma 3.3, we can obtain the existence of bounded absorbing set at once, that is
Theorem 3.4 (Bounded absorbing set). Let f satisfy (1.2)–(1.3), g ∈ H−1(Ω), (1.5)–(1.6) hold, then there is a positive constant μ0
such that for any bounded subset B ⊂ M1 , there exists t0 = t0(‖B‖M1 ) such that∥∥S(t)z0∥∥M1 μ0, for all t  t0 and z0 ∈ B.
3.3. The existence of global attractor
In order to prove the asymptotic compactness of solution semigroup, we need make some decompositions about nonlin-
earity, forcing term, solution and solution semigroup.
For the nonlinearity f , from [1] we decompose f as follows:
f = f0 + f1,
where f0, f1 ∈ C(R) satisfy:∣∣ f0(u)∣∣ C(|u| + |u| n+2n−2 ), ∀u ∈R, (3.10)
f0(u)u  0, ∀u ∈R, (3.11)∣∣ f1(u)∣∣ C(1+ |u|γ ), ∀u ∈R, 0 < γ < n + 2
n − 2 , (3.12)
limsup
|u|→∞
f1(u)
u
< λ1. (3.13)
Setting
σ = min
{
1
4
,
n + 2− γ (n − 2)
2
}
, (3.14)
where γ is deﬁned by (3.12).
About forcing term g(x), we only assume g(x) in H−1(Ω). We know for every g ∈ H−1(Ω) and any  > 0, there is a
g ∈ L2(Ω) which depends on g and  , such that∥∥g − g∥∥H−1(Ω) < . (3.15)
Following the idea in [16], we decompose the solution z(t) = (u(t), ηt) of Eq. (2.3)–(2.4) as follows:
z(t) = z1(t) + z2(t), u = v + w, ηt = ζ t + ξ t,
here z1(t) = (v(t), ζ t) and z2(t) = (w(t), ξ t) satisfy the following equations:
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⎪⎪⎪⎪⎪⎪⎪⎩
vt − vt − v −
∞∫
0
μ(s)ζ t(s)ds = f0
(
v
)+ g − g,
ζ tt = −ζ ts + v,
v(x, t)|∂Ω = 0, v(x,0) = u0(x),
ζ t(x, s)|∂Ω = 0, ζ 0(x, s) = η0(x, s),
(3.16)
and ⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
wt − wt − w −
∞∫
0
μ(s)ξ t(s)ds = f (u) − f0
(
v
)+ g,
ξ tt = −ξ ts + w,
w(x, t)|∂Ω = 0, w(x,0) = 0,
ξ t(x, s)|∂Ω = 0, ξ0(x, s) = 0.
(3.17)
Due to the general theorem about the existence of global attractors of inﬁnite-dimensional dynamical systems (see
[8,17]), we also need prove the asymptotic compactness of {S(t)}t0 in M1.
Similar to the proof of Theorem 3.2, we also have the corresponding existence and uniqueness of solutions for Eqs. (3.16)
and (3.17), furthermore, we see that the solution of Eq. (3.16) also forms a semigroup. For the sake of convenience, we
denote the solution operators of Eqs. (3.16) and (3.17) by {S1(t)}t0 and {S2(t, ·)}t0, respectively. Then, for every z0 ∈ M1,
we have
z(t) = S(t)z0 = S1(t)z0 + S2(t, z0), ∀t  0.
Hereafter, we test and verify the necessary condition of asymptotic smoothness. At ﬁrst, similar what in [16], we can
obtain the following two results.
Lemma 3.5. Let f0 satisfy (3.10)–(3.11), g ∈ H−1(Ω), (1.5)–(1.6) hold. Then for any ε > 0, there is a constant  = (ε, g) such that
the solutions of (3.16) satisfy
∥∥S1(t)z0∥∥2M1 = 12
(∥∥∇v∥∥2 + ∥∥ζ t∥∥2
μ,H1
)
 Q
(‖z0‖M1)e−Ct + ε, ∀t  0,
where the constant C only depends on the ﬁrst eigenvalue λ1 and the constant δ, Q (·) is an increasing function on [0,∞).
Proof. Taking v(t) as a test function, we ﬁnd
1
2
d
dt
(∥∥v∥∥2 + ∥∥∇v∥∥2 + ∥∥ζ t∥∥2
μ,H1
)+ ∥∥∇v∥∥2 + 〈ζ t(s), ζ ts (s)〉μ,H1 − 〈 f0(v), v 〉
= 〈g(x) − g(x), v 〉. (3.18)
Using Cauchy inequality, we can get that〈
g(x) − g(x), v 〉 ∥∥g − g∥∥H−1∥∥∇v∥∥
 1
2
∥∥∇v∥∥2 + 1
2
∥∥g − g∥∥2H−1(Ω). (3.19)
Apply Lemma 2.1, we have
〈
ζ t(s), ζ ts (s)
〉
μ,H1 
δ
2
∥∥ζ t∥∥2
μ,H1 . (3.20)
Owing to (3.11) and substituting (3.19)–(3.20) into (3.18), we can obtain that
1
2
d
dt
(∥∥v∥∥2 + ∥∥∇v∥∥2 + ∥∥ζ t∥∥2
μ,H1
)+ C(∥∥v∥∥2 + ∥∥∇v∥∥2 + ∥∥ζ t(s)∥∥2
μ,H1
)
 1
2
∥∥g − g∥∥2H−1(Ω),
where C = min{ λ12 , 12 , δ}.
Evidently, ‖z1(t)‖2M1  12 (‖v‖2 + ‖∇v‖2 + ‖ζ t‖2μ,H1 ) C0‖z1(t)‖2M1 . By use of Gronwall lemma, we see that∥∥z1(t)∥∥2M  C0∥∥z(0)∥∥2M e−Ct + 1 ∥∥g − g∥∥2H−1(Ω). (3.21)1 1 2C
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The proof is complete. 
Lemma 3.6. Let the nonlinearity f satisfy (1.2)–(1.3) and (3.10)–(3.13), g ∈ H−1(Ω), (1.5)–(1.6) hold. Then for every given T > 0 and
any  > 0, there is a positive constant N1 = N1(T , g, ,‖z0‖M1 , δ), such that the solutions of Eq. (3.17) satisfy
∥∥S2(T , z0)∥∥2M1+σ = 12
(∥∥w(T )∥∥2H1+σ + ∥∥ξ T (x, s)∥∥2μ,H1+σ ) N1, (3.22)
where σ = min{ 14 , n+2−γ (n−2)2 }.
Proof. Multiplying (3.17) by Aσ w(t) and integrating over L2(Ω), we can get that
1
2
d
dt
(∥∥A σ2 w∥∥2 + ∥∥A 1+σ2 w∥∥2 + ∥∥ξ t∥∥2
μ,H1+σ
)+ ∥∥A 1+σ2 w∥∥2 + 〈ξ t(s), ξ ts (s)〉μ,H1+σ
= 〈 f (u) − f0(v), Aσ w 〉+ 〈g(x), Aσ w 〉
= 〈 f (u) − f (v), Aσ w 〉+ 〈 f1(v), Aσ w 〉+ 〈g(x), Aσ w 〉. (3.23)
Using (1.3) and the embedding (2.5), we can obtain that〈
f (u) − f (v), Aσ w 〉

∫
Ω
∣∣ f ′(u + θ(u − v))∣∣∣∣u − v ∣∣∣∣Aσ w ∣∣dx
 C
∫
Ω
(
1+ |u| 4n−2 + ∣∣v ∣∣ 4n−2 )∣∣w ∣∣∣∣Aσ w ∣∣dx
 C
( ∫
Ω
(
1+ |u| 4n−2 + ∣∣v ∣∣ 4n−2 ) n2 dx)
2
n
( ∫
Ω
∣∣w ∣∣ 2nn−2(1+σ ) dx)
n−2(1+σ )
2n
( ∫
Ω
∣∣Aσ w ∣∣ 2nn−2(1−σ ) dx)
n−2(1−σ )
2n
 C
(
1+ ‖u‖
4
n−2
L
2n
n−2
+ ∥∥v∥∥ 4n−2
L
2n
n−2
)∥∥w∥∥
L
2n
n−2(1+σ )
∥∥Aσ w∥∥
L
2n
n−2(1−σ )
 C
(
1+ ‖∇u‖ 4n−2 + ∥∥∇v∥∥ 4n−2 )∥∥A 1+σ2 w∥∥2, (3.24)
where θ ∈ [0,1] depends on t , and we have used the embedding H1 = D(A 12 ) ↪→ L 2nn−2 , H1+σ = D(A 1+σ2 ) ↪→ L
2n
n−2(1+σ) and
H1−σ = D(A 1−σ2 ) ↪→ L
2n
n−2(1−σ) .
By virtue of (3.12), we get
〈
f1
(
v
)
, Aσ w
〉
 C
∫
Ω
(
1+ ∣∣v ∣∣γ )∣∣Aσ w ∣∣dx
 C
( ∫
Ω
(
1+ ∣∣v ∣∣γ ) 2nn+2−2σ dx)
n+2−2σ
2n
( ∫
Ω
∣∣Aσ w ∣∣ 2nn−2(1−σ ) dx)
n−2(1−σ )
2n
 C
(
1+ ∥∥v∥∥γ
L
2nγ
n+2−2σ
)∥∥Aσ w∥∥
L
2n
n−2(1−σ )
 C
(
1+ ∥∥∇v∥∥γ )∥∥A 1+σ2 w∥∥, (3.25)
where we have employed the inequality (n−2)γn+2−2σ  1 and
2nγ
n+2−2σ 
2n
n−2 , used the embedding H1 ↪→ L
2n
n−2 and H1−σ =
D(A
1−σ
2 ) ↪→ L 2nn−2(1−σ) .
Besides, since 0 < σ < 14 < 1, we have〈
g, Aσ w
〉

∥∥g∥∥∥∥A 1+σ2 w∥∥. (3.26)
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−〈ξ t(s), ξ ts (s)〉μ,H1+σ  δ2
∥∥ξ t∥∥2
μ,H1+σ . (3.27)
Thanks to Theorem 3.4 and Lemma 3.5, combining with (3.23)–(3.27), we can deduce that
1
2
d
dt
(∥∥A σ2 w∥∥2 + ∥∥A 1+σ2 w∥∥2 + ∥∥ξ t∥∥2
μ,H1+σ
)
 α
2
(∥∥A σ2 w∥∥2 + ∥∥A 1+σ2 w∥∥2 + ∥∥ξ t(s)∥∥2
μ,H1+σ
)+ C, (3.28)
where α = max{C, δ}, the constant C only depends on ‖g‖,‖z0‖M1 .
Applying Gronwall lemma, we get that
1
2
(∥∥A σ2 w(t)∥∥2 + ∥∥A 1+σ2 w(t)∥∥2 + ∥∥ξ t(x, s)∥∥2
μ,H1+σ
)
 1
2
(∥∥A σ2 w(0)∥∥2 + ∥∥A 1+σ2 w(0)∥∥2 + ∥∥ξ0(x, s)∥∥2
μ,H1+σ
)
eαt + C
α
(
eαt − 1)
 1
2
(∥∥A σ2 w(0)∥∥2 + ∥∥A 1+σ2 w(0)∥∥2 + ∥∥ξ0(x, s)∥∥2
μ,H1+σ
)
eαt + C
α
eαt . (3.29)
Obviously, ‖z2(t)‖2M1+σ  12 (‖A
σ
2 w‖2 +‖A 1+σ2 w‖2 +‖ξ t‖2μ,H1+σ ) C0‖z2(t)‖2M1+σ , noting that ‖z2(0)‖M1+σ = 0, we
know that∥∥z2(t)∥∥2M1+σ  C0∥∥z2(0)∥∥2M1+σ eαt + Cα eαt  Cα eαt, ∀t  0.
Thus
∥∥S2(T , z0)∥∥2M1+σ = 12
(∥∥w(T )∥∥2H1+σ + ∥∥ξ T (x, s)∥∥2μ,H1+σ ) N1,
where N1 = N1(T , g, ,‖z0‖M1 , δ).
We complete the proof. 
In addition, for any ξ0 ∈ L2μ(R+;H1), Cauchy problem (see [3,6,13]){
∂tξ
t = −∂sξ t + w, t > 0,
ξ0 = ξ0
(3.30)
has an unique solution ξ t ∈ C([0,∞); L2μ(R+;H1)) and explicit expression:
ξ t(s) =
{∫ s
0 w(t − y)dy, 0 < s t,
ξ0(s − t) +
∫ t
0 w(t − y)dy, s > t.
(3.31)
So, for Eq. (3.17), thanks to ξ0(x, s) = 0, we have
ξ t(x, s) =
{∫ s
0 w
(t − y)dy, 0 < s t,∫ t
0 w
(t − y)dy, s > t. (3.32)
Let B0 be the bounded absorbing set obtained from Theorem 3.4, we can obtain
Lemma 3.7. Setting
KT := Π S2(T , B0). (3.33)
Under the assumption of Lemma 3.6, for every given T > 0 and any  > 0, there is a positive constant N2 = N2(T , g, ,‖B0‖M1 , δ),
such that
(i) KT is bounded in L2μ(R+;H1+σ ) ∩ H1μ(R+;H1);
(ii) supξ∈KT ‖ξ(s)‖2H1  N2 ,
where σ = min{ 14 , n+2−γ (n−2)2 }, S2(t, ·) is the solution operators of (3.17), Π : H1 × L2μ(R+;H1) → L2μ(R+;H1) is a projection
operator.
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∂sξ
t(x, s) =
{
w(t − s), 0 < s t,
0, s > t.
(3.34)
Which, combining with Lemma 3.6, implies (i) holds.
After that, we can easily deduce that
∥∥ξ T (x, s)∥∥H1 
{∫ s
0 ‖w(T − y)‖H1 dy 
∫ T
0 ‖w(T − y)‖H1 dy, 0 < s T ,∫ T
0 ‖w(T − y)‖H1 dy, s > T .
By virtue of (3.22), we know that (ii) holds.
The proof is complete. 
Therefore, thanks to Lemma 2.2, it follows that KT is relatively compact in L2μ(R+;H1). Moreover, using the compact
embedding H1+σ ↪→ H1 once again, we obtain
Lemma 3.8. Let S2(t, ·) be the corresponding solution operator of Eq. (3.17). Under the assumption of Lemma 3.6, for any T > 0 and
 > 0,
S2(T , B0) is relatively compact in M1.
By the classical theory (e.g. see [4,8,17]), from Lemma 2.3, Lemma 3.5 and Lemma 3.8, we can get the main result in this
section:
Theorem 3.9 (Global attractor). Let {S(t)}t0 be the solution semigroup of Eq. (2.3)–(2.4). Under the assumption of Lemma 3.6,
{S(t)}t0 has a global attractor A0 in M1 , that is to be, A0 is compact, invariant in M1 , and attracts every bounded set of M1 with
respect to M1-norm.
Remark 3.10. When the forcing term g only belongs to H−1(Ω), the solution for the corresponding elliptic equation exists
and only belongs to H10(Ω), which certainly contained in the global attractor, so the attractor has no higher regularity than
H10(Ω) (e.g., see [12,16]). Simultaneously, when the forcing term g belongs to L
2(Ω), the existence of attractor can be
obtained in both H10(Ω) and H
2(Ω) (e.g., by the methods similar to that in [14]).
4. Global attractors inM2
In this section, we will consider long-time behavior of the strong solutions of Eq. (2.3)–(2.4). When g belongs to L2(Ω),
following the idea in [20], we can gain the existence of attractor for Eq. (2.3)–(2.4) with subcritical nonlinearity (subcritical
exponent is 4n−2 ) in M2. Moreover, as the critical exponent rises to 4n−4 in M2, we can’t employ the existence of bounded
absorbing set in M1 to prove the existence of bounded absorbing set in M2, so we must supplement the following addi-
tional condition (this condition has nothing to do with the proof of compactness):
f ′(s) l, ∀s ∈R, (4.1)
where the constant l > 0. There are many functions satisfying the above assumption. For example, when f (u) = u−u3, f (u)
satisﬁes this condition.
We ﬁrst give a deﬁnition about the strong solutions for dynamical systems with fading memory.
Deﬁnition 4.1. Setting I = [0, T ], ∀T > 0. Let g ∈ H0 and z0 ∈ M2. A binary form z = (u, ηt) is said to be the strong solution
of the problem (2.3)–(2.4) in the time interval I with initial data z(0) = z0, if z satisﬁes (3.1), and
u ∈ C(I;H2), ut ∈ L2(I;H2), ηt ∈ C
(
I; L2μ
(
R
+;H2
));
ηtt + ηts ∈ L∞
(
I; L2μ
(
R
+;H1
))∩ L2(I; L2μ(R+;H2)).
Hereafter, similar to Theorem 3.2, we can obtain that
Theorem 4.2 (Existence and uniqueness). Let f satisfy (1.2), (1.4) and (4.1), g ∈ H0 , (1.5)–(1.6) hold. Then for any given z0 ∈ M2
and any T > 0, Eq. (2.3)–(2.4) has an unique solution z = (u, ηt) in M2 , satisfying
z ∈ C([0, T ];M2)∩ L∞([0,∞);M2).
Moreover, the solution z(t) depends on initial data z0 = (u0, η0) continuously in M2 .
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S(t) : M2 → M2, (4.2)
z0 =
(
u0, η
0)→ (u(t),ηt)= S(t)z0. (4.3)
Analogy to the means of the third section, we can obtain the main result in this section:
Theorem 4.3 (Global attractor). Let the nonlinearity f satisfy (1.2), (1.4) and (4.1), g ∈ H0 , (1.5)–(1.6) hold, {S(t)}t0 is the solution
semigroup of Eq. (2.3)–(2.4) in M2 . Then {S(t)}t0 has a global attractor A1 in M2 , that is, A1 is compact, invariant in M2 , and
attracts every bounded subset of M2 with respect to the M2-norm.
Remark 4.4. When g only belongs to L2(Ω), the attractor obtained from Theorem 4.3 has no higher regularity than H2(Ω).
Remark 4.5. When the forcing term g belongs to L2(Ω) and initial data u0 ∈ H10(Ω), obviously from Section 3 we know
there is a global attractor for this situation; moreover, if we denote the attractor by A2, then we have
A1,A2 ⊂ A0, A1 = A2. (4.4)
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