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Quo Vadis Face Recognition: Spectral
Considerations
Stefan A. Robila, Senior Member, IEEE

Abstract— The paper provides novel approaches for the
employment of spectral information when pursuing face
recognition. We designed and tested Eigenface based algorithms
that improve face recognition through feature extraction, i.e.
extracting the ‘best bands’ according to various criteria such as
decorelation and statistical independence. Eigenfaces correspond
to principal components and have previously been used for
regular grayscale and color images. In this paper we expand their
use to hyperspectral imagery, i.e. data sets of images of the same
scene associated to narrow wavelength intervals. Our approach is
a two decomposition process. In the first, the hyperspectral data
is reduced to grayscale using Principal Component Analysis. In
the second, the grayscale images are processed using the classical
Eigenface detection algorithm. The results suggest that spectral
imaging improves face classification over its counterpart.

Index Terms—Hyperspectral Imaging, Image Classification,
Principal Component Analysis, Spectral Analysis

I. INTRODUCTION

H

UMAN detection and authentication continues to
increase its essential role is many current fields including
information security, surveillance and law enforcement, and
access control [1, 2]. The ability to correctly identify a person
based on body characteristics or movements is a human trait
developed through social interaction and sensor and brain
adaptation. In many environments however, the use of human
observers for identification is not appropriate due to the large
number of subjects, the quality of the data collected, as well as
the ease one could alter the appearance. Given considerable
advances in the collection, transmission, storage and
processing of digital still and video images, it is highly
desirable to seek automated human identification using solely
computer applications. Among various biometrics measures
used in human identification, face recognition, while not as
accurate as others (such as fingerprints or iris) has the distinct
advantage of not requiring the subjects collaboration. Indeed,
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a subject’s face can be recorded from few inches to several
hundreds of yards away in a friendly or hostile environment
using low cost equipment. According to current surveys, still
image based face recognition techniques are grouped in
several categories: segmentation and template matching
followed by feature extraction, statistical processing (based on
Principal Component Analysis, Independent Component
Analysis, Linear Discriminant Analysis, etc.), or neural
networks [3]. These techniques adopt approaches inspired by
human perception that still remains the most accurate tool in
face detection and authentication [3].
While significant investments have been provided for
automated face recognition, the accuracy of the results is yet
to reach the levels hinted in popular TV series such as Crime
Scene Investigation or Law and Order. The limited progress in
face recognition techniques has been attributed to the high
level of their instability when disturbance factors are present
(such as noise, changes in resolution, lack of focus, changes in
the face’s viewing angle etc.) Given the current status, it is
worthwhile to investigate how face recognition changes when
non-human sensing is involved. Recently, Infrared Imagery
(IR) was used on its own, or fused with visible images for
detection and recognition. While visible images change
significantly based on the light incidence angle or color,
infrared imagery measures thermal emissivity and is
significantly more stable [4]. Compared to other ‘non-visible’
imaging technologies (such as x-ray), IR has the distinct
advantage of not being harmful to the humans.
In this paper we provide an extension beyond the traditional
visible or IR image based approaches. Our work expands face
recognition for data sets of grayscale or color images to
collections of hyperspectral cubes, each encompassing
information in both visible and infrared ranges and
represented as over 100 bands associated to narrow
wavelength intervals. Such extensive expressivity is hoped to
provide a stronger platform for face recognition.
II. HYPERSPECTRAL IMAGERY
Hyperspectral images (HSI) are formed as collections of tens
or hundreds of images, each of them corresponding to a
narrow interval of energy wavelength [5]. Due to their original
use in agriculture and geology, as well as the technological
limitations HSI traditionally cover the visible to infrared
(400nm-2500nm), although hyperspectral data for other
spectrum parts such as Terahertz were also produced [6]. Fig.
1 presents four bands part of a hyperspectral image collected
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using a Surface Optics 700 camera. The sensor is able to
record the scene in 120 distinct images (bands), each covering
approximately 5nm of the light’s wavelengths, thus allowing
an extremely refined sensing that extends from the visible to
the infrared spectrum (400-900nm). The scene is formed of a
filled soda bottle together with a color correct calibration
panel, usually identified as a GretagMacbeth ColorChecker
[7]. The top row displays bands corresponding to the blue (1a
– 470nm), green (1b – 535nm), and red (1c - 685nm) colors
and near-infrared (1d – 836nm). A color display is obtained
(Fig 1f) by associating with the fundamental colors grayscale
intensity images collected within the blue, red and green
wavelength intervals. We note that the image is very similar to
a regular digital color image (Fig. 1e) collected at the same
time. In addition, plotting vectors of the reflectance values for
a specific location, we get the spectra for the material present
at that location. In Fig. 1g we have three such spectra obtained
for different ColorChecker panels (one red, one blue and one
green). As expected, each of the panels peaks in intensity
within the wavelength range associated with the color.

a)

b)

c)

d)

spectra of four materials that are present in the scene are
plotted in Fig. 2b. While the artificial and natural vegetation
are difficult to distinguish in the color image, their spectra are
significantly different. The natural vegetation displays a graph
with two peaks associated to the green and near infrared
wavelengths while the artificial vegetation has only one peak
in the green range.
Most of the hyperspectral image processing techniques have
complexity that depends directly on the number of spectral
bands in the acquired data. Since this is usually large, it is of
interest to find methods that transform the data cube into one
with reduced dimensionality while, maintaining as much
information content as possible. These techniques are known
under the general name of feature extraction [8, 9]. Feature
extraction is done by either selecting certain bands of by using
a transform that produces the features as combinations of
bands.
In an initial experiment that investigated face detection and
recognition using HSI we collected a small database of visible
range hyperspectral images [10]. The subjects sat in front of a
uniform brick wall at approximately 5-6 ft from the camera.
For each subject we collected three data sets at various
viewing angles, and each of the images in the dataset we
selected six representative region spectra: chin, top lip, nose,
ear, eye, and forehead. Next, we computed means for each of
the spectra location. The spectral angle between each subjects’
spectral mean and each observation were computed. The
spectral angle for two spectra s1 and s2 is computed as:

⎛
SA(s1 , s 2 ) = a cos ⎜
⎜
⎝

e)

f)

g)

Fig. 1. Spectral bands and color composite image a) blue 470nm, b) green
range 535nm, c) red 685, d) near infrared 836 nm, e) color images collected
with regular digital camera, f) color composite image formed as RGB of the
bands displayed in a-c, g) spectrum of three GretagMacbeth panels (second
column from left, first three panels from the top) corresponding to intensity
responses of the blue (solid), green (dashed), and red (dotted) colors.
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s1 , s1 s 2 , s 2

⎞
⎟
⎟
⎠

(1)

where < , > denotes the dot product. Two spectra with zeroangle would correspond to the same material under different
illumination conditions [11].
Our results indicated that the collected spectra can be used
with success in differentiating the subjects. However, the rate
of success differed significantly, based on illumination
conditions as well as posture. To counter this, we decided to
approach the problem from a slightly different angle, i.e. by
using Eigenface based algorithms that focus on the shape of
the face.
III. EIGENFACE BASED ALGORITHMS

a)

b)

Fig. 2. a) Color image obtained from hyperspectral data. The vegetation is a
combination of artificial and natural leaves (lower right). b) Spectra for four
materials are plotted: vegetation (green-dashed), artificial leaves (black –
solid), rock formation (blue – dash/dotted), and red clay pot (red – dotted)

To better understand the spectral differences for various
materials we show a second image that includes a ceramic pot
as well as artificial and natural vegetation (Fig 2a). The

The concept of Eigenfaces is derived from Principal
Component Analysis (PCA). Here, for the multidimensional
random vector x we seek a linear transform W so that the
components obtained are uncorrelated [12]:
y = Wx
(2)
such that:

∑ y = E{(y − E{y})(y − E{y})T }

(3)

is diagonal. If Ax is the matrix denoting the normalized
eigenvectors for the covariance matrix Σx, we have [13]:

Cx = A Tx ∑ x A x

(4)
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where Cx is the corresponding diagonal eigenvalue matrix.
Since in Eq. (3), Σy is required to be diagonal, we note that
W= AxT leads to the PCA solution:
T
x

y=A x

(5)

The components of y are called principal components and
the eigenvector matrix Ax is called the Principal Component
Transform (PCT). The eigenvalues of the covariance matrix
for x correspond to the variances of the principal components.
When these eigenvalues are arranged in a decreasing order
(along with the corresponding permutation of the
eigenvectors), we get the components of y sorted in the
decreasing order of their variance. High variance is usually
associated with high signal to noise ratio. Therefore, it is
useful to consider the highest variance components for further
processing as they are expected to contain most of the
information.
A collection of images can be modeled as multidimensional
data. Each image can be seen either as a two dimensional
array, either as a vector where the rows of pixels are
concatenated to each other. In the following, the image will be
seen as two dimensional or one dimensional structure,
depending on the need.
When applied to a matrix of images thus formed, the
resulting principal components are also called Eigenfaces [16].
“Eigenfaces refer to an appearance-based approach to face
recognition that seeks to capture the variation in a collection
of face images and use this information to encode and
compare images of individual faces in a holistic (as opposed to
a parts-based or feature-based) manner” [5].
Below are the steps to obtain the Eigenfaces and to classify
a new image based on Eigenface information:
i. Compute average face image (Ψ ) for the training set of
face images
Given a set of M training images {Γ1, Γ2,…, ΓM} we
compute the average face image:
1 M
(6)
Ψ=
∑ Γi
M i =1
ii. Normalize all the training face images
Φ i = Γi − Ψi

(7)

iii. Compute Covariance matrix (C)
M
1
C = M ∑ Φ iΦTj
2 i , j =1

(8)

iv. Compute Eigenfaces (E) of Covariance matrix (C)
Find eigenvectors and eigenvalues for C, and choose the M'
eigenvectors (Eigenfaces) with the highest associated
eigenvalues.
v. Compute Coefficient vectors (Ω) and average coefficient
vectors for training images and new test image
Compute coefficient vector Ω = (ω1, ω2, …, ωM’) for each
image Γi and store these M’ weight coefficients for each image

in database by computing the dot product of the normalized
image with each selected Eigenface:

ϖ i , j = EiT * (Γj − Ψ )

(9)

For each person in our Face database, compute the average
coefficient vector (ϖ 1 ,ϖ 2 ,...,ϖ M ' ) by averaging the weights
of coefficient vectors for all the images corresponding to the
person stored in the Face database. Finally, we compute the
coefficient vector (ω1 Test, ω2 Test, …. , ωM’ Test) for the new test
image ΓTest in a similar fashion as in eq. 9.
vi. Classify image using spectral distance
For each image to be classified, compute the Euclidean
distance between its coefficient vector (ω1Test ….ωM’Test) and
Average coefficient vector (ϖ1, ϖ2… ϖM’):

ED(Γ, ΓTest ) =

∑ (ϖ
M'

Test
i

−ϖ i

i =1

)

2

(10)

We label the new image with the class that minimizes the
distance above.
When applied to grayscale images, such approach is
straightforward. However, in our situation, each hyperspectral
image is in fact formed of over one hundred image bands. In
this case, Eigenfaces cannot be computed directly. For this, we
have investigated three distinct approaches:
AVG: Average all bands in one grayscale image. We note
that this is not a regular image, as it includes in its average
reflectance information from the infrared range.
PC-i: Perform PCA on each image separately. Select the ith band as grayscale image. In our case, we worked with the
first three principal components
PC-AVG: Perform PCA on each image separately. Average
the first three principal components.
IV. EXPERIMENTAL RESULTS
The resulting family of algorithms was tested on a database
of 45 images. Nine subjects’ images were collected outside
using a setup similar to the one in Fig 3.

Fig. 3. Experimental setup for collecting outdoor images.
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Fig. 4. Images of two of the subjects used in the experiments. Note various
facial expressions and poses
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A Surface Optics 700 hyperspectral camera was placed
approximately six feet from the subjects. For each person, five
different images were collected. These included various face
expressions and postures characterized as: “normal”,
“smiling”, “angry”, “head tilted”, and “subject’s choice”. Each
image was initially 640x640 pixels and was cropped to
200x200 pixels. The resulting data for two of the subjects is
presented in Fig. 4.
In the first experiment, we used four of the images for
training and one image for testing. Every time, the same type
of image was used for all subjects. For example, all “normal”
images were used for testing and the rest of the images for
training. In addition, we also varied the number of Eigenfaces
used, from 1 to 20. Fig. 5 displays the summary results, where
the classification accuracy was averaged over all subjects. We
note that both PC-1 and PC-ABG results increase the
classification accuracy when compared with the AVG results.
Moreover, the accuracy is drastically reduced when employing
PC-2 or PC-3. This can be explained by the fact that the first
principal component most likely includes most of the data
information and the remaining components are unlikely to
provide any additional detail. We also note that as the number
of Eigenfaces necessary to achieve high accuracy is relatively
small. The algorithm does not expose any significant
variations beyond the first few components. While the AVG
results reach 60%, the PC-1 results provide an improvement of
8-10%.
Since one of the assumptions in Eigenface based
recognition is that the individual faces are treated in a holistic
manner, and that the face shape is probably the most important
factor, in our second experiment we subsampled the image by
generating smaller resolution data where each four adjacent
pixels were replaced by an average pixels was also tested.
Two rounds of this subsampling were done, resulted in images
of 100x100 and 50x50 pixels. Fig. 6 presents the results of
subsampling on the PC-1 and AVG approaches. The data
suggest that subsampling does not have a significant impact on
the classification accuracy.
In real life situations however, one cannot control what
facial expression or posture a subject may have. To test the
robustness of our algorithm, we randomly selected a test
image for each subject and then varied the number of training
images from 2 to 4. For each, we ran the classification 200
times and then averaged the results. Fig. 7 provides the
cumulative data, where the dashed contour corresponds to
AVG and the solid contour corresponds to the PC-1 approach.
Throughout the experiments PC-1 outperformed AVG.
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Fig. 5. Eigenface based face recognition accuracy results for hyperspectral
data. Average classification accuracy is plotted for the first three principal
components (blue – solid, dashed and dotted lines respectively), the average
of the first three components (dashed green), and the average grayscale image
(dashed red). The number of eigenfaces was varied from 1 to 20.
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Fig. 6. Subsampling impact on Eigenface based face recognition. Accuracy
results presented for regular size (red) and subsampled (factor of 4 – green,
and factor of 16 – blue) images. For each, the PC-1 (solid line) and AVG
(dashed line) results are printed. The number of Eigenfaces is varied from 1 to
20.
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Fig. 6. Robustness testing of the algorithms. Classification accuracy plotted as
the number of Eigenfaces is varied from 1 to 15. The number of training
images for each subjects is varied from 2-4. The graph displays the PC-1
results (solid contour), and AVG results (dashed contour) when each
algorithm was run 200 times.

Finally, we tested to see if the computation of the
coefficients (see Eq. 9) as a dot product is essential in the
increase of accuracy for the algorithm. We replaced the dot
product computation with a spectral angle computation (Eq.
1). Figs. 7 and 8 display the results. In this case, the
algorithm,s no longer provide any improvement over the
grayscale average. In addition we note a significant variation
of the accuracy as the number of Eigenfaces varies. When
looking at the subsampling experiment, we also note no
significant trend. Such behavior can be explained by the fact
that the computation of the coefficients through the dot
product can be construed as a projection of the images in the
space described by the Eigenfaces. In that case, the coefficient
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vectors Ω can be seen as points in the M’ space, and
computation of the Euclidean distance between them to
determine the class label is justified. Instead, the spectral angle
needs to be computed between the image and the Eigenface,
and, given the large number of pixels, does not seem to
provide meaningful advantage. It is however interesting that,
while unstable, the algorithms using the spectral angle were
able to reach an accuracy higher than any of the previous
experiments.
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Fig. 9. Subsampling impact on Eigenface based face recognition, when using
Spectral Angle. Accuracy results presented for regular size (red) and
subsampled (factor of 4 – green, and factor of 16 – blue) images. For each, the
PC-1 (solid line) and AVG (dashed line) results are printed. The number of
Eigenfaces is varied from 1 to 20.

V. CONCLUSION
Our method investigated if spectral imaging can provide an
advantage for face recognition when compared with regular
grayscale images. To do so, we devised a family of algorithms
that using PCA based feature extraction compressed the
hyperspectral cube to a single image. Our results suggest that
the PCA produced bands do contain additional information
when compared with the grayscale average bands. A possible
future directions would be to test how the infrared range has
contributed to the results. Unfortunately, the data set used did
not include regular grayscale images, and thus any images
based on sub-sets of the spectrum will have to be extracted
directly from the data.
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