Symmetries and interactions in matrix string theory by Hacquebord, Feike
ar
X
iv
:h
ep
-th
/9
90
92
27
v1
  3
0 
Se
p 
19
99
Symmetries and Interactions
in
Matrix String Theory
Feike Hacquebord
Institute for theoretical physics
University of Amsterdam
1018 XE Amsterdam
The Netherlands
Abstract
This PhD-thesis reviews matrix string theory and recent developments therein. Em-
phasis is put on symmetries, interactions and scattering processes in the matrix model.
We start with an introduction to matrix string theory and a review of the orbifold
model that flows out of matrix string theory in the strong YM coupling limit. Then
we turn our attention to the appearance of U -duality symmetry in gauge models, after
a (very) short summary of string duality, D-branes and M-theory. The last chapter
reviews matrix string interactions and scattering processes in the high energy limit.
Also, pair production of D-particles is studied in detail. D-pair production is expected
to give important corrections to high energy scattering processes in string theory.
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Introduction
The subject of this thesis is a new effective formulation of string theory in terms of
a 1 + 1 dimensional Yang-Mills theory. This approach will prove to be useful for the
investigation of the short-distance behavior of strings. Before we explain in some more
detail what the coming chapters are about, we will first spend some words on the mo-
tivation to do string theory.
The motivation to study string theory is twofold: one is the desire of physicists to
construct a theory that unifies all elementary forces in nature. A second important
motivation is to learn more about gravity. Newtonian mechanics and general relativity
give precise predictions for gravitational interactions at large distances. For example,
we can in principle launch a spacecraft, explore a planet in our solar system and return
safely to the earth again. Without our knowledge of gravity this would be a rather
hazardous adventure.
For very tiny distance scales (like 10−33cm, the Planck length) however, we expect
that Newtonian mechanics or general relativity no longer gives an accurate description
of gravity. The physical conditions at the Planck scale are so extreme that they cannot
be realized in laboratories. This makes it hard to do actual experiments (but they are
not ruled out). At present consistency is the only tool available . It is of interest to try
to formulate a theory of gravity in the kinematic regime of the Planck scale, because
it is relevant for the study of black holes (their existence is confirmed by convincing
observational evidence) and the study of the early universe.
At the Planck scale quantum effects for gravitational interactions are important.
When one tries to formulate a quantum field theory of gravity, for example by a per-
turbation expansion of the Einstein Hilbert action with a coupling term to a scalar
field, increasingly severe short-distance divergencies appear, which cannot be removed
by renormalization procedures. Therefore one has to find a way out; the singularities
should be somehow smeared out by a drastic adaption of the theory.
At present there is only one consistent way known how to do this. This way is
string theory, a theory where the fundamental objects are one dimensional, instead of
zero dimensional as for point particles. Interactions in string theory have a geometrical
interpretation in terms of smooth Riemann surfaces, as indicated in figure 1. This al-
ready gives a heuristic explanation why strings are able to smear out the short-distance
divergences.
A key idea of string theory is that the different vibration modes of a string corre-
spond to different particle states. The massless states are the most relevant ones, as
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they should form the particles known today in the standard model (which are massless
or very light compared with the Planck mass). The effective theories of these states
can in principle be derived from string theory, but in practice that can be hard.
Figure 1 String theory smoothens out the short-distance divergences in field
theories of gravity (like Einstein-Hilbert gravity coupled to a scalar field).
The figure shows a tree level diagram in field theory which describes two
scalar particles exchanging a graviton, and its analogue in string theory. Both
diagrams are finite, but higher loop contributions are finite only in string
theory.
It is not a priori clear why string theory should be the right way to proceed. One
could for instance try membranes, objects with two spatial dimensions, which might
be able to smear out the divergences as well. The study of membranes revealed some
problems however, while string theory proved to have particular attractive features.
Among these features are the following: string theory contains a massless spin-2 state
(the graviton) whose low energy effective description is general relativity; string the-
ory has a consistent perturbation expansion; it is rich enough to be a candidate for
a unification of all known forces in nature. In particular string theory has intimate
relations with gauge theories. There are no free parameters in string theory, instead
there are many (classical) ground states parameterized by the expectation values the
scalar fields take.
Consistency of string theory requires supersymmetry, a symmetry between the
bosonic and fermionic degrees of freedom. Supersymmetry is expected to be a symme-
try of nature for sufficient high energies only. The order of these energies is (almost)
within reach of the elementary particle colliders of today, so in principle the superpart-
ners of known particles states could be detected there. Detection of the superpartners
would be an experimental proof of supersymmetry and strong evidence for string the-
ory to be the right way to proceed.
Superstrings live in ten dimensions. This may be viewed as a drawback, but com-
pactifications to lower dimensions give rise to a rich structure of Kaluza Klein fields.
In ten dimensions we can define 5 superstring theories: type IIA and IIB, which are
theories of closed strings; type I describing unoriented open strings (plus closed strings)
and two types of the heterotic string. We will be mainly interested in type IIA and
IIB so we will not dwell on the precise definition of other string theories. The impor-
tant point here is that the theories are all related by duality transformations. It was
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conjectured by Witten that the five string theories are in fact manifestations of one
eleven-dimensional theory, that goes with the name M-theory. The dualities and the
existence of M-theory are not proven yet, but substantial evidence has been collected
in recent years.
The string duality symmetries were known from earlier studies as classical symme-
tries of supergravity theories. These models failed to be consistent quantum theories of
gravity; the addition of supersymmetry did not resolve the short-distance divergences.
Later supergravity theories appeared again as low energy effective descriptions of the
graviton state (and its superpartner the gravitino) of string theory and it is expected
that their classical symmetries are genuine quantum mechanical duality symmetries in
string theory.
An example of a string duality transformation is the mapping that relates strings
at large distances to strings at small distances. This is somewhat similar to the more
familiar electromagnetic duality in (supersymmetric) gauge theories, that relates the
weak coupling to the strong coupling regime. Both duality transformations map a
region of the theory where a perturbation expansion suffices, to a region where this
expansion breaks down.
To understand (and to prove) these dualities we have to learn about the non-per-
turbative degrees of freedom. These degrees of freedom in string theory have been
mysterious for a long time, till in the fall of 1995 Polchinski realized that the so-called
D-branes carry them. D-branes were known before as hyper-surfaces in space-time on
which open strings can end, but in fact they are dynamical non-perturbative objects
in string theory.
At low energy the dynamics of D-branes are described by supersymmetric Yang-
Mills theories. These theories have matrix valued scalar fields, that commute when the
D-branes are widely separated. One can then diagonalize the matrices simultaneously
and interpret the eigenvalues on the diagonals as the D-brane positions in the tradi-
tional sense. When the D-branes come close something remarkable happens: in general
the matrices no longer commute and the interpretation of the D-brane positions gets
obscured. Space-time becomes fuzzy: its coordinates no longer commute. This non-
commutativity is somewhat similar to what happens with the classical phase space in
quantum mechanics and is therefore highly suggestive.
The supersymmetric Yang-Mills model in 1+1 dimensions compactified on a circle
is an effective theory of one dimensional D-branes (called D-strings), but it can also
be viewed as a theory of fundamental strings. This gauge theory, called matrix string
theory, is defined on a cylinder that is covered by the world-sheet of a string one or
more times.
Again one can think of the eigenvalues of the matrix valued scalars as the coor-
dinates of the strings. These coordinates fields are not necessarily periodic along the
Yang-Mills circle, but instead they may satisfy particular non-trivial boundary condi-
tions. The simplest non-trivial example of a string of length 2 is illustrated in figure
2. In the lower left corner the two eigenvalues of a 2 × 2 matrix are mapped to each
by going around the circle once. So though it looks like we have two short strings we
in fact have one long string. In the lower right corner the configuration of eigenvalues
has changed. Here the two eigenvalues of the matrix are periodic and we have two
9
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short strings. The one string configuration transforms to the other by changing the
non-trivial boundary conditions at a certain time and place on the world-sheet. This
is illustrated in the diagram in the middle of figure 2. We added in the figure the usual
geometric representation of the interactions (the joining or splitting of strings).
Compared with the known perturbative string theories, matrix string theory has
the advantage that non-perturbative degrees of freedom are contained in the model as
well. Namely, the gauge model has besides matrix valued scalar fields, a two dimen-
sional gauge field. This gauge field makes it possible to adorn the string states with
an extra quantum number: the D-particle number (zero dimensional branes).
σ
σ∼
Figure 2 The smooth Riemann surfaces illustrate how a single closed string
can split in two strings in perturbative string theory. The lower pictures show
the eigenvalues of matrix valued scalar fields in matrix string theory as a
function of σ˜, where σ˜ runs over half the interval of the spatial world-sheet
coordinate σ. These eigenvalues describe the coordinates of strings. They may
satisfy non-trivial boundary conditions on the σ˜ circle, so that the eigenvalues
can describe different collections of strings. In the lower left corner we have
one long string; in the lower right corner we have two short strings. These two
configurations transform to each other when the boundary conditions of the
eigenvalues are changed, as indicated by the arrow in the middlest diagram.
The conventions are chosen such that the added string lengths are conserved
during interactions.
D-particles are special, because they can be interpreted as Kaluza Klein particles in
eleven dimensional M-theory compactified on a circle. It has been conjectured that
the low energy effective model of D-particles (a U(N) matrix quantum mechanics)
is equivalent to M-theory in a particular gauge. This theory called matrix theory is
closely related to matrix string theory.
The fact that matrix string theory contains the degrees of freedom of D-particles
in a natural way, makes it possible to calculate non-perturbative corrections to pro-
cesses in string theory. These corrections are important for the investigation of the
short-distance behavior of strings, because in this regime the perturbation expansion
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of string theory appears to break down.
In chapter three we will show how string interactions can be realized in matrix
string theory. Interactions arise as instanton type solutions of the Yang-Mills theory
equations of motion. With these instantons known results from perturbative string
theory can be reproduced. We will also start a calculation of non-perturbative correc-
tions.
In chapter two we will investigate in how far the symmetries of string theory are
present in (supersymmetric) gauge theories. In particular we will show that there are
quantum states in the theory that have degeneracies consistent with a large string du-
ality symmetry.
Chapter one reviews geometrical aspects of perturbative string theory in the light-
cone gauge and in the discrete light-cone gauge quantization (DLCQ). We discuss a
reformulation of DLCQ string theory in terms of an orbifold model. We end the chap-
ter by introducing matrix string theory.
Although we have tried to add as much explanation of relevant basic concepts in
string theory as possible, this thesis is not meant to be self-contained. As background
material we refer to the textbooks on string theory [47][72] and quick introductions
to light-cone string theory [37][38], to D-branes [71][7] and to matrix (string) theory
[17][30]. For some basic concepts of conformal field theory we will need, we refer to
[41].
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Chapter 1
Towards Matrix String Theory
1.1 Perturbative string theory
1.1.1 The Polyakov approach to string theory
As strings move through space-time, they sweep out a two-dimensional surface. On
this surface, called the world-sheet, the coordinates of the strings are defined. The
history of a collection of strings is thus described by a map from the two-dimensional
world-sheet into the d-dimensional space-time. This space-time is endowed with a met-
ric that in principle should be derived from the string configuration. We will take the
strings however in a fixed background metric, usually just flat.
In the Polyakov approach to string theory, the string perturbation expansion ap-
pears as a sum over two-dimensional Riemann surfaces. These Riemann surfaces are
of a certain genus g (the counting parameter of the perturbation expansion) and have
a number of boundary curves that correspond to the external states. They are the
Feynman diagram representations of scattering amplitudes at g-loop order. An ac-
tual calculation of the contribution to the scattering amplitude in principle involves a
path-integral over all maps of the surface into the space-time manifold, as well as an
independent integration over all two-dimensional metrics gab on the genus g surface.
Figure 1.1 A typical world-sheet of genus two. The four tubes correspond
with the external strings and extend to infinity.
More concretely in the Polyakov path integral approach, a general g-loop amplitude is
Towards Matrix String Theory
given by the expression
Ag(Ψ1, · · · ,Ψn) = 1N
∫
Dgab
∫
Ψ1,···Ψn
DXµ exp (−S). (1.1)
Here N is a normalization factor and the Ψ’s indicate the external state wave func-
tionals, that are defined on the boundaries of the world-sheet at infinity. For bosonic
strings the action S is given by
S =
1
2π
∫
dσdτ
√
ggabGµν∂aX
µ∂bX
ν . (1.2)
Here σ and τ are world-sheet coordinates taking values on a cylinder and Gµν is the
metric of space-time.
The action (1.2) has local symmetries, namely reparametrizations (diffeomorphisms)
and Weyl rescalings. Weyl rescalings act on the world-sheet metric as
gab → eΩgab (1.3)
and it easy to verify that the action (1.2) is invariant under this transformation.
One can use this Weyl invariance to make, at least locally, the world-sheet metric
to be flat. Then there is still a gauge degree of freedom left over, namely arbitrary
holomorphic coordinate transformations acting on the complex coordinate w = σ + iτ
combined with an appropriate Weyl rescaling, so that the metric remains flat. These
combined transformations are precisely conformal transformations, that will prove to
be an important tool in string theory.
Figure 1.2 The world-sheet in figure 1.1 is conformally equivalent to a genus
two Riemann surface with four punctures.
The most obvious parameterization of a world-sheet has boundaries at infinity (we
assumed this up to now), like in figure 1.1. By a particular conformal transformation
this surface can be mapped to a compact Riemann surface with punctures, that corre-
spond with the external string states.
z
z=ew
w
Figure 1.3 The conformal transformation w → z = ew, that maps cylinders
to annuli in the complex plane.
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This can be visualized by locally applying the exponential mapping that transforms
a tube to an annulus in the complex plane. A world-sheet as in figure 1.1 is thus
conformally equivalent to the Riemann surface in figure 1.2.
The conformal mapping that transforms the Riemann surface 1.1 to the one in
figure 1.2 should be combined with the replacement of the boundary states Ψi(X) by
local operators Vi on the world-sheet. These operators called vertex operators create
the external states on the world-sheet by introducing extra momentum and/or other
quantum numbers. The most simple vertex function is the one that represents the
emission of a tachyon, with no other degrees of freedom then the momentum. It is
given by the expression
V = eip·X, (1.4)
where p2 = 8 is the on shell condition for tachyons. In terms of the vertex operators
the amplitude (1.1) becomes
Ag(1, · · · , n) = 1N
∫
Dgab
∫
DXµ exp (−S)V1 · · ·Vn. (1.5)
As mentioned before making use of the local symmetries of string theory greatly re-
duces the moduli space of world-sheet metrics over which one has to integrate. This
simplification of the path integral is obtained after constructing a good slice through
the space of metrics on the Riemann surface, that modulo Weyl transformations and
diffeomorphisms covers all of moduli space only once. For external tachyons whose
vertex operators are given by (1.4) the expectation value of the vertices is a simple
Gaussian integral over the fields X , that can readily be calculated to be
A(1, · · · , n) = g2g+2s
∫
[dm]
∏
i
∫
d2zi
√
g(zi)(det
′s) exp[−1
2
∑
pi · pjGM(zi, zj)],
(1.6)
where Gm(zi, zj) is the scalar Green function on the genus g world-sheet (depending on
the moduli m, which have to be integrated over). In the integrand of (1.6) we abbre-
viated the fluctuation determinants that appear after integrating out the coordinate
fields and reducing the path integral to a finite dimensional integral. In the limit that
all pi · pj become large, the leading behavior of the integral can be derived by saddle
point techniques [49]. Later on in chapter 3 these saddle points will prove to be crucial
when we establish an alternative approach to string theory, called matrix string theory
[65][10][29], that is also able to include non-perturbative corrections.
1.1.2 Light-cone string theory
In this section we will discuss some geometric facts of yet another approach to per-
turbative string theory: light-cone string theory. As background material we refer to
[47][38] and [37].
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Quantization of strings in the light-cone gauge formalism has two particular fea-
tures. One is the absence of ghosts, only physical degrees of freedom are present, the
other is the existence of a globally well-defined world-sheet time [39]. Covariance is
broken in light-cone string theory, but the formalism has been proven to be equivalent
to the covariant Polyakov path integral formulation of string theory [57].
In the light-cone gauge, light-cone time and world-sheet time are identified via
X+(z, z¯) = p+τ, (1.7)
where p+ is one of the light-cone momenta. This parameterization together with taking
the world-sheet metric to be flat leads to the mass-shell condition
2p+p− =
∫
dσ((∂τX
I)2 + (∂σX
I)2) := H, (1.8)
with H the world-sheet Hamiltonian and p− and p
+ the integrated light-cone momenta.
The index I runs over all directions transversal to the light-cone directions.
p
1
N 3
p
2
4
N 
1
p3
4N 
N 2 p
Figure 1.4 This figure indicates the kinematics of a two particle scattering
process in string theory. The pi are the eight dimensional transverse momenta
that lie in one plane; the N ’s stand for the p+ momenta.
A two particle scattering process like in figure 1.4 can be conveniently summarized
in light-cone string theory by drawing a so called light-cone diagram or Mandelstam
diagram. A light-cone diagram is a geometrical way of representing a scattering process
in string theory. The external states are represented by tubes that extend to infinity.
Together with a collection of other cylinders that correspond to internal strings they
are glued together at interaction points. Thus a two-dimensional surface is formed that
contains all essential information about the interaction process.
It is customary to rescale the spatial coordinate σ on the world-sheet, so that its
range becomes 0 ≤ σ ≤ 2πp+. Because of this rescaling the radii αi of the cylinders
are proportional to the light-cone momenta p+i of the corresponding strings. The total
momentum p+ is conserved during a scattering process, and therefore the sum of the
radii of the cylinders is also conserved. An example of a light-cone diagram that
describes the tree level contribution to the scattering process indicated in figure 1.4, is
shown in figure 1.5 where we have two incoming strings that join to one string and split
again into two strings. In the diagram the interaction times and possible twist angles
16
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are indicated. These twist angles are the angles under which the internal tubes are
allowed to rotate before undergoing another interaction. As these twistings cannot be
undone by a conformal transformation or reparametrization, they belong to the moduli
of the light-cone string diagrams. 1
θ
1 2
τ
τ τ
Figure 1.5 A tree level light-cone diagram. Two incoming strings join to one
string and then split again into two outgoing strings. The interaction times
τ are indicated, as well as one twist angle θ, over which the internal tube is
allowed to rotate before undergoing another interaction.
For fixed external momenta p+, a light-cone diagram is uniquely characterized by its
moduli: the interaction times, the twist angles and the internal p+ momentum frac-
tions. In calculating the contribution to the scattering amplitude of a diagram like in
figure 1.5 one has to do a path integral over these moduli. This path integral is equal
to the analogous expression in the Polyakov approach (1.1). The general form of an
h-loop contribution to the amplitude of n scattering strings is
An =
1
N
∫
[dτ ][dα][dθ]
∫
Ψ1···Ψn
DXIe−Slc , (1.9)
where the functional integral is taken over the moduli of the light-cone diagram. The
integral is weighted with the exponential of the light-cone action that is just the action
of free strings
Slc =
∫
dσdτ(−(∂τXI)2 + (∂σXI)2). (1.10)
As discussed in the previous section light-cone diagrams like figure 1.5 are conformally
equivalent to Riemann surfaces of genus equal to the number of internal strings, and a
number of punctures on it, that correspond to the external strings.
An important feature of these Riemann surfaces is that the X+ coordinate defines
a one-form ω on it, that contains all relevant geometrical information. We can turn
1A twisting over an angle of 2pi, called a Dehn twist, is a global symmetry of the light-cone string
action. The twist angles are therefore defined modulo 2pi.
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this around: each Riemann surface has a unique one-form that can be used to define a
local coordinate on the string world-sheet w = τ + iσ via
ω = dw = dX+(z). (1.11)
This gives a precise relation between the parameterizations of the world-sheet z, w and
the holomorphic component X+(z) of X+(z, z¯).
The abelian differential ω has simple poles at the punctures, with real residues
that add up to zero. It moreover has purely imaginary periods on any homology cycle.
Because the periods are purely imaginary the world-sheet time defined via (1.11) is well-
defined, and can therefore be extended to all over the world-sheet of any genus [39].
The other coordinate σ in (1.11) is the multivalued space-like world-sheet coordinate.
The simple poles of the abelian differential (1.11) mark the locations of the vertex
operators of the external states on the Riemann surface. This can be seen by noting
that when the abelian differential (1.11) has a simple pole at a certain point wi, with
residue p+i
dw ∼ p
+
i dz
(z − zi) , (1.12)
we have for the local coordinate w in a neighborhood of the pole
w − wi ∼ p+i log(z − zi). (1.13)
Hence a punctured neighborhood of zi in the complex plane is mapped by the logarithm
to infinity, the inverse mapping of the conformal mapping illustrated in figure 1.3.
There are also specific points on the world-sheet at which strings join or split.
These interactions take place at zeros of ω, that is critical points z = z0 of the light-
cone coordinate X+. In the neighborhood of a simple zero of the abelian differential ω
we have
dw ∼ (z − z0)dz −→ (w − w0) ∼ (z − z0)2. (1.14)
From this equation we see that if we follow a contour around z0 in the complex z-plane
once, an angle 4π is swept out in w. This angle is the same one that is swept out when
circling around an interaction point in the light-cone picture. We conclude that ze-
roes of ω correspond to points on the world-sheet where string interactions take place.
Higher order zeroes correspond to higher order interactions.
z
0 P
z w
w = (z-z  )
2
0
Figure 1.6 A critical point of ω corresponds with a string interaction point.
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The abelian differential also contains information about the internal p+ momenta and
the twist angles via its integral along the a- and b-cycles of the Riemann surface. We
have ∮
αi
ω = ip+i ,
∮
βi
ω = ip+j Mijaθa, (1.15)
where Mija is a real-valued matrix that can be chosen to have integer coefficients.
As an example for the location of the interaction points, we consider an n particle
scattering process at tree level. For a given set of locations zi of the corresponding
vertex operators, the classical location of the world-sheet is described by
X+(z, z¯) =
1
2
∑
i
ǫip
+
i log |z − zi|2, (1.16)
XI(z, z¯) =
1
2
∑
i
ǫip
I
i log |z − zi|2, (1.17)
where ǫ = 1 for incoming and −1 for outgoing particles. The interactions take place
at critical points z = z0 of the light-cone coordinate X
+, cf (1.14)
dX+ |z=z0= 0. (1.18)
Inserting the explicit form (1.16) for X+ gives
n∑
i=1
ǫip
+
i
z0 − zi = 0 . (1.19)
In case of n-point scattering, this condition can be reduced to an equation of degree
n − 2 in z0, after a conformal transformation that maps one of the locations of the
vertex operators to infinity. The n− 2 zeroes correspond with elementary splittings or
joinings of strings that occur at the interaction points of the corresponding tree level
light-cone diagram.
1.1.3 High energy scattering in string theory
In chapter three we will be particularly interested in high energy four string scattering.
The motivation to study string theory in this kinematic regime is to explore strings
at short distances and to learn more about the structure of string theory. The high
energy behavior of scattering strings has been studied in the past [3][49] by making use
of perturbation techniques. An important result of this study, is that the dominant
world-sheets at every order of the genus expansion, are all determined by the same
saddle-point. As a consequence the dominant world-sheets have the same form at any
genus (up to scaling factors), and their contribution to the scattering amplitude can
be calculated in principle.
However the analysis revealed two apparent difficulties as well. One is that the
size of scattering strings tends to grow with increasing energy. Strings are therefore
19
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not suitable as probes to investigate the short distance behavior of string theory. The
other difficulty is the fact that the higher order amplitudes grow as an exponential of
the energy. This behavior is completely different from most field theories. It leads to
the disturbing conclusion that higher order corrections are important. This means, in
less mild words, that the perturbation expansion breaks down for high-energy string
scattering processes.
These two problems might be cured when we take non-perturbative effects into ac-
count. Firstly non-perturbative objects called D-branes can be used as probes for much
smaller distance scales then the string scale α′ [78][23][34]. Secondly non-perturbative
effects will give important corrections to scattering amplitudes, as already was sus-
pected in [49].
The need of a better knowledge of non-perturbative effects in string theory will be
one of the main motivations to introduce the matrix string theory model. Before we
do this, we will first explain some features of string theory in the so called discrete
light-cone gauge (DLCQ) formalism. We will moreover review a reformulation of it in
terms of an orbifold model.
1.1.4 String theory in the DLCQ formalism
In the DLCQ gauge one compactifies one of the light-like directions on a circle of radius
R, so one identifies
X− ∼ X− + 2πR. (1.20)
The other light-like coordinate X+ gets the interpretation of time. Compactification of
X− modifies the theory in two ways: the Hilbert space gets truncated to sectors with
total p+ momentum that is integer valued (in 1/R units)
p+ = N. (1.21)
In each sector the p+ momenta of states take values in a finite positive set only (namely
the integers 0 . . . N). Another modification of the theory is that we allow for wind-
ing modes around the X− direction. These winding modes again decouple from the
theory in the large N limit, which should lead us back to light-cone gauge string theory.
c
1 2
τ
τ τ
τ τ τb a  
Figure 1.7 In this light-cone diagram we indicated three time slices. In the
first time slice we have the two incoming strings, in the second the intermediate
string and in the last slice we have the outgoing string configuration.
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The fact that in DLCQ string theory p+ momenta are integer valued, is an important
first step towards defining matrix string theory. It will enable us to define matrices out
of the string coordinates.
Consider the light-cone diagram, illustrated in figure 1.7 with total p+ momentum
equal to N . Out of the eight transversal coordinate fields of the strings we construct
eight diagonal matrices in the following way.
The spatial world-sheet coordinate σ runs over an interval [0, N ]. We cut this
interval into N equal pieces of length one and define new fields XIi (σ, τ)
XIi (σ, τ) = X
I(σ + (i− 1), τ), (1.22)
where i runs from 1, · · · , N and I = 1, · · · , 8 are the transversal directions and σ now
runs over the interval [0, 1]. These fields are then interpreted as the eigenvalues of an
N ×N matrix
XI(σ, τ) =

XI1 (σ, τ)
XI2 (σ, τ)
. . .
. . .
XIN (σ, τ)
 . (1.23)
The light-cone action on the cylinder (1.10) becomes in terms of these matrix eigen-
values
S =
1
2π
∫
dσdτ
(
∂XIi ∂¯X
I
i + iθ
α
i ∂θ
α
i + iθ
α˙
i ∂¯θ
α˙
i
)
, (1.24)
where we included 16N fermionic fields θαi , θ
α˙
i which together form N 16-component
Majorana-Weyl spinors. The action (1.24) is left invariant by two space-time left-
moving and two right-moving supersymmetries. The corresponding left-moving super-
charge is
Qα =
√
N
∮
dσ
N∑
i=1
θαi , Q
α˙ =
1√
N
∮
dσGα˙, (1.25)
where
Gα˙(z) =
N∑
i=1
γIαα˙θ
α
i ∂X
I
i . (1.26)
The right-moving charges have analogous definitions.
The eigenvalues in the matrix (1.23) are not single-valued, but multivalued with
respect to the coordinate σ. For different time slices the eigenvalues Xi in (1.23) satisfy
different quasi-periodic boundary conditions. For example we have for the first time
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slice τa two blocks of eigenvalues as indicated in the next equation
XI(σ, τa) =

XI1
· · ·
XIn1
∅
∅
XIn1+1
· · ·
· · ·
XIN

. (1.27)
The collection of eigenvalues in the blocks each satisfy cyclic boundary conditions. The
eigenvalues of the first block satisfy
XIi (σ + 1) = X
I
i+1(σ) i = 1 · · ·n1 − 1
(1.28),
XIn1(σ + 1) = X
I
1 (σ).
We can write this condition as an n1 × n1 matrix equation
XI(σ + 1) = V XI(σ)V −1, (1.29)
with V the cyclic permutation matrix on the n1 eigenvalues,
V =

1 ∅
1
. . .
∅ 1
1
 . (1.30)
At time slice τc in figure 1.7 the blocks have changed; we then have an n3 × n3 matrix
and an n4 × n4 matrix, representing the outgoing states with p+ momenta n3 respec-
tively n4.
Figure 1.8 A configuration of long strings is determined by the particular
boundary conditions on the fields XIi . Here we have two strings of length 3
and 4. Figure taken from [29].
For a general string configuration the coordinate matrix (1.23) will satisfy a periodicity
condition of the form (1.29) with V a block diagonal matrix consisting of (say) s blocks
22
1.2 DLCQ string theory from an orbifold model
of order ni, such that each block can be taken of the form (1.30), and thus, as described
above, defines a string of length ni.
Each sector contributes to the total world-sheet energy and momentum via
H =
∑
i
1
ni
(L
(i)
0 + L¯
(i)
0 ) P =
∑
i
1
ni
(L
(i)
0 − L¯(i)0 ), (1.31)
where we normalized the L
(i)
0 operators of each separate string, such that the oscillator
levels are canonically counted. They moreover satisfy the level matching condition in
the DLCQ formalism
L
(i)
0 − L¯(i)0 = nimi, (1.32)
so that each contribution to the total world-sheet momentum is integer valued. Here
mi are the winding numbers along the light-like circle X
−. In the large N limit the
usual level matching condition L0− L¯0 = 0 gets restored [29], because in this limit the
winding states decouple. This arises, because when N →∞, only long strings survive
with pi+ = ni/N finite. These strings necessarily have zero winding number, because
else they become infinitely massive compared to the energy of strings with vanishing
winding number.
1.2 DLCQ string theory from an orbifold model
The numbers ni that stand for the p
+ momenta of the separate strings in the preceding
section, form a partition of total rank N . Thus they define a conjugacy class of the
symmetric group SN , that is the permutation group of N elements. One can write each
group element g of SN as a product of irreducible cyclic permutations. By conjugating
g with an appropriate group element of SN its (disjunct) cycle decomposition has the
particular simple form
g = (1 · · ·n1)(n1+1 · · ·n1+n2) · · · · · · (N−nk+1 · · ·N). (1.33)
Other elements in the conjugacy class of g have an equivalent decomposition, that is
their cycle decompositions all have the same number Nn of cycles of length n, with the
obvious restriction ∑
n
nNn = N, (1.34)
so that the conjugacy classes of SN are in one-to-one relation to partitions of N .
The now established fact that in the DLCQ formalism, one can associate to each
collection of free strings, a conjugacy class of the symmetric group SN , naturally sug-
gests the following conjecture: free moving strings in the DLCQ sector p+ = N can
be reformulated in terms of a supersymmetric two dimensional conformal field theory
with 8N free bosons X iI , (here i = 1 . . . N and I = 1 · · ·8) defined on the symmetric
product orbifold
SNR8 = (R8)N/SN , (1.35)
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that together with their fermionic partners are described by the action of free strings
(1.24), where it is understood that all field configurations (X, θ) related by SN trans-
formations are identified X ∼ gX , θ ∼ gθ for permutations g.
In the next subsections we will review evidence for this conjecture. First we will
show that the model is able to recover the complete Fock space of second quantized
type IIA string theory in the large N limit. Subsequently we will perturb the action of
the model (1.35) by an appropriate interaction term that describes elementary splitting
and joining of strings. After this we will review work that was done in [4] and [5], where
the authors were able to reproduce all tree level four particle scattering amplitudes in
string theory.
We will start however by making some general remarks about orbifold theories and
their partition functions. The results we derive will be useful both for understanding
matrix string theory, and for the next chapter, where we will calculate the degeneracy
formula of BPS states in N = 4 Yang-Mills theory on a three torus.
1.2.1 Hilbert space of an orbifold theory
Before we derive the Hilbert space of the orbifold model (1.35), we will first discuss
the Hilbert space in the more general case of a conformal field theory defined on an
orbifold target space M/G, that consists of a smooth manifold M divided out by a
discrete group G. Again we take the two dimensional world-sheet of our model to be a
cylinder parameterized by coordinates (σ, τ), where 0 < σ < 1. As we divide out by the
group G all field configurations (X, θ) are identified when they can be mapped to each
other by a group element, X ∼ gX , θ ∼ gθ for g ∈ G. Because of this identification the
coordinate fields of the string are no longer necessarily periodic in the spatial coordinate
σ. Instead it is allowed that they satisfy so called twisted boundary conditions
X(σ + 1) = gX(σ). (1.36)
When we act with a group element h on the coordinate field X satisfying (1.36) we
get another coordinate field Y = hX with boundary condition Y (σ+1) = hgh−1Y (σ).
The field Y is to be identified with X , so the twisted boundary conditions are well
defined for conjugacy classes only. The group element g in (1.36) must therefore be
thought of as a representative of its conjugacy class [g].
In order to construct the G-invariant Hilbert space of the orbifold model, we first
consider the subspace Hg which consists of states with sigma winding g (that is the
coordinate fields satisfy the boundary condition (1.36) ). The subspace Hg will be
mapped to Hhgh−1, when acting with a element h on the states, so we have to include
the subsector Hhgh−1 as well. In case that h is an element of the centralizer of g, Hg
is mapped to itself. This implies that all states in Hg have to be invariant under the
action of the centralizer Cg of g.
We thus conclude that the total Hilbert space of the orbifold model is determined
by the conjugacy classes of the group G, with each twisted sector invariant under the
centralizer. In other words the Hilbert space of an orbifold conformal field theory has
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the decomposition
H(M/G) =
⊕
[g]
HCgg (M), (1.37)
where g is an arbitrary representative of the conjugacy class [g] and where HCgg is the
g-twisted subsector of the total Hilbert space that is invariant under conjugation by
elements in the centralizer Cg.
At the level of partition functions we can see the just described structure of the
Hilbert space as follows. We start with the path-integral representation of the orbifold
partition function on a torus with two homology cycles along spatial and time direction
Z =
1
|G|
∑
g,h∈G
[g,h]=1
Z(g, h). (1.38)
Here Z(g, h) represents the partition function evaluated with twisted boundary con-
ditions by the group elements g and h along the two different cycles. For consis-
tency the elements g and h have to commute. The next step is then to recognize
that the partition functions Z(g, h) depend only on the conjugacy classes of G :
Z(xgx−1, xhx−1) = Z(g, h) for all x ∈ G. Hence we can write (1.38) as follows
Z =
∑
[g]
1
|Cg|
∑
h∈Cg
Z(g, h), (1.39)
where we used the identity |Cg||[g]| = |G|. As the operator
P[g] =
1
|Cg|
∑
h∈Cg
h (1.40)
projects onto Cg invariant states we conclude that the partition function can indeed
be written
Z =
∑
[g]
trH[g]P[g]q
L0 q¯L¯0 . (1.41)
The form of this partition function precisely corresponds with the structure of the
Hilbert space of the orbifold model we have just discussed.
1.2.2 The long string picture
We have seen in the previous section that the Hilbert space of an orbifold model is
determined by the conjugacy classes of the symmetry group that is divided out. For
the symmetric product orbifold model (1.35) this group is the permutation group SN .
As explained before a conjugacy class of the symmetric group SN is labeled by a
partition
∑
nNn = N of N . The corresponding centralizer subgroup takes the form
Cg =
∏
n Z
Nn
n ⋊ SNn where SNn permutes the Nn cyclic permutations of length n, and
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where each subfactor Zn acts within one particular cyclic permutation. Due to the
factorization of the conjugacy classes in irreducible elements of SN , one can express
the twisted sectors of the Hilbert spaces HCgg as a product over the sectors of graded
Nn-fold symmetric tensor products of smaller Hilbert spaces HZn(n)
HCgg =
⊗
n>0
SNnHZn(n). (1.42)
Combining the ingredients we get the decomposition for the total Hilbert space
H(SNX) =
⊕
Nn∑
n nNn=N
⊗
n>0
SNnHZn(n). (1.43)
The space HZn(n) is a particular Zn-invariant subsector of the total Hilbert space. It can
be interpreted as the space of states of a single string living on X×S1, winded n times
around the circle.
X
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Figure 1.9 An illustration of the long string picture introduced in [28][29].
Three strings are shown, of length 2,3 and 4.
This single string has a description in n coordinate fields XI ∈ X , with the cyclic
boundary conditions (1.28) . Thus we are back to the string coordinate configurations
of section 1.1.4. One can glue the coordinates XI of a single string into one single field
X(σ) via
X(σ + k) = Xk+1(σ), (1.44)
where now the argument of the field X runs over a circle of radius N .
This string coordinate has fractional oscillators modes, but invariance under the
group Zn implies that the fractional left moving minus right moving oscillator numbers
add up to an integer. This can be easily seen by noting that Zn acts by cyclic permu-
tations on the fields XI and therefore acts by translations σ → σ+ 1 on the field X of
the single long string. In other words the Zn invariance implies that the contribution
from each single string sector to the total world-sheet momentum P = L0 − L¯0 is
integer-valued. So we are back to the decomposition of the total world-sheet energy
and momentum in (1.31), combined with the level matching condition (1.32).
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1.2.3 Twisted vacua and excitations
In this subsection we will discuss the twisted vacua of the model (1.35). It is convenient
to change coordinates from the cylinder w = τ + iσ to the complex plane w → z = ew
(cf. figure 1.3).
A string of maximal length (i.e. a long string, whose length equals the total p+
momentum) has coordinates that satisfy the quasi-periodic boundary conditions (1.29)
. In the CFT we are considering these boundary conditions can be used to define a
bosonic twist field σn(z, z¯) [41] via the monodromy relation
XI(e2πiz, e−2πiz¯)σn(0) = ωnX
I(z, z¯)σ(n)(0), (1.45)
where now X should be viewed as an operator and where ωn is the generator of the
Zn group that acts cyclically on the long string sector of length n. The twist operator
σn defined by (1.45) can be used to create the vacuum in the twisted sector by acting
with it on the untwisted vacuum
|(n)〉 = σ(n)(0, 0) |0〉 . (1.46)
In this twisted sector the left-moving component of the field X(z, z¯) has the Laurent
type power series expansion
∂XIj = −
i
n
∑
m
αIme
− 2pii
n
jmz−
m
n
−1, (1.47)
where the αIm are the usual creation and annihilation operators that satisfy the com-
mutation relation
[αIm, α
J
n] = mδ
IJδm+n,0. (1.48)
The conformal weight of the twist field σ(n) can be found by reading off the singular
term in its OPE with the bosonic stress-energy tensor. This stress-energy tensor is
defined as
T (z) = −1
2
8∑
I
n∑
i
: ∂XIi (z)∂X
I
i (z) : . (1.49)
By a straightforward calculation one finds the conformal weight of σ(n). The result is
hbn =
1
3
(n− 1
n
). (1.50)
The most singular term in the operator product expansion of the bosonic twist field
σ(n) and the field ∂X
I
i is
∂XIj (z) · σ(n)(w, w¯) ∼ (z − w)−(1−
1
n
)e
2pii
n
jτ I(n)(w, w¯), (1.51)
where
τ I(n)(0, 0) |0〉 = −
i
n
αI−1 |(n)〉 , (1.52)
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is the first excited state in the twisted sector |(n)〉 . By dimensional counting we find
that the conformal dimension of τ I(n) is
1
3
(n+ 2
n
). The operator τ I will be used later for
the construction of the interaction vertex.
One obtains excitations of the twisted vacuum states by applying the usual vertex
operators. For instance a scalar particle with momentum kI in a sector |n > is obtained
by acting on this vacuum state with the vertex operator
: eik
I
iX
I
i (0,0) : |(n) >, (1.53)
Here kI =
∑n
i=1 k
I
i is the total momentum of the collection of long strings in the
transversal direction I.
In a long string sector of length n the expansions of the left and right-moving
components of the fermions are
θαj (z) =
1√
n
∑
m
θαme
− 2pii
n
jmz−
m
n
− 1
2 . (1.54)
θα˙j (z¯) =
1√
n
∑
m
θα˙me
2pii
n
jmz¯−
m
n
− 1
2 . (1.55)
The creation and annihilation operators satisfy the commutation relations{
θαm, θ
β
n
}
= δαβδm+n,0. (1.56)
These commutation relations imply that the zero modes form a Clifford algebra. This
means that the vacuum state must represent this algebra. Because of triality in the
transversal spatial index I and the spin indices α and α˙ the vacuum state can be chosen
as a 16 component vector with components |I〉 and |α˙〉 normalized in the standard way,
that moreover satisfy the relations [47]
θα0 |I〉 =
1√
2
γIαα˙ |α˙〉 , θα0 |α˙〉 =
1√
2
γIαα˙ |I〉 . (1.57)
The vacua |I〉 and |α˙〉 are created by primary fermionic twist fields (spin fields) which
we denote by ΣI(n) respectively Σ
α˙
(n).
The most singular terms of the OPE of the fermionic twist fields and the fermionic
fields θα are
θαi (z) · ΣI(n)(w) ∼
1√
2n
(z − w)−1/2γIαα˙Σα˙(n)(w), (1.58)
θαi (z) · Σα˙(n)(w) ∼
1√
2n
(z − w)−1/2γIαα˙ΣI(n)(w). (1.59)
The stress energy tensor for the fermionic fields is defined as
T F (z) = −1
2
8∑
α=1
n∑
i=1
: θαi (z)∂θ
α
i (z) : . (1.60)
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From the OPE of the twist operator Σ(n) with the fermionic stress energy tensor one
can read off its conformal weight.
It equals ∆fn =
n
6
+ 1
3n
.
Now we have defined the bosonic and fermionic twist operators we can construct
vertex operators, that create the vacuum ground states of arbitrary twisted sectors.
Each sector is represented by a particular conjugacy class of the symmetric group SN .
For a given conjugacy class [g] the vertex operator can be written as a product of vertex
operators in correspondence to the decomposition of a representative g in irreducible
cyclic permutations of length n
V[g] =
∏
n
V(n). (1.61)
Each vertex operator V(n) in equation (1.61) can be represented by products of bosonic
and fermionic twist fields (1.51), (1.58)-(1.59), that together create the vacua of the
twisted sectors. Explicitly the vertex operator (1.61) reads
V[g] =
1
N !
∑
h∈SN
Vh−1gh(z, z¯). (1.62)
The expression (1.62) is invariant under conjugation of elements of the symmetric
group and therefore well defined. We assume that the vertex operators can be written
as the tensor product of a left-moving part and a right-moving part, that can each be
decomposed in a fermionic twist operator and a bosonic operator.
Combining the fermionic and bosonic states, all the 256 massless states of IIA super-
gravity are obtained. For example in the long string sector a graviton with momentum
kI and polarization ζ is created by the vertex operator
V(n)[k
I , ζ ](z, z¯) = ζIJσ(n)[k
I ](z, z¯)ΣI(n)(z)Σ¯
J
(n)(z¯). (1.63)
Here σ(n)[k
I ] is shorthand for the product of the twist operator σn and the vertex
operator (1.53) that introduces momentum kI .
In the next section we will consider string interactions that can be described by the
orbifold model after adding a deformation term.
1.3 Reproducing tree level string scattering
1.3.1 Interaction vertex
The question arises, how interactions between strings can be formulated in the orbifold
model (1.35). To include splitting and joining processes of strings we have to deform
the model by adding an interaction term. It is clear from figure 1.7 that an interac-
tion should somehow connect the block diagonal field configurations (1.27) of different
ranks. In other words an interaction changes the quasi-periodic boundary conditions
the matrix fields satisfy. Two eigenvalues of the field XI will be interchanged at some
intermediate stage, so that a group element g1 of SN that represents the initial string
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configuration is changed into another element g2 (see figure 1.10). Then one naturally
associates the group element g = g−11 g2 to the interaction vertex, though of course this
group element is not unique.
As an example we take the scattering process of figure 1.7. The incoming state can
be represented by an SN group element that consists of two permutations (12 · · ·n1)(n1+
1 · · ·N), whereas the intermediate string state has maximal length and therefore has
an associated permutation element (12 · · ·N). These two group elements are related
by a simple permutation
(12 · · ·n1)(n1+1 · · ·N)(n1N) = (12 · · ·N), (1.64)
or by any other transposition that exchanges an element of the integers 1 · · ·n1 with
another element of n1+1 · · ·N .
Hence we see that the joining process in figure 1.7 can be described by simple per-
mutations. Likewise the splitting of one string into two strings can be described with
the help of transpositions.
Figure 1.10 A splitting process of a long string corresponds to a change of
the boundary conditions of the coordinate fields. To an elementary splitting
of strings a simple permutation is associated, cf equation (1.64). Figure taken
from [29].
It is quite natural to use twist fields [41] for the definition of the interaction ver-
tex, as these twist fields change the boundary conditions of bosonic or fermionic fields.
Joining and splitting of strings have a description in terms of Z2 twist operators, that
are special cases of the operators defined in (1.51), (1.58) and (1.59). They are defined
via the operator product expansions
∂XI−(z) · σ(w, w¯) ∼ (z − w)−
1
2 τ I(w, w¯), (1.65)
θα−(z) · ΣI(n)(w) ∼
1
2
(z − w)− 12γIαα˙Σα˙(w), (1.66)
θα−(z) · Σα˙(w) ∼
1
2
(z − w)− 12γIαα˙ΣI(w). (1.67)
Here the index − refers to the element of Z2 with order 2.
With the twist fields (1.65) – (1.67) one can construct a vertex that describes the
joining and splitting of strings, and that is moreover supersymmetric and manifestly
30
1.3 Reproducing tree level string scattering
SO(8)-invariant [29],
Vint =
λN
2π
∑
i<j
∫
d2z
(
τ I(z)ΣI(z)⊗ τ¯J(z¯)Σ¯J(z¯))
ij
. (1.68)
Here λ is a coupling constant of mass dimension −1, as the integrand is a weight (3
2
, 3
2
)
conformal field. We take λ to be proportional to the string coupling constant gs, so that
in the zero string coupling limit the interaction vertex vanishes. The vertex operator
is manifestly invariant under the supercharges Qα (1.25), as the Qα’s only depend on
the zero modes θα+ . The other supercharge Q
α˙ in (1.25) acts in a non-trivial way on
the terms in (1.68) but leaves the vertex as a whole invariant [29]: First we note that
(no summation over α˙) [
Gα˙
− 1
2
, σΣα˙
]
=
1
2
τ IΣI , (1.69)
where Gα˙
− 1
2
is the Fourier mode with a simple pole in the expansion of the supersym-
metry operator Gα˙ which has conformal weight 3/2
Gα˙ =
∑
n∈Z+ 1
2
G−nz
n−3/2. (1.70)
Taking the commutator with Gα˙
− 1
2
on both sides of (1.69), and using the Jacobi identity
we get
[Gα˙
− 1
2
, τ IΣI ] = [L−1, σΣ
α˙] = ∂z(σΣ
α˙). (1.71)
Because the right-hand side of (1.71) is a total derivative we conclude that the vertex
operator is invariant under the supercharge Qα˙.
The interaction vertex (1.68) is unique in the sense that it is the least irrelevant
supersymmetric SO(8)-invariant operator we can form with the twist operators.
Long time ago Mandelstam already proposed the vertex (1.68) in the context of
interactions formulated in the NSR approach to superstrings [64]. In this formulation
the twist fields Σi play the role of the fermionic variables of the string. In the light-cone
gauge the obvious geometrical three vertex function∏
σ,I
δ(XIf (σ)−XIi (σ)), (1.72)
is not SO(9, 1) invariant. Here Xi and Xf are the string states before and after the
interaction. A Lorentz invariant vertex is obtained for the NSR formalism by adding
an extra term factor at the joining point [64]
ΣI∂XI . (1.73)
Remarkably when we consider the geometric joining and splitting that in the formalism
of [29] takes the form of the twist operator σ(0) and take into account the extra factor
(1.73) we precisely arrive at the vertex operator (1.68)∮
dz
z1/2
ΣI∂XI(z)σ(0) = τ IΣI(0). (1.74)
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The fact that in the NSR formulation the factor (1.73) makes the three-vertex SO(9, 1)
invariant, gives a hint that matrix string theory also has ten dimensional Lorentz
invariance, although of course we expect full Lorentz invariance only in the large N
limit.
1.3.2 Tree level string scattering
Now we have derived the vertex operator for elementary joining and splitting processes
we can in principle calculate amplitudes of string scattering processes and compare the
results with light-cone string theory.
In [4] the four graviton scattering amplitude was calculated at tree level and in
[5] this result was extended to all (tree level) four particle scattering amplitudes. To
compare these results with light-cone string theory, the large N limit should be taken,
but it appears that for tree level amplitudes this limit is straightforward.
As the calculations of the amplitudes are rather technical we will only sketch here
the general ideas, and refer to [4][5] for the details.
For a four graviton scattering process the S-matrix is up to quadratic order in λ [4]
〈f |S |i〉 = −1
2
(
λN
2π
)2
〈f |
∫
d2z1d
2z2|z1||z2|T
∑
i<j
Vij(z1, z¯1)
∑
k<l
Vkl(z2, z¯2) |i〉 , (1.75)
where Vij is defined as the integrand of the integral in (1.68), T is the ordering operator
used in radial quantization [41] and |i〉 and |f〉 are the initial and final states, each
consisting of two gravitons with certain momenta and polarization,
|i〉 = V[g0][~k1, ζ1;~k2, ζ2](0, 0) |0〉 (1.76)
and
〈f | = lim
z→∞
〈0|V[g∞][~k3, ζ3;~k4, ζ4](z, z¯)z2hz¯2h¯. (1.77)
The conjugacy class [g0] can be represented as the product of two irreducible (disjunct)
cycles g0 = (n0)(N − n0), with according to the long string picture n0 and N − n0
the p+-momenta of the two scattering gravitons. Likewise [g∞] has a representative
(n∞)(N − n∞).
The expression (1.75) gets simplified after the conformal transformation z → z
z1
and
the introduction of a new integration variable u = z2
z1
. The integral over z1 contributes
a delta-function of the k− momenta, so that the S-matrix reduces to a single integral
〈f |S |i〉 = −i2λ2N3δ(
∑
i
k−i )
∑
i<j,k<l
∫
d2u|u| 〈f | T Vij(1, 1)Vkl(u, u¯) |i〉 . (1.78)
The expression in (1.78) involves correlation functions of four vertex functions
〈Vg∞(∞)Vh2(1, 1)Vh1(u, u¯)Vg0(0, 0)〉 . (1.79)
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The vertex functions Vg∞ , Vg0 correspond to the twisted in- and out-states, the other
two describe elementary splitting respectively joining of strings (and therefore the group
elements h1,2 are two-cycles).
The vertex functions (1.79) vanish unless the SN group elements that label the
vertex functions, satisfy the appropriate physical conditions. These conditions are de-
termined by the particular process by which the incoming state gets transferred to
the outgoing state. For the four particle scattering process we consider, we have two
possibilities: One of the two incoming strings splits into two strings; out of the three
intermediate strings two join together again, so that there are two outgoing strings.
In the other process two incoming strings join to one string; this intermediate string
propagates and splits again in two outgoing strings. To these possibilities, that are
illustrated in figure 1.11, particular group elements of SN are associated, for which the
expectation value (1.79) does not vanish.
N , k 
N , k 
N , k 
N , k 
2      2
1      1
4      4
3      3
N , k 
N , k 
N , k 
N , k 
2      2
1      1
4      4
3      3
Figure 1.11 Two typical diagrams that contribute to the tree level ampli-
tudes.
The rest of the calculation is rather tedious; for the full details we refer to the original
papers [4][5]. There, firstly the correlation functions are factorized in left-moving/right-
moving and bosonic/fermionic parts. Then these bosonic and fermionic correlation
functions are determined explicitly, together with the appropriate normalizations.
The end result for four-graviton scattering at tree level is
A = λ22−8
∫
d2z|z| 12k1k4−2|1− z| 12k3k4−2K(z, z¯, ζ), (1.80)
where K is a kinematic factor depending on the polarizations and momenta known
from tree amplitudes in string theory. The result (1.80) coincides with known results
of string theory [47].
For the above result the large N limit is needed. For tree level this limit is relatively
simple, because there are no subleading terms in the scattering amplitude like 1/N
corrections. This is the case as all strings in the diagrams of figure 1.11 satisfy the
standard level matching condition L0 − L¯0 = 0. Note that this is no longer necessarily
true for higher loop string diagrams, where the intermediate strings may not satisfy
the usual level matching condition. We therefore expect that the large N limit will be
less trivial for higher genus contributions to the scattering amplitude.
In [5] the results of [4] were further extended to all four particle scattering ampli-
tudes of IIA string theory. They are all reproduced by the orbifold model. This gives
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clear evidence for the conjecture that the orbifold model is a reformulation of light-cone
string theory.
It is however not entirely clear -with the knowledge reviewed in this chapter- how
non-perturbative corrections may be added. Therefore we will now turn our attention
to a more direct way to add the non-perturbative degrees of freedom. This approach
that will be explained starting in the coming section, and in more detail in the next
chapters, has the orbifold model as a special limit. Using this relation it is possible
to propose a way to include the non-perturbative degrees of freedom to the orbifold
model, but we will postpone this till the end of chapter three.
1.3.3 Towards matrix string theory
To get a quick understanding of matrix string theory (for a review see [30]) we will give
here a somewhat heuristic introduction of the model. In the course of the next chapters
we will become more precise. The ideas presented here are nevertheless important
ingredients of matrix string theory, and we will need them throughout this thesis.
In principle it is possible to say in one sentence what matrix string theory is all
about: matrix string theory is a supersymmetric gauge theory that contains DLCQ
string theory and extra degrees of freedom that represent the non-perturbative objects
in string theory. The presence of these additional degrees of freedom is the very motiva-
tion to study matrix strings: their presence gives us a way to calculate non-perturbative
corrections to processes in perturbative string theory.
In the preceding sections we only did some reformulations of free strings and their
interactions. The orbifold model we used for this alternative description of perturbative
strings can be shown to flow out of a gauge theory in the infra-red. This gauge theory is
N = 8 two dimensional supersymmetric U(N) Yang-Mills theory defined on a cylinder,
that can be viewed as the dimensional reduction of N = 1 SYM from ten down to two
dimensions. The idea is that the matrices (1.23), which were formed out of the string
coordinates in section 1.1.4 , are identified as diagonal field configurations of Higgs
fields in the gauge model, when the strings are widely separated. Then the differences
between the eigenvalues of the Higgs fields XI are large, so all charged fields in the SYM
theory become very massive (as compared to the Higgs scalars) and they effectively
decouple from the dynamics. Widely separated strings break the gauge symmetry
U(N) to (U(1))N , but when they approach each other and/or interact, part of the
broken gauge symmetry is restored. A description of interactions therefore needs the
complete non-abelian theory.
The action of the gauge model is given by
S =
∫
dτ
∫
dσTr
{
−g
2
s
4
F 2αβ −
1
2
(DαX
I)2 +
1
4g2s
[XI , XJ ]2
+iψ¯ 6Dψ − 1
gs
ψ¯ΓI [XI , ψ]
}
. (1.81)
We identified the Yang-Mills coupling constant with the inverse of the string coupling
constant
g2YM = 1/g
2
s , (1.82)
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so that the relation between the gauge model (1.81) and DLCQ string theory is an ex-
ample of a strong-weak coupling duality. String interactions are perturbative processes
in string theory, but non-perturbative in matrix string theory.
In equation (1.82) we wrote the Yang-Mills coupling constant (which has dimensions
of inverse length) in units where the radius of the Yang-Mills cylinder is equal to one.
The zero string coupling limit is therefore equivalent to the strong coupling limit and/or
infra-red limit. We postpone a more concrete derivation why the gauge model (1.81) is
related to DLCQ string theory, including the coupling constant identifications (1.82)
till the next chapter.
The basic dynamical variables of the theory are N × N hermitian matrices and
include 8 scalar fields XI and 8 fermion fields ψaL and ψ
a˙
R. In the free string limit
gs → 0 (or strong Yang-Mills coupling limit) the gauge fields Aα decouple from the
theory and the Higgs fields satisfy the commutation relations
[XI , XJ ] = 0. (1.83)
The equations (1.83) imply that the Higgs fields can be diagonalized simultaneously.
They still can satisfy non-trivial boundary conditions, that are classified by the Weyl
group of the gauge group. For U(N) this Weyl group is the symmetric group SN , so
we are back to the orbifold model (1.35) we discussed before. We are thus lead to
the conjecture that in the zero string coupling limit the gauge theory (1.81) flows to a
supersymmetric conformal field theory that is defined on the orbifold (1.35).
When we relax the limit gs → 0 and take the string coupling constant to be finite,
there can be non-diagonal terms in the matrix string configurations. These terms are
responsible for the extra degrees of freedom present in matrix string theory as compared
to light-cone string theory.
For finite gs interactions will be included automatically, but we still have to find
the appropriate solutions of the equations of motion that yield a (classical) description
of joining and splitting of strings. Indeed in chapter 3 we will find an instanton-
like solution that describes these elementary processes in matrix string theory. This
instanton solution should be glued into a global solution that equals the asymptotic
states far away from the interaction region. For a concrete comparison with string
theory, the quantum fluctuations around the classical solution have to be taken into
account. We will discuss this and other issues in chapter three.
Appendix A: Partition function of a symmetric
product orbifold model
In [28] an identity was proven that equates the elliptic genus partition function of a
supersymmetric sigma model defined on an N -fold symmetric product XN/SN to the
partition function of a second quantized string theory on the space X × S1. Here X
is a Ka¨hler manifold. The elliptic genus of a supersymmetric sigma model is defined
as the trace over the R-R sector of the evolution operator qL0 times (−1)FyFL. Here
F = FL + FR is the sum of left and right moving fermion number, and y is a complex
parameter that counts the left moving fermion number. By virtue of supersymmetry
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the right moving sector contributes only via the ground states. In the special case that
y = 1 the elliptic genus reduces to the Euler number. The orbifold Euler number can
be read of from the generating functional [52][85]∑
N≥0
pNχ(SNX) =
∏
n>0
1
(1− pn)χ(X) . (A.1)
The full partition function of the supersymmetric sigma model can also be related to
a second quantized string theory. More concretely we claim that the following identity
holds, ∑
N≥0
pNχ(SNX ; q, q¯) =
∏
n>0
l,m≥0
1
(1− pn(qq¯)l/nqm)d(mn+l,l). (A.2)
Here d(m, l) are the degeneracies of the single partition function, that contribute at
level k and l to the operators L0 and L¯0,
χ(H; q, q¯) =
∑
k,l
d(k, l)qkq¯l. (A.3)
The assumption we make is that the single Hilbert space H is discrete, i.e. the indices
l, m in (A.3) run over a discrete set, but are not necessarily integer-valued (this in
contrast to the case of the elliptic genus where all levels are integer-valued). Note that
in (A.3) there are both zero mode contributions and oscillator modes contributions to
the levels of q and q¯, but we did not make this explicit in order to keep the formulas
as simple as possible.
Before we prove (A.2) let us comment on the physical interpretation of the right-
hand side of (A.2). The right-hand side can be interpreted as the second quantized
partition function of a string, whose Fock space is made up by applying creation op-
erators ψil,m,n, i = 1 . . . d(m, l). The parameter p counts the light-cone momentum p
+,
|q| and q count two quantum numbers (not necessarily integer-valued).
In the remaining part of this section we will proof (A.2), thereby heavily relying on
the original proof for the case of the elliptic genus partition function [28].
In the preceding subsection we have seen that the Hilbert space of a closed string
theory on a symmetric product space can be written as a direct sum of direct products
of smaller Hilbert spaces, see equation (1.43). Repeatedly using the following rules for
partition functions of direct sums respectively tensor products of Hilbert spaces
χ(H⊕H′; q, q¯) = χ(H; q, q¯) + χ(H′; q, q¯),
χ(H⊗H′; q, q¯) = χ(H; q, q¯) · χ(H′; q, q¯), (A.4)
we get for partition function of the orbifold model
χ(H(SNX); q, q¯) =
∑
Nn∑
nNn=N
∏
n>0
χ(SNnHZn(n); q, q¯), (A.5)
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where we used the notations of the previous subsection. To proceed we first proof that
the partition function of a symmetrized tensor product of identical Hilbert spaces can
be written in terms of the partition function of one single Hilbert space only. This will
enable us to reduce further the righthand side of (A.5).
As already indicated we assume that the single Hilbert space H has a discrete
spectrum. The partition function of the symmetrized tensor product of H is given by
the generating function∑
N≥0
pNχ(SNH; q, q¯) =
∏
k,l
1
(1− pqkq¯l)d(k,l). (A.6)
This identity can be proven as follows [28]. We define the Vk,l to be the vector space
whose dimension equals the degeneracy number d(k, l) of the single Hilbert space H.
We have
∞∑
N=0
pNχ(SNH; q, q¯) =
∞∑
N=0
pN
∑
Nk,l∑
Nk,l=N
∏
k,l
(qkq¯l)Nk,l dim(SNk,lVk,l), (A.7)
where Nk,l runs over all partitions of N . The summations in the expression of the right
hand side in (A.7) can easily be rewritten as
∞∑
N=0
pNχ(SNH; q, q¯) =
∏
k,l
∑
N
pN(qkq¯l)N dimSN(Vk,l). (A.8)
Finally by using the identity
dim(SNVk,l) =
(
d(k, l) +N − 1
N
)
, (A.9)
we arrive at the result (A.6).
Now we return back to the goal of this section, namely calculating the partition
function of the symmetric product orbifold model. The partition function of the single
Hilbert space HZnn is given by
χ(q, q¯,HZnn ) =
∑
k,l≥0
k−l=nm
d(k, l)qk/nq¯l/n =
∑
l,m
d(l + nm, l)(qq¯)l/nqm. (A.10)
Combining this result with (A.8) we arrive at the result (A.2)∑
N≥0
pNχ(SNX ; q, q¯) =
∑
N≥0
pN
∑
Nn∑
nNn=N
∏
n>0
χ(SNnHZn(n); q, q¯)
=
∏
n>0
∑
N≥0
pkNχ(SNHZn(n); q, q¯) =
∏
n>0
l,m≥0
1
(1− pn(qq¯)l/nqm)d(l+nm,l), (A.11)
where again it is understood that the labels m, l run over a discrete set, but are not
necessarily integer valued. We will use the result (A.2) in chapter 3 when we calculate
the degeneracies of BPS-states in supersymmetric Yang-Mills theory compactified on
a three-torus.
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Chapter 2
U-duality in N=4
Yang-Mills theory on T 3
Toroidal compactified type II string theory is conjectured to be invariant under a
discrete symmetry group, called U -duality [59]. Relations between gauge models and
string theory suggest that this string duality should be reflected in gauge theories as
well. In this chapter we will review why this is indeed the case. We will moreover
show that gauge theories know about extended U -duality symmetries. That is, certain
properties of the theories, like BPS mass spectra, or BPS state degeneracies, can be
shown to be invariant under a larger symmetry group, than one might at first sight
expect.
In the gauge theory interpretation this extended symmetry group is a combination
of electro-magnetic duality, the mapping class group of tori, and Nahm-type dualities.
We will mainly concentrate on a supersymmetric Yang-Mills model defined on a
three-torus. We will study in detail the degeneracies of BPS states in this model, and
show that they exhibit a U -duality symmetry. In the last section we explain in detail
the appearance of the duality symmetry, and its absence in the BPS mass spectrum.
First, however, we will introduce some basic concepts. We start with a brief ex-
planation of string duality. Then we give a review of D-branes, and their low energy
description. After this we introduce M-theory, a conjectured eleven-dimensional model
that unifies all known string theories. The notions of D-branes and M-theory naturally
lead us to the matrix theory proposal of [9], which says that M-theory in a special
regime has a particularly simple description in terms of a matrix quantum mechanics.
Matrix string theory is closely related to this model, and following [76] we will give
arguments why it yields a description of non-perturbative IIA strings.
2.1 D-branes and string dualities
2.1.1 String duality
First we will briefly discuss string duality in closed string theory. The bosonic massless
modes of closed string theory come from two sectors, the RR sector and the NS-NS
sector:
U-duality symmetry in N=4 Yang-Mills theory on T 3
NS− NS |µ >L ⊗ |ν >R −→ Gµν , Bµν , φ
(2.1)
R− R |α >L ⊗ |β >R −→ antisymmetric forms Ai
Here G is the ten-dimensional space-time metric, B an antisymmetric two form, φ the
dilaton field and the Ai are antisymmetric RR forms. The RR gauge fields that satisfy
definite chirality conditions, form together with the NS-NS fields the ground states of
either type IIA or IIB string theory. This is illustrated in the next table
NS−NS R− R
IIA Gµν , φ, Bµν A
1, A3
IIB Gµν , φ, Bµν A
0, A2, A4
Table 2.1 The bosonic massless fields of type
IIA and IIB string theory
The low energy dynamics of these massless modes have a field theory description in
terms of supergravity theories.
A remarkable property of these field theories are the so-called duality symmetries.
These classical symmetries are expected to be quantum mechanical symmetries in
string theory. They come in two types: T -duality and S-duality. A single T -duality
transformation (for a review of T(arget space)-duality see [43]) changes the chirality
of the theory from type IIA to type IIB [22][31] and in the opposite direction. In its
simplest non-trivial form it inverts the radius R of a compact direction to α′/R, and
exchanges the momentum and winding modes of strings winded along the compact
direction, thereby leaving the total mass spectrum invariant. The RR forms get an
extra index or lose one, depending on whether the index was already there or not.
It thus changes the rank of the RR tensor fields by ±1, so that we get a map from
type IIA string theory to IIB and vice versa. Together with the mapping that acts by
integral shifts in the fields, the R→ α′/R duality forms an SL(2,Z) symmetry group.
Generalized to d compactified dimensions the T -duality group becomes SO(d, d). For
a detailed account of the action of T duality on the fields we refer to [16] and [43].
D d Sugra string theory
10 1
9 2 SL(2,R) SL(2,Z)
8 3 SL(2,R)× SL(3,R) SL(2,Z)× SL(3,Z)
7 4 SL(5,R) SL(5,Z)
6 5 SO(5, 5,R) SO(5, 5,Z)
5 6 E6(R) E6(Z)
Table 2.2 The U -duality groups of type II string theory in
different dimensions
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Ten dimensional type IIB string theory is conjectured to have S-duality as a gen-
uine symmetry [59]. It is a non-perturbative SL(2,Z) symmetry; it relates the weak
coupling regime to the strong coupling regime, and it is therefore reminiscent of electro-
magnetic duality in gauge theories. The dilaton forms together with the RR-field A0
a complex scalar that transforms under fractional SL(2,Z) transformations. The two-
forms B and A2 transform as a doublet.
The generators of both types of duality groups do not commute, together they
form a larger group that goes under the name of U -duality [59]. The U -duality groups
become larger in lower dimensions and are discrete: As indicated in table 2.2, in eight
dimensions the symmetry group is SL(2,Z) × SL(3,Z), in seven SL(5,Z) and in six
dimensions SO(5, 5,Z).
2.1.2 D-branes
An immediate corollary of the conjecture that IIB string theory has S-duality invariance
is the existence of a dual string that transforms together with the elementary string
in a doublet. This dual string has been mysterious for a long time, until Polchinski
realized that the D-string could play this role [70]. A D-string is a particular example
of p + 1 dimensional D-branes, which were previously known as hyper-surfaces with
the property that open strings can end on them [22]. Polchinski also clarified the role
of the RR-fields by noting that they should couple to the D-branes [70].
One explains the possibility that strings can end on a hyper-surface by considering
the boundary conditions that the coordinate fields of open strings have to satisfy at
their endpoints. There are two types of possible boundary conditions for the open
string,
∂⊥X
µ = 0 (Neumann),
(2.2)
δXµ = 0 (Dirichlet).
Dirichlet boundary conditions break Poincare´ invariance, and hence represent topo-
logical defects in space-time. These topological defects are called D-branes, which is
shorthand for Dirichlet branes. A static D-brane with p spatial dimensions is described
by the boundary conditions
∂⊥X
0,1,...,p = 0, Xp+1,...,9 = 0. (2.3)
The massless modes of the open string tied to the world-volume of the brane have a
description in terms of a low energy field theory on the D-brane. Thus we get a field
Aµ(ξα), where ξα is a parameterization of the world-volume, that decomposes into a
parallel gauge field Aα(ξα) on the brane and transversal components XI(ξα) that form
scalar fields.
The effective action of a (fluctuating) D-brane was originally derived by requiring
that its equations of motion reproduce the conditions that are implied by conformal
invariance of open strings in the D-brane background [22][63]. Another, less technical,
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way to derive the action is by noting that the D-brane low energy effective action is
essentially fixed by Lorentz invariance and T-duality [7]. To see this we start with
the example of a D-particle moving through flat spacetime [7]. We take its world-line
through ten-dimensional space-time parameterized in the following way
X0(τ) = τ XI = XI(τ). (2.4)
The point particle Lagrangian is
S = τ0
∫
dτ
√
1− (∂0XI)2. (2.5)
The action (2.5) is an effective action in the sense that higher order derivatives with
respect to time, e.g. acceleration terms, are neglected. We have put the RR fields to
zero, which would otherwise couple to the D-particle through Wess-Zumino terms.
By a T -duality transformation in the 1 direction the boundary condition of the
open string coordinate field X1 turns from Neumann to Dirichlet, the D-brane scalar
field X1 becomes a gauge field A1 and hence the D-particle becomes a D-string. The
velocity of the D-particle in the 1 direction plays the role of a field strength on the
D-string
F01 = ∂0A1 = X˙1/2πα
′. (2.6)
So we get for the effective world-volume action of the D-string
S = τ1
∫
d2ξ
√
1− (∂0XI)2 − (2πα′F01)2, (2.7)
where I now runs from 2 . . . 9. The same argument can be repeated for other directions,
so that we get higher dimensional D-branes. This leads us to the form of the bosonic
low energy effective action of a p+ 1 dimensional D-brane
S = Tp
∫
dp+1ξ e−φ
√
det(Gαβ +Bαβ + 2πα′Fαβ). (2.8)
Here Tp is the brane tension. We included the pull-back of the antisymmetric NS-NS
Bµν-field. Together with the pull-back of the RR field strength it forms the U(1) gauge
invariant world-volume field strength 2πα′Fαβ = Bαβ + 2πα′Fαβ that lives on the D-
brane world-volume. The metric Gˆ is the pullback of the space-time metric to the
D-brane volume
Gˆαβ = G
µν∂αXµ∂βXν . (2.9)
In addition to the action (2.8) there are couplings of the D-brane to RR fields in the
form of Wess Zumino terms.
The Born-Infeld action (2.8) as an effective description of D-branes can also be
verified by a perturbative string calculation [71]. This open string calculation moreover
gives the actual value of the brane tension Tp; the result is [71]
τp =
Tp
gs
=
1
gs
√
α′
1
(2π
√
α′)p
, (2.10)
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where the string coupling gs is related to expectation value of the dilaton gs = e
<φ>.
As expected the brane tension is proportional to the inverse of the string coupling
constant, so that the D-branes are indeed non-perturbative objects.
With some further restricting assumptions the form of the BI action (2.8) simplifies
considerably: in the zero-slope limit α′ → 0 combined with additional restrictions, the
BI action reduces to abelian Yang-Mills theory.
To show this we take for simplicity the background metric and the D-brane to be
flat. The pullback of the metric to the brane is then
Gαβ = ηαβ + ∂αX
I∂βX
I + . . . . (2.11)
Furthermore, we set the antisymmetric tensor B to zero, and assume that the terms
2πα′Fαβ and ∂αX
I are small. Then we can expand the Born-Infeld action as follows
S = TpVp +
1
4g2YM
∫
dp+1ξ
(
F 2αβ +
2
(2πα′)2
∂αX
I∂βX
I
)
+ . . . , (2.12)
where we made the identification
g2YM =
1
4π2(α′)2τp
. (2.13)
The action (2.12) is the bosonic part of 10-dimensional N = 1 SYM, dimensionally
reduced to p + 1 dimensions. Though this theory is a truncated model of D-branes, it
has some peculiar properties in favor when compared with Born-Infeld theory. One can
easily add fermionic degrees of freedom, and especially one can replace in a straight-
forward way the abelian gauge group by non-abelian U(N) groups. This extension
to non-abelian groups is useful, because when we have more than one D-brane, the
dynamics get naturally a description in terms of U(N) gauge theory.
Thus D-branes shed new light on the intimate relation between string theory and
(non-abelian) gauge theories. We will explain this in more detail in the next section.
2.1.3 Bound states of N D-branes
In the simplest case of two parallel D-branes there are two hyper-surfaces on which
open strings can end. These possibilities can be included in string theory by adorning
the open strings with extra degrees of freedom at their endpoints, called Chan Paton
factors, that simply indicate which brane the endpoint is restricted to. With the
inclusion of these Chan Paton factors, string wave functions have decompositions like
|k; a〉 = |k; ij〉λaij , (2.14)
where the λaij are, in this case, 2× 2 matrices that label the Chan Paton factors. The
matrices λaij are allowed to be simultaneously conjugated by U(2) transformations, as
in string amplitudes only traces of products of Chan Paton factors appear.1
1We consider oriented open strings. For non-oriented strings the gauge group changes to SO(N)
or USp(N).
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On each of the two D-branes we have a U(1) gauge field that couples to open strings.
These fields can be thought of as two abelian directions in a larger U(2) group. This
U(2) gauge group is equal to U(1)×SU(2)/Z2. The U(1) subgroup describes the center
of mass motion of the branes, while the non-abelian SU(2) part determines the relative
motion. The Weyl group Z2 of SU(2) acts by permuting the branes, corresponding to
the fact that they are indistinguishable.
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Figure 2.1 The low energy dynamics of two separated branes has a descrip-
tion in terms of a U(1)×U(1) broken sector of U(2) gauge theory. The open
strings that begin on one brane and end on another, are coupled to massive
charged W -bosons. The open strings beginning and starting on the same
brane couple to the abelian U(1) gauge fields on the brane. When the branes
are on top of each other the complete gauge symmetry gets restored [86].
When the branes are separated the SU(2) gauge group is broken to U(1)
U(1)× SU(2) −→ U(1)× U(1), (2.15)
much like in spontaneously broken gauge theories. For example the role of the charged
W± bosons is played by the ground states of strings beginning on one brane and ending
on another brane, and the masses of the W± particles are proportional to the distance
between the D-branes, and thus vanish when they are on top of each other (in this case
the complete gauge group U(2) gets restored). Thus spontaneous symmetry breaking
in gauge theory can be visualized in string theory by pulling D-branes apart. This is
an example of a technique which is called geometric engineering, which can be used to
give phenomena in gauge theories a geometric interpretation.
In case of N parallel D-branes the total gauge symmetry group is U(N), which is
broken to a subgroup, depending on the relative locations of the separate D-branes.
The effective description of N D-branes has an obvious generalization in terms of non-
abelian Yang-Mills theory. Also the fermionic degrees of freedom can be included in a
straightforward way. In this way we arrive at ten-dimensional N = 1 supersymmetric
Yang-Mills theory, dimensionally reduced to the dimension of the D-branes, which has
precisely the right field content.
As noted above this Yang-Mills description of D-branes is only valid in the zero-
slope limit α′ → 0. When we add up all α′ corrections we would expect to arrive at
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a generalization of Born-Infeld theory, like in the abelian case. The generalization of
Born-Infeld theory to non-abelian gauge groups with or without inclusion of fermionic
degrees of freedom is however not yet fully established. 2 There have been proposals for
a non-abelian generalization [84]. By considering the equations of motion implied by
the action, the right one can be singled out almost uniquely. There appears, however,
to be an ambiguity in the choice of representation that is to be used for the trace over
the gauge group. For a discussion of these matters see [84].
2.1.4 Bound states within D-branes
In supersymmetric gauge theories electric charged particles can combine with magnetic
charged solitons to dyonic bound states. These states usually break part of the super-
symmetry and saturate a BPS mass bound. Their masses are smaller than the added
masses of single electric and magnetic objects; in other words the binding energy is
non-zero and the dyons are therefore truly bound.
In a quite analogous way D-branes can form bound states with p-branes (extended
fundamental objects in string theory) in type IIB string theory. As an example we
take bound states of fundamental strings (F-strings) and D-strings. These two types of
strings transform as a doublet under the SL(2,Z) action of S-duality, so string duality
predicts the existence of a whole tower of bound states of p F-strings and q D-strings,
with p and q relatively prime. It also suggests the following binding tension formula
for a (p, q) string [75]
τp,q =
1
2πα′
√
p2 +
q2
g2s
. (2.16)
This formula implies that for weak coupling the mass difference between a single F-
string plus a single D-string, and a (1, 1) bound state is equal to the mass of a single
fundamental string up to zeroth order of the coupling constant. Apparently the F-string
dissolves almost entirely in the D-string when they form a bound state by minimizing
their energy. This can be visualized by imagining the following procedure [87]. Consider
a fundamental string (F-string) in type IIB wrapped around a compact dimension. In
the absence of D-strings, the string winding number is conserved. This winding number
is equal to the conserved charge of the gauge field that can be formed out of the NS-NS
two form B by integrating it over the compact direction [72][47]. In the presence of a
D-string however the winding number of an F-string is no longer conserved. Instead the
charge of the gauge field obtained from the U(1) field strength Fµν = Fµν +Bµν/2πα′
on the D-string is conserved. Now the closed F-string can break in two parts and
“disappear”, thereby leaving electric flux on the world-volume of the D-string behind,
in such a way that the charge of the abelian gauge field on the D-string remains
conserved.
2The appropriate supersymmetric version of the Born-Infeld action, that describes both the
fermionic degrees of freedom and the bosonic degrees of freedom has been constructed for the abelian
case [1].
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A D-string with electric flux on it is thus interpreted as a bound state of a D-string
and an F-string. It is a BPS state, because the configuration can be mapped to a
D-particle with non-zero momentum via T-duality, cf. (2.5)-(2.7).
A proof that the bound states really exist has been given by Witten. In [87]
he argued that the existence of a D-string/F-string bound state can be proven by
considering the relevant low energy effective theory, perturbed with a mass term. This
mass term will break part of the supersymmetry but it does not affect the BPS mass.
By tuning the mass parameter of the extra term in the supersymmetric Yang-Mills
theory, the effective coupling constant can be made small. For this theory then, it
can be shown that the relevant supersymmetric ground state exists (and is unique)
[87]. The existence and uniqueness of the ground state is not affected by putting the
mass term to zero again, so that the whole tower of (p, q) strings states with p and q
relatively prime do exist in string theory.
Analogous results hold for gauge theories that are associated with higher dimen-
sional branes. By turning on electric and magnetic fluxes not only the D-brane itself
is described but also bound states with lower dimensional branes and strings.
 
YM flux                       String interpretation        
 Electric flux                       F-string winding number
 Rank N                               # Max. dim D-branes
 Magnetic flux                    # Codim 2 D-branes 
 Instanton number               # Codim 4 D-branes 
Table 2.3 Bound states of a D-brane with lower dimensional branes and
fundamental strings have a low energy description in gauge theory. This table
contains the translation code for the two theories.
This is illustrated in table 2.3. We will come back to this in section 2.3 .
2.1.5 M-theory and IIA string theory
M-theory is a conjectured model in eleven dimensions that should unify all known
string theories, and whose low energy limit is eleven-dimensional supergravity.
A concrete formulation of the model has not been established at present, but there
are some proposals for particular sectors of the theory. A definition of M-theory could
be the strong coupling limit of type IIA string theory. The motivation for this definition
is, among other facts, the presence of D-particles in IIA theory whose masses depend on
the inverse of the string coupling constant gs. When they are viewed as Kaluza Klein
states of an eleven dimensional theory, the radius of the extra eleventh dimension
should be proportional to gs
R11 = gsls. (2.17)
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Then in the strong coupling limit an extra dimension in IIA string theory appears.
Another motivation is the already long known fact that the dimensional reduction of
11D supergravity theory on a circle is IIA supergravity, the effective field theory of 10D
type IIA string theory. The bosonic field content of 11D Sugra [21] is the eleven di-
mensional metric gMN and an antisymmetric three-form gauge potential CMNP . Upon
dimensional reduction we therefore get a scalar, a gauge field gµ11, a two form Cµν11,
a ten-dimensional metric and a three form, precisely the massless bosonic fields of IIA
supergravity theory.
A graviton with momentum N/R11 in the eleventh direction gets the interpretation
as a bound state of N D-particles, whose masses add up to m = N/R11. The Kaluza
Klein mode of the graviton gµ11 couples to these D-particles and gets the role of the
RR gauge field. The membrane, an extended solitonic object in 11D supergravity,
wrapped along the eleventh direction gets associated to the IIA elementary string (as
was realized for the first time in [83].)
M-theory                           IIA String Theory        
11D graviton                               D particle
KK gauge field                             RR gauge field 
five brane                                     NS five brane 
wrapped five brane                      D four brane
wrapped membrane                     fundamental string
membrane                                    membrane 
Table 2.4 The dictionary between M theory (11D supergravity) compactified
on a circle and IIA string theory.
The other solitonic object in supergravity, the five-brane, gives rise to the D four-
brane and NS five brane. These identifications and others are summarized in the table
2.4.
One can also read off the spectrum of 11D Sugra and M-theory from the eleven
dimensional superalgebra [11]
{Qα, Qβ} = 2pµγµαβ + 2Zµ1µ2γµ1µ2αβ + 2Zµ1···µ5γµ1···µ5αβ, (2.18)
where µi = 0, · · ·10 and α, β = 1, · · ·32. The superalgebra (2.18) includes two central
charges: a two brane charge Zµ1µ2 and a five brane charge Zµ1···µ5 . These charges are
infinite in non-compact eleven dimensional space, but in compact space they can have
finite values.
The superalgebra (2.18) is well known to have U -duality invariance. The continuous
versions of the U -duality groups are classical symmetries of the action of dimensional
47
U-duality symmetry in N=4 Yang-Mills theory on T 3
reduced eleven dimensional supergravity. The symmetries can be thought of as being
generated by two groups, namely the T -duality group and the mapping class group of
the torus on which 11D Sugra (M theory) should be compactified to get supergravity
theories (type II string theory) in lower dimensions. The U -duality groups can thus be
viewed as SO(d − 1, d − 1,Z) ⊲⊳ SL(d,Z). We list the groups in different dimensions
in table 2.2.
2.2 Matrix Theory
2.2.1 The matrix theory proposal
In the previous section we saw that D-particles are the only objects that carry p11
momentum in M-theory. This was an important motivation for the following conjecture
due to Banks, Fischler, Shenker and Susskind [9]
Conjecture [9]: M-theory in the infinite momentum frame is exactly described
by the N →∞ limit of 0-brane quantum mechanics
S =
1
2R11
∫
dt tr
(
X˙2 + [XI , XJ ]2 + θT (iθ˙ − ΓI [XI , θ])
)
, (2.19)
where N/R11 plays the role of the 11D momentum, and where N/R11 and R11
are both taken to ∞.
In writing down the D-particle action (2.19) we used units where 2πα′ = 1. The matri-
ces X are elements of the gauge group U(N), and R11 is the radius on which M theory
should be compactified to get type IIA string theory. When the fields X are large, the
finite energy configurations lie in the flat directions. Along flat directions the fields XI
are simultaneously diagonalizable and thus it is possible to interpret these diagonal ma-
trix elements as coordinates of D-particles, with kinetic energy MD0X˙
2/2 = X˙2/2R11.
For small distances the fields no longer necessarily commute and the interpretation of
the eigenvalues of the matrices as coordinates gets obscured. The off-diagonal com-
ponents describe strings stretched between the branes, with characteristic energies
∼ |xi − xj |R11M3P l, where MP l is the eleven dimensional Planck mass. The action
neglects string oscillations and higher energy excitations (for example brane creation).
Matrix theory has properties of a theory in the infinite momentum frame. It is an
effective theory of D-particles, so by construction it has only states with positive mo-
mentum in the eleventh direction. Furthermore the model (2.19) has ten-dimensional
(super)-Galilean invariance. Because of this it seems plausible that in the infinite mo-
mentum frame of M-theory the states are primarily composed of D-particles, whose
effective low energy dynamics is determined by (2.19).
Other important evidence for the model (2.19) is the natural appearance of super-
membranes in matrix quantum mechanics, as was originally observed in [24]. The
matrix theory Hamiltonian is exactly the same as the light-cone Hamiltonian of the
supermembrane [24]. Due to supersymmetry this Hamiltonian has a continuous spec-
trum [25], which from the membrane point of view may be disappointing (as this
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would seem to rule out a generalization of strings in terms of membranes). Matrix
theory, however, gives a new interpretation of this result. The continuous supermem-
brane spectrum belongs to the collective dynamics of (many) D-particles. Then the
continuity of the spectrum is exactly what we want.
Additional evidence for the model (2.19) came from calculations of D-particle scat-
tering amplitudes, whose results are to be compared with supergravity [13][14][73]. The
first calculation, presented in [9] was the remark that in the Born approximation the
scattering amplitude of two gravitons in 11D supergravity corresponds with the leading
potential term between two D-particles. In [13] this agreement was checked, up to a
two loop calculation in matrix theory.
One can also investigate in how far the symmetries of M-theory are present in
matrix theory. These symmetries are Lorentz symmetry and U-duality symmetries.
We will comment on this in the coming sections.
In calculations the rank N is usually taken to be fixed and large. For finite N the
model (2.19) has been conjectured to describe M-theory in the DLCQ formalism [80].
One might view this as a stronger conjecture than the original one in [9], as it tells
us something about the matrix quantum mechanics for any rank N . But the large N
limit needed in the conjecture of [9] is a rather subtle issue and should be considered
with great care.
We will go on with the proposal of [80] in the next section, and adapt it to matrix
string theory. In particular we show how the close relation between matrix string
theory and DLCQ string theory can be made plausible.
2.2.2 The matrix string theory proposal
We can now be more precise on the relation between string theory and matrix string
theory: the matrix string theory proposal at finite N is type IIA string theory in the
DLCQ formalism, with rank N and p+ momentum identified. The D-particle number
in string theory has the interpretation of (integer) electric flux in matrix string theory.
 
 
=RR11
R9=R
R9=R
R1 =R
IIA on  S 1
M=D0# N=D0#
p
9=N/RB p9 A
B1
A
IIB on  S IIB on  S
M=D1#
9T T9
M-theory on S x S 1 1
9-11 flip
=M/RpA pBA B
B
A
N=D1#N=F1#
M=F1#S-duality
=N/R
=M/R
IIA on S 1
11
Figure 2.2 This diagram illustrates the 9-11 flip which is one of the essential
features of matrix string theory. All identifications only depend on the M-
theory conjecture [86] and string duality.
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We can make this claim plausible by the following argument [76]. In figure 2.2 we
consider M-theory compactified on two circles with radii RA and RB. Either of these
radii can be chosen to be in the eleventh direction, so we can define two copies of type
IIA string theories compactified on a circle of radius RA respectively RB.
The string coupling and string scale are determined by the eleventh radius and the
11-dimensional Planck scale lP l through
R11 = gsls = g
2/3
s lP l, (2.20)
so that the type IIA string theory obtained via compactification of the A direction has
string coupling and string scale given by
gs = (RA/lP l)
3/2, α′ = R−1A l
3
P l. (2.21)
By a further T -duality in the nine direction on both sides of diagram 2.2 we get two
type IIB theories that are related by an S-duality transformation. The type IIB theory
in the lower-right corner in figure 2.2 is defined on a circle of radius R′A and has string
coupling and string scale (see [16] for a translation code between IIA and IIB)
R′A = l
3
P lR
−1
A R
−1
B , g˜s = RB/RA, α˜
′ = R−1B l
3
P l. (2.22)
The idea now is to obtain a relation between DLCQ IIA string theory and Yang-Mills
theory by an infinite boost in the RB direction of the equivalent IIA and IIB string
theories (2.21) and (2.22). This infinite boost is accompanied by a zero size limit of
radius RB such that
RB = e
−χR (χ→∞), (2.23)
where χ is the boosting parameter which we will take to be coshχ = (R2+4R2B)
1/2/2RB.
This procedure has the effect that one of the light-like coordinates x± = xB±t becomes
compactified. Namely, for finite χ we have the simultaneous identifications
x+ ≃ x+ + e−χR , x− ≃ x− +R (χ→∞), (2.24)
so that in the limit RB → 0 the light-cone coordinate x− becomes compact, while x+
is identified with time. In this way we get on the left in figure 2.2, DLCQ IIA string
theory in the sector p+ = N/R and D-particle number M , with finite string coupling
and string scale given by (2.21) .
On the right we have weakly coupled type IIB theory with N D-strings and M
F-strings wrapped along a circle of large radius
R′A = l
3
pR
−1
A R
−1
B = e
χ l3pR
−1
A R
−1 (χ→∞). (2.25)
At the scale of this compactification radius, the string length α˜′ vanishes
R′
2
A/α˜
′ = eχ l3pR
−2
A R
−1 (χ→∞). (2.26)
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This means that the IIB theory gets a Yang-Mills theory description, which can be
derived from the low energy effective D-string action (Born-Infeld theory) via the zero
slope limit α′ → 0. Using (2.13) and (2.22) we find the Yang-Mills coupling constant
of the gauge theory description
g2YM =
g′s
α˜′
=
R2B
RAl3p
. (2.27)
In this formula g′s is the string coupling constant of the type IIB theory on the right
side of figure 2.2.
There is one additional condition for this reduction to make sense: namely finite-
ness of the Yang-Mills energy, as compared with the energy scale determined by the
compactification radius R′A.
The relevant Yang-Mills Hamiltonian is the energy of a sector with integer electric
flux M ,
HYM = g
2
YMR
′
A
M2
2N
. (2.28)
This follows from the remarks made in section 2.1.4 where we explained that a (p, q)
string bound state has a low energy description in terms of Yang-Mills theory with
electric flux turned on. The Yang-Mills energy (2.28) is finite with respect to the Yang
Mills radius R′A, as can be verified by using (2.25) and (2.27).
When we include transversal momenta p⊥ of the strings the YM Hamiltonian be-
comes
HYM =
1
2p+
(p2⊥ +
M2
g2s
), (2.29)
which equals the DLCQ string theory Hamiltonian with D-particle charge M [80].
We come to the conclusion that DLCQ IIA string theory is equivalent to super Yang-
Mills theory defined on a cylinder, with dimensionless coupling constants identified via
gYM =
1
gs
. (2.30)
The equivalence is thus an example of a strong-weak coupling duality as already em-
phasized in chapter 1.
The relation between matrix string theory and M-theory in the discrete light-cone
gauge is reflected at the level of the superalgebras too. The superalgebra of DLCQ
11-dimensional supergravity (2.18) on a d-dimensional torus is identical to the one
of maximally supersymmetric Yang-Mills theory on the dual torus, after appropriate
identifications of the fluxes [11].
2.2.3 (De)compactification
In the previous section we argued why matrix string theory yields a dual description of
non-perturbative type IIA string theory. The gauge model describes type IIA strings
in the DLCQ formalism, moving in eight transversal dimensions.
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The way of reasoning of the previous section can be repeated for type IIA string
theory toroidally compactified to lower dimensions. The result is that the dual super-
symmetric U(N) gauge model is defined on a higher dimensional torus. This procedure,
however, is of limited use, as Yang-Mills theories are quantum mechanically well defined
only up to 4 dimensions.
This is one of the reasons why we will focus on the well known N = 4 U(N)
SYM model in 3+1 dimensions, which, according to the reasoning above, describes
three-branes or DLCQ string theory in 8 dimensions.
Instead of repeating this reasoning again we will show that dimensional reduction
of the gauge theory means decompactification of the associated string theory, and vice
versa. To begin with let us consider the Lagrangian of the N = 4 model
S = − 1
g2
∫
d4x tr
(1
4
F 2µν +
1
2
(DµX
I)2 + ψΓiDiψ
+ψΓI [XI , ψ] +
1
4
[XI , XJ ]2
)
, (2.31)
with I = 1, . . . 6. When we compactify this model on a three torus of the form T 2×S1,
and rescale the circle according to x3 → λx3, the bosonic part of the action (2.31)
becomes
S = − 1
g2
∫
d4x tr
( 1
2λ
F 23i +
1
4
λF 2ij +
1
2λ
(D3X
I)2 +
1
2
λ(DiX
I)2 + λ[XI , XJ ]2
)
. (2.32)
In the limit λ → ∞ (2.32) is conjectured to flow to an effective supersymmetric con-
formal field theory in the infrared [51][29]. In this limit finite energy configurations
satisfy the flatness conditions
Fij = 0, DiX
I = 0, [XI , XJ ] = 0. (2.33)
These conditions are the same flatness conditions one gets in the strong coupling limit
of matrix string theory (see also section 1.2 ). We thus see that the limit λ → ∞ (or
equivalently shrinking the transversal two torus to zero size) dimensionally reduces the
model (2.31) to 1 + 1 dimensions, i.e. to matrix string theory. The associated string
theory is however decompactified from six to eight transversal dimensions.
Conversely compactifying string theory to lower dimensions lead to higher dimen-
sional gauge theories. Note that we have to define what we actually mean by compact-
ifying matrix string theory. Hereto we will follow the original argument due to Taylor
[81], who discussed toroidal compactifications of matrix theory.
Matrix string theory is equivalent to the low-energy description of a system of N
D-strings moving in flat space R9. An obvious definition of compactified matrix string
theory is therefore the low energy description of D-strings living on compact space.
A collection of D-strings on a circle can be described by using orbifold techniques.
The covering space of a circle S1 is the real line R, so we can study the D-strings by
considering the motion of an infinite family of D-strings on R and then impose con-
straints that imply translation invariance of the D-string configuration. The matrices
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XI get two type of indices: XImi,nj where n ∈ Z and i runs over integers 1, · · · , N . The
conditions the discrete symmetry Z imposes on these fields read [81][82]
XImn = X
I
(m−1)(n−1) I < 9,
X9mn = X
9
(m−1)(n−1) m 6= n, (2.34)
X9nn = X
9
(n−1)(n−1) + 2πR91l,
where we suppressed the indices i, j of the matrices. We took the compactified direction
in the ninth direction. As a result of the constraints (2.34) the matrix X9mn can be
written in the following form [82]
X9 =

. . . X1 X2 X3
. . .
X−1 X0 − 2πR91l X1 X2 X3
X−2 X−1 X0 X1 X2
X−3 X−2 X−1 X0 + 2πR91l X1
. . . X−3 X−2 X−1
. . .
 , (2.35)
where we used the shorthand notation Xk = X
9
0k. One can interpret the matrix of the
form (2.35) as a representation of the covariant derivative of YM theory defined on the
dual circle
X9 = i∂ˆ + A(xˆ), (2.36)
acting on the Fourier components of a periodic function defined on the dual circle
φ(xˆ) =
∑
n
φˆne
inxˆ/Rˆ9 . (2.37)
Decomposing the gauge field A(xˆ) into Fourier components
A(xˆ) =
∑
n
Ane
inxˆ/Rˆ9 , (2.38)
we see that the covariant derivative (2.36) has precisely the same action on the Fourier
components of the function (2.37) as the matrix (2.35). Thus we conclude that com-
pactification of matrix string theory on a circle means adding an additional compact
dimension to the YM theory, plus replacing a Higgs field by a gauge field. This proce-
dure is the counterpart of dimensional reduction.
Of course one can repeat this for tori of other dimensions, keeping in mind that the
gauge theory is well defined in low dimensions only.
2.3 N=4 SYM and M-theory on T 3
The N = 4 SYM model (2.31) has been thoroughly studied in the past. Elegant semi-
classical studies have revealed that the spectrum of dyonic BPS-saturated states in the
theory exhibits an exact symmetry between electric and magnetic charges [66][69][88][85]
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[42]. This S-duality is expected to extend into the full quantum regime, thereby pro-
viding an exact mapping between the strong coupling and weak coupling sectors. Al-
though recent breakthroughs in non-perturbative supersymmetric gauge theories and
string theory have produced substantial evidence for the duality conjecture, finding an
explicit construction of the duality mapping still seems as difficult as ever.
The S-duality of the N = 4 model (2.31) forms an important ingredient in the
matrix theory [9] formulation of 11-dimensional M-theory. As reviewed in section
2.2.2, matrix theory proposes a concrete identification between the U(N) SYM model
defined on a three-torus T 3 and DLCQ type IIA or IIB string theory compactified on a
two-torus T 2. A particularly striking consequence of this conjectured correspondence
is that the S-duality of the gauge model gets mapped to a simple T -duality in the
string theory language [79][36].
Central in the correspondence with M-theory on T 3 is the following construction of
the 11-dimensional supersymmetry algebra in terms of the SYM degrees of freedom.
The generators of the four-dimensional N = 4 supersymmetry algebra can be conve-
niently combined into one single SO(9, 1) spinor supercharge Qα, by considering the 4D
SYM model as the dimensional reduction of ten-dimensional N = 1 SYM theory. In
this ten dimensional notation the fermionic fields transform under the supersymmetry
according to δψ = ΓµνFµνǫ, and the corresponding supercharge Qα is equal to
Q =
∫
T 3
tr
[
ΓrψEr − Γ0Γrsψ1
2
Frs
]
. (2.39)
Here and in the following the indices r, s run from 1 to 9. As the spatial part of
our space-time manifold is compact we have an additional global supersymmetry: the
action is invariant under adding a constant spinor to ψ via δψ = ǫ˜. We denote the
corresponding supercharge by Q˜
Q˜ =
∫
T 3
trψ, (2.40)
where we put the volume of the three torus (and the length of all its sides) equal to
one. The supersymmetry algebra is{
Q˜α, Q˜β
}
= Nδαβ ,{
Qα, Q˜β
}
= Zαβ , (2.41){
Q¯α, Qβ
}
= 2Γ0H + 2ΓiPi,
where the central charge term
Z = Γ0Γiei − Γijmij (2.42)
consists of the total electric and magnetic flux through the three-torus, defined via
ei =
∫
T 3
trEi, mij =
∫
T 3
trFij. (2.43)
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H in (2.41) denotes the supersymmetric Yang-Mills Hamiltonian and the quantities Pi
are the integrated energy momentum fluxes, defined (in 3+1 notation) as
Pi =
∫
T 3
tr(EjFji +Π
IDiXI +
1
2
iψTDiψ), (2.44)
where ΠI is the conjugate momentum to the Higgs scalar field XI . In writing the above
supersymmetry algebra we have assumed that the U(1) zero mode part of ΠI vanishes.
From the eleven dimensional M-theory perspective, this means that we assume to be
in the rest-frame in the uncompactified space directions.
The superalgebra (2.41) has the same form as the one of eleven dimensional super-
gravity (cf.(2.18) ) in the DLCQ formalism:{
Q˜α, Q˜β
}
= p+δαβ ,{
Qα, Q˜β
}
= 2paγaαβ + 2Z
a1a2γa1a2αβ + 2Z
a1···a5γa1···a5αβ , (2.45){
Qα, Qβ
}
= 2p−δαβ + 2Z
aγaαβ + 2Z
a1···a4γa1···a4αβ .
Here we split the 32-component supercharge of 11D supergravity into two sixteen-
component supercharges Q and Q˜. As prescribed by DLCQ, x− is defined on a circle
and x+ plays the role of time. In writing up the supersymmetry algebra we have
therefore set the charges with a + component to zero, while the charges with a −
component do not necessarily vanish. These charges are indicated by Za and Za1···a4
and they belong to membranes respectively five-branes wrapped around the light-like
circle and transversal directions. Comparing the superalgebras (2.45) and (2.41) we see
that they have the same form, except for the five-brane central charge. But the five-
brane is not included in M theory on low dimensional tori, because then it is infinitely
massive, so the superalgebras are indeed identical.
We thus get a dictionary for the various fluxes of 3 + 1 dimensional SYM theory in
terms of charges of eleven-dimensional M-theory on T 3 and 10-dimensional IIA string
theory compactified on T 2. This leads to the following list of correspondences (here
i, j run from 1 to 2):
N H
e3 ei
m3 mi
p3 pi
↔
p+ p−
p9 pi
mij m9j
m9− mi−
↔
p+ p−
q0 pi
mij wj
w− mi−
4D SYM M-theory on T 3 IIA string on T 2
(2.46)
Here q0 denotes the D-particle number in the IIA string theory. In the second and
third table, the integers mij - corresponding to the SYM magnetic fluxes - denote the
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wrapping numbers of the M-theory membrane around the T 3 and the D2-brane around
the T 2 respectively. The M-theory membranes wrapped m9j times around the compact
light-like direction turn into IIA strings with winding number wi.
States with non-zero momentum flux Pi = pi in the SYM theory correspond to
membranes that are wrapped around the longitudinal x− light-like direction. In the
original proposal of [9], M-theory arises in the limit N → ∞ while restricting the
spectrum of the N = 4 SYM model to the subspace of states that have energy of
order 1/N . This limit amounts to a decompactification of the longitudinal direction.
States with non-zero pi will thus correspond to infinite energy configurations containing
membranes stretched along the light-cone direction. All finite energy states therefore
must have pi = 0.
In the DLCQ setup, the longitudinal membranes are no longer infinitely massive,
and must be naturally included in the spectrum.
2.3.1 U-Duality in matrix theory on T 2
The correspondence with string theory and M-theory gives a number of predictions
concerning the duality properties of the gauge theory. These predictions in particular
concern the BPS spectrum of the SYM model at finite N as well the behavior of the
model at large N . For example, from the above table 2.46 it is seen immediately that
electric-magnetic duality in the SYM theory follows from the T -duality on the two
torus, as first noted in [51]. The T -duality that exchanges the D-particles with the D2-
branes and the KK momenta with the NS winding numbers in type IIA string theory,
when translated to the first table indeed gives rise to the S-duality that interchanges
all the electric and magnetic fluxes. Via this correspondence, the complete U -duality
symmetry SL(2,Z) × SL(3,Z) of M-theory on T 3 is expected to be realized as an
exact symmetry of the matrix formalism [79][36]. 3 A discussion about the expected
SL(5,Z) duality symmetry group of matrix theory on T 4 can be found in [74]. This
case is more subtle as the theory is not simply described by 4 + 1 dimensional gauge
theory, because it is not renormalizable.
At finite N there are reasons to suspect that the duality group that acts on the BPS
sector is in fact enlarged. As we have discussed in section 2.2.2, for finite N matrix
theory describes M-theory in the DLCQ formalism, and correspondingly one no longer
needs to restrict to states with vanishing momentum flux pi. BPS states at finite N
can therefore carry a total of 10 charges, labeled by (N, ei, mi, pi).
The gauge theory descends from Born Infeld theory in the zero slope limit α′ → 0
(cf. section 2.1 ). Therefore we can interpret the U(N) SYM model as a low energy
description of all possible bound states of N D3 branes of IIB string theory on T 3. In
this correspondence, ei denotes the NS string and mi the D-string winding number,
while pi is the KK momentum. The SYM theory should thus encompass all BPS bound
states of this system.
It should be emphasized, however, that from this reasoning we should only expect
the BPS degeneracy formula to be SL(5,Z) symmetric, while of course the energy
3For a review of U -duality in matrix theory we refer to [68].
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spectrum is not, since the Yang-Mills model only represents a particular limit of the
N D3 brane system.
2.4 BPS spectrum
The goal of our study in this section is to determine the explicit form of the BPS
degeneracies for finite N as a function of the charges (N, ei, mi, pi), and thereby exhibit
its full duality symmetry. We will approach this problem in two ways: first from M-
theory and then directly from the N = 4 SYM model. Our main finding is that the
spectral degeneracy of individual bound states from both points of view is identical,
and furthermore exhibits a full SL(5,Z) duality symmetry. Part of this large duality
group also acts on the rank N of the gauge group, an example of so called Nahm type
transformations [67].
The BPS-states that we will consider respect 1/4 of all supersymmetries. Every
such BPS-state in a fixed multiplet satisfies(
ǫαQα + ǫ˜
αQ˜α
)
|BPS〉 = 0, (2.47)
for a certain fixed collection of SO(9, 1) spinors ǫ and ǫ˜. These spinors are, up to an
overall factor, completely determined by the set of charges.
By taking the commutator with Q¯ and Q˜ in the preceding equation we get two
conditions for the spinors ǫ and ǫ˜
2Γ0Hǫ+ 2ΓiPiǫ+ Γ
0Zǫ˜ = 0,
Nǫ˜+ Z†ǫ = 0. (2.48)
Plugging ǫ˜ in the first equation gives the following equation for ǫ(
Γ0H ′ + ΓiP ′i
)
ǫ = 0, (2.49)
where H ′ and P ′i denote the Hamiltonian and momentum fluxes with the zero-mode
contributions removed. Explicitly,
H =
1
2N
(e2i +m
2
i ) +H
′,
Pi = (e ∧m)i/N + P ′i . (2.50)
From the last equation, we see that the eigenvalues of P ′i are equal to p
′
i = κi/N with
κi = Npi − (e ∧m)i. (2.51)
The operator in equation (2.49) should have eigenvalues equal to zero. This is only the
case when the magnitude of H ′ and the length of P ′i are equal, H
′ = |P ′i |. Using this
relation, we can write equation (2.49) in the following way(
Γ0 + Γ
iκˆi
)
ǫ = 0, (2.52)
where the vector κˆi denotes the unit vector in the direction of κi.
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2.4.1 BPS spectrum from M-theory
Now we are ready to determine the detailed BPS spectrum from discrete light-cone
M-theory. To this end it is useful to introduce the notion of an irreducible BPS state,
as a state that contains only one single BPS bound state. Indeed, general BPS states
can in principle combine more than one such bound state into one second quantized
BPS state. The combined state will still be BPS, provided each of the irreducible
constituent bound states is left invariant by the same set of supersymmetries, i.e. with
the same spinors ǫ and ǫ˜.
The degeneracy of irreducible BPS states is determined almost uniquely from U-
duality invariance, and from the known BPS spectrum of perturbative string states.
The relevant U-duality group for our case turns out to be as large as the complete
SL(5,Z) duality group of string theory on T 3, i.e. M-theory on T 4.
The 10 quantum numbers (N, ei, mi, pi) can be combined into a 5×5 anti-symmetric
matrix [92] 
0 p3 −p2 e1 m1
−p3 0 p1 e2 m2
p2 −p1 0 e3 m3
−e1 −e2 −e3 0 N
−m1 −m2 −m3 −N 0
 , (2.53)
on which SL(5,Z) acts by simultaneous left- and right-multiplication. 4 The smaller
SL(3,Z) × SL(2,Z) symmetry group is included in the group SL(5,Z) and is repre-
sented by block-diagonal matrices, with an SL(3,Z) group element in the upper left
corner and an SL(2,Z) element in the lower right corner. Together with an SL(5,Z)
matrix that is not in this block-diagonal form the elements of SL(3,Z) × SL(2,Z)
generate the complete extended duality group. We will call the extra transformations
Nahm type transformations, because they mix rank and electro-magnetic fluxes with
each other. They resemble the well known Nahm duality mapping that exchanges in-
stanton number and rank of gauge group in Euclidean U(N) Yang-Mills theory [19].
We come back to this issue in section 2.5.
The following bilinear combinations of the fluxes
Ki = (Npi − (e ∧m)i, p·m, p·e ), (2.54)
transform as a 5 vector under SL(5,Z) duality. It can be formed out of the fluxes by
contracting the matrix (2.53) with its Hodge dual, a three tensor. From this we deduce
that the relevant SL(5,Z) invariant scalar combination we can make out of the ten
charges is the integral length of this five-vector 5
|K| = gcd(Npi − (e ∧m)i, p·m, p·e ). (2.55)
4The SL(5,Z) transformations also acts on the metric of the torus and the coupling constant in a
non-trivial way. We will discuss this in the last section of this chapter.
5Another SL(5,Z) scalar is gcd(N, pi, ei,mi) which is not relevant for the degeneracies of BPS
states in Yang-Mills theory. This scalar will be important however when one considers the BPS
spectrum of supersymmetric Born Infeld theory on T 3 [92].
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Duality invariance thus predicts that the degeneracy of irreducible BPS bound states
should be expressible in terms of the quantity |K| only.
To determine the explicit degeneracy formula, we note that by using the U-duality
symmetry, any irreducible bound state can be rotated into a state that carries only
KK momentum and NS string winding (in the SYM language these states have zero
momenta pi = 0). Such a state must necessarily be made up from a single fundamental
IIA string. The invariant |K| for this perturbative string state simply reduces to the
bilinear combination of momenta and winding numbers that determines (via the BPS
restriction) the oscillator level of the string. Single BPS states of toroidal compactified
II string theory have only left-moving (or right-moving) excitations. The number of
irreducible BPS bound states is therefore counted by means of the chiral string partition
function [72]
∑
K
c(K)qK = (16)2
∏
n
(
1 + qn
1− qn
)8
, (2.56)
with K = |K| as defined in (2.55) .
General BPS states of discrete light-cone gauge M-theory may consist of more
than one irreducible bound state. The total BPS condition requires that the charges
of these separate bound states must be compatible. The complete second quantized
partition sum is obtained by taking into account all possible such ways of combining
individual bound states into a second quantized configuration with a given total charge.
More detailed comments on the combinatorial structure of the second quantized BPS
partition sum will be given in section 2.4.3.
2.4.2 BPS spectrum from N=4 SYM on T 3
The above description of the BPS spectrum can be reproduced directly from the U(N)
gauge theory on T 3 as follows. First let us recall the definition of the electro-magnetic
flux quantum numbers. To this end it is useful to decompose the U(N) gauge field into
a trace and a traceless part
Aµ = A
U(1)
µ 1l + A
SU(N)
µ (2.57)
and to allow the fields on T 3 to be periodic up to gauge transformations of the form
A
SU(N)
i (x+ aj) = ΩjA
SU(N)
i (x)Ω
−1
j ,
(2.58)
A
U(1)
i (x+ aj) = A
U(1)
i (x)− 2πmij/N,
with mij integer. Here ai with i = 1, 2, 3 denote the translation vectors that define the
three torus T 3. 6 The SU(N) rotations Ωi must satisfy the ZN cocycle conditions
ΩjΩk = ΩkΩje
2πiµjk/N , (2.59)
6We repeat here that for simplicity we mostly take T 3 to be cubic with sides of length 1.
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for integer µjk. The quantities µij/N define the ’t Hooft ZN magnetic fluxes [58] and
mij/N can be identified with the U(1) magnetic flux defined in (2.43). The integers
µij and mij are restricted via the condition that the combined gauge transformation
(2.58) defines a proper U(N) rotation. This requirement translates into the Dirac
quantization condition that the total flux (µij − mij)/N must be an integer. Hence
mij = µij(mod N).
Electric flux carried by a given state is defined via the action of quasi-periodic gauge
rotations Ω[n] defined via
ΩjΩ[n] = Ω[n]Ωje
2πinj/N , (2.60)
with integer nj. Such gauge rotations will preserve the boundary condition (2.58)
on the gauge fields. A state |ψ〉 is defined to carry SU(N) flux ǫj if it satisfies the
eigenvalue condition
Ω̂[n]|ψ〉 = e 2piiN njǫj |ψ〉, (2.61)
where Ω̂[n] denotes the quantum operator that implements the gauge rotation Ω[n] on
the state |ψ〉. Similarly as for the magnetic flux, the electric flux receives an overall
U(1) contribution ei defined in (2.43). The abelian and non-abelian parts of the flux
must again be related via ei = ǫi(mod N).
To determine the supersymmetric spectrum for a given set of charges, the idea
is to first reduce the phase space of the U(N) SYM model to the space of classical
supersymmetric configurations and then to quantize this BPS reduced phase space.
The justification for this procedure should come from the high degree of supersymmetry
in the problem, while furthermore the degeneracy of BPS states is known to be a very
robust quantity.
To obtain the reduced phase space, we recall that the SUSY transformation for the
fermionic partners of the Yang-Mills fields reads (again using ten-dimensional notation)
δψ =
(
ErΓ
0r +
1
2
FrsΓ
rs
)
ǫ+ ǫ˜. (2.62)
The BPS restriction requires that the right-hand side vanishes for those ǫ and ǫ˜ deter-
mined in the previous section. Thus in particular we can use the equation (2.48) to
express ǫ˜ in terms of ǫ and the U(1) zero modes. The result is
δψ =
(
E ′rΓ
0r +
1
2
F ′rsΓ
rs
)
ǫ = 0. (2.63)
where the primed quantities are equal to the un-primed ones with the constant U(1)
parts removed. For BPS-states in a fixed multiplet, supersymmetry is unbroken for ǫ
satisfying the equation (2.49) above. Hence for these BPS-states the following must
hold for all spinors (
E ′rΓ
0r +
1
2
F ′rsΓ
rs
)(
Γ0 − Γkκˆk
)
ǫ = 0. (2.64)
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Note that Γ0 − Γkκˆk acts like a projection operator on the space of spinors satisfying
equation (2.49). We conclude that the matrix in spinor space in the last equation has
to vanish. This is the case when E ′ and F ′ satisfy the following two conditions
E ′iκˆ
i = 0, (2.65)
E ′[rκˆs] = F
′
rs.
From now one we shall omit the prime, and simply denote by E and Fij the U(N) fields
without the U(1) constant mode. We will also return to a 3+1-dimensional notation,
and for additional notational convenience, use the SL(3,Z) symmetry to rotate the
three-vector κi defined in (2.51) in the 3 direction. So we will choose coordinates such
that
κ3 = Np3 − eimi3, (2.66)
κj = Npj − eimij − e3m3j = 0 i, j = 1, 2.
Here and from now on the indices i, j run from 1 to 2. From the second condition in
(2.65) we read off that the gauge and Higgs fields are flat on the plane perpendicular
to κˆ, meaning
Fij = 0,
DiXJ = 0, (2.67)
[XI , XJ ] = 0.
In addition we have
Ei = F3i, (2.68)
ΠI = D3XI .
Finally, the first condition in (2.65) simply becomes
E3 = 0. (2.69)
We can interpret this constraint equation as a gauge invariance condition under arbi-
trary local shifts in the longitudinal gauge field A3. We can therefore exploit this gauge
invariance by putting A3 = 0. The relations (2.67) then simplify to the statement that
the transversal gauge fields Ai and Higgs scalars XI satisfy the chiral 2D free field
equations
∂0Ai = ∂3Ai, (2.70)
∂0XI = ∂3XI .
Furthermore, the equations of motion imply that the fields do not depend on the
coordinates of the transverse torus. Thus we conclude that the BPS reduced theory is
described by the left-moving chiral sector of a two-dimensional sigma model with target
space given by the space of solutions to the flatness conditions (2.67) subject to the
twisted boundary conditions specified by the electro-magnetic flux quantum numbers.
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To determine the detailed properties of this sigma model, let us first consider the
case with all electro-magnetic fluxes equal to zero. The only non-zero quantum numbers
are therefore N and p3. In this case we can parameterize the space of solutions to (2.67)
by means of the orbifold sigma model on the N -fold symmetric product space
(R6 × T 2)N
SN
, (2.71)
where SN denotes the permutation group of N elements, acting on the N copies of the
transversal space T 2 × R6. 7 To see that this is the right space, we observe that for
solutions to (2.67) one can always choose a gauge in which all U(N) valued fields take
the form of diagonal matrices. Each such matrix field thus combines N separate scalar
fields, corresponding to the N eigenvalues. The SN permutation symmetry arises as
a remnant of U(N) gauge invariance, acting via its Weyl subgroup on the space of
diagonal matrices. Finally, the flat transversal gauge fields Ai with i = 1, 2 give rise to
periodic 2D scalar fields, since constant shifts in Ai by multiples of 2π are pure gauge
rotations.
The model thus reduces to the free limit of type IIA matrix string theory [65][10][29]
in the discrete light-cone gauge [80]. As explained in section 1.2 the Hilbert space of
the model decomposes into twisted sectors labeled by the partitions of N , in which the
eigenvalue fields combine into a collection of ‘long strings’ of individual length nk such
that the total length adds up to
∑
k nk = N . Each such string is made up from, say, nk
eigenvalues that, by their periodicity condition around the 3-direction are connected
via a cyclic permutation of order nk. In the M-theory interpretation, all these separate
strings will indeed correspond to separate bound states, i.e. particles that each can
move independently in the uncompactified space directions. The general form of the
BPS partition function of symmetric product sigma models of the form (2.71) has been
described in detail in [28].
In the following we will mainly concentrate on the irreducible states, describing one
single BPS particle. These necessarily consist of one single string of maximal length.
In the present case, with zero total electro-magnetic flux, this maximal string has total
winding number N around the 3-direction. Correspondingly, its oscillation modes have
energies that are quantized in units of 1/N . Thus the degeneracy of states as a function
of N and p3 is obtained by evaluating the chiral superstring partition function, as given
in (2.56), at oscillator level Np3.
Next let us turn on the magnetic flux m3. The space of solutions to (2.67) with
twisted boundary conditions (2.58) around the transverse torus again takes the form
of a symmetric product
(R6 × T 2)N ′
SN ′
, (2.72)
but where now N ′ = gcd(N,m3). In order to visualize this reduction, we note that
gauge rotations Ωi with Ω1Ω2 = Ω2Ω1 exp(2πim3/N) that define the twisted bound-
ary conditions, can be chosen to lie within an SU(k) subfactor of U(N) where k =
7This orbifold sigma model was first considered in relation with N = 4 SYM theory on the three
torus in [51].
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N/ gcd(N,m3). By decomposing the matrix valued fields according to the action of
SU(k)⊗U(N ′) with N ′ = gcd(N,m3), we can thus factor out a sector of U(N ′) valued
field variables that are unaffected by the twisted boundary conditions. Now following
the same reasoning as before, these fields parameterize the symmetric product space of
the above form. Note that in the particular case that m3 = 1, the whole SU(N) part
of the moduli space of solution to (2.67) collapses to a point, so that only the U(1)
part survives.
By a very similar reasoning we can also include the electric flux e3 in our description.
Like with the magnetic flux, an electric flux e3 = 1 has the effect of reducing the SU(N)
part of the vacuum moduli space (2.67) to a point, or rather, it projects out just one
single supersymmetric state in the SU(N) sector [87]. More generally, however, it can
be seen that one can again factor out a U(N ′) subfactor of the model, that is unaffected
by both the electric and magnetic flux e3 and m3, where now
N ′ = gcd(N,m3, e3). (2.73)
The BPS sector for non-zero m3 and e3 is thus obtained by quantizing the supersym-
metric orbifold sigma model on (2.72), with N ′ equal to (2.73).
The spectrum of irreducible BPS bound states is obtained as before, by considering
the Hilbert space sector defined by the eigenvalue string of maximal length. The
maximal winding number is now equal to N ′. The total momentum along this string is
determined by the remaining quantum numbers of the BPS state, and should be equal
to
p3 − eimi3/N, (2.74)
which is the total momentum of the BPS state minus the contribution from the U(1)
electro-magnetic fluxes. Notice that the latter contribution is in general fractional.
However, since the oscillation modes of the long string states also have fractional os-
cillation number quantized in units of 1/N ′, this fractional total momentum (2.74)
can in fact be obtained via integer string oscillation levels. The total oscillation level
corresponding to this momentum flux is
K = N ′ × (p3 − eimi3/N) (2.75)
and it is easy to check using (2.66) that this is an integer. In fact, after taking the
direction of κi again arbitrary, we find that the integer quantity (2.75) becomes equal
to the SL(5,Z) invariant length |K| defined in (2.55) of the five-vector (2.54). In this
way we reproduce the description of the BPS spectrum given in the previous section.
In particular we find confirmation that the degeneracy of supersymmetric bound states
has a discrete SL(5,Z) duality invariance.
2.4.3 Complete BPS partition function
As mentioned earlier, the complete supersymmetric spectrum of the N = 4 SYM model
contains many more sectors, that in M-theory describe configurations of multiple BPS
bound states. These correspond to the other twisted sectors in the orbifold model
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(2.72), describing multiple strings with separate lengths nk with
∑
k nk = N
′. Via their
zero modes these strings each separately carry all the possible flux quantum numbers.
The degeneracy of these separate states as a function of these charges is identical to the
SL(5,Z) invariant result just described. However, it turns out that the combinatorics
by which many such states can be combined into one second quantized BPS state no
longer respects the full SL(5,Z) symmetry. For this it would be necessary that, via the
compatibility of the individual BPS conditions, the 10 dimensional charge vectors of
all constituent states must align in the same direction. It can be seen, however, from
the second condition in (2.48) and condition (2.49) that this alignment is not entirely
implied: in the above notation, all charges must indeed align, except for the individual
p3 momenta.
In case of nonzero p3 momentum (and other fluxes equal to zero) the multiple
states are in one-to-one relation with partitions of rank N . One can distribute the p3
momentum freely among the different sectors. We conclude that the degeneracies are
simply determined by a second quantized string partition function∑
N,p3
pNqp3 =
∏
r,s
1
(1− prqs) c(rs), (2.76)
where the integers c(K) are the degeneracies of long string states defined by equation
(2.56).
In the situation where we have general fluxes, the multiple BPS states are, as
explained above due to supersymmetry, related to partitions
∑
k n
′
k = n
′, with n′
defined by the greatest common divisor of all charges except p3
n′ := gcd(N, ei, mi, p1, p2). (2.77)
A single short string has length nk = n
′
kN
′/n′ and oscillator level p˜3k = p
3
k − n
′
k
n′
(e×m)3
N
.
Its degeneracy is equal to d(nkp˜
3
k). Again the way the p3 momentum is divided among
the different short string sectors is not limited by supersymmetry.
Hence the total BPS partition function is again generated by a second quantized
string partition function ∑
n′,p3
pn
′
qp3 =
∏
r,s
1
(1− prqs)d(sr), (2.78)
where
sr = r
N ′
n′
(
s− r
n′
(e×m)3
N
)
. (2.79)
The degeneracy formula (2.78) is invariant under the Nahm type transformation that
exchanges m3 and N . We therefore conclude that the BPS partition function of the
U(N) SYM model does not exhibit the SL(5,Z) symmetry, but still has a symmetry
essentially larger than the manifest SL(2,Z) × SL(3,Z). In the next section we will
discuss the geometric origin of this extra symmetry in some detail.
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2.5 Nahm duality
An especially interesting class of duality transformations that act on BPS sectors of
U(N) SYM theory are those that interchange the rank N of the gauge group with the
magnetic flux.
In the notation used in section 2.4.2 (with κˆ rotated in the 3-direction) the BPS
reduced quantum phase space exhibits a manifest symmetry under the interchange
N → m3 m3 → −N mi → ǫijmj ei ↔ pi, (2.80)
as well as under its electro-magnetic dual counterpart
N → e3 e3 → −N ei → ǫijej mi ↔ pi. (2.81)
In particular one can verify that the last two relations and κ3/N in (2.66) as well as the
integers N ′ in (2.73) and n defined in (2.77) are invariant under these two mappings.
The second type of duality symmetry (2.81) is particularly interesting, because
from the M-theory perspective, this symmetry (2.81) must be some manifestation of
11-dimensional covariance, as it exchanges the eleventh direction (more precisely a light
direction) with a transversal direction.
Because of the possible relevance for Lorentz invariance of matrix theory, it is of
interest to know whether the symmetry extends to the full N = 4 model. Although we
do not expect that this is the case, 8 we cannot resist reviewing the geometrical origin
of this duality mapping, which can in fact be defined for arbitrary non-BPS gauge
configurations.
The type of transformations (2.80) and (2.81) are very similar to the Nahm-type
transformations, considered e.g. in [19]. There it was proven that a k-instanton solution
of U(n) Euclidean gauge theory on a four torus can be mapped to an n-instanton
solution of U(k) gauge theory on the dual four torus. This mapping was shown to
induce a bijection between the moduli spaces of the two instantons. In two dimensions
it is possible to formulate an analogous mapping, where now rank and magnetic flux
of an arbitrary gauge field configuration are exchanged.
Consider an arbitrary U(N) gauge field A = Ax + iAy on T
2 with magnetic flux
M . This configuration can be related to a dual U(M) gauge field with flux N defined
on the dual torus Tˆ 2 as follows. The key idea of the construction is to consider the
parameter family of connections on T 2 of the form (here a, b denote the U(N) color
indices, we use the fundamental representation of the gauge group U(N))
Aab(x; z) = Aab(x) + 2π1abz (2.82)
with z = z1 + iz2 a complex coordinate on the dual torus T̂
2. The mapping proceeds
by considering the space of zero modes of the Dirac-Weyl equation defined by A. Let
D and D∗ denote the corresponding Dirac operator acting on right- and left-moving
8 In the context of gauge theories on non-commutative tori, Nahm-type transformations are part
of a larger manifest (classical) duality symmetry [54][55]. We will briefly comment on this at the end
of this section.
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spinors, respectively. We will assume that D∗ has no zero-modes (we can make this
assumption because, depending on the sign of the magnetic flux, either DD∗ or D∗D
is a strictly negative definite operator on the two torus). According to a Dirac index
theorem [47], the number of zero-modes of D then equals the magnetic flux M . We
have
Dψi(x; z) = 0, (2.83)
with i = 1, . . . ,M. We can choose an orthonormal basis of zero modes, satisfying the
orthogonality relations ∫
d2x ψi(x; z)ψj(x; z) = δij . (2.84)
The dual U(M) gauge field Â on T̂ 2 is now defined as
Âij(z) =
∫
d2x ψ
a
i (x; z)∂̂ψaj(x; z), (2.85)
with ∂̂ = ∂
∂z
. This definition is equivalent to the following formula for the dual covariant
derivative D̂
D̂ψ = (1−P)∂̂ψ, (2.86)
where P denotes the projection on the space of zero modes ψi of the operator D. It
can be shown that this dual gauge field has magnetic flux equal to N , and moreover
that the mapping from A to Â is a true duality (it squares to the identity).
To make these properties more manifest, it is useful to obtain a somewhat more
explicit form of the dual covariant derivative D̂. To this end, define the Green function
∆G(x, y) = δ(2)(x− y) (2.87)
of the Laplacian ∆ = DD∗, and introduce the notation
(Gψ)(x; z) =
∫
d2y G(x, y)ψ(y; z). (2.88)
Then the projection operator P satisfies the relation
1−P = D∗GD. (2.89)
Inserting this identity into the analogous formula for D̂∗ψ of the definition (2.86), we
find that
D̂∗ψ = D∗GD∂ˆ∗ψ = 0, (2.90)
since [D, ∂ˆ∗] = 0. Hence the zero modes of the Dirac-Weyl operator on the dual torus
are equal to the ones on the original torus, with opposite chirality. By an explicit
construction [53] one can indeed verify that the dual U(M) gauge field has magnetic
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flux equal to N , as predicted by the index theorem. Thus the Nahm transformation
can be summarized in an elegant way by means of the two equations (2.83) and (2.90),
which together specify the map from A to Â. Note in particular that in this form, one
of the ‘magical’ properties of the Nahm transformation has become manifest, namely
that it is a map of order 2, i.e. it squares to the identity:̂̂
A = A, (2.91)
up to gauge equivalence. Notice further that the mapping is defined for arbitrary
connections A.
When we translate the above construction back to our 3+1-dimensional setting, the
resulting mapping indeed interchanges N and m3 as advocated. In addition, since it is
a mapping from T 2 to the dual torus T̂ 2, the definition of the momentum flux in the
direction of the T 2 gets interchanged with that of the electric flux along this direction,
as indicated in (2.81). Naturally, the electric flux represents the conjugate momentum
to the constant mode of the gauge fields Ai, and thus defines the total momentum
on the dual torus T̂ 2. Further inspection also shows that the magnetic fluxes mi get
reflected, as predicted.
Finally, we should of course note that in the interpretation of the U(N) SYM model
as describing N D3 branes, this Nahm duality is nothing other than a double T-duality
along the 1-2 directions of the three torus. 9 From this perspective, it seems somewhat
surprising that the Yang-Mills theory (via the Nahm transformation) still knows about
this T-duality symmetry, despite arising from string theory via the zero-slope limit.
We will give an explanation for this in the next section.
2.5.1 Nahm duality for gauge theory on noncommutative
tori
We end this section with some remarks on Nahm-type duality transformations of gauge
bundles defined on non-commutative tori. These gauge theories are relevant for com-
pactifications of matrix theory with non-zero B fields [20][33]. It is therefore of interest
to investigate their duality symmetries.
As we have seen above the Nahm transformation on commutative tori is somewhat
involved. It requires knowledge about the zero modes of the Dirac equation. On non-
commutative tori however, Nahm type transformations can be made manifest [54][55].
These transformations are part of a larger SO(d, d) symmetry, that is known in the
mathematics literature as Morita equivalence.
The most simple example of a non-commutative space is the non-commutative
two torus T2θ. The coordinates of this torus do not commute, but they satisfy the
commutation relation
[x1, x2] =
θ
2πi
or U1U2 = e
2πiθU2U1. (2.92)
9To recognize this interpretation of the mapping (2.80), see the translation code summarized on
page 57. This interpretation of the Nahm transformation, as related to T-duality in string theory, was
first suggested in [35].
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Here θ is a real parameter and Ui = e
2πixi are exponentials that generate the Fourier
modes of the functions which can be defined on the non-commutative torus.
Trivial gauge bundles can be constructed by defining the gauge connection by ∇j =
∂j + iAj(x˜) where x˜
i = xi + iθ
2π
ǫij∂j are modified coordinates that commute with the
original coordinates. The connection depends on the modified coordinates and not on
the coordinates xi, because this guarantees that the connection commutes with the full
algebra of functions and therefore obeys the correct Leibniz rule [54][55].
To construct a non-trivial gauge bundle with magnetic flux M modified Fourier
modes have to be used to construct a gauge field that has the right properties (for
example the translation operators should act like gauge transformation on the fields,
as in (2.58)). Now the interesting thing is that these modified Fourier modes them-
selves generate an algebra of an abelian gauge theory on a non-commutative torus,
with modified θˆ-parameter that is related to the original θ via an fractional SL(2,Z)
transformation [54][55]. The gauge fields and fluxes also transform in a representation
of SL(2,Z). We can turn this around, by starting with an abelian theory defined on a
particular non-commutative torus, apply an arbitrary SL(2,Z) transformation on the
gauge fields and the non-commutative parameter, and thus get a SL(2,Z) family of
equivalent gauge bundles. A Nahm transformation interchanging rank and magnetic
flux of the gauge bundle is included in this SL(2,Z) group. Thus Nahm duality can
be made manifest in gauge theories on non-commutative spaces.
Analogous results hold for gauge bundles on 4 dimensional non-commutative tori.
The degeneracies of 1/4 BPS states of U(N) gauge theory on a non-commutative
three-torus have been calculated in [62]. The result is the same as (2.56) in this chapter.
This confirms the idea that the degeneracies of BPS states are rather robust quantities.
2.6 Relation to Born Infeld theory
In this chapter we have shown that the multiplicities of single BPS-states of N = 4 su-
persymmetric Yang Mills theory on T 3 has the extended SL(5,Z) U -duality invariance.
This result may be remarkable, but it is clear that a possible explanation comes from
the relation between Yang-Mills theory and Born-Infeld theory. Yang-Mills theory is
a truncated theory of D-branes, whereas Born-Infeld is a more accurate low energy
effective description.
This is most clearly reflected in the BPS mass spectrum of the two theories: the BPS
mass spectrum of BI theory compactified on a three torus has the expected SL(5,Z)
invariance, as has been shown in [56][92]. This duality symmetry is broken however
in the limit α′ → 0, that is needed to get SYM theory. Yet the symmetry in the
degeneracies of irreducible BPS states remains preserved in the zero slope limit. It is
the aim of this last section to explain how this can happen.
2.6.1 Born Infeld BPS mass spectrum
Let us first summarize the analysis that was done in [56] and [92] where the BI-theory
BPS mass spectrum was calculated explicitly. The spectrum was derived by starting
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from the bosonic action with abelian gauge group, (cf. (2.8))
SBI = T3
∫
d3xdt e−φ
√
det (Gαβ + 2πα′Fαβ). (2.93)
For given electro-magnetic fluxes and momenta, the energies of the BPS states can be
obtained from the BI Hamiltonian by a Bogomolny type of argument [56]. These masses
are in agreement with the BPS masses that were obtained from the NS five-brane in
[26][27]. In units where 2πα′ = 1 the BPS mass spectrum is [56][92]
E2BPS = g
4/5
s (detG)
−1/5
(
1
g2s
(N2 detG+Gijm
imj) + eiGije
j + piG
ijpj
)
+
(2.94)
2g−1/5s (detG)
−1/5
√
detG κiGijκj + (p ·m)2 + g2s(p · e)2.
Here Gij is the string metric. Note that we have put the rank N in the mass formula by
hand. The mass spectrum (2.94) is invariant under the complete SL(5,Z) symmetry.
Part of this U -duality symmetry is the electric-magnetic S-duality under which the
coupling constant is inverted and the string metric gets transformed [16] in the following
way
gs → g−1s , Gij →
1
gs
Gij. (2.95)
The other non-trivial symmetry of the mass spectrum (2.94) is a double T -duality (e.g.
in the 1 and 2 direction), that as explained in section 2.5, can be interpreted in gauge
theory, as a Nahm transformation. Under this duality the string metric and the string
coupling constant transform according to [16]
G11 → G−111 , G22 → G−122 , gs → gs(G11G22)−1/2. (2.96)
When combined with the transformations of the fluxes it can be easily checked that
the Born Infeld BPS mass spectrum is invariant under S-duality and Nahm transfor-
mations. Together with the manifest SL(3,Z) symmetry of the torus these duality
transformations generate the complete SL(5,Z) symmetry, and therefore the mass
spectrum (2.94) is indeed U -duality invariant. Analogous duality symmetries hold for
Born Infeld theory on 4 dimensional and 2 dimensional tori. For example in four di-
mensions the symmetry group of the BPS mass spectrum is SO(5, 5,Z), the U -duality
group of string theory in 6 dimensions [56].
The invariance can be made manifest by writing the BPS masses in the following
way [92]
E2BPS = −
1
2
tr(GFGF) + 2√KρGρσKσ. (2.97)
Here F is the 5×5 matrix (2.53) containing the fluxes, Kσ = (Npi−(e∧m)i, p ·m, p ·e)
is the five vector (2.54) and G is defined by
G =

(det g)−1/2gij
gs(det g)
1/4
g−1s (det g)
1/4
 , (2.98)
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The metric gij is related to the string metric Gij via
Gij = g
1/2
s (det g)
−1/8 gij . (2.99)
On both matrices F and G the U-duality group SL(5,Z) acts by conjugation, and
hence the SL(5,Z) invariance becomes manifest.
It is instructive to extract the SYM BPS mass spectrum from Born Infeld theory.
To this end we reintroduce the string scale α′ and expand the expression (2.94)
EBPS = (2πα
′)−5/4NV 1/2 +
1
2NV
(
1
gs
migijm
j + gse
igije
j + 2πα′
5/4
V 1/2pig
ijpj
)
+
(2.100)
1
N
(
κig
ijκj + 2πα
′5/4g−1s V
−3/2(p ·m)2 + 2πα′5/4gsV −3/2(p · e)2
)1/2
+ · · · ,
where the volume is defined in terms of the metric, V =
√
det g. This expansion shows
that in the large N limit (or large volume limit) and the string decoupling limit α′ → 0
we recover the BPS mass spectrum of SYM,
EBPS =
1
2NV
(
g2YMe
igije
j +
1
g2YM
migijm
j
)
+
√
p′igijp
′
j , (2.101)
where p′i = pi− (e×m)i/N = κi/N . We identified the string coupling constant gs with
the Yang-Mills coupling constant squared
g2YM = gs. (2.102)
Obviously the SYM mass spectrum (2.101) is invariant under SL(2,Z) × SL(3,Z)
but not under the complete SL(5,Z) U -duality group. For example the Nahm type
transformation that exchanges rank N and electric flux e3 does not leave the mass
spectrum invariant. From the matrix theory point of view this is no surprise (at least
for finite N) as for that theory the flux N is interpreted as a light-cone momentum,
whereas e3 is momentum in a spatial direction. M(atrix) theory is not likely to be
invariant under the exchange of a light-like direction and a space-like direction, so we do
not expect the BPS mass spectrum to be invariant under Nahm-type transformations.
2.6.2 Degeneracies
What about the degeneracies of the 1/4 BPS states in Born-Infeld theory? For this the-
ory the same philosophy that was used in the SYM case can be applied: first the phase
space of the model is reduced to the space of classical supersymmetric configurations,
and then this BPS reduced phase space is quantized.
When doing this analysis an immediate important difference emerges between the
BI case and the YM case: As emphasized in section 2.2.2 the superalgebra of SYM is
equal to the one of 11D supergravity in the DLCQ formalism, whereas the superalgebra
of Born Infeld theory 10 is just the 11D superalgebra with 4 spatial directions compact-
ified [92]. The last mentioned superalgebra has an SL(5,Z)-invariance and therefore
10We repeat here that the action for supersymmetric abelian BI theory has been constructed [1].
We make the assumption that results for the non-abelian case follow from the analysis of the abelian
model.
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we expect that the degeneracies of the BI states exhibit this duality symmetry as well.
Another difference is of course the square root in the Born Infeld action, that makes
explicit calculations more complicated.
As in section 2.4 the zero modes and fluctuations of the BPS states are restricted
by the equation {
Q¯, Q
}
ǫ = 0, (2.103)
where Q are the supercharges of supersymmetric Born-Infeld theory, and ǫ is a 16
component spinor. The restriction on the zero modes can be rewritten with the help
of a projection operator [92]
(|K|+Kiγ˜i)ǫ = 0, (2.104)
for some suitable γ matrices. Here Ki is again the five vector (2.54). In the α
′ → 0
limit this condition reduces to the condition (2.52), which can be seen from the inverse
of the 5 dimensional metric (2.98), which collapses to a 3 dimensional metric in the
α′ → 0 limit.
Unlike the Yang-Mills case the BPS equations of Born-Infeld theory implied by
conditions (2.103) and (2.104), are in general quite complicated. However, in the special
case that the flux configuration consists of only non-zero rank N and momentum p3,
they lead to the simple chiral 2D free field equations (2.70) [92]. Any configuration
of electric and magnetic fluxes can be mapped to this simple case by an appropriate
SL(5,Z) transformation (see reference [17] in [92]). This transformation will also act
on the gauge fields and the rank N , that can be combined into an antisymmetric matrix
of the form (2.53). The component of the 5 × 5 matrix that is supposed to represent
the rank of a gauge group may therefore be non-constant in the transformed matrix.
Then the relation to a gauge theory seems to be obscured. This apparent problem can
be solved, however, by noting that the BPS equations only depend on the quotients of
the gauge fields and rank N . As argued in [92] this observation makes it possible to
use SL(5,Z) transformations to generate BPS solutions for general fluxes.
The procedure just sketched extends to the BPS quantum theory [92]. The degen-
eracy formula for the irreducible states (the long string states) thus obtained is equal
to the one in (2.56) and therefore agrees with the M-theory result.
For the irreducible states (the long string states) both theories give the same count-
ing formula (2.56) for the multiplicities. A difference appears when we consider the
second quantized BPS spectrum. Single BPS states can be combined into a second
quantized BPS state, provided these single states preserve the same supersymmetries.
In BI theory the condition (2.103) implies that all 10 charges of the single BPS states
align; in SYM only 9 charges have to align. An alternative way to arrive at this con-
clusion is by considering the BPS energy (mass) spectra. The energies of BPS states
add up when they are combined into a new BPS state. For SYM theory this precisely
means that 9 charges align (not p3, when κi is turned in the three direction); for BI
theory all 10 charges have to align, because all fluxes come in quadratic form in the
BPS energies.
We thus see that Born Infeld gives more restrictions on the charges of single BPS
states to combine into a second quantized BPS state, than SYM does. As expected the
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BI conditions are relaxed and become equal to conditions in SYM, in the α′ → 0 limit.
We therefore conclude that SYM contains more second quantized states than BI does.
Despite the success in finding appropriate string U -duality symmetries in supersym-
metric gauge theories, it is not clear whether these symmetries are actually genuine
duality symmetries of the Born Infeld theories. The problem one has in proving electro-
magnetic duality for N = 4 SYM theory appears here as well: it is difficult to find an
explicit duality mapping for the fields. Another problem arises when one investigates
Nahm duality, namely the rank N is not the zero mode of any field in the gauge theory.
It may be possible to embed the 3+1 BI theory into a six dimensional string theory in
the light-cone gauge. One could then think of N as the p+-momentum of this theory.
For a discussion of ideas in this direction see [92].
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Chapter 3
High energy scattering
in matrix string theory
3.1 Introduction
High energy processes in string theory were first considered from the point of view
of conventional string perturbation theory by Gross and Mende [49] in the regime of
fixed angle scattering and in the near forward regime by Amati et al in [3]. The recent
insights from M-theory, however, have provided a large number of new non-perturbative
tools which can now be used to put these works into a new perspective, and extend the
results into new directions. For instance, it was long believed that the string length ℓs
marks the minimal distance that can be probed via scattering processes in string theory.
This belief was based on the fact that fundamental strings tend to increase in size when
boosted to high energies, and thus appear to be incapable of penetrating substringy
distance scales. Since the discovery of D-particles as non-perturbative solitons of the
IIA theory, however, we know that there exists small scale structure that, at least
for weak string coupling, extends well below the string length [78][23][60][34]. This
particular realization provided important motivation for the matrix theory conjecture
of [9] that all localized excitations of M-theory (including the fundamental strings) are
representable as multi-D-particle bound states [70][87].
In this chapter we begin a study of high energy processes in type IIA string theory,
by making use of this matrix theory formalism. We focus on the four graviton scattering
amplitude, and in particular we will present a detailed calculation of the pair production
rate of D-particles via this process. Our aim is to probe in this way the transition region
between the conventional perturbative string regime and the strong coupling regime
described by 11-dimensional M-theory (see figure 3.1).
From the ten dimensional perspective of IIA string theory, D-pair production is an
inelastic scattering process, in which two strings exchange one unit of D-particle charge.
It is inherently nonperturbative and thus inaccessible to conventional perturbative
methods. It is also inaccessible in the traditional matrix theory approach since the
anti-D particles are boosted to infinite energy.
From the eleven dimensional perspective, on the other hand, the D-pair creation
process can simply be thought of as the elastic scattering of two particles in which one
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unit of Kaluza-Klein momentum in the 11 direction is exchanged. Via this interpre-
tation, one can rather straightforwardly obtain a tree level estimate of the probability
amplitude. This estimate should be reliable for large values for the S1 compactifica-
tion radius R11 and for collision energies sufficiently below the 11-dimensional Planck
energy. At high energies and/or small values for R11, on the other hand, we expect the
physics of the scattering process to be quite different from (semi-)classical supergravity.
In the following we will attempt to gain more insight into this regime via the matrix
string approach.
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Figure 3.1 The phase diagram of the S1 compactification of M-theory, with
horizontal axis the log of the length scale and vertical axis the log of the string
coupling. The various perturbative and low energy limits are indicated. The
shaded region marks the regime where D-pair production is expected to be
the dominant high energy process.
Matrix string theory arises from the original matrix theory proposal [9] via compact-
ification on a circle, and starts from the action of 1+1-dimensional maximally super-
symmetric Yang-Mills theory with gauge group U(N). Via the identification of the
eigenvalues of the matrices XI with the transverse location of type IIA supersymmet-
ric strings, this SYM model can be reinterpreted as a non-perturbative formulation
of light-cone gauge IIA string [65][10][29]. In this correspondence, the string coupling
constant gs is inversely proportional to the Yang-Mills coupling gYM (cf. (1.82)) and the
free string limit therefore arises in the strong coupling limit of the Yang-Mills model.
This correspondence has been worked out in some detail in section 2.2.2.
More generally, however, all regimes of the S1 compactification of M-theory, as
indicated in figure 3.1 should according to the matrix string conjecture of [9][65][10][29]
via the above identifications be described by particular regimes of (the large N limit)
of the 1+1D supersymmetric gauge theory.
In particular, it is expected that in the weak coupling, moderate energy limit of
the SYM theory it effectively reduces to the matrix quantum mechanics description of
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11-dimensional supergravity. Indeed, a new feature of matrix string theory (relative to
standard light-cone string theory) is that via the electric flux of the gauge field, the
string states can be adorned with an extra quantum number, identified with the D-
particle charge [29]. In a small gs expansion, these flux sectors energetically decouple,
corresponding to the fact that D-particles can not be produced via perturbative string
interactions. Nonetheless, electric flux can get created in the gauge theory: it is easy
to see that electric flux creation is a simple one-loop effect that takes place whenever
a virtual pair of charged particles gets created and annihilated, after forming a loop
that winds one or more times around the σ cylinder.
In the following we will develop a new method for studying high energy scattering
and D-pair production in matrix string theory, which will be based on a semi-classical
expansion from the SYM perspective. An important novelty of this method is that
it applies to processes with arbitrary longitudinal momentum exchange. In the gauge
theory language, this means that the transitions between the initial and final states
that we will consider will involve a non-perturbative tunneling process in which an
arbitrary number of eigenvalues get transferred between the two scattering states. Most
previous calculations in matrix theory relied on perturbative SYM corrections and thus
were necessarily restricted to zero p+ transfer. 1
Concretely, we will construct SYM saddle point configurations that will allow us to
interpolate between in-going matrix configurations of the form
~Xin(τ) =
1
2
(
( ~p1
N1
τ +~b)I1 0
0 ( ~p2
N2
τ −~b)I2
)
(3.1)
and outgoing configurations of the form
~Xout(τ) =
(
( ~p3
N3
τ +~b)I3 0
0 ( ~p4
N4
τ −~b)I4
)
, (3.2)
where Ii are Ni×Ni identity matrices, where all Ni’s are different (but subject to the
momentum constraint N1+N2 = N3+N4). These in and out configurations each describe
two widely separated gravitons with different light-cone momenta
p+(i) = N(i)/R (3.3)
and transverse momenta ~p(i), and with relative impact parameter ~b.
The interpolating solutions that we will construct, essentially look like an appro-
priate matrix generalization of perturbative string world-sheets. The importance of
these solutions is not entirely obvious, however, since a priori one would expect that
the range of validity of the semi-classical Yang-Mills approximation has no overlap
1In [73] Polchinski and Pouliot analyzed graviton scattering with non-zero M-momentum transfer
in matrix theory. In their case, the M-momentum was identified with the magnetic flux of the SYM
gauge theory, and the corresponding instanton was a magnetic monopole. Here we will consider
different kind of momentum transfer, namely of longitudinal momentum represented by the size N of
the matrix bound states, i.e. the number of D-particles in the original matrix dictionary of [9]. This
will require a different, less familiar type of instanton process.
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with that of perturbative string theory. Indeed, as emphasized in section 2.2.2 the two
regimes appear related via a strong/weak coupling duality. However, as we will argue
in the following, even at small or moderate string coupling gs, at sufficiently high colli-
sion energies and/or impact parameters one enters a regime in which the semi-classical
SYM methods may provide an accurate description of the scattering process.
Just like string/M-theory, the 1+1 SYM model contains various length scales: (i)
the circumference of the cylinder, (ii) the scale set by the Yang-Mills coupling ℓ
YM
=
1/g
YM
, in units where the circumference of the cylinder is set equal to 1
ℓ
YM
≃ gs, (3.4)
(iii) the typical mass scale set by the Higgs expectation values of the SYM model. The
latter length scale is inversely proportional to the impact parameter b of the string/M-
theory scattering process:
ℓb ≃ gs
b
, (3.5)
in units where 2πα′ = 1. Finally, (iv) there is also the length scale ℓE determined
by the typical size of the SYM energy E, which is related to the relative space-time
momenta via E ≃ p2/N .
The existence of these scales allows us to find small dimensionless ratios that may
parameterize the strength of the SYM processes taking place at that scale. For example,
while g
YM
= 1/gs defines the effective coupling of SYM processes that take place at
the scale of the YM cylinder, we also have
geff
YM
(b) ≃ ℓb/ℓYM ≃ 1/b, (3.6)
as the dimensionless coupling at the scale ℓb. Similarly, we can also associate an effective
coupling geff
YM
(E) with the scale set by the SYM energy E. This suggests the possibility
that even if gs is small or of order 1, processes at these other 2D length scales can be
accurately described by perturbative and/or semi-classical SYM methods. This will
require however that we consider the limit of high collision energies and sufficiently
large impact parameters.2
The two types of processes that we will consider, high energy scattering with non-
zero ∆p+ and the D-pair production, may at first sight seem quite unrelated. However,
there are several connections between these two types of processes. First of all, it is
worth pointing out that in both cases the scattering process involves (depending on
which duality frame one chooses) the transfer of D-particle charge and/or momentum
between the two scattering particles. Indeed, the rank N started out as identified with
D-particle charge, and only after the duality it and the electric flux E are mapped onto
each other under an 11-9 flip: i.e. the interchange of the 11-th and 9-th direction (a
2In this context it may be of relevance that in classical 10-dimensional DLCQ supergravity, the
impact parameter b scales with the transverse relative momentum p via b ≃ (g2sp2/N sin θ)1/6 with N
the DLCQ p+-momentum. Hence, at least in this classical context, and for fixed scattering angles θ
and gs of order 1, the condition that b is large is automatically satisfied in limit of large p
2 ≫ N .
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detailed explanation on this flip was given in section 2.2.2). Hence quantitative under-
standing both types of processes will have a direct bearing on the Lorentz invariance
of the matrix formalism.
Figure 3.2 This figure depicts a typical saddle point trajectory that con-
tributes to the high energy scattering amplitude of fundamental strings, ac-
cording to the perturbative physical picture proposed in [49].
Another, more speculative connection between the two calculations is related to
a fundamental puzzle in the original calculation of [49], namely the apparently domi-
nant contribution of arbitrarily high genus to scattering amplitudes. The saddle point
trajectory at loop order G typically describes a process as depicted in figure 3.2 two
incoming strings, that are wound N = G+ 1 times, interact and then propagate as N
intermediate short strings. The N strings then join together again, producing a final
state of two different N times wound outgoing strings (see fig. 3.2). It was found in [49]
that the contributions of these higher order interactions grows larger with the genus
G. This instability appears to signal a fundamental breakdown of conventional string
perturbation theory in the high energy regime.
On the other hand, the fragmented form of the intermediate state in figure 3.2 gives
a strong hint of some underlying non-perturbative structure that looks quite similar
to that of the multi-D-particle bound state dynamics of matrix theory. This suggests
that the matrix treatment may provide a rather natural stabilizing mechanism for a
cutoff on the genus. Furthermore, our study will show that D-particle pair production
becomes relevant at this cutoff – when the strings become maximally fragmented. This
leads us to suspect a deeper relation between Gross and Mende’s high energy, fixed
angle scattering and the non-perturbative process of D-pair creation.
We will begin this chapter with a quick review of the kinematics of fixed angle scat-
tering in the traditional string framework, with particular emphasis on its description
in the light-cone gauge. This will be followed by a discussion of the Gross Mende saddle
points, first at tree level and then generalized to arbitrary genus g world-sheets. Then
we turn to string interactions in the matrix string formulation. In particular, we will
find a local instanton solution in the two-dimensional theory that describes the split-
ting/joining interaction. Furthermore, the condition for this instanton to be matched
to the incoming/outgoing states is precisely that we be working at the world-sheet
moduli corresponding to the saddle-point surfaces of reference [49].
After this we will briefly discuss recent results of [91], where by a detailed zero mode
analysis of the interaction instanton, the four tree-level string scattering amplitude was
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reproduced exactly, up to a numerical factor.
We then turn to D-pair production, which we consider both from the supergravity
perspective as well as via a one loop Yang Mills calculation valid for arbitrary N . This
is followed by a discussion of the ranges of validity of our calculations. In particular, we
suggest that the ranges of validity of the two calculations overlap, and allow the picture
we have mentioned, in which they complement each other. This connection is further
discussed in the final section, together with some other observations and speculations.
3.2 Fixed angle scattering of strings
High energy, fixed angle processes in superstring theory were first studied in detail
from the point of view of conventional string perturbation theory by Gross and Mende
[49]. Central to their approach is the observation that in the limit of large external
momenta, the Polyakov path integral at each given perturbative order is dominated by
a finite number of saddle point configurations. Furthermore, it was proposed that all
these saddle points essentially describe the same preferred world-sheet trajectory, up
to an overall factor depending on the loop order.
In the subsequent sections we will find independent evidence from the point of view
of matrix string theory that supports this physical picture. In addition we will give
a useful characterization of the Gross-Mende saddle points in terms of the light-cone
gauge formulation of string perturbation theory.
3.2.1 Kinematic relations for four string scattering
It will be useful to first establish a few kinematic relations of the tree level diagram
that describes the scattering of four external massless particles with light-cone mo-
menta p+i = Ni/R and transverse momenta ~pi.
p
1
N 3
p
2
4
N 
1
p3
4N 
N 2 p
Figure 3.3 This figure indicates the kinematics of the transverse momenta
pi.
For definiteness, we will describe this process in the center of mass frame in the transver-
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sal direction
~p1 + ~p2 = 0,
(3.7)
~p3 + ~p4 = 0.
The four transversal momenta pi can all be chosen to lie within one given plane. We
can thus write all pi as complex numbers. In addition, longitudinal momentum and
energy conservation imply that
N1 +N2 = N3 +N4, (3.8)
and
|p1|2
N1
+
|p2|2
N2
=
|p3|2
N3
+
|p4|2
N4
. (3.9)
For a given set of locations zi of the corresponding vertex operators, the classical
location of the world-sheet is described by the equations (1.16) and (1.17)
X+(z, z¯) =
1
2
∑
i
ǫiNi log |z − zi|2, X(z, z¯) = 1
2
∑
i
ǫipi log |z − zi|2. (3.10)
In the light-cone gauge, one chooses a fixed world-sheet parameterization by identifying
X+ with the world-sheet time τ , which via (3.10) amounts to setting (after a rescaling)
w ≡ τ + iσ = 1
2π
∑
i
ǫiNi log(z − zi) . (3.11)
The differential ω = dw (see (1.11)) is a specific globally defined holomorphic differential
on the world-surface; existence and uniqueness of such a differential at arbitrary genus
[39][38] generalizes the construction to higher loop amplitudes. Notice that (due to
the branch cuts in the logarithm) the coordinate σ in (3.11) is defined on an interval
0 ≤ σ < (N1 + N2), in accord with the rescaling of the world-sheet coordinates with
total light-cone momentum p+.
The light-cone coordinate system (3.11) specifies a particular time-slicing of the
string world-sheet. As argued in section 1.1.2, in this coordinate frame there are specific
points on the world-sheet at which strings split or join. Namely, these interactions
take place at zeros of ω, that is critical points z = z0 of the light-cone coordinate
X+. Inserting the explicit form (1.16) for X+ then gives the condition (1.19) that can
be reduced in the specific case of the four-point scattering amplitude, to an equation
relating the interaction point and the Mo¨bius invariant cross ratio
λ =
(z1 − z3)(z2 − z4)
(z1 − z2)(z3 − z4) , (3.12)
via
N1
z0
+
N2
z0 − 1 =
N3
z0 − λ . (3.13)
For given λ, this is a quadratic equation for z0 with in general two solutions z
+
0 and
z−0 , representing the simple splitting and joining interaction respectively.
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3.2.2 Gross Mende saddle points
Now we are ready to discuss the Gross-Mende saddle point. Already in chapter one we
wrote down the typical (bosonic) g-loop amplitude of n scattering particles in string
theory (1.6). The only place where the external momenta pi enter in the amplitude is
the exponential of
EC(pi, zi, mI) = 1
2
∑
i<j
pi · pjGm(zi, zj). (3.14)
Here zi are the insertion points of the vertex operators and G is Green’s function
associated to the g-loop world-sheet with moduli m. In the limit of large external
momenta, the Polyakov path integral is dominated by saddle point configurations that
minimize the exponential (3.14) . This minimizing problem has an elegant physical
interpretation: it is equivalent to finding a semi-stable configuration of two-dimensional
Minkowski charges pi placed at positions zi on a Riemann surface of genus g and moduli
m [49].
In the simplest case of four string scattering at tree level, the Green’s function in
(3.14) is simply given by the logarithm G(z1, z2) = log |z12| on the plane, so that the
Coulomb energy (3.14) becomes
EC = 1
2
∑
i<j
pi · pj log |zi − zj |2. (3.15)
Due to conformal invariance, the energy EC depends on the locations zi of the vertex
functions only by means of the cross ratio λ defined by (3.12). The variation of EC
with respect to this variable λ reads
∂λEC(λ) = p1 ·p3
λ
+
p2 ·p3
λ− 1 . (3.16)
The saddle point equation ∂λEC = 0 is solved by
λ =
p1 ·p3
p1 ·p2 =
t
s
, (3.17)
where s, t are the usual Mandelstam variables. The saddle point corresponds to a
particular classical world-sheet trajectory which at high energies gives the dominant
contribution to the scattering amplitude.
For later reference, it will be useful to translate the above description of the GM
saddle point into the light-cone gauge language. To begin with, in the complex param-
eterization for the pi, the Mandelstam parameters s and t are expressed as
s = −2p1 ·p2 = (N1 +N2)2 |p1|
2
N1N2
, (3.18)
t = −2p1 ·p3 = |N3p1 −N1p3|
2
N1N3
, (3.19)
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so that (3.17) takes the form
λ =
N2
N3
|N3p1−N1p3|2
(N1 +N2)2|p1|2 . (3.20)
Together with (3.13), this saddle point specifies a particular set of locations for the
two interaction points z±0 of the light-cone string diagram. We now claim that this
preferred location of the interaction points z = z±0 is singled out by the requirement
that, in the immediate neighborhood of z = z±0 , the transverse coordinate fields X(z)
are (anti-)analytic functions of z
∂zX |z=z0= 0, ∂zX |z=z0= 0. (3.21)
To verify this claim, let us compute the cross ratio λ from (3.21). The result should
be equal to (3.17). Inserting the solution (1.17) into (3.21) gives∑
i
ǫipi
z+0 − zi
= 0. (3.22)
In terms of the cross-ratio λ defined in (3.12) this reads
p1
z+0 (z
+
0 − 1)
= − p3
z+0 − λ
, (3.23)
where we used that p1+p2 = 0. When combined with the equation (3.13), which relates
λ with the location of the interaction points z0, this equation can be used to compute
λ in terms of the scattering data. If we subtract N3 times (3.23) from p3 times (3.13),
we obtain a linear equation for z0, solved by
z+0 =
N1p3 −N3p1
(N1 +N2)p3
. (3.24)
Further, from (3.23) we find that
λ = z+0
(
1 +
p3
p1
(z+0 − 1)
)
. (3.25)
After inserting (3.24) into (3.25), it is a simple calculation to verify that the resulting
expression for λ coincides with the high energy saddle point (3.17). Note that for the
saddle-point configuration, λ is in fact real. The interaction points z+0 and z
−
0 are in
this case each others complex conjugate.
We conclude that for Gross-Mende saddle point world-sheets the transverse co-
ordinate fields behave holomorphically near the interaction points. This light-cone
characterization of the GM saddle point in terms of the holomorphicity conditions
(3.21) will be critical in establishing the implementation of high energy scattering in
the matrix string context.
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3.2.3 Higher genus contributions
In general extending the results to higher genus is not straightforward. Especially
finding the dominating saddle points will not be so easy. The one-loop case is still
relatively simple. Using the explicit form of the Green function on the torus, one can
again extremize the electrostatic energy (3.14) of four charges placed on the torus. The
resulting extremized energy is a factor two smaller than the tree level energy [49], and
surprisingly the saddle point is exactly the same as in the tree level case.
There is little hope to do successful analogous calculations for higher genus dia-
grams. However in [49], Gross and Mende proposed the following attractive general-
ization of the saddle-point to higher orders in the string perturbation expansion. They
assume that the dominant saddle points at genus g take the form of an N = g+1 fold
cover of the same four-punctured sphere as described above, branched over the four
locations zi of the vertex operators. The resulting surfaces are known as ZN curves.
Such a ZN curve is defined by the polynomial expression
yN =
L∏
i=1
(z − zi)Li . (3.26)
This curve represents anN sheeted covering of the complex plane, with L branch points
of order N − 1 (provided∑i Li = 0 mod N and the Li’s relatively prime with respect
to N). In case of four string scattering L = 4.
When we place electric charges pi at the branch points the total electric field takes
the same value on all N sheets, and is given by
EN(z) = E
x
N − iEyN =
1
N
∑
i
pi
z − zi . (3.27)
It is straightforward to show that (3.27) is the right expression for the electric field.
It is a conservative field and it moreover satisfies Gauss’s law. The last property can
be easily checked by considering a cycle that encloses a region that contains a branch
point. This cycle will encircle the branch point N times, one time on each sheet. Thus
the contribution of “surface” integral of the electric field will be equal to the charge
enclosed. So the field defined in (3.27) obeys Gauss’s law.
The electrostatic energy is given by
EN = − 1
2N
∑
i<j
pi · pj log |zi − zj |2, (3.28)
that is 1/N times the energy of the tree level case. Obviously extremizing (3.28) with
respect to the Mo¨bius invariant λ will yield the same saddle point (3.17) we found
before. This confirms the earlier mentioned claim that at all orders the scattering is
dominated by the same saddle point (3.17).
For the ZN curves the classical spacetime surface swept out by the strings at loop
level N is
Xµ =
1
2N
∑
i
ǫip
µ
i log |z − zi|2, (3.29)
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where ǫi = ±1 for incoming respectively outgoing strings. We see that the coordinate
fields grow with increasing energy, so that strings cannot be used as probes to explore
string theory at small distances (high momenta). The classical trajectory of a higher
order saddle point (3.29) has the same shape as the tree level trajectory, but its size
is N times smaller. The intuitive reason is that they describe multiple wound strings,
so that the effective string tension is N times bigger than usual. Correspondingly,
since the different trajectories are weighted by the world-sheet area, the higher order
trajectories give contributions proportional to e−EC/N (with EC defined by (3.15)). The
higher genus contributions are thus quite strongly enhanced at high energy.
It is worth pointing out that the structure of the ZN curves and the corresponding
space-time trajectories, as depicted in figure 3.2, are quite reminiscent of the description
of the “long string” boundary conditions in section 1.2. In our view, this (proposed)
structure of the higher order interactions is one of several indications that the Gross-
Mende approach to high energy string scattering may have a natural implementation
in the matrix string context.
3.3 Matrix string interactions
In this section we will prepare the ingredients for the semi-classical study of high energy
scattering in the matrix string framework. To begin with, we notice that the above
light-cone gauge description of the dominant string world-sheet trajectories can rather
easily be put into a matrix form, by the procedure introduced in section 1.1.4. Starting
from equations (1.16) and (1.17), we represent the classical string trajectory by means
of a diagonal N ×N matrix (with N = N1 +N2) by first writing the transversal coor-
dinates ~X as a function of w defined in (3.11), and then “roll up” the spatial interval
0≤σ<N onto the short interval 0≤σ<1. Concretely, we define the diagonal matrix
elements of X(σ) via Xkk(σ) = X(σ + k), and in this way we indeed create matrix
configurations that, away from the interaction times, satisfy the long string boundary
condition (1.29) and (1.30).
Figure 3.4 The string interaction relating a one string to a two string state.
This interaction occurs when two eigenvalues XI and XJ coincide, we enter a
phase where an unbroken U(2) symmetry is restored. Figure taken from [89].
These diagonal matrix configurations represent particular solutions to the SYM equa-
tions of motion, that are regular everywhere except at the interaction points. If at
some point in the (σ, τ) plane two eigenvalues XI and XJ coincide, we enter a phase
where locally the gauge symmetry is restored to U(2). In general we should thus ex-
pect that in this local region the semi-classical SYM solution will need to become truly
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non-abelian.
It is readily seen that the diagonal matrix configurations constructed via the above
procedure from the CFT solution (1.17) is not single valued around the interaction
points. Instead, as explained in section 1.3.1, in going around the interaction point, the
matrix X undergoes a simple transposition of the two degenerating eigenvalues. This
transposition changes the long string boundary conditions and therefore corresponds
to an elementary string interaction.
In the gauge theory language, the diagonal CFT solution (1.17) in fact hides a
delta-function Yang-Mills curvature at the interaction point, such that the infinitesi-
mal Wilson line around it coincides with this permutation group element [89]. In this
section we will describe how the Yang-Mills dynamics smoothes out this singularity.
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Figure 3.5 The shaded areas are the interaction regions where the singularity
of the abelian string configuration is smeared out by an instanton-like solution.
The diagram corresponds to a four string scattering process at tree level.
Concretely, we will now exhibit a smooth and single-valued Yang-Mills configuration
that describes the local splitting or joining of one or two matrix strings. The idea
is to glue this solution into the abelian CFT configuration in a neighborhood of the
interaction points (see figure 3.5). The conditions we have to impose for this gluing
procedure will help us to find the Yang-Mills configuration.
Ultimately, we will be interested in obtaining global classical solutions to the SYM
equations of motion that minimize the Yang-Mills action for given asymptotic condi-
tions on the matrix fields X , as written in equations (3.1) and (3.2) in the introduction.
3.3.1 SYM Solution near interaction point
It seems reasonable to assume that, at least in the immediate neighborhood of the
interaction point, these minimal action configurations of the SYM model are described
by supersymmetric configurations. Hence, instead of trying to solve the full Yang-
Mills equations, we will restrict ourselves to the special class of solutions satisfying a
dimensionally reduced version of the self-duality equations from four to two dimensions.
We will choose to work with complex variables
X =
1
2
(X1 + iX2) , X =
1
2
(X1 − iX2) , (3.30)
84
3.3 Matrix string interactions
setting the remaining X i’s to zero. The self-duality conditions then become
Fww = − i
g2s
[X,X ],
DwX = 0, DwX = 0.
The above equations are most conveniently analyzed by writing
Aw(w,w) = −iG∂wG−1,
(3.31)
Aw(w,w) = i(∂wG¯
−1)G¯,
where G(w,w) denotes an element of the complexified (G¯ 6= G−1) gauge group. This
parameterization of Aα allows one to solve the second and third equation of (3.30), via
X(w,w) = GX̂(w)G−1 . (3.32)
The first equation in (3.30) then takes the following form
∂w(Ω∂wΩ
−1) = − 1
g2s
[ΩX̂(w)Ω−1, X̂(w)] (3.33)
with
Ω = G¯G. (3.34)
Let us now look at the local neighborhood of an interaction point. For convenience, we
choose coordinates such that it is located at w = 0. Since the interaction involves only
two eigenvalues, it is sufficient to consider only the corresponding SU(2) part of the
matrices. The matrix X̂ , which parameterizes the local coordinate distance between
the two interacting strings, can be chosen of the following form
X̂(w) ≃ ±B
√
w τ3, (3.35)
for some constant B. The ± indicates that the interaction point w = 0 represents
a square root branch point for the diagonal matrix X̂ in (3.35) , which therefore is
multi-valued.
The diagonal matrix X̂(w), together with A = 0, represents a valid solution of the
SYM equations (3.30) except at the interaction point, where analyticity fails. Therefore
we will look for a true solution of the form (3.32), where G → 1 asymptotically far
from w = 0. A helpful Ansatz for G(w,w) is
G = e
1
2
α τ1 , (3.36)
where for α(w,w) we choose a real function (so that G = G¯ and Ω = exp(ατ1)) that
tends to zero far away from the interaction point. We now compute
ΩX̂Ω−1 = B
√
weατ1τ3e
−ατ1 = B
√
w
(
cosh 2α − sinh 2α
sinh 2α − cosh 2α
)
. (3.37)
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Hence [
ΩX̂Ω−1, X̂
]
= 2|B|2|w| sinh 2α τ1 (3.38)
and thus we find that under the present Ansatz the equation of motion (3.33) reduces
to
∂w∂wα =
2
g2s
|B|2|w| sinh 2α, (3.39)
which is essentially the familiar sinh-Gordon equation. (It can be transformed to the
exact sinh-Gordon equation after a (multi-valued) coordinate transformation w → w˜ =
w3/2.)
The boundary condition that we must impose on α(w,w) at w = 0 follows from the
requirement that the Yang-Mills configuration be regular. This condition is most easily
understood in the gauge where X is single-valued near w = 0; in this gauge the YM
curvature Fww should be a regular function at w = 0. The configuration (3.32)–(3.36),
however, is (for single-valued and real α) multi-valued. We can make X single-valued
by applying the singular gauge transformation
X → UXU−1,
Aw → −iUDwU−1, (3.40)
with gauge parameter
U = e±iθτ1/4, (3.41)
with θ = 1
2i
log(w/w) the azimuthal angle around w = 0. In this gauge
Aw = i
[1
2
∂wα± 1
8w
]
τ1,
Aw = −i
[1
2
∂wα± 1
8w
]
τ1. (3.42)
Using that ∂w
1
w
= πδ(2)(w), this gives
Fww = −iτ1
(
∂w∂wα± π
4
δ(2)(w)
)
. (3.43)
The regularity requirement at w = 0 is therefore that ∂w∂wα ≃ ∓π4 δ(2)(w). We thus
deduce that the solution to equation (3.39) that we want must satisfy the following
asymptotic condition
α(w,w) ≃ ∓1
2
log |w|+ const. w → 0, (3.44)
while at large distances from the interaction point α must tend to zero.
Now let us write α = α(r) with r = |w|. The equation of motion (3.39) reduces to
the ordinary non-linear differential equation
(∂2r +
1
r
∂r)α =
8
g2s
|B|2r sinh 2α . (3.45)
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Figure 3.6 The numerical solution α(s) to (∂2s +
1
s∂s)α = s sinh 2α, as a
function of the distance s from the interaction point. The initial condition
for small s, that after integrating leads to the correct asymptotic behavior for
large s, reads α(s) = −12 log s+ 0.0305070(1).
A numerical solution to this equation is depicted in figure 3.6. 3 For large r = |w| the
solution looks like
α(r) ∼ ∓1|w|3/4 exp
(
−8|B|
3gs
|w|3/2
)
. (3.46)
From this asymptotic behavior we read off the typical instanton size
ℓinst ∼ g2/3s |B|−2/3. (3.47)
3.4 High energy scattering of matrix strings
The matrix solution of the string interaction constructed in the previous subsection,
should be viewed as a local description in the immediate neighborhood of the interaction
point. In general, it must therefore be glued via an appropriate patching procedure
into a complementary CFT type solution (e.g. as described in section 3.2) that matches
with the asymptotic scattering data at the far past and future. The idea here is that
(as we will see shortly) at sufficiently high collision energies, the size of the interaction
regions are small compared to the rest of the matrix string world-sheet. Hence, while
the behavior (3.35) provides the asymptotics for large |w| at the UV scale of the matrix
solution, it also provides the local boundary condition near the interaction point for
the CFT solution for X that describes the IR part of the saddle point.
3We thank Pierre van Baal for pointing out an error in the original figure in [40].
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The solution (3.30) that we described is not the most general SYM description of
a string splitting and joining event, but rather the most symmetric one, with smallest
action. This means therefore that there is a non-trivial matching condition on the
corresponding matrix string world-sheet: from (3.35) we see that we must require
that the transverse string coordinates X behave holomorphically near the interaction
point. Remarkably, this is exactly the same condition as (3.21), which tells us that the
shape of the string world-sheet must be precisely that of the Gross-Mende saddle point!
Therefore these solutions seem appropriate to a YM generalization of the high-energy
scattering of [49]. In this section, we fill in a few more details of this connection.
3.4.1 Evaluation of the classical action
In order to estimate scattering amplitudes via the instanton processes, one must calcu-
late the instanton action. The bosonic part of the SYM action (with only two X-fields
non-vanishing) can be written as
S =
∫
d2w
{
−g2s
(
Fww +
i
g2s
[X,X ]
)2
+ 4DwXDwX
}
+
∮
(XDX +XDX −XDX −XDX) (3.48)
and thus for the supersymmetric configuration that satisfy (3.30), the total classical
action reduces to a boundary term
Scl =
∮
(X∂X +X∂X) (3.49)
identical to the boundary term needed to glue the non-abelian matrix solution described
in the previous section into the CFT type solution. Hence we claim that, in the limit
that the matrix interaction points become sufficiently small, the SYM action for the
above saddle point configurations coincides with the CFT action, i.e. for the case of a
tree level string diagram it equals the “Coulomb energy” (3.15), where me must insert
the saddle-point value for locations zi. It is perhaps worth pointing out that this saddle
point actions is fully Lorentz invariant, as it should be. While this is not surprising
once we have established the connection with the GM saddle point, it does seem to
represent a rather non-trivial statement from the SYM point of view!
More generally we see that from (3.48) we can derive (as usual) an inequality, which
suggests that whenever the interaction does not take place at a holomorphic point for
the X-fields, the SYM action is always larger than the corresponding CFT action. This
provides additional evidence for the conjecture that the above type of configurations
represent dominant saddle-points, that minimize the SYM action.
Obviously, there exist a large number of CFT-type solutions for which X varies
(anti-) holomorphically near all interaction points. In particular, there are the higher
genus ZN -curves of [49]. In addition it is also possible to write down SYM solutions
that describe multiple string world-sheets, but nonetheless still satisfy the appropriate
boundary conditions, as specified in equations (3.1) and (3.2) in the introduction.
Ideally, one would like to know which (sub-class) of these solutions provide the truly
dominant contribution to the scattering amplitude.
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3.4.2 Minimal distance
The parameter |B| that governs the size of the interaction vertex, as seen in (3.46),
can be straightforwardly determined in terms of the momenta of the external states.
The coordinate system (w,w) on the Yang-Mills cylinder that we used in the analysis
of the self-dual Yang-Mills equation (3.30), coincides with the light-cone coordinates
defined in (3.11). From this and (3.35) we immediately find
|B|2 = 2 |∂zX(z
+
0 )|2
|∂2zX+(z+0 )|
. (3.50)
A straightforward calculation then gives
|B|2 = |p1p3 − p1p3|(N1 +N2)√
N1N2N3N4
. (3.51)
It is interesting to note that for this solution, even though the eigenvalues of the complex
coordinate matrix X vanish at the interaction point, the full matrix coordinate X in
fact does not! Instead, near w = 0 it approaches the constant non-diagonalizable
matrix
X(w,w) ≃ const. g1/3s B2/3
(
1 ∓1
±1 −1
)
w → 0. (3.52)
The value of the overall constant can be determined numerically. From this we read
off that the minimal “distance” between the two interacting strings is in fact non-zero!
Instead, we have
dmin =
√
tr(X(0)X(0)) ∼ g1/3s |B|2/3. (3.53)
Although it is tempting to speculate (as indeed we will do in the concluding section),
the precise physical significance of this result is as yet unclear to us. We do notice,
however, that the typical world-sheet size ℓinst of the matrix interaction region, as can
be read off from (3.46), is naturally expressed in terms of this minimal relative distance
as ℓinst = (gs/|B|)2/3 = gs/dmin.
3.5 One loop fluctuation analysis
In principle it is now possible to do a computation of the one-loop determinant of the
quantum fluctuations around the semi-classical saddle-point configurations. An impor-
tant motivation for performing such an analysis is to obtain a semi-classical estimate for
the absolute strength of the splitting and joining interactions in matrix string theory.
Duality symmetries of M-theory give the precise prediction that this strength should
be governed by the string coupling gs. To verify this, one needs to compare the SYM
one-loop determinant with the Gross-Mende fluctuation determinant, coming from the
Gaussian integration over the Riemann surface moduli around the saddle-point.
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This comparison has been done for tree level fixed angle scattering in the high
energy limit [91]. The result is that all of the expected structure of the high energy
scattering amplitude is reproduced, including the power of the string coupling constant
gs and the kinematical factor.
When one does an expansion around a classical background one has to do two
things: a calculation of the fluctuation determinant and a separate treatment of the zero
modes. In our case the fluctuation determinant is approximately equal to one, because
the background field is taken to be self-dual in a neighborhood of the interaction points.
Then the fermionic and bosonic contributions cancel each other. Note however that
non self-dual corrections to the background will change this simple result.
In the approximation where the fluctuation term is equal to one, the zero modes
determine the form of the scattering amplitude. Below we will discuss them briefly.
For an extensive and detailed treatment we refer to the work of Wynter in [91].
3.5.1 Zero modes of the instanton
The strategy of the zero mode analysis of [91] is based on the philosophy we sketched
in section 3.3 : We have no explicit solution of the full YM saddle-points, but we
know their form near the interaction points and their asymptotics far away from the
interaction points. The instanton type solutions near the interaction points satisfy
boundary conditions that are compatible with the abelian matrix string configurations.
These configurations consist of commuting matrix fields, together with an abelian gauge
field that generates the appropriate monodromies around the interaction points [89].
Their singular behavior at the interaction points is smoothened out by the instanton
solutions. The same is true for the non-trivial zero modes: the abelian matrices have
non-trivial zero modes with singularities at the interaction points. These singularities
are, however, smoothened out by the instanton zero modes.
To make this more explicit, we will now review the zero modes of the instanton
solutions. For this, it is convenient to write them in the multi-valued gauge
Aw =
1
2
i∂wα τ1,
X = B
√
w¯ [coshα τ3 − i sinhα τ2] . (3.54)
We distinguish between four types of bosonic zero modes [91], namely those associated
to translations and deformations of the instanton solution (the zero modes of the fields
X and X¯), gauge field zero modes, the zero modes of the six transversal coordinates
XI and those of the ghost fields.
All bosonic zero modes satisfy the eigenvalue equation for quadratic fluctuations
around the classical instanton background which reads (after inclusion of the back-
ground gauge fixing term (D¯µAµ)
2 to the action)
D2Vµ + FµνVν = 0. (3.55)
Here we are using a ten dimensional notation; D2 and Fµν are taken with respect to
the instanton background field.
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The gauge field zero modes originate from the left-over gauge degree of freedom;
they can be written as pure gauges, Vw = DwΛ. They will prove to be of particular
interest in the following, because they determine the gs coupling constant dependence
of the contribution to the scattering amplitude at g-loop order [18][91]. Plugging the
expression for the instanton and the pure gauge Vw in equation (3.55) , we get the
following condition for Λ
DwDw¯Λ +Dw¯DwΛ− 1
g2
([X, [X¯,Λ]]− [X¯, [X,Λ]]) = 0. (3.56)
Solutions to this equation are Λn and (Λn)
∗ [91], given by
Λn =
{
Bwn(coshα τ3 − i sinhα τ2) n = −12 , 12 , 32 , . . .
wn1l n = 1, 2, 3 . . .
(3.57)
Of particular relevance is the zero mode for which Λ coincides with the X-field of the
instanton solution
Vw¯ =
1
2
Bw¯−1/2(coshα τ3 − i sinhα τ2). (3.58)
Though this zero mode has a branch starting at the origin, it is single-valued when we
go back to the gauge (3.41). Away from the interaction region it behaves as an abelian
zero mode with w¯−1/2 asymptotic behavior
Vw¯ → 1
2
Bw¯−1/2τ3 (w¯ →∞). (3.59)
Hence the zero mode (3.58) can be glued into the zero mode of an abelian gauge field
that is defined on the light-cone cylinder, except for an interaction point, where it
has a singularity. One can remove this singularity by going to the double cover. As
explained in section 1.1.2 the light-cone cylinder can be lifted to a double cover in a
neighborhood of an interaction point via w = z2. On the Riemann surface the abelian
zero mode becomes
V = w¯−1/2dw¯ = d
√
w¯ = dz¯. (3.60)
Together with the other solutions (3.57) we get a complete set of abelian gauge field
zero modes in the complex z-plane
Vz¯ = 1, z¯, z¯
2, z¯3, . . . (3.61)
The zero modes for the bosonic fields X1 and X2 correspond to translations of the
interaction points (branch points of the light-cone cylinder). An obvious guess for the
translation mode is
Vµ = ∂αAµ −DµAα = Fαµ, (3.62)
which can be easily verified to be a solution of equation (3.55) (α runs over the light-
cone coordinates). The first term in (3.62) corresponds to a translation in the α-
direction, the second term is a gauge transformation which forces the zero mode to
satisfy the background gauge condition.
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Its asymptotic behavior is
Vw → w¯−1/2τ3, (3.63)
which is again smoothened out at the origin of the instanton solution in the regular,
single-valued gauge.
The remaining bosonic zero modes are those of the Higgs fields XI (where now
I = 3 . . . 8), which correspond to translations in the (six) transverse directions; and
the ghost zero modes. Both types of zero modes satisfy the equation (3.56) [91], so the
functions (3.57) form a basis for them. However there is no solution with asymptotic
w¯−1/2 behavior that is finite at the origin (in the regular gauge). Hence we have no
non-trivial zero modes for the ghost fields and the Higgs fields.
Finally we have fermionic zero modes. They are associated to the unbroken su-
persymmetry of the instanton configuration. There is one zero mode with abelian
asymptotic w¯−1/2 behavior, which is finite at the origin [91].
Now we know the local behavior of the zero modes in a neighborhood of the in-
teraction points. They are smooth at the interaction points, and behave like abelian
modes away from these points. This last property makes it possible to glue them into
the zero modes of the matrix string configurations. These were constructed in [91]. We
will not discuss them here; instead we refer to reference [91].
We conclude that not only the field configurations of the instantons can be glued
into the abelian background field, but their non-trivial zero modes as well.
3.5.2 Tree level high energy scattering
For the four string scattering process illustrated in figure 3.5 the calculation of the
tree level amplitude amounts to a careful treatment of the bosonic and fermionic zero
modes.
Integration of the bosonic zero modes corresponding to simple translations of the
string configuration in the six transverse directions XI , gives rise to transverse momen-
tum conservation. The non-trivial zero modes which are associated to simultaneous
translations of the two branch points, in the σ respectively τ direction, lead to in-
variance under shifts in σ respectively conservation of light-cone energy p−. Relative
displacements of the two branch points in figure 3.5 are somewhat more involved. A
careful integration over these zero modes leads to a kinematic factor in the scattering
amplitude. This contribution has the form [91]
c
sut
e−
1
4
(s log s+t log t+u log u), (3.64)
where c is a constant. The expression (3.64) is a familiar term from the calculation by
Gross and Mende of tree level high energy scattering [49].
The integration over the ghost zero modes and the gauge field zero modes together
yield a factor g2s , the correct string coupling constant dependence for a four string
scattering amplitude at tree level.
Finally the fermionic zero modes give rise to the right kinematical factor. Thus the
high energy limit of the string theory scattering amplitude is reproduced by matrix
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string theory, up to a numerical factor. This is an encouraging result; it gives clear
evidence for the matrix string theory conjecture of section 2.2.2. As a further check
one should compare loop contributions with the results of Gross and Mende as well.
In principle this calculation can be performed, but the large N limit should be taken
with great care (see also [90]).
We end this section with by remarking that, as was originally argued in [18], the gs
coupling dependence is reproduced by matrix string theory for any light-cone Riemann
surface. The power of the string coupling is determined by integration over the gauge
field zero modes and the ghost field zero modes. Each (abelian) gauge field zero mode
contributes a positive power of gs. The constant ghost zero mode yields a factor g
−1
s
[18]. This reasoning is justified by the analysis of Wynter, who verified the local
existence of the zero modes around the interaction points.
Than it is just a matter of counting the number of independent abelian gauge zero
modes or equivalently the number of independent cycles on the Riemann surface. When
we start with a tree level diagram with n external states, we have n − 1 independent
cycles. For each loop (handle) we glue to the diagram, we have to add two cycles, so
that we have 2g+n−1 abelian gauge field zero modes for a g genus light-cone diagram
with n external states. There is only one constant ghost field zero mode, thus we come
to the conclusion that the string coupling dependence is g2g+n−2s = g
−χ
s where χ is the
Euler number of the Riemann surface. This is the right power of gs, known from string
theory [49].
This concludes our discussion of the one-loop fluctuation analysis.
It seems even more worthwhile to look for true new physical effects that might
arise from the one-loop corrections. Compared to the conventional perturbative string
description, the new degrees of freedom in matrix string theory are the charged com-
ponents of the X-fields, as well as the extra gauge potential Aα. These new degrees of
freedom are non-perturbative from the string perspective, and their quantum fluctua-
tions could thus potentially lead to new physics. As we will show in the next section,
there is indeed such a new effect: the pair creation of D-particles.
3.6 D-Particle pair production
In this section we turn to the process of pair creation of D charge, which is in our de-
scription x9 momentum or equivalently (under the matrix string duality) electric flux.
This can be viewed as a contribution to the fluctuations about the high-energy scat-
tering processes of the preceding sections, or as a process worthy of interest in its own
right in the context of graviton scattering. There are several viewpoints from which
this can be investigated. In the limit where x9 decompactifies, this simply matches
onto the standard supergravity calculation [15]. In fact, we can work backwards from
this, using the method of images, and compute the amplitude at large finite R9, in
the special situation with source and probe particles, N1 ≫ N2. We will discuss this
calculation first. Alternately, one can study this process directly in the matrix string
approach, and derive the pair-production rate via a one-loop Yang Mills calculation.
This latter approach gives a leading order result valid for arbitrary N1 and N2, and also
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more readily makes connection with the other results of this chapter. Furthermore, the
Yang-Mills calculation also apparently extends beyond the region where supergravity
is a valid approximation.
Figure 3.7 In matrix string theory strings can be adorned with an extra
quantum number, the D-particle number. This enables one to compute non-
perturbative corrections to perturbative string scattering amplitudes. The
figure illustrates the creation/annihilation of a D-particle pair, a process that
is reminiscent of electron-positron creation/annihilation.
3.6.1 Supergravity calculation
Consider 11-dimensional supergravity compactified on S1×S1, where one S1 a light-like
circle of radius R
x− ≡ x− + 4πR (3.65)
and the other S1 denotes a space-like circle of radius R9. As we have seen in section
2.2.2, in the M-theory/matrix string correspondence this second radius R9 is expressed
as R9 = gs in string units (cf. (2.21)).
Consider in this set-up the scattering process of two massless particles of light-cone
momenta p+i = Ni/R and transverse momenta pi. Let us first consider the probe
situation N2 ≪ N1. Then one can already get quite useful information about the
scattering process from considering the classical gravitational force between the two
particles. The boosted particle with p+ = N1/R produces via its stress-energy a non-
trivial gravitational background, described by the generalized Aichelburg-Sexl shock-
wave geometry of the form [2][14]
ds2 = −dx−(dx+ + f(r, a)dx−) + dx2⊥ + g2sda2, (3.66)
with
f(r, a) =
∑
k
−15N1g3s
2R2(r2 + g2s(2πk + a)
2)7/2
. (3.67)
Here a denotes the coordinate distance from the gravitational source in the compact
x9 direction, and the sum over k arises from the image points in this direction.
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The momentum four vector of the second massless particle moving in this back-
ground geometry will satisfy a dispersion relation of the form
2p−(p+ + f(r, a)p−) = p2 + e2/g2s , (3.68)
where e denotes the quantized momentum in the x9 direction. We can solve for the
light-cone Hamiltonian p− of the particle and obtain
p− =
p+
2f(r, a)
{√(
1 +
2f(r, a)
(p+)2
(p2 + e2/g2s)
)
− 1
}
. (3.69)
Substituting p+ = N2/R, (and rescaling the light-cone time by a factor of R) we can
write this as
H = H0 +Hint, (3.70)
where
H0 =
1
2N2
(p2 + e2/g2s), (3.71)
and
Hint ≃ −15N1g
3
s
8N32
∑
k
(p2 + e2/g2s)
2(
r2 + g2s(2πk + a)
2
)7/2 + . . . . (3.72)
Hence the motion of the second particle in terms of the light-cone time x+ looks like
that of a particle with mass N2 moving in R
8×S1 under the influence of an interaction
potential given by (3.72).
From this description we can now quite easily extract a low energy prediction for the
D-pair production rate. To this end, it is useful to rewrite the interaction Hamiltonian
via a Poisson resummation as
Hint ≃ − 1
2π
N1
N32
g2s(p
2 + e2/g2s)
2
∑
n
exp(ina)
∫
dTT 2 exp(−Tr2) exp(−n2/4g2sT ).
(3.73)
The n = 1 term in this series is the term that corresponds to changing the compact
momentum by one unit, i.e. to D-charge production. Working to first order in pertur-
bation theory, we can then compute the corresponding phase shift, using
δ = −
∫
dτHint(b
2 + p2τ 2) , (3.74)
where b is the impact parameter and τ the light-cone time.
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3.6.2 D-pair production via electric flux creation
We now study this problem of D-charge creation in the matrix string framework. More
generally, we consider scattering states which asymptotically have momenta of the form
pµ = (p−, ~p, p9 = n/R9, p
+ = N/R) . (3.75)
These include both gravitons (n = 0) and D0-branes – or anti-branes – (n = ±1). The
case of current interest begins with an initial state of two gravitons, and pair produces
a D particle pair. This process is intrinsically non-perturbative from the point of view
of string theory. It is also a process not accessible in the standard matrix theory
approach, where the anti-branes are boosted away to infinite energy.
In principle (for example on a sufficiently large computer) it appears possible to
calculate such amplitudes to arbitrary order in the coupling g = gYM = 1/gs, and
calculate the D-pair production rate even for small gs. In the coming sections we will
work to leading non-trivial order (one-loop), and leave further calculations to other
work. Similar calculations have been performed in the context of matrix theory in [13].
3.6.3 D-particles in matrix string theory
As we have indicated in chapter 2, an important new feature of the matrix string theory
formalism (relative to standard light-cone string theory) is that via the electric flux,
string states can be adorned with a non-vanishing D-particle charge. In this subsection
we will describe this in somewhat more detail.
To add to this interpretation, let us first show that each separate string can carry
only one type of electric flux. Consider a single long string in matrix string theory with
length N . Define the U(N) matrix U such that
UV = V Ue
2pii
N , (3.76)
with V the usual cyclic permutation matrix on the N eigenvalues defined in (1.30).
Hence we can take
U =

1 ∅
e
2pii
N
. . .
∅ e 2(N−1)piiN
 . (3.77)
The SU(N) part of the electric flux in this sector is defined as
Uˆ |ψe 〉 = exp
(2πie
N
)
|ψe 〉, (3.78)
with e ∈ ZN and Uˆ the quantum operator that implements the constant gauge rotation
(A,X)→ (UAU−1, UXU−1). (3.79)
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Since diagonal matrices are inert under this gauge rotation, we conclude that the
SU(N) part of the electric flux dynamically decouples from the diagonal matrix string
configurations (1.23) that describe the separate freely propagating strings. Now recall
that in U(N) SYM theory, the overall U(1) part of the electric flux is related to the
SU(N) part e via
trE = e (mod N) . (3.80)
Supersymmetry ensures that the ground state in the SU(N) sector has zero energy
even for e 6= 0. Hence the total ground state energy receives only a contribution from
the overall U(1) flux. In the following we will thus identify e with the total U(1) electric
flux. From the above description it is further clear that we can turn on only one electric
flux per long string, as is appropriate for its identification with D-particle charge.
The energy of the ground state in this electric flux sector is equal to
H0 =
e2
2Ng2s
. (3.81)
General ground state configurations
|N (i), p(i)
⊥
, e(i)〉 (3.82)
of s separate strings of individual length N (i), transverse momenta p(i)
⊥
, and D-particle
charge e(i) have a SYM energy equal to
H0 =
s∑
i=1
1
2N (i)
[
(p(i)
⊥
)2 + (e(i)/gs)
2
]
, (3.83)
which, when rescaled by R, is the sum of the p− light-cone momenta of the correspond-
ing collection of string ground states
s∑
i=1
1
2p
(i)
+
[
(p(i)
⊥
)2 + (M (i))2
]
. (3.84)
In particular, we read off from (3.83) that the states with D-particle charge e(i) each
have mass
M (i) =
e(i)
gs
=
e(i)
R9
, (3.85)
in accordance with their identification as graviton states with non-zero KK momentum
in the compact direction.
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3.6.4 One-loop calculation, N = 2
For simplicity we begin with the case where the incoming and outgoing particles all
have N = 1. The next subsection will generalize to arbitrary N . The asymptotic states
take the form
X¯1 =
1
2
(
pτ 0
0 −pτ
)
, X¯2 =
1
2
(
b 0
0 −b
)
, (3.86)
corresponding to two particles with center of mass momentum p and impact parameter
b (measured in string units). It will also be useful work with a non-trivial gauge
background
A¯σ =
(
a/2 + eτ/g2s 0
0 −a/2− eτ/g2s
)
, E¯ =
(
e 0
0 −e
)
. (3.87)
The constant electric field corresponds to a non-zero D-charge for the incoming and
outgoing particles, with quantization
e ∈ Z . (3.88)
The prototypical example of production of D-charge is in processes where this changes
by one unit,
∆E =
(
1 0
0 −1
)
. (3.89)
Introducing the constant background potential a will help keep track of such changes.
In the large string coupling/small Yang-Mills coupling limit, the leading contribu-
tion to D-charge producing processes is easily computed via a one-loop super-Yang
Mills calculation. Calculations at higher loop order then give subleading corrections in
g = 1/gs.
Our starting point is the Yang-Mills action (1.81), although it will be simpler to
begin with it written in its un-dimensionally reduced form in terms of the gauge field
AM = (Aµ, gX i), (3.90)
with M = 0, · · · , 9, µ = 0, 9 and i = 1, · · ·, 8. We will decompose the gauge field into
background and fluctuation pieces,
AM = A¯M + gA˜M . (3.91)
The Feynman background gauge-fixed Lagrangian is
L = −Tr
{
1
4g2
(F 2MN)+
1
2g2
(D¯MAM)
2−iψ¯/¯Dψ
}
, (3.92)
where D¯M = ∂M + iA¯M . Using the decomposition (3.91) we find
L = −Tr
{
F¯ 2
4g2
+
1
2
(D¯M A˜N)
2 + iF¯MN [A˜M , A˜N ]−iψ¯/¯Dψ +
(3.93)
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gψ¯/˜Aψ + igD¯M A˜N [A˜
M , A˜N ]−g
2
4
[A˜M , A˜N ]
2
}
.
The amplitude in question is given by
A(a, e) =
∫
DA˜µDX˜ iDψeiS, (3.94)
where the boundary conditions on the functional integral are chosen to correspond to
the asymptotic behavior given in (3.86),(3.87).
If we write
AM =
1
2
AMaσ
a =
1
2
AM+σ
+ +
1
2
AM−σ
−+
1
2
AM3σ
3, (3.95)
with σ± defined in terms of the usual Pauli matrices via
σ± =
σ1 ± iσ2√
2
, (3.96)
then the couplings in (3.93) include the standard charged minimal couplings of A+,
A−, ψ+, and ψ− to the U(1) field A˜µ3. The amplitude to create unit electric flux
is therefore given by summing the loop contributions to (3.94) in which one of these
charged particles circulates once around the σ-direction; higher encirclings yield more
flux. Therefore we need the contribution of the charged state windings to the one-loop
amplitude.
This immediately follows by reading off the spectrum from the second through
fourth terms of (3.93) in the backgrounds (3.86) and (3.87). We begin by defining
pˆ2 = g2p2 + 4g4e2 . (3.97)
In the bosonic sector we find the massless, neutral fields
X˜3i , i = 1, · · · , 8; m2 = 0
(3.98)
A3µ, m
2 = 0
and the charged fields
X˜±i , i = 2, · · · , 8 ; m2 = r2 ≡ pˆ2τ 2 + a2 + g2b2
1
pˆ
(gpA˜9±−2eg2X˜1±) ; m2 = r2
(3.99)
A˜0± +
i
pˆ
(2eg2A˜9± + gpX˜1±) ; m2 = r2 + 2pˆ
A˜0± − i
pˆ
(2eg2A˜9± + gpX˜1±) ; m2 = r2 − 2pˆ.
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For the fermions, we have 16 massless uncharged states, 8 charged states with masses
m2 = r2+ pˆ, and 8 charged states with masses m2 = r2− pˆ, as in [13]. Finally, including
the ghosts gives one complex, uncharged field C3 withm2 = 0 and one complex charged
field C± with m2 = r2.
All of the charged fields are minimally coupled to the background field A¯9 ≡ A¯σ.
At one loop level, we have
A1(a, e) =
∫ ∏
I
DΦIeiS(2)[ΦI], (3.100)
where I labels the charged fields enumerated above (the uncharged contributions can-
cel), arbitrary winding is allowed, and where S(2) is the quadratic part of the action
(3.93) including the coupling to A¯3σ through D¯. Working with phase shifts, we then
have
iδ1 = lnA1 =
∑
I
ln
∑
n
∫
n
DΦIeiS(2)[ΦI ] =
−
∑
I
(−1)FI
∑
n
∫ ∞
0
dS
S
∫
n
DτDσ exp i
∫ S
0
ds
[
σ˙µ2/2− A¯3µσ˙µ(s)−m2I(τ)/2
]
.
(3.101)
Here we have used the functional integral representation in terms of the first-quantized
trajectory σµ(s) = (τ(s), σ(s)), n is the winding number about the cylinder, and FI
denotes fermion number of the field.
For general winding n the functional integrals in (3.101) are readily rewritten in
terms of functional determinants. For example, with m2 = r2 we have∫
n
DτDσ ei
∫ S
0 ds
[
σ˙µ2/2−g2(p2τ2+b2)/2−A¯3σ σ˙(s)
]
= e−ina+in
2/2S−ig2b2S/2∆(p, e, S), (3.102)
where
∆(p, e, S) = det−1/2
(
∂2s − g2p2 −2g2e∂s
2g2e∂s −∂2s
)
. (3.103)
Combining such expressions and defining S = 2T then gives
iδ1(a, p, e) =
∑
n
e−ina
∫ ∞
0
dT
T
ein
2/4T−ig2b2T∆(p, e, T )
[
−6− 2cos(2gpT ) + 8cos(gpT )
]
.
(3.104)
Recalling the quantization rule (3.88) , we see that as long as gp ≫ 1 the electric
background only contributes at higher order in g; neglecting this, the determinant is
readily evaluated using
det
1
2 i(−∂2s + g2p2) = gp
∞∏
n=1
[(
2nπ
S
)2
+ g2p2
]
= 2sinh (gpT ) ,
(3.105)
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det
1
2 i(−∂2s ) =
√
2πT
i
.
Here we used ζ-function regularization.
The phase shift then becomes
iδ1(a, p, e) =
1
2
√
i
2π
∑
n
e−ina
∫ ∞
0
dT
T
ein
2/4T−ig2b2T 1√
T sinh(gpT )
(3.106)
×
[
−6 − 2cos(2gpT ) + 8cos(gpT )
]
.
In the full amplitude A1 = exp{iδ1}, the coefficient of the term e−ina is the amplitude
to make a transition from a state with electric flux e to e+ n:
A1(a, e) =
∑
n
e−ina〈e+ n|e〉 . (3.107)
We have found that this is independent of e to order g2. The amplitude for a change by
one unit of charge (e.g. two gravitons to DD¯ pair), as well as the effective interaction
Hamiltonian, can be derived from these expressions in the range p ≪ b2. There the
integrand in (3.106) can be expanded in pT to find
iδ1(a, p, e) ≈ −g
3p3
2
√
i
π
∑
n
e−ina
∫
dTT 3/2ein
2/4T−ig2b2T ; (3.108)
the leading order DD¯ production amplitude is just the coefficient of e−ia in the se-
ries. From (3.108) and (3.74) we can also work backwards to extract the effective
Hamiltonian. We find
Hint = −15
8
g−3p4
∑
k
1
[r2 + (a+ 2πk)2/g2]7/2
, (3.109)
in agreement with (3.72).
3.6.5 Generalization to arbitrary N
The one-loop calculation of the preceding subsection is readily generalized to the case
where the incoming and outgoing particles have arbitrary (though discretized) p11, or
equivalently, N . In this case there are a variety of different boundary conditions that
may be placed on the N×N blocks. Two that we will consider are the trivial boundary
condition,
X(σ + 1) = X(σ) , (3.110)
and the single long string boundary condition,
X(σ + 1) = V −1X(σ)V, (3.111)
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where V is given in (1.30).
In the case of two incoming states with momenta N1, N2, we write
X i = X¯ i + X˜ i, (3.112)
where X i is an (N1 + N2)×(N1 + N2) matrix. In particular, the background is taken
to be
X¯1 =
pτ
2
I/N1 0
0 −I/N2
 ≡ pτ
2
TD X¯2 =
b
2
TD, (3.113)
where we have split the matrix into N1×N1 and N2 ×N2 blocks corresponding to two
“clusters,” and I represents the corresponding identity matrices.
A useful decomposition of the fluctuations X˜ i is in terms of the matrices
T a1 =
ta1 0
0 0
 , T a2 = 0 0
0 ta2
 , (3.114)
where tai are hermitian generators of SU(Ni);T
α1α2
+ , T
α1α2
− , which have matrix elements
(T α1α21 )β1β2 =
√
2δα1β1δN1+α2β2 ,
(3.115)
(T α1α22 )β1β2 =
√
2δN1+α1β1δα2β2;
and TD:
X˜ i =
X˜D
2
TD +
X˜a1
2
T a1 +
X˜a2
2
T a2 +
X˜+α1α2
2
T α1α2+ +
X˜−α1α2
2
T α1α2− . (3.116)
Following the preceding subsection (and working with e = 0 for simplicity) we find that
the charged states now have an extra N1N2 in their multiplicities, and have masses
X˜ i±α1α2 : m
2 = r
2
4ν2
A˜9±α1α2 : m
2 = r
2
4ν2
(3.117)
A˜0±α1α2 + X˜
1
±α1α2 : m
2 = r
2
4ν2
+ gp
ν
A˜0±α1α2 − X˜1±α1α2 : m2 = r
2
4ν2
− gp
ν
where
1
ν
=
1
N1
+
1
N2
. (3.118)
Likewise, the charged fermions and ghosts have masses as in the N = 2 case with the
trivial rescalings to
p¯ =
p
2ν
, b¯ =
b
2ν
. (3.119)
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Therefore, in the case of trivial boundary conditions the amplitude (and Hamiltonian)
is exactly as computed in (3.106) with the only difference being multiplication by N1N2
and replacement of p and b as in (3.119). Note that 2p¯ = p
N1
+ p
N2
is simply relative
velocity of the two clusters, and b¯ = 1
2
( b
N1
+ b
N2
) is precisely the impact parameter
between the clusters.
In the case of long-string boundary conditions, this result is modified. Now
X(σ + 2π) =
V −11 0
0 V −12
X(σ)V1 0
0 V2
 (3.120)
and in particular the charged off-diagonal blocks satisfy twisted boundary conditions
X+(σ + 1) = V
−1
1 X+(σ)V2,
(3.121)
X−(σ + 1) = V
−1
2 X−(σ)V1 .
The matrices V can be diagonalized by working on basis vectors
wk =
1√
N

1
λk
λ2k
...
λ(N−1)k

, λ = e2πi/N , k ∈ Z (3.122)
and in this basis simply give phases λk. Thus the amplitude (3.106) is modified to
iδ1 =
1
2
√
i
2π
Ni∑
αi=1
∑
n
e−in[2π(α1/N1−α2/N2)+a]
∫ ∞
0
dT
T
ein
2/4T−ig2b¯2T 1√
T sin(gp¯T )
(3.123)
×
[
−6− 2 cos(2gp¯T ) + 8 cos(gp¯T )
]
,
and the interaction Hamiltonian takes the form
Hint ≈ g
4p4
2πi
∑
n,α1,α2
e−in[2π(α1/N1−α2/N2)+a]
∫
dTT 2ein
2/4T−ir2T . (3.124)
For non-zero n, the supergravity correspondence no longer holds when N > 2: the
matrix string then yields a different result. In (3.124) the expression in the summation
only gives a non-zero contribution when the integer n is a multiple of both N1 and N2.
Hence we see that the minimal exchanged D-particle number between two long strings
of length N1 and N2 must be proportional to N1N2 (if the lengths are relatively prime),
else the amplitude will be simply zero.
This leads us to the conclusion that the long strings do not give an effective means
of creating D-particles. For two strings to create a minimally charge D-pair, the strings
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apparently first need to each emit a minimal length string such that two short strings
of both collections can exchange a single D-particle. In the SYM language, this last
process is effectively an SU(2) process, where correspondence with 11-dimensional
supergravity is found. It is important to note, however, that the electric flux thus
created must then subsequently spread out over the complete U(Ni) gauge group, since
otherwise it would not carry the SYM energy appropriate for the massive D-particle
with p+ = Ni/R.
Furthermore, in the sector with a fixed p+ momentum, we now have an improved
idea of what state contributes most to D-charge production: it is the state with trivial
boundary conditions, (3.110), corresponding to a collection of minimal length strings.
Since this is the state that yields amplitudes agreeing with low-energy supergravity in
the limit g → 0, it is apparently this state (or a bound version of it when finite g effects
are taken into account) that dominates the wave-function of the graviton in the small
g region, rather than the state with the long string boundary conditions (3.111).
3.6.6 Ranges of validity
In this section we will give a preliminary discussion of the relevant scales and ranges
of validity of the calculations of the preceding sections. This analysis is preliminary in
that the systematics of the perturbation theory for the Yang-Mills Lagrangian (1.81)
has not been performed at the level of that for pure matrix theory [14] and additional
subtleties are possible. We leave such analysis for future work. For simplicity we will
consider the case where the p+ momentum of the two incoming states are comparable,
N1 ∼ N2 ∼ N . Our arguments readily generalize to the probe situation N1 ≫ N2.
We begin by considering the expansion of the action about a classical background as
in (3.93); such a treatment is relevant both for corrections to the saddle-point solutions
of section four as well as for the systematic treatment of D-pair production.
This expansion is governed by the Yang-Mills coupling gYM , and naively one expects
the condition gYM ≪ 1 for corrections to be small. However, as mentioned in the
introduction, the Yang-Mills coupling is scale dependent and one expects the relevant
scale to be set by the physics one is considering.
For example, in the scattering with background (3.86), loops of the charged, massive
states of the YM theory play a central role. One either has a loop localized on the
cylinder, whose calculation leads to the O(v4/r6) supergravity potential, or the loop
can encircle the cylinder leading to the D-pair production that we have computed.
These massive states receive masses of minimum size b/gs through the Higgs effect,
setting the length scale ℓb ≃ gs/b. At this scale, we expect the relevant dimensionless
parameter to be
gYMℓb ≃ 1
b
. (3.125)
Smallness of this parameter thus requires
b≫ 1 . (3.126)
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For the case of pair creation, there is another requirement arising from the condition
that the back reaction due to the created electric field be small. One way of stating
this is to require that the YM energy be large as compared to the energy stored in the
electric field,
p2 ≫ g2YM . (3.127)
Finally, in the case of the string interactions of section four, we see from (3.46) that
the relevant scale is set by the parameter |B|, and is given by
ℓinst ≃
(
gs
|B|
)2/3
≃
(
g2sN
p2 sin θ
)1/3
. (3.128)
At this scale the dimensionless coupling is given by
gYMℓinst ≃
(
N
gsp2 sin θ
)1/3
. (3.129)
Another condition to apply the methods of section four is that the size of the instanton
be small as compared to the size of the cylinder, ℓinst ≪ 1, or
p2 ≫ g
2
sN
sin θ
. (3.130)
It is certainly possible to simultaneously satisfy the conditions (3.126), (3.127) and
(3.130), as well as the more stringent condition gYM ≪ 1, for finite N and large s ∼ p2.
If all important corrections are governed by expansions in the parameters of (3.125)
and (3.129), then it appears possible to even push the calculations into the range gs<∼1.
A more complete analysis can be performed in the large gs (large R9) case in the
restricted energy range
1
gs
≪ E ≪ gs . (3.131)
The lower bound corresponds to the energy threshold to create D charge, and the
upper bound is the energy to create winding states wrapping x9. In between these
bounds the theory can be effectively described by matrix theory DLCQ quantized in
10 dimensions.
As explained in [14], the matrix expansion is an expansion in terms of the form(
N
M3plr
3
)L(
v2
R2M6plr
4
)n
, (3.132)
where L counts loops and Mpl is the eleven dimensional Planck mass. The terms with
L = n are readily identified with terms in the corresponding supergravity expansion,
and the small parameter justifying this expansion is [14][8]
Nv2
R2M9plr
7
≪ 1. (3.133)
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This has a simple physical interpretation, which is easily seen by estimating the net
transverse momentum transfer due to the potential
N2v4
R3r7
; (3.134)
this gives
∆p⊥ =
N2v3
R3b7
. (3.135)
The condition (3.133) is then easily seen to be ∆p⊥ ≪ p, or equivalently θ ≪ 1 where
θ is the scattering angle.
Expansion terms with n > L are then suppressed for
p2 ≪ g−2s N2r4 , (3.136)
and terms with n < L for
r ≫ (Ngs)1/3 . (3.137)
It is unclear whether the latter condition is strictly necessary; the first term in this
expansion vanishes [13][14], and the other terms have been conjectured to vanish in [8].
To better understand these conditions, we convert them into statements relating
the Mandelstam parameter s ∼ p2 and the angle θ. It is easily seen that condition
(3.136), using (3.135), becomes
s≪ N2
(
N
θ
)4/3
g−14/3s (3.138)
and the condition (3.137) becomes
s≫ g7/3s N10/3θ . (3.139)
Comparing (3.130) with (3.138) and (3.139) , we see that within the energy range
given by (3.131) the instanton and D-particle production calculations are not obviously
simultaneously valid. However by relaxing the restrictions by giving up (3.137) (and
(3.139)), which maybe justified due to a non-renormalization theorem, it seems that
it is possible that the calculations are simultaneously valid. Outside the energy range
(3.131) we appeal to the preceding (less rigorous) analysis which suggests that these
calculations are indeed simultaneously valid at large s, and may even be extendable
to gs<∼1. It is partly on this basis that we will, in the next section, consider the
consequences of combining these two calculations.
3.7 Discussion and conclusions
We begin this section by recalling several observations from our preceding discussion.
The first is that, as pointed out in section 3.6.5, string scattering only efficiently pro-
duces D charge if the strings break off at least one minimal length string. Furthermore,
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sections four and five discussed saddle-point configurations that are expected to make
important contributions to high energy, fixed angle scattering. Combining these yields
a picture of how the important non-perturbative process of D-charge production can
arise in high-energy string scattering.
The analysis of Gross and Mende [49] found saddle-points believed to dominate
scattering at high energy. These saddle-points have a common structure at arbitrary
genus, and the contributions of these saddle-points grows with the genus suggesting the
relevance of non-perturbative effects. We have found a new version of their analysis in
which a mechanism appears that can cut off this growth. The cutoff originates from the
minimal string length, which is in our language the minimal p+. String fragmentation
is stopped when the string breaks into the maximal number of minimal-length strings.
It is precisely in the context of minimal length string scattering that we have found
that D-charge pair production can become an important effect. We therefore have
a very nice picture in which the instantons of section four and five lead to maximal
fragmentation of the strings, and this is followed by the production of D-charge via
the process of section six. Here we expect that the size (3.46) of the instanton, as
well as the corresponding minimal distance (3.53), may be an important ingredient in
determining the size of both these effects.
From the stringy viewpoint this is an intrinsically non-perturbative process. This
is suggestive that there is in fact a basic connection between these two processes,
and in particular that the non-perturbative production of D-charge is an important
correction to the high-energy scattering analysis of [49]. While we believe that, by
combining the various ingredients presented in this paper, it may be possible to obtain
definite quantitative estimates of these corrections, we leave further analysis of this
connection for future work.
Next we turn to several other observations and connections.
First, recall that Banks and Susskind [12] previously considered the DD¯ system
in the context of perturbative string theory. There they found an instability with un-
known outcome. In the present framework we have been able to treat the same system
analytically, at least in the large gs limit, without signs of pathology. In principle, the
matrix string calculations appear to extend to arbitrary gs. One might hope that some
extrapolation of our approach could shed further light on the discussion of [12].
It is an interesting conceptual question under which circumstances one needs to
include the virtual effects of D-particles propagating in loops. Although in the literal
sense of an expansion about gs = 0 they do not contribute, since they have infinite mass
there, there is clearly a strong sense in which D-particles can be found in intermediate
states when gs is finite. Indeed, intermediate states with D-charge are distinguished
from other intermediate states only by the presence of electric flux, and there is no
apparent reason why these should be suppressed at finite gs. In fact, looking at the
results of section 3.6, leads one to suspect that it may be possible to extend the matrix
string interactions as discussed in chapter two, to include the possibility of electric flux
“pair” creation. The eleven dimensional symmetry of M-theory, in particular, suggests
as a possible generalization of the DVV string-interaction vertex, an expression of the
form Vint = Vtwistδ(A12) (with A12 the difference between the U(1) gauge fields on the
two strings that are created). With this choice of vertex, the couplings between string
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and all n-D-particle bound states are all of the same strength. This would suggest
that there may possibly exist a systematic semi-classical expansion in string theory –
generalizing the standard perturbative expansion – in which the D-particle-loop con-
tributions play the role of instanton-like corrections. Indeed, in other recent studies
of non-perturbative contributions to string scattering amplitudes [44][45][46][48] it was
suggested that D-particle loops are related via T-duality to D-instanton contributions
in IIB string theory. It clearly would be interesting to see if the suggestive formulas
obtained in these works can possibly be reproduced via the matrix string methods
developed in this paper.
To conclude, we have succeeded in using the matrix string approach to begin an
investigation of aspects of high energy string scattering, and in particular to begin to
explore the role of important non-perturbative (from the string viewpoint) processes
such as D-charge production. Further investigation along these lines is expected to
unravel a rich structure at substringy scales, and may shed further light on the short
distance structure and fundamental degrees of freedom and dynamics of M-theory.
108
Bibliography
[1] M. Aganagic, C. Popescu and J.H. Schwarz, Gauge-Invariant and Gauge-Fixed
D-Brane Actions, Nucl. Phys. B495 (1997) 99, hep-th/9612080.
[2] P.C. Aichelburg and R.U. Sexl, On the gravitational field of a massless particle,
Gen. Rel. Grav. 2 (1971) 303.
[3] D. Amati, M. Ciafaloni, and G. Veneziano, Superstring collisions at Planckian
energies, Phys. Lett. B197 (1987) 81.
[4] G.E. Arutyunov and S.A. Frolov, Virasoro Amplitude from the SNR24 Orbifold
Sigma Model , Theor. Math. Phys. 114 (1998) 43, hep-th/9708129 ; Four Graviton
Scattering Amplitude from SNR8 Supersymmetric Orbifold Sigma Model, Nucl.
Phys. B524 (1998) 159, hep-th/9712061.
[5] G.E. Arutyunov S.A. Frolov and A. Polishchuk, On Lorentz Invariance and Su-
persymmetry of Four Particle Scattering Amplitudes in SNR8 Orbifold Sigma
Model, hep-th/9812119.
[6] C. Bachas, D-brane dynamics, Phys. Lett. B374 (1996) 37, hep-th/9511043.
[7] C. Bachas, (Half) a lecture on D-branes, in Gauge theories, Applied supersym-
metry and Quantum Gravity II , eds. A. Sevrin, K.S. Stelle, K. Thielemans and
A. van Proeyen, Imperial College Press (1997), hep-th/9701019.
[8] V. Balasubramanian, R. Gopakumar and F. Larsen, Gauge theory, geometry and
the large N limit, Nucl. Phys. B526 (1998) 415, hep-th/9712077.
[9] T. Banks, W. Fischler, S.H. Shenker and L. Susskind, M theory as a Matrix
Model: a Conjecture, Phys. Rev. D55 (1997) 5112, hep-th/9610043.
[10] T. Banks and N. Seiberg, Strings from Matrices, Nucl. Phys. B497 (1997) 41,
hep-th/9702187.
[11] T. Banks, N. Seiberg, and S. Shenker, Branes from Matrices, Nucl. Phys. B490
(1997) 91, hep-th/9612157.
[12] T.Banks and L.Susskind, Brane - anti-brane forces, hep-th/9511194.
[13] K. Becker and M. Becker, A two-loop test of M(atrix) theory, Nucl. Phys. B506
(1997) 48, hep-th/9705091.
[14] K. Becker, M. Becker, J. Polchinski, and A. Tseytlin, Higher order graviton scat-
tering in M(atrix) theory, Phys. Rev. D56 (1997) 3174, hep-th/9706072.
Bibliography
[15] D. Berenstein and R. Corrado,M(atrix)-theory in various dimensions, Phys. Lett.
B406 (1997) 37, hep-th/9702108.
[16] E. Bergshoeff, C.M. Hull and T. Ortin, Duality in the Type–II Superstring Effec-
tive Action, Nucl. Phys. B451 (1995) 547, hep-th/9504081.
[17] D. Bigatti and L. Susskind, Review of matrix theory, hep-th/9712072.
[18] G. Bonelli, L. Bonora and F. Nesti, String Interactions from Matrix String The-
ory, Nucl. Phys. B538 (1999) 100, hep-th/9807232.
[19] P. J. Braam and P. van Baal, Nahm’s Transformation for Instantons, Comm.
Math. Phys. 122 (1989) 267; P. van Baal, Instanton Moduli for T 3 × R, Nucl.
Phys. Proc. Suppl. 49 (1996) 238, hep-th/9512223.
[20] A. Connes, M.R. Douglas and A. Schwarz, Noncommutative geometry and Matrix
theory: Compactification on tori, J. High Energy Phys. 9802 (1998) 003, hep-
th/9711162.
[21] E. Cremmer, B. Julia and J. Scherk, Supergravity theory in eleven-dimensions,
Phys. Lett. 76B (1978) 409.
[22] J. Dai, R. Leigh and J. Polchinski, New connections between string theories, Mod.
Phys. Lett. A4 (1989) 2073.
[23] U.H. Danielsson, G. Ferretti and B. Sundborg, D-particle Dynamics and Bound
States, Int. J. Mod. Phys. A11 (1996) 5463, hep-th/9603081.
[24] B. de Wit, J. Hoppe and H. Nicolai, On the quantum mechanics of supermem-
branes, Nucl. Phys. B305 (1988) 545.
[25] B. de Wit, M. Lu¨scher and H. Nicolai, The supermembrane is unstable, Nucl.
Phys. B320 (1989) 135.
[26] R. Dijkgraaf, E. Verlinde and H. Verlinde, BPS Spectrum of the Five-Brane and
Black Hole Entropy, Nucl. Phys. B486 (1997) 77, hep-th/9603126.
[27] R. Dijkgraaf, E. Verlinde and H. Verlinde, BPS Quantization of the Five-Brane,
Nucl. Phys. B486 (1997) 89, hep-th/9604055.
[28] R. Dijkgraaf, G. Moore, E. Verlinde and H. Verlinde, Elliptic Genera of Symmet-
ric Products and Second Quantized Strings, Comm. Math. Phys. 185 (1997) 197,
hep-th/9608096.
[29] R. Dijkgraaf, E. Verlinde, and H. Verlinde, Matrix String Theory, Nucl. Phys.
B500 (1997) 43, hep-th/9703030.
[30] R. Dijkgraaf, E. Verlinde and H. Verlinde, Notes on Matrix and Micro Strings,
Nucl. Phys. B (Proc. Suppl.) 62 (1998) 348, hep-th/9709107.
110
[31] M. Dine, P. Huet and N. Seiberg, Large and small radius in string theory, Nucl.
Phys. B322 (1989) 301.
[32] L. Dixon, J. Harvey, C. Vafa and E. Witten, Strings on Orbifolds, Nucl. Phys.
B261 (1985) 678; Nucl. Phys. B274 (1986) 285.
[33] M. Douglas and C. Hull, D-branes and the noncommutative torus, J. High Energy
Phys. 9802 (1998) 002, hep-th/9711165.
[34] M. Douglas, D. Kabat, P. Pouliot and S. Shenker, D-branes and Short Distance
in String Theory, Nucl. Phys. B485 (1997) 85, hep-th/9608024.
[35] M. Douglas and G. Moore, D-branes, Quivers and ALE instantons, hep-th/9603167.
[36] O. Ganor, S. Ramgoolam and W. Taylor, Branes, Fluxes and Duality in M(atrix)
Theory, Nucl. Phys. B492 (1997) 191, hep-th/9611202
[37] S.B. Giddings, Conformal techniques in String theory and String field theory,
Phys. Rep. 170 (1988) 167.
[38] S.B. Giddings, Fundamental strings, in Particles, Strings, and Supernovae, eds. A. Je-
vicki and C.-I. Tan, World Scientific (1989).
[39] S.B. Giddings and S. Wolpert, A Triangulation of Moduli Space from Light-cone
String Theory, Comm. Math. Phys. 109 (1987) 177.
[40] S.B. Giddings, F. Hacquebord and H. Verlinde, High Energy Scattering and
D-pair Creation in Matrix String Theory, Nucl. Phys. B537 (1999) 260, hep-
th/9804121.
[41] P. Ginsparg, Applied Conformal Field Theory, in Fields, Strings and Critical
Phenomena, ed. E. Bre´zin and J. Zinn-Justin, North-Holland, 1988.
[42] L. Girardello, A. Giveon, M. Porrati and A. Zaffaroni, S-Duality in N=4 Yang-
Mills Theories with General Gauge Groups, Nucl. Phys. B448 (1995) 127, hep-
th/9502057.
[43] A. Giveon, M. Porrati and E. Rabinovici, Target space duality in string theory,
Phys. Rep. 244 (1994) 77, hep-th/9401139.
[44] M.B. Green, Effects of D-instantons, Nucl. Phys.B498 (1997) 195, hep-th/9701093.
[45] M.B. Green, Connections between M-theory and superstrings, Nucl. Phys. B
(Proc. Suppl.) 68 (1998) 242, hep-th/9712195.
[46] M.B. Green, M. Gutperle, and P. Vanhove, One loop in eleven dimensions, Phys.
Lett. B409 (1997) 177, hep-th/9706175.
[47] M.B. Green, J.H. Schwarz and E. Witten, Superstring Theory Vol.1 and 2, Cam-
bridge University Press, Cambridge, 1987.
111
Bibliography
[48] M.B. Green and P. Vanhove, D-instantons, Strings and M-theory, Phys. Lett.
B408 (1997) 122, hep-th/9704145.
[49] D. Gross and P. Mende, The high-energy behavior of string scattering amplitudes,
Phys. Lett. 197B (1987) 129 ; String theory beyond the Planck scale, Nucl. Phys.
B303 (1988) 407.
[50] F. Hacquebord and H. Verlinde, Duality symmetry of N=4 Yang-Mills theory on
T 3, Nucl. Phys. B508 (1997) 609, hep-th/9707179.
[51] J. Harvey, G. Moore and A. Strominger, Reducing S-duality to T -duality, Phys.
Rev. D52 (1995) 7161, hep-th/9501022.
[52] F. Hirzebruch and T. Ho¨fer, On the Euler number of an orbifold, Math. Ann.
286 (1990) 255.
[53] C. Hofman and E. Verlinde, (1997) unpublished.
[54] C. Hofman and E. Verlinde, U-Duality of Born-Infeld on the Noncommutative
Two-Torus, J. High Energy Phys. 12 (1998) 010, hep-th/9810116.
[55] C. Hofman and E. Verlinde, Gauge Bundles and Born-Infeld on the Noncommu-
tative Torus, hep-th/9810219.
[56] C. Hofman, E. Verlinde and G. Zwart, U-duality invariance of the four-dimensional
Born-Infeld theory, J. High Energy Phys. 10 (1998) 020, hep-th/9808128.
[57] E. D’Hoker and S.B. Giddings, Unitarity of the closed bosonic Polyakov string,
Nucl. Phys. B291 (1987) 90.
[58] G. ’t Hooft, A property of Electric and Magnetic Flux in Non-Abelian Gauge
Theories, Nucl. Phys. B153 (1979) 141.
[59] C.M. Hull and P.K. Townsend, Unity of Superstring Dualities, Nucl. Phys. B438
(1995) 109, hep-th/9410167.
[60] D. Kabat and P. Pouliot, A comment on zero-brane quantum mechanics, Phys.
Rev. Lett. 77 (1996) 1004, hep-th/9603127.
[61] E. Keski-Vakkuri and P. Kraus, M-momentum transfer between gravitons, mem-
branes, and fivebranes as perturbative gauge theory processes, Nucl. Phys. B530
(1998) 137, hep-th/9804067.
[62] A. Konechny and A. Schwarz, 1/4-BPS states on noncommutative tori,
hep-th/9907008.
[63] R. Leigh, Dirac-Born-Infeld Action from Dirichlet Sigma Models, Mod. Phys.
Lett. A4 (1989) 2767.
112
[64] S. Mandelstam, Lorentz Properties of the Three-String Vertex, Nucl. Phys. B83
(1974) 413; Interacting-String Picture of the Fermionic String, Prog. Theor.
Phys. Suppl. 86 (1986) 163; Dual-resonance models, Phys. Rep. 13 (1974) 259.
[65] L. Motl, Proposals on nonperturbative superstring interactions, hep-th/9701025.
[66] C. Montonen and D. Olive, Magnetic monopoles as gauge particles, Phys. Lett.
72B (1977) 117; P. Goddard, J. Nuyts and D. Olive, Gauge theories and magnetic
charge, Nucl. Phys. B125 (1977) 1.
[67] W. Nahm,Monopoles in quantum field theory, Proceedings of the monopole meet-
ing, ed. Craigie et al, World Scientific, Singapore, 1982.
[68] N. Obers and B. Pioline, U duality and M theory, hep-th/9809039.
[69] H. Osborn, Topological charges for N = 4 supersymmetric gauge theories and
monopoles of spin 1, Phys. Lett. 83B (1979) 321; A. Sen, Dyon-monopole bound
states, self-dual harmonic forms . . . , Phys. Lett.B329 (1994) 217, hep-th/9402032.
[70] J. Polchinski, Dirichlet-branes and Ramond-Ramond charges, Phys. Rev. Lett.
75 (1995) 4724, hep-th/9510017.
[71] J. Polchinski, Tasi lectures on D-branes, hep-th/9611050.
[72] J. Polchinski, String Theory Vols. 1 and 2, Cambridge University Press, Cam-
bridge, 1998.
[73] J. Polchinski and P. Pouliot, Membrane scattering with M-momentum transfer,
Phys. Rev. D56 (1997) 6601, hep-th/9704029.
[74] M. Rozali, Matrix theory and U-duality in seven dimensions, Phys. Lett. B400
(1997) 260. hep-th/9702136.
[75] J. Schwarz, An SL(2,Z) multiplet of type IIB superstrings, Phys. Lett. B360
(1995) 13; Erratum-ibid. B364 (1995) 252, hep-th/9508143.
[76] N. Seiberg, Why is the Matrix Model correct?, Phys. Rev. Lett. 79 (1997) 3577,
hep-th/9710009; A. Sen, D0 branes on T n and Matrix Theory, Adv. Theor. Math.
Phys. 2 (1998) 51, hep-th/9709220.
[77] S. Sethi and L. Susskind, Rotational invariance in the M(atrix) formulation of
type IIB theory, Phys. Lett. B400 (1997) 265, hep-th/9702101.
[78] S. H. Shenker, Another Length Scale in String Theory?, hep-th/9509132.
[79] L. Susskind, T Duality in M(atrix) theory and S duality in field theory,
hep-th/9611164.
[80] L. Susskind, Another Conjecture about M(atrix) theory, hep-th/9704080.
113
Bibliography
[81] W. Taylor, D-brane Field Theory on Compact Spaces, Phys. Lett. B394 (1997)
283, hep-th/9611042.
[82] W. Taylor, Lectures on D-branes, gauge theory and M(atrices), hep-th/9801182.
[83] P. K. Townsend, The eleven-dimensional supermembrane revisited, Phys. Lett.
B350 (1995) 184, hep-th/9501068.
[84] A. Tseytlin, On non-abelian generalisation of Born-Infeld action in string theory,
Nucl. Phys. B501 (1997) 41, hep-th/9701125; D. Brecher and M. J. Perry, Bound
states of D-Branes and the non-abelian Born-Infeld action, Nucl. Phys. B527
(1998) 121, hep-th/9801127.
[85] C. Vafa and E. Witten, A strong coupling test of S-duality, Nucl. Phys. B431
(1994) 3, hep-th/9408074.
[86] E. Witten, String theory dynamics in various dimensions, Nucl. Phys. B443
(1995) 85, hep-th/9503124
[87] E. Witten, Bound States of Strings and p-Branes, Nucl. Phys. B460 (1996) 335,
hep-th/9510135.
[88] E. Witten and D. Olive, Supersymmetry algebras that include topological charges,
Phys. Lett. 78B (1978) 97.
[89] T. Wynter, Gauge Fields and Interactions in Matrix String Theory, Phys. Lett.
B415 (1997) 349, hep-th/9709029.
[90] T. Wynter, Anomalies and Large N Limits in Matrix String Theory, Phys. Lett.
B439 (1998) 37, hep-th/9806173.
[91] T. Wynter, High energy scattering amplitudes in matrix string theory,
hep-th/9905087.
[92] G. Zwart, U-Duality in Supersymmetric Born-Infeld Theory, J. High Energy
Phys. 06 (1999) 011, hep-th/9905068.
114
Acknowledgements
On this last page I would like to thank a number of people for their contribution to
this thesis. First of all I want to thank my advisor Herman Verlinde.
Herman, I admire your knowledge of physics and in particular your knowledge of
string theory. Also, I appreciate your creativity and optimistic and friendly character
very much. Besides that I got the opportunity to visit workshops, conferences and
universities abroad, with financial support of your NWO Pionier grant. Thanks a lot
for everything.
It was a pleasure for me to write an article together with Steve Giddings and
Herman Verlinde. I thank them for enabling me to make my own (small) contribution
to a better understanding of the relation between matrix string theory and light-cone
string theory.
I thank Jae-Suk Park for sharing his enthusiastic ideas and knowledge with me.
I admire his erudition and I enjoy our conversations about physics and beyond very
much. Also, I would like to thank Boksun Han for delicious Korean dinners.
The discussions with Christiaan Hofman and Gysbert Zwart were very important
for me. Gysbert and Christiaan: thanks a lot.
I benefitted from useful discussions with Bernd Schroers, Sander Bais, Tom Wynter
and Boris Pioline.
Bernd Schroers, Bert-Jan Nauta and Ronald van Elburg are acknowledged for read-
ing parts of the manuscript of this thesis.
I thank Alain Verberkmoes for his patience and his willingness to solve problems I
had with the amazing world of LaTeX, TeX, Postscript and Mathematica. In particular
I thank him for producing figure 3.7.
Large parts of this thesis were written during two stays in Princeton. I thank the
department of physics of Princeton University for hospitality. Furthermore I thank the
Spinoza Institute, Utrecht University, for hospitality.
I thank the proprietors and crew of small world coffee in Princeton for kindly
supplying me with coffee of reasonable quality.
Last I thank my family and friends for their support.
