Abstract-a variable-length code is a fix-free code if no codeword is a prefix or a suffix of any other codeword. This class of codes is applied to speed up the decoding process, for the decoder can decode from both sides of the compressed file simultaneously. In this paper, we study some basic properties of fix-free codes. We prove a sufficient and a necessary condition for the existence of fix-free codes, and we obtain some new upper bounds on the redundancy of optimal fix-free codes.
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I. INTRODUCTION
F IX-FREE codes were first introduced by Schützenberger [22] and Gilbert and Moore [12] (where they were called never-self-synchronizing codes). Like alphabetic codes ( [15] , [20] , [26] ) and " "-ended codes ( [2] , [7] ), fix-free codes are a special class of prefix codes. At the same time, fix-free codes also belong to suffix codes. In a fix-free code, no codeword is a prefix or a suffix of any other codeword. This kind of codes has several applications ( [10] , [13] , [21] , [25] ). For example, a file compressed by a fix-free code can be decoded in the forward direction and the reverse direction simultaneously, thus reducing the decoding time in half compared with decoding in one direction only. As another example, suppose we want to search for the occurrence of a string in a given file compressed by a fix-free code. Again, the string can be searched in the compressed file in both directions simultaneously, thus reducing the search time in half.
A fix-free code with codeword lengths is called complete if . Previous work on fix-free codes primarily focused on complete fix-free codes. Certain properties of such codes have been studied in [1] , [9] , [12] , [23] , and [24] . Furthermore, necessary conditions for the existence of complete fix-free codes were given by Fraenkel and Klein [10] . Schützen-berger [23] and Césari [8] studied algorithms for constructing finite complete fix-free codes, whereas Fraenkel and Klein [10] provided an algorithm to construct such codes with a given set of codeword lengths. A systematic summary on complete fix-free codes can be found in [3, Ch. 3 ]. In the above references, fix-free codes were referred to as either biprefix codes or affix codes.
As mentioned in [10] , an optimal fix-free code (a code with minimum average codeword length) for a certain source is not necessarily complete. A simple example illustrates this. The only complete fix-free code for the source is . The average codeword length of this code is . However, the incomplete fix-free code for the same source has a shorter average codeword length equal to . In practice, optimal fix-free codes for a lot of sources are incomplete. Moreover, a complete fix-free code may not even exist for some sources. For instance, no complete fix-free code can be constructed for a source with three characters.
Ahlswede et al. [1] have proved some useful properties of fix-free codes. In particular, it was shown that a fix-free code with codeword lengths exists if . However, this sufficient condition is very loose. For example, consider the fix-free code with and . Then . Thus, this sufficient condition cannot even be used to check some very simple cases. In this paper, we take a probabilistic approach to study the existence of fix-free codes. With this approach, we are able to improve the sufficient condition and obtain a necessary condition for the existence of fix-free codes.
Let be the probability distribution of a source, and let be a code for the source. The redundancy of a code is defined as the difference between the average codeword length of this code and the entropy of the source. In this paper, we denote as the redundancy of a Huffman code and denote as the redundancy of an optimal fix-free code. It is well known that . These bounds on , which are independent of the source probability distribution, are the tightest possible. However, when partial knowledge about the source probabilities is available, such as the probability of the most likely source symbol, these bounds can be improved. The redundancy of a Huffman code has been discussed extensively in the literature (e.g., [4] - [6] , [11] , [16] - [19] , [27] ).
Unlike prefix codes which can be optimally constructed by the Huffman algorithm, to our knowledge, there is no efficient algorithm for constructing optimal fix-free codes. This makes it very difficult to obtain nontrivial bounds on the redundancy of optimal fix-free codes.
Ahlswede et al. [1] have proved that . In some cases, Huffman codes also happen to be optimal fix-free codes. For example, for the source distribution , the code is a Huffman code as well as an optimal fix-free code, and its redundancy is zero. Therefore, the lower bound on is tight.
For the above upper bound on , we will show at the end of this paper that it is not tight for sources with a fixed alphabet size. Nevertheless, since this upper bound is a constant, for an independent and identically distributed (i.i.d.) source, the coding rate (per symbol) of an optimal fix-free code for source symbols approaches the entropy rate of the source when tends to infinity.
0018-9448/01$10.00 © 2001 IEEE Being a special kind of prefix codes, optimal fix-free codes have average codeword lengths no less than those of the corresponding Huffman codes. Therefore, lower bounds on the redundancy of Huffman codes ( [6] , [16] , [18] ) also apply to optimal fix-free codes. In this paper, we provide some new upper bounds on when partial knowledge of the source distribution is available.
Recently, Girod [14] proposed a very simple scheme that allows bidirectional decoding of a variable-length coded bit stream obtained from the bit stream produced by a Huffman code. The coding rate of this scheme always approaches that of a Huffman code when the number of source symbols to be encoded becomes large. However, for an i.i.d. source, depending on the source distribution, the coding rate of such a scheme may be bounded away from the entropy rate of the source even if encoding of multiple symbols is allowed.
The rest of this paper is organized as follows. In Section II, we discuss two basic properties of fix-free codes which incur much difficulty in analyzing the structure of such codes. In Section III, we use a probabilistic method to obtain a sufficient condition and a necessary condition for the existence of fix-free codes. Some related results are also obtained. The merit of our probabilistic method is that it is not necessary to consider the structure of fix-free codes explicitly. To demonstrate the generality of our probabilistic method, we use it in Section IV to prove the Kraft inequality for prefix codes. In Section V, we prove some new upper bounds on . Concluding remarks are in Section VI. In this paper, we confine our discussion to binary fix-free codes. All logarithms are in base . Our results can readily be generalized to nonbinary fix-free codes.
II. TWO PROPERTIES OF FIX-FREE CODES
In this section, we present two basic properties of fix-free codes which are quite different from those of prefix codes. These two properties play a crucial role in determining the methodology we use in Section III of this paper.
A set of codewords is said to satisfy the fix-free condition if no codeword in the set is a prefix or a suffix of any other codeword. This set of codewords hence forms a fix-free code. Consider a code with codewords. The lengths of these codewords form a vector , where is the length of the th codeword. We assume without loss of generality that and we use to denote this ordered set of codeword lengths. construct a fix-free code with codeword lengths , which can be seen as follows. If we choose " " as the first codeword, the second and the third codewords must be " " and " ," respectively. No further string with length four can be used without violating the fix-free condition with the existing codewords. The same argument applies if " " is chosen as the first codeword. Therefore, although a fix-free code with lengths exists, there does not exist a fix-free code with lengths . Prefix codes also have the following property. Consider and where both and satisfy the Kraft inequality. Suppose we already have a prefix code with lengths . Then to construct a prefix code with lengths , we only need to add a new codeword with length to the existing code such that none of the existing codewords is a prefix of this codeword. In other words, it is not necessary to change the original set of codewords in order to accommodate the new codeword.
However, this property again does not hold for fix-free codes. Consider the fix-free code with lengths . It is impossible to add one more codeword with length four to this code without violating the fix-free condition, that is, it is impossible to construct a fix-free code with lengths by appending a new codeword to the code . But it is actually possible to construct a fix-free code with such lengths. An example of such a code is . Upon observing such irregular characteristics of fix-free codes, we realize that the usual methods for studying prefix codes do not work for fix-free codes. From the foregoing, for two ordered sets and , where and thus it is possible that there exists a fix-free code with codeword lengths but there does not exist one with codeword lengths . Therefore, constant cannot be the form of a necessary and sufficient condition for the existence of a fix-free code with a specified set of codeword lengths. Also from the foregoing, for and even if there exist fix-free codes with codeword lengths and , a fix-free code with codeword lengths may not be constructed based on an existing code with codeword lengths . Both of these two rather peculiar characteristics of fix-free codes make it extremely difficult to characterize the existence of such codes by analyzing their structural properties. In the next section, we will take a probabilistic approach which avoids explicit consideration of the structure of fix-free codes. . The quantity stands for the number of strings with length which are both prefixed and suffixed by . It depends on the relation between and . We now discuss it for three cases.
III. A SUFFICIENT AND

Case 1.
For this case, is equivalent to . Hence, one and only one string with length , namely, , has as its prefix and suffix, i.e.,
Thus
Case 2.
We will adopt the convention that the first bit is on the left when we display a string. From Fig. 1 , we see that for any string satisfying , the first and the last bits of must be same as , while each of its bits in the middle is either " " or " ." Thereby, totally possible strings with length are both prefixed and suffixed by , i.e.,
Case 3. From Fig. 2 , we see that if the first bits of are equal to its last bits, then there exists one and only one string with length prefixed and suffixed by . Thus
Otherwise, no string with length satisfying this condition exists. Thus
Hence, for this case Therefore, Lemma 1 is proved.
We now describe a random procedure for constructing a code with codeword lengths . In this procedure, codewords with lengths are chosen successively. Specifically, a codeword with length is independently chosen from the set of all possible strings with length . After all the codewords have been chosen, we check if they satisfy the fix-free condition. If so, these codewords form a fix-free code. Obviously, a total of possible codes can be constructed by this procedure. Define as the probability of successfully constructing a fix-free code with lengths . Then is equal to the total number of fix-free codes with lengths divided by . Thus if and only if there exists at least one fix-free code with lengths . In the following lemma, we prove a lower bound on .
Lemma 2:
( 1) where is the smallest such that . Proof: A string is called available if it has not been chosen and it does not violate the fix-free condition with any codeword already chosen, otherwise, it is called unavailable. The total number of available and unavailable strings with a specified length is equal to the total number of strings with that length. By definition, the quantity discussed in Lemma 1 actually is the number of unavailable strings with length given that the codeword has been chosen. We prove the lemma by induction on the number of codewords in a code. In the construction of a fix-free code with two codewords, the first codeword can be chosen from the set of all strings with length . Since the fix-free condition is always satisfied by a set consisting of only one codeword, . Let denote the probability that a fix-free code with lengths is successfully constructed given that a codeword with length has already been chosen. Hence
The number of available strings with length is equal to , where is bounded in Lemma 1. Thus
From Lemma 1 and by using the upper bound on for , we obtain
On the other hand, letting be equal to in (1), we have In the above, there is one term in the summation on the right-hand side (RHS) of (4) for the second case with . The summation is empty for the first and the third cases. Since every term on the RHS of (5) Inequality (6) is readily seen to be true from (2) and (3). Therefore, the lemma is true for . Suppose we have chosen codewords , . The probability that forms a fix-free code is . By the induction hypothesis, assume that
, then is certainly equal to , because if it is impossible to construct a fix-free code with codeword lengths , it is also impossible to construct a fix-free code with codeword lengths . On the other hand, if , the RHS of (7) must be zero since it is nonnegative. Now is equal to zero because it is the product of the RHS of (7) and the st term. Therefore, we see that is satisfied because both sides are equal to zero, and the lemma is proved for this case. If , consider for the time being as fixed and assume that they satisfy the fix-free condition. Denote as the number of available strings with length for the fix-free code . In the following, we obtain a lower bound on through the analysis of , the number of unavailable strings with length . By the inclusion-exclusion principle, we have (8) We will examine all the summations on the RHS of (8) in the following.
1) Each term in the first summation stands for the number of strings with length prefixed or suffixed by , . It has already been discussed in Lemma 1, with and being and in the lemma, respectively. 2) Each term in the second summation on the RHS of (8) represents the number of strings with length made unavailable simultaneously by two distinct codewords and , where and . This is developed by (9) (10) (11) Because and are distinct and is not a prefix or a suffix of , all four terms in (9) are mutually exclusive. Hence, (10) follows. Again, for the same reason, the last two terms in (10) vanish. The two terms in (11) represent the number of strings with length which are prefixed by and suffixed by , or prefixed by and suffixed by . They are further discussed under the following three conditions. a) From Fig. 3 , we see that for a string prefixed by and suffixed by , its first bits and last bits must be and , respectively. Any of the bits in the middle can be either " " or " ." Thus
The same argument applies in the discussion of . Hence b) and From Fig. 4 , we see that if the first bits of are identical with the last bits of , there is one and only one possible string with length both prefixed by and suffixed by . Thus Otherwise, no strings with length satisfying that condition exists. Thus
The same argument applies in the discussion of . Since for this case, each term in (11) is either or , we have c)
For this case, the three conditions , , and are equivalent. Consequently, implies , and implies . These are contradictions to the fix-free condition between and . Therefore, the quantity (11) is . 3) Each term in the third summation on the RHS of (8) Taking into account all the above analyses as well as the conclusion of Lemma 1, it follows from (8) that (12) where the first three summations on the RHS of (12) follow from the first summation on the RHS of (8) , and the last summation on the RHS of (12) follows from the second summation on the RHS of (8) . For the first summation on the RHS of (8), we use the upper bound on in the third case of Lemma 1. For the second summation on the RHS of (8), we use the lower bound in case 2b). Upon writing and we obtain which implies (13) By definition, is nonnegative, and hence . Taking on both sides of (13), we obtain (14) Note that this lower bound on depends on , but not on the specific choice of . Let be the probability that forms a fix-free code given that is a fix-free code.
can be defined only if . Then From (14) , and by using the first property of , we obtain (15) Finally, it follows from (7) and (15) We now derive three sufficient conditions in the form similar to the Kraft inequality for prefix codes. Although these sufficient conditions are looser than Theorem 1, their forms are simpler and they can be more easily checked. Also, they will be useful in the discussion of the upper bounds on the redundancy of optimal fix-free codes in the later part of this paper. With both terms on the RHS of (17) If the shortest length of a given set of codeword lengths is , we can further derive a tighter sufficient condition than Corollary 2.
Corollary 3:
Let be a set of codeword lengths. If , then implies the existence of a fix-free code with lengths . (19) It follows from (18) and (19) that , which implies the existence of a fix-free code. Therefore, the corollary is proved.
Unlike the above proof, we now present an alternative proof which does not rely on Lemma 2. This proof not only shows that a fix-free code exists, but also shows how the code can be constructed. Since satisfies the fix-free condition, appending a common bit to the head and the tail of all codewords does not violate the fix-free condition. Also is obviously neither the prefix nor the suffix of any other codeword. Hence forms a fix-free code, completing the proof.
Having obtained a lower bound on in Lemma 2, we now prove an upper bound on in the following lemma, which is the counterpart of Lemma 2.
Lemma 3: (20) where is the smallest such that . Proof: We also prove this lemma by induction on the number of codewords in a code. Following arguments similar to those used in the proof of Lemma 2, we have and . From Lemma 1 and by using the lower bound on for , we obtain if if (21) if (22) On the other hand, setting in (20), we have (23) where is the smallest such that . Following similar arguments as those used for (4), (23) (21) and (22) . Therefore, the lemma is true for . Suppose codewords , have already been chosen, and is the probability that forms a fix-free code. By the induction hypothesis, assume that (24) If , must be equal to zero as has already been discussed in Lemma 2. Hence for this case is satisfied because of the nonnegativity of the RHS of the above inequality, and the lemma is proved.
If , consider at this stage as fixed and assume that they satisfy the fix-free condition. The following is to obtain an upper bound on , the number of available strings with length for the fix-free code ( has the same definition as in Lemma 2) . Recall the analysis of the quantity of in the proof of Lemma 2. Here we use the lower bound on in the third case of Lemma 1 for the first summation on the RHS of (8), and use the upper bound in case 2 b) of Lemma 2 for the second summation on the RHS of (8) . It then follows from (8) that
The manipulation of the terms in the above is similar to that in the derivation of (12) . Upon writing and we obtain which implies It then follows from the above upper bound on that (25) Finally, it follows from (24) and (25) that completing the proof.
An upper bound on is obtained in the above lemma. If this upper bound is equal to zero, must be zero, which implies the nonexistence of fix-free codes with lengths . Hence, we have the following theorem.
Theorem 2 (Necessary Condition):
For a set of codeword lengths , define where is the smallest such that . If there does not exist a fix-free code with codeword lengths .
Example 2:
It is known from the previous section that we cannot construct a fix-free code with codeword lengths . Upon inserting into , we have By Theorem 2, no fix-free code with codeword lengths exists. The nonexistence of fix-free codes with codeword lengths and can also be verified by this theorem.
We have obtained a lower bound and an upper bound on in Lemma 2 and Lemma 3, respectively. Under a certain condition, the upper bound coincides with the lower bound. The necessary and sufficient conditions for the existence of fix-free codes under this condition is then determined. Proof: We expand as
It can be inferred from the given condition that if , i.e., , then . Hence, the last summation of (26) vanishes and reduces to which coincides with under the same condition. Thereby, it becomes the exact expression for . As a fix-free code with lengths exists if and only if , the theorem is proved.
IV. KRAFT INEQUALITY
We have developed a probabilistic method for studying fix-free codes. This method is very powerful because it does not involve explicit consideration of the structure of such codes. To illustrate the generality of our method, we use it to derive the Kraft inequality for prefix codes. The merit of our derivation is threefold. First, it is not necessary to know the Kraft inequality ahead of time. As we will see, our method naturally leads to the Kraft inequality. Second, both the necessity and the sufficiency of the Kraft inequality are proven on the same footing. Third, no explicit construction of a prefix code is involved, and hence our method can be generalized to handle more complicated code structures such as the fix-free code, the " "-ended code ( [2] , [7] ), and the alphabetic code ( [20] , [26] ).
A set of codewords is said to satisfy the prefix condition if no codeword in the set is a prefix of any other codeword. The same random procedure as described in the previous section is used to construct a prefix code with codeword lengths . Let be the probability of successfully constructing a prefix code with codeword lengths , and if and only if there exists at least one prefix code.
Kraft Inequality: There exists a binary prefix code with codeword lengths if and only if
Proof: Without loss of generality, assume We first prove the following proposition:
The proposition is proved by induction on the number of codewords in a code. To construct a prefix code with two codewords, we can choose the first codeword from the set of all strings with length . Hence, . Denote as the probability of a code with lengths being a prefix code given that a codeword with length is chosen. Since for every chosen codeword , the number of unavailable strings with length is given by we obtain Therefore, On the other hand, letting be equal to in (27) , we have which is equal to since . Hence for , the proposition is ture.
Suppose we have chosen codewords , . The probability that forms a prefix code is . By the induction hypothesis, assume that (28) If , then is obviously equal to . On the other hand Hence for this case and the proposition is proved.
We now consider the case of . At this moment, regard as fixed and assume that they satisfy the prefix condition. Note that . Denote by the number of available strings with length for the prefix code which we will determine in the following. Now the number of unavailable strings with length is given by
First, each term in the first summation on the RHS of (29) represents the number of strings with length prefixed by . So it is equal to , and the summation is Second, each term in the second summation on the RHS of (29) represents the number of strings with length prefixed simultaneously by two distinct codewords and , where and . Since is not a prefix of , and cannot both be prefices of . Thus, this summation vanishes. Similarly, all the summations which are not explicitly displayed on the RHS of (29) vanish. Hence, it follows from (29) that which implies for is always nonnegative. Note that the value of depends on , but not on the specific choice of . Let be the probability of being a prefix code given that is a prefix code. Then
We note that is defined only if . Finally, it follows from (28) and (30) that Therefore, we have proved the proposition in (27) . Now is equivalent to
Since for the inequality in (31) holds if and only if the th term in the product is strictly positive, i.e.,
Since , both and are multiples of . Therefore, the difference between and is at least , which in turn is a multiple of because . Thus, adding to the left side of (32) makes the inequality nonstrict, i.e.,
Therefore, (32) implies (33). Conversely, it is obvious that (33) implies (32). Thus, we see that (32) and (33) are equivalent. Therefore, is equivalent to . As mentioned, is equivalent to the existence of a prefix code. Hence, is the necessary and sufficient condition for the existence of a prefix code, completing the proof of the Kraft inequality.
V. NEW UPPER BOUNDS ON THE REDUNDANCY OF OPTIMAL FIX-FREE CODES
Considering the difficulty in constructing optimal fix-free codes, in this section we obtain upper bounds on by constructing fix-free codes which are not necessarily optimal. Without loss of generality, assume that . We will prove new upper bounds on in terms of 1) , the probability of any given symbol; 2) , the probability of the most likely source symbol; 3) , the probability of the least likely source symbol.
Let be the binary entropy function.
Theorem 4:
Let be the probability of any given source symbol, then
We obtain the above definition of by using the Lagrange multipliers in order to minimize the upper bound on . The details are omitted here. Since both and are less than , all the lengths defined above are greater than (so that they are valid lengths for codewords). From (34), we have By Corollary 2, there exists a fix-free code with these codeword lengths. Now Hence Fig. 5 shows this upper bound on as a function of . This upper bound is always less than two.
Next, we prove a new upper bound on in terms of , the probability of the most likely symbol. Let us revisit Theorem 4 after obtaining the upper bound on in terms of . If the probability of a certain symbol is known and is no less than , then must be equal to . Thus the upper bound in Theorem 4 can readily be enhanced via an application of Theorem 5, which is given in the following theorem.
Theorem 6: Let be the probability of any given source symbol, then if if This upper bound on as a function of is shown in Fig. 7 . From this figure, we find that can tend to only if the probability of every source symbol tends to zero. For sources with a fixed alphabet size, this is impossible. Precisely, we have the following corollary.
Corollary 4:
For any fixed , where is the size of the source alphabet, it is impossible to construct a sequence of source distributions for which tends to .
We can calculate the upper bound on in Theorem 6 when the probability of any source symbol is given. Furthermore, this upper bound can be enhanced considerably upon knowing that the given probability is that of the least likely source symbol. This is shown in the next theorem. 
and (36) where is a positive quantity no more than . Since we have
Hence, . On the other hand Hence, all lengths defined in (36) are at least (so that they are valid lengths for codewords). Now it follows from (35) and (36) that By Corollary 1, there exists a fix-free code with codeword lengths . Now
The smaller the , the smaller the RHS of (37). When tends to zero, the value of the RHS of (37) is smallest. Hence, we have This upper bound on as a function of is shown in Fig. 8 . It is considerably tighter than the one given in Theorem 6 with .
VI. CONCLUSION
In this paper, we obtain a sufficient and a necessary condition for the existence of fix-free codes by means of a probabilistic method. Based on the sufficient condition, some new upper bounds on , the redundancy of an optimal fix-free code, in terms of partial information about the source distribution are derived. The results we obtain in this paper are stronger than all the previously known results along the same line. In particular, it is shown that the upper bound on previously obtained by Ahlswede et al. [1] cannot be tight for sources with any fixed alphabet size, although this is the best known upper bound on independent of the source probability distribution.
Ahlswede et al. [1] also conjectured that is a sufficient condition for the existence of binary fix-free codes. Recently, harada and Kobayashi [28] have generalized this conjecture to nonbinary cases.We cannot prove this conjecture. But with the help of the computer, we find that the conjecture is true for the binary case at least for , where is the maximum codeword length. This conjecture warrants further investigations because if it is true, the upper bound on can be improved from to , which is approximately .
