Numerical continuation is used to study bifurcations in doubly diffusive convection in three-dimensional enclosures driven by opposing horizontal temperature and concentration gradients, and the results are compared with the two-dimensional case. Direct numerical simulation is used to show that in certain regimes the first stable nontrivial state of the three-dimensional system is a finite amplitude nonlinear oscillation. This state may be either periodic or chaotic. The mechanism responsible for these oscillations is identified, and the oscillations shown to be an indirect consequence of the presence of a steady-state bifurcation to fundamentally three-dimensional longitudinal structures that are absent from a two-dimensional formulation. The role of global bifurcations in generating the chaotic oscillations is elucidated.
I. INTRODUCTION
Doubly diffusive convection, that is, convection driven by a combination of concentration and temperature gradients, has been the subject of much study. The system is known to display a wealth of dynamical behavior whose properties depend both on the direction and the magnitude of the initial ͑or imposed͒ gradients. 1, 2 The earliest work was motivated by oceanographic applications 3 and focused on situations in which the gradients are parallel to the buoyancy force. In contrast, in solidification convection is frequently induced by gradients perpendicular to the buoyancy force. 4 The latter is the situation of interest in the present paper. We measure the relative importance of the temperature and concentration gradients by the buoyancy ratio N ϭ C ⌬C/ T ⌬T, where T ϵ‫ץ/ץ‬TϽ0, C ϵ‫ץ/ץ‬CϾ0, and ⌬T, ⌬C are the differences in temperature and concentration imposed across the system. When the imposed gradients are parallel, the two buoyancy forces are said to be cooperating if NϾ0 and opposing if NϽ0.
Experiments with parallel horizontal gradients have been carried out by Kamotani et al., 5 Jiang et al., 6, 7 and Han and Kuehn 8 using electrochemical systems with heated electrodes as the lateral walls, Lee et al. 9 using a salt-water mixture, and Weaver and Viskanta 10 using different gas mixtures. Except in the last case the Prandtl number ͑Prϭ/, where is the kinematic viscosity and the thermal diffusivity͒ in these experiments is of order 10 and the Lewis number ͑Leϭ/D, where D is the concentration diffusivity͒ is of order 100-500. The value of N is adjusted to a prescribed value by changing the ratio ⌬C/⌬T and the experiments cover the range Ϫ100ϽNϽ40. In many cases the fluid container is extended in the direction transverse to the imposed gradients, and the observations are then in qualitative agreement with the results of two-dimensional numerical simulations. Even with this simplification the simulations indicate that in containers of order one aspect ratio both single roll and multicellular flows can be observed depending on the values of N and Le. 11, 12 For larger Lewis numbers the formation of steady or unsteady solutal boundary layers appears to be responsible for the increased difference between the experiments and the results of two-dimensional simulations. More recently, Gobin and Bennacer, 13 and Bennacer and Gobin, 14 inspired by the work of Beghein et al., 15 identified the different regimes dominated by thermal or solutal effects in terms of N and Le, focusing on the cooperating case. The essence of the opposing case is captured by the case NϭϪ1 and nearby values. When NϭϪ1 there exists a pure conduction state with linear profiles of temperature and concentration, and linear stability analysis can be used to identify a threshold for the first instability. Bifurcation theory can then be used to characterize the states that develop. In two dimensions such a study was performed numerically for a variety of aspect ratios by Gobin and Bennacer, 16 Ghorayeb and Mojtabi, 17 and Xin et al., 18 and analytically by Bardan et al. 19 In particular, the latter employ weakly nonlinear analysis to discuss the effects of slight variations of N about NϭϪ1, and use the results to understand much of the structure observed in numerically generated bifurcation diagrams for other values of N. These papers all point to the importance of symmetry-breaking bifurcations, and show that the neutral stability curves corresponding to solutions with different symmetries as a function of the vertical extent of the container are braided. The effect of the container inclination on the multiplicity of solutions and the resulting pattern selection is discussed by Bergeon et al. 20 Almost all of the numerical work just mentioned was performed in two dimensions. Recently, however, Sezai and Mohamad 21 performed direct numerical simulations of flows in containers in the form of a cube with no-slip boundary conditions on all sides, focusing on the parameter regimes Ϫ2ϽNϽ0, 10ϽRaϽ2.10 5 and 0.1ϽLeϽ150, where Ra is the thermal Rayleigh number. These authors show that while one typically finds nonlinear states with reflection symmetry in the transverse direction this is not always so. In particular, they find that as N becomes more negative this symmetry is broken, and that this instability is responsible for a substantial reduction in the transport properties of the flow. Since instabilities of this kind are necessarily absent from the twodimensional formulation, these results indicate that threedimensionality is of vital importance in problems of this type, at least in cubical enclosures. In addition, Sezai and Mohamad observe that no stable steady flows are possible in the range Ϫ0.95ϽNϽϪ0.84 and that in this case the flow takes the form of chaotic and quite spiky oscillations, particularly in the vertical velocity field. The present paper is motivated in part by these results, and attempts to understand the origin of both the symmetry-breaking states mentioned above, and of the chaotic oscillations near NϷϪ1. For this purpose we have found it invaluable to examine flows in containers with an extended dimension, in which the stable flows are almost two-dimensional, and so can be easily related to earlier two-dimensional simulations. By varying the aspect ratios of the container we are able to track the various bifurcations and distinguish clearly between states that are fundamentally two-dimensional ͑in the sense that they have direct analogues within a two-dimensional formulation͒, and those that are fundamentally three-dimensional ͑in the sense that they do not͒. We refer to the former as transverse states, and the latter as longitudinal states. Three-dimensional containers are described by two aspect ratios, both of which have a strong influence on the flow structure. Nearly two-dimensional structures are expected when one dimension of the container is much larger than the typical scale of the roll-structures predicted by linear analysis. The velocity boundary conditions also play an important role in both the linear stability and in the subsequent nonlinear behavior. In the present work, as in the study by Sezai and Mohamad, 21 we impose no-slip boundary conditions along all the boundaries of the container, and fix the distance between the two vertical walls maintained at prescribed temperature and concentration to be 1 in dimensionless units. We explore in detail, using numerical branch following and direct simulations, the properties of the resulting equations as a function of the two remaining aspect ratios, focusing on the case NϭϪ1. For this case the stability of the conduction state depends on Le only through the product Ra(LeϪ1), where Ra is the thermal Rayleigh number ͑RaϭPrGr, where Gr is the Grashof number͒. We first compute the linear stability thresholds for different aspect ratio containers, and then turn to the nonlinear study of the emerging flows. We restrict the study to moderate Lewis numbers (Leϭ11) essentially for numerical reasons since the stability properties of our numerical scheme for forward time integration of the evolution equations become seriously affected at large Lewis numbers. In contrast, the continuation method we use is based on a spectral element discretization, and is capable of handling larger values of Le.
The paper is organized as follows. In the next section, we introduce the governing equations and describe the numerical methods used. In Sec. III we describe and discuss the results. Section IV contains a dynamical systems interpretation of these results, and describes a simple model that captures the important transitions revealed by the numerics. Some of the more mathematical aspects of the analysis are relegated to an Appendix. The paper concludes with a brief summary.
II. GOVERNING EQUATIONS AND NUMERICAL METHOD

A. Governing equations
We consider a nonreactive binary fluid mixture confined in a three-dimensional container with two opposite sidewalls, at xϭ0,ᐉ, maintained at prescribed ͑and unequal͒ temperatures and concentrations. We denote the height in the z direction by H, the width in the x direction by ᐉ and the length in the y direction by L ͑see Fig. 1͒ . In the following we nondimensionalize the equations with respect to ᐉ, and therefore describe the shape of the container in terms of the aspect ratios A y ϭL/ᐉ and A z ϭH/ᐉ. We suppose that the wall x ϭᐉ is maintained at a constant temperature T r * and a concentration C r * , while the wall at xϭ0 is maintained at T r * ϩ⌬T and C r *ϩ⌬C, and assume that ⌬TϾ0, ⌬CϾ0. We ignore cross-diffusion ͑i.e., the Soret and Dufour effects͒ and use the Boussinesq approximation with the fluid density given by ͑T*,C*͒ϭ 0 ϩ T ͑ T*ϪT r *͒ϩ C ͑ C*ϪC r *͒,
͑1͒
where T* and C* are, respectively, the ͑dimensional͒ temperature and concentration, and the quantities T Ͻ0 and C Ͼ0 are constants. The equations are nondimensionalized using ᐉ, ᐉ 2 /, /ᐉ, ⌬T, and ⌬C as units of length, time, velocity, temperature, and concentration. The resulting dimensionless governing equations read
where Prϭ/ is the Prandtl number, and Scϭ/D is the Schmidt number. The Grashof number Gr and the buoyancy ratio N are defined by
where g is the gravitational acceleration. The heat and mass fluxes vanish along the boundaries yϭ0, A y and zϭ0, A z , and on each wall the velocity uϵ(u,v,w) vanishes. Consequently, the boundary conditions read at xϭ0 uϭvϭwϭTϪ1ϭCϪ1ϭ0, ͑7͒
at xϭ1 uϭvϭwϭTϭCϭ0, ͑8͒
at yϭ0, A y uϭvϭwϭ‫ץ‬ y Tϭ‫ץ‬ y Cϭ0, ͑9͒
at zϭ0, A z uϭvϭwϭ‫ץ‬ z Tϭ‫ץ‬ z Cϭ0. ͑10͒
In the following we will have occasion to use the Rayleigh number RaϭGrPr and the Lewis number LeϭSc/Pr.
B. Numerical method
In order to compute steady solutions of the above problem as a function of the Grashof number we use a numerical continuation method based on a Newton solver for the timeindependent version of Eqs. ͑2͒-͑5͒ and ͑7͒-͑10͒. These equations are spatially discretized using a spectral element method described by Karniadakis et al. 22 For a steady state the unknowns are the values of the velocity, temperature, and pressure at the Gauss-Lobatto-Legendre collocation points, 23 which we denote by X គ . The time-stepping scheme can be rewritten in abbreviated form as
where L = is a matrix representing the linear part of the equations, N គ is a nonlinear operator, I = is the identity matrix and ⌬t is the time step. This time-stepping scheme is not used for the time integration but only in a Newton solver following a suggestion due originally to Tuckerman 24 and described in detail by Mamun and Tuckerman. 25 The steady states are solutions of
and therefore, solutions of F គ (X គ ,Gr)ϭ0 គ . With a Newton method, at each Newton step one has to solve
to obtain dX គ and dGr. The iteration is carried out by replacing X គ and Gr by X គ ϩdX គ and GrϩdGr, respectively. Equation ͑13͒ can be solved at a fixed Grashof number, in which case dGrϭ0, or with a component of X គ fixed, in which case the Grashof number becomes one of the unknowns. In any event, each part of ͑13͒ is evaluated using the time-stepping scheme ͑11͒. This is straightforward for the left-hand side of Eq. ͑13͒, while the computation of the right-hand side requires some changes in the original time step. For the present time-stepping scheme these are described by Bergeon and Henry. 26 The Newton solver is implemented into a standard continuation algorithm 27 which allows one to follow branches of steady states. Once a steady state is obtained, its linear stability properties are studied by means of Arnoldi's method. 25 This method allows one to compute the most unstable eigenvalues and the corresponding eigenvectors, and these can, in turn, be used to locate secondary bifurcations and to build predictors for the branching procedure. 27 To reduce computational time, linear stability is investigated only for every fifth converged solution obtained from the continuation scheme.
The method has been validated for a number of cases in two dimensions, 20 as well as for Marangoni-Bénard convection with no-slip boundary conditions in both two and three dimensions. 28, 29 Additional tests were performed on the Rayleigh-Bénard problem in a magnetic field in cylindrical geometry. 30 We restrict the present study to Leϭ11, i.e., to moderate Lewis numbers. For large Lewis numbers the resolution of the resulting thin solutal boundary layers ͑see for instance Ref. 31͒ requires a much higher-order polynomial approximation than the one used here. As can be seen from Eq. ͑5͒ additional problems arise when Sc is large. In this case the diffusive term is small compared to the convective term and the equation is almost hyperbolic. The numerical problems that result are discussed in detail by Canuto et al. 32 The best methods for integrating equations of this type are still the subject of research ͑see, for instance, Ref. 33 and references therein͒.
III. RESULTS
In the following we fix NϭϪ1. The problem then has the trivial solution uϭ0, T(x,y,z)ϭC(x,y,z)ϭ1Ϫx, and this solution is linearly stable up to a critical Grashof number Gr c Ͼ0. Successive bifurcations occur as Gr is increased above Gr c . Figure 2 summarizes the dependence of the different critical Grashof numbers on the aspect ratio A z (1 рA z р6) when A y ϭ1, Prϭ1, and Scϭ11. The specific choice of Pr and Sc is immaterial since the linear stability problem depends on Pr and Sc only in the combination GrPr(LeϪ1). Consequently, the critical values for other choices of Pr, Sc may be deduced from the figure shown. Figure 3 shows the form of the corresponding neutral eigenvectors using surfaces of constant temperature. The structure of the corresponding flow is indicated in Fig. 4 . These figures indicate that, for all A z , the eigenflow is organized into rolllike structures with axes in the y direction. We anticipate, therefore, that sufficiently close to Gr c the nonlinear flow will also take the form of rolls with axes in the y direction, regardless of the aspect ratio A z .
Before discussing the results of Figs. 2 and 3, we summarize the symmetry properties of the governing equations that will help us to understand them. Equations ͑2͒-͑10͒ are invariant under the reflection S y about the plane yϭA y /2,
In addition they possess the point symmetry of the twodimensional problem, 20 viz.,
where Tϭ1Ϫxϩ(x,y,z), Cϭ1Ϫxϩ⌺(x,y,z). Thus S ⌬ is a rotation by about the line xϭ1/2, zϭA z /2. It follows that the equations are also invariant under the operation S ⌬ ‫ؠ‬S y ϭS y ‫ؠ‬S ⌬ ϵS C , corresponding to a point symmetry with respect to the center of the container. These symmetries constitute the symmetry group GϭZ 2 ϫZ 2 ϵD 2 . If S is a nontrivial element of Gϭ͕I,S y ,S ⌬ ,S C ͖ and H គ is an eigenvector of the linearized problem, then SH គ ϭϮH គ , i.e., the instability either breaks or respects the reflection symmetry. Each of the neutral stability curves shown in Fig. 2 is characterized by a particular symmetry. For example, the instability along curves 1 and 3 respects the group G while that along curves 2 and 4 respects only S y but breaks S ⌬ and hence S C . In contrast, the instability along curve 5 respects S ⌬ but breaks S y and S C , while that along curve 6 respects S C but breaks S y and S ⌬ . Observe that the neutral stability curves split pairwise into braided families. In each case the instability along one member of a pair breaks a reflection symmetry but this symmetry is preserved along the other member. The resulting braiding is a general feature of boundary-value problems with non-Neumann boundary conditions. 34 In all cases the critical Rayleigh numbers decrease ͑although not monotonically͒ as A z increases, as might be expected. At the same time the amplitude of the excursions of one curve about the other also decays. This is a consequence of the fact that as A z increases it is easier and easier to insert a roll into the system. The fact that the families of neutral stability curves corresponding to like structure in the y direction all approach one another as A z →ϱ should come as no surprise. Similar behavior occurs in two dimensions, as discussed already by Hirschberg and Knobloch. 34 The asymptotic value depends of course on the aspect ratio A y and on the boundary conditions imposed at yϭ0, yϭA y . When no-slip boundary conditions are used as in the present case the corresponding asymptotic value is larger than that for an infinite layer ͑in y͒ computed in Ref. 18 . Only in the case of stress-free boundary conditions at yϭ0, yϭA y 35 do the results approach those from two-dimensional calculations ͑see, e.g., Ref. 17͒. This is because for these boundary conditions the critical eigenfunction has no velocity component in the y direction. A larger limiting value obtains for eigenfunctions with a tworoll structure in the y direction, such as those corresponding to curves 5 and 6, because the critical Rayleigh number is a decreasing function of the effective aspect ratio A y . We find that the corresponding eigenfunctions represent fully threedimensional flows in the sense that the horizontal flow along the heated wall is comparable to the other two velocity components, in contrast to the eigenfunctions for curves 1-4 in which this component is always weak.
The presence of the symmetry group GϵD 2 provides a key to understanding the nature of the nonlinear solutions that bifurcate from the conduction state when the Rayleigh number ͑equivalently, the Grashof number͒ is increased. 36 In particular, we know that if a bifurcating solution does not break the symmetry G of the conduction solution ͑i.e., SX គ ϭX គ for all SG͒, the generic bifurcation is transcritical. This is the case, for example, along curve 1 in Fig. 2 . In contrast, if one of the reflection symmetries in G is broken, the bifurcation is a pitchfork ͑e.g., curve 2 in Fig. 2͒ . These facts are indicated in the bifurcation diagrams of Figs. 5-7 using the notation T j to indicate the jth transcritical bifurcation from the conduction state, and P j to indicate the jth pitchfork bifurcation. In these figures we show W M ϵ͉w͉ max , i.e., the maximum of the absolute value of the vertical velocity in the enclosure, as a function of the applied Grashof number. Thus two distinct branches of solutions, unrelated by any of the problem symmetries, emerge from points labeled T j . In contrast, the two solutions emerging from points P j are related by the broken symmetry and so have identical values of W M at fixed Gr; consequently only a single solution branch emerges from each P j in the bifurcation diagrams of Figs. 5-7.
We now discuss the three figures in more detail. Figure 5 shows the results for A y ϭA z ϭ1, i.e., for a cubical enclosure. The results for A y ϭ1, A z ϭ2 are qualitatively similar. For this figure, as for the subsequent ones, Prϭ1, Scϭ11. Continuous lines refer to linearly stable steady solutions whereas dashed lines refer to linearly unstable solutions. The figure contains, as do the subsequent ones, insets that illustrate the nature of the nonlinear solutions along each solution branch using surfaces of constant vertical velocity w at particular values of the Grashof number indicated by arrows. The conduction state is linearly stable up to Gr T 1 ϭ2081, where a transcritical bifurcation T 1 takes place. The solutions along the emerging unstable ͑subcritical͒ branch consist of three roll-like structures whose axes are oriented in the y direction, with the main roll located in the center of the cavity. This roll is accompanied by two small counter-rotating rolls located in opposite corners at the top and bottom, exactly as in the two-dimensional version of the problem. 20 Moreover, like the corresponding two-dimensional solution, the present fully three-dimensional solution is invariant under the full symmetry group of the system. These solutions are once unstable between Gr S 1 ϭ1297ϽGrϽGr T 1 . At Gr S 1 a second eigenvalue becomes unstable. The resulting secondary bifur- cation breaks both the S y and the S ⌬ symmetries of the subcritical solutions, but preserves the symmetry S C , i.e., it is a pitchfork bifurcation. The branch of solutions that emerges at S 1 consists therefore of S C -invariant solutions. The corresponding inset in Fig. 5 indicates that these solutions, although still roll-like, have their axes oriented parallel to the imposed gradients. Consequently, in the following we refer to these solutions as longitudinal. Looked at appropriately ͑i.e., in the direction of increasing instability and hence decreasing Gr͒, the bifurcation at S 1 is subcritical and the longitudinal solutions are therefore twice unstable. They remain so throughout the range of values of Gr investigated ͑Fig. 5͒ although the computations of Sezai and Mohamad 21 suggest that they acquire stability at yet larger values of Ra.
At Gr SN ϭ897 the primary subcritical branch created at T 1 turns around at a saddle-node bifurcation, and is thereafter only once unstable. It remains so up to Gr H 3 ϭ2747 where a Hopf bifurcation takes place. Additional Hopf bifurcations appear along this branch for GrϾ2747 but the resulting oscillations inherit the single real eigenvalue that remains unstable above the saddle-node bifurcation, and are therefore unstable. Note that between T 1 and SN the flow structure gradually changes from three cells to a single cell in the same way as in the two-dimensional case. 19, 20 In contrast, the supercritical part of the branch emerging at T 1 consists of three-cell solutions throughout. These are stable between T 1 and a secondary pitchfork bifurcation at S 2 ; the branch that originates at S 2 has a two-cell structure and is subcritical ͑and hence unstable͒, and connects to a primary pitchfork bifurcation at P 1 (Gr P 1 ϭ2957). Both pitchforks respect the symmetry S y but break S ⌬ and S C . The branch P 1 S 2 therefore consists of S y -invariant flows. In addition, we have also located a stable limit cycle in the range 3000ϽGrϽ4000 ͑not shown͒. This limit cycle apparently disappears via a saddle-node bifurcation as Gr decreases below 3000, with the solution jumping onto the only stable steady branch present for GrϽ3000. Since we do not follow unstable limit cycles we cannot connect these limit cycles to one of the Hopf bifurcations located on the steady solution branches.
The branches emerging from T 1 and P 1 as well as the secondary bifurcation S 2 are already present in the twodimensional version of the problem studied by Bergeon et al., 19, 20 although some differences between the linear stability properties of the two-and three-dimensional solutions can be identified. However, the main effect of threedimensionality is in the presence of the branch that bifurcates from S 1 ͑Fig. 5͒. This branch is absent in the twodimensional formulation ͑because the corresponding solutions break the symmetry S y ͒, and the consequences of its presence are far-reaching. The figure shows that, in contrast to the solutions along the other branches which consist of rolls with axes in the y direction, the solutions originating at S 1 consist of rolls with axes parallel to the imposed temperature and concentration gradients, i.e., of longitudinal rolls. Although these solutions are unstable, the associated unstable eigenvalue destabilizes the primary solutions above the saddle-node bifurcation SN, thereby eliminating all hysteresis between the conduction state and any nontrivial steady states connected to T 1 . This fact is of even greater significance in Figs. 6 -9 computed for A y ϭ1, A z ϭ2.5, and discussed next. When A y ϭ1, A z ϭ2.5 ͑Fig. 6͒ the flow structures emerging at S 1 acquire stability at sufficiently large values of Gr. At this aspect ratio the bifurcations T 1 and P 1 occur in reverse order compared to Fig. 5 . The pitchfork bifurcation occurs first, at Gr P 1 ϭ997.5, and is subcritical ͑Fig. 7͒. The resulting unstable branch terminates in a pitchfork bifurcation at Gr S 2 ϭ959.2 on the subcritical branch emanating from the transcritical bifurcation at T 1 (Gr T 1 ϭ1045). The flow structures along these branches resemble those observed for A y ϭA z ϭ1 ͑Fig. 5͒. After S 2 the primary subcritical branch experiences a second pitchfork bifurcation at S 1 (Gr S 1 ϭ770), and subsequently undergoes a saddle-node bifurcation at Gr SN ϭ679, remaining unstable throughout, exactly as in Fig. 5 . However, the situation on the supercritical branch emanating from T 1 differs. Near T 1 this branch is once unstable and it undergoes two Hopf bifurcations before terminating on the conduction state at a second transcritical bifurcation at T 2 . This type of behavior is familiar both from the two-dimensional problem and from related problems in two and three dimensions. 28, 29 This time over the entire range of parameter values explored, the only stable steady solutions are those located on the branch created at S 1 and associated with longitudinal rolls. These steady solutions are stable for 1267ϽGrϽ1568, between the two Hopf bifurcations H 1 and H 2 ͑Fig. 6͒.
The bifurcation at Gr H 1 is supercritical and so produces stable oscillations in GrϽGr H 1 . In order to detect the symmetries of the time-dependent flow in this region and study its dependence on Gr, we constructed three indicators of symmetry breaking: For a generic point M inside the container ͑i.e., a point not in any of the invariant planes of the system͒ we compute the quantities I y ϭw(M )Ϫw(S y (M )), I ⌬ ϭw(M )ϩw(S ⌬ (M )) and I C ϭw(M )ϩw(S C (M )) as a function of time. If any of these indicators vanishes identically we conclude that the flow has the corresponding symmetry. Using this technique we can show that all the oscillations found for A z ϭ2.5 respect the symmetry S C , i.e., for these oscillations we always found that I C ϵ0, and I y ϭI ⌬ . In particular neither of the two Hopf bifurcations at H 1 and H 2 is a symmetry-breaking bifurcation, and so both produce longitudinal oscillations. However, in contrast to H 1 the bifurcation at H 2 is subcritical and the resulting small amplitude oscillations therefore unstable. Instead, for GrϾGr H 2 the system evolves to a state of large amplitude longitudinal oscillations. These oscillations persist down to a global bifurcation near Grϭ936.5 and up to the largest values of Gr explored (GrϾ3000); their relation, if any, to the stable S C -symmetric oscillations created at H 1 is unclear: There is a substantial range of Grashof numbers (1085ϽGrϽGr H 1 Ϸ1267) in which both coexist. Figure 8͑a͒ shows the time evolution of I y and w(M ) when Grϭ936.5, while Fig. 8͑b͒ shows a plot of I y against w(M ). Thus Fig. 8͑b͒ represents a phase portrait of the oscillation. The figure shows that the oscillation is almost heteroclinic, spending a long time near two fixed points, labeled A and B. Figure 8͑b͒ shows that these fixed points are S y -symmetric, in addition to having the symmetry S C of the oscillation. Thus both correspond to G-symmetric steady states. Both solutions lie on the subcritical steady-state branch emanating from T 1 with the solution B located on the lower part of the branch and A on the upper part. It is important to observe that at this value of Gr (Gr S 1 ϽGrϽGr S 2 ) the solution B is unstable with respect to G-symmetric perturbations but no other. A solution starting near B will, therefore, follow the unstable manifold of B which takes it to solution A. This solution is stable with respect to G-symmetric perturbations since it lies above the saddle-node bifurcation but because it also lies above the point S 1 it is unstable with respect to perturbations breaking S y ͑and hence S ⌬ as well͒. This is confirmed in Fig. 8͑b͒ which shows that I y Ͼ0 once the solution escapes from A. The one-dimensional unstable manifold of A takes the system back to the state B which is stable with respect to all symmetry-breaking perturbations. Figure 9 shows that as Gr decreases further the oscillation period diverges rapidly, and that no limit cycle is present at Grϭ936. These results indicate the presence of a global bifurcation between Grϭ936 and Grϭ936.5, confirming the impression obtained from Fig. 8 . Observe that during the phase B→A the flow is essentially G-symmetric, but that its symmetry is reduced to S C during the phase that follows, viz. A→B. This change in symmetry is quite dramatic since it corresponds to a rotation of the roll axes by 90°. Figure 10 describes the corresponding results for A y ϭ1, A z ϭ4. In this case the bifurcation T 1 (Gr T 1 ϭ903.4) once again precedes P 1 (Gr P 1 ϭ916.2) but the stable supercritical branch of G-invariant solutions loses stability almost immediately in a saddle-node bifurcation; the unstable subcritical branch originating at P 1 terminates on this branch at Grϭ906.6 just above this saddle-node bifurcation at Gr ϭ907.6. Figure 10 also shows that, in comparison to Fig. 5 , there is a large number of additional branches of steady solutions that bifurcate in secondary bifurcations from the primary branches originating at T 1 (Gr T 1 ϭ903.4). However, except for the short segment already mentioned none of these solutions is stable. As a result solutions beyond the saddlenode bifurcation on the supercritical branch emanating from T 1 are all time-dependent, and these extend to values of Gr below the saddle-node bifurcation. This time, however, the oscillations break the symmetry G completely, and the behavior observed below Gr c Ϸ900 is chaotic. In Fig. 11 we show a projection of the phase space trajectory onto the (I y ,I ⌬ ) plane for several values of GrϽ900, showing the development of this chaos, apparently via period doubling. At Grϭ890 the flow consists of an attracting limit cycle that visits the neighborhood of several steady G-invariant solutions, much as in Fig. 8 . By Grϭ888 this limit cycle has doubled but the amplitude in I y and I ⌬ remains small. When Gr is decreased to Grϭ886 the amplitude is suddenly dramatically larger ͓Fig. 11͑c͔͒ and the flow is chaotic. The chaotic solutions persist at least down to Grϭ882 but their amplitude gradually decreases. Below Grϭ882 the solution decays to the conduction state, but in the other direction the periodic oscillations persist well beyond GrϾ900.
The projection used to generate Fig. 11 is in many ways not optimal. To understand better what happens during an oscillation we plot in Figs. 12͑a͒ and 12͑b͒ the time series I y (t) for Grϭ888 and Grϭ886, respectively. Figures  12͑c͒-12͑f͒ show the corresponding results for I C (t) and I ⌬ (t). These indicate that the system spends extended periods of time in an S y -symmetric state, with brief excursions in which the symmetry S y is broken. In fact, during these ''bursts'' the oscillations have no symmetry whatever, as seen from Figs. 12͑c͒-12͑f͒. Both sets of figures indicate that something dramatic happens between Grϭ888 and Gr ϭ886. To appreciate the nature of this transition we show in Fig. 12͑g͒ an enlargement of the time series I ⌬ (t) for Gr ϭ888, and in Figs. 12͑h͒ and 12͑i͒ the corresponding projections onto the (w(M ),w(S C (M )) plane. In the latter the G-symmetric states lie on the ͑negative slope͒ diagonal, as do all other S C -symmetric states. We see that at Grϭ888 two asymmetric oscillations are present, of which only one is shown, the other being related to it by reflection in the diagonal, i.e., by the symmetry S C . In contrast, the chaotic attractor present at Grϭ886 is S C -symmetric, indicating the presence between Grϭ888 and Grϭ886 of a crisis at which the two asymmetric attractors collide and merge. It is this crisis or symmetry-increasing bifurcation that is responsible for the abrupt increase of the amplitude of the bursts in I y in Figs. 11 and 12 . Note, however, that despite this crisis the system continues to exhibit a marked preference for one sign of I y over the other ͓Figs. 12͑a͒ and 12͑b͔͒. Consequently there is in fact a second S C -symmetric attractor obtained by reflection in I y ϭ0. In principle, therefore, a further crisis is possible at which these two S C -symmetric but S y -asymmetric attractors themselves merge, creating a G-symmetric attractor. However, we have found no evidence of such a further transition for the parameter values used. In the Appendix we attribute the presence of this crisis to a gluing bifurcation involving the states indicated in Fig.  12͑g͒ .
We have seen that the unexpected presence of a secondary branch of solutions in the form of longitudinal rolls ͑i.e., rolls with axes aligned with the imposed temperature and concentration gradients͒ has a profound effect on the dynam- Fig. 11 but showing ͑a͒ and ͑b͒ I y (t), ͑c͒ and ͑d͒ I C (t), ͑e͒ and ͑f͒ I ⌬ (t) for Grϭ888 and Grϭ886, respectively. ͑g͒ shows an enlargement of ͑e͒ with labels indicating the various G-symmetric steady states visited during the oscillation. The phase space projections ͑h͒ and ͑i͒ indicate the presence of a symmetry-increasing crisis in the interval 886ϽGrϽ888.
ics of the system, since it destabilizes the large amplitude G-invariant states that would otherwise be stable. It is of interest therefore to investigate this new solution branch in greater detail. We have seen that this branch is unstable when A y ϭA z ϭ1 and largely remains so when A z is increased. However, solutions of this type cannot exist in two dimensions, and one might surmise that if A y is increased instead of A z the system should behave more like the twodimensional one. To ascertain whether this is in fact so, and to elucidate the fate of the branch of longitudinal states as A y increases, we have recomputed our results for containers with A y ϾA z . Figure 13 displays the bifurcation diagram for a container with A y ϭ2 and A z ϭ1. In this case the first bifurcation occurs at Gr T 1 ϭ1848 and is transcritical. However, in contrast to the earlier cases, the subsequent bifurcation at P 1 preserves the symmetry S ⌬ , while it is only P 2 that generates S y -invariant states. We see that the secondary branch of the longitudinal states is still present and continues to bifurcate from the subcritical part of the branch of G-invariant states emanating from T 1 . This time, however, the bifurcation at S 1 (Gr S 1 ϭ1209) breaks the symmetry S ⌬ while preserving S y . The longitudinal states are therefore S y -symmetric, in contrast to those in Fig. 5 , but are still unstable throughout the range of Gr values considered. Moreover, no time-dependent states could be located, and all initial conditions were found to settle on either the stable conduction state or on the supercritical branch of G-invariant solutions. The latter is stable for all values of GrϾGr T 1 , in marked contrast to the situation obtaining when A y ϽA z . It is clear that increasing the width of the container stabilizes this branch, and that this fact is responsible for the disappearance of interesting dynamics from the system. Thus for A y ϾA z the preferred state of the system consists of rolls with axes predominantly in the y direction, i.e., the preferred rolls are transverse to the imposed gradients, as in the strictly twodimensional formulation. These states are either G-invariant or S ⌬ -invariant, depending on the number of the rolls, i.e., on the aspect ratio A z .
IV. THEORETICAL INTERPRETATION
In this section we discuss the theoretical interpretation of our results. We divide this discussion into two parts, a physical part and a mathematical part. The origin of the primary instability at Gr T 1 is of course well understood: The instability is doubly diffusive and hence its properties depend strongly on the value of the Lewis number Le. Since Le Ͼ1 a fluid parcel displaced inward from its equilibrium state near the hot wall it will cool rapidly while largely retaining its concentration content. Such a parcel will, therefore, sink if its negative buoyancy can overcome viscous dissipation. Likewise a parcel displaced inwards from the cold wall will warm up acquiring positive buoyancy due to its low concentration content. In an order one aspect ratio cell ͓A z ϭO(1)͔ the result is a clockwise circulation of the fluid, slanted from top right (xϭ0,zϭA z ) to bottom left (xϭ1,z ϭ0), cf. Fig. 1 viewed from the right. In larger domains, as in Figs. 3 and 4 , the flow organizes itself into a stack of counter-rotating cells. Along the supercritical branch that bifurcates from the conduction state at GrϭGr T 1 this flow gradually strengthens, expelling the concentration gradients into narrower and narrower boundary layers at the sides as the Péclet number ͑or equivalently Gr͒ increases. Corner countercells form once these boundary layers begin to detach. We expect such flows to be stable, at least initially. In contrast, the circulation along the subcritical branch is reversed ͑i.e., it is counter-clockwise͒. This is a consequence of nonlinear effects, and one expects this type of flow to be unstable. On the other hand, once the amplitude of this counter-clockwise circulation is large enough this flow will also expel concentration gradients, forming an overdense boundary layer at the right (xϭ0) and an underdense one at the left (xϭ1). If the circulation is vigorous enough it can drag the overdense fluid at the right across the top of the cavity and the underdense fluid across the bottom, and thereby maintain itself by gravitational torquing. Thus at large enough amplitude we expect the counter-clockwise circulation to acquire stability. This physical argument thus points to the presence of a saddle-node bifurcation on the subcritical branch, at which the counter-clockwise circulation acquires stability, and the branch turns towards larger Gr and hence larger Péclet numbers and narrower boundary layers. Near this turning point we expect the slant from top right to bottom left to be substantially reduced ͑or even reversed͒ as the stronger and stronger counter-clockwise circulation redistributes the density and gradually rights the slanted flow, thereby eliminating the corner countercells ͑Fig. 5͒.
Of greater interest is the origin of the longitudinal rolls. This state is ultimately produced by the lateral walls at y ϭ0, A y . These walls shear the flow in the planes zϭconst, thereby introducing vertical vorticity into the system. This vortical flow takes the form of a pair of counter-rotating vortices, clockwise in yϾA y /2, counter-clockwise in y ϽA y /2 ͑viewed from above, with the flow from right to left, i.e., in the x direction͒. The descending flow deflects this vorticity, producing a nonzero x component of vorticity. The sheared rising flow produces the opposite effect. However, an O͑1͒ aspect ratio A y favors a single longitudinal roll, and hence a G symmetry-breaking bifurcation of the transverse gyre, as the amplitude of the primary gyre increases. The two states that result are related by the broken symmetry S y ; which one is realized depends on the initial perturbation. This picture suggests not only that the resulting bifurcation should be supercritical, but also that no stable longitudinal states should be present if A y is too large: With increasing A y the contribution of the lateral walls to the generation of vorticity becomes swamped by the other walls, and in particular by the density-driven overturning responsible for the primary gyre, and the generation of longitudinal vorticity becomes progressively harder. In contrast, larger values of Leϭ/D tend to increase longitudinal vorticity by enhancing the tilt mechanism. When the amplitude of the primary transverse gyre is too small the longitudinal instability produces oscillations between longitudinal and transverse vorticity flows, presumably because neither is strong enough to dominate the system. These oscillations cease once the longitudinal mode strengthens sufficiently; this in turn requires a stronger primary flow, and hence a larger Grashof number ͑Fig. 6͒.
The above physical picture is fully borne out by the detailed numerical simulations. However, these simulations provide much additional detail which enables us to understand the mechanism responsible for the appearance of the oscillations and in particular for the presence of chaotic oscillations in this system. Moreover, understanding this mechanism enables us to construct a simple model of the present system that not only accounts for nearly all aspects of the numerical results, but that can also be used to predict new states of the system that would not be found through a random sampling of parameter values. We begin by describing the behavior of the system as Gr decreases from Gr ϷGr T 1 . In this regime there are stable finite amplitude longitudinal oscillations which most likely originate in a Hopf bifurcation on the branch of longitudinal steady states born at S 1 ; the precise details appear to depend on the aspect ratio A z . We have found such oscillations for all the values of A z examined when A y ϭ1. The following discussion applies most closely to the case A z ϭ2.5. Here the oscillations grow in amplitude as Gr decreases and their period gradually increases. The corresponding limit cycle approaches simultaneously the large and small amplitude G-symmetric states, i.e., the states A,B, both of which are unstable for Gr ϽGr T 1 . As this happens the oscillation becomes more and more burst-like. We denote by Gr* the value of Gr at which a heteroclinic connection B→A→B first forms, indicating the occurrence of a global bifurcation. As discussed in the Appendix the nature of the solutions near this global bifurcation is determined by the leading eigenvalues of the steady states A and B. We suppose that A has a single unstable eigenvalue ␣ A Ͼ0 with an S C -invariant eigenvector, and that its least stable eigenvalue Ϫ A Ͻ0 has a G-invariant eigenvector and is also real. This is the case, for example, when A z ϭ2.5. Next we suppose that B has a single real unstable eigenvalue B Ͼ0 with a G-invariant eigenvector, and that the least stable eigenvalue Ϫ␣ B Ͻ0 is real. In the simplest case the eigenvector of Ϫ␣ B Ͻ0 is S C -invariant, but this is not necessary. Under these conditions a trajectory escaping from B describes an exponentially growing G-invariant state. When this state reaches the vicinity of A it becomes unstable to a symmetry-breaking instability which takes it back near B. This is the burst-like phase in which I y departs abruptly from zero ͓so clearly visible in Fig. 8͑a͔͒ before returning, equally abruptly, back to zero. We can use the above eigenvalues to determine the stability of the oscillations near Gr*. As shown in the Appendix the stability depends only on the quantity ϵ␣ B A /␣ A B evaluated at Gr*: if Ͼ1 the limit cycle remains stable all the way to Gr* but if Ͻ1 the limit cycle must undergo a saddle-node bifurcation prior to the formation of the heteroclinic connection. In the former case the branch of oscillations approaches Gr* monotonically and no oscillations are present in GrϽGr*: as Gr decreases through Gr* the oscillations cease and the system settles onto the stable trivial state. In contrast, when Ͻ1 the branch of oscillations overshoots Gr* before doubling back and terminating at Gr*. In this case stable oscillations will be present for Gr ͑slightly͒ less than Gr*. In fact, computation of the leading eigenvalues ͑see Fig. 14͒ shows that for A z ϭ2.5 the leading stable eigenvalue of B at Gr*, Ϫ␤ B , has a y-invariant eigenvector. This has no effect on the analysis summarized in the Appendix, provided one replaces ␣ B in the definition of by ␤ B . Since the calculations indicate that the resulting eigenvalue ratio Ӷ1 ͑see Appendix͒, we conclude that the limit cycle will in fact lose stability prior to the global bifurcation at Gr*. However, because takes such a small value for the present parameters ͑see Appendix͒ we have been unable to confirm these predictions using direct numerical simulation.
The fact that no decaying oscillations are observed in the time series during the approach to A and B ͓see Fig. 8͑a͔͒ is consistent with our eigenvalue computations ͑see Fig. 14͒ . Note that when B is small ͑i.e., Gr*ϷGr T 1 ͒ the growth phase will be slow and the system will then spend more time in the G-symmetric state than in the broken symmetry state, with the result that its behavior will be more burst-like, as in Fig. 8͑a͒ . These conditions favor periodic oscillations ( Ͼ1). Conversely, if Gr*ϷGr S 1 the leading stable eigenvalue at B, Ϫ␣ B , will be close to zero, and the decay phase of the burst will then be much more gradual than that seen in Fig. 8͑a͒ . These conditions in general favor aperiodic oscillations (Ͻ1). Indeed, as discussed further in the Appendix, this is the origin of the chaotic oscillations shown in Figs. 11  and 12 for A z ϭ4.
These results are summarized by a simple model system which captures all the features gleaned from the numerical simulations, and which can be used to make reliable predictions for the behavior of the partial differential equations ͑PDEs͒ for nearby parameter values. In particular, the model elucidates the origin of the global bifurcation responsible for the complex dynamics in the PDEs even though it is twodimensional:
Here z refers to the amplitude of the G-symmetric state, while y denotes the amplitude of I y , that is, of the G-breaking part of the solution. Both variables are real. These equations describe the generic interaction between a G-symmetric state undergoing a saddle-node bifurcation, and a ͑supercritical͒ symmetric-breaking pitchfork bifurcation from this state, and represents a straightforward extension of the normal form for the interaction of saddle-node and pitchfork bifurcations 37 to include the primary transcritical bifurcation. The model ignores complications arising from the possibility that G can also be broken by S y -symmetric perturbations, as already discussed. In the following we focus on the case aϾ0, cϾ0, ␦Ͼ0, taking Ͼ0 and treating as the bifurcation parameter. These equations have three types of equilibria, the trivial state (y,z)ϭ(0,0), corresponding to the conduction state in the physical system, G-symmetric states of the form (y,z)ϭ(0,z 0 ), and S C -symmetric states of the form (y,z)ϭ(y 0 ,z 0 ). The trivial state is stable for Ͻ0 and unstable for Ͼ0. The G-symmetric states are given by ϩaz 0 Ϫz 0 2 ϭ0. ͑18͒
Since aϾ0 the B states ͑present for Ͻ0͒ correspond to z 0 Ͼ0. The B branch turns into the large amplitude A branch at a saddle-node bifurcation ͑hereafter SN͒ occurring at ϭϪa 2 /4, at amplitude z 0 ϭa/2. The stability of these states with respect to G-symmetric perturbations is given by the eigenvalue ϭ(aϪ2z 0 )z 0 . When aϽ0 this eigenvalue is always negative ͑stable͒ while if aϾ0 it is positive ͑un-stable͒ on the small amplitude B branch and becomes negative above the saddle-node bifurcation at z 0 ϭa/2. The G-symmetric states (0,z 0 ) lose stability at a secondary pitchfork bifurcation at S 1 that produces steady states of the form (y,z)ϭ(y 0 ,z 0 ), corresponding to S C -symmetric states, i.e., the longitudinal states. The bifurcation S 1 occurs at z 0 ϭ/c. The stability of the longitudinal states is described by a quadratic dispersion relation. This relation shows that the pitchfork can occur either on the branch A or on B. In the former case the G-symmetric states are unstable up to the saddle-node bifurcation and stable beyond it, before losing FIG. 14. Eigenvalues along the G-symmetric branch as a function of Gr for A y ϭ1, A z ϭ2.5, Prϭ1, and Scϭ11. The real eigenvalues have been split into four groups according to the symmetry of their eigenvectors: ͑a͒ G-symmetric, ͑b͒ S C -symmetric, ͑c͒ S y -symmetric, ͑d͒ S ⌬ -symmetric. ͑e͒ shows the complex eigenvalues, and ͑f͒ summarizes the behavior of the most important eigenvalues. The bifurcation points T 1 , S 1 and S 2 are indicated, and the leading eigenvalues labeled. At GrϭGr*Ϸ936.5 the eigenvalue ratio Ϸ0.065. stability again at larger at the point S 1 . The longitudinal states are stable if they bifurcate towards increasing . In contrast, in the case of interest here, the bifurcation S 1 takes place below the saddle-node and hence on the lower amplitude branch B. In this case the symmetry-breaking states are initially unstable but acquire stability at a tertiary Hopf bifurcation H 1 . This bifurcation is created as soon as the pitchfork bifurcation S 1 moves past the saddle-node SN and onto the B branch. The Hopf bifurcation occurs when ϭ2␦y 0 2 provided the frequency ⍀ is real: ⍀ 2 ϵ2y 0 2 ͓cz 0 Ϫ␦͔Ͼ0. When 0Ͻ␦Ӷ1 this bifurcation is supercritical. The results for this case are summarized in Fig. 15 . The top panel ͓Fig. 15͑a͔͒ shows the various codimension-one bifurcation lines in the (,) plane. These include the line ϭ0 (T 1 ), the line ϭϪa 2 /4 ͑SN͒, the line 2 ϪacϪc 2 ϭ0 (S 1 ), and the line of Hopf bifurcations (H 1 ). Note in particular the presence of the line ␥ of global bifurcations at which the limit cycle disappears by simultaneous collision with the G-invariant states A and B. It is the presence of this global bifurcation in the PDEs that is responsible for the observed dynamics. In the model the location of this bifurcation is obtained relatively easily, albeit in general still numerically.
Both the line ␥ and the Hopf line originate at the point (,)ϭ(Ϫa 2 /4,ac/2), the point of tangency between the lines S 1 and SN. This point is, therefore, a codimension-two point and near this point the presence of the line ␥ of global bifurcations can be established analytically. 37 The slope of the line of Hopf bifurcations near this point is Ϫ␦(1 ϩ2c/a) and so is negative. When the Hopf bifurcation is supercritical the line ␥ of global bifurcations must lie below this line, as indicated in the figure. Figures 15͑b͒ and 15͑c͒ show the bifurcation diagrams obtained by traversing the (,) plane along the two directions indicated by the heavy lines, obtained by integrating Eqs. ͑16͒ and ͑17͒ for a particular choice of the coefficients. These lines correspond to increasing the Grashof number for fixed aspect ratio A z ͑and fixed values of the other parameters as well͒, and capture the two fundamentally different bifurcation diagrams that characterize the present system. Figures 15͑d͒ and 15͑e͒ show the time series for (y(t),z(t)) for an oscillation near ␥ and the corresponding phase portrait. Observe that during the growth phase of the variable z the variable y vanishes, indicating that the growing state is G-symmetric; y becomes nonzero only during the burst phase, indicating that the burst is triggered by a symmetrybreaking instability of the growing G-symmetric state when it reaches A. These figures bear an almost uncanny resemblence to Figs. 8͑a͒ and 8͑b͒ obtained from the PDEs, and indicate that Eqs. ͑16͒ and ͑17͒ do indeed capture the essence of the oscillations found numerically. Finally, Fig. 15͑f͒ shows the period T P () of the oscillations in the model for comparison with Fig. 9 . Theory predicts that as decreases to * the oscillation period diverges as Ϫln͉Ϫ*͉, and a similar rate of divergence is expected in the PDEs as well. Note that when Gr H 1 ϾGr T 1 the first stable state encountered as Gr increases through Gr T 1 is necessarily a nonlinear time-dependent state of the type shown in Fig. 8 . Thus the model reproduces all the qualitative features of the PDEs determined numerically. Moreover, we have used its predictions to look for and locate new states within the PDEs.
Two remarks are in order:
͑1͒ The coefficient ␦ can be zero without qualitative effect on the above scenarios. However, we have chosen ␦ Ͼ0 to assure that the solutions remain bounded for all time, and to move the secondary bifurcations away from the saddle-node bifurcation on the primary branch. ͑2͒ The invariance of the plane zϭ0 exerts a strong influence on the dynamics of the model, and prevents a global bifurcation involving the origin zϭ0 instead of the state B. Thus Gr*ϽGr T 1 ͓cf. Fig. 15͑a͔͒ .
V. CONCLUSION
We have conducted a careful linear and nonlinear study of doubly diffusive flows driven by horizontal temperature and concentration gradients in the special case in which their contribution to the overall buoyancy of the fluid vanishes. This case is of particular interest since it admits a primary bifurcation from a conduction state and exhibits nontrivial dynamical behavior quite close to onset. As discussed elsewhere, 19 this bifurcation becomes ''imperfect'' in a well understood way once the balance between the thermal and concentration gradients is broken, e.g., by taking 0Ͻ͉N ϩ1͉Ӷ1 or adding vertical contributions to the imposed gradients. The behavior we have described persists under these changes. We focused on the linear and nonlinear behavior of this system in three-dimensional enclosures with no-slip boundary conditions on all sides and dimensions in the ratio 1:A y :A z , and examined the effect of varying both A z for A y ϭ1 and A y for A z ϭ1. We used symmetry properties to classify the marginally stable eigenvectors and examined the resulting flow structure in the nonlinear regime. In all cases the eigenvectors and the resulting weakly nonlinear flow are fundamentally two-dimensional, in the sense that they consist of roll-like structures with axes in the y direction, with relatively minor modification due to the no-slip boundary conditions along the lateral sides. These structures may have the full D 2 symmetry of the problem or they may be only S yor S ⌬ -symmetric; S C -symmetric solutions do not arise in primary bifurcation for the values of A y investigated. Stable small amplitude steady states were found near onset only in cases in which the first bifurcation was transcritical, i.e., the bifurcating states had full symmetry. In cases where this bifurcation was preceded by a symmetry-breaking bifurcation the resulting states were found to be subcritical and no stable states were present near onset. However, at larger amplitude new structures that we have called longitudinal may be present and stable. These structures consist of rolls with axes predominantly along the imposed temperature and concentration gradients, and are therefore fundamentally threedimensional: They have no analogues in two-dimensional formulations of the present problem. The possibility of states of this type was first identified in recent work of Sezai and Mohamad 21 who computed such states for cubical enclosures with N Ϫ1 without enquiring as to their origin. In our study we have shown, by numerical continuation, that these states bifurcate from a subcritical branch of states with full symmetry, and that these states have exact point symmetry with respect to the center of the container. Moreover, we have shown that under certain conditions these states can be stable, and that they acquire stability with increasing Grashof number at a Hopf bifurcation. This bifurcation produces stable point-symmetric oscillations and appears to be responsible for the presence of oscillations relatively close to the primary instability noted already by Sezai and Mohamad. 21 Our calculations have identified not only periodic oscillations but also chaotic ones, and led to a simple two-variable model that reproduces qualitatively all the critical transitions observed numerically. We have used this model to make a number of predictions as to the nature and development of the oscillations, all of which have been confirmed using further numerical investigation of the PDEs. Particularly noteworthy is the fact that sustained oscillations first appear as the Grashof number increases via a global bifurcation owing to the formation of a heteroclinic orbit connecting two unstable equilibria with full symmetry. We have provided strong evidence that this type of behavior occurs in the full partial differential equations as well. The model points to the critical role played by the leading eigenvalues at the two equilibria connected by this orbit in generating the chaotic oscillations that in many cases constitute the first nontrivial state of the system as the Grashof number increases through the primary threshold.
Throughout we have emphasized that it is the presence of the longitudinal structures that is responsible for the dramatic difference between the behavior of the threedimensional system and earlier studies of the corresponding two-dimensional problem in the subcritical regime Gr ϽGr T 1 . This is because the bifurcation to the longitudinal states is responsible for destabilizing the larger amplitude states that form global attractors in the two-dimensional problem. It is of interest that a closely related mechanism appears to be responsible for the presence of the so-called repeated transients in binary fluid convection, as described recently by Batiste et al. 38, 39 We have found, however, that when A y ӷA z the longitudinal states are no longer stable and that stability is acquired instead by transverse small amplitude steady flows with the full D 2 symmetry of the system. In this case no oscillations are present near onset, in agree-ment with expectations based on earlier studies of the twodimensional problem.
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APPENDIX: STABILITY OF THE LIMIT CYCLE NEAR Gr*
The stability near Gr* of the limit cycle identified in both the model and in the PDEs is determined as follows. We let ͕␣, ͖ be the two leading eigenvalues at each of the G-symmetric equilibria, and suppose that the eigenvector of the latter is G-symmetric while that of the former breaks the symmetry G. In the model these eigenvalues are easily computed: ͕␣,͖ϭ͕Ϫϩcz 0 ,(aϪ2z 0 )z 0 ͖, where z 0 ϭz A or z B . Hereafter we refer to the corresponding eigenvalues as ͕␣ A ,Ϫ A ͖, and ͕Ϫ␣ B , B ͖, respectively. In the PDEs the leading symmetry-preserving and the leading symmetrybreaking eigenvalues play the same role, where the leading eigenvalues are the smallest in magnitude in each category. As discussed in the text we assume there is only one symmetry-breaking direction, i.e., that the system has Z 2 symmetry. In addition we assume that the leading eigenvalues at both A and B are real, as suggested by the numerical simulations ͑Fig. 8͒ and confirmed by explicit computation.
We next identify ⑀-neighborhoods of A and B and construct surfaces of section at yϭ⑀ ͑labeled ⌺ 0 at B and ⌺ 3 at A͒, and zϪz B ϭ⑀ ͑labeled ⌺ 1 ͒ and zϪz A ϭϪ⑀ ͑labeled ⌺ 2 ͒, as shown in Fig. 16 
where cϾ0. Note that the exponent is the ratio of the product of the two stable eigenvalues to the product of the two unstable eigenvalues. This equation has a fixed point given by the solution of the equation
A fixed point with Ӷ1 corresponds to a periodic trajectory in the original system lying close to the heteroclinic cycle ϭ0 at ϭ0. Its stability is determined by the slope of the right side of ͑A7͒ at the fixed point. Thus when Ͼ1 such a fixed point exists only for Ͼ0, i.e., for GrϾGr*, and it is then stable. In contrast, when 0ϽϽ1 the fixed point exists only for Ͻ0, i.e., for GrϽGr*, and is then unstable. The former case describes a limit cycle that approaches the global bifurcation from above without loss of stability, while in the latter case the branch of stable oscillations overshoots Gr*, and turns around at a saddle-node bifurcation before approaching Gr* from below.
In Fig. 14 we show the 16 most important eigenvalues along the branch of G-invariant solutions as a function of Gr for the parameters of Fig. 8 . The figure splits these eigenvalues into four groups, according to whether their eigenvectors are invariant under the whole group G, or under only one of the three reflections S C , S y , and S ⌬ . We see that eigenvalues with S ⌬ -symmetric eigenvectors are never of interest. We also see that the leading stable eigenvalue of the equilibrium B is S y -invariant and not S C -invariant as assumed above. In the following we refer to this eigenvalue as Ϫ␤ B , and note that in this case we must replace ␣ B by ␤ B in the definition of , but that the final result is otherwise unchanged. The required leading eigenvalues are labeled in the figure. Note that all are real. At Grϭ936.5ϷGr* we find that ␣ A ϭ1.182, A ϭ1.1, ␣ B ϭ1.098, B ϭ0.227, while ␤ B ϭ0.016. Thus ␤ B is the leading stable eigenvalue of B and hence Ϸ0.065Ͻ1 at Gr*. Consequently the stable periodic oscillations observed numerically at GrϾGr* must undergo a saddle-node bifurcation prior to the formation of the heteroclinic cycle at Gr*. Although there is no reason why the above return map should apply in the regime where this bifurcation occurs it is noteworthy that it does in fact describe just such a saddle-node bifurcation. In the case of interest, 0ϽϽ1, this bifurcation occurs for Ͻ0, i.e., the stable periodic oscillations overshoot GrϭGr* and lose stability only in GrϽGr*. However, because of the very small value of the theory just described applies only very close to Gr*, and hence it is not surprising that we have been unable to locate the predicted saddle-node bifurcation.
A similar approach is possible even in the case A z ϭ4. Here the situation is complicated by the fact that the supercritical branch of the G-symmetric states doubles back towards smaller Gr ͑see Fig. 10͒ . In the region where the chaotic oscillations are present there are therefore four different G-symmetric states, and we find that the oscillations interact with all four. In the following we label the two states on the initially subcritical branch by A and B, and label the corresponding states on the initially supercritical branch by AЈ and BЈ. A careful examination of the time series just prior to the crisis indicates that these states are visited in the order BABЈAЈ. Each of these points can be associated with simultaneous zeros of I y (t), I C (t) and I ⌬ (t) since for G-invariant states I y ϭI C ϭI ⌬ ϭ0. We have labeled the zeros in Fig. 12͑g͒ with the labels A¯to indicate the corresponding steady state. The discussion that follows is based on the conjecture that nearby in parameter space there is a heteroclinic connec- FIG. 17 . Eigenvalues along the G-symmetric branch as a function of Gr for A y ϭ1, A z ϭ4, Prϭ1, and Scϭ11. The real eigenvalues have been split into four groups according to the symmetry of their eigenvectors: ͑a͒ G-symmetric, ͑b͒ S C -symmetric, ͑c͒ S y -symmetric, ͑d͒ S ⌬ -symmetric. ͑e͒ shows the complex eigenvalues, and ͑f͒ summarizes the behavior of the most important eigenvalues. The circles denote eigenvalues along the A,B branch while the crosses denote eigenvalues along the AЈ,BЈ branch. tion of this type, even though its formation is a codimensiontwo phenomenon. A careful examination of the ͑approxi-mate͒ connections at Grϭ884 shows that the portion BA preserves all the symmetries, ABЈ breaks all the symmetries, BЈAЈ preserves S y , and AЈB again breaks all the symmetries. These results are consistent with our eigenvalue computations ͑see Fig. 17͒ which show that the state B has only one unstable eigenvalue, B ϭ0.06 at Grϭ884, whose eigenvector is G-invariant ͓Fig. 17͑a͔͒. The least stable eigenvalues of A also have a G-invariant eigenvector, but form a complex conjugate pair with real part ␤ A r ϭϪ0.42 ͓Fig. 17͑e͔͒. It turns that A has two unstable eigenvalues, of which the least is ␤ A ϭ0.092 ͓Fig. 17͑c͔͒. This eigenvalue has an S y -symmetric eigenvector; trajectories, therefore, leave the vicinity of A tangent to this direction, but in general do not lie in this plane since A also has an unstable S C -invariant eigenvector ͓Fig. 17͑b͔͒. We expect, therefore, that a trajectory leaving A will break all the symmetries. The least stable eigenvalue of the state BЈ, Ϫ␤ B Ј ϭϪ0.115, has an S y -invariant eigenvector ͓Fig. 17͑c͔͒; its unstable eigenvalue is B Ј ϭ0.152 ͓Fig. 17͑a͔͒ and again corresponds to perturbations that preserve the symmetry G so that solutions leaving BЈ must approach AЈ within its G-invariant eigenspace. The eigenvalue in this subspace is Ϫ A Ј ϭϪ0.53 and is the relevant eigenvalue here despite the fact that it is not the least stable eigenvalue of AЈ; as indicated in Fig. 17͑c͒ this eigenvalue is Ϫ␤ A Ј ϭϪ0.337 and has an S y -symmetric eigenvector. Thus, nearby non-G-invariant trajectories do approach AЈ tangent to the S y -invariant plane. In either case, since AЈ has two real unstable eigenvalues, of which the least one is ␣ A Ј ϭ1.167 ͓Fig. 17͑b͔͒, the trajectory subsequently leaves AЈ tangent to the S C -invariant plane. Since the eigenvector of the other unstable eigenvalue is S ⌬ -invariant ͓Fig. 17͑d͔͒ we expect the trajectory leaving AЈ to have no symmetry. This trajectory approaches B tangent to the S y -invariant plane with eigenvalue Ϫ␤ B ϭϪ0.038 ͓Fig. 17͑c͔͒, thereby completing the cycle. If we construct a return map ABЈAЈB along the lines used for A z ϭ2.5 we find that the analogous eigenvalue ratio is given by ϭ␤ A r ␤ B Ј A Ј ␤ B /␤ A B Ј ␣ A Ј B and hence 0ϽϽ1. Since one of the eigenvalues involved is complex this fact implies that the dynamics is of Shil'nikov type, although in the present case none will be stable because of the additional positive eigenvalues that are present. However, our numerical simulations indicate that stability is acquired almost immediately. In view of the fact that the cycle breaks the symmetry G the gluing that takes place between Grϭ888 and Grϭ886 will involve symmetry-related orbits so that the complete scenario for the presence of chaotic dynamics contains elements of Lorenz-type dynamics as well. The nature of the bifurcation with which the chaos disappears as Gr is decreased below Grϭ882 remains unclear.
