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Abstract
In this thesis, we study the application of curvature flow to problems in wound healing, specifically
to epithelial healing events occurring in idealised embryonic contexts. We tackle a generic situation,
by proposing and studying a flow we term the “embryonic epithelial wound healing flow” as well
as a well-studied specific healing event in Drosophila, dorsal closure. The generic flow is realised
as a curvature flow of closed plane curves where the normal speed is an affine function of the scalar
curvature. We establish local existence and uniform estimates for convex initial data. Furthermore,
by studying a variety of rescalings, we investigate the asymptotic shape of the flow. The solution
is always singular in finite time, and by adapting the famous monotonicity formula of Huisken
and using Hamilton’s Entropy, we are able to prove the convex flow is asymptotically round. We
are additionally able to obtain results for non-convex initial data where the concave regions are
“small” in a certain sense. This employs techniques inspired by the work of Kuwert-Schaetzle for
the Willmore flow and McCoy-Williams-Wheeler for the surface diffusion and related flows. The
dorsal closure event has singular geometry and this affects the results we obtain. Analysis of the
flow in the case of graphical initial data allows us to prove that the solution eventually converges
to a horizontal line segment, which qualitatively resembles the physical situation. This is done
through the use of a combination of techniques, including maximum principle/Hopf lemma and
integral/energy methods. For dorsal closure, we also study the notion of weak solution. Finally,
we finish the thesis by completing a numerical study of solutions to the dorsal closure flow. We
investigate the standard dorsal closure event as well as the flow for mutated or modified Drosophila.
In every case we see that the curvature flow closely mimics the observed data under the microscope,
adding quantitative weight to the theoretical qualitative results already established.
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Chapter 1
Introduction
The capability to repair a wound is an essential mechanism for an organism to withstand damage
throughout its life. A better understanding of the healing process has the potential to improve
the quality of life for individuals who suffer from improper healing of wounds. It is no surprise
that the study of wound healing remains an active research area. Traditionally, biology is an
experimental science due to the complexity of living organisms. However, with the advancement in
experimental equipment, computing technologies and mathematical techniques, it is increasingly
common to employ mathematics in biological studies. It is often the case that researchers develop
some governing equations to model a given object’s behaviour based on experimental observations.
The investigation of the mathematical model then yields further insight into the biological object.
For wound healing, being a complex multi-layered interaction between several biological and
physical systems, a complete understanding of the process is at the moment well beyond what
we can achieve. For example, it remains a mystery as to why mammals lose their regenerative
repairing ability during their early development [11].
In order to propose a tangible abstract model, authors have typically focused on one subsystem
at work in the wound-healing process. For example [17] studies oxygen delivery at the wound site;
while as [13,46] focus on collagen and fibroblast formation in healing; [49] investigates reconstruc-
tion of the blood capillaries in the new skin. Although these approaches when standing alone seem
to be too much of a simplification to be useful, important biological insights have been gleaned by
studying mathematical models for these subsystems. The ultimate goal in this topic is to combine
all of the models together to create a more realistic model for the wound healing process overall -
a mathematical biology “Theory of Everything”. However, this presents significant mathematical
and computational challenges.
In this work, instead of studying subsystems of the complicated biomechanical process in adults
healing, we focus on almost-complete models in a relatively simple context: embryonic epithelial
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wound healing. This is an epithelial resealing event which evokes the original tissue building
machinery to yield perfect scarless repair, so-called regenerative repair. It has been shown that the
embryonic wound healing mechanism is conserved across species boundaries, with morphogenesis
and wound healing in chicks, mice, zebrafish, and flies, being remarkably common [2]. Experimental
evidence also suggests that some small adult wounds, such as in the cornea, behave in a very similar
way [40]. Although it is a simplified context, the insight gained from it could be an important
piece to the overall picture.
A current state-of-the-art for modelling embryonic epithelial wound healing is to study the
movement of the leading edge of a wound. We use the approach suggested in [55], to describe
the movement using a geometric flow. Unlike [55] we do not fit our model to lab results, instead,
we employ techniques from geometric analysis to predict the long term behaviour of the system.
This innovative idea is the core of this research. A similar approach is later used to investigate the
event of dorsal closure (DC) in Drosophila (fruit fly) embryo, which is a special epithelial resealing
event that occurs naturally during the embryonic development of Drosophila. Although the driving
forces behind resealing the dorsal opening are almost the same as before, the special geometry of
the opening brings in distinct features that shall be captured in the model, and introduce significant
mathematical challenges.
In the following sections, we first have a quick introduction of the classical curve shortening flow
to lay a foundation of the mathematical device we choose. Then we give a brief survey on literatures
from the biological aspect and the modelling aspect. This is followed by model justification for
both general embryonic epithelial wound healing and dorsal closure.
1.1 The curve shortening flow
The CSF is a prototypical geometric flow in R2, which moves each point of a curve in the direction
normal to the curve, at a speed proportional to the local curvature. In more rigorous words, let
γ : S1 × [0, T )→ R2 be a smooth regular immersed family of closed curves. It is said to evolve by
the CSF if γ satisfies the geometric evolution equation
∂tγ(x, t) = kν(x, t) in S1 × [0, T ),
γ(·, 0) = γ0(·) on S1,
where k is the scalar curvature and ν is the inward pointing normal.
If we parametrise the curve by its arclength parameter s, the flow equation can be written
as ∂tγ = ∂ssγ. Hence, the CSF is also known as the geometric heat flow. It is invariant under
translations and rotations. There are a few interesting properties of this flow. As the name
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suggested, CSF has a length shortening property.
Lemma. Let L(t) denote the length of the curve γ at time t. The evolution of L satisfies
∂tL = −
∫
k2 ds.
Therefore, the CSF is the negative L2-gradient flow of the length. A physical interpretation is
the CSF is the flow of steepest decrease of length.
The enclosed area A(t) of the evolving curve is decreasing at a constant rate
∂tA = −2pi .
Hence, any embedded curve under the CSF will vanish at time A(0)2pi .
One handy technique to analyse a geometric flow equation is to transform it into a scalar
partial differential equation so that some standard techniques apply. Since a planar curve can be
uniquely determined by its curvature, the vector based CSF is equivalent to the evolution of the
curvature scalar k:
∂tk = ∂ssk + k3.
One of the most prominent result was published by Gage and Hamilton [20], showing that
embedded convex curve shrinks to a ‘round’ point under CSF. This was then extended to non-
convex embedded curves by Grayson [23].
Theorem (Gage-Hamilton, 1986). For any convex curve embedded in R2, the CSF shrinks any
embedded convex curve to a point in finite time T . The limiting shape of the curve as t → T is a
round circle with convergence in the C∞ norm.
Theorem (Grayson, 1987). Any closed embedded curve in R2 under the CSF becomes convex
before time A(0)2pi , then converges to a round circle before vanishing.
Although the CSF is one of the simplest geometric flow, it has applications in other researches
such as topology, isoperimetry and geodesy. The higher dimension equivalent, the mean curvature
flow, and other modified versions of CSF are also extensively studied with applications in various
fields such as image processing and fire front modelling. In the next sections, we present models
with biological implications with modified CSF.
1.2 Embryonic epithelial wound healing
Epithelium is one of the four basic types of animal tissue. Epithelial tissue is thin, comprising
of one or more layers of cells which cover most of the internal and external surfaces of organs
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and blood vessels throughout the body. Epithelial tissues guard an organism from the external
environment. The most visible example of epithelium is the epidermis, which is the outermost
layer of the skin.
When the epithelium is injured, multiple biochemical mechanisms are triggered immediately
in response to the damage. Some eukaryotic organisms have the ability to respond to a wound
in a way that evokes the original tissue building mechanisms and results in perfect, regenerative
wound healing throughout their life [25]. However, humans have only limited regenerative healing
ability and even this is lost during prenatal development [24]. Adult wound healing generates a
mass of non-functioning fibrotic tissue in the wounded area which can cause a clinical burden.
Depending on the site of damage, possible clinical consequences include congestive heart failure
(resulting from a heart attack) and cirrhosis of the liver (stimulated by toxin-mediated injury).
Let us take the epidermis as an example to illustrate the different biological response mecha-
nisms in adult mammals and in embryos. Classic adult mammalian skin wound repair is divided
into three phases [2, 25]: inflammation, new tissue formation and tissue remodelling.
The inflammation response is activated immediately after the wound occurs, this stage can
last for about 48 hours after injury. Initially, a platelet plug and fibrin matrix are rapidly formed
to stop blood and fluid losses. Then the immune system is engaged in removing dead and dying
tissues and in preventing infection. Normal skin appendages such as sweat duct gland and hair
follicles in the wounded area are damaged.
The second phase, new tissue formation, occurs about 2-10 days after injury. At this stage,
a scab is formed to temporarily cover the wounded surface. Different cell types including ker-
atinocytes migrate into the injured region to close the wounded surface and reconstruct the dam-
aged dermis, i.e., the inner layer of the skin. Beneath the surface, blood vessels and capillaries
are formed. Granulation tissue replaces the fibrin matrix from the previous stage. On the surface,
the driving forces for wound closure are lamellipodial crawling and actin cable contraction (for
small wounds). Lamellipodial crawling refers to the event that cells lying on the leading edge (LE)
extend protrusions called lamellipodia that attach to the fibrin clot in the wound and hence pull
the surrounding epithelium towards the wounded region. The actin cable contraction, although
also contributing to closure of the wound, involves a very different mechanism. After the epidermis
is injured, a dense actomyosin cable network is formed around the opening. When these cables
contract, the network generates an overall effect of line tension, shrinking the opening by forc-
ing the epidermis to move in towards the wounded area. This is also known as the purse-string
effect. Figure 1.1 shows the actin cable surrounding the wound and the lamellipodia. There is
also a competing force that resists the closure, which is the epidermal tension generated from the
surrounding tissue.
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Figure 1.1: Microscopic images of actin cables and lamellipodia. The image on the left shows
a dense actin cable (glowing green circle in the centre) surrounding the wound. The other image
reveals both the actin cable and the lamellipodia (arrows) extending from the leading edge (LE)
into the wound. Scale bars represent 5µm. Images credit to Wood et al. [67].
The last stage of wound healing is called remodelling, which can last for more than a year.
During this stage, the injured epithelium recovers gradually to its original state. However, at the
dermal level, normal skin appendages cannot be restored, becoming dense with collagen instead.
This leads to the repaired region becoming slightly more elevated than the surrounding tissue.
By contrast, the initial inflammation stage is absent from the embryonic epidermal wound
healing setting. The remodelling stage is also not obvious as the healing is regenerative. Therefore,
to model embryonic wound healing (as seen in for example [40]), we concentrate on the tissue
formation stage, which is also known as the closing stage of the wound.
We use the approach suggested in [55], to describe the movement of the leading edge with a
curvature term and a source term. Let us briefly explain the model in [55]. The leading edge of
the wound is treated as a simple closed plane curve. This assumption is valid as in the embryonic
wound healing setting, an epidermal wound typically contains very few layers of cells, and can be
considered as a flat surface.
The movement of the leading edge is driven by the three forces mentioned in previous para-
graphs. To model these forces, we see that the actin cable generates a global contraction force
which is proportional to the curvature of the leading edge at individual points. The lamellipodial
crawling force acts on the direction normal to the leading edge towards the interior of the wound
and is assumed to be locally constant. The last force, epidermal tension, is also considered to be
a locally constant force acting in the normal direction but towards the exterior of the wound.
The instantaneous velocity V at a point x on the leading edge can be expressed as
V (x) = σ1k(x)ν(x) + (σL2 − σE2 )ν(x) = σ1k(x)ν(x) + σ2ν(x) (1.1)
where σ1, σL2 , σE2 are constants corresponding to the three forces above, with σ1 > 0, σL2 , σE2 ∈ R,
x is a position along the leading edge, k(x) is the curvature of the leading edge at x (it is positive
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for convex wounds), ν(x) is the inward-pointing unit normal to the leading edge at x, and σ2 :=
σL2 − σE2 . We shall note that over longer time scales, V , k and ν are also functions of time.
Throughout this thesis we assume that:
(σ1 > 0) Physically this means that convex regions of the actin cable tend to contract inward, and
concave regions tend to relax outward. This is reasonable, as elliptical regions are convex
and if σ1 < 0 then they would expand, which is not physical. Experimental evidence (e.g. [4])
also supports this assumption. Mathematically this is required for parabolicity of the flow
and to therefore generate a unique solution from given initial data.
(σ2 > 0) This is a physical assumption amounting to the claim that lamellipodial crawling is a greater
force than epidermal tension. Physically this is reasonable, for two reasons: One, a locally
straight region of a closed wound (where k = 0) moves inward. If σ2 < 0, then such regions
would move outward. Two, if σ2 < 0, then a circular wound of radius −σ1σ2 would remain
stationary under the flow and never heal. This is physically unreasonable, so we assume
σ2 > 0.
Remark 1. While the above considerations justify the sign of σ1 and σ2, they do not address the
fact that here we assume they are constant. This assumption is one of simplicity. Indeed, by
altering treatments to a wound locally, the parameters may vary in space and time. In future
research, we can replace this with anisotropy and other more general hypotheses.
The velocity (1.1) gives rise to an evolution equation for embedded closed plane curves, a
curvature flow that is a modified version of the classical curve shortening flow. The curve shortening
flow has velocity given by (1.1) with σ1 = 1 and σ2 = 0. The curve shortening flow has been
extensively studied, see for example [20, 23, 28]. It has a surprisingly strong smoothing property
which makes any simple, closed, initial curves converge to a round point before disappearing. For
our flow equation, the smoothing effect is weakened by the extra source term in the sense that it
may develop singularities before the flow vanishes.
Let us now describe the mathematical model and state our main result. Let γ0 : S1 → R2 be a
plane embedded, closed curve describing an initial wound. Consider a family of closed, embedded
curves γ : S1× [0, T )→ R2 representing the leading edge of a wound as it evolves in time, according
to
∂tγ(x, t) = F (x, t)ν = (σ1k(x, t) + σ2) ν(x, t) in S1 × [0, T ),
γ(·, 0) = γ0(·) on S1.
The problem is a system of degenerate nonlinear parabolic PDE of second order on a compact
domain. In this thesis, our focus is on global analysis for the flow: the details are given in
6
CHAPTER 1. INTRODUCTION
Chapter 3. Briefly, we are able to prove: One, a local well-posedness for sufficiently smooth data
via writing the flow as the evolution of a graph; two, convex initial curves converge to a round
point in finite time; three, non-convex initial curves satisfying an initial smallness condition also
shrink to a round point in finite time; and four, a lifespan theorem and partial classification of
blowups for non-convex solutions. These results have recently appeared in [27].
1.3 Dorsal closure
In this thesis, we also present a curvature model for dorsal closure (DC) in Drosophila. DC is
a morphogenetic event that occurs in the later stage of Drosophila embryo development. It is
a process of resealing an epithelial opening which naturally occurs. Numerous researchers (for
example [22, 40, 67]) have reported the striking similarity of DC to embryonic epithelial wound
healing. The easy accessibility of Drosophila embryos makes DC an extensively studied model for
epithelial wound healing. See for example [3,31,32,38,54,67]. However, a complete understanding
of the biological and physical mechanism involved remains far beyond current state of the art.
At the initial stage of DC, a roughly elliptic epithelial opening appears on the dorsal epidermis
of the Drosophila embryo. It is covered by amnioserosa, a layer of connecting tissue. The contour
separating the epithelial sheet and amnioserosa is referred to as the leading edge (LE). The major
axis of the dorsal opening lies along the dorsal mid-line of the embryo that is known as the anterior-
posterior (AP) axis of the embryo. Soon after the process starts, the dorsal gap develops sharp
corners on the AP-axis due to a zipping force and becomes lens-shaped. The endpoints of the
dorsal opening on the AP-axis are called the canthi, which have quite singular geometry. During
the closure, the upper and lower halves of the LE gradually advance towards the AP-axis under
the influence of several forces and eventually close to a seam along the AP-axis (c.f. Figure 1.2).
One popular technique for modelling DC is to study the evolution of the LE of the dorsal
opening. It has been known that DC is driven by four categories of forces [3, 32, 34, 67] applying
to the LE: (1) actin cable contraction, (2) zipping, (3) amnioserosa contraction and (4) epidermal
tension.
At the beginning of the closure, a dense actomyosin cable network surrounding the dorsal
opening is formed along the LE. As in the wound healing case, this cable generates a global effect
of line tension, which shrinks the dorsal opening at a rate proportional to its curvature. This force
plays an important role in the closure of such a small epidermal opening.
During the closure, micro-scaled actin protrusions extend from the LE into the amnioserosa.
When two protrusions from different sides of the mid-line connect, they pull each other towards
the AP-axis. This is the so-called zipping effect, and it is usually only evidenced near the canthi
7
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Figure 1.2: This figure demonstrates the dorsal closure process with associated forces identified.
In all diagrams, the dotted line represents the AP-axis. Diagram (A) represents the initial stage of
DC, arrows indicate different forces involved in the process, epidermal tension (green), amnioserosa
contraction (light blue), zipping forces at the canthi (red) and blue curve shows the global actin
cable contraction. Diagram (B) shows a closing stage of DC, where a lens-shape opening is
developed. The relevant forces identified with the same colour code as in (A). The red straight
lines highlight the feature that zipping makes the LE non-smooth at the canthi. The last diagram
(C) demonstrates the final stage when the closure is completed, leaving a seam on the AP-axis.
Figure 1.3: One experimental observation of Drosophila dorsal closure of the native type. Picture
taken from Figure 3 of the paper by Kiehart et al., [34] investigating forces contributed to the
movement of the leading edge. In e’, we see 7 contours showing the graduate closure of the dorsal
opening. Each contour is drawn 20 units of time apart from the previous one, except the last one
is captured 16 time units from the second last one.
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as the length of these protrusions is limited. We note that although this mechanism does not only
happen in DC, it becomes essentially significant in this setting due to the special geometry of the
dorsal opening.
Amnioserosa contraction generates a force pulling amnioserosa tissues together and therefore
provides a force facilitating the closure in the direction normal to the LE.
Finally, epidermal tension is a small outward pulling force resisting the closure of the epidermal
gap. It is generated by the surrounding epidermal tissues, and acts in the outward normal direction
to the LE, which is the opposite direction of the amnioserosa contraction.
The driving forces involved in DC are very similar to the epithelial wound healing case. The
only distinguishing factors are the zipping force and the singular geometry at the canthi. However,
these aspects present a significant challenge for the development of a feasible model.
A prototypical model for DC was developed by Hutson et al. [31] in 2003, which consists of a
system of two ODEs describing the rate of change of the length and width of the epidermal gap.
The equations were obtained by force balance analysis on the LE, which is assumed to be comprised
of two perfectly circular arcs. In this model, the zipping rate equation was derived empirically and
subsequent papers including [38,54] were devoted to refining the empirical zipping rate for different
asymmetric scenarios. A more recent paper by Almeida et al. [3] improves Hutson’s model with
a PDE scheme and a different way to handle the zipping effect. In their paper, the zipping force
was modelled directly by a function that glues a point from the upper LE to its corresponding
point on the lower LE only if the chord-arc ratio is sufficiently large, i.e., when the two points are
relatively close to the canthi. However, in their work no mathematical analysis was attempted to
address the result and the numerical steps are empirical.
In this thesis, we inherited the ideas from [3] and [31] but propose a slightly different DC
model that allows rigorous mathematical analysis. Let us idealise the LE of the dorsal opening
to be a closed curve in the plane. Generally speaking, the evolution of the LE, represented by
γ : [0, 1]× [0, T )→ R2 satisfies the following structure:
∂tγ(p, t) = α(p, t)~k(p, t) + β(p, t)ν(p, t) + ζ(p, t) (1.2)
where ~k is the curvature vector of γ, a measure of how the leading edge is ‘curved’; ν is the unit
normal vector; α(p, t) encodes the intensity of the actin cable tension of LE; and β(p, t) describes
the inward pull due to the balance of amnioserosa contraction and epidermal tension. We also
have ζ(p, t) to represent the zipping force function involving the chord-arc ratio of two arbitrary
points on LE.
We shall make two modifications to the above model. Firstly, we are going to absorb the
9
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amnioserosa contraction term into the actin cable contraction term. This is because these two forces
act in the same direction and therefore are hard to differentiate in practice, see for example [3].
Secondly, due to the complicated nature of the zipping force formulation, instead of modelling the
zipping force at the canthi directly, we introduce a smooth function to capture the global effect of
zipping applied to the LE. With these adjustments, the evolution equation of LE can be written
as a curve shortening flow problem with a non-local term.
One benefit of this set-up is that the curve shortening flow has been studied thoroughly by
Ecker, Gage, Hamilton, Huisken, Grayson [16,20,23,29] and many others. Sophisticated techniques
and results were developed to tackle similar flow problems. Furthermore, the general structure of a
flow such as (1.2) has been very recently proposed to tackle a variety of modelling problems, such
as fire fronts, infiltration and more [12,57]. This means that progress on our problem here should
have a variety of further applications.
We shall now specify the flow problem we consider. Let us orient the dorsal opening such that
the AP-axis coincides with the x-axis, and let the y-axis pass through the midpoint of the AP-axis.
We assume that the leading edge of DC in the Drosophila embryo is comprised of two smooth
curves symmetric about the AP-axis. This allows us to consider half of the LE only and hence
avoid development of singularities at the canthi due to zipping.
Let us further assume that the upper half of the LE is also symmetric about the y-axis. This
allows us to analyse only the upper right quarter of the LE, facilitating the analysis.
The formal description of this flow problem is as follows. Let γ : [0, 1] × [0, T ) → R2 be a
family of plane curves representing the upper right quarter of the LE. The family of moving curves
satisfies
∂tγ(u, t) = κ(u, t) + Z⊥(u, t) in (0, 1)× [0, T ) ,
〈τ, e2〉 = 0 at u = 0 ,
γ(u, t) = (ρ0, 0) at u = 1 ,
γ(u, t) = γ0 at t = 0 ,
where
Z(u, t) = − 1
L(t) 〈ν, e1〉 〈ν, e2〉 e2 .
In this thesis, we investigate the global behaviour of the flow with the initial curve being a
piece of a lens-shaped curve. Details of the analysis are given in Chapter 4. In short, we first
apply the techniques developed in Chapter 2 to obtain a short time existence result (Section 4.1).
Later in Section 4.2, we are able to show that the length of the curve is bounded above by its
initial value and bounded below by its initial projection over the x-axis. In Section 4.3, we impose
e2-graphicality to the initial curve to show that the flow remains a graph for all time and that the
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enclosed area is decreasing exponentially fast. Then we are able to prove a weak solution to the
graph evolution exists for all time, and that the solution converges to zero. Supplementing this
with an interpolation inequality and uniform estimates for all derivatives of the graph function,
we are able to conclude that the weak solution is classical for all positive times, and that the
convergence is in the smooth topology.
Finally, to complement with the analytical result, in Section 4.4 we present a numerical scheme
and implement it in the software MATLAB to produce a visualisation of our analytic result. The
figure is a sample simulation result with sinusoidal initial data. The simulation captures how initial
curve travels down towards the horizontal axis which corresponds well with the analytic result.
11
Chapter 2
Background studies in second
order parabolic partial differential
equations
In this chapter, we provide a collection of results closely related to the second order quasilinear
parabolic problems we study. We follow the book ‘Second order parabolic differential equations’
by Lieberman [39]. Some elementary tools for PDE study is included in Appendix A for reference.
We first present a quasilinear version of the maximum principle and Hopf lemma, which are
two fundamental tools used to provide good estimates for solving second order elliptic/parabolic
partial differential equations (PDEs). They are often used in proving the uniqueness of solution as
well.
Next we introduce function spaces that are suitable for our analysis. For a differential equation
to be well-defined, the function must have sufficient ‘smoothness’ so that it can be continuously
differentiated. We introduce the notion of Ho¨lder spaces, which consist of functions that have a
quantitative amount of continuity. We also introduce the notion of Sobolev spaces which consist of
functions with weak derivatives. Working with these function spaces allows us to obtain meaningful
estimates that can be used in proving the existence and regularity of solutions.
A large portion of this chapter is devoted to the construction of a short time solution for
second order quasilinear parabolic PDEs. This comes as the first step in studying any such PDE.
By investigating the requirements for short time existence, we may later investigate long time
existence. A long time solution exists if we can obtain suitable estimates that allow us to repeatedly
and indefinitely apply the short time existence theorem on bounded (from below) time intervals;
otherwise the maximal existence time is finite, and we have ‘blow up’.
12
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We first investigate the linear case. By obtaining a set of Poincare´ type interior estimates, we
gradually build up to an estimate that bounds the C2,α norm of the solution by its supremum
and the non-homogeneous part. Then we construct the Perron solution for the Dirichlet problem
and show it has the required smoothness. The quasilinear existence then follows from the linear
existence using a fixed point argument.
At the end of this chapter, we present a short time existence result that requires only C1,α
initial data. The application of the result to our wound healing flow is completed in Chapter 3.
Briefly speaking, by writing the flow as a radial graph, we are able to transform the flow problem
into a quasilinear parabolic PDE for the graph function. Showing that the coefficients have the
required smoothness to apply the existence theorem, we prove the local existence for the wound
healing flow, see Theorem 2.5.2.
Let us introduce the following notations that we use in this chapter. Let Ωt be a family of
open bounded connected subsets of Rn with n ≥ 1. We consider the space-time domain Ω˜ ={ ∪ Ωt × {t} : t ∈ [0, T )}, which is an open bounded connected subset of Rn+1. We use the lower
case letters (e.g., x = (x1, . . . , xn)) to denote a point in Rn and we write a space-time point in
Rn+1 with upper cases letters (e.g., X = (x1, . . . , xn, t) = (x, t)). While |x| denotes the usual Rn
norm, the space-time norm |X| is the parabolic distance:
|X| = max {|x|, |t|1/2}. (2.1)
Some basic sets of interest include the ball centred at x0:
Br(x0) = {x ∈ Rn : |x− x0| < r},
and the space-time cylinder centred at X0 = (x0, t0):
QR(X0) = {X ∈ Rn+1 : |X −X0| < R, t < t0}.
In other words QR(X0) has diameter 2R in spatial dimensions and diameter 4R2 in the time
dimension.
Furthermore, the topological boundary of Ω˜ is denoted by ∂Ω˜. The parabolic boundary PΩ˜ is
a set of all points X ∈ ∂Ω˜ such that for any  > 0 the space-time cylinder Q(X) contains points
not in Ω˜.
For notation efficiency, we also adopt the multi-index notation when referring to the higher
order mixed partial derivatives. An n-dimensional multi-index α is a vector of non-negative integers
α = (α1, . . . , αn) of order |α| = α1 + · · · + αn. We may write a mixed partial derivatives of order
13
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|α| as
∂αu(x) = ∂
|α|u(x)
∂xα11 · · · ∂xαnn
.
Finally, we introduce two popular notations for function spaces. Suppose a, b ∈ R and X is a
Banach space. For a given p, Lp([a, b]; X) denotes the space of Lp integrable functions mapping
from [a, b] into X. This function space is a Banach space with the norm
(∫ b
a
‖f(t)‖pX dt
)1/p
.
Similarly, the space C([a, b]; X) is the space of continuous functions from [a, b] into X, equipped
with the norm sup
t∈[a,b]
‖f(t)‖X.
2.1 Maximum principles
Let us define P to be a one-dimensional quasilinear parabolic operator
Pu = −∂u
∂t
+ a(x, t, u, ux)
∂2u
∂x2
+ b(x, t, u, ux)
∂u
∂x
+ c(x, t, u, ux)u (2.2)
for some u defined on a time-dependent domain Ω˜ ⊂ R2 and u ∈ C([0, T ];C2(Ωt)) ∩ C0(Ω˜). This
operator is said to be uniformly parabolic on Ω˜ if there exist positive constants λ and Λ such that
λ ≤ a(x, t, α, β) ≤ Λ for all (x, t, α, β) in Dom a. (2.3)
This is also referred to as the uniform ellipticity condition.
Theorem 2.1.1 (Weak maximum principle [39]). Let P be a one-dimensional quasilinear parabolic
operator with sufficiently smooth and bounded coefficients a(x, t, u, ux), b(x, t, u, ux) and c(x, t, u, ux)
with c ≤ c˜ in Ω˜ for some positive constant c˜. If Pu ≥ 0 in Ω˜ and u ≤ 0 on PΩ˜, then u ≤ 0 in Ω˜.
Proof. Define the auxiliary function v = e−(c˜+1)tu, then v ≤ 0 on PΩ˜, and Pv = e−(c˜+1)tPu +
(c˜+ 1)v ≥ (c˜+ 1)v in Ω˜ by assumption. It is clear that v cannot attain any positive maximum on
PΩ˜. Now if v attains a positive maximum at some X ∈ Ω˜, we must have vt(X) ≥ 0, vx(X) = 0,
vxx(X) ≤ 0 and c(X)v(X) ≤ c˜v(X), which gives Pv(X) ≤ c˜v(X), a contradiction. Hence v cannot
attain a positive maximum in Ω˜ neither.
Lastly, we suppose v attains a positive maximum on ∂Ω˜\PΩ˜, which is the ‘cap’ of the space
time domain Ω˜. Let X0 = (x0, t0) with v(X0) > 0, and for a positive number , we define
Ω[0,t0−) := {X = (x, t) ∈ Ω˜, t < t0 − } For sufficiently small , Ω[0,t0−) is nonempty and v > 0,
choose x for X = (x, t0− ) so that v(X) is a maximum at time t0− . Then as ↘ 0, v(X)→
v(X0) > 0. This implies vt(X) ≥ 0, vx(X) = 0, vxx(X) ≤ 0 and c(X)v(X) ≤ c˜v(X), hence
Pv(X) < c˜v(X).
On the other hand, let X∗ denotes the limit of X as  ↘ 0, we have X∗ ∈ ∂Ω˜\PΩ˜, which
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implies that there exists r > 0, and X is contained in the cylinder Qr(X∗) ⊂ Ω˜. Then Pv(X) <
c˜v(X) contradicts Pv ≥ (c˜+1)v in Ω˜. Then v cannot attain positive maximum at X for Ω[0,t0−).
In conclusion, v ≤ 0, and hence u ≤ 0 over Ω˜.
Note that if we apply the theorem to −u, we obtain the minimum principle.
The time dependence of Ω˜ can generate corners in the space-time domain of the problem. This
issue is bypassed (except for degenerate corners or ‘cusps’) by the use of a parabolic frustum, as
defined in Lieberman [39].
Definition 2.1.2 (Parabolic frustum). For a point Y = Y (y, s) ∈ R2, a lower parabolic frustum
centring at Y is the set
PF (R, η, Y ) =
{
X = (x, t) ∈ R2 : |x− y|2 + η2(s− t) < R2, t < s}.
Theorem 2.1.3 (Hopf lemma [39]). Let Ω˜ be a space-time domain and u is a solution of Pu ≥ 0,
where P is a quasilinear parabolic operator with smooth and bounded coefficients. Suppose X0 =
(x0, t0) is a maximum point on the boundary ∂Ω˜ in the sense that: there exist a lower parabolic
frustum PF = PF (R, η, Y ) ⊂ Ω˜, centred at Y = Y (y, t0) ∈ Ω˜ with radius R = |x0 − y|, such that
u(X0) > u(X) for all X ∈ PF except for X0, and c(X)u(X0) ≤ 0 for all X ∈ PF . If νˆ = x−y|x−y|
and ν = (νˆ, 0), then
∂u
∂ν
> 0 at X0.
Proof. Define r = r(X) =
(|x− y|2 + η2(t0 − t)) 12 everywhere in the parabolic frustum PF and
the domain D =
{
X ∈ PF : |x − y| > R2
} ⊂ Ω˜. The parabolic boundary of domain D, denoted
PD is composed of two parts: PD = B1 ∪ B2, where B1 = {X ∈ D : r(X) = R, t ≤ t0} and
B2 =
{
X ∈ D : |x − y| = R2 , t ≤ t0
}
. We define the auxiliary function v(x, t) = e−αr2 − e−αR2 ,
and so
Pv = e−αr
2
[
α
(
4αa(x− y)2 − (2a+ 2b(x− y) + η2))+ c(1− e−αR2/r2)] ≥ 0
for sufficiently large α everywhere in D. As u − u(X0) < 0 on PD, there exists  > 0 such that
u−u(X0) < − on PD. Observing that 0 ≤ v ≤ 1 in D, and v = 0 on B1, we set w = u−u(X0)+v.
Then Pw = P (u)−P (u(X0))+P (v) ≥ 0 in D and w ≤ 0 on PD, by the weak maximum principle,
w ≤ 0 in D.
Hence evaluating the directional derivative ∂w∂ν at X0 should give a non-negative result as the
function w increases toward the maximum X0, i.e.,
∂w
∂ν
= ∂u
∂ν
+ ∂v
∂ν
≥ 0 at X0.
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Also,
∂v
∂ν
= ∇v · ν = ∂v
∂x
· νˆ = −2αe
−αr2
|x0 − y| (x0 − y)
2 < 0 at X0,
which indicates ∂u∂ν > 0 at X0.
2.2 Ho¨lder spaces
In the study of PDEs, the question is often down to finding suitable function spaces for the proper
analysis of solutions.
Let Ω be an open, bounded, connected subset of Rn, and u : Ω → R. For a system of
differential equations to be well-defined, the functions must be smooth enough to allow derivatives
to be taken. For example, uxx = 0 only makes sense if u ∈ C2(Ω), which means u is continuous,
2-times differentiable with uniformly bounded derivatives. However, this notion of continuity is
not a quantitative one because ‘bounded’ does not usually provide sufficient information for further
analysis of the solution.
An example of a quantitative description of continuity is the notion of Lipschitz continuity. A
function u : Ω→ R is said to be Lipschitz continuous if it satisfies the estimate
|u(x)− u(y)| ≤ C|x− y| for all x, y ∈ Ω,
with some constant C. This definition of continuity tells us how rapid the function value u(x)
approaches u(y) as x → y. Lipschitz continuity is a stronger version of continuity and in fact
assuming a function to be Lipschitz continuous is often too optimistic in the field of PDEs. Lipschitz
continuous functions are automatically almost everywhere differentiable. To strike a balance, we
usually consider a slightly relaxed quantitative continuity measure, Ho¨lder continuity.
Definition 2.2.1 (Ho¨lder continuity). Suppose Ω is an open, bounded, connected subset of Rn and
α ∈ (0, 1]. The function u : Ω → R is uniformly Ho¨lder continuous in Ω with exponent α if the
semi-norm
[u]α,Ω = sup
x,y∈Ω
x6=y
{ |u(x)− u(y)|
|x− y|α
}
is finite. The function space consisting of such functions is a Banach space, and it is denoted by
C0,α(Ω). A continuous function u ∈ C0,α if the norm
‖u‖C0,α(Ω) = sup
Ω
|u|+ [u]α,Ω
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is finite.
Notice that when α = 1, u becomes Lipschitz continuous and if α > 1, then u must be a
constant function.
In standard notation, the Ho¨lder space Ck,α(Ω) consists of functions that are k-times continu-
ously differentiable, whose partial derivatives of order up to and including k are Ho¨lder continuous
with exponent α in Ω. The Ho¨lder spaces are more friendly spaces in PDEs analysis than the space
of continuous functions.
As in this work we are dealing with parabolic PDEs, we shall reshape the definition of the
usual Ho¨lder norm a bit to best suit our analysis. According to the heat equation, which is a
prototypical second-order parabolic equation, we have roughly the rule “two space derivatives are
equivalent to one time derivative”. This implies that we may consider the time derivative ∂kt to
have order 2k instead of k. To capture this property of parabolic equations, we make the following
definition of the Ho¨lder norm as in Lieberman [39].
Definition 2.2.2 (Parabolic Ho¨lder spaces C |k|+2j,α and CN,α). Consider the set Ω˜ ⊂ Rn+1 and
suppose X0 = (x0, t0) ∈ ΩT and α ∈ (0, 1].
(i) A function u : Ω˜→ R is said to be uniformly Ho¨lder continuous with exponent α in Ω˜ if the
semi-norm
[u]α;Ω˜ = sup
X0∈Ω˜
 sup(x,t)∈Ω˜
(x,t)6=X0
{ |u(x, t)− u(X0)|
|(x, t)−X0|α
}
with |(x, t)− (x0, t0)| being the parabolic distance as defined in (2.1), is finite.
(ii) Furthermore, u is Ho¨lder continuous with exponent 1 + α in time if the semi-norm
〈u〉1+α;Ω˜ = sup
x0∈Ω˜
 sup(x0,t)∈Ω˜
t6=t0
{
|u(x0, t)− u(X0)|
|t− t0| 1+α2
}
is finite.
(iii) In addition, given a non-negative integer j and a multi-index k, we define
[u]|k|+2j+α;Ω˜ =
∑
|β|+2m=|k|+2j
[∂βx∂mt u]α,Ω˜
〈u〉|k|+2j+α;Ω˜ =
∑
|β|+2m=|k|+2j−1
〈
∂βx∂
m
t u
〉
1+α,Ω˜
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and the Ho¨lder space C |k|+2j,α consists of all functions u : Ω˜→ R for which the norm
‖u‖C|k|+2j+α(Ω˜) =
∑
|β|+2m≤|k|+2j
sup
Ω˜
|∂βx∂mt u|+ [u]|k|+2j+α;Ω˜ + 〈u〉|k|+2j+α;Ω˜
is finite. Let N = |k|+ 2j, by an abuse of notation, we also write the space as CN,α(Ω˜).
From now on, CN,α will be used to denote the parabolic Ho¨lder space whenever it is defined
on a time dependent domain, e.g., Ω˜, unless otherwise indicated.
In short, if u ∈ C |k|+2j,α(Ω˜), then u is |k|-times continuously differentiable in space and j-
times continuously differentiable in time respectively, and also whose (|k| + 2j)th derivatives are
Ho¨lder continuous with exponent α while its (|k|+2j−1)th derivatives are Ho¨lder continuous with
exponent 1 + α in time. We shall also note the space C |k|+2j,α(Ω˜) is a Banach space.
In order to state the short time existence result later, it is also useful to define the weighted
Ho¨lder norms. These definitions are again can be found in Chapter IV of [39]. Let us denote by
d : Ω˜→ R the distance of a point X0 = (x0, t0) to the parabolic boundary as
d(X0) := inf
{|X −X0| : X ∈ PΩ˜ and t < t0} ,
and for space-time points X and Y , we set d = d(X,Y ) = min{d(X), d(Y )}.
Let N = |k|+ 2j as before, for N + α+ w ≥ 0 we define
[u](w)
N+α;Ω˜ = sup
Ω˜
 ∑|β|+2m=N d(X,Y )N+α+w
∣∣∂βx∂mt u(X)− ∂βx∂mt u(Y )∣∣
|X − Y |α : X 6= Y ∈ Ω˜

〈u〉(w)
N+α;Ω˜ = sup
Ω˜
 ∑|β|+2m=N−1 d(X,Y )N+α+w
∣∣∂βx∂mt u(X)− ∂βx∂mt u(Y )∣∣
|X − Y |1+α : X 6= Y ∈ Ω˜

‖u‖CN+α,(w)(Ω˜) =
∑
|β|+2m≤N
sup
Ω˜
d|β|+2m+w
∣∣∂βx∂mt u∣∣+ [u](w)N+α;Ω˜ + 〈u〉(w)N+α;Ω˜ .
If N + α+ w < 0, we define [u](w)
N+α;Ω˜ and 〈u〉
(w)
N+α;Ω˜ by replacing d(X,Y ) with |Ω˜|.
The special case when N + α = 0 has the simplified form
‖u‖C0,(w)(Ω˜) =

sup
Ω˜
dw|u| (w ≥ 0)
|Ω˜|w sup
Ω˜
|u| (w < 0) .
We say a function is in the Banach space CN,α,(w)(Ω˜) provided the weighted norm ‖·‖CN+α,(w)(Ω˜)
is finite.
Next, we shall also state an interpolation inequality which will be used in the proof of short
time existence result later. The following theorem is extracted from Lieberman’s book, the proof
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and generalised results can be found in Chapter IV of [39].
Theorem 2.2.3. Let 0 ≤ a < b and let σ ∈ (0, 1). Then there is a constant C determined only by
b such that
‖u‖Cσa+(1−σ)b,(0) ≤ C(b)
(
‖u‖Ca,(0)
)σ(
‖u‖Cb,(0)
)1−σ
.
As a small clarification, the notation ‖·‖Ca+(1−σ)b,(0) follows the principle of Ho¨lder norms that
the exponent α ∈ (0, 1). Hence, in the mentioned norm, the parameter N = ba+ (1− σ)bc.
To end this section, we remark that, although the Ho¨lder spaces have nice properties, they are
sometimes not suitable in elementary PDE theory. This is because it is not always straightforward
to obtain sufficient estimates to demonstrate the solution actually lies in these spaces. Other
function spaces with weaker but reasonable smoothness properties need to be constructed.
2.3 Weak derivatives and Sobolev spaces
Let us start with weakening the notion of derivatives, as in the analysis of PDE systems, we often
encounter situations when we would like to take the derivatives of a function, while its regularity
is unknown. This prompts the definition of a more general notion of derivatives.
Suppose Ω is an open set in Rn, the space C∞c contains all infinitely differentiable functions
φ : Ω→ R, with compact support in Ω. This space is sometimes referred to the test function space
and the functions φ are called test functions.
Definition 2.3.1 (Weak derivative). Suppose that the vector α is a n-dimensional multi-index.
A locally integrable function u ∈ L1loc(Ω) has a αth-weak partial derivative v ∈ L1loc(Ω) written
∂αu = v if ∫
Ω
u ∂αφdx = (−1)|α|
∫
Ω
vφ dx
for all test functions φ ∈ C∞c (Ω).
Roughly speaking, the weak derivative is a weak notion of derivative requiring less smoothness
properties while the integration by parts formula is still satisfied. The weak derivatives turn out
to have many nice properties, such as uniqueness up to almost everywhere equivalence, and can
be treated as the usual derivatives in many cases. We therefore use the same notation for weak
derivatives and continuous pointwise derivatives in this work.
Next we shall introduce the notion of Sobolev spaces, which are one of the most used function
spaces in PDE theory. A Sobolev space contains functions for which all of their weak partial
derivatives belong to Lp.
Definition 2.3.2 (Sobolev space W k,p). Suppose that Ω is an open set in Rn, k is a non-negative
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integer and 1 ≤ p ≤ ∞. The Sobolev space W k,p(Ω) consists of all locally integrable functions
u : Ω→ R such that ∂αu exists for all |α| ≤ k and ∂αu ∈ Lp(Ω).
In particular, we write W k,2(Ω) = Hk(Ω).
We also use subscript 0 to indicate function spaces that consists of functions with zero boundary
values. For example, u(Ω) ∈ Hk0 means u(Ω) ∈ Hk and u = 0 on ∂Ω.
Definition 2.3.3. If u ∈W k,p(Ω), the following Sobolev norm is finite
‖u‖Wk,p(Ω) =

( ∑
|α|≤k
∫
Ω |∂αu|p dx
) 1
p
1 ≤ p <∞,
max
|α|≤k
sup
Ω
|∂αu|p p =∞.
The Sobolev space W k,p is a Banach space when equipped with the Sobolev norm, and in
particular Hk(Ω) is a Hilbert space with the inner product
〈u, v〉 =
∑
|α|≤k
∫
Ω
(∂αu)(∂αv) dx.
Definition 2.3.4. The dual space of H10 , denoted H−1 is the space of bounded linear functionals
f : H10 (Ω)→ R. We define the norm
‖f‖H−1 = sup
{
| ∫Ω fφ dx|
‖φ‖H10
: φ ∈ H10 , φ 6= 0
}
.
As a remark, we have the embedding
H10 (Ω) ↪→ L2(Ω) ↪→ H−1(Ω).
The first embedding is straightforward from the definition, and the second embedding can be
obtained via the Cauchy-Schwartz inequality.
Next we introduce a class of smooth functions called mollifiers, which is widely used in PDE
studies. A non-negative C∞(Rn) function η : Rn → R is a mollifier if it has the properties η(x) = 0
for |x| > 1 and ∫
Rn
η(x)dx = 1.
The mollifier gives the following nice properties.
Theorem 2.3.5. Suppose η : Rn → R is a mollifier and  > 0. Let Ω ⊂ Rn be an open set and
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define Ω = {x ∈ Ω : dist(x, ∂Ω) > }. For u ∈ L1loc(Ω), we define the mollification u : Ω → R by
u(x) =
∫
Rn
u(x− y)η(y) dy. (2.4)
Then u ∈ C∞ is smooth; u → u pointwise a.e. in Ω, as  ↘ 0. Furthermore, if u ∈ Lploc(Ω) for
1 ≤ p <∞, then u → u in Lploc(Ω) as ↘ 0.
2.4 Linear parabolic theory
In this section, we include a few preliminary results for linear parabolic operators, which will be
used later in this work.
Let us define L to be a one-dimensional second-order linear parabolic operator on the set
Ω˜ =
{ ∪ Ωt × {t} : t ∈ [0, T )} ⊂ R2,
Lu = −ut + a(x, t)∂
2u
∂x2
+ b(x, t)∂u
∂x
+ c(x, t)u (2.5)
where the coefficients satisfy a, b, c ∈ L∞(Ω˜), and a(x, t) satisfies the uniform ellipticity condi-
tion (2.3).
Let us consider a second-order linear parabolic PDE with initial and boundary values, defined
on Ω˜: 
Lu = f
u(x, t) = 0 for x ∈ ∂Ωt and t > 0
u(x, 0) = g(x) for x ∈ Ω0
(2.6)
where L is as defined in (2.5), f ∈ L2 ([0, T ];H−1(Ωt)) for all t > 0 and g ∈ L2(Ω0).
Definition 2.4.1 (Weak solution). A function u : [0, T ] → H10 (Ωt) is said to be a weak solution
to (2.6) if it satisfies the following:
(i) u ∈ L2 ([0, T ];H10 (Ωt)) and ut ∈ L2 ([0, T ];H−1(Ωt));
(ii) for every test function v ∈ H10 (Ωt),
∫
Ωt
utv dx+
∫
Ωt
auxvx + buxv + cuv dx =
∫
Ωt
fv dx
a.e. 0 ≤ t ≤ T ;
(iii) u(0) = g.
We next present a version of Sturmian theorem for linear parabolic PDE extracted from [21].
This was first studied by Sturm [59, 60] which states that the number of zeros is non-increasing
and the number drops precisely when a multiple zero is developed.
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In order to state the theorem, let D = Ω× (0, T ) be an open, bounded, cylindrical domain in
R2. For a fixed t0 ∈ (0, T ), We denote PDt0 to be the parabolic boundary of Dt0 := D ∩ {t < t0}.
For u = u(x, t) defined on Dt0 , we define the positive and negative sets of u as
U+ = {(x, t) ∈ Dt0 : u(x, t) > 0} and U− = {(x, t) ∈ Dt0 : u(x, t) < 0} .
We call each maximal open connected subset of U+ (or U−) a component. Consequently, the
number of sign changes of u(x, t) denoted by Z(t, u) is defined to be one less than the number of
components of u(x, t) at time t.
Theorem 2.4.2 (Sturmian oscillation theorem). Suppose u : D → R is a continuous solution to
the linear parabolic equation
Lu = 0 ,
with C∞ coefficients a, b and c where a > 0. For t0 ∈ (0, T ), suppose there are precisely n disjoint
intervals where u is positive on PDt0 , then
(i) U+ has at most n components in Dt0 and the closure of each component must intersect PDt0
in at least one interval;
(ii) the number of sign changes Z(t0, u) of u on Ω is not greater than the number of sign changes
of u on PDt0 .
Furthermore, assuming there is no sign changes on ∂Ω × (0, t0), and let u(x, t1) be a zero of
multiplicity m ≥ 2. Then
(iii) Z(t, u) drops at t1 and we have
Z(t−1 , u)− Z(t+1 , u) ≥
m if m is even,m− 1 if m is odd.
Proof. We include a sketch of the proof that was used in [21] for the convenience of the readers.
By continuity of u, we can see that for each of the n open intervals on PDt0 where u > 0,
there are at most one component of U+ intersects it. Therefore, to prove (i), it is sufficient to
show that every component of U+ intersects PDt0 in an interval. Without loss of generality, we
assume c ≤ 0 and use the substitution u = eλtv where v solves vt = avxx + bvx + (c− λ)u.
Let E ⊂ U+ be a component in Dt0 The continuity of u and the maximum principle guarantee
that u attains a positive maximum on ∂E. As E is a component in Dt0 , if (x∗, t∗) is a positive
maximum of u, then (x∗, t∗) ∈ ∂E∩PDt0 . This proves (i) and the second statement (ii) is a direct
consequence of it.
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Statement (iii) can be proved using Taylor’s expansion in time about the multiple zero u(x, t1)
at the time t1 that it is developed. By careful analysis of the backward and forward continuation
of u(x, t1), the result follows.
For the rest of the section, we investigate the short time existence of solutions to linear second
order parabolic problems. We follow the book of Lieberman [39] with dimension reduced to n = 1,
tailored for our flows. We will also assume in the main theorem that the space-time domain is
cylindrical.
Let us first state a few basic general results without their lengthy proofs. The generalised
results for higher dimensions and their proofs can be found in Lieberman [39] Chapter IV.
Lemma 2.4.3. Let f ∈ L1(Q2R(X0)) and suppose there are positive constants α ≤ 1 and H along
with a function g : Q2R(X0)× (0, R)→ R such that
∫
Qr(Y )
|f(X)− g(Y, r)| dxdt ≤ Hrn+2+α
for any Y ∈ QR(X0) and any r < R. Then there is a constant C(n, α) such that
[f ]α;QR(X0) ≤ C(n, α)H .
Lemma 2.4.4. Let A be a positive constant satisfying the uniform ellipticity condition (2.3). Let
u be a H1 solution of
ut = ∂x(A∂xu) in QR(X)
with |u| ≤M in QR(X) for some constant M . Then there exists a constant C(A) such that
osc
Qr(X)
u ≤ C(A) r
R
M ,∫
Qr(X)
|u− u¯Qr(X)|2 dxdt ≤ C(A)
( r
R
)5 ∫
QR(X)
|u− u¯QR(X)|2 dxdt ,
for all r ∈ (0, R), where the mean u¯Qr′ (X′) := |Qr′(X ′)|−1
∫
Qr′ (X′)
u dxdt.
Lemma 2.4.5. Let ω and σ be increasing functions on an interval (0, I] and suppose there are
positive constants a < b and q < 1 such that for 0 < I1 ≤ I2 ≤ I,
I−a2 σ(I2) ≤ I−a1 σ(I1) and ω(qI2) ≤ qbω(I2) + σ(I2).
Then there exists a constant C(a, b, q) such that
ω(I2) ≤ C(a, b, q)
[(
I2
I
)b
ω(I) + σ(I2)
]
.
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Let us first prove an estimate for the case when the coefficient of the principal part a(x, t) = A
is a constant.
Theorem 2.4.6. Let Ω˜ be an open, bounded domain in R2. Suppose u : Ω˜ → R is a continuous
weak solution of
−ut + ∂x(A∂xu) = ∂xf
in some cylinder Q2R(X0), with positive constant A and [f ]α;Q2R(X0) ≤ F for some positive
constant F . Then he following estimate holds:
[ux]α;QR(X0) ≤ C(α,A)
(
R−3−2α
∫
Q2R(X0)
|ux|2 dxdt+ F 2
) 1
2
.
Proof. Fix Y ∈ QR(X0) and r ∈ (0, R). Let v be a solution of the BVP
−vt + ∂x(A∂xv) = 0 in Qr(Y )
v = u on PQr(Y ).
We first show that vx ∈ L2(Qr(Y )). Set w = u− v, we see w is a weak solution to the BVP
−wt + ∂x(A∂xw) = ∂xf in Qr(Y )
w = 0 on PQr(Y ).
Choosing (w − )+ as a test function, by the definition of weak solution, we have
∫
Qr(Y )
wt(w − )+ +A∂xw∂x(w − )+ dxdt =
∫
Qr(Y )
f∂x(w − )+ dxdt. (2.7)
Notice that by evolution of v, we have
∫
Qr(Y ) f(Y )∂x(w − )+ dxdt = 0. We also have ∂xw =
∂x(w − )+. Then (2.7) becomes
∫
Qr(Y )
wt(w − )+ +A
[
∂x(w − )+
]2
dxdt =
∫
Qr(Y )
[f − f(Y )]∂x(w − )+ dxdt.
Furthermore, we calculate
∫
Qr(Y )
wt(w − )+ dxdt = 12
∫
Br(Y )
∫ t1
0
[
(w − )+]2 dtdx
= 12
∫
Br(Y )×{t1}
[
(w − )+]2 dx− 12
∫
Br(Y )×{0}
[
(w − )+]2 dx
= 12
∫
Br(Y )×{t1}
[
(w − )+]2 dx ≥ 0 .
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Hence we obtain
∫
Qr(Y )
|∂x(w − )+|2 dxdt ≤ C
∫
Qr(Y )
[f − f(Y )]∂x(w − )+ dxdt
≤ C
(∫
Qr(Y )
|f − f(Y )|2 dxdt
) 1
2
(∫
Qr(Y )
|∂x(w − )+|2 dxdt
) 1
2
.
Rearrange to obtain
∫
Qr(Y )
|∂x(w − )+|2 dxdt ≤ C
∫
Qr(Y )
|f − f(Y )|2 dxdt .
From the assumption of [f ]α;Q2R(X0) ≤ F , we see
sup
X∈Qr(Y )
|f(X)− f(Y )| ≤ F |X − Y |α ≤ Frα,
therefore
∫
Qr(Y )
|∂x(w − )+|2 dxdt ≤ C
∫
Qr(Y )
|Frα|2 dxdt
≤ CF 2r2α
∫
Br(Y )
∫ r2
0
dtdx
≤ CF 2r3+2α .
Letting  ↘ 0, we have shown ∫
Qr(Y ) |∂xw+|2 dxdt ≤ CF 2r3+2α. Applying the same procedure
with the test function (w − )−, we can conclude that ∂xw ∈ L2(Qr(Y )) with the estimate
∫
Qr(Y )
|∂xw|2 dxdt ≤ CF 2r3+2α . (2.8)
In particular ∂xv ∈ L2(Qr(Y )) as we claimed earlier. We can now apply Lemma 2.4.4 to see that
for ρ ∈ (0, r), the following estimate holds
∫
Qρ(Y )
|vx − vxQρ(Y )|2 dxdt ≤ C
(ρ
r
)5 ∫
Qr(Y )
|vx − vxQr(Y )|2 dxdt . (2.9)
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We compute using triangle inequalities, (2.8) and (2.9) that
∫
Qρ(Y )
|ux − vxQρ(Y )|2 dxdt
≤
∫
Qρ(Y )
|(u− v)x|2 dxdt+
∫
Qρ(Y )
|vx − vxQρ(Y )|2 dxdt
≤
∫
Qρ(Y )
|wx|2 dxdt+ C
(ρ
r
)5 ∫
Qr(Y )
|vx − vxQr(Y )|2 dxdt
≤
∫
Qρ(Y )
|wx|2 dxdt+ C
(ρ
r
)5 [∫
Qr(Y )
|ux − vxQr(Y )|2 + |wx|2 dxdt
]
≤ C
∫
Qr(Y )
|wx|2 dxdt+ C
(ρ
r
)5 ∫
Qr(Y )
|ux − vxQr(Y )|2 dxdt
≤ CF 2r3+2α + C
(ρ
r
)5 ∫
Qr(Y )
|ux − vxQr(Y )|2 dxdt.
The assumptions of Lemma 2.4.5 are satisfied if we let
ω(r) =
∫
Qr(Y )
|ux − vxQr(Y )|2 dxdt, σ(r) = CF 2r3+2α, a = 3 + 2α, b = 5 and R0 = R.
Thus, we can apply Lemma 2.4.5 to see
∫
Qr(Y )
|ux − vxQr(Y )|2 dxdt ≤ C
[( r
R
)5 ∫
QR(Y )
|ux − vxQR(Y )|2 dxdt+ F 2r3+2α
]
≤ C
[
R−3−2α
∫
QR(Y )
|ux − vxQR(Y )|2 dxdt+ F 2
]
r3+2α
≤ C
[
R−3−2α
∫
QR(Y )
|ux|2 dxdt+ F 2
]
r3+2α.
Finally, applying Lemma 2.4.3, the proof is completed.
The next theorem gives C1+α estimates for solution of linear second order parabolic PDEs in
divergence form. For notational efficiency, let us introduce the weighted Morrey space M (w)1,δ with
δ ∈ [0, 3] and w ≥ 3− δ. A function u ∈ L1loc(Ω˜) is said to be in M (w)1,δ if
‖u‖
M
(w)
1,δ
= sup
X∈Ω˜
r≤d(X)/2
r−δd(X)w+δ−3
∫
Qr(X)
|u| dxdt <∞.
Theorem 2.4.7. Let Ω˜ be an open, bounded domain in R2. Suppose a(x, t) ∈ C0,α,(0), b(x, t) ∈
M
(1)
1,2+α, c(x, t) ∈M (2)1,2+α satisfy
λ ≤ a ≤ Λ, [a](0)0+α ≤ A, ‖b‖M(1)1,2+α ≤ B, and ‖c‖M(2)1,2+α ≤ c˜, (2.10)
for some positive constants λ,Λ, A,B, c˜ and α < 1. Also suppose f ∈ C0,α,(1) and g ∈M (2)1,2+α with
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the bound
‖f‖C0+α,(1) ≤ F and ‖g‖M(2)1,2+α ≤ G,
for some constants F and G. If u : Ω˜→ R is a C1,α,(0)(Ω˜) weak solution of
−ut + ∂x
(
a(x, t)∂xu
)
+ b(x, t)∂xu+ c(x, t)u = ∂xf + g,
then there is a constant C(A,B, c˜, α, λ,Λ) such that
‖u‖C1+α,(0) ≤ C
(
sup
Ω˜
|u|+ F +G
)
.
Proof. We first look at the case when b(x, t) and c(x, t) are both zero. The proof is similar to the
one for Theorem 2.4.6. Fix y ∈ Ω˜ and d(Y )4 < r < d(Y )2 . Suppose v solves
−vt + ∂x(a(Y )∂xv) = 0 in Qr(Y )
v = u on PQr(Y ).
As before, we can show vx ∈ L2(Qr(Y )) with the estimate
∫
Qρ(Y )
|vx − vxQρ(Y )|2 dxdt ≤ C
(ρ
r
)5 ∫
Qr(Y )
|vx − vxQr(Y )|2 dxdt
for ρ = d(Y )4 < r. Letting w = u− v to be a weak solution to
−wt + ∂x(a(Y )∂xw) = ∂xf + g in Qr(Y )
w = 0 on PQr(Y ).
Using the test function (w − )+ and applying the same procedure as in Theorem 2.4.6, we are
able to show
∫
Qr(Y )
|∂x(w − )+|2 dxdt ≤ C
∫
Qr(Y )
[f − f(Y )]∂x(w − )+ dxdt+ C
∫
Qr(Y )
g(w − )+ dxdt
≤ C
(∫
Qr(Y )
|f − f(Y )|2 dxdt
) 1
2
(∫
Qr(Y )
|∂x(w − )+|2 dxdt
) 1
2
+ C sup
Qr(Y )
|w|
∫
Qr(Y )
|g| dxdt .
Applying Cauchy’s inequality and rearranging to obtain
∫
Qr(Y )
|∂x(w − )+|2 dxdt ≤ C
∫
Qr(Y )
|f − f(Y )|2 dxdt+ 2C sup
Qr(Y )
|w|
∫
Qr(Y )
|g| dxdt .
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The assumption of ‖f‖C0+α,(1) ≤ F and ‖g‖M(2)1,2+α ≤ G gives
sup
X∈Qr(Y )
|f(X)− f(Y )| ≤ F |X − Y |αd−(1+α) ≤ Frαd−(1+α),∫
Qr(Y )
|g| dxdt ≤ Gr2+αd−(2+2+α−3) ≤ Gr
( r
d
)1+α
.
Similar to the previous proof, we are able to show ∂xw ∈ L2(Qr(Y )) with the estimate
∫
Qr(Y )
|∂xw|2 dxdt ≤ C
[
F 2r
( r
d
)2+2α
+Gr sup
Qr(Y )
|w|
( r
d
)1+α]
. (2.11)
Next, we consider the function |v(X) − 〈∂xu(Y ), x− y〉 | for X = (x, tx) ∈ Qr(Y ), which satisfies
the same evolution equation as v with a corresponding boundary condition. By the maximum
principle, the function attains its maximum at PQr(Y ). Therefore we have
|w(X)| ≤ |u(X)− 〈∂xu(Y ), x− y〉 |+ |v(X)− 〈∂xu(Y ), x− y〉 |
≤ 2|u(X)− 〈∂xu(Y ), x− y〉 | ≤ 2(|u|+ | 〈∂xu(Y ), x− y〉 |)
≤ 2(|u|+ |∂xu|r) ≤ 2
( r
d
)2+2α
[u](0)1+α .
Hence the estimate (2.11) implies
∫
Qr(Y )
|∂xw|2 dxdt ≤ C
[
F 2 +G[u](0)1+α
]
r
( r
d
)2+2α
.
The same type of argument as in Theorem 2.4.6 gives
∫
Qρ(Y )
|ux − vxQρ(Y )|2 dxdt ≤ C
[
F 2 +G[u](0)1+α
]
r
( r
d
)2+2α
+ C
(ρ
r
)5 ∫
Qr(Y )
|ux − vxQr(Y )|2 dxdt
and hence
∫
Qr(Y )
|ux − vxQr(Y )|2 dxdt ≤ C
[(‖u‖C0,(1))2 + F 2 +G[u](0)1+α] r ( rd)2+2α .
Furthermore,
[ux]α;Qρ(Y ) ≤ C
[(‖u‖C0,(1))2 + F 2 +G[u](0)1+α] 12 d−1−α .
The assumption of u ∈ C1,α,(0) then implies
[u](0)1+α ≤ C sup
Ω˜
|u|+ d1+αC
[(‖u‖C0,(1))2 + F 2 +G[u](0)1+α] 12 d−1−α.
The proof of the case when b and c vanish is completed by putting this estimate into the definition
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of ‖u‖C1+α,(0) .
Suppose b and c are non-zero, and let Γ := g − b(x, t)∂xu − c(x, t)u. The assumptions on b, c
and g ensure the following norm is finite:
‖Γ‖
M
(2)
1,2+α
≤ G+B‖u‖C0,(1) + c˜ sup
Ω˜
|u| <∞ .
Then u solves −ut + ∂x(a(x, t)∂xu) = ∂xf + Γ, which fits in the previous scheme, and we have the
estimate
‖u‖C1+α,(0) ≤ C
(
sup
Ω˜
|u|+ F +G+B‖∂xu‖C0,(1) + c˜ sup
Ω˜
|u|
)
≤ C
(
sup
Ω˜
|u|+ F +G
)
+ C‖u‖C1,(0) .
We are left to absorb the last term into the other terms. Firstly, applying the Ho¨lder interpolation
Theorem 2.2.3 we see
‖u‖C1,(0) ≤ C1 (‖u‖C1+α,(0))
1
1+α (‖u‖C0,(0))
α
1+α .
Then applying Young’s inequality with  = 12 we obtain
‖u‖C1,(0) ≤
1
2‖u‖C1+α,(0) +
(
2 1α (1 + α)− 1αC
1+α
α
1
α
1 + α
)
sup
Ω˜
|u|
and the conclusion follows.
Next we present the C2+α estimate for general linear second order parabolic PDEs.
Theorem 2.4.8. Let Ω˜ be an open, bounded domain in R2. Suppose a(x, t) ∈ C0,α,(0), b(x, t) ∈
C0,α,(1), c(x, t) ∈ C0,α,(2) satisfy
λ ≤ a ≤ Λ, [a](0)0+α ≤ A, ‖b‖C0+α,(1) ≤ B, ‖c‖C0+α,(2) ≤ c˜ ,
for some positive constants λ,Λ, A,B, c˜ and α < 1. Also suppose f ∈ C0,α,(2). Then if u ∈
C2,α,(0)(Ω˜) is a solution of
−ut + a(x, t)uxx + b(x, t)ux + c(x, t)u = f ,
then there is a constant C(A,B, c˜, α, λ,Λ) such that
‖u‖C2+α,(0) ≤ C
(
sup
Ω˜
|u|+ ‖f‖C0+α,(2)
)
.
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Note that in the above estimate the norms C2+α,(0) and C0+α,(2) are on a subset Ω compactly
contained in Ω˜. Note also that the constant above depends on Ω and blows up as Ω→ Ω˜.
Proof. As in the previous proof, we first assume b(x, t) = c(x, t) = 0. Fix Y ∈ Ω˜, d4 < r < d2 and
ρ < d4 . For a fixed  ∈ (0, ρ), consider the mollification as defined in (2.4). Applying it to the
evolution equation, we obtain for X ∈ Qρ(Y ),
−ut(X) +
∫
R2
(
a(X − X˜)− a(X) + a(X))uxx(X − X˜)η(X˜) dxdt = f (X) .
Rearrange to see
−ut + a(X)uxx = f  + f1
where
f1 =
∫
R2
(
a(X)− a(X − X˜))uxx(X − X˜)η(X˜) dxdt .
Hence (u)x is a weak solution to
−∂t(u)x + ∂x
(
a(Y )∂x(u)x
)
= ∂x
[(
a(Y )− a(X))uxx + f  + f1].
By arguments similar to the proof of previous two theorems, it is not hard to see that
∫
Qρ(Y )
∣∣∣uxx − uxxQρ(r)∣∣∣2 dxdt ≤ C (ρr)5
∫
Qr(Y )
∣∣∣uxx − uxxQr(Y )∣∣∣2 dxdt
+ C
(
F + sup
Qr(Y )
d2uxx
)
r
( r
d
)2+2α
+ Cαr3.
Taking ↘ 0, we have
∫
Qρ(Y )
∣∣uxx − uxxQρ(r)∣∣2 dxdt ≤ C (ρr)5
∫
Qr(Y )
∣∣uxx − uxxQr(Y )∣∣2 dxdt
+ C
(
F + sup
Qr(Y )
d2uxx
)
r
( r
d
)2+2α
.
This implies
‖uxx‖C0+α,(2) ≤ ‖ux‖C1+α,(1) ≤ C
(
F + sup
Qr(Y )
d2uxx
)
.
Hence by the evolution equation of u, we have
‖ut‖C0+α,(2) ≤ C (F + ‖uxx‖C0+α,(2)) .
Combining these inequalities and applying interpolation inequalities as in the previous proof, the
conclusion follows. For the case of b, c 6= 0, as in the previous proof, the new terms that appear in
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the estimates can be absorbed using interpolation.
Remark 2. If in addition to the assumptions in Theorem 2.4.8, we assume Ω˜ = Ω × [0, T ), which
is a cylindrical domain and u = ϕ on PΩ˜ where ϕ ∈ C1,α. Then the following estimate holds.
‖u‖C2+α ≤ C(A,B, c˜, λ,Λ, Ω˜)
(
sup
Ω˜
|u|+ ‖f‖C0+α + ‖ϕ‖C1+α
)
. (2.12)
Next we use the Perron method to construct a solution to the linear problem. Let L be the
linear parabolic operator as defined by (2.5) satisfying λ ≤ a(x, t) ≤ Λ, the coefficients a, b, c ∈ C0,α
and c ≤ 0. Consider the Dirichlet problem
Lu = f in Ω˜, u = ϕ on PΩ˜ (2.13)
where ϕ ∈ C(Ω˜) and f ∈ C0,α(Ω˜). A subsolution (supersolution) to (2.13) is a function v ∈ C(Ω˜)
such that v ≤ ϕ (v ≥ ϕ) on PΩ˜ and for any ball Br ⊂ Ω˜ with 2r(1 + sup
Ω˜
|b|) < λ, the solution v˜ to
Lv˜ = f in Ω˜, v˜ = v on ∂Br
is greater than (less than) or equal to v in Br.
Let S denote the set of all subsolutions to (2.13). The Perron solution u is defined by taking
the pointwise supremum over S:
u(x, t) = sup
v∈S
v(x, t) . (2.14)
We say that a point X0 ∈ ∂Ω˜ is a regular point for L if (2.14) is continuous at X0 for any
f ∈ C1 and ϕ ∈ C.
This notion can be linked to the notion of a local barrier. A continuous function W defined
on Ω˜ ∩ Br(X0) is called a two-sided local barrier at X0 ∈ PΩ˜ if W is a continuous, nonnegative
function on Ω˜ ∩Br(X0) and vanishes only at X0. Furthermore, for any Br ⊂ (Ω˜ ∩ Br(X0)) with
2r(1 + sup
Ω˜
|b|) < λ, the solution h of Lh = 0 in Br, h = W on ∂Br satisfies the inequality h ≤ W
in Br.
Lemma 2.4.9. X0 is a regular point for L if and only if there is a local barrier at X0.
That is, if we can construct a local barrier for every boundary point X0, we obtain continuity
of the solution on the parabolic boundary.
Theorem 2.4.10. For the linear Dirichlet problem (2.13), the Perron solution (2.14) solves the
linear problem Lu = f in Ω˜\PΩ˜ and in addition, u is a unique C(Ω˜) ∩ C2,0(Ω˜).
The proof of the theorem is as in [39].
31
CHAPTER 2. BACKGROUND STUDIES IN SECOND ORDER PARABOLIC PARTIAL
DIFFERENTIAL EQUATIONS
Proof. We shall first show the Perron solution u is well defined. Consider v0 = −(sup |f |)t−sup |ϕ|
in Ω˜. It is straightforward to see that v0 ≥ ϕ on PΩ˜ and by the maximum principle, v0 ≤ v in Ω,
hence v0 is a subsolution. Therefore the Perron solution u exists for all X = (x, t) ∈ Ω˜ and it is
bounded below by v0. Similarly, −v0 is a supersolution, hence u is also bounded from above.
To see the Perron solution satisfies the PDE in the interior, we fix Y0 = (y0, t0) ∈ Ω˜ and
2r(1 + sup
Ω˜
|b|) < λ such that Br(Y0) ⊂ Ω˜. Choose a sequence of subsolutions {vm} such that it
converges to u at the point Y1 = (y0, t0 + r8 ), i.e., vm(Y1) → u(Y1). Define wm = max{vm, v0}
and let Wm be the lift of wm relative to the ball Br(Y0). Since vm ≤ wm ≤ Wm ≤ u, by the
squeeze theorem, Wm(Y1) → u(Y1). Suppose w is a solution to Lu = f in B r2 (Y0). A parabolic
version of Harnack’s first convergence theorem (for example, Corollary 3.20 in [39]) then implies
we can find a subsequence {Wm(k)} which converges uniformly to w with w(Y1) = u(Y1). Consider
Y2 ∈ B r8 (Y0) and pick the sequence {v˜m} so that v˜m(Y2)→ u(Y2) and define w˜m = max{wm, v˜m}
with w˜m(Y1) → w˜(Y1) and w˜m(Y2) → w˜(Y2). Taking a convergent subsequence of w˜m, we see w˜
satisfies Lw˜ = f in B r
4
(Y0) with w˜ ≥ w and w˜(Y1) = w(Y1).
With the assumption that c ≤ 0, by the strong maximum principle, we must have w(Y2) =
w˜(Y2) in B r8 (Y0). As Y2 was chosen arbitrarily, it follows that w ≡ u in B r8 (Y0). As Y0 is arbitrarily
chosen in Ω˜, we conclude Lu = f in Ω˜\PΩ˜.
Now, the estimate from Theorem 2.4.8 shows
u¯(X0) = lim
X→X0,t≤t0,X∈Ω˜
u(X)
exists for any X0 ∈ ∂Ω˜\PΩ˜. This also implies C2,0 continuity of the Perron solution in Ω˜.
The continuity of u at boundary points is given by constructing a local barrier at boundary
point X0 ∈ PΩ˜. As we known local barrier exists if there is a paraboloid frustrum PF (r, 1, (x, t0))
such that PF ∩ Ω˜ = {X0}. We see u is continuous at X0 with u(X0) = ϕ(X0).
Finally, the comparison principle implies there is at most one solution of (2.13) given ϕ is
continuous.
Theorem 2.4.11 (Existence of solution to the linear problem). Let Ω˜ = Ω × [0, T ) be an open,
bounded cylindrical domain in R2. Suppose a(x, t) ∈ C0,α, b(x, t) ∈ C0,α, c(x, t) ∈ C0,α satisfy
λ ≤ a ≤ Λ, c ≤ 0, ‖a‖C0+α ≤ A, ‖b‖C0+α ≤ B, ‖c‖C0+α ≤ c˜ ,
for some positive constants λ,Λ, A,B, c˜ and α < 1. Also suppose f ∈ C0,α and ϕ ∈ C2,α. Then
there exists a unique C(Ω˜) ∩ C2,0(Ω˜) solution to
Lu = f in Ω˜, u = ϕ on PΩ˜ .
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Furthermore, if the compatibility condition Lϕ = f on ∂Ω × {0} is satisfied, then u ∈ C2,α with
the estimate
‖u‖C2+α ≤ C(A,B, c˜, α, λ,Λ, Ω˜) (‖f‖C0+α + ‖ϕ‖C2+α) .
Proof. The existence and uniqueness of the solution are given by Theorem 2.4.10. The theorem
first shows u ∈ C2,α up to the parabolic boundary. Then the compatibility condition following the
regularity of ϕ implies C2,α regularity on the parabolic boundary. Theorem 2.4.8 and Remark 2
give an estimate of ‖u‖C2+α involving sup
Ω˜
|u|. Noticing that c ≤ 0 allows us to apply the maximum
principle and obtain a pointwise bound of u that is independent of time,
sup
Ω˜
|u| ≤ sup
PΩ˜
|u|+ C(λ,B) sup
Ω˜
|f |
λ
≤ sup |ϕ|+ C(λ,B) sup
Ω˜
|f |
λ
.
The conclusion follows.
Remark 3. In the above theorem, we require the boundary data ϕ to be C2,α. In fact, this condition
can be relaxed to ϕ ∈ C1,α. To see that, we first define a smaller domain Ω˜() that is at least
 distance away from PΩ˜. Then we take a C2,α extension of ϕ into the interior of Ω˜. Next, we
consider u − ϕ and solve the PDE in Ω˜(). This substitution yields an extra ux term in the f
function, and we shall replace ‖ϕ‖C1,α by a ‖ux‖C0,α in the estimate. More detail of this procedure
are found in Chapter IV and V of Lieberman [39], in particular, Theorem 4.29 and Theorem 5.15
and related discussions.
2.5 Quasilinear short time existence
In this section, we present a short time existence scheme that is applicable to our wound healing
flow, which is a second order quasilinear parabolic initial value problem with periodic boundary
conditions. We follow the approach in the book of Lieberman [39] to establish existence, uniqueness
and regularity of solutions. Since Lieberman’s result is targeting Dirichlet boundary value problem,
our main goal of this section is to apply Lieberman’s result to our periodic boundary value problem
instead.
Our approach is to use the Brouwer fixed point theorem to bridge the linear existence to the
quasilinear one. The Brouwer fixed point theorem is a well-known result in functional analysis and
we will omit the proof here.
Theorem 2.5.1 (Brouwer fixed point theorem). Let S be a compact, convex subset of a Banach
space B and let J be a continuous map of S into itself. Then J has a fixed point.
To apply the fixed point theorem, let us first define a domain that is small in the time direction.
Let Ω[t0,t0+) := {X ∈ Ω˜ : t ∈ [t0, t0 +)}. The following theorem and its proof can be found in [39].
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Theorem 2.5.2 (Short time existence for quasilinear problem). Consider a cylindrical domain
Ω˜ = Ω× [0, T ) in R2 and a general quasilinear operator
Pu = −∂u
∂t
+ a(x, t, u, ux)
∂2u
∂x2
+ f(x, t, u, ux)
with coefficients satisfying the hypotheses of Theorem 2.4.11. Suppose ϕ ∈ C1,α(PΩ˜) for some
α ∈ (0, 1). Then there is a positive constant  such that the problem
Pu = 0 in Ω[t0,t0+), u = ϕ on PΩ[t0,t0+)
has a solution u ∈ C2,α(Ω[t0,t0+)).
Proof. Let θ ∈ (1, 1 + α) and set M0 = 1 + ‖ϕ‖Cθ . For  > 0 to be chosen, define the set
S = {v ∈ C1,θ−1(Ω[t0,t0+)) : ‖v‖Cθ ≤M0} .
Define the map J : S → C1,θ−1 by Jv = u where u is a solution to the linearised problem
−ut + a(x, t, v, vx)∂
2u
∂x2
+ f(x, t, v, vx) = 0 in Ω[t0,t0+), u = ϕ on PΩ[t0,t0+) .
Noting that by the linear result Theorem 2.4.11, for each v, there exists a unique solution in
C2,α(θ−1). Hence the map J is well-defined. If we can prove that ‖u‖Cθ ≤M0, then J maps S into
itself. As the set S is a ball in the space C1,θ−1(Ω[t0,t0+)) and hence a convex and compact set.
We can apply Theorem 2.5.1 to conclude that J has a fixed point u ∈ C2,α(θ−1), which solves our
quasilinear problem. And the proof will be completed.
We are left to prove ‖u‖Cθ ≤M0. We first observe that by the definition of Ho¨lder norms and
Theorem 2.4.11,
‖u‖C1 ≤ ‖u‖C1+α ≤ C‖u‖C2+α(θ−1) ≤ C(M0) .
Looking into the ‖·‖C1 norm, we see via definition,
|u(x0, t)− u(x0, t0)|
|t− t0| 12
≤ C(M0)
for all t ∈ [0, ]. Therefore
|u(x0, t)− u(x0, t0)| ≤ C(M0)|t− t0| 12 ≤ C(M0)
√
 .
Setting the point X0 = (x0, t0) to be a point at the bottom of the parabolic boundary, i.e.,
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X0 = (x, 0), where x ∈ Ω. The boundary condition implies
|u(x, t)− ϕ(x)| ≤ C(M0)
√

for all points (x, t) ∈ Ω[0,]. Now, we apply the interpolation inequality Theorem 2.2.3 with a = 1,
b = 1 + α and σ = 1 + 1−θα to see
‖u− ϕ‖Cθ ≤ C(1 + α)
(‖u− ϕ‖C1)1+ 1−θα (‖u− ϕ‖C1+α)− 1−θα .
As we know that ‖u‖C1+α ≤ C(M0) and also ϕ ∈ C1,α(PΩ˜), we may rewrite the above estimate
in terms of  and constants depending on M0,
‖u− ϕ‖Cθ ≤ C(1 + α)
(
C(M0)
√

)1+ 1−θα (C(M0))− 1−θα ≤ C(1 + α)C(M0)(√)1+ 1−θα .
Choosing  sufficiently small allows us to obtain the estimate ‖u− ϕ‖Cθ ≤ 1, which implies
‖u‖Cθ ≤ 1 + ‖ϕ‖Cθ = M0
as required.
This theorem is interpreted in the way that for a quasilinear parabolic operator with the
required smoothness, a solution that is obtained at initial time (say, u0) guarantees the existence
of a solution u in a small time interval [0, ] by the application of the fixed point argument. The
argument is repeated with time  as the new “initial time”. Iterating the argument in this way, we
find that either the maximal time T = ∞ or the C1+α estimate fails as t ↗ T . This is the “blow
up” mentioned in the introduction to this chapter.
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Chapter 3
Embryonic epithelial wound
healing flow
In this chapter, we study a curvature flow model for a closed embedded plane curve with smooth
initial data. It is motivated by the force analysis of epithelial wound healing as presented in
Chapter 1. The study of this geometric flow equation is an attempt at developing a simple elegant
model that depicts the change of wound shape during its closure.
Let γ0 : S1 → R2 be a closed, embedded, plane curve representing the idealised leading edge
of a closing wound. The evolution of the leading edge under the two main driving forces, actin
cable tension and lamellipodial crawling can be represented by a family of closed, embedded, plane
curves γ : S1 × [0, T )→ R2 satisfying
∂tγ(u, t) = F (u, t)ν = (σ1k + σ2) ν in S1 × [0, T ), (3.1)
γ(·, 0) = γ0,
where σ1 and σ2 are positive constants describing the strength of actin cable tension and crawling
contraction respectively. We have chosen ν to be the inward pointing unit normal, and k is the
scalar curvature. We call this the embryonic epithelial wound healing flow, or wound healing flow
for short.
In this chapter, we first prove short time existence of the flow with smooth initial data using
theories we built up in Chapter 2. The local well-posedness allows us to further investigate the
flow behaviour over time until possible singularities developed.
Given a geometric flow, its global behaviour largely depends on the geometric properties of the
initial data. We divide this chapter into two parts based on different assumptions on the initial
curve.
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In Section 3.2, we study the flow under smooth convex initial data, and the main result is as
follows.
Theorem 3.1. Let γ : S1 × [0, T ) → R2 be a family of plane, smooth, embedded, closed curves
evolving under the flow (3.1). Then the flow exists for at most finite time T < ∞. If the initial
curve γ0 is convex, then the curves γt(·) := γ(·, t) contract exponentially fast in the smooth topology
to a smooth round point as t↗ T .
Our method of proof is inspired by the existing literature. In Section 3.2.1, we derive the
evolution equations of several geometric quantities of our interest. Then we use the integral estimate
method of Gage-Hamilton [20] in Section 3.2.2 to show, essentially, that the flow may be smoothly
extended so long as the enclosed area is bounded away from zero. This implies that the enclosed
area must vanish at final time. An additional argument and convexity is required to show that
length also vanishes at final time – a key step in arguments to come. The main technical difficulty
is to identify the asymptotic shape of the flow. Indeed, there are conjectures [14] on non-local flows
of a similar form that suspect the asymptotic shape is an ellipse or something more exotic.
From Section 3.2.3 to Section 3.2.5, we investigate the asymptotic shape of the flow. We
shall note that a modified curve shortening flow with anisotropy is studied by Chou and Zhu in
[8, 10]. There, it is shown that some classes of curve shortening flows shrink convex curves to
round points. In a later article the non-convex case is studied [9] where σ2 is replaced by an
angle dependent quantity. However, as our σ2 is a constant, their requirement corresponds only
to the case of σ2 = 0. Nevertheless, we use the ideas of Chou-Zhu for various estimates, especially
for the a-priori curvature estimate on the rescaled flow. We should also note that the Chou-Zhu
curvature estimate uses in turn the ideas of Gage-Hamilton [20], in particular, using an estimate
for the entropy to (eventually) bound the curvature. These techniques and estimates appear in
Section 3.2.3 and Section 3.2.4.
We perform a natural rescaling that sets the final value of the enclosed area to σ1pi in Sec-
tion 3.2.4. The aforementioned curvature estimate allows us to extract a smooth limit from the
rescaling. Finally, in order to identify the shape of this limit we use the monotonicity formula from
Huisken [30], with a slight modification in order to apply it to our setting here. This is presented
in Section 3.2.5 and concludes the study for convex initial data.
For the remaining of the chapter, we look at the behaviour of the wound healing flow under non-
convex initial data. Our partial result on the non-convex case is via integral estimate techniques.
We start with the case when the initial curve is ‘almost convex’ in Section 3.3.1. Without the
convexity assumption, we are no longer able to parametrise the curve using an angle parametrisa-
tion. We re-compute the evolution equations of the rescaled flow with arc-length parametrisation.
We are able to show under an initial smallness condition on curvature, the non-convex curve will
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eventually become convex. Then the previous arguments applied and the curve shrinks to a round
circle eventually. This is summarised as follows.
Theorem 3.2. Let γ : S1 × [0, T ) → R2 be a family of plane, smooth, embedded, closed curves
evolving under the flow (3.1). Then the flow exists for at most finite time T < ∞. If the initial
curve γ0 satisfies for some δ0 ∈ (0, 2)
L0‖ks‖22
∣∣∣
t=0
≤ 1196σ21
√25σ22 + 14σ1(2− δ0)Tmax − 5σ2
2 , (3.2)
where Tmax is an upper bound for the maximal time T of smooth existence that depends only on
γ0, then there exists a t0 such that for all t ∈ (t0, T ), γ(·, t) is convex, and we have again smooth
convergence to a round point as t↗ T .
Once written in terms of the original flow, the smallness condition relies upon an upper bound
for maximal time of existence. This is elementary to derive, using either the avoidance principle
for solutions to the flow, or the evolution of length (or area). In fact, using a comparison argument,
we are able to deduce Tmax ≤ L20/32σ1. This means the condition (3.2) can be determined by σ1,
σ2 and L0 only. However, replacing Tmax by a larger value makes the condition more restrictive.
Much harder than the upper bound for maximal time is a lower bound. This is studied in
Section 3.3.2. It has been classically interesting in the literature, and has impact on certain dis-
crete rescalings around singularities, called blowups. For this we use a concentration-compactness
alternative pioneered by Struwe [58]. Differences here abound: We use a product functional (length
and curvature in L2) which is scale invariant, the product functional may not be globally small
regardless of initial data, and our flow cannot exist globally. These features necessitate changes in
the proof of the concentration-compactness alternative and the lower bound on maximal time. Key
parts of these arguments are inspired by methods used in the study of curvature flow of higher-
order and on curvature flow with free boundary [45, 52, 53, 64–66]. Denote the localised length
LBρ(x) =
∫
γ−1(Bρ(x)) ds, the maximal time estimate is:
Theorem 3.3 (Lifespan theorem). Let γ : S1 × [0, T ) → R2 be a non-convex solution to (3.1).
There are constants ρ ∈ (0, 1), ε1 > 0, and c0 <∞ such that
sup
x∈R2
LBρ(x)
∫
γ−1(Bρ(x))
k2 ds
∣∣∣
t=0
= ε(x) ≤ ε1
implies that the maximal time T satisfies
Tmax :=
1
2piσ1σ2
min{L0σ1, A0σ2} ≥ T ≥ 1
c0
ρ2 := Tmin ,
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where L0 and A0 denote the initial length and enclosed area of the flow. We additionally have the
estimate
LB ρ
2
(x)
∫
γ−1(B ρ
2
(x))
k2 ds ≤ cε1 for 0 ≤ t ≤ Tmin . (3.3)
To finish this chapter, we provide one application of the lifespan theorem in Section 3.3.3,
which is to partially classify blowups of non-circular singular points for our flow.
We conjecture that for some values of σ1 and σ2 there is non-preservation of embeddedness and
non-round singular profiles. It is natural to guess that these singularities are both non-compact
and non-embedded in the blowup. This remains an open question for further research.
3.1 Short time existence for the wound healing flow
In this section, we prove the short time existence theorem as follows.
Theorem 3.1.1 (Short time existence). Assume that γ0 ∈ C2,α. Then for any α ∈ (0, 1) there
exists a positive time  > 0 such that a short time solution γ to the flow (3.1) exists and γ ∈
C2,α(S1 × [0, ]).
We employ the DeTurck trick to prove the short-time existence result. The DeTurck trick was
first invented to tackle Ricci flow problem and the method turns out to be suitable for many other
geometric flows. For example, Hamilton [26] has shown how it can be applied to mean curvature
flows and Yang-Mills flows in developing short-time existence.
The DeTurck trick involves adding a tangential movement to the flow to allow the modified
flow to be strongly parabolic so that the standard parabolic theory applies. As our wound healing
flow (3.1) is invariant under tangential movements, by adding tangential speed to the flow equation,
the resulting solution only differs from the original solution by a reparametrisation if any solution
exists. Once we have short-time existence for the wound healing-DeTurck flow, we may then
construct the solution to the original flow by reparametrisation.
Lemma 3.1.2. Let ξ : S1 × [0, T ) → R1 be a smooth function. Suppose γD is a solution to the
wound healing-DeTurck flow
∂tγ
D(·, t) = F (·, t)ν + ξ(·, t)τ
γD(·, 0) = γD0
(3.4)
where F is as defined in (3.1) and τ stands for the unit tangent. There exists a unique γ with
γ0 = γD0 such which is a solution to (3.1).
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Proof. Suppose ψ : S1 × [0, T )→ S1 is a diffeomorphism and by (3.4), we have
∂tγ(ψ(t), t) = ∂tγD(ψ(t), t) +
∂γ(ψ(t), t)
∂ψ
∂ψ
∂t
=
(
σ1γ
D
ψψ + σ2 rotpi2 γ
D
ψ
)
+ (ξ + ψt) γDψ .
That is γ is a solution to (3.1) if we can find a diffeomorphism ψ so that the following ODE system
ψt = −ξ and ψ0 = idS1
has a unique solution. This is guaranteed by standard ODE theory.
Proof of Theorem 3.1.1. We begin with writing the wound healing-DeTurck flow as a graph over
a fixed circle in S1 locally in time, that is letting γ : S1 × [0, ]→ R2 with
γ(ψ, t) = (ψ, r(ψ, t)),
where r : S1 × [0, ]→ (0,∞). We compute the speed of the graph
|γψ| = |(1, rψ)| =
√
1 + rψ2 ,
and the commutator
∂s =
1√
1 + rψ2
∂ψ .
Hence, we have the unit tangent and inward pointing unit normal
τ = ∂sγ =
(1, rψ)√
1 + rψ2
, and ν = rotpi
2
τ = (−rψ, 1)√
1 + rψ2
.
Furthermore, we compute
kν = ∂ssγ =
1√
1 + rψ2
∂ψ
(
(1, rψ)√
1 + rψ2
)
= 11 + r2ψ
(0, rψψ)− rψrψψ(
1 + r2ψ
)2 (1, rψ) .
We therefore transform (3.4) into
(0, rt) =
σ1
1 + r2ψ
(0, rψψ)− σ1rψrψψ(
1 + r2ψ
)2 (1, rψ) + σ2√1 + rψ2 (−rψ, 1) + ξ√1 + rψ2 (1, rψ).
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Equating the vector components, we obtain
ξ√
1 + rψ2
= σ1rψrψψ(
1 + r2ψ
)2 + σ2rψ√1 + rψ2 ,
and the graph evolution equation
rt =
σ1rψψ
1 + r2ψ
− σ1r
2
ψrψψ(
1 + r2ψ
)2 + σ2√1 + rψ2 + ξ√1 + rψ2 rψ
= σ1rψψ1 + r2ψ
+ σ2
√
1 + rψ2 . (3.5)
Next we need to check that the evolution (3.5) fits in our short time existence scheme Theo-
rem 2.5.2. Fix α ∈ (0, 1). We first see that D = S1× [0, ] is a bounded cylindrical domain. As the
curve is closed, r is a periodic function on S1. For any point r1 = (ψ, t) ∈ ∂S1 × [0, ], by shifting
the space domain, r1 can be consider to be an interior point and the relevant interior estimate
applies. In our case, we may consider PD = S1 × {0}. Also, by assumption, r0 = r(0) ∈ C2,α,
hence the boundary data has the desired regularity. Now suppose r has C2,α smoothness, then
a(ψ, t, r, rψ) =
σ1
1 + r2ψ
∈ C1,α and f(ψ, t, r, rψ) = σ2
√
1 + rψ2 ∈ C1,α.
Noting C1,α ⊂ C0,α, the coefficients above also have the required smoothness. Hence we are able
to apply Theorem 2.5.2 to obtain short time existence of the wound healing flow.
3.2 The case of convex initial data
Here the key assumption is convexity of the initial curve. The convexity assumption in this setting
is powerful as it allows us to apply the maximum principle to a few key evolution equations and
obtain desired estimates.
As described in the Chapter discussion, here we look at finite time existence of the flow, the
development of singularity and classification of the limiting shape.
3.2.1 Evolutions of length, area, curvature and finite time existence
In this section and the rest of this chapter, letter subscripts are used to indicate partial derivatives
unless otherwise stated.
Let γ : S1 × [0, T )→ R2 be a smooth family of closed, embedded, plane curves moving by the
flow (3.1). The time derivative here is taken along fixed values of the natural parameter u. In order
to study the intrinsic properties of the family of curves efficiently, we reparametrise the curves by
arc-length, and denote arc-length parameter by s. It is worth pointing out that the arc-length and
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the time derivatives do not commute. Indeed, the differential operator ∂s and ∂u have the relation
∂s = |γu|−1∂u, and |γu|−1 : S1 × [0, T )→ R is not in general (as in this setting) constant in t.
Let τ(u, t) = γu(u,t)|γu(u,t)| be the unit tangent vector and ν is the inward pointing unit normal, the
well-known Frenet-Serret equations are
∂sτ = kν, ∂sν = −kτ.
We wish to compute the evolution of geometric quantities under the flow (3.1). Let us first derive
the commutator relation as a handy tool for further calculations.
Lemma 3.2.1. Let γ : S1 × [0, T ) → R2 be a solution to (3.1). The differential operators with
respect to arc-length and time have the commutator relation
∂t∂s − ∂s∂t = kF∂s = k(σ1k + σ2)∂s.
Proof. Using the Frenet-Serret equations, we compute
2|γu||γu|t = ∂t|γu|2 = 2 〈γut, γu〉 = 2 〈(Fν)u, γu〉
= 2|γu|2 〈Fsν + Fνs, γs〉
= 2|γu|2 〈−kFτ, τ〉
= −2kF |γu|2.
Hence
|γu|t = −kF |γu|, (3.6)
and
∂t∂s = ∂t
(|γu|−1∂u) = |γu|−1∂u∂t − |γu|−2|γu|t ∂u
= ∂s∂t + kF∂s = ∂s∂t + k(σ1k + σ2)∂s.
Let us compute the evolution of the unit tangent and unit normal with the commutator.
Lemma 3.2.2. Let γ : S1 × [0, T ) → R2 be a solution to (3.1). We have the following evolution
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equations
τt = Fsν = σ1ksν,
νt = −Fsτ = −σ1ksτ.
Proof. Applying Lemma 3.2.1 and the Frenet-Serret equations to obtain
τt = (γs)t = γts + kFγs
= (Fν)s + kFτ
= Fsν − Fkτ + kFτ
= Fsν.
Since γ is a planar curve, we have 〈τ, ν〉 = 0 and νt must lie on the tangent line. For λ, a scalar to
be specified later, we have
0 = ∂t 〈τ, ν〉 = 〈τt, ν〉+ 〈τ, λτ〉
= 〈Fsν, ν〉+ λ,
thus,
νt = λτ = −Fsτ.
We may use these two Lemmas to compute the evolution equations of length and enclosed area
of the curve.
Proposition 3.2.3 (Length evolution). Let γ : S1 × [0, T ) → R2 be a family of curves evolving
under the flow (3.1). The length L of the curve γ is strictly decreasing and its evolution is given
by
L′(γ(·, t)) = −
∫
γ
kF ds = −σ1
∫
γ
k2 ds− 2piωσ2,
where ω is the winding number.
Proof. Let us first note that
∂t ds = ∂t(|γu |du) = |γu|t du = −kF ds.
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By the definition of length of a curve, it is easy to compute
L′(γ(·, t)) = d
dt
(∫
γ
|γu| du
)
=
∫
γ
|γu|t du = −
∫
γ
kFds
= −
∫
γ
k(σ1k + σ2) ds = −σ1
∫
γ
k2 ds− 2piωσ2.
In our case ω = 1 as the curve is closed and embedded. The proof is completed noting that σ1 and
σ2 are positive and hence length decreases over time.
Proposition 3.2.4 (Area evolution). Let γ : S1× [0, T )→ R2 be a family of curves evolving under
the flow (3.1). The signed enclosed area A of the curve γ is strictly decreasing at the rate
A′(γ(·, t)) = −
∫
γ
F ds = −2piωσ1 − σ2L(γ(·, t)).
Proof. Note that the definition of enclosed area is
A(γ(·, t)) = −12
∫
γ
〈γ, ν〉 ds.
Therefore, for a simple, closed curve γ, we see the rate of change of the area
A′(γ(·, t)) = ∂t
(
−12
∫
γ
〈γ, ν〉 ds
)
= −12
∫
γ
〈γt, ν〉+ 〈γ, νt〉 − 〈γ, ν〉 kF ds
= −12
∫
γ
〈Fν, ν〉+ 〈γ,−Fsτ〉 − 〈γ, Fτs〉 ds
= −12
∫
γ
F + 〈γ,−(Fτ)s〉 ds
= −12
∫
γ
F ds− 12
∫
γ
〈γs, F τ〉 ds
= −
∫
γ
F ds = −
∫
γ
σ1k + σ2 ds = −2piωσ1 − σ2L(γ(·, t)),
is negative, provided σ1 and σ2 are positive.
Lemma 3.2.5 (Energy for the flow). Let γ : S1×[0, T )→ R2 be a smooth family of curves evolving
under the flow (3.1). Define the functional
E(γ(·, t)) = σ1L(γ(·, t)) + σ2A(γ(·, t)) .
Then
E′(γ(·, t)) = −
∫
γ
F 2 ds .
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Proof. We calculate
E′(γ(·, t)) = σ1
(
− σ1
∫
γ
k2 ds− 2piωσ2
)
+ σ2
(
− 2piωσ1 − σ2L(γ(·, t))
)
= −
∫
γ
σ21k
2 + 2σ1σ2k + σ22 ds = −
∫
γ
F 2 ds ,
as required.
It follows immediately from the above lemmas and our assumptions that σ1, σ2 > 0 that length
and area are uniformly bounded along the flow.
Remark 4 (Comparison with circles). Suppose we consider the flow (3.1) with initial data given
by a circle θ 7→ r0(cos θ, sin θ). The radius of the solution r : [0, T ) 7→ (0, r0] satisfies
(r2(t))′ = −2σ1 − 2σ2r(t) . (3.7)
This differential equation is separable and has solution
r(t) = σ1
σ2
[
− 1−W
(
− 1
σ1
e
σ22
σ1
(t+c0)−1
)]
where W is Lambert’s function and
c0 = − r0
σ2
+ σ1
σ22
log(σ1 + σ2r0) .
It is difficult to obtain an explicit estimate for the maximal time from this solution; instead, it is
simple to deduce from (3.7) the estimate
(r2(t))′ ≤ −2σ1
and find that
r(t) ≤
√
r20 − 2tσ1 .
So that the circle shrinks to a point before time Tmax ≤ r
2
0
2σ1 .
Since σ1 > 0 and σ2 > 0 the comparison principle holds and we are able to enclose our solution
in a circle with radius equal to r0(γ0) where
r0 = sup
s∈[0,L0]
∣∣∣∣γ0(s)− 1L0
∫
γ0
γ0(s) ds
∣∣∣∣ .
The radius r0 is maximised along a doubly-covered straight line segment (which is not allowed
due to it being non-smooth) where r0 = L0/4. Therefore, we may always enclose the solution in
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a circle of radius L0/4, which shrinks to a point before time L
2
0
32σ1 . For the flow γ : S × [0, T ) →
solving (3.1) this gives us the estimate
Tmax ≤ L
2
0
32σ1
. (3.8)
In the next lemma, we show how one may use the energy decay lemma above (Lemma 3.2.5)
to obtain finite maximal existence time (but not the explicit estimate (3.8)).
Lemma 3.2.6 (Finite time existence). Let γ : S1 × [0, T ) → R2 be a smooth family of curves
evolving under the flow (3.1). Suppose that the winding number of the initial data is positive.
Then T <∞.
Proof. We first note that (using Lemma 3.2.7 below)
d
dt
∫
γ
k ds =
∫
γ
σ1kss + σ1k3 + σ2k2 − k2(σ1k + σ2) ds = 0 ,
so the winding number is constant along the flow, and in particular remains positive.
Suppose T =∞. Then, for any t ∈ [0,∞)
∫ t
0
‖F‖22(t′) dt′ = E(γ(·, 0))− E(γ(·, t)) ≤ E(γ(·, 0)) ,
so, taking {ti} to be any sequence such that ti →∞,
∫ ∞
0
‖F‖22(t) dt = lim
i→∞
∫ ti
0
‖F‖22(t) dt ≤ E(γ(·, 0)) <∞ .
This means that there exists a subsequence tj →∞ such that ‖F‖22(tj)↘ 0. By smoothness and
uniform boundedness of L, this implies that there exists a sequence εj ↘ 0 such that
|σ1k(u, tj) + σ2| ≤ εj .
That is,
−σ−11 εj − σ2 ≤ k(u, tj) ≤ σ−11 εj − σ2 .
This means that for some sufficiently large j, k(u, tj) is uniformly negative. But this is impossible,
since
∫
γ
k ds = 2ωpi > 0.
One key property of the flow is the preservation of local convexity. For this, we first need the
evolution of the curvature.
Proposition 3.2.7 (Curvature evolution). Let γ : S1 × [0, T )→ R2 be a smooth family of curves
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evolving under the flow (3.1). The evolution of curvature is given by
kt = σ1kss + σ1k3 + σ2k2. (3.9)
Proof. We use Lemma 3.2.1 and Lemma 3.2.2 to compute
kt = 〈γss, ν〉t = 〈(γs)st, ν〉+ 〈γss, νt〉
= 〈(γs)ts + kFγss, ν〉+ 〈kν,−Fsτ〉
=
〈
(Fsν)s + k2Fν, ν
〉
= Fss + k2F = σ1kss + σ1k3 + σ2k2.
Corollary 3.2.8 (Convexity preservation). Let γ : S1 × [0, T )→ R2 be a smooth family of curves
evolving under the flow (3.1). Convexity of γ is preserved.
Proof. To show convexity preserves is equivalent to show the curvature k remains positive. We
prove this corollary by contradiction. Let us denote the minimum of k at initial time to be
k(·, 0)min = k0, and k0 is positive. Suppose at some later time t1 > 0, a new space-time minimum
k(s1, t1) is achieved for the first time. At this point, continuity implies kt(s1, t1) < 0, kss(s1, t1) ≥ 0
and k(s1, t1) > 0. This contradicts the evolution equation (3.9) which k satisfies. We therefore
deduce there cannot be a new space-time minimum occurring, hence positivity of k is preserved.
The curvature is uniformly bounded below by k0.
3.2.2 Contraction to a point
In this section, we show that a convex initial curve shrinks to a point under the flow (3.1).
Utilising the fundamental theorem of plane curves that a unit speed curve in the plane is
uniquely determined by its curvature up to rotation and translation, we can convert the vector-
valued parabolic system into a particular scalar-valued parabolic partial differential equation with
appropriate initial values. This allows us to study the geometric flow by investigating the behaviour
of its curvature. We adopt the approach from Gage-Hamilton [20] to show the curvature and all of
its higher derivatives are bounded as long as the area remains bounded away from zero. We then
deduce a convex curve shrinks to a round point under the flow.
The main techniques used in this section is the maximum principle and a couple of well-known
inequalities such as Cauchy’s inequalities and Ho¨lder inequalities.
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Let us start with reparametrising the family of curves by the tangent angle θ, which is the
angle between the tangent line and the x-axis. This is a convenient choice of parameter for the
study of closed convex curves. We investigate the relation between the angle parameter θ and the
arc-length parameter s.
Lemma 3.2.9. Let γ : S1 × [0, T ) → R2 be a family of closed, embedded, convex plane curves
parametrised by tangent angle θ under the flow (3.1). We have
∂θ
∂s
= k, ∂θ
∂t
= Fs = σ1ks.
Proof. For such a parametrisation, the unit tangent and unit normal of the curve has the expression
τ(θ) = (cos θ, sin θ) and ν(θ) = (− sin θ, cos θ) respectively. We can therefore compute
∂τ
∂s
= ∂τ
∂θ
∂θ
∂s
= (− sin θ, cos θ)∂θ
∂s
= ∂θ
∂s
ν;
∂τ
∂t
= ∂τ
∂θ
∂θ
∂t
= ∂θ
∂t
ν.
The first equality of the Lemma follows from comparing the top equation with the Fernet-Serret
equation ∂τ∂s = kν. The second equality is obtained by comparing the expression of
∂τ
∂t to the
corresponding one in Lemma 3.2.2.
As a remark, the new space parameter θ does not commute with the time parameter t. However,
we can find a corresponding time parameter t′ = t for θ such that they are independent. In the
following, we reparametrise the curves from (u, t) to (θ, t′) and define the new differential operator
∂t′ to be the time derivative taken along fixed θ. We can write down the evolution equation for k
with parameters θ and t′ as the following.
Lemma 3.2.10. Let γ : S1 × [0, T ) → R2 be a family of closed, embedded, convex plane curves
under the flow (3.1). The evolution of curvature with respect to the parameters (θ, t′) is given by
kt′ = k2(Fθθ + F ) = σ1k2kθθ + σ1k3 + σ2k2. (3.10)
Proof. This is a transformation of (3.9) via Lemma 3.2.9. Since
ks =
∂k
∂θ
∂θ
∂s
= kθk, kss = k
∂
∂θ
(
k
∂k
∂θ
)
= kk2θ + k2kθθ,
and
kt =
∂k
∂t′
∂t′
∂t
+ ∂k
∂θ
∂θ
∂t
= ∂k
∂t′
+ ∂k
∂θ
(σ1ks) = kt′ + σ1kk2θ .
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Substituting these into (3.9), the result follows.
For the rest of the chapter, we abuse notation and replace t′ by t for simplicity whenever the
tangent angle is used as the space parameter.
Next, we present a result first found in [20], which can be viewed as a version of the fundamental
theorem of curves for simple closed convex plane curves.
Lemma 3.2.11. (Gage-Hamilton, [20], 1986) A positive 2pi periodic function k(θ) represents the
curvature function of a simple closed strictly convex C2 plane curve γ if and only if
∫ 2pi
0
cos θ
k(θ) dθ =
∫ 2pi
0
sin θ
k(θ) dθ = 0. (3.11)
Proof. Let k : S1 → R be the curvature function of a unit speed curve. As the curve is closed, we
must have
0 =
∫ L
0
τ ds =
∫ L
0
τ
1
k(θ) dθ =
∫ 2pi
0
(
cos θ
k(θ) ,
sin θ
k(θ)
)
dθ.
This proves one direction of the claim.
To see the other direction, suppose that k : S1 → R is a positive 2pi periodic function satisfy-
ing (3.11). We claim
γ(θ) =
(∫ θ
0
cos θ′
k(θ′) dθ
′,
∫ θ
0
sin θ′
k(θ′) dθ
′
)
(3.12)
represents the associated curve in the plane up to translation and rotation, i.e., isometries of R2.
Let
x(θ) =
∫ θ
0
cos θ′
k(θ′) dθ
′ and y(θ) =
∫ θ
0
sin θ′
k(θ′) dθ
′. (3.13)
As both cos θ′ and k(θ′) are 2pi periodic functions, we must have cos θ′k(θ′) and hence x(θ) also 2pi
periodic. Similarly, as sin θ′ is 2pi periodic as well, we conclude that y(θ) must also be 2pi periodic.
Since the position vector is 2pi periodic, the reconstructed curve η(θ) := (x(θ), y(θ)) must be closed.
Let us compute the tangent vector ~T (θ) for η(θ) = (x(θ), y(θ)) using (3.13),
~T (θ) := ηθ =
(
∂
∂θ
∫ θ
0
cos θ′
k(θ′) dθ
′,
∂
∂θ
∫ θ
0
sin θ′
k(θ′) dθ
′
)
=
(
cos θ
k(θ) ,
sin θ
k(θ)
)
.
Hence |ηθ| = 1k(θ) and the unit tangent τ(θ) = (cos θ, sin θ). We also have the unit normal ν(θ) =
(− sin θ, cos θ). The curvature scalar of η(θ) can be computed via
k(η(θ)) =
〈
1
|ηθ|
(
ηθ
|ηθ|
)
θ
, ν
〉
= 〈k(θ)(− sin θ, cos θ), (− sin θ, cos θ)〉 = k(θ).
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Thus we conclude the function k(θ) represents the curvature function of η(θ) = (x(θ), y(θ)).
Hence γ(θ) as defined in (3.12) represents the same curve as η(θ) and we have proved the
claim.
Theorem 3.2.12. The flow problem (3.1) is equivalent to the initial value PDE problem:
Find k : S1 × [0, T )→ R satisfying
(i) k ∈ C2+α,1+α(S1 × [0, T − ε]) for all ε > 0.
(ii) kt = σ1k2kθθ + σ1k3 + σ2k2.
(iii) k(θ, 0) = ψ(θ) where ψ ∈ C1+α(S1) is strictly positive and satisfies
∫ 2pi
0
cos θ
ψ(θ) dθ =
∫ 2pi
0
sin θ
ψ(θ) dθ = 0.
Proof. It is a direct consequence of Lemma 3.2.10 and Lemma 3.2.11 that a solution to (3.1)
leads to a solution to the above initial value PDE system. On the other hand, given a solution
to Theorem 3.2.12 (ii), we are able to re-construct the family of curves satisfying (3.1) up to
translation and rotation. This is achieved using the formula (3.12). The initial condition of k(θ)
ensures it can be viewed as a curvature function to an initial curve of the wound healing flow, and
the initial curve is again constructed via (3.12).
As a remark, the change of parametrisation does not affect the convexity preservation of
Corollary 3.2.8. we may phrase this in the context of Theorem 3.2.12 as follows
Lemma 3.2.13. If k : S1× [0, T )→ R satisfies the assumptions of Theorem 3.2.12, then kmin(t) =
inf{k(θ, t)|0 ≤ θ ≤ 2pi} is a nondecreasing function.
We next show that the curvature k for the family of curves γ has a uniform bound from above
if the enclosed area is bounded from below and away from zero.
Theorem 3.2.14 (Curvature bounds). Suppose k : S1 × [0, T ) → R satisfies the assumptions
of Theorem 3.2.12 with k0 smooth. Suppose that the area enclosed by the associated curves is
uniformly bounded away from zero. Define constants δ(p) (for p ∈ N0) by
δ(p) :=
p∑
j=0
max |∂jθk(θ, 0)| . (3.14)
There exists constants Cp depending only on σ1, σ2, T and δ(p) such that
‖k(p)‖∞ ≤ Cp ,
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where k(p) denotes the p-th partial derivative of k with respect to θ.
Remark 5 (Instantaneous smoothing). In order for short time existence to apply, we need only ask
that k0 is of class C1+α. However now for the curvature estimate above we are asking that k0 be
smooth, that is, of class C∞. In fact, evolution equations such as (3.1) enjoy the instantaneous
smoothing effect, that is, while the initial data may be ‘rough’, the solution is guaranteed to be
smooth for all t > 0 (or even analytic). With this in mind, it is enough to note that the area
functional is continuous along the flow, so does not instantaneously decay to zero, and then apply
Theorem 3.2.14 to k : S1 × [t0, T )→ R where t0 > 0 is arbitrarily small.
We will present a proof that follows the curve shortening case as in [20] with three steps to
complete: the geometric estimate, the integral estimate and the pointwise estimate. The assump-
tion of enclosed area bounded away from zero implies the length must also be strictly positive.
These together provide a foundation for the geometric estimate and the rest of the arguments.
In order to develop the geometric and integral estimates, we define the median curvature k∗
in the way that
k∗ = sup{b|k(θ) > b on some interval of length pi}.
Proposition 3.2.15 (Geometric estimate). (Gage-Hamilton, [20], 1986) Let γ : S1× [0, T )→ R2
be a family of convex closed plane curves with curvature function k : S1× [0, T )→ R, corresponding
enclosed area A : [0, T )→ R and length L : [0, T )→ R. Then the relation k∗(t) < L/A holds.
Proof. This result is independent of the flow and the exact proof can be found in [20]. Here we
give an outline of the proof.
Given the median curvature k∗(t) > M , the curve γ restricted to an interval (a, a + pi) has
curvature k(θ, t) > M . This segment of the curve can be contained in a circle of radius 1/M ,
and hence between two parallel lines whose distance is at least 2/M apart. This also implies the
entire curve lies between these two parallel lines as the curve is convex. We further deduce that
the convex curve can be contained in a rectangle with width 2/M and length L/2. Comparing the
enclosed area of γ and the area of the rectangle
A(γ) < A(rectangle) = 2
M
L
2 =
L
M
.
Allowing M to become arbitrarily close to k∗, we have k∗(t) < L/A as required.
The second step is the integral estimate under a bound on the median curvature. The main
tool we use to prove the integral estimate is Wirtinger’s inequality.
Proposition 3.2.16 (Integral estimate). Suppose k : S1 × [0, T )→ R satisfies the assumptions of
Theorem 3.2.12 with k(θ, 0) > k0 > 0. Suppose for each t ∈ [0, T ), k∗(t) < M <∞. Then we have
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the following uniform bound for the entropy along the flow:
∫ 2pi
0
log k(θ, t) dθ ≤
∫ 2pi
0
log k dθ
∣∣∣∣
t=0
+
(
2M + σ2
σ1
)
L(0) + 2piσ1M2T .
Proof. Using the evolution of curvature Theorem 3.2.12 (ii) and integration by parts we obtain
d
dt
∫ 2pi
0
log k dθ =
∫ 2pi
0
1
k
∂k
∂t
dθ =
∫ 2pi
0
σ1kkθθ + σ1k2 + σ2k dθ
= σ1
∫ 2pi
0
k2 − k2θ dθ + σ2
∫ 2pi
0
k dθ.
To estimate the first integral above, we see that for a fixed t, the space domain is comprised of two
distinct subsets: the open set U = {θ|k(θ, t) > k∗(t)} and its complement set V = S1 − U . The
definition of median curvature implies the open set U is a countable union of disjoint intervals Ii,
each of length no bigger than pi. We can apply the Wirtinger’s inequality (A.10) to the function
k(θ, t)− k∗(t) in the closure of each interval Ii to see
∫
I¯i
(k − k∗)2 dθ ≤
∫
I¯i
k2θ dθ.
Rearrange and noting that k∗ is positive by convexity, we have
∫
I¯i
k2 − k2θ dθ ≤ 2k∗
∫
I¯i
k dθ − 2
∫
I¯i
(k∗)2 dθ ≤ 2k∗
∫
I¯i
k dθ.
Taking the union of the sets Ii, we obtain
σ1
∫
U
k2 − k2θ dθ ≤ 2σ1k∗
∫
U
k dθ ≤ 2σ1k∗
∫ 2pi
0
k dθ.
On the complement set, we have k(θ, t) ≤ k∗(t), hence
σ1
∫
V
k2 − k2θ dθ ≤ σ1
∫
V
k2 dθ ≤ σ1
∫ 2pi
0
k2 dθ ≤ 2piσ1(k∗)2.
We therefore get a bound on the whole interval
σ1
∫ 2pi
0
k2 − k2θ dθ ≤ 2σ1k∗
∫ 2pi
0
k dθ + 2piσ1 (k∗)2 .
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Recall the evolution of length from Proposition 3.2.3 and dθ = k ds, we obtain
d
dt
∫ 2pi
0
log k dθ ≤ 2σ1k∗
∫ 2pi
0
k dθ + 2piσ1 (k∗)2 + σ2
∫ 2pi
0
k dθ
≤
(
2k∗ + σ2
σ1
)
(−Lt − 2piσ2) + 2piσ1(k∗)2.
Assume k∗ < M and integrate,
∫ 2pi
0
log k(θ, t) dθ ≤
∫ 2pi
0
log k dθ
∣∣∣∣
t=0
+
(
2M + σ2
σ1
)
(L(0)− L(t)− 2piσ2t) + 2piσ1M2t
≤
∫ 2pi
0
log k dθ
∣∣∣∣
t=0
+
(
2M + σ2
σ1
)
L(0) + 2piσ1M2t,
for all t < T , as L(t) is monotonically decreasing.
Next, we shall upgrade the integral estimate to a pointwise estimate.
Lemma 3.2.17. Suppose k : S1 × [0, T ) → R satisfies the assumptions of Theorem 3.2.12 with
k(θ, 0) > k0 > 0. The following estimate holds:
∫ 2pi
0
k2θ dθ ≤
∫ 2pi
0
k2θ − k2 dθ
∣∣∣∣
t=0
+
∫ 2pi
0
k2 dθ + σ
2
2
2σ1
∫ t
0
∫ 2pi
0
k2 dθdt .
Proof. We remind the readers that the time parameter t here commutes with the space parameter θ
as explained earlier in this section. Using integration by parts and the evolution of k, we compute
d
dt
∫ 2pi
0
k2 − k2θ dθ = 2
∫ 2pi
0
(kkt − kθkθt) dθ = 2
∫ 2pi
0
(kθθ + k)kt dθ
= 2
∫ 2pi
0
(kθθ + k)
(
σ1k
2kθθ + σ1k3 + σ2k2
)
dθ
= 2σ1
∫ 2pi
0
(kθθ + k)2k2 dθ + 2σ2
∫ 2pi
0
(kθθ + k)k2 dθ.
We apply Cauchy’s inequality (A.6) to obtain a lower bound for the last term with ε > 0 to
be chosen:
2σ2
∫ 2pi
0
(kθθ + k)k2 dθ ≥ −2σ2
∫ 2pi
0
|(kθθ + k)k||k| dθ
≥ −2σ2ε
∫ 2pi
0
(kθθ + k)2k2 dθ − 2σ24ε
∫ 2pi
0
k2 dθ.
Choosing ε = σ1/σ2, we obtain
2σ2
∫ 2pi
0
(kθθ + k)k2 dθ ≥ −2σ1
∫ 2pi
0
(kθθ + k)2k2 dθ − σ
2
2
2σ1
∫ 2pi
0
k2 dθ.
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Hence
d
dt
∫ 2pi
0
k2 − k2θ dθ ≥ −
σ22
2σ1
∫ 2pi
0
k2 dθ.
Integrating both sides in time, the conclusion follows.
Proposition 3.2.18 (Pointwise estimate). Suppose k : S1 × [0, T ) → R satisfies the assumptions
of Theorem 3.2.12 with k(θ, 0) > k0 > 0. Suppose
∫ 2pi
0
log k(θ, t) dθ ≤ C1 .
Then
kmax(t) ≤ 2e4(C1+2pi| log k0|)
(√
2pi+σ2
√
piT
σ1
)2
+
(√
2pi + σ2
√
piT
σ1
)−1√∫ 2pi
0
k2θ − k2 dθ
∣∣∣∣
t=0
.
In particular k(θ, t) is uniformly bounded on S1 × [0, T ).
Proof. Preservation of convexity implies that k(θ, t) > k0 for all θ and t. Fix a time t0 and a
positive number V , and consider the set IV = {θ : log k(θ, t0) ≥ V } containing all points such that
log k(θ, t0) is not less than V . We have
C1 ≥
∫ 2pi
0
log k(θ, t0) dθ =
∫
IV
log k(θ, t0) dθ +
∫
S1\IV
log k(θ, t0) dθ
≥ V µL(IV ) + log(k0)µL(S1\IV )
where µL(·) denotes the Lebesgue measure of a set. Rearrange to see that
V µL(IV ) ≤ C1 − log(k0)µL(S1\IV )
≤ C1 + | log(k0)|µL(S1\IV )
≤ C1 + | log(k0)|µL(S1).
Let C2 = C1 + | log(k0)|µL(S1), then µL(IV ) ≤ C2V . Fixing δ = C2V , we can write k(θ, t0) ≤ e
C2
δ for
all θ /∈ IV . Thus, for any ϕ ∈ S1, we can find a /∈ IV , such that
k(ϕ) = k(a) +
∫ ϕ
a
kθ dθ ≤ e
C2
δ +
√
δ
(∫ 2pi
0
k2θ dθ
) 12
.
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By the previous Lemma, we see
k(ϕ) ≤ eC2δ +
√
δ
(∫ 2pi
0
k2 dθ + σ
2
2
2σ1
∫ t
0
∫ 2pi
0
k2 dθdt+
∫ 2pi
0
k2θ − k2 dθ
∣∣∣∣
t=0
) 12
.
Thus, suppose kmax is the maximum value of k, then
kmax ≤ e
C2
δ +
√
δ
(
2pik2max +
σ22
2σ1
∫ t
0
2pik2max dt+
∫ 2pi
0
k2θ − k2 dθ
∣∣∣∣
t=0
) 12
≤ eC2δ +
√
2piδkmax +
√
piTδ
σ1
σ2kmax +
√
δ
∫ 2pi
0
k2θ − k2 dθ
∣∣∣∣
t=0
.
Absorbing yields
kmax ≤
e
C2
δ +
√
δ
∫ 2pi
0 k
2
θ − k2 dθ
∣∣
t=0
1−√2piδ −
√
piTδ
σ1
σ2
.
Choose finally δ = 14
(√
2pi + σ2
√
piT
σ1
)−2
, so that the above becomes
kmax ≤ 2e4C2
(√
2pi+σ2
√
piT
σ1
)2
+
(√
2pi + σ2
√
piT
σ1
)−1√∫ 2pi
0
k2θ − k2 dθ
∣∣∣∣
t=0
as required.
In the rest of this section, we show that assuming k is bounded, we can find bounds for
all higher derivatives of k. Combining the results of Proposition 3.2.15, Proposition 3.2.16 and
Proposition 3.2.18, we obtain the curvature bound so long as the area is positive. This implies
that the flow continues to smoothly exist until it shrinks to a point. We begin with a series of
lemmas.
Lemma 3.2.19. Suppose k : S1 × [0, T ) → R satisfies the assumptions of Theorem 3.2.12 with
k(θ, 0) > k0 > 0. If k(θ, t) < kmax <∞, then
|kθ(θ, t)| ≤ e2T (3σ1k2max+2σ2kmax) max |kθ(θ, 0)| .
Proof. We use the maximum principle to prove that kθ grows at most exponentially, that is
k2θ(θ, t) ≤ e−2αtk2θ(θ, 0),
for some negative constant α on a finite time interval [0, T ).
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We first compute
kθt = σ1
(
k2kθθθ + 2kkθkθθ + 3k2kθ
)
+ 2σ2kkθ.
Let X = eαtkθ, then the above equation can be rewritten as
e−αt(Xt − αX) = e−αt
[
σ1
(
k2Xθθ + 2e−αtkXXθ + 3k2X
)
+ 2σ2kX
]
, so
Xt − σ1k2Xθθ = 2e−αtσ1kXXθ +
(
3σ1k2 + 2σ2k + α
)
X.
Therefore,
(
∂t − σ1k2∂θθ
)
X2 = 2XXt − σ1k2(2X2θ + 2XXθθ)
= 2X
(
Xt − σ1k2Xθθ
)− 2σ1k2X2θ
= 2
(
3σ1k2 + 2σ2k + α
)
X2 + 2e−αtσ1kX(2XXθ)− 2σ1k2X2θ
≤ 2 (3σ1k2 + 2σ2k + α)X2 + 2e−αtσ1kX(X2)θ.
Suppose k is uniformly bounded by kmax, we can choose α < −3σ1k2max − 2σ2kmax so that the
coefficient for X2 is negative. We then apply the maximum principle to obtain the conclusion.
For higher order derivatives we obtain the following integral estimates and later the pointwise
estimates.
Lemma 3.2.20. Suppose k : S1 × [0, T ) → R satisfies the assumptions of Theorem 3.2.12 with
k(θ, 0) > k0 > 0. If k < kmax <∞ and |kθ| ≤ C3, then
∫ 2pi
0
k4θθ dθ ≤
(
2Tpi +
∫ 2pi
0
k4θθ dθ
∣∣∣∣
t=0
)
eC
2
3 (36σ1+C
2
3 (81σ1k
2
max+σ
2
2σ
−1
1 36)
2)T .
Proof. We compute the following using the evolution equation of k (see Theorem 3.2.12 (2)) and
integration by parts
d
dt
∫ 2pi
0
k4θθ dθ = 4
∫ 2pi
0
k3θθ
∂
∂t
(kθθ) dθ = 4
∫ 2pi
0
k3θθ
∂2
∂θ2
(kt) dθ
= 4
∫ 2pi
0
k3θθ
(
σ1k
2kθθ + σ1k3 + σ2k2
)
θθ
dθ
= −12
∫ 2pi
0
k2θθkθθθ
(
σ1k
2kθθ + σ1k3 + σ2k2
)
θ
dθ
= −12
∫ 2pi
0
k2θθkθθθ
(
σ1k
2kθθθ + 2σ1kkθkθθ + 3σ1k2kθ + 2σ2kkθ
)
dθ
= −12
∫ 2pi
0
σ1k
2k2θθk
2
θθθ + 2σ1kkθk3θθkθθθ + 3σ1k2kθk2θθkθθθ + 2σ2kkθk2θθkθθθ dθ.
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We use Cauchy’s inequality (A.6) to absorb the last three terms into the first term. One allowable
set of coefficients can be obtain by choosing ε = 13 so that
d
dt
∫ 2pi
0
k4θθ dθ ≤ 12
(∫ 2pi
0
4σ1
4ε k
2
θk
4
θθ dθ +
∫ 2pi
0
9σ1
4ε k
2k2θk
2
θθ dθ +
∫ 2pi
0
4σ22
4εσ1
k2θk
2
θθ dθ
)
≤
∫ 2pi
0
c1k
2
θk
4
θθ + c2k2k2θk2θθ + c3k2θk2θθ dθ,
where c1 = 36σ1, c2 = 81σ1 and c3 = 36σ
2
2
σ1
.
With the assumptions k < kmax and |kθ| ≤ C3, we deduce that on a finite time interval
d
dt
∫ 2pi
0
k4θθ dθ ≤
∫ 2pi
0
c1C
2
3k
4
θθ +
(
c2k
2
maxC
2
3 + c3C23
)
k2θθ dθ
≤ c1C23
∫ 2pi
0
k4θθ dθ +
∫ 2pi
0
(
c2k
2
maxC
2
3 + c3C23
)2
k4θθ dθ +
∫ 2pi
0
1 dθ
≤ C23
(
c1 + C23 (c2k2max + c3)2
) ∫ 2pi
0
k4θθ dθ + 2pi .
Applying Gro¨nwall’s inequality we see that
∫ 2pi
0 k
4
θθ dθ grows at most exponentially with the chosen
coefficients.
Lemma 3.2.21. Suppose k : S1 × [0, T ) → R satisfies the assumptions of Theorem 3.2.12 with
k(θ, 0) > k0 > 0. Suppose also k < kmax <∞, |kθ| ≤ C3, and ‖kθθ‖44 ≤ C4 then
∫ 2pi
0
k2θθθ dθ <
(
D2t+
∫ 2pi
0
k2θθθ dθ
∣∣∣∣
t=0
)
eD1t , (3.15)
where D1 = 56σ1C23 and
D2 = 28σ1pi
[
2
(
C4 +
1
8k
−4
0 C
8
3
)
+ 94
(
C4 +
1
4k
4
max
)
+ 9C43 + σ22σ−21
(
k−20 C
4
3 + C4 +
1
4
)]
.
Proof. Let k(4) denotes the fourth partial derivative of k with respect to θ. We apply integration
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by parts to find
d
dt
∫ 2pi
0
k2θθθ dθ = 2
∫ 2pi
0
kθθθ(kt)θθθ dθ = −2
∫ 2pi
0
k(4)(kt)θθ dθ
= −2
∫ 2pi
0
k(4)
(
σ1k
2kθθ + σ1k3 + σ2k2
)
θθ
dθ
= −2
∫ 2pi
0
k(4)
(
σ1k
2kθθθ + 2σ1kkθkθθ + 3σ1k2kθ + 2σ2kkθ
)
θ
dθ
= −2σ1
∫ 2pi
0
k2
(
k(4)
)2
+ 4kkθkθθθk(4) + 2kk2θθk(4) + 2k2θkθθk(4)
+ 3k2kθθk(4) + 6kk2θk(4) dθ − 4σ2
∫ 2pi
0
k2θk
(4) + kkθθk(4) dθ.
Again, by applying Cauchy’s inequality as in the previous proof with ε = 17 , we can absorb all
the other terms into the first term with some additional penalty terms. This is
d
dt
∫ 2pi
0
k2θθθ dθ ≤ c1
∫ 2pi
0
k2θk
2
θθθ dθ + c2
∫ 2pi
0
k4θθ dθ + c3
∫ 2pi
0
k4θ
k2
k2θθ dθ + c4
∫ 2pi
0
k2k2θθ dθ
+ c5
∫ 2pi
0
k4θ dθ + c6
∫ 2pi
0
k2θ
k2
dθ + c7
∫ 2pi
0
k2θθ dθ.
A feasible set of constants are
c1 = 56σ1 , c2 = c3 = 14σ1 , c4 =
63
2 σ1 , c5 = 126σ1 , c6 = c7 = 14
σ22
σ1
.
Let us estimate k2θθ ≤ k4θθ + 14 and invoke our assumptions on k, |kθ| and
∫ 2pi
0 k
4
θθ dθ. All terms in
the above inequality except the first one are bounded by some constants. We conclude that
d
dt
∫ 2pi
0
k2θθθ dθ ≤ D1
∫ 2pi
0
k2θθθ dθ +D2,
with D1 = c1C23 and
D2 = 2pi
[
c2C4 + c3
(
C4 +
1
4k
−4
0 C
8
3
)
+ c4
(
C4 +
1
4k
4
max
)
+ c5C43 + c6k−20 C43 + c7
(
C4 +
1
4
)]
.
Applying Gro¨nwall’s inequality, we recover (3.15).
Lemma 3.2.22. Suppose k : S1 × [0, T ) → R satisfies the assumptions of Theorem 3.2.12 with
k(θ, 0) > k0 > 0. Suppose also k < kmax <∞, |kθ| ≤ C3, ‖kθθ‖44 ≤ C4 and ‖kθθθ‖22 ≤ C5 then
|kθθ|2 < 4piC5 + 2
(
C4 +
1
4
)
. (3.16)
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Proof. We prove this by the fundamental theorem of calculus. Let us denote f = kθθ and f¯ =
1
2pi
∫ 2pi
0 kθθ dθ is the average of f . As f is defined on a compact domain, there exists a point
p ∈ [0, 2pi] such that (f − f¯)(p) = 0. By the fundamental theorem of calculus, we see
f(θ) = (f − f¯)(θ) + f¯ = (f − f¯)(p) +
∫ θ
p
fθ dθ + f¯ ≤
∫ 2pi
0
|fθ| dθ + f¯ .
Thus Cauchy’s inequality implies
max |f |2 ≤
(∫ 2pi
0
|fθ| dθ + f¯
)2
=
(∫ 2pi
0
|fθ| dθ
)2
+ f¯ 2 + 2f¯
∫ 2pi
0
|fθ| dθ
≤ 2
(∫ 2pi
0
|fθ| dθ
)2
+ 2f¯ 2.
Therefore, after replacing f by kθθ and applying Ho¨lder’s inequalities, we find
max |kθθ|2 ≤ 2
(∫ 2pi
0
|kθθθ| dθ
)2
+ 2
(
1
2pi
∫ 2pi
0
kθθ dθ
)2
≤ 4pi
∫ 2pi
0
|kθθθ|2 dθ + 1
pi
∫ 2pi
0
k2θθ dθ.
We then use the estimate k2θθ ≤ k4θθ + 14 and our assumptions to recover the claim.
Lemma 3.2.23. Suppose k : S1 × [0, T ) → R satisfies the assumptions of Theorem 3.2.12 with
k(θ, 0) > k0 > 0. Suppose also k < kmax <∞, |kθ| ≤ C3 and |kθθ| ≤ C6 then
|kθθθ| ≤ e−2T (D+σ1E)kθθθ(θ, 0) ,
with constants D and E depending only on σ1, σ2, T, kmax and α(3).
Proof. We do this by the maximum principle. Let us compute
∂
∂t
kθθθ = (kt)θθθ =
(
σ1k
2kθθ + σ1k3 + σ2k2
)
θθθ
= σ1
[
k2k(4) + 4kkθkθθθ + 2kk2θθ + 2k2θkθθ + 3k2kθθ + 6kk2θ +
2σ2
σ1
(
kkθθ + k2θ
)]
θ
= σ1
[
k2k(5) + 6kkθk(4) +
(
8kkθθ + 6k2θ + 3k2 +
2σ2
σ1
k
)
kθθθ
]
+ σ1
(
6kθk2θθ + 18kkθkθθ + 6k3θ
)
+ 6σ2kθkθθ.
By our assumptions, Lemma 3.2.19, Lemma 3.2.21 and 3.2.22, the second line of the last
equality above can be bounded by some constant D = D(σ1, σ2, T, kmax, α(3)), and the term in
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parentheses (the coefficient of kθθθ) may be bounded by a constant E = E(σ1, σ2, T, kmax, α(3)).
Letting Y = eβtkθθθ for a negative constant β to be chosen later, we can rewrite the above in the
same way as we did in Lemma 3.2.19.
e−βt(Yt − βY ) ≤ e−βtσ1
[
k2Yθθ + 6kkθYθ + EY
]
+D.
Hence
(∂t − σ1k2∂θθ)Y 2 = 2Y (Yt − σ1k2Yθθ)− 2σ1k2Y 2θ
≤ 2βY 2 + 2σ1EY 2 + 6σ1(kmax)C(Y 2)θ + 2eβtDY.
Suppose there exists a new maximum for Y 2 at the point (θ0, t0). Note that we may assume
Y 2(θ0, t0) > 1 so that
(∂t − σ1k2∂θθ)Y 2 ≤ Y 2(2β + 2σ1E + 2D) + 6σ1(kmax)C(Y 2)θ .
Picking β so negative that
2β + 2σ1E + 2D < 0
and then noting that at (θ0, t0) we have (Y 2)θ = 0, we have (∂t−σ1k2∂θθ)Y 2 < 0, a contradiction.
Hence, k2θθθ(θ, t) ≤ e−2βtk2θθθ(θ, 0) ≤ e−2βT ‖kθθθ‖2∞. Choosing β = −2(D + σ1E), the conclusion
follows.
Lemma 3.2.24. Suppose k : S1 × [0, T ] → R satisfies the assumptions of Theorem 3.2.12 with
k(θ, 0) > k0 > 0. If k < kmax <∞, then for all p ∈ N we have
|k(p)| ≤ C(σ1, σ2, T, kmax, δ(p)) ,
where δ(p) is as in (3.14) and k(p) denotes the p-th partial derivative of k with respect to θ.
Proof. We begin by collecting consequences of the assumed uniform curvature bound from above.
First, Lemma 3.2.19 implies |kθ| ≤ C(σ1, σ2, T, kmax, δ(1)). Then Lemma 3.2.21 and 3.2.22 gives
|kθθ| ≤ C(σ1, σ2, T, kmax, δ(3)). Furthermore Lemma 3.2.23 gives |kθθθ| ≤ C(σ1, σ2, T, kmax, δ(3)).
We now show that this implies all the higher derivatives of k, denoted k(p), are also bounded.
We do this by induction on p. Recall that we have assumed k < kmax, and have already established
bounds for k(1), k(2), and k(3). Let us assume that |k(j)| ≤ C for all j ∈ {1, . . . , p − 1} where C
depends only on σ1, σ2, T, kmax and δ(q) for q = 1, . . . , p− 1. We now show that this implies |k(p)|
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is bounded. The following evolution equation for k(p) holds:
∂tk
(p) =
(
σ1k
2kθθ + σ1k3 + σ2k2
)(p)
= σ1k2k(p+2) + σ1P p+2,p+13 (k) + σ1P
p
3 (k) + σ2P
p
2 (k) (3.17)
where P p,qr (k) is a linear sum of terms, with each term having r-copies of k that has a total of p
iterated spatial derivatives with no more than q derivatives on a single factor of k. That is, each
term has the form C
∏r
i=1 k
(pi) where C is a constant,
∑r
i=1 = pi = p and pi ≤ q for all i. We also
use the convention above that P pr (k) := P p,pr (k). Set Yp = eaptk(p). We use (3.17) to find
∂tY
2
p = 2Ypeapt
(
σ1k
2k(p+2) + σ1P p+2,p+13 (k) + σ1P
p
3 (k) + σ2P
p
2 (k) + apk(p)
)
= 2σ1k2YpY (2)p + 4σ1Ypeaptk(p+1)kθk
+ 2σ1YpeaptP p+2,p3 (k) + 2σ1YpeaptP
p
3 (k) + 2σ2YpeaptP
p
2 (k) + 2apY 2p .
Observe that for any p > 1, r > 1, p′ ≥ p, we have
eaptP p
′,p
r (k) = YpP
p′,p−1
r−1 (k) + eaptP p
′,p−1
r (k) .
Using this and then the inductive hypothesis we find
(∂t − ∂θθ)Y 2p = −2σ1k2(∂θYp)2 + 2σ1kθk∂θY 2p
+ 2σ1Y 2p P
p+2,p−1
2 (k) + 2σ1YpeaptP
p+2,p−1
3 (k) + 2σ1Y 2p P
p,p−1
2 (k)
+ 2σ1YpeaptP p,p−13 (k) + 4σ2Y 2p k + 2σ2YpeaptP
p,p−1
2 (k) + 2apY 2p
≤ 2σ1kθk∂θY 2p + (Cp + 2ap)Y 2p + CpYp + Cp .
Here Cp is a positive constant that depends only on σ1, σ2, T, kmax and δ(q) for q = 1, . . . , p − 1.
Supposing as before that we have a new maximum for Y 2p at a point (θ0, t0) where Y 2p (θ0, t0) ≥ 1,
we find that
0 ≤ (1 + 2ap/Cp)Y 2p (θ0, t0) + Yp(θ0, t0) + 1 . (3.18)
Set ap = −3Cp. The roots of the quadratic −5x2 + x+ 1 are 1/10±
√
21/10 ∈ (−1, 1). Therefore
the inequality (3.18) is in contradiction with Y 2p (θ0, t0) ≥ 1.
This is a contradiction, and so for ap = −3Cp there are no new maxima for Y 2p , yielding the
bound for |k(p)| ≤ C (where now C depends additionally on δ(p)) and finishing the induction proof.
These estimates allow us to obtain qualitative information on the evolution of length and area
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up to final time.
Theorem 3.2.25. If γ(·, 0) is convex, then A(γ(·, t)) → 0 and L(γ(·, t)) → 0 as t → T . There
exists a final point O ∈ R2 such that
γ(·, t)→ O as t→ T .
Here convergence is understood with respect to the Hausdorff metric on R2.
Proof. We first note that Lemma 3.2.6 implies T < ∞. Suppose that the area does not converge
to zero, i.e. A(γ(·, t)) → ε > 0 as t → T . By the convexity assumption, the geometric estimate
(Proposition 3.2.15) applies and yields a uniform estimate on the median curvature, which com-
bined with the integral estimate (Proposition 3.2.16) to give a uniform estimate on the entropy.
As convexity is preserved (Lemma 3.2.13), the uniform estimate on the entropy then by Proposi-
tion 3.2.18 becomes a uniform estimate on curvature depending only on σ1, σ2, T and the initial
values of k and kθ. Finally by Lemma 3.2.24 all derivatives of curvature are uniformly bounded.
This implies the solution to the associate PDE problem as in Theorem 3.2.12 (ii) can be extended
for a short time beyond T by the STE Theorem 2.5.2. However, T is finite, this is a contradiction.
Therefore the area satisfies
A(γ(·, t))→ 0 as t→ T .
This is the first conclusion of the theorem.
For the flow of γ(·, t) to remain convex, smooth and closed for all t ∈ [0, T ) up to the final
time, the only possible limiting shapes for γ(·, T ) are either straight line segments or a point. If
the limiting shape is a point, then we are finished.
If the limiting shape is a straight line segment, then
min
θ∈S1
k(θ, t)→ 0 as t→ T,
which contradicts Lemma 3.2.13 as γ(·, t) is initially convex i.e., min
θ∈S1
k(θ, 0) > 0 .
Therefore the only possible limiting shape is a point, and so L(γ(·, t))→ 0 as required.
3.2.3 Limiting shape - preliminary gradient estimates
In this section and the next one, we are going to investigate the asymptotic behaviour of the flow
under initial convexity. We claim that a family of closed embedded convex plane curves contracts
to a circular point as t approaches final time T . As seen in the previous section, the curvature k
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tends to infinity as t→ T because the area vanishes. In order to control the blow up of curvature,
we are going to rescale the curve in a way that its enclosed area approaches a positive constant. The
proof relies on a uniform bound on the rescaled curvature. This type of argument was attempted
in [8] but the proof contains several gaps that we hope we have bypassed in our proof.
In this section, we introduce a parametrisation by angle and investigate the properties of a
convex wound healing flow as a preparation for studying a continuous rescaling of the flow in the
next section.
We define the normal angle ϑ to be the angle made by the inner normal of a curve γ and
the positive x-axis. For a fixed time, the simple, closed, convex curve γ can be parametrised by
normal angle ϑ in a way that γ = γ(ϑ), with inner unit normal ν(ϑ) = −(cosϑ, sinϑ). Under
such a parametrisation, the support function of γ, denoted h(γ) = 〈γ,−ν〉 takes the special form
h(γ(ϑ)) = 〈γ(ϑ), (cosϑ, sinϑ)〉.
We first state two results regarding this parametrisation which are independent of the flow.
Lemma 3.2.26. Let γ : S1 → R be a closed embedded convex plane curve. The support function
h : S1 → R defined as h(γ(ϑ)) = 〈γ,−ν〉 = 〈γ(ϑ), (cosϑ, sinϑ)〉 is related to the curvature k(ϑ) in
such way
h+ hϑϑ =
1
k
.
Proof. Noting that ∂s∂ϑ =
1
k where s is the arclength parameter, we have
∂γ
∂ϑ
= ∂γ
∂s
∂s
∂ϑ
= τ
k
,
and the Frenet-Serret equations with respect to ϑ are
∂τ
∂ϑ
= ∂τ
∂s
∂s
∂ϑ
= kν
k
= ν,
∂ν
∂ϑ
= ∂ν
∂s
∂s
∂ϑ
= −kτ
k
= −τ.
We therefore compute
h+ hϑϑ = 〈γ,−ν〉+ (〈γϑ,−ν〉+ 〈γ,−νϑ〉)ϑ
= 〈γ,−ν〉+
(〈τ
k
,−ν
〉
+ 〈γ,−νϑ〉
)
ϑ
= 〈γ,−ν〉+ 〈γϑ,−νϑ〉+ 〈γ,−νϑϑ〉
= 〈γ,−ν〉+
〈τ
k
, τ
〉
+ 〈γ, ν〉 = 1
k
.
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Let us define the width of a convex curve in the (cosϑ, sinϑ) direction to be
w(ϑ) = h(ϑ) + h(ϑ+ pi).
The next lemma relates the width to the entropy
E(γ(ϑ)) = 12pi
∫
γ
log(k) dϑ .
Lemma 3.2.27. Let γ : S1 → R be a closed, embedded, convex plane curve with support function
h : S1 → R as defined in Lemma 3.2.26, there exists a positive constant C such that for all ϑ ∈ S1,
w(ϑ) ≥ Ce−E(γ).
Furthermore, if the entropy E(γ) is uniformly bounded from above, then w(ϑ) > 0.
Proof. Fix a ϑ0 ∈ S1, on the half interval [ϑ0, pi + ϑ], we compute using Lemma 3.2.26 and inte-
gration by parts to see
∫ pi+ϑ0
ϑ0
sin(ϑ− ϑ0)
k(ϑ) dϑ =
∫ pi+ϑ0
ϑ0
sin(ϑ− ϑ0)h+ sin(ϑ− ϑ0)hϑϑ dϑ
= − cos(ϑ− ϑ0)h
∣∣∣pi+ϑ0
ϑ0
+ sin(ϑ− ϑ0)hϑ
∣∣∣pi+ϑ0
ϑ0
= − cos(pi)h(pi + ϑ0) + cos(0)h(ϑ0)
= w(ϑ0).
Similarly, for the other half of the interval [pi + ϑ, 2pi + ϑ], we have
∫ 2pi+ϑ0
pi+ϑ0
sin(ϑ− ϑ0)
k(ϑ) dϑ = −w(ϑ0).
In the following, we apply Jensen’s inequality (A.4) and then make a change of coordinates to
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obtain
logw(ϑ0) = log
(
pi
1
pi
∫ pi+ϑ0
ϑ0
sin(ϑ− ϑ0)
k(ϑ) dϑ
)
= log
(
1
pi
∫ pi+ϑ0
ϑ0
sin(ϑ− ϑ0)
k(ϑ) dϑ
)
+ log pi
≥ 1
pi
∫ pi+ϑ0
ϑ0
log
(
sin(ϑ− ϑ0)
k(ϑ)
)
dϑ+ log pi
= 1
pi
∫ pi+ϑ0
ϑ0
log (sin(ϑ− ϑ0)) dϑ− 1
pi
∫ pi+ϑ0
ϑ0
log k(ϑ) dϑ+ log pi
= 1
pi
∫ pi
0
log (sinϑ) dϑ− 1
pi
∫ pi
0
log (k(ϑ+ ϑ0)) dϑ+ log pi.
Similar computation on the other half of the interval [pi + ϑ, 2pi + ϑ] yields
logw(ϑ0) = log
(
1
pi
∫ 2pi+ϑ0
pi+ϑ0
− sin(ϑ− ϑ0)
k(ϑ) dϑ
)
+ log pi
≥ 1
pi
∫ 2pi
pi
log (− sinϑ) dϑ− 1
pi
∫ 2pi
pi
log (k(ϑ+ ϑ0)) dϑ+ log pi
as sin(ϑ− ϑ0) ≤ 0 on [pi + ϑ, 2pi + ϑ].
Putting the two parts together, the periodicity of curvature gives
2 logw(ϑ0) ≥ C0 − 1
pi
∫ 2pi
0
log (k(ϑ+ ϑ0)) dϑ
= C0 − 2E(γ)
where
C0 =
1
pi
[∫ pi
0
log (sinϑ) dϑ+
∫ 2pi
pi
log (− sinϑ) dϑ
]
+ 2 log pi.
The conclusion follows by setting C = eC0/2.
Next, let us derive an a priori estimate on the speed F (θ, t) of the wound healing flow (3.1).
Proposition 3.2.28. Let γ : S1× [0, T )→ R2 be a family of closed, embedded, convex plane curves
evolving by the flow (3.1). Define
M2 = sup
θ∈[0,2pi)
(F 2 + F 2θ )(θ, 0) . (3.19)
Then
sup
θ∈[0,2pi)
|Fθ(θ, t)| ≤M +
∫ 2pi
0
|F (θ, t)| dθ , and (3.20)
Fmax(t) ≤M1
(
1 +
∫ 2pi
0
|F (θ, t)| dθ
)
, (3.21)
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where M1 = max{2piM, 2pi + (2pi)−1}.
Let θ∗(t) ∈ [0, 2pi) be any angle such that Fmax(t) = F (θ∗(t), t). For θ satisfying |θ−θ∗(t)| ≤ 14pi
we have
Fmax(t) ≤ 2F (θ, t) + M2pi . (3.22)
The proof uses the following lemmas.
Lemma 3.2.29. Let F : S1 × [0, T )→ R be the speed of the flow (3.1). It satisfies the equation
Ft = σ1k2(Fθθ + F ). (3.23)
Proof. Recall that speed of the flow (3.1) is F (θ, t) = σ1k + σ2. Combine this with (3.10), we can
see that Ft = σ1kt = σ1k2(Fθθ + F ).
Lemma 3.2.30. Let F : S1× [0, T )→ R be the speed of the flow (3.1). Set M2 as in (3.19). Then
F (θ, t) satisfies the following dichotomy.
If (F 2 + F 2θ )(θ, t) > M2, then Ft(θ, t) ≥ 0.
Proof. Fix a point (θ0, t0) for some t0 > 0, and let
B = (F 2 + F 2θ )1/2(θ0, t0). (3.24)
Assume that B > M , we need to show that Ft(θ0, t0) ≥ 0, which, by Lemma 3.2.29, is
equivalent to showing (Fθθ + F )(θ0, t0) ≥ 0 by Lemma 3.2.29.
Pick ξ ∈ (−pi, pi) such that F (θ0, t0) = B cos ξ and Fθ(θ0, t0) = −B sin ξ. This is possible due
to the differentiability of F . Let us denote
F ∗(θ) = B cos(θ − θ0 + ξ),
and consider the function
G(θ, t) = F (θ, t)− F ∗(θ).
It is straightforward to see that G(θ0, t0) = 0 and Gθ(θ0, t0) = 0, hence the point (θ0, t0) is a
double root for G(·, t0).
Now we aim to show, using the Sturmian oscillation theorem, that (θ0, t0) must be the only
root for G(·, t0) by showing that G(·, 0) has exactly two simple zeros in S1. Since F (θ, t), and hence
G(θ, t) are 2pi-periodic functions, without loss of generality, we perform analysis on the interval
(θ0 − ξ − pi, θ0 − ξ + pi). As B > M and (F 2 + F 2θ ) is initially bounded by M2. At θ = θ0 − ξ, we
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calculate
G(θ0 − ξ, 0) = F (θ0 − ξ, 0)−B ≤ sup |F (θ, 0)| −B < 0.
So on at least one interval, G is initially negative. At the end points θ = (θ0 − ξ ± pi), we have
G(θ0 − ξ ± pi, 0) = F (θ0 − ξ ± pi, 0)− F ∗(θ0 − ξ ± pi, 0) = F (θ0 − ξ − pi, 0)−B cos(±pi)
≥ F (θ0 − ξ − pi, 0) +B > 0.
Therefore, there are at least two open intervals on which G is initially positive. Combined with
the earlier assertion, there are at least two roots for G at time t = 0. Consider θ1 in the interval
(θ0− ξ−pi, θ0− ξ). We have sin(θ1−θ0 + ξ) < 0. If θ1 is an initial root of G, (that is, G(θ1, 0) = 0)
then F (θ1, 0) = F ∗(θ1). We compute the derivative
Gθ(θ1, 0) = Fθ(θ1, 0) +B sin(θ1 − θ0 + ξ)
≤ (M2 − F 2(θ1, 0))1/2 +B sin(θ1 − θ0 + ξ)
<
(
B2 −B2 cos2(θ1 − θ0 + ξ)
)1/2 +B sin(θ1 − θ0 + ξ) = 0.
Thus G is decreasing at every root on the interval (θ0 − ξ − pi, θ0 − ξ). This means that there can
be only one simple root in the interval (θ0− ξ−pi, θ0− ξ). Indeed, if there were another root for G
after the first, then at this root we must have Gθ ≥ 0, which is impossible by the above calculation.
A similar argument applies on (θ0 − ξ, θ0 − ξ + pi), yielding that at any root θ2 in this interval we
have Gθ(θ2, 0) > 0. We conclude that G has exactly two simple roots at t = 0.
By Sturmian theory see for example [21], for G(θ, t) satisfying the parabolic partial differential
equation Gt = σ1k2Gθθ, with two simple roots at initial time over its entire domain, there can be
at most two simple roots (counted with multiplicity) at all later times t = t0 > 0. As G(θ0, t0) is
a double root, it must be the only root for G(·, t0).
To show that G(θ0, t0) is a minimum value for G(·, t0), we consider
G(θ0 − ξ ± pi2 , t0) = F (θ0 − ξ ±
pi
2 , t0)−B cos(±
pi
2 )
= F (θ0 − ξ ± pi2 , t0) .
Since F is initially positive by convexity and the assumption that σi ≥ 0, the maximum principle
implies that F remains positive. Therefore G(θ0 − ξ ± pi2 , t0) > 0. As we have deduced from the
Sturmian theorem that (θ0, t0) is the only zero for G(·, t0), G(·, t0) is non-negative and so G(θ0, t0)
is a strict local minimum value for G(·, t0), as required. Therefore Gθθ(θ0, t0) = (Fθθ + F )(θ0, t0)
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is non-negative. We have proved that
(F 2 + F 2θ )
1
2 (θ0, t0) > M =⇒ (Fθθ + F )(θ0, t0) ≥ 0
which implies Ft(θ0, t0) ≥ 0, as required.
We are now ready to prove Proposition 3.2.28.
Proof of Proposition 3.2.28. We prove the estimate (3.20) by contradiction. The assertions (3.21)
and (3.22) then follow by fundamental theorem of calculus.
Let us fix a time t1 > 0 and let M2 be as in (3.19). Since estimate (3.20) is trivial for t = 0,
we may take
t0 = sup{t ∈ [0, T ) : (3.20) holds} .
Since σ1, σ2 and k are non-negative, F may not vanish. Therefore by continuity of the flow t0 > 0.
Suppose that t0 < T . Let t1 = t0 + ε where ε ∈ (0, T − t0) is a small parameter. If (F 2θ +
F 2)(θ, t1) ≤ M2, then obviously |Fθ(θ, t1)| ≤ M and Fmax(t1) is also bounded by M . This is
(stronger than) the estimate in (3.20). This contradicts the definition of t0.
Therefore it must be the case that (F 2θ +F 2)(θ, t1) > M2 for some θ ∈ [0, 2pi). For ε sufficiently
small, the largest connected interval (θ1, θ2) on which (F 2θ + F 2)(θ, t1) > M2 is strictly contained
in S. Then (F 2θ + F 2)(θ1, t1) = M2 = (F 2θ + F 2)(θ2, t1).
Indeed, at t = t0 we have |Fθ(θ, t0)| ≤ M +
∫ 2pi
0 |F (θ, t0)| dθ, with equality achieved at one or
more isolated points. Note that Fθ may not achieve equality in this estimate on any open interval,
otherwise by analyticity of the flow it is constant on [0, 2pi) and then Fθθ(θ, t0) = 0, which means
kθ is constant. As k is periodic, it must be constant, so that γ(·, t0) is a circle. But then Fθ = 0,
so Fθ did not achieve equality after all.
In fact, θ2(ε) ↘ θ1(ε) as ε ↘ 0. By taking ε sufficiently small, we can identify a collection of
disjoint maximal intervals in S, (θi1, θi2) ⊂ S such that for each i:
(F 2θ + F 2)(θi1, t1) = M2 = (F 2θ + F 2)(θi2, t1)
(F 2θ + F 2)(θ, t1) > M2 for θ ∈ (θi1, θi2), and
(F 2θ + F 2)(θ, t1) < M2 for θ 6∈ ∪i[θi1, θi2] . (3.25)
These intervals are understood in the topology of S, so that for example 0 ∈ (θi1, θi2) implies
(θi1, θi2) = (θi1, 2pi) ∪ [0, θi2). (Note that (θi1, θi2) is connected.)
By Lemma 3.2.30
Ft(θ, t1) ≥ 0 for all θ ∈ (θi1, θi2) , (3.26)
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which implies
∫ θi2
θ
(Fθ′θ′ + F )(θ′, t1) dθ′ ≥ 0 , where θ ∈ (θi1, θi2) ,
and
∫ θ
θi1
(Fθ′θ′ + F )(θ′, t1) dθ′ ≥ 0 , where θ ∈ (θi1, θi2) .
Then
Fθ(θi2, t1)− Fθ(θ, t1) +
∫ θi2
θ
F (θ′, t1) dθ′ ≥ 0
and
Fθ(θ, t1)− Fθ(θi1, t1) +
∫ θ
θi1
F (θ′, t1) dθ′ ≥ 0 .
Rearranging yields, for all θ ∈ (θi1, θi2)
Fθ(θi2, t1) +
∫ θi2
θ
F (θ′, t1) dθ′ ≥ Fθ(θ, t1) ≥ Fθ(θi1, t1)−
∫ θ
θi1
F (θ′, t1) dθ′ .
This gives the estimate
|Fθ|(θ, t1) ≤M +
∫ θi2
θi1
|F (θ, t1)| dθ
for all θ ∈ (θi1, θi2); or
|Fθ|(θ, t1) ≤M +
∫ 2pi
0
|F (θ, t1)| dθ
for all θ ∈ ∪i(θi1, θi2). If θ 6∈ ∪i(θi1, θi2) then F 2θ (θ, t1) ≤ M2 (recall (3.25)). Combining this with
the above we have
sup
θ∈[0,2pi]
|Fθ(θ, t1)| ≤M +
∫ 2pi
0
|F (θ, t1)| dθ.
This implies that (3.20) holds for t = t1 > t0, which is again a contradiction. Therefore t0 = T .
Now we show the remaining estimates in Proposition 3.2.28. By fundamental theorem of
69
CHAPTER 3. EMBRYONIC EPITHELIAL WOUND HEALING FLOW
calculus,
Fmax(t) ≤ 12pi
∣∣∣∣∫ 2pi
0
F (θ, t) dθ
∣∣∣∣+ ∫ 2pi
0
|Fθ(θ, t)| dθ
≤ 12pi
∫ 2pi
0
|F (θ, t)| dθ + 2pi
(
M +
∫ 2pi
0
|F (θ, t)| dθ
)
≤M1
(
1 +
∫ 2pi
0
|F (θ, t)| dθ
)
where M1 = max{2piM, 2pi + (2pi)−1}.
Let θ∗ be such that Fmax(t) = F (θ∗, t). Let θ ∈ (0, 2pi) be such that |θ − θ∗| ≤ 14pi . The
fundamental theorem of calculus implies
Fmax(t) = F (θ, t) +
∫ θ∗
θ
Fθ(θ, t) dθ
≤ F (θ, t) + |θ∗ − θ| sup
θ∈[0,2pi]
|Fθ(θ, t)|
≤ F (θ, t) + |θ∗ − θ|
(
M +
∫ 2pi
0
|F (θ, t)| dθ
)
≤ F (θ, t) + 14pi (M + 2piFmax(t)) .
Making Fmax(t) the subject, we obtain
Fmax(t) ≤ 2F (θ, t) + M2pi
as desired.
3.2.4 Limiting shape - bounds on rescaled curvature
We will now study a rescaling of the flow about the final point O. Our goal for this and the next
section is to prove that in a weak sense a subsequence converges to a circle. There are essentially
three steps to be completed. First, we further develop our a-priori estimates on the speed, which
then implies the entropy of the rescaled flow is bounded. Second, the entropy bound leads to a two
way bound on the curvature. Third, an adaptation of Huisken’s monotonicity formula [30] allows
Huisken’s original convergence argument (Proposition 3.4 in [30]) to apply here and we obtain the
required smooth convergence of the rescaled flow to a circle.
Let γ : S1 × [0, T ) → R2 be a family of closed, embedded, convex plane curves under the
flow (3.1). Consider the scaling factor φ : [0, T )→ R given by
φ(t) = (2T − 2t)−1/2, (3.27)
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and set the corresponding rescaled flow γˆ : S1 × [0,∞)→ R2 to be
γˆ(θˆ, tˆ ) = φ(t(tˆ ))
[
γ(θ(θˆ ), t(tˆ ))−O] = 1√
2T
etˆ
[
γ(θ(θˆ ), t(tˆ ))−O] ,
where O is the final point given by Theorem 3.2.25, and
θ(θˆ ) = θˆ , t(tˆ ) = T
(
1− e−2tˆ) , tˆ(t) = −12 log
(
1− t
T
)
,
denote the rescaled time and space variables. Under the rescaling, we see that the flow (3.1) can
be transformed into
γˆtˆ(θˆ, tˆ ) = φ′(t(tˆ ))t′(tˆ )
[
γ(θ(θˆ), t(tˆ ))−O]+ φ(t(tˆ ))(∂tγ)(θˆ, t(tˆ ))t′(tˆ )
= φ(t(tˆ ))
[
γ(θ(θˆ), t(tˆ ))−O]+√2Te−tˆ(σ1k(θˆ, t(tˆ )) + σ2)ν(θˆ, t(tˆ ))
= γˆ(θˆ, tˆ ) +
(
σ1kˆ(θˆ, tˆ ) +
√
2Te−tˆσ2
)
νˆ(θˆ, tˆ ) .
(3.28)
The motivation for choosing this particular rescaling is that we want the enclosed area Aˆ(tˆ ) =
φ2A(t) of the normalised curve γˆ to approach a fixed value (in this case, σ1pi > 0) as tˆ approaches
infinity. To explain this we present the following fundamental lemma.
Lemma 3.2.31. Let γˆ : S1 × [0,∞) → R2 be a solution to the rescaled flow (3.28) with convex
initial data. Then
Aˆ(γˆ(·, tˆ ))→ σ1pi as tˆ→∞ .
Proof. First note that we know A(γ(·, t(tˆ ))→ 0 and L(γ(·, t(tˆ ))→ 0 as tˆ→∞ by Theorem 3.2.25.
We calculate
lim
tˆ→∞
Aˆ(γˆ(·, tˆ )) = lim
tˆ→∞
φ2(t(tˆ ))A(γ(·, t(tˆ )))
= lim
t→T
A(γ(·, t))
2T − 2t
= lim
t→T
−2piωσ1 − σ2L(γ(·, t))
−2 .
Given that L vanishes at final time (and ω = 1), we conclude
lim
tˆ→∞
Aˆ(γˆ(·, tˆ )) = σ1pi ,
as required.
Remark 6. In Gage’s classical works [18,19], the isoperimetric ratio is studied for curve shortening
flow and used to prove that A(t)→ 0 implies L(t)→ 0. This further implies the flow shrinks to a
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round point. We note that the isoperimetric inequality L
2(t)
A(t) ≥ 4pi holds for any closed plane curves
with equality holds if and only if the curve is a circle. Gage’s method relies on the monotonicity
of the isoperimetric ratio. For the flow we study here this approach cannot possibly work, since
σ2 ≥ 0 and
(
L2(t)
A(t)
)
t
= −2σ1 L(t)
A(t)
(
‖k‖22 − pi
L(t)
A(t)
)
+ 2σ2
L(t)
A(t)
(
1
2
L2(t)
A(t) − 2pi
)
.
To estimate the first term one may use the inequality ‖k‖22 ≥ 4pi
2
L , which follows from the Poincare´
inequality, combined with the isoperimetric inequality. The second term on the right is non-negative
however and zero only for a circle (by the isoperimetric inequality).
We additionally note for interest that this rescaling and Theorem 3.2.25 give a bound on how
fast ‖k‖22 blows up for the convex flow, effectively determining already the type of the singularity.
Lemma 3.2.32. Let γ : S1 × [0, T ) → R2 be a family of closed, embedded, convex plane curves
evolving by the flow (3.1). Then
‖k‖22(t) = O
(
1√
T − t
)
, as t→ T.
Proof. First, note that
lim sup
tˆ→∞
Lˆ(γˆ(·, tˆ )) <∞ .
This follows from the rescaled length estimate, Lemma 3.2.36. We do not give the proof of Lemma
3.2.36 here, but rather delay it until we analyse the rescaled entropy, in particular its eventual
monotonicity. This is a crucial ingredient in the proof of Lemma 3.2.36, and takes quite some work
to establish.
Therefore (recall Proposition 3.2.3) there exists a constant C such that
C ≥ lim
tˆ→∞
Lˆ(γˆ(·, tˆ )) = lim
tˆ→∞
φ(t(tˆ ))L(γ(·, t(tˆ )))
= lim
t→T
L(γ(·, t))√
2T − 2t
= lim
t→T
−σ1‖k‖22(t)− 2piσ2
− 1√2T−2t
= lim
t→T
σ1‖k‖22(t)
√
2T − 2t .
This proves the result.
We now process to prove a pointwise curvature bound for the rescaled flow. With this result in
hand, we are able to obtain convergence of the rescaled flow to a limit using the same monotonicity
argument as Huisken [30]. We then further deduce the only possible limit is a circle.
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In order to obtain pointwise information on the blowup of the curvature, we use the assumption
σ1 ≥ 1 together with the following argument.
Our goal is to prove an a-priori estimate for the rescaled curvature kˆ. Although the above
lemma gives useful information on the blowup rate for the L2-norm of curvature, it does not give
any information at all on the pointwise blowup of k. In the next lemma, we attack this problem,
first showing that its blowup rate is at worst subexponential in rescaled time.
Lemma 3.2.33. Let γˆ : S1 × [0,∞) → R2 be a solution to the rescaled flow (3.28) with convex
initial data. The maximum of rescaled curvature kˆmax(tˆ ) satisfies
lim
tˆ→∞
e−tˆkˆmax(tˆ ) = 0.
Proof. Note first that
ttˆ = 2Te−2tˆ = 2T − 2T (1− e−2tˆ) = (2T − 2t) = φ−2 .
We now differentiate the length L(t(tˆ )) with respect to the normalised time variable tˆ. Using
Proposition 3.2.3 and the above, we compute
Ltˆ = Ltttˆ =
(
−σ1
∫
γ
k2 ds− 2piσ2
)
φ−2
= −2Te−2tˆσ1
∫
S1
k dθ − 4Te−2tˆpiσ2 . (3.29)
By Theorem 3.2.25, the length vanishes at final time t = T , and so we have limtˆ→∞ L(t(tˆ )) = 0.
Integrating (3.29) with respect to tˆ yields
−L(0) =
∫ ∞
0
Ltˆ dtˆ = −2T
∫ ∞
0
(∫ 2pi
0
σ1ke
−2tˆ dθ − 2piσ2e−2tˆ
)
dtˆ .
That is, ∫ ∞
0
∫ 2pi
0
Fe−2tˆ dθdtˆ = L(0)2T . (3.30)
Integrating the estimate (3.21), we find
∫ ∞
0
Fmaxe
−2tˆ dtˆ ≤
∫ ∞
0
e−2tˆM1
(
1 +
∫ 2pi
0
|F | dθ
)
dtˆ
where M1 is as in Proposition 3.2.28. Convexity implies F ≥ 0 and so, using (3.30), we see that
∫ ∞
0
Fmaxe
−2tˆ dtˆ ≤ M12 +
L(0)
2T . (3.31)
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We know that the curvature k(t(tˆ )) blows up as tˆ → ∞. This implies F (θ, tˆ ) = σ1k + σ2 cannot
have a uniform upper bound. In particular, it is eventually strictly larger than the constant M2
(see (3.19)). Call this time tˆ∗. Lemma 3.2.30 implies that Ftˆ ≥ 0 on an open interval [tˆ∗, tˆ∗ + ε).
Now, as F is non-decreasing along this interval, we see that F remains strictly larger than M2 and
indeed may never decrease again. Taking ε to be maximal, we find that Ftˆ ≥ 0 on [tˆ∗,∞).
Then, σ1 > 0 implies that k is monotone increasing for all tˆ > tˆ∗. In particular the maximum
of F is monotone increasing. The L1 in rescaled time bound (3.31), yields
(Fmaxe−2tˆ)(tˆj)→ 0
along a subsequence {tˆj}∞j=1, tˆj →∞. Since F is monotone, the limit is independent of subsequence
and we conclude
0 = lim
tˆ→∞
Fmax(tˆ )e−2tˆ = lim
tˆ→∞
(σ1kmax(tˆ ) + σ2)e−2tˆ = lim
tˆ→∞
σ1
e−tˆ√
2T
kˆmax(tˆ ) ,
as required.
We define the entropy of the rescaled flow to be
Eˆ(tˆ ) := E(γˆ(θˆ, tˆ )) = 12pi
∫ 2pi
0
log kˆ dθˆ . (3.32)
Let
u(θˆ, tˆ ) := −1 + σ1kˆ(kˆθˆθˆ + kˆ)− 2
√
2Te−tˆσ2kˆ. (3.33)
A key step in obtaining a uniform bound for the entropy is the following eventual non-positivity
of the integral of u.
Proposition 3.2.34. Let γˆ : S1× [0,∞)→ R2 be a solution to the rescaled flow (3.28) with convex
initial data. There exists a positive constant tˆ0 such that
f(tˆ ) :=
∫ 2pi
0
u dθˆ
is non-positive for all tˆ > tˆ0.
Proof. First, we calculate
kˆtˆ =
(
k
φ
)
tˆ
=
(
∂(φ−1)
∂t
k + φ−1 ∂k
∂t
)
∂t
∂tˆ
= −kˆ + σ1kˆ2
(
kˆθˆθˆ + kˆ
)
+
√
2Te−tˆσ2kˆ2.
(3.34)
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Using (3.34), we compute the evolution of the entropy in terms of f and an error term:
2piEˆ′(tˆ ) =
∫ 2pi
0
kˆtˆ
kˆ
dθˆ =
∫ 2pi
0
−1 + σ1kˆ
(
kˆθˆθˆ + kˆ
)
+
√
2Te−tˆσ2kˆ dθˆ
=
∫ 2pi
0
−1 + σ1kˆ
(
kˆθˆθˆ + kˆ
)
− 2
√
2Te−tˆσ2kˆ dθˆ +
∫ 2pi
0
3
√
2Te−tˆσ2kˆ dθˆ
=
∫ 2pi
0
u dθˆ +
∫ 2pi
0
3
√
2Te−tˆσ2kˆ dθˆ
= f +
∫ 2pi
0
3
√
2Te−tˆσ2kˆ dθˆ . (3.35)
We shall compute the evolution of f . We first note the following equality, that follows easily from
integration by parts noting that the periodicity of k makes the boundary value vanish:
f(tˆ ) =
∫ 2pi
0
−1− σ1kˆ2θˆ + σ1kˆ2 − 2
√
2Te−tˆσ2kˆ dθˆ.
Recall that the angle parameter θˆ is chosen to commute with the time parameter tˆ. We use this
and integration by parts to compute the evolution of f(tˆ ):
f ′(tˆ ) =
∫ 2pi
0
−2σ1kˆθˆkˆθˆtˆ + 2σ1kˆkˆtˆ + 2
√
2Te−tˆσ2kˆ − 2
√
2Te−tˆσ2kˆtˆ dθˆ
= 2
∫ 2pi
0
[
σ1
(
kˆθˆθˆ + kˆ
)
−
√
2Te−tˆσ2
]
kˆtˆ +
√
2Te−tˆσ2kˆ dθˆ.
Expanding out the expression of kˆtˆ using (3.34), we find
f ′(tˆ ) = 2
∫ 2pi
0
[
σ1
(
kˆθˆθˆ + kˆ
)
−
√
2Te−tˆσ2
]
·
[
−kˆ + σ1kˆ2
(
kˆθˆθˆ + kˆ
)
+
√
2Te−tˆσ2kˆ2
]
dθˆ
+ 2
∫ 2pi
0
√
2Te−tˆσ2kˆ dθˆ
= 2
∫ 2pi
0
−σ1kˆ
(
kˆθˆθˆ + kˆ
)
+ σ21 kˆ2
(
kˆθˆθˆ + kˆ
)2
+ 2
√
2Te−tˆσ2kˆ − 2Te−2tˆσ22 kˆ2 . (3.36)
We wish to rewrite the above in terms of u and u2. We note that
u2 = 1 + σ21 kˆ2
(
kˆθˆθˆ + kˆ
)2
+ 8Te−2tˆσ22 kˆ2
− 2σ1kˆ
(
kˆθˆθˆ + kˆ
)
+ 4
√
2Te−tˆσ2kˆ − 4
√
2Te−tˆσ2σ1kˆ2
(
kˆθˆθˆ + kˆ
)
.
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Comparing the integrand in (3.36) with u and u2, we obtain
f ′(tˆ ) = 2
∫ 2pi
0
u2 dθˆ + 2
∫ 2pi
0
−1− 2
√
2Te−tˆσ2kˆ + σ1kˆ
(
kˆθˆθˆ + kˆ
)
− 10Te−2tˆσ22 kˆ2 + 4
√
2Te−tˆσ2σ1kˆ2
(
kˆθˆθˆ + kˆ
)
dθˆ
= 2
∫ 2pi
0
u2 dθˆ + 2
∫ 2pi
0
u dθˆ
+ 2
∫ 2pi
0
−10Te−2tˆσ22 kˆ2 + 4
√
2Te−tˆσ2σ1kˆ2
(
kˆθˆθˆ + kˆ
)
dθˆ . (3.37)
We wish to absorb the last term of (3.37) into the other terms. First, we calculate
2
∫ 2pi
0
4
√
2Te−tˆσ2σ1kˆ2
(
kˆθˆθˆ + kˆ
)
dθˆ
=
∫ 2pi
0
8
√
2Tσ2e−tˆ
(
kˆu+ kˆ + 2
√
2Tσ2e−tˆkˆ2
)
dθˆ
=
∫ 2pi
0
8
√
2Tσ2e−tˆkˆu dθˆ +
∫ 2pi
0
8
√
2Tσ2e−tˆkˆ dθˆ
+
∫ 2pi
0
32Tσ22e−2tˆkˆ2 dθˆ .
We then apply the inequality ab ≥ − 14a2 − b2 to the right hand side above, yielding
2
∫ 2pi
0
4
√
2Te−tˆσ2σ1kˆ2
(
kˆθˆθˆ + kˆ
)
dθˆ
≥ −
∫ 2pi
0
1
464(2T )σ
2
2e
−2tˆkˆ2 dθˆ −
∫ 2pi
0
u2 dθˆ +
∫ 2pi
0
8
√
2Tσ2e−tˆkˆ dθˆ
+
∫ 2pi
0
32Tσ22e−2tˆkˆ2 dθˆ
= −
∫ 2pi
0
u2 dθˆ +
∫ 2pi
0
8
√
2Tσ2e−tˆkˆ dθˆ .
Combining with (3.37), we have
f ′(tˆ ) ≥
∫ 2pi
0
u2 dθˆ + 2
∫ 2pi
0
u dθˆ − 20Tσ22
∫ 2pi
0
e−2tˆkˆ2 dθˆ (3.38)
+ 2
√
2Tσ2
∫ 2pi
0
4e−tˆkˆ dθˆ .
It follows from Lemma 3.2.33 that for every δ > 0, there exists a tˆδ such that for every tˆ > tˆδ,
e−tˆkˆmax(tˆ ) ≤ δ. (3.39)
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Let us briefly analyse the latter two integrals on the right hand side of (3.38). For tˆ > tˆδ, we have
−20Tσ22
∫ 2pi
0
e−2tˆkˆ2 dθˆ + 2
√
2Tσ2
∫ 2pi
0
4e−tˆkˆ dθˆ
= 2
√
Tσ2
∫ 2pi
0
e−tˆkˆ
(√
2(4)− 10
√
Tσ2e
−tˆkˆ
)
dθˆ
≥ 0
if
√
2(4)− 10
√
Tσ2e
−tˆkˆ ≥ 0 ,
which is satisfied so long as e−tˆkˆ ≤
√
2(4)
10
√
Tσ2
. Therefore, if we choose δ =
√
2(4)
10
√
Tσ2
, by (3.39) we have
for tˆ > tˆδ
f ′(tˆ ) ≥
∫ 2pi
0
u2 dθˆ + 2
∫ 2pi
0
u dθˆ . (3.40)
Using Ho¨lder’s inequality, we conclude that for all tˆ > tˆδ (with δ chosen as above),
f ′(tˆ ) ≥
∫ 2pi
0
u2 dθˆ + 2
∫ 2pi
0
u dθˆ
≥ 12pi
(∫ 2pi
0
u dθˆ
)2
+ 2
∫ 2pi
0
u dθˆ
≥ 12pif
2(tˆ ) + 2f(tˆ ) . (3.41)
We are now ready to finish the proof. Our proof is by contradiction. Fix a positive constant
δ. We denote tˆδ to be the value such that (3.41) is valid for all tˆ > tˆδ. Let c > 0 be arbitrary.
Suppose that there exists tˆ1 > tˆδ such that f(tˆ1) ≥ c > 0. Thus, we have from (3.41) that
f ′(tˆ1) ≥ 12pif
2(tˆ1) + 2f(tˆ1) > 0 . (3.42)
This implies
f(tˆ ) > c > 0, for all tˆ > tˆ1.
Hence the inequality (3.42) holds for all tˆ > tˆ1. We can rearrange (3.42) and integrate over time
to see ∫ tˆ
tˆ1
f ′(tˆ )
f2(tˆ )
dtˆ ≥
∫ tˆ
tˆ1
1
2pi dtˆ ,
or
− 1
f(tˆ )
≥ 12pi (tˆ− tˆ1)−
1
f(tˆ1)
.
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The positivity of f(tˆ ) implies
f(tˆ ) ≥ f(tˆ1)
1− f(tˆ1) 12pi (tˆ− tˆ1)
.
Let us take the sequence {tˆi} such that tˆi −→ tˆ∗, where tˆ∗ = tˆ1 + 1f(tˆ1) 12pi is a finite number. It is
clear that f(tˆi) blows up as tˆi tends to tˆ∗. But, tˆ∗ is a finite time and as the flow is smooth, the
quantity f(tˆ∗) is bounded. This is a contradiction.
Therefore, for every c > 0,
f(tˆ ) < c for all tˆ > tˆδ .
But this can only be the case if f(tˆ ) ≤ 0 for all tˆ > tˆδ. This finishes the proof.
Next we show that the rescaled entropy Eˆ(tˆ ) is uniformly bounded for all tˆ ∈ [0,∞).
Proposition 3.2.35. Let γˆ : S1× [0,∞)→ R2 be a solution to the rescaled flow (3.28) with convex
initial data. Then for all tˆ ∈ [0,∞) the rescaled entropy satisfies
Eˆ(tˆ ) ≤ C , (3.43)
where
C = max
{
sup
tˆ∈[0,tˆ0)
{Eˆ(tˆ )}, Eˆ(tˆ0) + 3σ2L(0)2piσ1 −
3Tσ22
σ1
}
.
Here tˆ0 is as in the statement of Proposition 3.2.34.
Proof. The statement is immediate for tˆ ≤ tˆ0 by definition of C. Note that the original flow remains
uniformly strictly convex, and the curvature uniformly bounded on any compact subinterval of
[0, T ), and so the supremum suptˆ∈[0,tˆ0){Eˆ(tˆ )} is finite.
It remains to deal with the case of tˆ > tˆ0. Here, we use Proposition 3.2.34 to estimate the
evolution of the entropy (3.35) by
2piEˆtˆ ≤
∫ 2pi
0
3
√
2Te−tˆσ2kˆ dθˆ . (3.44)
Note that
kˆe−tˆ =
√
2Te−2tˆk =
√
2Te−2tˆ(σ−11 F − σ−11 σ2) .
Integrating (3.44) and using the estimate (3.30), we obtain
Eˆ(tˆ )− E(tˆ0) ≤ 3Tσ2
σ1pi
∫ tˆ
tˆ0
∫ 2pi
0
Fe−2tˆ dθˆdtˆ− 3Tσ
2
2
σ1pi
∫ tˆ
tˆ0
∫ 2pi
0
e−2tˆ dθˆdtˆ
≤ 3σ2L(0)2piσ1 −
3Tσ22
σ1
.
(3.45)
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The proof is completed.
The entropy bound gives many things, including a uniform estimate on rescaled length.
Lemma 3.2.36. Let γˆ : S1 × [0,∞) → R2 be a solution to the rescaled flow (3.28) with convex
initial data. There exists an Lˆ0 ∈ [0,∞) depending only on the constant C in Proposition 3.2.35
and initial area of the rescaled flow such that
Lˆ(tˆ ) ≤ Lˆ0
for all tˆ ∈ [0,∞).
Proof. Note that we have a uniform bound on the entropy by Proposition 3.2.35, and so Lemma
3.2.27 provides a uniform positive lower bound on the inradius of the rescaled flow, depending only
on the constants in the entropy bound. As the area of the rescaled curves approach a constant
(Lemma 3.2.31), the maximum diameter of the family of curves must be bounded from above by
a constant depending only on initial area and σ1. Since the curve γ (before rescaling) is uniformly
convex up until the final time (Theorem 3.2.14), the rescaled curve γˆ must also be convex. As a
result the rescaled length is bounded by pi times the diameter of γˆ, and the lemma follows.
We finally prove a uniform estimate for rescaled curvature.
Theorem 3.2.37. Let γˆ : S1 × [0,∞) → R2 be a solution to the rescaled flow (3.28) with convex
initial data. There exists a kˆ1 ∈ [0,∞) such that
kˆmax(tˆ ) ≤ kˆ1
for all tˆ ∈ [0,∞).
Proof. We prove this by contradiction.
Recall the speed estimate (3.22) in Proposition 3.2.28. For a fixed time t and a small neigh-
bourhood |θ − θ∗| ≤ 1/4pi around where the spatial maximum of curvature occurs, θ∗ at t, we
have
σ1kmax(t) < Fmax(t) ≤ 2(σ1k(θ, t) + σ2) + M2pi .
Apply the rescaling to obtain
σ1kˆmax(tˆ ) ≤ 2σ1kˆ
(
θˆ, tˆ
)
+
(
2σ2 +
M
2pi
)√
2Te−tˆ,
and rearrange to see
kˆ(θˆ, tˆ ) ≥ 12
(
kˆmax − C1e−tˆ
)
,
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where C1 = 1σ1
(
2σ2 + M2pi
)√
2T . Thus
log kˆ(θˆ, tˆ ) ≥ log
(
kˆmax(tˆ )− C1e−tˆ
)
− log(2) .
Integrating yields
∫
|θˆ−θˆ∗|≤ 14pi
log kˆ(θˆ, tˆ ) dθˆ ≥
∫
|θˆ−θˆ∗|≤ 14pi
log
(
kˆmax(tˆ )− C1e−tˆ
)
− log(2) dθˆ . (3.46)
Now suppose that kˆ is unbounded. The only way this can happen is asymptotically at infinity.
Thus there exists a sequence of times {tˆj} with tˆj →∞, such that kˆmax(tˆj)→∞. We may assume
without loss of generality that tˆ1 > tˆ0 (where tˆ0 is as in Proposition 3.2.34) and that tˆj+1 > tˆj .
For each tˆj > tˆ0, the entropy estimate (3.45) implies
E(tˆ0) +
3σ2L(0)
2piσ1
− 3Tσ
2
2
σ1
≥ E(tˆj) = 12pi
∫
S1
log kˆ(θˆ, tˆj) dθˆ. (3.47)
Let us fix tˆ = tˆj , and partition of the spatial domain in the following way:
S1 =
{
|θˆ − θˆ∗| ≤ 14pi
}
∪
{
{kˆ < 1} \
{
|θˆ − θˆ∗| ≤ 14pi
}}
∪
{
{kˆ ≥ 1} \
{
|θˆ − θˆ∗| ≤ 14pi
}}
.
We estimate E(tˆj) on each of these disjoint sets separately. The estimate on the first set is given
by (3.46). On the second set, we note that 0 > kˆ log kˆ ≥ −e−1 for kˆ ∈ (0, 1), hence
∫
{kˆ<1}\{|θˆ−θˆ∗|≤ 14pi }
log kˆ(θˆ, tˆj) dθˆ ≥
∫
{kˆ<1}\{|θˆ−θˆ∗|≤ 14pi }
kˆ(sˆ, tˆj) log kˆ(sˆ, tˆj) dsˆ
≥
∫
{kˆ<1}\{|θˆ−θˆ∗|≤ 14pi }
−1
e
dsˆ
≥ −1
e
Lˆ0
(3.48)
where Lˆ0 is the uniform bound on rescaled length from Lemma 3.2.36.
Let us now consider the third set. We note that on this set log kˆ ≥ 0, and so trivially
∫
{kˆ≥1}\{|θˆ−θˆ∗|≤ 14pi }
log kˆ(θˆ, tˆj) dθˆ ≥ 0 .
Combining (3.46), (3.47), (3.48) and the above, we obtain
E
(
tˆ0
)
+ 3σ2L(0)2piσ1
− 3Tσ
2
2
σ1
≥ 18pi2
[
log
(
kˆmax(tˆj)− C1e−tˆ
)
− log(2)
]
− 12epi Lˆ0 .
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While the left hand side is a finite constant, the right hand side tends to infinity as tˆj −→∞, which
is a contradiction. We deduce that the normalised curvature kˆ(θˆ, tˆ ) must be uniformly bounded
from above.
3.2.5 Limiting shape - convergence to a circle
In this section, we are going to show the rescaled flow with convex initial data converges to a
circle. Our main tool to prove convergence is Huisken’s monotonicity formula [30], with a minor
modification so that it is suitable for our flow.
Theorem 3.2.38. Let γˆ : S1 × [0,∞)→ R2 be a solution to the rescaled flow (3.28). Set
ρ(γˆ) = e−
|γˆ|2
2σ1 and R(tˆ ) =
∫
γˆ
ρ dsˆ .
Then
R′(tˆ ) = −
∫
γˆ
Q2ρ dsˆ+ Tσ
2
2
2σ1
e−2tˆ
∫
γˆ
ρ dsˆ , (3.49)
where
Q = 〈γˆ, νˆ〉√
σ1
+√σ1kˆ +
√
2Tσ2
2√σ1 e
−tˆ .
Proof. We compute
ρtˆ =
(
−|γˆ|
2
2σ1
)
tˆ
ρ = −σ−11 〈γˆ, γˆtˆ〉 ρ,
and
|γˆuˆ|tˆ = |γˆuˆ| 〈∂sˆ (γˆtˆ) , τˆ〉
= |γˆuˆ|
〈[(
σ1kˆ +
√
2Te−tˆσ2
)
νˆ + γˆ
]
sˆ
, τˆ
〉
= |γˆuˆ|
[〈
−kˆ(σ1kˆ +√2Te−tˆσ2)τˆ , τˆ〉+ 〈τˆ , τˆ〉]
= |γˆuˆ|
[− kˆ(σ1kˆ +√2Te−tˆσ2)+ 1]. (3.50)
Hence we calculate with (3.28) that
R′(tˆ ) =
∫
γˆ
ρ|γˆuˆ|tˆ duˆ+
∫
γˆ
ρtˆ|γˆuˆ| duˆ
=
∫
γˆ
(
1− σ1kˆ2 − σ2kˆ
√
2Te−tˆ − σ−11
〈
γˆ, γˆ +
(
σ1kˆ + σ2
√
2Te−tˆ
)
νˆ
〉)
ρ dsˆ
=
∫
γˆ
(
1− σ1kˆ2 − σ2kˆ
√
2Te−tˆ − σ−11 |γˆ|2 − kˆ 〈γˆ, νˆ〉 − σ−11 σ2
√
2Te−tˆ 〈γˆ, νˆ〉
)
ρ dsˆ.
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A straightforward calculation gives
Q2 = 〈γˆ, νˆ〉
2
σ1
+ σ1kˆ +
2Tσ22
4σ1
e−2tˆ + 2 〈γˆ, νˆ〉 kˆ + σ2kˆ
√
2Te−tˆ + 〈γˆ, νˆ〉
√
2Tσ2
σ1
e−tˆ.
Completing the square yields
R′(tˆ ) = −
∫
γˆ
Q2ρ dsˆ+
∫
γˆ
(
1− σ−11 |γˆ|2 + kˆ 〈γˆ, νˆ〉+
〈γˆ, νˆ〉2
σ1
)
ρ dsˆ
+ Tσ
2
2
2σ1
e−2tˆ
∫
γˆ
ρ dsˆ .
Note that
∫
γˆ
(
1 + kˆ 〈γˆ, νˆ〉 )ρ dsˆ = ∫
γˆ
〈γˆ, τˆ〉sˆ ρ dsˆ = −
∫
γˆ
〈γˆ, τˆ〉 ρsˆ dsˆ
=
∫
γˆ
〈γˆ, τˆ〉σ−11 〈γˆ, γˆsˆ〉 ρ dsˆ
=
∫
γˆ
σ−11 〈γˆ, τˆ〉2 ρ dsˆ ,
and
−σ−11 |γˆ|2 = −σ−11 〈〈γˆ, νˆ〉 ν + 〈γˆ, τˆ〉 τ, γˆ〉
= −σ−11
( 〈γˆ, νˆ〉2 + 〈γˆ, τˆ〉2 ).
This implies
R′(t) = −
∫
γˆ
Q2ρ dsˆ+ Tσ
2
2
2σ1
e−2tˆ
∫
γˆ
ρ dsˆ
+
∫
γˆ
(
σ−11 〈γˆ, τˆ〉2 − σ−11
( 〈γˆ, νˆ〉2 + 〈γˆ, τˆ〉2 )+ 〈γˆ, νˆ〉2
σ1
)
ρ dsˆ
= −
∫
γˆ
Q2ρ dsˆ+ Tσ
2
2
2σ1
e−2tˆ
∫
γˆ
ρ dsˆ ,
as required.
Theorem 3.2.39. Let γˆ : S1 × [0,∞) → R2 be a solution to the rescaled flow (3.28) with convex
initial data. Then γˆ converges smoothly in the C∞ topology to a standard round circle.
Proof. Integrating equation (3.49) we find
R(0)−R(tˆj) + Tσ
2
2
2σ1
∫ tˆj
0
e−2tˆ
∫
γˆ
ρ dsˆ dtˆ =
∫ tˆj
0
∫
γˆ
Q2ρ dsˆ dtˆ .
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By the rescaled length bound, R is uniformly bounded. Therefore
lim
j→∞
∫ tˆj
0
∫
γˆ
Q2ρ dsˆ dtˆ
is bounded. This implies that there is a subsequence that we also call {tˆj} that along which we
have ∫
γˆ
Q2ρ dsˆ→ 0 .
Since we have a curvature bound and a length bound, the estimates from Section 3.2.2 apply to
give uniform bounds on all derivatives of curvature. As in Huisken’s Proposition 3.4 and Theorem
3.5 of [30], we obtain convergence to a solution of
〈γ, ν〉 = −σ1k .
Abresch-Langer [1] have classified solutions to this equation. In particular, the only embedded
solution is a circle.
3.3 The case of non-convex initial data
In this section, we study the wound healing flow with non-convex initial data. So far, the con-
vergence result and singularity classification are obtained under the initial convexity assumption.
Without this restriction, the behaviour of the flow is much harder to predict.
In the following, we first investigate the wound healing flow with an initial curve that is ‘almost
convex’ and its limiting shape. Later, we study the flow with a general non-convex initial curve.
We are able to prove a lifespan theorem for such initial data. This allows us to give a partial
singularity classification result to conclude our study.
3.3.1 Convergence under smallness condition
Let us restrict our interest to the convergence under initial smallness of the derivative of curvature.
That is, we require ‖ks‖22 to be initially small. We aim at proving that the flow converges again to
a round circle in this setting.
Without strict convexity we may not use the θ parametrisation. We briefly calculate evolution
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equations for the rescaled flow in terms of rescaled arclength, beginning with |γˆuˆ|2:
|γˆuˆ|tˆ = |γˆuˆ| 〈∂sˆ (γˆtˆ) , τˆ〉
= |γˆuˆ|
〈[(
σ1kˆ +
√
2Te−tˆσ2
)
νˆ + γˆ
]
sˆ
, τˆ
〉
= |γˆuˆ|
[〈
−kˆ
(
σ1kˆ +
√
2Te−tˆσ2
)
τˆ , τˆ
〉
+ 〈τˆ , τˆ〉
]
= |γˆuˆ|
[
−kˆ
(
σ1kˆ +
√
2Te−tˆσ2
)
+ 1
]
. (3.51)
Therefore, the differential operators with respect to rescaled arc-length and rescaled time have
the commutator relation
∂tˆ∂sˆ = ∂tˆ
(|γˆuˆ|−1∂uˆ) = |γˆuˆ|−1∂uˆ∂tˆ − |γˆuˆ|−2|γˆuˆ|tˆ ∂uˆ
= ∂sˆ∂tˆ +
[
kˆ
(
σ1kˆ +
√
2Te−tˆσ2
)
− 1
]
∂sˆ.
(3.52)
We use the definition of the rescaling to calculate
kˆtˆ =
(
k
φ
)
tˆ
=
(
∂(φ−1)
∂t
k + φ−1 ∂k
∂t
)
∂t
∂tˆ
=
(−φk + φ−1 (σ1kss + σ1k3 + σ2k2))φ−2
= kˆ2
(
σ1kˆ +
√
2Te−tˆσ2
)
− kˆ + σ1kˆsˆsˆ .
(3.53)
Then by (3.52) we have
(
kˆsˆ
)
tˆ
=
[
kˆ
(
σ1kˆ +
√
2Te−tˆσ2
)
− 1
]
kˆsˆ + ∂sˆ
(
kˆtˆ
)
= σ1
(
kˆsˆ
)
sˆsˆ
+
(
4σ1kˆ2 + 3
√
2Te−tˆσ2kˆ − 2
)
kˆsˆ .
(3.54)
The key evolution equation we require is for ‖kˆsˆ‖22.
Lemma 3.3.1. Let γˆ : S1 × [0,∞) → R2 be a solution to the rescaled flow (3.28). There exist
continuous functions ξ1, ξ2 such that
d
dtˆ
∫
γˆ
kˆ2sˆ dsˆ = −2σ1
∫
γˆ
kˆ2sˆsˆ dsˆ− (1 + δ)
∫
γˆ
kˆ2sˆ dsˆ
+
(
7σ1kˆ2(ξ1(tˆ )) + 5
√
2Te−tˆσ2kˆ(ξ2(tˆ ))− (2− δ)
)∫
γˆ
kˆ2sˆ dsˆ ,
for any δ ∈ R.
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Proof. We calculate
d
dtˆ
∫
γˆ
kˆ2sˆ dsˆ =
d
dtˆ
∫
γˆ
kˆ2sˆ |γˆuˆ| duˆ =
∫
γˆ
(
kˆ2sˆ
)
tˆ
|γˆuˆ| duˆ+
∫
γˆ
kˆ2sˆ |γˆuˆ|tˆ duˆ
=
∫
γˆ
2kˆsˆ
(
kˆsˆ
)
tˆ
dsˆ+
∫
γˆ
kˆ2sˆ
[
−kˆ
(
σ1kˆ +
√
2Te−tˆσ2
)
+ 1
]
dsˆ
= 2σ1
∫
γˆ
kˆsˆkˆsˆsˆsˆ dsˆ+ 7σ1
∫
γˆ
kˆ2kˆ2sˆ dsˆ+ 5
√
2Te−tˆσ2
∫
γˆ
kˆkˆ2sˆ dsˆ− 3
∫
γˆ
kˆ2sˆ dsˆ
= −2σ1
∫
γˆ
kˆ2sˆsˆ dsˆ+ 7σ1
∫
γˆ
kˆ2kˆ2sˆ dsˆ+ 5
√
2Te−tˆσ2
∫
γˆ
kˆkˆ2sˆ dsˆ− 3
∫
γˆ
kˆ2sˆ dsˆ .
Using the mean value theorem for integrals (A.11) we have
d
dtˆ
∫
γˆ
kˆ2sˆ dsˆ = −2σ1
∫
γˆ
kˆ2sˆsˆ dsˆ− 3
∫
γˆ
kˆ2sˆ dsˆ
+
(
7σ1kˆ2(ξ1(tˆ )) + 5
√
2Te−tˆσ2kˆ(ξ2(tˆ ))
)∫
γˆ
kˆ2sˆ dsˆ .
Splitting up the second integral on the right hand side yields the lemma.
We are now ready to prove our main result for this section.
Theorem 3.3.2 (Eventual convexity). Let γˆ : S1 × [0,∞)→ R2 be a solution to the rescaled flow
(3.28). Set
Tmax :=
1
2piσ1σ2
min{L0σ1, A0σ2} ,
where L0 and A0 are the initial length and enclosed area of the original (not rescaled) flow. Suppose
that the initial data of the original flow satisfies
√
L0‖ks‖2
∣∣∣
t=0
≤ 114σ1
√25σ22 + 14σ1(2− δ0)Tmax − 5σ2
 , (3.55)
for some δ0 ∈ (0, 2). Then the rescaled flow converges to a standard round circle as tˆ→∞.
Proof. We make the following assumption:
For all tˆ the function kˆ(·, tˆ ) has a zero. (3.56)
Our goal in this proof is to contradict (3.56). Assumption (3.56) implies the estimate
kˆ(tˆ ) = kˆ(tˆ0) +
∫ t
t0
kˆsˆ dsˆ ≤
∫
γˆ
|kˆsˆ| dsˆ ,
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when choosing tˆ0 to be the zero of kˆ. Therefore
7σ1kˆ2 + 5
√
2Te−tˆσ2kˆ ≤ 7σ1Lˆ‖kˆsˆ‖22 + 5
√
2Tσ2e−tˆ
√
Lˆ‖kˆsˆ‖2
≤
√
Lˆ‖kˆsˆ‖2
(
7σ1
√
Lˆ‖kˆsˆ‖2 + 5σ2
√
2Te−tˆ
)
.
Setting x =
√
Lˆ‖kˆsˆ‖2 we require 7σ1x2 + 5σ2e−tˆ
√
2Tx < 2 − δ0. Since we have no control over
how large tˆ is, we rephrase this as 7σ1x2 + 5σ2
√
2Tx < 2− δ0. As x ≥ 0, the condition we require
is
14σ1
√
Lˆ‖kˆsˆ‖2 ≤
√
50Tσ22 + 28σ1(2− δ0)− 5σ2
√
2T .
The function b 7→ −b+√b2 + 28σ1(2− δ0) is decreasing, and so our condition is
14σ1
√
Lˆ‖kˆsˆ‖2 ≤
√
50Tmaxσ22 + 28σ1(2− δ0)− 5σ2
√
2Tmax .
Under this condition ‖kˆsˆ‖22 is initially decreasing exponentially fast. However we need to satisfy
(3.55) for positive tˆ so that exponential decay continues. This is difficult because of the rescaled
length factor. Set
L˜(tˆ ) = e−tˆLˆ(tˆ ) .
Then L˜′ ≤ 0, in particular,
L˜(tˆ ) ≤ L˜(0)−
∫ tˆ
0
σ1‖kˆ‖22 + 2piσ2
√
2Te−tˆ dtˆ .
While the bound (3.55) is satisfied, we have
d
dtˆ
(
L˜
∫
γˆ
kˆ2sˆ dsˆ
)
≤ −(1 + δ0)L˜
∫
γˆ
kˆ2sˆ dsˆ ,
or
d
dtˆ
(
e(1+δ0)tˆL˜
∫
γˆ
kˆ2sˆ dsˆ
)
≤ 0 .
This gives the decay estimate
Lˆ
∫
γˆ
kˆ2sˆ dsˆ ≤ Lˆ(0)‖kˆsˆ‖22(0)e−δ0 tˆ .
Now there are only two remaining possibilities. Either ‖kˆsˆ‖22 or Lˆ converges to zero.
Case 1. ‖kˆsˆ‖22 converges to zero. This is a contradiction, since it would imply kˆ is asymptotic
to a constant in L2, however as γˆ is closed, this constant has to be strictly positive. But then for
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tˆ sufficiently large the function kˆ has no zeroes; a contradiction with assumption (3.56).
Case 2. Lˆ converges to zero. Note that L(t) also converges to zero, since L˜(tˆ ) = e−tˆLˆ(tˆ ).
Then the calculation in Lemma 3.2.31 applies to show that Aˆ→ σ1pi > 0. But this contradicts the
isoperimetric inequality.
Therefore in any case we must have at some time strict convexity of the flow. After this time it
remains so, and the theory in the early section of this chapter applies to yield smooth convergence
to a standard round circle.
3.3.2 Lifespan theorem
In this section, we continue to investigate the non-convex wound healing flow, whose asymptotic
behaviours are less understood. We focus on establishing a lower bound for the maximal time.
This has been classically interesting in the literature, and has impact on certain discrete rescalings
around singularities, called blowups.
We follow the literature (primarily for higher-order flows, see the original work of Kuwert-
Scha¨tzle [36], which was later extended to other settings [6, 42–44, 62, 63]). The idea for this kind
of estimate can be traced back to work of Struwe on the harmonic map heat flow [58]. Each new
setting requires different integral estimates; in the setting we study here, we use for the first time a
product of two functionals (the product is scale-invariant) and new arguments to contradict T = λ.
New arguments are required because, for example, the length could contract to zero so quickly that
the quantity L‖k‖22 remains small while the solution shrinks to a point. In order to rule this out,
we use a rescaling argument, and new integral estimates. Once this is finished, the final proof by
contradiction that yields the maximal time estimate needs to proceed slightly differently to the
standard method, as we need a new argument to contradict the possibility that the length has
disappeared.
Let us introduce a few notations that we use throughout this section. We first define a smooth
function φ˜ : R2 → [0, 1] such that
χBρ/2(x) ≤ φ˜ ≤ χBρ(x) ,
where χBρ/2(x) and χBρ(x) are the characteristic functions on the respective balls. We then define
φ : S1 → [0, 1] as φ = φ˜ ◦ γ, which satisfies
|φs| ≤ c
ρ
.
It is clear that φ takes the value one within the ball of radius ρ/2 and zero outside of the ball
of radius ρ. To indicate that we are using φ as above, we say simply that φ is a smooth cutoff
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function on balls of radii ρ and ρ/2.
We also use the notation
Lφ =
∫
γ
φds , and LBρ(x) =
∫
γ−1(Bρ(x))
ds
to denote localised length. We easily observe that for m ≥ n ≥ 1,
Lφm =
∫
γ
φm ds ≤
∫
γ
φn ds = Lφn .
A second observation is that
Lφ =
∫
γ−1(Bρ(x))
φds ≤
∫
γ−1(Bρ(x))
1 ds = LBρ(x).
We begin with the following lemma, which contains a key integral estimate.
Lemma 3.3.3. Let γ : S1 × [0, T ) → R2 be a solution to (3.1). Let T ∗ ∈ [0, T ), ρ > 0 be given.
Suppose
sup
t∈[0,T∗]
sup
x∈R2
LBρ(x)
∫
γ−1(Bρ(x))
k2 ds ≤ ε ≤ 116 . (3.57)
Suppose additionally that γ is not convex on [0, T ∗], that is, that k(·, t) : S1 → R has a zero for
each t ∈ [0, T ∗]. Then for all t ∈ [0, T ∗] we have
Lφ4
∫
γ
k4φ4 ds ≤ 12Lφ4
∫
γ
k2sφ
4 ds+ cε
2
ρ2
,
for an absolute constant c > 0, and where φ is a smooth cutoff function on balls of radii ρ and ρ/2
centred anywhere.
Proof. Applying the mean value theorem for integrals from Appendix A, we can find continuous
function ξ(t) such that
Lφ4
∫
γ
k4φ4 ds = (k2φ2)(ξ(t))Lφ4
∫
γ
k2φ2 ds.
As k has a zero for each t, fundamental theorem of calculus implies
(k2φ2)(ξ(t)) ≤
∫
γ
(k2φ2)s ds.
Therefore, using properties of the smooth cutoff function φ and a couple of well-known inequalities,
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we calculate
Lφ4
∫
γ
k4φ4 ds ≤ 2Lφ4
∫
γ
k2φ2 ds
∫
γ
|kks|φ2 ds+ 2Lφ4
∫
γ
k2φ2 ds
∫
γ
k2φ|φs| ds
≤ 2Lφ4
∫
γ
k2φ2 ds
(∫
γ
k2χBρ(x) ds
∫
γ
k2sφ
4 ds
) 1
2
+ 2Lφ4
c
ρ
∫
γ
k2φ2 ds
∫
γ
k2φds
≤ δLφ4
∫
γ
k2sφ
4 ds+ Lφ
4
δ
(∫
γ
k2φ2 ds
)2 ∫
γ
k2χBρ(x) ds
+ δ
(∫
γ
k2φ2 ds
)2
+
c2L2φ4
δρ2
(∫
γ
k2φds
)2
≤ δLφ4
∫
γ
k2sφ
4 ds+
L2φ4
δ
∫
γ
k4φ4 ds
∫
γ
k2χBρ(x) ds
+ δLφ4
∫
γ
k4φ4 ds+
c2L2φ4
δρ2
(∫
γ−1(Bρ(x))
k2 ds
)2
≤ δLφ4
∫
γ
k2sφ
4 ds+
(
δ + ε1
δ
)
Lφ4
∫
γ
k4φ4 ds+ c
2ε2
δρ2
.
Let us take δ = 14 and assume ε ≤ 116 ; then absorb to find
Lφ4
∫
γ
k4φ4 ds ≤ 12Lφ4
∫
γ
k2sφ
4 ds+ c
′ε2
ρ2
,
as required.
Now we prove the key integral estimate that controls the concentration of curvature along the
flow.
Proposition 3.3.4. Let γ : S1 × [0, T ) → R2 be a solution to (3.1). Let T ∗ ∈ [0, T ), ρ > 0 be
given. Suppose that γ is not convex on [0, T ∗], that is, that k(·, t) : S1 → R has a zero for each
t ∈ [0, T ∗]. There exists an absolute constant ε0 > 0 such that if
sup
t∈[0,T∗]
sup
x∈R2
LBρ(x)
∫
γ−1(Bρ(x))
k2 ds = ε ≤ ε0 ≤ 116 ,
then
Lφ4
∫
γ−1(B ρ
2
(x))
k2 ds ≤
(
Lφ4
∫
γ−1(Bρ(x))
k2 ds
)∣∣∣∣
t=0
+ c0t(1 + ρ−2)ε , t ∈ [0, T ∗] , (3.58)
for a constant c0 > 0 depending only on σ1 and σ2.
Proof. Again taking φ = φ˜ ◦ γ to be a smooth cutoff function of balls of radii ρ and ρ/2, differen-
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tiating similar to what we have done in Proposition 3.2.3 (length evolution) yields
d
dt
(
Lφ4
∫
γ
k2φ4 ds
)
= L′φ4
∫
γ
k2φ4 ds+ Lφ4
∫
γ
∂t(k2φ4) ds+ Lφ4
∫
γ
k2φ4 ∂t(ds)
=
(∫
γ
(−σ1k2 − σ2k)φ4 ds+ 4
∫
γ
φtφ
3 ds
)∫
γ
k2φ4 ds
+ Lφ4
∫
γ
4k2φ3
〈
Dφ˜|γ , (σ1k + σ2)ν
〉
ds
+ Lφ4
∫
γ
(2k(σ1kss + k2(σ1k + σ2))φ4 ds
+ Lφ4
∫
γ
−(σ1k4 + σ2k3)φ4 ds
= −σ1
(∫
γ
k2φ4 ds
)2
− σ2
∫
γ
k2φ4 ds
∫
γ
kφ4 ds
+ 4
∫
γ
k2φ4 ds
∫
γ
〈
Dφ˜|γ , ν
〉
(σ1k + σ2)φ3 ds
+ 4Lφ4
∫
γ
k2φ3
〈
Dφ˜|γ , ν
〉
(σ1k + σ2) ds
− 2Lφ4σ1
∫
γ
k2s φ
4 ds− 8Lφ4σ1
∫
γ
ksk φ
3φs ds
+ Lφ4
∫
γ
(σ1k4 + σ2k3)φ4 ds .
Note that in this proof, we will not keep track of the constant, c is a constant depending on φ˜ that
may vary from term to term. Tidying up the above, we have
d
dt
(
Lφ4
∫
γ
k2φ4 ds
)
= −σ1
(∫
γ
k2φ4 ds
)2
− 2Lφ4σ1
∫
γ
k2s φ
4 ds
− σ2
∫
γ
k2φ4 ds
∫
γ
kφ4 ds+ 4
∫
γ
k2φ4 ds
∫
γ
〈
Dφ˜|γ , ν
〉
(σ1k + σ2)φ3 ds
+ 4Lφ4
∫
γ
k2φ3
〈
Dφ˜|γ , ν
〉
(σ1k + σ2) ds
− 8Lφ4σ1
∫
γ
ksk φ
3φs ds
+ Lφ4
∫
γ
σ1k
4φ4 ds+ Lφ4
∫
γ
σ2k
3φ4 ds .
We would like to bound the right hand side from above. Let us analyse it line by line. For the
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second line, using Ho¨lder inequalities, and property of φ, we observe
−σ2
∫
γ
k2φ4 ds
∫
γ
kφ4 ds+ 4
∫
γ
k2φ4 ds
∫
γ
〈
Dφ˜|γ , ν
〉
(σ1k + σ2)φ3 ds
≤ σ2
∫
γ
k2φ4 ds
(∫
γ
k2φ4 ds
) 1
2
(∫
γ
φ4 ds
) 1
2
+ σ1c
ρ
∫
γ
k2φ4 ds
(∫
γ
k2φ4 ds
) 1
2
(∫
γ
φ2 ds
) 1
2
+ σ2c
ρ
∫
γ
k2φ4 ds
∫
γ
φ3 ds
≤
(
cσ1
ρ
+ σ2
)
L
1
2
φ2
(∫
γ
k2φ4 ds
) 3
2
+ cσ2
ρ
Lφ3
∫
γ
k2φ4 ds .
Then repeatedly applying Cauchy’s inequality, and recalling our assumptions, we see
−σ2
∫
γ
k2φ4 ds
∫
γ
kφ4 ds+ 4
∫
γ
k2φ4 ds
∫
γ
〈
Dφ˜|γ , ν
〉
(σ1k + σ2)φ3 ds
≤ σ18
(∫
γ
k2φ4 ds
)2
+ σ1
ρ2
Lφ2
∫
γ
k2φ4 ds+ cσ2
ρ
Lφ3
∫
γ
k2φ4 ds
+ σ18
(∫
γ
k2φ4 ds
)2
+ σ
2
2
σ1
Lφ4
∫
γ
k2φ4 ds
≤ σ14
(∫
γ
k2φ4 ds
)2
+ c(σ1ρ−2 + σ22σ−11 + σ2ρ−1)ε
≤ σ14 Lφ4
∫
γ
k4φ4 ds+ c(σ1ρ−2 + σ22σ−11 + σ2ρ−1)ε .
Similarly, we estimate
4Lφ4
∫
γ
k2φ3
〈
Dφ˜|γ , ν
〉
(σ1k + σ2) ds ≤ cσ1
ρ
Lφ4
∫
γ
k3φ3 ds+ cσ2
ρ
Lφ4
∫
γ
k2 φ3 ds
≤ σ1Lφ4
(
δ
∫
γ
(
k2φ2
)2
ds+ c
2
4δρ2
∫
γ
(kφ)2 ds
)
+ cσ2Lφ4
(
δ
∫
γ
(
k2φ2
)2
ds+ 14δ
∫
γ
(kφ)2 ds
)
≤ σ12 Lφ4
∫
γ
k4φ4 ds+ cσ1
ρ2
Lφ4
∫
γ
k2 φ2 ds
+ cσ2
ρ2
Lφ4
∫
γ
k2 φ2 ds+ cσ2Lφ4
∫
γ
k2 φ4 ds
≤ σ12 Lφ4
∫
γ
k4φ4 ds+ c(σ1ρ−2 + σ2ρ−2 + σ2)ε ,
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−8Lφ4σ1
∫
γ
ksk φ
3φs ds ≤ 8Lφ4σ1
∫
γ
|ksφ2| |kφφs| ds
≤ 4δLφ4σ1
∫
γ
k2s φ
4 ds+ 4σ1c
2
ρ2δ
Lφ4
∫
γ
k2 φ2 ds
≤ 4δLφ4σ1
∫
γ
k2s φ
4 ds+ δ−1(c2σ1ρ−2)ε ,
Lφ4
∫
γ
σ2k
3φ4 ds ≤ σ14 Lφ4
∫
γ
k4φ4 ds+ σ
2
2
σ1
Lφ4
∫
γ
k2 φ4 ds
≤ σ14 Lφ4
∫
γ
k4φ4 ds+ σ22σ−11 ε .
Finally, we note that by Lemma 3.3.3, we have
Lφ4
∫
γ
σ1k
4φ4 ds ≤ 12σ1Lφ4
∫
γ
k2sφ
4 ds+ cσ1ε
2
ρ2
.
A quick note that ρ−1 ≤ 12 + 12ρ−2, we are able to combine the above estimates, and choose a
constant c0 depending only on σ1, σ2 and φ˜ such that
d
dt
(
Lφ4
∫
γ
k2φ4 ds
)
≤ −12Lφ4σ1
∫
γ
k2s φ
4 ds− σ1
(∫
γ
k2φ4 ds
)2
+ c0(1 + ρ−2)ε .
Integrating, we find
Lφ4
∫
γ
k2φ4 ds+
∫ t
0
(
1
2Lφ
4σ1
∫
γ
k2s φ
4 ds+ σ1
(∫
γ
k2φ4 ds
)2)
dt′
≤ Lφ4(0)
∫
γ
k2φ4 ds
∣∣∣∣
t=0
+ c0(1 + ρ−2)tε .
The above integral in time is clearly non-negative and therefore, recall the support of the smooth
cutoff function φ, we conclude this estimate implies (3.58).
Theorem 3.3.5 (Lifespan theorem). Let γ : S1 × [0, T ) → R2 be a non-convex solution to (3.1).
There are constants ρ ∈ (0, 1), ε1 > 0, and c0 <∞ such that
sup
x∈R2
LBρ(x)
∫
γ−1(Bρ(x))
k2 ds
∣∣∣
t=0
= ε(x) ≤ ε1
implies that the maximal time T satisfies
T ≥ 1
c0
ρ2 ,
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and we have the estimate
LB ρ
2
(x)
∫
γ−1(B ρ
2
(x))
k2 ds ≤ cε1 for 0 ≤ t ≤ 1
c0
ρ2. (3.59)
Proof. We make the definition
η(t) = sup
x∈R2
LBρ(x)
∫
γ−1(Bρ(x))
k2 ds . (3.60)
By covering Bρ(x) ⊂ R2 with several translated copies of B ρ2 there is a universal constant cη such
that
η(t) ≤ cη sup
x∈R2
LB ρ
2
(x)
∫
γ−1(B ρ
2
(x))
k2 ds . (3.61)
By short time existence the function η : [0, T )→ R is continuous. We now define
t0 = sup{0 ≤ t ≤ min(T, λ) : η(τ) ≤ δ for 0 ≤ τ ≤ t}, (3.62)
where λ, δ are parameters to be specified later.
The proof continues in three steps.
t0 = min(T, λ), (3.63)
t0 = λ =⇒ Lifespan theorem, (3.64)
T 6=∞ =⇒ t0 6= T . (3.65)
The three statements (3.63), (3.64), (3.65) together imply the Lifespan theorem. The argument is
as follows: first notice that by (3.63) t0 = λ or t0 = T , and if t0 = λ then by (3.64) we have the
Lifespan theorem. Also notice that if t0 =∞ then T =∞ and the Lifespan theorem follows from
estimate (3.67) below (used to prove statement (3.64)). Therefore the only remaining case where
the Lifespan theorem may fail to be true is when t0 = T <∞. But this is impossible by statement
(3.65), so we are finished.
To prove step 1, suppose it is false. This means that t0 < λ. This implies that on [0, t0) we
have η(t) ≤ δ, and η(t0) = δ. Setting φ˜ to be a cutoff function that is identically one on B ρ2 (x)
and zero outside Bρ(x), so that φ = φ˜ ◦ γ has the corresponding properties on the preimages of
these balls under γ, Proposition 3.3.4 implies
LB ρ
2
(x)
∫
γ−1(B ρ
2
(x))
k2 ds ≤
(
LBρ(x)
∫
γ−1(Bρ(x))
k2 ds
)∣∣∣∣
t=0
+ c0(1 + ρ−2)tε1 , t ∈ [0, t0) .
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We use the assumption ρ ≤ 1 to conclude
LB ρ
2
(x)
∫
γ−1(B ρ
2
(x))
k2 ds ≤
(
LBρ(x)
∫
γ−1(Bρ(x))
k2 ds
)∣∣∣∣
t=0
+ 2c0ρ−2tε1 , t ∈ [0, t0) . (3.66)
The aforementioned covering argument yields
LBρ(x)
∫
γ−1(Bρ(x))
k2 ds ≤ cηε1 + 2cηc0ρ−2λε1 . (3.67)
We choose δ = 3cηε1, and ε1 small enough such that δ ≤ ε0 where ε0 is the constant from
Proposition 3.3.4. Then, picking λ = ρ2/c0, the estimate (3.67) implies
3cηε1 = η(t) < 3cηε1 , for all 0 ≤ t ≤ t0 ,
which is a contradiction.
We have also proved the second step (3.64). Observe that if t0 = λ then by the definition
(3.62) of t0,
T ≥ λ = ρ2/c0 ,
which is the lower bound for maximal time claimed by the Lifespan theorem. That is, we have
proved if t0 = λ, then the Lifespan theorem holds, which is the second step. The estimate (3.59)
follows from η(t) ≤ 3cηε1 above, valid for t ∈ [0, t0].
We assume
t0 = T 6=∞;
since if T = ∞ then the lower bound on T holds automatically and again the previous estimates
imply the a-priori control (3.66) on LB ρ
2
(x)‖k‖22,γ−1(B ρ
2
(x)). Note also that we can safely assume
T < λ, since otherwise we can apply step two to conclude the Lifespan theorem.
We now show that this can only lead to a contradiction. Suppose first that L is asymptotic
to µ > 0. Then by hypothesis ‖k‖22 is uniformly bounded and by a compactness theorem (see
Theorem A.1.2) the flow has a C1,α limit as t→ T . Local existence and uniqueness for such initial
data (by writing it as a graph and apply standard Lieberman’s argument) we may extend the flow
past T , a contradiction.
The only remaining possibility is that L is asymptotic to zero. Note that the isoperimetric
inequality implies that A is also asymptotic to zero. Now consider the rescaled flow γˆ as in Section
5. Note that the proof of Lemma 3.2.31 works in this case without change, and implies that
lim
tˆ→∞
Aˆ = σ1pi . (3.68)
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Since the area and length of γ approach zero, there is a time t∗ such that for all t > t∗,
L‖k‖22(t) = sup
x∈R2
LB ρ
2
(x)‖k‖22,γ−1(B ρ
2
(x))(t) .
Therefore, for t > t∗ we have the uniform estimate L‖k‖22 ≤ ε. We now calculate for the rescaled
flow
lim
tˆ→∞
Lˆ2 = lim
t→T
L2
2T − 2t
= lim
t→T
−L(−σ1‖k‖22 − 2piσ2)
= σ1 lim
t→T
L‖k‖22
so that Lˆ2(tˆ ) ≤ σ1ε + c1(tˆ ), where c1(tˆ ) → 0 as tˆ → ∞. The isoperimetric inequality implies
Lˆ2 ≥ 4piAˆ, so that by (3.68) we have Lˆ2(tˆ ) ≥ 4σ1pi2 − c2(tˆ ), where c2(tˆ )→ 0 as tˆ→∞. This is a
contradiction for tˆ sufficiently large, so long as ε < 4pi2 (which is an absolute constant).
This establishes (3.65) and finishes the proof of the theorem.
3.3.3 Application of the Lifespan theorem to blowups
Qualitatively, the lifespan theorem implies that a certain quantum of curvature concentrates along
the flow in smaller and smaller intervals as a singularity develops. This has been used by, for
example, Kuwert-Scha¨tzle in their study of the Willmore flow of surfaces [35,36]. Here we present
one application of the Lifespan theorem, namely, to partially classify blowups of non-circular
singular points for our wound healing flow.
Theorem 3.3.6 (Non-circular blowups). Let γ : S1 × [0, T ) → R2 be a family of plane, smooth,
immersed closed curves evolving under the flow (3.1). Suppose that γt do not contract to a round
point as t→ T . Then:
• γt is not convex for every t ∈ [0, T );
• For all t ∈ [0, T ),
L‖ks‖22
(
t
)
>
1
196σ21
√25σ22 + 14σ1(2− α)Tmax − 5σ2
2 ;
• The discrete blowup γ∞ exists, and has the following properties:
– is an ancient non-convex solution (which is defined for all time −∞ < t < T ) to curve
shortening flow, and
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– each component of the blowup is either non-compact, non-embedded, or both.
To prove this result, the key assumption is that
Suppose that γt do not contract to a round point as t→ T . (3.69)
The first dot point follows because if γt were convex at any time, then Theorem 3.1 would apply
with γt as initial data and the flow would contract to a round point. This is in contradiction
with (3.69).
The second dot point follows because if at any time that inequality is violated then Theorem 3.2
applies and we again have contraction to a round point.
For the third dot point, our idea is as follows. We use the Lifespan Theorem 3.3.5 at each
t to rescale the solution, producing a sequence that converges to a limiting flow. This limiting
flow is called a blowup. We calculate that it solves the curve shortening flow and is ancient. To
this flow we apply a theorem of Daskalopoulos-Hamilton-Sesum [15], that gives our desired partial
classification (the third dot point).
Let us define the critical radius
rt = sup
{
ρ > 0 : ∀x ∈ R2 , LBρ(x)
∫
γ−1(Bρ(x))
k2 ds ≤ ε1
}
for t ∈ [0, T ). Note that
LBrt (x)
∫
γ−1(Brt (x))
k2 ds ≤ ε1 ∀x ∈ R2
and that there exists for each t ∈ [0, T ) an xt ∈ R2 such that
L
Brt (xt)
∫
γ−1(Brt (xt))
k2 ds ≥ ε1 .
The Lifespan Theorem implies that (for T the maximal existence time)
c−10 r
2
t ≤ T − t , for 0 ≤ t < T .
In particular this implies rt → 0 as t ↗ T (for T < ∞). Let us now introduce the notation
γt(·) := γ(·, t). Consider the discrete rescaling
γtv :=
1
rt
(γt+vr2t − xt)
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for 0 ≤ v ≤ c0. Note that γtv : S× [−r−2t t, r−2t (T − t))→ R2, and
∂vγ
t
v = (σ1rtkt+vr2t + σ2rt)νt+vr2t = (σ1kγtv + σ2rt)νγtv . (3.70)
Then
L
γtv
B1(x)
∫
(γtv)−1(B1(x))
k2γtv dsγtv = L
γt
Brt (x)
∫
γ−1t (Brt (x))
k2γt dsγt ≤ cε1 ,
for −r−2t T ≤ v ≤ c0, 0 ≤ t ≤ T , x ∈ R2. A standard argument yields uniform estimates for all
derivatives of curvature for the flows γtv where v ≤ c0. Therefore a compactness theorem applies
and we deduce the existence of subsequences tj → T such that the flows (γtjv )v∈[−r−2tj T,c0] converge
after reparametrisation smoothly on compact subsets of R2 to a flow (γ∞v )v∈(−∞,c0] : S∞ → R2,
where S∞ is an open 1-manifold without boundary, possibly not connected. If S∞ contains a
compact component, then S∞ is equal to this component, that is, has no further components.
We compute that the blowup γ∞ satisfies for v ∈ (−∞, c0] the evolution equation
∂vγ
∞
v = σ1kγtvνγtv .
The blowup is therefore an ancient non-convex solution to the curve shortening flow. Note that
for v ∈ (−∞, 0) curvature is uniformly bounded and we have ‖k‖1 ≤ cε1. If the blowup is
embedded and compact, Daskalopoulos-Hamilton-Sesum [15] implies that the blowup must be
convex. Therefore each component of the blowup must be either noncompact, nonembedded, or
both.
3.4 Conclusion and discussion
In this chapter, we studied a possible mathematical model for embryonic wound healing arise from
experimental observations. We studied the mathematical properties of the curvature flow equation,
investigates the short time existence and how it evolves to a point in finite time. We have shown
that an initially convex closed curve remains convex and evolves to a circle before collapsing to
a single point in finite time. We also attempted to deal with the more difficult scenario of an
initially non-convex curve, showing that under some initial conditions a non-convex curve evolves
to a convex curve before it collapses to a point.
We have recently become aware of the work by Nakauchi (2019) [47], which studied the same
flow 1.2 with application in fire front modelling. The author has attempted to show the limiting
shape of a convex embedded curve using the isoperimetric ratio test. Although we doubt the accu-
racy of this approach as no rigorous detail was given, this work inspires us on what other potential
application of our flow equation can have. The author also conducted numerical experiments on
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some non-convex initial data, which is potentially useful for further studies in non-convex initial
data.
While this model demonstrates some essential properties of the wound healing process observed
in experiments, there is plenty of room for improvement. One research direction is to further
investigate the model in the case when the initial wound shape is not smooth or ‘almost convex’
(e.g., dumbbell or crescent shape). We conjecture that for a narrow wound or near a singularity,
the lamellipodial crawling force may be strong enough to ‘zip’ the wound quick enough before the
actin cable contraction smooth out the curve, resulting in interesting blowups. Another possible
direction is to change the strength factor σ1 and σ2 from constants to functions depending on
position and orientation. This is of physical interested as the force applied to each point of the
leading edge of a wound may vary due to biochemical factors or human interventions. Using
non-constant σ1 and σ2 provides flexibility to adapt the model to different physical cases.
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Chapter 4
Dorsal closure in Drosophila
embryo
We have seen in Chapter 1 that dorsal closure (DC) is a crucial stage of Drosophila embryo
development and a popular model for embryonic wound healing and other morphogenesis events.
In this chapter, we study a possible interpretation of what is known in DC, to see if the
resultant dynamic model mimics reality. We are going to investigate the following curvature flow
model. Let γ : [0, 1]× [0, T )→ R2 be a family of plane curves representing the upper right quarter
of the leading edge (LE). The family of moving curves satisfies
∂tγ(u, t) = κ(u, t) + Z⊥(u, t) in (0, 1)× [0, T ) ,
〈τ, e2〉 = 0 at u = 0 ,
γ(u, t) = (ρ0, 0) at u = 1 ,
γ(u, t) = γ0 at t = 0 ,
(4.1)
where
Z(u, t) = − 1
L(t) 〈ν, e1〉 〈ν, e2〉 e2 . (4.2)
We have chosen τ and ν to be the unit tangent and inward pointing unit normal respectively. We
use k to denote the scalar curvature and let L(t) be the arc-length of curve γ. Unit vectors lie in
the x-axis direction and y-axis direction are represented by e1 and e2.
In the above system, the first equation describes the evolution of γ in terms of two types
of forces, the global actin cable tension and zipping effect. The global contraction force can be
approximated by the curvature vector kν, and the zipping effect is modelled by the vector Z(u, t),
as given in (4.2).
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The term Z(u, t) is carefully chosen to incorporate the physical phenomenon that the zipping
effect is strong when γ is sufficiently close to the x-axis, and is negligible when γ is far away from
the x-axis. This term additionally has a nice invariant property under scaling due to the factor
1/L(t). We note that the expression of the zipping term is closely related to the polar angle (angle
between the normal and the x-axis). As our initial curve is not convex, the zipping term does
not model the real zipping effect perfectly. More discussion of the choice of Z can be found in
Section 4.5.
In our formulation, the first boundary condition assures that γ remains perpendicular to the
y-axis at u = 0 so that it can be reflected smoothly across the y-axis. While the second boundary
condition attaches the curve to a fixed point on x-axis at u = 1.
Finally suppose the initial curve γ0 is e2-graphical, the main result of this chapter is the
following theorem.
Theorem 4.1. Let γ : [0, L(t)] × [0, T ) → R2 be the solution to (4.1) for a given initial curve
γ0 : [0, L(0)]→ R2 of class W 2,∞. Suppose γ0 is e2-graphical with
G−e2(s, 0) := 〈ν(s, t),−e2〉 ≥ CG
where CG ∈ (0, 1). Assume further that γ2(s, 0) ≤ γ2(0, 0).
Then:
• The maximal time of existence is infinite;
• The solution is smooth with uniform estimates in C∞ on (ε,∞) for a fixed ε > 0
• As t → ∞ the solution converges exponentially fast in the smooth topology to the horizontal
line segment connecting the origin to (ρ0, 0).
In this chapter, we investigate the short time existence of the flow in Section 4.1. In Section 4.2,
we calculate the evolution of several fundamental geometric quantities and show that the length
is a decreasing function of time. Then in Section 4.3, we impose a graphical condition on the
initial curve. We are able to show that the flow preserves graphicality and the area is decreasing
exponentially fast. These imply a weak solution to the graph evolution exists. To complete the
proof of the main theorem, we also find an interpolation inequality and uniform estimates for all
derivatives of the graph function. Then we are able to conclude that the weak solution is classical
for all positive times, and that the convergence is in the smooth topology. To supplement with
the analytical result, we include a numerical investigation in Section 4.4. We present a numerical
scheme to the graph function and implement it in MATLAB to visualise the earlier results. We
perform elementary analysis on the stability and convergent rate of the algorithm to justify it is
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reasonable. Note however that in the main analysis, we only investigate the flow for which the
ratio of the curvature force and the zipping effect is one to one. In the numerical simulation, by
varying this ratio, we show the proposed algorithm has the potential to reflect different scenarios
of DC events including DC in some Drosophila mutants. Last but not least, we implement the
algorithm on laboratory data and see the simulation result corresponding well to the laboratory
observation.
4.1 Short time existence
We consider a moving curve γ(t) in R2 with velocity satisfying
∂tγ = κ+ Z⊥ (4.3)
where κ is the curvature vector of γ and Z⊥ = 〈Z, ν〉 ν is the normal part of the zipping force Z,
given by
Z = −ν1ν2
L(t) e2 .
Here we have used L to denote the length of γ(t) and ν1, ν2 to denote the first and second
components of ν in the basis {e1, e2}.
Fixing a clockwise parametrisation for the evolving curve γ : [0, 1] × [0, T ] → R2, γ = (x, y),
we have for the unit tangent, normal and curvature vectors
τ = |γu|−1(xu, yu); ν = |γu|−1(yu,−xu);
κ = |γu|−2(xuu, yuu) + |γu|−1(|γu|−1)u(xu, yu) = |γu|−2(xuu, yuu) + (|γu|−1)uτ = kν ,
where
k = |γu|−2 〈γuu, ν〉 .
Then
Z⊥ = −ν1ν
2
2
L
ν = − yux
2
u
|γu|3Lν .
The flow equation (4.3) becomes
∂tγ =
(
|γu|−2 〈γuu, ν〉 − yux
2
u
|γu|3L
)
ν , (4.4)
supplemented with boundary conditions τ(0, t) = e1 and γ(1, t) = (ρ0, 0).
Denoting by s the arclength paramter of the curve, so that ∂s = ∂u/|γu|, the classical Frenet–
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Serret formulas are
γs = τ, γss = τs = kν, νs = −kτ . (4.5)
Using a fixed point argument as in Chapter 2, we have the following local existence result for
(4.4).
Theorem 4.1.1. Let γ0 : [0, 1] → R2 be a smooth map such that |γ′0(u)| > 0 for all u ∈ [0, 1],
satisfying τ0(0) = (1, 0) and γ0(1) = (ρ0, 0) for a given ρ0 > 0, as well as the compatibility condition
κ0(1) = −Z⊥0 (1). There exist T > 0 and a smooth solution to (4.4), defined on [0, 1]× [0, T ), such
that γ(u, 0) = γ0(u) for all u ∈ [0, 1].
Proof. If we write γ([0, 1], t) as the normal graph of a function f(u, t) over the initial curve γ0([0, 1]),
so that
γ(u, t) = γ0(u) + f(u, t)ν0(u) , (4.6)
the evolution equation (4.4) becomes
ft =
(
|γu|−2 〈γuu, ν〉 − yux
2
u
|γu|3L
)
〈ν0, ν〉 .
Let us rewrite the equation in terms of the initial curve γ0 and its geometrical quantities τ0 and
ν0. First, expanding the above yields
ft =
(
(|γu|−2
( 〈
γ0uu, ν
〉
+ fuu 〈ν0, ν〉+ 2fu
〈
ν0u, ν
〉
+ f
〈
ν0uu, ν
〉 )− yux2u|γu|3L
)
〈ν0, ν〉 .
Using the early expression for κ, we see
〈κ0, ν〉 = |γu|−2
〈
γ0uu, ν
〉
= k0 〈ν0, ν〉 − (|γu|−1)u 〈τ0, ν〉 .
We also calculate the following:
〈
γu, γ
0
u
〉
=
〈
γ0u + fν0u, γ0u
〉
= (1− fk0)|γ0u|2 ,
|γu|2 = |fu|2 + (1− fk0)2|γ0u|2 ,
〈ν0, ν〉 =
〈
γu, γ
0
u
〉
|γu||γ0u|
= (1− fk0)|γ
0
u|
|γu| ,
〈
ν0u, ν
〉
=
〈−k0γ0u, ν〉 = −k0(x0uyu − xuy0u)|γu| ,〈
ν0uu, ν
〉
= −k0u 〈τ0, ν〉 − k0
〈
γ0uu, ν
〉
,
〈τ0, ν〉 = −〈τ, ν0〉 = − fu|γu| .
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Combining the above expressions we obtain the expression
ft =
(
fuu
|γ0u|(1− k0f)
(|fu|2 + (1− k0f)2|γ0u|2) 32
+ fu
|γ0u|(−2k0fu − k0uf − (1− k0f)(|γu|−1)u
(|fu|2 + (1− k0f)2|γ0u|2) 32
− (y
0
u(1− k0f)− fux0u|γ0u|−1)(x0u(1− k0f) + fuy0u|γ0u|−1)2
L(t)(|fu|2 + (1− k0f)2|γ0u|2) 32
+ |γ
0
u|k0(1− k0f)2
(|fu|2 + (1− k0f)2|γ0u|2) 32
)
· |γ
0
u|(1− k0f)√|fu|2 + (1− k0f)2|γ0u|2 , (4.7)
supplemented with boundary conditions
fu(0, t) = 0 and f(1, t) = 0 .
We may write L(t) as a function of time, bounded by ‖f‖W 1,1 since
L[f ] =
∫ 1
0
√
|fu|2 + (1− k0f)2|γ0u|2 du .
Now (4.7) is a uniformly parabolic quasilinear initial boundary value problem as the coefficient
for fuu is clearly positive. We shall check that this evolution equation satisfies assumptions in
Theorem 2.5.2. The flow is defined on a fixed space domain [0, 1], and the two boundary conditions
(Neumann at x = 0 and Dirichlet at x = 1) are standard. As the initial data is smooth and the
domain is a cylinder, the parabolic boundary requirements are meet. We apply Theorem 2.5.2 to
obtain short time existence, with a function of time in place of L[f ]. In order to obtain existence
for the flow we apply another fixed point argument as in McCoy [41].
Once we have solved for f , then we can use the formula (4.6) to reconstruct a solution to
(4.4).
4.2 Preliminary control on the geometry
In this section, we are going to derive further boundary conditions and evolution equations for the
curvature and length. We are able to show the length is a non-increasing function over time.
Let us reparametrise the family of curves by its arc-length and denote the arc-length parameter
with s. The family of curves γ(s, t) is now defined on the domain [0, L(t)]× [0, T ) with satisfying
(4.4) and boundary conditions τ(0, t) = e1, γ(L(t), t) = (ρ0, 0).
We shall now derive the commutator for the operators ∂s and ∂t .
Lemma 4.2.1. Let γ : [0, L(t)]× [0, T )→ R2 be the solution to (4.4) given by Theorem 4.1.1 for
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a given initial curve γ0 : [0, L(0)]→ R2. Let
z = −ν1ν
2
2
L(t) . (4.8)
The differential operators with respect to arc-length and time satisfy
∂t∂s = ∂s∂t +
(
k2 + kz
)
∂s .
Proof. With the Frenet-Serret equations, we compute
∂t|γu|2 = 2 〈γut, γu〉 = 2|γu|2
〈
(κ+ Z⊥)s, γs
〉
= 2|γu|2
(−k2 − kz) .
Hence
∂t∂s = ∂t
(|γu|−1∂u) = |γu|−1∂u∂t − |γu|−2|γu|t ∂u
= ∂s∂t +
(
k2 + kz
)
∂s .
Lemma 4.2.2. Let γ : [0, L(t)]× [0, T )→ R2 be the solution to (4.4) given by Theorem 4.1.1 for
a given initial curve γ0 : [0, L(0)]→ R2. We have the following evolution equations
τt =
(
ks + zs
)
ν ,
νt = −
(
ks + zs
)
τ .
Proof. Applying the previous lemma to the flow equation, we calculate
τt = (γs)t = γts +
(
k2 + kz
)
τ
= ksν − k2τ + zsν − kzτ +
(
k2 + kz
)
τ
=
(
ks + zs
)
ν .
As γ(s, t) are plane curves, we have νt = λτ for a scalar λ. Thus by differentiating 〈τ, ν〉 = 0, we
immediately obtain
νt = −
(
ks + zs
)
τ .
104
CHAPTER 4. DORSAL CLOSURE IN DROSOPHILA EMBRYO
For convenience, we explicitly state a few equivalent expressions that are frequently used in
later calculations.
Lemma 4.2.3. Let γ : [0, L(t)]× [0, T )→ R2 be the solution to (4.4) given by Theorem 4.1.1 for
a given initial curve γ0 : [0, L(0)]→ R2. We have
τ1 = −ν2 and τ2 = ν1
zs =
k
L
(
− 3ν32 + 2ν2
)
.
Proof. The first two relations come from the orientation of the normal vector. The last expression
is a straightforward computation using Frenet-Serret equations and the first two relations.
The boundary conditions give rise to the following.
Lemma 4.2.4. Let γ : [0, L(t)]× [0, T )→ R2 be the solution to (4.4) given by Theorem 4.1.1 for
a given initial curve γ0 : [0, L(0)]→ R2. We have
ks(0, t) = −k(0, t)
L(t) and k(L(t), t) =
ν1(L(t), t)ν22(L(t), t)
L(t) .
Proof. Each relation follows from differentiating the boundary conditions in time. For the boundary
point at zero, since τ(0, t) is parallel to e1, using (Lemma 4.2.2) we have
0 = τt(0, t) = (ks(0, t) + zs(0, t))ν(0, t)
which implies
ks(0, t) = −zs(0, t) .
As ν2(0, t) = 0, we may further simplify this by noting that
zs(0, t) =
k(0, t)
L(t)
giving the first relation. For the second, the Dirichlet condition gives γt(L(t), t) = 0 which is
0 = k(L(t), t) + z(L(t), t) ,
as required.
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Corollary 4.2.5. Let γ : [0, L(t)]× [0, T )→ R2 be the solution to (4.4) given by Theorem 4.1.1 for
a given initial curve γ0 : [0, L(0)] → R2. Suppose the curvature function at the leftmost boundary
is strictly positive i.e., k(0, 0) > 0. Then k(0, t) > 0.
Proof. This statement is true at time zero by assumption, i.e., k0(0) > 0. As time evolves,
continuity implies this inequality holds on a small neighbourhood of this point. Suppose for a
contradiction that k(0, t1) = 0 for the first time at 0 < t1 < T . By the Hopf lemma, we should
have ks(0, t1) > 0. However Lemma 4.2.4 implies ks(0, t1) = 0, which is a contradiction. Hence
the curvature remains strictly positive on the left boundary.
Let us also calculate the evolution of length.
Lemma 4.2.6. Let γ : [0, L(t)]× [0, T )→ R2 be the solution to (4.4) given by Theorem 4.1.1 for
a given initial curve γ0 : [0, L(0)]→ R2. We have
L′(t) ≤ −
∫
γ
k2ds
and if γ2(0, t) > 0 for t ∈ [0, T ∗), then
L′(t) ≤ − 4ρ0γ2(0, t)
2
(ρ20 + γ2(0, t)2)2
, for t ∈ [0, T ∗) .
Proof. The arclength element evolves by
∂t(ds) = ∂t(|γu|du) = (−k2 − kz) ds .
Therefore recall the expression of z (4.8), we have
L′(γ(·, t)) = d
dt
∫
γ
ds =
∫
γ
−k2ds+ 1
L
∫
γ
kν1ν
2
2ds .
Now, note that
1
L
∫
γ
kν1ν
2
2ds =
1
L
∫
γ
kτ2ν
2
2ds = −
1
L
∫
γ
(ν2)sν22ds
= − 13L
∫
γ
(ν32)s ds = −
1
3L
[
(ν32)(L(t), t)− (ν32)(0, t)
]
.
Now the second component of the unit normal (ν2) always takes value between −1 and 1, and it
takes the value −1 at zero. This means that the term in the brackets is non-negative, which yields
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finally the estimate
1
L
∫
γ
kν1ν
2
2ds ≤ 0 .
We therefore have
L′(t) ≤ −
∫
γ
k2ds . (4.9)
If γ(0, t) > 0, then a curve γˆ with the smallest ||kˆ||22 that is smooth and connects the boundary
points together satisfying the given boundary conditions is a circular arc, which is the reciprocal
of its radius. We wish to calculate the curvature of this arc. The Neumann boundary condition at
zero implies the centre of the circle containing γˆ lies on the negative y-axis. We therefore have the
relations for its radius r
r = γˆ2(0, ·) + γ2(0, ·) and r2 = ρ20 + γˆ2(0, ·)2 ,
which implies
r = ρ
2
0 + γ2(0, t)2
2γ2(0, t)
.
The arclength of the circular arc is r arcsin(ρ0/r), so we find the estimate
∫
γ
k2 ds ≥
∫
γˆ
kˆ2 dsˆ = 1
r2
r arcsin(ρ0/r) =
1
ρ0
ρ0
r
arcsin(ρ0/r) .
Consider the Taylor series for x 7→ x arcsin(x) which is x2 +O(x4), we have
∫
γ
k2 ds ≥ 1
ρ0
ρ20
r2
= 4ρ0γ2(0, t)
2
(ρ20 + γ2(0, t)2)2
.
Combining this estimate with (4.9) finishes the proof.
4.3 Convergence with graphical initial data
In the case where the initial data is graphical, which is the physically interesting setting, we are
able to obtain finer results. First, the evolution equation preserves graphicality, as per the following
result that uses the maximum principle.
Theorem 4.3.1 (Graph preservation). Let γ : [0, L(t)]× [0, T )→ R2 be the solution to (4.4) given
by Theorem 4.1.1 for a given initial curve γ0 : [0, L(0)]→ R2. For a fixed vector V ∈ R2, set
GV (s, t) := 〈ν(s, t), V 〉 .
If G−e2(s, 0) > 0 then G−e2(s, t) > 0.
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Proof. We compute
∂sGV = 〈νs, V 〉 = −〈kτ, V 〉 ,
and
∂ssGV = −ks 〈τ, V 〉 − k2 〈ν, V 〉 .
Recalling Lemma 4.2.1 and Lemma 4.2.2, we see that
∂tGV = 〈νt, V 〉 = −
(
ks + zs
) 〈τ, V 〉
= −ks 〈τ, V 〉 − 〈τ, V 〉 k
L
(
− 3ν32 + 2ν2
)
= −ks 〈τ, V 〉+ ∂sGV 1
L
(
− 3ν32 + 2ν2
)
.
Thus
∂tGV = ∂2ssGV + k2GV + ∂sGV
1
L
(
− 3ν32 + 2ν2
)
.
By defining the operator L to be
Lφ =
(
∂t − 1
L
(
− 3ν32 + 2ν2
)
∂s − ∂ss
)
φ,
we can write
LGV = k2GV .
Hence, by the minimum principle,
min
[0,L(t)]×[0,T )
GV (s, t) ≥ min
{
minGV (s, 0),minGV (0, t),minGV (L(t), t)
}
.
Now let us consider V = −e2. First, G−e2(0, t) = 1, which is the largest value G can possibly take,
hence it cannot be the minimum.
On the Dirichlet boundary, we apply the Hopf Lemma. We find
0 > (∂sG−e2)(L(t), t) = k(L(t), t)τ2(L(t), t) .
From Lemma 4.2.4,
k(L(t), t)τ2(L(t), t) =
ν1τ2ν
2
2
L(t) =
ν21ν
2
2
L(t)
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and so
0 > (∂sG−e2)(L(t), t) = k(L(t), t)τ2(L(t), t) ≥ 0 ,
a contradiction. We conclude that no new minima for G−e2 can be attained on either boundary,
and so
min
[0,L(t)]×[0,T )
GV (s, t) ≥ min
{
minGV (s, 0)
}
,
implying the result.
Remark 7. Along an e2-graphical solution, we have τ2(L(t), t) ≤ 0 and so the curvature at the
right-hand boundary k(L(t), t) is non-positive.
Lemma 4.3.2. Let γ : [0, L(t)]× [0, T )→ R2 be the solution to (4.4) given by Theorem 4.1.1 for
a given initial curve γ0 : [0, L(0)]→ R2. Suppose
γ2(s, 0) > 0 , for all s ∈ [0, L(0)) .
Then
γ2(s, t) > 0 , for all (s, t) ∈ [0, L(t))× [0, T ) .
Proof. We first prove the inequality holds in the interior. From (4.3) we calculate
(∂t − ∂ss) γ2 = −ν1ν
3
2
L
= −τ2ν
3
2
L
= −ν
3
2
L
∂sγ2 .
That is, (
∂t +
ν32
L
∂s − ∂ss
)
γ2 = 0 .
The maximum and minimum principle apply to this operator and therefore also to γ2. In particular,
we have
min
[0,L(t)]×[0,T )
γ2(s, t) ≥ min
{
min γ2(s, 0),min γ2(0, t),min γ2(L(t), t)
}
.
If there is a new minimum at the left hand boundary point, the Hopf Lemma implies
0 > −(∂sγ2)(0, t) = −τ2(0, t) = 0
which is a contradiction. Therefore the minimum of γ2 (under the given initial condition) is
attained at the Dirichlet boundary point, and furthermore, there are no new local minima attained
by γ2 on the interior or at the Neumann boundary.
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Remark 8. It is straightforward to calculate
kt = kss +
ks
L
(−3v32 + 2ν2) +
k2
L
(ν1ν22 − 9ν1 + 7ν1)− k3
= |γu|−2kuu + |γu|−1 ku
L
(−3v32 + 2ν2) +
k2
L
(ν1ν22 − 9ν1 + 7ν1)− k3 .
Consider γ : [0, 1] × [0, T ∗] → R2 for T ∗ < T , the function |γu(u, t)|−2 is smooth, bounded from
above and bounded away from zero. The corresponding length L(t) is also bounded. Hence, there
exists smooth bounded measurable functions a(u, t), b(u, t) and c(u, t) such that
kt = a(u, t)kuu + b(u, t)ku + c(u, t)u .
We apply Angenent’s Sturmian theorem (Proposition 1.2 in [5]) to conclude that the number of
zeros of k is non-increasing. If the initial curve has only one interior inflection point, then there
is at most one zero of k for all t. Corollary 4.2.5 and the boundary condition on the right implies
there is exactly one zero and it must not occurs on the boundaries. Then, because
(∂tγ2)(0, t) = −ν
3
2
L
τ2 + kν2 = −k(0, t),
we have strict monotonicity of the height at the Neumann boundary.
Proposition 4.3.3 (Enclosed area decay). Let γ : [0, L(t)]× [0, T ) → R2 be the solution to (4.4)
given by Theorem 4.1.1 for a given initial curve γ0 : [0, L(0)] → R2. Suppose γ0 is e2-graphical
with
G−e2(s, 0) ≥ CG
where CG ∈ (0, 1). Assume further that γ2(s, 0) ≤ γ2(0, 0)
Then the area bounded by the curve and the positive axes decays exponentially fast, satisfying
A(t) < A(0)e−
C2
G
ρ0L(0)
t
,
for all t ∈ (0, T ).
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Proof. Calculating
d
dt
∫
γ
γ2 ds =
∫
γ
−ν
3
2
L
∂sγ2 + ∂ssγ2 ds+
∫
γ
−k2γ2 − kzγ2 ds
= −
∫
γ
3kγ2
τ2ν
2
2
L
ds+
[
− ν
3
2γ2
L
+ τ2
]L
0
+
∫
γ
−k2γ2 + kγ2 ν1ν
2
2
L
ds
= −
∫
γ
k2γ2 ds− 2
L
∫
kγ2ν1ν
2
2 ds+
[
− ν
3
2γ2
L
+ τ2
]L
0
= −
∫
γ
k2γ2 ds− 2
L
∫
kγ2ν1ν
2
2 ds+ τ2(L, t)−
γ2(0, t)
L
.
Now we use the initial conditions. Note that the maximum principle (see Lemma 4.3.2) implies
that the initial condition γ2(s, 0) ≤ γ2(0, 0) is preserved, that is,
γ2(s, t) ≤ γ2(0, t) .
Theorem 4.3.1 preserves graphicality, and in particular we have
ν21 ≤ 1− C2G .
We also trivially have ν22 < 1 (note the inequality is strict for s ∈ (0, L(t)], by the maximum
principle applied to γ2 (see Lemma 4.3.2)). Therefore
−
∫
γ
k2γ2 ds− 2
L
∫
kγ2ν1ν
2
2 ds ≤
1
L2
∫
ν21ν
4
2γ2 ds < (1− C2G)
γ2(0, t)
L
.
Finally, note that Lemma 4.3.1 also implies τ2(L(t), t) ≤ 0. Combining this with the evolution of
area above, we find
d
dt
∫
γ
γ2 ds < (1− C2G)
γ2(0, t)
L(t) −
γ2(0, t)
L(t)
= −C2G
γ2(0, t)
L(t) .
Since A(t) ≤ γ2(0, t)ρ0 (this is because 0 ≤ γ2(s, t) ≤ γ2(0, t)), and ρ0 ≤ L(t) ≤ L(0) we find
A′(t) < − C
2
G
ρ0L(0)
A(t) .
This yields the stated decay estimate.
We take now the parametrisation
γ(u, t) = (u, h(u, t)) ,
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with u ∈ [0, ρ0] and h ∈ C∞([0, ρ0]), with the following boundary conditions:
hu(0, t) = 0 and h(ρ0, t) = 0 ,
for all t ∈ [0, T ). In this parametrisation, the evolution equation (4.4) becomes
ht =
huu
1 + h2u
+ 1
L[h]
hu
1 + h2u
. (4.10)
We say that γ solves (4.10) if and only if γ(u, t) = (u, h(u, t)), where the function h solves (4.10).
Theorem 4.3.4. Let h0 ∈ C∞([0, ρ0]), with (h0)u(0) = 0 and h0(ρ0) = 0. Then, the maximal
time of existence is infinite, and equation (4.10) admits a smooth solution h ∈ C∞([0, ρ0]× [0,∞)).
Proof. By standard parabolic regularity theory [39], if the maximal time of existence is finite, then
the gradient of h must blow up as t → T . However Theorem 4.3.1 ensures that hu is uniformly
bounded for all t, and so we conclude that T =∞.
We now prove the following compactness result.
Proposition 4.3.5. Let T > 0 be arbitrary. Let h0 ∈ W 1,∞([0, ρ0]), with (h0)u(0) = 0 (weakly)
and h0(ρ0) = 0. Take hn ∈ C∞([0, ρ0]× [0, T ]) to be the solutions of (4.10) given by Theorem 4.3.4
with hn(·, 0) → h0 in H1. Then there exists u ∈ H1([0, T ], L2([0, ρ0])) ∩ L∞([0, T ],W 1,∞([0, ρ0]))
such that hn → h, up to a subsequence, uniformly on [0, ρ0]× [0, T ].
Proof. From Theorem 4.3.4, we see for any T > 0, the solutions hn are uniformly bounded in
L∞([0, T ],W 1,∞([0, ρ0])). In order to prove the result we also need a uniform bound for hn in
H1([0, T ], L2([0, ρ0])). For this it remains to estimate
∫ T
0
∫ ρ0
0
|(hn)t|2 du dt .
We find (with Cauchy inequality and the length bound)
∫ ρ0
0
|(hn)t|2 du =
∫ ρ0
0
∣∣∣ (hn)uu1 + (hn)2u + 1L[(hn)] (hn)u1 + (hn)2u
∣∣∣2 du
≤ 2
∫ ρ0
0
(hn)2uu
(1 + (hn)2u)2
du+ 2
L2[(hn)]
∫ ρ0
0
(hn)2u
(1 + (hn)2u)2
du
≤ 2
∫ ρ0
0
(hn)2uu
(1 + (hn)2u)2
du+ 2
ρ20
.
Preservation of graphicality (Theorem 4.3.1) implies the gradient bound
(hn)2u =
ν21
ν22
≤ 1− C
2
G
C2G
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and in particular
1√
1 + (hn)2u
≥ CG .
(Recall that CG depends only on ‖(h0)u‖L∞ .) This allows us to estimate
∫
γ
k2 ds =
∫ ρ0
0
(hn)2uu
(1 + (hn)2u)3
(1 + (hn)2u)
1
2 du
=
∫ ρ0
0
(hn)2uu
(1 + (hn)2u)2
(1 + (hn)2u)−
1
2 du
≥ CG
∫ ρ0
0
(hn)2uu
(1 + (hn)2u)2
du .
We then integrate Lemma 4.2.6 to find
2
∫ T
0
∫ ρ0
0
(hn)2uu
(1 + (hn)2u)2
du dt ≤ 2C−1G
∫ T
0
∫
γ
k2 ds dt
= 2C−1G
∫ T
0
−L′(t) dt = 2C−1G (L(0)− L(T )) ≤ 2C−1G L(0)
which depends only on ‖(h0)u‖L∞ .
We therefore find ∫ T
0
∫ ρ0
0
|(hn)t|2 du dt ≤ 2C−1G L(0) +
2T
ρ20
which is an estimate that depends only on ‖(h0)u‖L∞ and T .
It then follows that the sequence hn converges, up to a subsequence as n → ∞, to a limit
function h in the weak topology of H1([0, T ], L2([0, ρ0])) ∩ L∞([0, T ], H1([0, ρ0])). Due to the
continuous embedding (this depends strongly on the fact that we are in one dimension)
H1([0, T ], L2([0, ρ0])) ∩ L∞([0, T ], H1([0, ρ0])) ↪→ C 12 , 14 ([0, ρ0]× [0, T ]) ,
the convergence is uniform.
We now define the notion of weak solution.
Definition 4.3.6. We say that a function h ∈ H1([0, T ], L2([0, ρ0])) ∩ L∞([0, T ], H1([0, ρ0])) is a
weak solution of (4.10) if
∫
[0,ρ0]×[0,T ]
(
htϕ+ arctan(hu)ϕu − 1
L[h]
hu
1 + h2u
ϕ
)
du dt = 0 (4.11)
for all test functions ϕ ∈ C1c ([0, ρ0]× (0, T )), with boundary condition h(ρ0, t) = 0.
We have the following existence theorem for weak solution to (4.10).
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Theorem 4.3.7. Let h0 ∈ W 2,∞([0, ρ0]) with (h0)u(0) = 0 and h0(ρ0) = 0. Then, there exists
T > 0 depending only on h0 such that equation (4.10) admits a weak solution
h ∈W 1,∞([0, T ], L∞([0, ρ0])) ∩ L∞([0, T ],W 2,∞([0, ρ0])) .
Proof. By Proposition 4.3.5 there exists a solution u inH1([0, T ], L2([0, ρ0]))∩L∞([0, T ], H1([0, ρ0])).
We wish to prove that u is a weak solution of (4.10). The primary difficulty is in showing that unx
converges to ux almost everywhere, so that we can pass to the limit in (4.11).
We compute (in the following computation we use h˜ = hn)
∂t
h˜2t
2 = h˜t h˜tt = h˜t
(
h˜uu
1 + h˜2u
+ 1
L[h˜]
h˜u
1 + h˜2u
)
t
= h˜t h˜tuu
1 + h˜2u
− 2 h˜u h˜uu
(1 + h˜2u)2
(
h˜2t
2
)
u
+ 1
L[h˜]
(
1
1 + h˜2u
− 2 h˜u
(1 + h˜2u)2
)(
h˜2t
2
)
u
(4.12)
− h˜tL
′[h˜]
L[h˜]
h˜u
1 + h˜2u
= 1
1 + h˜2u
(
h˜2t
2
)
uu
− h˜
2
ut
1 + h˜2u
+ 1
L[h˜]
(
1
1 + h˜2u
− 2 h˜u(1 + h˜uu)
(1 + h˜2u)2
)(
h˜2t
2
)
u
− h˜tL
′[h˜]
L[h˜]
h˜u
1 + h˜2u
.
Noting that at the Neumann boundary hu = 0 we find
h˜th˜tu =
(
h˜uu
1 + h˜2u
+ 1
L[h˜]
h˜u
1 + h˜2u
)(
h˜uu
1 + h˜2u
+ 1
L[h˜]
h˜u
1 + h˜2u
)
u
=
(
−k˜(1 + h˜2u)
1
2 + 1
L[h˜]
h˜u
1 + h˜2u
)(
− k˜u(1 + h˜2u)
1
2
− k˜h˜u h˜uu
(1 + h˜2u)
1
2
+ 1
L[h˜]
h˜uu
1 + h˜2u
− 2
L[h˜]
h˜2u h˜uu
(1 + h˜2u)2
)
= −k˜
(
−k˜s − k˜
L[h˜]
)
= k˜
(
k˜s +
k˜
L[h˜]
)
= k˜
(
− k˜
L[h˜]
+ k˜
L[h˜]
)
= 0 . (4.13)
Now, calculate
∂t
∫ ρ0
0
h˜2t
2 du =
∫ ρ0
0
h˜t h˜tt du
=
∫ ρ0
0
1
1 + h˜2u
(
h˜2t
2
)
uu
− h˜
2
ut
1 + h˜2u
+ 1
L[h˜]
(
1
1 + h˜2u
− 2 h˜u(1 + h˜uu)
(1 + h˜2u)2
)(
h˜2t
2
)
u
du
−
∫ ρ0
0
h˜t
L′[h˜]
L[h˜]
h˜u
1 + h˜2u
du
= −
∫ ρ0
0
h˜2ut
1 + h˜2u
du+ 2
∫ ρ0
0
h˜u h˜uu
(1 + h˜2u)2
(
h˜2t
2
)
u
du+
[
1
1 + h˜2u
(
h˜2t
2
)
u
]ρ0
0
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+
∫ ρ0
0
1
L[h˜]
(
1
1 + h˜2u
− 2 h˜u(1 + h˜uu)
(1 + h˜2u)2
)(
h˜2t
2
)
u
du
+ (−L′[h˜])
∫ ρ0
0
1
L[h˜]
h˜u
1 + h˜2u
(
h˜uu
1 + h˜2u
+ 1
L[h˜]
h˜u
1 + h˜2u
)
du
≤ −12
∫ ρ0
0
h˜2ut
1 + h˜2u
du+ C
∫
γ
k2 ds+ C(1 + ρ−20 )
where the constant C > 0 depends only on ‖h0‖W 2,∞ . Note that in the above we used that
h˜t(ρ0, t) = 0, the calculation (4.13), and
(−L′[h˜])
∫ ρ0
0
1
L[h˜]
h˜u
1 + h˜2u
(
h˜uu
1 + h˜2u
+ 1
L[h˜]
h˜u
1 + h˜2u
)
du
= (−L′[h˜])
{[
− 12
1
L[h˜]
1
1 + h˜2u
]ρ0
0
+
∫ ρ0
0
1
L[h˜]2
h˜2u
(1 + h˜2u)2
du
}
≤ C
∫
γ
k2 ds .
Recall that
∫ t
0
∫
γ
k2 ds dt′ ≤ L(0) by Lemma 4.2.6. Then
∫ ρ0
0
(
arctan(h˜u)
)2
u
du ≤ C ∀t ∈ [0, T ] , and∫ T
0
∫ ρ0
0
(
arctan(h˜u)
)2
t
du dt =
∫ T
0
∫ ρ0
0
h˜2ut
1 + h˜2u
dx dt ≤ C , (4.14)
where now C depends additionally on T .
Finally, the function arctan((hn)u) is uniformly bounded in
H1([0, T ], L2([0, T ])) ∩ L∞([0, T ], H1([0, ρ0])) .
Therefore, the sequence arctan((hn)u) converges, up to a subsequence, to arctan(hu) uniformly on
[0, ρ0]× [0, T ]. Since arctan is injective, this implies that the sequence (hn)u converges to hu a.e.
on [0, ρ0] × [0, T ], and we can pass to the limit in (4.11), obtaining that h is a weak solution of
(4.10).
Since arctan(hu) is continuous, we have that hu is also continuous (hence bounded) on [0, ρ0]×
[0, T ]. In particular, recalling (4.10), the uniform bound on hu implies an analogous bound on huu,
that is h ∈ L∞([0, T ],W 2,∞([0, ρ0])).
In order to conclude the convergence, we use the exponential decay of area. For this, we
need the uniform bounds for higher derivatives of the graph function combined with the following
(standard) interpolation inequality. In the following, we use the notation hxj to represent the j-th
partial derivative in x of h.
Proposition 4.3.8. Let γ : [0, L] → R2 be a smooth regular curve with length L satisfying the
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graphicality condition
G−e2(s) ≥ CG ,
and the positivity condition
〈γ(s), e2〉 ≥ 0 .
Then, for the associated graph function h : [a, b]→ R, we have
‖hxj‖L2(dx) ≤ C(A(γ))
1
2 ‖hx2j‖
1
2
L2(dx) + CA(γ) ,
where j ∈ N, C is a constant depending only on a, b, and A(γ) denotes the area bounded by the
curve γ and the e1-axis.
Proof. Graphicality implies that there exist a, b ∈ R and a graph function h : [a, b]→ R such that
γ(s) = (x, h(x)) .
The Gagliardo-Nirenberg Sobolev inequality applied to h yield
(∫ b
a
|hxj (x)|2 dx
) 1
2
≤ C
(∫ b
a
|h(x)| dx
) 1
2
(∫ b
a
|hx2j (x)|2 dx
) 1
4
+ C
∫ b
a
|h(x)| dx ,
for a constant C depending only on a and b.
The positivity condition implies h(x) ≥ 0 so |h(x)| = h(x). Using A(γ) to denote the area of
the region bounded by γ([0, L]) and the e1-axis, we find
A(γ) =
∫ b
a
|h(x)|
√
1 + |h2x| dx ≥
∫ b
a
|h(x)| dx .
Therefore we find
‖hxj‖L2(dx) ≤ C(A(γ))
1
2 ‖hx2j‖
1
2
L2(dx) + CA(γ) ,
as required.
We now derive uniform estimates for derivatives of the height.
Theorem 4.3.9. Let h0 ∈W 2,∞([0, ρ0]) with (h0)u(0) = 0 and h0(ρ0) = 0. Then (4.10) admits a
smooth classical solution h : [0, ρ0] × [0,∞) → R with estimates linear in time for all derivatives
of the solution:
‖∂pt ∂quh‖22(t) ≤ C(p, q, h0)t
for all t > 1.
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Proof. First, Theorem 4.3.7 yields the existence of a W 2,∞ solution. In this proof we must bound
all higher derivatives of h. Let us use htpu and htpuu to represent ∂pt ∂uh and ∂
p
t ∂
2
uh. Other mixed
derivatives are defined in the same manner.
There are two cases. Either we have bounded htpu or htp for some p and seek to obtain further
regularity from the smoothing effect. Each case generates different boundary terms, and so must be
treated separately. Note that our work above deals already with bounds for hu and ht (equivalently
huu). We proceed from these base cases.
Case 1. Suppose
∫ ρ0
0
h2tpu du+ c
∫ Tˆ
ε′p
∫ ρ0
0
h2tpuu dudt ≤ C(ε′p)Tˆ (4.15)
and
htlum
exists and is bounded linearly in Tˆ for l,m such that 2l +m < 2p+ 1. The estimate (4.15) holds
for all ε′p > 0, and for all t ∈ [ε′p, Tˆ ], where C(ε′p) blows up for ε′p ↘ 0 (if the initial data is not
regular enough). Note that the estimate (4.15) implies that the integral
∫ ρ0
0
h2tp+1 du
instantaneously exists and is bounded. We then calculate
d
dt
∫ ρ0
0
h2tp+1 du = 2
∫ ρ0
0
htp+1htp+2 du .
Since
htp+2 =
(
huu
1 + h2u
+ 1
L[h]
hu
1 + h2u
)
tp+1
= 11 + h2u
htp+1uu +
∑
q+r=p+1,q<p+1
htquu∂
r
t (1 + h2u)−1 +
∑
q+r=p+1
∂qtL[h]−1∂rt
hu
1 + h2u
,
we have
d
dt
∫ ρ0
0
h2tp+1 du = 2
∫ ρ0
0
htp+1htp+2 du
= 2
∫ ρ0
0
1
1 + h2u
htp+1htp+1uu du
+
∑
q+r=p+1,q<p+1
∫ 1
0
htp+1htquu∂
r
t (1 + h2u)−1 du
+
∑
q+r=p+1
∫ ρ0
0
htp+1∂
q
tL[h]−1∂rt
hu
1 + h2u
du
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= −2
∫ ρ0
0
1
1 + h2u
h2tp+1u du+ 4
∫ ρ0
0
(1 + h2u)−2huhuuhtp+1htp+1u du
+ 2
[
1
1 + h2u
htp+1htp+1u
]1
0
+
∑
q+r=p+1,q<p+1
∫ ρ0
0
htp+1htquu∂
r
t (1 + h2u)−1 du
+
∑
q+r=p+1
∫ ρ0
0
htp+1∂
q
tL[h]−1∂rt
hu
1 + h2u
du .
Since
htp+1(1, t) = 0 and htp+1u(0, t) = 0, (4.16)
the boundary term vanishes. We now apply the uniform gradient and second derivative estimate, as
well as the inductive hypothesis (which gives estimates in L∞ for all derivatives of h in space-time
up to order p in time, 2p in space), to estimate
d
dt
∫ ρ0
0
h2tp+1 du ≤ −2c
∫ ρ0
0
h2tp+1u du+ C
∫ ρ0
0
h2tp+1 du+ C .
In the above we also used the fact that the q-th time derivative of L is an integral with highest
order term a product of htq with (bounded) lower order terms. Since htp+1 = 11+h2uhtpuu + W
where W are lower order terms, we may integrate by parts to interpolate
C
∫ ρ0
0
h2tp+1 du ≤ c
∫ ρ0
0
h2tp+1u du+ C
∫ ρ0
0
h2tpu du+ 2
[
htp+1htpu
]ρ0
0
= c
∫ ρ0
0
h2tp+1u du+ C
∫ ρ0
0
h2tpu du
where the boundary term vanishes for the same reasons as before.
This allows us to estimate
d
dt
∫ ρ0
0
h2tp+1 du+ c
∫ ρ0
0
h2tp+1u du ≤ C
∫ ρ0
0
h2tpu .
Now using the inductive hypothesis we may integrate (using again the smoothing effect) to find
∫ ρ0
0
h2tp+1 du+ c
∫ Tˆ
εp
∫ ρ0
0
h2tp+1u dudt ≤ C(εp)Tˆ
for all εp > 0.
The estimate above holds for all εp > 0 (where it may be necessary to take a smaller ε′p), and
for all t ∈ [εp, Tˆ ], where C(ε′p) blows up for ε′p ↘ 0 (if the initial data is not regular enough). We
therefore find that the integral ∫ ρ0
0
h2tp+1u du
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instantaneously exists and is bounded. This improves our pointwise estimates to include quantities
of combined space-time order 2p+ 3. We have therefore shown that in this case we gain an order
of regularity (and land in Case 2 for the next iteration).
Case 2. Suppose ∫ ρ0
0
h2tp du+ c
∫ Tˆ
εp
∫ ρ0
0
h2tpu dudt ≤ C(εp)Tˆ (4.17)
and
htlum (4.18)
exists and is bounded linearly in Tˆ for l,m such that 2l +m < 2p.
The estimate (4.15) holds for all εp > 0, and for all t ∈ [εp, Tˆ ], where C(εp) blows up for εp ↘ 0
(if the initial data is not regular enough). Note that the estimate (4.15) implies that the integral
∫ ρ0
0
h2tpu du
instantaneously exists and is bounded. We then calculate
d
dt
∫ ρ0
0
h2tpu du = 2
∫ ρ0
0
htpuhtp+1u du .
Since
htp+1u =
(
huu
1 + h2u
+ 1
L[h]
hu
1 + h2u
)
tpu
=
(
huuu
1 + h2u
− 2huh
2
uu
(1 + h2u)2
+ 1
L[h]
huu
1 + h2u
− 1
L[h]
2h2uhuu
(1 + h2u)2
)
tp
= 11 + h2u
htpuuu +
∑
q+r=p,q<p
htquuu∂
r
t (1 + h2u)−1
+
(
− h2uu
2hu
(1 + h2u)2
+ huu
( 1
L[h]
1
1 + h2u
− 1
L[h]
2h2u
(1 + h2u)2
))
tp
,
we can estimate (using the hypothesis (4.18))
htp+1u ≤ 11 + h2u
htpuuu + δh2tpuu + Ch2tpu + Ch2tp + C .
Here δ > 0 is a parameter to be chosen, and C depends on the estimates (4.18) as well as δ.
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Therefore
d
dt
∫ ρ0
0
h2tpu du = 2
∫ ρ0
0
htp+1htp+2 du
≤ 2
∫ ρ0
0
1
1 + h2u
htpuhtpuuu du
+ δ
∫ ρ0
0
h2tpuu du+ C
∫ ρ0
0
h2tpu du+ C
∫ ρ0
0
h2tp du+ C
= −2
∫ ρ0
0
1
1 + h2u
h2tp1uu du+ 4
∫ ρ0
0
(1 + h2u)−2huhuuhtpuhtpuu du
+ 2
[
1
1 + h2u
htpuhtpuu
]ρ0
0
+ δ
∫ ρ0
0
h2tpuu du+ C
∫ ρ0
0
h2tpu du+ C
∫ ρ0
0
h2tp du+ C .
In this case the boundary condition is not sufficient to remove the boundary term completely. We
have
htpu(0, t) = 0 ,
but on the Dirichlet boundary we have instead
htpuu(ρ0, t) = −
(
hu
L[h]
)
tp
(ρ0, t) .
This implies
htpuhtpuu(ρ0, t) = −h
2
tpu
L[h] (ρ0, t)−
∑
q+r=p,q<p
htpuhtqu(ρ0, t)∂rtL[h]−1
≤ −12
h2tpu
L[h] (ρ0, t) + C .
In the above we also used the fact that the q-th time derivative of L is an integral with highest
order term a product of htq with (bounded) lower order terms.
Applying this in our previous estimate, in addition to using again the estimates (4.17), (4.18),
we find
d
dt
∫ ρ0
0
h2tpu du ≤ −(2c− δ)
∫ ρ0
0
h2tpuu du+ C
∫ ρ0
0
h2tpu du+ C .
We may integrate by parts on the second term on the right hand side to interpolate (using the
computation (4.16) from before)
C
∫ ρ0
0
h2tpu du ≤ δ
∫ ρ0
0
h2tpuu du+ C
∫ ρ0
0
h2tp du+ 2
[
htphtpu
]ρ0
0
≤ δ
∫ ρ0
0
h2tpuu du+ C .
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Finally choosing δ = c2 we find
d
dt
∫ ρ0
0
h2tpu du+
∫ ρ0
0
h2tpuu du ≤ C .
Now using the inductive hypothesis we may integrate (using again the smoothing effect) to find
∫ ρ0
0
h2tpu du+ 2c
∫ Tˆ
ε′p
∫ ρ0
0
h2tpuu dudt ≤ C(ε′p)Tˆ
for all ε′p > 0.
The estimate above holds for all ε′p > 0 (where it may be necessary to take a smaller ε′p), and
for all t ∈ [ε′p, Tˆ ], where C(ε′p) blows up for ε′p ↘ 0 (if the initial data is not regular enough). We
therefore find that the integral ∫ ρ0
0
h2tpuu du
instantaneously exists and is bounded. This, using the expression for htp+1 in terms of htpuu and
lower order terms, improves our pointwise estimates to include quantities of combined space-time
order 2p + 2. We have therefore shown that in this case we gain an order of regularity (and land
back in Case 1 for the next iteration).
Iterating through the cases with induction we find that every derivative of h exists instanta-
neously. Furthermore, from the argument above we have the bound
‖∂pt ∂quh‖22(t) ≤ Ct
for all t > ε2p+q. By taking ε2p+q all small enough, we are able to guarantee ε2p+q < 1, which
gives the estimate claimed in the theorem.
We finish with the convergence result, which is by now a corollary of our earlier work.
Proof of Theorem 4.1. First, we use the above results to generate a solution from the W 2,∞ data.
We have T =∞ by Theorem 4.3.4. Our interpolation inequality (Proposition 4.3.8), the exponen-
tial decay of area (Proposition 4.3.3), and the linear-in-time estimates (Theorem 4.3.9) give
‖∂juh‖2(t) ≤ Ct
1
4 e
− C
2
G
2ρ0L(0)
t + Ce−
C2
G
ρ0L(0)
t
,
Therefore all spatial derivatives of h converge exponentially fast to zero. The evolution equation
for h then yields exponential decay of all temporal derivatives of h also. This is the desired
exponentially fast convergence in the smooth topology of the solution to the horizontal line segment
connecting the origin to (ρ0, 0).
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4.4 Numerical simulations
So far in this chapter, we have obtained qualitative information on the behaviour of the dorsal
closure flow. In this section, we would like to extract more quantitative information about the
flow in order to compare with actual data obtained from experiments. As our flow is highly non-
linear, no explicit analytic solution is expected. Instead, we aim to derive a numerical scheme to
approximate the solution and to visualise the dorsal closure flow.
We implement the FTCS (Forward-Time Central-Space) method with carefully chosen initial
curve which satisfies our earlier assumptions, using the mathematical software MATLAB.
While a comprehensive stability analysis to our particular flow problem is out of the scope
of this thesis, alternatively, we use these simulation results as an empirical stability test for the
algorithm. Later, the algorithm is applied to experimental data in order to further evaluate our
model. A copy of the MATLAB scripts used for this section is attached in Appendix B.
4.4.1 Introduction to finite difference methods
Finite difference methods are widely used in solving PDEs numerically. Their simplicity makes
them a perfect first attempt for a wide range of PDEs, either linear or non-linear.
The main idea behind finite difference methods is to approximate derivative with its corre-
sponding difference quotient using function values near the targeted point. This is a straightforward
idea as we are just using the definition of derivatives. The procedure transforms the PDE problem
qualitatively from an analytical one to an algebraic one. By manipulating the Taylor expansion
of a function centred at several nearby points, a variety of finite difference schemes with different
orders of accuracy, efficiency and stability can be constructed. There is substantial literature on
this topic, and surveying a few of them (e.g., [37, 50, 61]) we see the most general and simplest
scheme of all is the forward Euler method. The main drawback is its conditional stability. On the
other hand, the backward Euler method, being an implicit scheme shows better stability in many
cases with the same degree of accuracy, but gives away the efficiency. More sophisticated methods
with improved accuracy, stability or efficiency are also developed to target different PDEs. For
example, Lax-Friedrichs method, box-scheme and Lax-Wendroff method for hyperbolic PDEs [37];
Crank-Nicolson method and the method of lines for parabolic equations [56].
In this thesis, we will implement the simplest finite difference scheme for one-dimensional
parabolic problem, the Forward-Time Central-Space Euler method (FTCS). Considering the fol-
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lowing Taylor expansions at a neighbourhood of x,
f(x+ ∆x) = f(x) + f ′(x)∆x+ 12f
′′(x)∆x2 +O(∆x3) ,
f(x−∆x) = f(x)− f ′(x)∆x+ 12f
′′(x)∆x2 +O(∆x3) .
Subtracting the second from the first equation yields the central difference approximation for f ′(x):
f ′(x) = f(x+ ∆x)− f(x−∆x)2∆x +O(∆x
2) .
This approximation is ‘central’ in the sense that when evaluating the derivative at x, it uses function
values from upper and lower neighbourhood of x. Similarly, adding the two Taylor expansions leads
to a central approximation of the second derivative:
f ′′(x) = f(x+ ∆x)− 2f(x) + f(x−∆x)∆x2 +O(∆x
2) .
In the above approximation, the error arising from discarding the O(∆x2) term is called the
truncation error. The central difference approximations are of accuracy O(∆x2).
Let us also introduce the forward difference in time. Again from the Taylor expansion
f(x, t+ ∆t) = f(x, t) + ft(x, t)∆t+O(∆t2) .
Rearranging and diving by ∆t gives
ft(x, t) =
f(x, t+ ∆t)− f(x, t)
∆t +O(∆t) .
A FTCS scheme to a particular PDE is constructed by replacing all derivative terms with
central difference equations in space and forward difference equation in time. Such a scheme is
second order accurate in space and first order accurate in time. In practice, when we choose the
step sizes, we would like to make space and time approximations to have similar order of accuracy,
which leads to the choice ∆t ≈ ∆x2. We shall assume ∆x < 1, which means the time step size
should be much smaller than the space step size when implementing this scheme [51].
Let us take the one-dimensional heat equation as an example: ft = afxx, where a is a constant.
The corresponding FTCS approximation is
f(x, t+ ∆t)− f(x, t)
∆t = a
(
f(x+ ∆x, t)− 2f(x, t) + f(x−∆x, t)
∆x2
)
+O(∆x2,∆t) .
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Rearranging, we see
f(x, t+ ∆t) = f(x, t) + a ∆t∆x2
(
f(x+ ∆x, t)− 2f(x, t) + f(x−∆x, t)
)
.
In this scheme, to evaluate the function value at a point x in a new time step t + ∆t, we use
three neighbourhood function values at the current time t, which are given by initial conditions or
have been calculated. The FTCS scheme is an explicit scheme and the computational intensity is
relatively low even with small space and time steps.
Theoretically, a finer grid should give better approximation to the corresponding PDE problem
as it captures more details of the unknown function. However, in practice, as the computer can
only carry on finite digits, dividing by a very small number will lead to the round-off error taking
over the truncation error and the scheme becomes even less accurate. In practice, the effect of the
round-off error needs to be taken into account. It turns out that the grid ratio between ∆x and
∆t can be a crucial criterion to determine if a finite difference scheme is stable or not.
The most commonly used stability indicator is the CLF condition, named after Richard
Courant, Kurt Friedrichs and Hans Lewy. It provides a necessary condition for a numerical scheme
to be stable. Although this test is easy to apply and often yields a good assumption of a sufficient
condition for stability, it does not provide a sharp criterion and the result could be misleading.
For example, a FTCS scheme for the travelling wave equation is always unstable even though the
CFL condition indicates it is stable for a certain range of grid ratio [51]. For a parabolic problem
like the heat equation, the CFL condition only indicates ∆t = o(∆x).
For linear PDEs, more methods are available. The von Neumann analysis is one of the most
widely used methods to check the stability of a given finite difference scheme. This method es-
sentially examines the growth of the numerical error under a scheme using Fourier analysis. This
leads to a necessary and sufficient condition for the error to stay bounded hence the scheme is
stable. In particular, for the heat equation ft = afxx discussed earlier, the FTCS is numerically
stable if
a
∆t
∆x2 ≤
1
2 . (4.19)
The restriction of the von Neumann analysis as well as many other stability analysis methods
is that it is only valid for linear PDE. However, there are suggestions in the literature that if the
data is sufficiently smooth, the von Neumann method can be applied to non-linear PDE problems,
by ‘freezing’ the non-linear coefficients (e.g. [33]).
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4.4.2 Application to the DC flow problem
In order to apply the numerical scheme to our DC flow problem, our first step is to transform our
geometric PDE problem into an ordinary one. One way to do this is to write the curve γ(u, t)
which represents the upper right quarter of the leading edge as a graph over the x-axis as we did
in (4.10). Here we give details of its derivation.
Given the representation γ(u, t) = (u, h(u, t)), we have γt = (ut, ht) = (0, ht). The unit tangent
can be written as
τ = ∂uγ|∂uγ| =
1√
1 + h2u
(1, hu),
and the inward pointing unit normal ν being a 90◦ clockwise rotation of τ has the form
ν = 1√
1 + h2u
(hu,−1).
Hence, the curvature scalar is
k = 〈γuu, ν〉|γu|2 =
−huu
(
√
1 + h2u)3
.
From equation (4.3), we see 〈γt, ν〉 = k +
〈
Z⊥, ν
〉
, which gives
htν2 = k +
−ν1ν22
L
.
Hence
ht =
k
ν2
− ν1ν2
L
= huu1 + h2u
+ 1
L[h]
hu
1 + h2u
, (4.20)
with the boundary conditions
hu(0, t) = 0 and h(ρ0, t) = 0, for all t ∈ [0, T ),
where the length L[h] takes the form
L[h] =
∫
γ
√
1 + h2u du.
The flow problem is now transformed into a one-dimensional second order initial and boundary
value problem. To keep the algorithm simple, we would like to have uniform grids, which means
grid points are evenly spread out in the computational domain with equal step sizes. We shall
note the space domain [0, 1] only indicates the evolution occurs in a fixed length domain. It can
be relaxed to [0, umax] to suit initial data.
Let M = {1, . . . ,m} and N = {1, . . . , n} for some m,n ∈ N. We choose the set of points
{tj : j ∈ N} to be equally spacing time nodes with increment δt in [0, tmax], with some fixed tmax
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smaller than the finite extinction time T . That is, we have tj = (j−1)δt, t1 = 0 and tn = tmax < T .
Similarly, let the set of points {ui : i ∈ M} be equally spaced nodes in [0, umax] with increment
δu. We have ui = (i− 1)δu, u1 = 0 and um = umax.
With this set up, we are ready to implement the FTCS finite difference scheme discussed in
the previous section. The following outlines the main iterative steps to update and store function
values at each time and space node.
Let us deal with the interior node values first. For each j = 1, . . . , n− 1 and i = 2, . . . ,m− 1,
we use the forward difference in time scheme to approximate equation (4.20), which gives
hj+1i = h
j
i +
δt
1 + (h2u)
j
i
[
(huu)ji +
(hu)ji
L[j]
]
, (4.21)
where the spatial derivatives are calculated using a central difference in space method
(hu)ji =
hji+1 − hji−1
2δu ,
(huu)ji =
hji+1 − 2hji + hji−1
(δu)2 ,
L[j] =
m−1∑
i=1
√
(δu)2 + (hji+1 − hji )2 .
We then impose the boundary conditions. At the left boundary, we set hj+10 = h
j+1
1 to represent
the zero gradient condition. At the rightmost boundary, we set hj+1n = 0.
Our numerical procedure is summarised as below. The actual MATLAB code is attached in
Appendix B.
Algorithm 1 Simulation of the DC flow (1.2) evolution
Require: initial data u1i and h1i
for j from 1 to n− 1 do
for i from 2 to m− 1 do
Compute the vector hj+1i using (4.21)
end for
Impose boundary conditions at u1 and um
Compute L[j]
end for
return hni
We perform numerical experiments to test the algorithm developed. To mimic the physical
scenario, we shall generate a smooth and roughly lens-shaped curve as the initial curve. This
can be done by generating a sinusoidal curve with carefully chosen parameters to give a desired
length-height ratio and featuring the change in curvature condition.
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Suppose our initial data is represented by the function
h(u, 0) = f(u) = A cos(Bu+ C) +D , u ∈ [0, umax].
In order to impose the left boundary condition hu = 0, we set C = 0. Secondly, to capture the
change of curvature sign, we should ensure the first inflexion point (where f ′′ = 0) of the curve
lies within the domain. That is u = pi2B ∈ [0, umax]. Therefore, we set
B = pi2r1umax
,
where r1 ∈ ( 12 , 1) is a parameter to adjust the position of the inflexion point. Next, the amplitude
A is used to adjust the length-height ratio of the curve. Denote this ratio with r2, in a physical
case, r2 ≈ 2. Assuming D = 0 for the moment, we have the relation umax
A(1 + | cosBumax|) = r2,
putting in the expression for B, we obtain
A = umax
r2
(
1 + | cos pi2r1 |
) .
Finally, D is used to shift the curve vertically so that the right end point lies on the horizontal
axis. Hence
D = −A cos(Bumax) .
In summary, the data generating function f(u) we chose is able to produce smooth initial data
with desired features. The three adjustable parameters umax, r1 and r2 enhance its flexibility in
modelling dorsal opening with slightly different shapes appearing in scenarios including genetic
mutant and human interruption.
We shall present some graphical results from this simulation. Choosing umax = 3, r1 = 0.7
and r2 = 2, the following graphs are generated with the codes included in Appendix B.
The first graph Figure 4.1 shows the simulation result over 10 units of time, each curve drawn
is 2.5 time units apart from its previous one. Although the curve is evolving towards a straight line
segment, we see the left endpoint is moving down at a sharply decreasing speed. This behaviour
coincides with the analytic result which that the flow exists for all time and converges to a straight
line. In the small box, we zoomed to highlight the behaviour of the rightmost endpoint, showing
no non-trivial intersections of the curve at different time. We conclude that the height h is always
a decreasing function over the entire space domain except for the right endpoint.
In Figure 4.2, we performed the same simulation but only graph the curve segments that
are above a threshold value 0.07 unit in vertical direction. This is because in the dorsal closure
scenario, it is reasonable to consider the leading edge collapsed to the AP-axis which means the
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Figure 4.1: A simulation is performed over a 10 units time interval, the curves are drawn at
2.5 units time increment. A piece of sinusoidal curve is used as the initial curve so that the
initial conditions are satisfied. The entire curve is travelling down towards the horizontal axis at a
decreasing rate. This is most visible at the left endpoint. The non-convex feature is also preserved
over time.
wound is closed when the gap is sufficiently small. This makes the graph qualitatively different
to the previous one. Firstly the right endpoint is now moving ‘into the wound’ (to the left) as in
a natural closing event. Secondly, although the maximal time is set to be 10 unit, the algorithm
stops soon after 7.5 time unit as the height hits the threshold value. This can be interpreted as
the dorsal opening is ‘closed’ in finite time. The closure of the ‘wound’ illustrated in this figure is
similar to the biological evidence.
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DC flow simulation, cutoff at  = 0.07
At time 0
At time 1.25
At time 2.5
At time 3.75
At time 5
At time 6.25
At time 7.5
Figure 4.2: This figure depicts a similar numerical simulation as before, but the algorithm stops
when the height dip down to a threshold value of 0.07. Again, a piece of sinusoidal curve is used
as an initial curve. Each plotted curve shows the simulated curve at an equally spaced sequence
of time. Axes are keep to scale to allow easy tracking of the shape change. The right endpoint is
moving to the left as in the natural event. And the flow stops in finite time.
The third graph Figure 4.3 is constructed by reflecting the previous graph over the axes to
illustrate the reconstructed leading edge.
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Reconstructed DC leading edge
Figure 4.3: This figure is generated by reflecting the simulated curves over the axes to reconstruct
the contour of a dorsal opening. The black line in the middle indicates the AP-axis.
The above suggests if the algorithm is stable and converges to a solution, this solution holds
all analytic properties we derived earlier in the chapter. Hence the solution is indeed a solution to
the evolution equation (4.10).
Next we investigate the stability of the algorithm. As we discussed in Section 4.4.1, the stability
of an FTCS algorithm largely depends on the grid ratio (δu)2 : δt. Recall the von Neumann
condition for the linear heat equation (4.19), applying it to our evolution equation (4.10), the
algorithm should be stable if the following is satisfied:
ρ = δt(δu)2 ≤
1
2a ≤
1 + h2u
2 .
Since our equation is non-linear, we need to estimate the value which h2u can take to work out a
feasible range for ρ. In the proof of Proposition 4.3.5, we see hu(u, t)2 is bounded by a constant
depending on the initial curve. From Figure 4.1, we can estimate that hu(u, t) ≤ h(0,0)umax(0) ≤ 1/2.
Hence we deduce the algorithm is unstable everywhere if ρ > 0.625. On the other hand, hu(0, t) =
0. When ρ ≤ 0.5, the algorithm is stable (for example, in the simulation shown in Figure 4.1,
ρ ≈ 0.44). If ρ takes a value in between the bounds, we would expect that the algorithm is stable
for some parts of the curve with larger gradient, but unstable for other parts (e.g. near 0) initially.
The oscillation from the unstable part will propagate to the entire curve as time increases. See
Figure 4.4. Therefore, to conduct a meaningful convergence analysis of our algorithm, we should
simply make sure that ρ < 0.5. If we consider implementing a non-uniform discretisation, the
above analysis gives a guide to distribute the grid points.
Next we study the convergence of the algorithm. In order to do this, we need to define an
‘exact’ solution to the equation as a reference solution, then compare the simulation results with
various step size to the reference solution. As we do not have a analytic solution, we define a
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Figure 4.4: From left to right, as the grid ratio ρ increases, the scheme becomes unstable. In the
leftmost graph, ρ is only slightly over the critical value 0.5 and the algorithm remains stable for
a relatively long period of time before it eventually becomes oscillating. In the middle graph, we
can see the algorithm is unstable near the left endpoint from the very beginning, while the right
hand side remains relatively smooth. The oscillation soon propagates to the right hand side of the
curve. Graph on the right shows when ρ > 0.625, the algorithm is unstable for almost everywhere
from the very beginning. The zoom at the right endpoint shows its irregular behaviour (yellow
line).
solution obtained by the simulation with a fine grid as a reference solution. The solution shown
in Figure 4.1 was obtained by using 81 space nodes over [0, 3] and 16001 time nodes over [0, 10],
i.e., δx = 0.0375 and δt = 0.000625. This solution is smooth and has the desired properties as
predicted by the analytical solution. We define this solution as our reference solution. Graphing
the solutions with different step size δx, we obtain the left plot in Figure 4.5. The right hand side
graph plots the L2 norm of the error against δx. Denoting hδx to be the solution obtained with
δx. We estimate the rate of convergence of the algorithm to be log2
(
|h0.075−h0.0375|
|h0.015−h0.0375|
)
≈ 1.5384.
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Figure 4.5: (left) Simulated curve with different δx at time = 10. The simulation result converges
to the reference solution quickly. (right) The error grows linearly as δx increases.
The analysis suggests with carefully chosen grid size, the algorithm performs as predicted by
the analytic result.
The current flow equation aims to justify a typical dorsal closure process. However, in some
cases, the dorsal closure process may be perturbed by genetic mutation and human interruption
(see Figure 4.6). These factors tend to affect the strength of the driving forces and change the shape
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of the leading edge. For example, mechanically removing the amnioserosa significantly reduces the
purse-string effect, but at the same time stimulates a strong zipping effect to compensate it (See
column C in the graph). This makes the LE contour have a rounder shape. On the other hand,
in column F, we see certain genetic mutations may remove the ability to zip at the canthi and the
height:width ratio of the dorsal opening decreases at a higher rate.
Figure 4.6: This is a set of confocal fluorescent images of native and perturbed dorsal closure
from [38]. Column B represents native dorsal closure. Column C is interrupted by laser cuts to
reduce the purse string effect. As we can see, the dorsal opening gets rounder over time. Also the
zipping force becomes stronger to compensate the lost of purse-string effect. In Column D and
E, repeated laser cuts are applied to both or one of the canthi to inhibit zipping, which makes
the shape of the dorsal opening irregular. Column F shows closure in a genetic mutant which is
incapable of zipping.
By slightly modifying the strength ratio of the two driving forces in the flow equation, our
model also has the potential to mimic the above two scenarios.
Let us consider the modified flow equation of (4.1),
∂tγ = ακ+ βZ⊥ in [0, 1]× [0, T )
with the same boundary conditions and zipping force Z. The coefficients α and β are constant
parameters representing the relative strength of each force. Choosing α = 0.1 and β = 1.3, we
obtain Figure 4.7. This represents the case when the contracting force is small and the zipping
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force increase to compensate it. In the other scenario, choosing α = 1.3 and β = 0.1, we obtain
Figure 4.8. The height:width ratio is smaller than before and the overall shape of the dorsal
opening looks flatter.
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Figure 4.7: DC simulation with weaker curvature force (α = 0.1) and stronger zipping (β = 1.3).
Comparing to Figure 4.2 and Figure 4.3, overall, the dorsal opening closes slower and the shape
is rounder.
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Reconstructed DC leading edge
Figure 4.8: DC simulation with stronger curvature force (α = 1.3) and weaker zipping (β = 0.1).
Comparing to Figure 4.2 and Figure 4.3, while the rate of height decrease at x = 0 remains almost
the same as the previous one, the decrease in length span is much slower.
4.4.3 Simulation with experimental data
In this section, we apply our numerical scheme to a set of experimental data extracted from
Figure 1.3, which is an observation from a native Drosophila embryo. A software called “GetData
Graph Digitizer” is used to digitise the data from the graph. By placing the axis appropriately
on the graph and setting a correct scaling, the software outputs accurate coordinates of individual
points chosen on the picture. We then export these coordinates into MATLAB for later use. A
plot of the digitised data can be found in Figure 4.11.
In order to run the simulation on this data, our first step is to approximate the given data
with a smooth curve. In this case, we apply a MATLAB build-in fitting algorithm to the upper
right quarter of the DC contour. The algorithm results in a sinusoid curve as shown in Figure 4.9.
We use this curve as an initial curve and run the algorithm on it. Figure 4.9 shows the simulation
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result with ε = 0.25 at time steps that mimics the height difference in the actual image well. A
comparison of the contours reconstructed from our simulation and the original data is shown in
Figure 4.11.
Comparing the simulation result and the actual image, we have an interesting observation.
The actual image suggests the maximal height of the LE decreases almost linearly in time. As our
flow converges to a straight line at a decreasing speed, we would expected to use a log time scale
in the simulation to reflect the reality. However, our simulation with a normal time scale shows
surprising similarity to the real image given the chosen cut-off value ε.
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8
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fitted curve
Figure 4.9: This figure plots the upper right quarter of the DC contour from an experiment
against the fitted smooth curve.
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At time 0.25
At time 0.5
At time 0.75
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Figure 4.10: This figure shows simulation result on real data being smoothed out. Time steps
are chosen to mimic the actual image from experiment. Notice the time increment is linear, which
is surprisingly similar to the feature of the real image.
4.5 Conclusion and discussion
In this chapter, we considered a possible mathematical model for dorsal closure (DC) in Drosophila.
We constructed a curvature flow model for this biochemical process by idealising the leading edge of
a dorsal opening as a smooth curve. Although the dorsal closure process shares many biomechanical
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Reconstructed DC leading edge
DC leading edge from experiment
Figure 4.11: A comparison of the simulation and the actual image. The time increments for
both graphs are linear.
Reconstructed DC leading edge
Figure 4.12: With non-smooth initial data. The flow has a strong smoothing effect.
features with the embryonic epidermal wound healing case, its special geometry and the zipping
effect at endpoints bring significant challenge to building a proper curvature model. In this project,
we explored a new idea of modelling the zipping force. Instead of considering a local contracting
force being switched on or off according to local arc-length ratio as suggested in [2], we considered
the global effect of the zipping force. This allows us to model the zipping effect using a smooth
function.
We studied the mathematical properties of the model including existence and convergence. We
have shown that a smooth initial curve with certain conditions remains a graph over the x-axis
throughout the evolution. The flow exists for all time and converges to a line segment on the x-axis
as expected from the actual DC process. We have also used a finite difference scheme to visualise
the evolution, which confirmed some analytical properties of the flow.
The model successfully demonstrates the feature of the curve shrinking down to a line. The
endpoints of the simulated curve remain singular in geometry and the reconstructed contour re-
mains lens-shaped. Furthermore, with an appropriate chop-off value, the simulation reflects the
experimental data well with the real-world time scale corresponding well to the mathematical time
scale.
While our approach depicts nice mathematical properties, there are some clear trade offs.
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Firstly, the model depends on the special geometric feature of the initial curve. The reflective
set up does not allow the model to justify non-symmetric initial data. However, this remains a
problem for most existing DC models. Secondly, in our model, the force intensities are multiplied
with constant factors (1 and 1 in the main sections and with slight variations in some numerical
simulations). This is also a common problem for existing models. Some researchers attempt to
estimate these intensity constants for their models (e.g., [3, 38]) by investigating a small sample
of Drosophila embryos and finding the best fit coefficients for each of the embryo. However, in
their experiments, these coefficients vary largely from one embryo to another of the same kind,
not mentioning drosophila embryos under special types of treatments. It is unlikely that a reliable
universal constant exists, for even one type of embryo. Thirdly, due to the way we define the
zipping effect, an initial curve converges to a line segment at a decreasing speed and the right
endpoint does not move inside. This diverges from the actual experiment features, but it can be
overcome by imposing a log time scale or choosing an appropriate cut-off value.
One may also notice if we write ν = (− cosψ,− sinψ), where ψ is the polar angle (which is the
acute angle between the unit normal vector and the x-axis). The zipping force can be written as
Z = − 12 sin(2ψ)L e2. Using the expressions in Section 4.4.2, we find
〈Z, ν〉 = −hu
L(
√
1 + h2u)3
and ψ = sin−1
(
1√
1 + h2u
)
.
Using the same initial curve generated with a sinusoidal function in Section 4.4.2, we are able to
visualise the quantities ψ (blue line) and 〈Z, ν〉 (orange line) against the AP-axis at initial time
(See Figure 4.13). The polar angle is not monotone as the curvature of the initial curve changes
sign over the AP-axis. We also see that although the zipping strength is zero at x = 0 and
decreases sharply for small x as desired, the strength is maximised at around x = 1.5 and remains
approximately the same towards the rightmost endpoint at x = 3. This again shows the current
choice of Z is not optimal to model the property of zipping being the strongest near the right
endpoint. In further research, a modified Z where the distance to the axis is incorporated should
be considered.
In summary, the model we investigated in this chapter is one of the first curvature flow type
models attempting to depict the DC process with a global zipping term. Although our current
model is not able to increase the accuracy of existing models, we offered a simplified alternative way
to model the DC process. The model is possible to be improved in several ways. One possibility
is to relax the symmetric property across the y-axis by taking the whole upper curve as the initial
condition and modify the relevant boundary conditions. Another modification can be replacing
the constant intensity factors with space-time dependent variables. A third way to improve the
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Figure 4.13: The change of polar angle and zipping strength over the AP-axis.
model is to construct the zipping force differently so that the curve shrinks down to the x-axis at
a constant or even increasing rate. The new zipping force should also address the issue related to
the polar angle. This model, although far from perfect, serves as a reasonable attempt to approach
DC modelling from a geometric flow perspective.
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Appendix A
Tools for PDE study
Here we provide a collection of tools closely related to the parabolic equations we study.
A.1 Well-known inequalities and preliminary results
We present a collection of elementary but fundamental inequalities.
Definition A.1.1 (Convex and concave functions). A function f : Rn → R is called convex if
f(αx+ (1− α)y) ≤ αf(x) + (1− α)f(y) (A.1)
for all x, y ∈ Rn and each 0 ≤ α ≤ 1.
On the other hand, a function g : Rn → R is called concave if
f(αx+ (1− α)y) ≥ αf(x) + (1− α)f(y) (A.2)
for all x, y ∈ Rn and each 0 ≤ α ≤ 1.
Lemma (Jensen’s inequality). Let f : Ω → R be an integrable function on an open bounded set
Ω ∈ Rn. Let also g : R→ R be a convex function, then
g
(
1
|Ω|
∫
Ω
f(x) dx
)
≤ 1|Ω|
∫
Ω
g(f(x)) dx. (A.3)
On the other hand, if g : R→ R is a concave function instead, the inequality is reversed,
g
(
1
|Ω|
∫
Ω
f(x) dx
)
≥ 1|Ω|
∫
Ω
g(f(x)) dx. (A.4)
Proof. For the case when g is convex, the function’s values on its domain lie above all of its tangent
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lines, that is, for every x1 ∈ R, there exists r ∈ R such that
g(x1) ≥ g(x2) + r(x1 − x2) (A.5)
for all x2 ∈ R, and r = g′(x2). Picking x1 = f(x) and x2 = f¯ := 1|Ω|
∫
Ω f(x) dx, the above
inequality becomes
g(f(x)) ≥ g(f¯) + r(f(x)− f¯).
Integrate over Ω, we have
∫
Ω
g(f(x)) dx ≥
∫
Ω
g(f¯) dx+ r
∫
Ω
f(x) dx− r
∫
Ω
f¯ dx
=
∫
Ω
g(f¯) dx+ r|Ω|f¯ − rf¯ |Ω|
=
∫
Ω
g(f¯) dx.
Dividing by |Ω| on both sides, we proved (A.3).
For the case when g is concave, the inequality (A.5) is reversed. The rest of the arguments
hold if we reverse all the inequalities and the result follows.
Lemma (Cauchy’s inequality with ε). Suppose a, b ∈ R, then for every ε > 0,
ab ≤ εa2 + b
2
4ε . (A.6)
Proof.
0 ≤
(
a
√
2ε− b√
2ε
)2
= 2εa2 − 2ab+ b
2
2ε ,
the result follows by rearranging.
Lemma (Young’s inequality). If 1 < p, q < ∞ satisfy 1p + 1q = 1. Then for strictly positive real
numbers a and b, we have
ab ≤ a
p
p
+ b
q
q
. (A.7)
Proof. Let us rewrite
ab = elog a+log b = e
1
p log a
p+ 1q log b
q
.
Notice that the exponential function is convex, thus by convexity (A.1), we have
ab ≤ 1
p
elog a
p
+ 1
q
elog b
q ≤ a
p
p
+ b
q
q
.
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Lemma (Young’s inequality with ε). If 1 < p, q <∞ satisfy 1p + 1q = 1. Then for strictly positive
real numbers a and b, we have
ab ≤ εap + (εp)− qp b
q
q
. (A.8)
Proof. Rewrite ab =
(
(εp)
1
p a
)(
(εp)−
1
p b
)
, then apply Young’s inequality.
Lemma (Ho¨lder’s inequality). Assume 1 < p, q < ∞ satisfy 1p + 1q = 1. If f ∈ Lp(Ω), and
g ∈ Lq(Ω), then fg ∈ L1(Ω) satisfies
‖fg‖L1(Ω) ≤ ‖f‖Lp(Ω)‖g‖Lq(Ω). (A.9)
Proof. By assumption, ‖f‖Lp(Ω) and ‖g‖Lq(Ω) are non-negative and finite. If any of the two
norms is zero, the inequality is trivial. Suppose ‖f‖Lp(Ω) 6= 0 and ‖g‖Lq(Ω) 6= 0, then Young’s
inequality (A.7) implies
1
‖f‖Lp(Ω)‖g‖Lq(Ω)
∫
Ω
|fg| dx ≤
∫
Ω
1
p
|f |p
‖f‖pLp(Ω)
+ 1
q
|g|q
‖g‖qLq(Ω)
dx
= 1
p
1
‖f‖pLp(Ω)
∫
Ω
|f |p dx+ 1
q
1
‖g‖qLq(Ω)
∫
Ω
|g|q dx
= 1
p
+ 1
q
= 1.
The conclusion follows.
Lemma (Interpolation inequality for Lp-norms). Suppose 1 ≤ s ≤ r ≤ t ≤ ∞ satisfying
1
r
= θ
s
+ 1− θ
t
.
Suppose also f ∈ Ls(Ω) ∩ Lt(Ω). Then f ∈ Lr(Ω) and
‖f‖Lr(Ω) ≤ ‖f‖θLs(Ω)‖f‖1−θLt(Ω).
Proof. Rewrite
(‖f‖Lr(Ω))r = ‖fr‖L1(Ω) = ∫
Ω
|f |rθ|f |r(1−θ) dx.
Noting rθs +
r(1−θ)
t = 1, we can apply Ho¨lder’s inequality to obtain
(‖f‖Lr(Ω))r ≤ (∫
Ω
|f |(rθ) srθ dx
) rθ
s
(∫
Ω
|f |r(1−θ) tr(1−θ) dx
) r(1−θ)
t
≤
(
‖f‖θLs(Ω)‖f‖1−θLt(Ω)
)r
.
145
APPENDIX A. TOOLS FOR PDE STUDY
Lemma (Wirtinger’s inequality). Let f : [a, b]→ R be an absolutely continuous function, where a
and b are non-negative with b− a ≤ pi and f(a) = f(b) = 0, then
∫ b
a
f2 dθ ≤
∫ b
a
f2θ dθ. (A.10)
Proof. The given function f has the Fourier series expansion
f(θ) =
∞∑
n=1
an sin
(
npi(θ − a)
b− a
)
.
Repeatedly applying trigonometric identities, we compute
∫ b
a
f2(θ) dθ =
∞∑
m=1
∞∑
n=1
aman
∫ b
a
sin
(
mpi(θ − a)
b− a
)
sin
(
npi(θ − a)
b− a
)
dθ
=
∞∑
m=1
∞∑
n=1
aman
(
δmn
b− a
2
)
= b− a2
∞∑
n=1
a2n,
and
∫ b
a
f2θ (θ) dθ =
∞∑
m=1
∞∑
n=1
aman
mpi
b− a
npi
b− a
∫ b
a
cos
(
mpi(θ − a)
b− a
)
cos
(
npi(θ − a)
b− a
)
dθ
=
∞∑
m=1
∞∑
n=1
aman
mpi
b− a
npi
b− a
(
δmn
b− a
2
)
= b− a2
(
pi
b− a
)2 ∞∑
n=1
a2nn
2.
This type of equality is known as Parseval’s identity. When b− a ≤ pi, we see that
∫ b
a
f2θ (θ) dθ ≥
b− a
2
∞∑
n=1
a2nn
2 ≥
∫ b
a
f2(θ) dθ.
Next we state Poincare´ inequality, which allows us to bound a function with its derivative.
Lemma (Poincare´ inequality (1D)). Let Ω = (−r, r) be an open interval of R. Assume 1 < p <∞.
Then there exists a constant C such that
‖f − f¯‖Lp(Ω) ≤ C‖fx‖Lp(Ω) f ∈W 1,p(Ω)
where f¯ is the average of f over Ω.
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Proof. Since f ∈W 1,p(Ω), there exists a point x¯ ∈ Ω where f attains its average. We have
∣∣f − f¯ ∣∣ = ∣∣∣∣∫ x
x¯
fx′ dx
′
∣∣∣∣ ≤ ∫ x
x¯
|fx′ | dx′ ≤
∫
Ω
|fx| dx.
Also, by Ho¨lder’s inequality, we obtain
∫
Ω
1 · |fx| dx ≤ ‖1‖Lq(Ω)‖fx‖Lp(Ω) ≤ (2r)1/q‖fx‖Lp .
where q satisfies 1p +
1
q = 1.
Combining the two inequalities, we find
∫
Ω
∣∣f − f¯ ∣∣p dx ≤ ‖fx‖pLp ∫
Ω
(2r)
p
q dx ≤ (2r) p+qq ‖fx‖pLp .
We deduce C = 2r is a desired constant.
While dealing with Sobolev spaces, the following inequality and its varieties are also widely
used to estimate a function with its derivatives. A proof of this result can be found in [48].
Lemma (Gagliardo-Nirenberg Sobolev inequality [48]). Let Ω be a bounded domain in Rn. For
1 ≤ q, r ≤ ∞ suppose f ∈ Lq(Ω) and ∂mf ∈ Lr(Ω). Then for the derivatives ∂jf with 0 ≤ j < m,
the following inequalities hold.
‖∂jf‖Lp ≤ C1‖∂mf‖aLr‖f‖(1−a)Lq + C2‖f‖Lq
where
1
p
= j
n
+ a
(
1
r
− m
n
)
+ 1− a
q
,
for all a satisfies jm ≤ a < 1.
Lemma (Gro¨nwall’s inequality (differential form)). Let ξ(t) be a non-negative, absolutely contin-
uous function on [0, T ], which satisfies for a.e. t the differential inequality
ξ′(t) ≤ φ(t)ξ(t) + ψ(t),
where φ(t) and ψ(t) are non-negative, summable functions on [0, T ]. Then
ξ(t) ≤ e
∫ t
0
φ(s) ds
[
ξ(0) +
∫ t
0
ψ(s) ds
]
for all 0 ≤ t ≤ T .
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Proof. The differential inequality implies
d
ds
(
ξ(s)e−
∫ s
0
φ(r) dr
)
= e−
∫ s
0
φ(r) dr(
ξ′(s)− φ(s)ξ(s)) ≤ e−∫ s0 φ(r) drψ(s)
for a.e. 0 ≤ s ≤ T . Fundamental theorem of calculus then implies
ξ(t)e−
∫ t
0
φ(r) dr ≤ ξ(0) +
∫ t
0
e
−
∫ s
0
φ(r) dr
ψ(s) ds ≤ ξ(0) +
∫ t
0
ψ(s) ds.
The conclusion follows.
Lemma (Gro¨nwall’s inequality (integral form)). Let η(t) be a non-negative, summable function
on [0, T ] which satisfies for a.e. t the integral inequality
η(t) ≤ C1
∫ t
0
η(s) ds+ C2
for constants C1, C2 ≥ 0. Then
η(t) ≤ C2
(
1 + C1teC1t
)
for a.e. 0 ≤ t ≤ T .
Proof. Let ξ(t) :=
∫ t
0 η(s) ds, we rewrite the integral inequality in the form ξ
′(t) ≤ C1ξ(t) + C2
for a.e. in [0, T ]. This satisfies the assumptions for applying the differential form of Gro¨nwall’s
inequality, so we obtain
ξ(t) ≤ eC1t(ξ(0) + C2t) = C2teC1t.
Substitute it back into the integral inequality, we see
η(t) ≤ C1C2teC1t + C2 ≤ C2
(
1 + C1teC1t
)
,
as required.
Lemma (Mean value theorem for integrals). Suppose f, ϕ ∈ [0, T ] × Ω → Rn are continuous
functions on [0, T ] and integrable on a bounded domain Ω, i.e., f, ϕ ∈ C([0, T ];L1(Ω)). Also
suppose ϕ(t) is non-negative a.e. on Ω. Then there exists a ξ(t) ∈ C([0, T ]; Ω) such that for all
t ∈ [0, T ], ∫
Ω
f(x, t)ϕ(x, t) dx = f(ξ(t), t)
∫
Ω
ϕ(x, t) dx. (A.11)
Proof. Fix t0 ∈ [0, T ] and suppose f˜(·, t0), ϕ˜(·, t0) ∈ Cc(Ω) and ϕ˜(·, t0) > 0. The extreme value
theorem guarantees the existence of local maxima and minima of f˜(·, t0) over Ω. We denote the
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maxima to be f˜max(t0) and the minima f˜min(t0) and see
f˜min(t0)
∫
Ω
ϕ˜(x, t) dx ≤
∫
Ω
f˜(x, t0)ϕ˜(x, t) dx ≤ f˜max(t0)
∫
Ω
f˜(x, t0)ϕ˜(x, t) dx.
By the intermediate value theorem, there exists a ξ(t0) ∈ Ω such that
f˜(ξ(t0), t0)
∫
Ω
ϕ˜(x, t) dx =
∫
Ω
f˜(x, t0)ϕ˜(x, t) dx.
As Cc(Ω) is dense in L1(Ω), the above implies
∫
Ω
f(x, t0)ϕ(x, t0) dx = f(ξ(t0), t0)
∫
Ω
ϕ(x, t0) dx.
We are left to show the mapping ξ : [0, T ]→ Ω is continuous. Consider an arbitrary sequence {tj}
with tj → t∞. The continuity of f and ϕ implies
lim
j→∞
f(ξ(tj), tj) = lim
j→∞
(∫
Ω
ϕ(x, tj) dx
)−1 ∫
Ω
f(x, tj)ϕ(x, tj) dx
=
(∫
Ω
ϕ(x, t∞) dx
)−1 ∫
Ω
f(x, t∞)ϕ(x, t∞) dx
= f(ξ(t∞), t∞).
This completes the proof.
Next we state a compactness result for immersions on S1.
Theorem A.1.2. Let q be a point in R2, m a positive integer, p > m and C1, C2 > 0. Let S be
the set of all mappings γ : S1 → R2, an immersion in W 2,p(S1,R2), with the following properties:
‖k‖Lp(γ) ≤ C1, Length(γ) ≤ C2, q ∈ γ(S1).
Then for every sequence γi : S1 → R2 in S, there exists a subsequence γj, a mapping γ : S1 → R2 in
S, and a sequence of diffeomorphisms φj : S1 → S1, such that γj ◦ φj converges in the C1-topology
to γ.
We omit the proof here. A proof (for general compact manifolds) can be found in [7].
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Programming in MATLAB
The following is a MATLAB function which execute the FTCS finite difference scheme for DC flow
as discussed in Chapter 4, Section 4.4. It takes in an initial data set and parameters for meshing,
and outputs the simulated result over time in matrix form.
1 f unc t i on [ x , u ] = DC main s imulat ion loop (Nx, Nt , dx , dt , x0 , u0 )
2 %%% This func t i on runs DC s imu la t i on on given i n i t i a l data
3 %%% Vers ion : 20190721
4
5 %% Def ine v a r i a b l e s to s t o r e data
6 x = ze ro s (1 , Nx) ;
7 u = ze ro s (Nt , Nx) ;
8 L = ze ro s (1 ,Nt) ;
9 u x = ze ro s (Nt−1,Nx) ;
10 u xx = ze ro s (Nt−1,Nx) ;
11
12 %% I n i t i a l data po in t s
13 x = x0 ;
14 u ( 1 , : ) = u0 ;
15 u (1 ,Nx) = 0 ; % ensure r i g h t endpoint = 0
16 L(1) = arc l eng th (x , u ( 1 , : ) ) ; % i n i t i a l l ength L0
17
18 %% I n i t i a l i s i n g v a r i a b l e s to be used in loops
19 xn = x ; % x at time step n
20 un = u ( 1 , : ) ; % u at time step n
21 u xn = ze ro s (1 ,Nx) ; % u x at time step n
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22 u xxn = ze ro s (1 ,Nx) ; % u xx at time step n
23 xReg = ze ro s (1 ,Nx) ;
24 uReg = ze ro s (1 ,Nx) ;
25 h = dx ;
26
27 %% The main loop
28 f o r n = 1 :Nt−1 % time loop
29 % update the d e r i v a t i v e s
30 f o r i = 2 :Nx−1
31 u xn ( i ) = (un( i +1)−un( i −1) ) /(2*h) ;
32 u x (n , : ) = u xn ; % s t o r e data
33 u xxn ( i ) = (un( i +1)−2*un( i )+un( i −1) ) /h ˆ2 ;
34 u xx (n , : ) = u xxn ; % s t o r e data
35 end
36 % de r i v a t i v e s at endpoints
37 u xn (Nx) = (un(Nx)−un(Nx−1) ) /h ; % backward in space
38 u x (n ,Nx) = u xn (Nx) ; % s t o r e data
39 u xxn (1) = (un (3 )−2*un (2)+un (1) ) /h ˆ2 ; % forward in space
40 u xx (n , 1 ) = u xxn (1) ; % s t o r e data
41 u xxn (Nx) = (un(Nx)−2*un(Nx−1)+un(Nx−2) ) /h ˆ2 ; % backward in space
42 u xx (n ,Nx) = u xxn (Nx) ; % s t o r e data
43 % update un
44 f o r i = 2 :Nx
45 un( i ) = dt /(1+(u xn ( i ) ) ˆ2) *( alpha *u xxn ( i ) + beta *u xn ( i ) /L(n) )
+ un( i ) ;
46 end
47 % un at endpoints
48 un (1) = un (2) ; % u x=0 at l e f t endpoint
49 un(Nx) = 0 ; % u=0 at r i gh t endpoint
50 % sto r e un
51 u(n+1 , :) = un ;
52 % update a r c l eng th
53 L(n+1)= arc l eng th (x , u(n+1 , : ) ) ;
54 end
55
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56 end
The next piece of code is a MATLAB function to visualise the simulation result. Three graphs
are being produced. The first graph shows plots the result as it is. It is useful for checking the
behaviour of the code against the theory. The second graph depicts curves chopped off at a chosen
value, which better mimics the zipping process of the DC Drosophila development. The last graph
is a reflection of the second graph to all four quadrants. It reconstructs the leading edge of the
dorsal opening for visual illustration.
1 f unc t i on DC graphing (x , u , ep s i l on , xmax , dt , pt )
2 %%% This func t i on graphs the DC so l u t i o n at var i ous time
3 %%% Modif ied : 20190721
4
5 t imeStr ing = 'At time ' + s t r i n g ( round ( ( pt−1)*dt , 2 ) ) ;
6
7 %% Local func t i on f o r graphing
8 f unc t i on value = FindFi r s tEps i l on (V)
9 f o r k = 1 : 1 : l ength (V)
10 i f V(k ) == ep s i l o n
11 value = k ;
12 break ,
13 e l s e
14 value=0;
15 end
16 end
17 end
18
19 %% Produce a f i g u r e showing evo lu t i on in 1 s t quadrant
20 f i g u r e ( )
21 hold on
22 ax = gca ;
23 f o r j = 1 : 2 : l ength ( pt )
24 ax . ColorOrderIndex = j ;
25 p lo t ( x ( 1 , : ) ,u ( pt ( j ) , : ) ) ;
26 l e g endSt r ing ( ( j +1)/2) = t imeStr ing ( j ) ;
27 end
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28 l egend ( l eg endSt r ing )
29 ax i s equal
30 xlim ( [ 0 , xmax * 1 . 3 ] )
31 ylim ( [ 0 , u (1 , 1 ) * 1 . 5 ] )
32 t i t l e ( 'DC flow s imu la t i on ' )
33 %t i t l e (”DC f low s imu la t i on \ rho = ” + rho )
34 axes ( ' po s i t i o n ' , [ . 6 5 .325 .25 . 2 5 ] , 'NextPlot ' , ' add ' )
35 box on
36 f o r j = 1 : 2 : l ength ( pt )
37 ax = gca ;
38 ax . ColorOrderIndex = j ;
39 i ndexOf In t e r e s t = (x ( 1 , : ) < xmax*1 . 06 ) & (x ( 1 , : ) > xmax*0 . 98 ) ;
40 p lo t ( x (1 , i ndexOf In t e r e s t ) ,u ( pt ( j ) , i ndexOf In t e r e s t ) )
41 end
42 ax i s t i g h t
43 hold o f f
44
45 %% Produce a f i g u r e showing evo lu t i on in 1 s t quadrant with ep s i l o n o f f−
s e t
46 f i g u r e ( )
47 hold on
48 f o r j = 1 : l ength ( pt )
49 u p l o t = u( pt ( j ) , : ) ;
50 x p l o t = x ( 1 , : ) ;
51 u p l o t ( u p l o t < ep s i l o n ) = ep s i l o n ;
52 ind = FindFi r s tEps i l on ( u p l o t ) ;
53 u p l o t = u p lo t ( 1 : ind ) ;
54 x p l o t = x p l o t ( 1 : ind ) ;
55 i f u p l o t (1 ) > ep s i l o n
56 p lo t ( x p lot , u p l o t ) ;
57 x p l o t mat r i x ( j , 1 : ind ) = x p l o t ;
58 u p lo t mat r i x ( j , 1 : ind ) = u p lo t ;
59 ax i s l e n g t h ( j ) = ind ; % vecto r to s t o r e the chopped domain s i z e
.
60 l e g endSt r ing2 ( j ) = t imeStr ing ( j ) ;
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61 end
62 end
63 t i t l e ( 'DC flow s imulat ion , c u t o f f at \bf \ ep s i l o n = ' + s t r i n g ( e p s i l o n ) )
64 l egend ( l egendSt r ing2 )
65 ax i s image
66 xlim ( [ 0 , xmax * 1 . 1 ] )
67 ylim ( [ ep s i l on , u (1 , 1 ) * 1 . 2 ] )
68 hold o f f
69
70 % Produce a f i g u r e with r e f l e c t i o n s
71 f i g u r e ( )
72 hold on
73 f o r j = 1 : l ength ( a x i s l e n g t h )
74 % 1 s t quardant
75 ax = gca ;
76 ax . ColorOrderIndex = j ;
77 p lo t ( x p l o t mat r i x ( j , 1 : a x i s l e n g t h ( j ) ) , u p l o t mat r i x ( j , 1 :
a x i s l e n g t h ( j ) ) )
78 % 2nd quardant
79 ax . ColorOrderIndex = j ;
80 p lo t (−x p l o t mat r i x ( j , 1 : a x i s l e n g t h ( j ) ) , u p l o t mat r i x ( j , 1 :
a x i s l e n g t h ( j ) ) )
81 % 3rd quardant
82 ax . ColorOrderIndex = j ;
83 p lo t (−x p l o t mat r i x ( j , 1 : a x i s l e n g t h ( j ) ) ,−u p lo t mat r i x ( j , 1 :
a x i s l e n g t h ( j ) )+2* ep s i l o n )
84 % 4th quardant
85 ax . ColorOrderIndex = j ;
86 p lo t ( x p l o t mat r i x ( j , 1 : a x i s l e n g t h ( j ) ) ,−u p lo t mat r i x ( j , 1 :
a x i s l e n g t h ( j ) )+2* ep s i l o n )
87 end
88 xDC = l i n s p a c e (−xmax , xmax , 5 ) ;
89 yDC = ep s i l o n * ones ( l ength (xDC) ) ;
90 p lo t (xDC, yDC, ' black ' ) ;
91 t i t l e ( 'Reconstructed DC lead ing edge ' )
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92 ax i s image
93 ax i s o f f
94
95 %% ca l c u l a t e area
96 f o r j = 1 : l ength ( a x i s l e n g t h )
97 Area ( j ) = 4* t rapz ( x p l o t mat r i x ( j , 1 : a x i s l e n g t h ( j ) ) ,
u p l o t mat r i x ( j , 1 : a x i s l e n g t h ( j ) ) ) ;
98 end
99 Area
100
101 end
These MATLAB functions are independent functions that can be called in any scripts. We
also include the script files we used to produce figures in Chapter 4 here.
The first script file is the one we run to generate Figure 4.1, Figure 4.2 and Figure 4.3 in the
dorsal closure flow chapter. A sinusoid curve is used as initial data.
1 % This s c r i p t runs s imu la t i on on p r e s c r i b ed smooth i n i t i a l data and
2 % pre s en t s g r aph i c a l r e s u l t s . Vers ion : 20190721
3
4 c l e a r a l l ;
5 %% Set parameters
6 Nx = 81 ; % number o f space s tep
7 Nt = 16001 ; % number o f time step
8 ep s i l o n = 0 . 1 ; % ba r r i e r va lue to be cons ide red c l o s ed
9 tmax = 10 ; % f i n a l time
10 xmax = 3 ; % x−boundary
11 dt = tmax/(Nt−1) ; % time step s i z e
12 dx = xmax/(Nx−1) ; % space s tep s i z e
13 x u r a t i o = 2 ;
14 curv ingRat io = 0 . 7 ;
15
16 %% Spec i f y i n i t i a l data po in t s
17 x0 = l i n s p a c e (0 ,xmax ,Nx) ;
18 u0 = CosShi f ted (xmax , x u ra t i o , curvingRatio , x0 ) ;
19
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20 %% Run the s imu la t i on
21 [ x sim , u sim ] = DC main s imulat ion loop (Nx, Nt , dx , dt , x0 , u0 ) ;
22
23 %% Graph r e s u l t s
24 c l o s e a l l
25 % Pick s e v e r a l i n t e r e s t e d time mesh po int f o r graphing . This a lgor i thm
26 % requ i r e s an odd number o f po in t s .
27 pt = [1 ,2001 ,4001 ,6001 ,8001 ,10001 ,12001 ,14001 ,Nt ] ;
28 DC graphing ( x sim , u sim , eps i l on , xmax , dt , pt )
29
30 %% Local func t i on
31 % A func t i on to produce i n i t i a l data
32 f unc t i on value = CosShi f ted ( x int , x u ra t i o , curvingRatio , x )
33 A = ( x i n t /( x u r a t i o+x u r a t i o *abs ( cos ( p i /(2* curv ingRat io ) ) ) ) )
;
34 B = pi /(2* curv ingRat io * x i n t ) ;
35 value = A* cos (B*x ) − A* cos (B*x ( l ength (x ) ) ) ;
36 end
The next script performs a simulation of the DC flow on a set of experimental data obtained
from the paper [34]. The data is digitalised from Figure 3 of the mentioned paper using the software
“GetData Graph Digitizer”. We apply shifting and smoothing treatments to the experimental data
before feeding it into the main function loop. This script with the chosen parameters produced
Figure 4.9, Figure 4.10 and Figure 4.11.
1 % This s c r i p t runs s imu la t i on on exper imenta l data and
2 % pre s en t s g r aph i c a l r e s u l t s . Vers ion : 20190123
3
4 c l e a r a l l ; c l o s e a l l ;
5 %% Set parameters
6 Nx = 61 ; % number o f space s tep
7 Nt = 32001 ; % number o f time step
8 ep s i l o n = 0 . 2 5 ; % ba r r i e r va lue to be cons ide red c l o s ed
9 tmax = 8 ; % f i n a l time
10 dt = tmax/(Nt−1) ; % time step s i z e
11
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12 %% Spec i f y i n i t i a l data po in t s
13 load ( 'DC Exp data ' , ' xt0 ' , ' yt0 ' )
14 x t e s t = xt0 ;
15 y t e s t = yt0 ;
16
17 % ext rapo l a t e and r e d i s t r i b u t e data po in t s
18 xmax = ( x t e s t ( l ength ( x t e s t ) )−x t e s t (1 ) ) /2 ;
19 x0Reg = l i n s p a c e ( x t e s t (1 ) , x t e s t ( l ength ( x t e s t ) ) ,Nx*2−1) ; % r e d i s t r i b u t e
x
20 dx = ( x t e s t ( l ength ( x t e s t ) )−x t e s t (1 ) ) /(2* (Nx−1) ) ; % i n i t i a l g r i d s i z e
21 y0Reg = in t e rp1 ( xtes t , ytes t , x0Reg , ' l i n e a r ' , ' extrap ' ) ; % r e d i s t r i b u t e y
22
23 % chop data , s h i f t data po in t s so that x1=0
24 x0chopped = x0Reg (Nx: ( 2*Nx−1) ) ;
25 x s h i f t = x0Reg (Nx) ;
26 x0 = x0chopped − x s h i f t ;
27 y0 = y0Reg (Nx: ( 2*Nx−1) ) ; % Note : the new vec to r s pa i r ( x0 , y0 )
28
29 % smooth the data
30 c o s f i t = f i t t y p e ( ' a* cos (b*x )+c ' , ' dependent ' , 'y ' , ' independent ' , 'x ' , '
c o e f f i c i e n t s ' ,{ ' a ' , 'b ' , ' c ' })%a=123
31 y f i t f n = f i t ( x0 ' , y0 ' , c o s f i t )
32 p lo t ( y f i t f n , x0 , y0 )
33 l egend ( ' exper imenta l data ' , ' f i t t e d curve ' )
34 ax i s image
35 yco l = y f i t f n ( x0 ) ;
36 yvec = ycol ' ;
37 f o r i = 1 : l ength ( yvec )
38 i f yvec ( i )<0
39 yvec ( i )=0;
40 end
41 end
42
43 %% Run the s imu la t i on
44 [ x exp , u exp ] = DC main s imulat ion loop (Nx, Nt , dx , dt , x0 , yvec ) ;
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45
46 %% Graph r e s u l t s
47 % Pick s e v e r a l i n t e r e s t e d time mesh po int f o r graphing . This a lgor i thm
48 % requ i r e s an odd number o f po in t s .
49 pt = [1 , 1001 ,2001 ,3001 ,4001 ,5001 ,6001 ] ;
50 DC graphing ( x exp , u exp , eps i l on , xmax , dt , pt )
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