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We study the asymptotic behavior of the positive solutions of the Ginzburg
Landau equation with the DeGennes boundary condition. This problem is closely
related to the mathematical theory for superconductivity. We obtain the precise
profile of boundary layer of the solutions and the estimates of their energy. These
results are based on the uniqueness of positive solution of the limiting problem,
which seems to be of independent interest.  1996 Academic Press, Inc.
1. Introduction and Statement of Main Results
In this paper we shall study the asymptotical behavior of the positive
solution u= of the following semilinear elliptic problem as =  0,
{
&2u=
1
=2
(1&u2)u in 0,
u
&
+#(=)u=0 on 0,
(1.1)
where 2 is the Laplacian operator, 0 is a bounded smooth domain in R2,
& is the unit out-normal vector at the boundary 0, =>0 is a parameter,
and #(=) is a positive constant which may depend on the parameter =.
This problem is closely related to the GinzburgLandau equation with
DeGennes boundary condition. It is well-known that the GinzburgLandau
equation was proposed as a macroscopic model for electromagnetic
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behavior of solids that can change their phase from normal to super-
conducting (see [GL])
{
({&iA)2 +
1
=2
(1&|| 2)=0,
curl 2 A= &
i
2
( {& { )&|| 2 A+curl H, x # 0.
(1.2)
Here 0 is the region occupied by the superconducting specimen,  is the
complex-valued order parameter, A is the magnetic potential which yields
the magnetic field associated with the supercurrents, H is the applied
magnetic field, i=- &1, = is a parameter depending on the material and
temperature and 1= is the so-called GinzburgLandau parameter. Note
that if A(x)=(A1(x), A2(x)), then curl A=(x1) A2&(x2)A1 and
curl 2A=((x2) curl A, &(x1) curl A, 0).
Given an applied magnetic field H and given =>0, certain boundary
conditions are needed to solve Eq. (1.2) for (, A). It was shown by
DeGennes in [dG] that, the natural boundary conditions for a super-
conductor-other material junction are
{

&
&iA } &+#(=)=0, on 0,
(1.3)
(curl A&H)_v=0, on 0,
where & is the unit out-normal vector at the boundary of 0 and #(=)=#0=.
Here #0 is a positive constant. #0 is very small for insulator, very large for
magnetic material, and lying in between for non-magnetic material.
The basic thermodynamic postulate of the GinzburgLandau theory is
that the Gibbs free energy GL(, A, =) associated with (, A) is minimal
in the superconducting phase. Here the Gibbs free energy is defined as
follows
GL(, A, =)=|
0 { |({&iA)| 2+|curl A&H | 2+
1
2=
( || 2&1)2= dx
(1.4)
+|
0
#(=) || 2 ds,
which is also called the GinzburgLandau functional. It is easy to verify that
the minimizer (, A) of the GinzburgLandau functional satisfies the equa-
tions (1.2) and (1.3) and we call it the least-energy solution of the
GinzburgLandau Equation (1.2) and (1.3). Note that the minimizers are
not unique because of the fact that the GinzburgLandau functional is
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gauge invariant, which means that the functional is invariant under the
gauge transformation
(, A)  ( exp(i/), A+{/) (1.5)
for every real smooth function /.
We will see that when 0 is simply connected and H#0, the least-energy
solutions of the GinzburgLandau equation (1.2) and (1.3) are completely
determined by the unique positive solution u= of Eq. (1.1). To make it clear,
let us denote +(#) the first eigenvalue of the following problem
{
&2,=+, in 0,
(1.6),
&
+#(=),=0 on 0.
It is easy to see that 0<+(#)<*1(0) for any constant #(=)>0, where *1(0)
is the first eigenvalue of the DirichletLaplacian operator in 0.
Theorem 1. Assume =>0 and #(=)>0.
(1) If 0<=<1- +(#), then Eq. (1.1) has a unique positive solution u=
and 0<u= (x)<1 on 0
(2) If =1- +(#), then Eq. (1.1) has no positive solution. In this case
we denote u=#0.
(3) If H(x)#0 and if (, A) is a least-energy solution of the
GinzburgLandau equation (1.2) and (1.3), then ||#u= .
(4) If 0 is simply connected and if H(x)#0, then the set of the least-
energy solutions of the GinzburgLandau Eqs. (1.2) and (1.3) is given by
[(u=ei/, {/) : / is real and Ho lder continuous].
This theorem implies that for the case that 0 is simply connected and
H(x)#0, the study of the asymptotic behavior of the least-energy solutions
to the GinzburgLandau Eqs. (1.2) and (1.3) can be reduced to the study
of the asymptotic behavior of the positive solutions u= of Eq. (1.1) as =  0.
Next result gives asymptotic behavior of the positive solutions u= of Eq.
(1.1). Let d(x)=dist(x, 0), |0| be the measure of 0 and define the
functional J= associated with Eq. (1.1) by
J=(.)=|
0 { |{.| 2+
1
2=2
(1&|.| 2)2= dx+|0 #(=) |,| 2 ds.
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Theorem 2. Assume #(=)>0 for all =>0 and assume
lim
=  0
=#(=)=- 2 l, (1.7)
where 0l+. Let u= be the unique positive solution of Eq. (1.1). Then
u=  1 in C 2loc(0) as =  0. (1.8)
Moreover, we have the following conclusions.
(1) If l=0, then u=  1 uniformly on 0 and
J= (u=)=[1+o(1)] |0| #(=) as =  0.
(2) If 0<l<+, then
u= (x)=
; exp(- 2d(x)=)&1
; exp(- 2d(x)=)+1
+|= (x), (1.9)
where
;=
1+- 1+l 2
l
(1.10)
and |= (x)  0 uniformly on 0 as =  0. Especially u= (x)  - 1+l 2&l
uniformly on 0 as =  0. Moreover, as =  0,
J= (u=)=2 - 2[1& p(l )+o(1)]
|0|
3=
, (1.11)
where
p(l )=
1+l 2
- 1+l 2+l
&
l
2
.
(3) If l= +, then
u= (x)=
exp(- 2d(x)=)&1
exp(- 2d(x)=)+1
+|= (x), (1.12)
where |=(x)  0 uniformly on 0 as =  0. Especially u= (x)  0 uniformly on
0 as =  0. Moreover, as =  0,
J= (u=)=2 - 2[1+o(1)]
|0|
3=
. (1.13)
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Remark. Theorem 2 indicates that if 0<l+ then the solution has
a boundary layer near 0 with scale O(=). More information concerning
the behavior of the solutions near 0 is given in Section 4, see (4.7) there.
We note that in the DeGennes model, #(=)=#0= and thus (1.7) holds with
l=#0 - 2.
To obtain the asymptotic behavior given in (1.9) and (1.12) we need the
uniqueness result for the following equation in the half-plane
{
&2u=(1&u2)u in R2+ ,
(1.14)u
&
+- 2 lu=0 on R2+ ,
where R2+=[x=(x1 , x2) # R
2 : x2>0], R2+=[x=(x1 , 0) : x1 # R] and
l>0 is a constant.
Theorem 3. Let l be a positive constant. The only positive bounded
solution to Eq. (1.14) is the following function
U(x)=U(x2)=
; exp(- 2x2)&1
; exp(- 2x2)+1
(1.15)
where
;=
1+- l 2+1
l
. (1.16)
It seems to us that Theorem 3 is of independent interest. A more general
result will be given in Section 5. We should mention that, the uniqueness
and symmetry of positive solutions to semilinear elliptic equations in a
half-space Rn+ with Dirichlet boundary conditions on R
n
+ have been
studied extensively, see for example [D], [BCN], [G]. Also see [GNN]
for related topics.
The results we obtain may be generalized to
{
&2u=
1
=2
(1&u2)u in 0,
u
&
+#(=) a(x)u=0 on 0,
(1.17)
where a(x) is a smooth positive function. We shall see this more precisely
in Section 6.
We should also mention that the GinzburgLandau equation (1.2) and
(1.3) with #(=)=0 has been extensively studied, see [CHO], [DGP] and
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the references therein. However, the results we obtain indicate the case of
#(=){0 is quite different from the case of #(=)=0. Note that Eq. (1.1) with
#(=)=0 is proposed as a model of phase transition for which u#1 is the
only positive solution. The following Dirichlet problem
{&2u=
1
=2
(1&|u| 2)u in 0,
(1.18)
u= g on 0,
where g is a mapping from 0 to S1, has been studied by F. Bethuel,
H. Bre zis and F. He lein [BBH], F.-H. Lin [L], M. Struwer [S]. There is a
significant difference between Eq. (1.1) and Eq. (1.18). As =  0, the energy
of the minimal solution to Eq. (1.18) is of order log(=), while it is of order
1= for Eq. (1.1) when lim inf=  0 =#(=)>0, see (1.11) and (1.13).
This paper is organized as follows. In Section 2 we show the existence of
the least-energy solutions to the GinzburgLandau equation (1.2) and
(1.3), give the uniqueness of the positive solution to Eq. (1.1) and prove
Theorem 1. In Section 3 we give the energy estimates for the positive
solution u= to Eq. (1.1). Theorem 2 is proved in Section 4. In Section 5 we
prove a uniqueness result for the positive solutions of the semilinear
elliptic equations on a half-space with concave nonlinearity, from which
Theorem 3 is obtained as a corollary. In Section 6 we give brief remarks
concerning the generalization of our results to Eq. (1.17).
2. Existence and Uniqueness in Bounded Domains
Let 0 be a smooth bounded domain in R2 and consider Eq. (1.1) in 0
with =>0 and #(=)>0. Associated with Eq. (1.1) is the following energy
functional
J= (.)=|
0 { |{.| 2+
1
2=2
(1&|.| 2)2= dx+|0 #(=) |.| 2 ds. (2.1)
We denote
C0(=)= inf
. # W 1, 2(0)
J= (.). (2.2)
As we mentioned in the introduction that Eq. (1.1) has no positive solution
for large = and has a unique positive solution u= for every small =.
Moreover, \u= are the only minimizers of (2.2). We shall state this more
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precisely in the next proposition. Let +(#) be the first eigenvalue of the
problem (1.6). Then for each . # W1, 2(0)
|
0
|{.| 2 dx+|
0
#(=).2 ds+(#) |
0
|.| 2 dx. (2.3)
We also note that for all 0<#(=)<+,
0<+(#)<*1(0), (2.4)
where *1(0) is the first eigenvalue of the Dirichlet-Laplacian operator
on 0.
Proposition 2.1. Let = and #(=) be two positive constants. If
=1- +(#), then Eq. (1.1) has no non-zero solution. If 0<=<1- +(#), then
Eq. (1.1) has a unique positive solution u= . Moreover,
(1) 0<u= (x)<1 on 0 ;
(2) u= attains its maximum in 0 and its minimum on 0;
(3) The only minimizers of (2.2) are u= and &u= .
Proof. Let u be a non-zero solution of Eq. (1.1). Multiplying Eq. (1.1)
by u and integrating over 0 we have
1
=2 |0 u
2 dx>
1
=2 |0 (1&u
2) u2 dx=|
0
|{u| 2 dx+#(=) |
0
u2 ds
+(#) |
0
u2 dx.
Thus =2<1+(#). Therefore when =2>1+(#) the only solution of Eq. (1.1)
is u#0. Especially
C0(=)=J= (0)=
|0|
=2
if =>1+(#).
For the remainder of the proof, we assume 0<=<1- +(#). Let  be the
positive eigenfunction of Eq. (1.6) corresponding to +(#). Then
J= ()=
|0|
2=2
&_ 1=2&+(#)& |0 2 dx+
1
2=2 |0 
4 dx.
Hence for each 0<=<1- +(#), we may choose t>0 sufficiently small such
that J= (t)<|0|(2=2), which implies C0(=)<|0|(2=2).
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It is standard to show the existence of the minimizers of (2.2). Let u be
a minimizer. Observe that the above discussions imply that u0. We claim
that u(x){0 for all x # 0 . We prove this claim by contradiction. Let
Z(u)=[x # 0 : u(x)=0] and suppose that Z(u) is not empty. Set v(x)=
|u(x)| and note Z(v)=Z(u). It is easy to see that v(x) is also a minimizer
of (2.2), therefore, it is a non-negative solution of Eq. (1.1). The regularity
theory gives that v(x) is smooth on 0 . Since #(=)>0, the maximum point
of v can not lie on 0. Thus it has to be located inside 0 and (1&v2)v=
&=22v0 at the maximum point, hence 0v(x)1 on 0 and 2v=
&=&2(1&v2)v0 in 0. Using strong maximum principle gives that v can
not attain its minimum inside 0. Hence the minimum point x0 of v must
lie on 0 and by Hopf lemma (&) v(x0)<0, thus v(x0)=&[1#(=)]
(&) v(x0)>0. Therefore, v(x) is strictly positive on 0 and Z(u)=Z(v) is
empty. This contradiction shows that a minimizer of (2.2) is either strictly
positive or strictly negative on 0 .
Let u0 be a non-negative solution of Eq. (1.1). Clearly, u is smooth and
the above arguments also gives that u satisfies (2) and 0<u(x)1 on 0 .
Next we show that u(x)<1 on 0 . Suppose maxx # 0 u(x)=1. Let w(x)#
1&u(x). w(x) satisfies 2w=c(x)w in 0 where c(x)=[1+u(x)] u(x)=2>0.
By Hopf lemma and using the boundary condition, w(x) achieves its
minimum 0 inside 0. On the other hand, by the strong maximum principle,
w(x) can not achieve its non-positive minimum inside 0, thus we get a
contradiction. Therefore the conclusion (1) holds.
Finally we prove that the positive solution of (1.1) is unique. Let u1 and
u2 be the positive solutions of Eq. (1.1). It is enough to show u1u2 .
From the conclusion (1) we know that u1 and u2 are strictly positive
on 0. Denote u*=*u1 . Then for * large enough we have u*>u2 . It is easy
to check that for *>1, u* is a supersolution of Eq. (1.1), i.e.
{
&2u*
1
=2
(1&u2*)u* in 0,
u*
&
+#(=)u*=0 on 0.
Set
* =inf[*1: u*u2 on 0 ].
We want to show that * =1. Suppose * >1. Then u #u* #* u1 is the strict
super-solution of Eq. (1.1), u u2 , and inf0 (u &u2)=0. Define an operator
L by
L.=2.&c(x).,
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where c(x)=(u 2+u u2+u2 2)=2>0. Observe
L(u &u2)&
1
=2
(u &u2)0.
Hence, by the strong maximam principle we obtain that u &u2 can not
attain the minimum 0 in the interior of 0, unless u &u2 is constant. Thus
u &u2 attains its minimum at a point x0 on 0 and u (x0)&u2(x0)=0.
From the boundary condition we have (&) u (x0)&(&) u2(x0)=0.
On the other hand, the Hopf Lemma implies that (&) u (x0)&
(&) u2(x0)<0, a contradiction. Therefore we must have * =1. Thus
u1u2 . This completes the proof. K
Corollary 2.2. When 0 is a ball B=BR(0), the only positive solution
u= to Eq. (1.1) is radial, that is, u(x)=u( |x| ).
Proof. Obviously u = (x1 , x2)=u= (&x1 , x2) is also a positive solution.
By the uniqueness we have u= (x1 , x2)=u= (&x1 , x2) . So u= is symmetric
with respect to the line [x1=0]. Then rotating the coordinate system we
obtain the result. K
Next we consider the GinzburgLandau equation (1.2) and (1.3). Given
an applied magnetic field H # W1, 2(0) we define the GinzburgLandau
functional GL(, A, =) as in (1.4) and define
C(=, H)= inf
(, A) # W
GL(, A, =), (2.5)
where W=W1, 2(0, C)_W 1, 2(0, R2). As was mentioned in Section 1 that
the minimizer (, A) of (2.5) is a weak solution of Eq. (1.2) and (1.3),
which has the least energy among all the weak solutions. Moreover, if H(x)
is a smooth function, then for every weak solution (, A) there exists a
Ho lder continuous gauge transformation which changes (, A) to a
smooth solution. This conclusion can be proved by the argument in [JT,
Theorem 5.1.1]. In the following we first prove the existence of a least-
energy solution to Eq. (1.2) and (1.3) and then show Theorem 1 which is
stated in Section 1.
Proposition 2.3. Assume = > 0, #(=) > 0 and H # W1, 2(0). Then
Eq. (1.2) and (1.3) has a least-energy solution.
Proof. Let [(m , Am)] be a minimizing sequence in W. Applying
gauge transformations if necessary we may assume that
{div Am=0 in 0,Am } &=0 on 0. (2.6)
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We may also assume that |m |1 in 0. Otherwise, we may replace m by
 m={m ,m |m| ,
if |m|1
if |m|>1.
Then we use Sobolev imbedding theorems to conclude that, after passing
to a subsequence,
(m, Am)  (, A) weakly in W as m  
and
GL(, A, =)lim inf
m  
GL(m , Am , =)=C(=, H).
Thus (, A) is a minimizer of (2.2). K
Proof of Theorem 1. The conclusions (1) and (2) have been proved in
Proposition 2.1.
To prove (3) we first show that
C(=, 0)=C0(=), (2.7)
where C0(=) and C(=, 0) are defined in (2.2) and (2.5). Note that when
H(x)#0, GL(., 0, =)=J= (.) for all real function .. Therefore
C(=, 0)= inf
(, A) # W
GL(, A, =) inf
. # W1 , 2(0)
GL(., 0, =)=C0(=).
Let (, A) be a minimizer of C(=, 0). After a Ho lder gauge transformation
we may assume that (, A) is smooth. From the Kato inequality (see [JT,
Prop. 6.6.1]) we have
|
0
|{| &2 dx|
0
|({&iA) | 2 dx.
Thus we have
C0(=, 0)=GL(, A, =)
|
0 { |{| | | 2+|curl A| 2+
1
2=2
( || 2&1)2= dx+|0 #(=) || 2 ds
J= ( || )+|
0
|curl A| 2 dxC0(=).
Therefore (2.7) holds and J= ( || )=C0(=), that is, |(x)| is a minimizer of
(2.2). By Proposition 2.1, |(x)|=u= (x). So (3) is proved. Moreover,
|{ || |=|({&iA) | and |curl A|=0 a.e. in 0. (2.8)
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Finally we show that (4) holds. As in the proof of (3) we assume (, A)
is a smooth minimizer. From (2.8) we have curl A#0 in 0. Since 0 is
simply connected, A={/ for some real function. If =>1- +(#), then
#0. In this case the conclusion (4) is true.
Next we assume 0<=<1- +(#). Then |(x)|=u=(x)>0 on 0 . So
deg()=0. Since 0 is simply connected, we can write =u=ei’ for some
real function ’. Hence
|
0
|({&iA) | 2 dx=|
0
[ |{u= | 2+u= 2|{’&A| 2] dx
which with (2.8) implies that u2= |{’&A|
2=0 a.e. on 0. Since u=>0 we
have {’=A={/. So (4) is true and the proof is completed. K
3. Energy Estimates
From Proposition 2.1 and (2.4) we see that for 0<=<1- *1(0), Eq. (1.1)
has a unique positive solution u= and J= (u=)=C0(=). In this section we shall
obtain the estimates for C0(=) as =  0, which will be used in Section 4 to
obtain the asymptotic behavior of u= .
Assume that 0 is a smooth (say, Ck for some k3) bounded domain
in R2. Then 0 consists of a finite number of simple closed Ck curves dis-
intersecting with each other. Every component 1 of 0 can be represented
as z=z(s) in the arc length parameter s and z$(s) is the unit tangent vector.
Let &(s) be the unit outer normal vector and n(s)=&&(s) be the inner
normal vector. We also denote z$(s) by {(s). We choose the positive direc-
tion of 1 in such a way that the orientation of ({(s), n(s)) is coincident with
the orientation of the x1 x2 -coordinates. Then from the Frenet formula we
have
{$(s)=}rn(s), n$(s)=&}r{(s), (3.1)
where }r is the relative curvature of 1 under the given orientation.
Obviously there exists a positive constant +0=+0(0) such that
|}r |
1
+0
on 0. (3.2)
The total relative curvature K=K(0) of 0 under the given orientation
is defined by
K=|
0
}r ds. (3.3)
146 LU AND PAN
File: 505J 312512 . By:MB . Date:12:08:96 . Time:17:47 LOP8M. V8.0. Page 01:01
Codes: 2366 Signs: 1233 . Length: 45 pic 0 pts, 190 mm
One may easily show that 1 }r ds=2? for each component 1. Thus
K(0)=2?[number of the components of 0]. (3.4)
Let d(x)=dist(x, 0) and 0(+)=[x # 0 : d(x)<+]. Then from the
results in [GT] it follows that d # C k&1(0(+0)) and for every x # 0(+0)
there exists a unique point z=z(x) # 0 such that
x=z&d(x)&(z), {d(x)=&&(z). (3.4)
Set
T(z, t)=z&t&(z), z # 0, 0t+0 . (3.5)
Then T is well-defined on 0_[0, +0] and is a C k&1 mapping onto 0(+0).
Let +, 0<+<+0 , be fixed, 1 be a component of 0 and L be a piece of
1 which is represented as z=z(s), asb. Define a set
D=[z(s)&t&(s) : a<s<b, 0<t<+] (3.6)
and we call it a canonic chip with height + and length l=b&a. Clearly D
is an open subset of 0(+). Note that one side of D is L, and two sides of
it are the segments of length + lying on the normal lines of 1 passing
through the points z(a) and z(b). Define a map 9(s, t) from [a, b] _
[0, +] onto D by
x=9(s, t)=z(s)&t&(s).
Then 9(s, t) is Ck&1 and
|det D9|= } s9_

t
9 }=1&t}r (s), (3.7)
here Frenet formula (3.1) is used.
Next result gives a upper bound for C0(=).
Lemma 3.1. Fix 0<+<+0 and 0:<1. Then as =  0,
C0(=)- 2(1&:)2 (2+:)
|0|
3=
+
4
3 _
1&:2
4
+log \1+:2 +& K(0)
+:2 |0| #(=)+O(=&2 exp(&2 - 2+=)), (3.8)
where K(0) is the total relative curvature of 0.
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Proof. Let
v= (x)={exp(- 2d(x)=)exp(- 2+=)
if x # 0(+),
if x # 0"0(+).
(3.9)
Then v= # W1, 2(0) & C(0 ) and
{v= (x)={(- 2=) v=(x) {d(x)0
if x # 0(+),
if x # 0"0(+).
Set
;=
1+:
1&:
(3.10)
and define
,= (x)=
;v= (x)&1
;v= (x)+1
. (3.11)
Then .= # W1, 2(0) and
{.= (x)=
2 - 2;v= (x) {d(x)
=[;v= (x)+1]2
in 0(+).
Recall that |{ d(x)|=1 in 0(+). Thus
|
0
|{.= | 2 dx=
8;2
=2 |0(+)
v2=
[;v=+1]4
dx,
|
0
1
2=2
[ |.= | 2&1]2 dx=
8;2
=2 |0
v2=
[;v=+1]4
dx.
For x # 0, .= (x)=(;&1)(;+1)=:. Thus
J= (.=)=
16;2
=2 |0(+)
v2=
[;v=+1]4
dx+:2 |0| #(=)+I(=, +), (3.12)
where
I(=, +)=|
0"0(+)
1
2=2
[ |.= | 2&1]2 dx. (3.13)
One may easily check that as =  0,
I(=, +)=O(=&2 exp(&2 - 2+=)). (3.14)
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We claim
|
0(+)
v2=
[;v=+1]4
dx
=
- 2(3;+1)
12;2(;+1)3
|0| =&
1
12;2 _log \
1+;
; +&
;
(1+;)2& K(0) =2
+O(= exp(&2 - 2+=)). (3.15)
To prove (3.15) we divide 0(+) into a finite number of canonic chips
each with height + and length lj and carry out the calculation on each of
the chips. Let D be one of the chips, which can be represented by (3.6) with
l=b&a. Then d(x)=t and v= (x)=exp(- 2 t=) on D. So
|
D
v2=
[;v=+1]4
dx=|
b
a
ds |
+
0
exp(2 - 2 t=)
[; exp(- 2 t=)+1]4
[1&t}r (s)] dt.
Set _=- 2=, t1=- 2 t=. Then
|
+
0
exp(2 - 2 t=)
[; exp(- 2 t=)+1]4
[1&t}r(s)] dt
=
1
_ |
_+
0
e2t1
[;et1+1]4 _1&
t1
_
}r(s)& dt1
=
}r (s)
_2;2 |
_+
0 {
1
3(;et1+1)3
&
1
2(;et1+1)2= dt1
+
1
6_;2 {
3;+1
(;+1)3
&
3;e_++1
(;e_++1)3
[1&+}r (s)]=
=&
}r (s)
6_2;2 {log \
1+;
; +&
;
(1+;)2
+O(e&2_+)=
+
3;+1
6_;2(;+1)3
+O(_&1e&2_+).
Hence
|
D
v2=
[;v=+1]4
dx=
- 2(3;+1)
12;2(;+1)3
l=&
=2
12;2 _log \
1+;
; +&
;
(1+;)2&
_|
l
0
}r (s) ds+O(=&1 exp(&2 - 2+=))
which yields that (3.15) holds.
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Combining (3.12) with (3.14) and (3.15) gives
J= (.=)=
4 - 2(3;+1)
3(;+1)3
|0|
=
&
4
3 _log \
1+;
; +&
;
1+;& K(0)
+:2 |0| #(=)+O(=&2 exp(&2 - 2+=)).
Then using (3.10) we have (3.8). K
The estimate (3.8) depends the choice of :. If lim=  0 =#(=) exists ( which
may be +), then we can choose : properly to get the best estimates.
Theorem 3.2. Fix 0<+<+0 .
(1) If lim=  0 =#(=)=0, then C0(=)|0| #(=).
(2) If lim=  0 =#(=)=+, then as =  0,
C0(=)2 - 2
|0|
3=
+
4
3 _
1
4
&log 2& K(0)+O(e&+=). (3.16)
(3) If lim=  0 =#(=)=- 2 l with 0<l< +, then as =  0,
C0(=)2 - 2[1& p(L(=))]
|0|
3=
+
4
3 _
1
4
&log 2+q(L(=))& K(0)
(3.17)
+O(e&+=).
where L(=)==#(=)- 2,
{
p(t)=
1+t2
- 1+t2+t
&
t
2
,
q(t)=&
1
4
(- 1+t2&t)2+log(1+- 1+t2&t).
(3.18)
Especially if
=#(=)=- 2 l+O(=m) as =  0 (3.19
for some m>1, then as =  0
C0(=)2 - 2 [1& p(l)]
|0|
3=
+
4
3 _
1
4
&log 2+q(l)& K(0)+O(=m&1). (3.20)
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Proof. (1) is trivial. In fact,
C0(=)J= (1)=|0| #(=).
Letting :=0 in (3.8) gives (3.16).
Finally, we show (3). Let L=L(=)==#(=)- 2. Then from (3.8),
C0(=)- 2g(:)
0
=
+
4
3 _
1&:2
4
+log \1+:2 +& K(0)+O(e(&+=),
where g(:)=:33+L:2&:+23. It is easy to see that the minimum point
of g in [0, 1] is given by
:(L)=- 1+L2&L. (3.21)
Moreover,
g(:(L))= min
0:1
g(:)= 23 [1& p(L)].
Choosing :=:(L(=)) in (3.8) we obtain (3.17). K
Remark. p(0)=1, 0<p(l)<1 for all l>0 and p(+)=0. q(0)=
log 2&14, q(+)=0.
4. Asymptotic Behavior
In previous sections, we obtained that for each 0<=<1- *1(0),
Eq. (1.1) has a unique positive solution u= and 0<u=<1. In this section we
study the asymptotic behavior of u= as =  0 and establish Theorem 2. We
mention that Section 5 is independent of other sections and results
obtained in Section 5 will employed here.
Proof of Theorem 2. The proof consists of three ingredients: the inte-
rior estimate u= in 0= , the boundary estimate in 0(=), and the energy
estimates, where 0= [x # 0 : d(x)>=], 0(=)=[x # 0 : d(x)<=], d(x)=
dist(x, 0).
Part 1: The interior estimates. We first claim that there exists a positive
constant k=k(0) such that
m=lim inf
=  0
inf
d(x)k=
u= (x)>0. (4.1)
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We prove this claim by contradiction. Suppose m=0. Then there exists a
sequence =  0 and x= # 0 with d(x=)=  +, such that u=(x=)  0.
Denote w=(x)=u=(x=+=x) for x # 0==(0&x=)=. Then
&2w= (1&w= 2)w= in 0= ,
0<w=(x)<1, w=(0)  0 as =  0. Using the elliptic estimates and Sobolev
imbedding theorem, we may extract a convergent subsequence (still
denoted by w=) so that w=  w in C 2loc(R
2) and w satisfies
&2w=(1&w2)w
in R2, 0w(x)1 and w(0)=0. Observe 2w0 in R2. By the strong max-
imum principle we find that w(x)#0. Hence w=  0 in C2(R2). Especially
w=  0 in C2(BR), where R is chosen so that the first eigenvalue of the
DirichletLaplacian operator in BR is 13. Then, using the same arguments
as in the proof of Lemma 5.3, we obtain a contradiction. Thus we complete
the proof of the claim.
Next we show that in 0k= , u= approaches 1 exponentially. We write
Eq. (1.1) as
=22(1&u=)&c=(x)(1&u=)=0, (4.2)
where c= (x)=(1+u= (x))u= (x). From (4.1) c= (x)m>0 in 0k= for all
small =. Applying a lemma due to Fife [F; p. 230] to the function 1&u= in
the domain 0k= , we find that there exists a constant ’=’(0)>0 such that
1&u= (x)2 exp(&’d= (x)=) in 0k= ,
where d= (x)=dist(x, 0k=)d(x)&k=. Hence we find
1&u= (x)2ek’ exp(&’d(x)=) in 0k= , (4.3)
which with Eq. (1.1) yields that for N>2’ and x satisfying
d(x)N=log(1=),
|2u= (x)|4ek’=N’&2  0 as =  0.
Especially we get (1.8) in Theorem 2. Namely,
u=  1 in C2loc(0) as =  0.
Part 2: The boundary estimates. We now establish the the asymptotic
behavior of u= near the boundary of 0. For an arbitrary point x= # 0,
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x= z(s=), we choose a canonic chip D(x=) with hight + and length 2l as in
Section 3, where l>0 is small but independent of =. In D(x=) we may write
x=9(s, t)=z(s)&t&(s), s=&l<s<s=+l, 0<t<+. (4.4)
From (3.7) it follows that 9 is a Ck&1 diffeomorphism. Set
u~ = (s, t)=u= (9(s, t))=u= (z(s)&t&(s)).
Then u~ = satisfies
{
&2 u~ =
1
=2
(1&u~ 2= ) u~ = for s=&l<s<s=+l, 0<t<+,
u~ =
t
&#(=)u~ = 0 for s=&l<s<s=+l, t=0.
(4.5)
where
2 =(1&t}r(s)) &2
2
s2
+
2
t2
+
t}$r (s)
(1&t}r(s))3

s
&
}r(s)
1&t}r(s)

t
.
We shall use a rescaling argument to obtain the boundary estimate. Set
w= (s, t)=u~ = (s=+=s, =t).
Then w= satisfies
{
&2=w= (1&w2= )w= for |s|<l=, 0<t<+=,
(4.6)w=
t
&=#(=) w= 0 for |s|<l=, t=0,
where
2= (1&=t}r (s=+=s)) &2
2
s2
+
2
t2
+
=2t}$r (s=+=s)
(1&=t}r(s=+=s))3

s
&
=}r (s=+=s)
(1&=t}r (s=+=s))

t
.
From (4.1), w= (0, k)=u~ = (s= , =k)m>0.
Case (i) lim=  0 =#(=)=- 2 l with 0l<+. Using the elliptic
estimates and Sobolev imbedding theorem, we find a convergent sub-
sequence [wj], wj=w=j , such that wj  w in C
2
loc(R
2
+) and w satisfies
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Eq. (1.14), 0w1 in R2+ and w(0, k)m. If l=0, then from Proposi-
tion 5.5 we have w#1. If 0<l< +, then from Theorem 3 established in
Section 5 it follows that w(x)#U(x2), where U(x2) is given in (1.15). Since
the limit is unique we conclude that the entire sequence must converge to
w in C 2loc(R
2
+). Therefore for any fixed R>0,
sup
|s|R, 0tR
:
|:|2
|D:[w=&w]|  0 as =  0.
Hence
sup
|s&s=|R=, 0tR=
:
|:|2
= |:| }D: _u~ = (s, t)&w \t=+&} 0 as =  0.
Note that t=d(x) for x # 0(+). Thus, we conclude that, for any fixed R>0,
sup
d(x)R=
:
|:|2
= |:| }D: _u= (x)&w \d(x)= +&} 0 as =  0. (4.7)
Especially we have
sup
d(x)R= }u= (x)&w \
d(x)
= +} 0 as =  0, (4.8)
and
sup
x # 0
|u= (x)&w(0)|  0 as =  0, (4.9)
which with (4.3) gives for 0l< +,
sup
0 } u= (x)&w \
d(x)
= +} 0 as =  0, (4.10)
where w(x)#1 for l=0 and w(x)=U(x2) for 0<l<+, where U(x2) is
given in (1.15).
Case (ii) l=+. We first prove that u=  0 uniformly on 0, which
will be obtained via the following comparison principle. For i=1, 2, let fi
be the positive solution of
{
&2fi=
1
=2
(1&f 2i ) fi in 0,
fi
&
+#i fi=0 on 0.
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If 0<#1<#2 , then f1(x)>f2(x) on 0 . This result easily follows from
the maximum principle. Using this comparison result to u= and the corre-
sponding solution u = in case (i) we find that
lim sup
=  0
max
0
u= (x)lim inf
l  +
(- 1+l 2&l )=0.
Next we consider the behavior of u= near 0. Take a canonic chip D and
define the rescaled function w= as before. Then w= satisfies
{
&2=w= (1&w2= )w= for |s|<l=, 0<t<+=,
max
|s|<l=
w= (s, 0)  0,
and w= (s, k)m. Furthermore, there is a convergent subsequence (still
denoted by w=) such that w=  w in C 0loc(R
2
+) and w satisfies Eq. (5.11) in
Section 5. From Proposition 5.6 we find w(x)#U0(x)=U0(x2), where
U0(x2) is given in (5.12). Since the limit is unique we obtain that the entire
sequence must converge. Therefore for any R>0 we have
sup
d(x)R= }u= (x)&U0 \
d(x)
= +} 0 as =  0. (4.11)
Combining (4.3) with (4.11) gives (1.12).
Part 3. The Energy Estimates. (1) l=0. Since u=  1 uniformly on 0,
we have
J= (u=)#(=) |
0
u2= ds=#(=) |
0
[1+o(1)] ds
=#(=) |0| [1+o(1)]
which with (1) in Theorem 3.2 yields the conclusion.
(2) 0<l< +. Divide 0(+) into a finite number of canonic chips
Dj (=), each with the height + and the length =lj , 1jN(=), lj may depend
on j and = but have uniform upper- and lower-bound,
= :
N(=)
j=1
lj=|0|.
155GINZBURGLANDAU EQUATION
File: 505J 312521 . By:MB . Date:12:08:96 . Time:17:47 LOP8M. V8.0. Page 01:01
Codes: 2014 Signs: 626 . Length: 45 pic 0 pts, 190 mm
In each Dj (=) we define u~ = and w= as in step 2. Then as =  0,
1
= |0(+) (u
2
= &1)
2 dx=
1
=
:
N(=)
j=1
|
Dj (=)
(u2= &1)
2 dx
=
1
=
:
N(=)
j=1
|
=lj
0
ds |
+
0
(u~ 2= &1)
2 [1&t}r (s)] dt
== :
N(=)
j=1
|
lj
0
ds |
+=
0
(w2= &1)
2 [1&=t}r (=s)] dt
= :
N(=)
j=1
|
lj
0
ds |
+=
0
(w2= &1)
2 [1&C1 =] dt
 :
N(=)
j=1
=lj |
+
0
[U2(t)&1]2 dt+o(1)
(by (4.10) and Fatou Lemma)
=|0| |
+
0
[U 2(t)&1]2 dt+o(1).
Similarly, we have
= |
0(+)
|{u= | 2 dx|0| |
+
0
U$(t)2 dt+o(1)
|
0
u2= dsU(0)
2 |0|+o(1).
Therefore, using (3) in Theorem 3.2 we obtain (1.11). Moreover,
lim
=  0
= |
0
|{u= | 2 dx=|0| |
+
0
U$(t)2 dt,
lim
=  0
1
= |0 (u
2
= &1)
2 dx=|0| |
+
0
[U(t)2&1]2 dt.
(3) l=+. Let
J(.; =, #)=|
0 { |{.| 2+
1
2=2
(1&|.| 2)2= dx+# |0 |.| 2 ds,
C (=, #)= inf
. # W1 , 2(0)
J(.; =, #).
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Obviously C (=, #1)C (=, #2) if #1<#2 . Therefore for any l >0 there exists
= >0 such that for 0<=<= ,
C0(=)=C (=, #(=))2 - 2 [1& p(l )]
|0|
3=
.
Hence
lim inf
=  0
=C0(=) lim
l  +
2 - 2
3
[1& p(l )] |0|=
2 - 2
3
|0|.
From this and (2) in Theorem 3.2 we obtain (1.13). The proof is completed.
K
5. Uniqueness in Half Spaces
The main purpose of this section is to prove Theorem 3. However, we
would like to go a little further and obtain a more general result. Consider
the following problem:
{
&2u=f (u) in Rn+ ,
(5.1)u
&
+#u=0 on Rn+ ,
where Rn+=[(x$, xn) : x$ # R
n&1, xn>0] and Rn+=[(x$, 0) : x$ # R
n&1],
#>0 is a constant, f (u) is a smooth function satisfing the following
conditions:
f (0)=f (a)=0, f (u)>0 for 0<u<a and f (u)<0 for u>a,
f $(0)>0, f "(u)<0 for 0<u<a. (5.2)
Obviously f (u)=(1&u2)u satisfies (5.2). We may call a smooth function
satisfying (5.2) a cubic-like function.
Lemma 5.1. Assume f (u) satisfies (5.2). The bounded positive ODE
solution U=U(xn) of Eq. (5.1) is unique and it has the following property
U$(xn)>0 for xn0, lim
xn  +
U(xn)=a. (5.3)
Proof. Denote t=xn . Then U(t) satisfies the following equation
{U"+f (U)=0 for t>0,U$(0)=#U(0). (5.4)
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First we observe that 0<U(0)<a. In fact, if U(0)=0 then U(t)#0. If
U(0)a, then for small t>0 we have U$(t)>0, U(t)>a, f (U(t))<0, and
U$(t)=U$(0)&|
t
0
f (U(s)) ds>0.
Hence U(t) keeps increasing and U$(t)>U$(0)#a. So U(t)  + as
t  +.
To prove (5.3) we set
*=sup[T>0: U(t)<a and U$(t)>0 in [0, T)].
We claim *=+. Otherwise suppose *<+. Then for 0t<* we have
U(t)<a and U$(t)>0 and either U(*)=a or U$(*)=0. We note that
U(*)=a and U$(*)=0 can not hold simultanuously because otherwise
U(t)#a, which is impossible.
Suppose U(*)=a. Then U$(*)>0 and we easily show that U$(t)>U$(*)
for t>*, which implies U(t)  + as t  +, a contradiction.
Suppose U$(*)=0. Then U(*)<a, U"(t)=&f (U(t))<0 for t near *.
Choose *1>* such that U(*1)<a and U$(*1)<0. Then U$(t)<U$(*1) for
all t>*1 and we find U(t)=0 for some T*1+a|U$(*1)|, again a con-
tradiction.
Hence *=+, that is, U$(t)>0 and 0<U(t)<a for all t>0. So
U(+)=limt  +U(t) exists and 0<U(+)a. Moreover, U"(t)=
&f (U(t))<0 for all t>0. So U$(t) decreases in t and limt  + U$(t) exists,
which must be zero. Using the mean value theorem we can find a sequence
tm  + such that U"(tm)  0. However, limt  + U"(t)=&f (U(+))
exists, so f (U(+))=0, i.e. U(+)=a. (5.3) is proved. K
Remark. The ODE solution to Eq. (5.1) is given by
|
U(t)
:(#)
du
- F(:)&F(u)
=- 2 t, (5.6)
where F(u)=u0 f (s) ds, and :(#) is the unique root of the function g(:)=
#2:22+F(:)&F(a) in the inteval (0, a). When n=2 and f (u)=(1&u2)u,
U(0)=:(#)=&
#
- 2
+#
2
2
+1,
and
U(t)=
; exp(- 2 t)&1
; exp(- 2 t)+1
,
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where
;=;(#)=
1+:(#)
1&:(#)
=
1+- 1+#22
#- 2
.
It is interesting to know if the bounded positive solution to Eq. (5.1) is
unique. We begin the discussion with the following observation.
Lemma 5.2. Assume f (u) satisfies (5.2). If u is a bounded positive solu-
tion to Eq. (5.1), then 0<u(x)<a in Rn+ _ R
n
+ .
Proof. The maximum principle implies that u(x)>0 in Rn+ _ R
n
+. Let
M=supx # Rn+ u(x). We first show Ma. Suppose M>a. We choose
xm # Rn+, x
m=(zm, xmn ) , such that u(x
m)  M as m  .
Claim. There exists a constant $>0 such that xmn >2$.
Suppose the claim is not true. We may assume xmn  0. Let
vm(x)=v(zm+x$, xn). Then vm satisfies Eq. (5.1), 0<vm(x)M, and
vm(0, xmn )  M. Using the elliptic estimates and Sobolev imbedding
theorem we may extract a convergent subsequence (still denoted by vm)
such that vm  v in C 2loc(R
n
+), 0v(x)M in R
n
+ , v(0)=M, and v satisfies
Eq. (5.1). Since v attains its maximum at x=0 we have (&) v(0)0,
which implies 0=(&) v(0)+#v(0)>0, a contradiction. So the claim is
true.
Now we define wm(x)=u(xm+x). From the claim we see that wm is
well-defined in the ball B$(0). Again using elliptic estimates and Sobolev
imbedding theorem, we find a convergent subsequence (still denoted by
wm) so that wm  w in C2(B$(0)), here w satisfies &2w=f (w) in B$(0) and
0w(x)M, w(0)=M. So 0 is a local maximum point and 2w(0)0.
But 2w(0)=&f (w(0))=&f (M)>0, a contradiction. Hence we must have
Ma.
Finally, we show u(x)<a in Rn+ _ R
n
+. Suppose not. There exists
x0 # Rn+ _ R
n
+ such that u(x0)=a. The boundary condition implies that x0
can not lie on Rn+. In R
n
+ we have 2(u&a)+c(x)(u&a)=0, where
c(x)=f (u(x))(u(x)&a) if u(x)<a and c(x)=f $(a) if u(x)=a. By the
assumption of f we see that c(x)0. Then the maximum principle implies
that u&a can not attain its non-negative maximum in Rn+. This contradic-
tion shows u(x)<a for all x # Rn+ _ R
n
+ and the proof is completed. K
Lemma 5.3. There exists a constant C=C(#) such that for all bounded
positive solution u of Eq. (5.1)
inf
x # Rn+
u(x)C. (5.7)
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Proof. Suppose the conclusion is not true. Then there exist a sequence
of positive solutions [um] and xm=(zm, xmn ) # R
n
+ _ R
n
+ such that
um(xm)  0. Since um(zm+x$, xn) is also a solution to Eq. (5.1), we may
assume zm=0. From Lemma 5.2, 0<um(x)<a.
First we assume that [xmn ] is bounded. Then we there a convergent sub-
sequence (still denoted by [xmn ]) such that x
n
m  b as m  , where b0.
Using the elliptic estimates and the imbedding theorem, there exists a
convergent subsequence (still denoted by [um]) such that um  u in
C2loc(R
n
+ _ R
n
+) and u is a non-negative solution of Eq. (5.1) with
u (0$, b)=0. By the maximun principle we have u #0. Thus um  0 in
C2loc(R
n
+ _ R
n
+). Let k=f $(0). Choose a ball BR(x0)/R
n
+ such that the
first eigenvalue of the DirichletLaplacian operator in BR(x0) is k3. Let ,
be the associated eigenfunction which is positive in BR(x0), that is, ,
satisfies the following equation:
{&2,=
k
3
, and ,>0 in BR(x0),
,=0 on BR(x0).
It is well-known that (&),>0 on BR(x0). Since f $(0)=k>0 and
um  0 uniformly on B R(x0) we can choose m0 such that f (um)>(2k3)um
on B R(x0) for all m>m0 . Hence 2um+(2k3)um<0 in BR(x0). Integrating
yields
|
BR(x0) {,2um&um2,+
k
3
,um= dx<0.
However,
|
BR(x0)
[,2um&um2,] dx=&|
BR(x0)
um
,
&
ds>0,
a contradiction. So this case can not happen.
Next we assume that |xmn |  +. Set wm(x)=um(x$, x
m
n +xn). Again we
may extract a convergent subsequence (still denoted by wm) such that
wm  0 in C 2loc(R
n) as m  . Using the same argument above we also get
a contradiction. So (5.7) is true. K
To prove the uniqueness of the bounded positive solution of Eq. (5.1) we
need the following uniqueness result concerning the positive solutions to
the related equation in Rn:
&2u=f (u) in Rn. (5.8)
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Lemma 5.4. The only positive solution u(x) of Eq. (5.8) satisfying
0<u(x)a is u(x)#a.
Proof. As in Lemma 5.2 and Lemma 5.3 we show that there exists a
constant C>0 such that every bounded positive solution u of Eq. (5.8)
must satisfy
C<u(x)a on Rn.
Therefore 2u= &f (u)0 on Rn. Using the maximum principle we see that
if ua, then u cannot achieve its minimum. Hence there exists a sequence
[xm], |xm |  +, such that u(xm)  m0=infRn u(x)>0. Define vn(x)=
u(x+xm). Passing to a subsequence if necessary we have vm  v in C 2loc(R
n),
where v is a solution of Eq. (5.8) in Rn, m0v(x)a, v(0)=m0=
infRn v(x). Therefore by maximum principle we have v(x)#m0 , and
f (m0)=0. Hence m0=a, that is, u(x)#a. K
Now we can prove the main result in this section, from which we obtain
Theorem 3 in Section 1 directly.
Theorem 5.5. Assume that f (u) is a smooth function satisfying the condi-
tion (5.2) and the hypothesis (H). Then the only bounded positive solution of
Eq. (5.1) is U(xn) given in Lemma 5.1.
Proof. Let u(x) be a bounded positive solution to Eq. (5.1). We first
show that
u(x$, xn)  a uniformly in x$ # Rn&1 as xn  +. (5.9)
Suppose (5.9) is not true. Then there exist a constant =>0 and a
sequence [(zm, xmn )] with z
m # Rn&1, xn  + as m  , such that
C<u(zm, xmn )<a&=, where C>0 is given in Lemma 5.3. Furthermore, we
may find a convergent subsequence (still denoted by u(zm, xmn )) such that
u(zm, xmn )  a where C:a&=. Let um(x$, xn)=u(z
m+x$, xmn +xn).
Then using the elliptic estimates and the imbedding theorem we obtain a
convergent subsequence (still denoted by um(x$, xn)) such that um  u~ in
C 2loc(R
n) as m  , where u~ is a solution to Eq. (5.8) and satisfies C
u~ (x)a in Rn. From Lemma 5.4 we have u~ (x)#a. However, u~ (0)=a<a,
a contradiction. So (5.9) holds.
Let U(x)=U(xn) be the ODE solution to Eq. (5.1) given in Lemma 5.1.
We prove u(x)U(x) in Rn+.
Since U(x)U(0)>0, there exists a constant t, 0<t<1, such that
ut(x)#tu(x)U(x) in Rn+ . Define
*=sup[0<t1: ut(x)U(x) in Rn+.]
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We claim *=1. Otherwise, suppose 0<*<1. Since f (u) is concave and
f (0)=0, f (u*)=f (*u)*f (u). Thus
{
&2u*f (u*) in Rn+ ,
u*
&
+#u*=0 on Rn+ .
u*  U in Rn+ , inf Rn+(U & u*) = 0. Set |(x) = U(x) & u*(x). Since
limxn  + |(x)=(1&*)a, |(x)0. |(x) satisfies
{
2|+c(x)|0 in Rn+ ,
|
&
+#|=0 on Rn+,
where c(x)=[ f (U(x))&f (u*(x))][U(x)&u*(x)] if U(x)>u*(x) and
c(x)=f $(U(x)) if U(x)=u*(x). The boundary condition implies that
|(x)>0 on Rn+. Now we claim that |(x)>0 in R
n
+. Suppose there exists
a point x0 # Rn+ so that |(x0)=0. Then x0 is a minimum point of | and
therefore {|(x0)=0. Choose a ball B/Rn+ such that x0 # B. If |0
in B, we can use Lemma H in [GNN, p. 212] to conclude that
(&)|(x0)<0, contradicting the fact that {|(x0)=0. Hence |(x)#0
in B. Repeating this argument we reach the conclusion that the set
[x # Rn+ : |(x)=0] is an open subset of R
n
+. Obvious it is a close set and
it is not Rn+. So it must be empty. Thus, |(x)>0 for all x # R
n
+ _ R
n
+ and
infR n+ |=0, which implies that a sequence of points [x
m], xm=(zm, xmn ),
|xm|  , such that |(xm)  0 as m  . Since |(x)=U(x)&*u(x) 
(1&*)a>0 uniformly in x$ # Rn&1 as xn  +, we see that [xmn ] is
bounded and we may assume that xn m  b0. Define vm(x$, xn)=
u(zm+x$, xn). For a subsequence we have vm  v~ in C 2loc(R
n
+ _ R
n
+),
where v~ is a solution of Eq. (5.1) and Cv~ (x)a. Moreover, U(x)*v~ (x)
in Rn+ and U(b)=*v~ (0$, b). Denote |~ =U&*v~ . Then |~ 0, 0, |~ (0$, b)=0,
and |~ satisfies
{
2|~ +c~ (x)|~ 0 in Rn+ ,
|~
&
+#|~ =0 on Rn+.
Using Lemma H in [GNN] to |~ at the point (0$, b) as above we find that
|~ can not have a zero point. So we reach a contradiction again.
Now we have proved that *=1. Hence u(x)U(x) in Rn+.
From Lemma 5.3 we see that there exists a constant t, 0<t<1, such
that u(x)tU(x) in Rn+. Using the argument as above we fine that the
162 LU AND PAN
File: 505J 312528 . By:MB . Date:12:08:96 . Time:17:47 LOP8M. V8.0. Page 01:01
Codes: 2329 Signs: 1389 . Length: 45 pic 0 pts, 190 mm
maximal t can be chosen to be 1. Thus u(x)U(x) in Rn+ . Hence
u(x)#U(x) and Theorem 5.5 is complete. K
Remark. Under the condition (5.2), the only bounded positive solution
to Eq. (5.1) when #=0 is u(x)#a.
In fact, let u(x) is a bounded positive solution, we set
u~ (x)={u(x$, xn)u(x$, &xn
if xn0,
if xn<0.
Then u~ is a weah solution of Eq. (5.8) in Rn, so is a smooth solution from
the elliptic regularity theory. By Lemma 5.4 we have u~ (x)#a. The proof is
completed. K
Proposition 5.6. Consider the following Dirichlet problem
{&2u=f (u)u=0
in Rn+ ,
on Rn+ .
(5.10)
Under the condition (5.2), the only bounded positive solution to Eq. (5.10) is
the ODE solution U0(xn), which is given by
|
U0(xn)
0
du
- F(a)&F(u)
=- 2xn ,
here F(u)=u0 f (s) ds. Especially the only bounded positive solution of the
following Dirichlet problem
{&2u=(1&u
2)u
u=0
in R2+ ,
on Rn+ ,
(5.11)
is given by
U0(x)=U0(x2)=
exp(- 2x2)&1
exp(- 2x2)+1
. (5.12)
Proof. In Let u(x) is a bounded positive solution, we set M=sup u.
Then f (M)0, see Lemma 2.1 in [BCN]. Therefore 0<Ma. Since
f $(0)>0, from Theorem 2 in [D] we have (xn)u(x)>0 for xn0.
Hence v(x$)=limxn  +u(x$, xn) exists, which is a bounded positive solu-
tion of the equation &2v=f (v) in Rn&1. So w(x$, xn)=v(x$) is a positive
solution to Eq. (5.8) and satisfies 0<w(x)a. From Lemma 5.4 we have
w#a. Therefore M=a. Now we can use Theorem 1 in [BCN] to conclude
that u(x)=x(xn).
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6. Final Remarks
In this section we point out that the results we obtained in previous
section may generalized to a more general equation (1.17). Let 0 # Ck for
some k3 and let a(x) be a smooth positive function. Assume #(=)>0 for
all =>0 and assume (1.7) holds. Observe that the proof of Proposition 2.1
also yields that Eq. (1.17) has a unique positive solution u = for all small =.
Using the same arguments as in the proof of Theorem 2 one obtain that
(4.3) therefore (1.8) remains valid for u = . So we only need to consider the
behavior of u = near 0. Obviously for l=0 or l= + the conclusions (1)
and (3) in Theorem 2 are still true. In the following we consider the case
when 0<l<+.
Recall that there exists a constant +=+(0)>0 such that for any
x # 0(+) there exists a unique point z=z(x) # 0 such that (3.4) holds, and
the mapping z=z(x) is Ck&1 on 0(+). Define a function ;(x) on 0(+) as
follows
;(x)=
1+- 1+l 2a2(z(x))
la(z(x))
. (6.1)
We claim that in 0(+) we have
u =(x)=
;(x) exp(- 2d(x)=)&1
;(x) exp(- 2d(x)=)+1
+| =(x), (6.2)
where | =(x)  0 uniformly on 0(+). The proof of this claim is the same as
in Section 4 with a slight modification.
It is more interesting to consider the asymptotic behavior when the set
[x # 0 : a(x)=0] is not empty. For simplicity let us assume that 0 is a
smooth simple curve, 0=10 _ 11 , and assume that a(x) is a non-
negative function, a(x)=0 on 11 and a(x)>0 on 10 . If lim=  0 =#(=)=
+, then as =  0,
u = (x)  {01
if x # 10 ,
if x # 11 .
(6.3)
Hence u = has a transition layer around each connected component of
10 & 11. It would be interesting to study the geometric property and the
motion of the boundary layers. Inspired by (6.2) one would expect that
near 10 & 11 the following asymptotic expression is true for small =
u =(x)r
exp(- 2d(x)=)&B(x, =)
exp(- 2d(x)=)+B(x, =)
, (6.4)
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where
B(x, =)=
L(=)a(z(x))
1+- 1+L2(=)a2(z(x))
,
and L(=)==#(=)- 2.
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