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This paper investigates the existence and properties of symmetric central Gaussian
semigroups (mt)t > 0 which are absolutely continuous and have a continuous density
xW mt(x), t > 0, with respect to Haar measure on groups of the form Rn×K where
K is compact connected locally connected and has a countable basis for its topol-
ogy. We prove that there always exists a wealth of such Gaussian semigroups on
any such group. For instance, if k is any positive function increasing to infinity,
there exists a symmetric central Gaussian semigroup having a continuous density
such that log mt(e) [ log(1+1/t) k(1/t) as t tends to zero. Among other results of
this type we give a necessary and sufficient condition on the structure of K for the
existence of symmetric central Gaussian semigroups having a continuous density
and such that tl log mt(e) is bounded above and below by positive constants for
t ¥ (0, 1) and some fixed l > 0. This condition is independent of l. These results are
proved by splitting any Gaussian semigroup (in a canonical way) into a semisimple
part living on the commutator group GŒ and an Abelian part living on A=G/GŒ.
For symmetric central Gaussian semigroups, we show that many properties hold for
(mt)t > 0 if and only if they hold for both the semisimple and the Abelian parts. This
splitting principle is one of the main new tools developed in this paper. It leads to a
much better understanding of centralGaussian semigroups and related objects and lets
us answer a number of open questions. For instance, to any Gaussian convolution
semigroup are associated a harmonic sheaf H and a quasi-distance d on G. For
symmetric central Gaussian semigroups on G=Rn×K, we show that H is a Brelot
sheaf if and only if limtQ 0 t log mt(e)=0. A sufficient (but not necessary) condition
is that the distance d is continuous. Together with a celebrated result of Bony, our
results show that the compact group K is a Lie group if and only if any bi-invariant
elliptic Bauer harmonic sheaf on G is a Brelot sheaf. © 2001 Academic Press
1. INTRODUCTION
Let G be a locally compact, connected group having a countable basis
for its topology. Unless explicitly stated, all the groups considered in this
paper are of this type. Let dn denote a fixed left-invariant Haar measure.
Our aim is to study central Gaussian convolution semigroups of measures
onGwhenG is (typically) infinite dimensional. For background on Gaussian
semigroups including their interpretation in terms of stochastic processes
having continuous paths and stationary independent increments, we refer
to [11, 27]. The results presented in this article should play a crucial role in
developing a better understanding of these very natural stochastic processes
and their sample paths. They offer illuminating, sometimes surprising,
examples when interpreted in the context of analysis on Dirichlet spaces
(see [9, 22]). They also are of interest from the point of view of the struc-
ture theory of compact groups (see [28]) and in the study of compact
groups as geometric objects (see Section 8, [30], and the references
therein). When interpreted in terms of potential theory they solve a number
of natural questions left open since the early work of Bliedtner [15].
Let (mt)t > 0 be a weakly continuous convolution semigroup of probability
measures on G. This means precisely that (mt)t > 0 satisfies
(i) mt f ms=mt+s, t, s > 0;
(ii) mt Q de weakly as tQ 0.
Such a semigroup is called Gaussian if it also satisfies
(iii) t−1mt(Vc)Q 0 as tQ 0 for any neighborhood V of the identity
element e ¥ G.
A Gaussian measure is a measure m that can be embedded in a Gaussian
convolution semigroup (mt)t > 0 so that m1=m.
A measure m is symmetric if and only if mˇ=m, that is, m(V)=m(V−1) for
each Borel set V … G. By definition, a convolution semigroup (mt)t > 0 is
symmetric if each mt, t > 0 is symmetric.
A measure m is central if and only if m(gVg−1)=m(V) for each g ¥ G and
each Borel set V in G. That is, m is central if and only if it is invariant under
all inner automorphisms of G. A convolution semigroup (mt)t > 0 is central if
and only if mt is central for each t > 0.
When G is infinite dimensional, e.g., G=T., there are many Gaussian
convolution semigroups that are not absolutely continuous with respect to
Haar measure. However, this paper focuses on central Gaussian semi-
groups that do admit a density with respect to Haar measure. We consider
the following two qualitative properties:
(AC) For all t > 0, mt is absolutely continuous with respect to the
Haar measure n. In this case, we denote by xW mt(x) the corresponding
density so that dmt=mt( · )) dn.
(CK) For all t > 0, mt is absolutely continuous w.r.t. n and has a
continuous density.
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Note that, assuming that property (AC) holds, there is a canonical choice
of mt( · ) as an excessive function with respect to the associated Markov
resolvent. This canonical choice yields a lower semicontinuous function of
(t, x) whose value is uniquely defined for each (t, x).
Let us recall the following three important facts concerning Gaussian
measures on general locally compact groups (see [27]):
• Each symmetric Gaussian measure is supported by a connected
closed subgroup.
• A locally compact connected group carrying a Gaussian measure
which is absolutely continuous w.r.t. Haar measure must be locally con-
nected and must have a countable basis for its topology. In fact, if G is not
locally connected, each Gaussian measure is singular w.r.t. Haar measure.
• The existence of a central Gaussian semigroup imposes restrictions
on the ‘‘non-compact part’’ of the group. Namely, a locally compact group
that carries a central Gaussian semigroup having full support is necessarily
of the form Rn×K with K a compact connected group. Such groups are
called central connected groups. See [23, Theorem 4.3] and [27].
Because of these facts, and since we will focus here on central symmetric
Gaussian semigroups satisfying (AC), we will mainly be interested in
central connected groups having the additional properties that K is locally
connected and has a countable basis for its topology. We will refer to the
groups having these properties as central clccb groups where clccb stands
for connected, locally connected, having a countable basis (we apologize
for introducing such an ugly notation). Central clccb groups are a very
special subclass of locally compact clccb groups. An illuminating example
of compact connected group is given in [28, Example 9.62]. See also [11].
In the course of our study we will need to consider central groups that are
not locally connected.
In this paper, we consider three types of related problems:
(a) to construct, on any clccb central group G which is not a Lie
group, central Gaussian semigroups whose density has certain prescribed
properties;
(b) to establish connections between different properties that a
central Gaussian semigroup may or may not have.
(c) to relate the existence of central Gaussian semigroups having
certain behaviors to the structure of the group.
Put together, problems of types (a) and (c) address the following question:
Which are the properties of central Gaussian semigroups that can be
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realized on any central clccb (non-Lie) group and which are those requiring
a special structure? Instances of problems of type (a) are:
Q1. Does any clccb central group carry a central Gaussian semigroup
having a density for all t > 0?
Q2. Does any clccb central group carry a central Gaussian semigroup
having a continuous density for all t > 0?
The best result available in the literature in this direction is due to
Siebert [27, 31] who proved in 1977 the existence of a central symmetric
Gaussian semigroup having a continuous density for all t > 1 on any
compact clccb group. Siebert’s proof is a clever use of projective limits and
the Peter–Weyl Theorem, i.e., abstract representation theory of compact
groups. It seems that such an argument cannot yield the existence of a
density, not to mention continuity, for all t > 0.
In [7], Bendikov and Saloff-Coste proved that any locally compact,
clccb group admits a symmetric Gaussian semigroup having a continuous
density for all t > 0 but the examples constructed there are not central in
general, even when G is compact. In the present paper, we construct on any
central clccb group many central Gaussian semigroups having a continuous
density for all t > 0 and enjoying various additional properties. See
Theorem 1.4 below. Thus questions Q1 and Q2 are answered positively.
Let us pause here to describe the history of the subject, which is rather
succint. For the general study of Gaussian convolution semigroups on
groups, we refer to Heyer’s treatise [27]. In view of the fact that Siebert’s
1977 result is the best known existence result for central Gaussian
semigroups having a density, it is not surprising that there is no literature
on further properties that such semigroups may or may not have on
general compact or central clccb groups. The present paper is the first to
develop any kind of quantitative theory for central Gaussian semigroups
on general central (or even compact) groups. The only case that has been
successfully studied earlier is the (very special) case of products of one
dimensional Gaussian semigroups on T., the countable product of circles.
See [4, 5] for accounts of what is known in this context. The interest in
this class of examples stemmed from Axiomatic Potential Theory. Around
1974, C. Berg and the first author proved, independently, that T. carries
Brelot harmonic sheaves [3, 12, 13]. This was done by exhibiting product
Gaussian semigroups on T. having a nice continuous density. The problem
of understanding invariant harmonic sheaves on general clccb compact
groups has been left open since the early work of Bliedtner [15]. Recently,
the authors developed new tools in order to study the case of arbitrary
products of compact simple connected Lie groups [6, 8] and the case of
arbitrary Gaussian semigroups on T. [9]. To a large extent, each of these
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two cases requires different new techniques. The present paper uses the full
strength of the results of [6, 8, 9] and additional ideas to study the general
case.
Once the existence of central semigroups having a continuous density is
established, it is natural to study more quantitative properties of these
densities. In particular, we will consider the following two properties that a
Gaussian semigroup may or may not possess:
(CKf) For all t > 0, mt has a continuous density mt( · ) w.r.t. Haar
measure which satisfies
lim
tQ 0
t log mt(e)=0. (f)
(CK#) For all t > 0, mt has a continuous density mt( · ) w.r.t. Haar
measure which satisfies
lim
tQ 0
sup
x ¥K
mt(x)=0 (#)
for any compact set K … G such that e ¨K.
Property (#) relates to the off-diagonal behavior of mt( · ) and can
somehow be interpreted as a very weak Gaussian upper-bound. It plays an
important role in potential theory. See [4, 9] and Section 7. We can now
give two explicit examples of problems of type (b):
Q3. For central symmetric Gaussian semigroups, are properties (AC)
and (CK) equivalent properties?
Q4. For central symmetric Gaussian semigroups, are properties (CKf)
and (CK#) equivalent properties?
Note that these questions make perfect sense for symmetric Gaussian
semigroups on locally compact clccb groups (that is, if we drop the word
central everywhere). However, our understanding of Gaussian convolution
semigroups is much too poor at present to answer such questions in this
generality.
Question Q3 is a fundamental open problem in the subject. It is open
even in the case of the infinite dimensional torus T.. A positive answer is
known for products of one dimensional Gaussian semigroups on T. (and
related similar situations) [4], and for central Gaussian semigroups on
semisimple compact groups [7]. In this paper, we show that the problem
reduces to the Abelian case. See Corollary 4.14.
Question Q4 may appear more technical. It is not clear at first sight why
one should hope that (CKf) and (CK#) are equivalent nor why these
properties deserve special attention. Our interest arises from potential
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theoretic questions concerning the nature of the harmonic sheaf H asso-
ciated to a Gaussian semigroup (mt)t > 0. Consider for instance the question
of whether or not an elliptic Harnack inequality holds for H. That is, given
a domain U and a compact set K … U, does there exists a constant C(U, K)
such that for any positive harmonic function u on U,
sup
K
{u} [ C(U, K) inf
K
{u}?
It is well-known that this property holds if and only if H is a Brelot
harmonic sheaf [21]. We will prove the following theorem.
Theorem 1.1. Let G be a clccb central group. For a symmetric central
Gaussian semigroup (mt)t > 0 on G, the following properties are equivalent:
(a) (mt)t > 0 satisfies (CKf); (b) (mt)t > 0 satisfies (CK#); (c) The harmonic
sheaf H associated to (mt)t > 0 satisfies an elliptic Harnack inequality.
It is a remarkable feature of the present setting that the purely ‘‘elliptic’’
property that H satisfies a Harnack inequality can be characterised in
terms of the semigroup (mt)t > 0. In fact, as we shall see, elliptic and para-
bolic Harnack inequalities are equivalent for symmetric central Gaussian
semigroups (see Definitions 7.4, 7.5 and Theorem 7.6).
Finally, let us discuss type (c) problems. In what follows, for two positive
functions f, g, the notation f % g means that there exist 0 < c < C <+. so
that c [ f/g [ C on the appropriate time interval whereas f ’ g means
that that ratio f/g tends to 1. Recall that, if G is a connected central Lie
group, then any symmetric central Gaussian semigroup (mt)t > 0 is either
singular with respect to Haar measure or has a continuous density (in fact,
a smooth positive density) satisfying
log mt(e) ’ n2 log(1/t) as tQ 0,
where n is the topological dimension of G. Moreover, a central clccb group
carrying a symmetric central Gaussian semigroup such that
log mt(e) % log(1/t) as tQ 0
must be a Lie group [10, Lemma 4.2]. These facts lead to the following
natural basic question. In infinite dimension, assuming that Gaussian
semigroups satisfying (CK) exist on G, what can the behavior of log mt(e)
be and how does it relate to G?
Q5. Let f be a given function, e.g., f(t)=tl, for some l > 0. Assume
that G carries a symmetric central Gaussian semigroup (mt)t > 0 having a
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continuous density such that log mt(e) % f(1/t) near zero. What can be said
about G?
We will give some very precise answers to this question, depending on
the function f. Often, the existence of a symmetric central semigroup as in
Q5 imposes restrictions on the structure of G, besides the fact that G
cannot be a Lie group.
Theorem 1.2. Let G be a clccb central group that is not a Lie group. If
G carries a symmetric central Gaussian semigroup (mt)t > 0 satisfying (CK)
and
-t ¥ (0, 1), log mt(e) % t−l (1.1)
for some l=l0 > 0 then it carries such Gaussian semigroups for every l > 0.
There are clccb central groups that are not Lie groups and carry no such
semigroups.
In fact, we will give a necessary and sufficient condition on the structure
of G for the existence of symmetric Gaussian semigroups satisfying (1.1).
See Theorem 6.6.
Questions Q1–Q5 are all expressed purely in terms of Gaussian
semigroups but they are relevant to the study of a number of related
objects. For instance, to any symmetric Gaussian semigroup corresponds a
natural left-invariant quasi-distance d (often called the intrinsic distance or,
in finite dimension, the Carnot–Caratheodory distance) which defines a
‘‘geometry’’ on G. For central semigroups, the distance d is bi-invariant. It
is a natural problem to relate properties of d to properties of (mt)t > 0. In
this direction, we will prove the following result.
Theorem 1.3. Let (mt)t > 0 be a symmetric central Gaussian semigroup on
a clccb central group G. For property (CKf) to hold it suffices that the
intrinsic quasi-distance d is continuous.
In [10], we proved a weak converse of this statement. Namely, if (mt)t > 0
satisfies log mt(e) [ t−l for t small enough and some l less than 1, then d is
continuous. This partial converse holds true in greater generality [9, 10].
By Theorems 1.1 and 1.3, the continuity of d implies that the associated
harmonic sheaf satisfies an elliptic Harnack inequality. Let us comment
that it is not obvious at all that the continuity of d implies (CK) or even
(AC). Also, it is the case that (CKf) can hold true even if d is not contin-
uous. This leads to the following open question.
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Q6. For a symmetric central Gaussian semigroup (mt)t > 0, is the
intrinsic distance d continuous if and only if (mt)t > 0 satisfies (CK) and
>10 log mt(e)) dt <.?
A positive answer is known in two special cases: product of one dimen-
sional symmetric Gaussian semigroups on T. [9] and central Gaussian
semigroups on compact connected semisimple groups. See Theorem 8.3
below. The results of this paper reduce this problem to the case of arbitrary
symmetric Gaussian semigroups on T.. Section 8 contains further results
concerning d.
In view of (CKf) (and also, in view of Q5–6), it is natural to wonder
about other possible upper bounds for mt(e) as t tends to zero. Let k be a
non-decreasing positive function. We say that a convolution semigroup
(mt)t > 0 satisfies (CKk), respectively (CKkf), if the following holds true:
(CKk) For all t > 0, mt has a continuous density mt( · ) and
-t ¥ (0, 1), sup
0 < t < 1
3 log(mt(e))
k(1/t)
4 <+.;
(CKkf) For all t > 0, mt has a continuous density mt( · ) and
lim
tQ 0
3 log(mt(e))
k(1/t)
4=0.
Examples of functions k of interest are:
• k(t)=log t. This is the case of interest when G is a finite dimen-
sional Lie group, see [35].
• k(t)=kl(t)=tl, l ¥ (0,.). In this case, the notation (CKl) was
used in [9, 10]. Note also that (CKf) is a nickname for (CKk1f).
• k is a positive regularly varying function of some index 0 [ l <+..
The case l=0 corresponds to a slowly varying function such as
k(t)=[log(1+t)]b [log log(e+t)]c..., b \ 1, c ¥ R, or k(t)=exp[(log t)a]
with a ¥ (0, 1). Section 9 contains some details and references concerning
regular variation and related properties.
• k is such that k(2t) [ Ck(t) for all t > 0. In this case we say that k is
doubling.
• k(t)=exp(ctc), c > 0, c > 0.
In [9], similar properties are introduced in the setting of symmetric
Markov semigroups with mt(e) replaced by supx h(t, x, x). The properties
introduced above and those in [9] coincide when applied respectively to a
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symmetric central Gaussian semigroup (mt)t > 0 and to the semigroup
(Ht)t > 0 defined by
Htf=ffmt. (1.2)
Having introduced these properties, we can state the main results of this
paper concerning existence of symmetric central Gaussian semigroups
having prescribed properties.
Theorem 1.4. Let G be a clccb central group. Assume that G is not a Lie
group.
(1) For any increasing regularly varying continuous function k of index
l ¥ (0,.), there exists a symmetric central Gaussian convolution semigroup
(mt)t > 0 on G which has a continuous density mt( · ) w.r.t. dn satisfying (CKk)
and such that
lim sup
tQ 0
log mt(e)
k(1/t)
> 0.
(2) For any positive increasing function k such that lim. k=., there
exists a symmetric central Gaussian convolution semigroup (mt)t > 0 on G
which has a continuous density mt( · ) w.r.t. dn and satisfies
-t ¥ (0, 1), log mt(e) [ C log(1+1/t) k(1/t).
Moreover this semigroup (mt)t > 0 can be chosen so that
-t ¥ (0, 1), log mt(e) % log(1+1/t) f(1/t),
where f [ k is an appropriate slowly varying function.
When G is Abelian, similar results are due to the first author [5]. When
G is compact and semisimple (i.e., G=GŒ where GŒ is the commutator
group), part 1 essentially follows from [6, 8]. Theorem 1.4 shows that
there always exist many well behaved symmetric central Gaussian
semigroups. We will present a set of results showing that one cannot
require much more than what is stated in Theorem 1.4 without having to
make some specific assumptions on G. For instance, there are central clccb
groups which are not Lie groups and on which, for any 0 < a [ b <.,
there exists no symmetric central Gaussian semigroup having a continuous
density and such that
-t ¥ (0, 1), ct−a [ log mt(e) [ Ct−b.
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We will give a necessary and sufficient condition on the structure of G
for such semigroups to exist. Thus the first assertion in Theorem 1.4 cannot
be much improved in full generality. The sharpness of the second assertion
will also be discussed in detail.
The proofs of the theorems mentioned above are based on results pre-
viously obtained in [6–9] for semisimple groups and for Abelian groups,
and on a splitting principle for central symmetric Gaussian convolution
semigroups which we now briefly explain. This splitting principle is at the
heart of the present paper.
Let G be a clccb central group and let GŒ its commutator subgroup. We
call GŒ the semisimple part of G and A=G/GŒ the Abelian part of G. By a
theorem of Borel, Hofmann and Scheerer [28, Chapter 9], for any con-
nected central group G, GŒ is indeed a factor in G so that G can be realized
as the semidirect product G 5 GŒ zf T where T … G is isomorphic to the
Abelian part A of G. In [8], the authors used the Borel–Hofmann–Scheerer
decomposition to construct Gaussian semigroups satisfying (CK#) on any
locally compact clccb group but, in general, this construction can not yield
central examples, even when G is compact.
We want to split any given Gaussian convolution semigroup on a clccb
central group G into a semisimple part that lives on GŒ and an Abelian part
that lives on A 5 G/GŒ. Since A is a quotient of G any Gaussian convolu-
tion semigroup (mt)t > 0 (central or not) yields, by projection, a Gaussian
convolution semigroup (mat )t > 0 on A (see Fig. 1).
In order to define the semisimple part of (mt)t > 0, we need to introduce
the Levy–Malcev decomposition of G. Let Z0 denote the connected com-
ponent of the identity in the center of G. Then G 5 (Z0×GŒ)/H where H is
totally disconnected. It follows that G and G¯=Z0×GŒ have the same
projective Lie algebra. By the Levy–Khintchin formula of Born [19], there
is a natural one to one correspondence between Gaussian convolution
semigroups on G and on G¯ and we denote by (m¯t)t > 0 the Gaussian con-
volution semigroup on G¯ which is uniquely associated to (mt)t > 0. Finally,
we define (m st)t > 0 to be the projection of (m¯t)t > 0 on GŒ=G¯/[Z0×{e}]. The
Gaussian semigroups (mat )t > 0 and (m
s
t)t > 0 are, respectively, the Abelian and
semisimple part of (mt)t > 0. Section 3 gives a detailed definition and reviews
FIG. 1. The construction of mat and m
s
t .
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the needed results concerning the structure of central groups. The following
result is one of the key of our understanding of central Gaussian
semigroups. Recall that a function k: (0,+.)Q (0,+.) is doubling if
there is a constant C such that k(2t) [ Ck(t) for all t > 0.
Theorem 1.5. Let G be a clccb central group. Let (mt)t > 0 be a central
symmetric Gaussian convolution semigroup on G. Consider the properties
(AC), (CK), (CK#), (CKk) or (CKkg) for some non-decreasing positive
doubling function k. Then (mt)t > 0 satisfies any one of these properties if and
only if the semisimple part and the Abelian part of (mt)t > 0 satisfy this property.
This result does not immediately follow from the decomposition
G=(Z0×GŒ)/H. It requires, in addition, the full strength of the results of
[6, 8]. To stress this fact, let us record here the following open question.
Given a Gaussian measure m on a central clccb group, one can define as
above its Abelian and semisimple parts which are Gaussian measures on A
and GŒ respectively.
Q7. Is it true that a symmetric central Gaussian measure m is absolutely
continuous with respect to Haar measure if and only if its Abelian and
semisimple part are?
2. GAUSSIAN SEMIGROUPS AND THE
PROJECTIVE STRUCTURE
2.1. The Projective Structure
Let G be a locally compact, connected group having a countable basis
for its topology. By Yamabe’s theorem [27, 29], there exists a decreasing
sequence of compact normal subgroups Kb, b ¥ I, such that 4b Kb={e}
and G/Kb=Gb is a connected Lie group. Here, the set I can be taken to be
either a singleton or the countable set I=N. Of course, I can be taken to
be a singleton if and only if G is a Lie group. Denote by pb the canonical
homomorphism GQ Gb and by pb, c the canonical homomorphism Gc Q Gb
for b [ c. Then the group G is the projective limit of the system
(Gb, pb, c), b, c ¥ I, b [ c.
For readers unfamiliar with projective limits, let us emphasize that the
maps pb, c are a crucial part of the notion of projective limit. A given
216 BENDIKOV AND SALOFF-COSTE
sequence of abstract groups (Gb)I can lead to very different projective
limits depending on the specific nature of the maps pb, c.
The group G admits a Lie algebra G which is the projective limit of the
system formed by the Lie algebras Gb and the maps dpb, c. For clarity and
later use, let us recall one possible way to understand projective limits. The
fact that G=limproj Gb implies that we can regard G as a closed subgroup
of the product < I Gb. Namely, G consists of those sequences (gb)I such
that, for all b [ c, gb=pb, c(gc). In particular, pb is the restriction to G of
the canonical coordinate mapping < I Gc Q Gb. This makes it clear that G
is determined by the sequence (Gc, pb, c), b, c ¥ I, b [ c. The same remark
applies to the Lie algebra of G. In particular, the exponential map
exp: GQ G is the restriction to G of the product of the exponential maps
expb: Gb Q Gb, b ¥ I. The differential dpb: GQGb is defined similarly.
The following two definitions will be useful in the remainder of the
paper.
Definition 2.1. Let (mt)t > 0 be a Gaussian convolution semigroup on
G=limproj Gb. For each b ¥ I, define (mb, t)t > 0 to be the Gaussian con-
volution semigroup on Gb given by
mb, t(V)=mt(p
−1
b (V))
for any open set, V … Gb.
Definition 2.2. We say that a Gaussian convolution semigroup (mt)t > 0
is non-degenerate if for each b ¥ I, mb, t is absolutely continuous with
respect to the Haar measure on Gb for all t > 0.
Remark. If mt is absolutely continuous w.r.t. Haar measure for all t > 0,
then clearly mb, t is absolutely continuous w.r.t. the Haar measure on Gb for
all t > 0 and all b ¥ I. By a result of Siebert [32] this implies that (mb, t)t > 0
admits a smooth density. In general, the converse is not true at all: it may
of course be the case that each (mb, t)t > 0 admits a smooth density and
(mt)t > 0 is singular with respect to Haar measure as in the case of the infi-
nite product of identical Gaussian semigroups on a countable product of
circle groups. See, e.g., [4].
We now introduce in the discussion the notion of projective basis. See
[18]. As the sequence (Kb) is decreasing, one can show that there exists a
family (Xi)i ¥ J which is a projective basis for G with respect to (Kb)I. That
is, for any b ¥ I, there is a finite subset Jb of J such that dpb(Xi), i ¥ Jb,
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form a basis of the vector space Gb and dpb(Xi)=0 if i ¨ Jb. Note that, in
particular,
J=0
b ¥ I
Jb.
In what follows, we fix a sequence (Kb)I and an associated Lie projective
basis (Xi)J. Let Cb(G) be the set of all functions f on G of the form
f=f p pb with f ¥ C.0 (Gb). In this context, the set C(G) of Bruhat test
functions is defined by
C(G)=0
b
Cb(G). (2.1)
It plays the role that the set of smooth cylindric functions plays in the case
of infinite products. Observe that
Xif(x)=df(pb(x)) p dpb(Xi), i ¥ J, x ¥ G
is well defined for f=f p pb ¥ Cb.
Define the infinitesimal generator −L of a Gaussian semigroup (mt)t > 0
on C(G) by
Lf=lim
tQ 0
f−f f mt
t
That this limit exists is a consequence of the celebrated theorem by Hunt
describing all convolution semigroups on Lie groups. In [19], Born proves
a general Levy–Khinchin formula which describes the infinitesimal genera-
tor of any given convolution semigroup on G in terms of a fixed projective
basis of the projective Lie algebra of G. In the special case of Gaussian
semigroups the Levy–Khinchin formula reads as follows.
Theorem 2.3 [19]. Let G be a locally compact, connected, group having
a countable basis for its topology. Fix a projective basis (Xi)i ¥ J of the
projective Lie algebra of G. There is a one to one correspondence between the
set of all Gaussian semigroups (mt)t > 0 on G and the set of all pairs (A, b)
where A=(ai, j)J×J is a symmetric nonnegative matrix indexed by J and
b=(bi)J such that the infinitesimal generator −L of (mt)t > 0 is given by
Lf=− C
i, j ¥ J
ai, jXiXjf+C
i ¥ J
biXif for all f ¥ C(G).
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Note that for any given f=f p pb, b ¥ I, the above formula for L
involves only finitely many non-zero terms and reads
Lf=− C
i, j ¥ Jb
ai, j(dpb(Xi)) dpb(xj) f) p pb+ C
i ¥ Jb
(dpb(Xi) f) p pb
=(Lbf) p pb,
where −Lb is the infinitesimal generator of (mb, t)t > 0 on Gb. The Gaussian
convolution semigroup (mt)t > 0 associated to a pair (A, b) as above is
symmetric if and only if b=0.
In this paper Theorem 2.3 will play a crucial role through the following
corollary.
Corollary 2.4. Let G be a locally compact, connected group having a
countable basis for its topology. Let H be a closed normal totally discon-
nected subgroup of G. Then any Gaussian semigroup (mt)t > 0 on G/H can be
lifted uniquely to a Gaussian semigroup (m¯t)t > 0 on G so that the image of
(m¯t)t > 0 by the canonical projection GQ G/H is (mt)t > 0.
The proof follows immediately from Born’s result because G and G/H
have the same projective Lie algebra. Indeed, G/H is the projective limit of
the groups Gb/Hb where Hb is the projection of H on Gb, that is
Hb=HKb/Kb 5H/(H 5Kb). By construction Hb is a closed subgroup of
the Lie group Gb. By a theorem of Cartan, it follows that Hb is either
discrete or a Lie group. By [26], 3.5 and 7.11, the fact that H is totally
disconnected implies that Hb is not a Lie group. Hence Hb is discrete. This
shows that the groups Gb and Gb/Hb have the same Lie algebra. The result
follows.
3. CENTRAL GROUPS
Given a group G, let Z0 (G)=Z0 be the connected component of the
identity in the center of G. Let GŒ be the (algebraic) commutator group,
that is the group generated by elements of the form g1 g2 g
−1
1 g
−1
2 , g1, g2 ¥ G.
If G is connected and compact, it turns out that all elements of GŒ are
commutators and thus GŒ is a closed normal subgroup of G. Moreover GŒ is
connected and Gœ=GŒ. In general, it is not true that the algebraic commu-
tator group GŒ is closed nor that Gœ=GŒ. For all the material in this
section, we refer the reader to the recent book [28].
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3.1. The Structure of Compact Groups
A. The Levy–Malcev decomposition. Let G be a compact connected
group having a countable basis. It is the projective limit of compact con-
nected Lie groups Gb=G/Kb, b ¥ I as in Section 2. It is known that each
compact connected Lie group L is locally isomorphic to the product of an
Abelian group and a semisimple group. See e.g., [28, Chapter 6]. Namely,
L=Z0 (L)) LŒ. It follows that L is isomorphic to the group (Z0 (L)×LŒ)/
H(L) where H(L)={(h, h−1): h ¥H(L)} is a finite group. Moreover, if f is
an homomorphism of L onto a Lie group N, then Z0 (L) maps onto
Z0 (N) and LŒ maps onto NŒ. Thus, starting from the projective sequence
(Gb, pc, b), b \ c we get three new projective sequences
(Z0b, pc, b), b \ c, with projective limit Z0,
(G −b, pc, b), b \ c, with projective limit GŒ
and
(Hb, pc, b), b \ c, with projective limit H=Z0 5 GŒ.
In each case, the projection maps pc, b are the restrictions of pc, b: Gb Q Gc
to the corresponding subgroups. As each Hb is finite, H is totally discon-
nected. It follows from the above results that we have
G=Z0GŒ and G 5 Z
0×GŒ
H
,
where H={(h, h−1): h ¥H}. This is the Levy–Malcev decomposition.
Note that in general Z0 is not locally connected, even if G is locally
connected. In fact, [28, Proposition 9.61] shows that any Abelian compact
connected group can appear as the component of the center of some
compact connected locally connected group. This poses serious difficulties
when trying to use the Levy–Malcev decomposition to study analytic ques-
tions.
B. The semisimple and Abelian parts. Following Hofmann and Morris
[28], we say that a compact connected group is semisimple if GŒ=G. This
coincides with the classical definition in the case of compact connected Lie
groups. As in the finite dimensional case, the semisimple part GŒ of a
compact connected group has a very special structure. We will need a
detailed description of this structure. Let us denote by SLG the set of all
compact, connected, simply connected, simple Lie groups (up to iso-
morphisms). The well-known classification of these groups implies that
SLG is a countable set. It will be useful for us to choose an order on
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SLG (i.e., to enumerate this set) in such way that the topological dimen-
sion is a non-decreasing function. From now on, we assume that SLG is
equipped with such an order.
Let GŒ be the semisimple part of a compact connected group G having a
countable basis for its topology. Then there exists a sequence (Sk(G))=
(Sk) of compact, connected, simply connected, simple Lie groups (i.e.,
Sk ¥SLG) and a closed subgroup X of the center Z(S) of the product
group S(G)=S=< Sk such that
GŒ 5 S/X.
As Z(< Sk)=< Z(Sk) and each Z(Sk) is a finite group, Z(< Sk) and X
are totally disconnected groups. This shows in particular that GŒ is always
locally connected. This also shows that GŒ and S have the same Lie
algebra; see Corollary 2.4 above. Up to isomorphism, the group S(G) is
uniquely determined by G and so is the sequence (Sk(G)), up to reordering.
Definition 3.1. Given a compact connected group G having a count-
able basis for its topology, any sequence (Sk) such that Sk ¥SLG for
each k and GŒ=(< Sk)/X where X is a central closed subgroup, is called a
simple Lie sequence for G.
We can define the semisimple type of a G as the function from SLG to
{0, 1, 2, ...} 2 {.} giving the multiplicity of each connected simply con-
nected simple Lie group in the sequence (Sk). It turns out that, for our
purpose, it will suffice to record somewhat less information than what is
contained in this semisimple type. Of course, if GŒ is a Lie group, the
sequence (Sk) is finite, whereas if GŒ is not a Lie group we will index the
sequence by the countable set {1, 2, ...}. Note that some simple groups
might appear with infinite multiplicity in the above decompositions of GŒ.
In this case, it is not possible to pick a simple Lie sequence for G which is
non-decreasing with respect to the fixed order on SLG. We will come
back to this in Section 3.3.
C. Three natural isomorphisms. Next, we want to prove and explain the
following three simple isomorphisms. As we are going to use these iso-
morphisms in arguments involving projective limits, it is important for our
purpose that these isomorphisms are explicit, in some sense canonical,
isomorphisms, not abstract isomorphisms.
1. G/GŒ 5 Z0/H.
2. G/Z0 5 GŒ/H.
3. G/H 5 (Z0/H)×(GŒ/H).
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Proof of 1 and 2. Each element g ¥ G can be written (not uniquely)
g=g0 gŒ, g0 ¥ Z0, gŒ ¥ GŒ.
It follows that for any k=k0kŒ, k0 ¥ Z0, kŒ ¥ GŒ,
k ¥ gGŒZ k0 ¥ g0H
and
k ¥ gZ0 Z kŒ ¥ gŒH.
Thus the mappings
G/GŒQ Z0/H : gGŒW g0H
G/Z0 Q G/H : gZ0 W gŒH
are well defined. It is easy to see that these mappings have trivial kernels.
This proves the two first isomorphisms claimed above.
Proof of 3. Consider the homomorphism
k: (Z0/H)×(GŒ/H)Q G/H
defined by
(zH, gH)W zgH.
This is well defined because H is central. Now, (zH, gH) is in the kernel of
k if and only if zg ¥H=Z0 5 GŒ. Thus z, g ¥H. Hence zH and gH are
respectively the identity elements of Z0/H and GŒ/H which proves that k
is an isomorphism.
D. Local connectedness. We already observed that G can be locally
connected even if Z0 is not. By the first isomorphism proved above, if the
group G is locally connected, then the Abelian group Z0/H 5 G/GŒ is also
locally connected. By Dixmier’s theorem, this means that Z0/H 5 Tn with
n an integer or n=.. The converse result is also true, that is, the local
connectedness of Z0/H implies that of G. Indeed, by the Borel–
Scheerer–Hofmann theorem [28, Chapter 9], there exists an Abelian con-
nected subgroup T 5 Z0/H 5 G/GŒ of G such that G is isomorphic to the
semidirect product
G 5 GŒ zf T,
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where f is given by inner automorphisms in G. It follows that G is the
topological product of GŒ and T. Since the commutator group GŒ is always
locally connected, we arrive to the conclusion that G is locally connected if
and only if T 5 Z0/H 5 G/GŒ is locally connected.
3.2. The Structure of Central Groups
For a detailed introduction of the notion of central groups and their
structure, we refer to [23]. Let us recall one of the possible definitions of a
central group. A locally compact group G is central if it admits a basis of
neighborhoods of the neutral element so that each of these neighborhoods
is invariant under all inner automorphisms (i.e., gVg−1=V). In [23], such
groups are called [SIN]-groups. The connected central groups have a very
special structure: they are of the form
G=Rn×Gc,
where Gc is a compact connected group that we call the compact part of G
and n is an integer. See [23, Theorem 4.3]. From this it follows that the
Levy–Malcev and Borel–Hofmann–Scheerer decompositions generalize to
locally compact connected central groups. With obvious notation, we have
Z0=Rn×Z0c , GŒ={0}×G −c.
Set H=Z0 5 GŒ. Then H={0}×Hc where Hc=Z0c 5 G −c. Finally, set
H={h=(h, h−1), h ¥H}.
With this notation, G has Levy–Malcev decomposition
G=
Z0×GŒ
H
as in the compact case. Note that the three isomorphisms discussed in
Section 4.1.C above also hold for central locally compact connected
groups.
Definition 3.2. Given a central locally compact connected group G we
say that GŒ is the semisimple part of G. We say that A=G/GŒ is the
Abelian part of G.
We also extend the notion of simple Lie sequence from the compact case
to the central case in the obvious way: the simple Lie sequences of G are
exactly the simple Lie sequences of GŒ.
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By the Borel–Hofmann–Scheerer theorem for compact connected groups,
G is the semi-direct product
G 5 GŒ zb T,
where T is an Abelian subgroup of G which is isomorphic to the Abelian
part A. As GŒ is always locally connected, we have the following result.
Proposition 3.3. Let G be a central connected group. Then G is locally
connected if and only if its Abelian part A 5 Z0/H is locally connected.
Figure 2 gives an overview of the structure of G. As mentioned earlier, it
is important for our purpose that each of the isomorphisms that appear in
the diagram in Fig. 2 is concrete, in some sense canonical, isomorphisms.
They are described in detail in Section 3.1.C. We also need to choose the
different Haar measures on G, Z0×GŒ, GŒ, Z0/H, GŒ/H in a consistent
manner and we proceed to explain how this is done. The group G is the
quotient of Z0×GŒ=Rn×Z0c ×G −c by the compact group H, so we start
with a Haar measure on Rn×Z0c ×G
−
c which is the product of a Haar
measure on Rn with the normalized Haar measures on both Z0c and G
−
c. By
projection, this choice defines a Haar measure on G which is a probability
measure when G is compact. It also follows that the Haar measure on Z0
and the Haar measure on (Z0×GŒ)/GŒ obtained by projection coincide.
The Haar measures on Z0/H and GŒ/H are then defined by projection.
3.3. The Dimensional Spectrum
Let G be a central locally compact group having a countable basis for its
topology with Abelian part A and semisimple part GŒ. We need some nota-
tion related to the structure of G.
Define the Abelian dimension nA(G) of G to be the dimension of its
Abelian part A. If G is locally connected, A is too. Hence it is isomorphic
to Tw with w finite or . (i.e., countable). In this case, it is clear that w is
the dimension of A and thus w=nA is the Abelian dimension of G. If G is
FIG. 2. The different groups associated to G.
224 BENDIKOV AND SALOFF-COSTE
not locally connected then the same is true of A. In this case A=lim proj Ab
is the projective limit of Abelian connected compact Lie groups Ab (i.e.,
finite dimensional torii) and we define the dimension of A to be the
supremum of the dimensions of the Ab’s. We will interpret nA(G) as the
multiplicity of the ‘‘simple’’ Abelian factor T in G. See below.
Consider now a simple Lie sequence (Sk(G)) for G. Let nk be the
dimension of Sk and call the sequence (nk) the associated dimension
sequence. It will also be useful to set
Sk=C
k
1
ni. (3.1)
Note that the behavior of the sequence Sk depends on the ordering of the
sequence nk.
It turns out that all the information that matters for us about the semi-
simple part of G is encoded in the dimension sequence (nk). Recall that
SLG is the set of all compact connected simply connected simple Lie
groups. Let N be the subset of the natural integers equal to the range of
the topological dimension on SLG.
Definition 3.4. Let G be a central connected locally compact group
having a countable basis for its topology with semisimple dimension
sequence (nk). Referring to the notation above, the semisimple dimensional
spectrum of G is the function s: NQ {0, 1, 2...} 2 {.} such that s(a) is
the multiplicity of a ¥N in any dimension sequence (nk).
The dimensional spectrum of G is the function s1:{1} 2NQ
{0, 1, 2, ...} 2 {.} equal to s(a) if a ¥N and equal to nA(G) if a=1.
In words, the dimensional spectrum of G tells us the multiplicity of the
dimensions of the elementary pieces in the decomposition of G, with the
proper interpretation in the case of the Abelian part. Of course, this
dimensional spectrum does not depend on the ordering of the Sk’s. It is
useful to point out that there are two different cases to consider:
Case 1. Some multiplicity s1(a), a ¥ {1} 2N, is infinite. In this case we
say that the dimensional spectrum of G contains infinite multiplicity.
Case 2. Each multiplicity s1(a), a ¥ {1} 2N, is finite. In this case, we
say that the dimensional spectrum of G has finite multiplicity.
In the second case we will use the following definition. Recall that we
have fixed an order on SLG such that the dimension is a non-decreasing
function.
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Definition 3.5. Assuming that the semisimple spectrum of G has finite
multiplicity, we define (S ‘k (G))=(S
‘
k ) to be the unique simple Lie
sequence or G such that (S ‘k ) is a non-decreasing sequence of elements of
the ordered set SLG. We denote by (n ‘k (G))=(n
‘
k ) the corresponding
dimension sequence. We call this sequence the non-decreasing dimension
sequence of G and set S ‘k =;k1 n ‘i .
The next lemma is elementary and will be important later on. Although
it is an abstract result, the close connection with the notation introduced
above is not an accident.
Lemma 3.6. Let (nk) be a sequence of integers tending to infinity. Set
Sk=;k1 nj for k \ 1, S0=1. Let w be a bijection on the set of all positive
integers such that n ‘j =nw(j) is a non-decreasing sequence, and set
S ‘k =;k1 n ‘j for k \ 1, S ‘0 =1. Finally, let F(u, v) be a real valued function
which is non-increasing in the first variable and non-decreasing in the second
variable. Then
sup
j [ k
F(Sj−1, nj) \ F(S ‘k−1, n ‘k ).
In particular,
sup
j [ k
Sj
Sj−1
\
S ‘k
S ‘k−1
and sup
j [ k
log Sj
log Sj−1
\
log S ‘k
log S ‘k−1
.
Proof. Fix k. Suppose that w−1 (j) < k for each j < k. Then w restricted
to {1, ..., k−1} is a bijection and thus Sk−1=S
‘
k−1, nk \ n ‘k . It follows that
F(Sk−1, nk) \ F(S ‘k−1, n ‘k )
as desired. We can now assume that there exists k0 such that w−1 (k0) \ k.
Pick the smallest integer with this property. Then
Sk0 −1=n1+·· ·+nk0 −1=n
‘
w
−1(1)+·· ·+n
‘
w
−1(k0 −1) [ C
k−1
1
n ‘j =S
‘
k−1
whereas nk0 \ n
‘
k . Thus
F(Sk0 −1, nk0 ) \ F(S
‘
k−1, n
‘
k )
Which proves the first part of the lemma. Finally, observe that
Sk
Sk−1
=1+
nk
Sk−1
and
log Sk
log Sk−1
=1+
log(1+nk/Sk−1)
log Sk−1
.
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4. THE STRUCTURE OF CENTRAL GAUSSIAN SEMIGROUPS
4.1. Many Projectives Sequences
Let G be a central locally compact connected group. Let Z0, GŒ,
H=Z0 5 GŒ and
H={(h, h−1): h ¥H} … Z0×GŒ
be as in Section 3.2. Let (mt)t > 0 be a Gaussian semigroup on G. By the
Levy–Malcev decomposition, the group G is isomorphic to the quotient of
Z0×GŒ by H with the projection homorphism given by
(z, gŒ)W zgŒ.
As H is a central totally disconnected group, there exists a unique Gaussian
semigroup (m¯t)t > 0 on Z0×GŒ such that (mt)t > 0 is the projection of (m¯t)t > 0.
See Corollary 2.4. Let m¯0t be the marginal of m¯t on Z
0 and let m¯ −t be the
marginal of m¯t on GŒ (Fig. 3).
Now consider the group G/H and let mt be that canonical projection of
mt on G/H. By the third isomorphism of 3.1.C (and its extension to the
central case),
G/H 5 (Z0/H)×(GŒ/H)
so that mt can be viewed as a measure on (Z0/H)×(GŒ/H). Let m −t and m −t
be the marginal of m0t on Z
0/H and GŒ/H respectively (see Fig. 4).
As the diagrams in Fig. 2 commutes, we see that m0t (resp. m
−
t) is the
projection of m¯0t on Z
0/H (resp. m¯ −t on GŒ/H) (See Fig. 5).
Let now G be the projective limit of finite dimensional Lie groups Gb as
in Section 2. Repeating at the level of each Gb the construction presented
above we obtain seven projective families of Gaussian semigroups:
1. (Gb, (mb, t)t > 0) with projective limit (G, (mt)t > 0);
2. (Z0b×G
−
b, (m¯b, t)t > 0) with projective limit (Z
0×GŒ, (m¯t)t > 0);
3. (G −b, (m¯
−
b, t)t > 0) with projective limit (GŒ, (m¯ −t)t > 0);
4. (Z0b, (m¯
0
b, t)t > 0) with projective limit (Z
0, (m¯0t )t > 0);
5. (Gb/Hb, (mb, t)t > 0) with projective limit (G/H, (mt)t > 0);
6. (G −b/Hb, (m
−
b, t)t > 0) with projective limit (GŒ/H, (m −t)t > 0);
7. (Z0b/Hb, (m
0
b, t)t > 0) with projective limit (Z
0/H, (m0t )t > 0).
FIG. 3. The semigroups (m¯t)t > 0, (m¯
0
t )t > 0, (m¯
−
t)t > 0.
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FIG. 4. The semigroups (mt)t > 0, (m
0
t )t > 0, (m
−
t)t > 0 .
That this construction yields projective sequences of Gaussian semi-
groups having the stated limits is not entirely trivial and is crucial for our
purpose. It all works because of the following fact that we already used in
3.1.A: If f is a homomorphism of compact group L onto a compact group
N, then Z0 (L) maps onto Z0 (N) and LŒ maps onto NŒ (see [28]). Indeed,
this implies that the projection homorphisms p ic, b, b \ c, i=1, ..., 7, which
are implicit in each of the seven projective structures considered above, are
all canonically obtained from the homorphisms
pc, b=p
1
c, b : Gb Q Gc, b \ c.
This is crucial since these projections determine to a large extent the struc-
ture of the projective limits. Figure 6 represents the projective tower of
diagrams that is crucial for our purpose.
4.2. The Structure of Bi-invariant Second Order Differential Operators
The aim of this short section is to recall classical results concerning bi-
invariant differential operators on central Lie groups. Although we believe
these results are well-known we could not find a reference giving exactly
what we need here. Let G be central connected Lie group. Then the
complexified Lie algebra Gc of G can be written as the direct sum of Zc and
FIG. 5. The relation between (m¯0t )t > 0, (m
0
t )t > 0 and (m¯
−
t)t > 0, (m
−
t)t > 0.
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FIG. 6. The projective tower of diagrams.
G −c where Zc is the complexified Lie algebra of Z
0 and G −c is the com-
plexified Lie algebra of GŒ. Thus Zc is Abelian and G −c is semisimple. We
can further write G −c=H+Mc where Mc is the complexification of the Lie
algebra of a maximum torus in G (i.e., of a Cartan subalgebra) and
H=;a Ga is the direct sum of the root spaces. It follows that Mc is Abelian
and [H,Mc]=Mc.
Fix a basis (Yi)
N
1 of Gc built of a basis (Yi)
n0
1 of Zc, a basis (Yi)
n1
n0+1 of H,
and a basis (Yi)
N
n1+1 of Mc such that (Yi)
N
n1+1 simultaneously diagonalizes
XW [H, X] for all H ¥ H.
By the Poincaré–Birkhoff–Witt theorem, the elements Yi, 1 [ i [N and
YiYj, 1 [ i [ j [N form a basis of the space of all left-invariant differential
operators of order at most two on G (with complex coefficients). Fix a
bi-invariant second order differential operator
L= C
1 [ i [ j [N
ai, jYiYj+ C
1 [ i [N
aiYi
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on G. To say that L is bi-invariant is to say that [Yi, L]=0 for all
1 [ i [N. Computing [H, L] for H ¥ H and using the independence of Ya,
1 [ a [N, YiYj, 1 [ i [ j [N, we easily see that ai=0 for all n1+1 [ i [N
and ai, j=0 for (i, j) ¥ {n0+1, ..., n1}×{n1+1, ..., N}. Computing [Yi, L]
for n1+1 [ i [N, and using the fact that for any non-zero H ¥ H,
[H,Mc] ] {0}, we also find that ai, j=0 for all (i, j) ¥ {1, ..., n1}×{n1+
1, ..., N}. This gives the desired decomposition of L when G is a central
connected Lie group. Using the projective structure, we arrive at the
following Lemma.
Lemma 4.1. Let G be a connected central group. Any second order bi-
invariant differential operator L such that L1=0 on G decomposes uniquely
as
L=L0+LŒ,
where L0 is a second order differential operator on Z0 and LŒ as a bi-invariant
second order differential operator on GŒ. Moreover, if −L is the infinitesimal
generator of a central Gaussian semigroup then −L0 and −LŒ are infinite-
simal generators of Gaussian semigroups on Z0 and GŒ.
We will interpret this lemma in terms of Gaussian semigroups in the next
section. Before doing so, we want to discuss the structure of LŒ further.
Let G be a connected compact semisimple Lie group. Let (Sk)
m
1 be a
simple Lie sequence for G. Then S=<m1 Sk is the universal cover of G.
The semisimple Lie algebra G of G splits into the direct sum of the Lie
algebras Gk of Sk. By an argument similar to the one used in the proof of
Lemma 4.1, we easily arrive to the following conclusion: any bi-invariant
second order differential operator L on G is a sum L=L1+·· ·+Lm of
bi-invariant second order differential operators on each Sk, 1 [ k [ m.
Now, it is well known that, on a simple compact Lie group, any bi-
invariant second order differential operator without constant term is a
scalar multiple of the Killing Laplace–Beltrami operator (also known as the
Casimir operator). Passing to projective limits, we obtain the following
crucial result.
Theorem 4.2. Let G be a semisimple connected compact group having a
countable basis for its topology. Let −L be the infinitesimal generator of a
central Gaussian semigroup on G. Let (Sk) be a simple Lie sequence for G
and let Lk be the Laplace–Beltrami operator associated to the Killing metric
on Sk. Then there exists a sequence a=(ak) of non-negative reals such that
L=C akLk.
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Note that our sign convention is that Laplace–Beltrami operators have
non-negative spectrum, that is, in Rn, D=−;n1 “2i .
Let us stress here the huge difference between the structure of the abelian
component L0 and that of the semisimple component LŒ. On the one hand,
the Abelian component −L0 is the infinitesimal generator of an arbitrary
Gaussian semigroup on Z0. It may have a drift term. On the other hand,
−LŒ has a very rigid structure. In particular, it has no drift term (i.e., it is
symmetric w.r.t. Haar measure). If it is not elliptic, it must actually be
trivial on at least one simple component. In particular, in finite dimension,
if L is not elliptic it is not subelliptic. It can not be stressed enough that this
very rigid structure of the semisimple component plays a crucial part in our
analysis.
4.3. Coupling/Splitting of Central Gaussian Semigroups
The following result is a direct consequence of the fact, stated in
Lemma 4.1 and Theorem 4.2 above, that a bi-invariant second order dif-
ferential operator on a compact connected Lie group splits into a purely
abelian part and a purely semisimple part.
Theorem 4.3 (Splitting). Let G be a clccb central group. Let (mt)t > 0 be a
central (not necessarily symmetric) Gaussian semigroup. Then, referring to
the notation introduced above,
m¯t=m¯
0
t é m¯ −t
on G¯=Z0×GŒ and
mt=m
0
t é m −t
on G=(Z0/H)×(GŒ/H). The semigroups (m¯ −t)t > 0 and (m −t)t > 0 are symme-
tric central semigroups on GŒ and GŒ/H respectively.
Proof. Let −L be the infinitesimal generator of (mt)t > 0. By Lemma 4.1,
we have
-f ¥ C(G), f f mt=e−tLf=e−t(L
0+LŒ)f.
Moreover, L0 and LŒ generate Gaussian semigroups on Z0 and on GŒ by
-f ¥ C(Z0), f f c0t=e−tL
0
f, -f ¥ C(GŒ), f f c −t=e−tLŒf.
Now, by Theorem 2.3 and Corollary 2.4, we must have
m¯t=c
0
t é c −t;
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hence also m0t=c
0
t , m
−
t=c
−
t. A similar argument works for (mt)t > 0. The last
statement follows from Theorem 4.2.
Let us comment on our future use of Theorem 4.3. The obvious idea is
to use the fact that (mt)t > 0 is sandwiched between the two product
semigroups (m¯t)t > 0 and (mt)t > 0 to study (mt)t > 0. In doing so, two major
related difficulties appear: (a) In general, (mt)t > 0 is obtained from (m¯t)t > 0
by taking the quotient by an infinite totally disconnected subgroup. The
projection map is not a covering and it is not clear at all (in fact, it is not
the case) that (mt)t > 0, (m¯t)t > 0 share the same properties; (b) In fact, (m¯t)t > 0
lives on G¯=Z0×GŒ which may well be not locally connected even if G
hence G=(Z0/H)×(GŒ/H) is locally connected. When this situation
occurs, any Gaussian semigroup on G¯ is actually singular with respect to
Haar measure whereas we expect and want to prove that many central
Gaussian semigroups on G (hence on G) have a continuous density. This
shows that one can not use Theorem 4.3 in the obvious naive way.
We now state a technical result which will allow us to take full advantage
of Theorem 4.3.
Theorem 4.4. Let G be clccb central group. Let (Gb, pc, b)b \ c be a
projective sequence of Lie groups with projective limit equals to G. Let
(mt)t > 0 be a non-degenerate, central, symmetric Gaussian convolution semi-
group on G. Then
-z ¥ Z0b, g ¥ G −b, mb, t(zg) [ m¯ −b, t(e) m0b, t(z), (4.1)
-z ¥ Z0b/Hb, g ¥ G −b/Hb, mb, t(zg)=m −b, t(g) m0b, t(z). (4.2)
and
mb, t(e) \ m −b, t(e) m0b, t(e). (4.3)
Proof. We start with a simple lemma whose proof is left to the reader.
Lemma 4.5. Let L be a Lie group and N be a finite normal subgroup. Let
m be a probability measure on L. Let m be the projection of m on L/N.
Assume that m has a density xW m(x) with respect to some fixed Haar
measure on L and let xQ m(x) be the density of m with respect to the Haar
measure on L/N obtained by projecting the fired Haar measure on L. Then
m(x)=
1
#N
C
n ¥N
m(xn). (4.4)
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Now, recall that for each b, the subgroup Hb of Z
0
b×G
−
b is given by
Hb={h=(h, h−1) : h ¥Hb},
where Hb=Z
0
b 5 G −b. Hence, using Lemma 4.5 and the structure of Hb, we
have
mb(zg)=
1
#Hb
C
h ¥Hb
m¯b, t((z, g) h)
=
1
#Hb
C
h ¥Hb
m¯b, t((zh, gh−1))
=
1
#Hb
C
h ¥Hb
m¯0b, t(zh) m¯
−
b, t(gh
−1).
Thus
mb(zg)=
1
#Hb
C
h ¥Hb
m¯0b, t(zh) m¯
−
b, t(gh
−1). (4.5)
As these semigroups are symmetric,
mb(zg) [ m¯ −b, t(e)1 1#Hb Ch ¥Hb m¯0b, t(zh)2
=m¯ −b, t(e) m
0
b, t(z).
This proves (4.1). Equality (4.2) is simply a consequence of the direct split-
ting of central Gaussian semigroups on (Z0b/Hb)×(G
−
b/Hb). The last
inequality (4.3) in Theorem 4.4 is an easy consequence of (4.2) and the fact
that mb, t(e) \ mb, t(e) which can be deduced from (4.4) This ends the proof
of Theorem 4.4.
We now give the precise definition of the Abelian and semisimple part of
a Gaussian semigroup.
Definition 4.6. Let G be a clccb central group. Let (mt)t > 0 be a
Gaussian semigroup on G. Referring to the notation introduced above, we
set
(m st)t > 0=(m¯
−
t)t > 0 (4.6)
and
(mat )t > 0=(m
0
t )t > 0. (4.7)
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We call these Gaussian semigroups respectively the semisimple part and the
Abelian part of (mt)t > 0.
Given a group G, let CG(G) be the set of all central Gaussian semigroups
on G. With this definition, we can interpret Theorem 4.3 as follows.
Theorem 4.7 (Coupling). Let G be a clccb central group. Then the map
(mt)t > 0 W ((m
a
t )t > 0, (m
s
t)t > 0), CG(G)Q CG(A)×CG(GŒ)
is one to one and onto. The inverse map can be described by saying that
(mt)t > 0 is the image under the canonical projection Z0×GŒQ (Z0×GŒ)/H of
the central Gaussian semigroup (m¯t)t > 0
m¯t=m¯
a
t é m st
on Z0×GŒ where (m¯at )t > 0 is the unique lifting of (mat )t > 0 from A=Z0/H
to Z0.
Remark. There is something arbitrary in choosing to call (m¯ −t)t > 0 and
not (m −t)t > 0 the semisimple part of (mt)t > 0. Our choice is natural in that GŒ
and not GŒ/H appears in the Borel–Hofmann–Scheerer theorem. Still, as
we shall see below, both (m¯ −t)t > 0 and (m
−
t)t > 0 are useful in understanding
properties of (mt)t > 0 and it would be quite right to call the pair
((m¯ −t)t > 0, (m
−
t)t > 0) the semisimple part of (mt)t > 0. Theorem 1.5 can be stated
without change in terms of (m −t)t > 0 and this fact is actually a crucial ingre-
dient in the proof of Theorem 1.5.
Remark. Recall that the Borel–Hofmann–Scheerer theorem yields a
decomposition of G as a semi-direct product G=GŒ zf T where T is a
subgroup of G isomorphic to A. Now, given an isomorphism j: TQ A and
central Gaussian semigroups (m1t )t > 0, (m
2
t )t > 0, on GŒ and A, respectively, it
can be shown (see [8]) that the formula
mt(g)=m
1
t (gŒ) m2t (j(y)), g=gŒy ¥ G=GŒ zf T
defines a Gaussian semigroup on G. But, unless G is the direct product of
GŒ and T, this Gaussian semigroup is not central and its semisimple part is
not equal to (m1t )t > 0.
4.4. Proof of Theorem 1.5
The proof of Theorem 1.5 will be based on Theorem 4.4 and the fact
that, if (mt)t > 0 is central, then all the properties listed in Theorem 1.5 are
satisfied or not satisfied simultaneously by (m¯ −t)t > 0 and (m
−
t)t > 0. This is, for
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a large part, a consequence of our previous work [6, 8]. More precisely, we
need the following difficult theorem concerning the semisimple case.
Theorem 4.8. Let K be a compact connected semisimple group having a
countable basis for its topology. Let (mt)t > 0 be a central Gaussian semigroup
on be a K.
(1) If (mt)t > 0 satisfies (AC) then it satisfies (CK).
(2) (mt)t > 0 satisfies (CKf) if and only if it satisfies (CK#).
(3) Let H be a closed central subgroup of and let (mt)t > 0 be the
projection of (mt)t > 0 on K/H. Then (mt)t > 0 satisfies one of the properties
(CK), (CKk) or (CKkf) for some fixed positive increasing doubling function
k if and only if (mt)t > 0 satisfies the same property.
Proof. The two first statements follow directly from the results in
[6, 8]. The last statement require an improvement upon the result of [8]
given in Lemma 5.4 below. See Corollary 5.6.
In the proof of Theorem 1.5, we start with the following statement.
Theorem 4.9. Let G be a central, connected, locally connected group
having a countable basis for its topology. Let (mt)t > 0 be a central symmetric
Gaussian convolution semigroup on G. Then (mt)t > 0 satisfies (CK) if and only
if both the semisimple part and the Abelian part of (mt)t > 0 satisfy this
property. Moreover, if (mt)t > 0 satisfies (CK) then
m −t(e) m
a
t (e) [ mt(e) [ m st(e) mat (e). (4.8)
Proof. Assume that (mt)t > 0 satisfies (CK). Then, of course, (m
0
t )t > 0 and
(m −t)t > 0 satisfy (CK) by projection. By Theorem 4.8(3), (m
−
t)t > 0 satisfies
(CK) if and only if (m¯ −t)t > 0 satisfy (CK). Thus both the Abelian and the
semisimple parts of (mt)t > 0 satisfy (CK).
Assume now that the Abelian and the semisimple parts of (mt)t > 0 satisfy
(CK). Then by (4.1), for each b,
mb, t(zg) [ m¯ −b, t(e) m0b, t(z)
[ m¯ −t(e) m0t (e). (4.9)
Let us consider the density mb, t( · ) as a function on G (invariant with
respect to Kb). Then the sequence (mb, t( · ))b, restricted to any open rela-
tively compact cylindric set V, is a martingale w.r.t. the cylindric s-algebras
associated to the sequence of Lie groups (Gb) and normalized Haar
measure on V. Moreover, it converges weakly to mt on V. By (4.9), this
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martingale is uniformly bounded. Thus mt is a absolutely continuous w.r.t.
Haar measure on V. Since V is arbitrary, we have mt( · )=limbQ. mb, t( · ),
n a.s. It follows that
mt(x) [ m¯ −t(e) m0t (e).
As mt( · ) is bounded for all t > 0, by convolution, it is also continuous for
all t > 0. This ends the proof of Theorem 4.9. As a corollary of this proof,
we obtain the following result.
Theorem 4.10. Let G be a clccb central group. Let (mt)t > 0 be a central
symmetric Gaussian convolution semigroup on G. Then (mt)t > 0 satisfies
(CKk) (resp. (CKkf)) for some positive increasing doubling function k if
and only if both the semisimple part and the Abelian part of (mt)t > 0 satisfy
this property.
By Theorem 4.9 the only point to check is that (m¯ −t)t > 0 satisfies one of
the properties listed above if and only if the same is true for (m −t)t > 0. But
this is contained in Theorem 4.8(3).
Theorem 4.11. Let G be a clccb central group. Let (mt)t > 0 be a central
symmetric Gaussian convolution semigroup on G. Then (mt)t > 0 satisfies
(CKf) if and only it satisfies (CK#).
Proof. By [10, Corollary 5.5], (CKf) always imply (CK#) for symme-
tric Gaussian semigroups. Now assume that (mt)t > 0 satisfies (CK#). Then,
by [9, Theorem 4.1], both projections (m0t )t > 0 and (m
−
t)t > 0 satisfy (CK#).
By [9, Theorem 5.12] and Theorem 4.8(2), we deduce that both (m0t )t > 0
and (m¯ −t)t > 0 satisfy (CKf). By Theorem 4.10 this shows that (mt)t > 0 satisfies
(CKf), ending the proof of Theorem 4.11.
Corollary 4.12. Let G be a central, connected, locally connected group
having a countable basis for its topology. Let (mt)t > 0 be a central symmetric
Gaussian convolution semigroup on G. Then (mt)t > 0 satisfies (CK#) if and
only if both the semisimple part and the Abelian part of (mt)t > 0 satisfy this
property.
Proof. This follows from Theorems 4.11 and 4.10.
Theorem 4.13. Let G be a clccb central group. Let (mt)t > 0 be a central
symmetric Gaussian convolution semi group on G. Then (mt)t > 0 satisfies (AC)
if and only if both the semisimple part and the Abelian part of (mt)t > 0 satisfy
this property.
Proof. This proof is somewhat more subtle than that of Theorem 4.9.
Assume first that (mt)t > 0 satisfies (AC). Then both projections (m
0
t )t > 0 and
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(m −t)t > 0 satisfy (AC). By Theorem 4.8(3), this means that the semisimple
part and the Abelian part of (mt)t > 0 satisfy (AC). Assume now that the
Abelian and the semisimple parts of (mt)t > 0 satisfy (AC). Then, by
Theorem 4.8(1), the semisimple part actually has a continuous density for
all t > 0. Then by (4.1), for each b,
mb, t(zg) [ m¯ −b, t(e) m0b, t(z)
[ m¯ −t(e) m0b, t(z). (4.10)
We can view this inequality as an inequality on Gb by interpreting
m0b, t(zg)=m
0
b, t(z) as a G
−
b-invariant function on Gb. Furthermore, we can
view this inequality as an inequality on G between Kb-invariant functions.
Namely,
mb, t(g) [ m¯ −t(e) m0b, t(g).
Now both sequences (mb, t( · ))b and (m
0
b, t( · ))b are martingales w.r.t. the
cylindric s-algebras corresponding to the sequence of Lie groups (Gb) and
Haar measure (properly speaking, we work with the restrictions of these
sequences to an open relatively compact cylindric set V and normalize
Haar measure on V). By assumption (m0b, t( · ))b is a uniformly integrable
martingale because it converges to m0t ( · ) (viewed as a GŒ-invariant function
on G). It follows that (mb, t( · ))b is also uniformly integrable. Thus the weak
limit mt of (mb, t( · )) dn)b has a density
mt( · )= lim
bQ.
mb, t( · ), n a.s.
Corollary 4.14. Let G be a clccb central group. Let (mt)t > 0 be a
central symmetric Gaussian convolution semigroup on G which satisfies (AC).
Then (mt)t > 0 satisfies (CK) if and only its Abelian part does.
Proof. Combine Theorems 4.13 and 4.8(1). This corollary reduces the
open question of whether or not (AC) and (CK) are equivalent for symme-
tric central Gaussian semigroups to the Abelian case where G=T..
5. PROOF OF THEOREM 1.4
In this section we prove Theorem 1.4. Clearly, because of the simple
structure of central groups, it suffices to treat the compact case (for the
non-compact case, take the product with the canonical Gaussian semigroup
on Rn). Moreover, by Theorem 4.9, it clearly suffices to prove the theorem
in the following two cases: (1) G=A is Abelian, infinite dimensional, that
is, G=T.; (2) G=GŒ is semisimple. We do this in the two next sections.
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5.1. The Abelian Part
We start by considering the case of G=A=T.. Let a=(ai) be a
sequence of positive numbers. Consider the symmetric Gaussian semigroup
(mat )t > 0 on T
. with infinitesimal generator La=;i ai“2i . We refer to such a
semigroup as the diagonal semigroup on T. associated to a. Define
Na(s)=#{k: ak [ s}.
Then, we have
log mat (e)=F
.
0
G(st)) Na(s)
ds
s
,
where G is a positive continuous function which does not depend on a and
satisfies
lim
sQ 0
G(s)=1/2, G(s) ’=2se−s at ..
See [5, 9]. Using this proves the following result.
Theorem 5.1. Let G=T. be the infinite dimensional torus. In the
following two cases there exists a diagonal symmetric Gaussian semigroup
(mt)t > 0 having a continuous density satisfying
log m t(e) ’ k(1/t) as tQ 0.
1. k is continuous increasing and is regularly varying of index
l ¥ (0,.).
2. k is C1, slowly varying, and f(s)=2skŒ(s) is positive and increases
to infinity.
Proof. Fix an increasing continuous regularly varying function k of
index l > 0. Then, one can find a sequence a such that
k ’Na.
For this, define ak by
ak=inf {s: k(s) \ k}=k−1 (k).
Then it is plain that k ’Na at infinity. Moreover, as k is regularly varying
of index l > 0, the same holds for Na and
log mat (e)=F
.
0
G(st)) Na(s)
ds
s
’ c(l)) Na(1/t) as tQ 0.
See [5, Theorem 3.18].
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Let us now assume that k is a slowly varying function such that
f(s)=2skŒ(s)
is an increasing continuous function tending to infinity. Define a by
ak=inf {s: f(s) \ k}=f−1 (k).
Then, for this sequence a,
-t ¥ (ak, ak+1),
k
k+1
f(t) [Na(t) [ f(t).
From this it easily follows that
log mat (e)=F
.
0
G(st)) Na(s)
ds
s
’
1
2
F 1/t
0
f(s)
ds
s
’ k(1/t) as tQ 0.
See [5, Theorem 3.18]. Note that the assumption on k implies that
k(u)/log(1+u)Q+. with u. Theorem 5.1 gives a sharper version of
Theorem 1.4(1) for the case of Abelian groups. It describes a wide class of
slowly varying functions corresponding to possible behaviors of log mt(e) in
this case.
To treat Theorem 1.4(2), we use the following elementary lemma and a
result of [5].
Lemma 5.2. Let k be a non-decreasing function such that lim. k=..
Then there exists an increasing continuous slowly varying function f such that
f [ k and sQ f(e s) is also a slowly varying function.
Proof. We can construct a continuous, piecewise linear f with f(0)=0,
singularities at lk and slope (lk+1−lk)−1 in the interval (lk, lk+1), where lk
is an increasing sequence of integers, and such that f [ k (note that, by
construction, f(lk)=k). Moreover, we can assume that
-k=1, 2, · , lk+1 \ lkk.
Under this condition, f1(x)=f(ex) is a slowly varying function. Indeed,
for each s ¥ (1/k0, k0), k0 a fixed integer, and each x ¥ [log lk, log lk+1],
k \ k0, we have
f1(sx)
f1(x)
[
f(ek0 log lk+1)
f(lk)
[
f(lk+2)
f(lk)
=
k+2
k
.
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Thus
lim sup
xQ.
f1(sx)
f1(x)
=1.
Similarly,
lim inf
xQ.
f1(sx)
f1(x)
=1.
Hence f1 is a slowly varying function and thus f is also slowly varying.
Finally, let k be an arbitrary function increasing to infinity. Let f be the
function given by Lemma 5.2 so that f [ k and sQ f(e s) is slowly varying.
Define a as above so that
Na(s) ’ 2f(s) as sQ..
Then, by [5, Theorem 3.22], we get
log mat (e) ’ log(1+1/t) f(1/t) as tQ 0,
and
log mat (e) [ C log(1+1/t) k(1/t).
This, together with Theorem 5.1, proves Theorem 1.4 in the case of
compact Abelian groups.
5.2. The Semisimple Part
Let G be a compact connected semisimple group having a countable
basis for its topology. Fix a simple Lie sequence (Sk) for G and let Zk be
the center of Sk. Then G=S/X where X is a closed central subgroup of S,
i.e., X is closed subgroup of< Zk. Set Sk=Sk/Zk and S=<k Sk.
On each Sk, consider the Laplace–Beltrami operator Lk associated to the
Killing metric on Sk. Fix a sequence a=(ak) of non-negative real numbers
and consider the central semigroup (m¯at )t > 0 on < Sk whose infinitesimal
generator −La is given by
La=C
k
akLk.
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By projection, we obtain a central semigroup (mat )t > 0 on G and a central
semigroup (mat )t > 0 on S. Thus
-f ¥ C(G), mat f f=e−tL
a
f. (5.1)
The semigroups (m¯at )t > 0 and (m
a
t )t > 0 are characterized similarly on C(G¯)
and C(G), respectively. As a consequence of Theorem 4.2, any central
Gaussian semigroup on G is of this form.
Let nk be the dimension of Sk and set
Na(s)= C
k: ak [ s
nk. (5.2)
It is proved in [8] that each of the three central Gaussian semigroups
(m¯at )t > 0, (m
a
t )t > 0, (m
a
t )t > 0, admits a density for all t > 0 if and only if
lim
sQ.
1
s
logNa(s)=0. (5.3)
Moreover, if this condition is satisfied, these semigroups actually have
continuous densities, i.e., for such semigroups, (5.3)Z (AC)Z (CK). In
addition, assuming (5.3), [8] yields the bounds
exp(c1Na(c2/t)) [ mat (e) [ mat (e) [ m¯at (e) [ exp(c3N#a6(c4/t)), (5.4)
where
N#a (t)=F
t
0
Na(s)
ds
s
and
N#a6(t)=F
.
0
N#a (st)) e
−s ds=F.
0
Na(st)) e−s
ds
s
. (5.5)
From this we deduce the following result.
Theorem 5.3. Fix a regularly varying function k of index l, 0 < l <
+.. Let G be a compact connected semisimple group which is not a Lie
group. Then there exists a central Gaussian semigroup (mt)t > 0 on G such that
log mt(e) [ Ck(1/t) and lim sup
tQ 0
log mt(e)
k(1/t)
\ c
for some constants 0 < c < C <+..
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Proof. By Theorem 9.3,
F.
0
k(st)) e−s
ds
s
’ C(l) k(t) as tQ.
if k is regularly varying of index l, 0 < l <.. Thus, by (5.4), it suffices to
show that one can construct a sequence a so that Na(s) [ k(s) and
limsupsQ. Na(s)/k(s)=1. This is easily realized by choosing ak so that
Na(ak)=k(ak),
that is,
ak=inf 3 s: k(s) \Ck
1
nj 4=k−1 1Ck
1
nj 2 .
The following lemma improves upon the lower bound in (5.4). It is
needed for part 2 of Theorem 1.4 and was actually used also in the proof of
Theorem 4.8. See Corollary 5.6.
Lemma 5.4. Let G be a compact connected semisimple group having a
countable basis for its topology. Referring to the notation above, assume that
(5.3) is satisfied. Then the semigroup (mt)t > 0 has a continuous density m
a
t ( · ),
t > 0, satisfying
mat (e) \ exp( 12 N
#
a (1/2t))
where N#a is as in (5.5).
Proof. By (5.4) it suffices to show that
mat (e) \ exp 112 F 1/(2t)0 Na(s) dss 2 .
On each Sk, let m
k
t ( · ) denote the density (with respect to the normalized
Haar measure) of the Gaussian semigroup associated to the Killing form
metric. Then
-x=(xk) ¥ D
k
Sk, m¯
a
t (x)=D
k
mkakt(xk).
By [6, (8.5), (8.8)], we have
-t > 0, mkt (e) \ 1 12t2nk/2.
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Thus
log(mat (e)) \ C
k: akt [ 1/2
log(mkakt(e)) \ C
k: akt [ 1/2
nk
2
log
1
2akt
=
1
2
F 1/(2t)
0
log(1/2st)) dNa(s)=
1
2
F 1/(2t)
0
Na(s)
ds
s
.
Lemma 5.4 and (5.4) have the following corollaries.
Corollary 5.5. Let G be a compact connected semisimple group having
a countable basis for its topology. Let (Sk) be a simple Lie sequence for G
with associated dimension sequence (nk). Let a=(ak) be a sequence of posi-
tive numbers and let (mat )t > 0 be the corresponding central Gaussian semigroup
on G. Let Na(t) and N
#
a (t) be defined by (5.2), (5.5), respectively.
(1) If N#a is doubling then (m
a
t )t > 0 is (CK) and log m
a
t (e) %N#a (1/t).
(2) Let k be a continuous non-decreasing regularly varying function of
order l ¥ (0,.). Then the following properties are equivalent: (a) (mat )t > 0 is
(CK) and log mat (e) % k(1/t); (b) Na(t) % k(t); (c) N#a (t) % k(t).
(3) Let f be a continuous non-decreasing function such that tW f(e t)
is doubling. Then the following properties are equivalent: (a) (mat )t > 0 is
(CK) and log mat (e) % log(1+1/t) f(1/t); (b) Na(t) % f(t); (c) N#a (t) %
log(1+t) f(t).
Proof. We start with (1). If N#a is doubling the desired conclusion
follows from (5.4), Lemma 5.4 and Theorem 9.5. For (2), let k be a
regularly varying function of index l > 0. (b) is equivalent to (c) by
Theorem 9.6. (b) implies (a) by Theorem 9.6 and (5.4). Finally, if (a) holds
true, (5.4) implies Na [ Ck and N#a6 \ ck. It follows that N#a6 % k. From
here, (b) and (c) follow from Theorem 9.6. This proves (2). The proof of (3)
is similar if one replaces Theorem 9.6 by Theorem 9.7.
Corollary 5.6. Let k be an positive non-decreasing doubling function.
Referring to the above notation, (mat )t > 0 satisfies (CKk) (resp. (CKkf)) if
and only if (m¯at )t > 0 does.
Proof. If (m¯at )t > 0 satisfies (CKk) (resp. (CKkf)) then the same is true
of (mat )t > 0 by (5.4). Conversely, if (m
a
t )t > 0 satisfies (CKk) then N
#
a (s) [
Ck(s) by Lemma 5.4. As k is doubling, Theorem 9.5 gives
N#a6(t) [ CŒk(t).
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The desired result then follows from (5.4). The same proof applies in the
case of property (CKkf). Note that Corollary 5.6 gives the part of
Theorem 4.8 that had not yet been proved.
Our next theorem is Part 2 of Theorem 1.4 in the semisimple case.
Theorem 5.7. Let G be a compact connected semisimple group. For any
increasing function k tending to infinity there exists a continuous slowly
varying function f [ k and a central Gaussian semigroup (mt)t > 0 on G such
that
log mt(e) % log(1+1/t) f(1/t).
Proof. If G is a Lie group, we can take f — 1 since any non-generate
central Gaussian semigroup on G satisfy log mt(e) ’ (n/2) log 1/t as tQ 0
where n is the dimension of G. The interesting case is when G is not a Lie
group. By Corollary 5.5 it suffices to construct a sequence a such that
N#a (s) at (5.5) is a slowly varying function having the property that
f(t)=
N#a (t)
log(1+t)
[ k(t).
Indeed, if N#a is slowly varying, then f is slowly varying and, by
Corollary 5.5,
log mat (e) %N#a (1/t) % log(1+1/t) f(1/t).
We now proceed to construct a sequence a having the desired properties.
Lemma 5.8. Fix a sequence of integers (nk) and set Sk=;k1 nj. Let
kW p(k) be a function increasing to infinity with k. For any sequence
a=(ak) of positive numbers such that
log(ak/ak−1) \ 1+
p(k) nk
Sk−1
the function N#a is slowly varying.
Proof. Let a=(ak)
.
1 be a sequence of positive numbers as in the lemma
and set bk=log ak. For simplicity of notation we drop the reference to a in
our notation. We have
N# (s)=F s
0
N(y)
dy
y
=F log s
0
M(s)) ds=Mg (log(s)),
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where M(s)=N(es)=Nb(s), Mg(s)=> s0 M(s)) ds. With this notation, N#
is slowly varying if and only if
-c ¥ (0, 1/2), M
g(s+c)
Mg(s)
=1+o(1) as sQ..
First, we observe that this holds with s=bk Q.. Since bk+1−bk \ 1 and
0 < c < 1/2,
1 [
Mg(bk+c)
Mg(bk)
[ 1+c
Sk
Mg(bk)
.
Moreover (setting b0=0)
Mg(bk)=C
k
1
(bj−bj−1)) Sj−1
\C
k
1
p(j)) nj \ p0(k)) Sk,
where p0(k) increases to infinity with k (indeed it is easy to see that
(;k1 p(j)) nj)/(;k1 nj) tends to infinity with k because p(j) increases to
infinity with j). Thus
-c ¥ (0, 1/2), lim
kQ.
Mg(bk+c)
Mg(bk)
=1.
Now, as Mg is piecewise linear, if c ¥ (0, 1/2) and k0 is such that
-k \ k0,
Mg(bk+c)
Mg(bk)
[ 1+e,
it is easy to show that for any y > bk0 ,
Mg(y+c)
Mg(y)
[ (1+e)2.
The square takes into account the possibility that y ¥ (bk, bk+1) and y+c ¥
(bk+1, bk+2). In any case,
-c ¥ (0, 1/2), lim
yQ.
Mg(y+c)
Mg(y)
=1.
This shows that N# is slowly varying.
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Now, suppose that we are given a function k increasing to infinity. For
any sequence a as in Lemma 5.8, N#a is slowly varying and
N#a (t)
log(1+t)
[Na(t).
Clearly, by increasing the growth of ak/ak−1 we can ensure that Na [ k
whereas keeping the condition of Lemma 5.8 satisfied. This ends the proof
of Lemma 5.7.
Comparing Theorem 5.1 with Theorems 5.3, 5.7 it is natural to wonder
whether or not the semisimple results can be improved to the level of the
Abelian result of Theorem 5.1. The answer is no, in general, and the next
section will elaborate on this fact. Here we want to prove a partial positive
result.
Theorem 5.9. Let G be a connected compact semisimple group which is
not a Lie group. Assume that either the dimensional spectrum of G con-
tains infinite multiplicity or that its non-decreasing dimensional sequence n ‘G
satisfies
sup
k
{S ‘k /S
‘
k−1} <. (5.6)
with S ‘k as in Definition 3.5.
(1) Assume that: (a) k is continuous increasing and is regularly varying
of index l ¥ (0,.), or (b) k is C1, slowly varying, and f=skŒ(s) is positive
and increases to infinity. Then there exists a symmetric Gaussian semigroup
(mt)t > 0 having a continuous density satisfying
log mt(e) % k(1/t) as tQ 0.
(2) Assume that f is continuous, slowly varying, and increases to infi-
nity. Assume also that sW f(e s) is doubling. Then there exists a symmetric
central Gaussian semigroup (mt)t > 0 satisfying
log mt(e) % log(1+1/t) f(1/t).
Proof. Let (Sk) be a simple Lie sequence for G with dimension
sequence (nk) and assume that the ratio of Sk/Sk−1 is bounded above by C
where Sk is defined by (3.1). If k is regularly varying of index l ¥ (0,.) as
in (1.a) we set
ak=k−1 (Sk)
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and consider the associated Gaussian semigroup (mat )t > 0. Then ak [ CŒak−1
and
Na(ak)=C
k
1
nk [ C C
k−1
1
nj=Na(ak−1).
It follows that Na(t) % k(t) for all t > 0. For (1.b) where k is slowly varying
and f(s)=skŒ(s), we define ak by ak=f−1(Sk) and a similar argument
applies showing that Na % f and N#a % k. From (5.4) and Lemma 5.4 it
follows that, in these two cases, log mat (e) % k(1/t) as tQ 0.
For (2) where f is slowly varying and sW f(e s) is doubling we set
ak=f−1(Sk) again and use Theorem 9.7 to obtain the desired conclusion.
Now, if the dimensional spectrum of G contains infinite multiplicity then
it is easy to check that one can find a simple Lie sequence for G such that
the ratio Sk/Sk−1 is bounded. Assume instead that the dimensional spec-
trum of G has finite multiplicity. Then, by hypothesis, the simple Lie
sequence (S ‘k ) of G satisfies S
‘
k /S
‘
k−1 [ C and the desired result follows.
Note that Lemma 3.6 implies that the condition S ‘k /S
‘
k−1 [ C is equivalent
to the saying that there exists a simple Lie sequence having Sk/Sk−1
bounded.
As a corollary of Theorems 5.9, 5.1 and 4.4, we get the following exten-
sion of Theorem 5.9 to general central groups.
Theorem 5.10. Let G be a clccb central group which is not a Lie group.
Assume that either the dimensional spectrum of G contains infinite multipli-
city or that its non-decreasing dimensional sequence (n ‘k (G)) satisfies (5.6).
Then assertions (1) and (2) of Theorem 5.9 hold true in this case also.
6. FURTHER EXISTENCE AND NON-EXISTENCE RESULTS
Let us introduce some notation. Let k be a positive non-decreasing
function on (0,.). Define the upper-order r(k) (resp. the lower-order n(k))
of k as
r(k)=lim sup
sQ.
log k(s)
log s
1 resp. n(k)=lim inf
sQ.
log k(s)
log s
2 . (6.1)
We say that k is regular if 0 < n(k) [ r(k) <.. For any r ¥ (0,.), we say
that k is completely regular of order r if r(k)=n(k)=r. We say that k is
exponentially regular if tW log k(e t) is regular. See Section 9 for details,
further comments and some examples.
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Definition 6.1. Given a symmetric Gaussian semigroup (mt)t > 0
admitting a continuous density, we define the upper-order (resp. lower-
order) of this semigroup as the upper-order (resp. lower-order) of the func-
tion tW log m1/t(e). We say the (mt)t > 0 is regular (resp. completely regular,
exponentially regular) if tW log m1/t(e) is regular (resp. completely regular,
exponentially regular).
Let us illustrate these definitions by stating in these terms a weak form of
part 1 of Theorem 1.4 and a consequence of Theorem 5.10.
Theorem 6.2. On any clccb central group G, for any r ¥ (0,.), there
exists a symmetric central Gaussian semigroup having upper-order r.
Theorem 6.3. Assume that the dimensional spectrum of G contains infi-
nite multiplicity. Then for any r ¥ (0,.) there exists a symmetric central
Gaussian semigroup which is completely regular of order r.
As a corollary of (5.4) and Lemma 9.1 we obtain the following result.
Lemma 6.4. Let G be a connected compact semisimple group. Fix a
simple Lie sequence (Sk) for G and let (nk) be the corresponding dimension
sequence. For a=(ak), ak > 0, let (m
a
t )t > 0 be the unique central Gaussian
semigroup on G associated with a. Let Na be defend by (5.2). Fix r ¥ (0,.).
The following properties are equivalent: (1) (mat )t > 0 has upper-order r;
(2) Na has upper-order r. Moreover, the same holds for lower-orders if we
assume that r(Na) is finite.
The next result shows that, in some sense, Theorem 1.4, part 1, and
Theorem 6.2 are optimal.
Theorem 6.5. Let G be a clccb central group with dimensional spectrum
having finite multiplicity. Let (n ‘k ) be the non-decreasing dimensional
sequence of G.
1. The group G admits an exponentially regular central symmetric
Gaussian semigroup if and only if
sup
k
log log S ‘k
log log S ‘k−1
<.. (6.2)
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2. The group G admits a regular central symmetric Gaussian semi-
group if and only if
sup
k
log S ‘k
log S ‘k−1
<.. (6.3)
3. The group G admits a completely regular central symmetric
Gaussian semigroup if and only if
lim
kQ.
log S ‘k
log S ‘k−1
=1. (6.4)
Before embarking on the proof, let us illustrate this result by an example.
Let the dimension nk be such that nk % exp(exp ka) for some a ¥ (0,.).
Then log Sk ’ exp(ka) as kQ.. Thus (6.2) holds for all a > 0, (6.3) holds
if and only if a [ 1, and (6.4) holds if and only if a < 1.
Proof. We prove the second and third assertions. The proof of the first
assertion is similar and left to the reader. Using Theorem 4.4, we can
assume that G is semisimple. Indeed, by hypothesis, the Abelian part of G
has finite dimension. Let (Sk) be a simple Lie sequence for G. Assume first
that there exists a central semigroup (mt)t > 0 with finite upper-order r and
positive lower order n. Then there is a unique sequence a=(ak) of positive
numbers such that mt=m
a
t as in (5.1). Since (mt)t > 0 has continuous density,
the sequence ak has finite multiplicity (see (5.3)). Thus we can reorder the
Sk’s so that the corresponding sequence of ak is non-decreasing. We now
assume that this has been done. This implies that Na(ak)=Sk. By
Lemma 6.4, the upper-order (resp. lower-order) of Na and (mt)t > 0 coincide.
Now, let e−1 < ck < 1 be such that ak−1 < ckak < ak. Then, for any e > 0
there exists ke such that
-k > ke, 1 [
log Sk
log Sk−1
[
log(Na(ak))
log(Na(ak/2))
[
(r+e) log ak
(n− e)(log ak−1)
.
Clearly, the desired conclusion follows in both cases considered in
Theorem 6.5, thanks to Lemma 3.6.
We now proceed to show that, under the condition (6.3), we can con-
struct a regular Gaussian semigroup. We can assume that the spectrum of
G has finite multiplicity and write G=< S ‘k /X where X is closed and
central. Consider a semigroup (mat )t > 0 associated to a sequence a=(ak) in
this decomposition of G as in (5.1). Fix r > 0 and define ak by
ak=(S
‘
k )
1/r. Then, it is clear that r(Na)=r and, by Lemma 6.4, the same
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is true for (mat )t > 0. We are left to show that n(Na) > 0. But, for x ¥
[ak, ak+1],
logNa(x)
log x
\
logNa(ak)
log ak+1
\
log S ‘k
r−1 log S ‘k+1
.
Thus n(Na) \ r−1r where
r=lim sup
log S ‘k
log S ‘k−1
.
Thus n(Na) is positive if r is finite and n(Na)=r(Na) if r=1. By
Lemma 6.4 this proves part 2 of Theorem 6.5. For part 3, observe that (6.4)
implies r=1. The desired result thus follows from the considerations
above.
The following theorem implies Theorem 1.2 of the Introduction. The
condition that there exists a regularly varying function f of order
r ¥ (0,.) such that k % f is stronger that the condition that k be com-
pletely regular of order r (see the discussion of Valiron’s theorem in
Section 9). This difference is indeed relevant here: compare the result below
to Theorem 6.5.
Theorem 6.6. Let G be a clccb central group which is not a Lie group.
(1) Fix r ¥ (0,.). Fix a regularly varying continuous increasing func-
tion k of index r. A necessary and sufficient condition for the existence of a
symmetric central Gaussian semigroup (mt)t > 0 on G having a continuous
density and such that
-t ¥ (0, 1), log mt(e) % k(1/t)
is that either the dimensional spectrum of G contains infinite multiplicity or it
has finite multiplicity and (5.6) is satisfied, that is, the ratio S ‘k /S
‘
k−1 is
bounded above.
(2) Let f be a continuous slowly varying function increasing to infinity
such that sW f(e s) is doubling. Then the same condition as above is again
necessary and sufficient for the existence of a symmetric central Gaussian
semigroup (mt)t > 0 satisfying
log mt(e) % log(1+1/t) f(1/t).
Proof. Dimensional spectra having infinite multiplicity or (5.6) are suf-
ficient by Theorem 5.10. Assume now that the dimensional spectrum of G
has finite multiplicity. Since the Abelian part is finite dimensional, by
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passing to GŒ we can assume that G is semisimple. Let (Sk) be a simple Lie
sequence for G. For part (1), let (mt)t > 0 be a semigroup satisfying
log mt(e) % k(1/t) with k regularly varying of some positive finite order.
This semigroup is associated to a sequence a=(ak) of positive numbers. As
(mt)t > 0 is (CK), each ak appears only with finite multiplicity. By reordering
the Sk’s we can assume that (ak) is non-decreasing so that Sk=Na(ak). By
Corollary 5.5, Na % k. Thus we have
Sk
Sk−1
[
Na(ak)
Na(ak/2)
[ C
k(ak)
k(ak/2)
[ CŒ.
By Lemma 3.6, we must also have S ‘k /S
‘
k−1 [ CŒ and this finishes the
proof of part (1).
For part (2), let (mt)t > 0 be a semigroup satisfying log mt(e) %
log(1+1/t) f(1/t) with f as in the theorem. This semigroup is associated
to a sequence (ak) as in part (1). From the behavior of log mt(e) and
Corollary 5.5, Na(t) % f(t). The desired conclusion follows as in part (1).
From part (2) of Theorem 6.6, it follows that one can not expect the
function f in part (2) of Theorem 1.4 to have the property that sW f(e s) is
doubling without putting some restriction on G. Note that ‘‘sW f(e s) is
doubling’’ is a condition on the size of f but also on the regularity of f.
One easily manufactures very slowly increasing functions which do not
have this property. We now want to show Theorem 1.4(2) is sharp in the
following sense. If f is any fixed slowly varying function and G admits a
symmetric central Gaussian semigroups (mt)t > 0 having a continuous
density and such that log m1/t(e) % log(1+t) f(t) then this implies some
restriction on the structure of G. This shows that the class of slowly varying
functions f appearing in Theorem 1.4(2) strongly depends on G.
Theorem 6.7. Let f be a continuous increasing slowly varying function.
Assume that G is a clccb central group which admits a symmetric central
Gaussian semigroups (mt)t > 0 having a continuous density and such that
log mt(e) % log(1+1/t) f(1/t).
Then either (1) the dimensional spectrum of G contains infinite multiplicity;
or (2) the dimensional spectrum of G has finite multiplicity and there exist
constants C1, C2 such that the non-decreasing dimensional sequence n ‘ (G)=
(n ‘k ) of G satisfies
S ‘j+1 [ C1S ‘j log f−1 (C2S ‘j ), (6.5)
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where S ‘j =; j1 n ‘k . In particular:
• If f(t)/log t tends to infinity with t, limjQ. log(S
‘
j+1)/log(S
‘
j )=1.
• If f(t) \ (log t) e for some e > 0, supj{log(S ‘j+1)/log(S ‘j )} <..
Proof. As in the proof of the previous theorem we can assume that G is
semisimple. Moreover we can find a simple Lie sequence (Sk) for G such
that mt=m
a
t as in (5.1) for some non-decreasing sequence a=(ak) of
positive numbers. Then, for any ak [ t < s [ ak+1,
N#a (s)=N
#
a (t)+Sk log s/t.
Note that sWN#a (s)/log s is non-decreasing. It follows that
N#a (t)
log t
[ Sk.
Letting t, s tend to ak+1, we get
N#a (ak+1)
log ak+1
[ Sk.
But we also have
N#a (3aj+1) \ Sj+1.
Now, by hypothesis,
log m1/t(e) % log(1+t) f(t) %N#a (t)
with f slowly varying, continuous increasing. Thus there exists a constant
C such that, for all j large enough,
f(aj+1) [ CSj and Sj+1 [ C log(aj+1) f(aj+1).
It follows that
Sj+1 [ CSj log f−1(CSj).
To obtain the desired conclusion, we observe that
Sj+1
CSjf−1 (CSj)
=C−1 11+nj+1
Sj
2 1
log f−1 (CSj)
.
It follows that Lemma 3.6 applies and yields the desired conclusion.
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The last result of this section is less precise than the previous one but is
rather surprising. It shows that even a very weak control of mt(e) implies
restrictions on G.
Theorem 6.8. Assume that the central clccb group G carries a symmetric
central Gaussian semigroup (mt)t > 0 satisfying (CK) and such that
-t ¥ (0, 1), log(1+1/t) f(1/t) [ log mt(e) [ C exp(Ct−c)
for some c ¥ (0, 1) and some doubling function f. Then, if G has dimensional
spectrum of finite multiplicity, we must have
sup
k
f((log S ‘k )
(1− c)/c)
Sk−1
<..
Proof. Let (Sk) be a simple Lie sequence for G such that (mt)t > 0=
(mat )t > 0 as in (5.1) with (ak) non-decreasing. By Lemma 5.4 and the pos-
tulated upper-bound
N#a (x) [ C1 exp(C1xc).
Then
N#a6(x)=F
Ax c/(1− c)
0
N#a (xt)) e
−t dt+F.
Axc/(1− c)
N#a (xt)) e
−t dt
[N#a (Ax1/(1− c))+o(1) [ 2N#a (Ax1/(1− c))
for some fixed A large enough. It now follows from (5.4) and the
postulated lower bound that
f(x) log(1+x) [ C2N#a (C2x1/(1− c)).
As f is doubling, this implies
logN#a (x) \ log f(x1− c)+log log(1+x)−C3.
Now, we always have log(x)) Na(x) \N#a (x). Thus the previous inequality
yields
logNa(x) \ log f(x1− c)−C3.
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Note also that, by (5.4) and the postulated upper-bound,
logNa(x) [ C4xc.
Finally, as the sequence ak is non-decreasing and f doubling, we get
log(S ‘k−1) \ logNa(a/2) \ log f(a1− ck )−C5
\ log f((Na(ak)) (1− c)/c)−C6 \ log f((S ‘k ) (1− c)/c)−C6.
The announced conclusion follows.
7. POTENTIAL THEORETIC APPLICATIONS
This section connects the results of this paper to potential theoretic
questions. As mentioned in the introduction, these questions motivated
some of the first attempts to understand Gaussian semigroups on locally
compact groups. See, e.g., [4, 13, 15, 27].
Given a Gaussian semigroup (mt)t > 0 on a connected locally compact
group G having a countable basis for its topology, consider the associated
diffusion process X=(Xt)t > 0 and the infinitesimal generator −L so that
Ht at (1.2) equals e−tL. Consider the following two harmonic sheaves,
HX(V)={u: u ¥ C(V), u is X-harmonic}
and
HL(V)={u: u ¥ C(V), Lu=0 is a distribution},
where V runs through all open subsets of G. It was shown in [8] that these
two sheaves always coincide in this setting. We simply denote this sheaf by
H when there is no possible confusion regarding which Gaussian
semigroup this notation refers to. We also consider the parabolic sheaf H˙
associated with the operator L˙=“t+L on G˙=R×G. For unexplained
potential theoretic notions used below, we refer to [4, 8, 21]. In particular,
[8] contains a short introduction to the relevant material. Recall that, by
[8, Theorem 4.7], any left-invariant elliptic Bauer harmonic sheaf on G is
equal to the harmonic sheaf H associated to a certain Gaussian semigroup.
Let us also recall the following result.
Theorem 7.1 [8]. Let G be a locally compact clccb group. Let (mt)t > 0
be a symmetric Gaussian semigroup on G. The following properties are
equivalent
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(a) The sheaf H is an elliptic Bauer sheaf;
(b) The sheaf H˙ is a Bauer sheaf;
(c) The Gaussian semigroup (mt)t > 0 satisfies (AC);
(d) The measure q=>.0 e−tmt dt is absolutely continuous with respect
to Haar measure.
There is no general result of this sort describing properties equivalent to
H being a Brelot harmonic sheaf but, in the special case of central symme-
tric Gaussian semigroups, we have the following result. The search for such
a satisfactory description of bi-invariant Brelot sheaves on central groups
has been one of our main motivations in developing the results obtained in
[7–9] and the present paper.
Theorem 7.2. Let G be a clccb central group. Let (mt)t > 0 be a central
symmetric Gaussian semigroup on G. The following properties are equivalent.
(a) The sheaf H is a Brelot sheaf;
(b) The sheaf H˙ is a Bauer sheaf and satisfies the Doob convergence
property;
(c) The Gaussian semigroup (mt)t > 0 satisfies (CKf);
(d) The Gaussian semigroup (mt)t > 0 satisfies (CK#);
(e) The measure q=>.0 e−tmt dt is absolutely continuous with respect to
Haar measure and, admits a continuous density on G0{e}.
Proof. By Theorem 4.11, (c) implies (d). By [4, Theorem 3.2.1], (d)
implies (b) which obviously implies (a). Now, assume (a) and let Ha be the
sheaf on A=G/GŒ associated to the Abelian part of (mt)t > 0. Obviously, if
u ¥Ha, its pullback on G is in H. Thus, Ha is a Brelot sheaf. It follows
from [9, Theorem 6.1] that (mat )t > 0 satisfies (CKf). A similar reasoning
shows that the sheaf HŒ on GŒ/H associated to (m −t)t > 0 is a Brelot sheaf. It
then follows from [8] that (m −t)t > 0 and thus (m¯
−
t)t > 0=(m
s
t)t > 0 satisfies
(CKf). This proves that (a)Z (b)Z (c)Z (d). It is clear that (CK#)
implies (e). Finally, a modification of [4, Theorem 4.2.3] shows that (e)
implies (a). This completes the proof of Theorem 7.2.
Remark. That (a) and (e) are equivalent is a very general result con-
tained, modulo some slight extension of the argument, in [4, Theorem
4.2.3]. Similarly for the equivalence between (b) and (c). What is really new
here are the equivalences between (c) and (d) and, the remarkable equiva-
lence between (a) and (b), that is, between the elliptic side ‘‘(a), (e)’’ and the
parabolic side ‘‘(b), (c), (d)’’.
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As a corollary of Theorems 1.4, 7.1, 7.2 and known results concerning
Lie groups, we obtain the following theorem.
Theorem 7.3. Let G be a clccb central group. Then G carries a bi-
invariant Brelot harmonic sheaf. Moreover, G is a Lie group if and only if
any bi-invariant elliptic Bauer harmonic sheaf is a Brelot sheaf.
Proof. If G is a Lie group it is well known that G carries bi-invariant
Brelot sheaves and that any elliptic Bauer sheaf is, by Bony’s celebrated
theorem [17], a Brelot sheaf. If G is not a Lie group, any of the central
Gaussian semigroups constructed in Theorem 1.4(1) for k a regularly
varying function of index 0 < l < 1 yields a bi-invariant Brelot harmonic
sheaf. However, for 1 < l <+. this construction yields a bi-invariant
Bauer elliptic harmonic sheaf H (see Theorem 7.1) which, according to
Theorem 7.2 is not a Brelot sheaf because lim suptQ 0 t log mt(e) > 0.
Next, we consider Harnack inequalities, elliptic and parabolic versions.
Definition 7.4. We say that a harmonic sheaf satisfies an elliptic
Harnack inequality if for any domain U … G and any compact set K … U
there exists a constant C=C(U, K) such that
sup
K
{u} [ C inf
K
{u}
for any non-negative function u ¥H(U).
Definition 7.5. We say that a harmonic sheaf H˙ satisfies a parabolic
Harnack inequality if for any domain U … G, any open time interval I,
any compact set K … U and any a, b, c, d ¥ I, a < b < c < d, there exists a
constant C=C(U, I, K, a, b, c, d) such that
sup
(a, b)×K
{u} [ C inf
(c, d)×K
{u}
for any non-negative function u ¥ H˙(I×U).
Theorem 7.6. Let G be a clccb central group. Let (mt)t > 0 be a central
symmetric Gaussian semigroup. The following properties are equivalent:
(f) The sheaf H satisfies an elliptic Harnack inequality;
(g) The sheaf H˙ satisfies a parabolic Harnack inequality.
Moreover these two properties are equivalent to the properties listed in
Theorem 7.2.
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Proof. That (g) implies (f) is obvious. It is well known that (f) implies
that the corresponding harmonic sheaf is a Brelot sheaf [21, Ex. 1.1.15].
Thus, by Theorem 7.2, (mt)t > 0 satisfies (CKf). Then, (g) follows from [9,
Theorem 4.13].
8. BI-INVARIANT INTRINSIC DISTANCES
This section is concerned with the natural quasi-distance associated with
any central Gaussian semigroup and how its behavior relates to that of the
semigroup. First, let us review the definition. Given a symmetric Gaussian
semigroup on clccb central group G (not necessarily a central semigroup),
the self-adjoint Markov semigroup on L2 (G, dn) defined by Htf(x)=
>G f(xy)) dmt(y) induces a Dirichlet space (E,F) where the form E is
given by
E(u, v)=lim
tQ 0
7I−Ht
t
u, v8
with domain F … L2 (G, dn) equal to the set of L2 function u for which the
monotonic limit E(u, u) is finite.
It is known (see [10] for a review) that this is a regular strictly local
Dirichlet space and that C(G) at (2.1) is a core for (E,F). On this core, the
Dirichlet form E is given by
E(u, v)=F
G
C
I, j ¥ J
ai, jXiuXjv dn,
where (Xj)j ¥ J is a fixed projective basis of the Lie algebra of G. For all u,
v ¥ C(G),
C(u, v)= C
I, j ¥ J
ai, jXiuXjv.
An alternative equivalent definition of C can be given in terms of the
generator −L of the semigroup Ht. Namely,
C(u, v)=−L(uv)+uLv+vLu.
We are now ready to define the left-invariant intrinsic pseudo-distance d
associated to (mt)t > 0 by setting, for any x ¥ G
d(x)=d(e, x)=inf{u(x)−u(e) : u ¥ C, C(u, u) [ 1}. (8.1)
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Clearly, if (mt)t > 0 is central then d is a bi-invariant distance on G (i.e.,
d(xy)=d(yx)). If G is a Lie group and L is the Laplacian for a Rieman-
nian metric then d is equal to the Riemannian distance.
In [10] we prove that, if (mt)t > 0 is not degenerate, the set D={x ¥ G :
d(x) <.} is always a dense Borel subgroup of G and either n(D)=0 or
D=G. Moreover, if G=D, the distance d is bounded on any compact
subset of G. In [10], we also prove that, if (mt)t > 0 satisfies (CKk) for some
regularly varying function k of index l ¥ (0, 1), then D=G and
(x, y)W d(x, y)=d(x−1y) is continuous and defines the topology of G.
Thus Theorem 1.4 has the following corollary.
Theorem 8.1. On any clccb central group there exist continuous bi-
invariant intrinsic distances defined by (8.1) for appropriate C.
The continuous bi-invariant distances so obtained have additional
important properties that are built in their definition as intrinsic distances:
• Any distance d defined by (8.1) which is continuous and defines the
topology of G can be expressed in terms of the minimal length of continu-
ous curves joining two points. In other words, when d above is continuous
the metric space (G, d) is a length space. See [33]. Other authors (e.g.,
[30]) say that such distances are inner distances.
• Let G be the projective limit of Lie groups Gb, b ¥ I. Assume that d
at (8.1) is continuous and defines the topology of G. It then can be approx-
imated uniformly on compact sets by the corresponding left-invariant dis-
tances db on the Lie groups Gb. If moreover, G is a central clccb group and
d is bi-invariant, then the db are bi-invariant Riemannian distances and the
corresponding Riemannian manifolds Gb have non-negative sectional cur-
vature. It follows that (G, d) is then an inner metric space with non-nega-
tive curvature in the sense of Alexandrov. Moreover (G, d) is weakly
convex (see [30], Definition 1.2 and Proposition 4.6). The problem of
constructing continuous bi-invariant inner metrics with non-negative
curvature on any compact clccb group is tackled in [30]. Theorem 8.1
gives an alternative proof. It actually yields more examples of such
distances than the construction in [30]. See also Theorem 8.2 below.
In order to study the intrinsic distance d associated with a fixed Gaussian
semigroup (mt)t > 0 on a clccb central group, we need to introduce various
related distances.
Let da (resp. d s) be the quasi-distance on the Abelian part A (resp the
semisimple part GŒ) of G associated with the Gaussian semigroup (mat )t > 0
(resp. (m st)t > 0).
Let d (resp. d¯) the distance on G=G/H (resp. G¯=Z0×GŒ) associated
with (mt)t > 0 (resp. (m¯t)t > 0).
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Finally, let d0 the distance on Z0 which is associated with the semigroup
m¯0t on Z
0.
At a formal level, the distances d, d, d¯ are all defined by the same carré
du champ C except that this C must be understood as defined on C(G),
C(G), C(G¯) respectively.
Theorem 8.2. Let G be a clccb central group. Let (mt)t > 0 be a symmetric
central Gaussian semigroup on G.
(1) The distance d is bounded on compact subsets on G if and only if
both da and d s are bounded on compact subsets on A and GŒ, respectively.
(2) The distance d is continuous on G if and only if both da and d s are
continuous on A and GŒ respectively.
Proof. By definition of the quasi-distances d, d, it is easy to see that
d [ d where d is interpreted as a function on G constant on the cosets of H.
Indeed,
d=sup{f(x)−f(e) : f ¥ C(G), C(f, f) [ 1}
and any f ¥ C(G) can be regarded as a function in C(G), constant on the
cosets of H. Thus d is continuous. By the same token, the distance dŒ
on GŒ/H=(G/H)(Z0/H) associated to (m −t)t > 0 and the distance d0=da
on Z0/H=(G/H)/(GŒ/H)=G/GŒ=A associated to (m0t )t > 0=(mat )t > 0
satisfy da [ d and dŒ [ d if viewed as functions on G constant on the cosets
of GŒ and Z0 respectively. Thus, if d is bounded on compact subsets (resp.
continuous), so are da and dŒ.
We claim that it implies that the distance d s on GŒ is also bounded (resp.
continuous). This follows from the next result which is of independent
interest.
Theorem 8.3. Let G be a semisimple group with simple Lie sequence
(Sk) and associated dimension sequence (nk). Let a=(ak) be a sequence of
positive numbers. Then a necessary and sufficient condition for the distance
da associated to the semigroup (m
a
t )t > 0 at (5.1) to be bounded on G is that
C
k
nk
ak
<. (8.2)
or equivalently
F 1
0
log mat (e) dt <.. (8.3)
Moreover, this implies that da is continuous on G.
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Proof. That (8.2) and (8.3) are equivalent follows from (5.4). Indeed,
F.
0
Na(1/t)) dt=F
.
0
Na(t)
dt
t2
=F.
0
dNa(t)
t
=C
k
nk
ak
.
Next, we claim that any compact connected simple Lie group K equipped
with its canonical bi-invariant Killing metric has diameter diam(K)
bounded by
1
2 `n(K) [ diam(K) [ 2p`n(K) , (8.4)
where n(K) is the dimension of K. Now, given (8.4), the diameter of
S=< Sk is bounded above by
diam(S)2=C
k
diam(Sk)2
ak
[ C1 C
k
nk
ak
whereas the diameter of S=< Sk is bounded below by
diam(S)2=C
k
diam(Sk)2
ak
\ c1 C
k
nk
ak
.
As the diameter of G is no more than that of S and no less than that of S
the desired result follows.
We still need to check (8.4). The upper-bound can be obtained by apply-
ing Meyer’s theorem [20, p. 73]. For the lower bound, observe that the
diameter of K is equal to the diameter of one, hence any, maximal torus
equipped with the restriction of the Killing form. Running through the
table of all simple groups then gives the desired result.
To finish the proof of Theorem 8.2, we need to show that if da and d s are
bounded on compact subsets (resp. continuous) then d is bounded on
compact subsets (resp. continuous). The following lemma is clear when G is
a Lie group because of the geodesic definition of the distances involved.
The general case follows by passing to the projective limit. See [10].
Lemma 8.4. If z ¥ Z0, d(z) [ d0 (z). If gŒ ¥ GŒ, d(gŒ) [ d s (gŒ).
Remark. In this lemma we use the obvious identification of Z0 and GŒ
as subgroup of G with Z0 and GŒ as subgroups of G¯=Z0×GŒ.
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Consider now the case where da, d s are bounded on compact subsets.
Any g ¥ G can be written g=zgŒ with z ¥ Z0 and gŒ ¥ GŒ. Thus, for all
h ¥H=Z0 5 GŒ,
d(g)=d(zhh−1gŒ) [ d(zh)+d(h−1gŒ) [ d0(zh)+ds(h−1gŒ).
Now da on A=Z0/H can be computed by
da(zH)= inf
h ¥H
d0(zh)
(this is well-known in the case of Lie group and the general case follows by
projective limit). Thus, we get
d(g) [ inf
h ¥H
d0(zh)+sup
h ¥H
d s(h−1gŒ)=da(zH)+sup
h ¥H
d s(h−1gŒ).
As H and GŒ are compact it follows easily that d is bounded on compact
subsets of G.
Finally, we need to show that if da, d s are continuous then d is. Let Kb
be a family of small subgroups of Z0. Let pb: Z0 Q Z0/Kb denote the
projection map. Recall that H=Z0 5 GŒ and H={(h, h−1: h ¥H} …
Z0×GŒ.
As Kb is a decreasing family of compact subgroups of Z0 such that
Kb s {e}, the same property holds for H 5Kb in GŒ. As d s is continuous,
this proves the following lemma.
Lemma 8.5. If d s is continuous, for any e > 0 there exists b0, such that,
for all b \ b0 and all h ¥H 5Kb, d s (h) < e.
By the Levy–Malcev decomposition and Lemma 8.4, we have
-z ¥ Z0, -gŒ ¥ GŒ, d(zgŒ) [ d(z)+d(gŒ) [ d(z)+ds(gŒ).
Hence, to prove that d is continuous lit suffices to prove that, for any e > 0,
there exists a neighborhood U of e in Z0 such that d(z) [ e for all z ¥ U.
Now, for z ¥ Z0,
d(z)2= inf
h ¥H
d¯((z, e) h)2= inf
h ¥H
{d0(zh)2+d s(h−1)2}. (8.5)
Let U be a compact neighborhood of e in Z0. Let d0b, d
a
b be the distances
obtained by projection on the Lie groups
Z0b=Z
0/Kb, Ab=Z
0
b/Hb 5 A/(HKb/H),
where Hb 5HKb/Kb 5H/(H 5Kb).
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Recall that (see, e.g., [10])
da(xH)=sup
b
dab(pˆb(xH)),
where pˆb is the canonical homorphism from A=Z0/H onto Ab=Z
0
b/Hb
induced by the canonical homorphism pb from Z0 onto A=Z0/H. By
Dini’s theorem, as da is continuous, we can find b1 such that
-z ¥ U, -b \ b1, da(zH) [ 2dab(pˆb(zH)). (8.6)
Now, fix e > 0. Let b \max {b0, b1} where b0 is given by Lemma 8.5
and b1 by (8.6). Note that Hb 5H/(H 5Kb) is a discrete (finite or count-
able) subgroup of Z0b (see the proof of Corollary 2.4). Thus Z
0
b is a cover
of Ab and we can find g ¥ (0, e) such that the projection map from Z0b onto
Ab is an isometry from the ball B
0
b(10g) of radius 10g in Z
0
b onto the ball
Bab(10g) in Ab. Now, let z ¥ p−1b (B0b(g)) 5 U and let h=h(z) ¥H be such
that
d0(zh) [ 2da(zH).
Then, by hypothesis,
d0(zh) [ 2da(zH) [ 4dab(pˆb(zH))=4d0b(pb(z)) [ 4g. (8.7)
and, a fortiori,
d0b(pb(zh)) [ d0(zh) [ 4g.
Moreover, d0b(pb(z)) [ g. Thus d0b(pb(h)) [ 5g. It follows that pb(h)=e,
that is, h ¥H 5Kb. Now, since b \ b0, Lemma 8.5 gives
d s(h) < e. (8.8)
Finally, (8.5), (8.7) and (8.8) give d(z)2 [ 16g2+e2 [ 17e2, proving that d is
continuous.
Applying Theorem 8.2 and Theorem 8.3 we obtain the following result.
Corollary 8.6. Let G be a clccb central group. Let d be the intrinsic
distance associated with a central symmetric Gaussian semigroup on G.
Assume that d is bounded on compact subset of G. Then d is continuous if and
only if the distance da on the Abelian part A is continuous.
Consider question Q6 of the introduction, that is, whether the condition
>10 log mt(e) dt <. is necessary and sufficient for d to be continuous. As a
corollary of Theorems 8.2, 8.3 and (4.8) we see that this equivalence holds
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true if and only it holds true in the case where G=T., thus reducing this
problem to the Abelian case.
Finally, the main result of this section is the following.
Theorem 8.7. Let G be a clccb central group. Let (mt)t > 0 be a symmetric
central Gaussian semigroup on G. If d is continuous, then (mt)t > 0 satisfies
(CKf) and all the equivalent properties listed in Theorems 7.2 and 7.6.
Proof. If d is continuous then both da and d s are continuous. By [9,
Theorem 6.1] and Theorem 8.3, it follows that (mat )t > 0 and (m
s
t)t > 0 satisfy
(CKf). Hence, by Theorem 4.10, (mt)t > 0 itself satisfies (CKf). Theorems
7.2 and 7.6 complete the proof.
9. REGULAR VARIATION AND RELATED TOOLS
This section gathers information concerning regularly varying functions,
Tauberian theorems and related matters that are used in this paper. Most
of this material is classical although what we exactly need may be sometime
difficult to find in the literature.
A. Slow variation. A non-negative function k on (0,.) is slowly
varying iff k(tx)/k(t)Q 1 when tQ. for every x > 0. Examples of
slowly varying functions tending to infinity are k(t)=(log(1+t))a
(log log(e+t))b, a, b ¥ (0,.) and exp(c(log(1+t))c), c ¥ (0, 1), c > 0.
Although this fact is not explicitely used directly in this paper let us recall
that k is slowly varying iff there exist two functions a and e and a positive
constant c such that a(x)Q c, e(x)Q 0 as xQ., and
k(x)=a(x) exp 1Fx
1
e(s)
s
ds2 .
It follows that, for each g > 0, a slowly varying k satisfies x−g [ k(x) [ xg
if x is large enough.
B. Regular variation. A non-negative function k on (0,.) is regularly
varying of finite index −. < l <. iff k(x)=xlf(x) where f is a slowly
varying function. Examples of regularly varying functions of positive finite
index l are k(x)=xl(log(1+x))a with a ¥ (−.,.). Regularly varying
function of index 0 are exactly the slowly varying functions. For our
purpose, it is interesting to note the following fact: given a regularly
varying function of finite index l, it is always possible to find a smooth
function f regularly varying of index l and such that k ’ f. If l ] 0, f may
also be taken monotonic. See [14, 1.8.2].
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All functions of regular variation are doubling, that is, are such that
f(2x) [ Cf(x) for some constant C and all x large enough. The functions
exp(c(log(1+x))a), a > 1, c > 0, are not doubling. They are rapidly varying
functions.
C. Orders. Let k be a non-negative function on (0,.). The upper-
order r(k) and the lower-order n(k) of k are defined at (6.1). The function
k is regular if 0 < n(k) [ r(k) <.. It is completely regular of order r of
order r if r(k)=n(k)=r. In more concrete terms, k is regular iff there
exist 0 < a [ b <. such that
ta [ k(t) [ tb
for all t large enough. It is completely regular of order r if for any e > 0
tr− e [ k(t) [ tr+e
for all t large enough (depending on e).
We say that a function k is exponentially regular if log k(ex) is regular.
This amounts to say that
0 < lim inf
xQ.
log log(k(x))
log log(x)
[ lim sup
xQ.
log log(k(x))
log log(x)
<..
Thus a function k is exponentially regular if and only if there exists
0 < a [ b <. such that
exp((log(1+t))a) [ k(t) [ exp((log(1+t))b)
for all t large enough.
By a theorem of Valiron [14, 2.3.11; 7.4.2], a non-negative function k is
regular with upper-order r and lower-order n if and only if there exist two
regularly varying functions f, F of respective index n, r respectively such
that f [ k [ F and
lim sup
tQ.
k(t)/F(t)=lim inf
tQ.
k(t)/f(t)=1.
In particular, if k is completely regular of order r, f and F are both
regularly varying of index r. The ratio F/f is a slowly varying function
but, in general, it is not bounded. Thus, the condition that there exists a
regularly varying function f of index r ¥ (0,.) such that k % f is stronger
that the condition that k be completely regular of order r.
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D. Transforms. Consider the following two transforms of a non-nega-
tive (measurable) function k defined on (0,.):
k#(x)=Fx
0
k(s)
ds
s
(9.1)
k˜(x)=F.
0
k(sx) e−s ds. (9.2)
Crucial to this paper are the relations between k, k# and k#6 . Note that, if
k# and k#6 are both finite for some x > 0, then
k#6 (x)=F.
0
k#(sx) e−s ds=F.
0
e−s/x dk#(s)
=F.
0
k(sx) e−s
ds
s
. (9.3)
We start with the following very elementary result.
Lemma 9.1. Let k be a non-negative non-decreasing function. For any
r > 0, the following statements are equivalent: (1) r(k)=r; (2) r(k#)=r;
(3) r(k˜)=r.
The same holds true for lower-orders if we assume r(k) <..
Proof. Wehave: (a) log(2) k(x/2) [ k#(x) [ k(x) log(x); (b) e−1k(x) [
k˜(x) and, for any d > 0, k˜(x) [ k(x1+d)+e−x
d/2 k˜(2x). Assuming that k as
finite upper-order, the last inequality yields k˜(x) [ 2k(x1+d) for each d and
x large enough depending on d. The desired results follow.
We now state some less elementary and more classical results. The first
two results are due to Karamata.
Theorem 9.2 [14, 1.5.11; 1.6.1]). Fix a non-negative function k and
l > 0. The following are equivalent: (a) k#(x) ’ l−1k(x) as xQ.; (b) k is
regularly varying of index l > 0.
Theorem 9.3 [14, 1.7.1]. Fix a non-negative, non-decreasing, continuous
function k. Fix l > 0 and a regularly varying function f of index l. The
following are equivalent: (a) k(x) ’ f(x) (resp. k(x)=o(f(x))) as xQ.;
(b) k˜(x) ’ C(1+l)−1 f(x) (resp. k˜(x)=o(f(x))) as xQ..
The next two results are the well known monotone density and de
Haan–Stadtmüller theorems.
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Theorem 9.4 [14, 1.7.2]. Let f be a monotonic non-negative function.
Set F(x)=>x0 f(t)) dt. If F is regularly varying of index l−1, l ¥ (0,.),
then f(x) ’ lF(x)/x as xQ..
Theorem 9.5 [14, 2.10.2]. Fix a non-decreasing non-negative function k.
The following are equivalent: (a) k is doubling; (b) k˜ is doubling; (c) k % k˜.
Finally, the following two results are used throughout Sections 5 and 6.
They are closely related to the previous theorems. We include a proof for
the convenience of the reader and lack of a precise reference.
Theorem 9.6. Fix a non-decreasing non-negative function k and a
regularly varying function f of positive finite index l. Then the following
properties are equivalent: (a) k % f; (b) k# % f; (c) k#6 % f.
Proof. (a) implies (b) by Theorem 9.2 and (b) implies (c) by
Theorem 9.3. (c) implies (b) by Theorem 9.5. We now prove that (b)
implies (a). We have k(x/2) [ >xx/2 k(x)−1 dx [ k#(x). This shows that (b)
implies k [ Cf.
f(x) [ Ck#(x)=C F ex
0
k(t)
dt
t
+C Fx
ex
k(t)
dt
t
[ CŒf(ex)+C log(1/e) k(x)
[ Cœelf(x)+C log(1/e) k(x).
Choosing e > 0 so that Cœel=1/2 yields
k \
l
2C log Cœ f.
Theorem 9.7. Fix a non-negative non-decreasing function k and a slowly
varying non-decreasing function f such that sQ f(e s) is doubling. Then the
following properties are equivalent: (a) k % f; (b) k#(t) % log(1+t) f(t);
(c) k#6(t) % log(1+t) f(t).
Proof. (a) implies k# % f#. Moreover,
f#(x)=F 1
0
f(x)
dx
x
+F log x
0
f(e s) ds=C+F log x
0
f(e s) ds.
By doubling and monotonicity,
F log x
0
f(e s) ds % log(x) f(x).
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This proves (b). By Theorem 9.5, (b) is equivalent to (c). To prove that (b)
implies (a), observe that k#(x) [ log(x) k(x). Thus (b) implies f [ Ck. In
the other direction,
log(x) k(x) [ F 2 log x
log x
k(e t) dt=Fx
2
x
k(t)
dt
t
.
Thus
log(x) k(x) [ k#(x2) [ C log(x) f(x2)
[ C log(x) f(e2 log x) [ CŒlog(x) f(e log x)
=CŒlog(x) f(x).
This finishes the proof.
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