Abstract A new estimator of bid-ask spreads is presented. When the trade direction is known, any estimate of the spread is associated with a unique series of conjectural mid-prices derived by adjusting the observed transaction price by half the estimated spread. It is shown that the covariance of successive conjectural mid-price returns is maximised (or least negative) when the estimated spread is equal to the true spread. A search procedure to maximise this covariance may therefore be used to estimate the true spread. The performance of this estimator under various conditions is examined both theoretically and with Monte Carlo simulations. The simulations confirm the theoretical results. The performance of the estimator is good.
Introduction
Bid-ask spreads are important measures of liquidity in financial markets. Developing efficient spread estimators has been a lively area of research for several decades. The development of electronic trading in the major markets has reduced spreads and made them more transparent, since quoted spreads are often recorded. Nevertheless spread estimation is still important for less liquid markets and where "price improvement" occurs, i.e. where the trader obtains a better price for the transaction than that quoted to them.
Bid-ask spread estimators can be divided into two groups: the Roll family of estimators which are based on the serial correlation of transaction returns (Roll 1984 , Glosten and Harris 1988 , Choi et al. 1988 , Stoll 1989 , George et al. 1991 , Laux and Senchack 1994 , Huang and Stoll 1997 and Hasbrouck 2004 , and other estimators such as Lesmond et al. (1999) , Holden (2009) , Goyenko et al. (2009) and Corwin and Schultz (2012) .
One issue that has received little attention is the effect on spread estimators of feedback trading (order flows reacting to price returns). Feedback trading has been empirically recorded in stock markets by Hasbrouck (1991) and Nofsinger and Sias (1999) , in futures markets by Lin et al. (2005) , in foreign exchange markets by Daníelsson and Love (2006) and in bond markets by Dean and Faff (2008) . Time aggregation of data can artificially introduce apparent feedback trading if order flows drive returns, as Daníelsson and Love (2006) point out. De Long et al. (1990) provide a theoretical model of feedback trading. Huang and Stoll's (1997) estimator is biased in the presence of feedback trading, as is the entire family of Roll-type estimators (Bleaney and Li 2015) .
In this essay we introduce a new trial-and-error method of estimating the spread that has the same data requirements as the Huang and Stoll 1997 model (the HS model thereafter) in that it uses trade direction as well as return information, but which performs better than the HS model in certain circumstances, and specifically in the presence of feedback trading. When transaction prices and the direction of transactions are known, any estimate of the spread is associated with an estimate of the mid-price for each transaction. The proposed method relies on the fact that, under certain assumptions, the estimated covariance of current and lagged mid-price returns will be maximized (or least negative) when Blinded Manuscript Click here to view linked References   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 2 the estimated spread is equal to the true spread. A search to maximize this estimated covariance should therefore yield an accurate estimate of the spread. The assumptions are that mid-price returns are independent of past, current and future order flows. This happens if order flows do not react to returns (no feedback trading), and returns do not react to order flows (no price adjustment by dealers for inventory control or precautionary reasons). As with the HS estimator, information on transaction data and order flows is needed. Like the HS estimator, our new estimator is biased in the presence of feedback trading, but substantially less biased than the HS estimator.
When order flows are unknown, one may apply the method introduced in Hasbrouck (2004 Hasbrouck ( , 2009 ) to obtain order flows before using our estimator, as is the case with the HS estimator. The combination of our new estimator and Hasbrouck's method should generate satisfactory estimates.
The rest of the paper is organised as follows. Section Two introduces a new estimator based on conjectures about the spread. Section Three discusses the possible biases of this estimator under the existence of feedback trading and the price impact of orders. Section Four compares the performance of the new estimator with that of the Roll, Huang-Stoll and Corwin-Schultz estimators using simulation evidence for sampling frequencies ranging from one minute to 24 hours. The simulations show the average estimation error as well as the bias of each estimator for each experiment. Section Five discusses the results of simulations. Section Six concludes.
A New Estimator
In this section, we introduce a new estimator based on conjectures about the spread. We show that under ideal conditions the new estimator is unbiased.
The intuition is simple. We make a conjecture about the spread and calculate conjectural mid-price returns according to the conjecture. The conjectural error (the difference between the conjecture and the true spread) influences the covariance between two adjacent conjectural mid-price returns. It will be shown that the series of true mid-price returns has the greatest covariance among all other series of conjectural mid-price returns. Therefore, after trying conjectural spreads and calculating the corresponding conjectural mid-price returns and the covariances, we use the conjectural spreads which correspond to the series with the greatest covariance as the estimate of the true spread.
The bid-ask spread is the difference between the ask price and the bid price. Let s t be the transaction price which is the ask (bid) price if a buy (sell) order is executed. Transaction prices can be divided into two parts. One is the bid-ask spread and the other is the unobserved mid-price. Formally, the price is given by:
where M t is the mid-price. SP is the effective bid-ask spread, and BS is the trade indicator which shows the direction of the trade. BS = 1 if there is a buy order and BS = −1 if there is a sell order. Then the transaction price return is given by:
where ∆ is the first order difference operator. The spread will enlarge (reduce) the observed return when the change in the trade direction has the same (opposite) sign as the mid-price change. If the trade direction does not change (BS t − BS t−1 = 0 ), the observed return is equal to the mid-price change. We assume that returns are uncorrelated with past, current or future order flows. This means that there is no feedback trading (order flows do not react to past returns), and no adjustment of prices to order flows for inventory control or precautionary reasons. These are the ideal conditions for the estimator. If we have a conjecture about the spread, the error of the conjecture is given by:
where SP t is the conjecture, and Ω t is the conjectural error. All the symbols with ∼ represent conjecture values. We assume that the spread is fixed throughout the series. Thus the spread and its conjecture and the conjectural error are fixed.
A New Spread Estimator 3 A conjectural mid-price series ( M t ) can be obtained from conjectural spreads.
If we re-arrange the equation above, one can find that the difference between the true mid-price and its conjecture is half the conjectural error:
Then the mid-price return is given by:
We now show that under ideal conditions a trial-and-error method can identify the true spread.
Definition 1 Let A be a set of all conjectures of the true spread A = { SP 1 , SP 2 , · · · , SP n } Definition 2 Let B be a set of covariances of two adjacent conjectural mid-price returns obtained according to the conjecture of the true spread B = {Cov 1 , Cov 2 , · · · , Cov n }, where
Proposition 1 If there is no feedback trading, and no inventory control or asymmetric information components of the spread, then the spread and its conjecture, and thus the conjectural error, are serially independent or are fixed. If a conjecture of the spread SP i ∈ A corresponds to Cov i = max(B), it equals the true spread i.e. SP i = SP.
Proof The full proof is in the appendix. The covariance of two adjacent conjectures of mid-price returns is:
Assume the expectation of the conjectural mid-prices is zero. Thus, the equation above can be written as:
As shown in the Appendix, the assumptions imply that BS is independent of ∆M at all dates, so many terms in (9) are zeros. The variable BS is a binary variable (1 or −1), thus E(BS 2 t−1 ) = 1. Then we can finally obtain:
The right hand side of the equation is a quadratic polynomial of the expectation of the error of the conjecture. For a given series, the first term on the right hand side is a constant. It is straightforward that when the error is zero (i.e. Ω = 0), the second term is zero. Furthermore, when Ω = 0, there is a global extreme for the right hand side polynomial, symmetrically, the left hand side of the equation Cov(∆ M t , ∆ M t−1 ) is also at the extreme value:
When the conjectural error is zero, the conjectural spread is the true spread:
Therefore the conjectural spread which maximises the covariance equals the true spread.
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Q.E.D .   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65   4 Proposition 1 sheds light on the spread estimation. The most important point is that at the extreme point, the expectation of conjectural spread equals that of the true spread. Therefore, one can apply a search procedure to estimate the true spread. More specifically, the first step of the estimation is to choose a conjectural spread ( SP i ). Secondly, calculate the conjectural mid-prices ( M i ), and then the conjectural returns (∆ M t,i ) using the conjectural spread according to Equation (5). Thirdly, calculate the covariance of two adjacent returns of conjectural mid-prices (Cov(∆ M t,i , ∆ M t−1,i ) i ). Fourthly, repeat the first three steps enough times to draw a curve of the covariance against the conjectural spread. Finally, find the maximum point of the curve and the conjectural spread corresponding to the maximum point is the estimate of the spread. Because the curve is a negative parabola, there is no need to try all possible values of the spread, instead, one can stop when the shape of a negative parabola appears.
Figure (1) presents the intuition underlying Proposition (1) for the simple case where the true midprice does not change over three periods. It shows the general relationships between the returns of true mid-prices and the returns of conjectural mid-prices, when only transaction prices and the direction of transactions are known. The conjectural spread here is less than the true spread (ω > 0). The conjectural mid-prices are obtained from Equation (5) using transaction prices, given a conjectural spread. The dotted lines are conjectural mid-prices and the solid lines are true mid-prices or transaction prices. A and B represent the ask and bid prices respectively; these are the prices that are actually observed. M and M represent the true mid-price and the conjecture of it respectively. ∆ is the first-order difference operator. Ω is the error of the conjecture which is the difference between the true spread and the conjectural spread, or equivalently, between the true mid-price and the conjectural mid-price.
There is a sell order in period t − 2, and, thus, the bid price is recorded. There is a buy order in period t − 1, and thus the ask price is recorded. There is a sell order in period t, and thus the bid price is recorded. Because the conjectural spread is less than the true spread, in periods t − 2 and t, the conjectural mid-prices are 0.5 · Ω less than the true ones, and in period t − 1, the conjectural mid-price is 0.5 · Ω greater than the true one.
Between periods t − 2 and t − 1, the trade direction changes from selling to buying, so the conjectural error makes the conjectural mid-price return greater than the true mid-price return (∆ M t−1 = ∆M t−1 + Ω = Ω).
Between periods t − 1 and t, the trade direction switches back from buying to selling, so the conjectural error partially cancels the true mid-price return (∆ M t = ∆M t − Ω = −Ω). When the trade direction does not change, the returns of the conjectural mid-prices and of the true mid-prices are the same.
In the case shown in Figure ( 1), the covariance of two adjacent returns of true mid-prices is zero because the mid-price is fixed. The covariance of two adjacent conjectural mid-price returns is, however, negative. This is because, when the spread is underestimated, the conjectural mid-price returns take on some of the negative serial correlation of the transaction price series induced by the spread (as in Roll's (1984) analysis of the effect of the spread on the serial covariance of transaction price returns, the cases where the trade direction does not switch make no difference). Now consider the opposite case where the spread is over-estimated (but true mid-price returns are still zero as in Figure 1 ). Then the conjectural mid-price would be below the true mid-price in periods t − 2 and t, and above it in period t − 1, so in this case also the conjectural mid-price series has negative serial covariance that is not present in the true mid-price series.
Errors of the New Estimator

Feedback Trading and the New Estimator
In this section, we discuss the impact of feedback trading on the performance of the estimator.
We assume that the mid-price returns can be written as follows:
where t is a shock which is not influenced by order flows.
A New Spread Estimator 5 Fig. 1 The Conjecture of the Spread
The figure show the general relationships between the returns of true mid-prices and the returns of conjectural mid-prices, when only transaction prices and the directions of transactions are known. The conjectural spread here is less than the true spread. The conjectural mid-prices are obtained from Equation (5) using transaction prices, given a conjectural spread. The dotted lines are conjectural mid-prices and the solid lines are true midprices or transaction prices. A and B represent the ask and bid prices respectively; these are the prices that are actually observed. M and M represent the true mid-price and the conjecture of it respectively. ∆ is the first-order difference operator. Ω is the error of the conjecture which is the difference between the true spread and the conjectural spread, or equivalently, between the true mid-price and the conjectural mid-price.
There is a sell order in period t − 2, and, thus, the bid price is recorded. There is a buy order in period t − 1, and thus the ask price is recorded. There is a sell order in period t, and thus the bid price is recorded. Because the conjectural spread is less than the true spread, the in periods t − 2 and t, the conjectural mid-prices are 0.5 · Ω less than the true ones, and in period t − 1, the conjectural mid-price is 0.5 · Ω greater than the true one. Between periods t − 2 and t − 1, the trade direction changes from selling to buying, so the conjectural error makes the conjectural mid-price return greater than the true mid-price return (
If feedback trading exists, order flows are influenced by the shocks. Formally, the covariance between order flows and the shocks is not zero:
We assume a quote-driven market in which traders receive price quotes, and therefore observe the shock ( t−1 ) before placing the order (BS t−1 ). Then we define the covariance between t−1 and BS t−1 as current feedback trading (one-period feedback trading). The influence of the shock may persist in the next period, i.e. the shock t−1 may influence the order flow in period t as well. We define the covariance between t−1 and BS t as lagged feedback trading (two-period feedback trading).
Proposition 2
If there is feedback trading (equations 15 are valid), and no inventory control or asymmetric information components of the spread, then the spread and its conjecture, and thus the conjectural error, are serially independent or are fixed. If a conjecture of the spread SP i ∈ A corresponds to Cov i = max(B), then
Proof With the existence of feedback trading, the covariance between two adjacent conjectures of midprice returns is (the detail of the deduction is presented in appendix B and C.1):
where
Equation (16) suggests that when there is feedback trading, the covariance of the conjectural mid-price returns (Cov(∆ M t , ∆ M t−1 )) contains a linear term in the conjectural errors (Ω) as well as a quadratic one, so the value of Ω which maximises the polynomial is no longer zero.In other words, the estimator is biased. We now discuss possible errors that arise if we still estimate the spread by maximising the covariance between two adjacent conjectures of mid-price returns Cov(∆ M t , ∆ M t−1 ), as suggested in the previous section. The estimate is given by:
where SP is obtained when Ω maximises Cov(∆ M t , ∆ M t−1 ), and is the estimate of the true spread.
In the presence of feedback trading, the estimated spread should be (the detail of the deduction is presented in appendix C.1):
Q.E.D.
Equation (19) suggests the estimator will overestimate the spread if there is positive feedback trading and vice versa. It is of interest that, unlike the other estimators, the total influence of feedback trading on the estimator includes two period-feedback trading (E( t−1 · BS t )). If order flows do not exhibit serial autocorrelation, which may be because the influence of the mid-price shocks is persistent, there is only current feedback trading (E( t−1 · BS t−1 )). One may define the difference between current and lagged feedback trading net feedback trading. Because the signs of current feedback trading and lagged feedback trading in Equation (19) are different, the positive autocorrelation of order flows can reduce the influence of feedback trading and vice versa. Because of hot-potato trading, order flows, especially in the tick-by-tick case, tend to be positively autocorrelated. Thus, the influence of net feedback trading on our estimator is not as big as on the others. When there is no feedback trading (Π 2 = 0), and no autocorrelated order flows (E(BS t−1 · BS t−2 ) = 0 and Π 1 = −1), the equation above becomes:
and thus,
The equations above suggest that under the ideal conditions, Equation (16) reduce to the simple version of the estimator and in this circumstance, the estimator is unbiased. Consider now the impact of feedback trading in the HS model. The HS model is given by:
where α and β represent the weights of the asymmetric information and inventory control components of the spread respectively. θ is the probability of order reversal. α, β and θ are concerning with the spread decomposition. In this paper, we focus on the coefficient of BSt, i.e.
SP
2 . When there is feedback trading, the estimated value from the HS model SP 2 is as follows:
Then, the HS model error will be
Equation (24) suggests that when there is positive feedback trading, the HS estimator overestimates the true spread and vice versa. In particular, when there is only current feedback trading, the bias in the HS estimator is twice as large as that of our new estimator. 
Price impact and the New Estimator
In this section, we discuss the impact of inventory holding costs (IC) and asymmetric information costs (AS) on the performance of the estimator. Under these conditions, the HS estimator performs well, because it explicitly incorporates these effects. When there are IC&AS components in the spread, the mid-price return is given by:
where mid-price returns are influenced by the past order flow (Evans and Lyons 2002) , is the fraction of the components of the spread and t is a shock which is not influenced by order flows.
Proposition 3
If there is no feedback trading, and the mid-price is influenced by past trades, then the spread and its conjecture, and thus the conjectural error, are serially independent or are fixed. If a conjecture of the spread
Proof The conjecture of the mid-price return is given by:
Then the covariance between two adjacent conjectures of mid-price returns is (the detail of the deduction is presented in appendix B and C.2):
Equation (27) suggests that when there are IC&AS components, the covariance of the conjectural midprice returns (Cov(∆ M t , ∆ M t−1 )) is no longer a function of conjectural errors (Ω) only but also a function of the true spread (SP). Unlike the simple version of the estimator, the right hand side of Equation (B.8) is quadratic in (SP − Ω) and Ω instead of Ω only. The covariance of adjacent conjectural mid-price returns will not be maximised when Ω = 0. In other words, the estimator will be biased.
We now discuss possible errors if we still let (SP − Ω) which maximises the covariance between two adjacent conjectures of mid-price returns Cov(∆ M t , ∆ M t−1 ) be the estimate of the true spread. Thus, the estimate is given by:
where SP is the value of (SP − Ω) which maximises Cov(∆ M t , ∆ M t−1 ), and is the estimate of the true spread.
When there are IC&AS components of the spread. The estimated spread should be (the detail of the deduction is presented in appendix C.2):
Q.E.D. Equation (30) suggests that when the transaction cost is not the only component of the spread, the estimator will underestimate the true spread. In the simulation section, an adjustment will be introduced to overcome this issue. When there are no IC&AS components of the spread ( = 0) and no autocorrelated order flows (E(BS t−1 · BS t−2 ) = 0 and Π 1 = −1 and Π 3 = 1), the equation above becomes:
The equations above suggest that under the ideal conditions, Equation (29) reduces to the simple version of the estimator and in this circumstance, the estimator is unbiased. It can be shown that the estimator will not be influenced by the autocorrelation of order flows.
Simulation Experiments
In this section, simulated data are used to examine the performance of the new estimator. The aim of this section is to assess the effects of two factors on the performance of the estimators: mid-price changes caused by order flows (sometimes known as price impact) and current and lagged feedback trading. The performance of the Roll, Huang and Stoll and Corwin and Schultz models are also presented for comparison, for the reasons discussed below. Roll (1984) establishes a spread estimation model based on the negative serial correlation of returns induced by the spread when trades switch direction. The Roll model considers the order-processing cost only and requires only transactions prices and not trade direction, which is frequently not known. The spread is estimated from the auto-covariance of price returns. The limitations of the original Roll estimator are addressed in the next generation of Roll estimators such as Glosten and Harris (1988) (adverse selection cost), Choi et al. (1988) (autocorrelation of order flows), Stoll (1989) and George et al. (1991) (price impact of order flows). These estimators either require additional information which is generally not available (for example, autocorrelation of mid-prices) or are incorporated into the HS model, so we do not consider these estimators in the comparison.
The Huang-Stoll model is an obvious comparator since it is the standard model to use when trade direction is known. The Corwin-Schultz estimator is used since it appears to be the best of several low-frequency estimators. Goyenko et al. (2009) and Corwin and Schultz (2012) show that the CorwinSchultz estimator is better than the Lesmond et al. (1999) estimator. The Holden (2009) low-frequency estimator cannot be evaluated by simulation experiments.
There are 500 replications simulated for each case. There are 432000 periods in a replication. Let one period represent one minute, and there is one trade per minute. Thus there are 300 trading days (1440 minutes and 1440 trades per day). For each replication, data are considered in various sampling periods: tick-by-tick, five minutes, fifteen minutes, one hour, four hours, twelve hours and 24 hours. Thus, there are eight subgroups for each replication. For five-minute intervals, only every fifth trade is used and the intervening trades discarded, and similarly for longer intervals.
Each replication includes data on order flows, bid-ask spreads, mid-prices, and translation prices. Data are generated according to the following system. An order has two possible values 1 and −1. Order flows are either random or positively correlated with current and (possibly) lagged mid-price returns (the feedback-trading case). Formally, the order flow series is given by
where BS t is the order flow, which is either random (ψ = 0) or a function F(∆M t−1 + η∆M t ) is a function of the past mid-price returns (ψ = 1), which suggests the existence of feedback trading. η describes the existence of lagged feedback trading. For example, η = 0.5 suggests that lagged feedback trading is 50% weaker than current feedback trading. t is a binomial random variable, which follows a binomial distribution with one trial and 50% probability i.e. B(1, 0.5). It suggests that order flows are drawn from a binomial distribution randomly and both the buy and sell orders carry the same weight in the series. The function F(·) reflects the following relationship between order flows and past mid-price returns. where B(1, κ) is a binomial distribution with one trial and κ probability. When κ = 0.5, there is no feedback trading, and when κ > 0.5, there is positive feedback trading and vice versa. Mid-price returns are generated using the following equation,
where t follows a normal distribution with zero mean and standard deviation σ; SP t is the bid-ask spread which is assumed fixed. is the fraction of the spread that is caused by inventory control and asymmetric information, and thus (1 − ) represents the order-processing part of the spread. When = 0, the order-processing part is the only component of the spread, and mid-price follow a random walk process.
Transaction prices are generated by
where s t is the transaction price.
Ideal Conditions
In this section, the ideal case for the estimators is considered, where order flows are random, mid-prices follow a random walk process and the spread is fixed. Under these circumstances, the new estimator is unbiased. Formally, the standard deviations of mid-price returns is σ = 0.0002, which is similar to that observed for major currencies in foreign exchange markets a . Let ψ = 0 in Equation (33), which suggests that order flows are random. Let = 0 in Equation (35), which suggests that the mid-price follows a random walk process and the spread is fixed at 0.0003. The system is given by,
Five hundred replications, each of which has 432000 periods, are generated according to the system above. Each replication has eight subgroups according to various sampling periods.
Transaction returns and order flows are used for estimations. The standard deviation of mid-price returns is also calculated. Thus, for every subgroup, there are 500 estimated spreads for each estimator and 500 standard deviations of mid-price returns.
The results are presented in Table 1 . The first column shows the results when every transaction is used (tick-by-tick data). The other columns show the results when the transactions are sampled at increasingly long intervals, from five minutes to 24 hours. There are four panels which report the summary statistics and the results of the estimators respectively. The rows in each panel are as follows. Midstd reports the average of the standard deviations of mid-price returns over the relevant interval. Estimates indicates the average of estimated spreads, and Relative Estimates shows the ratio of this to the true spread. Est-Std reports the standard deviations of the estimated spreads. RMSE is the root mean square error, or the standard deviation of the estimates about the true spread, so it incorporates the effect of bias as well as the standard deviation of the estimates about their own mean. It is the best indicator of the likely error in an estimate of the spread from an individual series.
The row of Midstd shows the time interval and the standard deviation of mid-price returns have a positive relationship, as a result of the random walk in returns. In the tick-by-tick case, the average standard deviation of mid-price returns is 2 × 10 −4 which is the same as the setting of the system. In the 24-hour case, the standard deviation is 7.58 × 10 −3 . Thus the ratio of the spread to the standard deviation varies from 1.5 in the tick-by-tick case to 0.0396 at 24 hours. Spreads are harder to estimate when this ratio is smaller, and hence the standard deviation and RMSE increase with the time interval.
a A referee suggests that we also run simulations calibrated to the stock market. If we set the ratio of the spread to the standard deviation of daily returns to one (i.e. the spread is much larger than in Table 1 ), as is typical of the stock market, the relative performance of estimators is similar to that shown in Table 1 . The results of these simulations can be found in the online appendix .   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65   10 It can be seen from Table 1 that both the new estimator and the HS estimator are highly accurate in tick-by-tick data, with an RMSE of less than 0.25% of the true spread of 0.0003. As the sampling frequency falls, the RMSE rises quickly, exceeding 12% of the true spread in one-hour samples. The performance of the two estimators is extremely similar. There are 500 replications. There are 432000 periods, each of which represents one minute, in each replication. Data of each replication are generated according to the following system. The order flow is drawn from a binomial distribution, i.e. BS t ∼ B(1, 0.5). The mid-price return is drawn from a normal distribution of which the mean is zero and the variance is 4 × 10 −8 , i.e. ∆M t ∼ N(0, 4 × 10 −8 ). The spread is fixed and equals to 0.0003, i.e. SP t = 0.0003. The transaction price is the mid-price plus or minus a half spread, i.e. s t = Mt + SP t 2 · BS t . Each replication is also sampled into longer time intervals: five-minute, fifteen-minute, thirty-minute, one-hour, four-hour, twelve-hour and twenty-four-hour, and only the close observations are kept. Thus, there are eight subgroups for each replication. For each subgroup, the standard deviation of mid-price returns, and the estimated spread are collected. Midstd is the average of the standard deviations of mid-price returns.
Estimates is the average of the estimated spreads. Relative Estimate represents the average of estimated spreads divided by the true spread. It is one if the estimate equals the true spread. Est-Std is the standard deviation of the estimated spreads. RMSE is the Root Mean Square Error .   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64 
One-Period Feedback Trading
In this section, most settings are the same as the ones in section (4.1) except that now order flows are assumed to be influenced by the latest mid-price returns. Thus all the differences of the performance of the estimators can be imputed to the existence of feedback trading. Let ψ = 1 and η = 0, which suggests that there is only current feedback trading. Under these circumstances, all the estimators are biased. However, the new estimator should have the smallest error and the HS estimator should have the greatest error. Formally, let ψ = 1 and η = 0 in Equation (33), which suggests that order flows affected by the past period mid-price returns. Let κ = 0.65 b , which implies that there is positive net feedback trading. As in the previous case, the spread is fixed at 0.0003. The system is given by,
The results are shown in Table 2 . The bias in the estimators can be seen in the relative estimate for the tick-by-tick case (a bias of +16% for the new estimator, and +32% for the HS estimator). Since the standard deviation of the estimates is very small at short time intervals, the RMSE is dominated by the bias in these cases (up to 30-minute intervals). The bias is slightly larger at longer time intervals for both estimators. Clearly, however, the new estimator outperforms the HS estimator in the presence of feedback trading, as predicted by our earlier analysis.
b We have also done some simulations with a higher value of . For κ = 0.85, the biases are larger in every case than those shown in Table 2 , but the relative performance of the different estimators is similar. The results of these simulations can be found in the online appendix .   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 There are 500 replications. There are 432000 periods, each of which represents one minute, in each replication. Data of each replication are generated according to the following system. The order flow is positively autocorrelated. The mid-price return is drawn from a normal distribution of which the mean is zero and the variance is 4 × 10 −8 , i.e. ∆M t ∼ N(0, 4 × 10 −8 ).
Order flows is positively correlated to mid-price returns. The probability of a buy (sell) order being after a positive (negative) return is 65%. i.e. The spread is fixed and equals to 0.0003, i.e. BS t ∼ B(1, 0.65) if ∆M t > 0 and BS t ∼ B(1, 0.35) if ∆M t < 0. SP t = 0.0003. The transaction price is the mid-price plus or minus a half spread, i.e. s t = Mt + SP t 2 · BS t . Each replication is also sampled into longer time intervals: five-minute, fifteen-minute, thirty-minute, one-hour, four-hour, twelve-hour and twenty-four-hour, and only the close observations are kept. Thus, there are eight subgroups for each replication. For each subgroup, the standard deviation of mid-price returns, and the estimated spread are collected. Cov(∆M t , BS t ) is the covariance of mid-price returns and order flows, which reflects the existence of feedback trading. The other settings are the same as Table (1)   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 A New Spread Estimator 13
Two-Period Feedback Trading
In this section, most settings are the same as the ones in section (4.2) except that now e add lagged feedback trading. Let ψ = 1 and η = 0.5 which implies that there is both current and lagged feedback trading, with lagged feedback trading in the same direction as but 50% weaker than current trading c . Net feedback trading is the summation of them: ∆M t +0.5 ∆M t−1 . In this section, order flows are random; order flows are influenced by the past mid-price returns; and the spread is fixed. Under these circumstances, all the estimators are biased. However, the new estimator should have the least error and the HS estimator should have the greatest error. Formally, let ψ = 1 and η = 0.5 in Equation (33), which suggests that order flows affected by past two periods mid-price returns d . Let κ = 0.65, which suggest there is positive net feedback trading. The spread is still fixed at 0.0003. The system is given by,
The results are presented in Table 3 . The HS estimator performs slightly better than it did in Table  2 (current feedback trading only) in the tick-by-tick case, with a bias of +28.7% compared with +32% in Table 2 . However it performs worse than in Table 2 at any longer time interval (for example at five minutes the bias for the HS estimator rises to +42.7%, compared with +32% in Table 2 ). The new estimator, by contrast, performs even better than in Table 2 in the tick-by-tick case, because of the offsetting effect of current and lagged feedback trading shown in Equation (19). The bias of the new estimator is only +7.3% in the tick-by-tick case, compared with +16% in Table 2 . At longer time intervals the new estimator, like the HS estimator, performs worse in Table 3 than in Table 2 , but its bias is substantially less at all time intervals than that of the HS estimator. d One referee points out that by introducing lagged feedback trading, trade direction indicators will also exhibit autocorrelation. Furthermore, as the referee notes, the new estimator is not influenced by autocorrelated trade direction indicators. Bleaney and Li (2015) show that the HS and the CS estimators are not influenced by trade direction indicators, and the Roll estimator is influenced by them in the tick-by-tick case .   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 There are 500 replications. There are 432000 periods, each of which represents one minute, in each replication. Data of each replication are generated according to the following system. The order flow is positively autocorrelated. The mid-price return is drawn from a normal distribution of which the mean is zero and the variance is 4 × 10 −8 , i.e. ∆M t ∼ N(0, 4 × 10 −8 ).
Order flows is positively correlated to past mid-price returns. The probability of a buy (sell) order with positive (negative) net feedback trading is 65%. i.e. The spread is fixed and equals to 0.0003, i.e. BS t ∼ B(1, 0.65) if ∆M t +0.5 ∆M t−1 > 0 and BS t ∼ B(1, 0.35) if ∆M t +0.5 ∆M t−1 < 0. SP t = 0.0003. The transaction price is the mid-price plus or minus a half spread, i.e. s t = Mt + SP t 2 · BS t . Each replication is also sampled into longer time intervals: five-minute, fifteen-minute, thirty-minute, one-hour, four-hour, twelve-hour and twenty-four-hour, and only the close observations are kept. Thus, there are eight subgroups for each replication. For each subgroup, the standard deviation of mid-price returns, and the estimated spread are collected. Midstd is the average of the standard deviations of mid-price returns. Cov(∆M t , BS t ) is the covariance of mid-price returns and order flows, which reflects the existence of current feedback trading. Cov(∆M t−1 , BS t ) is the covariance of mid-price returns and order flows, which reflects the existence of lagged feedback trading. The other settings are the same as Table (1) A New Spread Estimator 15
Inventory Control and Asymmetric Information Components
In this section, most settings are the same as the ones in section (4.1) except that the mid-price return is now assumed to be influenced by the past order flow, and thus there are inventory control and the asymmetric information components to the spread. Order flow is assumed to be random, so there is no feedback trading. Let = 1 3 , which suggests that the inventory control and asymmetric information parts contribute one third of the total spread. Under these circumstances, the new estimator is biased, but the HS estimator is unbiased. Formally, let ψ = 0 in Equation (33), which suggests that order flows are random.The spread is 0.0003, as before. The system is given by:
The results are presented in Table ( 4), in which the second row ( ) reports the coefficient of Equation (35) and represents the proportion of the IC & AS components of the spread.
The standard deviation of mid-price returns is slightly greater than in the previous cases (2.06 × 10 −4 for tick-by-tick data, rising to 7.80 × 10 −3 for 24-hour intervals). Thus the ratio of the spread to the standard deviation ranges from 1.46 to 0.0385. The estimated is close to 1 3 , which is the same as the setting, when the time interval is short. When the time interval is longer than one hour, becomes unstable, because in relatively long runs the microstructure effects are weaker. While the HS estimator remains accurate, the new estimator underestimates the spread by 16.7%, or half of , as predicted in our earlier theoretical discussion .   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64 65 There are 500 replications. There are 432000 periods, each of which represents one minute, in each replication. Data of each replication are generated according to the following system. The order flow is drawn from a binomial distribution, i.e. BS t ∼ B(1, 0.5). The mid-price return is influenced by the past order flow and a random shock drawn from a normal distribution of which the mean is zero and the variance is 4 × 10 −8 . Thus there are the inventory control and the asymmetric information components in the spread. Formally, the mid-price returns are given by,
The spread is fixed and equals to 0.0003, i.e. SP t = 0.0003. The transaction price is the mid-price plus or minus a half spread, i.e. s t = Mt + SP t 2 · BS t . Each replication is also sampled into longer time intervals: five-minute, fifteen-minute, thirty-minute, one-hour, four-hour, twelve-hour and twenty-four-hour, and only the close observations are kept. Thus, there are eight subgroups for each replication. For each subgroup, the standard deviation of mid-price returns, and the estimated spread are collected. The other settings are the same as Table (1)   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 
Both Feedback Trading and Price Impact
In this section, we investigate the performance of the two estimators in the presence of both feedback trading (which favours the new estimator) and inventory control and asymmetric information components of the spread (which favours the HS estimator). We assume two-period feedback trading, as in section (4.3), and we investigate two separate settings for : one-third, as in section (4.4), and a larger one of two-thirds. Thus ψ = 1, η = 0.5 and = 1 3 or 2 3 . The system is given by:
Table (5) shows the results for = 1 3 . As in the case of two-period feedback trading alone (Table 3) , the HS estimator overestimates the spread considerably: by 28.7% in tick-by-tick data and by rather more in time-aggregated data. In fact the numbers for the HS estimator are very similar to those in Table (3) ; the price impact makes virtually no difference. For the new estimator the picture is very different. The underestimation associated with price impact offsets the overestimation caused by feedback trading. In tick-by-tick data the new estimator underestimates by 9%, but overestimates slightly in time-aggregated data (by about 5% up to four hours, and by quite a bit more at longer intervals). When = 2 3 , the simulation results are as show in Table ( 6). The HS results are very close to those shown in Table (5) . For the new estimator, the higher value of reduces the estimates, as expected. In tick-by-tick data the new estimator now underestimates by 25.7%, and by 12% in five-minute data and by 10% in four-hour data, only overestimating at longer intervals.
Discussion
Our new spread estimator, based on a trial-and-error procedure, was shown to perform almost as well as the Roll, HS and CS estimators in ideal conditions of no price impact or feedback trading (Table 1) . A little-recognised weakness of the Roll and HS estimators is that they are prone to overestimate the spread in the presence of (positive) feedback trading. Our new estimator also overestimates the spread in the presence of feedback trading, but by considerably less than the HS estimator does. Although the Roll estimator is slightly better than our new estimator at high sampling frequencies (about 1% in terms of error), the Roll estimator is much worse than our new estimator at lower sampling frequencies. With only current feedback trading, the overestimation bias of the new estimator is only half that of the HS estimator in tick-by-tick data (Table 2) . With lagged feedback trading as well, the bias in the new estimator is even smaller, both absolutely and relative to the HS estimator (Table 3 ).
In the presence of inventory control and asymmetric information components of the spread, the HS estimator remains unbiased, because these elements are built into the HS estimation procedure (Table  4 ). The new estimator and the Roll estimator, however, underestimate to the tune of half of , where is the proportion of the spread attributable to price impact. When both feedback trading and price impact effects are present (Tables 5 and 6 ), the new estimator and the Roll estimator benefit from the offsetting effects of the tendency to overestimate in the feedback trading case and to underestimate in the price impact case. The new estimator and the Roll estimator therefore tend to outperform the HS estimator, which performs as poorly in this case as in the pure feedback trading case. Furthermore, the new estimator outperforms the Roll estimator at all sampling frequencies.
The CS estimator is not influenced by either feedback trading and the presence of inventory control and asymmetric information components of the spread, but its estimates are not consistent across sampling frequencies and are significantly biased. At low sampling frequencies, the CS estimator has the lowest RMSE because of its low standard deviation. However, as in Bleaney and Li (2015) , if the sample size is large, the CS estimator is outperformed even at low frequencies by the other estimators, whose accuracy improves markedly with the size of the sample, whereas the accuracy of the CS estimator does not .   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64 65 There are 500 replications. There are 432000 periods, each of which represents one minute, in each replication. Data of each replication are generated according to the following system. The order flow is drawn from a binomial distribution, i.e. BS t ∼ B(1, 0.5). The mid-price return is influenced by the past order flow and a random shock drawn from a normal distribution of which the mean is zero and the variance is 4 × 10 −8 . Thus there are the inventory control and the asymmetric information components in the spread. Formally, the mid-price returns are given by, ∆M t = 1 3 BS t−1 · SP t 2 + ε t where ε t ∼ N(0, 4 × 10 −8 ). The spread is fixed and equals to 0.0003, i.e. SP t = 0.0003. The transaction price is the mid-price plus or minus a half spread, i.e. s t = Mt + SP t 2 · BS t . Each replication is also sampled into longer time intervals: five-minute, fifteen-minute, thirty-minute, one-hour, four-hour, twelve-hour and twenty-four-hour, and only the close observations are kept. Thus, there are eight subgroups for each replication. For each subgroup, the standard deviation of mid-price returns, and the estimated spread are collected. The other settings are the same as Table (1) An interesting point is that the spread estimates produced by our new estimator, the HS estimator and the Roll estimator, all of which are unbiased under ideal conditions, are not highly correlated in individual simulations. This means that an average of all three, which is still unbiased, has a lower estimation error than does any individual estimator. There is therefore a strong case for using several estimators in high-frequency data.
Conclusions
We have proposed a new bid-ask spread estimator based on the principle that the covariance of successive mid-price returns tends to be maximised at the true value of the spread. A grid search or trialand-error procedure for maximising this covariance over alternative conjectures about the spread may therefore be used to estimate the true spread. The information requirements are the same as for Huang and Stoll's (1997) estimator: transaction prices and trade direction. Theoretically it was shown that the new estimator overestimates the spread in the presence of positive feedback trading (a rise in price making a buy order more likely), but by considerably less than the Huang-Stoll estimator. Price impact causes the new estimator to underestimate the spread, with a bias equal to half the proportion of the spread represented by price impact. Simulation results confirm the theoretical findings. Simulation results for the combination of feedback trading and price impact show that the bias effects identified in the separate cases are approximately additive. This means that the Huang-Stoll estimator performs as poorly in the combined case as in the pure feedback trading case, whereas the new estimator tends to There are 500 replications. There are 432000 periods, each of which represents one minute, in each replication. Data of each replication are generated according to the following system. The order flow is drawn from a binomial distribution, i.e. BS t ∼ B(1, 0.5). The mid-price return is influenced by the past order flow and a random shock drawn from a normal distribution of which the mean is zero and the variance is 4 × 10 −8 . Thus there are the inventory control and the asymmetric information components in the spread. Formally, the mid-price returns are given by, ∆M t = 2 3 BS t−1 · SP t 2 + ε t where ε t ∼ N(0, 4 × 10 −8 ). The spread is fixed and equals to 0.0003, i.e. SP t = 0.0003. The transaction price is the mid-price plus or minus a half spread, i.e. s t = Mt + SP t 2 · BS t . Each replication is also sampled into longer time intervals: five-minute, fifteen-minute, thirty-minute, one-hour, four-hour, twelve-hour and twenty-four-hour, and only the close observations are kept. Thus, there are eight subgroups for each replication. For each subgroup, the standard deviation of mid-price returns, and the estimated spread are collected. The other settings are the same as Table (1) perform better in the combined case than in the pure price impact case, because the two biases offset one another (assuming that feedback trading is positive). 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 Proof The covariance of two adjacent conjectures of mid-price returns is:
Assume the conjectural errors are fixed, expectations of errors are given by:
and the exceptions of the multiplication of the conjectural errors are given by:
Furthermore, assume the expectation of the conjectural mid-prices is zero. Thus, the covariance can be written as:
Re-arrange the equation further, we have:
Because the variable BS is a binary variable (1 or −1), then:
Furthermore, because we assume there is no feedback trading, then:
Because we assume there is no IC&AS components, then:
Equation (A.5) can be written as:
The right hand side of the equation is a quadratic polynomial of the expectation of the error of the conjecture. For a given series, the first term on the right hand side is a constant. It is straightforward that when the expectation of the error is zero (i.e .   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 22 E(Ω) = 0), the second term is zero. Furthermore, when E(Ω) = 0, there is a global extreme for the right hand side polynomial, symmetrically, the left hand side of the equation Cov(∆ M t , ∆ M t−1 ) is also at the extreme value:
B Simplify equations (16) and (27)
This section shows the detail of the simplification of equations (16) and (27). Feedback trading, inventory holding costs and asymmetric information costs are considered together.
Considering the inventory control and asymmetric information components of the spread, the true mid-price returns are given by:
The covariance of the two adjacent conjectural mid-price returns is given by,
Assume the expectation of conjectural mid-price returns to be zero. Thus the equation above can be written as: 3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63 We now discuss possible errors that if we still let (SP − Ω) which maximises the covariance between two adjacent conjectures of mid-price returns Cov(∆ M t , ∆ M t−1 ) to be the estimate of the true spread. Thus, the estimate is given by:
where SP is the value of (SP − Ω) which maximises Cov(∆ M t , ∆ M t−1 ), and is the estimate of the true spread. When there are no IC&AS components of the spread ( = 0), no feedback trading (Π 2 = Π 4 = 0), and no autocorrelated order flows (Π o = 0 and Π 1 = −1 and Π 3 = 1), the equation above becomes: SP = SP (B.11) and thus, Ω = 0 (B.12)
The equations above suggest that under the ideal conditions, Equation (B.10) reduces to the simple version of the estimator and in this circumstance, the estimator is unbiased.
C Errors of the estimator
C.1 Feedback trading
Assume there is feedback trading and there are no inventory control and asymmetric information components of the spread, thus = 0, then Equation ( 3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 And Equation (B.10) becomes:
The numerator of Equation (C.6) can be simplified:
(2Π 1 − Π 3 ) = 2(−1 + ) 2 Π 0 + 2(−1 + )BS t BS t−2 +2(−1 + ) + 2Π 0 − 2(−1 + )Π 0 − − BS t BS t−2 = 2(−1 + ) 2 Π 0 + 2Π 0 − 2(−1 + )Π 0 +2(−1 + )BS t BS t−2 − BS t BS t−2 +2(−1 + ) − = 2Π 0 2 − 4Π 0 + 4Π 0 − 2Π 0 2 + 2Π 0 +2 BS t BS t−2 − 2BS t BS t−2 − BS t BS t−2 −2 + = 4Π 0 − 2Π 0 + BS t BS t−2 − 2BS t BS t−2 − 2 + = 4BS t−1 BS t−2 − 2BS t BS t−2 − 2 + (BS t BS t−2 + 1 − 2BS t−1 BS t−2 ) (C.7)
The dominator of Equation (C.6) can be simplified: 3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 
