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The starting point for this paper was the following well-known result 
due to E. Sperner [I I]: Let gn be the set of all subsets of an n-set and 
denote the cardinality of a set X by 1 X I. 
DEFINITION. XC gn is called a set of incomparable elements if A, B E X 
and A C B imply A = B. Then Sperner’s Theorem -maxx / X 1 = (,J,,), 
where X ranges over all sets of incomparable elements in .?3,, . The standard 
proof of Sperner’s theorem (see Harper-Rota [lo]) is based upon two 
properties of an , unimodality and matching. By unimodality we mean that 
(3, the number of k-subsets of an n-set, increases to a maximum and then 
decreases. By matching we mean that the bipartite graph whose vertices 
are the k-subsets and (k + I)-subsets respectively have a matching in the 
sense of P. Hall. Tbe conjunction of matching and unimodality imply that 
an may be partitioned into chains, each chain containing one [n/2]-subset. 
Any set X of incomparable elements can intersect each chain in at most 
one element. The injection of X into the [n/2]-subsets thus defined proves 
the theorem. 
In 1945 Erdiis improved Sperner’s theorem to give the maximal 
cardinality of any set XC .G@,, which has no more than k members lying on 
any chain as C’1’ ( 1 0 [cn+nr,,z,), the sum of the k largest binomial coefficients. 
In 1951 de Bruijn et al. developed a variant of Sperner’s theorem for the 
lattice of divisors of n. In the meantime Sperner’s theorem has been 
reproved in a number of ways, but by far the most elegant proof is due 
to Lubell. 
In 1967 Rota pointed out the possibility of extending Sperner’s theorem 
to the lattice of partitions of an n-set. The author’s plan in attacking Rota’s 
conjecture has been to build up an arsenal of theoretical weapons sufficient 
44 
Copyright 0 1974 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
THE MORPHOLOGY OF PARTIALLY ORDERED SETS 45 
to overcome this and related problems. We were lead to a powerful 
generalization of Sperner’s theorem (Section III) and through that to the 
study of flow-graphs and the functions which preserve their structure. 
Out train of thought is as follows: The generalized Sperner theorem tells 
us that in order to verify Sperner’s theorem for a particular weighted 
poset with rank function, we need only demonstrate that a flow-graph 
related to the poset has a certain maximal flow-capacity. Actually, we are 
concerned with an infinite family of posets, and a corresponding infinity 
of flow-graphs, which means that algorithmic procedures for finding flows, 
no matter how efficient, are ineffectual. What is needed is a recursive means 
of using a flow on a small graph to produce a flow on a larger one. One way 
of formalizing this notion is in terms of maps from one graph to another 
which preserve flows. If each graph in the family is the domain of a flow- 
preserving function whose range is a smaller member of the family and the 
smallest graph of the family can be demonstrated to have a flow, then it 
follows that every member of the family has a flow. 
The functions which preserve structure in a set of objects such as 
flow-graphs are, in modern terminology, called morhpisms. The algebra 
of morphisms is studied in category theory. As far as we know, this is the 
first published work in which flow-graphs are looked at from this point of 
view. We make no attempt here at generality or completeness, however, 
and only present those results directly connected with Sperner’s theorem. 
I. BIPARTITE FLOW-GRAPHS AND THEIR MORPHISMS 
I.A. Bipartite Flow-Graphs 
There is a bit of useful folk-wisdom in combinatorial mathematics 
which says when in doubt, strengthen the inductive hypothesis. We apply 
this principle to the Hall matching condition: Let G be a bipartite graph 
with (disjoint) vertex sets A and B. A matching in G is a subset of the edges 
of G which meets every member of A exactly once and every member of B 
at most once. For a set XC A, let D(X) be the set of members of B which 
are connected to members of X by an edge. Then we have 
PHILLIP HALL'S THEOREM. There is a matching in G if and only [ffor all 
XCA, 
1x1 < lw3 
(see [6, 8, lo]). 
The condition ] X / < I D(X)1 of Hall’s theorem may be generalized to 
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with C 2 0 a constant. The smaller C is, the stronger is the corresponding 
condition. If X = A and the condition holds, then 1 A / < C / D(A)1 < 
C I B 1, so the least value that C could possibly have would be 
C = 1 A l/i B I. With this value of C (assuming / A 1, 1 B 1 f 0), the 
matching condition may be rewritten symmetrically 
1x1 < I Yl 
lAl’-- 1% 
for all XC A, Y = D(X). This variant of Hall’s matching condition may 
seem artificial, but the fact that it is extremal is a key idea in what follows. 
Before proceeding on, let us extend our point of view in another 
direction: A function v: A u B + R, such that v(x) > 0, is called a weight 
on G. v can be extended to a measure on A by defining v(X) = CzeX v(x) 
for all XC A and similarly for Y _C B. In Hall’s theorem v(X) = I X I is a 
measure, but a very special one. v(X) = / Xl/I A I abandons integrality, 
however, and the more general viewpoint will prove useful. 
If we define v(X) = I X I// A I for XC A and v(Y) = / Y I/j B / for 
Y C B, then the strengthened matching condition is v(X) < v(Y) for all 
XC A and Y = D(X). The generalization of matching which corresponds 
to this condition is the notion of a flow. A Jrow on G is a real-valued 
function f: D + R such that 
(i) f(a, b) 2 0 for all (a, b) E D, 
(3 1 f@, b) < v(a) for all a E A, 
be D(a) 
(iii) c f(a, b) < v(b) for all b E B. 
aeD-’ 
&,,,~,,f(u, b) is called the totalflow off, and the maximum total of any 
flow on G is called the capacity of G and denoted C(G; v). 
In a weighted bipartite graph G with I A I = m, I B I = n, the capacity 
of G may be computed in approximately (mn)” operations. The technique 
is called the augmenting path algorithm. A closely related result is the 
maxflow-mincut theorem, which says in this case that C(G; v) = v(A) if 
and only if v(X) < v(Y) for all X C A and Y = D(X). SeeFord-Fulkerson 
[5] for a full exposition. 
I.B. Morphisms: Contractions, Extensions and Normal Morphisms 
Let G and H be bipartite graphs, and let y be a function taking AG onto 
AH and BG onto Bx . v is called measure preserving if for all XC AH and 
Y _C Bx v(X) = v(@(X)) and v(Y) = v(@( Y)). 
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Note 1. By the additivity of v, it suffices to verify the above equalities 
for X and Y which are singleton sets. A measure-preserving function is 
called an extension if for all (a, b) E DG , (q(a), q(b)) E DH . (This latter 
property defines a graph homomorphism.) 
Note 2. If F: G --f H is an extension, then C(G; v) d C(H; u) since y 
carries any flow on G to a flow on H with the same total flow. 
Examples. (i) If G is a complete bipartite graph, i.e., D = A x B, 
then G has a normalized flow (no matter what v is). 
(ii) Given G, let LY: A ---f Z+ and /3: B -+ Z+ be defined by 
u,(a) = / D(a)l, /3(b) = 1 D-l(b)l. Then if G is regular in the sense that 
v(a)/a(a) is a constant on A and v(b)/&) is a constant on B (in which case 
v(a)/a(a) = v(A)// D j and @)//J(b) = v(B)/1 D I), then G has a normal- 
ized flow. In fact f: D --f R defined by f(a, b) = v(a)/v(A) u(a) = 
v(b)/v(B) a(b) is such a flow. 
6’) f(a, b) 2 0, 
(ii’) C f(a, b) = J& v(iyi(a) = ?@I+ for all a E A. 
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(iii’) Similarly, C f(a, b) = J$$ for all b E B. 
UsD-qb) 
A subgraph G’ of G (denoted G’ a G) is determined by A’ C A and 
B’ C Band has the edges D’ = (A’ x B’) n D. We also write G’ = (A’, B’). 
Then a measure-preserving function y: G -+ H is called a contraction if 
for all H’ 4 H, H’ has a normalized flow implies that +(H’) = 
(v-l(A’), q-l(B’)) has a normalized flow. 
Note 3. If v: G -+ H is an extension and (a, b) ED, , then G(a,b) = 
(+(a), q+(b)) a G has a normalized flow. Then we have 
FUNDAMENTAL LEMMA. If v: G + H is a measure-preserving function 
and for all (a, b) E DH , G(n,b) .= <q-‘(a), v-‘(b)) il G has a 
flow, then C(G; v) >, C(H, v). 
normalized 
Proof. For (a, b) E DH , let g(a,b) be the normalized flow on 
let h be any flow on H. Then definefi D, + R by 
Gt,.b) , and 
f(a, b) = i;(d’). db)) * gbCa),m(b))(a’ b, ;; ;;;;I ;@; ; ;; : 
The lemma then follows from the following claim: 
SS=/I7/1-4 
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CLAIM. f is aflow on G with the same totalJ?ow as h. 
Proof of Claim. (i) f(a, b) > 0 for all (a, b) E DG . 
= v(a) for all QEA~. 
(iii) Similarly, CasD-l(bj f(a, b) < v(b) for all b E BF , sofis a flow. 
Also 
Note 4. The fundamental lemma is essentially the main result of 
Graham-Harper. This proof, however, using flows, is quite different and 
conceptually much simpler. 
Note 5. If H has a normalized flow and obeys the hypothesis of the 
fundamental lemma, then, since the normalization of a subgraph is not 
affected by previous normalizations, G will have a normalized flow. 
Applying this remark to subgraphs H’ 4 H gives the converse of Note 3. 
That is, if y: G -+ His measure preserving, it is a contraction if and only 
if G’ = (y-l(a), v+(b)) has a normalized flow for all (a, b) E DH . 
A function v: G + H is called a (normal) morphism if it is both a 
contraction and an extension. 
Note 6. If y: G + H is a normal morphism then C(G; V) = C(H; u) 
by Note 2 and the Fundamental Lemma. Also by Note 3 and the definition 
of contraction, if H’ 4 H, then y-l(H’) has normalized flow if and only if 
H’ does. 
Note 7. Contractions, extensions, and normal morphisms are all 
closed under composition, i.e., if p: G + H and p: H--j K are both 
members of one of these classes, then p 0 9): G ----f K defined by p 0 y(x) = 
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p(q(x)) is also a member of the same class. By set theory, composition is 
associative so the set of weighted bipartite graphs, with any one of these 
classes as morphisms, is a category. We shall not pursue this point of view 
further at this time. 
I.C. The Product Theorem 
Let 9 be a finite partially ordered set (poset). A function v: B - R 
such that v(x) >, 0 for all x E B is called a weight. A function r: B ---t Z 
such that 
(9 r(x) >, 0, 
(ii) there is at least one x0 E 9 such that r(xO) = 0, and 
(iii) if y covers x, then r(y) = r(x) + 1, is called a rank function. 
9’ is called a graded poset if it has a rank function. Let RL(9) = 
{x E 8 r(x) = I). RL and R2+1 form a bipartite graph with (x, JJ) E D if y 
covers x. We can extend the notions of morhpism which we developed for 
bipartite graphs to weighted and graded posets quite naturally: A measure- 
and rank-preserving function F: .Y ---f R is an extension (contraction, 
normal morphism) if for each 1 its restriction to R1 and RL+l is an extension 
(contraction, normal morphism). Also, 9 is said to have a normalizedflow 
if the bipartite graphs generated by R1 and R1+, have normalized flows 
for all 1. 
EXAMPLES. (i) g* has a normalized flow (with v(x) = 1 for all x) by 
Example (ii) of Section I.B. since the bipartite graphs are all regular. 
(ii) Let Y be the lattices of subspaces of a projective space 
(ordered by containment and with v(x) = 1 for all x). Then Y has a 
normalized flow for the same reason as ZZn. 
Let 8, and ~3’~ be two weighted and graded posets. The direct product of 
P1 and PZ , denoted P1 x .Yiz , is the set of ordered pairs (x1 , x,), x1 E P1 , 
x2 E PPa , with the partial order (x1 , -4 < (yl,yz)ifx, <ylandx, <y,. 
9, x .Ppz has the rank function r(xl , x,) = r(xl) + r(x.J and weight 
v(xl , x,) = v(xJ v(xJ. P1 x gZ is thus a weighted and graded poset. 
A sequence {rk} is called 2-positive if rlc 3 0 and rkrk+t < (rL+# for all k. 
PRODUCT THEOREM. If PI and 9, are weighted and graded posets 
having normalized flows, and if the sequences {v(R,(.Y,))}, {v(RL(~~))} are 
2-positive, then YI x 9, also has a normalizedflow and is 2-positive. 
Proof. Let V, be the set of integers (0, l,..., k} in their natural order. 
If the maximum rank of an element in 8, is mL , 1 = 1,2, define the 
weight v on %‘mr , i = I, 2, by v(Z) = v(S,(PJ). 
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CLAIM. q~: 8, x 9, - Vm, x Vm, defined by v(xl, x2) = (r(xl), r(x&) 
is a normal morphism. 
Proof of Claim. v is obviously measure and rank preserving. If 
(yr , yZ) covers (x1 , xJ in 8, x 8, , then either y1 = x, and yz covers x2 
or yZ = xz and y, covers x1 . 
In either case (r( yl), r(yz)) covers (r(x&, r(xz)) and q~ is an exten- 
sion. Now by the Fundamental Lemma we need only show that 
(@(i,j), ‘p-l(i + 1,j)) and (q+(i,j), @(i, j + 1)) have normalized 
flows. But this is easily seen since these bipartite graphs are just disjoint 
unions of copies of a bipartite graph which by hypothesis has a normalized 
flow. 
The bipartite graph (R,(‘%‘r x U,), R2+l(%?l x %J> has the structure 
(i + 2,j - I> (i + l,j> 6.i -I- 1) 
. ..\/ \/ \..-. 
(i + 1, j - 1) (i,j) (i - l,j + 1) 
Let wt”) = v(S,(P,)), t = 1, 2. 
Note 8a. v(i, j) = v(&(P,)) v(S,(P,)) = w~~)w~~’ SO v(S,(C, X C,)) = 
Ci+j-l w~%J~~) and the normalized measure on C, x C, is 
v’(i, j) = 
Note 8b. It suffices to verify the flow condition v’(X) < J(Y), where 
XC S,(C, x C,), is of the form {(i,j), (i + 1, i - 1) ,..., (i + k, j - k)), a 
set of “consecutive” vertices. All other inequalities needed are conse- 
quences of these. Thus we must show that 
Note 8c. If {wn} is a 2-positive sequence, then by definition 
%%+2 G (%+1Y or equivalently w,/w,+~ < w,+Jw,+~ , i.e., the ratios 
of successive terms are increasing. Thus w,/w,+~ < w,+~/u,,+~ or in general 
%/%+I < %wh”n+it~ 9 J’ ,-- > 0. Now since all terms are nonnegative, we 
also have 
wn w, Wlzll W&i WTL+i -=- W?l+j .-<--= 
%t2 %a+1 wn+2 W7#+1 wntit2 %twz 
or, in general, w,/w,+~ < w,ti/w,+jtfi, j, k b 0. 
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Finally, we may rewrite this 
%z%k+j+k d %+PJn+k 7 j, k 3 0. 
Proceeding from Note 8b, 
k=O h>k 
k=O h>k 
(by Note 8c) 
Since every term of the previous sum gives 
a unique term of this one, and all of these 
terms are nonnegative, 
a+1 
= z. ~:l)~++‘?~ c ~(il)~wz~. Q.E.D. 
h 
II. APPLICATIONS 
1I.A. The Lattice of Factors of n 
Given a positive integer n, if m is any other positive integer and m 
divides n, we write m j n. The set 9n of all m such that m 1 n, ordered by 
divisibility, forms a lattice with rank function, the rank of an element 
being the number of its prime divisors, counting multiplicity. Let v be the 
weight function whose value at each element is one. 
THEOREM. 9,, , the lattice of divisors of n, has a normalizedflow. 
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Proqf. Let the distinct prime factors of n be p1 , pZ ,..., pK , and let 
n = pppzz ..*p% be its prime factorization. Let Vi be the chain (0, I,..., i} 
withy(X) = 1. Sincem 1 nifandonlyifm =ppp$...p$withO <pi < ai, 
it is easily seen that ~3~ = %YaI x +YmZ x ... x VU’,, . Since each %Y@< satisfies 
the conditions of the Product Theorem, 9n has a normalized flow by 
induction. 
1T.B. Modular Geometric Lattices 
One of the most important objects of study in combinatorial theory is 
the geometric lattice, i.e., a lattice with rank function such that every 
element is the sup of elements of rank one, and for all pairs of elements X, y 
4x A Y) + 0 v Y) < 4-4 + r(y). 
A lattice with rank function for which this inequality holds for all x, y is 
called semimodular. If equality always holds, the lattice is called modular. 
THEOREM. All modular geometric lattices (with v(x) = 1) have normal- 
izedjlows. 
Proof. Birkhoff has shown that every modular geometric lattice is a 
product of projective space lattices and a Boolean algebra an. This 
carries over to the weighted versions with V(X) = 1. By the examples of 
Section I.C., these factors have normalized flows, and as is well-known, 
they are 2-positive. Thus the result follows by the Product Theorem. 
1I.C. Supersolvable Geometric Lattices with Mobius Weights 
DEFINITION. A supersolvable lattice 3 = (L, A) consists of a semi- 
modular lattice L and a maximal chain, 
A = (0 = x,, < x1 < ... < x, = l} _C L, 
of modular elements. 
EXAMPLE. 17, the partition lattice is a supersolvable geometric lattice. 
Stanley has shown 
THEOREM A. If x E 9, r(x) = k, then the number of unrejinable chains 
0 = x, < x1 < .‘. < x, = x 
between 0 and x satisfying 
Yc% 2 Xl> > Y(Xl 3 x2> > ... > y&L1 7 Xk) 
is equal to (-1)” ~(0, x) = / ~(0, x)1, where TV is the mobius function of L. 
and 
THE MORPHOLOGY OF PARTIALLY ORDERED SETS 53 
THEOREM B. Let ai be the number of atoms x E 9 satisfying ~(0, x) = i, 
then 
where 
p(h) = h(h - a&h - a2) .** (X - a,), 
p(h) = 1 p(0, x) An-v(z), 
X~~ 
the characteristic polynomial of 9 with r( 1) = n. 
Now, if we let X’(9) be the simplicial complex (ordered by containment) 
of unrefinable chains 
in 2 with 
0 = xg < x1 < ... < Xk = x 
and let Oi be the lower ideal in B generated by Ai = (x E 9’; T(X) = 1, 
~(0, x) = i}, then the set-theoretic relations behind the proof of Stanley’s 
Theorem gives a one-to -one correspondence between unrefinable chains 
from 0 to x and k-sets of elements of rank one with exactly one represent- 
ative of each Ai _ In other words, 
X(9) = A, x A, x **- x A,. 
The Hasse diagram of Ai is just 
x,---xaz 
. . . 
xl\l/ 
6 
and with the weight V(X) = 1 (in fact any weight) obviously has a normal- 
ized flow and is 2-positive. Thus by the product theorem X(9’) has a 
normalized flow. By Stanley’s Theorem A, the function y: ~6 + 8 defined 
by dxo ,...> xk) = xk is measure preserving and thus an extension of 9’ 
with the weighting V(X) = j ~(0, x)1. Therefore 
THEOREM. Any supersolvable geometric lattice with weight v(x) = 
/ ~(0, x)1 has a normalizedflow. 
1I.D. Partition Lattices 
Let 17, be the lattice of partitions of an n-set, ordered by unrefinement. 
Rota conjectured that Sperner’s theorem should hold for 17, and it was an 
approach to this problem which gave rise to the investigations reported 
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on in this paper. Rota’s conjecture has still not been decided, so we shall 
present partial results in this section. 
The present author has worked with the idea that 17, (with v z 1) 
actually has a normalized flow. By the results of Section III this is stronger 
than the Rota conjecture. 
Let Yn be the numerical partitions of n, ordered by unrefinement. If v on 
gfl is defined by 
I 
v(oQ , F2 ,..., %n>) = a,! (l!@ ol,! (;;.z ... a,! (k!)Oih ’ 
where (n, , n2 ,..., n,) contains 01~ ones, 01~ twos,... and CQ K’S, the mapping 
y: U, --+ 9, which takes (A, ,..., A,) to (I A, 1, / A, I,..., 1 A, I) is measure 
preserving. In fact, it is a normal morphism. That it is a contraction was 
shown by Graham-Harper [IO] and that it is an extension is easily seen. 
As noticed by Graham-Harper it is much easier to compute flows on 8, 
than nn because it is so much smaller. With the programming help of 
H. Rumsey and computer time provided by the Jet Propulsion Laboratory, 
the existence of normalized flows on 9, , and thus Ii’*, was verified for 
n < 19.1 
III. SPERNER’S THEOREM 
In this section we shall harvest some very nice fruits from the labors of 
Sections I and II. 
Let B be a weighted poset with rank function. Call wk: B ---f R a Sperner 
weight of order k on CJ’ if 
(i) 0 < wk(x) < v(x) for all x E 9, 
and 
(3 ,g $f < k for all chains 3 of 9. 
Recall that wk may be considered as a measure and that 
1 J. Spencer has found the following counterexample: Let n be even and let X consist 
of the numerical partition (n/2, n/2). The required inequality for normalized flow is then 
where S,,, is the number of partitions of an n-set into blocks of size K, generally known 
as the Sterling numbers of the second kind. This reduces to S,,., Q 2S,/Z,zS,,8 which is 
false for n > 20. 
THE MORPHOLOGY OF PARTIALLY ORDERED SETS 55 
The following theorem represents a considerable generalization of 
Sperner’s Theorem and demonstrates again the efficacy of the normalized 
flow concept. 
THEOREM. Let .Y be a weighted and graded poset having a normalized 
flow. Then 
k 
sup wk(g) = 
wk. 
wk ranging over all Sperner weights of order k. 
Before proving the theorem we need a definition and a lemma. Given B 
of rank n, wk a Sperner weight of order k on 9, and distinct integers 
I 1 >..., I,, define the weighted bipartite graph G(P; w,; II ,..., lk) in the 
following way: A is a copy of 9 with weight wk, B is a copy of 9’ (but 
disjoint from A) with weight v / RI2 u ... u Rzk (read v restricted to 
RL1. u ... v R& and D is the set of pairs (a, b) C A x B such that a and b 
are comparable in 9’. 
LEMMA. Let 9 be as above with k = 1 and v(R,) = 1 for all 1. Zf B has 
aflow (normalized), then G(9’; q; II) has a flow. 
By adding flows on G(B; Wklk; Ii) we get a flow on G(P; w,; II ,..., Zk). 
Note 9. Thus wk(g) < v 1 RL1 u ... u Rzk(B) = k and the inequality 
may be strict. 
Proof of Lemma. Let f be the 0ow on 9, i.e., 
II ,,~r,b f(a, b) = v(b) = C f@, c>. 
b COV~PS c 
For (a, b) E D, define 
fo(a, b) = da) 1 
%?(a, b) ranging over all maximal chains from a to b in 8. Then 
(i) fO(a, b) > 0 for all (a, b) E D, 
(ii) C fda, b) = 1 w(a) c n $$ 
bsD(a) bsD(a) CP(a.b) (C.d) 
product taken over all consecutive pairs (c, d) in V, 
baD(a) %‘@,b) (e.dPSf(a,,b) 
= $# a ,,& a, f(a, 4 by induction 
I 
= 44, 
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and 
r(a) < n r(c)=n aaD-’ 
%-‘(asb) (c,dWl(a,b) 
= ’ w(u’&,) (e ,)g,,,,) 9 n.D-l(b) . , 
r(a) < n 
if the maximal rank of an element in B is n. 
Now for a E 8, r(a) < n, let 
i 44 
if r(a) < n - 2 
o’(a) = 
i 44 + c ,,,,,.a~ *f(ey a) if u(u)=n-1. 
CLAIM. o’ is a Sperner weight of order one on 8’ = B - R, . 
Proof of Claim. Let %“ be any maximal chain of B’ having an element a 
of rank n - 1 which is covered (in 9’) by elements e. Then it suffices to 
verify inequality (ii) in the definition of Sperner weight: 
c 
44 
__ = .;, zg a&’ 44 + a;, v$if%$y 
r(a)=n-1 
e CO”fx3 a 
<+4 
or, 44 
for some maximal chain 3 of B 
containing W, since the second sum above 
is a convex linear combination of those 
terms w(e)/v(e) on the extra points. 
<I by hypothesis. 
This proves the claim and the lemma follows by induction on II. 
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Proof of Theorem. Given wL , let I, ,..., llc be distinct subscripts of k 
ranks in $3’ such that v(&) > v(RLZ) 2 .*. 2 v(&~) > (R,) for any other 1. 
Normalize the measures v’(a) = v(a)/v(R,) and ~~‘(a) = o,(u)/v(RJ if 
r(a) = 1. By Note 9, then 
4&J 
c+‘(.?) < v’ !  RI, v ... v R,,(P) = - 
v@L,) 
. . . 
4&J 
+ +v(R,==. 
k 
Seperate the fractions on the left side of this inequality into a sequence of 
blocks each having sum one and denominators which are smaller than 
those of the preceding block. Since the denominators on the right-hand side 
are larger than any of those in the corresponding block on the left, we have 
which is the conclusion of the theorem. 
COROLLARY. The extended Sperner Theorem holds for 
(i) 2n , the Boolean algebra, 
(ii) 9n , the lattice of divisors of n, 
(iii) any modular geometric lattice, 
(iv) any supersolvable geometric lattice (with V(X) = 1 ~(0, x)1), 
(v) IIn , the lattice of partitions of n, for n < 19. 
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