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We describe an algorithm to efficiently compute the second-Born self-energy of many-body perurbation theory.
The core idea consists in dissecting the set of all four-index Coulomb integrals into properly chosen subsets, thus
avoiding to loop over those indices for which the Coulomb integrals are zero or negligible. The scaling properties
of the algorithm with the number of basis functions is discussed. The computational gain is demonstrated in
the case of one-particle Kohn-Sham basis for organic molecules.
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1 Introduction At the beginning of the new century
the computational capabilities were powerful enough to
implement the nonlinear integro-differential Kadanoff-
Baym equations (KBE) put forward in the sixties [1–4].
The first KBE calculation dates back to 2000 and deals
with plasma oscillations in the homogeneous electron
gas [5]. KBE calculations of inhomogeneous systems like
atoms and diatomic molecules driven out of equilibrium
by external laser fields appeared in 2007 [6]. Since then
the number of groups working on efficient implementa-
tions of the KBE has grown, and the interest has progres-
sively moved toward nonequilibrium properties of model
Hamiltonians. Among the pioneering works we mention
Refs. [7–15].
Despite the aforementioned advances, the KBE have
not yet been combined with ab initio schemes for the
investigation of nonequilibrium properties of realistic sys-
tems. In fact, the propagation of a two-times object like
the Green’s function is still too burdensome, even for most
modern supercomputers. An enormous simplification to
the numerical solution of the KBE occurs when evaluating
the collision integral using the Generalized Kadanoff-
Baym Ansatz (GKBA) [16]. For this reason there has
been a considerable effort in assessing the reliability of
the GKBA [17–20] and in combining it with ab initio
methods [21–28] over the last years. Through the GKBA
the nonequilibrium Green’s function formalism is con-
verted into a time-dependent density-matrix functional
theory [29–31] with the advantage that correlation effects
can be included through diagrammatic approximation to
the self-energy.
As pointed out in a recent work [32], the GKBA is
an ansatz for the Green’s function and the computational
gain with respect to a full KBE simulation is limited to
self-energies up to the second Born (2B) level, with first-
and second-order exchange diagrams evaluated using ei-
ther the bare Coulomb interaction v or the statically or
partially dynamically screened interactionW . The 2B ap-
proximation well reproduces equilibrium spectral proper-
ties [33] and total energies [34] of molecular systems. Fur-
thermore, benchmarks against numerically exact simula-
tions in 1D atoms and molecules [13], quantumwells [14],
weakly correlated Hubbard and extended Hubbard nan-
oclusters [15,17,19,35–37], the Anderson model at finite
bias [38] and photo-excited donor-acceptor tight-binding
Hamiltonians [20] indicate that the 2B approximation re-
mains accurate even out of equilibrium. The GKBA imple-
mentation of more sophisticated approximations like the
self-consistent GW or T-matrix self-energies would scale
like the original KBE unless a GKBA-like expression for
the fully dynamically screened interaction W or T-matrix
T is provided.
The special role played by the 2B diagrams (with v or
W interaction lines) in the GKBA scheme has triggered
the search for efficient algorithms to compute the 2B self-
energy. In an electronic system with N one-particle de-
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grees of freedom the computational cost of a naive im-
plementation would scale like N5. Such an unfavourable
scaling makes first principles simulations of systems with
more than two or three light atoms numerically expen-
sive. In this work we describe a dissection algorithmwhich
takes the maximum advantage of vanishing or very small
Coulomb integrals. The dissection algorithm is currently
implemented in the CHEERS code [39] and it allows for
first principles simulations of systems with tens of active
electrons like, e.g., organic molecules, up to tens of fem-
toseconds [28]. We emphasize that the algorithm does not
make any use of the GKBA and, therefore, it can also
be implemented to simulate time-dependent quantum phe-
nomena within the full KBE dynamics.
The paper is organized as follows. In Section 2 we in-
troduce the equation of motion for the one-particle den-
sity matrix and write down the explicit form of the 2B
self-energy. The dissection algorithm is described in detail
in Section 3. In Section 4 we discuss how the computa-
tion of the 2B self-energy scales with the number of basis
functions. Extensions and generalization of the algorithms
along with an outlook on future applications is provided in
Section 5.
2 The 2B self-energy We consider a finite system
of interacting electrons described by N one-particle ba-
sis functions {ϕi(r)}. For simplicity we assume that the
Hamiltonian is invariant under spin rotations and that we
have an equal number of up and down spin electrons (the
results derived in this work do not rely on these assump-
tions and can easily be generalized). The one-particle den-
sity matrix ρ is diagonal in spin space and the matrix el-
ement ρij between ϕi and ϕj is independent of the spin
orientation. The equation of motion for the N ×N matrix
ρ reads [18,23,20,28]
d
dt
ρij(t) + i[hHF(t), ρ(t)]ij = −Iij(t) + H.c. , (1)
where hHF(t) is the time-dependent HF Hamiltonian and
I(t) is the collision integral, written in terms of the greater
and lesser self-energy and Green’s function [3]
I(t) =
∫ t
0
dt¯
[
Σ>(t, t¯)G<(t¯, t)−Σ<(t, t¯)G>(t¯, t)
]
.
(2)
In the 2B approximation the self-energyΣ reads
Σij =
∑
n
pq
sr
vnpriGpqG¯sr
∑
m
[2vmqsjGnm − vmqjsGnm] ,
(3)
where we used the short-hand notation
Σ ≡ Σ≶(t, t′) G ≡ G≶(t, t′) G¯ ≡ G≷(t′, t).
(4)
For real one-particle basis the Coulomb integrals in Eq. (3)
are given by
vijmn ≡
∫
drdr′
ϕi(r)ϕj(r
′)ϕm(r
′)ϕn(r)
|r− r′|
, (5)
and have the symmetry properties
vijmn = vjinm = vnjmi = vimjn. (6)
The computational cost for evaluating Σ for a given
pair of times t, t′ depends on how much the tensor of
Coulomb integrals vijmn is sparse. Recalling that N is the
dimension of the one-particle basis, the cost can vary from
N2 for a Hubbard-like interaction, i.e., vijmn ∝ δijδimδin,
toN5 when all vijmn’s are nonvanishing. In the latter case,
however, several Coulomb integrals may be order of mag-
nitude smaller than others [23,28], and the calculation of
the r.h.s. of Eq. (3) remains accurate by considering only
those vijmn larger than a certain cutoff Λ. In fact, the 2B
self-energy is quadratic in v and therefore Λ can generally
be chosen larger than the cutoff of a typical Hartree-Fock
(HF) calculation (the HF self-energy is linear in v). There-
fore, the effective scaling with N can be considerably re-
duced if one manages to sum over only those indices for
which |vijmn| > Λ. The basic idea consists in dissecting
the set of all Coulomb integrals in properly chosen subsets.
3 Dissection algorithm In this Section we illustrate
an efficient algorithm to calculate the r.h.s. of Eq. (3) with
vijmn → vijmnθ(|vijmn | − Λ). We begin by noticing that
the first term in the square bracket is nonvanishing only if
the pair (qs) belongs to
L = {(qs) : |vmqsj | > Λ for some (mj)}, (7)
and that the second term in the square bracket is nonvan-
ishing only if the pair (qs) belongs to
Lx = {(qs) : |vmqjs| > Λ for some (mj)} (8)
Let D and Dx be the dimension of the sets L and Lx re-
spectively. Given α = 1, . . .D we establish a map to ex-
tract the couple q = q(α) and s = s(α). Similarly, given
β = 1, . . . , Dx we establish a map to extract the couple
q = q(β) and s = s(β). Once these maps are defined we
introduce a superindex I = 1, . . .N × D from which to
extract n = Int[I/D] + 1 varying between 1 and N and
α = I − (n − 1)D varying from 1 to D. Similarly we
introduce a superindex J = 1, . . .N ×Dx from which to
extract n = Int[J/Dx] + 1 varying between 1 and N and
β = J − (n − 1)Dx varying from 1 to Dx. We use these
superindices to rewrite the terms in the square brackets as∑
m
vmqsjGnm ≡ V˜I,j (9)
for all (qs) ∈ L and
∑
m
vmqjsGnm ≡ V˜
x
J,j (10)
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for all (qs) ∈ Lx. In general, these quantities can be zero
for several j’s since for a fixed pair (qs) the values of
|vmqsj | or |vmqjs| may be smaller than Λ. To minimize
the number of quantities to store we found convenient to
define the sets
S(qs) = {j : |vmqsj | > Λ for some m}, (11)
Sx(qs) = {j : |vmqjs| > Λ for some m}. (12)
Let d(qs) and dx(qs) be the dimension of S(qs) and
Sx(qs) respectively. For any given couple (qs) we con-
struct the map which associates to the integer σ =
1, . . . , d(qs) the index j(σ) ∈ S(qs) and to the integer
τ = 1, . . . , dx(qs) the index j(τ) ∈ Sx(qs). Then, for
every j ∈ S(qs) we define
VI,σ ≡ V˜I,j(σ) (13)
and for every j ∈ Sx(qs) we define
V xJ,τ ≡ V˜
x
J,j(τ). (14)
We observe that for a fixed superindex I = (α, n) (or
J = (β, n)) the length of the array VI,σ (or V xJ,τ ) depends
on the pair (q(α), s(α)) ∈ L (or (q(β), s(β)) ∈ Lx). To
calculate V and V x we define two more sets
L(qs) = {(mj) : |vmqsj | > Λ} (15)
Lx(qs) = {(mj) : |vmqjs| > Λ} (16)
Let D(qs) and Dx(qs) be the dimension of the sets L(qs)
and Lx(qs) respectively. Given µ = 1, . . .D(qs) we es-
tablish a (qs)-dependent map to extract the couple (mj) =
(m(µ)j(µ)). Similarly, given ν = 1, . . . , Dx(qs) we es-
tablish a (qs)-dependent map to extract the couple (mj) =
(m(ν)j(ν)). We then construct two two-dimensional ar-
rays
vαµ ≡ vmqsj , (17)
with (qs) = (q(α)s(α)) ∈ L and (mj) = (m(µ)j(µ)) ∈
L(qs), and
vxβν ≡ vmqjs, (18)
with (qs) = (q(β)s(β)) ∈ Lx and (mj) = (m(ν)j(ν)) ∈
Lx(qs). Notice that both v and vx have rows of different
lenghts. A code to fill up the array V would have the fol-
lowing structure
DoLoop[I = 1, D× N]{
α(I), n(I)
(qs) = (q(α), s(α)) ∈ L
DoLoop[µ = 1, D(qs)]{
(mj) = (m(µ), j(µ)) ∈ L(qs)
VI,σ(j) = VI,σ(j) + vαµGnm
}
}
Similarly for V x we have
DoLoop[J = 1, Dx × N]{
β(J), n(J)
(qs) = (q(β), s(β)) ∈ Lx
DoLoop[ν = 1, Dx(qs)]{
(mj) = (m(ν), j(ν)) ∈ Lx(qs)
VxJ,τ(j) = V
x
J,τ(j) + vβνGnm
}
}
Once the arrays V and V x are filled the calculation of
the self-energy is reduced to calculate
Σij = 2Bij +Xij , (19)
with the bubble term
Bij(σ) =
∑
npr
∑
(qs)∈L
vnpriGpqG¯srVI,σ (20)
(we recall that I = [(qs) ∈ L, n] and the 2-nd exchange
term
Xij(τ) =
∑
npr
∑
(qs)∈Lx
vnpriGpqG¯srV
x
J,τ (21)
(we recall that J = [(qs) ∈ Lx, n].
Next we observe that for a fixed i the sum over n in
B and X can be restricted to those n for which the pair
(ni) ∈ L since vnpri = vpnir . We then proceed as follows.
- Step 1) For any fixed (ni) ∈ L we construct the ma-
trix
H(ni)sp =
∑
r
vnpriG¯sr (22)
where the sum can be restricted to those r for which the
pair (pr) ∈ L(in). In this way Eqs. (20,21) becomes
Bij(σ) =
∑
np
∑
(qs)∈L
GpqH
(ni)
sp VI,σ (23)
Xij(τ) =
∑
np
∑
(qs)∈Lx
GpqH
(ni)
sp V
x
J,τ (24)
- Step 2) For any fixed (qs) ∈ L we extract the su-
perindex I = [(qs), n] and construct the matrix
Zi,I =
∑
p∈S(ni)
GpqH
(ni)
sp . (25)
Here the sum over p is restricted to S(ni) sinceH(ni)sp van-
ishes for p /∈ S(ni). In terms of the Z matrix the bubble
term becomes
Bij(σ) =
∑
I
Zi,IVI,σ (26)
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- Step 3) For any fixed (qs) ∈ Lx we extract the su-
perindex J = [(qs), n] and construct the matrix
Zxi,J =
∑
p∈S(ni)
GpqH
(ni)
sp . (27)
In terms of the Zx matrix the 2-nd order exchange term
becomes
Xij(τ) =
∑
J
Zxi,JV
x
J,τ (28)
The structure of a code for the implementation of the
above three steps would have the following structure
DoLoop[α = 1, D]{
(in) = (i(α), n(α)) ∈ L
DoLoop[µ = 1, D(in)]{
(rp) = (r(µ), p(µ)) ∈ L(in)
DoLoop[s = 1, N]{
H(s, p) = H(s, p) + vαµ ∗ G¯sr
}
}
−Bubble−
DoLoop[α′ = 1, D]{
(qs) = (q(α′), s(α′)) ∈ L
I = I[(qs), n]
DoLoop[γ = 1, d(ni)]{
p = p(γ) ∈ S(in)
Z = Z+ Gpq ∗ H(s, p)
}
DoLoop[σ = 1, d(qs)]{
j(σ) ∈ S(qs)
B(i, j) = B(i, j) + Z ∗ VI,σ
}
}
−Exchange−
DoLoop[β = 1, Dx]{
(qs) = (q(β), s(β)) ∈ Lx
J = J[(qs), n]
DoLoop[γ = 1, d(ni)]{
p = p(γ) ∈ S(ni)
Zx = Zx + Gpq ∗ H(s, p)
}
DoLoop[τ = 1, dx(qs)]{
j(τ) ∈ Sx(qs)
X(i, j) = X(i, j) + Zx ∗ VxJ,τ
}
}
We observe that the above implementation of the 2B
self-energy requires at most two-dimensional arrays.
4 Discussion on scaling In this section we show
that the scaling of the dissection algorithm with N re-
duces with increasing number of vanishing Coulomb in-
tegrals. This means that it is possible to take advantage of
the sparse nature of the v tensor without changing the im-
plementation. Another advantage is that the convergence of
a simulation can easily be checked by reducing the cutoff,
see also below.
Let us first show that the algorithm scales likeN5 when
all Coulomb integrals are larger than Λ. In this case both
sets L and Lx have dimension D = Dx = N2 and, for
any pair (qs), the sets L(qs) and Lx(qs) have dimension
D(qs) = Dx(qs) = N
2. Thus the calculation of V and
V x involves an external loop of lenght N3 and an internal
loop of lenght N2, resulting in a N5 scaling. For the cal-
culation of the bubble and the 2-nd order exchange terms
we have an external loop of length N2 followed by a cas-
cade of two loops of lenghtsN2 andN respectively, hence
again aN5 scaling, to buildH(ni)sp . After closing these two
loops, we have (for bothB andX) the opening of a loop of
lenght N2 followed by a sequence of two loops of length
N since the dimension of the sets S(qs) and Sx(qs) is
d(qs) = dx(qs) = N for all (qs). We conclude that the
overall scaling of the algorithm is 7N5.
The previous discussion helps in determining how the
algorithm scales in the general case. Let
M =
1
D
∑
(qs)∈L
D(qs), (29)
Mx =
1
Dx
∑
(qs)∈Lx
Dx(qs). (30)
Then, the calculation of V scales likeD×N×M whereas
the calculation of V x scales like D × N × Mx, see the
loop structure below Eq. (18). From the loop structure be-
low Eq. (28) we infer that the calculation of H(ni)sp scales
like V . To determine the scaling of B and X we need to
introduce two more integers
m =
1
D
∑
(qs)∈L
d(qs), (31)
mx =
1
Dx
∑
(qs)∈Lx
dx(qs). (32)
We then see that B scales likeD2 × 2m whereasX scales
likeD×Dx× (m+mx). We conclude that the dissection
algorithm scales like
Sda = D[N(2M +Mx) + 2mD + (m+mx)Dx]. (33)
This number should be compared with the scaling 7N5 of
an algorithm blind to the magnitude of the Coulomb inte-
grals.
Copyright line will be provided by the publisher
pss header will be provided by the publisher 5
Let us consider a few examples. For an extended Hub-
bard interaction vijmn ∝ δinδjm. In this case D = N ,
Dx = 2N
2, M = N , Mx = 1, m = N and mx = 1
and the overall calculations scales like 2N4. For a Hubbard
like interaction vijmn ∝ δinδjmδij . In this case D = N ,
Dx = N , M = 1, Mx = 1, m = 1 and mx = 1 and
the overall calculation scales like 7N2. More generally,
the dissection algorithm minimize the scaling by exploit-
ing the sparsity of the four-index Coulomb tensor. In Table
1 we report the scaling for four different organic molecules
(first column). The second column shows the number N
of bound Kohn-Sham states (either occupied or unoccu-
pied) calculated using the Quantum Espresso package [40]
whereas the third column shows the number of electrons
Nel per spin of the charge neutral molecule. We calcu-
lated the Coulomb integrals in the bound sector using the
Yambo code [41] and performed convergence tests on the
time-dependent charge density put in motion by a weak at-
tosecond laser pulse using the CHEERS code [39]. In all
cases we found that the results converge by setting the cut-
off Λ = 0.01 a.u. (the maximum value of the Coulomb
integrals is about 0.5 a.u.). For all four molecules we cal-
culated D, Dx, M , Mx, m and mx and report the scaling
Sda of Eq. (33) in the fourth column. This should be com-
pared with the scaling 7N5 in the fifth column. The gain
factor g ≡ 7N5/Sda is reported in the last column.
5 Conclusions We have described an algorithm to
calculate the 2B self-energy appearing in the collision in-
tegral of the KBE and the GKBA equation. The basic idea
consists in dissecting the set of Coulomb integrals in prop-
erly chosen (overlapping) subsets to exploit the sparsity of
the Coulomb tensor. We have shown that the scaling of the
computational cost reduces to N4 for density-density type
interactions and to N2 for Hubbard-like interactions. For
systems like atoms and molecules the net gain with respect
to a N5 scaling depends on the nature of the atoms. Our
empirical evidence is that the gain factor increases with in-
creasing the ratio N/Nel, see Table 1.
The dissection algorithm as currently implemented in
CHEERS [39] is further optimized by exploiting the sym-
metries in Eq. (6). This leads to a reduction by a factor
of 2 of the dimension of the sets L and L(qs). The entire
Table 1 Scaling of the dissection algorithm for four dif-
ferent organic molecules. N is the number of basis func-
tions, Nel is the number of electrons, Sda is the scaling
of the dissection algorithm, 7N5 is the scaling of an algo-
rithm blind to the magnitude of the Coulomb integrals and
g ≡ 7N5/Sda is the gain factor.
N Nel Sda 7N
5 g
Glycine 18 15 4.10× 106 1.32 × 107 3.2
Phenylalanine 36 32 7.56× 107 4.23 × 108 5.6
Tryptophan 47 39 1.51× 108 1.61 × 109 10.6
Adenine 57 25 1.19× 108 4.21 × 109 35.2
procedure can easily be generalized to complex (already
implemented in CHEERS) and spin-dependent basis func-
tions.
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