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Structures de Poisson sur une intersection comple`te a` singularite´s isole´es
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14/2/2002
Re´sume´. — On e´tudie les structures de Poisson sur des varie´te´s singulie`res. On conside`re
dans ce but le complexe de Koszul associe´ aux e´quations d’une intersection comple`te. Ce complexe
forme une alge`bre diffe´rentielle gradue´e qui est e´quivalente a` l’alge`bre de la varie´te´. On montre
qu’une structure de Poisson est e´quivalente a` la donne´e d’une famille de multide´rivations sur le
complexe de Koszul. Si notre varie´te´ a des singularite´s isole´es, alors peut construire une telle
famille de multide´rivations de forme re´duite.
Poisson structures over a complete intersection with isolated singularities
Abstract. — We study Poisson structures over singular varieties. In this purpose, we
consider the Koszul complex associated to the equations of a complete intersection. This complex
forms a differential graded algebra which is equivalent to the algebra of the variety. We show that
a Poisson structure is equivalent to a sequence of multiderivations over the Koszul complex. If our
variety has isolated singularities, then we can construct a sequence of multiderivations of reduced
form.
Abridged English Version
Suppose given a commutative algebra O. This algebra is equipped with a Poisson structure if
we have a biderivation {−,−} : O ⊗O → O such that {f, {g, h}}+ {g, {h, f}}+ {h, {f, g}} = 0,
for all f, g, h ∈ O. We would like to study such structures in the case O is the algebra of a complete
intersection with isolated singularities. Our idea is to replace the algebra of a singular affine scheme
by an equivalent free differential graded algebra.
1) Differential graded modules. — We work in the category of differential graded C-modules (dg-
modules, for short). We adopt the following classical conventions. A dg-module V is either lower
graded V = V∗ or upper graded V = V
∗. The relation V d = V−d makes a lower grading equivalent
to an upper grading. The notation |v| refers to the lower degree of a homogeneous element v ∈ V .
The differential of V is denoted by δ : V → V . The homology of the complex associated to V
is denoted by H∗(V ). A morphism of dg-modules V → W is quasi-iso if the induced morphism
H∗(V ) → H∗(W ) is iso.
The tensor product of dg-modules V andW is the dg-module such that (V ⊗W )n =
⊕
∗∈Z V∗⊗
Wn−∗. The differential of a tensor v ⊗ w ∈ V ⊗W is given by the classical formula δ(v ⊗ w) =
δ(v) ⊗ w + ±v ⊗ δ(w), where ± = (−1)|v|. We have a symmetry isomorphism V ⊗W → W ⊗ V
defined by c(v ⊗ w) = ±w ⊗ v, where ± = (−1)|v|·|w|. In the sequel, the notation ± refers to the
sign produced by a permutation of homogeneous elements, whose explicit determination follows
from the definition of the symmetry isomorphism.
The module of homogeneous morphisms from V to W is the upper graded dg-module such
that Homn(V,W ) =
∏
∗∈ZHom(V∗+n,W∗). The differential of a homogeneous morphism f ∈
Hom∗(V,W ) is provided by the commutator of f with the differentials of V and W . We have
explicitly δ(f) = δf − ±fδ, where ± = (−1)|f |. A 0-cocycle f ∈ Hom0(V,W ) is equivalent to a
morphism of dg-modules f : V → W .
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2) Differential graded algebras. — A commutative dg-algebra is a dg-module O˜ equipped with a
product O˜ ⊗ O˜ → O˜ which is associative and commutative. The commutativity relation involves
a sign because of the definition of the symmetry isomorphism O˜ ⊗ O˜ → O˜ ⊗ O˜.
By convention, a polynomial algebra O˜ = C[u˜1, . . . , u˜r] denotes a commutative dg-algebra
which, as a graded commutative algebra, is freely generated by homogeneous elements u˜1, . . . , u˜r ∈
O˜. Let us mention that the differential of O˜ is determined by the differential of the generators
δ(u˜1), . . . , δ(u˜r) ∈ O˜.
3) Resolutions. — A resolution of a commutative algebra O is a polynomial dg-algebra O˜ such that
H0(O˜) = O and H∗(O˜) = 0 if ∗ > 0. Equivalently, we assume that O is a dg-algebra concentrated
in degree 0. The resolution O˜ is a dg-algebra equipped with an augmentation morphism ǫ : O˜ → O
which is quasi-iso.
Let us assume that O is the algebra of a complete intersection h1(x1, . . . , xn) = · · · =
hm(x1, . . . , xn) = 0. In this case, a resolution of O is provided by the Koszul complex of the
sequence (h1, . . . , hm), which is nothing but the dg-algebra O˜ = C[x1, . . . , xn, h˜1, . . . , h˜m], where
|h˜j | = 1 and δ(h˜j) = hj(x1, . . . , xn).
4) On Ka¨hler differentials. — The definition of the algebra of Ka¨hler differentials Ω∗(O˜) can be
extended to the case of a dg-algebra O˜. Precisely, we consider the dg-algebra over O˜ generated
by the elements df , where f ∈ O˜, together with the relations d(fg) = df · g + ±f · dg, where
± = (−1)|f |. We have also |df | = 1 + |f | and δ(df) = −d(δ(f)). (The differential symbol d is
equivalent to a tensor of degree 1.) The homogeneous component Ωs(O˜) is the dg-module generated
by the products f0 · df1 · · · · · dfs ∈ Ω
∗(O˜) (with s differentials).
Similarly, we have a dg-module of multivectors T s(O˜)∗ which is defined by the identity
T s(O˜)m = Homn
O˜
(Ωs(O˜), O˜). An element π˜ ∈ T s(O˜)m is equivalent to an antisymmetric mul-
tiderivation π˜ : O˜ ⊗ · · · ⊗ O˜ → O˜ which decreases the degree by m − s. The superscript s
(respectively, m) refers to the order (respectively, to the degree) of the multivector π˜.
5) Poisson structures. — The dg-module of multivectors is endowed with the Schouten-Nijenhuis
bracket [−,−] : T s(O˜)m ⊗ T t(O˜)n → T s+t−1(O˜)m+n−1 as in the classical differential calculus.
Furthermore, a Poisson structure is equivalent to a bivector π˜2 ∈ T
2(O˜)2 such that δ(π˜2) = 0 and
[π˜2, π˜2] = 0. We define a homotopy Poisson structure as a sequence of multivectors π˜s ∈ T
s(O˜)2,
s ≥ 2, whose sum π˜∗ =
∑
s π˜s verifies the Maurer-Cartan equation δ(π˜∗) + 1/2 · [π˜∗, π˜∗] = 0.
We have obtained the following results:
6) Theorem. — Let O be a commutative algebra over C equipped with a Poisson structure. Let
us fix a free differential graded resolution of O as in paragraph (3). The algebra O˜ has a homotopy
Poisson structure π˜∗ ∈ T
∗(O˜) such that ǫ(π˜2(df, dg)) = {ǫ(f)), ǫ(g)}, for all f, g ∈ O˜.
7) Theorem. — Let O be a commutative algebra over C equipped with a Poisson structure. We
assume that O is the algebra of a complete intersection with isolated singularities h1(x1, . . . , xn) =
· · · = hm(x1, . . . , xn) = 0. We consider the Koszul resolution of O introduced in the paragraph
(3). We localize these algebras at P ∈ SpecO. There is a germ of homotopy Poisson structure
π˜∗ ∈ T
∗(O˜P ), as in the theorem (6), such that, for 2 ≤ s ≤ n−m, we have
π˜s(df1, . . . , dfs) =
{
˜̟ s(df1, . . . , dfs, dh1, . . . , dhm), if deg(f1) = · · · = deg(fs) = 0,
0, otherwise,
where ˜̟ s : Ω
s+m(C[x1, . . . , xn]P) → (O˜P)s−2.
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Soit O une alge`bre commutative sur C. Une structure de Poisson sur O est la donne´e d’une
bide´rivation {−,−} : O ⊗ O → O ve´rifiant la relation {f, {g, h}} + {g, {h, f}} + {h, {f, g}} =
0, quelque soient f, g, h ∈ O. On voudrait e´tudier ces structures quand O est l’alge`bre d’une
intersection comple`te a` singularite´s isole´es. L’ide´e consiste a` remplacer l’alge`bre d’un sche´ma
affine singulier par une alge`bre diffe´rentielle gradue´e libre e´quivalente.
§1. Calcul diffe´rentiel gradue´
1.1) Modules diffe´rentiels gradue´s. — On travaille dans la cate´gorie des modules diffe´rentiels
gradue´s sur C (pour abre´ger, on parlera de dg-modules). On adopte les conventions classiques
suivantes. Un dg-module V est soit gradue´ infe´rieurement V = V∗ soit gradue´ supe´rieurement
V = V ∗. La relation V d = V−d rend une graduation infe´rieure e´quivalente a` une relation supe´rieure.
La notation |v| renvoie au degre´ d’un e´le´ment homoge`ne v ∈ V . La diffe´rentielle de V est note´e
δ : V → V . L’homologie du complexe associe´ a` V est note´e H∗(V ). Un morphisme de dg-modules
V → W est quasi-iso si le morphisme induit H∗(V ) → H∗(W ) est iso.
Le produit tensoriel des dg-modules V et W est le dg-module tel que (V ⊗W )n =
⊕
∗∈Z V∗⊗
Wn−∗. La diffe´rentielle d’un tenseur v⊗w ∈ V ⊗W est donne´e par la formule classique δ(v⊗w) =
δ(v)⊗w+±v⊗ δ(w), ou` ± = (−1)|v|. On a un isomorphisme de syme´trie V ⊗W → W ⊗V de´fini
par c(v⊗w) = ±w⊗ v, ou` ± = (−1)|v|·|w|. En ge´ne´ral, la notation ± renvoie au signe produit par
une permutation d’e´le´ments homoge`nes, dont la valeur re´sulte de la de´finition de l’isomorphisme
de syme´trie.
Le module des morphismes homoge`nes de V dans W est le dg-module gradue´ supe´rieurement
tel que Homn(V,W ) =
∏
∗∈ZHom(V∗+n,W∗). La diffe´rentielle d’un morphisme homoge`ne f ∈
Hom∗(V,W ) est donne´e par le commutateur de f avec les diffe´rentielles de V et W . On a ex-
plicitement δ(f) = δf −±fδ, avec ± = (−1)|f |. Un 0-cocycle f ∈ Hom0(V,W ) est e´quivalent a` un
morphisme de dg-modules f : V → W .
1.2) Alge`bres diffe´rentielles gradue´es. — Une dg-alge`bre commutative est un dg-module O˜ muni
d’un produit O˜⊗O˜ → O˜ qui est associatif est commutatif. La relation de commutativite´ comporte
un signe duˆ a` la de´finition de l’isomorphisme de syme´trie O˜ ⊗ O˜ → O˜ ⊗ O˜.
Par convention, une alge`bre polynomiale O˜ = C[u˜1, . . . , u˜r] de´signe une dg-alge`bre commuta-
tive qui, en tant que dg-alge`bre, est librement engendre´e par des e´le´ments homoge`nes u˜1, . . . , u˜r ∈
O˜. La diffe´rentielle de O˜ est de´termine´e par la diffe´rentielle des ge´ne´rateurs δ(u˜1), . . . , δ(u˜r) ∈ O˜.
1.3) Re´solutions. — Une re´solution d’une alge`bre commutative O est une alge`bre polynomiale
O˜ telle que H0(O˜) = O et H∗(O˜) = 0 si ∗ > 0. De fac¸on e´quivalente, on suppose que O est
une dg-alge`bre concentre´e en degre´ 0. La re´solution O˜ est une dg-alge`bre munie d’un morphisme
d’augmentation ǫ : O˜ → O qui est quasi-iso.
Supposons par exemple que O est l’alge`bre d’une intersection comple`te h1(x1, . . . , xn) = · · · =
hm(x1, . . . , xn) = 0. On a alors une re´solution de O qui est fournie par le complexe de Koszul
de la suite (h1, . . . , hm). Ce complexe n’est rien d’autre que l’alge`bre diffe´rentielle gradue´e O˜ =
C[x1, . . . , xn, h˜1, . . . , h˜m] ou` |h˜j | = 1 et δ(h˜j) = hj(x1, . . . , xn). On note simplement que h˜ih˜j =
−h˜jh˜i, d’apre`s la re`gle de commutation des variables homoge`nes.
§2. Structures de Poisson homotopiques
2.1) Formes de Ka¨hler. — La de´finition de l’alge`bre des formes de Ka¨hler s’e´tend au cadre
diffe´rentiel gradue´. Ainsi, on de´finit Ω∗(O˜) comme la dg-alge`bre sur O˜ engendre´e par les e´le´ments
df , avec f ∈ O˜, et quotiente´e par les relations d(fg) = df · g + ±f · dg, ou` ± = (−1)|f |. On
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a aussi |df | = |f | + 1 et δ(df) = −d(δ(f)). (Le symbole de diffe´rentielle d est e´quivalent a` un
tenseur de degre´ 1.) La composante homoge`ne Ωs(O˜) est le dg-module engendre´ par les produits
f0 · df1 · · · · · dfs ∈ Ω
∗(O˜) (comportant s diffe´rentielles).
2.2) Multivecteurs. — On a e´galement un dg-module de multivecteurs T s(O˜)∗ de´fini par la re-
lation T s(O˜)m = Homm
O˜
(Ωs(O˜), O˜). Un e´le´ment π˜ ∈ T s(O˜)m e´quivaut a` une multide´rivation
antisyme´trique π˜ : O˜ ⊗ · · ·⊗ O˜ → O˜ qui diminue le degre´ de m− s. L’exposant s (respectivement,
m) renvoie a` l’ordre (respectivement, au degre´) du multivecteur π˜.
On munit le dg-module des multivecteurs du crochet de Schouten-Nijenhuis
[−,−] : T s(O˜)m ⊗ T t(O˜)n → T s+t−1(O˜)m+n−1
comme dans le calcul diffe´rentiel classique. On a explicitement [P,Q] = P ◦ Q + ±Q ◦ P , ou`
P ◦ Q(df1, . . . , dfs+t−1) =
∑
±P (dfi1 , . . . , dfis−1 , dQ(dfj1 , . . . , dfjt)), pour tout multivecteurs P ∈
T s(O˜)∗ et Q ∈ T t(O˜)∗. Les signes sont de´termine´s par la re`gle de commutation des tenseurs. La
somme s’e´tend sur l’ensemble des de´compositions {1, . . . , s+ t− 1} = {i1, . . . , is−1} ∪ {j1, . . . , jt}.
2.3) Structures de Poisson. — Une structure de Poisson homotopique est une suite de multivecteurs
π˜s ∈ T
s(O˜)2, s ≥ 2, dont la somme π˜∗ =
∑
s π˜s (de´finie formellement) ve´rifie l’e´quation de Maurer-
Cartan δ(π˜∗)+1/2 · [π˜∗, π˜∗] = 0. On obtient les e´quations que ve´rifient les multivecteurs π˜s, s ≥ 2,
en de´veloppant les composantes d’ordre homoge`ne de cette e´quation. On a explicitement:
δ(π˜s) +
1
2
·
∑
p+q=s+1
[π˜p, π˜q] = 0,
pour tout s ≥ 2. En particulier, pour s = 2, on obtient l’e´quation δ(π˜2) = 0. Pour s = 3, on
obtient δ(π˜3) + 1/2 · [π˜2, π˜2] = 0.
Une structure de Poisson e´quivaut a` une structure de Poisson homotopique telle que π˜s = 0
pour s 6= 2. Conside´rons les multide´rivations {−, · · · ,−}s : O˜ ⊗ · · · ⊗ O˜ → O˜ associe´es aux
multivecteurs π˜s ∈ T
s(O˜)2, s ≥ 2. On a par de´finition {f1, . . . , fs}s = ±π˜s(df1, . . . , dfs). Le
signe provient de la commutation des symboles diffe´rentiels d avec les e´le´ments f1, . . . , fs. La
composante d’ordre s = 2 de l’e´quation de Maurer-Cartan e´quivaut a` la relation δ{f1, f2}2 =
{δ(f1), f2}2 +±{f1, δ(f2)}2. La composante d’ordre s = 3 se re´e´crit:
{{f1, f2}2, f3}2 +±{{f2, f3}2, f1}2 +±{{f3, f1}2, f2}2 = ±δ(π˜3)(df1, df2, df3).
Ainsi, en ge´ne´ral, on suppose seulement que la relation de Jacobi est ve´rifie´e modulo un cobord
(qui est repre´sente´ par le trivecteur π˜3).
On a en fait de´fini un type particulier de structure de Poisson homotopique. On renvoie le
lecteur au travail de Ginot pour une notion de structure homotopique plus ge´ne´rale dans le cadre
analogue des alge`bres de Gerstenhaber (cf. [3]). Ces structures interviennent dans les travaux de
Kontsevich et Tamarkin sur la formalite´ des complexes de Hochschild (cf. [4]).
On a le re´sultat suivant:
2.4) The´ore`me. — Soit O une alge`bre commutative sur C munie d’une structure de Poisson. On
fixe une re´solution de O comme dans le paragraphe (1.3). L’alge`bre O˜ a une structure de Poisson
homotopique π˜∗ ∈ T
∗(O˜) telle que ǫ(π˜2(df, dg)) = {ǫ(f), ǫ(g)}, pour tout f, g ∈ O˜.
On construit la suite des multivecteurs pas a` pas. On observe que le morphisme d’augmenta-
tion ǫ : O˜ → O induit un quasi-isomorphisme
Hom∗
O˜
(Ωs(O˜), O˜) → Hom∗
O˜
(Ωs(O˜),O)
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et que les modules Hom∗
O˜
(Ωs(O˜),O) ont une composante de degre´ ∗ = 2 nulle de`s que s > 2. Il
s’ensuit que les obstructions a` l’existence des multivecteurs π˜s sont nulles.
§3. Cas des intersections comple`tes
3.1) The´ore`me. — Soit O une alge`bre commutative sur C munie d’une structure de Poisson. On
suppose que O est l’alge`bre d’une intersection comple`te a` singularite´s isole´es h1(x1, . . . , xn) = · · · =
hm(x1, . . . , xn) = 0. On conside`re la re´solution de Koszul de O introduite dans le paragraphe (1.3).
On localise ces alge`bres en P ∈ SpecO. Il existe un germe de structure de Poisson homotopique
π˜∗ ∈ T
∗(O˜P ), comme dans le the´ore`me (2.4), tel que, pour 2 ≤ s ≤ n−m, on ait
π˜s(df1, . . . , dfs) =
{
˜̟ s(df1, . . . , dfs, dh1, . . . , dhm), si deg(f1) = · · · = deg(fs) = 0,
0, sinon,
ou` ˜̟ s : Ω
s+m(C[x1, . . . , xn]P) → (O˜P)s−2.
On conside`re la famille des complexes de Koszul ge´ne´ralise´s associe´s a` la matrice Jacobienne
((hi)
′
j) des polynoˆmes (h1, . . . , hm) (cf. [7, Appendice C]). On utilise que ces complexes sont
acycliques (le lieu singulier de notre varie´te´ e´tant de codimension n − m). On forme le produit
tensoriel de ces complexes de Koszul ge´ne´ralise´s avec le complexe de Koszul de (h1, . . . , hm). On
obtient ainsi un bicomplexe. On construit les morphismes ˜̟ s : Ω
s+m(C[x1, . . . , xn]P) → (O˜P )s−2
comme le bord de certains cycles dans ce bicomplexe.
3.2) Exemple des hypersurfaces. — On suppose m = 1 et O = C[x1, . . . , xn]/(h). On a alors
O˜ = C[x1, . . . , xn, h˜], avec |h˜| = 1 et δ(h˜) = h. Le the´ore`me ci dessus entraine que le crochet de
Poisson de O est donne´ par une formule de la forme
{f, g} =
∑
i,j,k
pijkf
′
ig
′
jh
′
k.
(On prend simplement pijk = ˜̟ 2(dxi, dxj , dxk).) On a aussi une relation de la forme
{{f1, f2}, f3}+ {{f2, f3}, f1}+ {{f3, f1}, f2} = h ·
∑
i,j,k,l
qijkl(f1)
′
i(f2)
′
j(f3)
′
kh
′
l.
(On conside´re les polynoˆmes qijkl tels que ˜̟ 3(dxi, dxj , dxk, dxl) = h˜ · qijkl dans O˜1.)
Comme application, on retrouve les formules que Alev et Lambre ont obtenues par un calcul
direct pour le crochet de Poisson symplectique des surfaces de Klein (cf. [1]). Les polynoˆmes pijk
sont alors ne´cessairement constants pour des raisons d’homoge´ne´ite´. On peut e´galement supposer
que les polynoˆmes qijkl sont nuls dans ce cas.
3.3) Homologie de Poisson. — Le the´ore`me de structure ci-dessus nous permet d’obtenir des
re´sultats sur l’homologie de Poisson des intersections comple`tes a` singularite´s isole´es. On conside`re
l’homologie de Poisson HPois∗ (O,O) telle qu’elle est de´finie dans la the´orie des ope´rades de Koszul
(cf. [2]). L’homologie de Poisson de´finie par Koszul et Brylinski (cf. [5]) est note´e Hcan∗ (O,O)
et sera de´signe´e comme l’homologie canonique de O. On rappelle que l’on a une suite spectrale
E1s,t = HH
(s)
s+t(O,O) ⇒ H
Pois
s+t (O,O), ou` HH
(s)
∗ de´signe la composante de poids s de l’homologie
de Hochschild. On a obtenu le re´sultat suivant:
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3.4) The´ore`me. — Si O est l’alge`bre d’une intersection comple`te a` singularite´s isole´es, alors
la suite spectrale E1s,t = HH
(s)
s+t(O,O) ⇒ H
Pois
s+t (O,O) de´ge´ne`re au rang 2. On a de plus
HPois∗ (O,O) = H
can
∗ (O,O) en degre´ ∗ ≤ dimO et H
Pois
∗ (O,O) = HH∗(O,O) en degre´ ∗ ≥ dimO.
On utilise que les composantes de poids de l’homologie de Hochschild sont de´termine´es par
l’homologie des complexes de Koszul ge´ne´ralise´s introduits pre´ce´demment (cf. [6]).
On peut e´noncer un re´sultat plus pre´cis dans le cas d’une hypersurface:
3.5) The´ore`me. — On suppose que O est l’alge`bre d’une hypersurface a` singularite´s isole´es
h(x1, . . . , xn) = 0 telle que h ∈ (h
′
1, . . . , h
′
n). On a alors H
Pois
∗ (O,O) = H
can
∗ (O,O) pour ∗ ≤ n−1
et HPois∗ (O,O) = O/(h
′
1, . . . , h
′
n) pour ∗ ≥ n− 1.
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