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Abstract
Penalized regression methods, such as ridge regression, heavily rely on the choice
of a tuning, or penalty, parameter, which is often computed via cross-validation. Dis-
crepancies in the value of the penalty parameter may lead to substantial differences in
regression coefficient estimates and predictions. In this paper, we investigate the ef-
fect of single observations on the optimal choice of the tuning parameter, showing how
the presence of influential points can dramatically change it. We distinguish between
points as “expanders” and “shrinkers”, based on their effect on the model complexity.
Our approach supplies a visual exploratory tool to identify influential points, natu-
rally implementable for high-dimensional data where traditional approaches usually
fail. Applications to real data examples, both low- and high-dimensional, and a
simulation study are presented.
Keywords: Genomic data; High dimensional data; Influential points; Leverage points; Out-
liers; Penalized regression.
1 Introduction
Model instability is a well-known problem in statistics. It refers to the phenomenon
for which small changes in the data cause large differences in the final statistical model
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(Breiman et al., 1996; Heinze et al., 2018). For example, if one repeatedly applies a vari-
able selection procedure, such as backward elimination, on slightly perturbed sets of data,
many different models can be obtained (De Bin et al., 2016). Even when the same model
is selected, or no selection is implemented, noticeable differences in terms of coefficient
estimates may occur: adding or removing observations in the dataset normally modify the
final estimates, especially in the case of low sample sizes. When the difference due to the
effect of a single observation is substantial, that observation is defined as an influential
point (Cook, 1979). In the low dimensional setting (p < n, where p is the number of vari-
ables, n the sample size), several methods to evaluate the effect of single observations on
the coefficient estimates (see, e.g., Cook, 1979; David et al., 1980; Pen˜a, 2005) or on the
selection of the variables (e.g., Atkinson and Riani, 2002; De Bin et al., 2017) have been
developed, eventually leading to approaches to identify influential points. Over the last few
years, some work has been done in the high-dimensional setting (p > n) as well, including
Zhao et al. (2013, 2019), Wang and Li (2017), Wang et al. (2018) and Rajaratnam et al.
(2019). These methods basically adapt traditional low-dimensional tools to work in the
high-dimensional setting: for example, Zhao et al. (2013) and Wang and Li (2017) ex-
tended the Cook (1979)’s distance, shifting the attention from the observation’s influence
on the least squares regression estimates to the influence on the marginal correlations and
on the distance correlations, respectively. Rajaratnam et al. (2019) started from the idea
behind the CFBETA measure (David et al., 1980) to develop a new influence measure, the
df-model, and apply it to the lasso.
Focusing on ridge regression, the same strategy has been pursued by Walker and Birch
(1988): they adapted the DFFITS measure (David et al., 1980) to ridge regression. Based
on this work, Shi and Wang (1999) investigated the influence of single observations on
the choice of the penalty parameter in ridge regression. While clearly connected to ours,
their work considers a specific, and not widely used, procedure to find the tuning param-
eter, the minimization of Myers (1986)’s Cλ. With this noticeable exception, not much
attention has been devoted to investigating the influence of a single observation on the
choice of the penalty parameter in a regularized regression setting. It is known that in
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this framework different values of this parameter lead to very different models (see, e.g.,
Meinshausen and Bu¨hlmann, 2010), hence it is highly important to understand the role of
each observation on that. In particular, we show how specific observations push towards
more complex models by requiring a smaller value of the tuning parameter (in the following,
expanders), while others have the opposite effect (shrinkers). Points with extreme effects
can be recognized as influential points.
In contrast to the aforementioned work of Shi and Wang (1999), we consider a procedure
to find the optimal tuning parameter based on cross-validation, which is arguably the most
used approach in practice. Note that cross-validation tends to intensify the effect of single
observations and, consequently, takes the influential points issue to the extreme. Due to
the data split in K folds, indeed, the presence of an influential point influences a sample
of n/K, not n, with all the consequences that it entails.
For ease of computation and explanation, in this paper we focus on the tuning param-
eter of ridge regression, but in principle our approach works for any regularized regression
technique. In particular, we investigate how the choice of the tuning parameter evolves
when the weight assigned to a specific observation is perturbed. This allows us to have
a better grasp of the overall influence of this observation, not limited to the dichotomy
presence/absence. In other words, our novel approach belongs to the tradition of differ-
entiation methods, in contrast to deletion and geometric methods (see Rajaratnam et al.,
2019, for a discussion on the three approaches). We propose to visualize the observation’s
influence through a curve, and study its slope at the point in which all observations are
equally weighted.
The paper is organized as follows: in Section 2 we briefly review ridge regression and
the cross-validation approach for finding its tuning parameter. The influence of a single
observation in this procedure is studied analytically in Section 3 and via simulation in
Section 4. Illustrative examples using real data, both in a low- and a high-dimensional
setting, are shown in Section 5. A final discussion in Section 6 completes the paper.
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2 Ridge regression
Ridge regression was originally introduced by Hoerl and Kennard (1970) to handle rank
deficient data matrices and multicollinearity. The ridge (or L2) penalty avoids the problem
by ensuring the invertibility of the sample covariance matrix and shrinks the regression
coefficients towards zero. The introduced penalty is controlled by a tuning parameter,
λ, which requires data-dependent tuning. In the case of ridge regression, there exists a
myriad of tuning procedures, but K-fold cross-validation has emerged as the standard
within statistics, typically with K = 10 or K = 5 (Hastie et al., 2009). Following this
approach, the data are divided into K parts (or folds), where each fold is held out and
predicted by fitting the model on the remaining folds. The prediction error is averaged
over all folds and computed for a range of tuning parameter values. The value leading to
the lowest error is then selected. A special case, important for ridge regression, is the leave-
one-out cross-validation, or n-fold cross-validation, in which each observation constitutes a
separate fold.
Leave-one-out cross-validation is particularly relevant for ridge regression because an
explicit expression for the error can be derived (Golub et al., 1979). Consider a linear
regression model where we have observed n univariate continuous outcomes, yi ∈ R, and
p-dimensional covariate vectors, xi ∈ R
p,
yi = x
T
i β + εi, i = 1, . . . , n.
Here β ∈ Rp is a p-dimensional vector of regression coefficients and εi ∈ R are identically
and independently distributed noise terms with zero mean. For an n × p data matrix X
and a vector of outcomes y = [y1, . . . , yn]
T , the predictions of ridge regression for a fixed λ
are given by
yˆ(λ) = Xβˆ(λ) = X(XTX+ λIp)
−1XTy = H(λ)y,
where H(λ) is referred to as the hat matrix of ridge regression and Ip is the identity matrix
of dimension p. When we consider leave-one-out cross-validation, the regression coefficients
for each fold and the prediction error for the removed observation are given by
βˆ[i](λ) = (X
T
[i]X[i] + λIp)
−1XT[i]y[i], and e[i](λ) = yi − x
T
i βˆ[i](λ),
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respectively. Here X[i] and y[i] are the data matrix and outcome vector with the ith row
deleted. Note that we denote the prediction error for the ith observation as e[i] to distinguish
it from the residual ei(λ) = yi − x
T
i βˆ(λ), in which β is estimated using all observations.
Golub et al. (1979) stated (see the Supplementary Material for a detailed derivation) that
the leave-one-out cross-validation error of ridge regression can be explicitly expressed as a
function of the residuals ei by using the Sherman-Morrison-Woodbury formula for matrix
inverses,
CV(λ) =
1
n
n∑
i=1
e[i](λ)
2 =
1
n
n∑
i=1
(
ei
1−Hii(λ)
)2
,
where Hii(λ) = x
T
i (X
TX + λIp)
−1xi is ith element of the diagonal of H(λ). The optimal
cross-validation tuning parameter, λ ≥ 0, is then the minimiser of the cross-validation error
λˆCV = argmin
λ≥0
{
n∑
i=1
(
yi − yˆi(λ)
1−Hii(λ)
)2}
, (1)
where yˆi(λ) is the ith elements of yˆ(λ). Equation (1) shows that the leave-one-out cross-
validation tuning parameter λˆCV minimizes a weighted version of the residuals. The weights
are related to the leverage of the data points through Hii(λ). The leverage measures
how far away the covariates of an observation are from those of the other observations.
Observations with high leverage have typically extreme or outlying covariate values and
a lack of neighboring observations causes the fitted regression model to pass close to that
particular observation. In contrast to the ordinary least square (hereafter, OLS) version,
the hat matrix Hii(λ) also account for the effect of the penalization and therefore depends
on the tuning parameter.
3 Influence of the single observations
3.1 Weighted cross-validation
To study how the observations influence the choice of the tuning parameter, we utilize a
continuously weighted version of the leave-one-out cross-validation criterion,
wCV(λ) =
n∑
i=1
wie[i](λ)
2,
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with normalized weights w1, . . . , wn fulfilling
∑n
i=1wi = 1. Here uniform weights, wi =
1
n
for
i = 1, . . . , n, correspond to the standard leave-one-out cross-validation criterion. As e[i](λ)
gives the out-of-sample error of the ith observation, changing the hypothetical weight
of the observation in the dataset would not change the error e[i](λ) itself (or the model
used to estimate the error). A weight of zero, wi = 0, corresponds to the deletion of
the observation, while weights larger than 1/n correspond to a “continuous” number of
copies of the observation. The criterion further approximates a continuous version of the
bootstrap approach of De Bin et al. (2017), except for the fact that additional bootstrap
copies of the observation would change the model and hence the prediction error e[i](λ).
We quantify the effect of a single observation on the optimal tuning parameter by
varying the ith weight only. Under the normalization, all other weights are wj =
1−wi
n−1
for
j = 1, . . . , i− 1, i+ 1, . . . , n.
Definition 1 (Single normalized weight cross-validation). The single normalized weight
cross-validation criterion is defined as
wCV(λ, wi) = wie
2
[i](λ) +
∑
j 6=i
1− wi
n− 1
e[j](λ)
2, (2)
where wi ∈ [0, 1] is the weight related to the ith observation. The word “normalised” here
implies that wi +
∑n
j 6=i
1−wi
n−1
= 1. For ridge regression, the criterion is then given by
wCV(λ, wi) = wi
(
yi − yˆi(λ)
1−Hii(λ)
)2
+
∑
j 6=i
1− wi
n− 1
(
yj − yˆj(λ)
1−Hjj(λ)
)2
.
With the ith normalized weight wi ranging from 0 to 1, again wi = 0 corresponds to a
deletion of the ith observation with all other observations equally up-weighted, while the
weight wi = 1 corresponds to deleting all other observations.
3.2 Shrinkers and expanders
Based on the weighted cross-validation criterion, we can study how the optimal choice of
the tuning parameter varies as a function of the weight of a single observation,
λˆ(wi) = argmin
λ>0
wCV(λ, wi). (3)
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As shown schematically in Figure 1, by up- and down-weighting different observations the
optimal tuning value changes. For the first observation (solid line), the value of the optimal
tuning parameter increases when the observation is down-weighted (until deletion when
wi = 0), while it decreases if the observation is copied or given more weight. Reversely,
for the second observation (dashed line), the optimal tuning parameter value decreases if
the observation is down-weighted (removed), while the value increases if the observation is
up-weighted. The interpretation of these changes in the optimal value, λˆCV, is related to
the effective degrees of freedom in the ridge model
df(λ) = tr
(
X(XTX+ λIp)
−1XT
)
=
p∑
ℓ=1
αℓ
αℓ + λ
,
where αℓ for ℓ = 1, . . . , p are the eigenvalues of the matrix X
TX. A larger λ value yields
fewer degrees of freedom in the model, while a smaller λ value corresponds to more degrees
of freedom. When λ → ∞, the effective degrees of freedom approaches zero. This way
the transformation df(λ) supplies a more intuitive and interpretable scale for the penalty
parameter. Figure 1 demonstrates the two different types of observations: points that
require a higher tuning value, i.e. fewer degrees of freedom when given more weight, and
points that require a smaller optimal tuning value, i.e. more degrees of freedom in the model
when given more weight. We term these two classes of points, shrinkers and expanders,
respectively.
3.3 Role of the derivative
As mentioned in the introduction, our approach has the remarkable advantage of describing
the effect of a single observation for any modification of its contribution to the choice of
the tuning parameter, not just in the case of its deletion. In particular, it allows us to
quantify the immediate change when a point is up- or down-weighted, supplying alternative
information to simply deleting observations.
By the definition of the single weight normalized cross-validation criterion (Equation 2),
all observations have the same weight when wi =
1
n
, i.e. in the case of standard leave-one-
out cross-validation. To analyze the immediate effect of observations up-/down-weighting,
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Figure 1: Schematic illustration for two different observations of the change in the optimal
tuning value as function of their weight in the cross-validation procedure.
therefore, we need to study the slope of the optimal tuning parameter curve λˆ(wi) (Equation
(3)) at this specific value of the weight, i.e.
∂
∂wi
λˆ(wi)
∣∣∣∣
wi=
1
n
.
By implicit differentiation, this derivative with respect to the weights is, in general, pro-
portional to the derivative of the leave-one-out error function in the value of the standard
cross-validation minimum.
Lemma 1. For a differentiable squared leave-one-out cross-validation error e2[i](λ), i =
1, . . . , n, the derivative of the optimal tuning parameter with respect to the weight of the ith
observation is given by
∂λˆ(wi)
∂wi
∣∣∣∣∣
wi=
1
n
= −
n2f ′i(λˆCV)
(n− 1)
∑n
j=1 f
′′
j (λˆCV)
, (4)
where f ′i(λˆCV) =
∂e2
[i]
(λ)
∂λ
∣∣∣∣
λ=λˆCV
and f ′′j (λˆCV) =
∂2e2
[j]
(λ)
∂λ2
∣∣∣∣
λ=λˆCV
.
The proof of Lemma 1 can be found in the Appendix A. Let us focus here on its
interpretation. Equation (4) tells us that the influence of a single observation is determined
by the derivative of its penalized error function computed at the value determined by all
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observations (λˆCV). The contribution of the second derivative, on the other hand, does
not affect the relative influence of the observations, as the denominator is equal for all
observations.
3.4 Derivative in the ridge regression case
For ridge regression, by Equation (4), the derivative of λˆ(wi) is
∂λˆ(wi)
∂wi
∣∣∣∣∣
wi=
1
n
∝
yi − x
T
i (X
TX+ λˆCVIp)
−1XTy
(1− xTi (X
TX+ λˆCVIp)−1xi)3
[
xTi (X
TX+ λˆCVIp)
−2XTy(1− xTi (X
TX+ λˆCVIp)
−1xi)
− (yi − x
T
i (X
TX+ λˆCVIp)
−1XTy)xTi (X
TX+ λˆCVIp)
−2xi
]
.
Let us assume a single standardized covariate,
∑n
i=1 x
2
i = 1, x¯ = 0, and y¯ = 0 to simplify the
expression. By denoting the OLS residual ri = yi− yˆi(0) and the OLS leverage hii = Hii(0),
the leave-one-out error is given by
fi(λ) =
(
λyi + ri
λ+ 1− hii
)2
,
and we have the first derivative with respect to λ,
f ′i(λ) =
−2(λyi + ri)(ri − yi(1− hii))
(λ+ 1− hii)3
.
Together with Equation (3) this gives
∂
∂w
λˆ(w)
∣∣∣∣
w= 1
n
=
2n2(ri + λyi)(ri − yi(1− hii))
(n− 1)(λ+ 1− hii)3
∑n
j=1 f
′′
j (λˆCV)
. (5)
Based on Equation (5) we can say something regarding the relative influence of each ob-
servation on the choice of the tuning parameter, and, importantly, identify whether an
observation is a shrinker or an expander by evaluating its sign. As seen in Figure 1, a
negative derivative indicates a shrinker, while a positive derivative indicates an expander.
As the leverage assumes values between 0 and 1 (0 < hii < 1), and the tuning parameter
is positive (λ ≥ 0), the factor (λ + 1 − hii)
3 in the denominator of Equation (5) is also
positive. Further, the sum of second derivatives of the cross-validation error,
∑n
j=1 f
′′
j (λˆCV),
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must be positive because λˆCV determines a minimum. The sign of Equation (5) is thus
determined by the nominator alone,
(ri + λyi)(ri − yi(1− hii)). (6)
In order for an observation to be an expander, the expression must be negative and its two
factors must have opposite signs. This is achieved when the outcome yi and the residual
ri satisfies
− λ <
ri
yi
< 1− hii. (7)
The derivation of this result can be found in the Appendix B. Based on the inequalities
in (7), we can give intuitive conditions for when an observation is an expander. As ri =
yi − xiβˆ = yi − xi(
∑n
j=1 xjyj) = yi − xi(xiyi + βˆ[i]), in the case that yi > 0, the right-side
inequality in (7) becomes xiβˆ[i] > 0. If βˆ[i] > 0, we must then have that xi > 0, implying
that the observation must be in the first quadrant, and βˆ = βˆ[i] + xiyi > 0, such that the
OLS coefficient must be positive as well. Moreover, the left inequality in (7) becomes
yi >
xiβˆ
1 + λ
, (8)
which is equivalent to having a positive ridge residual for the observation i. In summary,
an observation with a positive y value can only be an expander if x is also positive, i.e. the
observation is in the first quadrant, and its outcome lies above the ridge regression line, as
it can be seen in the left panel of Figure 2. If, instead, βˆ[i] < 0, we have xi < 0 and the
observation must be in the second quadrant. Then βˆ = βˆ[i]+ xiyi < 0, and we get that the
observation must satisfy (8) as seen in the right panel of Figure 2. The observation with a
positive yi and negative xi is an expander for a positive ridge residual.
For the opposite case, where yi < 0, the inequalities in (7) change to xiβˆ[i] < 0 and
yi <
xiβˆ
1+λ
, and the picture reverses. For βˆ > 0, the observation, xi < 0 lies in the third
quadrant and the residual is negative (left panel of Figure 2). While for βˆ < 0, the
observation xi > 0 is in the fourth quadrant also with a negative ridge residual (right panel
of Figure 2). In Figure 2, all the areas where observations will be defined as expanders
(regardless of their effective influence) are shaded grey.
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Figure 2: Illustration of areas where the expanders can be found (in gray). The left panel
shows a ridge regression line with positive slope, while the right panel shows a regression
line with negative slope.
3.5 Graphical investigation
To better grasp the influence of the single observations on the choice of the tuning param-
eter, we propose to plot the curves of the optimal tuning parameter λˆ(wi) (Equation (3))
as a function of the weight for each observation (see, e.g., Figure 3). The horizontal axis
gives the weight of the observations relative to 1/n, where all curves meet in the factor of
1 marked by the vertical line. This is the point where we chose to analyze the slope of
the curves (see Sections 3.3 and 3.4), and such a plot is an effective tool to visualize the
observations’ impact. Steeper curves mean higher impact; as a shrinker if the function is
increasing, and as an expander in the opposite case. The observations’ influence on the
choice of the tuning parameter can be evaluated globally, and a curve strongly separated
from the others is an indication of the presence of an influential point. Note that the left
boundary, wi = 0 represents the complete deletion of an observation, while the right margin
is arbitrary: in our examples we have chosen to stop at 4 (which means to replicate the
observation approximately 4 times in the sample), but nothing prevents from extending
the limit (see Figure S.3 in the Supplementary Material for an example).
4 Simulation study
We now illustrate how shrinkers and expanders could be detected by assessing the curves of
λˆ(wi) through a simulation study. In order to have realistic high-dimensional data, we use
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as input the gene expression profiles (p = 19411) of 40 samples of glioma progenitor cells1.
Moeckel et al. (2014) collected them to study whether genes held predictive information
regarding the outcome for tyrosine kinase inhibitor (Sunitinib) treatment of glioblastoma
cancer cells. In our study, we instead create simulated outcomes yi = x
T
i β + εi, where
εi ∼ N (0, 1) for i = 1, ..., n. For easy visualization of the high-dimensional data, the
regression coefficients β are constructed to be a small perturbation of the first principal
component loadings of the genomic data.
We consider five different scenarios, three of them shown in Figure 3, the remaining two
in the Supplementary Material. For each scenario, we add a scatter plot of the outcome
against the first principal component, which explains 24.72% of the total variance of the
original data. The scatter plots also show the regression line (dashed) of the outcome
against the first principal component and the horizontal line (dotted) of the mean outcome.
The curves and corresponding points of notable observations are highlighted.
Scenario 1: no influential points When there are no particularly influential points,
the λˆ(wi) curves for all observations have similar behavior, i.e., none of them stands out
noticeably. Figure S.1 in the Supplementary Material displays this situation with the
corresponding PCA plot, in which all observations have outcomes close to the regression
line.
Scenario 2: presence of an expander The top left panel of Figure 3 shows how
scenario 1 is modified by the presence of an expander, artificially created by adding to
the observation a large negative residual. The λˆ(wi) curve of this observation (bold line) is
significantly steeper (in its decreasing slope) than the other curves making it easy to identify
it as an expander. We see that when the weight of an expander increases, the optimal value
of the penalty parameter decreases and the model complexity increases. Although this is
not a one-dimensional setting, the PCA plot (top right panel of Figure 3) does resemble the
situation in the left panel in Figure 2, with the point under investigation having a negative
1The data are available in the EMBL-EBI ArrayExpress database (www.ebi.ac.uk/arrayexpress)
under accession number E-GEOD-76990.
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Figure 3: Curves of λˆCV(wi) as functions of wi for the 40 observations of the simulation
study (left panels) and scatter plots of their responses against the first PC (right panels).
Top row: presence of an expander (bold circle); middle row: presence of a shrinker (bold
triangle); bottom row: presence of expander (circle) and shrinker (triangle).
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covariate value and an outcome below the (increasing) regression line. To accentuate the
effect of the expander, an observation with covariate values close to those of the expander
was removed.
Scenario 3: presence of a shrinker In this scenario, the data include one shrinker but
no expanders. As it can be seen in the left middle panel of Figure 3, the λˆ(wi) curve of the
shrinker stands out as it rapidly increases. Thus, more weight to the shrinker corresponds
to a larger value of the tuning parameter and, consequently, a decreased model complexity.
Again, the PCA plot (middle right panel of Figure 3) bears resemblance to the left plot in
Figure 2, but now with the outcome value of the observation above the increasing regression
line. The shrinker has the same covariates as the expander in Scenario 2, but its outcome
has now been given a large positive residual instead of a negative. This example shows
that it is possible to have shrinkers without any clear expanders in a model. Further,
this particular simulation illustrates an important aspect of the methodology introduced in
this paper; the results would be different if a traditional, dichotomous exclusion/inclusion
based method had been used. Specifically, the observation we constructed to be the shrinker
would not be considered the most influential in terms of how much it changes the tuning
parameter excluded from the model. When the weight is equal to 0, in fact, there is another
observation (grey line) pointing to the smallest value of the penalty term (left middle panel,
Figure 3). However, taking the whole curve into consideration, the observation constructed
to be a shrinker clearly stands out as the most influential in terms of the steepness of the
curve. There is, of course, no ’correct’ answer to how an observation is influential, but
it is worth noting that our approach provides information unavailable to the traditional
deletion approaches.
Scenario 4: presence of both an expander and a shrinker The bottom panels of
Figure 3 display a situation with an expander and a shrinker. They are easily distinguish-
able by their steeply decreasing and increasing λˆ(wi) curves, respectively. The simulation
uses the same data as in Scenario 2, but includes the observation previously excluded. As a
result, the newly included observation becomes a shrinker as it is able to reverse part of the
14
effect of the expander, having similar covariate values but a much less extreme outcome.
When given more weight, the shrinker still brings the mean outcome of its covariate value
towards the mean, allowing for a less complex model. This illustrates the importance of
interaction between observations to determine their relative influence.
Scenario 5: two expanders and a shrinker Finally, we consider a scenario with two
expanders, adding a second expander to the data of scenario 2. The resulting λˆ(wi) curves
are shown in Figure S.2 in the Supplementary Material, and the two expanders are easily
identified. The covariates of the added expander are closer to the mean and there are
several observations with similar covariate values that can contrast its effect. As a result,
its λˆ(wi) curve is less steep than that of the first expander. Moreover, as a consequence of
the presence of the second expander, we see from the plot that one of the observations that
was not particularly influential in the second scenario (top panels of Figure 3) is now a clear
shrinker. We see from the PCA plot (right panel of Figure S.2) that its covariate values
are very similar to those of the new expander but with an outcome close to the regression
line. This again illustrates how the interaction between observations is important for their
relative influence, and interestingly, that highly influential shrinkers are not required to be
large outliers.
5 Real data examples
5.1 Low dimensional case: educational body fat
A patient’s general health status can be assessed by considering a measure of body fat
(Myint et al., 2014). Johnson (1996) measured the percentage of body fat of 252 men
by an underwater weighing technique, along with their age, weight, height and ten con-
tinuous body circumference measurements. The dataset is publicly available2 and it is
known to contain one strong influential point, observation 39. For example, while mod-
eling the relationship between outcome and variables by fractional polynomial functions,
2http://lib.stat.cmu.edu/datasets/bodyfat
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Figure 4: Curves of λˆCV(w) as functions of wi for the observations in the body fat dataset
and scatter plot of their responses against the first principal component.
Royston and Sauerbrei (2007) found that observation 39 highly influences the choice of the
function. De Bin et al. (2017) re-analyzed the data assuming linear effects, and also found
that the 39th observation was highly influential in the choice of the model. In addition,
they identified observation 221 as influential, with the opposite effect of observation 39 on
the results of the variable selection procedure.
We wish to investigate whether observations 39 and 221 are also influential in the
choice of the tuning parameter. Although the application is low-dimensional (p < n), it
provides insight when compared to previous studies. As the age covariate was measured on
a categorical scale, it was omitted for simplicity from the analysis. Further, all variables
were standardized to have unit variance.
For each observation, we calculated the optimal cross-validation tuning parameter value,
λˆCV(wi), as a function of the weight assigned to the observation. The resulting curves are
shown in Figure 4. The curves of observations 39 and 221 are reported in bold and they are
both visibly the steepest (though in different directions), meaning they change λˆCV more
than the other observations when perturbing their weights. The two observations are thus
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found to be the most influential with regard to effecting model complexity, agreeing with
the results of De Bin et al. (2017).
Figure 4 includes a scatter plot of the outcome against the first principal component,
which explains 77.62% of the total variance. Notably, the covariates of observation 39
stand out and strongly deviate from the rest of the observations, which in part explains
its influence. On the other hand, observation 221 is very close to the average observation.
Note that when observation 39 is given more weight, λˆCV decreases as the model complexity
required to sufficiently explain the data increases. At a certain point, around weights of
3/n and 4/n, approximately corresponding to a tripling or quadrupling the observation in
the data, it forces the model to be as large as possible, meaning λˆCV = 0 or unpenalised
OLS. In contrast, when observation 221 is given more weight, λˆCV increases as the model
complexity required to sufficiently explain the data decreases. Observation 39 is here an
expander, while observation 221 works as a shrinker.
Note that the curve of observation 39 is steeper than that of observation 221, high-
lighting the larger impact of the former with respect to the latter. This is in line with the
findings of De Bin et al. (2017). Moreover, Figure 4 also explains both why De Bin et al.
(2017) identified that observation 221 affects the inclusion of some variables in opposite
ways of observation 39 (their λˆCV(wi) curves move in opposite directions) and possibly
why it was not identified by Royston and Sauerbrei (2007). Based on the first principal
component, observation 221 is close to many other points, therefore it has no influence on
the functional form. While De Bin et al. (2017) simply concluded that observation 221 was
an influential point, our methodology allows us to classify and describe its effect on the
model. The application illustrates how our proposed approach identifies known influential
observations in a simple and intuitive way. Further, it provides insight into the specific
effect of the observations on the model.
5.2 High-dimensional case: Weight gain after kidney transplants
Weight gain after kidney transplantation is known to be problematic. Substantial weight
gain (according to Patel, 1998, averaging at an increase of 12 kg) results in an increased risk
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of adverse health effects for the transplant patients. As the effect of calorie intake on weight
gain is highly individual, genetic variation has also been taken into account. Cashion et al.
(2013) investigated the predictive power of genomic data regarding weight gain, measuring
gene expression profiles in subcutaneous adipose tissue of 26 kidney transplant patients.
The tissue samples were collected at the time of surgery, and the mRNA levels were mea-
sured using Affymetrix Human Gene 1.0 ST arrays, resulting in gene expression profiles for
28869 genes3. The change in weight was recorded after 6 months, which we used to build a
predictive model for weight gain based on ridge regression. Our interest lies in identifying
potentially influential observations (patients), and their influence on the model complexity
of the ridge model.
The analysis is performed in the same manner as that of Section 5.1, and the covariates
are scaled to unit variance. The outcome is the weight gain relative to the initial body
weight. Figure 5 shows the curves of the optimal tuning parameter as a function of the
weight, with a scatter plot of the outcome against the first principal component (PC). For
this high-dimensional dataset, the first principal component explains 18.51% of the total
variation.
Observation 24 stands out as an influential point, a shrinker, with a large increase in
λˆCV(wi) when given more weight. It has an outcome closer to the mean and by emphasizing
this observation a less complicated model is required. Or, equivalently, an increased tuning
parameter value. For high-dimensional data, in particular, it may be easier to interpret the
change in the effective degrees of freedom rather than the value of the penalty parameter
itself, as seen in Section 3.2. The right panel of Figure 6 shows the curves of λˆCV(wi) on
the scale of effective degrees of freedom. It is clear that observation 24 reduces the model
complexity, but its gradient at wi = 1 is now not much different from that of observation
5. Moreover, the effective degrees of freedom scale displays more clearly the effect of
observations 4, 8 and 12 as expanders. Observation 8, in particular, has similar covariate
values as observation 24 but with a large residual, and giving it more weight leads to
increased model complexity. The right panel of Figure 5 shows that observations 8 and 24
3Data are available in the EMBL-EBI ArrayExpress database (www.ebi.ac.uk/arrayexpress) under
accession number E-GEOD-33070.
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Figure 5: Curves of λˆCV(w) as functions of wi for the observations in the kidney transplant
dataset and scatter plot of their responses against the first principal component.
have similar covariate values in the first PC. As we noted in the simulation study (Section
4), the influence of single observations is strongly related to their position with respect to
the other points. While observation 4 is close to observation 8, its covariate values are
slightly farther away from observation 24 than those of the latter. If we only consider the
leverages, we would expect a higher effect for observation 4, but the relative position to
observation 24 actually reinforces the effect of observation 8. This may also explain why
observation 24 is such a strong shrinker, as it contrasts the effect of both observations 4
and 8.
Observation 5 is another shrinker whose curve of λˆCV(wi) stands out. Its outcome, given
the covariate values, is close to the mean, enabling it to counteract the expanding effect of
the other observations with similar covariate values but larger outcomes. It is interesting
to note that down-weighting this observation has a stronger effect than down-weighting
observation 24. As we have seen in the third scenario of the simulation study (Section 4),
the effect of perturbing the weight is not necessarily proportional, and it is important to
evaluate the whole curve. In this regard, our method is better than those based on deletion,
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Figure 6: Curves of the effective degrees of freedom for the body fat and kidney transplant
datasets.
which only report what happens at weight 0. In this example, the effect of observation 5
would have been incorrectly classified as stronger than that of observation 24 if a deletion
method had been used.
This example shows how the methodology of this paper easily generalizes to higher
dimensions, unlike other methods such as the one of De Bin et al. (2017). Some caution
should be exercised in the interpretation of the curves of the tuning parameter and we would
instead advocate the use of effective degrees of freedom. Note that for low-dimensional data
this is not required. When we contrast the left plot of Figure 6 with that of Figure 4, we
do not see any significant difference.
6 Discussion
We studied the effect of single observations on the cross-validation-based choice of the
ridge penalty parameter. We identified two different types of possible influence, one that
increases the model complexity (performed by points we termed “expanders”) and one that
reduces it (by points similarly termed “shrinkers”). Our differentiation approach, based
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on a continuous perturbation of the weights, improves the traditional methods based on
deletion and provides better insight into the effect of the observations. De Bin et al. (2017)
already pointed in this direction by considering multiple inclusion of single observations in
a bootstrap sample, but could not evaluate the effect of an observation when it was down-
weighted but not completely excluded. At the same time, due to the lack of bootstrap
samples including a single observation several times, De Bin et al. (2017) could not evaluate
the effect of a single observation when its weight is strongly increased. Our approach also
allows for that: the Supplementary Material contains an additional example in which,
partly due to the large sample size (n = 120), there are no influential points (Figure S.3,
top panels). If we still wish to analyze the effect of a single observation, we may increase
the weights as seen in the bottom panels of Figure S.3. On the one hand, it may make
little sense to investigate something that occurs only when a single observation is replicated
several (let us say 15) times. On the other hand, the weight should be related to the number
of other observations, and a large weight is necessary to see the effect of the characteristics
of an observation in a large sample.
While our approach resembles resampling-based approaches, we would like to point out
that, in contrast to the latter, it does not require a repeated application of a procedure
on several (pseudo-)samples. The advantages in terms of speed are noticeable. Moreover,
in contrast to several existing methods, our approach scales well to high-dimensional data.
Initial investigations into other penalized regression methods, such as the lasso, indicates
that the concept of expanders and shrinker is still valid, but with non-smooth or non-
differentiable tuning parameter curves.
Finally, we advocate the use of our method as an exploratory tool for the identification
of outliers. Both in the simulation study (Section 4) and in the educational body fat exam-
ple (Section 5) we saw that our method identifies the (generated or known, respectively)
outliers. In addition, we could explain why observation 221, which is not an outlier, was
identified as an influential point in De Bin et al. (2017). Its influence as a shrinker is due
to its “ordinary” characteristics. As not all outliers are expanders, not all shrinkers are
outliers.
21
SUPPLEMENTARY MATERIAL
Additional results. Detailed derivation of cross-validation result in Sec. 2. Additional
figures for the simulations in Sec. 4 and high-dimensional data example (.pdf file)
Code. R code to reproduce all the analyses (.zip file)
A Proof of Lemma 1
Let the weighted cross-validation criterion be denoted
wCV(λ, wi) = wie
2
[i](λ) +
∑
j 6=i
1− wi
n− 1
e2[j](λ), (9)
with e2[i](λ) differentiable. For ease of notation, consider e
2
[i](λ) = fi(λ). As the solution
λˆ(wi) is defined as the λ value minimizing wCV(λ, wi), it fulfills the equation given by
setting the first derivative of Equation (9) equal to zero,
wi
∂fi(λ)
∂λ
∣∣∣∣
λ=λˆ(wi)
+
1− wi
n− 1
∑
j 6=i
∂fj(λ)
∂λ
∣∣∣∣
λ=λˆ(wi)
= 0. (10)
By the chain rule
∂
∂wi
(
∂fi(λˆ(wi))
∂λ
)
=
∂2fi(λˆ(wi))
∂λ2
∂λˆ(wi)
∂wi
= f ′′i (λˆ(wi))
∂λˆ(wi)
∂wi
,
and by differentiating Equation (10)
∂
∂wi
(
wif
′
i(λˆ(wi)) +
1− wi
n− 1
∑
j 6=i
f ′j(λˆ(wi))
)
= 0,
the derivative of the optimal tuning parameter with respect to the individual weight must
fulfill
f ′1(λˆ(wi)) + wif
′′
1 (λˆ(wi))
∂λˆ(wi)
∂wi
−
1
n− 1
n∑
j 6=i
f ′j(λˆ(wi)) +
1− wi
n− 1
n∑
j 6=i
f ′′j (λˆ(wi))
∂λˆ(wi)
∂wi
= 0,
∂λˆ(wi)
∂wi
(
wif
′′
i (λˆ(wi)) +
1− wi
n− 1
n∑
j 6=i
f ′′j (λˆ(wi))
)
=
1
n− 1
n∑
j 6=i
f ′j(λˆ(wi))− f
′
i(λˆ(wi)).
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When fixing the weight of the ith observation to be wi =
1
n
, the tuning parameter value is
λˆ(wi) = λˆCV, and the solution must fulfill
∑n
i=1 f
′
i(λˆCV) = 0, such that
∂
∂wi
λˆ(wi)
∣∣∣∣
wi=1/n
=
n
(∑n
i=2 f
′
i(λˆCV)− (n− 1)f
′
1(λˆCV)
)
(n− 1)
∑n
i=1 f
′′
i (λˆCV)
= −
n2f ′1(λˆCV)
(n− 1)
∑n
i=1 f
′′
i (λˆCV)
.
B Proof of Equation (7)
The inequalities can be verified by considering the cases where yi and ri have different and
equal signs. If yi and ri both are positive, the first factor in (6) is always positive and
the second factor must be negative. The factor is negative if and only if ri < yi(1 − hii),
equivalent to ri/yi < 1 − hii. If both yi and ri are negative, the first factor is always
negative and such that the second must be positive. This requires that ri > yi(1−hii), also
equivalent to ri/yi < 1−hii. If ri < 0 while yi > 0, the second factor is always negative and
such that the first factor must be positive, which can be rewritten as −λ < ri/yi. Finally,
if ri > 0 and yi < 0, the second factor is always positive and such that the first factor must
be negative which requires 0 > ri + λyi, equivalent to −λ < ri/yi. By dividing ri by yi in
the inequality, we are able to use one inequality for all of the above cases.
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