Abstract
Introduction
The concept of biorthogond partners has been introduced recently by the authors in both the scalar . They arise in many standard applications in digital signal processing. Some of them include multiwavelet theory (81, where the prefiltering problem can be treated from the MIMO biorthogonal partner perspective [6]. They are also used in zero-forcing MIMO channel fractionally spaced equalizers (FSEs) [7, 61.
In most of these applications it is of interest to construct FIR MIMO biorthogonal partners. Moreover, if such FIR solutions exist, it is desirable to parameterize them and thus make the search for the most suitable solution (depending on the application) analytically tractable. Some results dealing with this problem were presented in [7] for the case of square matrices and in [SI for the more general, rectangular matrix case. In this paper we further these results by 
Notations
If not stated otherwise, all notations are as in (41.
We use the symbol 1 M in a box to denote the deci- 
MIMO biothogonal partners
In the vector case the biorthogonal partner rela-. tion is not symmetric, so we distinguish between a left biorthogonal partner (LBP) and a right biorthogonal partner (RBP) [7] . Consider the system in Fig. 1 with indicated sizes of the building blocks. Matrix P(z) appearing on the right hand side of (4) is a grcd of Fo(z) and Fl(z). From the conditions for existence of an FIR LBP we know that P(z) is unimodular. The polyphase components Ho(z), Hl(z) of valid FIR LBPs are then given by
where Q ( z ) is an arbitrary r x (2p -r ) polynomial matrix incorporating the degrees of freedom in the construction. In the next section we take a more systematic approach leading to the general form of FIR LBPs.
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In view of (2) we can redraw the structure from Fig.  1 as shown in Fig. 2(a) . Next, we define the M p x r and T x M p polynomial matrices E(z) and R(z) as
Then we can redraw Fig. 2(a) as shown in Fig. 2(b) . We conclude that constructing an FIR LBP is absolutely equivalent to finding a left polynomial inverse of E(z), namely R(z). This is possible as long as M p 2 T and the greatest common divisor (gcd) of
. From the previous discussion we conclude that this condition is equivalent to grcd[Fo(z), F1 (z), e , F~-l ( z ) ] being a unimodular matrix. The Smith form [l] of E(z) is given by
Here U(z) and V(z) are M p x M p and r x T unimodular matrices respectively and r ( z ) is a M p x r diagonal matrix. Under the above conditions, the elements on its diagonal are nonzero constants or delays, but without loss of generality we can assume that they are all constants. In other words, r(z) = [I' OIT, where I ' is a r x r constant diagonal matrix. Now from (7) we have that the most general form of an FIR left inverse of E(z) is given by 
B ( Z )
Comparing (10) for M = 2 to (5), we see that if W(z) = D(z) and P ( z ) = rV(z) these two solutions have exactly the same form, with the free parameter matrix Q ( z ) being replaced by B(z) in (10). Note that B(z) has the same dimensions as Q(z) and is also an arbitrary polynomial matrix (this follows from the fact that G ( z ) is unimodular).
Since 
LBPs as channel equalizers
The discretetime equivalent of a MIMO digital communication system with symbol-spaced equalizer (SSE) is shown in Fig. 3(a) It is realized by sampling the received waveform at M times the symbol rate, and feeding such oversampled signal to the equalizer, which now operates at the rate M / T . In discretetime this is modeled as shown in Fig. 3(b) . The discrete transfer functions1 G ( z ) and C ( z ) are obtained after sampling the corresponding continuous-time impulse responses at the, rate M / T . Thus, the equivalent channel F(z) in this case is such that F~( E ) = [ F ( z ) ] i~. The simplified scheme is shown in Fig. 4(a) . We see that the zeroforcing FSE H(z) is nothing but an LBP of F(z) with respect to M. Our goal is to find an FIR ZFE H(z) that will not severely amplify the channel noise. Thiswill be achieved by using the flexibility in the design of FIR LBPs as described in Sec. 3; we apply a technique similar to that employed in [6].
From Sec. 3 we recall that Fig. 4(a) can be re-' drawn as in Fig. 4(b) when both F(z) and H(z) are.
FIR.
The noise vector process needs to get modified as well. The noise from Fig. 4(a) is assorted into polyphase components and they are distributed over the M vector channels in Fig. 4(b) . We know that our equalizer H(z) (rather its polyphase components) needs to be of the form (lo), and to obtain the best s e lution we consider the equivalent noise model shown in Fig. 5(a) and try to minimize the power of the output noise process &(n). Fig. 5(b) . Furthermore, R(z) is equivalently given by (10) and therefore the equivalent noise model can be shown as in Fig. 5(c) . The T-x ( M p -r ) polynomial matrix of free parameters A(z) is now replaced by another r x ( M p -r ) polynomial matrix of free parameters B(z) and our goal is to find the optimal B(z) of a given order NB -1 that will minimize the noise power. 
By the orthogonality principle we have that E{[BV(n) + u(n)]Vt(n)} = 0 (E{-} denotes the expectation), which provides the optimal B as
where Rvv is the autocorrelation matrix of V(n).
Given the definitions (11) and referring to 
Here R, is a L(NB
autocorrelation matrix of the input noise process, and we use Matlab's notation X(l : N , :) to denote the matrix made of the first N rows of X.
Experimental results
In the experiment we compare the equalization re sults of a 3 x 1 input vector sequence x(n) whose scalar components were iid coming from a 64QAM constellation. Four different methods were used:
1. traditional IIR SSE [ Fig. 3(a) The equivalent channel F(z) in Fig. 4 (a) was a 3 x 3 polynomial matrix of order three and can be found at [lo]. The oversampling ratio M = 2. The noise was white and the SNR at the channel output was 28 dB. Matrix W(z) in (4) was obtained using the grcd construction algorithm from [l] . As mentioned in Sec. 3, matrices U(z) and V(z) in (7) are not unique and dancy set to zero [A(z) = 0 in (S)], this is exploited in the last example. Notice that there is a factor of 10 improvement in the probability of error with respect to the method from [6] and this can mostly be attributed to the choice of U(z) and V(z).
All the three unimodular matrices used w(z), U(z) and V(z)] can be found at [lo].
Concluding remarks
In this paper we consider the problem of finding the general form of FIR MIMO biorthogonal partners. We show that the previously proposed solutions can also be reduced to this general form. However; the form derived here is valid for arbitrary decimation ratios M and provides some further insights. The results are tested on MIMO channel equalization examplk where it is shown that different choices of the Smith form decomposition result in different performances.
