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Abstract—While machine-type communication (MTC) devices
generate considerable amounts of data, they often cannot process
the data due to limited energy and computational power. To
empower MTC with intelligence, edge machine learning has
been proposed. However, power allocation in this paradigm
requires maximizing the learning performance instead of the
communication throughput, for which the celebrated water-
filling and max-min fairness algorithms become inefficient. To
this end, this paper proposes learning centric power allocation
(LCPA), which provides a new perspective on radio resource
allocation in learning driven scenarios. By employing 1) an
empirical classification error model that is supported by learning
theory and 2) an uncertainty sampling method that accounts
for different distributions at users, LCPA is formulated as a
nonconvex nonsmooth optimization problem, and is solved using
a majorization minimization (MM) framework. To get deeper
insights into LCPA, asymptotic analysis shows that the transmit
powers are inversely proportional to the channel gains, and
scale exponentially with the learning parameters. This is in
contrast to traditional power allocations where quality of wireless
channels is the only consideration. Last but not least, a large-
scale optimization algorithm termed mirror-prox LCPA is further
proposed to enable LCPA in large-scale settings. Extensive nu-
merical results demonstrate that the proposed LCPA algorithms
outperform traditional power allocation algorithms, and the
large-scale optimization algorithm reduces the computation time
by orders of magnitude compared with MM-based LCPA but
still achieves competing learning performance.
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I. INTRODUCTION
MACHINE intelligence is revolutionizing every branchof science and technology [1], [2]. If a machine wants
to learn, it requires at least two ingredients: information and
computation, which are usually separated from each other in
machine-type communication (MTC) systems [3]. Nonethe-
less, sending vast volumes of data from MTC devices to the
cloud not only leads to a heavy communication burden but also
increases the transmission latency. To address this challenge
brought by MTC, a promising solution is the edge machine
learning technique [4]–[11] that trains a machine learning
model or fine-tunes a pre-trained model at the edge, i.e., at
a nearby radio access point with computation resources.
In general, there are two ways to implement edge machine
learning: data sharing and model sharing. Data sharing uses
the edge to collect data generated from MTC devices for
machine learning [4]–[7], while model sharing uses federated
learning [8]–[11] to exchange model parameters (instead of
data) between the edge and users. Both approaches are recog-
nized as key paradigms in the sixth generation (6G) wireless
communications [12]–[14]. However, since the MTC devices
often cannot process the data due to limited computational
power, this paper focuses on data sharing.
A. Motivation and Related Work
In contrast to conventional communication systems, edge
machine learning systems aim to maximize the learning per-
formance instead of the communication throughput. There-
fore, edge resource allocation becomes very different from
traditional resource allocation schemes that merely consider
the wireless channel state information [15]–[18]. For instance,
the celebrated water-filling scheme allocates more resources
to better channels for throughput maximization [15], and the
max-min fairness scheme allocates more resources to cell-edge
users to maintain certain quality of service [16]. While these
two schemes have proven to be very efficient in traditional
wireless communication systems, they could lead to poor
learning performance in edge learning systems because they do
not account for the machine learning factors such as model and
dataset complexities. Imagine training a deep neural network
(DNN) and a support vector machine (SVM) at the edge. Due
to much larger number of parameters in DNN, the edge should
2allocate more resources to MTC devices that upload data for
the DNN than those for the SVM.
Nonetheless, in order to maximize the learning performance,
we need a mathematical expression of the learning perfor-
mance with respect to the number of samples, which does
not exist to the best of the authors’ knowledge. While the
sample complexity of a learning task can be related to the
Vapnik-Chervonenkis (VC) dimension [1], this theory only
provides a vague estimate that is independent of the specific
learning algorithm or data distribution. To better understand
the learning performance, it has been proved in [19], [20]
that the generalization error can be upper bounded by the
summation of the bias between the model’s prediction and
the optimal prediction, the variance due to training datasets,
and the noise of the target example. With the bound being
tight for certain loss functions (e.g., squared loss and zero-
one loss), the bias-variance decomposition theory gives rise
to an empirical nonlinear classification error model [21]–[23]
that is also theoretically supported by the inverse power law
derived via statistical mechanics [24].
B. Summary of Results
In this paper, we adopt the above nonlinear model to
approximate the learning performance, and a learning centric
power allocation (LCPA) problem is formulated with the aim
of minimizing classification error subject to the total power
budget constraint. When the data is non-independent-and-
identically-distributed (non-IID) among users, the LCPA prob-
lem can also be flexibly integrated with uncertainty sampling.
Since the formulated machine learning resource allocation
problem is nonconvex and nonsmooth, it is nontrivial to
solve. By leveraging the majorization minimization (MM)
framework from optimization, an MM-based LCPA algorithm
that obtains a Karush-Kuhn-Tucker (KKT) solution is pro-
posed. To get deeper insights into LCPA, asymptotic analysis
with the number of antennas at the edge going to infinity
is provided. The asymptotic optimal solution discloses that
the transmit powers are inversely proportional to the channel
gain, and scale exponentially with the classification error
model parameters. This result reveals that machine learning
has a stronger impact than wireless channels in LCPA. To
enable affordable computational complexity when the number
of MTC devices is large, a variant of LCPA, called mirror-
prox LCPA, is proposed. The algorithm is a first-order method
(FOM), implying that its complexity is linear with respect
to the number of users. Extensive experimental results based
on public datasets show that the proposed LCPA scheme
is able to achieve a higher classification accuracy than that
of the sum-rate maximization and max-min fairness power
allocation schemes. For the first time, the benefit brought
by joint communication and learning design is quantitatively
demonstrated in edge machine learning systems. Our results
also show that the mirror-prox LCPA reduces the computation
time by orders of magnitude compared to the MM-based LCPA
but still achieves satisfactory performance.
To sum up, the contributions of this paper are listed as
follows.
• The LCPA scheme is developed for the edge machine
learning problem, which maximizes the learning accuracy
instead of the communication throughput.
• To understand how LCPA works, an asymptotic optimal
solution to the edge machine learning problem is derived,
which, for the first time, discloses that the transmit power
obtained from LCPA grows linearly with the path-loss
and grows exponentially with the learning parameters.
• To reduce the computation time of LCPA in the massive
multiple-input multiple-output (MIMO) setting, a variant
of LCPA based on FOM is proposed, which enables the
edge machine learning system to scale up the number of
MTC users.
• Extensive experimental results based on public datasets
(e.g., MNIST, CIFAR-10, ModelNet40) show that the
proposed LCPA is able to achieve a higher accuracy than
that of the sum-rate maximization and max-min fairness
schemes.
C. Outline
The rest of this paper is organized as follows. System model
and problem formulation are described in Section II. Classi-
fication error modeling is presented in Section III. The MM-
based LCPA algorithm, the asymptotic analysis, and the large-
scale optimization method are derived in Sections IV, V, and
VI, respectively. Finally, experimental results are presented in
Section VII, and conclusions are drawn in Section VIII.
Notation: Italic letters, lowercase and uppercase bold letters
represent scalars, vectors, and matrices, respectively. Curlicue
letters stand for sets and | · | is the cardinality of a set. The
operators (·)T , (·)H and (·)−1 take the transpose, Hermitian
and inverse of a matrix, respectively. We use (a1, a2, · · · )
to represent a sequence, [a1, a2, · · · ]T to represent a column
vector, and ‖·‖p to represent the ℓp-norm of a vector. The
symbol IN indicates the N ×N identity matrix, 1N indicates
the N × 1 vector with all entries being unity, and CN (0, 1)
stands for complex Gaussian distribution with zero mean and
unit variance. The function [x]+ = max(x, 0), while exp(·)
and ln(·) denote the exponential function and the natural
logarithm function, respectively. The function ⌊x⌋ = max{n ∈
Z : n ≤ x}. Finally, E(·) means the expectation of a random
variable, IA(x) = 1 if x ∈ A and zero otherwise, and O(·)
means the order of arithmetic operations. For ease of retrieval,
important variables and parameters to be used in this paper are
listed in Table I.
II. SYSTEM MODEL AND PROBLEM FORMULATION
We consider an edge machine learning system shown in
Fig. 1, which consists of an intelligent edge with N anten-
nas and K users with datasets {D1, · · · ,DK}. The goal of
the edge is to train M classification models by collecting
data from M user groups (e.g., UAVs with camera sensors)
{Y1,Y2, · · · ,YM}, with the group Ym containing all users
having data for training the model m. In case where some
data from a particular user is used to train both model m and
model j, we can allow Ym and Yj to include a common user,
i.e., Ym
⋂
Yj 6= ∅ for m 6= j. For the classification models,
3TABLE I
SUMMARY OF IMPORTANT VARIABLES AND PARAMETERS
Symbol Type Description
pk ∈ R+ Variable Transmit power (in Watt) at user k.
vm ∈ Z+ Variable Number of training samples for task m.
P Parameter Total transmit power budget (in Watt).
B Parameter Communication bandwidth (in Hz).
T Parameter Transmission time (in s).
ξ Parameter The factor accounting for packet loss and network overhead.
σ2 Parameter Noise power (in Watt).
Dm Parameter Data size (in bit) per sample for task m
Am Parameter Number of historical samples at the edge for task m.
Gk,l Parameter The composite channel gain from user l to the edge when decoding data of user k.
Dk,Hk, Tk,Vk Dataset The full dataset, historical dataset, training dataset, validation dataset of user k.
Ψm(vm) Function Classification error of the learning model m when the sample size is vm.
Θm(vm|am, bm) Function Empirical classification error model for task m with parameters (am, bm).
U(d) Function Prediction confidence of sample d.
without loss of generality, Fig. 1 depicts a convolutional neural
network (CNN) and a support vector machine (SVM) (i.e.,
M = 2), but more user groups and other classification models
are equally valid. It is assumed that the data are labeled at
the edge. This can be supplemented by the recent self-labeled
techniques [25], [26], where a classifier is trained with an
initial small number of labeled examples, and then the model
is retrained with its own most confident predictions, thus en-
larging its labeled training set. After training the classifiers, the
edge can feedback the trained models to users for subsequent
use (e.g., object detection). Notice that if the classifiers are
pre-trained at the cloud and deployed at the edge, the task of
edge machine learning is to fine-tune the pre-trained models
at the edge, using local data generated from MTC users.
More specifically, the user k ∈ {1, · · · ,K} transmits
a signal sk with power E[|sk|2] = pk. Accordingly, the
received signal r = [r1, · · · , rN ]T ∈ CN×1 at the edge is
r =
∑K
k=1 hk sk + n, where hk ∈ C
N×1 is the channel
vector from the kth user to the edge, and n ∼ CN (0, σ2IN ).
By applying the maximal ratio combining (MRC) receiver
hk/ ‖hk‖2 to r, the data-rate of user k is
Rk = log2
(
1 +
Gk,kpk∑K
l=1,l 6=k Gk,lpl + σ
2
)
, (1)
where Gk,l represents the composite channel gain (including
channel fading and MIMO processing) from user l to the edge
when decoding data of user k:
Gk,l =

‖hk‖
2
2 , if k = l
|hHk hl|
2
‖hk‖
2
2
, if k 6= l
. (2)
With the expression of Rk in (1), the amount of data in
bit received from user k is BTRk, where constant B is the
bandwidth in Hz that is assigned to the system (e.g., a standard
MTC system would have 180 kHz bandwidth [27]), and T is
the total number of transmission time in second. As a result,
the total number of training samples that are collected at the
edge for training the model m is
vm = ξ
∑
k∈Ym
⌊
BTRk
Dm
⌋
+Am ≈
∑
k∈Ym
ξBTRk
Dm
+Am, (3)
where Am is the number of historical samples for task m
residing at the edge, Dm is the number of bits for each data
sample, and ξ ≤ 1 is a factor accounting for the reduced
number of samples due to packet loss and network overhead.
The approximation is due to ⌊x⌋ → x when x≫ 1.
For example, in real-world edge/cloud machine learning
applications, the data needs to be uploaded multiple times
[28], [29] (e.g., twice a day). If the historical dataset of user
k at the edge is Hk, then Am =
∑
k∈Ym
|Hk|. For Dm, if
we consider the MNIST dataset [30], since the handwritten
digit images are gray scale with 28 × 28 pixels (each pixel
has 8 bits), in this case Dm = 8 × 28× 28 + 4 = 6276 bits
(4 bits are reserved for the labels of 10 classes [30] in case
the users also transmit labels). Lastly, if the system reserves
30% of the resource blocks for network overhead [31], and
the probability of packet error rate is 0.1 [32], then ξ can be
estimated as ξ = 0.7× 0.9 = 0.63.
In the considered system, the design variables that can
be controlled are the transmit powers of different users
p = [p1, · · · , pK ]T and the sample sizes of different models
v = [v1, · · · , vM ]T . Since the power costs at users should not
exceed the total budget P , the variable p needs to satisfy∑K
k=1 pk ≤ P . Since a larger
∑K
k=1 pk always improves
the learning performance, we can rewrite
∑K
k=1 pk ≤ P as∑K
k=1 pk = P . Having the transmit power satisfied, it is
then crucial to minimize the classification errors (i.e., the
number of incorrect predictions divided by the number of
total predictions), which leads to the following learning centric
power allocation (LCPA) problem:
P : min
p,v
max
m=1,··· ,M
Ψm(vm),
s.t.
K∑
k=1
pk = P, pk ≥ 0, k = 1, · · · ,K, (4a)
∑
k∈Ym
ξBT
Dm
log2
(
1 +
Gk,kpk∑K
l=1,l 6=k Gk,lpl + σ
2
)
+Am = vm, m = 1, · · · ,M, (4b)
where Ψm(vm) is the classification error of the learning
model m when the sample size is vm, and the min-max
operation at the objective function is to guarantee the worst-
case learning performance. The key challenge to solve P is
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Fig. 1. System model of machine intelligence at the edge.
that functions (Ψ1, · · · ,ΨM ) represent generalization errors,
and to the best of the authors’ knowledge, currently there
is no exact expression of Ψm(vm). To address this issue,
Section III will adopt an empirical classification error model
to approximate Ψm.
The problem formulation P has assumed that the data is
IID among different users (i.e., different users have identical
distributions). However, practical applications may involve
non-IID data distributions. For example, user 1 has 1000
samples but they are exactly the same (e.g., repeating the first
sample in the MNIST dataset); and user 2 has 50 different
samples (e.g., randomly drawn from the MNIST dataset). In
this case, upper bound and lower bound data-rate constraints
should be imposed depending on the quality of users’ data
(i.e., whether their data improves the learning performance
and how much the improvement could be):
• If the data transmitted from user k does not help to
improve the learning performance, a maximum amount
of transmitted data Zmaxk should be imposed. This is the
case of user 1, since the well-understood data should not
be transmitted to the edge over and over again.
• On the other hand, if the data transmitted from user k
helps to improve the learning performance, a minimum
amount of data Zmink should be imposed on this user.
This is the case of user 2, since more data from this user
would reduce the learning error.
Notice that both the lower and upper bounds can be imposed
on the same user simultaneously. Therefore, we can add the
following constraint to problem P:
Zmink ≤
ξBT
Dm
log2
(
1 +
Gk,kpk∑K
l=1,l 6=k Gk,lpl + σ
2
)
≤ Zmaxk , k = 1, · · · ,K. (5)
Of course, the remaining question is how to determine whether
the data from a particular user is useful or not. To this end,
the uncertainty sampling method [33] can be adopted. In
particular, let the function P(c|d,w) denote the probability
of the label being c given sample d ∈ RS×1 and the model
parameter vector w (e.g., c is a one-hot vector containing 10
elements if the learning problem is a 10-classes classification;
for the MNIST dataset, we have S = 784; and in the
considered CNN model, w contains the convolution matrices
>0.9?
Computing Confidence with Historical Data
[0.5, 0.9]? <0.5?
LCPA
Impose Upper 
Bound Rate 
Constraint
Impose Lower 
Bound Rate 
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Fig. 2. Illustration of the LCPA scheme with uncertainty sampling.
and the bias vectors). The confidence of the predicted label
c∗ = argmaxc P(c|d,w) is
U(d) = P(c∗|d,w). (6)
Therefore, we can compute the U(d) for all the historical
samples from user k. If the average (or median, minimum)
value of U(d) is large (e.g., > 0.9) for the historical data from
user k, then user k should have its data-rate upper bounded.
On the other hand, if the average (or median, minimum) value
of U(d) is small (e.g.,< 0.5), then user k should have its data-
rate lower bounded. The entire LCPA scheme with uncertainty
sampling is summarized in Fig. 2.
Remark 1 (Practical Power Control Procedure): The LCPA
problem will be solved at the edge, which can then inform the
users about their transmit powers through downlink control
channels. For example, the 3GPP standard reserves some
resource blocks for Physical Downlink Control Channel (PD-
CCH) [31], which are used for sending control signals such
as users’ transmit powers and modulation orders.
III. MODELING OF CLASSIFICATION ERROR
A. Classification Error Rate Function
In general, the classification error Ψm(vm) is a nonlinear
function of vm [19]–[24]. Particularly, this nonlinear function
should satisfy the following properties:
5(i) As Ψm is a percentage, it satisfies 0 ≤ Ψm(vm) ≤ 1;
(ii) Since more data would provide more information,
Ψm(vm) is a monotonically decreasing function of vm
[21];
(iii) As vm increases, the magnitude of the partial derivative
|∂Ψm/∂vm| would gradually decrease and become zero
when vm is sufficiently large [22], meaning that increas-
ing sample size no longer helps machine learning.
Based on the properties (i)–(iii), the following nonlinear model
Θm(vm|am, bm) [21]–[23] can be used to capture the shape
of Ψm(vm):
Ψm(vm) ≈ Θm(vm|am, bm) = am v
−bm
m , (7)
where am, bm ≥ 0 are tuning parameters. It can be
seen that Θm satisfies all the above properties. Moreover,
Θm(vm|am, bm)→ 0 if vm → +∞, meaning that the error is
0 with infinite data.1
Interpretation from Learning Theory. Apart from (i)–
(iii), the model (7) corroborates the inverse power relationship
between learning performance Ψm and the amount of training
data vm from the perspective of statistical mechanics [24].
In particular, according to [24], the training procedure can be
modeled as a Gibbs distribution of networks characterized by a
temperature parameter Tg. The asymptotic generalization error
as the number of samples vm goes to infinity is expressed as
[24, Eq. (3.12)]
Ψm(vm)→ ǫmin +
(
Tg
2
+
Tr(UmV
−1
m )
2Wm
)
Wmv
−1
m ,
if vm → +∞, (8)
where ǫmin ≥ 0 is the minimum error for all possible
learning models and Wm is the number of parameters. The
matrices (Um,Vm) contain the second-order and first-order
derivatives of the generalization error function with respect to
the parameters of model m. By comparing (8) with (7), we
can see that am =
(
Tg
2 +
Tr(UmV
−1
m )
2Wm
)
Wm and bm = −1
in the asymptotic case. Therefore, as the number of samples
goes to infinity, the weighting factor am in (7) accounts for
the model complexity of the classifier m. Moreover, in the
finite sample size regime, the slopes of learning curves may
be different for different datasets even for the same machine
learning model. This means that v−1m is not always suitable
in practice. Therefore, bm is introduced as a tuning parameter
accounting for the correlation in a dataset.
B. Parameter Fitting of CNN and SVM Classifiers
We use the public MNIST dataset [30] as the input images,
and train the 6-layer CCN (shown in Fig. 1) with training
sample size v
(i)
m ranging from 100 to 10000. In particular,
the input image is sequentially fed into a 5 × 5 convolu-
tion layer (with ReLu activation, 32 channels, and SAME
padding), a 2 × 2 max pooling layer, then another 5 × 5
convolution layer (with ReLu activation, 64 channels, and
SAME padding), a 2× 2 max pooling layer, a fully connected
1We assume the model is powerful enough such that given infinite amount
of data, the error rate can be driven to zero.
layer with 128 units (with ReLu activation), and a final
softmax output layer (with 10 ouputs). The training procedure
is implemented via Adam optimizer with a learning rate of
10−4 and a mini-batch size of 100. After training for 5000
iterations, we test the trained model on a dataset with 1000
unseen samples, and compute the corresponding classification
error. By varying the sample size vm as (v
(1)
m , v
(2)
m , · · · ) =
(100, 150, 200, 300, 500, 1000, 5000, 10000), we can obtain
the classification error Ψm(v
(i)
m ) for each sample size v
(i)
m ,
where i = 1, · · · , Q, and Q = 8 is the number of points to
be fitted. With {v
(i)
m ,Ψm(v
(i)
m )}
Q
i=1, the parameters (am, bm)
in Θm can be found via the following nonlinear least squares
fitting:
min
am, bm
1
Q
Q∑
i=1
∣∣∣Ψm (v(i)m )−Θm (v(i)m |am, bm) ∣∣∣2,
s.t. am ≥ 0, bm ≥ 0. (9)
The above problem can be solved by two-dimensional brute-
force search, or gradient descent method. Since the parameters
(am, bm) for different tasks are obtained independently, the
total complexity is linear in terms of the number of tasks. The
fitted classification error versus the sample size is shown in
Fig. 3a. It is observed from Fig. 3a that with the parameters
(am, bm) = (9.27, 0.74), the nonlinear classification error
model in (7) matches the experimental data of CNN very well.
To demonstrate the versatility of the model, we also fit
the nonlinear model to the classification error of a support
vector machine (SVM) classifier. The SVM uses penalty
coefficient C = 1 and Gaussian kernel function K(xi,xj) =
exp
(
−γ˜ ‖xi − xj‖
2
2
)
with γ˜ = 0.001 [34]. Moreover, the
SVM classifier is trained on the digits dataset in the Scikit-
learn Python machine learning tookbox, and the dataset con-
tains 1797 images of size 8 × 8 from 10 classes, with
5 bits (corresponding to integers 0 to 16) for each pixel
[34]. Therefore, each image needs Dm = 8 × 8 × 5 +
4 = 324 bits. Out of all images, we train the SVM using
the first 1000 samples with sample size (v
(1)
m , v
(2)
m , · · · ) =
(30, 50, 100, 200, 300, 400, 500, 1000), and use the latter 797
samples for testing. The parameters (am, bm) for the SVM are
obtained following a similar procedure in (9). It is observed
from Fig. 3a that with (am, bm) = (6.94, 0.8), the model in
(7) fits the experimental data of SVM.
C. Practical Implementation
One may wonder how could one obtain the fitted classifi-
cation error model before the actual machine learning model
is being trained. There are two ways to address this issue.
1) Extrapolation. More specifically, the error function
can be obtained by training the machine learning model
on the historical dataset at the edge, and the performance
on a future larger dataset can be predicted. This is called
extrapolation [21]. For example, by fitting the error function
to the first half experimental data of CNN in Fig. 3b (i.e.,
vm = (100, 150, 200, 300)), we can obtain (am, bm) =
(7.3, 0.69), and the resultant curve predicts the errors at
vm = (500, 1000, 5000, 10000) very well as shown in Fig. 3b.
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Fig. 3. a) Comparison between the experimental data and the nonlinear classification error model. The parameters in the models are given by (am, bm) =
(9.27, 0.74) for CNN and (am, bm) = (6.94, 0.8) for SVM; b) Fitting the error function to historical datasets. The parameters in the models are given by
(am, bm) = (7.3, 0.69) for CNN and (am, bm) = (5.2, 0.72) for SVM; c) Comparison between different classification tasks.
Similarly, with (am, bm) = (5.2, 0.72) obtained from the
experimental data of vm = (30, 50, 100, 200), the proposed
model for SVM matches the classification errors at vm =
(300, 400, 500, 1000). It can be seen that the fitting perfor-
mance in Fig. 3b is slightly worse than that in Fig. 3a, as
we use smaller number of pilot data. But since our goal is to
distinguish different tasks rather than accurate prediction of
the classification errors, the extrapolation method can guide
the resource allocation at the edge.
2) Approximation. This means that we can pre-train a large
number of commonly-used models offline (not at the edge) and
store their corresponding parameters of (am, bm) in a look-
up table at the edge. Then by choosing a set of parameters
from the table, the unknown error model at the edge can be
approximated. This is because the error functions can share the
same trend for two similar tasks, e.g., classifying digit ‘8’ and
‘9’ with SVM as shown in Fig. 3c. Notice that there may be
a mismatch between the pre-training task and the real task at
the edge. This is the case between classifying digit ‘8’ and ‘5’
in Fig. 3c. As a result, it is necessary to carefully measure the
similarity between two tasks when choosing the parameters.
D. Parameter Fitting of ResNet and PointNet
To verify the nonlinear model in (7) under deeper learn-
ing models and larger datasets, we train the 110-layer deep
residual network (ResNet-110 with 1.7 M parameters) [35]
using the CIFAR-10 dataset as the input images, with training
sample size ranging from 5000 to 50000. The image in the
CIFAR-10 dataset has 32× 32 pixels (each pixel has 3 Bytes
representing RGB), and each image sample has a size of
(32 × 32 × 3 + 1)× 8 = 24584 bits. The training procedure
is implemented with a diminishing learning rate and a mini-
batch size of 100. After training for 50000 iterations (∼ 2.5
hours), we test the trained model on a dataset with 10000
unseen samples, and obtain the corresponding classification
error. It can be seen from Fig. 4a that the proposed model
with (am, bm) = (8.15, 0.44)matches the experimental data of
ResNet-110 very well. Moreover, we also consider the Point-
Net (3.5 M parameters), which applies feature transformations
and aggregates point features by max pooling [36, Fig. 2] to
classify 3D point clouds dataset ModelNet40 (see examples in
Fig. 4b). In ModelNet40, there are 12311 CAD models from
40 object categories, split into 9843 for training and 2468
for testing. Each sample has 2000 points with three single-
precision floating-point coordinates (4 Bytes), and the data
size per sample is (2000 × 3 × 4 + 1) × 8 = 192008 bits.
After training for 250 epochs (∼ 5.5 hours) with a mini-batch
of 32, the classification error versus the number of samples is
obtained in Fig. 4a, and the proposed classification error model
with (am, bm) = (0.96, 0.24) matches the experimental data
of PointNet very well.
IV. MM-BASED LCPA ALGORITHM
Based on the results in Section III, we can directly approxi-
mate the true error function Ψm by Θm. However, to account
for the approximation error between Ψm and Θm (e.g., due
to noise in samples or slight mismatch between data used for
fitting and data observed in MTC devices), a weighting factor
βm ≥ 1 can be applied to Θm, where a higher value of βm
accounts for a larger approximation error.2 Then by replacing
Ψm with βmΘm and putting (4b) into Θm(vm|am, bm) to
eliminate v, problem P becomes:
P1 : min
p
max
m=1,··· ,M
βm Φm(p),
s.t.
K∑
k=1
pk = P, pk ≥ 0, ∀k, (10a)
Gk,kpk ≥
(
2DmZ
min
k /(ξBT ) − 1
)
×
∑
l 6=k
Gk,lpl + σ
2
 , ∀k, (10b)
Gk,kpk ≤
(
2DmZ
max
k /(ξBT ) − 1
)
×
∑
l 6=k
Gk,lpl + σ
2
 , ∀k, (10c)
2Since the real classification error is scattered around the fitted one,
introducing ρm ≥ 1 means that we need to elevate the fitted curves to account
for the possibilities that worse classification results may happen compared to
our prediction. In other words, we should be more conservative (pessimistic)
about our prediction.
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where constraints (10b)–(10c) come from equation (5) in the
non-IID case and
Φm(p) :=
am
[ ∑
k∈Ym
ξBT
Dm
log2
(
1 +
Gk,kpk∑
l 6=k Gk,lpl + σ
2
)
+Am
]−bm
.
(11)
It can be seen that P1 is a nonlinear optimization problem due
to the nonlinear classification error model (7). Moreover, the
max operator introduces non-smoothness to the problem, and
the objective function is not differentiable. Thus the existing
method based on gradient descent [18] is not applicable.
To solve P1, we propose to use the framework of MM [37]–
[40], which constructs a sequence of upper bounds {Φ˜m}
on {Φm} and replaces {Φm} in P1 with {Φ˜m} to obtain
the surrogate problems. More specifically, given any feasible
solution p⋆ to P1, we define surrogate functions
Φ˜m(p|p
⋆)
= am
{ ∑
k∈Ym
ξBT
Dmln2
[
ln
(
K∑
l=1
Gk,lpl
σ2
+ 1
)
− ln
 K∑
l=1,l 6=k
Gk,lp
⋆
l
σ2
+ 1
−
 K∑
l=1,l 6=k
Gk,lp
⋆
l
σ2
+ 1
−1
×
 K∑
l=1,l 6=k
Gk,lpl
σ2
+ 1
+ 1]+Am
}−bm
, (12)
and the following proposition can be established.
Proposition 1. The functions {Φ˜m} satisfy the following
conditions:
(i) Upper bound condition: Φ˜m(p|p⋆) ≥ Φm(p).
(ii) Convexity: Φ˜m(p|p⋆) is convex in p.
(iii) Local equality condition: Φ˜m(p
⋆|p⋆) = Φm(p⋆) and
∇pΦ˜m(p⋆|p⋆) = ∇pΦm(p⋆).
Proof. See Appendix A.
With part (i) of Proposition 1, an upper bound can be
directly obtained if we replace the functions {Φm} by {Φ˜m}
around a feasible point. However, a tighter upper bound can
be achieved if we treat the obtained solution as another fea-
sible point and continue to construct the next-round surrogate
function. In particular, assuming that the solution at the nth
iteration is given by p[n], the following problem is considered
at the (n+ 1)th iteration:
P1[n+ 1] : min
p
max
m=1,··· ,M
βmΦ˜m(p|p
[n]),
s.t. constraints (10a)− (10c). (13)
Based on part (ii) of Proposition 1, the problem P1[n+1] is
convex and can be solved by off-the-shelf software packages
(e.g., CVX Mosek [41]) for convex programming. Denoting
its optimal solution as p∗, we can set p[n+1] = p∗, and the
process repeats with solving the problem P1[n+2]. According
to part (iii) of Proposition 1 and [37, Theorem 1], every limit
point of the sequence (p[0],p[1], · · · ) is a KKT solution to P1
as long as the starting point p[0] is feasible to P1 (e.g., p[0] =
P/K 1K). The entire procedure of the MM-based LCPA is
summarized in the left hand branch of Fig. 4c.
In terms of computational complexity, P1[n + 1] involves
K primal variables and M + 3K + 1 dual variables. The
dual variables correspond to M + 3K + 1 constraints in
P1[n+1], where M constraints come from the max operator,
K constraints come from nonnegative power constraints, 2K
constraints come from the data-rate bounds, and one constraint
comes from the power budget. Therefore, the worst-case
complexity for solving P1[n + 1] is O
(
(M + 4K + 1)3.5
)
[42]. Consequently, the total complexity for solving P1 is
O
(
I (M + 4K + 1)3.5
)
, where I is the number of iterations
needed for the algorithm to converge.
V. ASYMPTOTIC ANALYSIS AND INSIGHTS TO LCPA
To understand how LCPA works, this section investigates
the asymptotic case when the number of antennas at the edge
approaches infinity (i.e., N → +∞). Moreover, we consider
the special case of |Ym| = 1 and Ym
⋂
Yj = ∅ (i.e., each user
group has only one unique user). For notational simplicity,
we denote the unique user in group Ym as user m = k. As
each task only involves one user, non-IID data distribution
8among users in a single task does not exist, and therefore
constraints (10b)–(10c) can be removed. On the other hand,
as N → +∞, the channels from different users to the edge
would be asymptotically orthogonal [43]–[45] and we have
Gk,l =
|hHk hl|
2
‖hk‖
2
2
→ 0, ∀k 6= l. (14)
Based on such orthogonality feature, and putting Gk,l = 0
for k 6= l into Φm in P1, problem P1 under N → +∞ and
|Ym| = 1 is rewritten as
P2 : min
p, µ
µ,
s.t. βkak
(
ξBT
Dk
log2
(
1 +
Gk,kpk
σ2
)
+Ak
)−bk
≤ µ, ∀k,
K∑
k=1
pk = P, pk ≥ 0, ∀k, (15)
where µ ∈ [0, 1] is a slack variable and has the interpretation
of classification error level. The following proposition gives
the optimal solution to P2.
Proposition 2. The optimal p∗ to P2 is
p∗k(µ) =
[
σ2
Gk,k
exp
(
Dkln2
ξBT
[(
µ
βkak
)−1/bk
−Ak
])
−
σ2
Gk,k
]+
, k = 1, · · · ,K, (16)
where µ satisfies
∑K
k=1 p
∗
k(µ) = P .
Proof. See Appendix B.
To efficiently compute the classification error level µ, it is
observed that the function p∗k(µ) is a decreasing function of
µ. Therefore, the classification error level µ can be obtained
from solving
∑K
k=1 p
∗
k(µ) = P using bisection method within
interval [0, 1]. More specifically, given µmax and µmin (ini-
tially µmax = 1 and µmin = 0), we set µ = (µmax+µmin)/2.
If
∑
k p
∗
k(µ) ≥ P , we update µmin = µ; otherwise, we update
µmax = µ. This procedure is repeated until |µmax−µmin| < ǫ
with ǫ = 10−8. Since bisection method has a linear conver-
gence rate [46], and in each iteration we need to compute K
scalar functions p∗1(µ), · · · , p
∗
K(µ), the bisection method has
a complexity of O(log (1/ǫ)K).
Scaling Law of Learning Centric Communication. Ac-
cording to Proposition 2, the user transmit power pk is
inversely proportional to the wireless channel gain Gk,k =
‖hk‖
2
2. On the other hand, it is exponentially dependent on
the classification error level µ and the learning parameters
(ak, bk, Dk, Ak). Moreover, among all parameters, bk is the
most important factor, since bk is involved in both the power
and exponential functions. The above observations disclose
that in edge machine learning systems, the learning parameters
will have more significant impacts on the radio resource
allocation than those of the wireless channels.
Learning Centric versus Communication Centric Power
Allocation. Notice that the result in (16) is fundamentally dif-
ferent from the most well-known resource allocation schemes
(e.g., iterative water-filling [15] and max-min fairness [16]).
For example, the water-filling solution for maximizing the
system throughput under N → +∞ is given by
pWFk =
(
1
λln2
−
σ2
Gk,k
)+
, (17)
where λ is a constant chosen such that
∑K
k=1 p
WF
k = P . On
the other hand, the max-min fairness solution underN → +∞
is given by
pFAIRk = P
(
K∑
k=1
σ2
Gk,k
)−1
σ2
Gk,k
. (18)
It can be seen from (17) and (18) that the water-filling scheme
would allocate more power resources to better channels, and
the max-min fairness scheme would allocate more power
resources to worse channels. But no matter which scheme we
adopt, the only impact factor is the channel condition σ2/Gk,k.
VI. LARGE-SCALE OPTIMIZATION UNDER IID DATASETS
Although a KKT solution to P1 has been derived in Section
IV, it can be seen that MM-based LCPA requires a cubic
complexity with respect to K . This leads to time-consuming
computations if K is in the range of hundreds or more. As a
result, low-complexity large-scale optimization algorithms are
indispensable. To this end, in this section we consider the case
of N → +∞ under IID datasets, and develop an algorithm
based on the FOM.
As N → +∞, we put Gk,l = 0 for k 6= l into Φm in P1,
and the function Φm is asymptotically equal to
Ξm(p) = am
[ ∑
k∈Ym
ξBT
Dm
log2
(
1 +
Gk,kpk
σ2
)
+Am
]−bm
.
(19)
Therefore, the problem P1 in the case of IID datasets and
N → +∞ is equivalent to
P3 : min
p
max
m=1,··· ,M
βmΞm(p),
s.t.
K∑
k=1
pk = P, pk ≥ 0, k = 1, · · · ,K. (20)
The major challenge for solving P3 comes from the
nonsmooth operator max in the objective function, which
hinders us from computing the gradients. To deal with the
non-smoothness, we reformulate P3 into a smooth bilevel
optimization problem with ℓ1-norm (simplex) constraints. Ob-
serving that the projection onto a simplex in Euclidean space
requires high computational complexities, a mirror-prox LCPA
method working on non-Euclidean manifold is proposed. In
this way, the distance is measured by Kullback-Leibler (KL)
divergence, and the non-Euclidean projection would have
analytical expressions. Lastly, with an extragradient step, the
proposed mirror-prox LCPA converges to the global optimal
solution to P3 with an iteration complexity of O(1/ǫ) [47]–
[49], where ǫ is the target solution accuracy.
More specifically, we first equivalently transform P3 into
a smooth bilevel optimization problem. By defining set
9P =
{
p ∈ RK×1+ : ‖p‖1 = P
}
and introducing variables
α ∈ RM×1 such that α ∈ A = {α ∈ RM×1+ : ‖α‖1 = 1},
P3 is rewritten as
P4 : min
p∈P
max
α∈A
M∑
m=1
αm × βmΞm(p)︸ ︷︷ ︸
Υ(α,p)
. (21)
It can be seen from P4 that Υ(α,p) is differentiable with
respect to either p or α, and the corresponding gradients are
∇pΥ(α,p) =
M∑
m=1
αmβm∇pΞm(p), (22a)
∇αΥ(α,p) = [β1Ξ1(p), · · · , βMΞM (p)]
T
, (22b)
where
∇pΞm(p) =
[
∂Ξm
∂p1
, · · · ,
∂Ξm
∂pK
]T
, (23)
with its jth element being
∂Ξm
∂pj
= −
ambmξBT IYm(j)
Dmln2 (σ2G
−1
j,j + pj)
×
[ ∑
k∈Ym
ξBT
Dm
log2
(
1 +
Gk,kpk
σ2
)
+Am
]−bm−1
.
(24)
However, P4 is a bilevel problem, with both the upper
layer variable p and the lower layer variable α involved in
the simplex constraints. In order to facilitate the projection
onto simplex constraints, below we consider a non-Euclidean
(Banach) space induced by ℓ1-norm. In such a space, the
Bregman distance between two vectors x and y is the KL
divergence
KL (x,y) =
∑
l=1,2,···
xl ln
(
xl
yl
)
, (25)
and the following proposition can be established.
Proposition 3. If the classification error µ =
maxm βmΞm(p) is upper bounded by µ ≤ µ0, then
Υ(α,p) is (L1, L2, L2, 0)–smooth in Banach space induced
by ℓ1-norm, where
L1 = max
m=1,··· ,M
k=1,··· ,K
βmambmξBTGk,k
Dmln2 σ4
(
µ0
βmam
)1+1/bm
×
[
Gk,k +
(bm + 1)ξBTHm
Dmln2
(
µ0
βmam
)1/bm]
, (26a)
L2 = max
m=1,··· ,M
βmambmξBTHm
Dmln2 σ2
(
µ0
βmam
)1+1/bm
,
(26b)
with Hm :=
∥∥[IYm(1)G1,1, · · · , IYm(K)GK,K ]T∥∥2.
Proof. See Appendix C.
The smoothness result in Proposition 3 enables us to
apply mirror descent (i.e., generalized gradient descent in non-
Euclidean space) to p and mirror ascent to α in the ℓ1-space
[48]. This leads to the proposed mirror-prox LCPA, which is
an iterative algorithm that involves i) a proximal step and ii) an
extragradient step. In particular, the mirror-prox LCPA initially
chooses a feasible p = p[0] ∈ P and α = α[0] ∈ A (e.g.,
p[0] = P/K 1K and α
[0] = 1/M 1M ). Denoting the solution
at the nth iteration as (p[n],α[n]), the following equations are
used to update the next-round solution [48]:
p⋄ = argmin
p∈P
KL
(
p,p[n]
)
+ η pT
[
M∑
m=1
α[n]m βm∇pΞm(p
[n])
]
, (27a)
α
⋄ = argmin
α∈A
KL
(
α,α[n]
)
− η
[
β1Ξ1(p
[n]), · · · , βMΞM (p
[n])
]
α, (27b)
p[n+1] = argmin
p∈P
KL
(
p,p[n]
)
+ η pT
[
M∑
m=1
α⋄mβm∇pΞm(p
⋄)
]
, (27c)
α
[n+1] = argmin
α∈A
KL
(
α,α[n]
)
− η [β1Ξ1(p
⋄), · · · , βMΞM (p
⋄)]α, (27d)
where η is the step-size, and the terms inside [· · · ] in (27a)–
(27d) are obtained from (22a)–(22b). Notice that a small η
would lead to slow convergence of the algorithm while a
large η would cause the algorithm to diverge. According to
[48], η should be chosen inversely proportional to Lipschitz
constant L1 or L2 derived in Proposition 3. In this paper, we
set η = 103/L2 with µ0 = 0.1, which empirically provides
fast convergence of the algorithm.
How Mirror-prox LCPA Works. The formulas (27a)–
(27b) update the variables along their gradient direction, while
keeping the updated point {p⋄,α⋄} close to the current
point {p[n],α[n]}. This is achieved via the proximal operator
that minimizes the distance KL
(
p,p[n]
)
(or KL
(
α,α[n]
)
)
plus a first-order linear function. Since the KL divergence is
the Bregman distance, the update (27a)–(27b) is a Bregman
proximal step. On the other hand, the gradients in (27c) and
(27d) are computed using p⋄ and α⋄, respectively. By doing
so, we can obtain the look-ahead gradient at the intermediate
point p⋄ and α⋄ for updating p[n+1] and α[n+1]. This “look-
ahead” feature is called extragradient.
Lastly, we put the Bregman distance KL in (25), the
function Ξm in (19), the gradient in (23), and a proper η
into (27a)–(27d). Based on the KKT conditions, the equations
(27a)–(27b) are shown to be equivalent to
p⋄k =
{
K∑
i=1
p
[n]
i exp
[
−η
(
M∑
m=1
α[n]m βm∇piΞm(p
[n])
)]}−1
× P p
[n]
k exp
[
−η
(
M∑
m=1
α[n]m βm∇pkΞm(p
[n])
)]
,
k = 1, · · · ,K, (28a)
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α⋄m =
(
M∑
i=m
α
[n]
i exp
[
η βiΞi(p
[n])
])−1
× α[n]m exp
[
η βmΞm(p
[n])
]
, m = 1, · · · ,M. (28b)
The equations (27c)–(27d) can be similarly reduced to closed-
form expressions.
According to Proposition 3 and [47], the mirror-prox
LCPA algorithm is guaranteed to converge to the optimal
solution to P4. But in practice, we can terminate the iterative
procedure when the norm
∥∥p[n] − p[n−1]∥∥
∞
is small enough,
e.g.,
∥∥p[n] − p[n−1]∥∥
∞
< 10−8. The entire procedure for
computing the solution to P4 using the mirror-prox LCPA is
summarized in the right hand branch of Fig. 4c. In terms of
computational complexity, computing (28a) requires a com-
plexity of O(MK). Since the number of iterations for the
mirror-prox LCPA to converge is O(1/ǫ) with ǫ being the
target solution accuracy, the total complexity of mirror-prox
LCPA would be O(MK/ǫ).
VII. SIMULATION RESULTS AND DISCUSSIONS
This section provides simulation results to evaluate the
performance of the proposed algorithms. It is assumed that the
noise power σ2 = −87 dBm (corresponding to power spectral
density −140 dBm/Hz with 180 kHz bandwidth [27]), which
includes thermal noise and receiver noise. The total transmit
power at users is set to P = 13 dBm (i.e., 20 mW), with the
communication bandwidth B = 180 kHz. The path loss of the
kth user ̺k = −100 dB is adopted [40], and hk is generated
according to CN (0, ̺kIN ) [44]. Without otherwise specified,
it is assumed that ξ = 1. We set Zmink = 0 and Z
max
k = +∞
for all k in Sections VII-A to VII-C. Simulations with upper
and lower bounds on data amount will be presented in Section
VII-D. Each point in the figures is obtained by averaging over
10 simulation runs, with independent channels in each run.
All optimization problems are solved by Matlab R2015b on a
desktop with Intel Core i5-4570 CPU at 3.2 GHz and 8 GB
RAM. All the classifiers are trained by Python 3.6 on a GPU
server with Intel Core i7-6800 CPU at 3.4 GHz and GeForce
GTX 1080 GPU.
A. CNN and SVM
We consider the aforementioned CNN and SVM classifiers
with the number of learning models M = 2 at the edge: i)
Classification of MNIST dataset [30] via CNN; ii) Classifica-
tion of digits dataset in Scikit-learn [34] via SVM. The data
size of each sample is D1 = 6276 bits for the MNIST dataset
and D2 = 324 bits for the digits dataset in Scikit-learn. It is
assumed that there are A1 = 300 CNN samples and A2 = 200
SVM samples in the historical dataset. The parameters in the
two classification error models are assumed to be perfectly
known and they are given by (a1, b1) = (7.3, 0.69) for CNN
and (a2, b2) = (5.2, 0.72) for SVM as in Fig. 3b. Finally, it
is assumed that (β1, β2) = (1, 1.2) since the approximation
error of SVM in Fig. 3b is larger than that of CNN.
To begin with, the case of N = 20 and K = 4 with
Y1 = {1} and Y2 = {2, 3, 4} is simulated. Under the above
settings, we compute the collected sample sizes by executing
the proposed MM-based LCPA, and the maximum error of
classifiers (i.e., the worse classification result of CNN and
SVM, where the classification error for each task is obtained
from the machine learning experiment using the sample sizes
from the power allocation algorithms) versus the total trans-
mission time T is shown in Fig. 5a. Besides the proposed
MM-based LCPA, we also simulate two benchmark schemes:
1) Max-min fairness scheme [16, Sec. II-C]; 2) Sum-rate
maximization scheme [17, Sec. IV]. It can be seen from Fig. 5a
that the proposed MM-based LCPA algorithm with I = 10 has
a significantly smaller classification error compared to other
schemes, and the gap concisely quantifies the benefit brought
by more training images for CNN under joint communication
and learning design. For example, at T = 20 in Fig. 5a,
the proposed MM-based LCPA collects 2817 MNIST images
on average, while the sum-rate maximization and the max-
min fairness schemes collect 1686 images and 1781 images,
respectively. Furthermore, if we target at the same learning
error, the proposed algorithm saves the transmission time by
at least 30% compared to benchmark schemes. This can be
seen from Fig. 5a at the target error 4.5%, where the proposed
algorithm takes 10 seconds for transmission, but other methods
require about 20 seconds. The saved time enables the edge to
collect data for other edge computing tasks [50].
To get more insight into the edge learning system, the case
of K = 2 with Y1 = {1} and Y2 = {2} at T = 5 s is
simulated, and the classification error versus the number of
antennas N = {10, 20, 40, 100} is shown in Fig. 5b. It can
be seen from Fig. 5b that the classification error decreases
as the number of antennas increases, which demonstrates the
advantage of employing massive MIMO in edge machine
learning. More importantly, the proposed analytical solution
in Proposition 2 outperforms the water-filling3 and max-min
fairness schemes even at a relatively small number of antennas
N = 10. This is achieved by allocating much more power
resources to the first user (i.e., user uploading datasets for
CNN), because training CNN is more difficult than training
SVM. In particular, the transmit powers in mW are given
by: 1) (p1, p2) = (19.8473, 0.1524) for the analytical LCPA
scheme; 2) (p1, p2) = (9.9862, 10.0138) for the water-filling
scheme; and 3) (p1, p2) = (10.0869, 9.9131) for the max-min
fairness scheme. Notice that the performance gain brought by
LCPA in Fig. 5b is slightly smaller than that in Fig. 5a, since
the ratio |Y1|/|Y2| is increased. But no matter what value |Y1|
and |Y2| take, the proposed LCPA always outperforms existing
algorithms due to its learning centric feature.
To verify the performance and the low complexity nature
of the mirror-prox LCPA in Section VI when the number of
antennas is large, the case of N = 100 and K ∈ {50, 100} at
T = 5 s is simulated, with Y1 containing the first 1/5 users
and Y2 containing the rest 4/5 users. The maximum error of
classifiers versus the number of users K is shown in Fig. 5c.
It can be seen that the proposed mirror-prox LCPA algorithm
significantly reduces the classification error compared to the
3In the case of large N , sum-rate maximization scheme [17, Sec. IV]
would reduce to the iterative water-filling scheme [15], which allocates power
according to (17).
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Fig. 5. a) Maximum error of classifiers versus total transmission time T when N = 20 and K = 4; b) Maximum error of classifiers versus the number of
antennas N when M = K = 2; c) Maximum error of classifiers versus the number of users K when N = 100;
water-filling and max-min fairness schemes, and it achieves
performance close to that of the MM-based LCPA. On the
other hand, the average execution time at K = 100 is given
by: 1) 18.2496 s for the MM-based LCPA; 2) 0.5673 s for the
mirror-prox LCPA; 3) 0.0044 s for the water-filling scheme;
and 4) 0.0054 s for the max-min fairness scheme. Compared
with MM-based LCPA, the mirror-prox LCPA saves at least
95% of the computation time, which corroborates the linear
complexity derived in Section VI.
B. Deep Neural Networks
Next, we consider the ResNet-110 as task 1 and the CNN
in Section III as task 2 at the edge, with D1 = 24584 bits
and D2 = 6276 bits. The error rate parameters are given by
(a1, b1) = (8.15, 0.44) and (a2, b2) = (7.3, 0.69). In addition,
it is assumed that (β1, β2) = (1, 1), T = 200 s, and there
is no historical sample at the edge (i.e., A1 = A2 = 0). We
simulate the case of N = 20 and K = 4 with Y1 = {1, 2}
and Y2 = {3, 4}. For ResNet-110, we assume that the datasets
{D1,D2} are formed by dividing the CIFAR-10 dataset into
two parts, each with 30000 different samples. For CNN, we
assume that the datasets {D3,D4} are formed by dividing
the MNIST dataset into two parts, each also with 30000
different samples. The worse classification error between the
two tasks (obtained from the machine learning experiment
using the sample sizes from the power allocation algorithms)
is: 1) 14.13% for MM-based LCPA; 2) 16.79% for the sum-
rate maximization scheme; and 3) 16.42% for the max-min
fairness scheme. It can be seen that the proposed LCPA
achieves the smallest classification error, which demonstrates
the effectiveness of learning centric resource allocation under
deep neural networks and large datasets.
C. Practical Considerations
In Sections VII-A and VII-B, we have assumed that the
parameters (am, bm) are perfectly known. In practice, we need
to estimate them from the historical data. More specifically,
denote the historical data as Hk ⊆ Dk. We take 2/3 of
the historical data in Hk as the training dataset Tk, and the
remaining 1/3 as the validation dataset Vk for all k. Therefore,
the number of training samples for estimating (am, bm) is
∑
k∈Ym
|Tk|. Based on the above dataset partitioning, the
parameters {am, bm} are estimated in two stages:
• In the training stage, we can vary the sample size vm
as (v
(1)
m , v
(2)
m , · · · ) within [0,
∑
k∈Ym
|Tk|]. For each v
(i)
m ,
we train the learning model for E epochs and test the
trained model on the validation dataset {Vk}k∈Ym . The
classification errors corresponding to the different sample
sizes are given by (Ψm(v
(1)
m ),Ψm(v
(2)
m ), · · · ).
• In the fitting stage, with the classification error versus
sample size, the parameters (am, bm) in Θm are found
via the nonlinear least squares fitting in (9).
Assuming that the complexity of processing each image (e.g.,
for CNN, each processing stage includes a backward pass
and a forward pass) is O(Wm) where Wm is the number
of parameters in the learning model, the complexity in the
training stage is O(EWm
∑
i v
(i)
m ). If
∑
i v
(i)
m is smaller
than the total number of samples after data collection, then
O(EWm
∑
i v
(i)
m ) would be smaller than the actual model
training complexity. On the other hand, the complexity in the
fitting stage is negligible, since the problem (9) only has two
variables. Even using a naive brute-force search with a step
size of 0.001 for each dimension, the running time for solving
(9) is only 5 seconds on a desktop with Intel Core i5-4570
CPU at 3.2 GHz and 8 GB RAM.
To illustrate the above procedure, we consider the case
of N = 100 and K = 5 with M = 2, where the first
task is to train the CNN with user Y1 = {1} and the
second task is to train the SVM with users Y1 = {2, 3, 4, 5}.
For CNN, we assume that the dataset D1 contains 10000
different samples from the MINST dataset. For SVM, we
assume that the datasets {D2,D3,D4,D5} are formed by
dividing the scikit-learn digit dataset into four parts, each
with 250 different samples. To conform with the size of D1,
the datasets {D2,D3,D4,D5} are augmented by appending
9750 samples (generated via random rotations of the original
samples) to the 250 original samples. The test dataset for CNN
contains another 1000 samples from the MNIST dataset and
the test dataset for SVM contains another 797 samples from
the scikit-learn digits dataset. It is assumed that |H1| = 450
and |H2| = · · · = |H5| = 75. According to the “2/3-
training and 1/3-validation” partitioning of Hk, we have
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Fig. 6. a) Comparison of classification error when N = 100 and K = 5 at T = 10 s with (am, bm) estimated from historical data; b) Maximum error of
classifiers versus ξ when N = 100 and K = 5; c) Comparison of classification error when N = 100 and K = 6 at T = 10 s in the non-IID case.
|T1| = 300 and |T2| = · · · = |T5| = 50, meaning that
there are 300 and 200 historical samples for training CNN
and SVM, respectively. For CNN, we vary the sample size
v1 as (v
(1)
1 , v
(2)
1 , · · · ) = (100, 150, 200, 300) and perform
training for E = 200 epochs. The classification errors on the
validation dataset V1 are given by (0.300, 0.200, 0.140, 0.120),
and after model fitting we have (a1, b1) = (9.74, 0.77).
On the other hand, for SVM, we vary the sample size v2
as (v
(1)
2 , v
(2)
2 , · · · ) = (30, 50, 100, 200). The classification
errors on the validation dataset {V2,V3,V4,V5} are given by
(0.510, 0.280, 0.220, 0.050), and after model fitting we have
(a2, b2) = (14.27, 0.85).
Based on the above estimation results for (am, bm), the
classification errors at T = 10 s for different schemes are com-
pared in Fig. 6a. It can be seen from Fig. 6a that the proposed
LCPA reduces the minimum classification error by at least
20% compared with other simulated schemes. To demonstrate
the performance of the proposed LCPA under various values
of ξ, the classification error versus ξ = {1/4, 1/3, 1/2, 1} at
T = 10 s is shown in Fig. 6b. It can be seen from Fig. 6b that
the classification error increases as ξ decreases, which is due
to the loss of samples during wireless transmission. However,
no matter what value ξ takes, the proposed LCPA achieves the
minimum classification error among all the simulated schemes.
D. Non-IID Dataset
In the non-IID case, we add one more user (denoted as
user 6) to the system considered in Section VII-C, with the
first task training the CNN with users Y1 = {1, 6} and the
second task training the SVM with users Y1 = {2, 3, 4, 5}.
The dataset D6 repeats the first sample in the MINST dataset
for 10000 times and |H6| = 450. Out of this H6, we use 2/3
as the training dataset T6 and 1/3 as the validation dataset
V6. We train the CNN in Fig. 1 using the training dataset
{T1, T6} for 200 epochs, and obtain the parameter w in the
CNN. We then compute the prediction confidence for all the
data d ∈ {V1,V6} based on equation (6) with the probability
function being the softmax output of CNN. It turns out that the
least confident samples in V1 and V6 have the following scores:
mind∈V1 U(d) = 0.274 and mind∈V6 U(d) = 0.999. For user
1, since the CNN model is not sure about its prediction, we
set Zmin1 = 100 and Z
max
1 = 10000. For user 6, since the
CNN model can predict its validation data with very high
confidence, we set Zmin6 = 0 and Z
max
6 = 10. Based on
the ratio between Zmax1 and Z
max
6 , we use 450 samples from
H1 and 10/10000 × 450 samples from H6 for estimating
(am, bm). Then we have (a1, b1) = (9.74, 0.77). For the SVM
model, since the data from users {2, 3, 4, 5} are assumed to
be IID, (a2, b2) is the same as that in Section VII-C, i.e.,
(a2, b2) = (14.27, 0.85).
The comparison of classification error in the non-IID case
is shown in Fig. 6c. It can be seen from Fig. 6c that the
performance of MM-based LCPA (without uncertainty sam-
pling) becomes worse than that in Fig. 6a, which is due to the
additional resources allocated to user 6. However, the proposed
MM-based LCPA still outperforms the sum-rate maximization
and max-min fairness schemes. More importantly, by adopting
the uncertainty sampling method to distinguish the users’
data quality, the classification error of LCPA can be further
reduced (e.g., from the black bar to the yellow bar in Fig. 6c).
This demonstrates the benefit brought by joint estimation
of sample size and prediction confidence in edge machine
learning systems.
VIII. CONCLUSIONS
This paper has introduced the LCPA concept to edge ma-
chine learning. By adopting an empirical classification error
model, learning efficient edge resource allocation has been
obtained via the MM-based LCPA algorithm. In the large-
scale settings, a fast FOM has been derived to tackle the curse
of high-dimensionality. Simulation results have shown that
the proposed LCPA algorithms achieve lower classification
errors than existing power allocation schemes. Furthermore,
the proposed fast algorithm significantly reduces the execution
time compared with the MM-based LCPA while still achieving
satisfactory performance.
APPENDIX A
PROOF OF PROPOSITION 1
To prove part (i), consider the following inequality:
− ln
 K∑
l=1,l 6=k
Gk,lp
⋆
l
σ2
+ 1
− ∑Kl=1,l 6=k Gk,lpl/σ2 + 1∑K
l=1,l 6=k Gk,lp
⋆
l /σ
2 + 1
+ 1
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≤ −ln
 K∑
l=1,l 6=k
Gk,lpl
σ2
+ 1
 , (29)
which is obtained from −ln(x′) − 1x′ (x − x
′) ≤ −ln(x)
for any (x, x′) due to the convexity of −ln(x). Adding
ln
(∑K
l=1Gk,lpl/σ
2 + 1
)
on both sides of (29), we obtain
ln
(
K∑
l=1
Gk,lpl
σ2
+ 1
)
− ln
 K∑
l=1,l 6=k
Gk,lp
⋆
l
σ2
+ 1

−
∑K
l=1,l 6=k Gk,lpl/σ
2 + 1∑K
l=1,l 6=k Gk,lp
⋆
l /σ
2 + 1
+ 1
≤ ln
(
K∑
l=1
Gk,lpl
σ2
+ 1
)
− ln
 K∑
l=1,l 6=k
Gk,lpl
σ2
+ 1

= ln
(
1 +
Gk,kpk∑K
l=1,l 6=k Gk,lpl + σ
2
)
. (30)
Putting the result of (30) into Φ˜m(p|p⋆) in (12) and since
amx
−bm is a decreasing function of x, we immediately prove
Φ˜m(p|p
⋆)
≥ am
[ ∑
k∈Ym
ξBT
Dmln2
ln
(
1 +
Gk,kpk∑
l 6=k Gk,lpl + σ
2
)
+Am
]−bm
= Φm(p). (31)
To prove part (ii), we first notice that Φ˜m(p|p⋆) =
hm (gm(p|p⋆)) is a composition function of hm ◦ gm, where
hm(x) = amx
−bm and
gm(p|p
⋆) =
∑
k∈Ym
ξBT
Dmln2
[
ln
(
K∑
l=1
Gk,lpl
σ2
+ 1
)
− ln
 K∑
l=1,l 6=k
Gk,lp
⋆
l
σ2
+ 1

−
∑K
l=1,l 6=k Gk,lpl/σ
2 + 1∑K
l=1,l 6=k Gk,lp
⋆
l /σ
2 + 1
+ 1
]
+Am. (32)
Since ∇hm(x) = −ambmx−bm−1 ≤ 0 and ∇2hm(x) =
ambm(bm+1)x
−bm−2 ≥ 0, the function hm(x) is convex and
nonincreasing. Adding to the fact that gm(p|p
⋆) is a concave
function of p, we immediately prove the convexity of Φ˜m
using the composition rule [41, Ch. 3, pp. 84].
Finally, to prove Φ˜m(p
⋆|p⋆) = Φm(p⋆) and
∇pΦ˜m(p⋆|p⋆) = ∇pΦm(p⋆), we put p = p⋆ into the
functions {Φ˜m,Φm,∇pΦ˜m,∇pΦm}, and we immediately
obtain part (iii).
APPENDIX B
PROOF OF PROPOSITION 2
To prove this proposition, the Lagrangian of P2 is
L = µ+
K∑
k=1
νk
[
βkak
(
ξBT
Dk
log2
(
1 +
Gk,kpk
σ2
)
+Ak
)−bk
− µ
]
+ χ
(
K∑
k=1
pk − P
)
−
K∑
k=1
θkpk, (33)
where {νk, χ, θk} are non-negative Lagrange multipliers. Ac-
cording to the KKT conditions ∂L/∂µ∗ = 0 and ∂L/∂p∗k = 0
[41], the optimal {µ∗, p∗k, ν
∗
k , χ
∗, θ∗k} must together satisfy
1−
K∑
k=1
ν∗k = 0, χ
∗ + ν∗k × Fk(p
∗
k) = θ
∗
k, ∀k, (34)
where
Fk(x) = −
βkakbkξBT
Dkln2 (σ2G
−1
k,k + x)
×
[
ξBT
Dk
log2
(
1 +
Gk,kx
σ2
)
+Ak
]−bk−1
, (35)
with x ≥ 0 (x 6= 0 if Ak = 0). Notice that Fk(x) < 0
holds for any x ≥ 0. Based on the result of (34), it is clear
that
∑K
k=1
θ∗k−χ
∗
Fk(p∗k)
= 1. Adding to the fact that θ∗k ≥ 0 and
Fk(p
∗
k) < 0, we must have χ
∗ 6= 0. Now we will consider
two cases.
• p∗k = 0. In this case, βkaku
−bk
k ≤ µ
∗ must hold.
• p∗k > 0. In such a case, based on the complementary
slackness condition, we must have θ∗k = 0. Putting θ
∗
k = 0
into (34) and using χ∗ 6= 0, ν∗k 6= 0 holds. Using
ν∗k 6= 0 and the complementary slackness condition,
βkak
(
ξBT
Dk
log2
(
1 +
Gk,kp
∗
k
σ2
)
+Ak
)−bk
= µ∗ for all k.
Combining the above two cases gives (16) and the proposition
is proved.
APPENDIX C
PROOF OF PROPOSITION 3
To prove this proposition, we need the following lemma for
∇pΞm(p).
Lemma 1. If µ ≤ µ0, the gradient function∇pΞm(p) satisfies
the following:
(i) ‖∇pΞm(p)‖2 ≤ L2/βm;
(ii) ‖∇pΞm(p)−∇pΞm(p′)‖∞ ≤ L1/βm ‖p− p
′‖2.
Proof. To begin with, the assumption µ = maxmβmΞm(p) ≤
µ0 gives∑
k∈Ym
ξBT
Dm
log2
(
1 +
Gk,kpk
σ2
)
+Am ≥
(
βmam
µ0
) 1
bm
.
(36)
Based on (36) and the expression of ∂Ξm/∂pj in (24), we
have∣∣∣∂Ξm
∂pj
∣∣∣ ≤ ambm(βmam
µ0
)−1−1/bm ξBT IYm(j)
Dmln2 (σ2G
−1
j,j + pj)
≤
ambmξBTGj,jIYm(j)
Dmln2 σ2
(
µ0
βmam
)1+1/bm
, (37)
where the second inequality is due to pj ≥ 0. Putting the
above result into (23), and based on the definition of L2 in
(26b), part (i) is immediately proved.
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Next, to prove part (ii), we notice that the derivative in (24)
can be rewritten as ∇pjΞm(p) = hm(p)× gm,j(p), with the
auxiliary functions
hm(p) = −ambm
[ ∑
k∈Ym
ξBT
Dm
log2
(
1 +
Gk,kpk
σ2
)
+Am
]−bm−1
, (38a)
gm,j(p) =
ξBT IYm(j)
Dmln2 (σ2G
−1
j,j + pj)
. (38b)
Using the result in (36) and due to pj ≥ 0, we have
|hm(p)| ≤ ambm
(
µ0
βmam
)1+1/bm
,
|gm,j(p)| ≤
ξBTGj,jIYm(j)
Dmln2 σ2
. (39)
Furthermore, according to Lipschitz conditions [48] of hm and
gm,j , they satisfy
|hm(p)− hm(p
′)| ≤ sup
p∈P
‖∇phm(p)||2 × ||p− p
′‖2
≤
ambm(bm + 1)ξBTHm
Dmln2 σ2
×
(
µ0
βmam
)1+2/bm
‖p− p′‖2 ,
(40a)
|gm,j(p)− gm,j(p
′)| ≤ sup
p∈P
‖∇pgm,j(p)‖2 × ‖p− p
′‖2
≤
ξBTG2j,jIYm(j)
Dmln2 σ4
‖p− p′‖2 . (40b)
As a result, the following inequality is obtained:
|∇pjΞm(p) −∇pjΞm(p
′)|
≤ |hm(p)| |gm,j(p)− gm,j(p
′)|
+ |hm(p)− hm(p
′)| |gm,j(p
′)|
≤
[
ambm
(
µ0
βmam
)1+1/bm ξBTG2j,j
Dmln2 σ4
+
(
µ0
βmam
)1+2/bm
×
ambm(bm + 1)ξ
2B2T 2Gj,jHm
D2mln
22σ4
]
‖p− p′‖2
≤ L1/βm ‖p− p
′‖2 , (41)
where the first inequality is due to |ab+ cd| ≤ |a||b|+ |c||d|,
and the second inequality is obtained from (39) and (40a)–
(40b). By taking the maximum of (41) for all j, part (ii) is
proved.
Based on Lemma 1, we are now ready to prove the
proposition. In particular, according to [47]–[49], the function
Υ(α,p) is (L1, L2, L2, 0)–smooth if and only if∥∥∥∥∥
[
M∑
m=1
αmβm∇pΞm(p)
]
−
[
M∑
m=1
αmβm∇pΞm(p
′)
]∥∥∥∥∥
∞
≤ L1 ‖p− p
′‖1 , (42a)
∥∥∥∥∥
[
M∑
m=1
αmβm∇pΞm(p)
]
−
[
M∑
m=1
α′mβm∇pΞm(p)
]∥∥∥∥∥
∞
≤ L2 ‖α−α
′‖1 , (42b)∥∥∥ [β1Ξ1(p), · · · , βMΞM (p)]
− [β1Ξ1(p
′), · · · , βMΞM (p
′)]
∥∥∥
∞
≤ L2 ‖p− p
′‖1 , (42c)∥∥∥ [β1Ξ1(p), · · · , βMΞM (p)]
− [β1Ξ1(p), · · · , βMΞM (p)]
∥∥∥
∞
≤ 0 ‖α−α′‖1 , (42d)
for any p,p′ ∈ P and α,α′ ∈ A. To prove the above
inequalities, we need to upper bound the left hand sides of
(42a)–(42d) and compare the bounds with the right hand sides
of (42a)–(42d). To this end, the left hand side of (42a) is
bounded as∥∥∥∥∥
M∑
m=1
αmβm [∇pΞm(p)−∇pΞm(p
′)]
∥∥∥∥∥
∞
≤
M∑
m=1
αmβm ‖∇pΞm(p) −∇pΞm(p
′)‖
∞
≤ L1 ‖p− p
′‖2 , (43)
where the last inequality is from Lemma 1. Further due to
‖p− p′‖2 ≤ ‖p− p
′‖1, the equation (42a) is proved. On the
other hand, the left hand side of (42b) is upper bounded as∥∥∥∥∥
M∑
m=1
(αm − α
′
m)βm∇pΞm(p)
∥∥∥∥∥
∞
≤
M∑
m=1
|αm − α
′
m| ‖βm∇pΞm(p)‖∞
≤ L2 ‖α−α
′‖1 , (44)
where the last inequality is from Lemma 1. In addition, the
left hand side of (42c) can be upper bounded as
‖[β1Ξ1(p)− β1Ξ1(p
′), · · · , βMΞM (p)− βMΞM (p
′)]‖∞
≤ max
m=1,··· ,M
βm × sup
p∈P
‖∇pΞm(p)‖2 × ‖p− p
′‖2
≤ L2 ‖p− p
′‖1 . (45)
Finally, since the left hand side of (42d) is zero, we immedi-
ately have that (42d) holds.
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