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1. INTRODUCTION 
The concept of Motor Unit (MU) was introduced in the study of the neuromuscular system 
over 50 years ago[l]. 
Although at that time no experimental evidence could be provided of this functional 
entity, its existence was a necessary assumption toexplain grading of muscle contraction. 
It took quite a number of years for an extensive xperimental design to be successful 
in revealing the anatomy as well as the physiology of this elementary structure of the 
neuro-muscular system[2]. 
Components of the motor unit are the c~-motor neuron and the muscle fibers innervated 
by it. A natural, although rough classification of the muscle pathologies can therefore be 
made into the following two main classes: the neurogenic and the myogenic myopathies, 
depending on the location of the lesion, nerve, or muscle, respectively. 
An important tool available for investigation of the state of the neuromuscular system 
is the electromyographic (EMG) signal, which records the electrical activity of the muscle 
by means of convenient electrodes. 
Because of the interdependence between the nature of the lesion and the EMG pattern, 
pathologies of the neuromuscular system can be modeled by means of simulated EMG 
signals. 
The present work describes a versatile simulation model for the concentric needle EMG 
signal which can be an aid to the solution of specific problems of interest in clinical 
diagnosis. 
It is to be stressed that it is not the purpose of this work to review the many contributions 
given by different authors in the field of EMG modeling. The aim of this work is to describe 
one particular model developed by the author which is considered to be a flexible tool 
for the study of neuromuscular diseases. Use of this model is illustrated by a few examples 
which are by no means to be considered exhaustive of all its possible applications. 
It is suggested that the model be adopted in the study of those pathologies which affect 
the morphology of the action potential and/or the firing pattern of the motor unit. 
One of the reasons for presenting this model is its possible use in special purpose 
instrumentation based on microcomputer technology. This point will be considered in the 
discussion. 
2. THE NEUROMUSCULAR SYSTEM 
2.1. Anatomy and physiology 
Two structural units characterize the neuromuscular system: the motor neuron and the 
muscle fiber. It is not within the scope of this work to deal with the complexity of this 
system which is the matter of interest of a large number of established texts (e.g. Mount- 
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Fig. 1. The motor unit: l-a-motorneuron: 2-axon: 3-endplate: 4-muscle fiber. 
castle[3], Basmajian[4]). We will only give some details about the elementary functional 
structure which is of interest here. 
Within the muscle, the axon from a single motorneurone arborizes into many terminal 
branches which allow stimulation of a group of muscle fibers[5]. Each branch innervates 
an individual muscle fiber. Depending on the muscle, the ratio of the number of muscle 
and nerve fibers can assume a wide range of values from many hundreds to a few units. 
The functional unit of the neuromuscular system differs from the structural units; it con- 
sists of the c~-motor neuron which is located in the anterior horn, its axon and all the 
muscle fibers innervated by that axon; it is called the motor unit (MU) (Fig. 1). 
From the electrical point of view the activity of the MU is characterized by the prop- 
agation of a train of impulses called motor unit potentials (MUP) triggered by nervous 
impulses at a given firing frequency which in normal muscles can reach 25-50/sec during 
maximal effort. From the mechanical point Of view the force of the muscle is obtained 
by summation of the elementary MU contraction twitches. A large variety of MUs has 
been demonstrated as for the nature of the twitch and the behaviour at fatigue which is 
dependent on the metabolic processes involved. 
Gradation of the muscle contraction is achieved by means of two main mechanisms: 
• spatial summation or recruitment: he hundreds of intermingled MUs in an average 
muscle, allow considerable variation in the mechanical output; 
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• temporal summation: the increase of the discharge frequency of the active motor units 
leads to the increase of the developed tension. 
2.2. Electrodiagnosis of neuromuscular diseases 
For a better understanding of this matter, Desmedt[6-7] should be referred to. It is 
sufficient here to say that the electrical activity of the MU can be recorded by means of 
convenient electrodes. 
Depending on the nature of the electrodes, ingle fiber electromyography (SFEMG), 
concentric needle electromyography (CNEMG) or surface electrode lectromyography 
(SEEMG) can be distinguished. In this work we will only deal with CNEMG which is up 
to date the most widely used diagnostic tool for the assessment of neuromuscular 
disorders. 
Pathology can affect he MU in its different components. Information about he location 
of the lesions can be retrieved from the MU potential (MUP) morphology. 
In fact the amplitude and the shape of the MUP are determined by the number of muscle 
fibers within the recording area of the electrode. This means that from the morphology 
of the MUP it is possible to recognize the drop-out of individual muscle fibers in myopathy 
and of whole motor units in neuropathies, even though care must be taken because this 
information is strongly affected by their arrangement in relation to the electrode. 
Generally a number of motor unit potentials up to 20-25 must be recorded in order to 
average the parameters mentioned above and compare them to normal values measured 
in the same conditions of temperature from the same muscle, in subjects of the same age. 
Also the firing pattern of the MU can provide information about the pathology: a low- 
firing rate is characteristic of motor neuron lesions. Individual MUPs can be measured 
only during slight voluntary contraction when they are visually separable from one 
another. 
Higher contraction levels give rise to an interference pattern which is also used to 
retrieve information concerning the condition of the muscle[8-10]. 
This work deals with this signal, that is the CNEMG compound signal. In particular 
it aims at simulating the interference pattern starting from single experimental MU 
potentials. 
3. STUDY OF THE ELECTRICAL ACTIVITY OF THE MUSCLE BY MEANS OF 
COMPUTER SIMULATION 
3.1. Simulation models for the MUP 
Some authors have approached the problem of the morphological changes of the MUP, 
starting from the single fiber potentials. 
Among them reference is made to Rosenfalck[11], Plonsey[12], Griep et a/.[13], Boe- 
lens[14], and Dimitrova[lS]. All these models start from a description of the volume con- 
ductor, based on the Maxwell equations. The simulation results refer to the influence of 
the electrode position and dimension with respect o the motor unit territory, the inter- 
pretation of pathological conditions, the variability of some parameters which characterize 
the motor unit, the selectivity of different ypes of electrodes and the influence of the 
geometrical location of the motor end-plates within the muscle, on the morphology of the 
MUP. 
Some simulation results are validated by means of Stolberg[16], experimental data. 
The multipolar model gives a very good fitting but its computation time is considerably 
higher than in the other models. 
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Fig. 2. General structure ofmodels for the EMG compound signal. 
3.2. Simulation models of  the interference pattern 
Some authors have approached the problem of how to retrieve information concerning 
morphological properties of the MUP from the interference pattern measurable during 
voluntary activation of a number of MUs which fire together. Among them reference is 
made to Person and Libkind[17], Person and Kudina[18], Gath[19], De Luca[20-21]. and 
Richfield et a1.[22]. 
In general it can be said that the interference pattern, that is the compound EMG signal, 
measured when a number of MUs are active together is described in terms of a mathe- 
matical model of the MUP morphology and the firing pattern of individual MUs. The 
compound signal is obtained as the superposition of trains of potentials which are the 
responses to impulses fed into a "black box" whose transfer function is derived from the 
characteristic of the medium through which the signal propagates. The time intervals 
between pulses model the firing pattern. 
A general scheme is given in Fig. 2, where h,(t), h,_(t) . . . . .  h,,(t) represent the impulse 
responses of n different motor units, in physiological terms, the inputs to the blocks 
represent the neural pulse trains exciting the muscle fibers. 
4. THE PROPOSED SIMULATION MODEL 
4.1. General considerations 
As reported in Sec. 2.2 electrodiagnosis of the neuromuscular disease is based on the 
morphology of the MUP and the firing pattern of the MU. This is true when the single 
MUP is examined but also when the compound EMG signal is considered. For a model 
to be of practical aid in the understanding of the pathologies both parsimony and closeness 
to the shape of real MUPs is fundamental. In this respect both classes of models described 
in Secs. 3.1 and 3.2 can be criticized. In fact the models of the MUP take into account 
so many parameters, tarting from the behaviour of the single fibers, that they can hardly 
be said parsimonious. On the contrary models of the compound EMG signal frequently 
assume for the potentials hapes which are heavily simplified with respect o reality. 
The model which is described in the following is particularly versatile in that it allows 
synthesis of compound EMG patterns tarting from experimental MUPs directly measured 
in pathological c asses and firing patterns which can be either experimental or theoretical. 
The philosophy adopted iffers from the one underlying the models in Sec. 3.2 which 
takes into account he impulse response of the MU. Here the motor unit is considered 
as a dynamic stochastic system and the MUP as the output of this system. The potential 
sample at time t is considered as the value taken by a stochastic variable in a random 
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experiment. The temporal series of the potential samples is therefore considered as the 
realization of a stochastic process. By this approach the MUP is regarded as the output 
of a linear filter whose input is the white noise. 
The problem is then reduced to a classical identification problem: a model must be 
determined which is able to describe the behaviour of the system (in this case the motor 
unit) starting from experimentally observed input and output data (in this case the input 
is assumed to be the white noise). 
To solve the identification problem it is necessary to: (i) select a class of models: (ii) 
adopt an adequacy criterion for the model. 
A Parametric Identification approach for the EMG pattern has been adopted by 
Graupe[23] who used autoregressive-moving average (ARMA) models for the purpose of 
data compression required by the myoelectric ontrol of prosthesis. In this work the 
autoregressive (AR) class of models was chosen first because of the low computation 
costs and high reliability of the algorithm in view of special purpose EMG instrumentation. 
The AR(n) model describes the process y(t) in the following way: 
y(t) = a~y(t - I) + a:y(t - 2) + ... + a,,y(t - n) + e(t 
with a~, a2 . . . . .  a,, AR parameters: n model order; e(t) white noise. 
The criteria adopted in this work are all based on the one-step prediction error; they 
are 
• the final prediction error (FPE): 
• the Akaike information criterion (AIC): 
• the Rissanen minimum length criterion (RIS). 
Diagnostic hecking of the whiteness of the residual was carried out using both Anderson 
and the portmanteau test[24, 25]. 
Mathematical details can be found in the Appendix. 
4.2. Modelling the morphology of  the MUP 
The second-order autoregressive AR(2) model was found to be the optimal model in 
the case of some experimental potentials measured in the normal subject, in the chronic 
neurogenic and in the myopathic patient. The autoregressive description appears to be 
extraordinarily powerful in capturing the information content of the elementary mor- 
phology. Figure 3 and the associated Table I show how slight changes in the AR coef- 
ficients or in the variance of the residual white noise can lead to important morphological 
changes of the MUP. Potentials ( 1 ), (4), (7), and (10) are experimental potentials. Potentials 
Table 1. Identified parameters for the MUPs of 
Fig. 1: al and a2: AR parameters; ~.: variance 
of the white noise; N number of noise samples. 
M U P a I a2 ;',-" ,V 
(1) 1.878 - .900  82.99 109 
(2) 1.730 - .810  82.99 109 
(3) 1.822 - .876  82.99 109 
(4) 1.561 - .698  149.00 68 
(5) 1.473 - .701 149.00 68 
(6t 1.631 - .689  149.00 68 
(7) 1.737 - .820  63.09 55 
(8) 1.798 - .811 82.99 80 
(9) 1.620 - .804  63.09 55 
(10) 1.095 - .767  87.56 38 
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Fig. 3. Potentials identified by ARI2) models. 
(2), (3), (5), (6), (8), and (9) are obtained from these by changing the identified parameters. 
The experience with parametric identification of single potentials allows the author to 
expect that all elementary MUPs may be likely to be identified by AR(2) models. 
It is therefore proposed that the scheme of the general model in Fig. 2 be replaced by 
the one of Fig. 4. The ith motor unit potential train is obtained by passing batches of white 
noise with variance k-" through the all-poles second-order linear filter which has been 
identified starting from the experimental potential. 
4.3. Modelling the firing pattern 
The time intervals between the white noise batches can be taken to represent the firing 
pattern 
In case experimental recordings of it are available, a fitting procedure can be carried 
out to identify the distribution which best fits the histogram of the time intervals. Otherwise 
theoretical distributions can be proposed which are commonly accepted by the researchers 
Fig. 4. Structure of the proposed model. 
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in this field. For example a Gaussian distribution is adopted in Persson and Libkind[17]. 
and a Weibull distribution in Maranzana et a1.[26]. 
5. USE OF THE PROPOSED SIMULATION MODEL 
5.1. General considerations 
One of the reasons for modelling neuromuscular diseases is to acquire knowledge nec- 
essary to a correct diagnosis. 
Under this respect he proposed model can be a useful instrument since it allows use 
of experimentally measured potentials to check the diagnostic procedures or to refine them. 
It is important to stress that the originality of this work is to be found in the use of 
experimental potentials as a starting point for the generation of the interference pattern. 
This by no doubt contributes to the goodness of the model without renouncing parsimony. 
In the following, three examples are reported to illustrate use of the model for specific 
diagnostic purposes. As already stated in the introduction these examples are not ex- 
haustive of all possible applications. 
The simple rules necessary to implement this model, together with the large number 
of microcomputers at present available in electrophysiology departments leave the pos- 
sibility of many different applications open. 
5.2. Example 1: Validating methods of  quantitative lectrotnyography 
In order to critically test methods of quantitative EMG, two kinds of MUPs were taken 
into account: the normal and the myopathic morphology [(7) and I I0) in Fig. 3. 
respectively]. 
On the basis of the physiological studies by Stolberg[16], a number of 20 normal MUs 
was taken into account o simulate the EMG activity of the biceps brachii during a mod- 
erate effort of short duration under isometric voluntary contraction of the muscle. One 
to five myopathic units replaced one dropping out normal unit: the total number of MUs 
did not exceed 25 because of the needle pick-up territory. By this rule a scale of myogenic 
pathologies of increasing severity could be generated together with the "normal" case. 
The interspike interval was simulated by means of a stochastic variable which was 
assumed to have a Weibull distribution because the three parameters of this distribu- 
tion[27] can be fitted to the time duration of the contraction, the force level, and the 
refractory time of the MU. 
The compound EMG signal was generated following the flowchart of Fig. 5. Sixteen 
generations of 4096 points from each MU pool were computed (Maranzana et al.[26]) and 
the mean value and the standard eviation of the following parameters were calculated: 
• NZCR number of zero crossings 
• T number of positive maxima 
• MA mean amplitude of the rectified signal 
• T /MA ratio 
• H1 number of time intervals between adjacent maxima nd minima in the 
0.0-0.8 ms range 
• H2 number of time intervals in the 0.8-5.0 ms range 
• H3 number of time intervals longer than 5.0 ms 
• H1/H2 ratio 
• H3/H2 ratio 
The value of NZCR and T increases with increasing number of polyphasic MUs whereas 
MA decreases with it. Parameter H1 is extremely sensitive to the presence of polyphasic 
potentials. 
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Fig. 5. Flowchart of the generation of the simulated compound signal in Sec. 5.2. 
These results are in very good agreement with the experimental findings by Wiltison[8]. 
Use of T/A is also justified in accordance with Fuglsang-Frederiksen t al.[9]. 
5.3. Example 2: Testing data compression strategies for the EMG signal 
Compression of digital signals is mainly carried out for the following two reasons: 
economic use of storage space for databases and reduction of the data transmission rate 
for compatibility with telephone lines. Although for the time being the EMG signal is far 
from urging towards the solution which are vital for the ECG signal, it was thought nonthe- 
less important o approach the problem of data compression mainly because of the rele- 
vance it might have in the use of microcomputer technology. The application to prosthesis 
control has already been mentioned under paragraph 4.1, Graupe[23]. An exhaustive study 
of the possibilities and limits of the methods proposed was made possible by the simulation 
mode[ for the compound EMG signal. 
The model allows to simulate abnormalities in the EMG activity due to pathological 
changes in the morphology of the MUP or in the firing pattern, both separately and 
together. 
An extended version of the model described in Sec. 5.2. was adopted which starting 
from MUs (!), (4), (7), and (10) of Fig. 3 allowed to simulate pathologies of increasing 
severity both in the neurogenic and the myogenic lass. Pathological changes in the firing 
pattern were also taken into account according to the experimental findings by Lars- 
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Table 2. Frequency domain anabsis of simulated myopathic pattern. 
From the original signal From the 
FD Parameters IA~eraged over 48 epochsl AR Parameters 
Mean frequency 790.7 - 13.72 814.6 
Median frequenc~ 686.8 = 11.45 697.0 
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son[28]. For details the interested reader is referred to Maranzana et a1.[29]. Only a 
summary of the most important points will be reported here. 
For 48 blocks of 1024 points the Fourier transform was computed by means of a FFT  
algorithm with decimation in time. A cosine window was adopted. The mean value and 
the standard eviation were calculated for the following parameters ofthe power spectrum: 
mean frequency: frequency centroid of the power spectrum: median frequency: frequency 
which divides the Spectrum into two equal parts. 
These parameters are of use in kinesiology as fatigue indexes, (Lindstrom et al.[30]), 
and are being introduced into the diagnostic field in the recent years. The procedure 
described is cumbersome. The system where it was carried out is a HP 1000F minicom- 
puter, that is a powerful minicomputer. With the purpose of investigating whether alter- 
native methods would reduce the computation time, identification of the simulated EMG 
signal was carried out by means of the procedures described in Sec. 4.1. 
Almost all signals were well identified by means of AR models. In the case of chronic 
neurogenic patterns another class of models, the autoregressive-moving average (ARMA) 
class[29] had necessarily to be adopted. 
From the identified AR parameters, the maximum entropy (ME) power spectrum was 
computed (Sato[31], Childers{321). In this case computation only uses one 1024 points 
epoch and not the 48 necessary for the FFT; it is therefore much faster. 
Table 2 allows comparison of the values of the mean and median frequency obtained 
by the EFT  and the ME spectrum in the case of a myopathic simulated pattern. 
In Fig. 6 the two spectra re compared, for the same case. As it can be seen agreement 
is very satisfactory. 
1.0  
. . . .  w i 
Simulated myopathic 
.4 ~ ~,.. . .  patho logy  
.2  
@ 500 1000 1500 Z000 2500 
frequenza [HZ] 
Fig. 6. Comparison between the FFT and the ME po~er spectrum, 
POWER SPECTRUM 
f f t  
max entropy 
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On a microcomputer, implementation f FFT algorithms i in general prohibitive unless 
the programs are written in the assembler language. Running the identification program 
can also lead to serious time problems with increasing order of the identified model. 
However, if the only parameters of interest are robust parameters like the mean and 
median frequency, reduction of the order is possible renouncing the optimum model at 
the advantage of low-cost fast procedures for first screening purposes. It is important to 
stress that attention must be paid to nonstationarity of the signals. 
5.4. Example  3: Evaluat ing the e f fect iveness  o f  the EMG parameters  in the study o f  
neurogenic  d iseases 
In this case three basic types of MUs were considered (Berzuini et a/.[33]): 
• type-A MUs normal amplitude, normal duration MUP [(7) in Fig. 3]: 
• type-B MUs normal amplitude, long duration, polyphasic MUP [14) in Fig. 3]: 
• Type-C MUs giant long duration, triphasic MUP [(I) in Fig. 3]. 
Type-A MUs represent normal MUs and therefore constitute the majority in normal sub- 
jects. Type-B MUs are typically present in acquired peripheral neuropathies (RN sub- 
jects), whereas type-C MUs are dominant in motorneurone and hereditary peripheral 
neuropathies (CN subjects). A mixture of type-A, -B, -C MUs may be present in a MU 
pool from any of the normal or CN or RN states. 
The interspike intervals were varied with respect o the normal case, on the basis of 
the clinical findings by Larsson[28]. 
The simulation model allowed generating a database of "'individuals" representing eu- 
ropathic ases of increasing severity, by progressively replacing each type-A MU by type- 
B MUs in the ratio 4 to 3 or 2 to 1, and/or type-C in the ratio 3 to 1. 
In addition to the time domain parameters already described in Sec. 5.2. the following 
frequency domain parameters were computed: 
• SK skewness of the power spectrum 
• KU kurtosis of the power spectrum 
• KU/SK ratio 
• FME mean frequency 
The aim of the study was to determine which parameters and to what extent are able to 
detect ype-B or type-C MUs. For this reason together with the three-dimensional vector 
(A, B, C) characterizing each simulated individual by the number of type-A. -B, -C MUs, 
also the subvector (B, C) was taken into account. 
The vector ~ = (x,, x2 . . . . .  x,:) of the 12 explicative variables (time domain and 
frequency domain parameters) and the dependent variable y indicative of the pathological 
subclass (y = 0 for RN subjects, y = 1 for CN subjects) were considered. 
A linear statistical model was proposed to estimate y, starting from g. The model is 
the following: 
E{r} = y = ?t + Fa + x] + ... + x'p + Fax] + "'" Fax ; ,  
where Fa is a binary variable which is equal to 0 or to 1 depending on the pathological 
group and the parameters x~ .-. x; are either the original parameters or known functions 
of them like, for instance, x~, log x,, (log x,) 2. 
The variable r is defined as follows: 
r = log((C + 0.5)/(B + 0.5)). 
r is assumed to be Gaussian with mean value y; r is larger than zero when bIUPs of type- 
C are more than MUPs of type-B. 
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'Because of the structure of the model adopted, the program GLIM[34] could be used 
in order to obtain a maximum likelihood estimate of the coefficients of the EMG param- 
eters in the model. The goodness of fit was tested by the deviance 
DEV = -2L  . . . .  
where Lr~,~ is the maximum likelihood. 
For a detailed iscussion of the results, Berzuini et al.[33] should be referred to; only 
the most important findings will be summarized below. If only the time domain parameters 
are considered, the optimal model is 
E{r} = v = -2.74 - 2.27 In(T/MA) + 0.64H1, (1) 
the symbols being the same as in Sec. 5.2. 
If only the frequency domain parameters are considered, the optimum model is the 
following: 
E{r} = y = -1.4 + 1.41 (SKEW) - 0.76(KU/SK) - 0.011 (FME). (2) 
A comparison between model (1) and (2) shows that the frequency domain parameters 
are more effective than the time domain parameters in discriminating the pathological 
cases .  
Moreover the results how that when the frequency parameters are adopted, prediction 
of r is possible without knowing the number of type-A MUs. This result could be relevant 
in the follow-up of neuropathic patient and it is recommended that experimental data be 
collected and treated following the procedures described above. 
6. CONCLUSIONS 
An important reason for modelling neuromuscular diseases is to acquire knowledge 
necessary to a correct diagnosis. Since the main diagnostic tool in the study of the neu- 
romuscular system is the electromyographic signal, in this work modelling of the disease 
is obtained by means of a simulation model for the EMG compound signals. 
In order to achieve high fidelity to the experimental conditions without giving up par- 
simony, the model synthetised the compound signal starting from experimental motor unit 
potentials. The MUP is identified by an autoregressive s cond-order (AR(2)) model. This 
means describing any potential by means of three parameters (two AR coefficients and 
the variance of the residual) and the MUP train by means of one more variable, that is 
the time interval between the MUPs. 
The interference pattern is then obtained by summing up a convenient number of MUP 
trains depending on the needle electrode territory and the pathology under study. 
This model scheme allows a large variety of applications. Use of the model is illustrated 
in three different cases with the following aims: 
1. validating methods of quantitative electromyography; 
2. testing data compression strategies; 
3. studying the effectiveness of EMG parameters, 
Use of the model is open to many possible applications which can be thought of directly 
by the clinical neurophysiologist. In fact the simple rules at the basis of the model only 
require a microcomputer system for its implementation. 
What stated above should not be misunderstood. The interest of the model lies in the 
possibility of collecting the experimental MUPs of daily routine in an EMG department 
by low-cost microcomputer systems. Of course, once the EMG compound signal is syn- 
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thes ized  s tar t ing  f rom the  e lementary  potent ia l s  and  fo l low ing  the ru les  o f  the  model ' ,  
fu r ther  computat ions  might  need  a more  power fu l  computer .  
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