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чИССЛЕДОВАНИЕ СЛОЖНЫХ ПЕРОВСКИТНЫХ СОЕДИНЕНИЙ МЕТОДОМ 
МЕССБАУЭРОВСКОЙ СПЕКТРОСКОПИИ
А.Н.Тихонов, В.Я.Галкин, В.П.Горьков, Р.Н.Кузьмин 
Х.Х.Ройг Нуньес, В.В.Шагдаров
Московский государственный университет 
им. М.В. Ломоносова, Москва
2А Н Н О Т А Ц И Я
В работе изучаются сложные перовскитные соединения с частичным упо­
рядочением В-ионов. Построены математические модели мессбауэровских спек­
тров этих соединений, проведен анализ зависимости модельных спектров от 
некоторых физических характеристик /решены прямые задачи/, построены 
оценки параметров моделей и установлено их соответствие экспериментальным 
спектрам /для чего решены соответствующие обратные задачи/. Это позволило 
изучить распределения В-ионов в кристаллической решетке и связать их с тем­
пературой магнитного упорядочения сложных перовскитных соединений.
ABSTRACT
In the present paper the compound perovsceet combinations with the par­
tially regulated B-ions are studied. Mathematical models of Mössbauer spectra 
of these combinations are constructed and dependence of the model spectra on 
some physical characteristics is analysed. The parameters of the models are 
estimated and their correspondence to the experimental spectra is ascertain­
ed. It makes possible study of the distributions of B-ions in the crystalline 
lattice and gives their connection with the temperature of magnetic regula­
tion of the compound perovsceet combinations.
3Окислы со структурой перовскита вызывают особый интерес, 
обусловленный разнообразием их электрических и магнитных 
свойств. Б последние годы пристальное внимание уделяется 
окислам сложных составов с химической формулой ß В* В"-х Os  
В указанных соединениях ионы и располагаются в ■ 
центрах кислородных октаэдров, а их распределения оказывают 
сильное влияние на физические свойства перовскитов. До сих пор 
использование мессбауэровской спектроскопии для изучения рас­
пределения В-ионов ограничивалось наиболее простыми случаями 
полностью неупорядоченных или - упорядоченных перовскитных 
соединений [l,2] . Существенно более сложными объектами для 
изучения являются перовскитные соединения с частичным упорядо­
чением В-ионов. Предметом нашего исследования были сложные 
перовскитные соединения Fe2/3Wf/j Оз t C a  F e 2/3W y 5 Os и
Cci Fe ,/2 N ß/z Os
Целями настоящей работы являлись построение математичес­
ких моделей мессбауэровских спектров исследуемых соединений, 
анализ зависимости модельных спектров от некоторых физических 
параметров (решение прямых задач), оценка параметров моделей и 
их соответствие экспериментальному спектру (обратные задачи). 
Это позволило изучить распределения В-ионов в кристаллической 
решетке и связать их с температурой магнитного упорядочения 
сложных деровскитных соединений.
Для описания математической модели (теоретического пред­
ставления мессбауэровского спектра сложных перовскитных соеди­
нений ) будем учитывать влияние на мессбауэровское ядро ионов 
в ближайших В-позициях. Возможны десять вариантов 
( j = 1,2,...,10) взаимного расположения ионов В1 и В" , 
сведенные в таблицу I. Каждому значению j соответствует пара 
чисел п и (с ,где и,-число ионов ЕУ в ближайшем окружении,

5которые создают квадрупольное расщепление д Е ; = к-дЕ 
В работах [1,3] показано, что ионы В' и В" образуют 
группы, приводящие к четырем значениям квадруполького расщеп­
ления: К -  0,1,\ГГ, 2 (см.табл.I),
Общее представление для математического ожидания экспе­
риментального мессбауэровского спектра в предположении, что 
каждое возможное окружение В ' дает вклад в спектр, имеет 
вид [3]
10
A / . - Z
0.5-Г -А 0.5-1; • А
J = 1
А + ( I-Xj- Д Е ^  л + { t - X j + ä £ V  
1 (  O S - Г /  V 0.5 Г  /.
(I)
где У  - набор импульсов в £• -ом канале анализатора, /V«, - 
представление набора вне резонансной области, Xj -центр 
j -го дублета, - квадрупольное расщепление j -го
дублета, Г  - ширина экспериментального резонанса ( X; , 
ä E j* , Г - в  единицах канала), Ij - интенсивность резо­
нансного поглощения j -го дублета, А - масштабный множи­
тель, Ij совпадают с вероятностями Р Ы к  соответству­
ющих окружений В'
Если предположить, что различные окружения мессбауэров­
ского ядра не влияют на положения центров дублетов, т.е. в (I) 
Xj = X • j= 1,2,..., 10, то M N: представляется суперпо­
зицией одиночной линии и трех дублетов, В случае полностью 
неупорядоченного состояния получим соотношение интенсивностей 
этих линий для соединения AB\fa В \  0$ I© : I*: ív? : la =
5:18:6:3, а для А &'г/з B"i/3 0 3 - I© : 1±г 1^ : 12 =
= 43:148:32:20. Приближения экспериментальных спектров соеди­
нений Cd Fe,/2 N6,fa 0 5 и ár Fe */3 Wf/3 0 3 в рас­
сматриваемой модели приведены на рис.1 (кривые I) и являются 
явно неудовлетворительными. Возникает вопрос об упорядочении 
ионов В' и В" в кристаллической решетке.
Перейдем к расчету вероятностей окружений в случае упоря­
доченного состояния. Рассмотрим распределение В-ионов в крис­
таллической решетке, узлы которой представляют центры кислород­
ных октаэдров. Упорядоченное состояние характеризуется разме­
щением различных В-ионов по неэквивалентным узлам такой ре-
sшетки. Пусть в решетке существует г различных типов узлов 
с концентрациями * £ = 1»2,•••, Г для каждого типа.
6Таблица I.
7Назовем нахождение ионов В' и В" в узлах типа £  собы­
тиями Л е и Ле . Тогда дяя вероятностей р'е = Р { ^ }  ,
в предположении, что решетка не со­
держит вакансий, имеем р'е + р£ = 1  при любом В 
Для каждого сорта ионов выполняются условия t4]
á  % P é  = с' , Z 7 í - p e" = c " ,  (2)
М  М
где с' , с "  -  концентрации В' , В" соответ- 
ственно.
Пусть г' типов узлов предназначены для ионов 3' , 
а \г" а к - г' типов узлов - для ионов В" I Бели 
предположить, что вероятности нахождения ионов одного сорта 
в "своих” узлах не зависят от типа узлов, то
Р * 88 Л
где р и означают вероятности нахождения ионов В' 
и В" в ”своих” узлах* При подстановке (3) в (2) имеем
Введем параметр дальнего порядка £> следующим образом
5  =
р - с' 
1 - е ' (5)
Из (4) и (5) имеем следующие зависимости вероятностей от $
р = с' + (l-c')*í>, с^  = (Ч-с9* 1 + e*i Ve
£ . *
(6)
Вероятность Р С и ) к можно записать в виде
о/ • Ра - fгде Се -  —~ г —  - концентрация (доля) ионов В в
£ -ом узле, ре (п)* - вероятность нахождения yl ионов 
В' в ближайшем окружении узла £ -го типа, создающих ква- 
друпольное расщепление a E j
Для того, чтобы определить вероятности Ре ("-)к 
рассмотрим узел £ -го типа и обозначим узлы его ближайшего 
окружения через £s , £ = 1 , 2 г , £ - порядко­
вый номер соседнего узла, £ = 1,2,.*., 2 , 2 -  коорди­
национное число • Назовем событиями stfff , = 1,2
нахождение ионов В' и В" соответственно в узле £$ и
обозначим рЦг = р { } . Одновременное расположе­
ние ионов любого сорта в узлах l t £ г есть событие
$ ( % : : ? . % )  -  fi К  ■
(8)
Согласно теории упорядочения [ 5,6J , в которой 
предполагается отсутствие корреляций при расположении ионов,
Р И  У }  =  П р ,5=1
5^
ч
(9)
При числе И. ионов В ; в ближайшем окружении существу­
ет Си способов расположений, каждый из которых
описывается совокупностью = ( ß* ,•••, ßg ). В
общем случае различные совокупности {ßs} при фиксирован­
ном Yl приводят к разным значениям a E j . И з общего 
множества совокупностей [£$} можно выделить подмножество 
С* совокупностей { ,  дающих одно и то же значение 
вкадрупольного расщепления к*дЕ ; Для определенного типа 
£ -го узла каждая совокупность {ßs)-K определяет собы­
тие ^  ( е, ’ - .. ’» ^ *)К вероятность которого дается формулой
(9). Поскольку все события J) ( Рч •••» \кеи ..., t i )  могут иметь
9место в кристалле, то появление в спектре дублета с квадру- 
польным расщеплением к-дЕ , обусловленное кь ионамиВ' в ближайшем окружении узла L -го типа, определяется 
событием
(10)
где объединение проводится по всем элементам подмножества 
С* • Вследствие несовместимости указанных событий при 
фиксированном i имеем
p , M . - P ( A < » 4 » z : P ( d ( ! : : ( I I )
где суммирование выполняется по тем же элементам„
Подмножество С* в общем случае можно разбить на и 
классов е* , Си таких, что вероятности соответствую­
щих каждому классу событий одинаковы. Тогда
р , «  = é  f -  ( к )
г - ' r
где pr - вероятность события, вошедшего в класс 
( Р/и определяется в (9) ), fa - число элементов клас­
са Ск и равняется индексу точечной подгруппы симметрии
Н ( р , ti) расположения ионов В' и В" в ближайшем 
окружении узла £ -го типа относительно точечной группы сим­
метрии G* ( £!,;••, íi ) окружения узла I -го типа 
узлами типа tt /г • Если М- -порядок группы
Gr ( h  ) и тд, - порядок подгруппы
н  ( £ ’ V.) .тогда
(13)
Таким образом, соотношения (13), (12) и (7) определяют
10
искомые значения вероятностей рС»1-)* •
Для исследуемых соединений был предложен ряд конкретных 
моделей упорядоченных структур. Для этих моделей можно выпи­
сать выражения вероятностей P(n)k через параметр $ 
и рассчитать их. Такие расчеты и графические зависимости 
вероятностей от $ приведены в [ 3 ] •
Дальнейшее уточнение математической модели мессбауэров- 
ского спектра связано с посылками на параметры Xj • Иссле­
дованы три варианта влияния окружений на положения центров 
дублетов, которые характеризуют изомерные сдвиги. В первом 
варианте считается, что положения центров дублетов не зависят 
от различных окружений мессбауэровских ядер: Xj = X 
Второй вариант заключается в том, что разным числам п ионов 
В / в окружении соответствуют свои центры дублетов. Третий 
вариант отвечает предположению, что разность d  между поло­
жениями центров дублетов мессбауэровских ядер, окруженных kl 
ионами В' и нулем ионов В' , пропорциональна числу 
ионов соответствующего окружения d =  кг д f где д 
коэффициент пропорциональности.
Выбрав модель структуры решетки, мы конкретизируем в 
представлении (I) параметры Ij , a Ej , Xj , j =
1,2,..., 10. Параметрическое представление математического
«_ •ожидания и связи на Ij , a E j * Xj определяют математи­
ческую модель мессбауэровского спектра. Поскольку об исследу­
емом физическом явлении возможно несколько теоретических по­
сылок, это всякий раз приводит к соответствующей модели мес­
сбауэровского спектра.
Сам спектр для выбранной упорядоченной структуры полнос­
тью определен, если заданы значения параметров £ , a E j ,
X; , а также параметра Г  -ширины резонансных линий,пара­
метра фона N оо и масштабного коэффициента А  (отношение 
Д:Л/оо представляет собой величину эффекта Мессбауэра). 
Задаваясь реальными значениями перечисленных параметров, мы 
можем решить прямую задачу: рассчитать модельный мессбауэров- 
ский спектр и исследовать зависимость его формы от интересую­
щих нас параметров. Без такого исследования невозможна разум­
ная постановка обратной задачи - интерпретации эксперименталь­
ного мессбауэровского спектра: оценка искомых параметров в 
предотавлении (I) по результатам эксперимента или проверка
11
соответствия физических моделей изучаемому экспериментальному 
спектру. Это объясняется тем, что обратная задача может ока­
заться вырожденной по некоторым параметрам или неустойчивой 
к входным данным.
Для соединения Fe^Wi/s Оз с решеткой, в ко­
торой часть ионов В 7 (Fe) образуют цепочки, а другая 
часть ионов В" образует цепочки с ионами В 7 ( В 7 че­
редуются через три иона В" ) и первом варианте посылки об 
изомерном сдвиге зависимость формы модельного спектра от £ 
приведена на рис. 2. Видно, что при малых £ ( £> ^  0.3) 
существенен вклад одиночной линии (наличие минимума в цент­
ральной части спектра). С увеличением £ интенсивность 
дублета с максимальным расщеплением монотонно возрастает, а 
интенсивности остальных линий уменьшаются. Это приводит к то­
му, что модельный спектр с ростом $ расширяется, хотя па­
раметры д Е  и Р фиксированы.
Проведен также анализ зависимости формы модельных спек­
тров от величины изомерного сдвига. Результаты исследования 
указанных прямых задач подробно изложены в [з] . Оказывается, 
для некоторых упорядоченных структур решеток существуют раз­
личные наборы £> , лЕ , Р , которые дают модельные
спектры,близкие по форме.
Интерпретация экспериментального мессбауэровского спек­
тра формализуется как некоторая обратная математическая зада­
ча. Первый аспект интерпретации при фиксированной модели 
структуры решетки заключается в оценивании искомых физических 
величин по косвенным измерениям Ni . Второй аспект интерпре­
тации в рассматриваемом случае состоит в проверке соответствия 
каждой из посылок об изомерном сдвиге результатам эксперимен­
та.
Экспериментальный мессбауэровский спектр трактуется как 
N -мерный случайный вектор Ni » L = 1,2,. .., N  , с 
независимыми пуассоновскими компонентами, математическое ожи­
дание которого задается соотношением (I). Как только фиксиру­
ются модели структуры решетки и изомерного сдвига, конкрети­
зируется представление (1),т.е. математическая модель 
ft/Vt =  M N l и )  , где оС - вектор параметров размер­
ности Уп , который определяет модель.
Для оценки компонент вектора ск был использован метод
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максимального правдоподобия, который при N i  »  Í  равно­
силен определению ск из условия минимизации функционала
=  ^ T - L . ( N l -  M N l ( c< ) ) Í (14)
i=i /Ví
При численном решении задачи (14) применялся метод линеариза­
ции [ 7,8] .
Для соединения Cd Fei/2 Nßi /Z О 3 лучшее прибли­
жение экспериментального спектра получено с моделью решетки, 
в которой ионы одинакового сорта образуют цепочки, располага­
ющиеся по плоскостям (НО). В структуре имеется два типа не­
эквивалентных узлов ( г = 2 ).
С первой посылкой об изомерном сдвиге решение обратной 
задачи дает оценки параметров /У^ > = 99900, 'А = 34500,
ДЕ = 12,6, X = 131,6, Р = 16,3 с оценками стандартов 
<s7sL =30, бгЯ* = 200, б* дЕ = 0,1, 6Х = 0,Г, 
б'Р =0,4. Значение функционала (14) при указанных оценках 
и g = 0,4 равно 375 при N  = 256.
Для соединения F e2/3 V i /3 О 3 с описанной струк­
турой решетки и первой версии об изомерном сдвиге оценки па­
раметров^ Л/оо = 99600, 'А = 18200, Д Е  = 10,7, Т  = 
127,7, Г = 20,5, $ == 0,9 с тем же уровнем ошибок. Мини­
мальное значение функционала равно 31I. Полученные приближения 
экспериментальных спектров приведены на рис. I (кривые 2).
В таблице П приведены значения вероятностей р(и>)к 
исследованных соединений для лучшего приближения эксперимен­
тальных спектров. Для сравнения в последних двух столбцах 
даны вероятности р(п)к для полностью неупорядоченного 
распределения.
Перейдем к обсуждению второго аспекта интерпретации экс­
периментальных мессбауэровских спектров. Задачу выбора первой 
или третьей версии об изомерном сдвиге можно свести к задаче 
проверки статистических гипотез. Действительно,выдвигая нуле­
вую гипотезу Нб • Д = О , что соответствует первой 
посылке об изомерном сдвиге,мы имеем двухстороннюю альтернати­
ву Hi : Д Ф О , что соответствует третьей посылке. При 
проверке гипотезы Но против H i  , мы можем воспользо­
ваться, например, критерием основанным на распределении
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Таблица П
! ! ! ! неупомдоч.! неупорядоч.
pw. аТ "? ‘Г,! Л ,!______  !ЙРуаР»/3иэ 1 НР<дРуаОз
Р (0)о 0 .016
Р (D t 0 .109
Р (2 )t 0 .168
Р (2 )а 0.101
Р (3)„ 0 .074
Р (З)д . 0 .246
Р (4 )4 0 .139
Р (4 )г 0 .068
Р (5 )t 0 .070
Р (6 )0 0 .009
0 0.001
0 0.011
0 О.ОП
0.234 0 .164
0 0 .003
0 . I I 7 0 .180
0 .215 0 .052
0 .468 0 .363
0 .154 0 .192
0 .012 0 .023
0 .001 0 .016
0 .016 0 .094
0 .066 0 .187
0 .016 0 .047
0 .0 8 8 0 .125
0 .132 0 .1 8 8
0 .2 6 3 0 .1 8 8
0 .066 0 .047
0 .2 6 3 0 .094
0 .0 8 8 0 .016
>«
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статистики
t  = ----- ^ J = = = i  , (15)
<г5 -\/ °Р(* i*l
\ N-?
имеющей асимптотическое распределение Стысдента. Саги критерий 
при этом имеет вид
i > U ,  (к)
где £ - выбранный уровень значимости, ^а - £ - про­
центная точка t  - распределения, т.е. гипотеза Н* 
отвергается в пользу Н 0 при выполнении неравенства
(16) и не отвергается в противном случае.
Для рассмотренных задач гипотеза Н0 не отвергает­
ся практически на любом разумном уровне значимости. Иными сло­
вами, результаты экспериментов не противоречат справедливости 
посылки о том, что изомерный сдвиг не зависит от окружения 
мессбауэровского ядра.
Изложенная выше методика обработки экспериментальных 
мессбауэровских спектров позволяет корректно оценить важный 
физический параметр - температуру магнитного упорядочения.
Эта температура в окислах со структурой перовскита, обычно, 
рассчитывается по схеме Гуденафа-Гильо [9,10] • В основе 
этой схемы лежит предположение о том, что при замещении частиц 
магнитных ионов немагнитными первый ион участвует в магнитном 
упорядочении, если он имеет не менее двух: магнитных соседей. 
Следовательно, энергия обменного взаимодействия, а значит и 
температура магнитного упорядочения, пропорциональны количеству 
магнитных взаимодействий или количеству взаимодействующих пар 
Fe  —  О  —  Fe в исследуемых перовскитных соединени­
ях. Однако, в работах, где рассчитывались температуры магнит­
ного упорядочения сложных перовскитных соединений [2,Il] не 
получены удовлетворительные согласия с ее экспериментальными 
значениями. По-видимому, дело в том, что при теоретическом рас­
чете температуры магнитного упорядочения используются значения 
вероятностей распределения ионов В' и & по двум магнитным 
подрешеткам, вычисленные по схеме Бернулли, Кроме того, не 
учитывается влияние на температуру сверхобменного взаимодей­
ствия типа В>' - 0 2~~ —  3 ” — О 2- - &'
Ниже предлагается новый подход к оценке температуры маг-
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нитного упорядочения перовскитных соединении сложного состава; 
Число эффективных магнитных связей на ион Ре , участвующего 
в магнитном упорядочении, в отличие от работ £2, II^ , бу­
дем определять по формуле
=  í  И  >  Р(и-)к , (17)и = 2 K = 0,lfV3, 2
где Р(п)к - вероятности, найденные из экспериментальных 
мессбауэровских квадрупольных спектров по оценке параметра $ . 
Используя Р(^)к , приведенные в таблице Л, вычислим зна­
чения для исследуемых соединений
(£>г) = 4.39, К9ФТ(Са) = 3.66
Дяя сложного перовскитного соединения Рв Fe2/3W V/3 0.з ,
в котором распределение ионов Fe и W  полностью неупо­
рядоченное *гэ<РТ(Р€) = 3.98* Сравним температуры магнитного 
упорядочения соединений [ 12 ] и числа эффективных магнитных 
связей на ион Fe относительно соответствующих характеристик
Р е FeyWVs Оз С и !  :
Т (Sr) = 393 К _ т/ по
т е м )  збз° к
Yb*?* (&К*) _ 4.39 _
Y l * Í P l ) ~  3.98
ТССа) 
Т  (Рв)
329° К = 0#8д П т  (Са)
363° К # П»Гт(Рв) ■3#S§- = 0.90 3.98
Итак, изложенный подход показывает,что температура маг­
нитного упорядочения сложных перовскитных соединений пропор­
циональна к *срф и может быть рассчитана по формуле
KL »cp ер
Kl <*р<р меуп ИвУП 1
(18)
где п*<р<р н«чп и Ч7 неуп - число эффективных магнит­
ных связей и температура магнитного упорядочения соединения, 
в котором ионы В' и В" полностью неупорядочены. Приведен­
ные числовые данные иллюстрируют близость теоретических и 
экспериментальных значений температуры магнитного упорядоче­
ния.
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Центральный институт физических исследований, Будапешт
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А Н Н О Т А Ц И Я
В Центральном институте физических исследований ВАН разработана терми­
нальная сеть для улучшения эффективности разработки программного обеспечения. 
В центре сети находится ЭВМ ЕС-1040, к ней подключена мини-машина ТРА-70, 
как буферный процессор. Интерактивными терминалами являются дисплеи типа 
VT-340 и матричные печатающие устройства типа DZM-180. Один дисплей с мат­
ричным печатающим устройством служит главным консолем машины ЕС—1040.
Система осуществляет три функции:
а. Интерактивное редактирование текста.
б. Обеспечивает возможность посылки задания для пакетной обработки.в. Вывод результатов заданий терминал.
В докладе рассматриваются опыты эксплуатции интерактивной системы 
CÉDRUS и некоторые методы повышения надежности системы.
ABSTRACT
In order to improve the efficiency of software production a terminal 
system was developed in the Central Research Institute for Physics . There is 
an ES-1040 computer in the centre of the system with a TPA-70 mini fnachine 
as front-end-processor. VT-340 type displays are used for interactive ter­
minals and DZM-180 type matrix printers are used for hard copy devices . One 
of the displays together with a matrix printer is used as the master console of the ES-1040 computer.
The system has three services:
a. / Interactive text editing
b . / Job submission to the batch processing
c. / Fetching the results of jobs
Some reliability questions of the system are discussed in the paper.
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Введение
В центральном институте физических исследований 
была сдана в эксплуатацию первая очередь локальной сети 
ЭВМ CÉDRUS. Это сокращенное название системы "Conversa­
tional EDitor and Remote Users, Support". В центре сети 
стоит вычислительная машина ЕС-1040 крупной конфигурации 
/1 Мбайт оперативной памяти, 24 устройства накопителей 
на магнитных дисках емкостью 7,25 Мбайт, 8 устройств на­
копителей на магнитных лентах, 3 карточных ввода, 3 АЦПУ,
1 перфоратор/. В первой очереди системы CÉDRUS был осу­
ществлен редактор текста. В настоящее время в системе 
могут работать одновременно десять пользователей у дис­
плейных установок. Дисплеи подключены к буферному процес­
сору, осуществленному мини-машиной типа ТРА-70. Термина­
лы находятся или вблизи машины, или на расстоянии несколь­
ких сотен метров.
Во второй очереди осуществления системы CÉDRUS 
будут подключены удаленные мини-машины типа TPA/i, ТРА 
1140, ТРА-70 и микромашины, построенные на основе микро­
процессоров Intel 8080 и т.д. Эти мини и микромашины, ко­
торые служат для измерения в экспериментах, смогут передавать 
через сеть файлы данных для дальнейшей обработки в централь­
ной вычислительной машине.
В докладе будут рассмотрены некоторые вопросы осуществле 
ния интерактивного редактора и опыта полугодовой эксплуатации
системы.
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Способ связи машины
Для стыковки общей шины машины ТРА с каналом машины 
ЕС был разработан адаптер. Этот адаптер дает возможность 
эмуляции 12 8-и физических адресов на мультиплексном или 
селекторном канале. Эмулированные физические устройства 
могут принадлежать к одной из двух типовых групп. Первая 
группа, так называемая shared — вторая - multiple shared.
Внутри одной группы с помощью эмулирующей программы могут 
быть эмулированы физические устройства с разным составом 
команд. Адаптер содержит встроенные приспособления для 
on-line тестирования. Максимальная скорость передали данных 
из одной ЭВМ в другую - 250 000 байт в секунду.
В системе CÉDRUS - оператор подключен к селекторному 
каналу. Программа эмулирует 16 физических адресов. Из них.
8 перфокарточных вводов ЕС-1062 и 8 АЦПУ ЕС-7033. Из этих 
устройств одна пара ввод-вывод служит для обмена информацией 
между программами редактора текста, работающими в централь­
ной машине и в буферном процессоре. Две пары устройств 
ввод-вывод сгенерированы в операционной системе 0SMVT 
как составные консоли мультиконсольной системы. Один состав­
ной консоль осуществлен дисплеем и матричным печатающим 
устройством и заменяет медленнодействующий механический 
консоль ЭВМ ЕС-1040. Второй составной консоль служит для опроса 
состояния задач, посланных от терминалов. Следующая пара устройств 
дает возможность использовать перфоленточные механизмы машины TPÁ 
из программ ЕС ЭВМ.
Услуги системы
Пользователи, которые имеют учетные номера в системе 
и имеют область на on-line дисках, могут редактировать 
свои программы, данные или любую текстовую информацию. После 
редактирования они могут посылать задания для пакетной обработки 
или печатать текст на АЦПУ с обработкой формата вывода.
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Ниже коротко перечислены команды:
- Команды под файлами:
USE перепись постоянного файла в рабочий
файл
JOIN присоединение постоянного фалйа к рабо­
чему
SAVE перепись рабочего файла в постоянный
SCRATCH стирание постоянного файла
CLEAR • стирание рабочего файла
PRINT печатание рабочего файла
PUBLISH то же самое с выравниванием полей и
управлением формата
Команды редактирования в рабочем файле
ADD добавление строк
DELETE стирание строк
REPLACE замещение строк
CORY дублирование строк
MOVE перемещение строк
LIST листинг строк на дисплее
CHANGE замещение стринга в одной или нескольких
строках
SEARCH поиск строк, содержащих определенный
стринг
EDIT редактирование внутри строки
RENUMBER перенумерация строк
- Команды пакетной обработки
SUBIT пересылка задания для пакетной обработки
FETCH получение результатов на терминале
STATUS запрос о состоянии заданий
PURGE стирание результатов с диска
- Команды администрации
LOGIN вступление в систему
LOGOUT уход из системы
HELP запрос системы о помощи, как ее использо-
вать
TALK передача сообщения оператору или терминалам
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Надежность системы
Редактор текста CÉDRUS работает на машинах ограни­
ченной надежности, поэтому большое внимание было уделено 
тому, чтобы как можно меньше работы терялось у пользовате­
лей. Для этой цели все таблицы и данные пользователей 
записываются на дисках как только в них произошло изменение.
С помощью такой стратегии при выходе из строя операционной 
системы "зависания'1 теряется только последняя команда у 
одного пользователя или и того меньше. На практике таких 
ситуаций бывает от одной до трех за 12 часов работы.
Другой мерой для увеличения надежности являются 
программы избавления от ошибок диска типа ЕС-5052. Посто­
янные файлы записываются канальной программой, которая 
содержит проверку только что записанной информации. При 
ошибке выдается сообщение на нужный терминал. С помощью такой 
канальной программы ошибки в постоянных файлах сведены к 
минимуму.
Специальной программой избавления от ошибок диска 
освобождаемся от сбоев в рабочем файле. Рабочий файл орга­
низован как файл непосредственного доступа /DA/. Очень час­
то встречаются ошибки типа "запись не найдена" /N0 Record 
Found NRF/. При такой ошибке специальная программа читает 
запись, которая на самом деле не потерялась, только иденти­
фикатор не читается. Эта программа после считывания записи 
обновляет идентификатор и работа автоматически продолжается. 
Такие сбои из-за очень активного использования рабочего 
файла встречаются раз в два-три часа работы.
Итоги:
Как показывает опыт эксплуатации системы CÉDRUS, из-за 
неиспользования перфокарт и из-за удобных интерактивных 
команд эффектинвость разработки программ увеличивается в 2-3 ра­
за. Пользователи легко выучивают команды и при синтаксических и 
семантических ошибках получают понятные сообщения о своих 
ошибках.
л-  2 5  -
Поскольку команды имеют свободный формат и могут 
быть сокращены, система удовлетворяет требованиям и нович­
ков и пользователей с большой практикой работы в системе.
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А Н Н О Т А Ц И Я
В работе описывается метод измерения времени ответа интерактивной 
программы, работающей в машине ЕС, с помощью программ и схем буферного 
процессора. По результатам измерения была создана модель программы на 
языке GPSS. Правильность работы модели доказывалась сопоставлением модели 
с результатами измерения. Даны некоторые результаты использования проведен­
ной модели. Результаты измерения и моделирования приведены в виде графиков.
ABSTRACT
A method is discussed for measuring response time of an interactive 
program running in ES machine with the software and hardware of the front 
end processor. A simulation model of the program was written in GPSS on the 
basis of some measuring results . The verification of the model was made by 
comparison of the measuring results. Some applications of the verified model 
is discussed. The measurement and simulation are illustrated with histograms.
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1. Введение
В интерактивной системе, какой является и редактор текста CÉDRUS |5,б| 
одной из важнейших характеристик является время ответа. Временем ответа 
интерактивной система называется то время, которое проходит от момента по­
сылки команды или запроса, до того момента, когда появляется первый символ 
на экране, или бумаге терминала. Другими словами время ответа характерузет 
быстроту реакции система. Конкретное определение времени ответа в редакторе 
текста CÉDRUS будет дана позже. Время ответа определяется скоростью каналов, 
эффективностью программ, скоростью машин, оперативной памяти, вспомогательной 
памяти и т.д.
Величины времени ответа могут быть очень разные в различных системах 
I1I. Интерактивные системы отличаются более строгими допустимами максимальны­
ми временами реакций система. В диалоговых системах ограничивающим фактором 
является человеческое терпение. Человек выдерживает не более 5-и секунд 
задержки ответа на его запрос. Это максимальное значение- относится к тем 
запросам, ответы на которые должны прийти быстро. Есть такие команды, выполне­
ние которых тянется более долго. Времена ответа на эти команды могут доходить 
до нескольких минут /например перепись нескольких тысяч записей из одного 
файла в другой/. Предел интерактивности, на этом и кончается. Получение резуль­
тата, в пакетной обработке заданий уже ^ часто выходит из этого предела времени 
ответа.
Нужно определить еще одно время, которое резко увеличивает время 
ответа. Это время восстановления системы из опшибок. Примером такой ошибки 
может служить ошибка данных на дисках или ошибка при передаче данных через 
линии связи, если возможно их исправить повторением. Анализ таких задержек 
тоже будет проделан по отношению интерактивного редактора CÉDRUS.
2. CÉDRUS как двухмашинный комплекс
Редактор текста CÉDRUS осуществлен на двух машинах |7|. Одна часть 
программного обеспечения работает в машине EÍC а другая часть работает в 
буферном процессоре /в мини машине ТРА/. Задачи между машинами распределены 
по такому принципу, чтобы каждая машина делала ту часть работы, которая более
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подходит к конструкции данной ЭВМ. Машина ЕС имеет много вспомогательной 
памяти, очень развитую операционную систему и методы доступа к фамилям, но 
имеет очень бедную систему прерываний. Эта машина очень хорошо подходит для 
последовательной работы и предназначена, в первую очередь для пакетной обра 
ботки. Минимашина может иметь не так много вспомогательной памяти, но имеет 
развитую, многовекторную систему прерывания многих уровней. Мини машина хорошо 
подходит для работы в реальном масштабе времени.
В системе CÉDRUS было выбрано такое распределение задач между маши­
нами: Все манипуляции над файлами на дисках осуществляет машина ЕС. Редакти­
рование на уровне строк происходит тоже в большой ЭВМ. Редактирование внутри 
строк делает минимашина. Ввод и вывод, связанный с терминалами - это задача 
минимашины. Синтаксический анализ команд напечатанных пользователями проис­
ходит тоже в минимашине. Большая машина получает от буферного процесса уже 
предварительно обработанные буфера. Большая машинна выполняет команды, 
указанные в этих буферах связи строго последовательно. Очередь буферов 
связи образовывается в машине ТРА. Структуру двухмашинного комплекса иллюст­
рирует следующий рисунок /Рис. 1/.
Рис. 1
Структура двухмашинного комплекса
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После того, как известно строение системы, можно приступить к оп 
ределению времени ответа в ней.
3. Время ответа в редакторе CÉDRUS
Полное время ответа по определению в введении состоит из следующих 
составляющих:
Т=( +n. +m. t +2t +Т +Т ) .Ьv CA СА ред кан очер. ЕС'
где 5Г полное время ответа
время синтаксического анализа одной команды
tCA
Ъред время редактирования в строке в мини машине 
t время прохождения буфера связи через каналК с1Н
п,ш стохастические коэффициенты равномерного распределения от О до 
максимального числа терминалов. Сумма n+т^максимального числа 
терминалов, /зависит от типа команд/ 
b число обмена буферами свяэис 
Точер ^ТО эаДеРжка в очердеи буферов связи 
Т время выполнения команды в машине ЕС
Время синтасического анализа составляет не более 1 мсек. Также обстоит дело 
и с временем редактирования. Эти величины времени ответа определяются главным 
образом скоростью процессора мини машины. Скорость передачи данных из мини 
машины в ЕС ЭВМ составляет 250 000 байт в секунду. В редакторе используются 
буфера связи "длиной" в 512 байт. Передача буфера "вверх" и "вниз" происходит 
за 4 мсек. Времена Точер и ТЕС не могут быть просто выражены аналитически.
Они содержат много стохастических переменных сложных распределений. Главной 
задержкой в этих составляющих является\время доступа к записям на дисках. 
Минимальное время доступа к одной записи на диске типа ЕС-5050 является 
10 мсек. Таких доступов за время нужно делать несколько. Из предыдущего
видно, что можно пренебрегать некоторыми составляющими времени ответа. Если 
пренебрегать временем, которое нужно на выполнение команд реадктора арифмети­
ческим устройством машины ЕС в составляющих точер и TgQf то вРемя ответа 
можно считать равным:
Т т +точер ЕС ).Ь
При измерении система составляющие времени ответа бсд и бред не учитываются 
из-за способа измерения. Коэффициент b считается равным одному. Это тоже выте­
кает из способа измерения. При моделировании‘редактора используется формула
Т очер + т
м
ЕС
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если сравнить ее с формулой, использованной для описания измерения:
= 21 + Т*1 +кан очер грИЕ С
то видно, что они различаются на 4 мсек и на разницу ТдЧер ^очер и
т-н -тм , т.е. на время, которое нужно для передачи данных и счета в процес­с е  Е С
соре Е С  ЭВМ. ; ■.
4. Время восстановления системы из сбоев
Когда в системе присутствуют ненадежные схемные и механические эле­
менты, тогда возникают сбои в статистические моменты. Кроме сбоев схем можно 
говорить о собоях операционной систем /мертвые точки/. О методах избежания 
мертвых точек операционной система! будет написано в другой работе. Из сбоев 
операционной система /"зависания"/ машины ЕС можно восстановить систему только 
с новой загрузкой программ в ЭВМ. Это время настолько велико, что ситуацию 
нужно рассматривать как аварийную, выходящую из пределов интерактивности.
Другие типы сбоев, ошибки на дисках могут быть рассмотрены с точки 
зрения времен ответа. Были измерены статистические параметры одного вида оши­
бок на дисках. Механизм ошибки состоит в том, что при многократной записи 
данных методом непосредственно доступа, идентификатор записи повреждается.
В среднем после каждой 18000-ой записи происходит сбой. В редакторе CÉDRUS 
по отношению этих сбоев, наибольшей опасности подвергаются так называемое 
записи безопансоти. Скда записываются все таблицы систем* после каждой вы­
полненной команды, если в этих таблицах произошло изменение. Таким образом 
достигается, то что при "зависании"теряется только последняя команда у одного 
пользователя или и того меньше. Восстановление работы редактора из этого 
сбоя происходит обновлением идент^фикаторной части записи. Время восстанов­
ления состоит из следующих составляющих частей
Т =16(t +16t +t-.no_+ (2t +2t , +5t )В 4 рек обу опер open close об'
тв время восстановления
tрек время выполнения команды диска рекаяибрации
fco6 время одного оборота диска
topen время открывания файла
close время закрывания файла
tопер время реакции оператора на сообщение’систем*
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Первый член формулы описывает попытки операционной системы избавиться от 
ошибки. Другой член в скобках описывает время, необходимое для избавления 
от ошибки специальной программы. Время реакции оператора и сообщения си­
стемы могут быть исключены, если операционная система OS эксплуатируется 
без возможности динамической реконфигурации устройств /SWAP OFF/. В этом 
случае Т0 будет составлять порядка 30 секунд. Если организовать программы 
приложения, то это время может быть сведено к нескольким секунадм, которое 
не превышает допустимый предел интерактивности.
5. Программные и схемные методы измерения
Измерение системы проводится для определения входных данных 
моделирования с одной стороны, а с другой стороны для проверки правильной 
работы модели.
Измерение статистических параметров сбоев диска было определено 
посредством тестовой программы. Эта программа создала идентичные условия 
подобные тому, как редактор CÉDRUS записывает записи безопасности.
Число доступов к диску во время выполнения таких системных 
функций как открытие и эаркытие файлов, выделение или освобождение области 
диска фалйов и т.д. могут быть получены программой операционной системы 
/General Trace Facility/. Функция распределения времен доступа к записи на 
диске может быть измерена качественно отдельной программой.
Остальные входные распределения и времена ответа были измерены 
комплексом схем и программ буферного прцоессора. Адаптер буферного процес­
сора дает возможность эмулировать независимые физические одреса на селектор 
ном канале машины ЕС. Один из этих адресов служил для целей измерения. 
Времена измерялись кварцовым таймером и специальной программой прерывания 
буферного процессора. Посокльку измерение и моделирование ограничивается 
только рассмотрением программы, работающей в машине ЕС, как это было 
указано в разделе 3., то метод измерения извне, схемами и программами 
буферного процессора дает/идеально точные результаты. Условия измерения 
были неидеальны только из-за того, что у буферного процессора не было 
вспомогательной памяти. Данные измерения записывались на магнитную ленту 
в машине ЕС. Это было программа обычной утилити, потому что данные из 
буферного процессора передавались нереэ эмулированный считыватель перфокарт 
Для уменьшения влияния на результаты измерения, эта программа утилити имела 
меньший приоритет, чем программа редактор CÉDRUS, и данные были собраны в 
большие блоки. Структуру измерения описывает аледующий рисунок. /Рис. 2/.
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ЕС машина Адаптер ТРА /СМ/ Машина
Структура измерения программы ЕС
Блок измерения регистрирует время прихода в очередь каждого буфера 
связи, и время, которое происходит от этого начального момента до момента 
возвращения буфера связи из ЕС ЭВМ. Времена измеряются кварцовым таймером 
буферного процессора. Из-за некоторых пренебрежений при моделировании, которые 
описаны в разделе 3., цикл таймера установлен 0,1 секунды. После прихода 
буфера связи из ЕС ЭВМ.блок измерения составляет очередную запись измерения 
/CMR-CEDRUS Measurement Record/. Пять таких записей составляет одну мнимую 
карту, блок измерения /CMB-CEDRUS Measurement Block/. Эти карты блокирует утилити 
/IEBGENER/ в блоки с размером 3600 байт. Для того, чтобы из-за задержек 
записи информации на магнитную ленту не терялись данные измерения, в буферном 
процессоре отделено место в памяти для шести мнимых карт /СМВ/. При максималь­
ной скорости обмена буферов связи между машинами /25 за секунду/ записи на 
магнитную ленту производится малой частотой /1 запись за 9 секунд/. Если учиты­
вать, что магнитные ленты подключены к другому каналу, чем диски, то видно, 
что этот метод сбора данных измерения вносит очень маленькую погрешность. 
Структуру данных измерения иллюстрирует следующий рисунок: /Рис. 3/
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Запись измерения CMR.*
с п t S °1 °2 г st Íme interval__ 1- ___1__1__ -1___1---
код название номер байта объяснение
с COMMAND 0 код команды в буфере связи
п USERNO 1 номер пользователя в системе
t TERMINALNO 2 номер терминала
S ERRORCODE 3 код ошибки
°1 0PTI0N1 4 добавочный код команды 1
°2 0PTI0N2 5 добавочный код коменды 2
г RECORDS 6 число записей затронутых командой
stime STARTIME 8 время прихода буфера в очередь
interval INTERVAL 11 время возвращения буфера из ЕС
Блок измерения СМВ:
CMR CMR CMR CMR CMR № CARD№
146 146 146 146 146 26 86
Рис. 3
Структура данных измерения
Данные измерения, записанные на магнитную ленту обрабатываются после 
иэмреения с помощью off-line программой. Выходной формат этой программы 
совпадает со входным форматом моделирующей программы. Входные распределения рас­
читываются из первых восьми полей записей измерения. Последнее поле INTERVAL 
служит для проверки правильной работы модели.
6. Моделирование редактора CÉDRUS
Целью моделирования программы редактора работающей в машине ЕС, 
является опердеелние времен ответа, если бы в системе работали более быстрые 
диски. Кроме того получить ответ на то, сколько терминалов может работать 
одновременно при этих быстрых дисках и при терпиюлх временах ответа. В послед­
нюю очередь моделированием можно получить ответ на то, какие качественные и 
количественнные изменения нужно делать в оригинальной программе, для уменьшения 
времен ответа.
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Для моделирования был выбран язык GPSS |3|. Преимущество этого 
языка по отношению к языкам общего назначения например к ФОРТРАН-у или 
даже по отношению более специализированного языка SIMULA 67 состоит в его 
компактности, легкости статистических расчетов и удобном встроенном редак 
торе вывода обычной и графической информации, 5000 строк программы оригинала 
моделироваолось 500-ми строками GSSP. Для нестатистических расчетов в языке 
GPSS имеется блок HELP, через который в модель можно писать любые подпрограм­
мы на любых языках. Сравнительный анализ языков моделирования более подробно 
содержится в книге |2 |•
Принцип построения модели состоялся в том, чтобы все задеркжки 
времени сводились к задержке из-за доступа к диску. Модель построена структурно, 
широко используются возможности вызова подпрограммы, и символьного программи­
рования. Введено структурная форма типа CASE OF или похоже как на ФОРТРАН-е 
ASSIGN ТО. В модели содержится единственный блок ADVANCE следующей формы:
ADVANCE FN$ACCES /ACCESStime/
где функция FN$ACCES является входным распределением модели, описывающим 
вероятность доступа к одной записи на диске. В этой фнукции учитывается 
не только скорость вращения диска, сокрость движения позиционера, но и 
задержка в очереди к каналу в супервызоре машины ЕС. Изменением этой 
функции можно моделировать влияние на времяответа с одной стороны от скорости 
диска, сдругой стороны влияние от увеличения общей загруженности ЕС ЭВМ 
другими программами. Буфера связи генерируются фиункцией FN$LINKB /LINK Buffer/, 
таблица которой получается из программ обработки данных измерения. Распредеве- 
ние вероятности размеров файлов описывает функция FN$DSSIZ /Data Set SIZe/. 
Распределения типа команд и номеров терминалов описывают функции FN^COMNO 
/COMmand N0/ и FN$TERN0 /TERminal N0/ соответственно. Для моделирования ко­
манды SHOW ACCOUNT ^ понадобилась функция FN$VT0CS /VTOC Size/. Сообщения на 
терминал при синтаксических или логических ошибках выдаются очень подробно.
Также много информации можно получить при использовании команды HELP.
Эти данные хранятся на диске машины ЕС. Поиск нужной строки в этих фалйах 
происходит последовательно, поэтому для моделирования этих команд используются 
функции FN$ESEAR /Error SEARch/ и FN$HSEAR /Help SEARch/. В редакторе CERUS 
лимитровано число карт в задании /JOB/ в команде SUBMIT. Это учитывает 
функция FN$SC0UN /Submit COUNt/. Оверлейную структуру программы описывает 
таблица FN$0VLY /OVerLaУ/.
Выходной информацией модели явялется серия таблиц и графиков 
распределения времени ответа для каждого типа команд в отдельности и обобщенно.
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7. Отладка модели
Наиболее трудной задачей моделирования является отладка модели.
После простой синтаксической отладки стоит вопрос правильно-ли работает модель.
ели возможно подробное измерение модели в разных краевых ситуациях, тогда 
можно придерживаться следующего метода.
Нужно измерить поведение системы в краевых условиях. На примере 
редактора текста CÉDRUS это означает, что вступает в систему один единствен­
ный пользователь и выдает команду например SHOW ACCOUNT, т.е. получить 
листинг постоянных файлов на данном учетном номере. Разница во времени 
ответа между первой и последующей командой описывает время нужное для 
смены оверленйного слоя.
В модели можно создать аналогичные условия, если функцию 
FN^COMNQ описывающую распределение команд определить таким образом:
COMNO FUNCTION RN2,D2 
.000,1/.999,21
где 21 это номер команды SHOW ACCOUNT. При этом буфера связи с командой 21 
нужно генерировать так редко, чтобы они не должны были ожидать друг друга 
в очереди. Для примера: генерировать буфера связи через фиксированные интер­
валы времени. Зная, что одно деление таймера модели было выбрано равным 
1/100 секунды, блок GENERATE на языке GPSS будет иметь вид:
GENERATE 2000,0,,,,10Н
Результаы отладки приведены на следующих рисунках: Пример протокола 
отладки команды приведен < на рис. 4. На этом рисунке видно, что на терминале 
была выдана команда SHOW ACCOUNT 16 раз, для различных учетных номеров. Между 
апострофами задается название файла, который не будет найден и поэтому на 
одной странцие протокола помещается все 16 команд. В том случае, когда не дан 
четырехсимвольный стринг используется тот учетный номер, под которым вступил 
пользователь данного терминала. Выбраны такие учетные номера, которые имеют 
файли на различных пакетах дисков. На рисунке 5. приведен листинг результата 
измерения. Одна строка соответствует одной записи измерения /CMR/. Выделена 
та часть листинга, которая соовтетствует протоколу на рис. 4. Номер команды 
SHOW ACCOUNT = 21, а команды TIME = 5. Графа RECORD /число сорок/ носит инфор­
мацию только при командах PRINT = 7, PUBLISH = 8, USE JOIN = 15, SAVE = 17 и 
SCRATCHSAVE=19. В графе RESPONSETIME /вермя ответа/ одна единица соответствует 
1/10 секунды. На рис. 6 показан график результата моделирования при условии, 
что команда SHOW ACCOUNT выдается только с одного терминала и что у других 
терминалах не работают. На оси абцисс цифры соответствуют секундам времени 
ответа. На оси ординат указана частота появления времен ответа, в данном интер­
вале времени /в процентах/. Более высокие времена ответа при моделировании
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COMMAND? SHOW ACCOUNT 'THESE FILES...'?
FREE DISK SPACES 7 QUANTA
COMMAND'» SHOW ACCOUNT '...WILL NOT BE FOUND'?
FREE DISK SPACE: 7 QUANTA
COMMAND? SHOW ACCOUNT 'ONLY FOR TEST'?
FREE DISK APACE: 7 QUANTA
COMMAND? SHOW ACCOUNT 'TEST'?
FREE DISK SPACE: 7 QUANTA
COMMAND? SH A 'TEST'?
FREE DISK SPACE: 7 QUANTA
COMMAND? SH A KAFF 'TEST.ONLY'?
FREE DISK SPACE: 65 QUANTA
COMMAND? SH A KMDD »TEST.ONLY'?
FREE DISK SPACE: 180 QUANTA
COMMAND"? SH A KMAP 'FOR TEST'?
FREE DISK SPACE: 138 QUANTA
COMMAND? SH A KMCI 'FOR TEST'?
FREE DISK SPACE: 53 QUANTA
COMMAND? SH A KRMO »TEST '?
FREE DISK SPACE: 38 QUANTA1
COMMAND? SH A KMD1 'THIS IS USER11»? 
FREE DISK SPACE: 1 QUANTA
I
COMMAND? SH A KMFl. 'THIS TS USER12' ? 
FREE DISK SPACE: 124XJUANTA
COMMAND? SH A KREC 'THIS IS USER13»? 
FREE DISK CP A C F : 25 QUANTA
COMMAND? SH A KATA »THIS IS USER14»? 
FREE DTSK SPACE: 150 QUANTA
COMMAND? SH A KSCV 'THIS IS USER15»? 
FREE DISK SPACE: 150 QUANTA
COMMAND? SH A PRNT!
FREE DISK SPACE: 500 QUANTA
COMMAND? TIME?
DATE 30/01/7°
TIME 22*12*51 
COMMAND? Т Т М Г :
DATE 30/01/79 
TIME ??*t?*56
Рис. 4
Протокол измерения времени выполнения команды SHOW ACCOUNT
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Рис. 5
Результаты измерения времени выполнения команды SHOW ACCOUNT
Результат моделирования времени выполнения команд SHOW ACCOUNT
обусловлены тем, что в модели было предположено больше число файлов на 
пакетах дисков.
Для отладки модели нужно проделать много таких тестов в краевых ус­
ловиях. В ходе такого сопоставления можно выявить логические ошибки модели.
После проведения такой отладки составляющих частей модели можно 
сверять общую статистику измерений с полной работой модели. На рис. 7 при­
веден результат измерения общих времен ответа для всех команд, а на 
рис. 8 виден график, соответствюущий моделированию. Математическое ожидание 
общего /для всех команд/ времени ответа, рассчитанное по формуле
в результатах измерении: Е (х) = 4,2 секунды 
в результатах модлеирования: Е (X) =4,5 секунды 
Стандартное отклонение, расчитанное по формуле
в результатах измерения: а = 8,1 сек 
в результатх моделирования: о =5,8 сек
Стандартное отклонение измерении выше, hotonv что при моделировании не 
учитывалось время восстановления от ошибок диска Tß /раздел 4./.
8. Использование модели для развития системы
Проверенная модель может быть использована для дальнейшего 
развития системы. Для расширения машины ЕС-1040 будут покупать накопители на 
магнитных дисках с большей емкостью и с более быстрым доступом. Стоит вопрос: 
насколько будут улучшены времена ответа редактора CÉDRUS. На рис. 9. приведен 
результат моделирования работы программы редактора при предположении, что 
доступ к записи на дисках, два раза меньше. Математическое ожидание общего 
/для всех команд/ времени ответа Е(х) = 0,98 сек. При увеличинеии нагрузки на си­
стем (на 25 %). более частой подаче буферов связи это значение увеличивается 
лишь незначительно Е(Х) =1,19 сек. Таким образом можно ответить на вопрос: 
сколько терминалов стоит еще купить для система CÉDRUS, если она будет 
эксплуатироваться с более быстрыми дисками.
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Рис. 7
Распределение времен ответа. Результат измере­
ния
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Рис. 8
Распределение времен ответа. Результат моделиро­
вания
ом
оРис. 9
Распределение времен ответа. Результат моделирования, когда доступ к
дискам два раза быстрее
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Моедль может быть еще использован для улучшения показателей система 
чисто программными средствами. Можно определить те структурные изменения и их 
параметры, с помощью которых можно изменять времена ответа. Модель помогает 
выявить "узкие метса" система.
9. Заключение
Поскольку моделирование проверялось измерением, модель можно исполь­
зовать с большой уверенностью для дальнейшего развития система.
Язык GPSS по назначению служит в основном для построения моделей 
по теории очередей. Для моделирования по другим теориям |4 | нужно использо­
вать языки программирования более общего назначения.
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АННОТАЦИЯ
Рассматривается отношение между случайной и детерминистской сторонами 
задачи калибровки измерительных устройств с прямоугольной системой координат, 
предназначенных для обработки снимков с трековых камер.
Исследуются математические и методические проблемы поиска калибровочного 
преобразования, которое определено как наилучшая линейная аппроксимация ко­
нечного множества измеренных координат полиномами от двух переменных в 
L» - норме.
1 Предложен аналитический алгоритм построения аппроксимирующих полиномов, 
ортогональных на единичном квадрате. Программа ортогонализации, основанная 
на методе Грамма-Шмидта, написана на языке REDUCE-2, предназначенном для 
символьных алгебраических вычислений.
Обсуждаются результаты практических расчетов по полученной универсаль­
ной калибровочной программе.
ABSTRACT
The relation is considered between random and deterministic features of 
the calibration problem for measuring devices with rectangular coordinate 
systems, processing the track chamber slides.
The mathematical and methodological problems of the calibration trans­
form determination are examined. The calibration transformation is defined 
as the best least square approximation of finite measured coordinate set by 
bivariate polynomials.
The analytical algorithm for constructing approximating polynomials 
orthogonal on the unit interval is given. The orthogonalization program, 
based on Gramm-Schmidt method, is written in REDUCE -2 language designed for 
algebraic computations.
Applied calculation results of the universal calibration program are discussed.
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I. Введение
Одной из важнейших задач физики высоких энергий является 
проблема массовой обработки потоков экспериментальной информации, 
получаемых путем автоматического измерения стереофотографий, на 
которых сняты события, происходящие в трековых камерах. Измере­
ние снимков производится с помощью быстрого просмотра (сканиро­
вания) изображения световым пятном с последующей оцифровкой по­
лучаемого сигнала.
Таким образом основными данными, выдаваемыми сканирующими 
автоматами и просмотрово-измерительными устройствами, обрабаты­
вающими фильмовую информацию с трековых камер, являются упорядо­
ченные пары чисел. Эти пары должны представлять точки измеряемо­
го снимка в некоторой унифицированной системе декартовых коорди­
нат. Невозможность получить такое представление непосредственным 
путем является общей чертой упомянутых измерительных устройств 
и приводит к задаче их калибровки, решение которой позволяет пра­
вильно интерпретировать данные измерений, а также определить точ­
ностные характеристики измерительных приборов.
Актуальность вопросов калибровки и разработки соответствую- 
дего программного обеспечения породила немало работ (см., напри- 
лер, , однако в них мало внимания уделялось математической
стороне дела и вычислительным особенностям алгоритмов и программ 
калибровки.
В настоящей работе, являющейся обобщением работ /4,5/, ана­
лизируется связь случайной и детерминистской стороны задачи ка­
либровки и рассматриваются вычислительные проблемы поиска наилуч- 
ией аппроксимации конечного множества измеренных координат поли­
номом двух переменных в L-2 - норме. Удобным математическим ап­
паратом для этой цели являются системы ортогональных двумерных 
полиномов. Описанный ниже метод построения таких систем основан 
ia использовании алгоритмического языка программирования reduce-2, 
предназначенного 'для символьных алгебраических вычислений.
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2. Постановка задачи -—
Будем представлять себе снимок, как двумерный набор точек, 
подлежащих измерению. Тогда с каждой точкой А на плоскости 
снимка можно- связать две пары чисел:
- её декартовы координаты в этой плоскости;
- пару целых чисел Хт , ут , получаемых с отчетных 
устройств нашего прибора в результате акта измерения точки А .
Вследствие случайных и систематических дисторсий прибора и 
ошибок измерения снимка может оказаться, что не существует тако­
го линейного преобразования L , чтобы для всех т было
Возникает задача: разработать для конкретного.измерительного 
прибора методику обработки данных измерения, позволяющую верное 
толкование полученных результатов. Основой такой методики являет­
ся калибровочное измерение, при котором в приборе измеряется спе­
циальная этаяонная (калибровочная) решетка, состоящая из конечно­
го набора крестов. Так как декартовые координаты этих крестов 
заранее определены с высокой точностью (~  1 ^ с ) 9 соответствующую 
систему декартовых координат отождествляем с идеальной.
Обозначим через X]“• , V- идеальные координаты L -го 
( / = I, /7 ) креста, а через Хт[j  , Ym ij - измеренные зна­
чения координат ( 7 = 1 , /  - индекс текущего измерения).
Далее, пусть через * Д у /j обозначено случайное
отклонение, а через S? , SУ - систематическое отклонение 
измеренных от идеальных значений. Тогда для описания соотношения 
идеальных и измеренных значений можно принять следующую модель:
где относительно случайных и систематических отклонений делаются 
следующие исходные допущения: ____
1) величины s *  , s ?  ( I -  1 , п  ) являются значе-
киями некоторых функций f x( х ,у ; t). ( ; t  ) 
от двух переменных в точках плоскости (соответствующих центрам 
крестов), определенные и непрерывные на некотором двумерном ин­
тервале и, помимо того, зависящие от параметра - времени t  ;
2) случайные отклонения (погрешности) Ах£—  ,Ду^ незави­
симо от метода определения центров крестов являются независимы-
L {хт ,ут ) = { х ,у ).
(1)
(2)
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шт нормально распределенными случайными величинами с нулевыми
Ас р е д н и м и  и с р е д н е к в а д р а т и ч н ы м !  з н а ч е н и я м и  и бу. с о о т в е т с т ­
венно, т.е. р а с п р е д е л е н н ы м и  по з а к о п а л  N  { О ,бх.), /V ( о , 
бу. ).
Необходимой предпосылкой применимости метода калибровочных 
измерений является установление, периода стабильности калибруемо­
го прибора относительно систематических отклонений. Для этой це­
ли предполагается:
- установить оценку периода стабильности на основе несколь­
ких последовательных циклов измерений, проведенных на рассматри­
ваемой измерительной установке;
- проверить полученную оценку при помощи критерия для про­
верки статистической гипотезы об отсутствии систематического 
сдвига в наблюдениях.
Излагая этот критерий, будем рассматривать только случай 
наблюдений Х ^ н , опуская для краткости индекс ГЛ
Пусть калибровочная решетка измерена последовательно /  раз 
Каждое наблюдение Хн  можно считать результатом измерения не-V  ~  хизвестного значения величины X- = X^  + S  ^ . Тогда по предпо­
ложению 2) принятой модели для каждого измеряемого креста игле- 
ем Е (Х у ) - = Х£- + S *
Для проверки гипотезы о стабильности X• вводятся статисти- 
ки/6/: л . х
. (3)
,  s ‘ ■ <“>
где X. = — > )  Х;_- и определяется частное г = / s ?  .
L Z  V  L X L  LIя 1Если в течение измерений присутствует систематический сдвиг 
Е ( X^j ), то следует ожидать, что S? будет много больше, 
чем <р? . Пользуясь таблицами квантилей Г- порядка р
распределения случайной величины  ^ можно при заданном по­
рядке р  (обычно р  =0,05) сравнить значения Т(\р и • 
Если окажется, что f\ <  , то считаем, что в наблюдениях
Х^ в i -м кресте существует сдвиг, объясняемый нарушением 
гипотезы стабильности Е ( ) по времени.
В случае положительных результатов проверки можно считать,
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что систематические отклонения измерений Л  ’ fy не зависят—  
от времени tСамое простое предположение относительно аналитического вы­
ражения этих функций — их линейность, т.е. наличие таких чисел а^ -, 
а12» а21» а22* хо’ Уо* K0T°PLIX í™610*1, место равенства
fx(xL Je) = st = * i-(aiix
\
fy(*i >yú = SI - Yi -(<*21*1 + <*nYi + %)
4 i  = l,n
где по-прежнему XL , V£ - значения идеальных координат эта­
лонных крестов.
Однако в случае сканирующих автоматов, особенно с электрон­
но-лучевым сканированием, как показывает первый же взгляд на лю­
бое изображение результатов измерений, они уже не допускают воз­
можности такой простой интерпретации из-за появления нелинейных, 
обычно бочкообразных или подушкообразных искажений. Возникает 
необходимость найти такое преобразование ЭС : Во— »-Eg, которое 
на основе обработки данных измерения калибровочной решетки каж­
дой точке Хт = ( хп7 » Ут ) сопоставит точку X *  = эе(Хп) . 
причем расстояние ^  ( X * » X ) должно быть минимальным в 
смысле некоторого выбранного критерия ( здесь X = (х,у); х,у - 
идеальные координаты).
Обозначим конечные множества идеальных координат и 
через Шх И Ж  у  , а через Р ( X ,у; А х ) - линейную 
аппроксимирующую функцию вида
Р(х,у;Ах) = Ц(х,у) • (5)
где CLxj  - элементы неизвестного вещественного вектора А х 9 
Yj - некоторые линейно независимые непрерывные функции от 
цвух переменных.
Пусть Wxi - система весовых значений по координате X , 
рричем Wxi >  О , d-l,n
Выражением __
Ур
, Р>1L p ( g )  = [
эпре делается дискретная Lp - норма функции
9 { х  ' У
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за да н н о й  в к о н е ч н о м  числе то че к  ( Х г , ). Т о ч н о  также вво^._
дятся о б о з н а ч е н и я  в случае ф у н к ц и и  Q  ( X , у  ; А у  ) и в е с о в  
Wyi
Т о г д а  з а д а ч у  к а л и б р о в к и  м о ж н о  с в е с т и  к д в у м  о т д е л ь н ы м  п р о б ­
л е м а м  те ор и и  л и н е й н о й  а п п р о к с и м а ц и и  функций, о т н о с я щ и м с я  к д в у м  
\лножествам к о о р д и н а т  т х . ж у ■
- т р е б у е т с я  н а й т и  н а и л у ч ш у ю  л и н е й н у ю  а п п р о к с и м и р у ю щ у ю  ф у н к ­
цию Р( х ,у ; А х ) (или Q( х ,у  ; А у >) к о н е ч н о г о  
м н о ж е с т в а  ж ,  (или Ж у  к о о р д и н а т  ( и л и  yL ), ко то р ы е  
с ч и т а е м  з н а ч е н и я м и  к а к о й - н и б у д ь  ф у н к ц и и  h y  (или h y  ) от 
двух пере м е н н ых ,  з а д а н н о й  в к о н е ч н о м  ч и сл е  то че к  - (fai > У ml \ 
в д и с к р е т н о й  [_2 - норме с в е с а м и  WXL (или Wyi ). 
С л ед о в а т ел ь н о ,  н а д о  и с к а т ь  м и н и м у м  ф у н к ц и и  расстояния:
L2(w*>P-hxf  = ZI Pí^jAg) ~XÍ (6)
(или L2(Wy>Q-ky) = £  I Q(x,y;Aj-yi f-^yi } -
im 1 tf-W J .#
^ Р е ш а я  эти две п р о б л е ш ,  т.е. н а х о д я  в е к т о р ы  п а р а м е т р о в
4  , м о ж е м  к а ж д о й  и з м е р е н н о й  точке с н и м к а  хт  *
с о по с т а в ит ь  т о ч к у
К ,  = - ( P ( * m , h ' A , Q ( w f y ) '
а те м  с а м ы м  о п р е д е л и т ь  к а л и б р о в о ч н о е  п р е о б р а з о в а н и е
^ ; (Хщ'Ут) (^Хт >Ут) •
Т р е б о в а н и е  о т н о с и т е л ь н о й  п р о с т о т ы  к а л и б р о в о ч н о г о  п р е о б р а ­
зования и его п р е д с т а в л е н и я  е д и н с т в е н н о й  ф о р м у л о й  д л я  в с е х  и з м е ­
ренных д а н н ы х  п р и в о д и т  к ид ее  в ы б о р а  а п п р о к с и м и р у ю щ е й  ф у н к ц и и  
в виде п о л и н о м а  от  д в у х  пере м е н н ых :
т j
П р о г р а м м ы  о б р а б о т к и  с н и м к о в  с т р е к о в ы х  к а м е р  т р е б у ю т  кроме 
трямого также и о б ра т н о е  п р е о б р а з о в а н и е  координат, о п р е д е л я ю щ е е  
тереход от и д е а л ь н ы х  к и з м е р е н н ы м  коор д и н а та м .  Поскольку, н е л и -  
зейность п р я м о г о  п р е о б р а з о в а н и я  не п о з в о л я е т  п о лу ч и т ь  к о э ф ф и ц и е н ­
ты о б р а т н о г о  п р е о б р а з о в а н и я  с п о м о щ ь ю  о б р а щ е н и я  его матрицы, об-
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у
ратное преобразование определяется опять-таки при помощи полило«- 
мов двух переменных, т. е. функциями Р  ( X , у  \ )»
Q “1 ( х ,у ; Á 'y )» заданным теперь в точках ( XL , у* ) 
идеальной решетки и линейно-аппроксимирующих:
- в случае Р~^ , конечное множество lfälK измеренных коор­
динат хт1 ; 2 ,
- в случае Ц , конечное множество fői у  измеренных коор­
динат Уте •
3. Вычислительные аспекты задачи калибровки
В задачах аппроксимации непрерывной функции линейно аппрок­
симирующей функцией в дискретной L-2 - норме возникают вычис­
лительные проблемы, связанные с плохой обусловленностью матрицы 
системы нормальных уравнений. Один из возможных способов решения 
этой проблемы, широко распространенный на практике, заключается 
в применении для решения системы линейных уравнений программ с 
двойной точностью^» .
Однако, можно выбрать другой, более эффективный подход, со­
стоящий в преобразовании матрицы системы к диагональному виду 
с использованием для аппроксимации линейной комбинации функций, 
(ортогональных на конечном множестве данных точек. Таким образом, 
в нашем случае возникает задача ортогонализации произвольной 
системы {^ п}  линейно независимых полиномов.
Любой полином ортогональной системы м  „  можно искать 
в виде линейной комбинации исходных полиномов J ^  :
Уп e ^  cin У? (спп ^  О )
неизвестными коэффициентами , ( i =1,2,...,/? ).
Если множество точек, на котором должны быть ортогональны 
вычисляемые полиномы, фиксировано, то вычисления соответствующих 
коэффициентов необходимо провести только один раз. Из этого сле­
дует, что с вычислительной точки зрения основной выигрыш исполь­
зования таких ортогональных полиномов получается тогда, когда 
шпроксимирующие функции определены при фиксированных значениях 
воих аргументов.
В случае определения полиномов от двух переменных на множаст 
зе точек ( XL •Ус ), которые не фиксированы, но размещены поч 
си симметрично относительно центра системы декартовых координат, 
зстественно возникает мысль использовать полиномы от двух пере­
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менных, ортогональные в непрерывном смысле, так как для устрапе-„ 
ния вычислительных проблем, возникающих из-за ошибок округления 
при обращении плохо обусловленных матриц, достаточно' ' вместо 
диагональной матрицы использовать приблизительно диагональную.
Следует заметить важный с вычислительной точки зрения факт 
различия множеств точек Z.L , в которых заданы полиномы Р и 
Q  в каждом отдельном калибровочном измерении при прямом пре­
образовании. Для обратного преобразования это множество точек 
фиксировано, поскольку состоит из точек идеальной решетки. Тогда 
оказывается более выгодным определить калибровочные преобразова­
ния при помощи двух разных систем полиномов:
1) системы полиномов, ортогональных на единичном квадрате 
Q2- <-1,1 >  х <-1,1 > для прямого преобразования;
2 ) системы полиномов, ортогональных на множестве узлов 
идеальной решетки для обратного преобразования.
4. Полиномы от двух переменных, ортогональные на единичном
квадрате 6L«<-l,i>x<-i,i>
Пусть h l . - система полиномов от двух переменных X , 
у  вида , записанных в лексикографическом порядке:
М  m{l,x,y,x*,xy,yf~■} , (9)
которые определены на квадрате Q2 .
Скалярное произведение двух полиномов будем задавать как
(*}X) yfáx.y> %<*.Рdxdy • (Ю )
Поскольку система полиномов (9) линейно независима, можно 
та её основе построить систему {Уп} полиномов, ортогональных 
та квадрате Q2 относительно скалярного произведения (10), 
яспользуя метод ортогонализации Грамма-Шмидта^Л
г  = г  -  f í M L . y /  (п)
rn rn L - . ( у  щ ) 9  • (п)Следует отметить, что 7=7 J J
1) эта рекурентная формула решает задачу ортогонализации 
тишь теоретически, так как её применение для практического вычис- 
тения ортогональных полиномов высших степеней оказывается слишком 
громоздким;
2 ) рекурентный характер формулы (II) в связи с требованием
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вычислять определенные интегралы ( ^ » 5 ^  ) и ( Vj » ^
не дает возможности реализовать вычислительный алгоритм при помо­
щи обычных систем программирования.
Однако, именно для решения такой проблемы последовательного 
вычисления аналитических формул и их использования в одной и той 
же программе разработаны языки и системы символьного программиро­
вания алгебраических вычислений, такие, как reduce - 2' .
Мы не будем подробно описывать алгоритм построения аналити­
ческих формул для вычисления полиномов от двух переменных, орто­
гональных на квадрате Q2 , так как он достаточно ясен из при­
лагаемой программы, написанной на языке REDUCE - 2.
INPUT
N := 50INUMBFR OF ORTHOGONAL POLYNOMIALS RFQUIRED;
ON DIV;
ARRAY PHI(N ),PSI(N);»ARRAYS FOR STORING PHI'S AND PSI'S;
»SET UP INITIAL PHI ARRAY;
INTEGER PROCEDURE FLOOR K;»FINDS LARGEST INTEGER M SUCH THAT M**?.M<2BK; BEGIN INTEGER M;К := 2*K;M := 1 ;WHILE M**2+M<K DO M := M+1;RETURN M END;
FOR I := 1:N DO<<N1 := FLOOR I; N2 := I-N1»(N1-1)/2;
PHI(I) := X«»(N1-N2)«Y*"(N2-1 )>>;
COMMENT NOW SET UP INTEGRATION METHOD;COMMENT THIS CAN EITHER BE BY PATTERNS, AS BELOW, OR A MORF GENERAL METHOD;
OPERATOR INT;
LINEAR INT;
FOR ALL I,X LET INT(1,X)=X,I NT(X,X)sX * *2/2,
INT(X**I,X)rXe,(I.I ) / (I♦1 );
COMMENT NOW DEFINE DEFINITE INTEGRATION REGION;
ALGEBRAIC PROCEDURE DINT(U);BEGIN SCALAR Z;Z :r INT(U.X);Z := SUB(Xrt,Z)-SUB(X=-1,Z);Z := I NT(Z ,Y );RETURN SUB(Y=1,Z)-SUB(Y=-1,Z)END;
COMMENT NOW COMPUTE PSI'S;
FOR I:r 1:N DOWRITE PSI(I) := PH I (I )-FOR J : = 1:1 -1 SUM DINT(PSHJ) 
•PHI(I ))"PSI(J)/DINT(PSI(J)«»2);
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OUTPUT
PSI(1) : 
PSI(2) :
= 1
X
PSI(3) := Y
2 2 2 2 PSI(13) := X "Y - 1/3"X - 1/3*Y + 1/9
3PSI (14) := X•Y - 3/5*X*Y 
4 2PSI(15) := Y - 6/7»Y ♦ 3/35
PSI (4 ) :■ 
PSI(5) :
X - 1/3 
X *Y
PSI(6) := Y 1/3
PSI(7 ) : = X 3/5*Х PSK 16) : = X - 10/9 *X + 5/21*X
2PSI(8) := X »Y - 1/3*Y PSI (17) 4:= X *Y 2- 6/7 *X »Y ♦ 3/35*Y
2PSI(9) := X*Y - 1/3*X PSI(18) 3 2 : = X »Y 3- 1/3*X - 3/5*X*Y
PSK10) := Y3 - 3/5*Y PSI(19) 2 3 : = X *Y 2- 3/5*X *Y - 1/3*Y
4 2
PSI(11) := X - 6/7*X ♦ 3/35 PSI(20) 4:= X * Y 2- 6/7*X*Y ♦ 3/35*X
3PSI(12) := X "Y - 3/5eX»Y PSK21) 5: = Y - 310/9 *Y ♦ 5/2 1 *Y
Правильность полученных формул можно проверить перемножая$-  
одномерные полиномы Лежандра соответствующих степеней  ^ ,т\к.
для одномерных полиномов % 1= [2 n(n lf /(2 n )! ]%  .
5. Программная реализация
На основе проведенных исследований были разработаны универ­
сальные программы GENCAL и ORCAL . Эти программы предназначе 
ны для вычисления коэффициентов калибровочных преобразований для 
измерительной аппаратуры, работающей в декартовой системе коорди­
нат. В качестве критериев эффективности найденных преобразований 
взята максимальная остаточная ошибка Rmax ( R^ax ) , среднее
значение остаточных ошибок R (R') по полю и их среднеквадрати­
ческое значение 0^ ( 6^' ) . Программы управляются с помощью па­
раметров, определяющих выбор числа и расположения крестов в ка­
либровочной* решетке, точность, с которой задается центр каждого 
ä3 крестов, вид и степень аппроксимирующих полиномов.
Программы реализованы на языке ФОРТРАН для ЭВМ СДС-6500 О Ш И  
езультатом работы этих программ кроме массивов коэффициентов для 
1рямого и обратного преобразования являются таблицы и гистограм­
мы остатков, значения точностных параметров ., R , .
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Печать которой оснащены эти программы, увеличивает возможности—  
использования полученных количественных результатов в качестве 
широкого проверочного средства-для контроля стабильности калибруе 
мого измерительного устройства.
На обширном практическом материале, относящимся к приборам 
различного типа (измерительные столы "САМЕТ", автоматы на элект­
роннолучевых трубках " ERASME ” , "АЭЛТ 2/160", измерительная 
видиконная система),было проведено большое количество калибровоч­
ных расчетов. Целью их явилась необходимость проверю! правильнос­
ти работы программ путем сравнения с уже имевшимися расчетами, 
оптимизация степени полиномов, исследование качества аппроксима­
ции между узлами решетки, а также расширение возможностей прог­
рамм, т.е. универсализация их для применения к широкому кругу 
различных приборов.
Результаты расчетов (большая их часть приведена в ) пока­
зывают, что
- для измерительных столов типа САМЕТ достаточно взять в 
качестве калибровочного преобразования полином первой степени, 
так как увеличение точности с ростом степени аппроксимирующего п<у- 
линома невелико, в то время как затраты .времени для счета растут
значительно;
I - для достаточно точной корректировки систематических откло- . 
нений в сканирующих автоматах типа ERASME и АЭЛТ-2/160 необхо­
димо использовать полиномы 5-ой степени. Повышение степени поли­
номов приводит к медленному улучшению аппроксимации в узлах эта­
лонной решетки, в то время как между узлами качество аппроксима­
ции ухудшается. Для степеней выше 5 значения точностных пара­
метров становятся для задачи калибровки недопустимо большими.
Таким образом выбор конкретной степени I-f5 зависит от видаIÉибpyeмoгo прибора (искажений) и не зависит от хода калибровоч- измерений, т.е. степень полиномов достаточно установить для • ного прибора один раз при первоначальной калибровке.
Заключение
т и. чц я —— I——И—■ i. i i — щ
!• Сравнение результатов расчетов калибровочных параметров 
дерновской установки e r a s m e , проведенных по одним и тем же 
данным по церновской калибровочной программе и по g e n c a l и
0RCAL , показало совпадение результатов с точностью, обеспе-
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пинаемой отсчетной системой прибора. _
2. Полученными в § 4,5 формулами ортогональных полиномов мож­
но пользоваться не только в задачах калибровки, но также в любых 
задачах аппроксимации непрерывной функции j  от двух перемен­
ных на единичном квадрате в - норме.
Аналитическая программа ортогонализации наряду с получением 
тормул, определяющих полиномы, ортогональные на единичном квадра­
те Q.2 в явном виде, дает идею аналитического вычисления таких 
полиномов также и в случаях других исходных систем функций или 
другого, чем в (II), скалярного произведения.
3. Эксплуатация программ g e n c a l и orcal показала их 
универсальность, обеспечиваемую возможностью гибкой перестройки 
программ и достаточно высокое быстродействие (4 сек на обработку 
одного сеанса калибровки, по сравнению, например, с 15 сек по 
п р о г р а м м е ' .
4. Программы g e n c a l и ORCAL включены в состав математичес 
кого обеспечения автомата "АЭЛТ-2/160 и находятся в постоянной 
эксплуатации с июня 1978 года. Это матобеспечение дополнено прог­
раммой test для проверю! стабильности автомата.
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АННОТАЦИЯ
Рассмотрены некоторые математические вопросы, связанные с приближен­
ным решением системы нелинейных сингулярных уравнений типа Лоу. Установ­
лены условия существования и единственности решений этих уравнений.
ABSTRACT
We consider some mathematical questions concerning approximate solutions 
of nonlinear singular integral Low equations systems.Conditions of existence and uniqueness of solutions are obtained.
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§ I. В в е д е н и е
В настоящей работе рассматривается нелинейное уравнение Лоу, 
которое начиная с работы /I/ является объектом всестороннего изу­
чения /2,3,4/. Достаточно подробный обзор полученных в этом 
направлении результатов представлен, например, в /4/.
Здесь рассмотрим некоторые математические вопросы, связанные 
с приближенным решением этого уравнения.
Возможны три основные формулировки задачи, связанной с урав­
нением Лоу: сингулярное интегральное уравнение, краевая задача 
для аналитической вектор-функции, система разностных уравнений, j 
В первой формулировке искомая функция /ьи (oo-J <х -  4, . .  . у  л / |I
комплексной переменной (/г удовлетворяет системе нелинейных син-1
Iгулярных интегральных уравнений /I/
где числа и матрица ß  -  j  - заданы. Эта система
может быть сведена при помощи формул Сохоцкого-Племеля к уравне­
нию для граничных значений A (i, J  , t -  4 /^  на верхнем бере­
гу разреза U r € , [ 4 , o v )  /5,6/
-1
»
■
\
\1
/С(V = X ^ t v / * -
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Системе (I.I) соответствует следующая краевая задача/4,-7/: 
найти а н а л и т и ч е с к у ю  внутри единичной окружности С  вектор- 
функцию L j* ) , и/ «г = 2 г//,г г , удовлетворяющую условиям
I- 4  имеют непрерывные на ^  граничные значения.
2. /£ (г  )  —/ь /*ГУ - условие действительности (черта означает
операцию сопряжения).
3. € 1* , - условие унитар­
ности.
Заданная функция Ff*?) удовлетворяет условию Гельдера при P e / k f ]  
и F ( o ) =
А /
^•/loL£ ^ ) =  2  F ß f z )  есть условие перекрестной симметрии. 
Заданная вещественная матрица J ) = / Л^п }  удовлетворяет
равенству JÍ -  с  > где Е - единичная матрица.
5. /1 ( 2 )  имеет при ’в  — О полюс Л<*/£ с заданным вычетом /(<* 
таким, что Л* = - Z ’ ЛЦ, Луз
Условия 1-5 представляют нелинейную краевую задачу типа 
Римана-Гильберта (линейная задача Римана-Гильберта рассматри­
вается, например, в /8,9/9для мероморфного вектора F f ъ )  —
= ........к„(г))=и+ ÍV :
V(é) -  F M  GfUfe), V(<t)J=o ; ( I . 3)
где
а вектор
/ W -
/ / w  ,
/- F f f )  , 
P ff-JT J  J 
имеет вид
h  TA]
V’e [~ *?г ,°J
4> e l * / *  , * * A ] ,
Gflf v ) J u ! f V ‘ - V
[ л ( [ Л и ] 1+ [ Л У ] г) \
(1.4)
»1
|*гч j
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Здесь и далее символ j х Х  )  означает вектор, состш
ленный из квадратов координат вектора X  - f a f; ..., Х^ )
(1.5)
Для матриц кроссинг-симметрии А специального вида
Z  Ау  = 1 , i-*....,#
_ _
и в случае, когда F (¥ ) есть краевое значение некоторой мероморф- 
ной функции Г (2 )  , оказалось удобным перейти к изучению элемен­
тов S  -матрицы /4,10/ S f e )  / - 4 •• • f a
S j f a J =  i  + 2  t  F ( 2 ) h ; f a ) ,
в плоскости униформизующей переменной
Ur - Jr a/ic^cn £  .
При этом условия 2-4 превращаются в следующие
S ( u r )  =  s (c & ; ; s  f a j  S í i - o b j  = у ;
S ( i + « r )  =  [ Л  S f a J ] ' * . (1.6)
Для этих нелинейных разностных уравнений исследован локальный 
вид решений в окрестности неподвижных точек. Для некоторых трех­
рядных матриц А ( А/ =3) найдены решения с конечным числом полю­
сов на Ur -плоскости. Подробные исследования уравнений в форме
(1.6) можно найти в /3,10,11,12/. Отметим, что в /12/ громоздкие 
аналитические выкладки, необходимые для построения решений в 
окрестности неподвижных точек, производятся на ЭВМ.
Для изучения вопросов существования и единственности 
решений уравнения Лоу без указанных дополнительных предположе­
ний плодотворными оказываются методы функционального анализа, 
позволяющие изучить это уравнение в наиболее общей формулировке. 
Изучение дифференциальных свойств нелинейного оператора Лоу 
проводится в п.2, где, в частности, приводится формула для 
суммарного индекса производной Фреше . Наиболее подробно изу- 
чены малые по модулю решения. Некоторые возможности численной
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I реализации итерационных методов рассмотрены в п.4, где также 
исследована точность разностных схем и условия сходимости приб­
лиженных решений. В табл. 1-3 приведены результаты расчетов 
ряда модельных задач, а также результаты численных эксперимен­
тов по определению верхней границы константы связи Л<* , обес­
печивающей существование решения.
Основные утверждения мы приводим в строгой формулировке, 
однако, их доказательства будут иметь лишь конспективный харак­
тер. Более подробные детали выкладок можно найти в /5-7,13-16/.
Авторы считают своим долгом выразить благодарность проф. 
И.П.Недялкову за многочисленные и полезные обсуждения физичес­
кой стороны проблемы.
§ 2.
Перейдем к рассмотрению краевой задачи (1.3). Определим 
нормированное пространство Lл непрерывных на С0 вещественных 
функций, удовлетворяющих условию Гельдера с показателем о< ы. < I 
и нормой
/ / /  = SU/>//«)/+ SC4/>
L* Се Со
//faj-Stete/
te, - <  /* (2.1)
При этом далее под будем подразумевать лишь подпространст­
во нечетных ] функций, чтобы удовлетворить условию
действительности 2.
Обозначим
Ф/г) =  //te)-Ah =  + t
где Л  -()■>, ... tA/s) . Тогда формула обращения Гильберта /17/
дает выражение действительной части DfiJ через мнимую /УÍSJ 
на контуре Сй
1 21Г
A/s) = ^  J М te)dg'hrc/f + .
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Поэтому краевую задачу (1*3) можно рассматривать как операторное
уравнение в пространстве
, / X /  =  ^  /д-  ^
относительно одной неизвестной вектор-функции Sin f
Р М -  V - FMG(U> vj= 0 , y€f-.rtT] m(2.3)
Л/
Здесь U ~  /С V + D 0 • При этом вектор D0 можно задавать
произвольно с одним условием Д  0о - /)0 • Дал©© вектор D 0 будем 
считать фиксированным, также как и
Если Fi^ fJ е L« , то оператор P(Vj определен в L' 
P:L"-* L,^  и является дважды непрерывно дифференцируемым по 
Фреше. Первая производная есть ограниченный линейный оператор, 
представляющий собой оператор линейной задачи Римана-Гильберта 
для аналитического вектора 'У'Т*?/— U[z)+ с l/pj такого, что 
и  (о, о ; = О :
p W у - i w - zFw(a(ü.)V(rbji(v.)V(tj)t yefrWzA)
Матрица X^i(X) определяется по вектору XÍ^J выражением:
Л2  (Х)ц = х < ; -díj = о , (■*</, [~§‘т 1  (2.5)
а(Х)=ЛПХ)Л J Т, «* , i; 77, ;  fe[(,
* </=/
Вторая производная представляет билинейную форму
р " ( ^ Ж  -грш(т(сг,1лиг + Ш ) л  к у. (2.6)
Для исследования уравнения (2.3) в /14/ используется непрерыв­
ный аналог метода Ньютона
-  P'(VpPfV); V M - V . ,  o t t « *  (2.7)
с помощью которого искомое решение получается как предел Vfttj 
при t, —* оо . Условия сходимости этого процесса получены
е «.*• •****»-,-игг*т:.* *• ч - ' Г  1.*■ ' •- г wart*-.»«»'»’ с» w w  ж? qwwy'jrcw и»ге«ин».т
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В /18/, а в более общем виде в /19/.
В работах /5,6,15/ исследован вопрос о существовании и един­
ственности решений уравнения в форме (1.2) с помощью теоремы 
Шаудера и принципа сжатых отображений. Кроме того, в /5,6/ рас­
смотрены малые решения для M /q  формулировки уравнения (1,2), 
в которой неизвестная функция k^ (U r) ищется в виде »
а для функций А / и 7) справедливы уравнения
<*/ ^  / Ur'-Ur
t i (ihB(i)-ZCi Í i - f l ^ r 12fp M zM z , (2 .8)
& ( é J = A « i  + £  Z  A p  j i g j á j p r *  ,P о Z{Z + -t)
M * = / / гг Ф + ? с- 0 +  '# e tr ] z+ . j w t n v F
1 1 о
Здесь Cai - действительные числа, а точки t i соответствуют 
положению НДЦ полюсов /I/. При этом знаки вычетов С*« КДЦ 
полюсов подбираются так, что функции Д, не имеют нулей на раз­
резе /0 ,1 7  » т *е. Ъ имеет представление
т 00 1
ъ ы - я м е м - л - £ ъ  Ы - í / m é ; ] .
Основое достоинство №/Q  формулировки заключается в том, что
'■у- tзадача сводится к системе уравнений типа Фредгольма. Кроме 
того, таким образом можно учесть КДЦ полюсы.
В /20/ для исследования "малых" решений уравнений J t - J t  
рассеяния используется модифицированный метод Ньютона-Канторо­
вича /21/, однако, без обоснования сходимости.
Использование процесса (2.7) оправдывается тем, что об­
ласть начальных приближений V0 ( у }J  , для которых траектории
(2.7) стабилизируются к точному решению, вообще говоря, шире 
чем для дискретного метода Ньютона. Кроме того, в отличие от 
„метода.последовательных приближений,, процесс (2.7) позволяет
« •H i»
построить решения с произвольным неотрицательным суммарным ин­
дексом производной Фреше.
Напомним, что суммарный индекс линейной краевой задачи 
Римана-Гильберта для аналитического вектора //= U V
b f t )  V í f )  - C í f )  D M  J <fe [ - T  jr J  (2 g)
определяется согласно / 8/, как деленное на 2 т приршцение аргу­
мента функции d d  [ ( ö - i  С ){6 +  с С )  ~~1]  при обходе контура 
против часовой стрелки:
56 Aö C U ij{c td (ß -ic )fß ' i C / fJ = J - A o a y  Y d  f f í  - ( C ) ' (2 ло)
От величины as зависит, будет ли краевая задача (2.9) безуслов­
но и однозначно разрешима для всякой правой части . В част
ности, для оператора из (2.4) можно получить 0 - с С  =
= iE -  г ГМ 12i d  *i Y )  ; Е - единичная матрица.
Теперь из формулы (2.13) для суммарного индекса легко вывести, 
что для всех решений = (J°+c V ° задачи 1-5, удовлетворя­
ющих условию
i
(2.И)тл/,к. /FffJ Í  YfJ /  < V&
суммарный индекс производной Фреше равен нулю. Для этого рас­
смотрим , например, функцию Z P {f) (У/ + с (ä F(fJ V / -/ ' )  = £  f f  J  
Так как £ (o J ^  - с  , а из условия 3 следует, что ///УУ/- У 
то ввиду (2.II) кривая 6 ( УJ  не пройдет через точку z - i  , 
а значит, аргумент не получит приращения при обходе конту­
ра С0 .
Для расчета суммарного индекса, может быть использована 
следующая:
Лемма 2.1. Суммарный индекс эе. линейной краевой задачи 
Римана-Гильберта !
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V-■Z.РМ[.(2((У,)и + jT2.(V°)]=o; V„&L" (2.12)
- 7 (2.13)
удовлетворяют уело-
вычисляется по формуле
аг = /  ZА ^ а ^ [ г  F O f)(i
если U0 - f 14  = (У  f - j  &  )  
вию 4.
Доказательство. В силу определения (2,10) имеем
ае ~ ~ А 0 <z^ fő id [ z (& (У > )+ с£ 2 (V o )J -- с ^~]} *
Согласно формулам (2.5) на правой полуокружности имеем:
Д  ^ ал^М(ß-iC)^ X. a 's &ij[zFífj(uf +<■ —tj
~I c,"í *
Используя свойство Л г-  E  , приращение аргумента на/Ч^ , /
можно вычислить по формуле
JT/i A t (ß-cC)  МЛ Г(Т(Ц,}* с m )J -c  =
А/ А/
A i  ^ 7
=  а 7 ;  ^  / 7 7  P w é & c  -  //.
4  V  y s/ K --I  0
Последнее выражение в силу условия 3 перекрестной симметрии 
принимает вид
. Z  а * #  £ *  r w  + t  V )  -
0 •—> ^У в/ (2.15)
(2.14)
Складывая (2.14) и (2.15) и, учитывая симметрию относительно 
действительной оси, приходим к формуле (2.13). Лемма доказана.
Формула (2.13) показывает, что суммарный индекс ге зави­
сит лишь от поведения решения ££ +£1/0 на правой полуокружности 
Это согласуется с тем фактом, что в подходе, связанном с интег­
ральными уравнениями, вклад от левого разреза является вполне 
непрерывным оператором и не влияет на индекс /22/.
Отметим, что формула (2.13) в случае /1/ = I позволяет 
легко установить область единственности решений уравнения (1.1)
I
I
!
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Для этого достаточно, чтобы индекс линейной краевой задачи
V  -  2  F f r j  f  Uo и  + ti, =  o
был равен нулю /13/, что приводит к условию
п ъ л к  /  F f f J  VoFrJ /  <  J- .
В случае системы уравнений с А />  I неизвестными функциями 
при таком подходе необходимо еще исследовать частные индексы сис­
темы /8/.
§ 3. Условия существования и единственности решений.
Как хорошо известно /1,4/, система (I.I) в случае одного 
и двух уравнений разрешима в замкнутом виде. Так в случае одного 
уравнения можно перейти к новой неизвестной функции
G ( г )  =  / i  fij~ * |
тогда уравнение для G fe) будет иметь вид |
GfrJ = - F M , о * * ± !
J откуда С ( г )  находится при помощи интеграла Шварца.
Если число уравнений больше двух, то уже не удается постро-
■ I
ить общее решение системы Cl*I). Некоторые классы решений для 
матриц А специального вида построены в /10/. В большинстве слу­
чаев оказываются эффективными методы функционального анализа, 
позволяющие исследовать систему (I.I) для матриц А общего вида 
и при слабых ограничениях на функцию F i .
Нелинейная краевая задача теории аналитических функций 
в случае одной неизвестной функции рассматривалась в /23,24/, Iгде изучалось следующее уравнение
ZJT эж
a ß ) W -  f& ß fie jc fy& A  + $fs, и, -ß<£f<fsA % 3.D
О 0
которое сводилось к виду гг
+ & &  и >- Á r f w M j t e c k + c j J '  (3<2) I
о
/-  72 -
удобному для применения принципа Шаудера и метода последователь­
ных приближений.
Ограничения, налагаемые на функцию 4>fsj и, у,J ) (3.2) и гаранти­
рующие существование решения, получены в /24/ для случая, когда 
г е -  J u c if a f e )  + * 4 f i ) ] ~ О . Случай отличного от нуля индек­
са ^  исследован в /23/, где установлено существование решения, 
зависящего от 2 <£■ произвольных постоянных.
Непосредственное применение принципа Шаудера к системе 
уравнений в форме (1.2) проводится в /5,6/. Там же изучены 
уравнения в м /о  формулировке (2.8) и в форме для обратных ам­
плитуд. Полученные там оценки параметров / [  «. ( ) t . Л # ) » гаран­
тирующих существование и единственность решения уравнения (1.2), 
■для модели, рассмотренной в /3/, примерно в 10 раз меньше экспе-5I'риментальных значений этих параметров.
Условия существования и единственности решений для уравне­
ний (2.8), полученные с помощью метода Ньютона-Канторовича /25/,1Доказываются близкими к условиям из /5-6/.
! Остановимся кратко на непрерывном процессе Ньютона (2.7), 
применявшемся к задаче 1-5 в /14/.
Введем следующие обозначения:
/ / г щ  = /£ ; а  = /М //=  т * *
;Пусть (Z* есть максимальное собственное значение матрицы ДД 
;сли Д =Д*, как предполагалось в /6/, то #*=1. Обозначим 
орму сингулярного оператора /Г из (2.2) через К+ J // /£ / / - ^  
Согласно оценке из /26/ для нормы сингулярного интеграла типа 
'Коши нетрудно получить неравенство
/сА < z (г
f+aL
Ж ос ' о< у .
Определим на окружности С0 вектор-функцию fä A ,  D o )
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Мг.л, Л)=р(£ Í-Asinf -FífjfAZ+D0ífZAD„ ca>r]^  f ]
-/]su>f-F/rj[/ff/l l+ a  2)  +2AŰo c m?] V’e/f, f ]
Справедлива следующая
Теорема 3.1. а) пусть векторы /!0 j D0 <= К ^  таковы, чтоД0о = 0о 
/ ) / \о - - / 10 и выполнено соотношение
/Щ f t  a0j а ) / / „  á  [ s а 3f t * К*lJ ]  ■ f (з.з)
Тогда существует решение ф{г)= ИР)~ 4° задачи 1-5 при /!=/!<> 
и 5^ А  °у) -  D o такое, что/JW 5*/*, á { * + * * ) ] ' *  .
Это решение можно получить с помощью процесса (2.7) с начальным 
приближением Vö (V J — О 
б) при Л - О  Do -  О в области
* * d •* J
нет других решений, кроме f-f f e  )  = О  • Решение для 
единственно в области
(3.4) 
Л  t o
О  =/W y e Z  V  / Р М Ъ М / <  ^  /  (3.5)
^  1 С (Т / * 7 fe /o ,f l ;±л/ У J  9
Доказательство первой части теоремы сводится к проверке 
условий, обеспечивающих сходимость процесса (2.7) /18/.
Для обоснования условий единственности отметим, что 
если существуют два решения U, + < l/f и Uz у / 1/^  с одина­
ковыми Л о , D0 , то их разность Л  И  -  Д U  + с'дУ' является ана­
литической, исчезающей в нуле функцией, и для нее справедливо 
представление
Л I/-Р (г ) [А Т {Ъ '* г ) /И С &  I/ + Л Щ * И )Д а  l/J= t f a  V j-O . (3 5)
Рассматривая уравнение (3.6) в пространстве b"(C*J) и, учитывая, j
что Ц К //, "fr , =1 /26/, из (3.4), (3.5) получается оценка j' 4» (£°/
< У что и доказывает единственность./  ^ - f c - 4/7Отметим, что для всякого решения задачи 1-5 выполнено 
неравенство
Л Й Ж  / F / Г )  \Zc-fY) /  ^  /
Т 7, <4^
которое показывает, что области единственности (3,4),(3.5) яв- 
ляются существенно нелокальными.
В работе /15/ из уравнения (1.2) получено уравнение для
V/ Н  J  =  *■'(— :
I/ = i f ( i ) [ \ I/ * - (Á (3.7)
при анализе которого установлены менее ограничительные по срав­
нению с /5-6/ условия существования и единственности решений 
(1.2). Использование теоремы Шаудера при этом существенно опи­
рается на положительность решения V f tJ ^ O  . В результате 
удалось ослабить требование как на функцию j o ( t J  , так и на 
матрицу А.
Определим множество Q  следующим образом
G =ft/e ! Z; (о ? о ;  ffj=o; í V f t J * 00/ .
t  -+о
Используем следующие константы
; и * * -  T . r í ' é  а ,-)  :
líM >0 s
П ри = ; ✓ « / $ « * < £  :
величины OL и CL*имеют прежний смысл. |
Теорема 3.2. а) Если число f t  > О таково, что
и { 1 м / . г * - о Л 7 с § . л ; я .  й  а
+ / [ № / + ( & * ' ) £ ] *  ±  & , 
то на отрезке //1///^» * /£ конуса Q уравнение (3.7) имеет 
хотя бы одно решение.
7 5
(й Пусть число f t ,  > О таково, что
( 1 Л /  ) { * ' / ? / *  - f ,  ,3 9)
тогда на отрезке /  V/ / *  ^ конуса С  уравнение (3.7)
имеет не более одного решения.
Доказательство этой теоремы можно найти в /15/. Там же 
показано, что оценки (3.8), (3,9) дают более широкие области 
существования и единственности, нежели условия из /5-6/.
В табл.1 приводятся различные оценки для константы связи 
/А/ при следующих данных
/ > ^ =  /7F = О 2 ~ 1)  'гt * 5
J  = /  Í-Z 7 V (ЗЛО)
V V  ,
которые рассматривались в ряде работ /5,6,27,3/. Отметим, что 
если матрица А удовлетворяет условию
А /
Z  л** = у ■ (з.п)
то вместо величины CL в (3.8), (3.9) можно использовать 
илV  < л  , что улучшает эти оценки для /Л / и /£
Решения, гарантируемые предыдущими теоремами, имеют, оче­
видно, нулевой суммарный индекс (п.2) производной Фреше. Уста­
новим далее существование решений уравнения (I.I), имеющих произ 
вольный неотрицательный суммарный индекс эе производной Фреше. 
Эти решения лежат вне области „ О у (3.5) и не могут быть 
получены с помощью теоремы о сжатом отображении. Рассмотрим 
матрицы А, удовлетяорющие условию (3.II). Тогда, если /г f e j  
является решением задачи 1-5 при /V =1, А = I, то вектор 
f c f e )  =: ( / i f i )  /ь f e J )  » имеющий одинаковые компоненты,
будет решением этой задачи для произвольного А /> I. Назовем
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это решение диагональным.
Установим связь между величиной зе для диагонального реше­
ния и полюсами функции к  ( г )  в плоскости Н . Обозначим через 
р у  (л2 )  число полюсов функции 7^ в области /2 . Рассмотрим 
следующие области: Х2 f -  fe  ’/ ъ / >1 }>  _С22 =/? • /2 А*// *
Ы  >о£пн* ■/*/<'
Определим целые числа /г, /«, формулами Z f =/£
K-PF {&tj— PF f&i)j fi =  f&y) j ~k\Pj2r)m
Имеет место
Лемма З Л . Суммарный индекс а£ производной Фреше (2.4) на диаго­
нальном решении выражается формулой
а; = + 2/>, -2 í, +/cj. (3.12)
Доказательство леммы можно получить, если рассмотреть приращение 
аргумента функции S fe J  = ^  * • • • >
S jf r J =  / *• г/ f c j  , у  = у,.. v /1/
<7
на контуре, охватывающем правую полуокружность, и обходящем полю­
са и нули S f e j на действительной оси /14/, Такой контур рас­
сматривался в,/28/. При этом функция Р № ) есть краевое зна­
чение на Со мероморфной функции F fe ) . Кроме того использует­
ся аналитическое продолжение S f e ) на внешность единичного кру­
га Со
=  / г / > 2  , Л е г  Z О
и формула (2.12), переписанная в виде
щ/ */
В /14/ формула (3.12) обобщается для произвольных реше­
ний с двухрядной матрицей А вида
а. 1 -а .
1+а. -а / а / <  /
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В случае отличного от нуля суммарного индекса производнат 
Фреше не имеет ограниченного обратного оператора, а решение зави­
сит от конечного числа произвольных параметров. Если зафиксиро­
вать согласно формуле (3.12) определенное число полюсов функции 
Н f e J  вне круга Со, то можно получить единственное решение.
Теорема 3.3. Пусть векторы А0 > D0 таковы, что число £  =
— //&AJ f éУо, A 0j D o) / /  , определенное для диагонального решения
Но -D 0 + с Vo , удовлетворяет условию 2 €  /У L < 1  . Тогда для 
матриц А типа (3.II) и произвольного Л1 > 0 задача 1-5 имеет в 
шаре / / 1/- 1/0 / ^ )~~* единственное решение,
суммарный индекс производной Фреше для которого равен т/г , ес­
ли фиксировать /71 полюсов функции Н  f e )  -  U  + с V  (либо /rife 
полюсов вместе с их вычетами) вне круга Со. Это решение можно 
получить методом Ньютона с начальным приближением H o fe ) .
Здесь H o f e ) известное точное решение задачи 1-5 
с равными компонентами, G „ -нелинейный оператор, соответствую­
щий задаче 1-5 вместе с указанными дополнительными условиями;
Доказательство теоремы использует явный вид однокомпонен- 
тного решения, а также формулу для точного решения одномерной 
линейной задачи Гильберта /17/. Подробное доказательство приво­
дится в /14/.
Отметим, что малые по норме решения (теорема 3.1) получают­
ся здесь как частный случай. Кроме того теорема 3.3. непосредст­
венно указывает и метод расчета больших по модулю решений.
§ 4. Приближенное решение уравнений типа Лоу.
Численные расчеты уравнений Лоу можно проводить как для 
уравнений в форме (1.2), так и для краевой задачи 1-5. Исполь- 
зуя хорошо известный метод моментов /17/, краевую задачу 1-5
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можно заменить бесконечной алгебраической системой для коэффищн, 
ентов ряда Лорана функции H fe  J
л»-»
Для уравнения Лоу такой подход впервые использовался в /7,29/. 
Согласно /7/ задача 1-5 эквивалентна системе нелинейных алгебра­
ических уравнений:
<  = + Z  f M Z
(4.1)
*»-*« /ТГе - *е»
OÍ = И/ у‘ V =
где
f  мп vf ссак/ FfVj с/?,
/* Ау,'*'А *  а ” г * •у р~(
, //^ «2 .Вектор
(4.2)
Кроме того 0 
/?0 = {&о J , * = Л/ считается заданным, так чтоА00 -Ot
Предполагая, что. краевое значение Н (éj , é & С0 
удовлетворяет условию Гельдера (2.1) (/(éj ^  , можно зак­
лючить, согласно /7,30/ что коэффициенты удовлетворяют ог­
раничениям
<  = O ( v - ^ ’J) , « = (4.3)
Таким образом система (4.1) определяет в пространстве«^ беско­
нечных последовательностей У- .) , У* е /£ м ,
удовлетворяющих условию
/ У * /  ^  С  tb (  S * J   ^ - s “/ >  / < У * /  (4.4)
операторное уравнение
У  = /I + л  (YJ , (4.5)
где оператор А вполне непрерывен в /7/. Разрешимость
уравнения (4.5) при малых А  = доказана в /7/, а также
KYJ -**Г гг. л
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-следует из теоремы 3.1. Если положить СС* = 0  , V Ж  , то 
система (4.1) превратится в конечномерную и будет также однознач­
но разрешима при малых Л . Пусть вектор YK получается из Y , 
если положить Ул = 0  > л  > а: . Обозначив решение конечной системы 
через [ У]к , а соответствующий А конечномерный оператор через 
[ k l , нетрудно видеть, что
[YJ - К =ßJjY]K ~[А]К Ук+к^б : ő=OW.
откуда получается оценка погрешности приближенного решения
H Y . - Í Y J J / < с , К -S' г f x / - s u / >  /х. /. (4>6)
В работах /7,29/ указанная алгебраическая система реша­
лась методом простой итерации. Более предпочтительными здесь яв­
ляются итерационные процессы типа Ньютона, позволяющие рассчиты­
вать решения с произвольным суммарным индексом производной Фреше, 
В /14/ наряду с процессом» {2»7) иоподьзоэался метод наискорейшего
спуска
= ~ [ р  Y i/j]  * Р М ; v f t ° ) =  к  , ő s i * « , (4>7)
с помощью которого для матрицы
(4.8)
и функции F f Y j = Vz з м Z f  было рассчитано решение, имею­
щее суммарный индекс, равный 8:
г еj  1 -  _  ____
+ г  (г+г'У ит *-  Y e 2
Это решение получается "возмущением" диагонального
• U i í ’ - r  ___
л ' ( у  “  -г
при следующем соотношении параметров: £  Y  -  — — -ел*
14.8)
(4.9)
•  '»■-
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ь Еоли А, = 0 . 0 1  ; € *  =-173,9; £  — 2, ^  =9,
то функция (4.8) имеет полюс при г =1,137, с вычетом -j9856. 
При дополнительных условиях, указанных в теореме 3,3. и при на­
чальном условии (4.9) процесс (4.7) сходится к решению (хотя и
очень медленно). Точность полученных решений проиллюстрирована
^  *в табл.2, где представлены точные и приближенные значения 
для У — 70.
Непосредственное использование уравнений (1.2) (в форме 
(3.7)) предполагает построение квадратурных формул для сингуляр­
ного интеграла типа Коши. Как показано в /16/, гладкость решения 
1ьл ( t j  определяется гладкостью функции .
Пусть Н ( м, - целое число, ос * ^  I) - В - пространство
вектор функций, непрерывных по Гельдеру вместе со своими произ­
водными до т, -ого порядка включительно, с нормой
//х//- /палеfтаук /х/**???/ ^ ——— J
" "  i  £ л /  с о Ш 1  г  / t - t , / «  S
и таких, что X (o j  = j r { f j = О • Пусть Н * * * 7'
Точность приближенных решений оценивается в /16/ для следующих 
квадратурных формул:
а) /к = О ,
/ 1  { i X(iJ ,, l *  ~  f  -4. зг,. / L  t-
f  *  /  « Ц ш, / *■ V у  ^  - г *  +
.  , , (4.10)
+ r  ÍK - £  -•/  J 'j - }  ^ ’jA/Кж1 . í/t “ t* / : * »
d  J  с/ - 1* H *
Узлы 1; выбираются по формуле •/. - i f Y /  #a 2 2. í/
где dj - точки отрезка , расположенные симметрично
относительно точки t  * ^  /31/.
б) т  $ 1  , тогда используется формула, предложенная в /32/:
/-' И Х Ч ) ^  1  ^  и  £  и  *.у . .
/-»V т г  у  l F u \ --- ?— í— /  (4.II)
■ ■ W iW W * -  T»w--r~.v t
01
где при К -у вместо
г ,  а  к j - f >  w J  
- V - полиномы Лежандра:надо взять • Здесь Ре ( / J
Р  // J-fá.tl) ft -У*. 0 ft )= - í Pt f-ty c/t'
r*lz/ I г / 2 *e( J tc 3 %e •
Для вычисления регулярного интеграла в обоих случаях в 
используется квадратурная формула Гаусса /33/, а для постро- 
шия приближенных решений уравнения (3.7) используется параболи­
ческий сплайн /34/. В итоге имеет место
Теорема 4Л .Пусть g f á j & / / оС*/гг ,а величина / Л /  достаточно 
мала. Тогда в некотором шаре Цое fá j / /  £ ß  , ß  ? 0  пространства 
уравнение (3.7) имеет единственное решение X * fá ) , 
которое может быть получено как предел последовательности 1
, где - указанные енлайны, а X *- един-Х (л'= Уп Z,
ственное решение (при всяком п) алгебраической системы уравнений 
=ßaг* isglij/xf + Ű zfxHj]t
получающейся из (3.7) с помощью квадратурных формул (4.10),(4.II! 
При этом: I) Процесс нахождения каркасов /35/ х Ц  приближен­
ных решений сходится и справедлива оценка
/У, гн. + ( * * ■ * ) / т -о
■Л
п
У + ">*1. (4.12)
2)Процесс нахождения приближенных решений сходится со скоростью
(4.13)
/ / £  r<I- m  + Л Ъ *  - * ? / ,  m * '  ’
где //A„ /  = /
JОдной из задач, которые рассчитывались с помощью уравне­
ний (3.7) была система с трехрядной матрицей (3.10) и указанной 
там же функцией p fá J . Начиная со значения м /  , гарантирующе-j
*■ yvim ч т-. к —,  . T i n t
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-го~существование и единственность решения, решаем систему (3.7)—  
методом наискорейшего спуска. При переходе к большей величине 
параметра А используем начальное приближение, совпадающее с 
уже найденным решением для предыдущего значения. Такой процесс 
удалось продолжить до значения / Л /  =7,8, в то время как соот­
ветствующее экспериментальное значение константы 8,7 /3/.
О точности приближенных решений можно судить по расчетам 
для системы (4.8), однозначное решение для которой существует 
лишь при /Л /< 2  . Сравнение точного решения
V j t j =  f v ,  ^ 1 2  (4.15)
и приближенного решения (3.7) приведено в табл.З, в которой 
можно наблюдать, как падает точность расчетов при увеличении 
гельдеровской нормы решения , при j u  = 1/2.
В заключение хотелось бы отметить, что опыт, накопленный 
в практике численного решения уравнений типа Чу-Лоу, показывает, 
что наибольшие трудности возникают при расчете решений с отлич­
ным от нуля суммарным индексом производной Фреше, причем эти 
трудности сохраняются и в w / d  формулировке. Расчет малых ре- ! 
шений путем постепшного увеличения параметра Л  обычно позволяет 
найти все семейство решений с малой нормой вплоть до значения 
Л  , близкого к Л М(К/К . При этом, если А  > то точность
приближенных решений значительно ухудшается в связи с ростом 
констант /£, /% в оценках (4.12), (4.13). Для уточне-
ния решений здесь можно использовать интерполяцию по Ричардсону.
Работа Работы /5,6/”
И5/ Сравнение в форме (1.2) Сравнение дляобратныхамплитуд
метод
Областьсуществованиярешений 0,10 0,014 0 014 0,11
Областьединственностирешений 0,20 0,0041 0,0061 0,051
Г-Л -- í U v w
Таблица I.
Оценки сверху константы связи / Л / .
Таблица 2.
Коэффициенты с четными номерами
V для (4.$) V для (4,1) \/ с£ для (4,8') и tf/для (4.1) ’
0 .86957Е+00 0 .8697IE+00 36 .93944Е-02 36 •968I5E-02
2 .I7223E+0I 2 *I724IE+0I 38 ,I3340E-0I 38 .I3568E-0I 1
4 .I3203E+0I 4 .I3229E+0I 40 .59992Е-02 40 .6I832E-02
6 .38I89E+00 6 •38482Е+00 42 .23I72E-02 42 .24654Е-02
8 .48384Е+00 8 .48678Е+00 44 .48432Е-02 44 .49604Е-02
10 .656I3E+00 10 •65890Е+00 46 .39I73E-02 46 .40I02E-02
12 •28837Е+00 12 .2909IE+00 48 •II052E-02 48 .II797E-021
14 .I2059E+00 14 .I2285E+00 50 .I3077E-02 50 .I3668E-02е
16 .24320Е+00 16 .245I5E+00 52 .I90I4E-02 52 . I9477E-02; 
•90236E-03Í18 .I8974E+00 18 .I9I40E+00 54 .86557Е-03 54
20 .54373E-0I 20 .55792E-0I 56 .32IIIE-03 56 .35036Е-03;
22 .67442E-0I 22 .68628E-0I 58 .68303Е-03 58 .7059IE-03
|24 .93567E-0I 24 .94542E-0I 60 .56277Е-03 60 •5807IE-03i
26 .4I588E-0I 26 •42397E-0I 62 .I5778E-03 62 .I7203E-03;
28 •I67I8E-0I 28 .I7385E-0I 64 .I8I89E-03 64 .I9307E-03' 
.27960Е-0330 •34327E-0I 30 •34867E-0I 66 .27094Е-03 66
32 .27264E-0I 32 .2770IE-0I 68 .I249IE-03 68 .I3236E-03;
34 .77485Е-02 34 .8I050E-02 ift*
/
8 4
Таблица 3.
Точные и приближенные решения 1/#/цля /4,15/.
/Л ! =0.05 1Л1 =0.65 /4/=1.3 5
i точное 1риближенное точное приближение е точное приближен
0,1 .2466Е-04 .2467Е-64 .4I73E-02 .7472Е-02 .I78E-0I .205E-0I
0.2 .9779Е-04 .9798Е-04 •I8IIE-0I .2072E-0I .669E-0I .750E-0I
0.3 •2I38E-03 .2I46E-03 .3430E-0I •3879E-0I .I37E-00 .I64E+00
0.4 •3646Е-03 .3666Е-03 .5697E-0I •6254E-0I •2I9E-00 .240Е+00
0.5 .5778Е-03 .54I3E-03 .8258E-0I •8949E-0I .303Е+00 .34IE+00
0.6 .7I62E-03 .7200Е-03 .II03E+00 •I202E+00 .404Е+00 .440Е+00
0.7 .874IE-03 .8748Е-03 .I397E+00 .I538E+00 .5163+00 .572Е+00
0.8 •9662Е-03 .9600Е-03 .I706E+00 .I87IE+00 •667Е+00 .725Е+00
0,9 .9049Е-03 .8627Е-03 .I965E+00 .2048Е+00 .93IE+00 .I02E+0I
íi
4I>
IJ
I
?I
Ii*{
»I
*•I
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А Н Н О Т А Ц И Я
В работе представлены примеры решения обобщенной аппроксимации 
Паде в явном виде для некоторых специальных функций. Исходя из известных 
разложений функций arctg х, ln/1+х/ и х Д О  в конечном отрезке, можно оп­
ределить хорошо аппроксимирующие рациональные дроби.Для Функции ? !  
бесконечном интервале /о,»/ таКже получены рациональные дроби с помощью обобщенного метода Паде. помощью
CONTENT
In this paper explicit solutions are presented to show the power of the 
generalized Pádé approximations for some special functions. For functions 
arctg x and ln/1+х/ in finite interval excellent rational approximations are 
determined. Also, for e”x in /о,°°/ a quite good rational approximation is obtained.
*
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l.In the last few years the theory of rational approximation 
has shown great development / see e.g. Reddy И /.One of the 
most powerful methods of obtaining rational approximations 
is Padé^s method which is as follows. Let
/V c e +  C 4 X . . .  ;  X - + 0 ,
be a formal power series. It is possible to determine poly­
nomials p„00 and such that
4<*>- = ° ( х " +"и > , *-*o,
These rationale / if they exist / are unique and are called 
Pádé approximations of order ( r \ t m) • The double infinite 
array of p M / f a i * )  Ьо^Ц...) is the Pádé table
to{(x) . If instead of monomials we use any other func­
tions / e.g. orthogonal polynomials / we call the rational 
functions derived in this way the generalized Pádé approxi­
mations Cal • If v/e work with polynomials we cannot hope to 
get good approximations in problems with an infinite inter­
val. In these сазез we get the approximations by annihila - 
ting as far as possible the leading term in
This is the second method of generalized Pádé approximation.
7/ith regard to attainable errors it is generally believed 
that the rational approximations are essentially no better 
than the polynomial approximations / see negative theorems 
L 3 1 . M 3  /. Experience , nevertheless , seems to show for
practical functions / which are quite smooth / that the ra­
tional approximations are in fact somewhat superior.
9 2  -
The aim of this paper is to present the strength of the 
g e n e r a l i z e d  P á d é  approximation to some special functions in 
explicit form. Such explicit soluble approximations do not 
occur in the literature«
In Sections 2 and 3 we give the explicit approximations 
to ln(l+x^ and arctan (x), respectively.In Section 4 we con­
sider the function x^x for (o,l) . In Section 5 we get the 
generalized Pádé table to for (0,»o) .In this table
the principal diagonal approximants satisfy the relation
/
/max
0*X*oo /V) <?o .
There exist in the table other approximants for which 
I -«x Rn fr) I f К \
™ Л о I * ‘ ^ г ° Ц - " ) 1 r 8-362- '
where too, in such a manner that
Ьп CÜÍ21 , ß =/1.04... ,
/VI —+■ íJO 01» 1
and the number is the root of the following equation
3*Р*р*Р .
It is conjecturedp>3 that the best approximations in the 
sense of the minimax norm is
л*М\ /max I Qj* —
OirX^ OO
Our previous result is near to this conjecture.
2 .The logarithm function. </e will use its Pádé approxima — 
tion . .
Ö /I
1 J * )»it —  iwhere
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Por *\ш\  the approximant is
A x
at« #
Now to get the generalized Pádé approximations we take the 
Substitutions X &<LX , X and sum the terms. The 
remainder of the Pádé approximations has the form for
- X I  .
For o ^ ‘t ^  Л  in variable x/co^t o í x -í 4 / the remainder
term of the generalized Pádé approximation is
$ “(*> Sj£<$ ^  A i ,
о м  • Í S 1) * 5 F >  * * é ; J  A *-T ‘ w .
here t is a suitable parameter ( j i \ < \ )  .Taking into account the 
simple equality
ll\(  t -f 4*.
we get the generalized Pádé approximation
JU(4wx>-i^ ttsi ♦ ы о^оо 'w» 00
Here «С is another parameter
^ 4e • - <<
or £ _  (ufiST/-
РОГ , fc* 3-2(1 the error functions are in Pig 1. Line 1
is the error of the Pádé approximation
A x
l+x
and Line 2 is the absolute value of the error of the gene­
ralized Pádé approximation
iU f  4e
£he »beolute value of the maximal error for the generalized 
Pad^ approximation is smaller^essentially• We will show this 
property of the approximation to be valid in general.
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To investigate the asymptotic form of the error for 01*^  we 
adopt the following equalities from the theory of the hyper 
geometric functions
5- • - X) - (
\
-1
м,< cuxr / , C b x /и+ * v
Thus the error of the Pádé approximation is
S.Cx)
1 ^ 0 *  ( V i^ő\ L ТчГ?к] { ^
But for the error of the generalized Padi approximation we 
get *' ' !<♦■»
Q, Cx)  ~ <а«№«м>5 - ^
and
3.The arctan(x^ function . Here we mention briefly a similar 
result to the previous findings. Applying again a simple idea 
it is possible to get the generalized Pádé approximations in
expliciLt form to the arctan(V) function for |x(á \  * Because
of the equality
arctan (u) + arctan (v^= arctanl
taking U  = c -itA)' * £  Q* 1 Ф
oos t *: X f 0 i H л  ; s- * ,
we can get the generalized Pádé approximations from the'Padé 
approximations. Namely,
- 96
CÜTcjküJ) (* X ) Ä 2£T=T*
ы
c * w r S *  >
where .
f U t £ )  fríz*??
Q jx ) ~  ч+Ы*> ^  q^ ífcí-^
and р-и and CJn are the P^dé numeratora and denominators , 
respectively .
In Pig 2 there are the error functions for • Line 1
is the error of the Pads approximation
<5 ♦Эх*
and Line 2 is the absolute value of the error function of the 
generalized Pádé approximation
2e/
Аф  £***■
e - f ö - L  .
4.The function x 1^ 1 .Next we will show a case of the function 
having Chebyshev series with slow convergence when the gene­
ra"! ized Pádé approximation is very far from the best rational 
approximation.
We consider the function x^ > for (o ± X * 4 ) .Its Chebyshev se­
ries is
Our problem is to get the rational approximation in the form
X K ( x )
QJx)
Oa _  ^
X  U  GO ,KCJU+|
where ?Jx)* Z'fi'TjVx) , Q y (x) » J . ' Q .  Т/(л) ,
here the prime denotes the first term in the sum to be halved. 
First of all we investigate the following Chebyshev series
-  L6  -
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?Áx) . 5 ' д . т . * (x)
ь Ш  k U  w ;
Applying the fundamental relation
T/OO u '6 0  •  -k ( J )> /x ) + T 1)t 4oCx)) /
using a term-by-term multiplication we get'«V
AI v-ji^  > k *
It is evident that for t* p ^ a O ,
o/t
b ' q j C ^ ^ j  + A ч-О 3,0 •
This is a linear difference equation of order 2*\ with constant 
coefficients.Its general solution may be expressed in the form
where “Lp are the roots of the characteristic equationA4
J-O
and are arbitrary constants.Because of the asymptotical 
expression of the constants C l for which 1 ч И
must be zero. Also, the characteristic equation may be repla­
ced another equation of order n when we factorise it
Here C is a normalising factor. On the right hand side the 
first factor has the zeroes less’than unity in modulus .Thus 
A k  satisfy the equation
M
Z Z  A f c . i  “  О  j Ф ь t ' t t *  * 4 ^  *
J ' °  *To get the remainder term we equate for , U n  with
the coefficients of the expansion in Chebyshev polynomials 
to the function a „ u  i
- о о _
Рог /  ÍL)r\ we get ív linear simultaneous equations
for the unknowns ^  j-4,2r ..h
/Л
f l  Aiv-j Ä £  í '^ j A j+v 350 ) *n .« JThese are in the form of integrals
£  t - j J t u t )  t .
j * o  ^  ^  ^  r b  ,
It is evident that- if the polynomial ÍL ,кУ is orthogonal
V  ' - 4  j  ~  o  “with the weight to X*'" all equations are
satisfied. The appropriate polynomial is
i  г-i (-ч;. й ё Ш з  l> »  i -  Ct"'si « r )  .
Thus are in explicit form
' } 1 y - ° , '>*.■■■ *•
Now we investigate the remainder term. Its coefficient ^ ^is
t ^ ' V - A t  ;
for fe • 2.w*4/ S.n+2,... .If we substitute this relation into
the equation
AV.
/  A £ • *0 j 
J*«we get
£  wu. . . ,= <-(Л Г(А-*) Г(к-»Л)РЫз)
fr„ Чл P(U* Vi) ' P(uyz) *JTaking fcsíUHfí and f L*0,i}2r > the remainder term is
/>tTt(x) - L .  ч Т ^ х ) .
=2«* li° nM*'LX=2* i-=o
The coefficients co^  are the solutions of the equation
E d “ 4 '‘' Ä ^  ..*r°
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where
И* » mnu>^0 , t ) С чГI- х  ríln+Vi)
То get the coefficients со; we apply the generating function
CO
£(*0 * 2. <o{ u? .
The solution is
G W . c- f e r i i i ^  .
Let us now consider the value of the error at x=o • It is
' “’• ' H  - |CH>) •
But
0  I = -I #
I !> О  я 0
Thus we have proved the following result .Thé maximal error 
in the generalized Pádé approximation on the interval £o,l) 
to function X ^ 2, is not less than o ( U  n-»oo , This is a sharp 
negative result .Newman has shown this error in the best 
approximation to be 4 *  c^  ) ,where C is a positive con­
stant.
5.Approximation to function gp* in(o,<x>) .Now we proceed by the 
second method of the generalized Pádé approximation.The basic 
functions will be the Laguerre polynomials.
First we attempt to get the coefficients p; • 
and cj^ n in approximation
í x <v L á z i &  ÍÍ
Q ^ x) £  °i i 4  &)
by annihilation of the leading terms in
S>).fr*GjjcbR*G<).
The error term of this approximation is
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См Oowhere
Q ~ (*) fe*h •«»»»♦ 1
By the orthogonality condition we get
P* - J £ ЛХ0^(х)Ь^Сх)Ах , ka О, *, 2 j . . ‘ И y
5 0° ax
• С  X  £ ) * , ( * )  L f c V ?
о *
Л)^ = ^  1 -t-w+ши, К Vvnti J  - » •• •
First of all we compute an integral which we will use later.
L e t  c r  * f V x U t o U < o J U ,
J  о
and let us define its generating function in two variables
G K . u .v Z L  * N r < C -fe.»0 **-t>
A short computation gives
4
z-a^Ua. -
The integral is
4
2^*41 «I V ^ V d J t .
To compute ^  numbers we employ this integral and the ortho­
gonality property for k« "vh, *1+2,— ,n + *n ;
лХ I
^  ^  =° ,
which in another form is _ ^  ,
2 < u ^ J T > V * .  f t V x  * * $ * • « •
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When we choose the polynomial
Z~ %  a' A^ lM-тнУ. e  ДГ*' '  >
J ~ °all our equations are satisfied.Prom this we get the explicit 
form of j
Я Г  I r w . - " »  •
A similar computation is needed for p^ 1 and A k
A* • . , Oo . /VV,Л" ' .00 7С .
- j p d . * ' *  £ - . 1 « * ® *
4 т  / 1-0,1,1, -  n yС“* 2*^
.= C“0  ( .v  y>4W\>2 • \ }*hf*v»MK (*vv ууч> <0! 2. Z*t>. ' • •
Next, with aid of these explicit results we give some more 
compact representations for » G U  » S * respectively.
First we consider
AV.
9  Cx) = -M-— ,
** 2(v»V»nH)
j I ЛЛ—e T~ (Wi)*.; * I лЛ
2.(лл j-о f**”p\ 2.*  ^ ^
Applying the generating function of Laguerre polynomials we 
get an integral representation
Г  (^ h _  1,1-60
P Лл J_ <£> __ i,__r^x) - ---- - Ф
For Qi*, 8 similar formula from the form
-u)"^1 2.-U 0<£i<  .
r*\
Q « w  г * Ч 6 0  *
is valid by elementary transformations 2x
0  ♦*(*) * ir!fc.v. )i  J— &  т а д г -аа ут— 1 м ..1 (^*.«,01 О м
1 0 3
у* vrtТо express о* in an integral form we compute its Laplace trans­
form
Í  « . " s . w » .  L — •
Integrating term-by-term then summing the terms we arrive at 
a very simple expression
, .4w W ( W  <1r^wnH)! p" (рИ)vn-M
Now for S an integral representation is given by the MellinV\formula
5 0~Чл<*>px сри)
e  ' p"*4
‘Cr+ir^P •
Also, by the Laplace transformation method we can get the 
following representations
p » »
?гот our results we can build the generalized Pádé table.But 
in practice to get the elements of this table it is more effi­
cient to use recursion relations. These relations, difference 
equations of order three, are as follow
^И)(ч+»пи)(^ ^  tí) ^ 3 i) (m 4- vri h+-^*v\1- 2^x)Pv1t (i* -5rt~4 m -2j и («+*) fj, .x
W  - -г— г . ?,(%) - Saft."*- , ? »  » 4 - •
>пя у
(>V4-»w*A) (Ja+-h Ví) Q » (m+wvm)(w-W\+2x) Q ** 4* fVn -2k)Q«,m -И*|(иМ)Фм-а.
Q ( o =  Í , a , со * ^  , е д => 1 л*4*2. 1 г (h42)(w4Í) ч
IC 4
Next we will investigate the error in the generalized Pádé table. 
For the caeeiHiijWe have listed in Table 1 the maximal errors for 
*г-</2,ЭД$£ . One can see the highest errors occur at X*eo,h>Z.At 
this point it is possible to calculate the exact value of the 
error, which is n  , \  4£*(<*>)= - Ж Г  #
xi 4 e j *<; Xc £3
0. -.2 5 o 0 . .0313 0 . -.oo481
0.6 ,oo488 0 .4 - ,olo3 0.3 * ool62
2.7 -,oo226 1.5 .o o 438 1.1 -.ooo82
oC .125 3.5 -.00193 2.4 .0 0 0 З8
7.0 .00145 4.3 -.0 0 0 I700 -.03125 7.2 .000099
12.0 -.000I08
t\ 00 .007813
o. .0000128 1»
0.16 - . 0 0 0 0 0 4 7 к t s C x O
0.6 .0000028 0 . - . 0 0 0 0 9 4 1 H/j (xt*)1.3 -.0 0 0 0 0 I7 0.16 . 0 0 0 0 3 0 1 V'
2.2 .ooooolo 0.7 - . 0 0 0 0 1 9 7 0. . 0 0 0 6 7 9
3.5 - . 0 0 0 0 0 0 5 1.5 .oooollo 0.23 - . 0 0 0 2 3 6
5.1 . 0000002 2.6 - . 0 0 0 0 0 5 7 0.9 . 0 0 0 1 2 9
7.1 - .ooooooll 4.2 . 0 0 0 0 0 2 7 • 1.8 - . 0 0 0 0 6 8
9.5 .00000006 6.5 - .oooooll 3.3 . 0 0 0 0 3 2
12.5 - .0 0 0 0 0 0 0 З 8.5 . 0 0 0 0 0 0 7 5.0 - . 0 0 0 0 1 4
16.5 . 0 0 0 0 0 0 0 2 12.0 - . 0 0 0 0 0 0 5 7.9 . 0 0 0 0 0 8
21.5 -.0 0 0 0 0 0 0 З 17.0 . 0 0 0 0 0 0 4 11.9 -.000006
29.0 . 0 0 0 0 0 0 0 8 23.0 - . 0 0 0 0 0 0 8 17.5 . 0 0 0 0 0 9bo -.ooo!22o7 oo .0 0 0 4 З8 З CO - .ool953
TABLE 1.
More generally for the following relation
К
)Lvrr\ ] fc (*) I n ~rw—>Oo I
is valid
1
H
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2.0CUU-U) У
for which u -> 1 <*->o®.0ur final result is
l-к 2<*Ü- e. <*«• J2- .^  L Q m C ^ ' O  * йТЧ^и)' Íлт-^ос 4 '
The asterisk denotes that v/e neglected the constant term 
и)1дп*т#о1 because of its appearance in the numera tor f too. 
For S m a similar procedure was carried out.In the in­
tegral м
"V л , .Г4 '»«‘(»iii)'. J__ \ i?p X j£Z22— .
2ii J ^ t  Р- ч и Г и r '
the main contribution comes from point p ,where p is the 
root of the equation
otp(j3-0 + (4+2ß.)p f 1 -0 ? 
for Jp , p-»4c » crf-^^is valid . We then get
b  I e*p./*-»o© ' ‘к >оо 2j/pfi)P
Finally the maximal error term is
,1 . IV «tp-Äir)
I t , - M l " -  Ö 1“ 1* 4>Luv>O o
Let us denote by Hthe value on the right hand side
U . (*-») M.P i f b ' f c )  .n  i fNow we investigate the maximal value of H ino< .By direct 
differentiation with respect to fc< we get
Й-НС1-&) .
This means that the maximal value there is ,where
л -P <+<u.
Sliminating o< from the equations for ix. and p we can
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solve the equations explicitly . The results are
... (h ,u-~ t X if.+ i •
With these, oC is in explicit form too
у  - -
Щ-Щ+Л)
Finally Ц is / now in ^ only /
\/*«ях H  =
ot ™  3 ^ п
Let us now consider the value of the error at X» 0 . The
modulus of the error at x*0 is maximal if X is small. It is 
not difficult to see that its value is
I
E M M  - £ » L-fc™Ou t r d i  j’cA-i/Yl-UfU*
By elementary calculations we get
- M(o) =>M , vv\
Our result is as follows
twvnЛп
S I 0 1  л
\ ~  pI = ± 7 - M i2( fir*)1
Next we investigate the rate of the convergence with respect 
to (Ti terms at points x 
functions A _
and Хв 4аЛ .Let us define the
A
* o o - ( H T “ -
The function лГ varies from 2.“Vх to \  in the interval, .
After differentiating we get
> 0 '
the function ЛГ is a strictly monotonic increasing function.
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The function *fc(ß)varies from iT to Э ^ ^ С М М — in the
interval 4<f,*°° «Its logarithmic derivative is
Ш  _ j_ и  1 Ш-tip ^ f ß ~Vz ^.o
Thus the function Щ  is a strictly monotonic decreasing 
function . This means that the equation 4r(p) * ~ t ( ß ) he0 0 
root in the interval , which is
ß- 4.47400243*.-
The rate of the best convergence is o.3646653o5. The 8amer T -ifquantity conjectured by Saff and Varga iSJ is 3=0*333..•
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АННОТАЦИЯ
Исследуется система двух нелинейных дифференциальных уравнений, описы­
вающих нелинейное взаимодействие типа "волна-волна" в присутствии источни­
ков /стоков/. Путем соответствующего линейного преобразования система преоб­
разуется к виду, когда положение особых точек в конечной части пространства 
не зависит от параметров. Вместе с этим, полученная система по виду сов­
падает с уже изученной Н. Баутиным |7| системой уравнений. Анализируется ка­
чественное поведение решений в зависимости от параметров. С помощью числен-, 
ного интегрирования на ЭВМ приводятся примеры существования устойчивых и 
неустойчивых предельных циклов.
ABSTRACT
The system of equations describing the non-linear two wave interaction is considered with sources. If the system is transformed suitably, the singu­larities in the finite area of the plane do not depend on the parameters. Thus, it is similar to the system investigated by Bautin using the method of Poincaré and Liapunov. The properties of the solutions as functions of the parameters are reviewed. Some examples are given, yielded by numerical integ­rations, for the existence and localization of the stable and unstable limit cycles in the finite area, and typical phase diagrams in the entire plane are presented.
/
Ill
Introduction
Por the description of the non-linear wave-wave interaction /see, eég. 
Tsytovich [l^/i White et al. [2] discussed this relatively simple non-linear 
system
= - Y . b « i . b s + ( u :
Here I0 is the linearly unstable wave intensity /e.g. occupation num­
ber/, I, is the linearly damped mode, oL is the coupling constant, R and S 
are the coefficients of the spontaneous emission. The terms (i*I4 and 
express the selfenhancement stemming from other waves of the same type /see,
For the range of validity of the system (x) see the Appendix.
As Hasegawa has mentioned [з], the system (x) is able to describe many 
properties of non-linear systems: non-linear damping, saturation, etc.
The system ( x) is treated by the multiple time scale method in the work of 
Anderson [4-]. It is obvious that the content of this system is not exhausted 
and the next step is to investigate its topological structure.
It is impossible to give the solution by elementary functions. The 
range of existence of I« and \A is arbitrary even by very small R and S 
values, so much the more is it important to perform a global survey: the
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existence of the solution, the possibility of expansion into series, etc.
It should also be noted that in system the sources may have time
dependence too. The equations have not only physical but also biological and
other applications /see, e.g. Haken [ß]/j in these cases the time dependence
may be very strong. We intend to Investigate this further in a subsequent
article. For the sake of simplicity, constant parameters are supposed and the 
T ^terms 1 , i.e. f,. ■*= (i., irO, are neglected, even though the method which^e use
permits the cases to be treated as well* It is important, however, to
give the numerical values of the other parameters, cf. the integral curves,
Fig. 5, 6.
Systems of type [ ь )  are easy to combine with other spatially dependent 
operators, expressing, for example, diffusion, eto. This is a forthcoming 
task too.
Our modell equation is of second order so its integral curves are 
representable in a plane. The most exhaustive treatment, applying the method 
of Poincaré, was carried out by Andronov et al* /[5*], 6^^ /; an excellent 
recapitulation is given by Bautin and Leontovich [?]• We examine the system on 
this basis [5] -jVJ •
Transformation of the system (m)
For the sake of convenience, by the parallel displacement of the 
coordinate system
To e 1 * P ;• I
we get a modified form
i * - J  \ W 4 " 4 ~ ) п -  « 
V  ^ + — - y \ (1)
1 1 3
Here the constants are
P> ■  ( v a  Y e  -  <* (,S 4- R 4) -v A ^ (  2  w  y*')
-4
5 » (Y* V* + * *  S') * А)(д  u У*) Л M
Í[y <y « -ы ( ^ « ъ ч Л
Thereafter applying the following linear transformations
u » - Jj ?__ 
U
Z * >ÍA t
s а V»* + n (2)
we obtain, for the new variable * ( v^, 2. , a new system of equations
di
dy ** - У — a 4 -v>кг - В Xу - Су1
(?)
Here the new constants are
^ Y ’ Y* Y« * Y< Y<
q»IiI^|<-C■+ ^  fY* — (R*S)
1(A Vi -V» K*V.
Vi - 4f. r
г\Г2Г [ д - с + к]
Let us consider in the square bracket the third terra, \ss
K - Y4 -ну.
Y« -  У . Y« Yo
1 1 4
Applying the abbreviations of White et al* 2^^ , we put cx -y4-a. A
so the constant
К
R ♦ S u  ■
depends upon cj, only, This dependence is given by Pig. 1. 
extrema, to each К Дс.л-S') -value belongs two (^ -values.
Except for the two 
The extrema are
К
& + ^ » 1Д -v f)YVv»V4.
К
R. v S, «iax,
4
(«7 Г
Topology of the phase space
The transformation of the system (x^  to the form ( 3^  resultsthat the 
singularities in the finite area of the plane do not depend upon the parametric 
values. On the other hand from 3^) we easily get a differential equation of 
second order and so we can apply the methods of solution elaborated for this 
сазе, e.g. the well-known averaging procedure. But it is more important that 
the qualitative methods for the investigation of the integral curves are also 
known /see, e.g. [5], [6], [7]/, these being very useful for a global survey, 
viz. determination of the specific zones, etc.
System (З) in the bounded x,y -plane has two singular points in the 
finite area of the plane. The (o, o) -point is a centre, focus or node point, 
but(4(o) is always a saddle point. The other singular points are to be 
determined by Poincaré transformation. The transformation
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provides the singularities in the Poincaré equator with the exception of 
the end points of the coordinate. The transition z~ t> 0 brings
with roots of opposite sign. These singularities are complicated. The end points 
of the ij -axis are given by the transformation
V  ' /z , X’
if 2. 0 ; V О .We get simple node points unless C ■* 0 ; this particular
case needs individual investigation.
Let us suppose that a * b * О . This сазе is not always physically 
irrelevant: we have three independent parameters:  ^ R. and S . Now 3^) 
forms a conservative system having a first integral
\ 4- c -á -
Representing this system of graphs on the Poincaré sphere and projecting the 
lower part onto the -plane we get for (. \ , Fig. 2; and for »
Fig. 3.
The contact curve of the entire system (з') with the conservative 
system is given by
The double straight line ■= 0 is a false contact: the integral curves of 
in the axis vj * О intersect the curves of the conservative system. In general, 
it is possible to verify that the integral curves of ^ 3^  in time /of positive 
sign/ turn clockwise. Investigation of the isoclines shows that the integral 
curves, except for the singular points, always intersect the V. —axis in a 
right angle.
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Now lot the parameters a, B»t C be given. If the contact curve does 
not Intersect the domain given by the closed curves of the conservative system, 
then a limit cycle does not exist but, as will be seen if the oontaot curve 
intersects it, the limit cycle does exist.
The separatrix of the conservative case is given by
On this separatrix the energy,
к  - c  - \ 2. Ce
1 C 2 0)
if V* is negative. The contact curves may be tangents of- the domain of
the closed durves, if
= H U , o ) (e)
The parameters are to be determined from Eq. 18). A root is obviously a 
Both roots are provided by the following equation,
- B .  .
H C + A V cz о
л - с------в.
г с1 (9)
here х is the ratio
4
* s “ о / в
~ \  is a root of this equation. From we can express, with the
help of 1^ /in (, R+ £) -scaling/,
* + V</l
(i°)
•+ i
<2.
Kv -e AK+ 5
U X .W X» , - К/г) í(i* K) lill.в --- — --------   *»*«НКг -4- 4 «Г
If the H - s are in д /cf. Fig. 1/, for small values of K. x^
does not differ to any great extent from 0,70. For large values of 1C К /$.
The root Í naturally remains. Further details are to he found in [7].
1 1 7
Conclusions......■Г""--
The topology of (3) shows that system (*) in the entire {]■*,
-plane has integral curves* These curves are divided into groups by the 
separatrices - depending upon the properties of the singularities.
The linear part of (^) may give a rising or an attenuating solution 
temporally - depending upon the sign and numerical value of Q . If I al<2 
the origo is either unstable or stable focus; on the other hand if 
it is a stable or an unstable node point. Figure 4. shows the values of O 
for the different parameter values. These values of c\ are generally very 
small so they do not change very much, neither by rising nor by attenuating 
amplitudes. Many cycles take place in a narrow zone of phase plane.
. • I
For negative Q -values^ (a| -t 1 ) the integral curve moves away from
the focus point though the curve may be very near to it, thus the non-linear 
terms begin to play a role in (3^ . For the stable case /positive <л / the in­
fluence of the non-linear terms means that the "attracting region" of the focus 
becomes narrower, so only in a limited region /depending upon the parameters/, 
do the integral curves wind round the focus; beyond this zone they move away* 
Thus for positive a we may expect unstable limit cycles.
For negative q values an opposing effect of the non-linear terms is
also possible if the unstable focus has a limited region; and from inside the 
integral curves approximate a stable limit cycle, and from outside too* In this 
way, a stationary oscillation is formed.
All these considerations are valuable in the region of singularities 
in the finite. The behaviour on the entire plane is represented in Figs. 5 and
6; these graphs are applied for our case.and are taken from ref. [_7].
1 1 8
The In flu mi ne of tho non-llnoar teems In гор résén tori by Liapunov* в 
fonal oharaotorístic coefficient, <4 3 / н о о, о. «• I’ J/'
el 3 3 ~ Е> (  1 * С )А
Depóiul int; on the sign of and on tho sign of Q , we can distinguish fourI • 1паноя:
1. a o< 3 -s. 0 t л\6 о : ntnhlo focus, no limit cycle
1) j  < 0 , a < О : unstable focus, stable limit cycle
a tstj > 0 $ о > О : stable focus, unstable limit суо!э
b o< J  > o » о /л О : unstable focus, no limit cycle
Tf о<3 О , then wo munt investigate tho «^ coefficient., etc. In 3?ig, 
4. the value« of the parameters arc presented so we con estimate the fundamen­
tal properties of tho model system. .Some interesting examples aro also given.
Numerical exampl es
The first integrals of the system of equations \J5j are determined by 
numerical methods using an R 20 /ЕЯ 1020/ computer for some variations of tho 
parameters. The method is briefly described in Appendix 2.
There are many possible combinations; their physical realities are not 
discussed here but two combinations are illustrated which are felt to be 
suff ioi en tly representative.
figure 7 shows the case R- А О ~ г  ^0,= l o ~ 2 t Яо“* . llow о*3>0 ,
^ > О j so around a stable focal point we find an unstable limit cycle. As 
regards a suitable method for reaching it: we integrate with negative time flow 
so the integral curves winding clockwise now become anticlockwise. In this 
manner the int gral curves drawn by the plotter wind on the unstable limit cycle 
from anywhere.
1 1 9
-г.Figure 8 ahows integral ourvea for the parameter values R *■ -4o 
5 -г , S'. *o~l I so -<а< 0 and a < 0 • The thick line means the
stable limit cycle, the thin one represents the integral ourves stemming from 
an external and from an internal point. In Fig. 9« we can see the change of the 
limit cycle if R and S are unchanged but varies. This figure shows
the original ^Т0,ТД system too. In Fig. 10 we give the picture of the displace­
ment of the limit oycles in the original Cartesien coordinate system.
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Appendix 1,
It is known that In collisionless plasmas the Vlasov equation holds 
for the one-particle distribution funotion
7) -» Q e ; / -r ЙГ 4 -^  \ P Л л n—  + и — . v _L (.E + — * Б «- —  г- f;
j J (A-1)
neglecting the correlations between the particles. Here E and E are the 
self-consistent field strengths, is the non-electromagnetic force.
Supposing eleotrostatic fields, we get E from the Poisson equation—► -*► r* _and then В *■ . Por the sake of simplicity let = 0; • 0
E » -* d y [a.2)
k ’ L  ^ „ cl7 (а.з)
for the Fourier components vfj^  ^ ап(* ‘ We 1п-,;го<1исе the ftbbrevation
The Fourier series of (jA.l) is
I i 4Y V* r\ —►0 N> {.A. A)s — V U + £  1'1 ^  t V f
Here we supposed that there are non-vanishing Fourier components for the 
-terms satisfying the decay conditions
Vt
tc - w' i>0 s  to — со
From equation (A.we get by iteration and by the Poisson equation,
гъ Z  (x V ) w  YV' t4'.*",*'") vf4, vf4- f4,M + -  " 0 tA'5)■ M
"**• *4  *■ *«•* 4 . «ч'-* >c* чх,”*
Here the coefficients i are the iterated versions of the linear dielectric
constants . For example, ' is
fcO
a)
l*' Ww-) - • ± L ^ n  i ( < u — ~ z— (■ hj ) “я-'**'« tzV  9")\Г ы ^и ■*■ 1 0 J
k'-i - ^\) ui ,— =t=— - u ' J L N í :- Ъ у) -V ; О
(А. 7)
This series converges in the weakly coupled plasma theory. In this frame the 
coupled modes deviate from the linear modes hy frequency and wave number 
shifts so it is possible to write
. ~  f (n\
fc" - Re - Ц  ”  '3 со j Лк (A.e)•h . X.
This is substituted by slowly dependent time and space derivatives, T, £
«-vr
5 COd. Yw в I и. 1 *e (A-9)
here -*  ^со-
% " W
U  t(4> ? 1 / ^  fi.e «Л>»У
} LyO *0 , ? u>o t^o
(а.Ю)
Supposing three interacting waves, we can form similar equations for
the three potentials v/> v/> and v>.
изing normed quantities we get a compact system
1 2 9
Н н . I
Y * V  А Н1 А х. V ( A . I Z ' )
with
u»o » t*»4 + и>г (.А. 13)
In the incoherent case we sum up those waves which satisfy the decay 
conditions. If we suppose the third wave strongly damped, we finally get for 
the spatially uniform case in RPA-approximation
m
■* \ol0 - *1.1,4 1 R.
I4 * - у Л 4 * * IoI4 + s [a. 14)
Here we introduced the and £ source terms stemming from the spontaneous 
emission or external pumping. The coefficients may exhibit slow time dependence 
too. The numerical calculation of the coefficients in a relatively simple oase 
is already complicated, see e.g. l^], [з], [ö], [9]. We hope to treat this 
problem in a subsequent article.
In higher order approximation there are also terms with I /see e.g. 
2^^ J, especially for biological systems/.
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Appendix 2.
Equation (3), in the form of a second order equation yields
(A.15)
Here is an arbitrary constant. Let be * * pv* and thereafter omit the 9 
we apply the delta method for the numerical integration of ÍA.15^  /see, e.g.
O l A
This method is based upon the constancy of the right hand side of 
Equ. A^.15) in a step of the integration. With this value this part of the 
integral curve is represented by a part of displaced circle in the x-axis.
It is necessary to apply many steps because the curves are generally 
spirals and many winds need to be used for a good approximation of a limit 
cycle. In such a manner the standard technique produces considerable errors.
By a suitable choice of p , in an empirical manner, it was possible to ensure 
that the change of the right hand side remained small with each step of the 
integration.
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АННОТАЦИЯ
В статье поставлена и численно решается задача описания как времен­
ного, так и пространственного изменения плотности поля. Выводятся кван­
товомеханические уравнения процесса коллективного спонтанного излучения.
Для полученной полулинейной гиперболической системы первого порядка ста­
вится смешанная начальная и граничная задача, анализируется ее коррект­
ность. При решении используются два метода характеристик численного интег­
рирования: на основе модифицированного метода Эйлера и - метода трапеций, 
что приводит соответственно к явной и неявной разностным схемам. Проводится 
анализ и интерпретация результатов численных расчетов.
ABSTRACT
The problem of time-space variation of e.m. field density during the 
process of superradiance /SR/ is discussed. Quantum mechanical equations of 
SR are obtained. One gives a numerical solution of above equations. A mixed 
inital and boundary problem is posed for quasi-linear hyperbolic system, and 
its right-pouseness is analysed. Two methods of numerical integrálton are 
used: in the base of modyfied Euler method and of trapeze method /explicit 
and implicit differential schemes/. The analysis and interpretation of nu­
merical results is made.
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В в е д е н и е .  В последнее время все больший интерес 
привлекает теория коллективного спонтанного излучения для 
сверхизлучения (СИ). Этот интерес обусловлен главным образом 
двумя причинами:во-первых, тем, что существующие теории,сог­
ласуясь качественно, не дают пока количественного описания 
эффекта, и, во-вторых, обсуждается возможность наблюдения эф­
фекта в коротковолновом диапазоне:вакуумном УФ, рентгеновском 
и гамма, где он может явиться единственным механизмом генера­
ции когерентного излучения.
Среди подходов к описанию СИ можно выделить два основных - 
- квантовый и квазиклассический. Преимущество квантового под­
хода заключается в том, что он дает описание процессов изо­
тропного спонтанного распада, которые играют существенную роль 
в развитии сверхизлучающей лавины. Преимущество же квазиклас- 
сического подхода, как отмечалось в [i] , состоит в том, что 
он позволяет учитывать пространственные изменения поля.Однако 
квазиклассические уравнения не учитывают процессов изотропного 
спонтанного распада и поэтому требуют соответствующего допол­
нения. Ясно, что такое введение дополнительных членов никогда 
нельзя считать однозначным.
В настоящей работе произведен численный анализ квантовых 
уравнений, учитывающих пространственное изменение плотности 
поля, на основе разработанных алгоритмов вычислений и програм­
много обеспечения.Для описания электромагнитного поля исполь­
зованы не операторы рождения и уничтожения квантов в выделен­
ной моде, как это обычно делалось в квантовой теории СИ, ja 
оператор векторного потенциала X  и обобщенный импульс В • 
Это позволило получить уравнения, в которые вместо числа кван­
тов в данной моде входит плотность полевого гамильтониана. 
Таким образом,поставлена и численно решается задача описания 
как временного, так и пространственного изменения плотности
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(2)
поля.
2. К в а н т о в о м е х а н и ч е с к а я  с и с т е м а  
у р а в н е н и й 1. Гамильтониан системы атомов, взаимодей­
ствующих друг с другом посредством когерентного электромагнит­
ного поля, можно записать в виде
H = H ^  + H a + H ^  , (I)
где Н( -гамильтониан электромагнитного поля, Н а -гамильтониан 
атомной подсистемы, Hin* -гамильтониан взаимодействия1”.
Гамильтониан Hf , выраженный через оператор векторного 
потенциалаХ (4 ,t), зависящего от радиуса - вектора *1 и 
времени t » и канонически сопряженный ему обобщенный импульс 
В (%t),равный ж/з> 1 Ъ А f a t )
имеет следующий вид .
о )
Операторы А и В удовлетворяют следующим коммутационным соот­
ношениям [2](A/J ,*), A/t ,!)] = [ B / i ,Ц, ; О] = 0, (4)
[Ajmsfcr:t)]=íhStfs(4-vi
где d  , ß  = 1,2,3 ; - символ Кромекера, §>(.)- (Ь-функция
Дирака;
Не конкретизируя среду, запишем гамильтониан взаимодей­
ствия в следующем виде
H iht =  - 4 j K * ) Ä ( ^ V , (5)
где j  (% ) -плотность тока перехода.
Используя уравнения движения для операторов в гайзенбер- 
говском представлении с помощью коммутационных соотношений 
(4) и гамильтонианов (I), (3), (5), несложно получить следующие
уравнения
-к- ^ ( Pi')
äMldl =
= jL w tM tÄ (T ,i)+ X  JC M ),
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а выражение для скорости изменения плотности полевого гамиль­
тониана f i t  ( H f= J # f d V >  имеет вид
§Ж.(-= - С %  ( В 'tot xot А  + 'Wt'WtíS) + ^  (7)
a t + (  not g  not А + n o t ^ n o tE  ) + 4 f t c j ß .
Решение системы (6) будем искать в виде
S f t . o  =  Ä*cм ) е ' (8)
BCt.t) =  ё * [ % ) е ‘<“ 1'т л - А - С 1 Л е ч И ^ ' 1)] ,
где волновой вектор к^, по модулю равный kq = K i  -нап-
равлен вдоль выделенной^ оси образца (далее будем обозначать 
ее 2  ), а амплитуды А*и А"удовлетворяют условиям
l%t<A±> | «  " < А * > , I % t<Äг>|«  k 0< Ä * > , о)
где <. > -квантовомеханическое среднее*;
Рассматривая среду как ансамбль из N двухуровневых 
атомов после подстановки разложения (8) в гамильтонианы (3), 
(5) и усреднения их по периоду Т  = 221
N
cL- i
(cl) 
21
N
C d=l
i n e r t e  A
получим
АТС,*) (10)
+ F n * 6 “ e i % Á U , 0 ] ,
где liC0o - энергия перехода атома, а матричный элемент плот­
ности тока представлен в виде<+|fC4t,t)|-> = Ж SCT-Ta.),
+ или - соответствует возбужденному и основному состояниям* 
Используя правила коммутации операторов Паули 6+, 61,
=  s ‘% , [ s f ,  =  т  ц е * \ ,
получим следующую операторную систему уравнений; описывающих 
динамику системы патомы + поле”,
! £ .  +  с  М  =  Л  ( m W -  т Г А ' )Ö t  L d z  te v '  » (II)
| - А Х + С  ^  A T  =  l(c o- co0)a " R ~ -
■Ш£-1 со t n ( R R z + R  R
• •
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l r A ~ R + + c I r  A " R + =  - i ( »  - w 0) A " R ++- n  +s f - Эа
l » S m * ( R Í ! 2 *R*l!')>00 
A
| , R * R -  =  Á ( m » A * ^ R - - m R ‘ R 2A-),
где N ~ C 5 ^ f  - оператор плотности квантов
О»
& w e * ( * o V w t )
«LeVt . ± о ’R * = A s
€ -единичные вектора поляризации1. При выводе (II) произ­
ведено усреднение операторных уравнений по объеыуА£=Л£С?)раз- 
мером, много большим длины волны излучения Я ,но меньшим 
характерной длины изменения амплитуд А"4* , А “ ".
Наконец, усредняя систему операторных уравнении (II) с 
помощью начальной матрицы плотности и вводя релаксационные 
члены, получим
э Г  + с эх  4
И. _ р
г
(12)■ff" * i(í * Tj(nRi+ S0*Si),
§ £ * = - l F ’
где H  = < ft > , R = < ft> , -fei _ ^ l m l
2 z x° ti 00
F -  ^ 5 ( m \ A + R  > —  m <  R +A ~ > ) ?
S - A S  <sf ef>, S,=Vs0 V  oteV. + ’ 1 vi ,^pev, ’1 AVJ> *
't = %  , L -длина образца по оси 2 , Tg- время расфазировки
(время поперечной релаксации)’.*
3. А н а л и з п о с т а н о в к и  з а д а ч и 1. Перехо­
дя к безразмерному времени t = 4  , вводя пространственную
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переменную 2 = 2  4 и нормируя неизвестные функции к числу 
излучателей N ♦ получим следующую систему дифференциальных 
уравнений в частных производных (при переходе от (12) к (13), 
учтем также волну, бегущую налево)
Э Н *  _  9ft к
<TF Ъ2 = Е * Г1К ,
(13)
f f ’ =  -  a(F, *F,)
(K = I — волна направо, К = 2 - волна налево), с начальными 
условиями n t ( M ) = F (ífo ) = S ( a , o )  =  9,
R 2(x ,o) = i , it = i,a, (14)
а также с однородными граничными условиями
М М )  = П ( о , 0 ~ о  , = F2(i,t) =  o. (is)
Здесь otA = y /T2 , ^  ,где - коэффициент усиления
среды, G  = ^/м »где «е. - плотность числа мод. Граничные ус­
ловия определяют отсутствие внешенго сигнала. В начальный мо­
мент времени поле находится в вакуумном состоянии, среда пол­
ностью инвертирована, состояния излучателей некоррелированы. 
Решение ищется в области плоскости (2  ,i )
n = { [ ° J j * [ o , T ] } .  (I6)
Таким образом ставится смешанная начальная и граничная зада­
ча для гиперболической системы (13) полулинейных дифференци­
альных уравнений в частных производныхЛ-го порядка, опреде­
ляющая пространственно-временное развитие излучения’. Заметим, 
что опорными характеристиками являются прямые
2 = 0, 2 = t  , z =  - t  ; (17)
причем все характеристики кратные.
На рис. I представлена структура области П. Подобластьd  » 
образованная пересечением оси абсцисс и характеристик 2  = t 
и %  = - t  + I, представляет собой область определенности зада­
чи Коши для (13) ; подобласть , образованная пересечением 
трех различных характеристик 2 =0, 2 = t , £ =-t+ I, тако­
ва, что здесь на решение влияние оказывают только граничные 
условия (заданные на Г* : 2  = 0 ) в результате распростране­
1 3 0
ния волны, бегущей направо ; для области Gl% > образованной 
пересечением характеристик 2 = I, 2 = t и 2 = — t + I ,справед­
ливо то же утверждение относительно граничной кривой Г2 и 
волны, бегущей налево.
Рис. I.
Структура области П.
1ч Ы
Шаблоны, используемые в 
разностной схеме.
Поставленная задача (13)—(15) удовлетворяет условиям кор­
ректности граничных условий и сопряжения начальных и граничных
условий [3,4] .
Существование и ограниченность решения в области П можно 
доказать с помощью исследования мажорантной системы для (13)- 
(15) [з,4] . Такая система, полученная на основе продолженной 
системы для (13), будет иметь вид м
Ü f ' F . f r O + F . ' W
с начальными условиями
<р(о) = 0 , v(o) = v0 .
Откуда У  (t ) s 0 , а для TÍ получим уравнение
* 4 t v -  а * * + в г Г ,так что решение имеет вид «
v ( t ) =  6Vo
ъ ?
at
U + a\f0) e _et-av<
(18)
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Здесь d  и 8 представляют собой максимальные значения коэф­
фициентов при линейных и квадратично зависящих от неизвестных 
функций членах системы (13) • Учитывая интересующие нас при 
проведении численных экспериментов значения параметров задачи 
и используя (18), получим оценку снизу для Т
т ^ + е п О ^ у д  < и >
Таким образом, в области П вида (16) со значением Т , удов­
летворяющим (19), гарантированы существование и единственность 
классического решения задачи (13)-(15) [5] .
4. А л г о р и т м  ч и с л е н н о г о  р е ш е н и я .  
Обратимся к численным методам решения поставленной задачи. 
Использовались два метода характеристик численного интегриро­
вания: на основе модифицированного метода Эйлера и - на осно­
ве метода трапеций-, что приводит соответственно к явной и 
неявной разностным схемам*
Для написания схем введем сеточную область]"]),? ={(2j)x(tt)}, 
где&  j = jfl , \  = I/..., К, = í= I,V.•, M, К = I/К ,
% 0 = О, = I, t0 = 0, t n -  Т, При этом будем использо­
вать четырехточечный шаблон, представленный на рис, 2, Отме­
тим, что левая половина шаблона-1 соответствует волне, бегу­
щей направо, правая половина-2 - волне, бегущей налево ; боко­
вые стороны треугольников представляют собой отрезки характе­
ристик семейства (17), если X = h , что в дальнейшем и будем 
предполагать.
В случае аналога метода Эйлера для первого, например; . 
уравнения системы (13) получим, обозначая U.( 2.j , t-u ) -  Uj ,
( U  ={ Mi, (Ч,, Fi , F» » £ » Яг\- неизвестная вектор-пфункция),
„ui „í = k f L (20)
где jf -вектор правых частей (13), Отсюда находим неизвестные 
функции на t + I  временном слое. Это соответствует обыкновен­
ному дифференциальному уравнению вдоль отрезка характеристики 
[( Hj-i , t i  ), ( , tl+i ) ♦ Порядок аппроксимации можно по­
высить до 0 ( \\ ), если применить модификацию
где Р вычислено с использованием значений неизвестных 
функций на I -ом слое, полученных по формулам (20). Для 
остальных уравнений (13) соотношения (20)-(21) записываются
А Л О
также вдоль отрезков соответствующих характеристик.
В случае аналога метода трапеций получим следующую неяв­
ную схему . . . I /л1 Л + ! \
< - и ; и = Ш н Ч ;  ) •  < 2 2 )
Разностное уравнение (22) аппроксимирует (13) с точностью 
0( ) • Для решения нелинейных разностных уравнений применим
итерационный метод
(■и i- л  =  и ; . , +íj Л п +í (23)
где Иг -помер итерации.
Справедливы следующие утверждения [4.5] :
I . Решение системы нелинейных разностных уравнений су­
ществует и ограниченно, итерационный процесс (23) сходится 
при tn —► +счэ,
2. Построенное решение разностной задачи сходится к клас­
сическому решению задачи (13)-(15) со скоростью 0( h )‘.
Следует отметить, проводя сравнение предложенных алгорит­
мов численного решения, что второй обладает большей вычисли­
тельной устойчивостью. Решение, полученное по формулам (20)-
(21) становится неустойчивым к погрешностям вычислений для 
достаточно больших значений t . Для малых t проведено 
сопоставление полученных по формулам (20)-(21) и (22) резуль­
татов, давших хорошее совпадение; Для контроля проводился пере­
счет с вдвое меныпим шагом, а также качественное сравнение с 
решениями, полученными для более простых моделей процесса.
5; 0 с н о в н ы е р е з у л ь т а т ы. На рис . 3-5 пред­
ставлены результаты численного интегрирования системы уравне­
ний (13)'. Рис; 3 дает представление о пространственно-времен­
ном развитии импульса CH(VTa = Ю”2*,1 Д Ь  = ЮОН Из рисунка 
видно, что как на переднем фронте импульса (кривая I), так и 
на спаде импульса (кривая 3) происходит экспоненциальное на­
растание интенсивности волны с увеличением 2 (для волны, 
бегущей вправо). Таким образом, две встречные волны в режиме 
СИ взаимодействуют очень слабо. Это обстоятельство находит 
свое отражение и в пространственной зависимости разности на­
селенностей атомов R 2 (рис. 5а, сплошные кривые); Видно,что 
разность населенностей очень мало меняется в пределах всего 
образца. Такой характер развития лавины СИ свидетельствует в
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пользу справедливости одномодовой теории СИ^ которую мы ис­
пользовали ранее [5-8] .туш анализа возможности наблюдения эф­
фекта в гамма-диапазоне.
На рис. 4 показано пространственно-временное развитие им­
пульса суиерлюмпнесценции = 50, J*0L = 50 ). Из рисунка 
видно,что даже на переднем фронте импульса (кривая I) прояв­
ляется эффект взаимодействия встречных волн'. В максимуме им­
пульса (кривая 2) и на его спаде (кривая 3) взаимное влияние 
волн еще более сильно .
Пространственно-временное поведение разности населеннос­
тей в режиме суиерлюминесценции представлено на рис. 56. На 
рис. 5а для сравнения с режимом СИ пунктиром нанесены кривые, 
относящиеся к суперлюминесцентному режиму (пунктирная кривая 
2 на рис. 5а соответствует кривой I на рис. 56, на рис. 56 
масштаб по оси ординат взят в 4 раза крупнее). Из рис. 56 мы 
видим, что разность населенностей на концах образца претерпе­
вает значительные изменения, а следовательно, ^ b t ft* прини­
мает здесь большие значения. Последнее свидетельствует о том, 
что часто используемое [9-П] в теории суперлюминесценции 
приближение, основанное на предположении, что разность насе­
ленностей является функцией, экспоненциально затухающей во 
времени (например, по закону + ✓
R z = 2 N Be ' /T‘ - N ,
где Ti - время жизни возбужденного состояния, а - число 
атомов в возбужденном состоянии) не является оправданным.
Последовательный анализ кинетики суперлюминесцентных сис­
тем может быть основан только на решении полной системы квази- 
классических уравнений.
В заключение следует отметить, что большой интерес может 
представлять исследование многомерных по пространству моделей 
СИ , работа над чем в настоящее время ведется.
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А Н Н О Т А Ц И Я
В настоящей работе ставятся и численно решаются некоторые математиче­
ские задачи кинетики в гамма-лазере. В качестве' основы для математического 
моделирования используется квазиклассический подход, при котором поле описы­
вается классически"* уравнениями Максвелла, а рабочая среда - квантовомеха­
нически: уравнением Шредингера. Исследуются вопросы корректности поставленных 
задач, сходимости и устойчивости предложенных численных алгоритмов. На осно­
ве проведенных численных экспериментов делается ряд важных выводов о физике 
процесса.
ABSTRACT
Some mathematical problems of gamma-laser kinetic are considered and 
numerically solved. As a base for mathematical model a quasiclassical ap­
proach is used in which the laser field is described with the help of Max­
well's classical equations and working media by Schrödinger equation. Ques­
tions of right pouseness of considered problems are discussed. Besides ques­
tions of convergence and equalibration are considered. On the base of accom­
plished numerical experiments several important conclusions on the physical 
aspects of the process are made.
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I. ВВЕДЕНИЕ
В настоящее время проявляется оольшой интерес к проблеме 
создания ^ -лазера с длиной волны X ~  0,1-1 А на основе 
мессбауэровских изотопов [1,21 S Гамма-лазер - это пока гипо­
тетическое устройство, предназначенное для получения мощного 
остронаправленного монохроматического и когерентного излуче­
ния ^-квантов. Ожидается, что с появлением ^ -лазеров 
произойдет не менее бурный рост исследований и приложений в 
науке и технике, чем в 60-е годы при создании оптических кван­
товых генераторов. В проблеме ^ -лазера имеется ряд нерешен­
ных вопросов теоретического плана. Требуют исследования также 
организация и проведение сложных, трудоемких и дорогостоящих 
экспериментов. Зачастую в решении подобных вопросов математи­
ческое моделирование и проектирование играет определяющую 
роль [3,4] ;
Исследование характера развития волны в Jp -лазере при­
водит к постановке сложных математических задач, таких как 
интегрирование систем нелинейных дифференциальных уравнений в 
частных производных и т.п. При их решении возникает необходи­
мость разработки численных алгоритмов и соответствующего про­
граммного обеспечения для ЭВМ. Уже первые публикации ^5-9^ 
показали, что временной характер кинетики -излучения мо­
жет существенно изменить величину порога генерации, которая 
в стационарном случае имеет вид К  = ja i В этой связи уже 
на начальном этапе исследования возникает необходимость де­
тального изучения кинетики в ^ -лазере".
Цель настоящей работы заключается в исследовании с по­
мощью математических моделей кинетики усиления и генерации 
излучения в j^ —лазере, в разработке и уточнении существующих 
моделей явления на основе квазиклассического подхода, а также
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в проведении численных экспериментов. Анализируются вопросы 
корректности математических постановок задач, численной реали­
зации предложенных алгоритмов и физической интерпретации полу­
ченных результатов.
2. ПОСТАНОВКА СМЕШАННОЙ НАЧАЛЬНОЙ И ГРАНИЧНОЙ 
ЗАДАЧИ В РАМКАХ КВАЗИКЛАССИЧВСК0Г0 ПОДХОДА
Приведенные в публикациях 15-7] постановки задач кинети­
ки соответствуют .некоторым частным случаям общей квазикл ас си- 
ческой системы уравнений однопроходного двухуровневого ^-уси­
лителя для медленно меняющейся амплитуды А ( х, £ ) вектор-по­
тенциала электромагнитного поля1 В квазиклассическом приближе­
нии, введя безразмерные переменные х = */£, и £ =£/<Г ,сис­
тема уравнений ^ -усилителя, полученная на основании уравне­
ний Максвелла и Щредингера [ ю ]  , может быть представлена в
следующем виде
ЗА 9а л  i . fipt Зх ' Р  г А » (I)
^  = Сдп А - (iE + -^г)р, (2)
= - D ( A p  + р А  ) -(1 + дп), (3)
где l / f cс , 1 = i / ^  - длина цробега ^  -квантов, 
у* -коэффициент нерезонансного поглощения, -время 
жизни возбужденного состояния, с -скорость света, £ =
• ( со — со0 ), со - частота ^ -излучения, Ъсо0 -энергия 
ядерного £ -перехода,
С = ( к е ) ( Г г ) / 4 ,  К = б'0и0> D = 2 <tr/Uо ^  > (4)
- . Í 1 1 Í L .
0 2,or i + jl Г т  ft *
здесь К  д П  -коэффициент резонансного усиления в максимуме 
при со = со0 t Vi о = - плотность рабочих ядер,
дп(х,1) =: (^12. / п 0 - нормированная к П в
плотность инверсной населенности, g 1JL — и
2 2, - статистические веса нижнего состояния I и верхнего
I
151
2 ; f - вероятность безотдачного поглощения Лэмба-Мессбауэ- 
ра, ^  - полним коэффициент внутренней электронной конвер­
сии, г -  ширина линии излучения, р( х , I ) - ( с  /  % t  ) -  
ток ядерного перехода.
При таком подходе электромагнитное поле описывается квази­
классически, мессбауэровская резонансная среда - квантовомеха­
нически. Следует отметить, что приведенные уравнения квазиклас- 
сического приближения - неединственный способ описания кинети­
ки: в работах [II-I4] рассмотрены математические модели, 
полученные на основе последовательного квантового подхода.
Введя векторные обозначения, перепишем (1)-(3) в виде
U t (х, I )  + G-U* (x,i) = F ( u ,  X, i), (5)
*тгде U = ( А 1/чр, дп ) - трехмерный вектор-столбец неизвест­
ных функций, G - матрица 3 хЗ, G u  = , G;j = 0 при i+ j
> 2  •F“(^í1(p-o,5A),CAA\o- ( i ß -D(Ap*+рА*)-(1+дгО)т 
- вектор правых частей системы (5).
Из вида системы дифференциальных уравнений в частных про­
изводных I-го порядка (5) можно заключить, что она является 
полулинейной [15,16] , т.е. разновидностью квазилинейных 
систем, у которых дифференциальный оператор не зависит от 
неизвестной функции U , а нелинейность есть только в правой 
части. Все собственные значения (5) действительны и равны 
соответственно ^  = 0, откуда следует ги­
перболичность системы в широком смысле. Уравнения для опорных 
характеристик определяются K a ie  X = t  , X = 0 , причем 
последняя характеристика кратная.
Для системы (5) в приложениях к задачам кинетики представ­
ляет интерес постановка смешанной начальной и граничной задач. 
Решение надлежит получить в области Ц О Д М О . Т Ц  
для положительных значений переменных х , t . Начальные и 
граничные условия задаются соответственно на положительных 
полуосях X и t ; В работе [17] сформулированы достаточные 
условия существования и ограниченности решения смешанной на­
чальной и граничной задачи кинетики.
Предположим, что в начальный момент времени среда инверти­
рована и извне на нее падает электромагнитная волна. Такой 
постановке задачи соответствуют следующие начальные условия
1 5 2
А ( к , 0 )  = 0, р(х,о) = 0, дп(х,о) = (i+3ta)t£e-i, (6)
где ^0= Пг(0)/шо - начальная нормированная концентрация воз­
бужденных ядер. Граничный режим оцределяется формой входного
Заданное в таком виде граничное условие (7) отвечает условиям 
теоремы о корректности граничных условий [18] • В случае не­
выполнения условия согласования ср (0) = 0, по характеристике 
X = juj t будет распространяться разрыв решения для 
А ( х , t ). функции р и дп будут оставаться непрерывными; 
Можно показать, что в области
существует единственное классическое решение задачи (5)-(7); 
Здесь а и Ь - максимальные значения коэффициентов при 
квадратичных и линейных слагаемых правых частей (5) соответ­
ственно ; v0 - максимум нормы начальных и граничных условий';
Поскольку даже для короткоживущих изомеров Í « с'с , то 
параметр является малым. Как нетрудно видеть, отбрасы­
вание слагаемого (ЭA /di ) эквивалентно переходу к но­
вым переменным ^ = t - xf*^  , ^ = X ; В результате
такой замены мы придем к локальному времени  ^ , отсчитыва­
емому в точке X от момента прихода V* -волны в эту точ-
Для численного интегрирования системы (5)—(7) применены 
два варианта метода характеристик [15,16] : многомерные анаг- 
логи метода Эйлера и метода трапеций. Для написания разност­
ной схемы введем сеточную область
сигнала
А ( 0 <f(i)6C[0fT]. (7)
ку.
3* ЧИСЛЕННОЕ РЕШЕНИЕ ЗАДАЧИ ОБ УСИЛЕНИИ
ШЕШНЕГО СИГНАЛА
4 - T Í -
1 5 3
При этом будем использовать трехточечный шаблон вида (9), где 
катеты - отрезки характеристик
«Г • • LJ
j м
(9)
Разностная аппроксимация системы (5) в случае аналога
модифицированного метода Эйлера имеет вид • •
С I
A 3j - Аэ(.1 í д1
Ц PSj-t I  A 3j-i ’
Ahj- A
=  Р и м  - Т  »
Е Ц ^ » С д п ; Ч ‘ - а р- и с р ‘-‘
1 i-L .* i £-4 гг—  j i
024— F-4— = C A Mj a. P m] ~ £ p3j»
V
(10)
MД П ;  -  Д П -  —  / ж 4 ' 1  ь “ ^  J “ <- í ' l
j A nj. -_D(Ág.p9i + A r,.pM:) -(i + М П :  )*'J' -J jTMj 1
где A^j t A Mj и p3j » Phj ~ действительные и мнимые 
части А( Xj fii ) и р ( Xj # *t£ ) соответственно,
Aftj = д\г\( Xj , i'L )• Схема (10) первого порядка точности, 
явная, поэтому можно выразить значения неизвестных функций в 
точке сетки ( Xj , ti, ) и цроизвести коррекцию (10), используя 
найденные значения* При этом правые части (10) заменяются на 
новые с учетом коррекции* Например, для первого уравнения 
имеем
АУ, - А з н  _ 1 / г _ I д: ~ ‘ _ 1 Г  )
Ч  ■ Т  Ф а н  Т АЭК  Psj a Ч -  i ' »
( п )
где А и pi вычислены согласно (10); Такая ^коррекция поз­
воляет повысить порядок аппроксимации до0( U + '£’*')• Раз­
ностный алгоритм численного интегрирования (IO)—(II) прост в 
применении, однако остается устойчивым к погрешностям вычис­
ления для сравнительно малых значений t ;
Наряду с описанной рассмотрена разностная схема, соответ-
154
ствующая многомерному аналогу метода трапеций. Например, для 
уравнения (3) эта схема примет вид
Нелинейные разностные уравнения типа (12) апггроксимируют (5) 
с точностью 0 ( W2, + í 2, ) • Данная схема является неявной и 
здесь могут быть црименены различные итерационные методы. 
Положив £= V\ , запишем вид выбранного итерационного мето­
да для (12)
[ Ц 1 т+1= Ц Ч - ^ { ь ( А а|р\1' + [А1э.]т [ р э Л т + (13)
где yr\ - номер итерации1. Начальные приближения возьмем нуле­
выми'. Для предложенного метода (12)—(13) справедливы следую­
щие утверждения [18]: I? Решение нелинейной разностной сис­
темы уравнений вида (12) существует и остается ограниченным 
при выборе достаточно малого значения W • Итерационный про­
цесс (13) сходится. 2® Построенное решение разностной задачи 
сходится к классическому решению (5)-(7)со скоростью 0 ( к2, ).
Укажем характерные значения параметров, используемые в 
расчетах: A~0,I-IA, п 0 ~ Ю 21-5.1022см~3, ^~10~-103сек,
—  0,1-1, Л  ~  1-100, Í  ~1СГ2~1 см, $iaL~I» &  =0. На рис.
1-4 приведены результаты расчетов для временного и простран­
ственного развития £ -волны усиленного постоянного внешнего 
сигнала ^  (*fc )=А0 = 1СГ11 г1^  см^^/сек. Это значение соот­
ветствует амплитуде излучения мессбауэровского источника 
активностью примерно I кюри.
Кривые временного развития A it) при С = 10 и К£0 = I на 
рис. I демонстрируют важность учета характера кинетики и ее 
зависимость от ширины линии. Действительно, при переходе от 
случая с х = & к случаю х =  21 при РГ = 10 максимальная 
амплитуда возрастает в 1,4 раза, в то время как в рамках ста­
ционарной модели возрастание должно произойти в ехр[(К^) С/2|= 
= ехр (3/2) ^  4,5 раза (напомним, что К  /р = 4 С /Г<Г %
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м о-“ ! * * 1
А ,-“ '
х=е,гтоо 
x=i,Fc= to
х=ге,Гт*ъо 
x»gfc,Гс-10
1,5 "t/'T
РИС. I. Зависимость кинетики усиления от ширины линии Г  • 
» ‘ • ' » Л t-O,?1?
0.5 Ю
t- ост­
рие
o' Z.2. Пространственное развитие Г -волны
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в данном случае K/JM = 4). При С *= 50 и Г<Т = I это раз­
личие ещё более показательно: II и соответственно,
С физической точки зрения это соответствует тому, что эф­
фективное сечение усиления зависит от времени: в начальный 
момент оно равно нулю, а затем возрастает, стремясь к стацио­
нарному значению 6 0 , однако эффективный коэффициент усиле­
ния при этом падает в результате распада возбужденных состоя­
ний.
Кривые на рис, I, для которых Р г  = 30 и K/j^= 4/3, 
показывают, что несмотря на превышение порогового условия 
= рл усиление отсутствует. Это объясняется характером 
кинетики в случае уширенной линии и процессом опустошения ин­
версии, При одном и том же значении к / р  параметры С и 
Гс- входят не равноправно: так, при С = I и Р г  = I 
усиление отсутствует, хотя К/]^ = 4 как и в случае С = 10, 
Г<г = 10 рис. I. Это показывает большую значимость парамет­
ра С на процесс усиления, чем Р г  • Как видно из рис, I, 
максимум А(£) достигается тем быстрее, чем больше ширина Г , 
что вполне понятно с точки зрения временной эволюции достиже­
ния максимального сечения усиления.
На рис. 2 приведены кривые пространственного развития 
А ( X , £ ) в случае С = 50 и Р г  = I. При малых £ сигнал 
усиливается незначительно вследствии малости сечения усиления. 
При дальнейшем увеличении £ волна возрастает практически 
экспоненциально. Затем ее амплитуда и скорость возрастания 
уменьшается из-за истощения инверсии.
Представляет интерес проследить за временным и простран­
ственным изменением инверсной населенности д п  ( к , £ ). В 
результате численного эксперимента установлено, что даже в 
случае достаточно сильного усиления ( к / г  *= 200) временное 
поведение Д Ш  (£ ) отличается от зависимости Д И СП( £ ) = 
(1+ $12. ) ехр (- k/*r ) - I f характерной для обычного 
спонтанного распада, не более чем на 1% ( Vje = I, * = 2 L , 
Рг = I). С увеличением К / ^  до 400 разность между дп и
Д П сп составляет 1C$  при £ ^  0,3-0,6*С и лишь при к /(* = 
= 800 достигает 25-40$. С такой же точностью пространственное 
поведение д п  ( * ) совпадает с линейным.
Проведенный анализ позволяет сделать вывод об условиях, 
при которых можно пренебречь влиянием поля на вынужденное
1 5 7
Рис. 4. Кинетика усиления в случае колокообразного входного 
сигнала
Рис« 3. Влияние процесса сужения линии Г (í ) на характер 
усиления
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опустошение возбужденного уровня, т.е. можно пренебречь чле­
ном ~  Р А в уравнении (3). Таким образом, получен критерий 
режима слабого усиления, при котором можно надеяться на сла­
бый разогрев образца. В работах [6.7] предполагалось осу­
ществление такого режима, однако соответствующий критерий 
проанализирован не был;
Известно, что для увеличения мощности лазеров применяют 
так называемый режим модуляции добротности [ю] . В случае
однопроходного К* -усилителя повышение добротности можно дос­
тигнуть резким сужением линии Г  ( i ) в случае долгоживущих 
изомеров. На рис. 3 в случае С = 50 приведены кривые I и 2 
при следующем характере сужения линии: Г ( ^ ) - ^  = 100(1-5 i-)+ 
+ I при i40,2*C и Р г  = I при i >  0,2 ЧГ • Как и сле­
довало ожидать, при малых t сигнал слабо зависит от време­
ни, а затем резко возрастает. Представляет также интерес слу­
чай, когда по истечении некоторого времени суженная линия 
резко уширяется за счет изменения внешнего РЧ-поля (или нагре­
ва). На рис. 3 кривые 3 и 4 демонстрируют временное развитие, 
когда Г Г  = I при i  4 (2/3) Т  и Гг = 50 при I  > (2/3)Т . 
Такой режим может быть полезен для целей обострения ^-им­
пульса и для управления его формой.
С физической точки зрения представляет интерес усиление 
сигнала с колокообразной формой <f ( i )= A 0*(í/T)exp (- 1 / 2 Т )• 
Такой сигнал может аппроксимировать импульс излучения ^-ла­
зера, являющегося в данном случае первым каскадом усиления. 
Результаты численного интегрирования (1)-(3) при Ae=0,5*I0 J 
абс. ед., С = 10 и Г<Г = I приведены на рис. 4. Видно, что 
форма и ширина сигнала зависят от длины усиления. С ее увели­
чением положение максимума смещается в область меньших времен 
в силу более эффективного усиления цри промежуточных t .Ам­
плитуда усиленного колокообразного сигнала систематически 
меньше,чем в случае ср ( t  )= А 0 . Это показывает, что харак­
тер кинетики зависит и от формы внешнего сигнала. Особенно 
важными эти вопросы становятся при рассмотрении в п.4 собствен­
но ^-лазерной генерации.
4. СТОХАСТИЧЕСКАЯ МОДЕЛЬ КИНЕТИКИ УСИЛЕНИЯ СПОНТАННОГО
ИЗЛУЧЕНИЯ ЯДЕР
В работах [5-7] начальной "затравкой" для усиления в 
£-лазере выбрано поле спонтанного распада ядер,сосредоточен-
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ных лишь на передней грани образца ( х =0) • Это положение 
недостаточно обосновано с точки зрения физики явления, кроме 
того, решение дается лишь в относительных к спонтанной ампли­
туде А0 единицах, явный вид которой не определен.
Совершенно очевидно, что в реальной ситуации более пра­
вильно считать, что "затравочный” сигнал распределен по всему 
объему рабочего тела ß -^лазера. Спонтанный распад в объеме 
и служит начальным распределенным шумовым сигналом, который 
при наличии инверсии будет усиливаться. При таком подходе из­
меняются не только граничные и начальные условия в (5), но и 
в сами кинетические уравнения необходимо включить добавочный 
член, являющийся распределенным источником -квантов и иг­
рающий определяющую роль на начальной стадии зарождения ^ -ла­
вины. При этом возможно также получить абсолютное значение 
интенсивности -волны на выходе кристалла.
Для учета спонтанного распада ядер добавим в правую часть 
(I) случайную £  -коррелированную функцию эе (х , I ) [ 8,9]
<'3e(^?í)> = 0 ? <'&(*,£) ')У - ^(х- х').
Систему (I)— (3) необходимо дополнить краевыми условиями. 
Поскольку извне излучение не падает, то А (0, i  )= 0 и р(0,£)=
0. При малых t , когда спектр сигнала значительно превышает 
Y f резонансными процессами можно пренебречь ( р (X , 0) =0)
и из (I) - (3) следует граничное условие для А. Итак,
A(0,t)=0, А(х,0)= х. (15)
Интенсивность спонтанного излучения в телесный угол 510 = 
= S o M l f *  t где L  -длина стержня, S 0 -его сечение,рав­
на
I=rotco0(Sl0Mir)nÄ(t)[(-e,<p(-^ L^ ]pli Ц -i/Т. (16)
Сравнение интенсивности I, полученной при из (15), с
(16) показывает, что
(17)
S a,t')= S(oWp(-^'), s (o )= ^ ltn, 1зд*Г > .п 4(о )^ |,
где хсп - начальная интенсивность спонтанного излучения в Sl0 
с единицы длины на единицу площади. Соотношения (14),(17) 
соответствуют гипотезе о пространственной некоррелированности 
экспоненциально затухающих по времени спонтанных источников.
• •
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Строго говоря, систему (5) нужно дополнить учетом волны 
» бегущей влево; Однако, при малом усилении можно прене­
бречь вынужденным истощением населенности # при этом 
уравнения для А и расщепляются и решаются независимо;
Рассмотрим задачу в предположении заданного закона измене- 
ния д\л(0 = n o[<je i lT- i] , где g = (I + g 12. ) '.Это
позволяет линеаризовать задачу и соответствует случаю слабого 
усиления (см.п.З)* Из (1)-(3) легко получить уравнение для
А Ш  \ &) - a(2i . Д А). с«)А. 1? . а *, (1в>Э4 ' Эк 2. '
где С (4 )= [g.exp (- i/<C)-l]í = С J4/<T , Sl=i(cj-wJ+ 
+ (Г/2). Представляя А=А* ехр[-( + J SIC t ' ) dt')] , получим
для А гиперболическое уравнение 2-го порядка с данными на ха­
рактеристиках [19]
■эгА  я , . \ т  P j r +-  С  (4) А  « е ( э 4 а»)
с начальными и граничными условиями, определяемыми из (15);
При решении неоднородного уравнения (19) применим метод 
функции Римана [19*] , которая в данном случае является решени­
ем уравнения г0
U r - c a ) R * o ,  (20)
где R  = R ( x , t ; ^ , v j )  ищется в области 0 4 * 4 ^ ,  0 ^ 1  4ц  
и удовлетворяет граничным условиям R  ( х , ^ ; f » ^ ) = I #
R  ( f . i ; ? , ^ ) = I; Применяя замену переменных в (20)
получим уравнение, решение которого известно ^19] . Возвра­
щаясь к старым переменным, окончательно получим
é t
I ,  ( ?  )  Щ ) И
I 0 (Z ) при 0  4 4 4ФСу})1 „
Jo { 2 ) при Ф ( * ^ 4 ^ Ц
J 0 ( Z >  Ц Р И  ^ > t 0 ,
3 = 2 l C i (x-|)[j'r(e'l/'r-
10 - модифицированная, a JQ - обычная функция Бесселя,
(21)
где
-
- положительный корень уравнения g*( I- е )-( i  / (Г ) = 0;
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Рис, 5, Кинетика усиления спонтанного излучения ядер
Рис-. 6 . Влияние процесса сужения линии Г  (t ) на характер 
кинетики усиленного спонтанного излучения ядер
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значение функции ф  ( 1^  ) равно меньшему положительному кор­
ню уравнения
нансном случае получим следующее явное выражение для К  х ,£ ):
Легко видеть, что в случае отсутствия резонансного усиле­
ния ( )# общее выражение (22) совпадает с результатом
(16) для интенсивности спонтанного излучения. При численной 
реализации I ( х , £ ) использовались квадратурные формулы 
Гаусса,
Приведем некоторые результаты численных расчетов (22); На 
рис. 5 показано временное развитие §  -волны в случае С=10; 
^0 =1, Г'Т =1 (т.е. К =40). Анализ показывает, что уши- 
рение линии в 10 раз при С=10 (см. [9]) приводит к уменьшению 
интенсивности Т примерно в 1,5-3,5 раза. С увеличением длины 
стержня максимум 1сдвигается в область больших £ с одно­
временным обострением импульса. При больших £ в интен­
сивности ^ -импульса наблюдаются слабые осцилляции, что 
объясняется временным характером изменения инверсной населен­
ности, в результате чего стоящая под знаком интеграла (22) 
монотонная модифицированная функция Бесселя переходит в обыч­
ную осциллирующую функцию Бесселя.
На основе графиков рис1. 5 можно проанализировать простран­
ственное распределение интенсивности. Видно, что цри 
когда инверсия положительна, кривые монотонно возрастают с 
увеличением длины X (при £ 4 0,1 'Г линейно, а цри £ ~0,2- 
-0,5С  практически экспоненциально); С дальнейшим ростом 
конкуренция цроцесса высвечивания возбужденных состояний,сече­
ние которого .зависит от времени, с процессом поглощения f -  
-квантов приводит к осцилляторному режиму поведения интенсив­
ности К х ) '•
На рис; 6 представлены результаты расчета влияния цроцесса 
сужения неоднородной ширины Г на временное поведение Г-им­
пульса. Для F  ( £ )  выбрана следующая модель сужения: Fr =50
Переходя 21г с ) <( (a F>, врезо
(22)
1 6 3
при i  4  0,34Г и Гт = I при £ > 0,3 4Г . Кривые рис.6 
ярко демонстрируют подавление интенсивности сигнала до начала 
сужения и резкое возрастание усиления при £>0,3^ . Помимо 
"запуска” (('-генерации процесс сужения линии позволяет управ­
лять формой импульса излучения ((* ^ лазера.
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АННОТАЦИЯ
Рассмотрена краевая задача для нелинейного уравнения
- Q^(x)y = F(xfy), (1)
dx
при граничных условиях
у (о) =• у (°°) = О. (2)
В работе дан краткий обзор литературы, посвященной вопросам существо­
вания решений краевой задачи (1)-(2).
ABSTRACT
A boundary value problem for nonlinear equation
^  - Qo(x)y = F(x,y) (1)
dx
for boundary conditions
y(0) = y(°°) = О . (2)
is considered.
The review of references devoted the existence solution to the boundary 
value problem (l)-(2) is given.
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Введение
Различные физические модели, используемые в таких разделах 
физики» как гидродинамика» плазма» физика твердого тела» нелиней­
ная оптика» а также нелинейная теория поля» приводят к рассмотре­
нию нелинейных уравнений
В последнее время большое внимание со стороны физиков и ма­
тематиков уделяется нелинейным уравнениям» имеющим так называемые 
солитонные решения. Это в первую очередь связано с тем» что в ра­
боте были обнаружены глубокие связи между уравнением 
Кортевега-де Фриза (КдФ)
'U-f — 6 И U ^  х х х —  О  7
и спектральными свойствами семейства операторов Штурма-Лиувилля
( -с о  <  ос оо j 7
порождаемых решениями Ъ((х / ^ ) уравнения КдФ. Эти связи позволи­
ли найти частные (солитонные) решения уравнения КдФ с помощью об­
ратной задачи теории рассеяния. Работа П.Лакса оказала боль­
шое влияние на последующие исследования в этом направлении. Он 
ввел понятие операторной /"/) -пары и показал, что уравнение 
КдФ эквивалентно операторному уравнению
- ~Г2. +
J x
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характерной чертой которого является существование бесконечного 
числа первых интегралов. В.Е.Захаров и Л.Д.Фаддеев устано­
вили, что уравнение КдФ является вполне интегрируемой гамильто­
новой системой. Метод обратной задачи получил дальнейшее разви­
тие в работах В.Е.Захарова и А.Б.Шабата /IV . Следующий шаг в
этом направлении сделан в работах С.П.Новикова % В.А.Марчен­
ко и П.Лакса % где различными методами изучена периоди­
ческая задача для уравнения КдФ.
Практически все результаты, полученные для уравнения КдФ , 
были обнаружены впоследствии для большого числа интересных
нелинейных уравнений. Все-таки следует отметить, что точные ре­
шения удается получать лишь в исключительных случаях, когда физи 
ческая модель является очень упрощенной.
Различные физические модели, используемые в теории элемен­
тарных частиц приводят к исследованию нелинейных уравне­
ний в частных производных, поиск точного решения которых - прак­
тически безнадежная задача. Для нелинейной полевой теории элемен-- 
тарных частиц представляет большой интерес исследование существо­
вания и качественного поведения частицеподобных решений таких 
уравнений, что также являются сложной математической задачей.
Однако в некоторых случаях, используя определенные упроще­
ния как физического, так и математического характера, удается 
перейти от уравнений в частных производных к обыкновенным нели- Í
нейным дифференциальным уравнениям. Тогда вопрос о существовании'*
частицеподобных решений сводится к разрешимости краевых задач для 
этих уравнений.-Так, например, в работе 
|дующее уравнение
Zí/ +  (у ) ~ Л  F,( у ) ,
рассматривается сле-
(I)
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где
ы  -
а
 ^'bXibOC: ~h Qt 4Í  ?2.? '">> ^ 7
постоянная положительно определенная матрица,
0L о > 0 7 Х . = - ( э с х х^) £  R  ,
Fi (а) V Fi М  - нелинейные функции, удовлетворяющие некоторым 
ограничениям. Используя метод симметризации, доказано, что если 
специально сформулированная вариационная задача имеет решение, 
то уравнение (I) имеет решение, котрое неотрицательно, радиально 
и экспоненциально затухает при jxj— > оо . Тогда в дальнейшем 
вместо уравнения (I) можно исследовать радиальное уравнение
где
Ü - ^ Ü - U - F l ( и)  = -  Л { и ) ,
r _ | x |  = t o  ^ %  =  ü .Г-1*1^0, d r ~ U’
(2)
/19/1В работе для уравнения (2), используя результаты работы 
доказано существование бесконечной последовательности различных 
радиальных решений.
Основная цель настоящей статьи состоит в выявлении условий 
разрешимости и свойств решений краевых задач, которые встреча­
ются в полевой теории элементарных частиц. Эта цель определила 
отбор материала.
Некоторые полевые модели приводят к рассмотрению су­
ществования частицеподобного решения следующего нелинейного диф­
ференциального уравнения
где
y  + A f _ a t(*)r=F(Y),
"г  ^^ (1 (х )  —
(3)
~h £  7  *-> " V
[ - (У) - некоторая нелинейная функция. Выбирая из физических соJ
ображений конкретный вид F(Y)  - получаем различные модели/4-3/
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ЙЬсле замены переменных J fa)  - X ? ^ f a ) имеем
у -  (7^(Х )У =  х . f (-£)> (4)
у (О) = У ( о о ) = 0 . (5)
В данной работе под частицеподобным решением понимается любое 
нетривиальное решение У f a ) краевой задачи (А-)-(5). Положитель-^ 
ное частицеподобное решение - это частицеподобное решение, кото­
рое обращается в нуль только при Х =  о и Х  =  оо % а в остальных 
точках интервала (о,оо) У(Ьс)>-0.
Исследование краевой задачи (4)-(5) проводились различными 
авторами в основном двумя методами. В основе одного из них лежит 
вариационный подход, а в основе другого - исследование качествен­
ного поведения решений дифференциальных уравнений.
Настоящая работа состоит из двух разделов.
: В первом разделе краевая задача (Л)*г(5) исследуется вариа­
ционными методами, а во втором - методами качественной теории 
дифференциальных уравнений.
I. В этом разделе изложены вариационные методы изучения 
частицеподобных решений и даны их применения к исследованию раз­
решимости краевой задачи (4)-(5).
Ряд краевых задач был исследован в работах Нехари /20-22/^
В работе /22/ приводится достаточное условие существования поло­
жительного частицеподобного решения уравнения
• •  и  ^
3  -  У =  -  — К=1 9 (I.I)
X
при граничных условиях
У  (о) = У  ( * > ) =  О . (1.2)
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Обметим* что уравнение (1*1) получается иэ уравнения (4) при
f.= o H f (í e) = - ( íe)k .
Задачу (1.1)-(1.2) Нехари сводит к решению изопериметрической 
задачи: найти минимум функционала
( Ь З )у(у)~ П  (у)г+ ^ г [в/зс , У (о) =  У
О *~
при условии нормировки
"  ljK"  J x .к(*) = S X К'1 (1.4)
Нехари показал, что из существования решения вариационной зада­
чи (1.3)-(1.4) следует существование решения краевой задачи 
(I.IMI.2).
Этим методом доказано существование положительного частице­
подобного решения задачи (1.1)-(1.2) при f <  К < 5  . Кроме этого, 
показано неразрешимость этой задачи.при К -S' -
В работах /23-24/ Пр0ведено дальнейшее исследование разре- 
шимости краевой задачи (1.1)-(1.2) и доказана следующая 
Теорема • Для любого целого положительного У} ( v  = 0? í PZ? ..,y)  и
( Р и  % - натуральные числа), í < C K < Y  суще-любого К- zP-t-i
ствует решение Ч (х ) задачи (1.1)-(1.2), имеющее в точности 
У1 нулей на интервале О<эс<оо в Была также доказана неразре­
шимость этой задачи для любого К. •
Работа /^^/ посвящена вопросу о единственности положитель­
ных частицеподобных решений задачи (1.1)-(1.2).
В работе / ^ /  проведено исследование следующей краевой зада-
щ s _ y  = - y / í ( s 2,*J, (1.5)
У  ( о ) =  У  (°°)- О . (1.6)
Очевидно, что уравнение (1.5) получается из (4) при с = о и
х Р =  - У  F i  ( » » •
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Предполагается» что (~_(W/X) удовлетворяет следующим условиям
а) Fi.(W, х) - непрерывна при О <  Z L < ° ° )
б) при и >  О ,  ОС > 0  у
в) существует S' такое, что для любого фиксированного 
Х > о  и О ^ Ы ± < и ^ О о ,
u l ° Fi (иг, х) > Ft (г/i, х).
Доказана следующая
Теорема. Если х) удовлетворяет условиям (а)-(в) и кроме
этого пусть ti** R  [с.Ц= 0  для всех конечных с > 0 ?
а  { 1  J  ч х - > о о  i  w  л  . 7
и $j c2 ] F (сгХ х ) < / Ж + ° °  Для всех конечных С > о , o ^ Q ^ ° °  
и некоторого £ > о  , тогда уравнение (1.5) имеет бесконечное 
множество решений ^Уи \  ? 77=1,2,..,, непрерывных вместе со 
своими производными первых порядков в [ о 7 оо) и функция Уц (х).
имеет точно 77-1 нулей,на (р,сю) л Кроме того, Уи (° )~ ^
У Гх) АclH — rr-* существует при х->о и У п ( х ) ~ * °  , когда o c - > öo
для каждого YL.
F{í)Если нелинейную функцию
F ( l ) = - f l ( | ) K,
то из уравнения (4) получим
ä - Q t  ( * ) у = - Л ^ р х
выбрать в виде
(1.7)
у (<?) =  У Г00) =  О. (1.8)
Уравнение (1.7) при о ранее исследовалост многими автора­
ми /5,23-25,31,33/^
В работе /27/ проведено исследование этого уравнения при 
любых натуральных значениях параметра б • С помощью вариацион­
ного подхода, который является дальнейшим развитием метода Неха-
! /22/• Ри ' ‘ , доказана следующая основная
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Теорема. При любых значениях параметров
(\У о  7£ 2>  О ? Í= 
условие 1 < к < ^  является достаточным для существования поло­
жительного частицеподобного решения краевой задачи (1.7)-(1.8).
Дальнейшее исследование уравнения (1.7) проведено в рабо­
тах /28—29/  ^ где д0казаны теоремы об отсутствии положительного 
частицеподобного решения краевой задачи (1.7)-(1.8) при о <  К< 1 
и при К ^ 5 \
В заключение этого раздела отметим, что сведения к вариаци­
онным задачам применялись для доказательства разрешимости крае­
вых задач и в других работах »19»30/^
2. В этом разделе обсудим некоторые работы, где существова­
ние решений краевых задач исследуется методами качественной тео­
рии дифференциальных уравнений, а в некоторых случаях результаты 
получены численно на ЭВМ.
В работе уравнение (I.I) решалось численно на ЭВМ. Ре­
зультаты счета указывали на то, что краевая задача (I.1)—(1.2) 
имеет частицеподобные решения с любым числом узлов. Краевая зада­
ча (1.1)-(1.2) рассматривалась и в работах в них есть
некоторые соображения относительно существования и свойств реше­
ния краевой задачи и приведены результаты машинного счета.
Затем в двух работах и /^/, вышедших одновременно, бы­
ло строго доказано существование положительного частицеподобного 
решения краевой задачи (I.I)—(I.2)• Работу обсуждали в пер­
вом разделе, поэтому здесь приведем некоторые основные результа­
ты, полученные в работе а именно:
а) доказана теорема об отсутствии положительного частицепо­
добного решения при О  <  К  ^  1  •
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б) для уравнения (I.I) решение задачи Коши существует и 
единственно при Х > о  и К >  1.
в) доказана теорема существования положительного частицепо­
добного решения при 1
Рассмотрение другой физической модели привело авторов
к исследованию следующей краевой задачи
"ij-Jr У  -  У =■ ^ ;
у (о) — У (°°) ~ °*
(2.1)
(2.2)
В работе /6/ß Д ? =  ^  и параметр £  может принимать
различные значения £ 2> о  , а в работе ß ^ - 1  и
может принимать различные значения. Заметим, что заменой функции 
и переменного один случай можно свести к другому.
В работах 1 ^ 1  приведены некоторые необходимые условия су­
ществования решений задачи (2.1)-(2.2).
Проводя качественное исследование уравнения (2.1) в фазовой
плоскости и решая это уравнение численно на машине, авторы
зпришли к выводу, что при любом-оо<Вг < ^  задача (2.1)—(2.2) 
имеет частицеподобное решение. На основании же результатов счета 
на ЭВМ и некоторых нестрогих рассуждений авторы 1^1 утверждали 
то же самое, при о <  . Изложим кратко суть этих рассужде­
ний.
Для этого^ рассмотрим уравнение (2.1) с начальными условиями 
У ( о ) = У о ,  У ( о ) = о  , т.е. задачу Коши. Исследуем решение зада­
чи Коши на фазовой плоскости У ; У • Уравнение (2.1) без члена 
2. <7jrj имеет вид:
у - * £ г у =  3+  В гУ
Для него нетрудно получить к а р т и н у  фазовых траекторий.
(2.3)
1 7 5
Пер вы й '“и нтеграл уравнения (2.5) (закон сохранения энергии)
“ е" ш д  r f í ) + v ( » ) =  е Ы ,
(2.*)
ГД6 г
^ ( у ) —  '-Г^У) - кинетическая энергия ,
У - У ~ 6 ^ У € " потенциальная энергия, 
Е(Уо)=У(Уо) - постоянное интегрирование
Точки равновесия находим из уравнения
54  ~ ° *  (2.6)
гНапример, если 3 и о < ^ < 1  , то качественная карти­
на фазовых траекторий и график потенциальной энергии V ( y )  при­
ведены на рис. I.
2 ^
осВернемся к уравнению (2.1). Здесь присутствует член 
вследствие чего полная энергия не сохраняется, т.е.
с/£( ь )  _  г(у]г
J x  ОС (^ 7)
в отличие от (2.4), где Е~ const • Следовательно, везде < о
О Т'
и энергия монотонно убывает. Это исключает возможность существо-
ч
вания замкнутых предельных циклов, и положением равновесия может 
быть только одна из точек О  ±  (неустойчивое) и ± (устой 
чивое). Поэтому на фазовой плоскости любая траектория, соответст 
вующая решениям уравнения (2.1), будет пересекать линии со wsí
и заканчиваться в одной из точек О? ±  У± • Если траектория 
пересечет линию Я - о  в правой полуплоскости, то она закончится 
в точке , а если пересечение произойдет в левой полуплоскос 
ти, то траектория закончится в точке - У± . Решениям, удовлет­
воряющим граничным условиям (2.2), соответствуют траектории, кон
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Чающиеся в точке О» Эти траектории ваключены между траекториями^ 
заканчивающимися в и - У ± .
Благодаря начальным условиям У ( ° ) — ° 7  У ( ° ) - У ° , мы инте­
ресуемся лишь теми траекториями, которые начинаются в случае фа­
зовой плоскости У >У на оси У . Поэтому траектории, заканчи- 
вающиеся в точке 0, следует искать путем плавного увеличения на-* 
чальной амплитуды У о на оси У * Когда О-С У , все тра-> 
ектории кончаются в -t . В  окрестности для У 0 несколь­
ко больших картина не изменится. Траектория, начинающаяся в точ­
ке , показана на рис.1. Когда У0 возрастает до У22 %
потенциальная энергия V  увеличивается настолько, что траекто- 
рия пересекает кривую Е - 0  в левой полуплоскости и кончается 
в точке - У 1 . Траектория, кончающаяся в точке 0, находится 
между двумя траекториями, которые начинаются в точках У ц  и У22 •> 
Заметим, что доказательство существование таких начальных значе­
ний У (о) ^ о  и У(о)— Уг2 % при которых траектория пересекает 
кривую Е - 0  в левой полуплоскости, является сложной задачей 
для уравнения (2.1). Без строгого доказательства этого факта, 
установление существования частицеподобных решений задачи (2.1)- 
(2.2), как это делается в работах /6»8/, является не строгим 
результатом. Нетрудно привести противоречащий пример . Для урав­
нения
у + У -  У = -Ь (2.8)
качественная картина фазовых траекторий и график потенциальной 
энергии У ' Ь )  приведены на рис.2.
Из рис.2. видно, что, повторяя все качественные рассуждения^ 
приведенные вышеуказанными авторами /, можно было бы заклю- 
чить, что уравнение (2.8) при граничных условиях У(о)=он У(°°)-ог
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имеет решение. Но как строго доказано в работах /22*33/^ эта за_ 
дача не имеет решение.
Причина противоречия в первую очередь связана с тем* что с 
увеличением Уо * хотя возрастает потенциал V (У) , но все 
траектории заканчиваются в точке +1. Кроме этого* в качественных 
рассуждениях использовали непрерывную зависимость задачи Коши от 
начальных амплитуд У с в интервале о<^с<00 * что не всегда 
верно для произвольного нелинейного уравнения.
Строгое исследование краевой задачи (2.1)-(2.2) методом ка­
чественной теории обыкновенных дифференциальных уравнений прове­
дено в работе 1 ^ 1 . Строго доказано существование положительных 
частицеподобных решений для всех малых значений параметра
В работе 1 ^ 1  изучается краевая задача для обыкновенного 
дифференциального уравнения второго порядка.
=. f  ( у ) , Ö ^ í X K - * 00;
у (о)= 0 ,  4  (+°°)= °*
(2.9)
(2.10)
Доказано существование частицеподобных решений для довольно ши 
рокого класса функций f  (у) • В частности* доказаны теоремы 
существования частицеподобных решений с Y1 узлами.
1 7 8
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АННОТАЦИЯ
Для истемы квазилинейных дифференциальных уравнений параболического типа 
в цилиндре с осевой симметрией, моделирующей процессы в химических реакторах, 
строятся разностные схемы второго порядка точности. Доказываются теоремы 
о достаточных условиях сходимости и устойчивости схемы в пормах, эквивалент­
ных равномерной, а также о сходимости итерационного процесса решения нели­
нейной системы.
ABSTRACT
Discrete approximations with second order accuracy for quasilinear par 
abolic differential equations are considered. For these model equations of 
chemical reactor in cylindrical geometry with axial symmetry theorems are 
proved on sufficient conditions of convergence and of stability.
ю з
В настоящей работе результаты, полученные, в [i] для 
одного уравнения, обобщаются на случай системы дифференци­
альных уравнений. В работе [2] авторы провели такое обоб­
щение для одномерного параболич;еского уравнения.
/
I. При исследовании процессов, протекающих в химических 
реакторах, встречаются с необходимостью численного решения 
параболической системы дифференциальных уравнений со сла­
бой нелинейностью вида:
Эи, ,
/I/ Ъ Г  = divK grad uk) - dlvU  uk) +
k = 1,.. * К $
где uk - плотность компонент, присутствующих в потоке, 
Dk (r,t) - коэффициент диффузии, v(r,t) - вектор скорос­
ти потока, fk - функция источника.
В данной работе исследуется численное решение этой 
системы уравнений в случае осесимметрического потока в ци­
линдре, когда входящие в уравнение /I/ функции /а следова­
тельно и само решение/ в пространственных цилиндрических 
координатах зависят только от г и 2 . В этом
случае система уравнений /I/ перепишется в виде:
1 8 4
[rf z, t } 6 Q - jf} к (0, Tj , j Q =  { r tz / O ^ r ^ R ,  О <" z <" Z J ;
где v и w - о с е в а я  и р а д и а л ь н а я  с о с т а в л я ю щ и е  в е к т о р а  с к о ­
р о с т и  V . О т н о с и т е л ь н о  ф у н к ц и й ,  в х о д я щ и х  в  / 2 /  п р е д п о л а г а е м :
o c D k (r,z,t) é С110,
v C r f Z f t; é  с 0 1 0 ,
w (г, z, t) é C100,
f k é  c .
Д л я  f k к р о м е  т о г о  п р е д п о л а г а е м  в ы п о л н е н н ы м и  у с л о в и я  Л и п ш и ц а  
по  в с е м  u m  :
/4/ |f k ^ г, z , t ,u-^ ,...,Uj^ ) — f*k(
К
r,z,t ,u¥* • • • » 11
m=l
Д л я  с и с т е м ы  у р а в н е н и й  / 2 /  з а д а ю т с я  н а ч а л ь н ы е  у с л о в и я  и 
к р а е в ы е  у с л о в и я  с м е ш а н н о г о  типа:
uk (r,z,°) = Uk Cr,zJ, (r,z)e{2 }
/5/ uk(r,0,t) , uk(r,Z,t) = f ^ ( r , 0 ,
r é  • t  é  Co, t]  i
Э и
Ö Г“  - ^ k u k = C k(z,tJ, 6Tk ( z j > 0 , r = R, z é  ("o.z;, te(0,?].
'íepee Cl б у д е м  о б о з н а ч а т ь  з а м ы к а н и е  о б л а с т и  Ci . В  о б л а с т и  
Л  в в е д е м  с е т к у  C l h «
1 8 5
= 0 +  *r)hr , j = 0, 1, 
; z± = i h z , i = 0,... ,1 , h • * z
С е т к у  на в с е й  о б л а с т и  Ф  о п р е д е л и м  к а к
\  = { r j ’V tn I (r j>zi ) é f í h ;tn = n r  , n = o,...,N , т =  | ]
/ В  д а л ь н е й ш е м  в н е к о т о р ы х  с л у ч а я х ,  не в ы з ы в а ю щ и х  н е д о р а з у м е ­
ний, д л я  к р а т к о с т и  б у д е м  п и с а т ь :  (j,í) £  / 2  h /
На с е т к е  о п р е д е л и м  с е т о ч н ы е  ф у н к ц и и  в£  ,zi ,tn /),
п р и ч е м  п р и  н а п и с а н и и  р а з н о с т н о й  с х е м ы  д л я  к о э ф ф и ц и е н т о в  б у д у т  
и с п о л ь з о в а т ь с я  к а к  ц е л ы е ,  т а к  и п о л у ц е л ы е  и н д е к с ы .
В в е д е м  о п р е д е л е н и е  в е к т о р а  не с е тк е .  П у с т ь
}, о,1) é п
. п п 
, z i ’ z
h  »
*’УК,j p i ' ü , í ) 6 Q h •
nТ а к и м  о б р а з о м ,  y k £ Y k ^  Я* (j+lHl+l) «п (J+lXl+l)
И с с л е д о в а н и я  в  н а с т о я щ е й  р а б о т е  п р о в о д я т с я  в р а в н о м е р ­
н о й  м е т р и к е  с " н о р м о й  на с л о е " .  Д л я  у к и с п о л ь з у е т с я  н о р м а
/7/ №  - ,na* _  •
(1.1)* О  h
И с п о л ь з у я  о б о з н а ч е н и я  [з], з а п и ш е м  р а з н о с т н ы е  о п е р а т о р ы ,  
а п п р о к с и м и р у ю щ и е  л и н е й н ы е  д и ф ф е р е н ц и а л ь н ы е  э л л и п т и ч е с к и е  о п е ­
р а т о р ы  в п р а в о й  ч а с т и  / 2 /  :
Ak,Zyk = ( Dk ( r ’ z~ ^ n)Cу£)*)а - U v (r ’ z ~ £)?
+ v ( r , Z+ p t nj . ( y * ) J  5/8/
186
hr
T~
Такая аппроксимация является некоторым обобщением результатов
[4 (. Отметим, что операторы A ^ z и А£,г не самосопряженные.
Запишем теперь систему разностных уравнений, аппроксими­
рующую систему дифференциальных уравнений /2/ :
П \ г П -Lk,r/yk у Г 1 + rf п
п
1, • • •, К ,
Т, • • . , N »
Разностные уравнения /9/ аппроксимируют /после деления на т  / 
исходные уравнения /2/ с точностью
Та же точность сохраняется, если переписать /9/ в виде
АП П П-1 , ^.рПЛ yk = yk + Tfk
Д о / где
А к = A  k ,z /\k ,r '^k,z = Б " x A k > z * А к ,г = Е - 'сАк > г -
Таким обра_зом, в отличие от /9/, где использован пятиточечный 
шаблон в Cl h , здесь используется девятиточечный.
Начальные условия для /10/ получаются из /5/ :
/ И /  yk = и° , где u° = juk (гj
Можно включить граничные условия в /10/, т.е. распростра­
нить разностные операторы /8/ и на граничные точки области [i]. 
Перепишем уравнение /10/ в виде
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/12/ Л Х  = Д у п-1 + T f п
где
( № )yk ^ i
yk,ji’ еСЛИ
о , если
i Ф о и j  ^о , 
1 = 0 или j = 0 ;
и fk = fk во внутренних точках области.
/13/
Предположим:
A^ k,zyk = K , r yk)jO = °. 4 , j O  = é
íA k,zyk)jI = (А к,гук ) р  = 0, ^ f3I- i  f ^ ( r r tn),
(Ak,ryk)oi = f l ^ k ,1/21 " w l/2i)^yk,oi)r* ^k,oi = fk,oi’ 
M , * » S ) j i  = - ( b  Dk,J-1/2Í ■ Jr1/ 2 +wJi)(,yk,Ji)? -
2 ( rJw Ji " r
4
^ k , J i  = fk,Ji + F; Dk, J i ^ k ^ i » ^ *
При j = o  и j = J оператор f\ £ z сохраняет вид /8/.
Заметим, что с помощью /13/ граничные условия /5/ ап­
проксимируются с той же точностью
2
о (Т +  _ £  + h*).
Таким образом, система уравнений /12/ аппроксимирует 
систему уравнений /2/ и граничные условия /5/ с одинаковой
точностью.во всех точках /кроме п = о, для которого
выписано /II/ /.
180
В дальнейшем будем опускать тильду у функции fk. 
Введем вектор на сетке, охватывающий все -^компоненты:
п 6г
Аналогично можно ввести вектор
Определим К - норму вектора у11 :
к
С помощью вектора у11 перепишем систему уравнений /12/ :
Очевидно, /\п имеет блочную структуру, где вдоль главной 
диагонали расположены квадратные матрицы /\ £ размерностью 
(l+l)Ö+l)*Ö+lKj+l) . Остальные элементы нули.
Система уравнений /15/ решается последовательно для 
n = 1,2,...,и с использованием уже известных значений иско­
мых функций на предыдущем временном слое t11*"1 причем у0 
известно из /II/.
На каждом временном слое предлагается решать уравнения 
/15/ методом итераций, линеаризируя уравнения
В силу отмеченной выше блочной структуры линейного опе­
ратора /\ п система линеаризированных уравнений распадается 
на подсистемы для отдельных к . Далее, очевидно, для каждого 
к и п оператор расслаивается, т.е. можно последовательно 
решать системы:
/ 1 5 /  / \ П У П  =  Л  У 11” 1  +  r f n  ,  n  =  1 ,... N .
/16/ /|п у n = /\yn_1 + T f n ( V n) , s = о д , • • .
( ° )Пзадавая в качестве у например значение у 
слое.
п-1 на предыдущем
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/IV/ ЛП -/'k,z х к -
w n
р к
/18/
„ (з+Ц
А к , г
(8) 
=  X
yJT1 *
причем очевидно, операторы обеих систем можно представить в 
виде трехдиагональной матрицы. Следовательно, для решения 
/17/, /18/ применим метод прогонки.
2 . Целью настоящей работы является исследование условий, 
накладываемых на параметры сетки Т, hr и hz для того, 
чтобы:
а/, решение сеточной краевой задачи /15/, /II/ сходилось 
к решению исходной дифференциальной задачи /2/, /5/ ;
б/, итерационный процесс решения квазилинейной системы 
/16/ был сходящимся ;
в/, метод прогонки для решения систем /17/, /18/ был ус­
тойчивым.
Рассмотрим эти проблемы в обратном порядке. Перепишем 
уравнение /17/, опуская индексы п и  s :
/l9 /(/lk ,zXk ) ji  = “ TT^k, ji-1 /2  + TL vj i - l / 2 ) xk , j i - l  +
T / n z n z ч'1
(D k , ji-1 /2 "  77 Yj i - l / 2  + Dk ,ji+ l/2  + 2“  Vj 1+1/2/ ■kji
- ^ ( Dk ,ji+ l/2  - 2^ vji+ l/2 )xk ,ji+ l/2  - Pk , j i  • .
,jo - Xk , j l  - ^  (k ^ , t) .
Для устойчивости метода прогонки для системы уравнений
ai xi - i  + bi xi  + ci xi+l
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достаточно выполнения условий [з] :
/20/ IЪ L Í - íat ( “ ícó I ^ 0, i = 1 ♦ • • • , N—1 .
Предположим, что
\
Dk,,ji-l/2 + !T vji-l/2 > °*
h2
Dk,Ji+l/2 - T ~  v,ii+l/2> 0 ‘
Для этого достаточно hz выбрать так, чтобы выполнялось ус­
ловие
/21/ h ^ min(r,z,t) £ (5
2Dk (r,zft) 
[v(r,z,t)|
При этом коэффициент при xk ^  в /19/ будет больше единицы.
Теперь для выполнения условия /20/ для системы уравне­
ний /17/ или /19/ при всех п достаточно потребовать:
/22/ Т  < Ь"1 , Ly = max |vz').
Q
Очевидно, условия /21/, /22/ как правило легко выполнимые.
Аналогичные достаточные условия для сходимости метода 
прогонки для уравнения /18/ имеют вид:
2D,
/23/ hr^min — Г * T 'cLw > Lw = mäx max5 jw I w w q l e m
ehr0<Г+ < R
В дальнейшем нам понадобится оценка для норм операто-
р °в ( Л Ъ ^  и ( А * ^ ) - 1 .
Обратимся к уравнению /19/. Пусть jQ , i таковы, что 
для фиксированного п :
1 9 1
о
шах /х, . . IП  к’^
Если такая точка не одна, то выбираем точку с наименьшими 
индексами. Без потери общности можно предположить, что
/24/
Ог i * I о
X. t > О.
' О "о
Тогда, если в уравнении /19/ для j = 30 и i = i0 заменить
xk i i -1 и хк i i +1 на хк 1 i , то в силу отрицатель­н о  о~ ,го о ,lJo о
ности их коэффициентов получим неравенство:
/25/ + т V o +1/2
- V• V o"1/2 )
^ • V o ' k« V o ’
где вследствие /22/ выражение в скобках положительно. Так как
= б ч ^ г 1 pk , K i n * *ktjoV
то из /25/и /22/ следует
/26/ II {А к, J ' 1 Цп ^ •
где норш матрицы соответствует равномерной норме вектора /7/. 
Далее отметим, что ограничения /24/ снимаются тривиально.
Совершенно аналогично для оператора (71 к,г) 1 получим:
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3, Рассмотрим достаточные условия, при которых сходится 
итерационный процесс /16/. Итерационный процесс
fs+l) ( в )
Z = g ( Z ) , s = 0,l,...
сходится при любом z 6  [z i i z 2  ] * если существует q< 1
такое, что при любых z*,z**é [z1#z2 ] выполняется
/28/ р* (в  (z*) » В (***)) < <\^(ъ**ъ**) .
Определим расстояние р посредством нормы /14/. Пусть
и пустьз é RK*fj+iHi+i;
? - К*' - z” К •
Переписывая /16/ в виде 
.(s+Ü
у п = gn (у nj = (M-^Ay*-1 + T f n (у*
получим:
/29/ н en 6 0  - e“ (.«;oK ^ír/\n; - líK -'4ía (.o -
Как отмечалось выше, /1п имеет блочную структуру, и 
это свойство сохраняется для обратного оператора. Поэтому 
для матрицы (Л" ) - 1 в норме, соответствующей К - норме /14/:
ИМ")
-1
к С шахк 1 Ю - Ч п
Однако, оценки /26/, /27/ таковы, что они сохраняются для 
любых k . Поэтому,
/30/ Г! "--г1т ) а  -Ttw) •
Далее, из условия /4/ после перехода к векторам /6/, /14/,
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следует:
1кп<Туп *) - fn (yn **)H ^ £
ш=1
Ес л и обозначить
шах
m к=1 >
то очевидно
/31/ II f n ( z * )  - fn (z " ) l l K á Lf II - Z*'f K . 
Подставляя /30/ и /31/ в /29/,\получим:
Следовательно, для выполнения /28/ достаточно потребовать
(1 - T L V)(1 -Trtw) = 1^1»
которое заведомо выполняется при
/32/ Т < - . а_____
Lv + Lw + Lf
Таким образом, вместе с /21/, /22/, /23/ условия /32/ доста­
точны для сходимости итерационного процесса /16/. Отметим, 
что в /32/ не входят h, и h .х Z ■ -* -
4. Рассмотрим достаточные условия для корректности раз­
ностной задачи /15/. Существование решения следует из сущест­
вования и ограниченности обратного оператора (Ti11)”1 • Зай­
мемся устойчивостью схемы по начальным условиям, граничным 
условиям и по правой /нелинейной/ части. Пусть у11 есть ре­
шение возмущенной задачи
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Л п 7n = А  у11-1 + , у0 = й° ,
причем для f будем предполагать выполненными условия Лип­
шица /4/ с постоянными . Обозначим разноать решений ис­
ходной задачи /15/, /II/ и возмущенной
zn = УП - у11
—пи выпишем задачу для z
/\п zn = A zn_1 + r[fn(yn) - Тп(^)], z° = u° - ü°. 
Перепишем это уравнение:
In = (А11)-1 [ A i 11-1 + r ( f n(ynJ - 7п (уп )) +
+ т(ТП(уП) - 7n(Jn)) .
Переходя к К - норме и пользуясь /30/, получим:
/ 3 3 /  I (1 - T L V 1  -ТЬ_) ^ zn_1l к + тгп + ZJп ч к] ,
где
гп
К
ГП(УП ) - 7П( У %  , Ef = max Z  •m k=l
Заметим далее, что |/\zn||K = |zn|K . Неравенство /33/ мож­
но переписать, разрешая относительно нормы “z11 :
.пн г: ---Z К
Подставляя вместо I z
/34/ zn||K 4 R1
1
: (  L f  + Lv +  ^  г П  ^ К  +  Т Г ]
- 1 « к е г о  о ц е н к у  ч е р е з  Ц z n " 2 //K
3 Д О  п =  О  , п о л у ч и м :
п — 1
О
+ T r n I  R1 , n 1=0
и
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R(t )= fl - xClf ♦ Lv + Lj]'1.
В /б] показано, что при
т  ^  i (и + L + L ) 
имеет место оценка
R (''Г ) ё. exp [ 2-c{Ef + Lv + Lw )j .
Поэтому, с учетом того, что t N = т , из /34 следует:
||zn||K á exp [гт ( b f + Lv + \ ) ] [ } z ° $ K + Trn ] .
Поскольку коэффициент в правой части не зависит от п , по­
лучаем выражение устойчивости решения
/36/ max ||yn - уп||к < К, IIи° - й° + K2max|fn(yn) - Тп( у % ,  п п
где значения и к2 очевидны.
5^. Рассмотрим теперь достаточные условия для сходимости 
решения разностной краевой задачи /15/, /II/ к решению диф­
ференциальной задачи /2/, /5/. Спроектируем решение диффе­
ренциальной задачи uk (r,z,t) , к = 1,...К на сетку и
введем вектор uné Y £ 6J+l)*(i+l)  ^ Обозначим
zn - УП - Un ,
и для zn запишем краевую задачу:
/37/ A nzn = Л zn_1 + Т  (fn (ynJ - fn (unj) + t Q" ,
z° = О,
где Qn - невязка - погрешность аппроксимации системы диффе­
ренциальных уравнений, и
II Qn llK = о + F 1 + hz )  •
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Используя систему доказательства, приведенную выше, при 
/38/ т: < \  (bf + Lv -I- Lw )
получим равенство, выражающее сходимость решения разност­
ной задачи:
max||zn||K íC Т exp [2T{fLf + Ly + 1^ )1 . max /f Qn |. >K = n v J n
Поскольку неравенство /39/ не предполагает зависимости меж­
ду параметрами сетки, т.е. оно справедливо при произвольных
т  , hi и h , то мы получили безусловную сходимость в 
равномерной метрике.
Если сравнить ограничения на т , h и h /21/, /22/, 
/23/, а также /32/ и /38/, полученные в процессе исследова­
ния всех этапов численного решения дифференциальной краевой 
задачи /2/, /5/, то видно, что ограничения на h, и h од- 
ни и те же, /21/, /23/, на всех этапах решения. В то же вре­
мя, достаточные условия для корректности и сходимости нели­
нейной разностной задачи приводят к более жестким требовани­
ям на Т  , чем достаточные условия для устойчивости численно­
го метода решения линеаризированной системы.
1 9 7
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АННОТАЦИЯ
Метод сопряженных градиентов является эффективным способом для решения 
линейных систем, имеющих большие разреженные положительно определенные мат­
рицы. В том случае, когда матрица линейного уравнения Ах=Ь является любой 
разреженной матрицей, можно применить метод сопряженных градиентов для 
нормального уравнения АтАх = АТЬ . Но теперь спектральное число обуслов­
ленности возводится в квадрат поэтому сходимость метода замедляется, особен­
но в случаях плохо обусловленных матриц.
Чтобы обойти упомянутые проблемы возможны следующие подходы;
/I/ Уменьшение спектрального числа обсусловл«нности с помощью подходящей 
нормировки матрицы;
/II/ Расширение метода сопряженных градиентов для любых матриц вместо 
увеличения индекса обусловленности.
Настоящая статья является первым сообщением об успешной реализации 
второго подхода. Определяются обобщенные рекуррентные формулы А-ортогональ- 
ных пар векторов /сопряженных парах/.
CONTENT
The method of conjugate gradients is an effective method for solving 
large sparse sets of linear equations when the coefficient matrix A is posi­
tive /or negative/ definite. In cases when having a linear equation Ax=b with 
an arbitrary sparse matrix A, one can apply the method by changing to the 
normal equation ATAx=ATb . Now the condition number is squared that leads to 
a slower rate of convergence, especially in cases of ill-conditioned matrices, 
i.e. matrices with large condition numbers. For curing the problems, one may 
try two approaches:
i/ Decrease the condition number by equilibration? 
ii/ Try to extend the method of conjugate gradients for arbitrary matrices 
such that the condition number is not increased.
This paper is a first report on successful realization of the second 
goal. Generalized recursive formulae are obtained for generating A-orthogonal 
pairs of vectors or as they are called shortly: conjugate pairs. A detailed 
analysis for numerical applications will be the topic of a subsequent paper.
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1.INTRODUCTION
The method of conjugate gradients was developed by 
Hestenes and Stiefel in 1952 [l]. Applicable to systems
linear equations with symmetric positive definite matri­
ces, it is not recommended as a direct method in contrast 
to Gaussian elimination because of the amount of numerical 
operations involved. However, as an iterational method it is 
competitive with other methods such as Chebyshev iteration 
or SOR methods v/hen large sparse sets of linear equations 
need to be solved [2].
If x denotes the condition number of the matrix in the 
linear equation then the convergence of the method is charac­
terized by the inequality
Нхк-Ь||2 ^  c{GTk -iJ/O/ü + i)} k (l)
in the kth step, where C is some constant and llx^ -hll^  is the 
Euclidean distance of x^ . , the kth approximation, from the 
solution h [3 ],Ы .
The method can also be used to solve the linear equation 
Ax=b with a general coefficient matrix by solving the normal 
equation ATAx=ATb . But, from computational point of view it 
is known that the condition number of the coefficient matrix 
is now squared Г5j> hence making an ill-conditioned system 
even more ill-conditioned that needs a larger amount of itera­
tions according to the theory and computational experiences.
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The most general forms of the method of conjugate gradi­
ents can be found in a paper by Hestenes C 73• From those gener­
alizations a more stable version for the case of an arbitrary 
coefficient matrix was suggested again by Clasen [б]. This 
method minimizes the residuals directly in each step by using 
another metric in the inner products, but requires twice as 
many operations than the popular method.
The present paper makes a different approach by dropping 
the minimization of a quadratic form and recursive formulae 
are derived for generating A-orthogonal pairs of vectors for 
an arbitrary matrix. For brevity, the term ’conjugate pairs* 
is used for these vectors throughout the paper. The derivation 
is based on introducing appropriate projection operations and 
the solution of a linear system is expressed in terms of these 
vectors.
The new method in its present form needs further analysis 
before any recommendation can be made for numerical purposes. 
Applying some results of singular value decomposition, there 
are indications that for certain starting vectors all attractive 
features of the conjugate gradients are preserved and the con- 
dition number is not squared at the same time. These results 
will be detailed in a subsequent paper.
t
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2.GENERAL FORMULATION FOR CONJUGATE PAIRS
Let A € C m,n, v.ecm , u .€Cn and assume the elements1 J
of the set {v.,u.J ■*: , satisfy the relations:
v^Auk = AkSjk, j,k=l,2... i , Л к / 0 ,  (2)
where 8 is the Kronecker delta and H stands for the conju- 
gate transpose. The vectors of the set [v.,u.J are said
to be a system of conjugate pairs with respect to matrix A. 
Moreover, introduce the projectors
pi V  u jV jA/v jAUj , (3)
P i V  S jVj/VjAuj,
where I is the unit matrix of order n and the superscripts 
r and i  refer to the relative positions of matrix A in the 
numerator, viz. right and left. One can easily check the fol-
lowing properties of these matrices:
PrPr = PrV i  ’ (5)
piuj = 0 > 3 - i , (6)
vjAPi= 0 . j * i , 0)
and
■ pi ’ (8)
■ о , 3 - i , (9)
p{AUj= 0 , 3 - i . (10)
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The projectors have the ranks
g(p[) = Tr(pf) = n-i (n)
and
lg(p±) = Тг(Р±) = m-i, (12)
indicating that the systems { u . J "j . , (v.j ^  , , Ia u .)3: , and
. TJ к ~j(v •-^1 -=i have linearly independent vectors that follows 
from standard matrix theory.
With the aid of projectors (3) and (/+) , one can generate 
a new pair into the set {vj,uj} j=i* ^et ^i+l^ ^  an<*
ri+l € C m be two vectors such that
Hri+lPiAPiqi+l ^ 0e (13)
Then the vectors
V i ^ i +i (u)
and
*♦1
H „ i+ lPi (15)
form a new conjugate pair - as it can be checked from rela­
tions (7) and (lO). In the case of P?APf ^ 0, one can surely 
find two vectors that fulfil condition (1 3 ).
t rIn the other case when for an i= § the relation P?APs=0 
holds, that is,
8
A = X  Au .v^A/v^Au ., j—p  J J J J
a rank factorization of matrix A is attained with the pair of 
vectors AUj and vPA, j=l, 2 , . . . These vectors are linear-
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ly independent indicating the rank of matrix A:
3 (A) = 5 (17)
Hence, a system of conjugate pairs with respect to matrix
A may contain no more independent pairs of elements than the
rank of matrix A. If this is the case, then the system is
said to be complete with respect to A.
$Now let (1 7) hold and {v.,u.]?_, form a complete syst< 
of conjugate pairs. Then the linear equation
em
Ax = b (is)
Íis consistent if Pgb = 0 and the solutions are obtained as
x = Tx u .v^b/v^Au . + Prt, ^ J J J J (19)
where t is an arbitrary vector in Cn . In fact, condition
Pjb=0 is necessary as P^A=0 holds equivalently to (l6j, 
t lyielding PjAx=P?b=0. On the other hand, it is sufficient 
because then b is an element of the linear subspace spanned 
by the column vectors of A. From P^b=0 and (^ ) one gets
b = A JL u .v^b/v^Au .j=1 0 J J J
showing a particular solution to (l8). The general solution 
is given by (1 9 ) as P^t is the general solution to the homo­
geneous equation Ax=0.
Introduce the matrices
V = Гv-j^ ,V£, • • • > ] ,  U = Lu i »u 2>... ,u^ J (2lj
then (l6) has the following form 
A = AU(VHAU)_1VHA, (22)
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where VHAU is a diagonal matrix. The matrix X=U(VHAU) 
is a (1,2)-generalized inverse to A since together with
(22) , XAX=X also holds. According to the theory of gener­
alized inverses [8], the first term in (1 9 ) does not neces-
r
sarily yield a least squares solution to (l8). This is in 
contrast to the result one can get for the conjugate gradient 
method in the case of positive semidefinite operators Ы .
3.RECURSIVE GENERATION OF CONJUGATE PAIRS
It will be shown in the following‘that conjugate pairs 
can be generated in a recursive manner such that two auxil­
iary vectors and a conjugate vector pair are needed only for 
the generation of the next pair.
Let
ui + i = piqi+i>
and
vi+l = ri+lPi (2/+)
as it was demandedbefore and let the auxiliary vectors q-j + p
*and rp+p be chosen such that
(25 )
and
ri+l Pfr^iri- (26)
One dan show that it is enough to take the last ith term 
in the sums of (3 ) and (Zf) when the projectors P-Г and P? 
are applied in (23)-(26). From the properties of the projec­
tors (see (5) -(lO)), one has
qkuj = qk-lPk-luj = °> 3 < k. (27)
Vjrk = vjPk-lrk-l = °> 3 < *• (28)
Hence (25) and (26^ take the simpler forms:
qi+l = 4 ? ( V  uiviA/viAui) . (29)
ri+l = O m- Auiv“/v^Aui)r1. (3 0)
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In order to justify the above statement for (23) and (2if) ,
one observes that the vectors and r^ can be expanded as
i
qi = W ijuj3=1 (3!)
and
= j=i
H (32)
Now, if i < k  then an inspection of formulae (2 7 ) and (2 8 )
yields the following relations:
i
qkqi = ? ^ i J qkuJ = ° * (33)
rHrrirk j?! A j ' j ^ k,v!r, = 0. (34)
For k<i, one gets the same relations showing that the vec­
tors and r ^ r ^ . . .  form orthogonal systems.
Thus one concludes from (29) and (3 0 ) that the following
relations hold:
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v?Aq, = 0, if к / i or к ^ i+1,1 к (35)
HAu^ = 0, if k ^ i  or k ^ i+1. (36)
Putting these into (23) and (2 4 ) and using the actual forms
r ffor the projectors and P^, one gets:
ui+l = Cxn -
X
jS ujv?A/v> j ^ i +1
4
= (ln - u1v“A / ^ A u i)q1+1,
i
rH = rH fl - Ц  Au vH/vHAu ) i+1 ri+lV1m J J J7
= 'í+ií1. - Auiv?/viAui)•
(37a)
(38a)
Note that alternative forms can be obtained for u
H i+1and v i + i if one substitutes v^A and Au^ from (2 9 ) and
(3 0 ):
ui+l = 4 * 1  + uiiqi+lll2/ h l*2' (37b)
vi+l = ri+l + ^«г. + 11||/|!г.|||, (38b)
where the relations q*?u .= 11 q -II ^  and у*?г.= Hr. 11^  were
used that can be seen from (37a) and (38a) if one multiplies 
by and r^+1 respectively and takes (2?) and (28) '
into account.
The formulae (2 7 ),(28),(37a,b), (38a,b) coincides with 
those of the conjugate gradient method if matrix A is 
symmetric and ^i=ri=vi=u]_•
2 0 9
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