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ABSTRACT
This thesis consists of multi-stage methodologies handling two fundamental estimation
problems. These are (i) fixed-width confidence interval estimation (FCIE), and (ii)minimum
risk point estimation (MRPE) problems for the unknown mean µ of a normal distribution
whose variance σ2 is also assumed unknown.
We first develop purely sequential estimation methodologies for both FCIE and MRPE
problems. New stopping rules are constructed by replacing the sample variance with appro-
priate multiples of Gini’s mean difference (GMD) and mean absolute deviation (MAD) in
defining the conditions for boundary crossing. A number of asymptotic first-order consis-
tency, effi ciency, and risk effi ciency properties associated with these new estimation strate-
gies has been investigated. These are followed by summaries obtained from extensive sets of
simulations by drawing samples from (i) normal universes or (ii) mixture-normal universes
where samples may be reasonably treated as observations from a normal universe in a large
majority of simulations. We also include illustrations using sales data and horticulture data.
Jun Hu, University of Connecticut, 2018
By revisiting Stein (1945,1949) as well as Mukhopadhyay and Duggan (1997), we then
move on to propose new two-stage estimation methodologies under both MRPE and FCIE
configurations for a normal mean µ when a lower bound of variance σ2L (0 < σL < σ) is
known to us. Again, unbiased estimators based on sample standard deviation, GMD and
MAD are constructed to define the final sample sizes. The new methodologies prove to
enjoy both asymptotic first-order and second-order properties, followed by simulated per-
formances. Real data illustrations of horticulture data are also included.
Next, we further explore the asymptotic second-order approximations for the regret
function associated with the purely sequential MRPE methodologies, providing a general
structure.
Overall, we empirically feel confident that our newly developed GMD-based or MAD-
based multi-stage estimation methodologies are more robust for practical purposes when we
compare them with the sample variance-based methodologies respectively, especially when
suspect outliers may be expected. We conclude with some interesting directions of future
research work that we can follow to make our multi-stage estimation methodologies more
widely applicable for a lot of inference problems.
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In this thesis, we revisit both of the fixed-width confidence interval estimation (FCIE)
and minimum risk point estimation (MRPE) problems under multi-stage stopping rules for
an unknown normal mean µ when the population variance σ2 also remains unknown. We
propose to replace the sample standard deviation with appropriate multiples of either Gini’s
mean difference (GMD) or mean absolute deviation (MAD) in defining the stopping bound-
aries. We do in order to accommodate possibilities of encountering outlying observations
even though we consider a normal population distribution under investigation.
1.1. Literature Review
The sampling designs of multi-stage methodologies have been growing rapidly over the
past decades. Stein (1945,1949) had put forward his ingenious two-stage strategy for gather-
ing data. His fundamental contribution solved the fixed-width confidence interval estimation
(FCIE) problem for a normal mean µ with preassigned coverage probability when the vari-
ance σ2 is unknown. Later, Anscombe (1952,1953) developed breakthrough large-sample
theories of sequential estimation. In his 1952 paper, Anscombe gave the fundamental for-
mulation of the random central limit theorem. His 1953 paper proposed a purely sequential
sampling strategy for the same problem. Ray (1957) broadened Anscombe’s (1952,1953)
ideas by modifying the stopping boundary.
Chow and Robbins (1965) developed pioneering asymptotic theories of FCIE problems
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in the distribution-free case and laid the foundation for ground-breaking results. These
eventually led to a broad class of crucial nonlinear renewal theoretic tools for arriving at
asymptotic second-order approximations developed by Woodroofe (1977,1982) and Lai and
Siegmund (1977,1979).
In order to reduce the oversampling problem associated with Stein’s (1945,1949) two-
stage methodology, Mukhopadhyay (1980) designed a modification giving rise to a surpris-
ing two-stage estimation strategy with the asymptotic effi ciency property. This direction
led Ghosh and Mukhopadhyay (1981) to give the foundation of the notion of asymptotic
second-order effi ciency property. Mukhopadhyay and Duggan (1997,1999) revisited this
problem when a positive lower bound of the population variance σ2 is known and proved
that their two-stage methodology enjoyed both asymptotic first-order and second-order ef-
ficiency properties.
In a parallel path, Robbins (1959) introduced the pioneering formulation for minimum
risk point estimation (MRPE) problems for a normal mean µ. He put forward a purely
sequential stopping rule to estimate µ. Starr (1966) and Starr and Woodroofe (1969) sub-
sequently broadened Robbins’(1959) methodology in more details and concluded a number
of interesting asymptotic properties enjoyed by that procedure. Second-order approxima-
tions were summarized by Woodroofe (1977,1982), Siegmund (1985), Ghosh et al. (1997)
among other sources. Mukhopadhyay and Duggan (1997,1999) also incorporated their new
Stein-type (1945,1949) methodology in this area.
In traditional normal problems, the boundary crossing criteria often utilized the sample
variance unbiasedly estimating the population variance σ2 at every step of the way. In a
different direction, in lieu of using the sample variance, some researchers had looked into
other estimators such as those based on GMD and MAD, both explicitly defined in (2.3.1).
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GMD was originally proposed by Gini (1914,1921).
Later, Nair (1936) developed the standard error of GMD so that one could specify
an unbiased estimator for the population variance based on GMD and its standard error.
This was way before Hoeffding (1948,1961) came up with his pathbreaking theory of U -
statistics. The literature on sequential U -statistics is very broad. One may review from
Lee (1990), Mukhopadhyay and Vik (1985), Sen (1981,1985), Jurečkovā and Sen (1996) and
other sources.
Revisiting Downton (1966) and Barnett et al. (1967), David (1968) used a linear function
of order statistics as an estimator of the standard deviation of a normal distribution which
turned out to be essentially GMD. See also Sen (1986). Barnett et al. (1967) established an
unbiased estimator of the standard deviation based on GMD (G) and investigated the role
of a sample mean standardized with G as a competitor of the usual Student’s t test when
the sample size is fixed. Mukhopadhyay and Chattopadhyay (2013) recently revisited this
problem charting interesting new directions.
Yitzhaki (2003) studied properties of GMD as a superior measure of variability than
the usual sample variance in some non-normal cases. Meanwhile, MAD had been adopted
as an estimator of the standard deviation, too. Herrey (1965) derived the expression of the
variance of MAD using results from Helmert (1876). Herrey (1965) focused on MAD and
constructed confidence intervals based on MAD instead of the sample standard deviation.
Babu and Rao (1992) worked on expansions for statistics involving MAD. We may note
that MAD is widely used in portfolio optimization models. See Konno and Yamazaki
(1991) where MAD was preferred. One may also refer to Markowitz (1959).
In Chattopadhyay and Mukhopadhyay (2013), both GMD and MAD were used to con-
struct two-stage FCIE methodologies for a normal mean µ in the presence of suspect outliers
3
and these were compared with the customary Stein-type (1945,1949) two-stage methodol-
ogy based on the sample variance. We have found interesting recent trends in sequential
estimation problems for Gini’s index itself from Chattopadhyay and De (2016) and De and
Chattopadhyay (2017). Mukhopadhyay and Hu (2017,2018) and Hu and Mukhopadhyay
(2018) have extended the application of GMD and MAD into more multi-stage sampling
strategies for FCIE and MRPE problems.
We briefly mention that there is a large volume of literature available on multi-stage esti-
mation problems and associated sampling strategies. More generally, one may accomplish a
broad ranging review in this field by combining selected parts of interest from many resources
including the following monographs and references therein: Sen (1981,1985), Woodroofe
(1982), Siegmund (1985), Ghosh and Sen (1991), Mukhopadhyay and Solanky (1994), Ju-
rečkovā and Sen (1996), Ghosh et al. (1997), Govindarajulu (2004), Mukhopadhyay et al.
(2004a), Mukhopadhyay and de Silva (2009) and Zacks (2009,2017).
1.2. Thesis Outline
In this thesis we introduce multi-stage methodologies associated with two fundamental
estimation problems, namely
(i) the fixed-width confidence interval estimation (FCIE), and
(ii) the minimum risk point estimation (MRPE).
We mainly focus on the purely sequential and two-stage sampling designs with the
purpose to estimate an unknown normal mean.
Chapter 2 begins with basic formulations of FCIE and MRPE for an unknown mean µ in
a N(µ, σ2) population where σ2 is also assumed unknown. Alternative robust estimators of
σ2 other than the sample variance are introduced, including appropriate functions of GMD
and MAD.
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In Chapter 3, we develop purely sequential FCIE and MRPE methodologies with esti-
mators of σ2 based on GMD and MAD as well as the customary sample variance in defining
the stopping boundary conditions. We discuss a series of interesting asymptotic first-order
properties as well as the limited robustness, followed by extensive sets of simulations as a
reasonable validation. Real data analyses are also provided to address the possible appli-
cation of our newly proposed methodologies in the fields of economics and agriculture with
illustrations using (i) sales data and (ii) horticulture data. The chapter largely comes from
the publication, Mukhopadhyay and Hu (2017).
In the contexts of both FCIE and MRPE problems, Chapter 4 introduces newly proposed
GMD-based and MAD-based two-stage estimation methodologies, assuming that a positive
lower bound σ2L for the variance σ
2 is known to us in the spirit of Mukhopadhyay and
Duggan (1997,1999). We lay out a number of desirable asymptotic first-order and second-
order properties. And simulated performances as well as illustrations with real datasets are
also presented. Chapter 4 is based on the publication, Mukhopadhyay and Hu (2018).
In Chapter 5, we again focus on the purely sequential MRPE methodologies based on
robust estimators of σ. However, we provide a general structure with appropriate suffi cient
conditions on such estimators, which will allow us in general to claim that the associated
methodologies would enjoy both asymptotic first-order and second-order asymptotic prop-
erties. The chapter is based on Hu and Mukhopadhyay (2018), which has been submitted
for publication.
Chapter 6 gives a brief summary of our work. In Chapter 7, we provide a lot of possible




Formulations for Two Fundamental Estimation
Problems: Fixed-Width Confidence Intervals
and Minimum Risk Point Estimation
More than forty years ago, Ghosh and Mukhopadhyay (1976) gave a broad review of
both sequential and purely sequential methodologies for constructing fixed-width confidence
interval and minimum risk point estimators for unknown µ in a N(µ, σ2) population having
σ2 also unknown. In the context of our present investigation, that paper remains relevant
even today.
We begin with a sequence of independent observations X1, X2, ... from a N(µ, σ2) pop-
ulation with −∞ < µ < ∞, 0 < σ2 < ∞, both parameters unknown. Having recorded
X1, ..., Xn, n ≥ 2, we denote the customarily used unbiased estimators for µ and σ2 as
follows:
Sample mean: Xn = n−1Σni=1Xi
Sample variance: S2n = (n− 1)−1Σni=1(Xi −Xn)2.
In Sections 2.1-2.2, we respectively lay out the fixed-width confidence interval estimation
methodology and the minimum risk point estimation methodology.
2.1. Fixed-Width Confidence Interval Estimation (FCIE)
In order to estimate the mean µ, first we aim to construct a confidence interval with
preassigned (i) fixed-width 2d(> 0) and (ii) the confidence coeffi cient at least 1 − α, or
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approximately at least 1− α, 0 < α < 1. The customary fixed-width confidence interval
Jn = [Xn ± d] (2.1.1)
is considered, which additionally must satisfy the requirement that Pµ,σ{µ ∈ Jn} is at least
1 − α, or approximately 1 − α, with 0 < α < 1 preassigned. Dantzig (1940) proved that
there did not exist any fixed-sample-size procedure to solve the problem. Pathbreaking
papers that provided a solution to this problem were due to Stein (1945,1949) by invoking
the ingenious two-stage sampling methodology.
From the problem specifications, one has:
Pµ,σ{µ ∈ Jn} = Pµ,σ{
∣∣Xn − µ∣∣ ≤ d} = 2Φ(√nd/σ)− 1,
so that
Pµ,σ{µ ∈ Jn} ≥ 1− α (2.1.2)
provided that n is the smallest integer satisfying:
√
nd/σ ≥ a⇔ n ≥ a2σ2/d2 = C, say.
Here, we write a ≡ zα/2, the upper 100(α/2)% point of a standard normal distribution.
Thus, we define the optimal fixed sample size, had σ2 been known, as follows:
C ≡ C(d) = a2σ2/d2, (2.1.3)
by tacitly disregarding the fact that C may not be an integer.
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2.2. Minimum Risk Point Estimation (MRPE)
On the other hand, Robbins (1959) proposed his original and fundamental formulation
of a MRPE problem for the normal mean µ.We will consider the loss function given by the









+ cn, where A and c are both known. (2.2.1)
Here, A(> 0) is an appropriate weight function and c(> 0) is the cost of each observation
and “n”obviously indicates a sample size.
The risk function associated with (2.2.1) is then given by:






= Aσ2n−1 + cn. (2.2.2)
We can thus obtain the optimal fixed sample size, n∗ = n∗ (c), had σ2 been known, which
minimizes the risk function Rn (c) from (2.2.2). We have:
n∗ ≡ n∗ (c) = σ
√
A/c, (2.2.3)
again by tacitly disregarding the fact that n∗ may not be an integer.
2.3. Introducing Gini’s Mean Difference (GMD) and Mean Absolute Deviation
(MAD)
One should note that in (2.1.3) and (2.2.3), σ2 is actually assumed unknown. There-
fore, it is essential for us to estimate σ2 by updating its estimator at various stages of
the methodologies as needed. A customarily used unbiased estimator of σ2 is the sample
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variance, which, however, in certain scenarios, has its own drawback in estimating the pop-
ulation variance. For example, when skewness appears pronounced due to the existence
of possible outliers even though the parent population is assumed normal, sample variance
may not estimate σ2 well. In nonsequential portfolio theory, Markowitz (1959) suggested
using semivariance as a substitute of the sample variance.
Back to multi-stage estimation problems, Mukhopadhyay (1982) opened the possibilities
of using estimators of σ2 other than the sample variance. Recall that Chattopadhyay and
Mukhopadhyay (2013), estimators based on GMD and MAD were used for constructing two-
stage fixed-width confidence interval methodologies for a normal mean µ in the presence
of suspect outliers and these were compared with the customary Stein-type (1945,1949)
two-stage methodology based on the sample variance.
In this thesis, we therefore propose to push similar ideas lot further and utilize alternative
more robust estimators for σ2 based on (i) GMD and (ii) MAD, as needed, formally defined
in (2.3.1).
Having recorded X1, ..., Xn from a N(µ, σ2) population, we define GMD and MAD as
follows:





ΣΣ1≤i<j≤n |Xi −Xj | ;
(ii) MAD: Mn = n−1Σni=1
∣∣Xi −Xn∣∣. (2.3.1)
Unbiased estimators for the population variance σ2 based on GMD or MAD were proposed
in Nair (1936) and Herrey (1965) respectively. In the spirit of notation used in Chattopad-
hyay and Mukhopadhyay (2013), we denote two unbiased estimators as well as the sample
variance by U2n;i, i = 0, 1, 2, for σ
2 as follows:
9
(0) σ̂2 ≡ U2n;0 = S2n; (1) σ̂2 ≡ U2n;1 = c−2n;1G2n; (2) σ̂








3 (n+ 1) + 2(n− 2)
√


















We also construct unbiased estimators for σ based on GMD or MAD as well as the
sample standard deviation as follows:
















One will find many more specific details in Chapters 3 and 4, respectively, dealing with
the two fundamental multi-stage estimation problems, namely, (i) FCIE and (ii) MRPE









Involving GMD or MAD
In this chapter, we propose the GMD-based and MAD-based purely sequential method-
ologies for both fixed-width confidence interval estimation (FCIE) and minimum risk point
estimation (MRPE) problems. In comparison, the customary sample variance-based purely
sequential methodology is also included. The chapter is mainly based on Mukhopadhyay
and Hu (2017).
Section 3.1 develops purely sequential estimation strategies with stopping boundaries
based on the sample variance, GMD or MAD (defined in 2.3.1-2.3.3) for the FCIE problems.
Three main results have been summarized in Theorems 3.1.1-3.1.3, which show that our
newly proposed purely sequential FCIE strategies enjoy asymptotic first-order effi ciency and
asymptotic consistency properties.
Section 3.2 develops purely sequential estimation strategies with stopping boundaries
based on the sample standard deviation, GMD or MAD (defined in 2.3.1 and 2.3.4) for the
MRPE problems. Three main results are summarized in Theorems 3.2.1-3.2.3, which show
that our newly proposed purely sequential MRPE strategies enjoy asymptotic first-order
effi ciency and first-order risk effi ciency.
In both Sections 3.1 and 3.2, we have presented summaries of data analysis obtained
via extensive sets of simulations with random samples drawn from a normal as well as a
mixture normal distribution (3.1.7). The mixture normal scenarios were so constructed that
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outlying observations could be expected, but the gathered data could overwhelmingly be
treated as random samples from a normal universe for practical purposes. We are reassured
that the new GMD-based and MAD-based purely sequential methodologies are more robust
(Theorem 3.1.4) than the existing sample variance-based purely sequential methodologies.
This happens in both problems when we may expect to encounter some outliers as we
sample from a normal universe.
Section 3.3 includes illustrations of both FCIE and MRPE methodologies for the mean
(µ) using two real datasets: (a) net profit or loss percentages (sales data) from department
stores (McNair 1930; http://www.stat.ufl.edu/~winner/), and (b) number of days that seeds
of marigold varieties 2 and 3 needed to flower (horticulture data) from Mukhopadhyay et
al. (2004b).
The chapter ends with some brief overall thoughts in Section 3.4.
3.1. Fixed-Width Confidence Intervals
Under the fixed-width confidence interval formulation (2.1.1)-(2.1.3), we propose the
following sampling procedure to determine the final sample size. Beginning with pilot data
X1, ..., Xm of size m, m ≥ 2, we record one additional observation at-a-time successively as
needed until we stop according to the following stopping rule:
Ni ≡ Ni(d) = inf{n ≥ m : n ≥ a2U2n;i/d2}, i = 0, 1, 2. (3.1.1)
Observe that the index i = 0, 1, 2 respectively corresponds to the customary sample variance-
based, the GMD-based or the MAD-based methodology with U2n;i, i = 0, 1, 2, defined via
(2.3.2)-(2.3.3).
That is, for i = 0, 1, 2, if m ≥ a2U2m;i/d2 is satisfied, we do not take any additional
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observation and the sample size is Ni = m. Otherwise, we record one more observation
and obtain updated U2m+1;i in order to check with the stopping rule (3.1.1). We terminate
sampling at the first time Ni = n(≥ m) such that n ≥ a2U2n;i/d2 occurs. Finally, hav-
ing observed the full dataset {Ni, X1, ..., Xm, Xm+1, ..., XNi}, we construct the fixed-width
confidence interval for µ as follows:
JNi = [XNi ± d]. (3.1.2)
We should add that the customary sample variance-based methodology was first devel-
oped by Anscombe (1952,1953), Ray (1957), and Chow and Robbins (1965). In Anscombe
(1953), he used “a”, the upper 100(α/2)% point of a standard normal distribution and his
stopping rule was similar to (3.1.1) with i = 0. Ray (1957) used the upper 100(α/2)%




2) in (3.1.1). Obviously, limn→∞ tn−1,α/2 = a. One may refer to
Mukhopadhyay (2010), Gut and Mukhopadhyay (2010), and also look at the references
included therein. Chow and Robbins (1965) used a general sequence of positive constants
{an;n ≥ 2} instead of “a”in defining their stopping boundary (= a2nS2n/d2) in (3.1.1) where
limn→∞ an = a.
For the purely sequential methodologies {Ni, JNi} from (3.1.1)-(3.1.2), we can clearly
claim that Pµ,σ{Ni <∞} = 1 and Ni ↑ ∞ w.p.1 as d ↓ 0, i = 0, 1, 2.
3.1.1. Some Useful Lemmas
We begin with a number of technical lemmas (Lemmas 3.1.1-3.1.4) which will be helpful
in justifying some of the more substantial properties.
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Lemma 3.1.1. The statistics {U2k;i, k ≤ n}, i = 0, 1, 2, are distributed independently of
{Xn, n ≥ m}.
Proof : We fix σ = σ0(> 0) and n(≥ m), but otherwise they remain arbitrary. Now, one
can show easily that {U2k;i, k ≤ n} consists of ancillary statistics for µ and Xn is a complete
and suffi cient statistic for µ in the model N(µ, σ20). Thus, by Basu’s (1955) theorem, we
immediately claim that {U2k;i, k ≤ n} and Xn are independent under the model N(µ, σ20)
for every fixed σ20. But, since σ0 is fixed but arbitrary, it means that {U2k;i, k ≤ n} and Xn
are independently distributed. 
Lemma 3.1.2. U2n;i
Pµ,σ→ σ2 as n→∞ for i = 0, 1, 2.
Proof : With i = 0, it is obvious that S2n
Pµ,σ→ σ2 as n→∞.
With i = 1, we see that Gn from (2.3.1) is a U -statistic so that Gn
Pµ,σ→ Eµ,σ [|X1 −X2|]
as n→∞ in view of Hoeffding (1948,1961). See also Lee (1990). SinceX1−X2 ∼ N(0, 2σ2),
we have Eµ,σ [|X1 −X2|] = 2σ/
√
π and thus G2n
Pµ,σ→ 4σ2/π as n→∞. Also, c−2n;1 → π/4 as
n→∞. Thus, U2n;1
Pµ,σ→ σ2 as n→∞.
With i = 2, we work with Mn from (2.3.1) and observe that with probability 1 (w.p.1):
n−1Σni=1 |Xi − µ| −
∣∣Xn − µ∣∣ ≤Mn ≤ n−1Σni=1 |Xi − µ|+ ∣∣Xn − µ∣∣ .
Obviously,
∣∣Xn − µ∣∣ Pµ,σ→ 0, n−1Σni=1 |Xi − µ| Pµ,σ→ Eµ,σ [|X1 − µ|] = σ√2/π,
as n → ∞. Therefore, M2n
Pµ,σ→ 2σ2/π as n → ∞. Combining this with the fact that
c−2n;2 → π/2 as n→∞, one immediately concludes that U2n;2
Pµ,σ→ σ2 as n→∞. 
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<∞, i = 0, 1, 2.







p/2 < 1 as n→∞, so that
there exists large enough n1 and c
−p


























We know that |Xi − µ| , i = 1, 2, ... are independent and identically distributed (i.i.d.)
and belong to Lp, p > 1, and so does supn
{
n−1Σ1≤i≤n |Xi − µ|
}
by Wiener’s (1939) ergodic
theorem. Hence, the result follows from (3.1.3).




n. Again, clearly, c
−p
n;2 → (π/2)
p/2 as n → ∞, so that
there exists large enough n2 and c
−p
n;2 < 2




















n−1Σ1≤i≤n |Xi − µ|+
∣∣Xn − µ∣∣]}p ,
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in the spirit of (3.1.3). Again, supn
{
n−1Σ1≤i≤n |Xi − µ|+
∣∣Xn − µ∣∣} belongs to Lp by







With i = 0, one may refer to Chow and Robbins (1965) or look at another source. 
Lemma 3.1.4. Under the purely sequential estimation strategy (Ni, XNi) from (3.1.1 )-
(3.1.2 ), for all fixed µ, σ, d, and α, we conclude the following properties:
(i) Eµ,σ[Ni] <∞, Vµ,σ[Ni] <∞;




for i = 0, 1, 2.
Proof :
Part (i): We surely have Pµ,σ{Ni < ∞} = 1. The stopping rule (3.1.1) provides the
inequality (w.p.1):
Ni − 1 ≤ m− 1 + a2U2Ni−1;i/d
2,
which gives (w.p.1):












i = 0, 1, 2. Thus, Lemma 3.1.3 and (3.1.4) show that Eµ,σ[N2i ] < ∞ with p = 4. Part (i)
follows.








whereas U∗i is independent of Xn in view of Lemma 3.1.1. As a result, the event {Ni = n}




= Σ∞n=mEµ,σ[XNi |Ni = n]Pµ,σ{Ni = n}
= Σ∞n=mEµ,σ[Xn]Pµ,σ{Ni = n}
= µ.
Similarly, we can express:
Eµ,σ[X
2






i = 0, 1, 2. Part (ii) follows. 
3.1.2. Asymptotic First-Order Properties of the Purely Sequential Methodology
(3.1.1)-(3.1.2)
In this section, we lay down a number of interesting first-order asymptotic properties
in the form of Theorems 3.1.1-3.1.3 associated with the estimation strategies (Ni, JNi) pro-
posed in (3.1.1)-(3.1.2), i = 0, 1, 2.
Theorem 3.1.1. For the stopping time Ni defined by the purely sequential estimation
strategy (3.1.1 )-(3.1.2 ), for all fixed µ, σ, d, and α, we have Qi ≡
√
Ni(XNi − µ)/σ ∼
N(0, 1), i = 0, 1, 2.
Proof: For all z ∈ R, we have:
Pµ,σ{Qi ≤ z}




n(Xn − µ)/σ ≤ z}Pµ,σ{Ni = n}
= Σ∞n=mΦ(z)Pµ,σ{Ni = n},
which simplifies to Φ(z), i = 0, 1, 2. 
Theorem 3.1.2. For the stopping time Ni defined by the purely sequential estimation
strategy (3.1.1 )-(3.1.2 ), for all fixed µ, σ, and α, we have:
lim
d→0
Eµ,σ[Ni/C] = 1, i = 0, 1, 2 [Asymptotic First-Order Effi ciency ], (3.1.5)
with C defined by (2.1.3 ).




2, and we know from Lemma 3.1.2 that lim
n→∞
yn;i = 1 w.p.1. Denote f(n) = n
so that lim
n→∞
f(n) =∞ and lim
n→∞
f(n)/f(n− 1) = 1. Then, the stopping rule (3.1.1) would
match the stopping rule of Chow and Robbins (1965). Using Lemma 3.1.3, we claim:
Eµ,σ[supn yn;i] <∞ which immediately shows (3.1.5). 
Theorem 3.1.3. For the stopping time Ni and the proposed fixed-width confidence interval
JNi defined by the purely sequential estimation strategy (3.1.1 )-(3.1.2 ), for all fixed µ, σ,
and α, we have:
lim
d→0
Pµ,σ{µ ∈ JNi} = 1− α, i = 0, 1, 2 [Asymptotic Consistency ]. (3.1.6)
Proof. First, it is obvious that lim
d→0
Ni/C = 1 with C defined by (2.1.3). Next, we express:












as d→ 0, which follows from the dominated convergence theorem. 
Theorems 3.1.2-3.1.3 give us reasonable assurances that the terminal sample sizes on an
average and the confidence coeffi cients associated with the constructed confidence intervals
will hover around C and 1 − α respectively when C (or d) is large (small). Small and
moderate sample size performances of the purely sequential estimation strategies (Ni, JNi)
from (3.1.1)-(3.1.2) will be summarized shortly via computer simulations.
3.1.3. Limited Robustness Properties of the Purely Sequential Methodology
(3.1.1)-(3.1.2)
Here, we briefly address some of the issues surrounding potentially limited robustness
properties associated with the GMD-based or MAD-based purely sequential estimation
strategies (3.1.1)-(3.1.2) with i = 1, 2 when compared with the existing and customary
strategy (3.1.1)-(3.1.2) with i = 0.
We deal with a situation when the normality of the parent population is satisfied, but
one may encounter some outliers during the sequential process of gathering observations.
Since an outlier is expected to be either extremely large or extremely small, it is reasonable
to presume that the true population variance, say, σ′2 would be pulled upward compared
with σ2, the assumed variance of the population without outliers.
As a consequence, if we fix the significance level 1−α and the confidence interval’s width
2d, the true behind-the-scene optimal fixed sample size C will go up. That is, if C ′(or C)
corresponds to the optimal fixed sample size when the population produces some (or no)
outliers, then it may be reasonable to expect C ′ > C.
For convenience, we simulate data from a population that will be expected to produce
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some outliers by generating observations from a mixture normal distribution specified by:
(1− ε)N(µ, σ21) + εN(µ, σ22) where σ2 > σ1 and 0 < ε < 1 is small, (3.1.7)
that is, we view the normal population N(µ, σ21) as mildly contaminated allowing it to
possibly generate some outliers. Next, we summarize some interesting conclusions.
Theorem 3.1.4. Under the model (3.1.7 ), with U2n;i defined in (2.3.2 )-(2.3.3 ), i = 0, 1, 2,
and for all fixed (µ, σ1, σ2) ∈ R×R+ ×R+, we have:
σ21 < Eµ,σ1,σ2 [U
2
n;2] < Eµ,σ1,σ2 [U
2







Proof. Note that as n→∞, we first have:
Eµ,σ1,σ2 [U
2





µ,σ1,σ2 [|X1 −X2|] =
[











µ,σ1,σ2 [|X1 − µ|] = [(1− ε)σ1 + εσ2]
2 .
(3.1.10)
Next, it follows that
[





















(1− ε)2 σ1 + ε (1− ε) (σ1 + σ2) + ε2σ2
]2
= [(1− ε)σ1 + εσ2]2 .
(3.1.12)
Based on the proof of Lemma 3.1.3, the dominated convergence theorem could be applied
on U2n;1 and U
2
n;2. Thus, combining (3.1.9)-(3.1.12), the desired result follows. 
Now, we may summarize by writing that mild robustness of the procedure (3.1.1)-(3.1.2)
is felt through the spirit of taking into account what our Theorem 3.1.4 has to say. It
indicates that when a population along the line of (3.1.7) is more prone to produce outliers,
but yet we continue to assume that the population behaves like normal with variance σ21,




n;0 tend to overestimate σ
2
1. As a result, they are no longer
unbiased or even consistent for σ21. Additionally, Theorem 3.1.4 also indicates that under
procedures (3.1.1)-(3.1.2) the final sample sizes N1, N2 based on U2n;1, U
2
n;2 on an average
could asymptotically fall below the average N0 based on U2n;0. In other words, N1, N2 could
be expected to stay nearer to the correspondingly presumed optimal fixed sample size,
C∗ = a2σ21/d
2, on an average than N0 would.
3.1.4. Simulations and Data Analysis
In this section, we summarize performances of the purely sequential FCIE strategies
(Ni, JNi), i = 0, 1, 2 from (3.1.1)-(3.1.2) respectively when sample sizes were small (≤ 50),
moderate (100) or large (200). Throughout this section, we use the following system codes
in (3.1.13) for identifying each specific methodology under implementation. We present
summary performances in both normal cases and mixture normal cases (see 3.1.7) obtained
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via simulations.
i = 0 : Sample variance-based methodology (3.1.1)-(3.1.2)
i = 1 : GMD-based methodology (3.1.1)-(3.1.2)
i = 2 : MAD-based methodology (3.1.1)-(3.1.2)
(3.1.13)
3.1.4.1. Samples from a Normal Population
We generated pseudo random samples from a N(5, 4) population, that is, we had fixed
µ = 5 and σ = 2. We also fixed α = 0.01, 0.05, 0.10, m = 10, 15, 20, the optimal fixed sample
size C over a wide range of values including 50, 100, 200, and then determined the values of
d accordingly by referring to (2.1.3). Table 3.1 represents this situation. One may however
critique that we should have alternatively first fixed d(= 0.2, 0.4, 0.6) and determined C
accordingly. Table 3.2 represents that situation.
In Tables 3.1-3.2, we respectively present selected summaries in the two situations that
we have mentioned when α = 0.05 and m = 10, 15 for brevity alone even though we ran
simulations with other values of C,α, and m.
Using T (= 1000, say) independent replications or runs, we estimated the average final
sample size n with its estimated standard error s(n), the minimummin(n), the lower quartile
QL(n), the median med(n), the upper quartile QU (n), and the maximum max(n) obtained
from 1000 observed sample sizes. We also looked at the estimated coverage probability p
with its estimated standard error s(p) along with the observed values of both n/C and
n− C.
More specifically, in Tables 3.1-3.2, as well as in other tables which will follow, we have
used the following notation:
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nt : sample size in tth run;
n = T−1ΣTt=1nt : should estimate C;
s(n) =
{(
T 2 − T
)−1
ΣTt=1 (nt − n)
2
}1/2
: estimated standard error of n;
xnt : sample mean in t
th run;
pt : 1 if interval Jnt covers µ (or 0 otherwise)
in tth run;




}1/2 : estimated standard error of p.
(3.1.14)
As a typical case, for example, we prefixed the optimal sample size C = 50 (small), 100
(moderate), and 200 (large) with different pilot sample sizes m = 10 and 15 respectively
when α = 0.05. Thus, with small, moderate and large optimal fixed sample sizes, the
corresponding fixed-width of the confidence intervals was d = 0.5544, 0.3920, and 0.2772.
Overall performances did not differ over other choices of C,α or m. In summary, we discover
that the procedures (3.1.1)-(3.1.2) based on either GMD or MAD as the estimator of σ2
tend to perform as well as the procedure based on the sample variance.
Looking at column 4, it is fair to say that the average sample sizes (n) derived were close
to each other, all staying a little smaller than C no matter whether C was small, moderate,
or large. From column 9, we can see that the first-order term n/C is close to 1, whereas
larger the sample sizes were, the closer was n/C to 1.
A similar conclusion could be in order while looking at the estimated second-order values
n−C which look rather close to the theoretical asymptotic value −1.18 (see Mukhopadhyay
and de silva 2009, eq. 6.2.34, p. 119) when i = 0. In some cases, the average sample sizes
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under procedure (3.1.1)-(3.1.2) with i = 0 turned out to be smaller than those of other
two procedures (i = 1, 2), however the average sample sizes of GMD-based or MAD-based
methodologies were often bit smaller.
Next, we focus on columns 5—7, the five number summary (min(n), QL(n), med(n),
QU (n), and max(n)) from 1000 observed n values in each row. From Tables 3.1-3.2, one
may sense that these quantities reflect a right-skewness property of the stopping times, while
at the same time, the difference between n and med(n) was largely within one observation.
For small sample sizes, the MAD-based procedure seemed to be more right-skewed when
m became larger. For moderate and large sample sizes, while the values of QL(n), med(n),
and QU (n) look close to each other, we noticed some apparent differences in the magnitude
of max(n)−min(n) when different procedures were implemented.
Now let us attend to column 8, that is p, the estimated coverage probability, and s(p).
In a large majority of cases, the interval of [p± 2s(p)] did cover our nominal target 1− α,
however sometimes [p ± 2s(p)] did not cover 1 − α. This feature should not be surprising,
since Theorem 3.1.3 shows only asymptotic consistency property.
In summary, the purely sequential procedure (3.1.1)-(3.1.2) has performed remarkably
well under the normality assumption for the parent population. We found very little to
no significant difference in the overall performances between the existing purely sequential
procedure (3.1.1)-(3.1.2) with i = 0 and our newly developed purely sequential procedures
(3.1.1)-(3.1.2) with i = 1, 2 based on GMD or MAD across the large range of choices of
m,C, and α. Recall that Tables 3.1-3.2 highlight selected summaries.
3.1.4.2. Samples from an ε-Contaminated Normal Population (3.1.7)
Next, we drew pseudo random samples from a mixture normal population (3.1.7),
24
namely, a population distribution given by (1 − ε)N(5, 4) + εN(5, 9) to investigate per-
formances of the purely sequential fixed-width confidence interval estimation strategies
(Ni, JNi) from (3.1.1)-(3.1.2) with i = 0, 1, 2 respectively when suspect outliers may oc-
cur. We fixed α = 0.01, 0.05, 0.10, m = 10, 15, 20, C = 50, 100, 200, and considered ε = 0.1
(10% contamination), 0.2 (20% contamination).
We implemented the purely sequential procedures similarly to what we had explained
in connection with Table 3.1. Tables 3.3-3.4 show findings from 1000 runs when m = 10, 15,
C = 50, 100, 200, α = 0.05, and ε = 0.10, 0.20 in the spirit of Table 3.1. In our larger
simulation runs, we had additionally included the choices (i) m = 20, C = 50, 100, 200,
α = 0.10, 0.01, ε = 0.10, 0.20 and (ii) m = 10, 15, 20, d = 0.6, 0.4, 0.2, α = 0.10, 0.01,
ε = 0.1, 0.2. However, we exhibit only a brief summary especially since we found very little
to no significant difference in the overall performances. In particular, we include no tables
here in the spirit of Table 3.2.
At the same time, one will find a number of additional entries in Tables 3.3-3.4 compared
with those shown in Tables 3.1-3.2. Let us explain the extra notation.
xtj : jth observation in tth run;
γtj : = 1 if xtj came from N(5, 4)
or 0 if xtj was from N(5, 9);
γt = Σ
nt
j=1γtj : proportion of observations sampled from
N(5, 4) in tth run;




}1/2 : estimated standard error of γ;
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KSt : = 1 if K-S test’s p-value ≥ 0.05 in tth
run or 0 otherwise;
KS = ΣTt=1KSt : proportion of data from T runs that
passed 5% level K-S normality test.
(3.1.15)
We denoted γ = 1 − ε and estimated the average sampling from N(5, 4) population
proportion γ and its standard error s(γ). We observe column 10 that γ is close to the
target γ = 90%(80%) in Table 3.3(3.4) while its standard error s(γ) hovers around 0.01.We
also used Kolmogorov-Smirnov test to check the normality of our samples within each run
and we recorded in column 11 the proportion KS, that passed the Kolmogorov-Smirnov
test at 0.05 significance level among all 1000 runs. From column 11 in Tables 3.3-3.4, we
get an impression that our observed data looked like normal between 89.7% to 95% of the
time among 1000 runs even though in the background the data came from (3.1.7)!
Again, we gather data purely sequentially from a population described by (3.1.7), but
pretend that the population is indeed N(µ = 5, σ21 = 4) for all practical purpose. In
column 1 we show the C-values (in the top) computed using (2.1.3) replacing σ2 ≡ σ21 = 4.
Obviously, this C is a rather "fake" optimal fixed sample size, and this is clear from the
fact that the n values appear off from such C-values shown in the top in column 1. But, in
column 1, we also show the bold C-values computed from (2.1.3) using the correct σ2 value
from the population (3.1.7). Clearly, the n values appear much closer to the bold C-values
shown in column 1.
3.1.4.3. Some Overall Sentiments
From Tables 3.3-3.4 and many other simulations that we had run, we may summarize our
sentiments as follows when a population may be reasonably treated as a normal universe for
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practical purposes (as validated by Kolmogorov-Smirnov test), but it is mildly contaminated
behind the scene:
(a) All three methodologies oversampled which is clear by comparing the n values with
C-values or C-values.
(b) Pilot size m has not impacted overall performances in a significant way.
(c) Average sample sizes of GMD-based and MAD-based purely sequential procedures
(3.1.1)-(3.1.2) with i = 1, 2 were generally smaller than those associated with the sam-
ple variance-based procedure (3.1.1)-(3.1.2) with i = 0. We interpret this feature as a
reasonable validation of mild robustness of the procedures (3.1.1)-(3.1.2) with i = 1, 2 over
the procedure (3.1.1)-(3.1.2) with i = 0.
(d) MAD-based purely sequential procedure generally came up with a smaller average sam-
ple size than that associated with GMD-based procedure.
(e) Average sample sizes from the customary procedure (3.1.1)-(3.1.2) with i = 0 came bit
closer to the prefixed C-values. This is also reflected in the feature that first-order terms
(n/C) for the purely sequential procedures (3.1.1)-(3.1.2) with i = 1, 2 were bit lower than
those of the procedure (3.1.1)-(3.1.2) with i = 0.
(f) From columns 5—7, we feel that the distributions of all three stopping times were skewed
to the right which is validated by the feature that med(n) turned out to be a little larger
than n, but they were largely within one observation of each other. Also, med(n) seen
from procedures (3.1.1)-(3.1.2) with i = 1, 2 kept being smaller than those derived from
procedure (3.1.1)-(3.1.2) with i = 0.
(g) MAD-based procedure gave the smallest med(n) and n values. Similar conclusions
generally hold for the other two quartiles (QL (n) , QU (n)).
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(h) Nearly all coverage probability estimates (p) fell slightly below the target confidence
level of 0.95. We suspect that this may be partly due to contamination.
By combining our findings from Tables 3.1-3.4 with those obtained from numerous
other sets of extensive simulations, we empirically feel confident that our newly developed
GMD-based or MAD-based methodologies (3.1.1)-(3.1.2) with i = 1, 2 are more robust for
practical purposes when we compare them with the sample variance-based methodology
(3.1.1)-(3.1.2) with i = 0. At the same time, however, the GMD-based or MAD-based
methodologies from (3.1.1)-(3.1.2) with i = 1, 2 are not very sharply divided. Hence, we
suggest implementing either GMD-based or MAD-based methodologies from (3.1.1)-(3.1.2)
with i = 1, 2 with confidence when sampling from a normal universe, especially when suspect
outliers may be expected.
3.2. Minimum Risk Point Estimation
In this section, we estimate the unknown σ unbiasedly by the estimators from (2.3.4),
respectively, based on the sample standard deviation, GMD, and MAD. The corresponding
purely sequential procedures will be proposed to construct minimum risk point estima-
tors for the unknown mean µ under the formulation (2.2.1)-(2.2.3). Again, we begin with
pilot data X1, ..., Xm of size m, m ≥ 2, and record one additional observation at-a-time
successively as needed until we stop according to the following stopping rule:






where λ(> 12) is held fixed and σ is replaced with Vn;i, i = 0, 1, 2, in defining the boundary
condition as we estimate n∗ ≡ n∗(c) from (2.2.3). Observe that the index i corresponds
28
to the sample standard deviation-based, GMD-based or the MAD-based methodology with
Vn;i, i = 0, 1, 2, defined via (2.3.1) and (2.3.4).
The stopping rule (3.2.1) looks much like the representations in Chow and Robbins
(1965) and Ghosh et al. (1997, equation 9.2.30, p. 274). But, in comparison with (3.1.1),
the present boundary condition in (3.2.1) looks slightly different because it includes an
additional term, n−λ. This is done in order to (i) avoid very early stopping and (ii) facilitate
derivations of various convergences with “desired”rates.




is satisfied, we do not take any additional observation and the sample size is Ni = m.
Otherwise, we record one more observation and obtain updated Vm+1;i to check with the






−λ) occurs. Finally, having observed the dataset
{Ni, X1, ..., Xm, Xm+1, ..., XNi},
we construct the minimum risk point estimator for µ as follows:
XNi ≡ N−1i Σ
Ni
j=1Xj , i = 0, 1, 2.
(3.2.2)
Clearly, Pµ,σ{Ni <∞} = 1 and Ni ↑ ∞ w.p.1 as c ↓ 0, i = 0, 1, 2.
3.2.1. Asymptotic First-Order Properties of the Purely Sequential Methodology
(3.2.1)-(3.2.2)
In the spirit of our previous Lemma 3.1.4 and Theorem 3.1.1, modified very mildly,
we first summarize the following properties for the purely sequential estimation strategy
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(3.2.1)-(3.2.2):
(i) Eµ,σ[Ni] <∞, Vµ,σ[Ni] <∞;






Ni(XNi − µ)/σ ∼ N(0, 1);
(3.2.3)
for all fixed µ, σ,A, c, and i = 0, 1, 2.
In the present situation, upon termination according to (3.2.1), we can express the risk












i ] + cEµ,σ[Ni], i = 0, 1, 2,
(3.2.4)
since Xn and I{Ni = n} are independent for each fixed n(≥ m). The minimum fixed-
sample-size risk can be expressed as:
Rn∗(c) ≡ Aσ2n∗−1 + cn∗ = 2cn∗, (3.2.5)
with n∗ ≡ n∗(c) from (2.2.3).
Robbins (1959) and Starr (1966) formulated two crucial notions, namely, the risk effi -
ciency and regret originally developed in the context of comparing RN0(c) associated with
(3.2.4) and Rn∗(c). We implement those notions for comparing RNi(c) and Rn∗(c):






Regret : ωi (c) ≡ RNi(c)−Rn∗(c) = cEµ,σ[(Ni − n∗)2/Ni],
(3.2.6)
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for i = 0, 1, 2.
Clearly, the following property will also hold:
Ni/n
∗ Pµ,σ→ 1 as c→ 0, i = 0, 1, 2, (3.2.7)
which results from the customary basic inequality and the facts that Ni →∞ and XNi → µ
w.p.1(Pµ,σ) as c→ 0.
Next, in view of the first part of (3.2.7) and then slightly improvising the proof shown
in the case of our earlier Theorem 3.1.2, we can immediately claim the following property:
Theorem 3.2.1. For the stopping time Ni defined by the purely sequential estimation




∗] = 1, i = 0, 1, 2 [Asymptotic First-Order Effi ciency ], (3.2.8)
with n∗ ≡ n∗(c) from (2.2.3).
Next, we show the following lemma, which will lead to the asymptotic first-order risk
effi ciency of the methodology (3.2.1)-(3.2.2).
Lemma 3.2.1. For the stopping time Ni defined by the purely sequential estimation strategy
(3.2.1 )-(3.2.2 ), for all fixed µ, σ, and A, we have: with any arbitrary 0 < η < 1 and r ≥ 2,




, i = 0, 1, 2. (3.2.9)










2(1+λ) ) and n2c = ηn∗ = ησ
√
A/c. (3.2.10)
From the definition of Ni in (3.2.1), it should be clear that Ni ≥ n1c w.p.1(Pµ,σ), i = 0, 1, 2.
Next, in view of (3.2.7), it is obvious that Pµ,σ{Ni ≤ ηn∗} ought to converge to zero as
c→ 0. Hence, we set out to obtain the rate at which Pµ,σ{Ni ≤ ηn∗} may converge to zero
for small c.
Case i = 1:








2 Gn ≤ ησ for some n such that n1c ≤ n ≤ n2c
}
≤ Pµ,σ





∣∣∣Gn − 2√πσ∣∣∣ ≥ k1σ} .
(3.2.11)
We know that Gn is a U -statistic with kernel |Xi1 −Xi2 | and Eµ,σ[Gn] = 2√πσ. As a
result, {Gn;n ≥ m} is a reverse martingale adapted to the σ-fields Fn = σ{Gn, Gn+1, ...},
and so is also
{
Gn − 2√πσ;n ≥ m
}
. Note the fact that all positive moments of |Xi1 −Xi2 |
are finite. Hence, by Kolmogorov’s inequality for reverse martingales, the lemma from Sen
and Ghosh (1981), in view of (3.2.10) we obtain from (3.2.11) with r ≥ 2:
Pµ,σ{N1 ≤ ηn∗} ≤ (k1σ)−r Eµ,σ
[∣∣∣Gn1c − 2√πσ∣∣∣r] = O (n−r/21c ) = O (n∗−r/(2(1+λ))) .
(3.2.12)
See also Ghosh et al. (1997, Lemma 9.2.3, pp. 275-276).
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Case i = 0:






≥ 1 as Eµ,σ[Sn] ≤
√
Eµ,σ[S2n] = σ, we again write
for small c, with k0 = 1− η (> 0):
Pµ,σ{N0 ≤ ηn∗}
≤ Pµ,σ {Sn ≤ ησ for some n such that n1c ≤ n ≤ n2c}





∣∣S2n − σ2∣∣ ≥ k0σ2} .
(3.2.13)
Note that S2n is a common U -statistic with all positive moments finite, with r ≥ 2, we
claim:











in the same way we had concluded (3.2.12) from (3.2.11).
Case i = 2:
We note that
Mn ≥ n−1Σni=1 |Xi − µ| −
∣∣Xn − µ∣∣ = M1n −M2n, say,






2 , we again write for small








2Mn ≤ ησ for some n such that n1c ≤ n ≤ n2c
}
≤ Pµ,σ










Since M1n and Xn are both U -statistics with all positive moments finite, with r ≥ 2,
we claim:
















i = 0, 1, 2. 
Now we are in a position to state and prove the main result in this section.
Theorem 3.2.2. For the stopping time Ni defined by the purely sequential estimation
strategy (3.2.1 )-(3.2.2 ), for all fixed µ, σ, and A, we have:
lim
c→0
ξi(c) = 1, i = 0, 1, 2 [Asymptotic First-Order Risk Effi ciency ], (3.2.17)
where the term ξi(c) comes from (3.2.6 ).




∗/Ni] = 1, i = 0, 1, 2. (3.2.18)









∗)]+ Eµ,σ [n∗Ni I (Ni > 12n∗)]
= Eµ,σ [W1] + Eµ,σ [W2] , say, i = 0, 1, 2.
(3.2.19)
But, W2 is bounded and hence W2 is uniformly integrable. Also, W2
Pµ,σ→ 1 as c→ 0 so
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that limc→0Eµ,σ [W2] = 1. In view of (3.2.9) and (3.2.10), we can write:























as long as we pick some r > max{2, 2λ}. Thus, from (3.2.18), it follows that (3.2.17) is
justified. 
3.2.2. Simulations and Data Analysis
Along the lines of what we did in Section 3.1.4, we had analogously implemented purely




, i = 0, 1, 2 from (3.2.1)-
(3.2.2) under both normal cases and mixture-normal cases (3.1.7). In all tables to follow,
we continue to use the index i along the lines of (3.1.13), but define more precisely as follows:
i = 0 : Sample standard deviation-based methodology (3.2.1)-(3.2.2) with λ = 2
i = 1 : GMD-based methodology (3.2.1)-(3.2.2) with λ = 2
i = 2 : MAD-based methodology (3.2.1)-(3.2.2) with λ = 2
(3.2.20)
as well as other notation used in the spirit of (3.1.14) obtained on the basis of T (= 1000, say)
replications:
nt : sample size in tth run;
n = 1T Σ
T
t=1nt : should estimate n
∗;





t + cnt : the method of calculation of risk












: estimated s.e. of Rn;
ξ̂ = Rn/Rn∗(c) : should estimate ξi(c), i = 0, 1, 2;





: should estimate ωi(c), i = 0, 1, 2;
δ2i c : a theoretical approximation of ωi(c), i = 0, 1, 2.
(3.2.21)
3.2.2.1. Samples from a Normal Population
We generated pseudo random samples from a N(5, 4) population, that is, we had fixed
µ = 5 and σ = 2. We also fixed A = 100 and m = 10, 15, 20. In addition, we varied the
optimal fixed sample size n∗(c) over a wide range of values including 50, 100, 200, and then
determined the values of c(= 0.16, 0.04, 0.01) accordingly by referring to (2.2.3). Table 3.5
represents this situation.
Given the set of notation defined in (3.2.21), we present selected summaries based on
Table 3.5 when m = 10, 15 and n∗(c) = 50, 100, 200 for brevity alone even though we ran
simulations with other values of n∗(c), A, c,m. Using R = 1000 independent replications or
runs, we estimated the average final sample size n with its estimated standard error s(n),
the minimum min(n), the lower quartile QL(n), the median med(n), the upper quartile
QU (n), and the maximum max(n) obtained from 1000 observed sample sizes.
We also looked at the rather natural estimated value, Rn, the terminal risk along with




in column 8, ξ̂, the risk effi ciency and ω̂, the regret both
in column 9. Considering the the values of Rn along with the estimated standard error, we
feel tempted to suggest that the number is generally consistent with Remark 3.1 given at
the end of Section 3.2.
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3.2.2.2. Samples from an ε-Contaminated Normal Population (3.1.7)
This section is similar in principle with what we had reported in Section 3.1.4.2. We
generated pseudo random samples from a mixture-normal population distribution given by
(1 − ε)N(5, 4) + εN(5, 9) with ε = 0.1, ε = 0.2, and λ = 2. Our Tables 3.6-3.7 show brief
summaries of our findings, parallel to those shown in Tables 3.3-3.4. A majority of the
entries in Tables 3.6-3.7 ought to be interpreted as those in Tables 3.3-3.4, respectively.
The columns showing Rn, the terminal risk, ξ̂, the risk effi ciency, and ω̂, the regret, should
be interpreted just like those in Table 3.5.
3.2.2.3. Some Overall Sentiments
From Tables 3.5-3.7 and many other simulations that we had run, we may summarize
our overall sentiments as follows when a population may be reasonably treated as a normal
universe for practical purposes (as validated by Kolmogorov-Smirnov test), but it is mildly
contaminated behind the scene:
We empirically feel confident that our newly developed GMD-based or MAD-based
methodologies (3.2.1)-(3.2.2) with i = 1, 2 are more robust for practical purposes when we
compare them with the sample standard deviation-based methodology (3.2.1)-(3.2.2) with
i = 0. At the same time, however, the GMD-based or MAD-based methodologies from
(3.2.1)-(3.2.2) with i = 1, 2 are not very sharply divided. Hence, we suggest implementing
either GMD-based or MAD-based methodologies from (3.2.1)-(3.2.2) with i = 1, 2 with
confidence when sampling from a normal universe, especially when suspect outliers may be
expected.
Remark 3.1. For all fixed µ, σ, c and A, we can check easily that ξi(c) > 1, i = 0, 1, 2. This
is consistent with the observations noted generally by Ghosh and Mukhopadhyay (1976).
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Remark 3.2. A more original customary purely sequential minimum risk point estimation
methodology excludes the term n−λ in the stopping rule from (3.2.1), which is given by
N ′0 ≡ N ′0(c) = inf{n ≥ m : n ≥ Sn
√
A/c},
instead. The conclusion from Theorems 3.2.3-3.2.3 also holds for the associated strategy(
N ′0, XN ′0
)
whenm ≥ 3. One may refer to Ghosh et al. (1997, pp. 174-175), Mukhopadhyay
and de Silva (2009, pp. 146-147) or look at another source.
Remark 3.3. Besides the asymptotic first-order properties given in Section 3.2.1, the
purely sequential MRPE methodology (3.2.1)-(3.2.2) further enjoys asymptotic second-order
risk effi ciency. Stronger results will be provided in Chapter 5.
3.3. Illustrations with Real Datasets
In this section, we include illustrations of both FCIE and MRPE methodologies for the
mean (µ) using two separate real datasets.
First, in Section 3.3.1, we will include data analysis associated with our proposed
methodologies using net profit or loss percentages from 352 department stores with sales
less than one million dollars in 1925 referred to as the “sales data”in the sequel. The origi-
nal data can be found from McNair (1930) or it can be downloaded from the Miscellaneous
Datasets page of Winner’s personal website (http://www.stat.ufl.edu/~winner/).
Next, in Section 3.3.2, we will include illustrations using the real data associated with
the number of days that the seeds of marigold varieties 2 and 3 needed to flower referred
to as the “horticulture data” in the sequel. The data were collected and recorded by
Mukhopadhyay et al. (2004b).
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3.3.1. Illustrations Using Sales Data
The sales data on net profit or loss percentages for 352 department stores came with
min = −14.21 to max = 10.31. The whole dataset looked bit skewed to the left with 5
outlying observations, all on the left, namely −14.21,−12.61,−11.86,−11.04, and −9.97.
These were clear from the histogram and boxplot which are not included here for brevity.
The whole data (with n = 352) gave the following descriptive statistics:
n x s min QL med QU max
352 0.261 3.854 −14.21 −2.1325 0.360 2.9300 10.31
Normality of the data was violated with the p-value 0.008611 associated with the
Shapiro-Wilk test on the whole data of size 352. We decided to remove the most extreme
outlier, −14.21, and then the normality of the data of size 351 gave the p-value 0.09033 asso-
ciated with the Shapiro-Wilk test on the data of size 351. The revised descriptive statistics
from the data (with n = 351) after removing the most extreme outlier, −14.21, were:
n x s min QL med QU max
351 0.302 3.781 −12.61 −2.1250 0.360 2.9400 10.31
For purposes of illustrations, we treated the dataset of size 351 as our population after
removing the most extreme outlier, −14.21. We drew random samples from this population
separately under simple random sampling with replacement (SRSWR) as well as under
simple random sampling without replacement (SRSWOR). They did not give appreciably
different results and hence we summarize our findings obtained under SRSWOR only.
We began with a pilot sample of size m = 20 on each occasion and implemented
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the fixed-width 95% confidence interval methodologies using purely sequential strategies
(3.1.1)-(3.1.2) based on the sample variance (i = 0), GMD (i = 1), and MAD (i = 2), re-
spectively. Analogously, we implemented the minimum risk point estimation methodologies
using purely sequential strategies (3.2.1)-(3.2.2).
After we began each strategy with m pilot observations, we checked with all three
stopping rules simultaneously based whether to terminate or not based on the same sequence
of observations. That is, as one strategy terminated, we continued with the other two based
on data accrued thus far. Then, eventually, all three strategies based on rather comparable
sets of observations from the same population terminated at some stage depending on the
sample path. Thus, one will find descriptive statistics presented in Tables 3.8-3.9 for the
observed data (x) are comparable for i = 0, 1, 2 within a fixed set of configuration. These
are summarized in Tables 3.8-3.9 where the choices of respective design constants are made
explicit as needed.
One should reiterate the point that each row in Tables 3.8-3.9 is obtained upon termina-
tion from a single run of an appropriate estimation methodology under consideration. We
emphasize that we had repeated similar illustrations with all 352 observations included in
the population, but we saw no appreciably different results compared with those shown in
Tables 3.8-3.9. Hence, we leave them out for brevity.
3.3.2. Illustrations Using Horticulture Data
Here, we utilized the horticulture data collected and recorded by Mukhopadhyay et al.
(2004b) on the number of days that the seeds of marigold varieties 2 and 3 needed to flower.
We treated the real datasets on variety 2 and variety 3 which seemed not to contradict
normal distributions confirmed via Shapiro-Wilk test with associated p-values 0.1473 and
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0.4101 for variety 2 and variety 3 respectively.
However, we saw suspect outliers, for example, the observation 22.0 from variety 2 and
observations 22.5, 23.0, 33.5, 34.5 from variety 3. The simple descriptive statistics from full
datasets on varieties 2 and 3 are summarized as follows:
Variety n x s min QL med QU max
2 460 35.13 4.03 22.0 32.0 35.0 38.0 46.5
3 162 28.20 2.17 22.5 27.0 28.5 29.5 34.5
For purposes of illustrations, we treated these datasets of sizes 460 and 162 respectively
as our populations. We drew random samples from these populations in the spirit of Section
3.3.1 under SRSWR as well as SRSWOR. But, SRSWOR and SRSWR did not produce
appreciably different results and hence we summarize our findings obtained under SRSWOR
only.
As in Section 3.1.1, again we began with a pilot sample of size m = 20 on each occasion
and implemented the fixed-width 95% confidence interval methodologies using purely se-
quential strategies (3.1.1)-(3.1.2) based on the sample variance (i = 0), GMD (i = 1), and
MAD (i = 2), respectively. Analogously, we implemented the minimum risk point estima-
tion methodologies using purely sequential strategies (3.2.1)-(3.2.2).
After we began each strategy with m pilot observations, we checked with all three
stopping rules simultaneously based whether to terminate or not based on the same sequence
of observations. That is, as one strategy terminated, we continued with the other two based
on data accrued thus far. Then, eventually, all three strategies based on rather comparable
sets of observations from the same population terminated at some stage depending on the
sample path.
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Thus, one will find descriptive statistics presented in Tables 3.10-3.11 for the observed
data (x) are comparable for i = 0, 1, 2 within a fixed set of configuration. These are
summarized in Tables 3.10-3.11 where the choices of respective design constants are made
explicit as needed. One should reiterate the point that each row in Tables 3.10-3.11 is
obtained upon termination from a single run of an appropriate estimation methodology
under consideration. We leave out many details for brevity.
3.4. Overall Concluding Thoughts
In summary, the purely sequential procedures (3.1.1)-(3.1.2) and (3.2.1)-(3.2.2) have
performed remarkably well, whether based on GMD or MAD, under the normality assump-
tion for the parent population. We saw very little to no significant differences in the overall
performances between the three purely sequential procedures, that is (3.1.1)-(3.1.2) and
(3.2.1)-(3.2.2), across the board when the population can be reasonably assumed normal.
We empirically feel strongly confident that our newly developed GMD-based or MAD-
based methodologies are more robust for practical purposes when we compare them with
the customary methodologies based on the sample variance or sample standard deviation,
respectively. Hence, we enthusiastically suggest implementing either GMD-based or MAD-
based methodologies with confidence when sampling from a normal universe, especially
when suspect outliers may be expected.
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Table 3.1. Simulations under α = 0.05 with 1000 runs
implementing methods (3.1.1)-(3.1.2) with i from (3.1.13)
C n min(n) QL(n) p n/C
d m i s (n) max(n) QU (n) med(n) s (p) n− C
50 10 0 47.823 10 40.00 48.0 0.925 0.956
0.5544 0.374 82 56.00 0.008 −2.177
1 47.917 10 41.00 49.0 0.939 0.958
0.370 84 56.00 0.008 −2.083
2 47.307 10 40.00 48.0 0.934 0.946
0.394 78 56.00 0.008 −2.693
15 0 47.926 15 41.00 49.0 0.926 0.959
0.352 78 55.00 0.008 −2.074
1 48.269 15 42.00 49.0 0.932 0.965
0.355 79 56.00 0.008 −1.731
2 47.831 15 40.00 48.0 0.936 0.957
0.371 81 56.00 0.008 −2.169
100 10 0 98.226 10 88.00 99.0 0.941 0.982
0.3920 0.513 145 109.00 0.007 −1.774
1 98.411 13 88.00 99.0 0.929 0.984
0.509 145 109.00 0.008 −1.589
2 98.368 10 88.00 99.0 0.948 0.984
0.519 149 110.00 0.007 −1.632
15 0 98.565 24 89.00 99.0 0.951 0.986
0.497 141 109.00 0.007 −1.435
1 98.446 38 89.00 99.0 0.952 0.984
0.492 149 109.00 0.007 −1.554
2 98.780 30 88.00 99.0 0.945 0.988
0.515 158 110.00 0.007 −1.220
200 10 0 198.998 138 185.00 199.0 0.944 0.995
0.2772 0.652 264 212.25 0.007 −1.002
1 198.681 123 185.00 199.0 0.931 0.993
0.652 272 213.00 0.008 −1.319
2 198.573 10 183.00 199.0 0.942 0.993
0.712 267 213.00 0.007 −1.427
15 0 198.662 120 185.00 199.0 0.944 0.993
0.651 266 212.00 0.007 −1.338
1 198.644 92 185.00 199.0 0.945 0.993
0.677 276 213.00 0.007 −1.356
2 198.649 121 183.00 198.0 0.937 0.993
0.707 277 214.00 0.008 −1.351
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Table 3.2. Simulations under α = 0.05 with 1000 runs implementing
methods (3.1.1)-(3.1.2) picking d first with i from (3.1.13)
C n min(n) QL(n) p n/C
d m i s (n) max(n) QU (n) med(n) s (p) n− C
42.683 10 0 41.262 10 35.00 42.0 0.940 0.967
0.6 0.338 71 49.00 0.008 −1.421
1 41.281 10 35.00 42.0 0.929 0.967
0.341 68 49.00 0.008 −1.402
2 41.221 10 34.00 42.0 0.935 0.966
0.357 72 49.00 0.008 −1.462
15 0 41.257 15 34.75 42.0 0.921 0.967
0.324 73 49.00 0.009 −1.426
1 41.469 15 35.00 42.0 0.927 0.972
0.338 74 49.00 0.008 −1.214
2 41.266 15 34.00 42.0 0.927 0.967
0.347 71 49.00 0.008 −1.417
96.036 10 0 94.854 10 85.00 96.0 0.936 0.988
0.4 0.486 140 105.00 0.008 −1.182
1 94.837 45 85.00 96.0 0.940 0.988
0.481 141 105.00 0.008 −1.199
2 95.035 11 85.00 96.0 0.928 0.990
0.509 138 106.00 0.008 −1.001
15 0 95.093 46 86.00 96.0 0.931 0.990
0.475 138 105.00 0.008 −0.943
1 94.947 19 85.00 96.0 0.926 0.989
0.496 141 106.00 0.008 −1.089
2 94.753 23 84.00 95.0 0.937 0.987
0.513 137 106.00 0.008 −1.283
384.146 10 0 382.746 277 364.00 384.0 0.935 0.996
0.2 0.928 470 403.00 0.008 −1.400
1 383.010 267 363.00 384.0 0.950 0.997
0.904 470 402.00 0.007 −1.136
2 382.866 287 361.00 383.0 0.931 0.997
0.961 467 404.00 0.008 −1.280
15 0 382.887 274 363.00 385.0 0.940 0.997
0.910 470 403.00 0.008 −1.259
1 383.104 259 365.00 384.0 0.945 0.997
0.924 470 402.00 0.007 −1.042
2 382.751 269 363.00 384.0 0.932 0.996
0.977 474 405.00 0.008 −1.395
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Table 3.3. Simulations under α = 0.05 and ε = 0.10 in (3.1.7) with
1000 runs implementing methods (3.1.1)-(3.1.2) with i from (3.1.13)
C n min QL p n/C γ
d m i s (n) max QU med s (p) n− C s (γ) KS
50 10 0 54.127 10 47.00 55.0 0.934 1.083 0.901 0.926
56.25 0.391 95 62.00 0.008 4.127 0.009
0.5544 1 53.367 10 46.00 54.0 0.922 1.067 0.901 0.930
0.394 86 62.00 0.008 3.367 0.009
2 52.595 10 44.00 53.0 0.927 1.052 0.902 0.930
0.420 95 62.00 0.008 2.595 0.009
15 0 54.176 15 46.00 55.0 0.952 1.084 0.900 0.946
0.395 92 62.25 0.007 4.176 0.009
1 53.636 15 46.00 54.0 0.946 1.073 0.900 0.937
0.378 90 61.00 0.007 3.636 0.009
2 53.028 15 45.00 54.0 0.939 1.061 0.899 0.936
0.402 87 61.25 0.008 3.028 0.010
100 10 0 109.924 11 99.00 110.5 0.947 1.099 0.901 0.940
112.5 0.541 165 121.00 0.007 9.924 0.009
0.3920 1 109.314 48 99.00 109.0 0.930 1.093 0.901 0.935
0.511 158 121.00 0.008 9.314 0.009
2 107.829 56 97.00 108.0 0.930 1.078 0.901 0.933
0.539 159 120.00 0.008 7.829 0.009
15 0 110.357 53 100.00 111.0 0.944 1.104 0.901 0.940
0.520 155 121.00 0.007 10.357 0.009
1 109.284 60 98.00 109.5 0.950 1.093 0.902 0.950
0.504 153 120.00 0.007 9.284 0.009
2 107.985 44 97.00 108.5 0.933 1.080 0.901 0.939
0.541 158 120.00 0.008 7.985 0.009
200 10 0 222.790 150 208.00 224.0 0.929 1.114 0.901 0.938
225 0.713 293 238.00 0.008 22.790 0.009
0.2772 1 219.633 143 204.00 220.0 0.932 1.098 0.901 0.941
0.725 292 235.00 0.008 19.633 0.009
2 218.486 135 202.00 219.0 0.940 1.092 0.900 0.939
0.727 289 234.00 0.008 18.486 0.009
15 0 222.277 153 207.00 223.0 0.929 1.111 0.901 0.937
0.721 294 238.00 0.008 22.277 0.009
1 219.796 153 205.00 220.0 0.925 1.099 0.901 0.927
0.695 276 235.00 0.008 19.796 0.009
2 218.059 144 202.00 218.0 0.937 1.090 0.900 0.936
0.744 289 234.00 0.008 18.059 0.009
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Table 3.4. Simulations under α = 0.05 and ε = 0.20 in (3.1.7) with
1000 runs implementing methods (3.1.1)-(3.1.2) with i from (3.1.13)
C n min QL p n/C γ
d m i s (n) max QU med s (p) n− C s (γ) KS
50 10 0 59.114 10 51.75 60.0 0.931 1.182 0.805 0.921
62.5 0.443 101 68.00 0.008 9.114 0.013
0.5544 1 58.879 10 51.00 59.0 0.938 1.178 0.803 0.937
0.409 96 68.00 0.008 8.879 0.013
2 58.155 10 50.00 59.0 0.935 1.163 0.803 0.938
0.426 96 67.00 0.008 8.155 0.013
15 0 60.021 15 51.00 61.0 0.940 1.200 0.803 0.923
0.431 96 69.00 0.008 10.021 0.013
1 59.358 15 51.00 60.0 0.930 1.187 0.802 0.930
0.395 93 68.00 0.008 9.358 0.013
2 58.139 15 50.00 59.0 0.933 1.163 0.804 0.932
0.431 104 67.00 0.008 8.139 0.013
100 10 0 122.534 13 111.00 123.0 0.934 1.225 0.801 0.925
125 0.570 171 135.00 0.008 22.534 0.013
0.3920 1 120.809 30 109.75 122.0 0.935 1.208 0.801 0.930
0.538 180 132.00 0.008 20.809 0.013
2 118.579 10 107.00 119.0 0.945 1.186 0.801 0.941
0.568 172 130.00 0.007 18.579 0.013
15 0 122.738 68 110.00 123.0 0.939 1.227 0.801 0.932
0.553 181 135.00 0.008 22.738 0.013
1 121.306 53 111.00 122.0 0.944 1.213 0.801 0.929
0.539 172 133.00 0.007 21.306 0.013
2 118.898 66 107.00 120.0 0.937 1.189 0.801 0.933
0.573 173 131.00 0.008 18.898 0.013
200 10 0 247.049 166 230.00 248.0 0.936 1.235 0.802 0.897
250 0.790 318 264.00 0.008 47.049 0.013
0.2772 1 242.648 165 226.00 242.5 0.935 1.213 0.801 0.914
0.756 311 259.00 0.008 42.648 0.013
2 239.725 150 224.00 240.0 0.932 1.199 0.801 0.917
0.750 318 255.00 0.008 39.725 0.013
15 0 246.803 168 231.00 248.0 0.936 1.234 0.801 0.912
0.752 303 263.00 0.008 46.803 0.013
1 243.253 173 228.00 244.0 0.938 1.216 0.801 0.909
0.743 308 259.00 0.008 43.253 0.013
2 239.931 149 224.00 240.0 0.935 1.200 0.801 0.907
0.765 310 256.00 0.008 39.931 0.013
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Table 3.5. Simulations under A = 100 with 1000 runs implementing
methods (3.2.1)-(3.2.2) with i from (3.2.20) and λ = 2
n∗ n min(n) QL(n) Rn ξ̂





50 10 0 50.199 22 47.00 50.0 15.777 0.986
0.16 0.173 65 54.00 0.055 0.104
1 50.313 30 47.00 51.0 15.806 0.988
0.170 65 54.00 0.054 0.098
2 50.259 29 46.00 51.0 15.795 0.987
0.178 66 54.00 0.053 0.107
15 0 50.247 28 47.00 50.0 15.801 0.988
0.167 67 54.00 0.053 0.093
1 50.460 33 47.00 51.0 15.839 0.990
0.168 65 54.00 0.053 0.095
2 50.457 31 47.00 51.0 15.843 0.990
0.171 66 54.00 0.053 0.098
100 10 0 100.107 72 95.00 100.0 7.937 0.992
0.04 0.238 123 106.00 0.019 2.33× 10−2
1 100.335 70 95.00 100.0 7.954 0.994
0.235 121 106.00 0.018 2.25× 10−2
2 100.332 76 95.00 101.0 7.951 0.994
0.249 123 106.00 0.019 2.55× 10−2
15 0 100.159 76 95.00 101.0 7.941 0.993
0.229 124 105.00 0.018 2.15× 10−2
1 100.239 73 95.00 101.0 7.947 0.993
0.233 121 105.25 0.018 2.23× 10−2
2 100.245 69 95.00 100.0 7.944 0.993
0.250 122 106.00 0.019 2.55× 10−2
200 10 0 200.132 165 194.00 201.0 3.985 0.996
0.01 0.333 231 207.00 0.007 5.64× 10−3
1 200.255 167 193.00 201.0 3.988 0.997
0.338 230 207.00 0.007 5.80× 10−3
2 200.026 162 193.00 200.0 3.985 0.996
0.356 230 208.00 0.007 6.44× 10−3
15 0 200.199 163 193.00 201.0 3.986 0.997
0.328 229 207.25 0.007 5.46× 10−3
1 200.201 160 193.00 200.0 3.987 0.997
0.338 233 208.00 0.007 5.80× 10−3
2 200.103 151 193.00 201.0 3.989 0.997
0.346 229 208.00 0.007 6.16× 10−3
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Table 3.6. Simulations under A = 100 and ε = 0.10 in (3.1.7) with 1000 runs
implementing methods (3.2.1)-(3.2.2) with i from (3.2.20) and λ = 2
n∗ n min QL Rn ξ̂ γ




100ω̂ s (γ) KS
50 10 0 53.191 26 50.00 53.0 16.744 1.046 0.900 0.938
53.033 0.183 70 57.00 0.058 12.7 0.009
0.16 1 52.973 30 49.00 53.0 16.749 1.047 0.901 0.931
0.178 69 57.00 0.057 11.8 0.009
2 52.756 33 49.00 53.0 16.751 1.047 0.901 0.948
0.189 71 57.00 0.059 12.5 0.009
15 0 53.059 28 49.00 53.0 16.699 1.044 0.902 0.948
0.182 70 57.00 0.058 12.2 0.009
1 53.152 29 50.00 53.0 16.809 1.051 0.900 0.949
0.171 71 57.00 0.056 11.3 0.010
2 52.917 35 49.00 53.0 16.787 1.049 0.901 0.941
0.177 70 56.00 0.055 11.5 0.009
100 10 0 106.393 84 101.00 106.0 8.439 1.055 0.901 0.943
106.066 0.250 130 112.00 0.020 3.64 0.009
0.04 1 105.719 72 100.00 105.0 8.427 1.053 0.901 0.959
0.249 130 111.00 0.021 3.41 0.009
2 105.254 75 100.00 105.0 8.424 1.053 0.900 0.939
0.260 129 111.00 0.021 3.42 0.009
15 0 106.611 84 102.00 107.0 8.456 1.057 0.900 0.947
0.242 131 112.00 0.019 3.62 0.009
1 105.974 79 101.00 106.0 8.446 1.056 0.901 0.961
0.239 128 111.00 0.019 3.31 0.009
2 105.353 79 100.00 105.0 8.434 1.054 0.901 0.945
0.253 128 110.00 0.020 3.34 0.009
200 10 0 211.699 175 204.00 211.0 4.217 1.054 0.901 0.949
212.132 0.348 241 220.00 0.007 0.116 0.009
0.01 1 210.866 178 204.00 211.0 4.221 1.055 0.901 0.953
0.350 242 218.00 0.007 0.109 0.009
2 210.113 164 203.00 210.5 4.224 1.056 0.901 0.947
0.358 244 217.00 0.007 0.105 0.009
15 0 212.014 176 205.00 212.0 4.223 1.056 0.901 0.944
0.339 248 219.00 0.007 0.117 0.009
1 210.620 175 204.00 211.0 4.217 1.054 0.901 0.959
0.347 246 218.00 0.007 0.106 0.009
2 210.045 177 203.00 210.0 4.224 1.056 0.901 0.956
0.349 244 217.00 0.007 0.101 0.009
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Table 3.7. Simulations under A = 100 and ε = 0.20 in (3.1.7) with 1000 runs
implementing methods (3.2.1)-(3.2.2) with i from (3.2.20) and λ = 2
n∗ n min QL Rn ξ̂ γ




100ω̂ s (γ) KS
50 10 0 55.759 35 52.00 56.0 17.552 1.097 0.803 0.920
55.902 0.197 75 60.00 0.063 0.190 0.013
0.16 1 55.339 33 51.00 56.0 17.554 1.097 0.801 0.929
0.194 74 59.00 0.063 0.176 0.013
2 55.075 27 51.00 55.0 17.589 1.099 0.801 0.938
0.196 74 59.00 0.062 0.173 0.013
15 0 55.934 26 52.00 56.0 17.609 1.101 0.801 0.927
0.197 75 60.00 0.063 0.197 0.013
1 55.423 36 52.00 56.0 17.570 1.098 0.802 0.923
0.190 72 59.00 0.062 0.174 0.013
2 55.085 32 51.00 55.0 17.591 1.099 0.802 0.918
0.191 72 59.00 0.061 0.166 0.013
100 10 0 111.491 87 106.00 111.0 8.847 1.106 0.803 0.927
111.803 0.270 136 117.00 0.022 6.87 0.013
0.04 1 110.892 84 105.00 111.0 8.869 1.109 0.802 0.927
0.267 139 117.00 0.022 6.40 0.013
2 110.008 76 104.00 110.0 8.862 1.108 0.802 0.924
0.264 136 116.00 0.022 5.78 0.013
15 0 111.654 81 106.00 111.0 8.861 1.108 0.802 0.926
0.267 137 117.00 0.021 6.93 0.013
1 110.990 79 106.00 111.0 8.875 1.109 0.802 0.936
0.252 138 116.00 0.021 6.25 0.013
2 110.267 84 105.00 110.0 8.877 1.110 0.803 0.926
0.267 138 116.00 0.022 5.99 0.013
200 10 0 223.196 186 216.00 223.0 4.446 1.111 0.800 0.935
223.607 0.371 262 231.00 0.007 0.291 0.013
0.01 1 221.380 162 214.00 221.0 4.447 1.112 0.801 0.920
0.366 255 229.00 0.007 0.257 0.013
2 219.880 164 212.00 220.0 4.446 1.112 0.801 0.922
0.378 272 227.00 0.008 0.234 0.013
15 0 223.241 175 216.00 223.0 4.447 1.112 0.801 0.924
0.369 265 231.00 0.007 0.292 0.013
1 221.250 179 214.00 221.0 4.445 1.111 0.801 0.930
0.369 260 229.00 0.008 0.255 0.013
2 219.774 180 213.00 220.0 4.446 1.112 0.801 0.924
0.368 253 227.00 0.007 0.230 0.013
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Table 3.8. Purely sequential fixed-width confidence intervals
from sales data with −14.21 removed from it under estimation
strategies (3.1.1)-(3.1.2) with m = 20, α = 0.05: Sampling
without replacement (SRSWOR) from 351 observations
(3.1.13) Descriptive stats from ni obs. at Termination Conf Int
i ni xni sni min QL med QU max xni − d xni + d
d = 0.50
0 222 0.41 3.79 −12.61 −2.02 0.76 2.97 8.56 −0.09 0.91
1 204 0.37 3.69 −12.61 −1.89 0.61 2.85 8.56 −0.13 0.87
2 205 0.36 3.69 −12.61 −1.96 0.57 2.84 8.56 −0.14 0.86
d = 0.75
0 73 0.24 3.25 −9.97 −1.65 0.21 2.44 7.17 −0.51 0.99
1 72 0.27 3.26 −9.97 −1.55 0.54 2.48 7.17 −0.48 1.02
2 73 0.24 3.25 −9.97 −1.65 0.21 2.44 7.17 −0.51 0.99
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Table 3.9. Purely sequential minimum risk point estimators from
sales data with −14.21 removed from it under estimation
strategies (3.2.1)-(3.2.2) with m = 20, A = 100, c = 0.1, λ = 2:
Sampling without replacement (SRSWOR) from 351 observations
(3.2.29) Descriptive stats from ni obs. at termination
i ni xni sni min QL med QU max
0 117 −0.09 3.69 −12.61 −2.120 0.10 2.520 7.17
1 114 −0.22 3.65 −12.61 −2.135 0.07 2.148 7.17
2 113 −0.24 3.66 −12.61 −2.140 0.07 2.140 7.17
51
Table 3.10. Purely sequential fixed-width confidence
intervals from horticulture data under estimation
strategies (3.1.1)-(3.1.2) with m = 20, α = 0.05:
Sampling without replacement (SRSWOR)
(3.1.13) Descriptive stats from ni obs. at Termination Conf Int
i ni xni sni min QL med QU max xni − d xni + d
Variety 2 population size 460: d = 0.75
0 98 35.55 3.78 27.5 33.5 35.5 37.9 46.5 34.80 36.30
1 94 35.45 3.73 27.5 33.1 35.5 37.5 46.5 34.70 36.20
2 90 35.41 3.73 27.5 33.1 35.5 37.5 46.5 34.66 36.16
Variety 3 population size 162: d = 0.50
0 75 27.73 2.21 23.0 26.5 27.5 29.0 34.5 27.23 28.23
1 74 27.73 2.22 23.0 26.5 27.5 29.0 34.5 27.23 28.23
2 75 27.73 2.21 23.0 26.5 27.5 29.0 34.5 27.23 28.23
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Table 3.11. Purely sequential minimum risk point estimators
from horticulture data under estimation strategies
(3.2.1)-(3.2.2) with m = 20, A = 100, c = 0.1, λ = 2:
Sampling without replacement (SRSWOR)
(3.2.29) Descriptive stats from ni obs. at Termination
i ni xni sni min QL med QU max
Variety 2 population size 460
0 129 35.17 4.06 24.5 32.0 35.0 38.0 46.5
1 130 35.14 4.06 24.5 31.6 35.0 38.0 46.5
2 132 35.17 4.04 24.5 31.9 35.0 38.0 46.5
Variety 3 population size 162
0 75 28.07 2.35 22.5 26.5 28.5 29.5 34.5
1 74 28.09 2.35 22.5 26.5 28.5 29.5 34.5




Involving GMD or MAD
In this chapter, we propose the sample variance-based, GMD-based and MAD-based
Stein-type (1945,1949) two-stage estimation strategies when a positive lower bound, denoted
σ2L, for the underlying unknown variance σ
2 is known to us. Both minimum risk point
estimation (MRPE) and fixed-width confidence interval estimation (FCIE) problems are
investigated. The chapter is based on Mukhopadhyay and Hu (2018).
The structure of this chapter looks similar with that of Chapter 3, but we develop the
new Stein-type two-stage estimation strategies for the MRPE problems first in Section 4.1.
Section 4.1.1 summarizes the existing two-stage strategies which are relevant in our context,
followed by newly developed strategies based on sample standard deviation (indicated by:
i = 0), GMD (indicated by: i = 1), and MAD (indicated by: i = 2) in Section 4.1.2.
The case "i = 0" resembles the well-known methodologies due to Robbins (1959) and Starr
(1966).
The main results have been summarized in Theorems 4.1.1-4.1.3. These show that our
newly proposed estimation strategies with unbiased estimators of σ based on sample stan-
dard deviation, GMD, or MAD in defining the stopping boundaries enjoy both asymptotic
first-order and second-order effi ciency as well as first-order and second-order risk effi ciency
properties. In Section 4.1.4, simulated performances are briefly discussed.
Section 4.2 develops new two-stage strategies in the context of the FCIE problems.
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The main results regarding asymptotic first-order and second-order effi ciency and asymp-
totic consistency properties have been summarized in Theorems 4.2.1-4.2.3, followed with
summaries obtained from simulations in Section 4.2.3.
Section 4.3 includes illustrations with real data under both two-stage MRPE and FCIE
strategies. In doing so, we again appropriately use the horticulture data recorded and
presented by Mukhopadhyay et al. (2004b), which has appeared in Section 3.3.2.
Section 4.4 summarizes some final overall thoughts.
4.1. Minimum Risk Point Estimation
Recall that Robbins (1959) put forward the MRPE problem for a normal mean µ having
an unknown population variance σ2. He developed a purely sequential stopping rule and
established the original MRPE formulation. Starr (1966) extended his idea by appropriately
modifying the loss function.
Here, we revisit Stein (1945,1949) and apply his breakthrough two-stage procedure to
address the MRPE problem.
4.1.1. Existing Two-Stage MRPE Methodologies
Under the MRPE formulation (2.2.1)-(2.2.3), σ remains unknown even though an ex-
pression of n∗ is known. A straightforward idea is to use the sample standard deviation as
an estimator of σ in the expression of n∗ in (2.2.3). With the pilot data of sizem(≥ m0 ≥ 2),
in the spirit of Ghosh and Mukhopadhyay (1976), a Stein-type two-stage MRPE procedure
is proposed as follows:












where bwc continues to denote the largest integer that is smaller (<) than w as appeared
in (3.2.10).
Here, m and m0 are fixed positive integers chosen by an experimenter. Note, however,
that while S2m is unbiased for σ
2, the sample standard deviation Sm used in (4.1.1) is biased
for σ. Another sticky point is this: How to determine m, the size of the pilot data? We
have more to say shortly.
But, whatever may be a fixed choice of m, if we observe N = m, we do not gather any
additional data. Otherwise, that is if N > m, we record additional (N −m) observations
in the second stage. Then, having recorded the data {N,X1, ..., XN} from both stages
combined, the sample mean XN is used to estimate the unknown normal mean µ.
Although the Stein-type two-stage strategy (4.1.1) is convenient to implement, the
amount of oversampling relative to n∗ becomes bothersome. It does not have the effi -
ciency property, let alone the first-order effi ciency or first-order risk effi ciency properties.
One may refer to Ghosh and Mukhopadhyay (1976).
Mukhopadhyay and Duggan (1997) made the observation that if a positive lower bound
for the normal variance σ2 is known to us, say 0 < σ2L ≤ σ2, then an appropriately updated
stein-type two-stage strategy would enjoy both asymptotic first-order and second-order
effi ciency and risk effi ciency properties. Their modification of (4.1.1) is summarized as
follows: Let











be our determined pilot sample size instead of an experimenter’s arbitrarily chosen fixed
m(≥ m0). Observe that the pilot size m ≡ m(c)→∞ as c→ 0, and yet m ≡ m(c) remains
small compared with n∗ (c) as c→ 0 in the sense that m(c)/n∗ (c) < 1 as c→ 0.
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Let the final sample size be given by:











obtained from the pilot data {m,X1, ..., Xm} and then we implement the procedure as we
did in the case of (4.1.1). Having obtained the combined data
{N0, X1, ..., XN0} ,





4.1.2. Substituting Sample Standard Deviation with Alternative Estimators
One should note that in (4.1.3), while Sm is a consistent estimator for σ, it is not unbiased
and tends to underestimate σ. In view of the inequality: σ =
√
Eµ,σ[S2m] > Eµ,σ[Sm], it is
understood that Sm tends to underestimate σ. Therefore, we should consider an appropriate
multiple of Sm, denoted by Vm;0, to make it unbiased in the normal case by explicitly defining














We also use Vm;0 in the sequel to replace Sm in (4.1.3).
Following (2.3.4), we also propose unbiased estimators for σ based GMD and MAD











where Gm and Mm come from (2.3.1).
Now we are in a position to propose our new two-stage MRPE strategies and the final
sample sizes are precisely given by










, i = 0, 1, 2, (4.1.4)
where m was defined in (4.1.2). Having obtained the final dataset {Ni, X1, ..., XNi}, the





j=1Xj , i = 0, 1, 2.
(4.1.5)
4.1.3. Properties of the Two-Stage Methodology (4.1.4)-(4.1.5) with m from
(4.1.2)
In this section, under the newly developed Stein-type two-stage strategy (4.1.4)-(4.1.5)
with m coming from (4.1.2), we first enumerate a number of interesting results summarized
by a series of lemmas and theorems.
Lemma 4.1.1. For the final sample size Ni defined by the two-stage estimation strategy
(4.1.4 )-(4.1.5 ) with m coming from (4.1.2 ), for all fixed µ, σ, and A, we have for r ≥ 2:




, i = 0, 1, 2, (4.1.6)
for suffi ciently small c.









































, for suffi ciently small c. (4.1.8)





Next, for i = 2, we note (w.p.1):
Mm ≥ m−1Σmi=1 |Xi − µ| −
∣∣Xm − µ∣∣ = M1m −M2m, say.
Then, with ε = σ − σL, for suffi ciently small c, we can express:
Pµ,σ{N2 = m}
= Pµ,σ{Vm;2 ≤ σL}
≤ Pµ,σ{M1m −M2m ≤ 2σL/
√
π}
≤ Pµ,σ {|M1m − 2σ/
√
π|+ |M2m| ≥ 2ε/
√
π}





{∣∣Xm − µ∣∣ ≥ ε/√π} .
(4.1.9)
Thus we can conclude in a similar way that






Finally, when i = 0, for suffi ciently small c, we express:











by Corollary 1.2 in Mukhopadhyay and Vik (1985). The proof is now complete. 
Lemma 4.1.2. For the final sample size Ni defined by the two-stage estimation strategy
(4.1.4 )-(4.1.5 ) with m coming from (4.1.2 ), for all fixed µ, σ, and A, we have:
Ni/n
∗ Pµ,σ→ 1 as c→ 0, (4.1.12)
for i = 0, 1, 2 where n∗ was defined in (2.2.3 ).
Proof. From (4.1.4), for i = 0, 1, 2, we have (w.p.1):
Vm;i
√
A/c ≤ Ni ≤ mI (Ni = m) + Vm;i
√
A/c+ 1.












Next by slightly modifying the proof of Lemma 3.1.2, we can show that Vm;i/σ
Pµ,σ→ 1 as
c→ 0. Also, from Lemma 4.1.1 we have:
mI (Ni = m)σ
−1√c/A = OPµ,σ (cr/4) ,
so that we can immediately conclude: Ni/n∗
Pµ,σ→ 1 as c→ 0, .i = 0, 1, 2. 
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Theorem 4.1.1. For the final sample size Ni defined by the two-stage estimation strategy




∗] = 1, i = 0, 1, 2 [Asymptotic First-Order Effi ciency ], (4.1.14)
where n∗ was defined in (2.2.3 ).
Proof. For suffi ciently small c, we observe (w.p.1): for i = 0, 1, 2,







so that Ni/n∗ ≤ 4. Now, using Lemma 4.1.2, we obtain (4.1.14). 
Theorem 4.1.2. For the final sample size Ni defined by the two-stage estimation strategy
(4.1.4 )-(4.1.5 ) with m coming from (4.1.2 ), for all fixed µ, σ, and A, we have:
lim
c→0
ξi(c) = 1, i = 0, 1, 2 [Asymptotic First-Order Risk Effi ciency ] (4.1.15)
with ξi(c) defined in (3.2.6 ).
Proof. In view of Theorem 4.1.1, it will suffi ce to prove that lim
c→0
Eµ,σ[n
∗/Ni] = 1 for
i = 0, 1, 2. Now, we show outlines of the proof in the case of three different choices of i.
Observe that




∗} ≤ Pµ,σ {Vm;0√A/c ≤ 12σ√A/c} ≤ Pµ,σ {|Sm − σ| ≥ 12σ} ; (4.1.16)
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∗} ≤ Pµ,σ {Vm;1√A/c ≤ 12σ√A/c} ≤ Pµ,σ (|Vm;1 − σ| ≥ 12σ) ; (4.1.17)













































Thus, we can claim Pµ,σ
{
Ni ≤ 12n
∗} = O (cr/4) for all r > 2, i = 0, 1, 2.
At this point, we can conclude that limc→0 ξi(c) = 1, i = 0, 1, 2 in the same way as we
did in the proof of Theorem 3.2.2. 
Theorem 4.1.3. For the final sample size Ni defined by the two-stage estimation strategy
(4.1.4 )-(4.1.5 ) with m coming from (4.1.2 ), for all fixed µ, σ, and A, we have:
lim
c→0
Eµ,σ[Ni − n∗] is bounded [Asymptotic Second-Order Effi ciency ], (4.1.19)
for i = 0, 1, 2 where n∗ was defined in (2.2.3 ).
Proof. Note that for i = 0, 1, 2,
(Vm;i − σ)
√
A/c ≤ Ni − n∗ ≤ mI (Ni = m) + (Vm;i − σ)
√
A/c+ 1, w.p.1. (4.1.20)
We immediately have:
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provided that r > 2. Thus, (4.1.19) holds. 
Lemma 4.1.3. For the final sample size Ni defined by the two-stage estimation strategy
(4.1.4 )-(4.1.5 ) with m coming from (4.1.2 ), for all fixed µ, σ, and A, we have:
n∗−1/2 (Ni − n∗)









3− 12), δ22 = 12(π − 2) and n
∗ was defined in (2.2.3 ).
Proof. From (4.1.20), we can express (w.p.1): for i = 0, 1, 2,
σ−1/2 (A/c)1/4 (Vm;i − σ) ≤ n∗−1/2 (Ni − n∗) ≤ σ−1/2 (A/c)1/4 (Vm;i − σ)
+ σ−1/2 (A/c)−1/4 {mI (Ni = m) + 1} .
(4.1.23)
Now, σ−1/2 (A/c)−1/4 {mI (Ni = m) + 1}
Pµ,σ→ 0 as c→ 0, so that by Slutsky’s theorem,
for suffi ciently small c, the asymptotic distribution of n∗−1/2 (Ni − n∗) is the same as that
of (σσL)
−1/2m1/2 (Vm;i − σ).




) $−→ N(0, 2σ4),
so that by the delta method, one gets:






−1/2m1/2 (Vm;0 − σ)
$→ N(0, δ20σσ−1L ),
as c→ 0, where δ20 = 12 .
(ii) i = 1: Since Gm is a U -statistic, from Hoeffding (1948,1961), we have as m→∞,














. Thus, we have:
(σσL)
−1/2m1/2 (Vm;1 − σ)
$→ N(0, δ21σσ−1L ),
as c→ 0, where δ21 = 13(π + 6
√
3− 12).







$−→ N(0, π−2π σ
2).
Thus, we can claim:
(σσL)
−1/2m1/2 (Vm;2 − σ)
$→ N(0, δ22σσ−1L ),
as c→ 0, where δ22 = 12(π − 2). 
Lemma 4.1.4. For the final sample size Ni defined by the two-stage estimation strategy
(4.1.4 )-(4.1.5 ) with m coming from (4.1.2 ), for all fixed µ, σ, and A, we have:
n∗−1 (Ni − n∗)2 , i = 0, 1, 2 is uniformly integrable,
64
where n∗ was defined in (2.2.3 ).
Proof. The necessary steps can be developed by utilizing (4.1.23) repeatedly in the spirits
of Mukhopadhyay and Duggan (1997,1999). Details are left out for brevity. 
Theorem 4.1.4. For the final sample size Ni defined by the two-stage estimation strategy
(4.1.4 )-(4.1.5 ) with m coming from (4.1.2 ), for all fixed µ, σ, and A, we have:




L c+ o (c) , i = 0, 1, 2 [Asymptotic Second-Order Risk Effi ciency ],
(4.1.24)








3−12), δ22 = 12(π−2) remain
the same as in Lemma 4.1.3.
Proof. We express: for i = 0, 1, 2,
ωi (c) = cEµ,σ
{








On the set {Ni > m} , we observe (w.p.1):






























and σVm;i converge to 1 in probability(Pµ,σ) as c→ 0, we can claim
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≤ 2. Thus, N−1i (Ni−n∗)2I (Ni > m) is uniformly
integrable and then for suffi ciently small c, we get:
Eµ,σ
{






Next, on the set {Ni = m} , we can express:
Eµ,σ
{
N−1i (Ni − n∗)2I (Ni = m)
}
≤ O (m)Pµ,σ{Ni = m} = o (1) . (4.1.27)
Combining (4.1.26) and (4.1.27), the proof of (4.1.24) is complete. 
4.1.4. Simulations and Data Analysis
In this section, we summarize simulated performances of the two-stage MRPE method-
ology (Ni, XNi), i = 0, 1, 2 from (4.1.4)-(4.1.5) with m coming from (4.1.2), where the index
i identifies each strategy under implementation:
i = 0: Sample standard deviation-based methodology;
i = 1: GMD-based methodology;
i = 2: MAD-based methodology.
(4.1.28)
We set µ = 5 and σ = 4, and thus generated pseudorandom samples from a N(5, 42)
population. For convenience, we fixed m0 = 10, A = 100, and c = 1.00, 0.16, 0.04, 0.01 so
that the optimal fixed sample size n∗ from (2.2.3) would cover a range of values including
40, 100, 200, 400, that is from small to medium to large.
Further, we had assumed that a prior lower bound of the variance was known to us:
We considered σL = 1, 2, 3. Table 4.1 summarizes the findings in these situations obtained
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under T (= 10000, say) independent replications. We report the average final sample size n
along with its estimated standard error s(n), the average risk Rn along with its estimated




and regret (ω̂) explained in (3.2.40) as
well as other entities explained in (4.1.29).




L , for i = 0, 1, 2 : a theoretical approximation of
the ωi (c) .
(4.1.29)
In Table 4.1, we show 3 blocks corresponding to assigned values of σL. Within each
block, there is little or no significant difference among three procedures (i = 0, 1, 2), no
matter whether the sample sizes were small (40), moderate (100), or large (200, 400). We
note from the fifth column that all n values appear a bit over the corresponding optimal
fixed sample sizes n∗, but within one observation. These empirically validate Theorem 4.1.3
about the asymptotic second-order effi ciency property from equation (4.1.21).
ξ̂ from column 9 obtained using column 7 for Rn reflects the asymptotic first-order
risk effi ciency property which turns out to remain tightly around 1. Upon comparing the
different blocks, it becomes obvious that for larger lower bound σL for σ, the corresponding
ω̂ values in the last column become smaller and get closer to 0. The estimated regret values
stay close to the theoretical ones shown in Theorem 4.1.4 and they compare well with the




L c, i = 0, 1, 2. All three procedures
(i = 0, 1, 2) appear to perform remarkably well.
4.2. Fixed-Width Confidence Intervals
The fundamental breakthrough ideas of Stein (1945,1949) have been pushed by many
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researchers to new heights. Mukhopadhyay and Duggan (1997) and Chattopadhyay and
Mukhopadhyay (2013) proceeded to propose new FCIE strategies with practical modifi-
cations. We continue to suppose that we want to estimate the normal mean µ using a
confidence interval having a fixed-width 2d, d > 0, with its associated preassigned confi-
dence level at least (1− α), 0 < α < 1 under the framework of (2.1.1)-(2.1.3).
4.2.1. A Formulation
While σ2 remains unknown in (2.1.3), we use sample variance and GMD-based or MAD-
based unbiased estimators of σ2, defined in (2.3.1)-(2.3.3) such that with m(≥ m0 ≥ 2):
U2m;i =

S2m, corresponding to i = 0
c−2m;1G
2
m, corresponding to i = 1
c−2m;2M
2
m, corresponding to i = 2
. (4.2.1)
Thus far, m and m0 have been fixed positive integers chosen arbitrarily by an experi-
menter. But, how to determine m, the size of the pilot data? Under the assumption that
σ > σL > 0 where σL is known, we propose the following choice of m and the associated
Stein-type two-stage strategies. Let us define:



















for the unknown mean µ based on the combined data {Ni, X1, ..., XNi}, for i = 0, 1, 2.
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We should mention that for i = 0, Mukhopadhyay and Duggan (1997) used b2m;0, the up-
per 100 (α/2) % point of the Student’s t distribution with degrees of freedom (m− 1) instead
of a2 to define N0 in (4.2.3). Also, for i = 1, 2, Chattopadhyay and Mukhopadhyay (2013)
used respectively b2m;1 and b
2
m;2, the upper 100 (α/2) % point of the corresponding pivotal
distribution of the sample mean standardized appropriately by Um;1 and Um;2, instead.




m;2 may lead to minor
loss in the coverage probability, the newly proposed strategies (4.2.2)-(4.2.3) will continue
to enjoy attractive asymptotic first-order and second-order properties. The oversampling
problem would also be less pronounced. Such performances are summarized in the following
sections.
4.2.2. Properties of the Two-Stage Methodology (4.2.2)-(4.2.3)
Under the strategies (4.2.2)-(4.2.3), we have the following result in the spirit of Lemma
4.1.1. We state it without giving its proof.
Lemma 4.2.1. For the final sample size Ni defined by the two-stage estimation strategy
(4.2.2 )-(4.2.3 ), for all fixed µ, σ, α and suffi ciently small d, we have:
Pµ,σ{Ni = m} = O (dr) , i = 0, 1, 2, (4.2.4)
where r ≥ 2.
Now, we move forward to formally summarize the following asymptotic first-order and
second-order properties. Some steps in the proofs are omitted for brevity since they may
be constructed similarly along the lines of those which were shown in the case of the MRPE
problem in Section 4.1.
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Theorem 4.2.1. For the final sample size Ni defined by the two-stage estimation strategy
(4.2.2 )-(4.2.3 ), for all fixed µ, σ, α and suffi ciently small d, we have:
lim
d→0
Eµ,σ [Ni/C] = 1, i = 0, 1, 2 [Asymptotic First-Order Effi ciency ], (4.2.5)
where C was defined in (2.1.3 ).
Theorem 4.2.2. For the final sample size Ni defined by the two-stage estimation strategy
(4.2.2 )-(4.2.3 ), for all fixed µ, σ, α and suffi ciently small d, we have:
lim
d→0
Pµ,σ {µ ∈ JNi} = 1− α, i = 0, 1, 2 [Asymptotic Consistency ], (4.2.6)
where JNi was defined in (4.2.3 ).
Proof. For i = 0, 1, 2, one should note that for all n ≥ m, I (Ni = n) depends only on U2m;i
which are independent of Xn. Thus, we can write:











which converges to 1− α as d→ 0 in view of the dominated convergence theorem. 
Theorem 4.2.3. For the final sample size Ni defined by the two-stage estimation strategy
(4.2.2 )-(4.2.3 ), for all fixed µ, σ, α and suffi ciently small d, we have:
(i) lim
d→0
Eµ,σ [Ni − C] is bounded [Asymptotic Second-Order Effi ciency ];
(ii) C−1/2 (Ni − C)
$−→ N(0, 4δ2iσ2σ−2L ) as d→ 0, where δ
2
i are defined in (3.2.22 );
(iii) C−1 (Ni − C)2 is uniformly integrable;
(4.2.8)
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for i = 0, 1, 2 where C was defined in (2.1.3 ).









/d2 + 1, (4.2.9)




provided that r > 2. Thus, as d→ 0, we have:





For part (ii), we observe that as d → 0, C−1/2 (Ni − C) has the same asymptotic dis-





. With delta method in place, we can claim
Part (ii). Part (iii) can be derived similarly as in Lemma 4.1.4. 
4.2.3. Simulations and Data Analysis
In this section, we summarize performances of the FCIE strategies (Ni, JNi), i = 0, 1, 2
from (4.2.2)-(4.2.3), where the index i is used to identify each procedure under implemen-
tation as before. We use the previous settings described in Section 4.1.4 with µ = 5 and
σ = 4, and assume that the known lower bound σL varies through σL = 1, 2, 3. We also
fixed m0 = 10 as what we did in Section 4.1.4.
For brevity, we consider α = 0.05 only, and set the optimal fixed sample size C across a
range of small, moderate and large values, including 50, 100, 200, 500, and 1000 so that we
are able to compare simulated performances under a variety of sample sizes.
The values of d can be determined by referring to (2.1.3). Table 4.2 summarizes the
findings in these situations under T (= 10000, say) independent replications. We obtained
the average final sample size n along with its estimated standard error s (n), the average
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coverage probability p along with its estimated standard error s (p) .
The observed values of n/C and n − C, associated with first-order and second-order
terms, are both included. We use the basic notation similar in spirit with those reported in
(3.1.14).
In Table 4.2, within each block corresponding to different values of σL, there is little to
no significant difference among three procedures, when the sample sizes increased from small
(50) to medium (100, 200) to large (500, 1000). We note that our new two-stage strategies
do not suffer from noticeable oversampling problem. This is clear since the n values from
column 5 appear close to the corresponding optimal fixed sample sizes shown in column 2.
The simulations demonstrate that the consistency indeed holds as an asymptotic fea-
ture instead of an exact property seen from column 7 shown for p. The average coverage
probabilities appear close to the target level 0.95 (= 1− α) when sample sizes increased.
We also note that as σL increased from 1 to 3, the standard error of n dropped and the
average coverage probability increased.
4.3. Illustrations with Real Datasets
In this section, we conduct further data analyses and illustrate both MRPE and FCIE
methodologies for the normal mean µ based on methodologies (4.1.4)-(4.1.5) with m from
(4.1.2) and (4.2.2)-(4.2.3). Here, we use the horticulture data that comes from Mukhopad-
hyay et al. (2004b) again, referred to as “horticulture data”recording the number of days
that the marigold variety 2 seeds needed to flower. It is assumed that the data followed a
normal distribution with a lower bound of standard deviation at least 2.0.
For purposes of illustrations, we consider this data set of size 460 with µ = 35.13 and
σ = 4.03 as a representative of the marigold variety 2 seeds population. In the spirit of
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bootstrap, we draw random samples from this “population”under simple random sampling
with replacement (SRSWR). Since the population is rather large, simple random sampling
without replacement (SRSWOR) would produce comparable results. Fixing m0 = 10, we
include both MRPE and FCIE methodologies from Sections 4.3.1 and 4.3.2, respectively.
4.3.1. MRPE Methodologies
Here, we take advantage of the following bootstrap technique to help us improve the
quality of estimators from strategies (4.1.4)-(4.1.5) withm from (4.1.2). We first fix A = 100
and c = 0.1. With the known lower bound of standard deviation σL = 2, we are able to
determine the pilot sample size m. Then, we applied all three two-stage methodologies
(4.1.4)-(4.1.5), namely sample standard deviation-based (i = 0), GMD-based (i = 1), and
MAD-based (i = 2), to obtain the final sample size N = n.
Then, we selected extra (N −m) observations if needed (that is, if N > m) from the
population to record our observed sample data to be bootstrapped with b = 200 replications.
With each bootstrap sample, we can calculate the mean and variance. The detailed notation
is provided below:
Br : the rth bootstrap sample;
n : the bootstrap sample size;





j=1xrj : the r





j=1 (xrj − xr)












r : the bootstrap estimate of variance;
σ̂BS : the bootstrap estimate of standard deviation.
(4.3.1)
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Table 4.3 summarizes the descriptive statistics for i = 0, 1, 2, associated with the strate-
gies (4.1.4)-(4.1.5) with m from (4.1.2). The three different procedures yielded results with
little to no difference.
4.3.2. FCIE Methodologies
Having fixed α = 0.05, d = 0.5, and σL = 2, we were able to determine the pilot
sample size m. As in Section 4.3.1, we again applied the bootstrap algorithm. Within each
bootstrap, in addition to (4.3.1), we also included the following entities:
Jr = [xr ± d] : the rth bootstrap fixed-width confidence interval;









}1/2 : estimated standard error of p̂BS .
(4.3.2)
Table 4.4 summarizes the descriptive statistics for i = 0, 1, 2, associated with the strate-
gies (4.2.2)-(4.2.3). Again, the three different procedures yielded comparable results with
little to no difference.
4.4. Overall Concluding Thoughts
In summary, the Stein-type two-stage MRPE and FCIE methodologies from (4.1.4)-
(4.1.5) with m from (4.1.2) and (4.2.2)-(4.2.3) have performed remarkably well, when we




involving the sample standard deviation (or sample
variance), GMD or MAD in defining the stopping boundaries, under the assumption normal-
ity. We did not notice appreciable differences in the overall performances of the proposed
procedures in the context of either point estimation problem or the interval estimation
problem.
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Table 4.1. Simulations from N(5, 42) under A = 100, m0 = 10
with T ≡ 10000 runs implementing methods (4.1.4)-(4.1.5)
with m from (4.1.2) and i from (4.1.28)
σL n
∗ c i n s (n) Rn s(Rn) ξ̂ ω̂
η0 = 2, η1 = 2.045, η2 = 2.283
1 40 1 0 40.452 0.096 80.091 0.101 1.001 2.456
1 40.547 0.096 80.028 0.102 1.000 2.488
2 40.539 0.101 80.275 0.104 1.003 2.761
100 0.16 0 100.499 0.145 32.013 0.024 1.000 0.348
1 100.332 0.146 32.037 0.023 1.001 0.350
2 100.509 0.153 32.071 0.024 1.002 0.384
200 0.04 0 200.216 0.201 15.991 0.008 0.999 0.082
1 200.043 0.202 15.998 0.008 1.000 0.083
2 200.266 0.215 16.011 0.008 1.001 0.093
400 0.01 0 400.691 0.283 8.004 0.003 1.001 0.020
1 400.836 0.288 8.002 0.003 1.000 0.021
2 400.161 0.302 8.004 0.003 1.000 0.023
η0 = 1, η1 = 1.023, η2 = 1.142
2 40 1 0 40.529 0.065 78.953 0.095 0.987 1.095
1 40.538 0.066 78.900 0.095 0.986 1.115
2 40.551 0.070 78.960 0.097 0.987 1.235
100 0.16 0 100.442 0.100 31.828 0.023 0.995 0.163
1 100.360 0.101 31.822 0.023 0.994 0.167
2 100.543 0.107 31.881 0.023 0.996 0.184
200 0.04 0 200.390 0.143 15.954 0.008 0.997 0.041
1 200.448 0.145 15.959 0.008 0.997 0.042
2 200.418 0.152 15.956 0.008 0.997 0.047
400 0.01 0 400.598 0.201 7.993 0.003 0.999 0.010
1 400.316 0.202 7.990 0.003 0.999 0.010
2 400.472 0.213 7.991 0.003 0.999 0.011
η0 = 0.667, η1 = 0.682, η2 = 0.761
3 40 1 0 40.545 0.052 78.646 0.093 0.983 0.672
1 40.582 0.053 78.686 0.093 0.984 0.687
2 40.596 0.055 78.849 0.092 0.986 0.739
100 0.16 0 100.562 0.083 31.813 0.023 0.994 0.110
1 100.561 0.083 31.819 0.023 0.994 0.111
2 100.595 0.086 31.839 0.023 0.995 0.119
200 0.04 0 200.490 0.116 15.943 0.008 0.996 0.027
1 200.451 0.116 15.943 0.008 0.996 0.027
2 200.438 0.123 15.948 0.008 0.997 0.030
400 0.01 0 400.371 0.163 7.987 0.003 0.998 0.007
1 400.366 0.165 7.985 0.003 0.998 0.007
2 400.413 0.174 7.985 0.003 0.998 0.008
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Table 4.2. Simulations from N(5, 42) under α = 0.05,m0 = 10
with T ≡ 10000 runs implementing methods (4.2.2)-(4.2.3)
σL C d i n s (n) p s (p) n/C n− C
1 50 1.1087 0 50.550 0.236 0.919 0.003 1.011 0.550
1 50.297 0.235 0.916 0.003 1.006 0.297
2 50.778 0.253 0.912 0.003 1.016 0.778
100 0.7840 0 100.733 0.473 0.914 0.003 1.007 0.733
1 100.501 0.483 0.914 0.003 1.005 0.501
2 101.031 0.506 0.912 0.003 1.010 1.031
200 0.5544 0 201.590 0.817 0.928 0.003 1.008 1.590
1 200.736 0.821 0.924 0.003 1.004 0.736
2 200.218 0.860 0.923 0.003 1.001 0.218
500 0.3506 0 501.255 1.273 0.943 0.002 1.003 1.255
1 502.996 1.287 0.942 0.002 1.006 2.996
2 503.503 1.354 0.944 0.002 1.007 3.503
1000 0.2479 0 1000.787 1.785 0.946 0.002 1.001 0.787
1 1002.184 1.811 0.948 0.002 1.002 2.184
2 1000.102 1.944 0.945 0.002 1.000 0.102
2 50 1.1087 0 50.643 0.204 0.930 0.003 1.013 0.643
1 50.495 0.208 0.931 0.003 1.010 0.495
2 50.370 0.217 0.927 0.003 1.007 0.370
100 0.7840 0 100.165 0.286 0.938 0.002 1.002 0.165
1 100.559 0.292 0.936 0.002 1.006 0.559
2 100.994 0.309 0.933 0.003 1.010 0.994
200 0.5544 0 199.635 0.399 0.943 0.002 0.998 −0.366
1 200.346 0.404 0.942 0.002 1.002 0.346
2 200.367 0.430 0.943 0.002 1.002 0.367
500 0.3506 0 501.199 0.635 0.947 0.002 1.002 1.199
1 499.808 0.641 0.952 0.002 1.000 −0.192
2 500.253 0.676 0.950 0.002 1.001 0.253
1000 0.2479 0 1002.160 0.904 0.952 0.002 1.002 2.160
1 1001.465 0.917 0.951 0.002 1.001 1.465
2 1001.411 0.958 0.947 0.002 1.001 1.411
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Table 4.2 Continued. Simulations from N(5, 42) under α = 0.05,
m0 = 10 with T ≡ 10000 runs implementing methods (4.2.2)-(4.2.3)
σL C d i n s (n) p s (p) n/C n− C
3 50 1.1087 0 50.562 0.133 0.939 0.002 1.011 0.562
1 50.549 0.133 0.940 0.002 1.011 0.549
2 50.580 0.139 0.941 0.002 1.012 0.580
100 0.7840 0 100.675 0.189 0.946 0.002 1.007 0.675
1 100.543 0.192 0.945 0.002 1.005 0.543
2 100.476 0.204 0.941 0.002 1.005 0.476
200 0.5544 0 200.632 0.266 0.951 0.002 1.003 0.632
1 200.242 0.270 0.948 0.002 1.001 0.242
2 200.512 0.286 0.947 0.002 1.003 0.512
500 0.3506 0 501.100 0.425 0.950 0.002 1.002 1.100
1 500.648 0.428 0.949 0.002 1.001 0.648
2 500.598 0.452 0.949 0.002 1.003 0.512
1000 0.2479 0 1000.530 0.594 0.948 0.002 1.001 0.530
1 1000.842 0.607 0.948 0.002 1.001 0.842
2 1000.426 0.650 0.949 0.002 1.000 0.426
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Table 4.3. Point estimators from
horticulture data under MRPE
methods (4.1.4)-(4.1.5) with
m from (4.1.2) with σL = 2
i N xBS σ̂BS
A = 100, c = 0.1,
m0 = 10, b = 200
0 112 34.811 4.146
1 113 34.785 3.884
2 113 34.785 3.884
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Table 4.4. Confidence intervals from
horticulture data under FCIE methods
(4.2.2)-(4.2.3) with σL = 2
i N xBS σ̂BS p̂BS s (p̂BS)
α = 0.05, d = 0.5,m0 = 10, b = 200
0 196 35.027 3.818 0.940 0.0168
1 198 35.073 3.908 0.925 0.0186
2 199 35.087 3.979 0.930 0.0180
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Chapter 5
Second-Order Asymptotics in a Class of
Purely Sequential MRPE Methodologies
As Mukhopadhyay (1982) had suggested using estimators of σ2 other than the sample
variance, for instance, Chattopadhyay and Mukhopadhyay (2013) incorporated the GMD,
MAD and range to construct their two-stage FCIE methodologies. Following these ideas,
we may consider other alternative estimators of σ2(or σ), propose new stopping boundary
conditions, and construct even more robust multi-stage methodologies. Chapter 5 is based
on the work Hu and Mukhopadhyay (2018).
In Section 5.1, we propose a new class of purely sequential MRPE methodologies, which
involve general robust estimators of σ in defining the stopping boundaries. Some appropriate
suffi cient conditions on such estimators are assumed.
In Section 5.2, we provide both asymptotic first-order and second-order properties en-
joyed by the associated methodologies as our main results, summarized in Theorems 5.1.1-
5.1.3.
In Section 5.3, we revisit the GMD-based and MAD-based purely sequential MRPE
methodologies described earlier in Section 3.2 and develop asymptotic second-order results
which are considerably stronger than those reported in Mukhopadhyay and Hu (2017). More
specifically, for the purely sequential MRPE methodologies established in (3.2.1)-(3.2.2), we
propose to derive second-order approximations of the regret ωi(c), i = 0, 1, 2. Corresponding
simulated performances are provided to validate the second-order approximations of the
regret and highlight the usefulness of the methodologies.
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Section 5.4 summarizes the chapter with a few overall concluding thoughts.
5.1. A Formulation
Here, we focus on the purely sequential MRPE methodologies alone and take into consid-
eration a class of general robust estimators of σ, say denoted by Vn based on the observations
given by X1, X2, ..., Xn, n ≥ 2 independently from a normal distribution. We aim to find a
set of suffi cient conditions on {Vn, n ≥ 2} such that the associated methodologies involving
Vn will have a number of asymptotic first-order and second-order properties.
5.1.1. Suffi cient Conditions on Robust Estimators
Assuming we have a sequence of independent observations X1, X2, ... from a N(µ, σ2)
population with −∞ < µ < ∞ and 0 < σ < ∞, both unknown. Having recorded
X1, X2, ..., Xn, n ≥ 2, we use Vn ≡ Vn(X1, X2, ..., Xn), assumed positive w.p.1, to denote an
appropriate robust estimator of σ. The sequence of {Vn, n ≥ 2} satisfies the following set
of conditions:
(C1) Independence.
Xn and {Vk, 2 ≤ k ≤ n} are distributed independently for all n ≥ 2.
(C2) Convergence in probability.
Vn






) $→ N(0, δ2) for some δ2(> 0) as n→∞.
(C4) Uniform continuity in probability (u.c.i.p). For every ε > 0, there exists





|Vn+k − Vn| ≥ ε
)
< ε holds for any n ≥ ν.
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|Vn − σ| ≥ ε
)
≤ ε−rEµ,σ |Vn1 − σ|
r, with r ≥ 2.
(C6) Order of central absolute moments. For n ≥ 2, and r ≥ 2,






























|Vn − σ| ≥ ε/2
)









< ε, we can
claim that the u.c.i.p property for {Vn, n ≥ 2} holds.
5.1.2. Purely Sequential MRPE Methodologies Involving Vn
Now we are in a position to propose a class of purely sequential methodologies based
on Vn for an unknown normal mean µ under the MRPE formulation (2.2.1)-(2.2.3) in the
spirit of the methodology (3.2.1)-(3.2.2) in Section 3.2. Beginning with the pilot data
X1, X2, ..., Xm of size m (≥ 2), we sample one additional observation at a time sequentially
as needed until we terminate according to the following stopping rule:
N ≡ N(c) = inf
{















−λ) already holds, no additional observations will be recorded and
the final sample size is N = m. Otherwise, we record one more observation at a time
and update n in the stopping rule (5.1.1). We terminate the sampling procedure at the






{N,X1, ..., Xm, ..., XN}, we establish the minimum risk point estimator for µ as follows:
XN ≡ N−1ΣNi=1Xi. (5.1.2)
For the purely sequential MRPE methodology (5.1.1)-(5.1.2), clearly Pµ,σ (N <∞) = 1
and N ↑ ∞ w.p.1 as c ↓ 0.
5.2. Main Results
In this section, we lay down a number of main lemmas and theorems associated with the
purely sequential MRPE methodology given by (5.1.1)-(5.1.2) under conditions (C1)-(C7).
Theorem 5.1. For the stopping time N defined by the purely sequential estimation strategy




∗] = 1 [Asymptotic First-Order Effi ciency ]. (5.2.1)














VN−1 + (N − 1)−λ
)
,













Then, it is clear that as c → 0, N/n∗ Pµ,σ→ 1. Next, note that for some suffi ciently small c,
the right-hand side of (5.2.2) can be bounded as follows:
N
n∗
< σ−1(supn≥2 Vn + 1) + 1.
Thus, under (C7) and by the dominated convergence theorem, lim
c→0
Eµ,σ [N/n
∗] = 1 holds
immediately. 
Lemma 5.1. For the stopping time N defined by the purely sequential estimation strategy
(5.1.1)-(5.1.2), for all fixed µ, σ, and A, we have: for any arbitrary 0 < η < 1, with r ≥ 2,







Proof. Along the lines in the proof of Lemma 3.2.1, let bwc denote the largest integer that









2(1+λ) ) and n2c = ηn∗ = ησ
√
A/c, (5.2.4)
again. It should be obvious that N ≥ n1c w.p.1 from the definition of N in (5.1.1). Next,
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we set out to obtain the rate at which Pµ,σ{N ≤ ηn∗} may converge to zero for small c:
Pµ,σ{N ≤ ηn∗}





|Vn − σ| ≥ (1− η)σ
}












by conditions (C5) and (C6). Thus, (5.2.3) holds.
Theorem 5.2. For the stopping time N defined by the purely sequential estimation strategy
(5.1.1)-(5.1.2), for all fixed µ, σ, and A, we have:
lim
c→0
ξ (c) = 1 [Asymptotic First-Order Risk Effi ciency ], (5.2.5)
where the term ξ (c) was defined in (3.2.6).
Proof. Note that under (C1), ξ (c) = 12Eµ,σ[N/n
∗]+ 12Eµ,σ[n
∗/N ]. Picking η = 12 in Lemma
5.1, (5.2.5) can be justified in the same way as we proved Theorem 3.2.2. 
Lemma 5.2. For the stopping time N defined by the purely sequential estimation strategy
(5.1.1 )-(5.1.2 ), for all fixed µ, σ, and A, we have:
(N − n∗) /N1/2 $→ N(0, δ2), as c→ 0.
Proof. Since N/n∗





Pµ,σ→ 1 as c → 0. Then by Slutsky’s
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theorem, it suffi ces to show
N−n∗√
n∗
$→ N(0, δ2) as c→ 0. (5.2.6)





































as c→ 0. Hence, the lemma follows from (5.2.7). 
Lemma 5.3. For the stopping time N defined by the purely sequential estimation strategy
(5.1.1 )-(5.1.2 ), for all fixed µ, σ, and A, we have: (N − n∗)2 /N is uniformly integrable in
c ≤ c0, for some c0.
Proof. We prove this lemma in the spirit of Ghosh and Mukhopadhyay (1980) and Ghosh et
al. (1997, Lemma 7.2.3, pp. 217-219). First we show (N − n∗)2 /n∗ is uniformly integrable






, where c1 is some appropriate


























+ 1, for x ≥ b. Then,
Pµ,σ
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Note that (k1 − 1)−r1 n∗

























as b→∞ by choosing r1 > 1 appropriately.










dx = 0. (5.2.12)
If
√
n∗ > b, there exists some 0 < γ < 1 such that (1− γ)
√
n∗ > b, when c ≤ c2, for some























By Lemma 5.1, Pµ,σ (N ≤ γn∗) ≤ λ2n∗−
r2
2(1+λ) , for some appropriate r2 (> 2 + 2λ) and
λ2 (> 0) depending on r2 alone. Hence,
∫ √n∗
b xPµ,σ (N ≤ γn
∗) dx ≤ λ2b2−
r2
(1+λ) → 0 as b→∞. (5.2.14)
As for b ≤ x ≤ (1− γ)
√
n∗, write










































Hence, it follows from (5.2.15) that
Pµ,σ
(







σ − 1 < −
x√
n∗


























r3 ≤ λ4x−2r3 ,
(5.2.16)
for some appropriate λ3 (> 0) and λ4 (> 0), both depending only on r3. Choosing r3 > 1,
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1−2r3dx ≤ λ42−2r3 b
2−2r3 → 0 as b→∞.
(5.2.17)
Now choosing c0 = min {c1, c2, c3}, with (5.2.11), (5.2.14) and (5.2.17), we can prove










































∗) ≤ λ5n∗2−r4 ≤ λ5b2−r4 → 0 (5.2.19)
as b→∞, with r4 (> 2) appropriately chosen and some λ5 (> 0) depending only on r4. In
view of (5.2.18) and (5.2.19), the lemma holds. 
Note that under the condition (C1), ω (c) = cEµ,σ[(N − n∗)2/N ]. As an immediate
result from Lemmas 5.2 and 5.3, the following asymptotic second-order property holds,
summarized in Theorem 5.3.
Theorem 5.3. For the stopping time N defined by the purely sequential estimation strategy
(5.1.1 )-(5.1.2 ), for all fixed µ, σ, and A, we have:
ω (c) = δ2c+ o (c) [Asymptotic Second-Order Risk Effi ciency ], (5.2.20)
as c→ 0, where the term ω (c) was defined in (3.2.6).
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5.3. An Application: Purely Sequential Methodology (3.2.1)-(3.2.2)
In this section, we review the purely sequential methodology (3.2.1)-(3.2.2) as a possible
application of the methodology (5.1.1)-(5.1.2) newly proposed in this chapter. By verifying
the conditions (C1)-(C7), we further claim the asymptotic second-order risk effi ciency of
the methodology (3.2.1)-(3.2.2) beyond the asymptotic first-order properties concluded in
Section 3.2.1. Simulations are provided as a reasonable validation, as well.
5.3.1. Second-Order Approximations of ωi(c), i = 0, 1, 2
We give the second-order approximations of the regret ωi(c), i = 0, 1, 2 from the purely
sequential methodology (3.2.1)-(3.2.2) in Corollary 5.1.
Corollary 5.1. For the stopping time Ni defined by the purely sequential estimation strategy
(3.2.1 )-(3.2.2 ), for all fixed µ, σ, and A, we have:
ωi (c) = δ
2
i c+ o (c) , i = 0, 1, 2 [Asymptotic Second-Order Risk Effi ciency ] (5.3.1)









2(π − 2) remain the same as in Lemma 4.1.3.
Proof. It suffi ces to show that (C1)-(C7) are satisfied in terms of Vn;i, i = 0, 1, 2 defined
in (2.3.4), respectively. Among the conditions, (C1) and (C7) follow from Mukhopadhyay
and Hu (2017, Lemmas 3.1 and 3.3) with minor modifications. (C2) can be simply verified
by slightly modifying the proof of Lemma 3.1.2. In the spirit of the proof of Lemma 4.1.3,
we have (C3). Both (C5) and (C6) have been indicated in the proof of Lemma 3.2.1. And
(C4) comes from combining (C5) and (C6).
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Thus, the corollary follows. One may refer to Mukhopadhyay and de Silva (2009), Sen
and Ghosh (1981), Mukhopadhyay and Hu (2017,2018) and Hu and Mukhopadhyay (2018)
for more details. 
5.3.2. Simulations and Data Analysis
Based on what we did in Section 3.2.2, we had considered m = 15 alone for brevity as we
found little to no difference in the overall performances whether the pilot sample size was
fixed to be 10 or 15. Besides the notation explained in (3.2.21), we included the following
entities in (5.3.2) as well.
s(ξ̂) : estimated standard error of ξ̂;
s(ω̂) : estimated standard error of ω̂;
δ2i c : a theoretical approximation of ωi(c), i = 0, 1, 2.
(5.3.2)
Table 5.1 summarizes selected findings (m = 15) in the spirit of Table 4.1. One should
note that within each block of Table 5.1, the theoretical second-order approximations of
ωi(c), i = 0, 1, 2 turned out close to the estimated regret values. These empirically validate
Corollary 5.1 about the asymptotic second-order risk effi ciency property from (5.3.1) of the
purely sequential MRPE methodology (3.2.1)-(3.2.2).
5.4. Overall Concluding Thoughts
In summary, the purely sequential MRPE methodology (5.1.1)-(5.1.2) opens the pos-
sibility to incorporate a class of robust estimators of σ in defining the stopping boundary
conditions without loss of the second-order properties. We have shown that the associ-
ated methodology is second-order risk effi cient, as long as the robust estimators satisfy the
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conditions given by (C1)-(C7). This indicates the purely sequential MRPE methodology
(5.1.1)-(5.1.2) will have a much wider application.
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Table 5.1. Simulations under A = 100, m = 15
with 1000 runs implementing methods
(3.2.1)-(3.2.2) with i from (3.2.20) with λ = 2
n∗ n Rn ξ̂ ω̂









δ20c = 8× 10−2, δ21c = 8.18× 10−2, δ22c = 9.13× 10−2
50 0 50.247 15.801 0.988 9.34× 10−2
0.16 0.167 0.053 0.033 5.07× 10−3
1 50.460 15.839 0.990 9.49× 10−2
0.168 0.053 0.033 4.65× 10−3
2 50.457 15.843 0.990 9.79× 10−2
0.171 0.053 0.033 5.00× 10−3
δ20c = 2× 10−2, δ21c = 2.05× 10−2, δ22c = 2.28× 10−2
100 0 100.159 7.941 0.993 2.15× 10−2
0.04 0.229 0.018 0.023 1.05× 10−3
1 100.239 7.947 0.993 2.23× 10−2
0.233 0.018 0.023 1.08× 10−3
2 100.245 7.944 0.993 2.55× 10−2
0.250 0.019 0.024 1.27× 10−3
δ20c = 5× 10−3, δ21c = 5.11× 10−3, δ22c = 5.71× 10−3
200 0 200.199 3.986 0.997 5.46× 10−3
0.01 0.328 0.007 0.016 2.54× 10−4
1 200.201 3.987 0.997 5.80× 10−3
0.338 0.007 0.017 2.81× 10−4
2 200.103 3.989 0.997 6.16× 10−3




Purely sequential and Stein-type two-stage methodologies involving robust estimators
such as GMD and MAD have been developed for both fixed-width confidence interval and
minimum risk point estimation problems. With the underlying normal population, we
assumed the condition that there exists an known positive lower bound of the variance so
that the Stein-type methodologies will then enjoy desirable second-order properties, the
purely sequential methodologies seem to automatically satisfy the higher order properties.
The first-order properties have been proved, and the second-order properties are in progress.
Compared with the customary multi-stage methodologies based on the sample vari-
ance as an unbiased estimator of the population variance, our newly proposed multi-stage
methodologies are more robust, when the normality of the underlying population is conta-





We have seen the significance of GMD or MAD, as a more robust alternative estimator
than the sample variance. There are a lot of directions that we can follow in the future
to make our research more broadly applicable in a number of other substantial inference
problems. The potential future research may include the following areas.
7.1. Other Multi-Stage Methodologies
We may develop other multi-stage methodologies based on GMD and MAD, for example
three-stage and accelerated sequential sampling, and compare them with the existing multi-
stage methodologies and highlight the benefits of one approach over another.
While the Stein’s (1945,1949) two-stage methodology is quick to terminate, it suffers
from the serious oversampling problem, especially when the final sample size is large. Re-
searchers have looked into the sampling designs where an additional stage is imposed so
that the methodology will preserve both the first-order and second-order properties. In
this spirit of combining procedure effi ciency as well as sampling operational savings, the
three-stage estimation methodologies have been established.
Mukhopadhyay (1976) first introduced the idea of triple sampling. Later on, Hall (1981)
proposed a systematic three-stage fixed-width confidence interval estimation methodology
for a normal mean when the population variance is unknown, where sample variance was
utilized as an unbiased estimator for the population variance in defining stopping boundaries
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in each stage. He gave a rigorous account of the first-order and second-order properties.
Mukhopadhyay (1990) considered more general cases and put forward a unified three-stage
methodology. He discussed both the FCIE and MRPE problems with applications. We
should mention there is a wide range of literature on three-stage estimation methodologies
that one may refer to, including Mukhopadhyay (1985), Mukhopadhyay et al. (1987),
Woodroofe (1987), Hamdy (1988), Hamdy et al. (1988), and Liu and Wang (2007).
On the other hand, researchers have been modifying the purely sequential estimation
methodology and considering accelerated sequential stopping rules as well. Originally pro-
posed in Hall (1983), the accelerated sequential methodology was further discussed in
Mukhopadhyay and Solanky (1991) and Mukhopadhyay (1996).
Here, we may therefore follow this direction and establish both the three-stage and
accelerated sequential estimation methodologies based on GMD or MAD correspondingly.
We hope to show these methodologies are potentially more robust without loss of the first-
order and second-order properties.
7.2. Distribution-Free Methodologies
Recall that Section 3.1.3 only provided the limited robustness of our newly proposed
purely sequential estimation methodologies based on GMD or MAD, as we had assumed
the population should follow a mixture normal distribution (3.1.7) instead of a pure normal
distribution. Mukhopadhyay (1978), Ghosh and Mukhopadhyay (1979), Chow and Yu
(1981) and other work set out to study the performances of multi-stage methodologies when
the population distribution was unspecified. See Sen (1981,1985), Ghosh et al. (1997), and
Mukhopadhyay and de Silva (2009) for a thorough review.
We may continue to discuss the GMD-based or MAD-based multi-stage methodologies
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in the distribution-free cases, where stronger robustness is highly likely to be addressed.
7.3. Multivariate Multi-Stage Estimation
Schezhtman and Yitzhaki (1987) proposed a new measure of association between two
random variables based on GMD, which opened the possibility of extending our new GMD-
based multi-stage methodologies (i) from univariate estimation to multivariate estimation
or (ii) from one-sample estimation to multi-sample estimation. We may also investigate the
MAD case so that our methodologies will have a significantly broader appeal.
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Estimation, Sankhyā, Series B 38: 203-218.
Ghosh, M. and Mukhopadhyay, N. (1979). Sequential Point Estimation of the Mean
When the Distribution is Unspecified, Communications in Statistics - Theory and Methods,
Series A 8: 637-652.
Ghosh, M. and Mukhopadhyay, N. (1980). Sequential Point Estimation of the Difference
of Two Normal Means, Annals of Statistics 8: 221-225.
99
Ghosh, M. and Mukhopadhyay, N. (1981). Consistency and Asymptotic Effi ciency of
Two-Stage and Sequential Procedures, Sankhyā, Series A 43: 220-227.
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