Introduction
Linear Methods are often used to compute approximate solutions to dynamic models, as these models often cannot be solved analytically. While a plethora of advanced numerical methods exist, the most popular "bread-and-butter'' method for solving them is linearization. It shall be described here first for the example of a simple real business cycle model, including how to easily generate the log-linearized equations needed before solving the linear system. The classic reference for solving linear difference models under rational expectations is Blanchard and Kahn (1980) , while Kydland and Prescott (1982) is the origin of the modern approach of calculating numerically approximate solutions to dynamic stochastic models in order to obtain quantitative results. Much of the material here is taken from Uhlig (1999) , which builds on the method of undetermined coefficients in King, Plosser and Rebelo (2002) .
A basic example
As a basic example, consider a version of the real business cycle model of Hansen (1985) . A social planner or representative agent chooses c t , k t , y t , l t and n t to maximize the utility function 0 ( , ) for some values γ * and ρ, with -1 < ρ < 1. A solution is a stochastic sequence (c t , k t , y t , l t , n t ),t≥0 where all variables dated t are independent of all ε s for s>t and satisfies all constraints, and which maximizes the utility function given above within the set of all such sequences.
The necessary first-order conditions for this problem are given by 
Linearization
The first step towards solving the model by linear approximation is to linearize all the constraints and necessary equations (possibly after substituting out some variables, if so desired). Linearization amounts to finding a first-order approximation to all equations. Formally, linearization amounts to replacing a set of equations 
Since many economic variables are constrained to be positive, it is often more attractive to log-linearize the equations, rather than to linearize them. The difference between linearization and log-linearization is that entries in x t denote the original variable (e.g. consumption c t ) in the case of linearization and the log of these variables (e.g. log(c t )) in the case of loglinearization. There is no need to choose either linearization or log-linearization for all entries in x t . One may choose to linearize some and log-linearize others or take other transformations. Indeed, for variables such as trade balances, it is better to use linearization rather than log-linearization, if they can take negative values. Also, e.g. tax rates are often more appropriately linearized rather than log-linearized to provide a more useful interpretation. For log-linearization, the following useful "rules" can easily be derived. Let a t , b t , c t be three variables, with c t =h(a t ) for some monotone and differentiable function h(.), and let B be some constant. Then, for some coefficient matrices P and Q. Most models require the solution to be stable, i.e. all eigenvalues of P to be less than unity in absolute value. Often, one also allows for roots equal to unity in absolute value, as this arises easily e.g. in models of international trade or with multiple agents: one may then want to think of the linear approximation as a local solution. In many models, this uniquely determines the matrix P and usually also Q.
The solutions can be found by substituting the recursive law of motion in for x t+1 and again for all x t into the second-order difference equation above, exploiting [ ]
Nz E z + = so that only x t-1 and z t and some coefficient matrices remain. for P. In case of a one-dimensional difference equation (as can be obtained for the example above and x t =k t ), this is a quadratic equation in the feedback coefficient P, which has two solutions. The system is said to be saddle-path stable, if only one of the two roots is smaller than unity in absolute value. Thus, if a stable solution is desired, this is the unique solution for P.
Generally, the equation above is a matrix quadratic equation, which can be solved per computing generalized eigenvalues or by QZ-decomposition as follows. Let m be the dimensionality of x t . Define the matrices 
is the diagonal matrix of the eigenvalues for the generalized eigenvectors used as well as of P. The system is said to be saddle-path stable, if there are exactly m generalized eigenvalues smaller than unity in absolute value. In that case, the matrix P is unique, if one requires all eigenvalues of P to be stable. If there are fewer than m eigenvalues smaller than (or equal to) unity in absolute value, then there is no solution, such that the difference equation x t =Px t-1 remains bounded for all x 0 . In that case, the set of bounded solution is characterized by e'x 0 = 0 as well as e'Qz t = 0 for all t for all eigenvectors e of P corresponding to explosive eigenvalues. The second of these two constraints may impose restrictions on the exogenous shock process. If there are more than m eigenvalues smaller than (or equal to) unity in absolute value, then sunspot solutions may arise, i.e., there are additional solutions. In the one-dimensional case and if F is nonzero, the general solution is now given by the original equation, i. 
If B is invertible, the solutions can now be characterized in terms of the eigenvalues and eigenvectors of B -1 A. This is the approach taken in the classic reference of Blanchard and Kahn (1980) . Alternatively, find the QZ-decomposition (or generalized Schur decomposition) of A and B, see Sims (2002) 
