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Singapore Regional Model was developed to predict the water motion in Singapore 
Straits. It, however, like other numerical models, suffers from limitations arising 
from parameter uncertainty, simplified assumptions, absence of data for appropriate 
specification of boundary conditions and etc. Moreover, since the water motion in 
Singapore Straits is driven by tides from both South China Sea and Andaman Sea, 
complex hydrodynamics adds to the difficulties of accurate simulations. In view of 
the above, the data assimilation was investigated in this study to enhance the 
performance of Singapore Regional Model. Based on the concept of model residue 
prediction, distribution and following correction, several techniques have 
successfully been developed and implemented to improve the forecasting accuracy 
of water level around Singapore area. 
As for the model residue predictions, unlike most previous research which tended to 
take only account of historical records, a special attention has been given to a prior 
estimate apart from the historical records in this study. The influence of a prior 
estimate was thoroughly examined through the method of time lagged recurrent 
network (TLRN). The results suggest that additional consideration of a prior 
estimate is instrumental to improve the data-driven procedure like TLRN. Besides, a 
modified local model (MLM) has been developed based on chaos theory, which 
took a prior estimate into construction of phase space. It can not only retain the 
advantage of conventional LM, but also yield more stable results over the long 
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horizons. Since MLM searches for the optimal embedding parameters only at the 
beginning of entire calculation, it has better computational efficiency. 
The predicted model residues at measured station were then distributed spatially to 
non-measured stations, which were used to correct the model output at these stations. 
As the spatial distribution becomes extremely difficult in situations with few sample 
stations at a highly non-linear system, the Approximated Ordinary Kriging (AOK) 
which is particularly suited to scenarios with only sparse sample data was resorted to. 
Both the space and time lags were then taken into consideration in the AOK 
implementation (also known as “ASTOK”). The results indicate that consideration 
of the time lag between different locations was conducive to capture the spatial 
relationship. Incorporating the updated data with appropriate time lag from 
measured locations can enhance the interpolation ability. In addition to Kriging, 
Kalman filter (KF) was another data assimilation technique which the present 
research has explored. As the conventional KF approach suffers from limitation due 
to the updated initial conditions which was quickly ‘wash-out’ after a certain 
forecast horizon, this study explored two different Kalman Filter approaches, 
namely two-sample Kalman filter (two-sample KF) and Unscented Kalman filter 
(UKF) to avoid the preceding limitation.  
In conclusion, the combined use of MLM and ASTOK was found to be fairly 
effective in improving the predictive efficacy of Singapore Regional model (SRM), 
with high efficiency in computation. It can effectively correct outputs of SRM even 
with coarse resolution and improve the accuracy over the entire domain (especially 
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for long forecast horizons). These corrected results of numerical model can thus 
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Chapter 1 Introduction 
1.1 Research background 
It goes without saying that obtaining a sound knowledge of ocean science is crucial 
for the development of marine technology and operation. One fundamental problem 
of ocean science may be simply stated as follows: given the state of the ocean at one 
time, what is the state of the ocean at a later time? (Robinson and Lermusiaux, 2000). 
Accurate forecast of sea characteristics evolution in both time and space is pivotal for 
safe navigation and offshore operations. These sea characteristics of particular 
interests include ocean waves, ocean currents, transport and mixing characteristics. 
Over the years, a tremendous amount of research efforts have been devoted to 
advance the oceanographic forecasting study, amongst which the method of 
numerical modeling presumably receives most attention. The numerical modeling 
equipped with various physical insights has proven to be a useful and reliable means 
to simulate and forecast the state of oceanographic systems, such as water level and 
current. Especially with the rapid development of computer science, the numerical 
modeling has been becoming increasingly powerful and widely applied to forecast the 
movement of local water or even the circulation of entire ocean (Pugh, 1996; Palacio, 
2001; Battjes and Gerritsen, 2002; Marchuk et al., 2003). 
In theory, equations underlying the physical phenomena can be deterministically 
solved with necessary initial condition and the evolution of forcing terms, which can 
be served as the pillar of numerical modeling. However, as has been long recognized 




numerical modeling is typically restrained by various factors such as the limited 
insight into physical mechanisms, simplified assumptions, absence of data for proper 
setting of boundary conditions and model parameterizations and so on (Babovic et al., 
2001; Vojinovic and Kecman, 2003; van den Boogaard and Mynett, 2004; Sun, 2010). 
As a consequence, the simulation is inevitably accompanied by a considerable amount 
of model residues. To overcome the weakness, the method of data assimilation is 
proposed following the same terminology in meteorology (Daley, 1994). As defined 
by Robinson et al. (1998), data assimilation is a methodology that can optimize the 
extraction of reliable information from observed data, and assimilate it into the 
numerical models to improve the quality of estimation. It has been applied widely in 
various fields such as physics, economics, earth sciences, hydrology and 
oceanography (Hartnack and Madsen, 2001; Haugen and Evensen, 2002; Reichle, 
2008). Such method combines observation with the underlying dynamical principles 
governing the system and takes advantage of all available information, which thus 
becomes a novel, versatile methodology for estimation of oceanic variables.  
The Singapore Strait is one of the busiest shipping routes in the world and its coastal 
area has been heavily utilized as ports or related industrial facilities to carter for the 
rapid economic development. Providing hydrodynamic information of the water 
surrounding Singapore is thus important for accurate scheduling of harbor facilities, 
docking and sailing times. With such intention, Singapore Regional Model was 
developed by WL | Delft hydraulics, the Netherlands(Kernkamp and Zijl, 2004). 
Generally this model can yield reasonable predictions of the water motion in 
Chapter 1 Introduction 
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Singapore Straits. However, like other numerical models, it also suffers from 
limitations introduced by parameter uncertainty, simplified assumptions, and absence 
of data for appropriate specification of boundary initial conditions. Moreover, since 
the Singapore Island is located between South China Sea and Andaman Sea and the 
water motion in Singapore Straits is driven by tides coming from both sides, the 
hydrodynamics of water in this area is complex. Such complex hydrodynamics poses 
further challenge to accurate numerical simulation. These drawbacks or limitations 
actually motivate the present research to explore data assimilation method to make 
improvement or correction to numerical model outputs. 
One important category of data assimilation approaches is to update the numerical 
model output directly. The model output can be updated either in terms of state 
variables or model residue, and the updated variables or residue can then be 
assimilated into the model to improve estimates of system state at future time levels 
(Babovic and Fuhrman, 2002). Relatively speaking, updating model output in terms 
of model residue is more preferable since it has more physical insights. Besides as 
noted by Mancarella et al. (2008) , the systematic model residue can be predicted by 
the residue correction scheme. In this research, a hybrid data assimilation method 
based on the residue correction is explored which aims to improve the water level 
outputs generated by Singapore Regional Model. 
1.2 Objective 
As stated above, this study adopts a data assimilation method based on the residue 




historical records of model residues. However, for non-measured stations, prediction 
of model residue becomes impossible. It is thus necessary to distribute the predicted 
residue from the measured stations to non-measured stations. These two objects, 
namely time series of residue prediction and spatial distribution, are the main focus of 
the current research.  
As one kind of the time series prediction, model residue (also called model error) 
prediction has been applied in some operational hydrological forecasting (World 
Meteorological Organization (WMO), 1992; Refsgaard, 1997; Madsen et al., 2003). 
There are many sorts of forecasting techniques stretching from simple linear methods 
(e.g. autoregressive moving average approach) (Serio, 1994) to more complex 
methods e.g. artificial neural networks(Babovic, 1996; Minns, 1998; Cristianini and 
Shawe-Taylor, 2000; Babovic et al., 2001), genetic programming (Babovic, 1996) 
and local model inspired by chaos(Babovic and Fuhrman, 2002; Sannasiraj et al., 
2004; Sun et al., 2009). Most research to the present focused on improving the 
competence of above methods without considering the potential influence of a prior 
estimate. In view of this, apart from the historical records the present research 
introduces one extra parameter (water level output from numerical model) to the 
method of time lagged recurrent network (TLRN) which can take account of influence 
of a prior estimate. Furthermore, nearly all of the preceding methods utilize the 
historical records, which thus pin the forecast accuracy to the prediction horizon. For 
the long time forecast, their accuracy deteriorates generally with the increase of the 
prediction horizon due to the decaying influence of the initial condition which is set at 
Chapter 1 Introduction 
5 
 
the present time. In this research, a modified local model (MLM) is developed based 
on chaos theory, which utilizes a prior estimate to maintain forecast accuracy even for 
long lead time.   
For the spatial distribution, both spatial interpolation and regression algorithm are 
mainly suited to the case where ample sample data are provided. Sun (2010) 
suggested conducting a prior correlation analysis among possible sites before 
planning the spatial distribution layout. It is quite useful for the selection of measured 
stations. However, the problem persists over how to distribute the information 
effectively after the selection of measured stations. This is particularly the case if only 
few sample stations are available for a highly non-linear system. In such case, how to 
distribute the information from measured to non-measured points poses grave 
challenges. To resolve this problem, this study first utilizes the approximated 
Ordinary Kriging (AOK) to estimate the spatial relationship for the case which 
contains only sparse sample data. Unlike the conventional spatial distribution method 
which only considers the distance lag, the AOK employed in this study then takes 
both distance and time lags into consideration. This approach is named as “ASTOK”. 
In addition to Kriging, this study also explores another data assimilation technique 
known as Kalman filter (KF)”. The KF family has been practiced widely in many 
areas such as meteorology, hydrology(Kalman, 1960; Chui and Chen, 1999). The 
efficiency of conventional KF depends on the prescribed error statistics which are 
unknown in many practical applications. What’s more, the conventional KF approach 




on available measurements, and the updated initial conditions quickly ‘wash-out’ 
after a certain forecast horizon. Besides, it also requires huge computational resources 
associated with its error propagation mechanism for large scale system. In view of the 
above concerns, this study did not use the conventional KF. Instead, it employs two 
different Kalman filter namely Two-Sample Kalman filter (two-sample KF) and 
Unscented Kalman filter (UKF), which can overcome the preceding limitations of 
conventional KF.  
In summary, the present research performs the data-assimilation to improve water 
level predictions in Singapore region according to the following steps: 
(i)  Predicting the numerical model residues on measured stations using TLRN and 
MLM.  
(ii)  Distributing the forecasted residues to other grid locations through Kriging 
(AOK and ASTOK) and Kalman filter (two-sample KF and UKF).  
The primary objective of this study is to develop and implement applicable data 
assimilation scheme which is able to provide desirable forecasting at long forecast 
horizons with only a handful of sample points. Such scheme can be applied to 
improve the forecasting accuracy of water level around Singapore area and also 
provide useful information for other study of Singapore regional water. In more 
specific terms, research objectives include: 
(a) To assess the performance of TLRN based on different predictors in the model 
residue prediction and to analyze the influence of different predictors. 
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(b) To enhance the application of LM and explore the potential of MLM in offering 
maintained forecast accuracy at various horizons. 
(c) To estimate the spatial correlation between different stations for the case with only 
sparse sample data and interpolate data based on Ordinary Kriging theory by 
exploring both spatial and time lags.  
(d) To apply the KF to update the non-measured variable in the highly non-linear 
system and alleviate the influence of decaying the initial condition. 
The present research focuses on the residue correction of the numerical model for 
non-linear system. The hydrodynamics with the numerical model is discussed in less 
detail. The proposed scheme assumes that the residue is distributed in the same way as 
the numerical model output. The proposed scheme should be adaptable to non-linear 
system simulation. The proposed residue prediction method could be useful for the 
system with a prior estimate. For the spatial distribution method, it could also be 
suitable for similar non-linear system, and could be especially useful for the case with 
sparse sample observation. 
1.3 Organization 
Chapter 2 reviews the data assimilation and relevant techniques for time series 
forecast and spatial distribution. The hydrodynamic modeling system Singapore 
Regional Model (Fine and Coarse version) within Delft3D-FLOW is introduced in 
Chapter 3. Chapter 4 elaborates on the methods utilized in this study, including the 
TLRN, MLM, AOK and ATOK, two-sample KF and UKF. Chapter 5 applies the 




MLM. The conventional LM is also utilized for comparison. The detail of comparison 
of different methods is presented. Chapter 6 estimates the spatial relationship and 
discusses its application in model residue distribution using AOK and ASTOK. 
Two-sample KF and UKF are also applied to update the water level at non-measured 
stations. The prediction and subsequent distribution demonstrate how the proposed 
hybrid data assimilation scheme is implemented in the correction of numerical models. 
Furthermore, the Chapter 7 applies the proposed data assimilation in fine SRM 
(SRM(F)), and their results will be compared with that of corrected SRM(C) to 
analyze the influence of the resolution of deterministic model to the efficacy of data 
assimilation approach. Conclusions are drawn in Chapter 8, and the recommendation 
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Chapter 2 Literature review 
2.1 Hydrodynamic modeling 
The Singapore Regional Waters (SRW) which is defined as the area between 
95°E–110°E and 6°S–11°N (Kurniawan et al., 2011), is one of the more complex tidal 
regions in the world. The strategic importance of this region has led to numerous 
studies to understand the physical processes that drive and are driven by the 
hydrodynamics in the SRW. Many efforts have been devoted for specific sub-areas of 
the region: e.g., the South China Sea area (Shaw and Chao, 1994; Zu et al., 2008), the 
Singapore Strait area (Chen et al., 2005; Chan et al., 2006) and the Malacca Strait up 
to the Andaman Sea (AS) region (Hii et al., 2006; Ibrahim and Yanagi, 2006). But the 
lack of detailed bathymetry data hampered the tidal analysis for numerical model. 
Several modeling studies addressed the tide in the Singapore Strait (Shankar et al., 
1997; Zhang and Gin, 2000; Pang and Tkalich, 2003; Chen et al., 2005). However, 
since the dynamics of the large-scale tidal interaction would require the consideration 
of a much larger domain, a small domain they covered may limit the applied tidal 
open boundary forcing which is interpolated from data from nearby coastal stations. 
The Singapore Regional Model (SRM) was initially developed to provide accurate 
tidal information in the Singapore Strait region of its domain (Kernkamp and Zijl, 
2004). Previous study about use of domain decomposition (Ooi et al., 2009) has 
shown that it is possible to use selective grid refinement to improve the tidal 
prediction of the original model but at much higher computational cost. Single 
parameter optimization of the tidal constituents on the boundaries (Ooi et al., 2010) 
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has also shown that the overall tidal representation of the SRM could be further 
improved. In order to analyze the tidal sensitivity, Kurniawan et al (Kurniawan et al., 
2011) suggested using OpenDA approach of combine the observational data with the 
numerical model. The Data assimilation idea is employed in this study, while it is 
mainly applied for the sensitivity analysis. To further minimize the systematic model 
errors, later application in combination with data assimilation techniques needs to be 
studied. 
2.2 Review of data assimilation 
The data assimilation (DA) which aims to fill the “information gaps” in an optimal 
way can be stated as: Find the best representation of the state of an evolving system 
given measurements and prior information on the system, taking account of errors in 
the measurements and the prior information (Lahoz et al., 2007). It consists of three 
components: a set of observations, a numerical model or dynamical model, and a data 
assimilation scheme or melding scheme (Robinson and Lermusiaux, 2000).  
2.2.1 Development of data assimilation 
The procedures of data assimilation may be classified according to the variables 
modified during the updating process into four different methodologies (Figure 2.1) 
(World Meteorological Organization (WMO), 1992; Refsgaard, 1997). The four 
methodologies can be defined as follows (Babovic et al., 2001; Sannasiraj et al., 
2006): 
(a) Updating of input parameters 
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This is the classical method justified by the fact that input uncertainties may be the 
dominant error source in operational forecasting.  
(b) Updating of state variables 
Adjustment of the state variables can be done in different ways. The theoretically 
most comprehensive methodology is based on Kalman filtering (Gelb, 1974). Kalman 
filtering is the optimal updating procedure for linear systems, but it can also, with 
some modifications, provide an approximate solution for nonlinear hydrodynamic 
systems. 
(c) Updating of model parameters 
The prediction process can be improved by better definitions of the model parameters 
(Hersbach, 1998) during the assimilation process. However, continuous adaptation of 
model parameters is a matter of continuous debate that the model parameters cannot 
be changed recurrently. Thus recalibration of the model parameters at every time step 
has no real advantages. 
(d) Updating of output variables (error prediction or correction) 
The deviations between the simulation mode nowcast/hindcast and the observed 
variables are model errors. The possibility of forecasting these errors and 
superimposing them onto the simulation mode forecasts, usually gives a more 
accurate performance(Babovic et al., 2000). This method is most often referred to as 
error prediction and is the method employed in the present study. 
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2.2.2 Classification or Data assimilation strategies 
According to above definition, it is an estimation problem for ocean variable or state. 
To solve these problems, many assimilation schemes have been developed for 
meteorology and oceanography (Figure 2.2). They are classified according to their 
complexity (numerical cost), their optimality, and in their suitability for real-time data 
assimilation (Bouttier and Courtier, 1999 ). Basically, most of these schemes have 
different background related to either estimation theory or control theory. But some 
approaches like direct minimization, stochastic and hybrid methods can be used in 
both frameworks (Robinson and Lermusiaux, 2000). 
At the heart of estimation theory is the scheme of Kalman Filter derived by Kalman in 
1960. It is a linear, unbiased, minimum error variance estimate. Similarly, Kalman 
Smoother is also a linear estimate, but solves smooth problems. It implies that 
although the conventional Kalman Filter (Kalman and Bucy, 1961) can provide the 
independent state given the measured signals, it is inadequate in the case of nonlinear 
system. Some other approaches, like Nudging, Successive corrections, and Optimal 
Interpolations are based on the estimation theory. Nudging an empirical forcing of the 
model fields toward the observed values, and can be described as an extremely 
simplified form of the Kalman filter. Successive corrections, instead of correcting the 
forecast only once as in previous methods, performs multiple but simplified linear 
combination of the data and forecast. But it should be noticed that these methods can 
be as good as any other assimilation method with enough sophistication, however 
there is no direct method for specifying the optimal weights. The Optimal 
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Interpolation approach considered as simplification of the Kalman Filter is time 
independent application. The matrix weighting residuals or gain matrix is empirically 
assigned. It has relatively small cost if the right assumptions can be made on the 
observation selection. However, spurious noise is produced in the analysis fields 
because different sets of observations are used on different parts of the model state. 
Also, it is impossible to guarantee the coherence between small and large scales of the 
analysis (Lorenc, 1981 ). 
The variational assimilation approaches (3D-Var or 4D-Var) are based on control 
theory. A special property of the 4D-Var analysis in the middle of the time interval is 
that it uses all the observations simultaneously, not just the ones before the analysis 
time. It is said that 4D-Var is a smoothing algorithm. Unlike the Extended Kalman 
Filter (EKF), 4D-VAR relies on the hypothesis that the model is perfect. The 
computational cost is cheaper compared with KF. But 4D-VAR itself does not 
provide an estimate of covariance matrix, a specific procedure to estimate the quality 
of the analysis must be applied, which costs as much as running the equivalent EKF. 
Furthermore, it can only be run for a finite time interval, especially if the dynamical 
model is non-linear.  
Apart from these approaches, the stochastic and hybrid methods became popular in 
data assimilation. Hybrid methods are combinations of previously discussed schemes, 
for both state and parameter estimation. Babovic (2001) applied neural network in the 
prediction of model error. In 2008, Mancarella et al.(2008) combined local model 
with inter model and showed the efficiency both in correction of model error and 
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estimation of value in unobserved locations. Sun (2010) also contributed to apply 
hybrid data assimilation scheme to study the dynamic water movement around 
Singapore area. It is demonstrated to be powerful in combining the residue prediction 
with the spatial interpolation to correct the numerical model output. However, how to 
predict the model residue more accurately particularly for longer forecast horizon and 
how to distribute available observation at same locations to the whole domain are still 
worth further investigation. Therefore, the study focus turns out to be developing 
effective approach about time series prediction and spatial distribution. 
2.3 Development of time series forecast 
Time series prediction is popular and useful in many areas, such as stock markets, 
weather forecast, and hydrology and so on. There are many sorts of forecast technique 
stretching from simple linear methods (e.g. autoregressive moving average approach) 
to more complex methods e.g. neural networks (Babovic, 1996; Minns, 1998; 
Cristianini and Shawe-Taylor, 2000; Babovic et al., 2001) genetic programming 
(Babovic, 1996) and local model inspired by chaos(Sannasiraj et al., 2004; Sannasiraj 
et al., 2005; Sun et al., 2009).  
As the technique of time series forecast advances, it has been applied in model residue 
prediction. There is a naïve way to estimate the residue at Δt step later ε(tn+Δt), which 
is assumed to be the same as the present one ε(tn). This method can only work as rough 
estimation for brief forecast horizon, while its lack of accuracy become apparent 
when the Δt increases. As the computational technology developed, the Artificial 
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Neural Network (ANN) has been utilized widely for time series forecasting (Zaiyong 
et al., 1991; Hill et al., 1996; Hamzacebi et al., 2009). The previous study suggested to 
use MLP to predict ε(tn+Δt), merely based on historical records (Sun, 2010; Sun et al., 
2010). However, there is more likelihood that the forecast residue is related to more 
factors other than the historical records, including forecast numerical model state and 
the updated state. In addition, it has been proven that the Time Lagged Recurrent 
Network (TLRN) (Wang and Traore, 2009) outperforms Multilayer Perceptron (MLP) 
for the time series prediction problems (Kolhe and Pawar, 2008; Kote and 
Jothiprakash, 2008).  Although General Recurrent Networks have adaptive memory, 
they are more difficult to train and require a more advanced knowledge of neural network 
theory. TLRN is a very good alternative to this approach (Lefebvre, 1994; Kote and 
Jothiprakash, 2008). Through the use of time delays, short-term memory was built into 
the structure of an ANN to transform a sequence of Samples into a point in the 
reconstruction space. Due to above two reasons, this study explored TLRN as the forecast 
tool based on the predictors which include historical records and a prior state estimation. 
In this way the background information can be fully utilized and its contribution will also 
be examined. 
Another popular method in forecasting is the local linear model based on chaos theory. 
It has been applied effectively to predicting the time series even in a non-linear system 
(Babovic and Fuhrman, 2002; Mancarella et al., 2008; Sun et al., 2009). It is also 
useful to simulate the evolution of a dynamical system, providing accurate short-term 
predictions. However, the prediction accuracy of the local linear model is sensitive to 
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the initial condition and slight deviation from a trajectory in the state space can lead to 
dramatic changes in future behavior(Guegan and Leroux, 2009). It hence causes 
reduction in the accuracy as the forecast horizon increases. Moreover, for the long 
forecast horizon, the LLM also predicts the state of the time series using values which 
have already been predicted, thus bringing in accumulative computing errors. 
Although Sun (2010) has utilized it to forecast the model residue with satisfying 
results, it was found that the local model approach is less competent to capture the 
trajectories of the state vectors in the higher dimensional phase spaces and its forecast 
accuracy deteriorates as progressing to long forecast horizon. In view of the above, a 
modified local model (MLM) was proposed in this study, which also utilize the a prior 
state estimation, with aim to reduces the deviation arising from the initial condition 
and thus improve the forecast accuracy for the long time prediction.  
In addition, the above residue prediction can only be applied at locations with 
measurements. Since it is nearly impractical to collect data from all locations of 
interest, it is necessary to correct the numerical model at unmeasured location based 
on the available information at nearby measured stations. The techniques about spatial 
distribution will be reviewed in next section. 
2.4 Development of spatial distribution 
In the past, a straightforward and naïve approach was usually practiced which 
estimates variable at the pivot station (i.e. station without measurement) by simply 
assuming it equal to that at the nearest measured-station. The limitation or drawback 
of this method is apparent as its accuracy is unguaranteed and highly dependent on the 
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distance between the two stations and local topographical conditions. A more rational 
way should be carrying out the spatial interpolation in line with its spatial dependence 
structure. Hence, figuring out the spatial dependence structure becomes an 
indispensible component in many hydrological modeling studies.  
In recent years, some efforts have been made to explore the spatial relationship such 
as inter-model correlations and Artificial Neural network (Mancarella et al., 2008; 
Wang et al., 2010). They paved the way to correcting the model in the entire domain. 
However, the linear structure adopted in the inter-model correlations may not fully 
describe the spatial dependence, and the Artificial Neural network needs more 
computational cost for the model training. Sun (2010) suggested conducting a prior 
correlation analysis among possible site before planning the spatial distribution layout. 
It is quite useful for selection of measured stations, but how to distribute the 
information spatially after measured location selection is not studied intensively.  
Kriging is one of the most popular spatial interpolation techniques which estimate the 
unobserved value using the weighting factors to approach the spatial dependence 
structure. The weighting functions are usually the first approximations for spatial 
dependence assessments since they are deduced logically and geometrically in a 
deterministic manner. As Öztopal (2006) pointed out, these functions are necessary 
for estimation of the regional variable at the non-measured stations from the 
measurements of a set of surrounding stations. The rational estimation of weighting 
factors of surrounding stations is critical for the prediction at non-measured stations. 
For Ordinary Kriging, to assess the weighting factors, it is essential to identify the 
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related variogram. However, choosing appropriate variogram models and fitting them 
to data remains among the most controversial topics in Kriging methods (Webster and 
Oliver, 2001). Therefore it may be more advisable to approximate variograms without 
using the actual measurements, and this procedure is named “Approximated” 
Ordinary Kriging in present study. 
Kalman Filter as one sort of widely-practiced data assimilation approaches has also 
been used to distribute the measurement spatially (Sun et al., 2009; Sun, 2010). It 
facilitates the use of KF based with assumption of linear system and steady state, but it 
may be too simplified to represent the real error covariance and hence limit the 
performance of Kalman filter. 
The Extended Kalman filter (EKF) is a natural choice for non-linear system, but it 
extends the basic algorithm to nonlinear problems by linearizing the nonlinear 
function around the current estimate. Thus it is known to fail for strongly nonlinear 
systems to estimate unmeasured variables of nonlinear systems (Aguirre et al., 2005). 
Moreover, it stored the state and error covariance at all data-correction times, which is 
usually demanding on memory resources. Ensemble Kalman filter (EnKF), one of the 
most advanced sequential assimilation methods(Evensen, 1994; Whitaker and Hamill, 
2002; Evensen, 2003; Hamill, 2006 ), extends the conventional Kalman filter using an 
ensemble forecasts computed from nonlinear model directly to estimate a error 
covariance matrix. It has been applied in different complex models (Evensen, 1994; 
Houtekamer and Mitchell, 1998; Tippett et al., 2003; Zang and Malanotte-Rizzoli, 
2003; Wei and Malanotte-Rizzoli, 2010). However, the efficiency generally depends 
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on the prescribed error statistics which is unknown in many practical applications. 
Another problem is that, similar as the traditional approach, it can only offer an 
improved estimate of system state up to the present time based on available 
measurements, and the updated initial conditions quickly ‘wash-out’ after a certain 
forecast horizon. Therefore, efforts were made to overcome the preceding limitations 
of classical KF. Two different Kalman filter were discussed for high non-linear 
system (Two-Sample Kalman filter (2-Sample KF) (Sumihar et al., 2008)and 
Unscented Kalman filter (UKF)) which will be combined with Genetic programming 
in the application of water level output correction. Prediction were undertaken off-line 
to update the initial conditions such that methods of KF can be updated without the 
wash-out of the initial condition (Babovic and Fuhrman, 2002). 
2.5 Summary and conclusion 
In conclusion, a hybrid data assimilation procedure was studied in the present study 
which combines model residue prediction and spatial distribution to correct outputs 
from numerical model. TLRN was first employed to predict the model residue at 
measured stations. Two prediction models are set up using different predictors with 
aim to explore the influence of the a prior state on the relevant residue. Then, a 
modified Local model (MLM), which is based on the chaos theory, was applied to 
predict the model residue at measured locations. It does not only make use of the 
advantage of the traditional local model to reveal the underlying dynamics of time 
series, but also circumvent the limitation due to the decaying influence of initial 
condition at great prediction horizons.  
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The prediction results were then distributed to other locations without measurement. 
The AOK procedure was developed to avoid the subjective selections involved in the 
variogram model and estimate the spatial relationship more reasonably without the 
training time cost. Moreover, such method was further developed not only spatially 
but also temporally to improve the distribution accuracy. The approximated 
time-space Ordinary Kriging (ASTOK) makes best use of all the historical 
observation to improve the distribution performance. Besides, Two-Sample Kalman 
filter (two-Sample KF) and Unscented Kalman filter (UKF) were also discussed to 
overcome limitations of standard KF. The performance of KF family will also be 

















Figure 2.1 Schematic diagram of simulation and forecasting with emphasis on four different 
updating methodologies (Adapted from Refsgård 1997)  
 
 
Figure 2.2 A summarized techniques of the main data assimilation algorithms (Adapted from 
Bouttier & Courtier,1999)  
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Chapter 3 Numerical model and study area  
3.1 Delft-3D Flow 
3.1.1 Introduction 
The numerical model used in this study is the flow module of Delft-3D developed by   
WL | Delft Hydraulics (nowadays Deltares), the Netherlands, for a multi-disciplinary 
approach and 2D/3D computations for coastal, river and estuarine areas(Deltares, 
2009). Delft3D-FLOW is able to simulate the non-steady flow and transport 
phenomena caused by tidal and meteorological forcing. It has been widely applied in 
simulation of various flow conditions, such as tide and wind-driven flows, river flow, 
deep lakes and reservoirs and so on.  
3.1.2 Conceptual Description 
Delft3D-FLOW solves the Navier-Stokes equations for an incompressible fluid, 
under the shallow water and the Boussinesq assumptions. In the horizontal direction 
Delft3D-FLOW uses orthogonal curvilinear co-ordinates. Two co-ordinate systems 
are supported: Cartesian co-ordinates (ξ, η) and Spherical co-ordinates (λ, φ). While 
in the vertical direction Delft3D-FLOW offers two different vertical grid systems: the 
Cartesian Z co-ordinate system (Z-grid) and the σ co-ordinate system (σ -grid) 
(manual). The depth-averaged continuity equation can be expressed as (manual): 

















11          (3.1) 
Where, ξ and η are the horizontal orthogonal curvilinear co-ordinates; 
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          U and V are the depth-averaged velocities in ξ and η directions; 
          Gξξ and Gηη are the coefficients transforming orthogonal curvilinear 
co-ordinates to Cartesian rectangular coordinates, 
         ζ is the free surface elevation above the horizontal reference plane; 
          d is the depth below the horizontal reference plane; 
       t is time; 
         Qd is the global source/sink per unit area due to the discharge or withdrawal 
of water, precipitation and evaporation: 
EPdqqQ outind   01 )(                                                  (3.2) 
where, σ denotes the vertical σ co-ordinate; 
          qin and qout are the local source and sink per unit volume; 
         P is the non-local source of precipitation; 
         E is the non-local sink due to evaporation. 
The momentum equations in ξ and η direction are given by (manual): 



























































































Where, u, v and w are the flow velocities in x, y, and σ directions; 
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            f is the Coriolis coefficient;  
            ρ0 is the reference density of water; 
           Pξ and Pη represent the hydrostatic pressure gradients in ξ and η directions; 
           Fξ and Fη indicate the turbulent momentum fluxes in ξ and η directions; 
          Ve denote vertical eddy viscosity coefficient; 
          M and M are sources/sinks of momentum. 





















                                                (3.6) 
 
3.2 Singapore Regional Model 
The Singapore Strait is one of the busiest shipping routes in the world and the coastal 
area has been heavily utilized as ports or related to industrial facilities with rapid 
economic development. Providing accurate hydrodynamic information of the water 
surrounding Singapore is important for scheduling of harbor facilities, docking and 
sailing times. The dedicated Singapore Regional Model (SRM) was developed within 
the Delft3D-FLOW modeling system with aim to provide hydrodynamic information 
of the water surrounding Singapore in 2004(Kernkamp and Zijl, 2004).  
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3.2.1 Model Set-up 
The Singapore Island is surrounded by the South China Sea on the east, the Andaman 
Sea on the west, and Java Sea on the southeast. As the complexity of its location, the 
water motion in the Singapore Strait is driven by tides coming from these sides. 
Therefore, the water around Singapore region is characterized by complex 
hydrodynamic phenomena which lead to anomalies in water levels and currents.  
 To address the influence of these water bodies on the Singapore regional waters, the 
model domain was designed with 3 open boundaries to include two main large water 
bodies, the South China Sea and the Andaman Sea, together with a small part of Java 
Sea. Large scope of the seas around the Singapore was included in the model and the 
open boundaries were set far away from Singapore Island to obtain more meaningful 
physical simulation results. The water level was selected as the type of open boundary 
with the forcing type set being Astronomic forcing. Along these open boundaries 8 
tidal constituents (Q1, O1, P1, K1, N2, M2, S2 and K2) were established and the 
corresponding amplitude and phase come from tidal analysis of historic water level 
data. The bathymetry in the Singapore Regional Model is based on Admiralty charts. 
The water depth in the model ranges from 2000 m in the Andaman Sea, and to 
approximately 40-50 m in the Singapore Strait. 
As for the mesh density, the original SRM (here termed as “SRM(F)”) consists of 
approximately 38,500 curvilinear grid cells and the grid cells vary smoothly in size 
from approximately 20×40 km2 at the boundaries to approximately 150×200 m2 in the 
interior waters near Singapore (Kernkamp and Zijl, 2004). To save computational 
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cost, a 3×3 aggregated coarse grid version of the SRM (also abbreviated as “SRM(C)”) 
was built up with 4239 cells. The scope, grid and bathymetry of SRM(C) are shown as 
Figure 3.1-3.2. In the aggregation, the depth profiles and therefore volumes were 
maintained, albeit at a coarser scale (Kurniawan et al., 2010; Kurniawan et al., 2011). 
Theoretically speaking, the SRM(F) can achieve better prediction results than SRM(C) 
but with longer computational cost. The SRM(C) has largely the same response 
characteristics (Kurniawan et al., 2010), but its accuracy is less than that of SRM(F). 
It was developed for purposes of sensitive analysis to save computational cost. By the 
same token, SRM(C) was chosen herein. In addition, another reason of choosing the 
SRM(C) is that its coarse grid will give rise to more significant model residues than 
those generated by original SRM(F). The presence of serious model residue leaves 
room for the implementation and evaluation of the proposed data assimilation 
scheme.  
Other specific parameters were determined as follows: 
Reference date: 01/01/2004 (dd/mm/yyyy) 
Time step: 4 min 
Local time zone: GMT+8 
• Initial water level: 0 m 
• Gravity: 9.81 m/s2 
• Water density: 1023 kg/m3 
• Bottom roughness: Manning 0.022 s/m1/3 
• Wall roughness: Free slip 
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• Horizontal eddy viscosity: 1.00 m2/s 
• Threshold depth: 0.10 m 
• Marginal depth: -999 m 
• Smoothing time: 60 min 
3.2.2 Model Simulation 
The simulation period was from 2004 Jan. 1st 00:00 to 2004 Dec.30th 23:00, time step 
was 4 minutes and recording was taken every one hour. As such, 8760 data i.e. water 
levels was obtained for every grid point in the domain. In order to preclude the 
possible influence of initial condition, the first 10 days data (240 data points from 1st 
Jan. 00:00-10th Jan. 23:00) are discarded. For the remaining data points, the first half 
year of 2004 (11th January 0:00 – 20th July 23:00) is termed as preoperational period, 
which is considered as historical period and the measurements are available. The 
second half year (21st July 0:00 – 30th December 23:00) is considered as operational 
period, which is assumed as future period when the records are assumed to be not 
available and only used for testing purpose. 
Five stations in Singapore Region are considered in the present study, which comprise 
West Coast, Tanjong Changi, Tanah Merah, Sembawang and Raffles. Water level 
measurements in 2004, which are provided by Maritime and Port Authority of 
Singapore (MPA), are available at these stations. Among these five stations, West 
Coast and Tanjong Changi serve as measured stations, and the other three are 
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assumed to be non-measured stations. These measured and non-measured stations are 
denoted with red and blue dots respectively in Figure 3.2. 
3.2.3 Discussion 
While the Singapore Regional Model (original SRM(F) and SRM(C)) has been 
proved to be able to capture the most hydrodynamics phenomena and yield desirable 
forecasts in most scenarios. However, the model suffers from deficiency in its 
incapability of the accurate long-term predicting due to the nonlinear nature of the 
uncertainties especially around coastal areas. 
The water level outputs from numerical models are compared with actual 






t xx                                                              (3.7) 
where, meatx  is the measured water level at time t  and 
num
tx  is SRM(C) output at 
time t . 
Above five stations of interest are taken as examples. The comparison is summarized 
in Table 3.1, in terms of root mean square error (RMSE) and correlation coefficient 
(Cor). The SRM(F) is also compared with SRM(C) in terms of percentage of 



























num                                              (3.10)  










imp                                 (3.11) 
Where meax is the observed water level at time t; numx  is the output of the numerical 
model at time t; N denotes the number of records. 
Figures 3.3-3.7 present water level outputs from SRM(C) and SRM(F) at five sample 
stations respectively, as well as their residues to exhibit a direct perception of the 
dynamic time series. It verifies that obvious residues exist both in SRM(C) and 
original SRM(F), but fine grid model performs better than the coarse model. Such 
model residue for SRM(C) ranges from -0.52 to 0.59 m at Tanah Merah as the best 
simulation case, and from -1.173 to 1.135 m at Sembawang as the worst simulation 
case. The RMSE for these two stations are 0.2554 and 0.5941 m, respectively. These 
residues exist due to several reasons (e.g. the complex hydrodynamics of Singapore 
water mentioned above). In addition, these stations in question are all located in 
coastal area where the bathymetry has high uncertainties, thus the hydrodynamic 
activity may not be able to be fully described by the numerical model. Furthermore, 
residuals can also be caused by some other factors such as missing tidal components, 
meteorological forces and seasonal SLA.  
The accuracy of numerical model can be improved by refining the model resolution 
such as comparison between SRM(C) and SRM(F). It can also be improved further by 
adjusting boundary conditions or adding more physical parameters (e.g. wind). The 
water level can be affected by many factors, among which the tide is the most 
significant one. The boundary conditions can be adjusted through tidal constitute 
Chapter 3 Numerical model and study area 
30 
 
calibration, which thus improves the accuracy in the numerical model simulation. 
This calibration is necessary and meaningful to understand the physical process of the 
ocean. However, the data assimilation work is still indispensable for the following 
reasons. For one thing, the calibration may be carried out for each tidal constituent 
and it may take a long time. For another thing, the data of open boundary can be 
limited by some practical factors such as inaccuracy and missing data. Although the 
calibration can be carried out, it is difficult to get the perfect boundary condition. 
Moreover, the numerical model has its own simplifying assumptions and limitations 
which have been stated in Chapter 1. The model residues are thus unavoidable. 
Therefore, the work of data assimilation is indispensable to correct the simulation 
results both effectively and timely. As mentioned earlier, this study utilizes the water 
level output from SRM(C). The corrected results after the treatment of data 
assimilation can then be compared with results from original SRM (SRM(F)) which 
serves as benchmark. The proposed method will be described in the next chapter and 
their application in SRM(C) will be discussed in Chapter 5 and Chapter 6. The 
application of the same data assimilation procedure for SRM(F) will be presented in 
Chapter 7. The corrected SRM(C) (based on description in Chapter 5 and 6) will be 
compared with the corrected SRM(F) to explore the impact of the resolution of 
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Table 3.1 The statistical results of Numerical model (SRM(C) and SRM (F)) 
 
station  RMSE Cor imp% 
West Coast  
SRM(C) 0.2856 0.940  
SRM(F) 0.2172 0.965 23.94% 
Tanjong 
Changi 
SRM(C) 0.5031 0.851  
SRM(F) 0.2700 0.947 46.32% 
Tanah 
Merah  
SRM(C) 0.2554 0.930  
SRM(F) 0.2122 0.952 16.91% 
Sembawang 
SRM(C) 0.5941 0.825  
SRM(F) 0.3195 0.936 46.22% 
Raffles 
SRM(C) 0.2750 0.943  












Figure 3.1 Extent, grid and bathymetry of Singapore Regional Model (coarse) 
 
Figure 3.2 Sample stations around Singapore Island 




Figure 3.3 Water level from SRM outputs, measurements and model residue at West Coast 
 
Figure 3.4 Water level from SRM outputs, measurements and model residue at Tanjong 
Changi 
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Figure 3.5 Water level from SRM outputs, measurements and model residue at Tanah Merah 
 
Figure 3.6 Water level from SRM outputs, measurements and model residue at Sembawang 


















Chapter 4 Methodologies 
In this study, the data assimilation method was implemented in two steps, namely 
model residue prediction and spatial distribution. The first step, i.e. residue prediction 
will be covered in the first half of this chapter which focuses on two different 
prediction approaches, i.e. “Time Lagged Recurrent Networks (TLRN)” a form of 
Artificial Neural Network and “Modified Local Model (MLM)” based on Chaos 
theory. The second half of this chapter describes four spatial distribution 
methodologies including “Approximated Ordinary Kriging (AOK)”, “Approximated 
Time-space Ordinary Kriging”, “Unsented Kalman Filter” and “Two-sample Kalman 
Filter”. As indicated in the names, these four methodologies are associated with two 
distinct categories of spatial distribution approaches, i.e. “Kriging” and “Kalman 
Filter”. Since the reason to choose these approaches has been explained in Chapter 2, 
this chapter is only concerned with their technical details as well as evaluation and 
comparison. 
4.1 Methods for time series forecast of model residue 
4.1.1 Time lagged recurrent network (TLRN) 
Time Lagged Recurrent Networks (TLRN), as one kind of Artificial Neural Network 
(ANN), has been considered effective in non-linear time series prediction (Wang and 
Traore, 2009). They are extensions of Multi-layer Perceptions (MLPs) with short term 
memory structures and local recurrent connections (Liang and Kelemen, 2009). It can 
be treated as an input preprocessor with the memory layer confined to the input. The 
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information is represented across time instead of simply across the static input 
patterns (Figure 4.1).  
The Back-Propagation through Time (BPTT) is adopted as the learning rule in which 
the number of parameters in the network can be confined with the memory 
structure(Werbos, 1990). Three types of Memory structures are available as shown in 
Table 4.1. The TDNN memory structure is simply a cascade of ideal delays (a delay of 
one sample). The gamma memory is a cascade of leaky integrators shown in the 
Jordan and Elman Networks. The Laguerre memory is slightly more sophisticated 
than the gamma memory in that it orthogonalizes the memory space(Lefebvre, 1994). 
The BPTT algorithm uses the derivatives from state updated functions and cost 
functions and then trains over a trajectory of the input space, which enable it to 
capture the temporal dynamics of the time series information. Trajectory learning is 
based on gradient information over time. BPTT can adapt the depth of the memory 
using gradient descent, instead of changing the number of inputs. This training 
involves information processing in two directions, the feed forward of the input 
information and the back-propagation of the error. The input information is processed 
in the neurons of the input layer and is passed down to the next layer through the links. 
Each neuron calculates its net input (for more details, refer to Wang and Traore, 2009). 
This study only focuses on the evaluation and comparison of different predictors in 




4.1.2 Modified local model (MLM) 
Previous study of the dynamic system revealed that the random and irregular behavior 
in natural systems may arise from purely deterministic dynamics with unstable 
trajectories(Sun et al., 2009). Many physical systems can be better interpreted using 
chaos theory(Williams, 1997). A modified Local model (MLM) is developed in this 
study which predicts the chaotic time series by invoking the chaos theory. It is 
essentially evolved from the conventional Local Model (LM). The next section 
presents a complete description of LM which serves as the effect of the backdrop for 
the development of MLM. Then, the construction of MLM is introduced, which 
provides the technical basis of MLM. The following is the practical application of 
MLM in Lorenz time series prediction and a hypothetical bay experiment. 
4.1.2.1 Backdrop of MLM development (A introduction of LM approach) 
Since the configuration of the observed process is able to be represented as a state in 
an appropriate phase through abstraction (Mancarella et al., 2008), the local linear 
model based on the Taken’s embedding theorem (Takens, 1981) utilizes the inner 
nonlinear deterministic rule in chaos system to reconstruct a phase (or embedded) 
space which is equivalent to original state from a scale time series. It assumes that 
similar states will evolve similarly and an equal state has an equal future. The 
operational procedure is briefly described as follows: 
(a) Embed the time series into an embedded space  
In order to properly present the underlying order of a dynamical system, a proper 
embedding should be created. Given time series xt, at reference period tn, the phase 
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space can be constructed in terms of embedded vector Xn(t) , through the parameters 
of time lag τ and embedding dimension de: 
  )1(,...,,)(  ennn dtttn xxxtX                                                  (4.1) 
The above embedding theorem shows that the embedded vectors with sufficient 
length can not only represent the states of sequences of superimposed linear systems, 
but also recover the full geometrical structure of the underlying non-linear system 
(Babovic et al., 2000). It means that, given a scalar time series from a dynamical 
system, it can be equivalently viewed when unfolded into the phase space, instead of 
being seen in the scalar space through the underlying chaotic structures. 
(b) Find k nearest neighborhoods  
The nearest points in phase space have similar trajectories from the past to future. A 
Euclidean metric is imposed on the phase space to find the k nearest neighbors 
kitX i ,...2,1),(   of the current state. 
(c) Perform a regression on the local neighborhood 
For each neighborhood point )(tX i , there is a projected value in time series, which is 
an element in the expected value vector corresponding to the forecast time horizon: 
;,...2,1,)(ˆ kixTx ttfi i                                                         (4.2) 
Where,  )(ˆ fi Tx  is the projected value; nf tTt  is the forecast lead time or 
forecast horizon with reference to the time period nt ; fT is the forecasting time 
period. 
The regression function can be derived as the coefficient matrix from the embedded 




 ;,...2,1),()(ˆ kitXTx iTfi                                                  (4.3) 
Where, βT is the regression coefficient. 
(d) Derive the forecasted scalar value 
The value at the forecast period of fT  can be calculated via the following equation:  
)(ˆ tXx nTttn                                                               (4.4) 
For more details of the above procedure, it can be referred to Babovic et al.(2005). 
4.1.2.2 Construction of MLM 
The above Local Model can reflect the underlying dynamics of the time series by 
using the most similar trajectories from the past data. It has been applied effectively to 
predict the time series in a non-linear system (Babovic and Fuhrman, 2002; 
Mancarella et al., 2008; Sun et al., 2009). It is also useful to simulate the evolution of 
a dynamical system and provide accurate short-term predictions. However, the 
prediction accuracy of the local linear model is sensitive to the initial condition, and a 
slight deviation from a trajectory in the state space can lead to dramatic changes in 
future behavior (Guegan and Leroux, 2009). It hence causes reduction in the accuracy 
as the forecast horizon increases. Moreover, for the long forecast horizon, LM also 
predicts the state of the time series using values which have already been predicted, 
thus bringing in accumulative computing errors.  
In view of the above, a modified local model (MLM) is proposed in this study, which, 
unlike the conventional LM, makes use of a different chaotic time series yt to estimate 
the scalar time series xt. Such modification not only retains the advantage of the LM to 
utilize the underlying dynamics of time series and reconstruct the phase space, but 
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also mitigates the adverse influence caused by deviation from a trajectory in the initial 
state space. 
According to embedding theorem, the given scalar time series xt can be reconstructed 
to a phase space in terms of embedded vector Xn(t) via Equation 4.1. 
A function can be established between the future state and the current state to estimate 
the scalar value in the future through mapping function fT: 
 ))((ˆ tXfx nTttn                                                             (4.5) 
If there exists another chaotic time series yt which is correlated with xt, xt can be 
estimated through some correlated non-linear function from yt , 
i.e. )( tt ygx                                                                 (4.6) 
Likewise, the time series yt can also be reconstructed as a embedded vector Yn(t) to 
predict the state in the future: 
))(( tYFy nTttn                                                              (4.7) 
Where,   )1(,...,,)(  ennn dtttn yyytY  . 
Therefore, the time series yt can thereby be reconstructed to estimate xt : 
))(()))((( tYGtYFgx nTnTttn     
Figure 4.2 graphically illustrates the concept of the preceding modified local model. 
Its operational procedure is detailed as below: 
 (a) Embed the time series into phase space: 
  )1(,...,,)(  ennn dtttn yyytY                                                 (4.8) 
If time series yt can be obtained at any time level as a prior estimate, it can also be 




  )1(,...,,)(   ennn dtttttttn yyytY                                          (4.9) 
 (b) Find k nearest neighbors in the phase space 
The Euclidean metric is imposed on the phase space to find k nearest neighbors 
  ),...,2,1(,,...,,)( )1( kiyyytY eiii dttti     of the state )(tY tn  .  
 )()( tYtYh tnii                                                           (4.10) 










                                        (4.11) 
 
where, ttfi ixTx )(ˆ  is the corresponding projected value                                     
 in matrix form is:   
   BGA T                                                                 (4.12) 
Where,  tttttt kxxxA  ,...,, 21 ;  
 
edT



























(d) Derive the state at forecast period of ttnx  :   
     )(ˆ tYGx tnTttn    (if ttny  is available)                             (4.13) 
If ttny  is not available, the future state can also be forecasted using same procedure 
with the corresponding map function. 
)(ˆ tYGx nTttn  (if ttny  is not available)                               (4.14) 
According to the embedding theorem, the time lag τ and the embedding dimension de 
are two dominant parameters which describe the time lag vectors. The nearest 
Chapter 4 Methodologies 
43 
 
neighborhood number k in embedded space is also an important parameter, which 
together with τ  and de controls the fitness of local models. It can be seen from the 
section 4.1.2.2 that the first step of the MLM, like the LM, is to embed the time series 
into a phase space. It needs to select these three pivotal parameters. In this respect, 
much work has been down in previous studies with regard to how to select optimal 
parameters. The average mutual information analysis was recommended by 
Abarbanel (1998); the genetic algorithm suggested by Babovic et al (2000 ) and 
Sannasiraj et al. (2005) can avoid the suboptimal choices. Also, Meng and Peng (2007) 
proposed a criterion to determine the optimal parameters based on the prediction 
power. In this research, the optimal parameter is searched for by means of the genetic 
algorithm (GA). (As the GA algorithm was detailed by Babovic et al (2000 ), it is 
hence not repeated here.) 
4.1.2.3 Validation of MLM in Lorenz time series prediction 
In order to assess the forecast efficacy of above proposed MLM approach, a typical, 
standard chaos time series (Lorenz time series) is chosen for validation exercise.  














                                                         (4.15) 
To carry out the validation exercise, 3000 sample data were generated for each 




time series are shown in Figure 4.3. The time series of variable x is used to forecast 
variable y and z. The first 100 data points are discarded to exclude the potential 
influence of the initial condition. The following 1500 data points are used as training 
data to determine the embedding parameters, and the remaining data are then used as 
test data to evaluate the performance of MLM.  
As described in preceding section, the optimal embedding parameters (de ,k,  τ) for 
Lorenz time series y and z can be sought via GA algorithm. The corresponding values 
are shown in Table 4.2. The forecast time series for both y and z are compared with 
the respective original values, as shown in Figure 4.4. Their corresponding errors are 
illustrated in Figure 4.5. As the graph indicates, with inputs of time series x, MLM can 
forecast the time series of y and z with favorable accuracy (RMSE = 0.0109 and 
0.0237, respectively). It is interesting to note that forecast errors associated with time 
series y are generally smaller than those of time series z, even though they are 
produced based on the same time series x. This may be explained by conducting 
further statistical analysis on Lorenz time series to examine the correlation between 
the input variable (i.e. the variable chosen as input) and the forecast variable (i.e. the 
variable to be forecast). In more precise terms, the differences between input and 
forecast time series are chosen for statistical analysis. Their variances ( var ) are 
calculated according to the following Equation 4.16. 
2
, )]()[()(var baEbaEbaVarba                                     (4.16) 
Where, a and b are input and forecast time series, respectively. 
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Table 4.3 tabulates the calculated variances yx ,var  and zx ,var . It is clear that  yx ,var   
is smaller than zx ,var , suggesting that the smaller variance between the forecast and 
inputs time series exhibits a better forecast performance. 
4.1.2.4 Validation of MLM in hypothetical bay prediction 
In addition to the preceding Lorenz time series, another validation exercise is 
undertaken on a hypothetical bay prediction. The present hypothetical bay prediction 
exercise is generally analogous to  that reported by Mancarella et al. (Mancarella et 
al., 2008). The whole procedure comprises several elaborate steps.  The hypothetical 
bay experiment is first simulated by a specific driven system, the data set from which 
was regarded as “field measurement”. The artificial bay adopted in this exercise is a 
rectangular shape with only one open boundary in the north. It stretches up to 200 km 
from north to south and 210 km from east to west. The grid used consists of 20×21 
cells with constant spacing of 10 km. The bathymetry increases from the closed 
boundaries on the coast to the central-north part of the bay. Chezy coefficient varies 
spatially, ranging from 30 to 45 m0.5/s−1 dependent on its bathymetry. The grids and 
bathymetry are shown in Figure 4.6. The flow is driven by a multi-sinusoidal water 
level variation at open boundary with the maximum amplitude of 2 m and period of 12 
hour and 72 hour. The simulation was carried out for 12 days with a time step of 15 
mins. The first 100 time steps were abandoned to preclude the possibility of initial 
condition influence. The deterministic model driven by the force described above is 




actual phenomenon and generates the output which is regarded as “field 
measurement”.  
What then followed is to introduce distortions into simulation to generate model error. 
Its output is then viewed as “deterministic model prediction”, which is inevitably 
accompanied with error. In this study, two sorts of distortion are adopted, namely the 
combined error distortion (also referred to as “CMB” for short) and roughness error 
distortion (also known as “RGH”). CMB, which combines boundary error, roughness 
error and wind error, is introduced into the above source model to generate 
deterministic model predictions. A phase error of 1 hour is introduced at its open 
boundary, a uniform Chezy coefficient (32 m0.5/s−1 ) and a uniform wind speed (20 
m/s ) are  applied throughout the whole domain, which differ from the previous case 
where spatially varying Chezy coefficient and moving cyclone are employed. In a 
similar manner, RGH, which contains only roughness error, is implemented whose 
results are then compared with CMB results.  
Seven stations are involved in this analysis, whose respective locations are indicated 
in Figure 4.6. Stations 5-7 are assumed to be measured stations whose model 
predictions are obtained from MLM. The other 4 stations, Stations 1-4, are assumed to 
be non-measured stations, which are subsequently used to examine the efficacy of 
spatial distribution as will be described afterwards. For the three measured stations, 
the simulation accuracy of deterministic models with different distortions is evaluated 
in terms of root mean square error (RMSE), as summarized in Table 4.4. Figure 4.7 
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illustrates typical outputs of source model and the deterministic models which are 
from Station 5.   
In addition, to assess the performance of MLM, deterministic model output from 
CMB )( ttx nnumCMB  is used as input to forecast either water level ( )(ˆ ttx nmeaCMB  ) 
directly or corresponding model error )(ˆ ttnCMB  which is then assimilated into 
numerical model to update the water level. Likewise, deterministic model output from 
RGH )( ttx n
num
RGH   is processed to attain )(ˆ ttx nmeaRGH  and )(ˆ ttnRGH  following 
the same procedure. As a result, there are four scenarios to be considered at each 
station, an overview of which is provided Table 4.5. Table 4.6 lists the embedding 
parameters at the three measured stations which are determined by means of GA. 
Table 4.7 summarizes the root mean square error (RMSE) of these forecast results at 
the three measured points (i.e. Stations 5-7). In cases where water level is forecasted 
directly (i.e. Scenario a & b), RMSE of )(ˆ ttx n
mea
CMB   is found to be consistently 
greater than that of )(ˆ ttx n
mea
RGH   , indicating that as inputs of MLM, 
)( ttx n
num
RGH  outperforms )( ttx nnumCMB  . Table 4.8 presents the statistics of the 
difference between MLM input and output in terms of variance ( var ) again at Station 
5. It is found that variance of Scenario b is smaller than that of Scenario a. It thus 
verifies again that the smaller value of var leads to a better forecast performance of 
MLM. Similar conclusion can be drawn from the other two scenarios (i.e Scenario c 
& d) where the water level is updated through forecasted model error. It is interesting 
to note that, whilst Scenario a and c utilizes the same input )(ˆ ttx n
num
CMB   to forecast 
two distinct variables ( )(ˆ ttx n
mea




performance on these two scenarios. This may be attributed to the fact that 
)(ˆ ttnCMB   is calculated from )(ˆ ttx nmeaCMB  , i.e. 
)(ˆ ttnCMB  = )(ˆ ttx nmeaCMB  - )( ttx nnumCMB  . The reconstructed phase space can work 
similarly well to simulate the evolution of both )( ttx n
mea   and )(ˆ ttnCMB  . In a 
further comparison of these two scenarios, )(ˆ ttnCMB   is slightly better forecasted 
than )(ˆ ttx n
mea
CMB  .  Such nuance may be due to that the forecast residue corrects the 
model state through assimilation into the model output updated at future time level, 
which can thus take full advantage of the information from the numerical model. It 
also indicates that the model output can be updated more effectively by exploiting 
model error than by being forecasted directly. The same conclusion can be obtained 
through comparing the other two scenarios (Scenario b and d). While preceding 
findings are attained from Station 5, they are found to be applicable to Station 6 and 7 
as well. It is then reasonable to conclude from above discussions and findings that the 
difference between MLM input and output can affect the forecast performance, whose 
variance can be used as an indicator of its adaptability and efficacy.  
4.2 Methods for spatial distribution of model residue 
4.2.1 Approximated Ordinary Kriging(AOK) 
4.2.1.1 Backdrop of AOK development (A introudction of Ordinary Kriging) 
Kriging is one of the most popular spatial interpolation techniques. Its fundamental 
principle is to estimate the value at a non-measured points ps  based on a series of 
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values ),...1),(( mm Nmsz  at nearby measured points ms . A Kriging estimator )(ˆ psz  












     
                                   (4.17) 
where, )( msz  is the value at a nearby measured point ms  and pmw  is the weight 
between ms  and non-measured point ps .  
The weights pmw  are solutions of linear system equations which are obtained such 
that the estimation variance (also called Kriging variance or Kriging error), is 

































2))((           
),()(2))((),()()(           
))()(ˆ()(
      (4.18) 
where, the mnc  is the covariance between measured points ms  and ns ; the pmc is the 
covariance between points ms  and non-measured points sp; Var is the variance 
function. 
There are different Kriging types depending on different stochastic process, such as 
Simple Kriging, Ordinary Kriging, Universal Kriging, and so on. Which method to 
calculate the weights depends upon the type of Kriging. 
Ordinary Kriging (OK) is the most commonly used type of Kriging. It assumes a 
constant but unknown mean. Lagrange multiplier is introduced in order to minimize 
variance in Equation 4.18. The Kriging linear equations, by which the weight can be 
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where, γ  is the value of variogram between two points; the subscript indicates index 
of points sm or sp.; μ is the Lagrange multiplier. 































sz                                                      (4.20) 
The key problem of Kriging is to determine the law of variable changed with 
space(Wang et al., 2008). In a general way, a variogram consists of two parts: an 
experimental variogram and a model variogram. The experimental variogram is 
obtained by calculating the variance of each point in the set with respect to the other 
points.  
The experimental variogram, which is also called variogram of samples, can be 

























                 (4.21) 
where Nh is the number of pairs separated by distance h ; ms  is the starting location 
and ns  is the ending location. 
In general, after the experimental variogram is computed by (4.21), we usually 
observe the distribution of variogram and then determine a reasonable variogram 
model. 
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 The variogram model (linear model, exponential model, Gaussian model, or 
spherical model) is selected to determine the model variogram at non-measured points 
based on the cloud pictures of variogram distribution. Normally, this cloud picture of 
experimental variogram distribution is established according to the data collected at 
measured points. The foregoing algorithm has been described in detail in reference 
(Teegavarapu, 2007). However, choosing appropriate variogram model and fitting 
them to data remain the most controversial topics among Kriging methods (Webster 
and Oliver, 2001). Therefore, it may be more advisable to approximate variograms 
without using the actual measurements. Such an idea led to the development of an 
“Approximated” Ordinary Kriging (AOK) in this research.  
4.2.1.2 Construction of AOK 
It is not difficult to find from the above description of Ordinary Kriging that the 
selection of conventional variogram is very subjective. And choosing an optimal 
variogram model may be an uneasy task. The efficiency of Ordinary Kriging is thus 
limited by the variogram model fitting. Moreover, in cases with sparse sample 
stations, it is difficult to estimate the variogram model based on a handful of 
observations. Furthermore, the variogram model assumes that the spatial correlation 
of two different points is only a function of the distance h , which may not be valid in 
some instances. For the above reasons, the conventional Ordinary Kriging may not be 
well suited to this research. An approximated variogram is therefore proposed which 




The AOK expresses the spatial dependence structure by means of approximate 
variogram which express the spatial relationship of observed phenomenon. Its 
fundamental principal is to approximate the variogram of variable of interest with 
variogram of another variable having similar spatial characteristics. For instance, 
given observations of variable z at different stations, the variogram  derived from 
observations should be able to capture the underlying spatial relationship of these 
stations. If there is another variable y having similar spatial characteristics, the 
variogram derived from y ( y ) should reflect a spatial relationship similar to z. 
Thereby, the variogram derived from y can be used as the approximated variogram to 
calculate the weight function of z.  
The proposed Approximated Ordinary Kriging scheme is executed in several steps: 
(a) Calculate the approximated variogram 
mn
ˆ  : 
By assuming the variogram is only dependent on the length of space lag (also called 





mn sysyVarshsh                           (4.22) 
  where, γ is the variogram (its subscript indicates points index and the superscript 
indicates corresponding variable); sm is the starting point; sn is the ending point; h is 
the distance between starting and ending point; )( msy is the variable at point sm; Var 
is the variance of data series )()( mn sysy  .  
If another variable y can be obtained at a non-measured point sp, its variograms at this 
point γpm can also be calculated through Equation 4.22. 
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(b) Estimate the weights pmw  
The weights pmw  are then computed from the Kriging linear equations:  


























                               (4.23) 
where, mp  is the value of variogram between measured point ms and non-measured 
point ps ;    is the Lagrange multiplier. 
(c) Perform optimal interpolation 
For the preoperational period (i.e. the period when measurements are already 
available), the variable z at non-measured stations at each time point ),(ˆ np tsz  can be 
estimated through Equation 4.20 based on the nearby measurements. 
For the operational period, however, the measurements are not available for any 
locations. The value of variable z at non-measured points ),( ttsz np  can be 
forecasted from the value interpolated in the preoperational period at same station 
( ),(ˆ np tsz ). However, since the ),(ˆ np tsz  is the interpolated result based on the actual 
measurements, it is inevitably accompanied with uncertainties. And such 
uncertainties could be amplified as the forecast horizon increases. That means small 
uncertainties at time nt  may induce large errors at time ttn  . One alternative is to 
interpolate variable from those at measured points at the same time level 
( ),(ˆ ttsz nm  ). While ),(ˆ ttsz nm   is the forecast value at measured points, its 
forecast error will not be further pronounced after spatial interpolation, which makes 




),( ttsz np   in this study is interpolated based on the forecast results of same 












                (4.24) 
Where, ),(ˆ ttsz np   is interpolated value at non-measured point ps  at future time 
level ttn  ; ),(ˆ ttsz nm   is the predicted value at measured point ms  at ttn  . 
4.2.1.3 Validation of AOK in Hypothetical bay  
As in the case of MLM, the simple hypothetical bay analysis is chosen as validation 
exercise of AOK to ascertain the spatial distribution ability. The water level outputs 
from numerical simulation equipped with the roughness error distortion (RGH) at 
seven sample stations are used to approximate the variogram. Again, four out of seven 
stations (Stations 1-4) are assumed to be non-measured stations, whose model 
residues are estimated from those recorded at the rest of the three measured stations 
(Stations 1-4). This procedure can simply be expressed by Equation 4.25, which is 
labeled as “Scenario I”. In the meantime, another similar procedure is undertaken 
which, as shown in Equation 4.26, makes use of water level as distribution variable. 























                                              (4.26)
  
For the former procedure (i.e. Scenario I), the estimated residues are assimilated into 
the numerical model to update the water level which is then compared with 
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measurement at non-measured points. Nevertheless, for the latter procedure (i.e. 
Scenario II), the distributed water level is directly compared with measurements. 
Thereafter, their results are evaluated in terms of RMSE, as shown in Figure 4.8. 
It can be seen from the graph that AOK performs better in the former procedure than 
the latter. In other words, distributing the residue seems to be advantageous over 
distributing the water level directly. A similar finding is attained in previous time 
series prediction. Both cases highlight the advantage of residue in model output 
correction. Further examination of RMSE results at all non-measured stations reveal 
that the best distribution performance is registered at Station 4 whereas the worst is at 
Station 2. For instance, RMSEs in Scenario I are 0.0131 and 0.0291 at Station 4 and 2 
respectively, which are the highest and lowest among the four non-measured stations. 
Besides, Table 4.9 and Figure 4.9 present the correlation coefficient (cor) between 
each two stations estimated from both numerical model output and model residue 
which can help to illustrate their spatial relationship. It is noted that Station 4 has the 
best agreement in the correlation coefficient between the numerical model output and 
the estimated result from model residue. Nonetheless, there exists apparent 
discrepancy at Station 2. It implies that the distribution ability is to a great extent 
influenced by the numerical simulation.  It thus underscores the need of examining 
the ability of the numerical model carefully before selecting it as a prior estimate. 
Despite this, the proposed AOK is able to overcome the reasonable deviation and 
perform well in spatial distribution and variogram estimation, which has been proven 




4.2.2 Approximated time-space Ordinary Kriging (ASTOK) 
Since the AOK method is based on the weighted interpolation with the sum of all 
weights being equal to unity, its interpolation accuracy is governed by the number of 
sampling data. It can yield desirable results when there is a sufficient amount of 
sampling points. However, in the cases with sparse sampling points, the sampling 
data at one time level is very limited and the interpolation accuracy may not be 
satisfactory. To remedy this, one additional factor “direction lag” (also known as 
“time lag”) has been taken into account, which is named the “Approximated 
time-space Ordinary Kriging” (“ASTOK” for short) in the present study. The 
underlying principles and advantage of this approach can be briefly explained. For a 
time series z (e.g water level), there exist probably time lags between different 
stations. If these time lags can be accounted for, the sampling data can be 
significantly increased. As a consequence, the measurements of each time step in 
preoperational period are fully utilized. So is the updated spatial correlation.   
The above proposed ASTOK approach is implemented in several steps. The 
variogram is first estimated based on both space lag and time lag. The time lag and 
its dimension are determined according to the data in the preoperational period. The 
procedure is as follows 
(a) Estimate the space-time variogram  mnˆ
 
Assuming that the variable at location s and time t with 12 , RDtRDs   is 
),( tsz , the space and time lag are defined as   nnnm ttssh , . With the 
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space-time intrinsic hypothesis, Bogaert (1996) suggested that the space-time 






y tsythsyVartsytsyVarh    
     
(4.27)
 
Like the AOK, y  can be used as a reasonable approximation for the variogram of its 
related variable z: 
),(ˆ   hymn                                                                (4.28) 
where, h is space lag and  is time lag; ),(),(  nmnn tsytsy  is the series which 
satisfy   nnnm ttssh , . 
 (b) Calculate the space-time weight pmw  
Weight ( pmw ) is assigned to each neighboring datum such as to minimize the 
prediction variance: 
)),(),((),( *2 npnpnp tsztszVarts                                           (4.29)    
In a space-time framework, ),(* np tsz  is predicted as a linear combination of data in 













































                                                                                                                         
(4.30) 
where, ),(   nmppm tsww is the weight between point ps  and ms  with time lag of 




(c) Estimate the time lag 
In order to select appropriate time lag set tN , the AOK is first carried out in the 
preoperational period to estimate the variable ),(ˆ np tsz at ps ,  based on the actual 
measurements at measured points ),( nm tsz . Assuming 00  , then tn N ...1  are 









                   (4.31) 
Where,
 
zˆ  is the value estimated by AOK; *z  is the value estimate by ASTOK; N is 
the number of data points in preoperational period. 
(d) Perform optimal interpolation in the operational period 
The variable at non-measured points in the operational period is estimated based on 






















       (4.32)
 
4.2.3 Unscented Kalman filter (UKF) 
Although the conventional Kalman filter (Kalman, 1960; Chui and Chen, 1999) can 
provide independent state given the measured signals, it is inadequate in the case of 
nonlinear system. The Extended Kalman filter (EKF) (Jazwinski, 1970) is a natural 
choice for non-linear system, but it suffers some limitations such as: the linearized 
transformations are only reliable if the error propagations can be well approximated 
by linear function; and that the Jacobian matrix must exist. Besides, the calculation of 
Chapter 4 Methodologies 
59 
 
Jacobian matrix is error-prone process (Julier and Uhlmann, 1996; Julier and 
Uhlmann, 2004; Aguirre et al., 2005). Therefore, EKF is known to fail to estimate 
non-measured variables for strongly nonlinear systems. The Unscented Kalman filter 
(UKF) (Uhlmann, 1994; Julier and Uhlmann, 1997; Linares-Perez and 
Hermoso-Carazo, 2011), conceived as one alternative to EKF, was developed to 
address the deficiencies of the linearization by providing more direct and explicit 
mechanism for transforming mean and covariance information. UKF has been shown 
to be a promising and powerful tool that seems superior to the EKF in various respects 
(Aguirre et al., 2005). Due to its great potential for real applications, the UKF is 
applied in the data assimilation of present to estimate the spatial state in the strongly 
nonlinear system. 
Given the nonlinear system: 
111 ),(   kkkk quxfx                                                       (4.33) 
kkk rxhy  )(                                                               (4.34) 
where, the nk Rx   is the unobserved state vector of a system, mk Ry   is the 
observation vector, ku is known exogenous input vector, ),0(~1 kk QNq  is the 
Gaussian process noise, and the ),0(~ kk RNr  is the Gaussian measurement noise; 
)(f  is the non-linear updating function; )(h is the observation transformation 
function which describes the mapping from the observation to the state. In this paper 
the nonlinear observation transformation functions )(h  are estimated using Genetic 
Programming (GP) as to be detailed afterwards (Section 4.2.3.1). 
The UKF makes use of the unscented transform (UT) to reduce the potentially large 




approximation to the filtering solutions of above non-linear optimal filtering problems. 
The UKF steps can be expressed as follows: 
(a) Compute the set of sigma points    
       
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The associated weights: 





































1                                    (4.36) 
   , and are positive constants used in the method; n is dimension of state vector; 
kP is updated covariance vector of state estimation error.        
(b) Compute the predicted state kx  and the predicted covariance 

kP : 

































                                                      (4.37) 















                                          (4.38) 
(3) Compute kyˆ , the covariance of the observation kS , and the cross-covariance of the 
state and the observation kC : 
































































                                           (4.41) 



















                                                  (4.42) 
4.2.3.1 Genetic Programming 
Genetic programming (GP) is a branch of evolutionary algorithms (Holland, 1975). 
Unlike the general genetic algorithm, genetic programming creates explicit computer 
programs and can thus automatically solve problems without requiring the user to 
know or specify the form or structure of the solution in advance(Poli et al., 2008). 
Given a set of training data on input-output variables, GP generates an initial 
population of random (but mathematically meaningful) models, which are composed 
of functions and terminals of the problem without needing any prior knowledge of the 
mechanism governing the process. These models are executed in each population and 
assigned with a fitness value according to how well it solves the problem. The new 
population is generated by recombining (copy, mutation and crossover) the 
components of the model. In each generation, GP optimizes the model structure with 




parameters(Koza, 1992 ; Rao and Babovic, 2010). The detailed discussion of GP can 
refer to the previous publications (Koza, 1992; Babovic and Abbott, 1997; Babovic et 
al., 2001).  
4.2.4 Two-sample Kalman filter (two-sample KF) 
For most Kalman filters (KF), the system state is estimated based on the information 
available in agreement with the system statistical uncertainty, where the error 
covariance matrix and Kalman gain is updated every time step. A less 
computationally demanding assimilation algorithm is based on the steady-state 
Kalman filter. Two-sample Kalman filter proposed by Sumihar et al.(2008), computes 
the steady Kalman gain based only on two forecast realizations. Two-sample KF is 
applicable to a system where the error statistics vary slowly in time. It is used in this 
study to correct the water level output at station without measurements. Given the 
system: 
  111),()(   kkkkk qutxftxx                                              (4.43) 
kkkk rtHxtyy  )()(                                                       (4.44) 
where, the nk Rx  is the state vector, mk Ry   is the measurement, ),0(~ QNqk  is 
the Gaussian process noise, and the ),0(~ RNrk  is the Gaussian measurement noise; 
nmRH   is the linear observation transform function. 
The main steps include open-loop and closed-loop step, described as following: 
(1) Open-loop step: 
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Two realizations of open-loop process nk
f Rtx )(1  and nkf Rtx )(2  are generated to 
estimate error covariance matrix nnf RP  .  



































f ,...,1),(),( 21   , are two independent samples from process. 
Then the Kalman gain K can be calculated by: 
  1)(  RHHPHPK TfTf                                                  (4.46) 
(2) Closed-loop step: 
The Kalman gain K is inserted into Equation 4.47 to update state at each time step, 
and generate two realizations of closed-loop process ),(),( 21 k
a
k





















                                         (4.47) 
Then estimate the fP using Equation 4.45 and K  using Equation 4.46. Repeat 












Table 4.1 Memory types for Time Lagged Recurrent network 
Memory types Description 
TDNNAxon tap delay line 
GammaAxon gamma memory 
LaguerreAxon orthogonal gamma 
 
Table 4.2 Embedding parameter for Lorenz time series 
 de k τ 
y 5 18 1 
z 10 12 12 
 
Table 4.3 The variance of difference between MLM input and output for Lorenz time series 
yx ,var  zx ,var  
3.3495 17.127 
 
Table 4.4 Numerical model RMSE at measured points for hypothetical bay experiment 
experiment abbreviation 
RMSE (m) 
5 6 7 
combined error CMB 0.5278 0.6524 0.7670 
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Table 4.5 The overview of different forecast scenarios 
scenario forecast input forecast variable 
a water level output based on combined error 
)( ttx n
num
CMB   
water level  
)(ˆ ttx n
mea
CMB   
b water level output based on roughness error 
)( ttx n
num
RGH   
water level  
)(ˆ ttx n
mea
RGH   
c water level output based on combined error 
)( ttx n
num
CMB   
model error 
)(ˆ ttnCMB   
d water level output based on roughness error 
)( ttx n
num
RGH   
model error 
)(ˆ ttnRGH   
  
Table 4.6 Embedding parameter for hypothetical bay experiment 
station scenario de k τ 
5 a 9 4 7 
b 10 6 5 
c 9 4 7 
d 10 4 9 
6 a 10 6 9 
b 10 7 6 
c 10 3 9 
d 10 4 9 
7 a 10 6 10 
b 10 7 10 
c 10 6 10 












Table 4.7 Forecast RMSE at measured points for hypothetical bay experiment 
   scenario  
station a b c d 
5 0.0132 0.0012 0.0130 0.0011 
6 0.0237 0.0013 0.0189 0.0012 
7 0.0185 0.0018 0.0185 0.0013 
 
 
Table 4.8 Analysis of difference between MLM input and output at point 5 for hypothetical 
bay experiment 
scenario (input, output) var MAE
a ( )( ttx n
num
CMB  , )(ˆ ttx nmea  ) 0.2521 0.4668 
b ( )( ttx n
num
RGH  , )(ˆ ttx nmea  ) 0.0178 0.1174 
c ( )( ttx n
num
CMB  , )(ˆ ttnCMB  ) 1.5581 1.0556 
d ( )( ttx n
num
RGH  , )(ˆ ttnRGH  ) 1.066 0.8392 
 
Table 4.9 correlation coefficient between any two points  
cor 1 2 3 4 5 6 7  






2 0.996 1 0.891 0.949 0.998 0.991 0.891 
3 0.993 0.998 1 0.891 0.95 0.998 0.991 
4 0.999 0.995 0.995 1 0.988 0.915 0.825 
5 0.99 0.991 0.995 0.995 1 0.966 0.901 
6 0.985 0.99 0.996 0.99 0.998 1 0.981 
7 0.979 0.993 0.995 0.982 0.986 0.99 1  



















Figure 4.3 Lorenz time series 
 
Figure 4.4 Forecasted Lorenz time series through MLM 
 




Figure 4.5 Forecast error of Lorenz time series through MLM 
 
Figure 4.6 Grid, bathymetry and sample stations for hypothetical bay (dot indicates measured 





Figure 4.7 Comparison between different simulation output of water level at station 5 
 
Figure 4.8 RMSE of distributed results in hypothetical bay experiment 
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Chapter 5 Application of model residue forecast to SRM(C) 
5.1 Introduction 
Singapore Regional Model is a numerical model specially designed to simulate the 
spatial-temporal oceanographic processes near the Singapore region. It can carry out 
numerical simulation with different mesh density. A coarse-grid Singapore Regional 
Model (SRM(C)) was adopted in this research for reasons as explained in Chapter 3. 
Its performance can be assessed quantitatively by the resultant model residue which is 
the difference between the predicted and measured values of variables such as water 
level. The causes of model residue are fairly complex and can be relevant to various 
aspects like grid discretisation and other inherent limitations of numerical model such 
as model physics, numerical solution, model parameters, input data, initial conditions, 
forcing terms, unknown sub-processes and so on (Vojinovic and Kecman, 2003). 
Model residues may be more pronounced at the coastal area with shallow water 
depths. As described in Chapter 3, the computed model residues of water level from 
SRM(C) at stations near Singapore were found to be of significant magnitude. 
Therefore correction of simulation results is deemed necessary to improve the 
prediction accuracy of numerical models, particularly those with coarse grid like 
SRM(C).  
To correct water level outputs at two measured stations (West Coast and Tanjong 
Changi), model residue mea  was first predicted and then assimilated to the numerical 
model. The correction efficacy is evaluated in terms of various parameters including 
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root mean square error (RMSE), correlation coefficient (Cor) and percentage of 




cmea  2)(                                                        (5.1) 































                                                                    
(5.5) 
where, )(CSRMRMSE  is the numerical model (SRM(C)) root mean square error; 
RMSE  is the root mean square error after correction; meax  is the measured water 
level ; cx  is the water level after correction; numx   is the water level from numerical 
model; ˆ  is the estimated model residue; N  is the number of records. 
Two different forecast tools were studied in this research: Time-lagged Recurrent 
Network (TLRN) based on Artificial Neural Network (ANN) theorem and modified 
local model (MLM) based on chaos theorem. This chapter begins with the description 
and discussion of TLRN with one and two predictors. The performance of 
conventional LM and MLM is examined subsequently. The chapter ends with a 
comprehensive comparison between TLRN and MLM.  
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5.2 Application of TLRN in the residue forecast 
5.2.1 Construction of TLRN for SRM(C) correction 
It is a common practice to predict the model residue from the historical data. One 
previous study (Sun, 2010) seems to indicate that the model residue in t  time step 
later )(ˆ ttn
mea  can be reasonably predicted from the previous residue )( nmea t  
with the aid of Multi-layer perceptron (MLP): 
),...)1(),(()(ˆ  nmeanmeanmea ttftt  . Nevertheless, there is more likelihood that 
the forecast residue )(ˆ ttn
mea   is related to more than one factor other than the 
historical records, including forecast numerical model state ( )( ttx n
num  ) and the 
updated state ( )( n
mea tx ).Furthermore, the method of TLRN has been long recognized 
to be well suited to time series predications and it has been proven that the TLRN 
outperforms MLP in particular in the time series prediction (Hussain et al., 2006; 
Kolhe and Pawar, 2008; Kote and Jothiprakash, 2008). In view of the above, the 
present study utilizes the TLRN with different predictors (numerical model state 
)( ttx n
num   or the measured state )( nmea tx ) as the independent variables. Their 
forecasting performance is thereafter compared with that of TLRN merely with 
historical record )( n
mea t  as input. Therefore, four experiments are conducted as 
listed below: 
(a) TLRN1: ))(()(ˆ n
mea
n
mea tftt    





mea    





mea txtftt    
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mea txttxtftt    
For the two measured locations (i.e. West Coast, Tanjong Changi), model residues 
)(ˆ ttn
mea   are predicted at 13 forecast horizons Δt from 1 hour to 72 hour. The data 
in the preoperational period (11th January 0:00 – 20th July 23:00) are used to train the 
prediction TLRN model, where 20% of training data were used for cross-validation to 
avoid the problem of over fitting. The remaining data in operational period (21st July 
0:00 – 30th December 23:00) are used for validation.  
The model is set up with one hidden layer and the initial number of neurons in the 
hidden layer is set as 20 which afterwards can be adapted by the network according to 
the type of the memory structure. The Laguerre is adopted as the memory structures 
for varying the number of taps contained within the memory structure. Initial memory 
depth is set up to 12. The learning rule for each layer applied back-propagation with 
momentum. Tangent transfer function works well for the given data. The training 
terminates when the RMSE of cross validation set begins to increase. Considering 
both learning rate and stability, parameters are set as follows: 
Learning rate η = 0.1 
Momentum constant α = 0.7 
The structure is trained individually at each station for every forecast horizon, which 
eventually yields the predicted model residue at time ttn  at every measured 
station sm, i.e. ),(ˆ tts nm
mea  . 
The root mean square errors (RMSE) of forecasting results from above four 
configurations are plotted together in Figure 5.1-5.2 for comparison sake. Take values 
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at three particular forecast horizon (Δt=2 hour, 12 hour and 72 hour) for example, it 
can be seen that the TLRN1 generates the largest RMSE consistently at all forecast 
horizons. When additional predictor )( ttx n
num   or )( nmea tx was included in the 
cases of TLRN2 and TLRN2m, the forecast accuracy is obviously improved. 
Relatively, the TLRN2 shows more satisfactory performance than TLRN2m. When 
all the three variables ( )( n
mea t , )( ttx nnum   and )( nmea tx ) were added as predictors 
in TLRN3, there is no further improvement for the forecast accuracy as compared 
with TLRN2. What’s worse, the RMSE increases at most cases. Such trend seems to 
suggest that the numerical model output at forecast time level ( )( ttx n
num  ) can 
provide most of the needed information for the model residue forecasting; the 
measured water level at current time level ( )( n
mea tx ) is of much less significance. 
Therefore, in the present study one factor of particular concern is water level from 
numerical model output ( )( ttx n
num  ). The TLRN was utilized with two predictors as 





mea    (TLRN2), with 
the architecture as illustrated in Figure 5.3. More discussion of its comparison with 
TLRN1 will be provided in the next section. 
5.2.2 Results 
The statistical results of predicted residue using TLRN2, TLRN1 for different forecast 
horizons are summarized in Table 5.1-5.2 according to evaluation criteria (Equation 
5.1-5.5) with the best prediction result highlighted at each horizon. The TLRN2 can 
correct the SRM(C) by 80.53% at West Coast and 86.34% at Tange Changi when 
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Δt=1hour. Even when Δt increases to 72 hours, the improvement can also be achieved 
by 63.45% and 73.85% at two measured stations respectively. While for TLRN1, the 
residue can only be removed by 36.13% and 42.50% when Δt=72 hours. The results 
demonstrate that the TLRN2 can correct the SRM(C) effectively. It has more 
satisfying prediction performance than TLRN1 for all prediction horizons. 
The model residue before correction and the residue error after correction by TLRN2 
at measured locations for the l hour forecast horizon are shown in Figure 5.4a & 5.5a.   
The corresponding corrected water level is plotted in Figure 5.4b&5.5b, which is 
compared with the SRM(C) output before correction as well as actual measurement. It 
indicates that the residue variation pattern can be captured by TLRN2 and the water 
level after correction can approach the actual measurements. 
The RMSE of TLRN2 for different prediction horizons are compared with those of 
TLRN1 in Figure 5.6. It can be seen that, at two measured stations, RMSE was 
reduced to 0.0556 (as compared with 0.2856 before correction) and 0.0687 (as 
compared with 0.5031 before correction) by TLRN2 when Δt=1 hour. It is proved that 
such method can significantly improve the accuracy of numerical outputs. Generally, 
its accuracy decreases as forecast horizon Δt increases to 12 hours, whereas there is a 
considerable improvement when Δt increases to 18 hour and 24 hour. Afterwards the 
prediction efficacy declines at 30 hour and 54 hour and picks up again at 48 hour and 
72 hour. This may be attributed to the period of some main tidal constitute, for 
example the K1 is periodic with 23:53 hours, S2 with 12:00 hours and M2 with 12:25 
hours. Nevertheless, the correction still remains satisfying even when Δt =72, the 
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residue can be reduced to 0.1086 and 0.1315 at these measured stations. Similar 
tendency can also be observed in TLRN1. However, its forecast accuracy decreases 
drastically when Δt exceeds 24 hour. In this respect, TLRN2 display obvious 
advantage with persistently desirable prediction accuracy even at greater horizons. 
This is due to the use of an additional predictor ( )( ttx n
num  ) in TLRN2. It is 
expected that the influence of the updated initial condition will decay as forecast 
horizon increases. The prediction accuracy of TLRN1 thus deteriorates accordingly. 
TLRN2, on the other hand, making use of a prior estimate ( )( ttx n
num  ) is able to 
provide isochronous information and thus avert such deterioration. It is even found 
that results of SRM(C) after correction by TLRN2 can predict water level more 
accurately than SRM(F). Such behavior implies that consideration of a prior estimate 
as an extra predictor is instrumental for improving the performance of model residue 
prediction.  
Take the case of Tange Changi as example. Figure 5.7 clear indicates both TLRN2 
and TLRN1 apparently improve the numerical model output of SRM(C) at forecast 
horizons of 2 hour and even 72 hour, among which TLRN2 outstrips TLRN1 
obviously as prediction horizon increases.   
5.3 Application of modified local model in the residue forecast  
5.3.1 Construction of LM and MLM for SRM(C) correction 
It has been found in section 4.1.2.4 that the model state can be updated more 
effectively by model residue assimilation than by being forecasted directly. Besides, 
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the hourly outputs of water level are obtainable from SRM(C) over the entire 
simulation period, and it also has been proved in above section that as a prior estimate, 
such model output is important for model residue analysis. Therefore, the proposed 
modified local model (MLM) (described in Section 4.1.2) utilizes these water level 




XGˆ                                                          (5.6)  
For comparison, the model residue is also forecasted based on their historical records, 
which is basically the implementation of conventional LM. 
To further verify the above finding about the correction ability of model residue 
forecasting and model state forecasting, the water level is also forecasted directly 




XGx 'ˆ                                                         (5.7)  
where, ft  ( ttt nf  )is time level in operational period; meat fˆ and meat fxˆ  is 
forecasted model residue and water level at measured stations in operational period; 
 numdtnumtnumtnumt ffff xxxX  )1(...,  , numt fx  is the water level output at time ft  from 
SRM(C);  TG  and TG' are the mapping function,  dT aaaG ,...,, 10  or 
 dT aaaG ',...,','' 10  can be calculated based on the vectors at k nearest neighbors 
constructed from water level output and residue or measured water level at 
corresponding time level: 
BGA T                                                                   (5.8) 
BGA T''                                                                  (5.9) 











A  , meatk  is the model residue corresponding to each 












x  is the measured water level corresponding to each 
neighborhood in preoperational period; 































     
This application is also compared with the procedure where the water level is 
forecasted directly based on their historical records by means of the conventional LM. 
These four scenarios are summarized in Table 5.3. It has been noticed that the value of 
variance of difference between the input and output in the forecasting procedure can 
works as the indicator of the forecast ability of the adopted input time series. The 
variances involved in these forecasting of water level ( )( mea tt
mea
t ff




xxVar  ) are thus calculated and shown in Figure 5.8. As can be seen from the 
graph, )( mea tt
mea
t ff
xxVar   varied as different forecast horizon Δt due to the variation 
between the forecasting input and output. )( numt
mea
t ff
xxVar   seems to be unaffected by 
the forecast horizon Δt, and generally smaller than )( mea ttmeat ff xxVar   at most forecast 
horizons. It tends to suggest that with the increase of Δt the water level meat fx  can be 
forecasted more accurately by utilizing the prior estimates from MLM than using the 
historical records from LM. For the model residue forecast, however, the variance of 
the difference between input ( numt fx ) and output (
mea
t f
 ) are not be compared here due to 
their different physical meaning. But as elaborated in section 4.1.2.4, since model 
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residue is calculated from numerical model output and measurements, the 
performance of the model residue forecast can be largely reflected from the water 
level forecast. The model state can be updated more accurately through the model 
residue forecast than the model output forecast with the same inputs. To further 
explore the above notion, the forecasting results of four scenarios are compared. 
While the actual water level measurements are available for the whole year of 2004 at 
these two measured stations, only data falling within the preoperational period (Jan 1st, 
00:00 to Jul. 7th 23:00 2004) are used to estimate the optimal parameters ( ,,kde ). 
The performance of proposed scheme is examined by the data in operational period. 
In this research the optimal parameter is searched for by means of the genetic 
algorithm (GA). The theorem of GA is not the focus of this study, and its algorithm 
was detailed in Sannasiraj et al.(2005), hence not repeated here.  
5.3.2 Results 
For the preceding four scenarios, the forecasting results at three typical forecasting 
horizon (Δt=2hour, 12 hour and 72 hour) are chosen for detailed discussion. Their 
root mean square errors are shown in Figure 5.9-5.10.  At station West Coast, when 
the water level is forecasted directly (scenario a and b), the RMSE of the results is 
0.0728 m (in the case of MLM) and is 0.0980 m (in the case of LM) when Δt=2hour. 
MLM utilizes the numerical model output and shows better performance than LM at 
different forecast horizons as expected in previous variance analysis. The model 
residue is forecasted by MLM with a RMSE of 0.0716m in scenario d which is 
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smaller than that in scenario a. The model residue forecasted by LM in scenario c 
shows a similar trend but has better performance than that in scenario a. Similar 
finding can also be noticed at station Tanjong Changi. Such performance confirms the 
merit of model residue forecast for the model state update. Therefore, the model 
output is updated in the following part through the model residue forecasting, and two 
methods MLM and conventional LM are compared and discussed in detail. 
For the implementation of MLM in scenario d, the optimal embedding parameters 
,,kde  are presented in Table 5.4, which are unique for each station.  
In scenario c, conventional LM is implemented to predict model residues for different 
forecast horizons stretching from 1 hour to 72 hours. The optimal embedding 
parameters for the LM are presented in Table 5.5, which are unique at each station for 
every forecast horizon. 
For the application MLM, the predicted residues compared with the actual residues 
and their resultant errors at West Coast are shown in Figure 5.11 (a). The 
corresponding corrected water levels are plotted in Figure 5.11 (b) compared with the 
water levels without correction and actual measurements. Similarly, another graph of 
those results at Tanjong Changi is plotted in Figure 5.12. It can be seen that the 
proposed method can capture the pattern of the model residue variation and correct 
the model output effectively. The model residue can be corrected significantly at both 
stations after application of MLM. 
For comparison sake, the statistical results of both MLM and LM are summarized in 
Table 5.6-5.7 in terms of parameters according to Equation 5.1-5.5. As can be seen, 
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the model residue was removed by more than 70% at West Coast and 80% at Tanjong 
Changi for the entire forecast horizon through the approach of MLM. For the 
approach of LM, the numerical model can be corrected by at least 44% at West Coast 
and 60% at Tanjong Changi.  
The corresponding RMSE of the MLM is plotted in Figure 5.13 together with that of 
LM, SRM(C) and SRM(F) for direct comparison. It is found that MLM persistently 
lead to RMSE less than 0.10 m at both stations for all forecast horizons, and LM 
corresponds to a RMSE of 0.0600 m at West Coast and 0.0574 m at Tanjong Changi  
(Δt=1 hour). These are significantly reduced when compared with the original RMSE 
of SRM(C) at same stations (i.e. 0.2856 and 0.5031m). The above results validate that 
both methods are capable of improving the accuracy of the numerical model. 
However, the prediction efficacy of LM is prone to the decrease as forecast horizon 
increase. As Δt increases to 72 hours, RMSE increases to 0.1591 and 0.1936 m at 
West Coast and Tanjong Changi respectively. By contrast, the performance of MLM 
appears to be less sensitive to the change in forecast horizon. Such difference may be 
attributed to that MLM takes full advantage of all available prior estimates from 
numerical model. Since the simulated water level is available at each time level, the 
related model residue can be estimated at corresponding time level thus circumvent 
the dependence on forecast horizon. Whereas, LM makes use of only historical 
residues, its forecast accuracy is inevitably challenged for long time forecast. 
Furthermore, it should be stressed that the performance of SRM(C) after correction 
turned out to be more favorable than the original SRM(F). It implies that the 
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numerical model can be corrected more accurately through assimilating residue than 
adjusting grid resolution, which undoubtedly supports the efficacy of the proposed 
data assimilation scheme. 
The preceding findings are further evidenced by Figure 5.14, where water levels 
corrected by MLM were plotted against actual measurements at West Coast. They are 
compared with model outputs from SRM(C) as well as the corrected water levels by 
LM for Δt=2 and 72 hours. It indicates that the accuracy of MLM at great horizons 72 
hours is comparable to the accuracy of LM at 2 hour, which underscores the 
advantage of MLM. Through the correction the SRM(C) can also be improved more 
accurately than SRM(F).   
Furthermore, the difference between MLM and LM also lies in the required 
computational cost. Since the optimal embedding parameters for LM relates to the 
forecast horizon, the optimization needs to be repeated at each horizon. Conversely, 
the embedding parameters for MLM are independent of forecast horizon. Hence the 
time for parameter optimization can be much reduced. 
5.4 Comparison between TLRN and MLM 
To compare the TLRN1, TLRN2, LM and MLM, the percentage of improvement for 
these methods are shown together at each measured stations in Figure 5.15. As can be 
seen, best prediction can be observed at station Tanjong Changi, where MLM can 
correct the SRM(C) by more than 83% and the TLRN2 can improve the simulation by 
73.85% even when Δt=72 hour. TLRN1 shows worst performance among these 
methods, while the other three (TLRN2, LM and MLM) can predict the model residue 
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with favorable accuracy, which obviously improve the numerical model outputs from 
SRM(C).  
Among these methods, the efficacy of TLRN1, TLRN2 and LM are affected by the 
forecast horizon. There is a general tendency for the distribution efficacy for these 
methods to degrade with increasing horizon Δt. Comparisons between TLRN2 with 
TLRN1 suggest, after experiencing similar training algorithm yet different inputs, 
TLRN2 is superior to TLRN1 for all horizons. Furthermore, by comparing the 
TLRN2 and LM, it can be found that LM outperforms TLRN2 when forecast horizon 
Δt is less than 12 hour, while TLRN2 shows evident advantage over LM for the long 
time prediction. The above observations implie that the prediction performance of 
TLRN method can be substantially improved by considering the a prior estimate 
xnum(tn+Δt) as one additional input. And it also means that consideration of a prior 
estimate may contribute substantially to improving the prediction accuracy of 
numerical models like SRM(C).  
Different from above methods, the proposed MLM estimate the model residue based 
on the projection of model output. Through the specific projection, the process of 
numerical model and its residue is reconstructed in a phase space which represents the 
inner nonlinear deterministic rule. The evolution of the model residue is thus 
predicted according to the trajectories of numerical model. Such approach not only 
has the advantage of conventional LM to uncover the trajectory through embedding 
phase space, but also overcomes the limitation exhibited for long horizon forecast. 
Hence, the MLM turns out to be less dependent of forecast horizon. In addition, 
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instead of searching for the optimal embedding parameter at every forecast horizon, 
the MLM only needs to determine the embedding parameter at right beginning which 
helps to achieve great saving in computation cost. 
The above results and discussions clearly indicate that the choice of the type of 
network algorithms and the prediction inputs have a significant influence on model 
prediction performance. The satisfactory performances of TLRN2 and MLM prove 
that the a prior estimate from SRM(C) is qualified to be used as the independent 
predictor. It also implies that SRM(C) model before correction can capture the basic 
trend of the time series. Such capability can be substantially enhanced after correction 
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Table 5.1 The statistical results at West Coast through TLRN 
 
RMSE(m) Cor  imp% RMSE(m) Cor imp% 
SRM(C) 0.2856 0.940     
SRM(F) 0.2172 0.965 23.94%    
 TLRN2 TLRN1 
1Hr 0.0556  0.997  80.53% 0.0713  0.997  75.04% 
2Hr 0.0703  0.994  75.40% 0.1026  0.994  64.06% 
4Hr 0.0962  0.994  66.34% 0.1233  0.993  56.82% 
6Hr 0.1022  0.989  64.21% 0.1215  0.992  57.48% 
12Hr 0.1009  0.989  64.67% 0.1240  0.993  56.59% 
18Hr 0.0787  0.994  72.43% 0.0867  0.993  69.63% 
24Hr 0.0779  0.994  72.72% 0.0902  0.993  68.43% 
30Hr 0.1045  0.989  63.43% 0.1455  0.985  49.05% 
42Hr 0.1005  0.990  64.80% 0.1280  0.985  55.21% 
48Hr 0.0996  0.990  65.13% 0.1436  0.985  49.72% 
54Hr 0.1092  0.988  61.78% 0.1701  0.978  40.44% 
66Hr 0.1105  0.988  61.30% 0.1651  0.979  42.19% 
72Hr 0.1044  0.989 63.45% 0.1824  0.976  36.13% 
 
Table 5.2 The statistical results at Tange Changi through TLRN 
 RMSE(m) Cor imp% RMSE(m) Cor  imp% 
SRM(C) 0.5031 0.851     
SRM(F) 0.2700  0.947  46.32%    
 TLRN2 TLRN1 
1Hr 0.0687  0.996  86.34% 0.0660  0.996  86.87% 
2Hr 0.1028  0.990  79.57% 0.1108  0.991  77.98% 
4Hr 0.1293  0.984  74.30% 0.1497  0.988  70.25% 
6Hr 0.1275  0.984  74.65% 0.1753  0.989  65.16% 
12Hr 0.1129  0.988  74.68% 0.1807  0.989  64.09% 
18Hr 0.1038  0.990  79.36% 0.1188  0.988  76.39% 
24Hr 0.0999  0.991  80.14% 0.1285  0.988  74.46% 
30Hr 0.1401  0.981  72.15% 0.2109  0.975  58.09% 
42Hr 0.1305  0.984  74.06% 0.1955  0.968  61.13% 
48Hr 0.1210  0.986  75.94% 0.2102  0.976  58.21% 
54Hr 0.1401  0.981  72.15% 0.2651  0.967  47.30% 
66Hr 0.1345  0.982  73.26% 0.2645  0.958  47.41% 
72Hr 0.1315  0.983  73.85% 0.2893  0.963  42.50% 
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Table 5.3 The overview of different forecast scenarios  
scenario forecast input forecast variable Method 
a 




water level at forecast time level 
mea
t f
xˆ  LM 
b 
water level output from 
numerical model at forecast time 
level 
numx
water level at forecast time level 
mea
t f
xˆ  MLM 
c 











water level output from 
numerical model at forecast time 
level numt fx  






















Chapter 5 Application of model residue forecast to SRM(C) 
89 
 
Table 5.4 The optimal parameter for the MLM 
output West Coast Tanjong Changi 
 de τ k de τ k 
mea
tn
  15 11 40 12 20 35 
 
Table 5.5 The optimal parameters of LM 
 West Coast Tanjong Changi
LM de τ k de τ k 
1 hour 2 23 45 2 1 17 
2 hour 4 11 23 3 22 25 
4 hour 6 4 11 6 7 14 
6 hour 4 19 17 6 6 6 
12 hour 3 13 44 4 13 22 
18 hour 6 2 13 5 2 22 
24 hour 5 1 20 2 1 60 
48 hour 6 1 44 6 20 33 
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Table 5.6 The statistical results at West Coast through MLM and LM 
 RMSE(m) Cor  imp% RMSE(m) Cor imp% 
SRM(F) 0.2856 0.940     
SRM(C) 0.2172 0.965 23.94%    
  LM   MLM  
1Hr 0.0600 0.997 78.98% 0.0716 0.995 74.94% 
2Hr 0.0751 0.994 73.71% 0.0716 0.995 74.94% 
4Hr 0.0813 0.993 71.55% 0.0716 0.995 74.94% 
6Hr 0.0883 0.992 69.10% 0.0716 0.995 74.93% 
12Hr 0.0812 0.993 71.56% 0.0716 0.995 74.92% 
18Hr 0.0830 0.993 70.94% 0.0717 0.995 74.90% 
24Hr 0.0838 0.993 70.65% 0.0718 0.995 74.87% 
30Hr 0.1212 0.985 57.57% 0.0718 0.995 74.86% 
42Hr 0.1203 0.985 57.89% 0.0719 0.995 74.83% 
48Hr 0.1245 0.985 56.40% 0.0719 0.995 74.84% 
54Hr 0.1500 0.978 47.48% 0.0719 0.995 74.83% 
66Hr 0.1487 0.979 47.94% 0.0718 0.995 74.87% 
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Table 5.7 The statistical results at Tange Changi through MLM and LM 
 RMSE(m) Cor imp% RMSE(m) Cor  imp% 
SRM(F) 0.5031 0.851     
SRM(C) 0.2700 0.947 46.32%    
  LM   MLM  
1Hr 0.0574  0.996  88.58% 0.0827  0.994 83.56% 
2Hr 0.1014  0.991  79.84% 0.0827  0.994 83.56% 
4Hr 0.1093  0.988  78.27% 0.0827  0.994 83.55% 
6Hr 0.1050  0.989  79.13% 0.0828  0.994 83.55% 
12Hr 0.1020  0.989  79.72% 0.0828  0.994 83.55% 
18Hr 0.1120  0.988  77.74% 0.0828  0.994 83.55% 
24Hr 0.1145  0.988  77.23% 0.0828  0.994 83.53% 
30Hr 0.1536  0.975  69.46% 0.0828  0.994 83.53% 
42Hr 0.1776  0.968  64.71% 0.0828  0.994 83.54% 
48Hr 0.1546  0.976  69.27% 0.0829  0.994 83.52% 
54Hr 0.1768  0.967  64.86% 0.0829  0.994 83.51% 
66Hr 0.2020  0.958  59.85% 0.0829  0.994 83.51% 














Figure 5.1 Comparison of RMSE for TLRN with different predictor at West Coast 
 
Figure 5.2 Comparison of RMSE for TLRN with different predictor at Tange Changi 





Figure 5.3 The block diagram of Time Lagged Recurrent Network  
 
 
Figure 5.4 Predicted Residue and corrected water level with TLRN2 at West Coast 
(Δt=2hour) 




Figure 5.5 Predicted Residue and corrected water level with TLRN2 at Tanjong Changi 
(Δt=2hour) 




Figure 5.6 RMSE & forecast horizon through TLRN at measured stations 




Figure 5.7 Scatter diagrams of water level through TLRN at Tanjong Changi 
 





Figure 5.8 Variance between water level forecasting input (    numt
mea
tt ff






Figure 5.9 The RMSEs of four scenarios when Δt=2hour, 12hour and 72hour at West Coast 





Figure 5.10 The RMSEs of four scenarios when Δt=2hour, 12hour and 72hour at Tanjong 
Changi 




Figure 5.11 Predicted Residue and corrected water level with MLM at West Coast 
 
Figure 5.12 Predicted Residue and corrected water level with MLM at Tanjong Changi 




Figure 5.13 RMSE & forecast horizon through LM&MLM at measured stations 




Figure 5.14 Scatter diagrams of water level through LM&MLM at West Coast 
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Chapter 6 Application of spatial correction to SRM(C) 
6.1 Introduction 
In the previous Chapter 5, model residues were predicted so as to correct the 
numerical model outputs at the measured stations. The forecasting accuracy of water 
level has been improved effectively. However, such residue prediction can be only 
implemented at the measured stations. Therefore, the spatial interpolation or 
distribution becomes an important and essential task for estimating variables at 
stations without measurements (i.e. non-measured stations). A rational way is to carry 
out the spatial interpolation in accord with its spatial dependence structure. Hence, 
figuring out the spatial dependence structure becomes an integral component of the 
present research.  
This chapter concerns itself with how to distribute available value from measured 
stations to non-measured stations based on estimated spatial dependence structure. 
Two different categories of methods have been explored in this study, one based on 
Kriging and another associated with Kalman filter. Using these methods, the forecast 
model residues from Chapter 5 are distributed spatially from the two measured 
stations (West Coast, Tanjong Changi) to the other three non-measured stations 
(Tanah Merah, Sembawang and Raffles) in the operational period such that the water 
level outputs from the numerical model can be corrected in the entire domain. Since it 
has been concluded in Chapter 5 that TLRN2 and MLM are superior to TLRN1 and 
LM respectively in residues predictions, the forecasting results from the former are 
chosen to be used in the present spatial distribution. For the first category of spatial 
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distribution method (i.e. those based on Kriging), the spatial dependence structure is 
reflected by variograms. Since correcting the numerical model output indirectly 
(through  model residue) has been proven to be advantageous over correcting the 
model output directly, the water level will be corrected using the distributed model 
residues as will be described in detail in Section 6.2 below. For the second category of 
spatial distribution method (i.e. those based on Kalman filter), however, the numerical 
model outputs can only be corrected directly using the corrected water level at 
measured stations. Their spatial dependence structure is reflected by covariance 
matrix. The actual measurements at these non-measured stations are only used for 
validation and not involved in above distribution process. Their results are assessed in 
terms of parameters including root mean square error (RMSE), correlation coefficient 
(Cor) and percentage of improvement (imp%), following Equation 5.1-5.5. The 
spatial distribution efficacy of these methods is finally compared in Section 6.4. 
6.2 Application of Kriging in the spatial distribution 
6.2.1 Construction of AOK for SRM(C) correction 
As a kind of expression of the spatial dependence structure, the variogram employed 
in the AOK is used here as the key function to fit the spatial relationship of the 
observed phenomenon. Since only the dependence structure between the stations of 
interest needs to be evaluated, variograms of these stations are estimated in this study. 
As concluded in earlier Chapter 5, model output of SRM(C) can capture the basic 
trend of the time series within the computational domain. If one further assumes the 
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model residue follows a similar distribution pattern with model output, invoking the 
theory of AOK can derive the variogram 
mn
  of model residue directly from model 
output (viz. water level) to approximate the spatial dependence structure. These 
approximated variograms are shown in table 6.1. 
Note that since actual measurements have not been used in the variogram calculation, 
variogram involving non-measured stations could also be directly estimated and 
subsequently be used for the weights calculation without the need to select variogram 
model. Then the weight pmw  is computed from the Kriging linear equations 
(Equation 4.19). Finally the numerical model residue nonˆ  in the operational period 
at non-measured stations is distributed from the predicted residues meaˆ  at two 
















           (6.1) 
Where, ),(ˆ tts np
non   is the estimated residue at non-measured station ps at 
ttn  in operational period; ),(ˆ tts nmmea   is predicted residue at measured 
station ms  at same time level; pmw  is the weight between station ps  and ms . 
6.2.2 Results of AOK 
The predicted residues from TLRN2 and MLM at two measured stations for each 
forecast horizon are subsequently distributed spatially by means of AOK to estimate 
the model residue at three non-measured stations in the operational period (hereafter 
referred to as “AOK-TLRN2” and “AOK-MLM” respectively for short). The same 
procedure is repeated using the actual residues to update the numerical model outputs 
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in the preoperational period. These results are denoted with “Δt=0”. The statistics of 
distributed residues are summarized in Table 6.2-6.4, with the best at each horizon 
highlighted. As can be seen from these tables, the best improvement is achieved at 
station Sembawang, where RMSE is reduced from 0.5941m before correction to less 
than 0.1220m after correction by AOK-MLM. For the AOK-TLRN2, RMSE can also 
be reduced to 0.1740m for the largest forecast horizon. Even for the worst case at 
Tanah Merah, the SRM(C) outputs can be corrected by more than 46% (AOK-MLM) 
and more than 36% (AOK-TLRN2). Besides, the AOK can correct the SRM(C) 
outputs by 86.18% and 52.34% based on actual residues at these two non-measured 
stations respectively, which, as expected, are higher than those based on predicted 
residues. It proves that the actual residues from measured stations could be more 
useful than the predicted ones to better predict residues at non-measured points. In 
addition, RMSEs after correction at all these stations are also smaller than those of 
original SRM(F). These results verify that substantial improvements in the 
performance of numerical model can be achieved after correction by AOK-MLM and 
AOK-TLRN2. It implies that AOK can estimate the spatial relationship of model 
residues based on the approximated variogram in a favorable way. And it also justifies 
the use of a prior estimate from SRM(C) to calculate such variogram. 
The water levels at three non-measured stations before and after correction through 
AOK-MLM are plotted in Figure 6.1-6.3(a), as well as the actual measurement. 
Correspondingly, the numerical model residue, distributed residue and the residue 
error after correction are plotted in Figure 6.1-6.3(b). As can be seen, the AOK is 
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capable of capturing their rising and falling tendencies at non-measured stations based 
on previous forecasts. The corrected water levels are clearly closer to the actual 
measurement than those before correction.  
Figure 6.4 compares RMSEs before and after correction by AOK-TLRN2 and 
AOK-MLM. Besides, RMSEs of SRM(F) are also presented in the graph for 
reference purpose. As for AOK-TLRN2, the model residue after distribution can be 
removed by more than 50% at the three non-measured stations when Δt=1 hour. But 
its accuracy decay obviously at long forecast horizons (e.g. after 24 hours). Such 
tendency is consistent with the previous description of LM at measured locations 
(Figure 5.4 and 5.8). On the other hand, the distribution accuracy of AOK-MLM turns 
out to be much less affected by the variation of long forecast horizon, which also 
agrees with earlier discussions of MLM. These observations suggest that the 
distribution behavior is closely associated with the prediction performance. Thus, 
favorable forecast accuracy at measured stations is critical to attain the reasonable 
distribution results at non-measured stations.  
The above finding is further confirmed by Figure 6.5, where AOK-corrected water 
levels (i.e. AOK-TLRN2 & AOK-MLM) are plotted against those from numerical 
models (SRM(C) & SRM(F)) at Sembawang. It proves the superiority of the 
AOK-MLM over the AOK-TLRN2. AOK-MLM can yield significant improvement 
in model results in particular for the long forecast horizon and its corrected results 
have better accuracy than results from original SRM(F). Therefore, considering both 
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computational demands and efficacy, the AOK combined with MLM was 
demonstrated to be preferable. 
6.2.3 Construction of ASTOK for SRM(C) correction 
As can be seen from above description, the method of AOK distributes the data 
considering only the space lag. For the cases with sparse sample points, the 
information available at one time level may be limited. Such characteristic thus limits 
the ability of AOK on these occasions. Besides, for time series like water level, some 
time lag may exist between different stations. Therefore, AOK was further developed 
considering both space lag and time lag, i.e. approximated time-space Ordinary 
Kriging (ASTOK). As before, the distribution of ASTOK are conduced based on 
predicted residues from TLRN2 and MLM, which are named as “ASTOK-TLRN2” 
and “ASTOK-MLM” respectively. 
According to earlier findings, the best distribution results can be obtained based on 
the actual residue and the efficacy decreases generally as forecast horizon increases. 
The available actual residues at measured stations in the preoperational period 
),( nm
mea ts  are thus utilized to generate the approximated residue ),(ˆ npnon ts at 
non-measured stations sp. These approximated values are then used to estimate the 
optimal time lag set
mN
 ,...,1 with the object of minimizing the error between them 
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non ts  is the original distributed value by AOK at station ps  at time nt . 
The ),(* np
non ts  is the final distributed value by ASTOK at station ps  at time nt . 
nt  is the reference time in the preoperational period; ),(ˆ nm
mea ts  is the predicted 
residue at measured station ms  at time nt , ),(  nmmea ts  is the actual residue at 
measured station ms  at time nt ; pmw is the weight between station ps  and ms  
with time lag of mi Ni ...2,1,0,  ; mN  is the set of measured stations, and 
00  , tN Nm  ..., 10  is the set of time lag. 
The set of time lags is optimized at each measured station based on the predicted 
results from MLM and TLRN2 at each forecast horizon, and they are tabulated in 
Table 6.5-6.7. 









mn tsxtsxVar                                    (6.3) 
Where, )( mn  is the variogram with the distance lag being nm ss  , time lag  . 
),( nn
num tsx  is the water level output from numerical model at station ms time point 
nt . ),(),( nn
num
nm
num tsxtsx   is the time series satisfying the distance lag 
nm ss  and time lag  . 
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Weights were calculated with the above variogram )( mn in a way as described in 


























































Where, ),(* tts np
non   is the distributed value by ASTOK at station ps  at time 
ttn  . ttn   is the time point in the operational period; ),(ˆ tts nmmea   is the 
predicted residue at measured station ms  at time ttn  , ),( inmmea tts    and 
),(ˆ inm
mea tts   is the actual residue and predicted residue at measured station ms  
at time in tt  ; ipmw  is the weight between station ps  and ms  with time lag of 
mi Ni ...2,1,0,  . mN  is the set of measured stations, and 00  , tN Nm  ..., 10  is 
the set of time lag. 
6.2.4 Results of ASTOK 
Similarly, take the distribution results at Δt=2 hour as example, the time series of 
water level corrected by ASTOK-MLM are presented in Figures 6.6a, 6.7a & 6.8a at 
three non-measured stations respectively. For comparison, water levels from SRM(C) 
and actual measurements are also included in the graph. The corresponding residues 
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are shown in Figures 6.6b, 6.7b & 6.8b. It demonstrates that the corrected water level 
can well capture underlying dynamics of water movement, and the numerical model 
residues can be removed significantly after correction. 
To further examine the distribution efficacy, the statistics of distributed residues from 
ASTOK-TLRN2 and ASTOK-MLM are summarized in Table 6.8-6.10, which also 
include results of SRM(F). The best at each forecast horizon has been highlighted. 
Corresponding RMSEs of results from ASTOK-TLRN2 and ASTOK-MLM at each 
forecast horizon are presented in Figure 6.9, which also include those of numerical 
model SRM(C) and SRM(F). It can be seen that, after correction by ASTOK-TLRN2, 
RMSE was reduced from 0.5941 to 0.1056m at Δt=1 hour and 0.1681m at Δt =72 hour 
at Sembawang. Similar tendency was also observed at the other two stations. When 
the forecast horizon increases, the distribution effectiveness generally degrades. 
Recall similar trend is observed in the prediction effectiveness, which verifies the 
distribution performance is affected by the prediction accuracy. In spites this, even 
when Δt increases to 72 hours, almost 72% residue can be removed after correction at 
station Sembawang and 45% at Tanah Merah. ASTOK-TLRN2 is still able to correct 
the numerical model outputs reasonably well at various forecast horizons. As to 
ASTOK- MLM, RMSEs of its results only display slight or even negligible change at 
large forecast horizons. For example, RMSE at Sembawang is reduced to 0.1079m 
(Δt =1 hours) and 0.1174m (Δt =72 hours) from original 0.5941m. The root cause of 
such variation in distribution efficacy will be explored and compared with that of 
AOK in next section. Generally, the performance of ASTOK-MLM is comparable to 
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that of ASTOK-TLRN2 at 2 hours forecast horizon. Beyond 2 hours forecast horizon, 
the former outperforms the latter. Almost 80% improvement is achieved from Δt=1 
hour to 72 hours at Sembawang. Even for the worst case at Tanah Merah, the 
ASTOK-MLM can correct the SRM(C) by more than 50%. Model outputs of SRM(C) 
after correction by ASTOK-MLM and ASTOK-TLRN2 are even more accurate than 
those of SRM(F) for all non-measured stations. It proves that significant improvement 
can be achieved at all stations after ASTOK correction, and the inclusion of time lag 
can produce more accurate residue distribution. 
The satisfactory distribution efficacy of ASTOK can be further verified in Figures 
6.10, where the water levels corrected by ASTOK are plotted against actual 
measurements at three non-measured stations. It suggests that the both ASTOK-MLM 
and ASTOK-TLRN2 results agree favorably with the observed data at various 
prediction horizons. Comparatively speaking, ASTOK-MLM shows more obvious 
improvement in particular at large forecast horizons.  
6.2.5 Comparison 
The RMSE of distribution results of both AOK and ASTOK for Δt=2hour are 
compared at the three non-measured stations as shown in Figure 6.11. It can be found 
that both methods generate the lowest RMSE at Raffles station, yet obviously higher 
RMSEs at Sembawang and Tanah Merah. Such performance may result from the 
spatial relationship estimated by the numerical model. Amongst these stations, 
Raffles is located relatively far from island with deeper water. What it implies is 
Chapter 6 Application of spatial correction to SRM(C) 
113 
 
numerical simulation results at the locations far away from the Singapore Island may 
follow a spatial correlation more similar to the model residue than those next to the 
island.   
Figure 6.12 plots the percentage of improvement after the spatial distribution by AOK 
and ASTOK at three non-measured stations. Both methods make use of predicted 
results from TLRN2 and MLM at measured stations. It can be seen that good 
distributions are achieved by both methods and with the distributed residues 
numerical model outputs can be effectively corrected. Relatively, the distribution 
ability of ASTOK is superior to that of AOK. It suggests that consideration of time lag 
between different locations contributes to capturing the spatial relationship. Inclusion 
of both distance lag and time lag can enhance the distribution ability especially in the 
case with sparse sample locations.  
If examining only results from AOK-TLRN2 and ASTOK-TLRN2, it is clear that 
improvement achieved by both AOK and ASTOK decreases with increasing forecast 
horizon. However, ASTOK outstrips AOK in particularly at small horizons. The 
observed difference may be linked with the different sample data used in their 
distribution processes. The sample data used in the AOK are only the predicted results 
from measured stations ),(ˆ tts nm
mea  . The distribution accuracy is affected directly 
by the prediction accuracy. Whereas, the sample data used in the ASTOK consists of 
two parts, the predicted residue from TLRN2 ),(ˆ tts nm
mea  and updated historical 
residue ),(   tts nmmea . The accuracy of the former decreases with increasing 
forecast horizon. Samples data of the latter were extracted from historical records 
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with time lag , which are larger than forecast horizon Δt. Therefore, for small 
forecast horizons, the extracted sample data may possess strong correlation with 
target values at forecast time points. Hence ASTOK can achieve more obvious 
improvement than AOK. As Δt increases, the samples become less correlated with the 
target values at forecast time points, difference in the distribution efficacy of ASTOK 
and AOK become unapparent.  
If examining only results from AOK- MLM and ASTOK- MLM, it is found that 
although the improvement achieved by AOK is less dependent on forecast horizon 
compared with ASTOK, the variation of performance of ASTOK is also slight. 
Except for the effect of forecast accuracy of adopted residue, such slight variation 
may also be attributed to the influence of time lag  . For forecast horizon smaller 
than time lag (i.e. t ), the actual residue at measured stations can be utilized as 
sample data in distribution procedure. For forecast horizon larger than time 
lag(i.e. t ), however, the actual residues have not been updated at lag of . 
Therefore, these sample data at time lag τ can only be the predicted residues from 
MLM. As a consequence, when Δt increases gradually, the correction accuracy tends 
to stabilize. Notwithstanding, more accurate correction are still observed in the case of 
ASTOK. 
When considering the computational effort, ASTOK generally needs to consume 
much more computational resources since it needs to search for optimal parameters. 
However, this may not be the case for ASTOK-MLM since it only searches for one set 
of optimal parameters. The computational cost turns out to be comparable with that 
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that of AOK. Therefore, the ASTOK-MLM exhibit obvious advantages in terms of 
not only accuracy but also computational demand.  
6.3 Application of Kalman filter in the spatial distribution 
6.3.1 Construction of UKF for SRM(C) correction  
Water level outputs from numerical model at five sample stations are used as the 
system state 5Rxk  , locations of which are denoted in Figure 3.2 (namely West Coast, 
Tanjong Changi, Tanah Merah, Sembawang and Raffles). The measured water levels 
at two measured stations are considered as two variables of observed vector ky . The 
water levels corrected based on previous forecast residues substitute for the 
measurements to update the initial condition continuously at different forecast 
horizons. In order to correlate the non-measured and measured station with more 
available information, the model residues at these two measured stations are added as 
the other two variables of the observed vector ky . i.e. 4Ryk  . As described in 
section 4.2.4, the observation transformation function )(xh  was estimated through 
Genetic Programming (GP). It is trained here using data in preoperational period with 
the model residue mea  as input and water level output from SRM(C) at five sample 
stations numjx  as target output. The innovation vector 
4)( Rxhy kk    can be spread 
over the entire state space through the Kalman gain and improve the correction 
efficiency. 
Tnumnumnumnumnum
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jx  is the water level output from SRM(C) at five stations; jM   is the 
measured water level at two measured stations; numj
mea
j j
xM  is the model residue 
at two measured stations; )(h is the nonlinear observation transformation function. 
For comparison, the UKF is also implemented with only measured water level as 
observed vector and the model residue are not involved. The observed vector thus 
contains two variables, i.e. 2Ryk  ,
T
k MMy ],[ 21 .  
6.3.2 Results of UKF 
The Unscented Kalman Filter is first implemented with different variable which 
severed as the observed vector. The statistical results of the case which utilize the 
predictions from MLM are shown in Figure 6.13. In the case without the 
consideration of model residue, the RMSE is 0.1667 m at Sembawang, whereas in the 
case with the consideration of model residue, the RMSE is reduced to 0.1276 m. 
Similar improvement is achieved at the other two non-measured stations. Therefore 
more attention will be paid to the case with model residue added into observed vector. 
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Results after spatial distribution by Unscented Kalman Filter based on predictions 
from MLM (UKF-MLM for short) at three non-measured stations are shown in Figure 
6.14-6.16, where water levels before and after distributions are plotted, together with 
the actual measurements. The corresponding errors after correction are also shown in 
these figures. It indicates that the corrected water levels agree well with the 
measurements and the UKF-MLM approach can capture the variation characteristics 
of water level at these non-measured stations.  
The statistics of distribution efficiency of UKF-MLM and UKF-TLRN2 are tabulated 
in Tables 6.11-6.13 in terms of root mean square error (RMSE), correlation 
coefficient (Cor) and percentage of improvement. The best scheme at each forecast 
horizon is highlighted. The SRM(C) is corrected by more than 78% by UKF-MLM at 
Sembawang and 51% at Tanah Merah. For results of UKF- TLRN2, the residue can 
be removed by more than 67% at Sembawang and 40% Tanah Merah. The 
corresponding RMSEs at each prediction horizon at these non-measured stations are 
shown in Figure 6.17, which is compared with the RMSEs of SRM(C) and also 
SRM(F). It is noted that RMSE increases considerably when Δt changes from 1 hour 
to 12 hour, whereas there is a discernible decrease when Δt increases to 24 hours. 
Afterwards, it increases obviously. Nevertheless, UKF-MLM displays more stable 
performance over the full range of horizon, which is similar with that of previous 
AOK. This is consistent with the tendency of forecast efficacy, implying that the 
distribution ability is relevant to the forecast accuracy at measured stations. The 
reduction in RMSE demonstrates clearly that this approach can remove a large 
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portion of error involved in the water level outputs. After correction, the model 
outputs from SRM(C) are more accurate than those from SRM(F).  
The plots of the water level from SRM(C) versus measured water level at these 
stations are presented in Figure 6.18. For comparison, the water level of SRM(F) is 
also shown, and distributed water level from UKF-MLM and UKF-TLRN2 are 
plotted against measurements in these figures. Similar conclusions are attained. Water 
levels after correction by UKF-MLM and UKF-TLRN2 are much closer to the 
measurements even than those of SRM(F). The improvement caused by UKF-MLM 
is comparatively more substantial, without obvious dependence on forecast horizon.  
6.3.3 Construction of two-sample KF for SRM(C) correction 
As in the case of previous UKF, the water level outputs at five stations of interest are 
used as the system state 5Rxk  . Different from UKF, only linear observation 
transformation function is required in this method. Thus only measured water levels at 
two measured stations are chosen as the observation vector 2Ryk   . The observation 








In this application, one sample realization used is the SRM(C) described in section 
3.2.2 which is also tested by UKF. Another sample realization needed in two-sample 
KF is based on the above numerical model with different boundary condition. The 
phases of tidal constituents were changed to generate this realization, which are used 
to calculate the initial covariance matrix fP . 





















6.3.4 Results of two-sample KF 
The statistical results of two-Sample KF are summarized on Table 6.14-6.16. After 
updated with predicted results from MLM, SRM(C) model outputs are corrected by 
72.69% at Sembawang and 45.09% at Tanah Merah. These results indicate that 
distribution by two-Sample KF-MLM has satisfying effectiveness for all the forecast 
horizons. This correction ability remains acceptable for two-Sample KF-TLRN2, 
with more than 35% residue can be removed at Tanah Merah.  
The time series of corrected water level from two-Sample KF-MLM are shown in 
Figure 6.19-6.21, which are compared with the measurements and the water level 
before correction. The error after correction and the numerical model residue are also 
illustrated. As shown in these figures, the two-Sample KF is capable of correcting the 
water level from SRM(C) and capturing their variation characteristics.  
RMSEs after two-Sample KF correction for various prediction horizons are shown in 
Figure 6.22. Like the other distribution approaches, similar characteristics can be 
identified from these analysis results.  
6.3.5 Comparison between UKF and two-sample KF 
The percentage of improvement by both UKF and two-Sample KF are plotted at 
Figure 6.23. When comparing these two methods applied to correct the water level at 
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different stations without measurements, UKF performs significantly better at station 
Sembawang and Tanah Merah, while two-Sample KF shows as favorable 
performance as UKF at Raffles. Such performance may be because two-Sample KF 
estimates the Kalman gain based on two realizations. Two initial realizations come 
from the numerical model and the correlation between different locations is closely 
associated with the accuracy of numerical model. These three non-measured stations 
are located in the coastal area. Especially for Sembawang, it is located in the inland 
area and the flow character here behaves more like river. In other words, the 
numerical model may not be able to simulate the sea characteristics accurately at this 
station. Hence the two-Sample KF did not show as good performance as UKF. The 
UKF, however, contains predicted residues at measured stations which are used as 
variables of observation vector. It is applied with the observation transformation 
function estimated by employing Genetic Programming(GP) based on the underlying 
relationship between the model residue and the model output. GP is used to establish 
the mapping from observation vector to state vector, and correlate different station 
through non-linear observation transformation function. It thus could effectively 
associate the state in the whole domain with the available variables at measured 
stations. The innovation vector of this approach can capture as much available 
information between different stations as possible, thus improving the correction 
efficiency when it is extended to the entire space through Kalman gain updated every 
time step.  Therefore, the UKF shows advantage at stations close to island.  
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Although the Kalman gain of UKF is updated at each time step, it is computed based 
on the sigma points. As far as the computational cost is concerned, such 
implementation is rapid and not much computationally costly, because it is not 
necessary to evaluate the Jacobians needed in an Extended Kalman filter. For the 
approach of two-Sample KF, the constant Kalman gain is based only on two forecast 
realization and can be computed offline until it reaches constant solution. Such steady 
gain application can thus reduce the computational demands greatly, meaning that the 
computational cost is even less than the UKF. However, in this case, since the state 
vector consists of small variables, the difference in computational cost between these 
two methods can be considered to be insignificant. 
6.4 Comparison between Kriging and Kalman filter 
The percentage of improvement of AOK, ASTOK, UKF and two-sample KF based on 
MLM and TLRN2 at three non-measured stations are plotted in Figure 6.24.  The 
best performance is obtained by the ASTOK for all the three measured stations. It 
suggests that considering the influence of time lag between different locations should 
be important to enhance estimation about spatial dependence structure. The advantage 
of ASTOK appears to be more clear when Δt<24 hours. It may be attributed to the 
historical residue used as extra sample variables for distribution. For the small 
forecast horizon, the selected sample data may exhibit strong correlation with the 
target value at forecast time points, and hence achieve more obvious improvement. 
The correction efficacy of ASTOK is still favorable even for long forecast horizon. 
The two-sample KF shows relatively worst improvement compared with other 
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approach. Different from the AOK and ASTOK, this correction is realized by 
updating the water level directly, not through residue updating. Although the UKF 
also corrects the numerical model through water level updating, it includes the 
obtained model residues as extra inputs for the procedure. It further indicates that 
considering information from model residue appears useful for numerical model 



























Tanah Merah Sembawang Raffles 
West Coast 0 0.0480 0.0304 0.0853 0.0004 
Tanjong 
Changi 
0.0480 0 0.0642 0.0105 0.0508 
 
Table 6.2 The statistical results of Residue distribution by AOK at Tanah Merah 
 RMSE(m) Cor imp % RMSE(m) Cor imp % 
SRM(C) 0.2554 0.930     
SRM(F) 0.2122 0.952 16.91%    
 AOK -TLRN2 AOK-MLM 
0*hr 0.1217  0.985  52.34% 0.1217 0.985 52.34% 
1hr 0.1288 0.984  49.58% 0.1364 0.982  46.57% 
2hr 0.1430 0.980  43.99% 0.1365 0.982  46.55% 
4hr 0.1511 0.977  40.83% 0.1365 0.982  46.53% 
6hr 0.1565 0.977  38.72% 0.1366 0.982  46.53% 
12hr 0.1592 0.975  37.67% 0.1366 0.982  46.52% 
18hr 0.1398 0.980  45.24% 0.1367 0.982  46.47% 
24hr 0.1369 0.981  46.39% 0.1368 0.981  46.44% 
30hr 0.1586 0.976  37.90% 0.1368 0.981  46.43% 
42hr 0.1535 0.976  39.91% 0.1370 0.981  46.37% 
48hr 0.1498 0.978  41.33% 0.1370 0.981  46.35% 
54hr 0.1598 0.975  37.41% 0.1371 0.981  46.33% 
66hr 0.1609 0.974  36.99% 0.1371 0.981  46.33% 









Table 6.3 The statistical results of Residue distribution by AOK at Sembawang 
 RMSE(m) Cor imp % RMSE(m) Cor imp % 
SRM(C) 0.5941 0.825     
SRM(F) 0.3195 0.936 46.22%    
 AOK -TLRN2 AOK-MLM 
0*hr 0.0821 0.995 86.18% 0.0821 0.995 86.18% 
1hr 0.1169 0.989 80.33% 0.1218  0.988 79.51% 
2hr 0.1542 0.981 74.04% 0.1218  0.988 79.51% 
4hr 0.1654 0.978 72.16% 0.1218  0.988 79.50% 
6hr 0.1636 0.979 72.46% 0.1218  0.988 79.50% 
12hr 0.1652 0.978 72.20% 0.1218  0.988 79.50% 
18hr 0.1414 0.984 76.19% 0.1218  0.988 79.49% 
24hr 0.1367 0.985 76.99% 0.1219  0.988 79.48% 
30hr 0.1762 0.974 70.33% 0.1219  0.988 79.48% 
42hr 0.1720 0.976 71.05% 0.1219  0.988 79.49% 
48hr 0.1621 0.978 72.72% 0.1220  0.988 79.47% 
54hr 0.1814 0.973 69.47% 0.1220  0.988 79.46% 
66hr 0.1681 0.977 71.70% 0.1220  0.988 79.46% 
















Table 6.4 The statistical results of Residue distribution by AOK at Raffles 
 RMSE(m) Cor imp % RMSE(m) Cor imp % 
SRM(C) 0.2750 0.943     
SRM(F) 0.2090 0.965 23.99%    
 AOK -TLRN2 AOK-MLM 
0*hr 0.0289 0.999 89.50% 0.0289 0.999 89.50% 
1hr 0.0577 0.997 79.01% 0.0728 0.995  73.51% 
2hr 0.0781 0.994 71.60% 0.0728 0.995  73.52% 
4hr 0.0933 0.992 66.07% 0.0728 0.995  73.52% 
6hr 0.0991 0.991 63.98% 0.0728 0.995  73.52% 
12hr 0.0987 0.991 64.12% 0.0729 0.995  73.51% 
18hr 0.0784 0.994 71.48% 0.0729 0.995  73.50% 
24hr 0.0784 0.994 71.51% 0.0730 0.995  73.47% 
30hr 0.1011 0.990 63.24% 0.0730 0.995  73.47% 
42hr 0.0972 0.991 64.64% 0.0730 0.995  73.46% 
48hr 0.0974 0.991 64.59% 0.0730 0.995  73.47% 
54hr 0.1063 0.989 61.35% 0.0730 0.995  73.47% 
66hr 0.1064 0.989 61.32% 0.0727 0.995  73.55% 
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Table 6.5 Optimized time lag at each forecast horizon based on TLRN2 and MLM at Tanah 
Merah 
 TLRN2 MLM 
 West Coast Tanjong West Coast Tanjong Changi 
1hr 0,18*,31*,61* N/A 0,18*,21*,31* N/A 
2hr 0,6*,17*,49* N/A 0,18*,21*,31* N/A 
4 hr 0,18*,24*,31* N/A 0,18*,21*,31* N/A 
6 hr 0,17*,24*,31* N/A 0,18*,24*,31* N/A 
12 hr 0,17*,24*,31* N/A 0,18*,21*,31* N/A 
18 hr 0,17*,81*,31* N/A 0,18*,21*,31* N/A 
24 hr 0,33*,42* N/A 0,18,21,31* N/A 
30 hr 0,42*,49*,38* N/A 0,18,21,31* N/A 
42 hr 0,44*,50*,46* N/A 0,18,24,31 N/A 
48 hr 0,66*,63*,58* N/A 0,18,21,31 N/A 
54 hr 0,67*,71*,74* N/A 0,18,24,31 N/A 
66 hr 0,67*,70*,74* N/A 0,18,21,31 N/A 
72 hr 0,82*,90* N/A 0,18,21,31 N/A 
* indicate the lag point at which the actual residues at measured stations are utilized.  
Table 6.6 Optimized time lag at each forecast horizon based on TLRN2 and MLM at 
Sembawang 
 TLRN2 MLM 
 West Coast Tanjong Changi West Coast Tanjong Changi 
1hr 0, 20*,25*,50* 0 0,5*,25*,50* 0 
2hr 0, 45*,25*,50* 0,49* 0,5*,25*,50* 0 
4 hr 0, 8*,25*,74* 0,17* 0,5*,25*,50* 0 
6 hr 0, 8*,25*,74* 0,17* 0,5,25*,50* 0 
12 hr 0, 8*,25*,74* 0,17* 0,5,25*,50* 0 
18 hr 0, 21*,24*,1 0,17* 0,5,25*,50* 0 
24 hr 0,46*,30*,24* 0,47* 0,5,25*,50* 0 
30 hr 0,33*,30*,32* 0,42* 0,5,25,50* 0 
42 hr 0,45*,96* 0,42* 0,5,25,50* 0 
48 hr 0,70* 0,83*  0,5,25,50* 0 
54 hr 0 ,58* 0,69* 0,5,25,50 0 
66 hr 0,70*,96* 0,83* 0,5,25,50 0 
72 hr 0,72*,95* 0,72* 0,5,25,50 0 
* indicate the lag point at which the actual residues at measured stations are utilized.  
 




Table 6.7 Optimized time lag at each forecast horizon based on TLRN2 and MLM at Raffles 
 
 















 TLRN2 MLM 
 West Coast Tanjong Changi West Coast Tanjong Changi 
1hr 0, 0,11* 0,25*,50*,76* 0,11*,17* 
2hr 0, 0,27* 0,25*,50*,76* 0,11*,17* 
4 hr 0, 0,17* 0,25*,50*,76* 0,11*,17* 
6 hr 0, 0,17* 0,25*,50*,76* 0,11*,17* 
12 hr 0, 0,17* 0,25*,50*,76* 0,11,17* 
18 hr 0, 73* N/A 0,25*,50*,76* 0,11,17 
24 hr 0, N/A 0,25*,50*,76* 0,11,17 
30 hr 0,50* 0,74* 0,25,50*,76* 0,10,24 
42 hr 0, 73* 0,73* 0,25,50*,76* 0,10,24 
48 hr 0, 73*, 51* N/A 0,25,50*,76* 0,10,24 
54 hr 0, N/A 0,25,50,76* 0,11,20 
66 hr 0,73*,96* N/A 0,25,50,76* 0,11,20 
72 hr 0,74*,96* N/A 0,25,50,76* 0,11,20 




Table 6.8 The statistical results of Residue distribution by ASTOK at Tanah Merah 
 RMSE(m) Cor imp % RMSE(m) Cor imp % 
SRM(C) 0.2554 0.930     
SRM(F) 0.2122 0.952 16.91%    
 ASTOK -TLRN2 ASTOK-MLM 
1hr 0.1063 0.989  58.37% 0.1141 0.991 55.32% 
2hr 0.1155 0.987  54.76% 0.1141 0.988 55.32% 
4hr 0.1241 0.987  51.39% 0.1141 0.988 55.33% 
6hr 0.1264 0.986  50.52% 0.1141 0.988 55.33% 
12hr 0.1268 0.986  50.34% 0.1141 0.988 55.33% 
18hr 0.1097 0.988  57.04% 0.1142 0.988 55.27% 
24hr 0.1139 0.987  55.39% 0.1190 0.988 53.41% 
30hr 0.1316 0.984  48.46% 0.1190 0.987 53.40% 
42hr 0.1294 0.986  49.31% 0.1170 0.987 54.17% 
48hr 0.1285 0.985  49.67% 0.1172 0.987 54.10% 
54hr 0.1396 0.984  45.32% 0.1173 0.987 54.09% 
66hr 0.1396 0.983  45.35% 0.1170 0.987 54.17% 















Table 6.9 The statistical results of Residue distribution by ASTOK at Sembawang 
 RMSE(m) Cor imp% RMSE(m) Cor imp % 
SRM(C) 0.5941 0.825     
SRM(F) 0.3195 0.936 46.22%    
 ASTOK -TLRN2 ASTOK-MLM 
1hr 0.1056  0.991  82.22% 0.1079  0.990  81.84% 
2hr 0.1201  0.988  79.78% 0.1079  0.990  81.84% 
4hr 0.1206  0.988  79.71% 0.1079  0.990  81.84% 
6hr 0.1205  0.988  79.73% 0.1071  0.990  81.98% 
12hr 0.1238  0.987  79.16% 0.1071  0.990  81.98% 
18hr 0.1195  0.988  79.88% 0.1071  0.990  81.98% 
24hr 0.1308  0.986  77.98% 0.1071  0.990  81.97% 
30hr 0.1742  0.974  70.69% 0.1201  0.988  79.79% 
42hr 0.1668  0.976  71.93% 0.1200  0.988  79.80% 
48hr 0.1593  0.979  73.19% 0.1200  0.988  79.80% 
54hr 0.1793  0.973  69.83% 0.1174  0.988  80.24% 
66hr 0.1667  0.976  71.95% 0.1174  0.988  80.24% 

















Table 6.10 The statistical results of Residue distribution by ASTOK at Raffles 
 RMSE(m) Cor imp % RMSE(m) Cor imp % 
SRM(C) 0.2750 0.943     
SRM(F) 0.2090 0.965 23.99%    
 ASTOK -TLRN2 ASTOK-MLM 
1hr 0.0540 0.997  80.38% 0.0682 0.996  75.21% 
2hr 0.0693 0.996  74.79% 0.0682 0.996  75.22% 
4hr 0.0825 0.994  69.99% 0.0682 0.996  75.21% 
6hr 0.0869 0.993  68.41% 0.0682 0.996  75.21% 
12hr 0.0869 0.993  68.39% 0.0685 0.996  75.09% 
18hr 0.0781 0.994  71.60% 0.0684 0.996  75.13% 
24hr 0.0771 0.995  71.98% 0.0685 0.996  75.10% 
30hr 0.0997 0.991  63.75% 0.0719 0.995  73.84% 
42hr 0.0968 0.991  64.79% 0.0720 0.995  73.83% 
48hr 0.0967 0.991  64.84% 0.0720 0.995  73.84% 
54hr 0.1053 0.989  61.70% 0.0721 0.995  73.77% 
66hr 0.1059 0.989  61.48% 0.0719 0.995  73.84% 


















Table 6.11 The statistical results of Residue distribution by UKF at Tanah Merah 
 RMSE(m) Cor imp % RMSE(m) Cor imp % 
SRM(C) 0.2554 0.930     
SRM(F) 0.2122 0.952 16.91%    
 UKF -TLRN2 UKF-MLM 
1hr 0.1182  0.970  53.73% 0.1229  0.969  51.89% 
2hr 0.1304  0.968  48.94% 0.1229  0.969  51.88% 
4hr 0.1408  0.965  44.87% 0.1229  0.969  51.87% 
6hr 0.1476  0.963  42.19% 0.1229  0.969  51.87% 
12hr 0.1471  0.963  42.41% 0.1229  0.969  51.86% 
18hr 0.1304  0.967  48.94% 0.1230  0.969  51.84% 
24hr 0.1274  0.968  50.10% 0.1230  0.969  51.82% 
30hr 0.1484  0.963  41.90% 0.1231  0.969  51.82% 
42hr 0.1431  0.963  43.96% 0.1232  0.969  51.77% 
48hr 0.1383  0.965  45.83% 0.1232  0.969  51.76% 
54hr 0.1479  0.963  42.10% 0.1232  0.969  51.75% 
66hr 0.1507  0.961  40.98% 0.1233  0.969  51.73% 


















Table 6.12 The statistical results of Residue distribution by UKF at Sembawang 
 RMSE(m) Cor imp % RMSE(m) Cor imp % 
SRM(C) 0.5941 0.825     
SRM(F) 0.3195 0.936 46.22%    
 UKF -TLRN2 UKF-MLM 
1hr 0.1206  0.989  79.71% 0.1276  0.987 78.52% 
2hr 0.1555  0.980  73.83% 0.1276  0.987 78.52% 
4hr 0.1716  0.976  71.12% 0.1277  0.987 78.51% 
6hr 0.1733  0.976  70.82% 0.1277  0.987 78.51% 
12hr 0.1749  0.975  70.57% 0.1277  0.987 78.51% 
18hr 0.1481  0.982  75.07% 0.1277  0.987 78.51% 
24hr 0.1446  0.983  75.65% 0.1277  0.987 78.50% 
30hr 0.1839  0.972  69.04% 0.1277  0.987 78.50% 
42hr 0.1780  0.974  70.03% 0.1277  0.987 78.51% 
48hr 0.1706  0.976  71.29% 0.1277  0.987 78.50% 
54hr 0.1903  0.970  67.98% 0.1278  0.987 78.49% 
66hr 0.1750  0.975  70.54% 0.1278  0.987 78.49% 


















Table 6.13 The statistical results of Residue distribution by UKF at Raffles 
 RMSE(m) Cor imp % RMSE(m) Cor imp % 
SRM(C) 0.2750 0.943     
SRM(F) 0.2090 0.965 23.99%    
 UKF -TLRN2 UKF-MLM 
1hr 0.0561  0.997  79.61% 0.0720  0.995  73.82% 
2hr 0.0774  0.994  71.84% 0.0720  0.995  73.82% 
4hr 0.0926  0.992  66.33% 0.0720  0.995  73.82% 
6hr 0.0994  0.991  63.87% 0.0720  0.995  73.82% 
12hr 0.0992  0.991  63.92% 0.0720  0.995  73.81% 
18hr 0.0780  0.994  71.62% 0.0721  0.995  73.80% 
24hr 0.0779  0.994  71.67% 0.0721  0.995  73.77% 
30hr 0.1009  0.990  63.33% 0.0721  0.995  73.77% 
42hr 0.0963  0.991  64.99% 0.0722  0.995  73.75% 
48hr 0.0966  0.991  64.89% 0.0722  0.995  73.76% 
54hr 0.1055  0.989  61.63% 0.0722  0.995  73.76% 
66hr 0.1052  0.989  61.74% 0.0720  0.995  73.82% 


















Table 6.14 The statistical results of Residue distribution by two-Sample KF at Tanah Merah 
 RMSE(m) Cor imp % RMSE(m) Cor imp % 
SRM(C) 0.2554 0.930     
SRM(F) 0.2122 0.952 16.91%    
 two-Sample KF -TLRN2 two-Sample KF -MLM 
1hr 0.1325  0.971  48.11% 0.1389  0.968  45.63% 
2hr 0.1432  0.968  43.92% 0.1389  0.968  45.62% 
4hr 0.1539  0.965  39.72% 0.1389  0.968  45.61% 
6hr 0.1599  0.964  37.38% 0.1389  0.968  45.61% 
12hr 0.1594  0.963  37.58% 0.1389  0.968  45.61% 
18hr 0.1429  0.967  44.04% 0.1390  0.968  45.59% 
24hr 0.1415  0.968  44.61% 0.1390  0.968  45.58% 
30hr 0.1616  0.963  36.71% 0.1390  0.968  45.57% 
42hr 0.1554  0.964  39.14% 0.1391  0.968  45.54% 
48hr 0.1517  0.965  40.58% 0.1391  0.968  45.53% 
54hr 0.1619  0.963  36.62% 0.1391  0.968  45.52% 
66hr 0.1615  0.962  36.75% 0.1392  0.968  45.50% 


















Table 6.15 The statistical results of Residue distribution by two-Sample KF at Sembawang 
 RMSE(m) Cor imp % RMSE(m) Cor imp % 
SRM(C) 0.5941 0.825     
SRM(F) 0.3195 0.936 46.22%    
 two-Sample KF -TLRN2 two-Sample KF -MLM 
1hr 0.1678  0.977  71.76% 0.1623  0.978  72.68% 
2hr 0.1935  0.969  67.44% 0.1623  0.978  72.68% 
4hr 0.2027  0.965  65.88% 0.1623  0.978  72.68% 
6hr 0.2053  0.965  65.45% 0.1623  0.978  72.68% 
12hr 0.2050  0.965  65.49% 0.1623  0.978  72.68% 
18hr 0.1865  0.971  68.61% 0.1623  0.978  72.68% 
24hr 0.1859  0.971  68.71% 0.1623  0.978  72.69% 
30hr 0.2122  0.962  64.29% 0.1623  0.978  72.69% 
42hr 0.2080  0.964  64.99% 0.1622  0.978  72.70% 
48hr 0.2028  0.966  65.86% 0.1622  0.978  72.70% 
54hr 0.2183  0.960  63.26% 0.1622  0.978  72.69% 
66hr 0.2033  0.965  65.79% 0.1622  0.978  72.69% 
























Table 6.16 The statistical results of Residue distribution by two-Sample KF at Raffles 
 RMSE(m) Cor imp % RMSE(m) Cor imp % 
SRM(C) 0.2750 0.943     
SRM(F) 0.2090 0.965 23.99%    
 two-Sample KF -TLRN2 two-Sample KF -MLM 
1hr 0.0603  0.997 78.09% 0.0728  0.995  73.53% 
2hr 0.0792  0.994 71.21% 0.0728  0.995  73.54% 
4hr 0.0947  0.991 65.56% 0.0727  0.995  73.55% 
6hr 0.1017  0.990 63.01% 0.0727  0.995  73.55% 
12hr 0.1001  0.990 63.61% 0.0728  0.995  73.54% 
18hr 0.0813  0.994 70.44% 0.0728  0.995  73.54% 
24hr 0.0819  0.994 70.22% 0.0728  0.995  73.52% 
30hr 0.1034  0.990 62.41% 0.0728  0.995  73.53% 
42hr 0.0984  0.991 64.22% 0.0729  0.995  73.51% 
48hr 0.0989  0.991 64.05% 0.0728  0.995  73.51% 
54hr 0.1070  0.989 61.10% 0.0728  0.995  73.51% 
66hr 0.1067  0.989 61.20% 0.0728  0.995  73.51% 








Figure 6.1 Distributed residues and corrected water level with AOK-MLM at Tanah Merah 
(Δt=1hr)
 
Figure 6.2 Distributed residues and corrected water level with AOK-MLM at Sembawang  
(Δt=1hr) 




Figure 6.3 Distributed residues and corrected water level with AOK-MLM at Raffles  
(Δt=1hr) 




Figure 6.4 RMSE & forecast horizon through AOK at non-measured stations 




Figure 6.5 Scatter diagrams of water level through AOK at Sembawang 




Figure 6.6 Distributed residues and corrected water level with ASTOK-MLM at Tanah 
Merah (Δt=1hr) 
 
Figure 6.7 Distributed residues and corrected water level with ASTOK-MLM at 
Sembawang (Δt=1hr) 




Figure 6.8 Distributed residues and corrected water level with ASTOK-MLM at Raffles 
(Δt=1hr) 




Figure 6.9 RMSE & forecast horizon through ASTOK at non-measured stations 




Figure 6.10 Scatter diagrams of water level through ASTOK at Sembawang 




Figure 6.11 Comparison of RMSE at different stations through AOK and ASTOK (Δt=2hr) 




Figure 6.12 Comparison of percentage of improvement through AOK and ASTOK 




Figure 6.13 Comparison of RMSE of the results for different observed vector 
 
Figure 6.14 Corrected water level and error after correction with UKF-MLM at Tanah 
Merah (Δt=1hr) 




Figure 6.15 Corrected water level and error after correction with UKF-MLM at 
Sembawang(Δt=1hr) 
 
Figure 6.16 Corrected water level and error after correction with UKF-MLM at 
Raffles(Δt=1hr) 




Figure 6.17 RMSE & forecast horizon UKF at non-measured stations 




Figure 6.18 Scatter diagrams of water level through UKF at Sembawang 




Figure 6.19 Corrected water level and error after correction with two-sample KF-MLM at 
Tanah Merah(Δt=1hr)  
 
Figure 6.20 Corrected water level and error after correction with two-sample KF-MLM at 
Sembawang(Δt=1hr) 




Figure 6.21 Corrected water level and error after correction with two-sample KF-MLM at 
Raffles(Δt=1hr) 




Figure 6.22 RMSE & forecast horizon through two-sample KF at non-measured stations 




Figure 6.23 Comparison of percentage of improvement through UKF and two-sample KF 




Figure 6.24 Comparison of percentage of improvement through AOK, ASTOK, UKF and 
two-sample KF (based on TLRN2 and MLM)




Chapter 7 Application of Data assimilation to SRM(F) 
In the previous chapters, the proposed scheme of data assimilation was implemented 
to correct the SRM(C).  It has been proven that the corrected SRM(C) can perform 
better than the original SRM(F). In this chapter, further application focuses on the 
correction for the SRM(F) and such correction results will be compared with the ones 
from the corrected coarse model (SRM(C)). The objective is to analyze the influence 
of numerical model resolutions on the data assimilation efficacy.  
Similar to the application to SRM(C) in the Chapter 5 and 6, the same procedure was 
implemented in the SRM(F). At two measured stations, the simulated water levels 
from the SRM(F) were corrected through the residue forecasting based on TLRN2 
and MLM. With AOK and ASTOK, their forecasting results were extended to other 
non-measured locations. 
Figures 7.1 and 7.2 present the comparison of RMSE between correction results of 
numerical model SRM(C) and SRM(F) with MLM and TLRN2 at the two measured 
stations. Although the corrected SRM(F) has less RMSE than the coarse model, the 
difference is insignificant. For example, after correction using TLRN2 for SRM(F) at 
West Coast, the largest decrease in RMSE is 0.03 m when ∆t is 12 hours, compared 
with corrected SRM(C). And for the correction using MLM, the difference is even 
smaller (the RMSE is only reduced by 0.005 m).  Similar pattern can be found at 
station Tanjong Changi.  
The RMSE of distribution results using AOK at three non-measured stations are also 
illustrated in Figures 7.3-7.5, suggesting that the both numerical models after 
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correction can achieve similar accuracy at station Raffles. For the other two stations 
Tanah Merah and Sembawang, the corrected SRM(F) seems to have a  better 
performance than the correct SRM(C). However, the difference between their 
improvements is only 0.03m, indicating that both models can be corrected with 
residue forecasting. 
The above results demonstrate that with the same data assimilation procedure, the 
numerical model with the fine resolution yields better performance in the correction  
of model output. However, the improvement is not significant when compared with 
the corrected coarse model. Furthermore, to further calibrate the fine model is time 
consuming. Therefore, in the practical application, it needs to consider the balance 
between the time demand for different numerical models and their advantages when 










Figure 7.1 Comparison between RMSE of corrected SRM(C) and corrected SRM(F) at West 
Coast (using TLRN2 and MLM) 
 
Figure 7.2 Comparison between RMSE of corrected SRM(C) and corrected SRM(F) at 
Tanjong Changi (using TLRN2 and MLM) 
 





Figure 7.3 Comparison between RMSE of corrected SRM(C) and corrected SRM(F) at 
Tanah Merah (using AOK) 
 
 
Figure 7.4 Comparison between RMSE of corrected SRM(C) and corrected SRM(F) at 
Sembawang (using AOK) 
 





Figure 7.5 Comparison between RMSE of corrected SRM(C) and corrected SRM(F) at 
Raffles (using AOK) 
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Chapter 8 Conclusions and Recommendations 
8.1 Conclusions 
This study explores residue-correction based data assimilation scheme which is 
conceived to correct the numerical outputs of coarse version of Singapore Regional 
Model (SRM(C)) so as to improve its forecast accuracy. The proposed scheme 
comprises of two phases, namely residue prediction and spatial distribution.   
In the first phase (i.e. residue prediction), model residue prediction is first carried out 
at measured stations using time lagged recurrent network (TLRN) with different 
inputs. The prediction results suggest that TLRN with two predictors (namely 
historical residue )( n
mea t and a prior estimate at the forecast time level )( ttx nmea  ) 
is superior to TLRN with one predictor (namely historical residue )( n
mea t ) for all 
forecast horizons at every station. The inclusion of a prior estimate at the forecast time 
level )( ttx n
mea   in the TLRN turns out to be very helpful to improve its prediction 
accuracy. It also implies that the additional consideration of physical information such 
as a prior estimate is instrumental to enhance the performance of data-driven 
procedure like TLRN. Apart from the TLRN method, the conventional local model 
(LM) based on chaos theorem is also tested in this study for model residue prediction. 
Although LM approach is found to be effective for model residue prediction over the 
short horizons, its performance for the long horizons is less satisfactory. A modified 
local model (MLM) is thereby developed in this research which can fairly produce 
desirable predictions over not only the short but also long horizons. It retains the 
advantage of conventional LM to uncover the trajectories of model residue through 
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embedding phase space and yet yield more stable results over the long horizons. This 
is achieved by taking a prior estimate into the local model calculation. What’s more, 
MLM searches for the optimal embedding parameters only at the beginning of the 
entire calculation, rather than at every prediction horizon as the way LM does. As 
such, it is more efficient in computation. 
In the second phase, spatial distribution is conducted at non-measured stations to 
estimate their model residues. Those predicted model residues from the first phase 
(more precisely from TLRN and MLM methods) are distributed from the two 
measured stations to the three non-measured ones. Unlike the previous work (Sun, 
2010) where the distribution efficacy was guaranteed by selecting measured stations 
appropriately, this study attains desirable distribution performance with given 
measured stations by improving distribution approaches including Kriging and 
Kalman filter. The Approximated Ordinary Kriging (AOK) is first utilized which 
considers only the spatial correlation between measured and non-measured stations. 
Subsequently, the temporal correlation is further taken into account in the so-called 
Approximated Space-Time Ordinary Kriging (ASTOK). Although both AOK and 
ASTOK are found to be competent to capture complex, dynamic and non-linear 
spatial relationship, more favorable distribution performance is achieved by ASTOK 
in particular in short horizons. Several important messages are therefore attainable 
from the results of Kriging. The spatial relationship of model residues can sensibly be 
estimated through approximated variogram. It is feasible to calculate such variogram 
from the prior estimate offered by the SRM(C). The inclusion of time lag between 
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different locations can contribute to improving the estimation of spatial relationship. 
Considering updated data with appropriate time lag from measured locations can 
enhance the distribution efficacy of Kriging. In addition to the Kriging method, 
two-sample Kalman filter and Unscented Kalman filter (UKF) are also examined in 
this study. While both approaches do yield acceptable distribution results, UKF gives 
relatively better performance especially at those stations near coastal area. It may be 
attributed to the inclusion of two extra observation variables that are the model 
residues at two measured stations. Another contribution factor comes from the use of 
non-linear transformation function in the UKF approach. It employs Genetic 
Programming considering the underlying relationship between the model residue and 
the model output. It is noted that the model residues at measured locations can provide 
valuable information for the construction of the spatial correlation matrix. In general, 
the performance of AOK outdoes two-sample KF, and the UKF can compete with the 
preceding AOK, yet not on a par with ASTOK. It implies that the correction 
procedure to update the model reside (ASTOK and AOK) is more effective than the 
procedure to update the model output (UKF and two-sample KF). No matter whether 
Kriging or KF is adopted, relatively accurate predictions of residues at measured 
stations are found to be pivotal for the success of distribution. Hence, improving the 
prediction accuracy is critical to enhance the distribution efficiency.  
 Based on the prediction and distribution performance of the preceding different 
approaches, it is reasonable to propose a hybrid data assimilation scheme which 
makes use of MLM and ASTOK for the model residue prediction and distribution, 
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respectively. The use of MLM can help to preclude the adverse influence of long 
forecast horizon for time series forecast. The adoption of ASTOK can produce 
satisfactory results even in the case with sparse sampling stations in that it takes both 
distance lag and time lag into consideration.  
In conclusion, the combination of MLM and ASTOK is recommended for long time 
forecasting, which is even applicable for the case with only sparse sample stations.  
The numerical model (SRM(C)) is proved to be used successfully as the background 
information for the data assimilation scheme. Since the proposed scheme is designed 
to correct outputs of numerical model (SRM(C)), it can thus be executed offline 
without the need to interrupt SRM(C) calculation. After its implementation, results 
from SRM(C) become much more accurate, even better than those from original 
SRM(F). It confirms the advantages of the proposed scheme in terms of efficacy and 
efficiency. The corrected results of numerical model (SRM(C)) can provide useful 
information for the study of Singapore regional water. The proposed data assimilation 
scheme may have wider applications for engineer to improve model outputs of highly 
non-linear systems.   
8.2 Recommendations 
One important assumption adopted in the present study is that the residue is 
distributed the same way that numerical model output is. The spatial dependence 
structure is estimated based on a prior estimate from numerical model output. As a 
result, the numerical simulation accuracy unavoidably affects the data assimilation 
efficacy.  Further study is recommended to avoid such assumption. Besides, more 
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works should be done in exploring other methods (besides Genetic Programming) and 
investigation more stations surrounding the Singapore Island. 
(a) Estimate the spatial relationship or spatial dependence structure based on model 
residue. This study estimates the spatial dependence structure based on a prior 
estimate. Since the variable to be interpolated is the model residue, although the 
numerical model output can be used to approximate the spatial relationship, it should 
be more sensible to estimate the spatial dependence structure based on the actual 
model residue.  
(b) In the case with a sufficient amount of measured stations, the data-rich 
information should be taken full advantage of to estimate the spatial relationship more 
reasonably. If that is the case, the spatial interpolation methods (like Kriging) with 
artificial neural network are recommended.  
(c) Evaluate some other intelligent methods other than Genetic Programming in 
estimating the observation transform functions.  The present study makes use of 
Genetic Programming to estimate observation transform function of UKF. In future, 
more attempts are suggested to try some other intelligent methods, such as support 
vector machine, radial basis function network, etc.  
(d) Lay more stress on wider area surrounding Singapore Island. This took only five 
stations around Singapore islands as example to examine the performance of 
proposed data assimilation scheme. Scope of further study should be broadened to 
include wider areas surrounding the Singapore Island such that more stations can be 
chosen for evaluation.   
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(e) This study applied the proposed scheme in hydrodynamic model to improve the 
water level forecasting. It could be further used to correct the current or applied for 
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