In this paper, we show that an intuitionistic logic with second-order function quanti cation, called hh 2 here, can serve as a meta-language to directly and naturally specify both sequent calculi and natural deduction inference systems for rst-order logic. For the intuitionistic subset of rst-order logic, we present a set of hh 2 formulas which simultaneously speci es both kinds of inference systems and provides a direct and concise account of the correspondence between cut-free sequential proofs and normal natural deduction proofs. The logic of hh 2 can be implemented using such logic programming techniques as providing operational interpretations to the connectives and implementing uni cation on -terms. With respect to such an interpreter, our speci cation provides a description of how to convert a proof in one system to a proof in the other. The operation of converting a sequent proof to a natural deduction proof is functional in the sense that there is always one natural deduction proof corresponding to each sequent proof. Our speci cation, in fact, provides a direct implementation of the transformation in this direction.
Introduction
Intuitionistic logic with quanti cation at all function types has been proposed as a meta-language for the direct and natural speci cation of a wide range of logics 5, 12] . As illustrated by these papers, the second-order subset of this logic, called hh 2 here, is all that is required to suitably specify both sequent calculi and natural deduction for rst-order logic. From these speci cations, it is possible to obtain a description of goal-directed theorem proving and proof checking for these inference systems by providing simple operational interpretations for the connectives of hh 2 .
The correspondence between cut-free sequential proofs and normal natural deduction proofs for rst-order intuitionistic logic has been formalized in 16, 13] .
(There, the formal relation between cut-elimination and proof normalization is also explored in detail.) In this paper, we show that it is possible to merge an hh 2 speci cation of a sequent system for rst-order intuitionistic logic with one for natural deduction, resulting in a speci cation which demonstrates the correspondence between these two systems in a concise and natural manner. The operational interpretations of the connectives of hh 2 provide descriptions for simultaneous proof construction and proof checking in these two inference systems, as well as a description of how to convert a proof in one system to a proof in the other.
The transformation from sequent proofs to natural deduction proofs is \func-tional" since the relation between sequent proofs and natural deduction proofs is many to one, i:e:, there will always be exactly one normal natural deduction proof corresponding to each cut-free sequent proof. Our speci cation in fact provides a direct implementation of the transformation in this direction with respect to a deterministic logic programming interpreter which implements hh 2 . Our speci cation cannot, however, serve directly as a program for the transformation in the other direction. More control information must be added in order to obtain a program that can transform a natural deduction proof to one of the possibly many sequent proofs to which it is related.
The logic of hh 2 is a sublanguage of higher-order hereditary Harrop formulas which serve as the foundation of the logic programming language Prolog 11] . In particular, it is the sublanguage with function quanti cation restricted to second-order and with no predicate quanti cation. Thus, an implementation of Prolog includes an interpreter for hh 2 . The transformation from sequent proofs to natural deduction proofs has in fact been implemented and tested in Prolog.
In Sect. 2 we present the meta-logic hh 2 and an interpreter for it. In Sect. 3 we discuss the speci cation of a sequent system for rst-order intuitionistic logic using this meta-logic. In Sect. 4 we will see that there are many options in specifying natural deduction. We rst present a direct speci cation of the inference rules and then discuss alternatives, leading to a speci cation in which only normal proofs can be constructed and which can be merged directly with the sequent speci cation. Then, in Sect. 5 we demonstrate how these two speci cations can be merged, and nally, in Sect. 6 we conclude.
The Meta-Logic and Language
The logic of hh 2 extends positive Horn clauses in essentially two ways. First, it replaces rst-order terms with the more expressive simply-typed -terms. Second, it permits richer logical expressions in both goals and the bodies of program clauses. In particular, implication and second-order universal quanti cation over functions are permitted.
The types and terms of this language are essentially those of the simple theory of types 1]. We assume a xed set of primitive types, which includes at least the symbol o, the type for propositions. Function types are constructed using the binary in x symbol !; if and are types, then so is ! . The type constructor ! associates to the right. The order of a primitive type is 0 while the order of a function type 1 ! ! n ! 0 where 0 is primitive is one greater than the maximum order of 1 ; : : :; n .
For each type , we assume that there are denumerably many constants and variables of that type. A signature is a nite set of constants, such that for each constant c, the type of c has the form 1 ! ! n ! 0 where n 0, 0 is primitive, and 1 ; : : :; n do not contain o. If 0 is o, then c is a predicate constant. In this paper, the types of constants in signatures will always be of order 2 or less. Simply typed -terms are built in the usual way using constants, variables, applications, and abstractions. Equality between -terms is taken to meanconvertible. We shall assume that the reader is familiar with the usual notions and properties of substitution and , , and conversion for the simply typed -calculus. 
Here is a type of order 0 or 1 not containing o. We say that a formula has order n if in each of its subformulas of the form 8 z t, type has order strictly less than n. Thus all goal formulas and de nite clauses are second-order. A logic program or just simply a program is a nite set, generally written as P, of closed de nite clauses. In de nite clauses of the form 8 1 x 1 : : :8 n x n (G 1^ ^G n A), we call A the head and G 1^ ^G n the body. The subformulas G 1 ; : : :; G n are also called subgoals.
Based on properties shown for the full logic of higher-order hereditary Harrop formulas in 9], a sound and complete (with respect to intuitionistic logic) nondeterministic search procedure can be described using the following four search primitives.
AND: G 1^G2 is provable from P if and only if both G 1 and G 2 
BACKCHAIN:
The atomic formula A is provable from P if and only if there is either (1) a universal instance of a de nite clause in P that is -convertible to A, or (2) a universal instance of the form G A such that G is provable from P.
In order to implement a deterministic interpreter, it is necessary to make choices left unspeci ed in the high-level description above. We will make choices as in the Prolog language, many of which are similar to those made in Prolog. For example, logic variables are employed in the BACKCHAIN operation to create universal instances of de nite clauses. As a result, second-order uni cation is necessary since logic variables for functions (with types of order one) can occur inside -terms. Also the equality of terms is not a simple syntactic check but a more complex check of -conversion. Second-order uni cation is not in general decidable. In Prolog, full higher-order uni cation is required and this issue is addressed by implementing a depth-rst version of the uni cation search procedure described in 8]. (See 10, 9].) In this paper, the second-order uni cation problems that result from programs we present are all rather simple: it is easy to see, for example, that all such problems are decidable.
In the AUGMENT search operation, clauses get added to the program dynamically. Note that as a result, clauses may in fact contain logic variables. The GENERIC operation must be implemented so that the new constant c introduced for x, must not appear in the terms eventually instantiated for logic variables free in the goal or in the program when c is introduced.
Finally, we assume conjuncts are attempted in the order they are presented, and de nite clauses are backchained over in the order they are listed in P using a depth-rst search paradigm to handle failures. In presenting example hh 2 formulas in this paper, we will adopt the syntax of the eLP 3] implementation of Prolog. Fortunately, very little of this syntax is needed here. In particular, a signature member, say f of type a ! b ! c, is represented as simply the line:
Tokens with initial capital letters will denote either bound or free variables. All other tokens will denote constants. -abstraction is written using backslash \ as an in x operator. Universal quanti cation is written using the constant pi in conjunction with a -abstraction, e:g:, pi X\ represents universal quanti cation over variable X. We omit type subscripts for this quanti er. They can always be inferred from context. The symbols , and => represent^and , respectively. With respect to the deterministic interpreter described above, these formulas implement the standard program testing list membership as often written in Prolog. In this case, the program is restricted to lists of type a. In the programs in this paper, we will make use of such a membership predicate at two primitive types. We will omit type subscripts from the constants nil, ::, and memb since it will be clear from context which of the two is meant. In Prolog, these constants can be treated in a polymorphic fashion similar to their treatment in ML.
Specifying Sequent Calculi
Since we will be specifying rst-order logic within the logic of hh 2 , to avoid confusion we will refer to rst-order logic as the object-logic to distinguish it from hh 2 , the meta-logic. To represent rst-order logic in hh 2 L I inference system di ers from the sequent system originally given in 6] in that we consider sets instead of sequences of formulas as antecedents and allow a more general form of initial sequent. As a result, in our formulation there is no need for explicit structural rules in the antecedent. The ?-R rule is as in the speci cation of sequent systems in 15], and corresponds to the usual rule for thinning on the right.
To represent sets of formulas in antecedents, we will use lists of elements of type form where the order and number of copies of each element is not signi cant. Thus we introduce the primitive type form l. In addition, we introduce the primitive type seq for sequents and add the signature item --> of type form l -> form -> seq. We will write --> as an in x operator whose antecedent is a list of formulas and succedent is a single formula.
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Finally, we introduce the primitive type lprf for the type of sequent proofs. The basic relation between a sequent and its proofs will be represented as a binary predicate at the meta-level by the in x constant >-of type lprf -> seq -> o. Each inference rule of the sequent calculus will be expressed as a simple declarative fact about this relation. Operationally, with respect to the interpreter described in the previous section, >-can be viewed as the theorem proving predicate.
For illustration purposes, we present the speci cation of a small subset of the inference rules of L I . The others can be speci ed similarly. In specifying these rules, there are often many choices in choosing a representation of sequent proofs. In this presentation, we simply choose one. For a more thorough discussion of the issues involved in specifying inference rules and proofs for this inference system and others in hh 2 , see 5, 4] .
First, consider the^-R inference rule in Fig. 1 which introduces a conjunction on the right side of the sequent. This rule has a natural rendering as the following de nite clause.
This formula may be read as: if Q1 is a proof of (Gamma --> A) and Q2 is a proof of (Gamma --> B), then (and r Q1 Q2) is a proof of (Gamma --> (A and B)). The constant and r is a \proof constructor" which takes two proofs as arguments (the premises of the^-R rule) and builds a new proof (its conclusion). Its type is lprf -> lprf -> lprf.
The following clause speci es the -L rule and illustrates that introductions of logical constants into the antecedent of a sequent can be achieved similarly.
The main di erence here is that the antecedent is a list instead of a single formula. We use the memb predicate (on type form) de ned in Sect. 2 to choose an implication (A imp B) from the list Gamma. Note that the proof term in the head of the clause contains a record of the particular implication from Gamma to which the rule is applied. We now consider the quanti er introduction rules. The declarative reading of the 9-R inference rule is captured by the following de nite clause.
The existential formula of the conclusion of this rule is written (exists A) where the variable A has functional type tm -> form. Thus A is an abstraction over rst-order terms and (A T) represents the formula that is obtained by substituting T for the bound variable in A. Declaratively, this clause reads: for rst-order term T, if Q is a proof of (Gamma --> (A T)), then (exists r T Q) is a proof of (Gamma --> (exists A)). Note that the proof term contains a record of the substitution term T. Operationally, the existential instance (A T) is obtained via the interpreter's operation of -reduction. Thus -conversion at the meta-level is used to specify substitution at the object-level.
Next, we consider the 8-R rule, which has the additional proviso that y is not free in ? or 8xA. This proviso is handled by using a universal quanti er at the meta-level as in the following de nite clause.
As in the previous clause, A has functional type. In this case, so does Q; it has type tm -> lprf, and thus the type of the constant forall r is (tm -> lprf) -> lprf. Declaratively, this clause reads: if we have a function Q that maps arbitrary terms Y to proofs (Q Y) of the sequent (Gamma --> (A Y)), then (forall r Q) is a proof of (Gamma --> (forall A)). Operationally, the GENERIC search operation is used to insert a new constant of type tm into the sequent. Since that constant will not be permitted to appear in Gamma or A the proviso will be satis ed.
As a nal example, consider the cut rule which has the straightforward speci cation as the following formula.
A complete set of hh 2 formulas specifying the rules of L I serves as a specication of a theorem prover for this inference system. To prove sequent (Gamma --> A), we start with a goal of the form (Q >-(Gamma --> A)) where Q is a logic variable to be lled in with a term representing a proof of (Gamma --> A). Note, though, that there may be multiple de nite clauses that can be used in backchaining to prove a particular sequent, or a single clause that can be used repeatedly. For example, if there is an implication in Gamma, it will always be possible to backchain on the clause specifying the -L rule. Thus, this set of formulas cannot serve as an implementation with respect to a depth-rst interpreter that backchains over de nite clauses in a particular order. (See 5] for more on implementing theorem provers and controlling search in this setting.) On the other hand, when Q is a closed term in the original goal, this program behaves as a proof checker and is complete even with respect to the deterministic interpreter. The top-level constant of a proof term completely determines the unique de nite clause to be used in backchaining at each step. By Gentzen's cut-elimination result 6], L I without the cut rule is a complete set of rules for rst-order intuitionistic logic. Thus, by simply eliminating the formula for the cut rule, we obtain a set of hh 2 formulas which serves as a speci cation for both building and proof checking cut-free proofs.
4 Specifying Natural Deduction ? I A The 8-I rule has the proviso that the variable y cannot appear free in 8xA, or in any assumption on which y=x]A depends. The 9-E rule has the proviso that the variable y cannot appear free in 9xA, in B, or in any assumption on which the upper occurrence of B depends. Fig. 2 . The N I natural deduction inference system for rst-order intuitionistic logic rule) containing the connective for which the rule is named is called the major premise, and other premises are minor premises. The discharge of assumptions is indicated by parentheses. For example, in the -I rule, (A) indicates that occurrences of A at the leaves are discharged by the application of this rule. A formula occurrence B in a tree is said to depend on an assumption A if A occurs as a leaf and is not discharged by a rule application above B. A tree with root B constructed using these inference rules is a deduction of B from the set of formulas ? if all assumptions on which B depends occur in ?. Such a tree is a proof of B if ? is empty.
The inference rules of natural deduction can be speci ed directly in the same manner as those for the L I sequent system, where the conclusion of the rule corresponds to the head of the clause and the premises to the subgoals. In the next subsection, we discuss this speci cation. The corresponding notion to cut-free proofs in L I is normal proofs 15] in N I . To specify N I so that only normal proofs are built is more complicated than simply adding or removing clauses, which was all that was required to eliminate the use of cut in sequent proofs. Here, it is a matter of specifying the rules in a di erent manner. In subsection 4.2, we present such a speci cation. In subsection 4.3, we discuss alternative ways to specify some of the inference rules retaining the property that only normal proofs are built. The alternatives we present are in fact those needed to be able to merge the N I speci cation with the cut-free L I speci cation. Finally, in subsection 4.4, we present an alternative way of handling assumptions so that assumptions in N I correspond to antecedents of sequents in L I . The result is a speci cation that can be merged directly with the one for L I discussed in the previous section.
A Direct Speci cation
To represent natural deduction proofs, we introduce the new primitive type nprf. Here, the basic proof relation is between proofs and formulas (instead of sequents). We introduce the in x predicate # of type nprf -> form -> o for this relation. In the previous section, we adopted the convention of using variable names Q, Q1, Q2, etc., to represent sequent proofs. We use P, P1, P2, etc., here for natural deduction proofs. Several of the introduction rules (I-rules) for this system resemble rules that apply to succedents in the sequential system just considered. The^-I, 9-I, and 8-I rules correspond to examples given in the previous section and can be speci ed similarly as follows. Note that universal quanti cation is used to handle the proviso on the 8-I rule in the same way that it is used for the 8-R sequent rule.
In natural deduction, unlike sequential systems, we have the additional task of specifying the operation of discharging assumptions. Consider the implication introduction rule in Fig. 2 . This rule can very naturally be speci ed as the de nite clause below. This clause represents the fact that if P is a \proof function" which maps an arbitrary proof W of formula A, to a proof (P W) of formula B, then (imp i P) is a proof of (A imp B). Here, the proof of an implication is represented by a function from proofs to proofs. The constant imp i has the type (nprf -> nprf) -> nprf. Notice that while sequential proofs only contain abstractions of type tm, natural deduction proofs may contain abstractions of both types tm and nprf.
Operationally, when backchaining on this clause, the GENERIC operation is used to choose a new object, say c, to replace W and play the role of a proof of the formula A. The AUGMENT goal is then used to add the assumption (c # A) to the current set of program clauses. This clause is then available to use in the search for a proof of B, i:e:, in solving the goal ((P c) # B). The proof of B may contain instances of the proof of A (the constant c). The function P is the abstraction over this constant.
The elimination rules and ?-I can be speci ed similarly to the introduction rules. For example the following formulas specify the^-E and 9-E rules. The 9-E rule contains both a proviso handled by a universal quanti er at the meta-level, and the discharge of an assumption, again handled by meta-level universal quanti cation and implication. Here, P2 is an abstraction over both the rst-order term Y and the proof term W. Note that the proof terms in the heads of these clauses contain more than just the subproofs of the premises as arguments. For example, the missing conjunct in the conclusion of the^-E rules is included in the proof terms for these rules.
As for L I , the set of hh 2 formulas resulting from the direct speci cation of the rules of N I serves both as a speci cation of a theorem prover and as an implementation of a proof checker with respect to the deterministic interpreter. As before, in proof checking, the top-level constant of a proof term completely determines the unique de nite clause to be used in backchaining at each step.
A Speci cation of N I That Constructs Normal Proofs
Before discussing speci cations of N I that construct normal proofs, several definitions are required. We begin by de ning the notion of normal N I proofs as in 15]. The main condition for an N I deduction to be normal is that it must contain no maximal formula, that is, a formula that is the conclusion of an I-rule or ? I and the major premise of an E-rule, since such applications are redundant (as in the example in Fig. 3 (a) ). For the fragment of N I without the _ and 9 connectives, this condition is taken as the de nition of normal. With these connectives in the logic the condition must be made slightly stronger, and requires some further de nitions. A segment in a deduction is de ned to be a sequence of formula occurrences A 1 ; : : :; A n such that the following hold. 1. A 1 is not the conclusion of an application of _-E or 9-E. 2. For i = 1; : : :; n ? 1, A i is a minor premise of an application of _-E or 9-E. 3 . A n is not the minor premise of an application of _-E or 9-E.
All occurrences in a segment are occurrences of the same formula. The deduction in Fig. 3 (b) contains a segment of length 3 of occurrences of A^B. As in 15], we will say a segment is the premise of an application of a rule when its last formula is the premise of the rule. A maximal segment is a segment that begins with a conclusion of an application of an I-rule or ? I and ends with a major premise of an E-rule. The segment of length 3 in Fig. 3 (b) is in fact maximal. Note that a maximal formula is a special case of a maximal segment. A normal deduction is then de ned to be a deduction that contains no maximal segment. Figure 3 (c) contains a normal deduction of r s from fp _ q; p (r s); q (r s)g.
r p _ q p p (r s) (1) -E r s (2)(r s) -E r s _-E r s (2) -E s (3) -I r s (4) (c) Normal deductions can be characterized in terms of the form of certain sequences of formulas called paths. A path in a deduction is a sequence of occurrences A 1 ; : : :; A n such that the following conditions hold. 1. A 1 is a leaf that is not discharged by an application of _-E or 9-E. 2. For i = 1; : : :; n ? 1, A i is not the minor premise of an application of -E or :-E. If A i is the major premise of an application of _-E or 9-E, then A i+1 is an assumption discharged by this application. Otherwise, A i+1 is the conclusion of the rule for which A i is a premise. 3. A n is either the minor premise of -E or :-E or the root of the deduction.
We say that a deduction is an E-deduction if all paths containing the root are E-paths. Note that the subtree rooted at s in Fig. 3 (c) is an E-deduction.
In a normal deduction, each path contains a series of segments divided into two parts: an E-path followed by an I-path such that the last segment in the E-path called the minimum segment is also the rst segment in the I-path. In Fig. 3 (c) , the formula occurrence s is the minimum segment separating the E-paths and the I-paths of the two paths beginning with p (r s) and q (r s). The minor premises and conclusion of applications of _-E and 9-E may appear in the E-path or I-path (or both) of all paths through them. In Fig. 3 (c) , the middle premise and conclusion of _-E, for example, occur in the E-path of the indicated path. Note that an E-deduction is normal if and only if all deductions rooted at a minor premise of an application of -E or :-E are normal.
The division of paths in normal deductions into E-paths and I-paths will be re ected in our speci cation. We will use two relations in specifying the de nite clauses for the inference rules. The rst one is the #e predicate used to relate a formula and a normal E-deduction. For the second, we continue to use #, but this time to relate a formula with a normal deduction. Both predicates have type nprf -> form -> o. Thus, in a provable formula of the form (P #e A), P represents a normal E-deduction of A, while in a provable formula of the form (P # A), P is a normal deduction of A. Operationally, the clauses for the #e relation will apply E-rules, and the clauses for the # relation will apply I-rules and join I-paths and E-paths at the minimum segment.
Using these two predicates, the introduction rules and ? I can be speci ed exactly as in the direct speci cation, except that discharged assumptions are added as facts about the #e relation since they are one-node E-deductions. They may occur at the leaves in larger deductions and will always occur in the E-paths that pass through them. Thus, the -I rule, for instance, is now speci ed as follows.
(imp_i P) # (A imp B) :-pi W\ ((W #e A) => ((P W) # B)).
The elimination rules^-E, -E, :-E, and 8-E are speci ed using the #e predicate since, in a normal deduction, both the major premise and conclusion of all applications of these rules are roots of normal E-deductions. For example, the clauses for the^-E rules now have the following form. The -E rule, on the other hand, is represented by the following clause where the subgoal for the minor premise uses the # predicate. This re ects the fact that the subproof at the minor premise can be an arbitrary normal deduction. By the de nition of path, the root of this subproof will always be the last formula occurrence in the paths through it. The :-E rule is similar.
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_-E and 9-E are each speci ed by two de nite clauses, the rst corresponding to when the minor premises and conclusion occur in I-paths of paths through them, and the second when they occur in E-paths. The following two clauses are those for the _-E rule. Note that when the minor premises of this rule are the roots of arbitrary normal deductions, the conclusion is also at the root of an arbitrary normal deduction, as indicated by the use of the # relation to relate formula C to its various proofs in the head and body of the rst of the two clauses above. On the other hand, when the minor premises of this rule are at the roots of normal E-deductions, as in the latter clause above, the conclusion is also the root of a normal E-deduction. Finally, we must also add the clause P # A :-P #e A. This clause serves to join I-paths and E-paths at the minimum segment. Its declarative reading is that any normal E-deduction is a normal deduction.
Alternative Speci cations for Constructing Normal Proofs
We now discuss several modi cations that can be made to this speci cation. This presentation both illustrates alternative ways of specifying the rules of N I so that only normal proofs get constructed and also brings us closer to a speci cation that corresponds to cut-free L I .
In the speci cation discussed in the previous subsection, the :-E rule would have the following formulation, since it is similar to -E.
(neg_e A P1 P2) #e false :-P1 # A, P2 #e (neg A).
In a normal N I deduction, any occurrence of ? is always in the minimum segment of paths through it, since it cannot be the major premise of an E-rule or the conclusion of an I-rule. As a result, we have the option of modifying the above formula so that # instead of #e appears in the head of the clause. With this modi cation, it is still the case that P in a provable formula of the form (P #e A) represents an E-deduction of A, but now it is one that does not end in :-E. Operationally, the clauses for the # relation now build I-paths in a goal directed fashion, and possibly also add the last segment in the E-paths of paths through false. Clauses for #e will then add the remaining E-paths. We can simplify the speci cation of the previous subsection if we consider the following re nement of normal deductions. We de ne an E-segment in a normal deduction to be a segment whose last occurrence is the conclusion of an application of _-E or 9-E and the major premise of an E-rule. Note that maximal segments are a special case of E-segments. As pointed out to Prawitz by Martin-L of 14], the de nition of normal can be sharpened to require that normal deductions contain no E-segments or maximal formulas. We call such deductions S-normal deductions. In an S-normal deduction, every minor premise or conclusion of an application of _-E and 9-E will appear either in the minimum segment (in which case it is both in the I-path and E-path) or only in the I-path of paths through it. The deduction below is a modi cation of the deduction in Fig. 3 (c) that meets the extra restriction on segments to make it S-normal.
The speci cation for N I that we will eventually merge with the speci cation for L I is one that builds deductions in this sharpened normal form. In order to discuss this speci cation we re ne some de nitions given earlier.
By an E-path, we will still mean a subsequence of a path such that each segment except the last is a major premise of an E-rule, but now we add the additional restriction that each segment must be of length 1. The de nition of I-path remains the same.
In an E-deduction, all paths containing the root must now meet the additional restriction on E-paths. With respect to this modi ed de nition, each path in an S-normal deduction will still contain an E-path followed by an I-path, but now there may not be any overlap in these two parts. The minimum segment will always be in the I-path, but will not be in the E-path if it has length greater than 1.
Note that under these new de nitions, the latter of the two clauses given for _-E in the previous subsection is no longer correct. Even when all three premises are E-deductions, the conclusion will not be, since the root will be in a segment of length greater than 1, and thus paths through it will not be E-paths.
Hence, we must eliminate this clause and the similar one for 9-E. The simple elimination of these two clauses is all that is required to obtain a speci cation that constructs only S-normal deductions. In the remainder of this paper, we use the term \normal" to mean \S-normal" since we now only consider deductions in S-normal form.
With the above modi cations, the remaining clauses with #e in the head are those for^-E, -E, and 8-E. These rules can also be modi ed. We illustrate using the^-E rules. The clauses in subsection 4.2 specifying the^-E rules can be replaced by the following clause with # in the head.
PC # C :-P #e (A and B), (((and_e1 B P) #e A) => (((and_e2 A P) #e B) => (PC # C))).
The declarative reading of this clause is as follows: PC is a proof of formula C if there is a normal E-deduction of conjunct (A and B) (whose proof is P), and from the assumptions that A and B are provable separately (with proofs (and e1 B P) and (and e2 A P) respectively) it can be shown that PC is a proof of C. Operationally, in attempting to nd a normal deduction for any formula C, this clause will look for an E-deduction of a conjunction (A and B), apply both versions of the^-E rule to it to obtain two new E-deductions, add the new subproofs as atomic program clauses, and attempt to nd a normal deduction for C in the environment extended with these new assumptions.
As stated and proved in 15], normal deductions have the subformula property, that is, every formula occurring in a normal deduction of A from ? is a subformula of A or of some formula in ?. In fact, every formula occurring in an E-path is a subformula of a formula in ?, every formula occurring in an I-path is a subformula of A, and every formula occurring in a minimum segment is a subformula of both A and some formula in ?. This property is re ected in the following operational description of our new speci cation. The clauses for the I-rules apply the rules in a backward direction so that the formulas in the subgoals (which correspond to the premises) are always subformulas of the formula in the head of the clause (the conclusion). In contrast, the clauses for^-E, -E, and 8-E apply the rules in a forward direction from the assumptions so that the conclusion is always a subformula of the major premise. In applying E-rules, new E-deductions get built from existing E-deductions and are then added to the program as new facts about the #e relation.
Note that this program can no longer serve as a proof checker with respect to the deterministic interpreter. It is no longer the case that the top-level constant of a proof term completely determines the de nite clause to be used in backchaining. In fact, clauses like the speci cation of^-E above can always be used in attempting to prove an atomic goal for the # predicate since any formula and proof term will be instances of the formula and proof in the head of the clause.
Explicit vs. Implicit Representation of Assumptions in Natural Deduction
In specifying N I we showed that it was quite natural to specify the discharge of assumptions \implicitly" using universal quanti cation and implication at the meta-level. It is also possible to explicitly keep track of assumptions by storing them in a list, and make use of a membership predicate to extract individual elements in much the same way that antecedents were handled in the speci cation of L I . For N I , such assumption lists will contain pairs of formulas associated with their E-deductions. We will call such lists of pairs contexts. We can obtain an \explicit context" speci cation of N I via a systematic modi cation of the de nite clauses of any of the \implicit context" speci cations discussed so far. We illustrate using the formulation in the previous subsection. We continue to use #e and # for the basic relations between a formula and its deductions, but no longer as predicates; they will now have the type nprf -> form -> judg where judg is a new primitive type introduced to represent these basic judgments. Contexts will be lists of elements of type judg l where judg l is, of course, the primitive type introduced for lists of elements of type judg. We must modify each de nite clause so that it has an extra argument for a context, which corresponds to the set of assumptions that exist at the time the rule is applied. We use the sequent arrow --> as our predicate, now used to form \judgment sequents." This predicate has type judg l -> judg -> o and expresses the relation between a context and a single formula paired with a normal deduction or normal E-deduction.
For those clauses that do not involve the use of implication to add assumptions to the program, the modi cation simply requires adding a list and sequent arrow to form a judgment sequent in the head and subgoals of each clause. For example, the clause for^-I is rewritten as follows. The discharge of assumptions as in the -I rule is speci ed as below where the new assumption gets added to the context rather than the program. All other formulas can be modi ed similarly. For example, the clause for^-E adds two assumptions to the context. The formula expressing the fact that a normal E-deduction is a normal deduction is replaced by the following clause.
Gamma --> (P # A) :-Gamma --> (P #e A).
As before, this clause operationally joins E-paths and I-paths at the minimum segment. Finally, we need the following clause for completing E-deductions.
Gamma --> (P #e A) :-memb (P #e A) Gamma.
Of course, the memb predicate here is at type judg. In previous implicit context speci cations, we did not need an explicit clause for closing E-deductions. There, an E-deduction was closed by unifying an atomic goal formula of the form (P #e A) with an atomic clause of the program.
This completes the description of the systematic modi cation from implicit to explicit context speci cations. We now discuss two nal modi cations that can be made to this particular speci cation of N I .
Recall that in the speci cation in the previous subsection, all clauses have # as the predicate occurring in the head. Thus in the modi ed speci cation here, all clauses except for the one immediately above have # as the relation on the right of the sequent arrow in the head of the clause. Hence, whenever an atomic formula of the form (Gamma --> (P #e A)) succeeds, it must be the case that (P #e A) is in the context Gamma. We could in fact remove the clause above for closing E-deductions, and replace each subformula of the form (Gamma --> (P #e A)) with (memb (P #e A) Gamma) directly in the formulas specifying the inference rules. The formula for^-E would then be written as follows. After making such a modi cation, the resulting set of formulas is such that only the # relation appears on the right, while only the #e relation appears on the left of the sequent arrow. Thus, we can distinguish normal E-deductions from arbitrary normal deductions simply by where they occur in judgment sequents. As a result, we no longer need two distinct relations. They can be merged into one. We do so here by simply eliminating the #e relation and adopting # as the single relation between a formula and a deduction. Using this formulation, the above clause for^-E becomes the following formula. The speci cation obtained by making similar modi cations to all of the clauses is the one we will now directly merge with the L I speci cation.
Transforming L I Proofs to N I Proofs
The rst step in merging the speci cations of L I and N I is to combine the data structures for sequents and judgments. We do so using the same constants as before, but now give them the following types.
As before # is used for the relation between a formula and N I deduction. We also again use the sequent arrow for judgment sequents. Here the type seq replaces o since it will no longer serve as the top-level predicate. As in the speci cation of L I , >-is the top-level predicate with the same type as before. Note, though, that the second argument is a judgment sequent in this case. An atomic formula now has the form (Q >-(Gamma --> (P # A))) where Gamma is a list of judgment pairs. If such a formula is provable, it will be the case that Q represents a cut-free L I proof of the sequent whose antecedent contains the formulas in Gamma and whose succedent is A, and P represents a normal N I deduction of A from the formulas in Gamma. In the clauses in this speci cation, the L I rules for introducing a connective on the right of the sequent will be simultaneously speci ed with the corresponding N I introduction rule. Similarly, the rules for introducing a connective on the left in L I will be speci ed with the corresponding elimination rule. Finally, the ?-R rule in L I and the ? I rule in N I will be speci ed together. For example, the rst formula below simultaneously speci es the^-R and^-I rules from L I and N I , respectively, while the second formula speci es both^-L and^-E. They are obtained by a straightforward merging of the corresponding formulas of the separate speci cations. They illustrate how N I proof terms are associated with formulas within a sequent on the right and left, respectively, while the L I proof terms are associated with the entire sequent using the top-level relation.
The following clause simultaneously speci es 8-R and 8-I.
This clause illustrates how universal quanti cation at the meta-level is used to handle simultaneously the provisos on both 8-R and 8-I. Note that both Q and P are abstractions over the variable Y.
As a nal example, consider the formula below for -R and -I. Universal quanti cation is used to introduce a constant to replace the variable W and serve as a proof for hypothesis A. As before, the term P is an abstraction over this constant. It represents a function from proofs of A to proofs of B. Note, on the other hand that, as in the L I speci cation, Q is not an abstraction. The complete speci cation for L I and N I is given in Fig. 4 . Operationally, this program can take on several roles. In a query of the form:
(Q >-(nil --> (P # A))) where both Q and P are logic variables, the program behaves as a theorem prover, and simultaneously constructs proofs in both inference systems. If P is also speci ed, then the program acts as a proof transformer, transforming an N I proof P to an L I proof Q. Conversely, an L I proof Q can be used to guide the construction of an N I proof P. The program is complete with respect to the deterministic depth-rst interpreter for this latter transformation, for the same reason that the L I speci cation is complete as a proof checker. The constant at the head of the proof term Q uniquely determines which de nite clause must be used at each step. The converse, however, is not true since as discussed in subsection 4.3, this formulation of the N I rules cannot serve as a proof checker with respect to the deterministic interpreter because of the clauses for the^-E, -E, and 8-E rules. If however, the depth-rst search strategy of the interpreter were replaced by breadth-rst search, the transformation in this direction would be achieved by this program.
Alternatively, we could modify the speci cation in Fig. 4 so that the transformation from N I to L I proofs works with respect to the depth-rst interpreter. One simple approach involves taking into account the form of E-deductions in S-normal proofs. In such deductions, there is one path to the root that begins at an assumption and contains a sequence of applications of^-E, -E, 8-E, possibly ending in an application of :-E. One or more of the sequent proofs to which such an E-deduction is related will contain a sequence of^-L, -L, and 8-L rules occurring in reverse order to the corresponding I-rules in the natural deduction proof. It is straightforward to write a program to convert an E-deduction to such a corresponding \inverted" sequent proof. Then, a program to convert general N I normal deductions to L I proofs can be obtained by removing the clauses for the^-E, -E, and 8-E rules from the clauses in Fig. 4 and modifying the remaining program to make use of such an inversion procedure for E-deductions.
Conclusion
The program we have presented provides both a declarative and an operational description of the correspondence between the sequent calculus and natural deduction for intuitionistic logic. An interesting next step would be to extend this approach to provide illustrations of other well-known proof-theoretical results. One obvious candidate is the correspondence between cut-elimination in sequent systems and proof normalization in natural deduction. Such a speci cation may provide a program that simultaneously performs both operations.
In Sect. 4.4, we illustrated how to convert the speci cation of Sect. 4.3, which uses meta-level implication for the discharge of assumptions, into a speci cation using explicit assumption lists. It is easy to see that this operation can be performed on any of the \implicit context" speci cations of natural deduction presented here. In fact, this operation is not limited to an intuitionistic objectlogic. Speci cations of natural deduction for classical logic or higher-order logic, for example, could be similarly transformed. Any such explicit context specication can be viewed as a speci cation of a sequent style inference system for the same logic. In the case of N I , the fact that the inference rules could be speci ed in such a way that the corresponding sequent system was exactly L I without the cut rule is a result of the close correspondence between the two. The well-known sequent and natural deduction inference systems for classical logic, for example, cannot be so easily related in this way.
