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Abstract The skills of isotope-enabled general circulation models are evaluated against atmospheric
water vapor isotopes. We have combined in situ observations of surface water vapor isotopes spanning
multiple ﬁeld seasons (2010, 2011, and 2012) from the top of the Greenland Ice Sheet (NEEM site: 77.45°N,
51.05°W, 2484m above sea level) with observations from the marine boundary layer of the North Atlantic
and Arctic Ocean (Bermuda Islands 32.26°N, 64.88°W, year: 2012; south coast of Iceland 63.83°N, 21.47°W,
year: 2012; South Greenland 61.21°N, 47.17°W, year: 2012; Svalbard 78.92°N, 11.92°E, year: 2014). This
allows us to benchmark the ability to simulate the daily water vapor isotope variations from ﬁve different
simulations using isotope-enabled general circulation models. Our model-data comparison documents
clear isotope biases both on top of the Greenland Ice Sheet (1–11‰ for δ18O and 4–19‰ for d-excess
depending on model and season) and in the marine boundary layer (maximum differences for the
following: Bermuda δ18O=~1‰, d-excess =~3‰; South coast of Iceland δ18O=~2‰, d-excess =~ 5‰;
South Greenland δ18O=~4‰, d-excess =~7‰; Svalbard δ18O=~2‰, d-excess =~7‰). We ﬁnd that the
simulated isotope biases are not just explained by simulated biases in temperature and humidity. Instead,
we argue that these isotope biases are related to a poor simulation of the spatial structure of the marine
boundary layer water vapor isotopic composition. Furthermore, we speciﬁcally show that the marine
boundary layer water vapor isotopes of the Bafﬁn Bay region show strong inﬂuence on the water vapor
isotopes at the NEEM deep ice core-drilling site in northwest Greenland. Our evaluation of the simulations
using isotope-enabled general circulation models also documents wide intermodel spatial variability in
the Arctic. This stresses the importance of a coordinated water vapor isotope-monitoring network in order
to discriminate amongst these model behaviors.
1. Introduction
Water stable isotopes (H2
16O, HDO, H2
17O, and H2
18O) have been measured in precipitation and water
vapor since the 1950s [Epstein and Mayeda, 1953; Dansgaard, 1953] as important tools to characterize
and understand the atmospheric hydrological cycle [e.g., Yoshimura, 2015; Galewsky et al., 2016]. Due to
the isotopic fractionation occurring during phase transitions, the water stable isotopic composition is
an integrated product of the physical processes associated with phase change in the atmospheric hydro-
logical cycle. The fractionation coefﬁcients and molecular diffusivities for the individual water stable
isotopes have been determined through controlled laboratory experiments for ice-vapor exchange
[Majoube, 1970; Merlivat and Nief, 1967; Ellehoj et al., 2013] and liquid-vapor exchange [Majoube, 1971;
Majoube, 1970; Merlivat and Nief, 1967; Barkan and Luz, 2007]. Theoretical considerations have led to
parameterizations of the isotopic exchange for precipitation [Stewart, 1975], snow crystal formation
[Jouzel and Merlivat, 1984; Bolot et al., 2013], ocean evaporation [Craig and Gordon, 1965; Merlivat and
Jouzel, 1979], and evapotranspiration from terrestrial vegetation [Wang and Yakir, 2000]. These parame-
terizations have been implemented in a growing number of general circulation models equipped with
water stable isotopes (e.g., LMDZiso [Risi et al., 2010], ECHAM5-wiso [Werner et al., 2011], isoGSM
[Yoshimura et al., 2008], CAM [Lee et al., 2007], and HadCM3 [Tindall et al., 2009]) and in Regional
Circulation Models (RCMs) (e.g., REMOiso [Sturm et al., 2005], COSMOiso [Pfahl et al., 2012], and isoRSM
[Yoshimura et al., 2010]).
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In the rest of this manuscript, we will be using the delta notation introduced by Craig [1961] to describe the
relative abundance of heavy (1H2
18O and 1H2H16O) water stable isotopes relative to the abundance of light
(H2
16O) water stable isotopes
δ ¼ Rsample=RVSMOW  1
   1000 ;
where δ* represents either δ18O or δD and Rsample and Rvsmow are the isotopic ratio of the sample and Vienna
standard mean ocean water (VSMOW) for the respective isotopic species.
The water stable isotopic composition of precipitation and vapor from an air mass represents an integra-
tive tracer for the hydrological processes that the air mass has undergone. As these processes are affected
by climate change, this forms the basis for paleoclimate reconstructions based on records of past precipi-
tation isotopic composition from, for example, ice cores [European Project for Ice Coring in Antarctica
Community Members, 2006; North Greenland Ice-Core Project Members, 2004], calcite [Wang et al., 2008;
Cruz et al., 2005], or cellulose records [Treydte et al., 2007]. However, accurate past climate reconstruction
requires an ability to understand and quantify how weather and climate is recorded in the stable water
isotopes record today and in the past. These issues have been explored using spatial or present-day tem-
poral calibrations, as well as using isotopically enabled atmospheric general circulation models run under
different climate states, e.g., for the previous interglacial [Masson-Delmotte et al., 2011; Sime et al., 2013],
the Last Glacial Maximum [Lee et al., 2008], for the glacial-interglacial transition [Schoenemann et al.,
2014], and for the Holocene [LeGrande and Schmidt, 2009]. To allow a robust comparison between ice core
records and isotope-enabled simulations, the validity of the representation of water stable isotope in these
models therefore needs to be demonstrated.
Here we focus on Greenland, where well-dated, high-resolution ice core records provide accurate information
on spatiotemporal variations in water stable isotopes during the recent glacial-interglacial transition
[Steffensen et al., 2008]. This focus on Greenland is also motivated by the fact that moisture transport toward
the ice sheet is key for the ice sheetmass balance and its global impacts [Vernon et al., 2013;Hanna et al., 2013;
Schuenemann and Cassano, 2009]. Finally, it is also justiﬁed by the control of large-scale atmospheric circula-
tion on moisture transport, through weather regimes and the North Atlantic Oscillation [Ortega et al., 2015;
Merz et al., 2013]. As these large-scale atmospheric circulation features are well captured by atmospheric rea-
nalyses, simulations performed with atmospheric models that are equipped with water stable isotopes and
nudged to reanalyses can provide a framework to test the capacity of the isotope-enabled simulations.
We now brieﬂy summarize the state-of-the-art for evaluating the performance of isotopic atmospheric mod-
els for Greenland. Note that most studies using ice core records have ignored postdeposition effects (e.g.,
wind scouring and snowmetamorphism) and directly compared the simulated precipitation-weighted isoto-
pic composition with seasonal or annual ice core signals.
Several studies have documented systematic biases in the simulated mean annual precipitation-weighted
δ18O against ice core mean records. Such biases have been shown evidence of using both nudged and free
running general circulation models (GCMs) and nudged RCMs [Werner et al., 2001; Sjolte et al., 2011; Steen-
Larsen et al., 2011]. Using isotope-enabled GCMs nudged to reanalysis products, e.g., ERA-Interim [Dee
et al., 2011], it is possible to compare simulated interannual variation directly with the observed variability
(e.g., from ice core and precipitation monitoring data) [Steen-Larsen et al., 2011; Masson-Delmotte et al.,
2015a]. The ability to capture the mean value and the interannual variability of δ18O (including the recent
increasing trend in northwest Greenland) was shown to depend both on the model and on the reanalyses
and nudging methods [Masson-Delmotte et al., 2015a].
We now focus on the second-order deuterium excess parameter (d-excess = δD 8× δ18O) [Dansgaard,
1964]. Using direct water vapor isotope observations from different locations along one remarkable extratro-
pical atmospheric river event, Bonne et al. [2015] recently showed that moisture source d-excess appears to
be conserved during atmospheric transport. The theoretical assumption that source d-excess is inﬂuenced by
local evaporation conditions [Merlivat and Jouzel, 1979] has also been supported by observations, e.g., in the
Arctic [Kurita, 2011], in the tempered North Atlantic [Steen-Larsen et al., 2015], in the western subtropical
North Atlantic [Steen-Larsen et al., 2014b], and eastern tropical North Atlantic [Benetti et al., 2014], and in simu-
lations [e.g., Jouzel et al., 2013]. These lines of evidence support the interpretation of Greenland d-excess
records in terms of changes of evaporation conditions, including marine boundary layer characteristics.
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While such features also arise from conceptual models [e.g., Johnsen et al., 1989;Masson-Delmotte et al., 2005;
Uemura et al., 2012], the ability of isotope-enabled GCMs to correctly represent Greenland d-excess has only
been partly assessed.
Using the ECHAM5-wiso and LMDZiso model nudged to respectively ERA-Interim [Dee et al., 2011] and
National Centers for Environmental Prediction (NCEP)-20CR [Compo et al., 2011] reanalysis product
Masson-Delmotte et al. [2015a] showed that better agreement existed between simulated mean annual
precipitation-weighted δ18O and observations in northwest Greenland than for the d-excess mean value
and variability. It was also shown that the simulation was sensitive to the choice of the reanalysis product
[Masson-Delmotte et al., 2015a; Steen-Larsen et al., 2011].
Moreover, recent parallel summer observations of vapor and snow surface isotopes in both Greenland and
Antarctica have shown evidence of air-snow vapor exchanges and alteration of the initial snowfall isotope
signal in-between successive precipitation events [Steen-Larsen et al., 2014a, 2013; Ritter et al., 2016]. This
challenges the classical comparison of simulated precipitation-weighted isotopes directly with ice core iso-
tope records. Here we circumvent this source of uncertainty as well as the averaging process inherent to
the ice core signals by comparing model outputs with direct observations of surface water vapor isotopes.
Atmospheric water vapor observations with hourly resolution indeed permit model-data comparison at
the weather scale. We do not expect the local evaporation to signiﬁcantly inﬂuence the synoptically driven
water vapor isotopes due to difference in magnitude of signal.
Early water vapor isotope observations were restricted by the effort needed to collect and measure samples.
This involved cold-trap sampling for subsequent laboratory measurement using isotope ratio mass spectro-
metry. Thanks to the development of commercial water vapor isotope laser spectrometers in the 2000s, it is
now possible to accurately and precisely measure in situ the water vapor isotopic composition with a tem-
poral resolution of a fewminutes [Crosson et al., 2002; Baer et al., 2002]. The development of robust calibration
systems and protocols has further provided calibrated data sets processed at 10min resolution, reaching
respective accuracy and precision for δ18O, δD, and d-excess of 0.23‰, 1.4‰, and 2.3‰ in Greenland
[Steen-Larsen et al., 2013], and approximately twice the accuracy in the subtropics [Steen-Larsen et al.,
2014b]. Moreover, autonomous operation can be achieved for weeks to months using custom made calibra-
tion systems [Bailey et al., 2015; Steen-Larsen et al., 2014b].
Emerging studies have used such new vapor isotopic composition data for comparison with outputs from
isotope-enabled GCMs. Most of these studies used the modeling framework to understand the processes
at play. For instance, Okazaki et al. [2015] combined the isoGSM model with in situ observations from West
Africa to show that upstream precipitation amount is modulating the isotopic signal during the West
African monsoon season. Wei et al. [2016] quantiﬁed the seasonal variability in the fraction of local moisture
over a rice paddy in Japan originating from evapotranspiration using combined in situ water vapor isotope
observations and simulations from the isoGSM model. For Greenland, Steen-Larsen et al. [2013] compared
d-excess observations from the NEEM site (above the northwest Greenland ice sheet) with outputs of the
LMDZisomodel, including water tagging. Themodel outputs were used to identify the fraction of local moist-
ure with an Arctic origin. The simulated vapor isotopic composition showed systematic biases and had much
lower day-to-day variability than observed. The lack of variability in simulated d-excess was also identiﬁed in
LMDZiso on coastal South Greenland [Bonne et al., 2014]. Interestingly, both the LMDZiso and ECHAM5-wiso
models are capable of correctly simulating the low d-excess of moisture transported toward South Greenland
and NEEM along an atmospheric river event [Bonne et al., 2015] but do not produce the high d-excess asso-
ciated with Arctic air masses. These preliminary ﬁndings, restricted to a short observation period, motivate
systematic model-data comparisons.
The purpose of this paper is therefore to develop methodologies for comparing daily mean observations of
atmospheric water vapor isotopes obtained during several summers at the NEEM site with outputs from ﬁve
different simulations using AGCMs (ECHAM5-wiso, isoGSM, LMDZiso-no_seaice, LMDZiso-seaice, and
LMDZiso-no_seaice_zoom, when referring to the combined set of LMDZiso simulation we will refer to simu-
lations simply as “LMDZiso”), nudged to reanalysis products. We have analyzed the ability of these models to
capture mean values, as well as day-to-day variability, and characteristics of isotope-humidity relation related
to both air mass distillations and changes in moisture origins. This ﬁnally motivates a comparison of themean
spatial patterns of North Atlantic/Arctic surface water vapor isotopic composition.
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This manuscript is organized in the following way. Section 2 describes our observations, the different models,
and the simulation setup. Section 3 is devoted to the model-data andmodel-model comparisons. The discus-
sion of section 4 is focused on model skills and biases, in relation to the role of the initial water vapor isotopic
composition in the source region. It also investigates the implications of these errors for the use of these
models for ice core data interpretation, and future pathways to better simulate the atmospheric water vapor
isotopic composition above and around the Greenland ice sheet. Our key conclusions and recommendations
for future work are summarized in section 5.
2. Observation and Simulation Data Sets
2.1. Atmospheric Observations
Atmospheric monitoring was carried out as part of the international deep drilling program at the NEEM site in
northwest Greenland (77.45°N, 51.05°W; 2484mabove sea level (asl)) during 178 days across the summer sea-
son ﬁeld campaigns of 2010 (24 May to 3 August), 2011 (5 July to 3 August), and 2012 (21 May to 3 August).
Within the framework of the International Polar Year, the international deep drilling at NEEM was initiated in
2007. From this project the ﬁrst Greenland record spanning the previous interglacial period was produced
[NEEM Community Members, 2013] as well as a stacked ice core record based on multiple shallow ice cores
spanning the past couple of centuries [Masson-Delmotte et al., 2015a]. As part of the NEEM surface program
in addition to surface air temperature measurements, water vapor isotope observations (including humidity)
were performed using either a Los Gatos Research Inc. ICOS-analyzer (2010 season) or a Picarro Inc. CRDS-
analyzer (2011 and 2012 season). The water vapor isotopic composition was measured at 1m (2010 season)
and at 3m (2011 and 2012 season) above the snow surface. We only observed differences between measure-
ments at these different heights during diurnal variations and did not identify systematic differences for daily
average values [Steen-Larsen et al., 2013]. The reader is referred to the original publications of our data sets
(temperature, humidity, and water vapor isotope data) for detailed descriptions of themeasurement and cali-
bration protocols [Steen-Larsen et al., 2014a, 2013], and the reader is referred to these papers for details on
measurements and calibration protocol. The estimated uncertainty on δ18O, δD, and d-excess is ~0.23‰,
1.4‰, 2.3‰, respectively [Steen-Larsen et al., 2013].
Altogether, the multisummer mean values for temperature, humidity, δ18O, δD, and d-excess at NEEM are of
8.3°C, 3500 ppmv,39‰,286‰, and 26‰, respectively (Tables 1 and S1 in the supporting information).
Average seasonal temperature and humidity mean values vary between 9.5 and 6.8°C, and 3200 to
4500 ppmv. We note that the warmest and wettest season is observed in 2011 because our shorter measure-
ment campaign only occurred during the middle of the summer.
Daily mean δ18O and δD vary between 52‰ and 27‰ for δ18O, and between 393‰ and 202‰ for
δD. Seasonal mean values range from 40.5‰ to 38.0‰ for δ18O and 294‰ to 281‰ for δD. Large
variations occur in daily mean d-excess values, from 12‰ to 52‰, with large interdaily variations during
summer 2010. However, seasonal mean values only vary between 23‰ and 29‰.
In the model-data comparison, we will also use mean summer values of isotopic composition from three sites
in the North Atlantic marine boundary layer: Bermuda Islands (32.26°N, 64.88°W) [Steen-Larsen et al., 2014b],
Iceland (63.83°N, 21.47°W) [Steen-Larsen et al., 2015], and unpublished recent data from Svalbard (78.93°N,
11.03°E) [Masson-Delmotte et al., 2015b]. Measurements carried out at these stations have all been calibrated
Table 1. Characteristics (Mean Value Over the Observation Period and Associated Standard Deviations) of Observed and Simulated Daily Mean Humidity, δ18O,
d-Excess, and Surface Air Temperaturea
Observations ECHAM5-wiso isoGSM LMDZiso-no_seaice/seaice LMDZiso-no_seaice-zoom
Humidity (ppmv) 3900 1400 4000 1200 5200 +/-1500 3600 1000 3100 1000
δ18O (‰) 39.0 4.7 36.3 4.3 28.1 3.3 31.9 2.9 29.5 2.9
δD (‰) 286 30 272 32 213 24 240 22 226 23
d-excess (‰) 26 7 17 4 13 5 15 2 9.7 1.4
Temperature (°C) 8.4 4.2 9.0 3.8 4.9 4.3 9.4 3.6 11.0 3.8
Elevation (m.a.s.l) 2480 2340 2000 2300 2500
aThe bottom line displays the elevation of the NEEM site and the corresponding model grid cell.
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using standards referenced against the international VSMOW-SLAP scale using protocols described in [Steen-
Larsen et al., 2014b].
2.2. Model Description and Simulation Setup
In this paper, we use outputs from ﬁve different simulations carried out using three different atmosphere-
only GCMs. We ﬁrst describe the different model resolutions. ECHAM5-wiso [Werner et al., 2011] is run at
T106L31 resolution corresponding to approximately 1.125° × 1.125° horizontal grid size and 31 vertical levels.
IsoGSM [Yoshimura et al., 2008] is run in T63L28 resolution corresponding to approximately 1.875° × 1.875°
horizontal grid size and 28 vertical levels. LMDZ4iso [Risi et al., 2010] is run in two different resolution conﬁg-
urations. The ﬁrst one (referred hereafter as LMDZiso-no_seaice and LMDZiso-seaice) has a spatial resolution
of 2.5° (latitude) by 3.75° (longitude) and 39 vertical levels. The second conﬁguration (referred hereafter as
LMDZiso-no_seaice-zoom) has a zoomed grid centered on the North Pole allowing a higher latitudinal
resolution between 65° and 90°N (0.37°), but a reduced resolution at lower latitudes (1.1° at 40°N, and 2.5°
at 25°N). Also, in the zoom version the longitudinal resolution is 3.75°. For the different model simulations
the top of the lowest grid level is about 25–35m for representative locations in the subtropical Atlantic.
Typically for the different model setups the number of grid boxes in the subtropical oceanic planetary bound-
ary level varies between 7 and 11.
Hereafter, we use model outputs at the grid point encompassing the NEEM camp with a true elevation of
2480masl. The model simulation grid point elevation is 2340masl, for ECHAM5wiso, 2000m for isoGSM,
2300m for LMDZiso-no_seaice/seaice, and ﬁnally 2500m for LMDZiso-no_seaice-zoom (Table 1). These dif-
ferences have implications for simulated temperature, moisture transport, and isotopic distillation. We note
that the used simulated water vapor isotopic value is the mean of the lowest grid cell, while the measured
water vapor isotopic composition is measured at 1 and 3m above the snow surface. This difference in eleva-
tion betweenmeasured and simulated isotopes will have a signiﬁcant inﬂuence on the diurnal variability, but
we do not expect a signiﬁcant inﬂuence on the synoptic variability.
We now describe the different nudging techniques. ECHAM5-wiso is run nudged to the wind, temperature,
and surface pressure ﬁelds from ERA-Interim [Dee et al., 2011]. IsoGSM is run nudged to wind and tempera-
ture ﬁelds from NCEP-DOE R2 [Kanamitsu et al., 2002]. All of the LMDZiso simulations are nudged only to the
wind ﬁeld from the ECMWF-operational analysis.
Different initializations of ocean surface isotopic composition are also implemented. ECHAM5-wiso uses the
global seawater δ18O database version 1.1 [LeGrande and Schmidt, 2006] and assumes a seawater d-excess of
zero, while isoGSM is prescribed a homogeneous ocean surface isotopic composition of 0‰ globally.
LMDZiso simulations are prescribed a homogeneous ocean surface isotopic composition (0.5‰ and 4.0‰
for δ18O and δD, respectively).
Finally, sea ice and sea surface temperature (SST) are provided by ERA-Interim for ECHAM5-wiso and by the
NCEP reanalysis for isoGSM. SST is prescribed by the NCEP reanalysis for LMDZiso. Sea ice is prescribed for
LMDZiso in two different conﬁgurations. For LMDZiso-no_seaice and LMDZiso-no_seaice-zoom no sea ice
exists once the surface temperature of the Arctic is above1.8°C. This means that there is no sea ice coverage
in the Arctic during June–August. For the LMDZiso-seaice simulation the extent of the sea ice is equivalent
with sea ice extent in ECHAM5-wiso.
Of course, differences between the simulations will also arise from the differences in the atmospheric model
themselves, especially the model physical parameterizations affecting the water cycle, and from differences
in the implementation of water stable isotopes. The reader is referred to the initial model description papers
for details on the water isotope implementation. In all these models, isotopic fractionation associated with
ocean evaporation is parameterized as in Merlivat and Jouzel [1979], and isotopic fractionation during snow
crystal formation is also systematically prescribed following Jouzel and Merlivat [1984], albeit with differences
in the parameterization of the supersaturation dependency on temperature. LMDZiso is using the function
S= 1.0–0.004 T. The fractionation coefﬁcient is implemented in EHCAM5-wiso and isoGSM as a linear interpo-
lation between that of ice and that of water for temperatures above 35°C (ECHAM5-wiso) and 20°C
(isoGSM). For ECHAM5-wiso below 35°C, the supersaturation function S= 1.0–0.004 T is used, while for
isoGSM, below20°C, the supersaturation function S=1.0–0.003 T is used. We note that nudging differences
for the different simulations also constitute an impediment to the individual model versus data evaluation.
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However, we expect this to only be a minor effect. We refer the reader to Yoshimura and Kanamitsu [2008] for
a discussion of the inﬂuence on the modeling skills by nudging technique.
We note that these models have crude representations of snow-atmosphere exchanges. For this purpose, we
do not compare their results with our observations at the subdiurnal scale and focus on daily average values.
3. Results
3.1. NEEM Model-Data Comparisons
Figure 1 displays the various model outputs with our daily observations for the three seasons 2010, 2011, and
2012. To varying degrees, the models capture part of the observed day-to-day variability in temperature,
humidity, and δ18O but fail to reproduce the observed variations in d-excess.
In order to better quantify systematic biases in themodels, we have reported the average observed and simu-
lated values in Tables 1 and Figure S1. First, we note that the simulation using LMDZiso-no_seaice and
LMDZiso-seaice results in the same temperature, humidity, and isotopic variation at the NEEM site on top
of the Greenland Ice Sheet (notice that the lines are on top of each other in Figure 1). Second, we note that
the range of simulated temperature and humidity in ECHAM5-wiso and LMDZiso is compatible with NEEM
observations. We identify a warm and moist bias for isoGSM, consistent with a lower local elevation
(Table 1). All models underestimate the isotopic depletion at NEEM and produce too enriched δ18O as
well as too low d-excess levels. Surprisingly, LMDZiso-no_seaice-zoom deviates more from the NEEM
observations than LMDZiso-no_seaice/seaice, as it produces colder and drier conditions, but lower
(6‰) d-excess and more enriched (+2.5‰) δ18O values, compared to LMDZiso-no_seaice/seaice. In this
case, the zoom version with higher spatial resolution leads to larger errors in the model simulation of
stable water isotopes above NEEM.
Figure 1. Daily observed (black) and simulated values at NEEM of surface (2m) air temperature (°C), humidity (ppmv), δ18O, and d-excess (‰) (blue, ECHAM5-wiso;
red, isoGSM; green, LMDZiso-no_seaice; light blue, LMDZiso-seaice; and dark yellow, LMDZiso-no_seaice-zoom) for 2010 (left column), 2011 (middle column), and
2012 (right column).
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The characteristics of humidity and temperature of all simulations align on the Clausius-Clapeyron relation-
ship (supporting information Figure S5). This emphasizes the strong control of the simulated temperature
on the simulated humidity.
Figure 1 shows a coherent pattern between the individual simulations of the day-to-day variability for tem-
perature and humidity, as expected from the fact that each simulation is nudged to reanalysis products.
However, this is not the case for the simulations of the water vapor isotopic composition. It is particularly
obvious when comparing the same model, but with different spatial resolution (LMDZiso-no_seaice/seaice
and LMDZiso-no_seaice-zoom). This shows that each simulation differs in the transport of moisture, and/or
in the isotopic composition of moisture from different sources and suggests that evaluating the model-data
agreement using water isotopes may provide additional insight.
In order to provide quantitative information on skills of the models in simulating the day-to-day isotopic
variability, we now employ the classical Taylor diagrams [Taylor, 2001], developed for model evaluation
and model-intercomparisons (Figure 2) and investigate the linear relationships between model outputs
and observations (Table 2).
All models have good skills for air temperature day-to-day variability (R> 0.82) and humidity (R> 0.79). The
warm bias of isoGSM appears even more strongly as a wet bias, coherent with the exponential shape of the
Clausius-Clapeyron relationship (Figure 2b, red circle). Similarly, the cold bias of LMDZiso-no_seaice-zoom
results in a reduced skill for humidity compared to its skill for temperature.
The different simulations rely on different nudging methodologies. Surprisingly, even though LMDZiso simu-
lations are only nudged to large-scale winds, they have similar skills for air temperature and humidity as
ECHAM5-wiso and isoGSM, which are also nudged to temperature.
While ECHAM5-wiso produces rather similar skills for δ18O and for humidity, this is not the case for isoGSM
and LMDZiso, which all have lower performance for δ18O. We note that the zoom version of LMDZiso pro-
duces better results for δ18O day-to-day variability, despite larger systematic biases.
Finally, the model skills for d-excess are poor, with correlation coefﬁcients ranging from about 0.1 to 0.3.
While LMDZiso produce the smallest day-to-day d-excess variability, these simulations show some
correlation with the observed d-excess variability (R = 0.2 to 0.3), while the other models fail to achieve
this. Puzzlingly, the zoom version seems to improve the LMDZiso model skill for δ18O but degrades it
for d-excess.
We have also investigated the model skills for each summer season. Due to the occurrence of several extra-
tropical storms during summer 2012, including a remarkable atmospheric river event, which was an event
that brought a large amount of moisture through a narrow corridor from the subtropics and to the
Greenland Ice Sheet [Bonne et al., 2015], all models show the best skills in simulating the observed δ18O
and d-excess during this 2012 season (Figure S1 in supporting information). This implies that the transport
of moisture along the North Atlantic and the isotopic characteristics of the initial vapor formed in the
North Atlantic subtropics are correctly captured by all models.
3.2. Comparison With Other North Atlantic Sites
Figure 3 shows the observed versus simulated relationship between δ18O and humidity for the NEEM site, as
well as for three marine boundary layer sites in the North Atlantic (Bermuda, Iceland, and Svalbard). The data
depict an enhanced slope for NEEM, a feature expected both from a Rayleigh distillation and from a mixing
process (Figure 3). A mixing line (the line formed in a δ18O-humidity plot, when mixing with varying degree
two different end-members of distinct δ18O and humidity value) and a Rayleigh distillation line starting from
Bermuda (the line formed in a δ18O-humidity plot, when an air parcel is distilled continuously and the con-
densate is removed immediately) is shown in the ﬁgure.
NEEM observations depict a close relationship between δ18O and humidity (R=0.7), with a steep slope.
Models generally underestimate the strength of the correlation, with the exception of isoGSM, which may
be related to its wet bias and larger simulated humidity variability. All but ECHAM5-wiso severely underesti-
mate the δ18O-humidity slope (Table 3 and Figure 4). When comparing the different sites, it appears that
LMDZiso_no_seaice and LMDZiso-no_seaice-zoom tend to produce a pattern for Svalbard, which is closer
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to the theoretical mixing line than the Rayleigh distillation line. However, for the LMDZiso_seaice simulation
the pattern for Svalbard is closer to the Rayleigh distillation line, which illustrates the inﬂuence of the sea ice
extent on the air mass mixing in the Arctic perhaps resulting in a decrease exchange between the atmo-
sphere and the ocean.
Figure 2. Taylor diagrams showing the normalized standard deviation and the correlation coefﬁcient of each simulation
output (color) with the observations (black) for different variables at NEEM (from top to bottom: air temperature, humid-
ity, δ18O, and d-excess). The right panels depict the direct comparison of model outputs (y axis) against observations (x axis)
for each variable, using the data sets for all three seasons.
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We now explore the relationships between d-excess and δ18O (Figure 4 and Table 3). Despite its warm and
wet bias, and its mismatch for the slope between δ18O and humidity, isoGSM is the only model able to cap-
ture the observed d-excess versus δ18O relationship. All other models strongly underestimate the slope of the
relationship between d-excess on δ18O. For the LMDZiso-no_seaice-zoom model the d-excess versus δ18O
slope is about half of the slope for LMDZiso-no_seaice/seaice.
Table 2. Linear Analysis of Relationships Between Simulations and Observations (Slope and Correlation Coefﬁcients, R)
Calculated Using the Whole Data Set (187 Daily Mean Values Over Three Seasons)a
ECHAM5-wiso isoGSM LMDZiso-no_seaice/seaice LMDZiso-no_seaice-zoom
Temperature 0.77 0.04 0.84 0.04 0.74 0.03 0.77 0.03
R = 0.85 0.04 R = 0.82 0.04 R = 0.87 0.04 R = 0.86 0.04
Humidity 0.71 0.05 0.89 0.05 0.62 0.03 0.60 0.03
R = 0.83 0.05 R = 0.83 0.05 R = 0.81 0.05 R = 0.83 0.04
δ18O 0.76 0.05 0.55 0.04 0.40 0.04 0.46 0.04
R = 0.78 0.05 R = 0.74 0.05 R = 0.61 0.06 R = 0.70 0.05
δD 0.82 0.04 0.57 0.04 0.42 0.04 0.49 0.04
R = 0.81 0.04 R = 0.76 0.05 R = 0.62 0.06 R = 0.70 0.05
d-excess 0.09 0.04 0.07 0.06 0.08 0.02 0.04 0.015
R = 0.16 0.08 R = 0.09 0.08 R = 0.27 0.07 R = 0.19 0.07
aNotice that the calculated slopes for the d-excess is not signiﬁcant as determined using an F test at the 95% conﬁ-
dence level (marked with italic). The uncertainty on the slope represents the standard deviation and the uncertainty
on the correlation coefﬁcient represents the standard error.
Figure 3. Observed (upper left) and simulated relationships between δ18O and humidity for Bermuda (triangles), Iceland (inversed triangles), Svalbard (crosses), and
NEEM (open circles). In all panels, the cyan solid line represents the same theoretical calculation of a Rayleigh distillation model starting from the observed Bermuda
data and the red solid line represents a theoretical mixing line between two observed end-members (Bermuda and NEEM).
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We further investigate now the differences between the two spatial resolution LMDZiso simulations
(no_seaice/seaice versus no_seaice-zoom simulations) (Figure S2 and Table S2 in the supporting informa-
tion). We observe that these simulations produce high correlation between their simulation outputs of
temperature (R= 0.99), humidity (R = 0.90), and δ18O (R = 0.88), but major differences for d-excess
(R = 0.47). It can be noted that the d-excess versus δ18O relationship of LMDZiso-no_seaice-zoom deviates
more from the observed one than that of LMDZiso-no_seaice/seaice. This strengthens the earlier
seemingly puzzling conclusions that the enhanced resolution tends to increase the LMDZiso model biases
for water isotopes.
We ﬁnally explore whether model biases at the NEEM site may result from model biases in simulating the
initial vapor isotopic composition in the marine boundary layer. For this purpose, we compare the simulated
spatial distribution of δ18O and d-excess in the lowest model layer in the North Atlantic sector (Figure 5). As
expected from their similar representation of evaporation fractionation processes, all models produce similar
spatial patterns in the North Atlantic. However, large intermodel differences appear in the Bafﬁn Bay region,
Canadian Arctic, and the Arctic Ocean. Locally, the intermodel spread can reach up to 3000 ppmv for humid-
ity, 8‰ for δ18O, and 10‰ for d-excess (Figure S3). We show in the supporting information (Figure S4) the
mean June–August (JJA) sea ice cover for isoGSM and ECHAM5-wiso (LMDZiso-seaice uses the same sea
ice extent as ECHAM5-wiso).
When compared with the “climatological” JJA average from in situ measurements, available from Bermuda,
Iceland, South Greenland (Ivittuut), and Svalbard, we note that all models tend to underestimate (too
depleted) the δ18O level in Bermuda but produce results consistent with observations for Iceland. A group
of three models (ECHAM5wiso, LMDZiso_no_seaice, and LMDZiso-no_seaice-zoom) produce too enriched
values in South Greenland and Svalbard. This seems to arise from their simulated enriched δ18O values in
Bafﬁn Bay and in the Arctic regions (Figures 6 and S3). By contrast, isoGSM and LMDZiso-seaice produces rela-
tively depleted surface δ18O levels in the Arctic and Svalbard. These results imply that (i) model biases for
NEEM are not representative of Arctic surface vapor results; (ii) there is no robust multimodel pattern in
Arctic surface vapor δ18O, and results are highly model dependent; (iii) models fail to correctly simulate the
latitudinal gradient in surface vapor δ18O. The enriched bias in Greenland and North Atlantic seems to be part
of a general hemispherical problem as documented by Risi et al. [2012] based on satellite observations and
simulations from the SWING2 model intercomparison exercise.
The d-excess observations show a positive meridional surface vapor d-excess gradient, with lower values in
Bermuda, and increasing high values toward the Arctic. This compilation conﬁrms the hypothesis of Steen-
Larsen et al. [2013] and Steen-Larsen et al. [2015], purely based on NEEM data and observations from
Iceland and South Greenland projected on the origin of corresponding air mass trajectories, and the work
of Kurita [2011]. This northward d-excess increase is not captured by any of the simulations, which tend to
produce low values in the Greenland Sea. Again, isoGSM and LMDZiso-seaice produces high d-excess values
for the Canadian Arctic and Arctic Ocean, possibly coupled to the low δ18O values and intense distillation. This
analysis suggests that the model biases at NEEM for d-excess likely result from model biases in the represen-
tation of the marine boundary layer d-excess, especially in areas such as the Bafﬁn Bay and the Arctic region
around Greenland.
Table 3. Linear Regression Results (Slope and Correlation Coefﬁcients, R) for Observed and Simulated Relationships
Between δ18O and Temperature, δ18O and Humidity, and d-Excess Versus δ18O at NEEM (Figure 4)a







0.82 0.05 0.73 0.06 0.54 0.04 0.43 0.05 0.44 0.05
R = 0.78 0.05 R = 0.65 0.06 R = 0.70 0.05 R = 0.55 0.06 R = 0.57 0.06
δ18O versus
humidity
2.5e3 0.2e3 2.3e3 0.2e3 1.59e3 0.12e3 1.6e3 0.2e3 1.7e3 0.2e3
R = 0.77 0.05 R = 0.61 0.06 R = 0.71 0.05 R = 0.55 0.06 R = 0.59 0.06
d-excess versus
δ18O
0.99 0.09 0.64 0.04 0.99 0.09 0.49 0.04 0.22 0.03
R =0.64 0.06 R =0.77 0.05 R =0.64 0.06 R =0.71 0.05 R =0.48 0.07
aThe uncertainty on the slope represents the standard deviation and the uncertainty on the correlation coefﬁcient
represents the standard error.
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4. Discussion
4.1. Model Performance for
Temperature and Humidity
Some of the simulation biases likely arise
from differences in surface elevation at
the NEEM location (and possibly also from
the shape of the ice sheet), such as the dif-
ferent temperature biases in LMDZiso or
the warm bias of isoGSM. The ECHAM5-
wiso and LMDZiso show a cold bias. This
is in contrast to earlier model evaluations
for Greenland using different model simu-
lations [Sjolte et al., 2011; Walsh et al.,
2008]. This difference could potentially
arise because those simulations were not
nudged. It is notable that the zoom version
of LMDZiso does not improve the model
skill for day-to-day temperature variations
(supporting information Figure S2 and
Table S2).
Across all models, simulated humidity and
air temperature are generally related
through the Clausius-Clapeyron relation-
ship (Figure S5). Model biases in the humid-
ity could be a result of the simulated bias in
the temperature, which in part is controlled
by elevation and indirectly the model reso-
lution. Model skill for day-to-day humidity
is generally close to that for temperature.
It is not improved by complex nudging
schemes including temperature and sur-
face pressure. When comparing the mod-
eled relative humidity for the different
simulations with the observed relative
humidity, it is generally observed that for
high relative humidity the modeled relative
humidity is too low and vice versa (ﬁgure
not shown). This is consistent with the
observation that the slope of the modeled
humidity versus observed humidity is less
than 1 and smaller than the slope for the
modeled temperature versus observed
temperature (Figure 2 and Table 2). The
model bias in speciﬁc humidity is primarily
mainly due to the model bias in
relative humidity.
4.2. Model Performance for δ18O
We observe a systematic positive bias of
simulated δ18O at NEEM against surface
vapor observations. This ﬁnding is consistent with earlier studies reporting a positive bias when comparing
precipitation isotopic composition with Greenland ice core data [Steen-Larsen et al., 2011; Sjolte et al., 2011;
Masson-Delmotte et al., 2015a]. Our intercomparison of model biases for vapor δ18O shows that they cannot
Figure 4. Observed (black) and simulated (colors) relationships
between NEEM δ18O and temperature (top), NEEM δ18O and humid-
ity (middle), and NEEM d-excess versus δ18O (bottom). Linear regres-
sion results are displayed in Table 3.
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be simply attributed to temperature or humidity biases: even for a given speciﬁc humidity, simulated vapor
δ18O is more enriched than observed (Figure 4). This challenges the earlier explanations of the enriched bias
observed in Greenland ice core data (assuming that vapor δ18O is linked with precipitation δ18O) and rather
points to the role of upstream processes.
We ﬁrst test if the relationship between δ18O and humidity simulated for the NEEM site is representative for
conditions above the Greenland Ice Sheet. In the supporting information (Figure S6) is shown the distribution
of δ18O versus humidity for all of the grid cells covering Greenland. We note that the relationship observed for
NEEM is consistent with the relationship for the rest of Greenland.
We also notice, based on analysis of spatial patterns that the model biases for NEEM δ18O may result either
from too enriched δ18O in the North Atlantic marine boundary layer vapor, and/or from too low surface
humidity values in areas of the North Atlantic and Arctic (Figures 3 and 5). This is supported by coherent inter-
model differences in the North Atlantic and for NEEM. For instance, LMDZiso-no_seaice-zoom produces the
most enriched δ18O in the North Atlantic marine boundary layer, and LMDZiso produce the lowest humidity
in the marine boundary layer. As expected from a Rayleigh distillation toward NEEM, they produce more
enriched δ18O than ECHAM5-wiso, despite similar local humidity levels. Focusing now on LMDZiso
(Figure 6), we stress large differences in the simulations of Bafﬁn Bay surface δ18O between LMDZiso-no_-
seaice and LMDZiso-no_seaice-zoom, similar to their offsets at NEEM, coherent with the documentation of
storm tracks from this area to NEEM [Steen-Larsen et al., 2011]. Further investigations are required to
Figure 5. Spatial patterns in the mean JJA surface vapor isotopic composition: from the left δ18O, d-excess, RHsst, and SST for each model (from the top:
ECHAM5wiso, isoGSM, LMDZiso-no_seaice, LMDZiso-no_seaice-zoom, and LMDZiso-seaice). The “climatology” from observations in Bermuda, Iceland, South
Greenland, and Svalbard data is displayed as ﬁlled circles in each panel.
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understand the processes affecting the Bafﬁn Bay surface vapor isotopic composition whenmodel resolution
is modiﬁed. We do not offer an explanation for the general poleward high latitudinal bias in δ18O. However,
we notice that Hendricks et al. [2000] showed that the latitudinal gradient is very sensitive to the proportion of
transport by eddies and mixing due to too much diffusivity in the horizontal.
We ﬁnally stress the remarkable skill of ECHAM5-wiso in the simulation of the relationship between δ18O and
humidity for the different marine boundary layer sites and at NEEM (Figure 3). This might be related to the
nudging of temperature, pressure, and wind both locally and across the oceanic source regions for the
ECHAM5-wiso model, but we are not able to quantify this further here.
4.3. Causes of the Poor Performance for d-Excess
Our comparison shows that all of the ﬁve simulations fail to capture the observed mean level and variability
of d-excess in surface vapor at NEEM.
First, we attribute the largest simulated variability of isoGSM for NEEM d-excess to the larger spatial variability
for d-excess in the surrounding marine boundary layer, ranging from 2‰ southeast of Greenland to 12‰
north of Greenland (compare with 4–8‰, for other models). Moreover, isoGSM produces a strong relation-
ship between d-excess and δ18O. We therefore speculate that its remarkably low d-excess mean level is
related to its lack of δ18O depletion at NEEM.
We now focus on LMDZiso simulations, which show better skill for d-excess variability at NEEM than other
models. The three simulations with the LMDZisomodel show very similar but shifted patterns of d-excess ver-
sus δ18O (Figure 4). Differences simulated at NEEM are likely related to differences in the marine boundary
layer excess, e.g., above the Bafﬁn Bay (Figure 6). The sensitivity of this surface vapor isotopic composition
to model resolution may arise from synoptic-scale processes such as polar lows. Given that the relationship
between d-excess and δ18O becomes steeper for more depleted δ18O values, we speculate that a better skill
for d-excess variability could be achieved if the simulated δ18O level was more realistic. This would therefore
require simulating correctly the latitudinal gradient in marine boundary layer δ18O (and also d-excess). The
LMDZiso-no_seaice/seaice and LMDZiso-no_seaice-zoom simulations stress that an increased resolution of
Figure 6. Difference between δ18O and d-excess simulated at the ﬁrst model level by LMDZiso-no_seaice-zoom and LMDZiso-no_seaice.
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the atmospheric model is not by itself sufﬁcient: with respect to observations from Bermuda, Iceland, South
Greenland, and Svalbard, the model-data mismatch is worse for LMDZiso-no_seaice-zoom than for LMDZiso-
no_seaice/seaice (Figures 4 and 6).
We ﬁnally attribute the fact that ECHAM5-wiso has the best skill in representing the d-excess versus δ18O rela-
tionship to the fact that it has the best skill in representing the δ18O versus humidity relationships in all mar-
ine boundary layer sites. The fact that ECHAM5-wiso fails to capture the NEEM d-excess variability therefore
likely arises from problems in the representation of Arctic d-excess.
We expect the simulated d-excess to depend both on the parameterization of the boundary layer and on the
number of vertical levels to resolve the planetary boundary layer. Both these factors inﬂuence the relative
humidity near the surface [Hourdin et al., 2013] and thus the d-excess. The fact that LMDZ has the highest
vertical resolution, but does not simulate the d-excess signiﬁcantly better, suggests that the differences in
the simulated d-excess arise mainly from differences in the parameterizations and not from the simulation
of the relative humidity at SST (RHsst). At the surface the turbulent ﬂux is obtained from the bulk transfer rela-
tionship, which depends on the transfer coefﬁcient, wind speed, and difference between the bulk values of
the lowest model level and the surface. The transfer coefﬁcients are determined from Monin-Obukhov simi-
larity theory [e.g., Foken, 2006]. In the planetary boundary layer above the surface layer the eddy ﬂuxes are
computed as diffusive ﬂuxes, which are related to the diffusion coefﬁcient and the gradient of the respective
variable. The diffusion coefﬁcient depends on height, shear, and stability [e.g., Hourdin et al., 2006; Roeckner
et al., 2003; Song-You and Hua-Lu, 1996]. The thermal plumemodel simulates the organized mixing structures
within the boundary layer [Rio and Hourdin, 2008]. It is expected that an increase in vertical eddy ﬂuxes will
result in more mixing of the air from the free troposphere into the surface layer. Such an increased mixing will
result in a lowering of the isotopic composition of the water vapor in the surface layer but would also result in
an increased ﬂux from the ocean surface, which would tend to increase the isotopic composition of the water
vapor. Hence, detailed sensitivity studies are needed to address the inﬂuence of the model tunable para-
meters on the marine boundary layer water vapor isotopic composition. This, together with quantifying
the role of the planetary boundary layer, is unfortunately outside the scope of this paper.
4.4. Robustness of Model Evaluation With Respect to the Length of the Observations
Here we have performedmodel-data comparisons for three summer season campaigns (2010–2012). In order
to provide guidance for monitoring efforts, we explore the robustness of our ﬁndings with respect to the
length of the observational record through the comparison of results for each season (Figure 7 and Table
S1 in the supporting information). The intermodel dispersion for simulated air temperature, humidity,
δ18O, and d-excess, as well as the model-data biases, can be identiﬁed for a single season. Metrics for
model-data skills performed based on day-to-day variability may, however, be limited for short measurement
seasons (typically less than 60 days).
We conclude that water vapor isotope observations performed during one single summer season can be
used to assess model skills and identify outlier behavior. This ﬁnding calls for concerted efforts to provide
short-lived measurements (campaigns) in areas with large intermodel spread (e.g., Bafﬁn Bay area and
Arctic sea ice margin) and to provide simultaneous measurements in other regions, which are critical to track
atmospheric transport pathways [e.g., Bonne et al., 2015]. Our data sets are now available for instance to test
the added value of model developments or to adjust the tuning of speciﬁc parameterizations.
5. Conclusion and Perspectives
Here we have performed the ﬁrst exercise of model intercomparison using surface vapor isotopic
measurements.
We have shown that isotopic biases cannot simply be explained by model artifacts for temperature and
humidity but may arise from their inability to correctly simulate the spatial structure of marine boundary layer
isotopic composition along a latitudinal North Atlantic-Arctic transect.
We have shown that isoGSM produces a larger spatial variability in surface vapor δ18O, possibly explaining its
large variance simulated at NEEM, and its limited skill at this site. We have also identiﬁed a good performance
of ECHAM5-wiso for the overall δ18O-humidity relationships in themarine boundary layer, and for NEEM δ18O.
Journal of Geophysical Research: Atmospheres 10.1002/2016JD025443
STEEN-LARSEN ET AL. EVALUATING ISOTOPE-ENABLED GCMS 14
While all models perform poorly for d-excess, LMDZiso appears to resolve some of the day-to-day variations.
The comparison of a zoomed and a standard, low resolution simulation suggests that model resolution alone
does not improve model performance for water vapor isotopes. It has shown evidence over some areas (e.g.,
Bafﬁn Bay) where marine boundary layer isotopic composition appears very sensitive to model resolution.
We have also demonstrated that measurements performed at the NEEM site over just one season can provide
a basis for model evaluation, thanks to the robustness of model-data results over three summers. We have
also stressed the importance of a coordinated monitoring network in order to benchmark the spatial struc-
ture of marine boundary layer vapor isotopic composition around Greenland. Given the wide intermodel
spread in some areas (e.g., Bafﬁn Bay, Arctic, and east of Newfoundland), further measurement campaigns
are highly needed to discriminate amongst these model behaviors.
We have conﬁrmed the inability of state-of-the-art atmospheric isotope-enabledmodels to capture the mean
level as well as the day-to-day variability in surface vapor deuterium excess, both at NEEM and for large-scale
North Atlantic/Arctic gradients. This may arise from inadequacies related to, for instance, surface humidity,
large-scale moisture transport pathways, or calculations of the isotopic composition at sea ice margins.
Our results suggest that models are able to resolve low d-excess values associated with extratropical storms
(e.g., the summer 2012 atmospheric river event) but fail to capture the high d-excess of Arctic air masses.
Reﬁnements of the modeling of the ocean-sea ice-atmosphere interface for isotopic ﬂuxes may be required.
We speculate that issues could arise with the simulation of themoisture content in the near surface layer or in
the parameterization of the kinetic fractionation, for example, the inﬂuence of wind speed.
We have shown evidence of a number of model shortcomings, both for mean levels and for day-to-day var-
iations within a summer. Further investigations of intermodel spread from the synoptic scale to the seasonal,
interannual, decadal, or longer time scales is important to make better use of such present-day model-data
comparisons to guide the use of models for the interpretation of paleoclimate records. Our results call for a
very cautious use of simulated d-excess, for instance.
Our analyses of relationships between marine boundary layer isotopic composition, transport, and mixing
have been preliminary. We suggest that several biases of models at the NEEM location in fact result from
Figure 7. Observed (black) and simulated (colors) characteristics of NEEM surface air temperature, humidity, δ18O, and d-excess (mean value and standard deviation)
calculated for all combined seasons and for individual seasons (2010, 2011, or 2012).
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model biases for marine boundary layer isotopic composition. Further investigations will require combining
our analysis with diagnostics of moisture origin, using either backward trajectories or moisture tagging tools.
We also stress the importance of testing the inﬂuence of too high horizontal diffusion in the models and the
inﬂuence of this process on the latitudinal gradient in the isotopic composition. We speculate that the vertical
resolution of the layers near the ocean could inﬂuence the humidity level of the simulated air in contact with
the ocean and thereby control the isotopic ﬂux through kinetic fractionation.
Finally, this intercomparison stresses the potential use of surface vapor water stable isotopes for the evalua-
tion of the atmospheric water cycle in atmospheric models, including the possibility to test in a coherent fra-
mework the performance of different atmospheric analysis products (not done here) and the possibility to
test the beneﬁts of increased spatial resolution (explored using LMDZiso-no_seaice-zoom) and to test differ-
ent model parameterizations (not done).
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