Abstract. We give Macaulay2 algorithms for computing mixed multiplicities of ideals in a polynomial ring. This enables us to find mixed volumes of lattice polytopes and sectional Milnor numbers of a hypersurface with an isolated singularity. The algorithms use the defining equations of the multi-Rees algebra of ideals. We achieve this by generalizing a recent result of David A.
Introduction
The objective of this paper is to describe an algorithm for computing mixed multiplicities of polynomial ideals and as applications we write scripts to compute mixed volumes of lattice polytopes and sectional Milnor numbers of hypersurfaces with an isolated singularity. We implement these scripts and compute several examples using the computer algebra system Macaulay2 [7] . For this purpose, we use the defining equations of the multi-Rees algebra R(I 1 , . . . , I s ) = R[I 1 t 1 , . . . , I r t r ] = a 1 ,...,as≥0 only monomial ideals, but we need an analogue of their result for any set of ideals I 1 , . . . , I s in a polynomial ring. This is obtained by a minor modification of their proof which we present in Section 2. We obtain the following. Using Theorem 1.1, we write a script to compute the defining ideal of multi-Rees algebra in Macaulay2. Although a Macaulay2 package ReesAlgebra.m2 [6] is available for this purpose, the comparative table 1 in Section 2 shows that our algorithm is faster. where α = (α 0 , . . . , α r ) ∈ N r+1 , α! = α 0 !α 1 ! · · · α r ! and |α| = α 0 + α 1 + · · · + α r . The integers e α are called the mixed multiplicities of the ideals I 0 , I 1 , . . . , I r . We now describe several applications of mixed multiplicities of ideals.
(1) Let I 0 , . . . , I r be ideals in a local ring R and t 1 , . . . , t r be indeterminates. Consider the multi- For this case Herrmann et al in [8] expressed the multiplicity of gr R (I 0 , . . . , I r ; I 1 ) in terms of mixed multiplicities in the following way:
e(gr R (I 0 , . . . , I r ; I 0 )) = 
where N := N (I 1 , . . . , I r ) = (I 1 t 1 , . . . , I r t r , m, t
In view of the above, we can easily compute multiplicities of Rees algebras, extended Rees algebras and certain form rings, once mixed multiplicities are known.
Sectional Milnor numbers.
Mixed multiplicities are used to find sectional Milnor numbers of isolated singularities of hypersurfaces. We recall an important result of Teissier in this regard. Theorem 1.2. Suppose that the origin is an isolated singular point of a complex analytic hypersurface H = V (f ) ⊂ C n+1 and S is an n-dimensional sphere centered at the origin of sufficiently small radius. Define ϕ(z) :
. Then each fiber of ϕ upto homotopy is a wedge of µ copies of S n where
The number µ is called the Milnor number of the hypersurface H at the origin. Teissier, in his Cargèse paper [17] , refined the notion of Milnor number. He replaced it by a sequence of Milnor numbers of intersections of X with general linear subspaces. Theorem 1.3 (Teissier, [17] ). Let (X, x) be a germ of a hypersurface in C n+1 with an isolated singularity. Let E be an i-dimensional affine subspace of C n+1 passing through x. If E is sufficiently general then the Milnor number of X ∩ E at x is independent of E. Definition 1.4. The Milnor number of X ∩ E where E is a general linear subspace of dimension i passing through x is called the i th -sectional Milnor number of X. It is denoted by µ (i) (X, x). These are collected together in the sequence
Theorem 1.5 (Teissier, 1973) . Let X = V (f ) be an analytic hypersurface in C n+1 with an isolated singularity at the origin. Then for all i = 0, 1, . . . , n + 1, µ (i) (X, 0) = e i (m|J(f )).
Teissiers Conjecture. [17] If (X, x) and (Y, y) have same topological type, then
In [3] , Joël Briançon and Jean-Paul Speder disproved Teissier's Conjecture. They considered the family of hypersurfaces X t ∈ C 3 defined by
In Section 5, we show that the µ * sequence of F t is dependent on t using our algorithm and hand computations.
Let h ∈ C[z 0 , z 1 , . . . , z n ] be a homogeneous polynomial in positive degree. Set
In [9, p. 6] , June Huh showed that the Euler Characteristic of D(h) is given by
where J(h) = (h z 0 , . . . , h zn ) is the Jacobian ideal of h. Hence our script could be used to find the Euler characteristic χ(D(h).
Mixed volumes of lattice polytopes.
We first recall the definition of mixed volumes. Let P, Q be two polytopes (not necessarily distinct) in R n . Their Minkowski sum is defined as the polytope
Let Q 1 , . . . , Q n be an arbitrary collection of lattice polytopes in R n and λ 1 , . . . , λ n ∈ R + . Minkowski proved that the function vol n (λ 1 Q 1 + · · · + λ n Q n ) is a homogeneous polynomial of degree n in λ 1 , . . . , λ n . The coefficient of λ 1 · · · λ n is called the mixed volume of Q 1 , . . . , Q n and denoted by MV n (Q 1 , . . . , Q n ). We set [n] := {1, . . . , n}. In particular,
Here V n denotes the n-dimensional Euclidean volume. By MV n (Q 1 , d 1 ; . . . ; Q k , d k ) we denote the mixed volume where Q i is taken d i times and [18] , the authors explore the relationship between mixed multiplicities of multigraded rings and mixed volumes. Corollary 1.6 ([18, Corollary 2.5]). Let Q 1 , . . . , Q n be an arbitrary collection of lattice polytopes in R n . Let R = k[x 0 , x 1 , . . . , x n ] and m be the maximal graded ideal of R. Let M i be any set of monomials of the same degree in R such that Q i is the convex hull of the lattice points of their dehomogenized monomials in k[x 1 , . . . , x n ]. Let I j be the ideal of R generated by the monomials of
Mixed volumes of lattice polytopes have diverse applications. We describe a few of them.
(1) In 1975, Bernstein proved that the mixed volume of the Newton polytopes of Laurent poly-
n ] is a sharp upper bound for the number of isolated common zeros in the torus (k * ) n where k is an algebraically closed field. Furthermore, this bound is attained for a generic choice of coefficients in these n polynomials if char k = 0.
(2) In 1993, Fulton proved that the mixed volume of the Newton polytopes of Laurent polyno-
n ] is an upper bound of α i(α), where α ∈ (k * ) n is any isolated common zero and i(α) denotes the intersection multiplicity at α.
(3) Let P be a lattice polytope of dimension n. In 1962, Ehrhart proved that the function
with a i ∈ Q, for all i. The polynomial E P (t) is called the Ehrhart polynomial of P . For lattice polytopes P 1 , . . . , P k ⊆ R n in the integer lattice Z n , we have the following mixed Ehrhart polynomial in one variable t:
(a) The leading coefficient of ME P 1 ,...,P k (t) is
(b) If ME P 1 ,...,Pn (t) is a polynomial in t of degree n, then
We now describe the contents of the paper. In section 2, we generalize the result of Cox, Lin and Sosa to find the defining ideal of multi-Rees algebra of any collection of polynomial ideals.
Since the new result holds for any collection of ideals in a polynomial ring, it helps to construct algorithms to calculate mixed multiplicities, mixed volume and sectional Milnor numbers. The Script 1 is a Macaulay2 algorithm to compute the defining ideal using our method. We save it in a file named as "ReesIdealNew.m2". The Script 2 also achieves the same task but the defining ideal is computed using the observation that it can be realized as the kernel of a ring homomorphism.
We save the second script in a file named as "ReesIdealOld.m2" The computation time of these algorithms is then compared with the computation time of a predefined Macaulay2 command 'reesIdeal.'
In section 3, we give a Macaulay2 algorithm which calculates mixed multiplicities of ideals in a polynomial ring. We start with generalizing a result of D. Katz, S. Mandal and J. K. Verma, to
give a precise formula for the Hilbert polynomial of the quotient of a multi-graded algebra over an Artinian local ring.
Let S be an Artinian local ring. 
Theorem 1.7. Write the Hilbert polynomial of A as
This result helps to calculate the mixed multiplicities of a set of ideals I 0 , I 1 , . . . , I r , where I 0 is primary to the maximal ideal and I 0 , I 1 , . . . , I r are ideals in a local ring or in a standard graded algebra over a field. The Script 3 is an algorithm which computes the mixed multiplicity of a sequence of ideals I 0 , I 1 , . . . , I r of a polynomial ring, where I 0 is an primary to the maximal homogeneous ideal and ht(I j ) > 0 for all j. The user also needs to input the choice of the mixed multiplicity to be found and the base field k.
In section 4, we give an algorithm which computes mixed volume of a collection of lattice polytopes in R n . We start with an algorithm in Script 4 which outputs the homogeneous ideal corresponding to the vertices of a lattice polytope. We save this in a file named as "CorHomIdeal.m2."
Since these homogeneous ideals are generated by monomials, we use Cox, Lin and Sosa result ( [4] )
to calculate the defining ideal of the multi-Rees algebra. We also mention how to obtain this algorithm from Script 1. Now given a collection of lattice polytopes in R n , Trung and Verma proved that their mixed volume is equal to a mixed multiplicity of a set of homogeneous ideals. Script 5 uses this result to construct an algorithm which calculates the mixed volume.
Let Q 1 , . . . , Q n be an arbitrary collection of lattice polytopes in
be the maximal graded ideal of R and let I i be the homogeneous ideal of R such that the polytope Q i is the convex hull of the lattice points of its dehomogenized monomials in k[x 1 , . . . , x n ], for all i. The user needs to input the sequence (m, I 1 , . . . , I n ) to get the mixed volume. The computation time of the algorithm is then compared with the computation time of the algorithms involving Script 5b and 5c, which use script 2 and the Macaulay2 command 'reesIdeal' respectively, to compute the defining ideal. We observe that Script 5 runs a loop in order to use Theorem 3.1, which increases the computation time. Script 5 is so partitioned into script 6 and 7, where script 6 calculates the Hilbert series of the special fiber and using the output of script 6, script 7 then calculates the mixed volume. The combined use of script 6 and 7, instead of script 5, results in a significant decrease in computation time in our examples.
In the last section, we give an algorithm to compute the sectional Milnor numbers. We use Teissier [17] conjectured that invariance of Milnor number of isolated singularity in a family of hypersurfaces implies invariance of the sectional Milnor numbers. The conjecture was disproved by Joël Briançon and Jean-Paul Speder. We verify their example using our algorithm and also by explicitly calculating the mixed multiplicities.
The algorithms constructed for the computation of defining ideal, mixed multiplicities, mixed volume and sectional Milnor numbers are written in Macaulay2 ( [7] ). Macaulay2 is a software system devoted to supporting research in algebraic geometry and commutative algebra. More information about the software is available at http://www2.macaulay2.com/Macaulay2/.
All experiments are carried out on a single processor of a Lenovo laptop equipped with a 2.4GHz
Intel Core i7 processor, 2 Quad CPU and 8GB RAM.
Defining equations of multi-Rees algebras of ideals
An explicit formula for the defining ideal of multi-Rees algebra of a collection of monomial ideals was given by D. Cox, K.-N. Lin and G. Sosa in [4] . In this section, we generalize their result to find the defining ideal of multi-Rees algebra of any collection of ideals. While the treatment of the proof remains the same, the new observation plays an important role in constructing various algorithms in the article. We end the section with Macaulay2 algorithms to compute the defining ideal, one using the new result and the other computing the kernel of a ring homomorphism. We compare the computation time of these algorithms and a predefined Macaulay2 command 'reesIdeal.'
Let k be a field and X = X 1 , . . . , X m be a set of indeterminates. Let R = k[X] be a polynomial ring and I 1 , . . . , I s ⊆ R be ideals. Since R is Noetherian, we may assume
Let R(I 1 , . . . , I s ) be the multi-Rees algebra of ideals
Y ij → f ij T i for all i = 1, . . . , s, and j = 1, . . . , n i , and r → r for all r ∈ R.
Note that
We give an explicit description of the ideal ker ϕ. But before that, we prove a lemma.
Proof. We use induction on m. For m = 1, we have nothing to show. Let m = 2. Then
which implies that the result holds for m = 2. We now assume that the result holds true for any r < m. Then
Hence the result holds by induction.
For each i = 1, . . . , s, pick j i ∈ {1, . . . , n i } and fix it. Without loss of generality, we may assume
is the defining ideal of R(I 1 , . . . , I s ). In other words, Γ = ker ϕ.
Proof. In order to show that Γ ⊆ ker ϕ, we first show that
Fix i ∈ {1, . . . , s}. Since ϕ(Y ij ) = f ij T i for all j = 1, . . . , n i and as ϕ is an R-algebra homomorphism, it follows that
, we get ϕ(f ) = 0 and hence f ∈ ker(ϕ).
In order to show the other inclusion, we work in k(X) = Frac(R). Observe that for all i ∈ {1, . . . , s} and j ∈ {1, . . . , n i }, we can write
ij with α 1 , . . . , α m ≥ 0 and β ij ≥ 0, for all i, j. We claim that in the ring
, for all i, j, α and β. Hence
Thus the claim holds.
Multiply by a suitable power of f 11 · · · f s1 to clear the denominators in the above expression of
We now claim that the map ϕ is injective on
is a domain and f 11 , . . . , f s1 ∈ R, it follows that g = 0. This proves the claim.
In particular, ϕ(r ′ ) = 0 implies that r ′ = 0. Thus from (2.2.2), it follows that
2.1. A comparative study. We use Macaulay2 to illustrate the effectiveness of our result. We compare the computation time of the algorithms which (1) use our method, (2) calculate ker ϕ directly, and (3) use the command 'reesIdeal', see [6] . We give algorithms for doing computation in the first two cases.
In Script 1, the algorithm uses our method to compute the defining equations of the multi-Rees In Script 2, we use the observation that the defining ideal of the multi-Rees algebra can be identified with the kernel of a ring homomorphism. The algorithm constructs a polynomial ring S as in Script 1 and a polynomial ring T by attaching indeterminates t 0 , . . . , t n−1 to the ring R,
where n is the number of ideals. Then the defining ideal of the Rees algebra is the kernel of the k-algebra homomorphism δ : S → T which sends K 1 to the first generator of the ideal I 1 times t 0 and so on. We can save the two algorithms in files that we will call "ReesIdealNew.m2" and "ReesIdealOld.m2" respectively. The folder in which these files should be stored depends on the Macaulay2 installation.
Example 2.3. Let R = Q[x, y, z], I = (x 4 + y 2 z 2 , xy 2 z) and J = (y 3 + z 3 , x 2 y + xz 2 ). In order to calculate the defining ideal of the Rees algebras R(I) and R(I, J), we make the following session in Macaulay2. We list a few more results in the following table. The timing mentioned is in seconds. (t 1 , . . . , t r ) = m∈N r λ(A m )t m . It can be shown that, there exists a polynomial N(t 1 , . . . , t r ) ∈
Theorem 3.1. Write the Hilbert polynomial of A as
Then
|s−u|
Proof. We write
where
Thus D(t 1 , . . . , t r ) is the remainder of the Taylor series of N(t 1 , . . . , t r ) about the point (1, . . . , 1) ∈ N r having terms of degree ≥ s i + 1 in t i − 1, for all 1 ≤ i ≤ r. So D(t 1 , . . . , t r ) is divisible by
is the coefficient of t m for all large m i in the power series expansion of
For all m as the coefficient of t m in E(t 1 , . . . , t r ) is given by a polynomial, Here we are using the fact that two polynomials in Z[y 1 , . . . , y r ] coinciding at m, for all m i large, are equal. Now expanding the rational function in (3.1.4), we get
(3.1.6)
Comparing (3.1.6) with (3.1.5), we get the result.
The above result helps to calculate the mixed multiplicities of a collection of ideals in a local ring or in a standard graded algebra over a field. The following setup explains the same. Let . . , I r (see [17] ). This notion can also be defined for homogeneous ideals in a standard multi-graded algebra over a field. In [18] , the authors prove the following result. 
i + lower degree terms.
So if we write P (u) as in (3.1.3), then a β = e β for all β = (β 0 , . . . , β r ) ∈ N r+1 with |β| = t and hence Theorem 3.1 gives an expression for e β .
Using the above ideas, we give an algorithm which calculates the mixed multiplicity e a of a set of ideals I 0 , . . . , I r of a polynomial ring, where I 0 is primary to the maximal ideal. The algorithm first finds the defining ideal of the multi-Rees algebra using the file "ReesIdealNew.m2" and uses it to find the Hilbert series of R(I 0 | I 1 , . . . , I r ). The function g in the algorithm runs a loop to find the powers of (1 − T i ) in the denominator of the Hilbert series and the algorithm then calculates e a using the formula given in Theorem 3.1.
Input: A sequence consisting of ideals I 0 , I 1 , . . . , I r of a polynomial ring, where I 0 is primary to the maximal ideal and ht(I j ) > 0 for all j; a = (a 0 , a 1 , . . . , a r ), the mixed multiplicity we wish to find; base field k. Output: Mixed multiplicity e a . Script We can save the algorithm in a file that we will call "MixedMul.m2." o5 :
Observe that in the above example, the ring R is N 4 -graded but the output suggests that the Hilbert series of R(m|I, I, I) is N 5 -graded. This confusion is settled in the following remark. If S/I 0 S is multi-graded in a way such that muldeg a = 0 for all a ∈ A/I 0 and muldeg K j = e α for some α with e α ∈ N r+1 , then we can write the Hilbert series of T /I 0 T as
But during computations in the above script in Macaulay2, we observe that Y i automatically takes multi-degree e 1 = (1, 0, . . . , 0) ∈ N r+2 . In this case, S/I 0 S is multi-graded with muldeg c = 0 for all c ∈ k, muldeg Y i = e 1 for all 0 ≤ i ≤ t and muldeg K j = e α for some α with e α ∈ N r+2 . Let
denote the Hilbert series of T /I 0 T. Observe that as A/I 0 is Artinian, no power of (1 − t 0 ) occurs in the denominator. We
..,u r+1 ) , we get that Q (1, t 1 , . . . , t r+1 ) = Q ′ (t 1 , . . . , t r+1 ) and the claim follows. Thus in spite of a different grading, we get the correct answer.
Mixed volume of lattice polytopes
Given a collection of lattice polytopes in R n , Trung and Verma proved that their mixed volume is equal to a mixed multiplicity of a set of homogeneous ideals. We use this result to construct an algorithm which calculates the mixed volume of a collection of lattice polytopes. We also
give an algorithm which outputs the homogeneous ideal corresponding to the vertices of a lattice polytope. Since the ideals are generated by monomials, we use Cox, Lin and Sosa result ( [4] ) to calculate the defining ideal of the multi-Rees algebra. The computation time of the algorithm is then compared with the computation time of the algorithms which use script 2 or the Macaulay2 command 'reesIdeal' to compute the defining ideal. In order to use Theorem 3.1, Script 5 runs a loop which increase the computation time. We partition script 5 into script 6 and 7, where script 6 calculates the Hilbert series of the special fiber and using the output of script 6, script 7 then calculates the mixed volume.
We give a script to calculate the mixed volume of a collection of lattice polytopes. But first, we
give a script which outputs the homogeneous ideal corresponding to the lattice points of a lattice polytope.
Let Q be a lattice polytope in R n with the set of vertices {p 1 , . . . , p r } ⊆ N n . We compute the corresponding homogeneous ideal I in the ring R = k[x 1 , . . . , x n+1 ] using the following script in We can save the algorithm in a file that we will call "CorHomIdeal.m2.". A sample usage of the above script in Macaulay2 is as follows. Let Q be a lattice polytope in R 3 with the set of vertices We are now ready to give an algorithm which calculates the mixed volume of a collection of n lattice polytopes in R n . Let Q 1 , . . . , Q n be an arbitrary collection of lattice polytopes in R n . Let Since calculating mixed volume amounts to calculating a specific mixed multiplicity, the idea of Script 5 is same as that of Script 3. We can save the algorithm in a file that we will call "MixedVolume.m2."
Note that in the above algorithm, we load the file ReesIdealCLS.m2 and not ReesIdealNew.m2.
The file ReesIdealCLS.m2 contains the algorithm which is constructed using the result of Cox, Lin and Sosa in [4] . This algorithm can be obtained from Script 1, by replacing the command for i from 0 to n-1 do (b=b*W#i_0;); with the following command for i from 0 to n-1 do (b=b*R_i;);
Example 4.1. Let Q 1 , Q 2 , Q 3 be the same tetrahedrons with vertices (1, 1, 0), (2, 1, 0), (1, 3, 0) and (1, 1, 3) . Using Script 4 and Script 5 on Macaulay2, we get MV 3 (Q 1 , Q 2 , Q 3 ) = 6. Using the formula, the mixed volume can be calculated as follows:
where V 3 denotes the 3-dimensional Euclidean volume. One can check that V 3 (Q i ) = 1, for all
. This implies that
, thus verifying the number obtained via the algorithms.
Example 4.2. We now use the above scripts to calculate the volume of a cross polytope. An n-cross polytope is an n-dimensional regular, polytope on 2n vertices. The vertices of a cross-polytope can be chosen as the unit vectors pointing along each co-ordinate axis, i.e. all the permutations of (±1, 0, . . . , 0). The cross-polytope is the convex hull of its vertices. The volume of an n-dimensional cross polytope is 2 n /n! ([1, Theorem 2.1] check) and hence mixed volume = 2 n . In this example, we calculate mixed volume of a 2-cross polytope. 
We list a few more results in the following table. The timing mentioned is in seconds. For the comparative study, we replace the marked portion in Script 5 by Script 5b and Script 5c.
In Script 5b, we calculate the defining ideal of the multi-Rees ring using the file "ReesIdealOld.m2."
Script 5b In Script 5c, we directly use the Macaulay2 command 'reesIdeal' to find the defining ideal of the Rees ring. Write the Hilbert series as
.
Input:
The exponents s 0 , . . . , s n as mentioned in the above formula and the numerator N of the Hilbert series. Output: MV n (Q 1 , . . . , Q n ), where Q 1 , . . . , Q n are the lattice polytopes as mentioned before. A sample usage of the Scripts 6 and 7 in Macaulay2 would be: 3  2 2  2  2 2  3  2 2  2  2  2 2 T 
T + T T + 7T T T + T T -3T T T -3T T T -3T T T -T T T +
The comparison table of Script 5 with Script 6 and 7 is as follows. The timing mentioned is in seconds. In order to minimize the computation time, we recommend using Script 6 and 7.
Sectional Milnor number
In this section, we give an algorithm to compute the sectional Milnor numbers. We use Teissier's observation of identifying the sectional Milnor numbers with mixed multiplicities to achieve this task. We compare the computation time of our algorithm with the computation time of the algorithms which use script 2 or the Macaulay2 command 'reesIdeal' for calculation of the defining ideal of the bi-graded Rees algebra. Teissier ([17] ) had conjectured that invariance of Milnor number implies invariance of the sectional Milnor numbers. The conjecture was disproved by Joël
Briançon and Jean-Paul Speder. We verify their example using our algorithm and also by explicitly calculating the mixed multiplicities.
Let R = C[x 1 , . . . , x n ] be a polynomial ring in n variables and f ∈ R be any polynomial. Let V (f ), the zero set of f , have an isolated singularity at the origin. Recall that a point a ∈ V (f ) is said to be singular if the rank of J(f )| a is strictly less than 1, where J(f ) = (f x 1 , . . . , f xn ) is the Jacobian matrix. A polynomial f is said to have an isolated singularity at a point a if {a} is a (connected) component of the variety Sing(f ) = {a ∈ V (f ) | J(f )| a = 0}.
The bi-graded Rees algebra
is a subring of R[t 1 , t 2 ]. Define a map
We define bi-grading on S as follows: deg T i = (1, 0), deg S i = (0, 1) for all i = 1, . . . , n and deg r = 0, for all r ∈ R. Then φ is a homogeneous map with respect to this grading and hence P is a bihomogeneous ideal. The special fiber of R(m, J(f )),
The map φ induces the map φ
Then T /P ′ ≃ F (m, J(f )). As φ ′ is a bihomogeneous map, we get P ′ is a bihomogeneous ideal and hence T /P ′ is a bi-graded ring. This implies that m
Using [15, Proposition 4.7] , it follows that the Hilbert series
where Q(λ 1 , λ 2 ) is a polynomial. In [11, p-112] , it is shown that for large r and s,
Using Theorem 3.1, one can now calculate all the mixed multiplicities of m and J. In 1973,
Teissier proved that the i th -mixed multiplicity, e i (m | J(f )), is equal to the i th -sectional Milnor number of the singularity.
Now we give a script in Macaulay2 to compute the sectional Milnor numbers. With a polynomial f and the base field k given as an input, the algorithm calculates the Jacobian ideal of f and then using the file "ReesIdealNew.m2", it finds the defining ideal of the Rees ring. This helps to find the Hilbert series of the special fiber. Using the formula given in Theorem 3.1, it then calculates We list a few more results in the following table. The timing mentioned is in seconds. In Script 8c, we directly use the Macaulay2 command 'reesIdeal' to find the defining ideal of the bi-graded Rees ring. Let h be a nonconstant homogeneous polynomial in C[z 0 , . . . , z n ] and let ∆ h ⊆ R n be the convex hull of exponents of dehomogenized monomials appearing in one of the partial derivatives of h.
In [9] , June Huh compared the sectional Milnor numbers of h with the mixed volume of standard n-dimensional simplex ∆ and ∆ h in R n . We use our algorithms to verify the result in an example. and hence e 2 (m | J(F 0 )) = e(x, ∂F 0 /∂x, ∂F 0 /∂z) = e(x, y 7 + 15x 14 , z 4 ) = e(x, y 7 , z 4 ) = 28.
If t = 0, we consider the set of elements {x, ∂F t /∂y, ∂F t /∂z}. Using Macaulay2, we could check that m 11 J 2 = (x)m 10 J 2 + (∂F t /∂y, ∂F t /∂z)m 11 J in the ring Q(t)[x, y, z]. Therefore, {x, ∂F t /∂y, ∂F t /∂z} is a joint reduction of (m, J(F t ), J(F t )) and hence e 2 (m | J(F t )) = e(x, ∂F t /∂y, ∂F t /∂z) = e(x, 6ty 5 z + 7xy 6 , 5z 4 + ty 6 ) = e(x, y 5 z, 5z 4 + ty 6 ) = e(x, y 5 , z 4 ) + e(x, z, y 6 ) = 20 + 6 = 26.
This proves that the mixed multiplicities are dependent on t, verifying the example given by Briançon and Speder. The following displays the working in Macaulay2. 
