Communicated by [editor] Let G be a finitely generated virtually-free group. We consider the Birget-Rhodes expansion of G, which yields an inverse monoid and which is denoted by IM(G) in the following. We show that for a finite idempotent presentation P , the word problem of a quotient monoid IM(G)/P can be solved in linear time on a RAM. The uniform word problem, where G and the presentation P are also part of the input, is EXPTIME-complete. With IM(G)/P we associate a relational structure, which contains for every rational subset L of IM(G)/P a binary relation, consisting of all pairs (x, y) such that y can be obtained from x by right multiplication with an element from L. We prove that the firstorder theory of this structure is decidable. This result implies that the emptiness problem for boolean combinations of rational subsets of IM(G)/P is decidable, which, in turn implies the decidability of the submonoid membership problem of IM(G)/P . These results were known previously for free groups, only. Moreover, we provide a new algorithmic approach for these problems, which seems to be of independent interest even for free groups.
Introduction
Decidability and complexity questions concerning word problems for monoids are a classical topic in the interplay between logic, algebra, and complexity theory.
In this paper, we are interested in the class of inverse monoids. In the same way as groups can be represented by groups of permutations, inverse monoids can be represented by monoids of partial injections, see e.g. [21] . Algorithmic questions for inverse monoids have received increasing attention over the past few years, and inverse monoid theory has led to applications in combinatorial group theory, see e.g. [2, 5, 6, 14, 17, 24, 26, 27] . Let us also refer to the survey [15] .
Here, we will deal mainly with inverse monoids that are defined by the Birget-Rhodes expansion over a group G, see [3, 4] . This expansion associates to G an inverse monoid IM(G), where the elements are pairs of the form (U, g) such that U is a finite subset of G with 1, g ∈ U . Multiplication is defined by the rule (U, g)(V, h) = (U ∪ gV, gh). The monoid IM(G) is denoted by G R in [3, 4] .
In fact, we take a slightly more general starting point where we consider pairs (U, g) such that U is a finite subset of a set G where G acts on the left. This more general viewpoint is more flexible and is done to have a basis to cope with the Margolis-Meakin expansion [13] as well, see below. We also refer to [28, 9] for more background, which show that these constructions are not arbitrary, but play an important role in the theory of inverse monoids.
In Section 6.2 we consider quotient monoids of the form IM(G)/P where G is a finitely generated virtually-free group (i.e., G has a finitely generated free subgroup of finite index) and P is a finite set of equations between idempotent elements of IM(G). We call P a finite idempotent presentation. We prove that the word problem of IM(G)/P can be solved in linear time on a random access machine (RAM). In the case where F is a finitely generated free group, the decidability of the word problem of IM(F )/P has been shown by Margolis and Meakin in [14] by a reduction to the monadic second-order theory of the full infinite binary tree. This theory is decidable by Rabin's tree theorem [22] , but its complexity is nonelementary. Hence, the approach from [14] results in a non-elementary algorithm for the word problem. An alternative proof using finite automata for the decidability of the word problem has been given in [26] , but without any complexity bound. Using tree automata, it has been shown in [11] that the word problem of IM(F )/P (with F a free group, again) can be solved in polynomial time. In fact, after having announced the results in the present paper the authors of [11] observed that their techniques yield a linear time algorithm in the case of free groups on a RAM, too.
The algorithm presented here has at least two advantages: First, it is more general, since we may assume without any difficulty that G is a virtually-free group, and second, it yields a direct algorithm for the word problem. This second point is the primary focus in this paper. In contrast, in [11] the word problem is solved by translating via Rabin's tree theorem a fixed monadic second-order formula (which only depends on the fixed idempotent presentation P ) into a fixed tree automaton. The tree automaton runs in linear time on a tree constructed from the input. Hence, the existence of a linear time algorithm is ensured, but the algorithm is not actually provided. It is hard to imagine that anybody will ever write a code for an actual implementation which runs through all these steps. Our algorithm uses simple data structures over the group, only, and an actual implementation is fairly easy.
If the idempotent presentation P is part of the input, then our algorithm has an exponential running time in the worst-case. This is unavoidable: In [11] it has been shown for free groups F that the uniform word problem for monoids of the form IM(F )/P is EXPTIME-complete.
For the case that G is not a virtually-free group, it turns out that the word problem of IM(G)/P might be undecidable, even if the word problem of G is easy. We show that the subgroup membership problem of a subgroup H in an arbitrary group G can be reduced to a word problem of some IM(G)/P , where P depends only on H. Thus in general, the word problem of IM(G)/P is undecidable for hyperbolic groups, by a result of Rips [23] . In fact, we can construct a finitely generated submonoid of IM(G)/P where the word problem is undecidable.
The Birget-Rhodes expansion is quite similar to a construction of Margolis and Meakin [13, 14] . Margolis and Meakin associate with a group G and a generating set Σ for G a monoid M (G, Σ). The elements of M (G, Σ) are pairs of the form (U, g), where U is a finite and connected subgraph of the Cayley graph C(G, Σ) of G with respect to Σ, which contains 1 and g. Multiplication of two such pairs is again defined by the rule (U, g)(V, h) = (U ∪ gV, gh). Here one has to notice that the group G acts freely on the Cayley graph C(G, Σ) by left multiplication.
a This construction can be again generalized by giving up the restriction to connected subgraphs of the Cayley graph C(G, Σ). This results in an inverse monoid SG(G, Σ) (SG for subgraph). It turns out that our linear time solution of the word problem of IM(G)/P can be carried over to SG(G, Σ)/P . However, in order to avoid an overload in technical notations we do not work out the details, see Section 6.6. In Section 7 we associate with the monoid IM(G)/P a relational structure R(IM(G)/P ), which contains for every rational subset L ⊆ IM(G)/P a binary relation, consisting of all pairs (x, y) such that y can be obtained from x by right multiplication with an element from L. We prove that the first-order theory of this structure is decidable. As for the word problem, this result generalizes a corresponding result from [11] for free groups. We reduce the first-order theory of R(IM(G)/P ) to the monadic second-order theory of the Cayley graph of G with respect to some generating set of G. By a result of Muller and Schupp [19] this latter theory is decidable when G is virtually-free.
Our motivation for investigating the first-order theory of R(IM(G)/P ) is the fact that various algorithmic questions concerning rational subsets of IM(G)/P , like for instance the emptiness problem for boolean combinations of rational sets or the submonoid membership problem, can be reduced to the first-order theory of R(IM(G)/P ). Hence, for a virtually free group G, these problems are decidable.
Inverse Monoids
Let M be a monoid and let M * be the free monoid over the set M .
The word problem of M is the computational problem, which asks for two given words u, v ∈ M * whether π(u) = π(v), where π : M * → M is the canonical morphism. Here, one needs some finite description of elements of M ; in particular, M has to be countable. In our paper these requirements will be fulfilled. A monoid M is called an inverse monoid, if for every x ∈ M there exists a unique element x −1 ∈ M such that:
By Σ we denote a finite alphabet and we let Σ −1 = {a −1 | a ∈ Σ} be a copy of Σ. By a A group G acts freely on a set X, if for all x ∈ X and g ∈ G, gx = x implies g = 1.
Γ we denote the disjoint union of Σ and Σ −1 . Define (a −1 ) −1 = a; thus, −1 becomes an involution on the alphabet Γ. We extend this involution to words from Γ * by setting
1 for a 1 , . . . , a n ∈ Γ. Consider the free monoid Γ * modulo the following defining equations (also called the
Vagner equations):
The quotient monoid of Γ * modulo the Vagner equations for all x, y ∈ Γ * is an inverse monoid. Actually, it is the free inverse monoid generated by Σ. This observation involves a little computation, which can be found e.g. in the textbook [21] (as well as the following facts).
Remark 1.
(1) The idempotents of an inverse monoid (i.e., the elements e satisfying e 2 = e) are exactly the elements of the form xx −1 , and idempotents commute.
(2) For every set G, its monoid of partially defined injections from G to G forms an inverse monoid; and vice versa: If M is any inverse monoid, then we can realize M as a submonoid of the monoid of partially defined injections from M to M .
Given an inverse monoid M , the quotient of M modulo the equations xx −1 = 1 is a group. It is the maximal group image of M , since every homomorphism from M to a group factorizes through this quotient. An inverse monoid is called E-unitary, if only idempotents are mapped to the identity of the maximal group image.
As an example consider the following construction. Let G be group with a left-action on a (non-empty) set G, i.e., there is a mapping · : G × G → G with 1 · x = x and g · (h · x) = gh · x for g, h ∈ G and x ∈ G. For g · x we will also write gx. For g ∈ G and a finite set U ⊆ G we can define a partial injection ι (U,g) as follows:
Thus, this injection is defined almost everywhere. The set of all partial injections of type ι (U,g) forms an inverse monoid, because it is a submonoid in the monoid of partially defined injections from G to G. A direct verification shows that multiplication is defined by
Note that ι (U,g) = ι (V,h) does not imply g = h in general. However, in all cases of interest in this paper, G is an infinite group acting freely on the set G. Then, ι (U,g) = ι (V,h) implies g = h and we obtain an E-unitary monoid. For the interested reader we state that the monoid of these ι (U,g) is E-unitary if and only if for all g ∈ G the set { x ∈ G | gx = x } is either empty or infinite. In particular, if G is finite, but G acts non-trivially, then the the monoid is not E-unitary. Note that for a finite set G the empty function becomes part of this monoid, but this function behaves as a zero, so the maximal group image is trivial.
The inverse monoid IM(G)
The starting point for our construction is guided by the example above: G is a group with a left-action on a non-empty set G, moreover we fix an element * ∈ G. Henceforth G is viewed as a pointed set. By slight abuse of language we write g as a shorthand for g * ∈ G. Thus, depending on the context, g denotes either an element in the group G or in the set G. But there will be no risk of confusion. In our applications G is just the vertex set of the Cayley graph of G and then G = G. We give a monoid structure to the set of pairs (U, g), where U is a finite subset of G and g ∈ G. The multiplication is defined in analogy to equation (2):
Note that in this setting (U, g) = (V, h) implies both, U = V and g = h. Associativity of this operation and the Vagner equations can be verified easily by defining (U, g)
. The idempotents in this monoid are of the form (U, 1). Thus, we have defined an inverse monoid where its maximal group image is G and the monoid is in fact E-unitary, because only idempotents become the identity in the maximal group image. We use the point * ∈ G for the localization at the idempotent ({ * }, 1). This means that we are considering the subsemigroup of elements of the form
The localization has the effect that we always have * , g * ∈ U for all elements (U, g) in the localization. According to our convention (to read 1, g ∈ U as * , g * ∈ U ) we can also simply write 1, g ∈ U . The localization yields an inverse monoid which we denote by IM(G). Note however that the monoid depends also on the element * .
We repeat: elements of IM(G) are pairs (U, g), where U ⊆ G is finite and 1, g ∈ U . The neutral element is ({ 1 } , 1). The inverse of (U, g) is (g −1 U, g −1 ), and the idempotents are the pairs (U, 1) with 1 ∈ U . If G is infinite and if G acts freely on G, then (U, g) can be identified with the partial injection ι (U,g) (where 1, g ∈ U ) as defined above. In particular, the inverse monoid IM(G) has a natural representation as monoid of partially defined functions over G, and not only over the set IM(G) itself.
For the interested reader we add the following remark:
Remark 2. The inverse monoid IM(G) is E-unitary. Actually, it is an F -inverse monoid, which is a stronger assertion, see e.g. [16] : It is F -inverse, because every (U, g) ∈ IM(G) admits a canonical decomposition (U, g) = ({1, g} , g)(g −1 U, 1) where (g −1 U, 1) is idempotent and ({1, g} , g) is the greatest element having the same image in the maximal group image as (U, g). It is the greatest element with respect to the natural order, which is defined for inverse monoids by letting s ≤ t, if s = te for some idempotent e.
Assume that the group G is generated by Σ. Then G becomes the vertex set of a directed graph with a distinguished vertex 1 and labeled directed edges (x, a, ax) with x ∈ G and a ∈ Σ. Thus, we can speak of connected subsets of G. By IM(G, Σ) we mean the inverse submonoid of IM(G) generated by the elements ({1, a}, a) with a ∈ Σ. It is also the submonoid of IM(G) generated by the set { ({1, a}, a) | a ∈ Γ }, where Γ = Σ ∪ Σ −1 .
Note that (U, g) ∈ IM(G, Σ) implies that U is connected. The above construction is very much in the spirit of a construction given by Birget and Rhodes [3, 4] . We therefore call IM(G) the Birget-Rhodes expansion of G. In fact, Birget and Rhodes consider G = G with its natural left-action and they denote the monoid IM(G) by G R . For a given generating set Σ of G, Birget and Rhodes also consider the submonoid IM(G, Σ) (denoted by G R Σ in [4] and called the cut-down of G R to Σ) generated by the pairs ({1, a}, a) with a ∈ Γ = Σ ∪ Σ −1 . If Σ is finite, then IM(G, Σ) is finitely generated.
Clearly, for generating sets Σ 1 , Σ 2 of G we have
If F is the free group generated by Σ, then IM(F, Σ) is the free inverse monoid generated by Σ, see [4, 20] . The geometrical interpretation of IM(G, Σ) refers to the set of all pairs (U, g), where 1, g ∈ U and U is a finite and connected subset of the Cayley graph C(G, Σ) of G with respect to the set Σ, which is the directed graph
Note that an edge (g, h) can be labeled by a = g −1 h ∈ Σ and it is no harm to imagine that for each edge (g, h) we have an implicit edge (h, g) labeled by a
Whether or not the word problem of IM(G) is decidable depends on G and G. It is clear however that the word problem of G is reducible to the word problem of IM(G); more precisely, it is reducible to the word problem of IM(G, Σ). Indeed, let g ∈ G be given by a word a 1 · · · a n with a i ∈ Γ. Then we have g = 1 in G if and only if (U, g)(U, g) = (U, g),
For the other way round, if G has a decidable word problem and if the presentation of the set G as well as the group action · : G × G → G is effective, then the word problem of IM(G) is decidable, too.
Finite idempotent presentations
An idempotent presentation P over IM(G) is given by a set of pairs (e, e ′ ) where e = (E, 1) and e ′ = (E ′ , 1) are idempotents of IM(G). This defines a quotient monoid IM(G)/P , where e = e ′ are the defining relations over IM(G) for all (e, e ′ ) ∈ P . The maximal group image of IM(G)/P is still the group G. Thus, for a generating set Σ of G (and the choice of * ∈ G) we obtain a sequence of canonical homomorphisms:
Confluent Rewriting over finite subsets
In inverse monoids an equation e = e ′ between idempotents is equivalent to the two equations e = ee ′ and e ′ = ee ′ . Since idempotents commute in an inverse monoid, ee ′ is idem-
, where e and e ′ are idempotents for all (e, e ′ ) ∈ P .
Thus, if P is a set of defining equations between idempotents we may assume that all elements of P have the form (e, ee ′ ).
In our context this means that ((E, 1), (E ′ , 1)) ∈ P implies E ⊆ E ′ . Instead of writing ((E, 1), (E ′ , 1)) ∈ P we simply write (E, E ′ ) ∈ P henceforth, and we assume that 1 ∈ E ⊆ E ′ .
The assumption E ⊆ E ′ leads to a natural rewrite relation =⇒ P over finite subsets of G:
we denote as usual the reflexive, symmetric, and transitive closure of the one-step rewrite relation =⇒ P . We have the following:
Then the following two assertions are equivalent:
It turns out that the system =⇒ P is strongly confluent. This means that whenever
then there exists some V ⊆ G with
Indeed it suffices to take V = U ′ ∪ U ′′ and the result is immediate. Now strong confluence implies confluence [1] , hence U * 
Remark 5. Due to Lemmas 3 and 4 it is enough to focus on the following problem in order to solve the word problem for IM(G)/P : Let P be a finite list of pairs (E, E ′ ) with 1 ∈ E ⊆ E ′ ⊆ G and E, E ′ are finite. Decide for two given finite subsets U,
′ and all sets occurring in P are connected, it follows that every subset, which appears in the derivation U *
V has to be connected, too. This
It follows that the word problem of IM(G, Σ)/P can be directly reduced to the word problem of IM(G)/P and issues like connectedness do not play a central role anymore. Therefore we focus our intention on IM(G)/P , rather than IM(G, Σ)/P . Moreover, basically we are interested in G = G, and for G = G the word problem of IM(G)/P can be stated as a word problem of IM(G, Σ)/P for some Σ as follows: Let (U, g), (V, h) ∈ IM(G) be given. Choose a generating set Σ for G which contains U, V , and all E ∪ E ′ with ((E, 1), (E ′ , 1)) ∈ P . (If G is finitely generated and P is finite, then Σ can be chosen to be finite.) Then, U and V are connected in
Let us finish this section with another concept which is a main tool for the rest of the paper: For a subset W of the group G define the one-step rewrite relation =⇒
is a subset of =⇒ P . More precisely, we have:
The relation =⇒ P,W is still strongly confluent, but if W and P are finite, then in addition =⇒
is terminating in the sense that every chain U *
This is clear because U ⊆ U i ⊆ U i+1 for all i. Hence every U i in this chain is a subset of the finite set
Therefore, for finite sets U and W there is a unique finite subset U ⊆ G such that (i)
We also write U
U is a normal form with respect to the rewrite relation =⇒ P,W , i.e., with respect to inclusion
Undecidability results
We cannot expect that the word problem of IM(G)/P is decidable, in general. In fact, we can reduce the submonoid membership problem of a group G to the word problem of IM(G)/P for some idempotent presentation P quite easily. Usually, the subgroup membership problem is of more interest than the submonoid membership problem, and we obtain an even better result, because we can replace IM(G)/P by IM(G, Σ)/P and the latter monoid is finitely generated (which is the natural setting when dealing with word problems). We will be more precise in a moment. Let us stress however that there are finitely generated groups, where the subgroup membership problem is decidable, but the submonoid membership problem is not, [12] . We start with a finitely generated group G and a finite set Θ ⊆ G. By Θ * we mean the submonoid in G generated by Θ; and by Θ = (Θ ∪ Θ −1 ) * we mean the subgroup generated by Θ. The submonoid (resp. subgroup) membership problem for Θ asks whether on input g ∈ G we have g ∈ Θ * (resp. g ∈ Θ ). More natural uniform variants of these problems are obtained by putting the generating set Θ into the input. However, with respect to undecidability we get a stronger result if we consider the non-uniform setting as above. Note that the word problem of G is nothing but the subgroup membership problem for Θ = ∅. We choose a finite set Σ such that Θ ⊆ Σ and such that Σ generates G. Define the finite idempotent presentation P (Θ) by:
Recall that this means that we add defining equations of the form ({1} , 1) = ({1, t} , 1) for all t ∈ Θ.
For the subgroup membership problem we consider the finitely generated monoid IM(G, Σ)/P (Θ ∪ Θ −1 ), but for submonoid membership problem we are forced to work in IM(G)/P (Θ) which is not finitely generated, in general. 
precisely, we have:
Proof. Let g ∈ G. By the choice of P (Θ) and the techniques from Section 6.4 the following conditions are equivalent:
• There exists U ⊆ G with g ∈ U and {1} * =⇒ P (Θ)
U .
• g ∈ Θ * .
This proves the second item. Replacing P (Θ) by P (Θ ∪ Θ −1 ) we also get:
But the problem is that ({1, g}, 1) ∈ IM(G, Σ), in general. We always have ({1, g}, 1) ∈ IM(G, Σ ∪ {g}), but this is not what we wish. So, we need a more subtle argument in order to prove the first item. Assume that IM(G, Σ)/P (Θ ∪ Θ −1 ) has a decidable word problem. Then, also G has a decidable word problem (for g = a 1 · · · a m ∈ G with a i ∈ Γ we have
By induction on the length m of the word a 1 · · · a m we present an algorithm, which checks a 1 · · · a m = g ∈ Θ . For m = 0 we clearly have
Note that V and V ∪ {g} are connected in the Cayley graph of G with respect to the generating set Σ. Since m ≥ 1 we have 1 ∈ V . Hence, we have (V, 1),
there must exist h ∈ V with g ∈ h Θ . Since V is finite and the word problem of G is decidable, we can find such an h effectively. Since Θ is a subgroup of G, we have g ∈ Θ if and only if h ∈ Θ . But, h = a 1 · · · a i for some 0 ≤ i < m and hence, by induction, we can check h ∈ Θ .
By a results of Rips [23] , there exists a hyperbolic group G together with a finitely generated subgroup H of G such that the membership problem for H in G is undecidable. Using a refinement of Rips construction by Wise [29] we can choose the group G hyperbolic, torsion-free, and residually-finite. Thus, together with Theorem 6, we obtain:
There exists a torsion-free and residually-finite hyperbolic group G, a finite set Σ ⊆ G, and a finite idempotent presentation P over IM(G, Σ) such that the word problem of the finitely presented monoid IM(G, Σ)/P is undecidable.
Even if the subgroup membership problem is decidable for G, as it is the case for the Abelian group Z × Z, the word problem of IM(G)/P might be undecidable. This follows from a result of [17] . [17,7] ). There exists a finite idempotent presentation P over IM(Z × Z) such that IM(Z × Z)/P has an undecidable word problem.
Proposition 8 (
6. The word problem of IM(G)/P for virtually free groups G
Virtually Free Groups
Due to the undecidability results in Section 5 we cannot hope for to go far beyond free groups in order to generalize the results from [11, 14, 26] . The best we are able to do in the present paper are virtually free groups. Therefore for the rest of this paper, we assume that G is a finitely generated virtually free group. This means G has a finitely generated non-trivial free subgroup F of finite index. We fix a finite subset H of G such that 1 ∈ H and G can be written as the disjoint union
We let Σ be a minimal set of generators for F and let Γ = Σ ∪ {a −1 | a ∈ Σ} as in Section 2. A word u ∈ Γ * is called reduced, if it contains no factor of the form aa
with a ∈ Γ. Clearly, the set of reduced words is in one-to-one correspondence with F . It follows that every element of G can uniquely be written in the form uh, where u ∈ Γ * is reduced and h ∈ H. It is easy to see, that this normal form can be computed in linear time.
More precisely, the normal form can be computed with the help of a finite, confluent, and terminating string rewriting system over the alphabet ∆ = Γ ∪ H, see also [25] :
identified with the empty word (by some additional rule), or we keep 1 ∈ H as a distinguished letter of ∆ and we work with non-empty words over ∆ only. The latter viewpoint is more suitable for our purposes.
Working form left to right on an input string over ∆, the above string rewriting system basically describes the work of a deterministic push-down automaton and some easy reflection yields the well-known fact that the word problem for the virtually free group G can be solved in linear time [18, 25] .
If the group G is not part of the input, then the sizes of ∆ and the rewrite system above are viewed as constants. In particular if w ∈ ∆ * is a word of length n, then its normal form uh ∈ Γ * H has length at most c · n where c is a fixed constant depending on G only.
Solving the word problem of IM(G)/P
We also fix the set G to be G itself, hence G = G with the left-regular action of G on G. This is not the most general framework, see Section 6.6, but it avoids an overloading of notations.
In order to have a concise representation of an element (U, g) ∈ IM(G) we use the following convention. The pair (U, g) is given by an alternating sequence (a 1 , b 1 , . . . , a n , b n ),
We read a word of ∆ * as an element of G and then we define g = a 1 · · · a n and
Recall that in our setting U is not necessarily connected. This is why we use the bits b i . Following our convention, the pair ({1}, 1) becomes the sequence (1, 1) where the left component is the 1 ∈ H as a letter of ∆ and the right component is the bit 1 ∈ {0, 1} used as a flag to indicate that 1 ∈ H is in the sequence. For a concise representation of a rule (E, E ′ ) ∈ P with E ⊆ E ′ we use an alternating sequence (a 1 , b 1 , . . . , a n , b n ) with n ≥ 1, a i ∈ ∆, b i ∈ {0, 1, 2} for 1 ≤ i ≤ n, and a 1 = 1, b 1 = 2. Then we define:
From our concise representation of the pairs (U 1 , g 1 ), . . . , (U m , g m ), it is easy to compute in linear time a pair (U, g) such that (U, g) = ( We do not attack this problem directly, but we perform some preprocessing on the system P first.
Preprocessing
The preprocessing part transforms the input system P into another much larger system P ∞ which is then used to solve the word problem of IM(G)/P . This leads to an optimal algorithm as we will discuss later.
The underlying undirected graph of the Cayley graph C(F, Σ) of the free group F is a tree. The nodes can be represented by reduced words from Γ * . A subset S ⊆ F is called suffix-closed if for all reduced words uv ∈ S we have v ∈ S, too. Let P be a finite list of pairs (E, E ′ ) as above. We insist E ⊆ E ′ , but the assumption 1 ∈ E is not needed anymore. In a first step of our preprocessing phase we compute a finite suffix-closed subset S ⊆ F such that
where H is from (9) . It is clear that the computation of a suitable set S ⊆ F is possible in polynomial time with respect to the size of P . The important point is that whenever x ∈ gE ′ for some g ∈ G and (E, E ′ ) ∈ P , then x ∈ F SH: Indeed, let g = f h with f ∈ F and h ∈ H. Then x ∈ f HE ′ ⊆ f SH. As we will see this makes it possible to replace the relation =⇒ P by some relation =⇒
P∞,F
. Thus, most of our work can be performed over a tree-like structure: the Cayley graph of F . We first define a system P 0 as follows: (E, E ′ ) ∈ P with gE ⊆ B and B ′ = B ∪ gE ′ . Thus, we get f gE ⊆ U because f B ⊆ U and gE ⊆ B, and we get
Proof. By definition, if U =⇒
For the other direction, let U =⇒ P U ′ . For some f ∈ F , h ∈ H, and (E, E ′ ) ∈ P we obtain f hE ⊆ U and U ′ = U ∪ f hE ′ . We have hE ⊆ hE ′ ⊆ SH by definition of S, and hE =⇒ P hE ′ . Hence (hE, hE ′ ) ∈ P 0 and therefore U =⇒
In the following let Γ 1 = Γ ∪ {1}. Thus, Γ 1 is the ball of radius 1 in the Cayley graph of F . Since Γ 1 is finite (in fact its size is a constant, if G is not part of the input) we have the notion of a normal form from the end of Section 4.1. Let i ≥ 0 and P i already defined as a system of pairs (B,
B defines B in terms of B with respect to P i . Let us define P i+1 as follows:
B}.
Observe that there are exactly 2 |SH| rules in P i+1 . The computation of P i+1 (and its representation) is expensive, but still it can be performed in exponential time in the size of the original system P . Note also that if (B, B ′ ) ∈ P i then there is exactly one subset B ′′ ⊆ SH such that B ′ ⊆ B ′′ and (B, B ′′ ) ∈ P i+1 . This follows because 1 ∈ Γ 1 .
Lemma 10.
Let i ≥ 0 and U, U ′ ⊆ G be finite subsets of G. Then the following statements are equivalent:
Proof. The equivalence holds for i = 0 by Lemma 9. Thus, let i ≥ 0 and assume first that U * =⇒ V . Let for this purpose
B}. Clearly for each (B, B ′ ) ∈ P i+1 there is now some (B, B) ∈ P with B ′ ⊆ B. Hence, for some subset
It is therefore enough to find some V with U *
=⇒

Pi,F
V and V ′′ ⊆ V . But this is again trivial
Recall that (B, B ′ ) ∈ P i implies the existence of some unique (B, B ′′ ) ∈ P i+1 with B ⊆ B ′ ⊆ B ′′ ⊆ SH. There are at most exponentially many rules and each rule can change at most polynomially often when increasing the index i. Thus, after an exponential time computation we must find an index i ≥ 0 such that P i = P i+1 . In order to be precise we have i ≤ |SH| 2 |SH| .
We stop the preprocessing phase here and define P ∞ = P i . From our construction and Lemma 10, we immediately obtain: Lemma 11. The following assertions hold:
B.
• ∃V :
This finishes the preprocessing phase. By this phase we are left with the following problem:
INPUT: Finite subsets U, U ′ ⊆ G.
QUESTION: Is there
V such that U * =⇒ P∞,F V and U ′ ⊆ V ?
Solving the word problem
The basic idea is to replace the relation * =⇒ P∞,F in the problem above by some * =⇒ P∞,W where W ⊆ F is finite. We fix for this section the following notation: Let P and P ∞ as above and consider two finite subsets U, U ′ ⊆ G. There is a finite suffix-closed set S ⊆ F such that (B, B ′ ) ∈ P ∞ implies B ⊆ B ′ ⊆ SH. We let W ⊆ F be some finite subtree of the Cayley graph of F with
We let U be defined by
We will prove the following theorem which reduces the word problem of IM(G)/P to the problem of computing U .
Theorem 12.
The following statements are equivalent:
The direction from (b) to (a) has been seen in Lemma 10. The difficult part is to show the direction from (a) to (b). This will cover the rest of the section.
The following notation is crucial: For a subset V ⊆ G and an element f ∈ F define the derivation
Note that V • f is defined for all V ⊆ G and f ∈ F since all subsets of SH appear as a left-hand side of some rule in
By Lemma 11, there is some V with U * =⇒ P V and U ′ ⊆ V if and only if there is a sequence (f 1 , . . . , f m ) with f i ∈ F for 1 ≤ i ≤ m such that
Since U ′ ⊆ W SH by (15) it is therefore enough to prove the following lemma in order to show Theorem 12:
First we restrict our attention to some special type of derivations which we call tree-like. 
3) For all 1 < i ≤ m there is some j ∈ {1, . . . , i − 1} and some a ∈ Γ with f j a = f i in F .
The conditions above mean that {f 1 , . . . , f i } forms a subtree of size i in the Cayley graph of F for all i and which includes W for n ≤ i ≤ m. Moreover, we insist that m ≥ |W | = n.
The next statement is the key lemma. It says that in a tree-like derivation, if a right-hand side of a rule appears in a subset, then this subset remains invariant. It cannot become larger by further applications of rules. More formally:
Then B(i) is a right-hand side of a rule in P ∞ , and we have:
Proof. The statement is trivial for
U . Moreover, it is easy to see that B(i) is a right-hand side of a rule in P ∞ for all i. Now, let m > n and
by the choice of W in (15) . We have to show that
Choose j ∈ {1, . . . , m − 1} and a ∈ Γ such that f j a = f m in F . Assume that f i SH ∩ f m SH = ∅ for some 1 ≤ i < m. Then for some x, y ∈ S we have:
This is true because h∈H F h is a disjoint union. The situation looks as follows:
Since the Cayley graph of F is a tree, the geodesic from f i to f m passes through f j . This means f i x = f m y = f j z, where z is either a suffix of x or a suffix of y:
Since S is suffix-closed we deduce that z ∈ S and hence f i SH ∩ f m SH ⊆ f j SH. By (21) it follows that
Moreover, B(j) is the right-hand side of some rule in P ∞ . Thus, by Lemma 11:
It follows
and therefore
We obtain for 1 ≤ i < m:
The following lemma shows that we can restrict to tree-like derivations.
Proof. Clearly for every g ∈ F we have
Hence we may replace {g 1 , . . . , g k } by some larger set. We add many new g on the left of the sequence g 1 , . . . , g k . This enlarges the value k, but then we may assume that for some tree-like derivation
Hence it is enough to show that
Since B(i) is a right-hand side of P ∞ , we obtain
We are now able to prove Lemma 13:
Proof of Lemma 13 . By Lemma 16 we may assume that U • f 1 • · · · • f m is tree-like. In particular, n ≤ m and W = {f 1 , . . . , f n }. Every element of W SH is contained in some f i SH for 1 ≤ i ≤ n. By Lemma 15 we have
This proves Lemma 13 and hence Theorem 12.
A Linear Time Computation
The setting is as follows. The virtually free group G is fixed as well as the system P . In a preprocessing phase we have computed the system P ∞ and a suffix-closed subset S ⊆ F such that B ⊆ B ′ ⊆ SH, for all (B, B ′ ) ∈ P ∞ in constant time.
The input to our problem are two finite subsets U, U ′ ⊆ G. We assume that they are given as alternating sequences as described in Section 6.1. We work on a RAM, therefore we may use pointers to realize subtrees of the Cayley graph of F . Since S and H are viewed as constants we can realize a subtree W in linear time in the input size of U and U ′ such that W satisfies Once the list L is empty we claim that U = U . Before we prove that claim let us analyze the complexity. The inner parts of the loop can be performed in constant time. Thus, we have to give an upper bound on the number of times we can enter the loop. After each iteration of the loop, the list L is shorter or we have added less than c elements where c = |S| 2 |H| 2 is a constant. Let us associate a weight ω to the pair (U, L) by
Here |L| denotes the length of the list L. The weight is always a non-negative integer and in the beginning it is at most (c + 1)|W SH|. This is linear in the input size of U and U ′ .
We show that the weight decreases in each round. Inside the loop there are two cases:
is not changed but |L| decreases by 1. If B = B ′ , then U becomes larger. We still have U ⊆ W SH and hence the size of |W SH \ U | decreases by at least 1. This subtracts from the weight at least c units, but we add to L less than c elements. Thus the weight decreases totally by at least 1. Thus, after at most (c + 1)|W SH| rounds the list L must be empty.
It remains to show, that we have calculated U . For this we show the following invariant: After each round of the loop the list L contains all elements g ∈ W such that U • g = U . This is certainly true in the beginning because at this time L contains all elements of W . Consider the situation where f is the first element of L and f has just been removed. Inside the loop we have replaced U by U • f and since U • f • f = U • f we do not need f in L anymore in order to keep the invariant for this round. Hence if we are in the situation U = U •f then the invariant is not changed. Thus we may assume that U has been replaced by U ∪ f B ′ with B = B ′ .
Now, if
In the first case g is still in the list and in the second case g is added to the list L. Thus, in both cases g is in the list L after the inner part of the loop has been finished. Once the list L is empty the invariant says that U is irreducible with respect to the rewriting system =⇒ P∞,W . Hence
This shows, that the set U can be calculated in linear time. Summarizing we have shown the following result: Theorem 17. Let G be a finitely generated virtually-free group and let P be a finite idempotent presentation over IM(G). Then the word problem of the inverse monoid IM(G)/P can be solved in linear time on a RAM.
The linear time complexity above is in sharp contrast to the uniform time complexity, where the group G and the system P become part of the input.
Theorem 18. The following problem is EXPTIME-complete:
INPUT: A finitely generated virtually free group G, given say by a finite confluent string rewriting system as in Section 6.1, a finite idempotent presentation P over IM(G), elements g, g ′ ∈ G, and finite sets U, U ′ ⊆ G with 1, g ∈ U and 1,
Proof. In the uniform setting the algorithm presented here can still be performed in exponential time. The problem is hard for exponential time due to [11] .
The word problem of IM(G)/P for the Margolis-Meakin expansion
In Section 6.3-6.5 we have restricted our attention to G = G. However, we can generalize the results at least to a situation where the group G acts freely on the set G. This means gx = x implies g = 1 for g ∈ G and x ∈ G. In this case, every orbit of G is a copy of G. Thus, the set G can be written as a disjoint union of copies of G.
We fix a set B ⊆ G of minimal cardinality such that
Since B has minimal cardinality,
Note that we may assume that B is a finite set included in the union (E,E ′ )∈P E ′ . In particular, the size B is smaller than the input size of P . The next step in the preprocessing phase computes a finite suffix-closed subset S ⊆ F such that
Basically, all steps go through now, if we replace all occurrences of SH by SH, where H denotes the set HB. In particular Assertion (6.4) remains valid because the action of G on G is free. Details are left to the interested reader. Thus, we can solve the word problem of IM(G)/P , if first, G acts freely on G, and second, if there is an effective decomposition of G as a disjoint union of copies of G.
In particular, we can cope with the construction of Margolis and Meakin [13, 14] as mentioned in the introduction. The elements of M (G, Σ) are pairs of the form (U, g), where U is a finite and connected subgraph of the Cayley graph C(G, Σ), which contains 1 and g. Multiplication of two such pairs is again defined by the rule (2) . The group G acts freely on the vertices and directed edges of the Cayley graph C(G, Σ) by left multiplication.
Decision problems for rational subsets of IM(G)/P
In this section, we associate with the inverse monoid IM(G)/P a relational structure R(IM(G)/P ) and we prove that this structure has a decidable first-order theory. As a consequence, we deduce the decidability of several computational problems concerning rational subsets of IM(G)/P . First, we recall some basic definitions from logic.
Logic
See [8] for more details on the subject of this section. A signature is a countable set S of relational symbols, where each relational symbol R ∈ S has an associated arity n R . A (relational) structure over the signature S is a tuple A = (A, (R A ) R∈S ), where A is a set (the universe of A) and R A is a relation of arity n R over the set A, which interprets the relational symbol R. We will assume that every signature contains the equality symbol = and that = A is the identity relation on the set A. As usual, a constant c ∈ A can be encoded by the unary relation {c}. Usually, we denote the relation R A also with R.
Next, let us introduce monadic second-order logic (MSO-logic).
Let V 1 (resp. V 2 ) be a countably infinite set of first-order variables (resp. second-order variables) which range over elements (resp. subsets) of the universe A. First-order variables (resp. second-order variables) are denoted x, y, z, x ′ , etc. (resp. X, Y , Z, X ′ , etc.). MSO-formulas over the signature S are constructed from the atomic formulas R(x 1 , . . . , x nR ) and x ∈ X (where R ∈ S, x 1 , . . . , x nR , x ∈ V 1 , and X ∈ V 2 ) using the boolean connectives ¬, ∧, and ∨, and quantifications over variables from V 1 and V 2 . The notion of a free occurrence of a variable is defined as usual. A formula without free occurrences of variables is called an MSO-sentence. For an MSO-sentence ϕ we write A |= ϕ if ϕ evaluates to true in A.
A first-order formula over the signature S is an MSO-formula that does not contain any occurrences of second-order variables. The first-order theory of the structure A is the set of all first-order sentences ϕ such that A |= ϕ.
Relation structures over rational subsets
Recall that for a monoid M , the class RAT(M ) of all rational subsets of M is the smallest class of subsets of M , which contains all finite subsets and which is closed under union, multiplication, and Kleene star. The Kleene star associates to a subset L ⊆ M the submonoid L * generated by L. A rational language L ∈ RAT(M ) can be represented either by a rational (or regular) expression with constants from M or by a (non-deterministic) finite automaton with transitions labeled with elements from M . With the monoid M (with neutral element 1) we associate the relational structure
where
The following result generalizes a corresponding result from [11] for the monoid IM(F, Σ)/P , where F is the free group generated by Σ and P is a finite idempotent presentation.
Theorem 19. Let G be a finitely generated virtually-free group and let P be a finite idempotent presentation over IM(G). Then the first-order theory of the structure R(IM(G)/P ) is decidable.
The proof of Theorem 19 follows the proof for the corresponding result from [11] . We will reduce the first-order theory of R(IM(G)/P ) to the monadic second-order theory of the Cayley graph C(G, Σ). Before we do this, let us first recall some known results on monadic second-order logic over graphs.
In the following, we view a Cayley graph C(G, Σ) of a group G as a directed graph with edges labeled by symbols from Σ. There is an edge (g, h) with label a if and only if ga = h. Thus, as a relational structure the universe is the set G with the constant 1 and for each a ∈ Σ there is binary relation
Implicitly, we may think that for each edge (g, h) there is also also an edge (h, g) with label h Next let us introduce a few MSO-formulas, which are interpreted in the Cayley graph of the virtually-free group G: Let P be a finite idempotent presentation over IM(G). Following [14] , we define for a subset U ⊆ G its closure
It follows that (U, g) = (V, h) in IM(G)/P if and only if g = h in G and cl P (U ) = cl P (V ). It is easy to see that there exists an MSO-formula CL P (X, Y ), expressing that Y = cl P (X) (see also [14] ): We just have to say that Y is the smallest (with respect to inclusion) subset of G which contains X and which is closed under the relation =⇒ P , i.e,
We also have to express in MSO (over C(G, Σ)) that a subset of G is finite. First we choose a free subgroup F of finite index and a finite set H (c.f. (9)) such that U ⊆ G is infinite if and only if for some h ∈ H the intersection F ∩ U h −1 ⊆ F is infinite.
The sets U h −1 are MSO-definable from U in C(G, Σ). Moreover, the free subgroup F is MSO-definable, too (as is any finitely generated subgroup of G). Using König's lemma, finiteness is MSO-definable in finitely branching trees. In particular, this is the case for the Cayley graph of the finitely generated free group F .
Finally we will need the following statement concerning MSO over arbitrary graphs, which was shown in [11] 
Proof of Theorem 19. We will reduce the first-order theory of R(IM(G)/P ) to the MSOtheory of C(G, Σ). Since G is a finitely generated virtually free group, we can conclude the proof using Theorem 20. Let us fix a first-order sentence ϕ over the (infinite) signature of R(IM(G)/P ). Let L 1 , . . . , L n ⊆ IM(G)/P be all rational languages, which appear in ϕ, and assume that L i is represented in ϕ by a finite automaton A i with transition labels from IM(G). Let Θ ⊆ G be the union of Σ and of all finite subsets U ⊆ G such that (U, g) labels a transition in one of the automata A 1 , . . . , A n . Hence, for every (U, g) ∈ IM(G) which labels a transition of some A i , the set U is connected in the Cayley graph C(G, Θ), i.e., it belongs to IM(G, Θ). Let Γ = Θ ∪ Θ −1 and recall that there is a canonical mapping
can be represented by a finite word over the alphabet Γ:
k )g. Now every A i can be viewed as a finite automaton where the transitions are labeled with words over Γ. Thus, each A i also accepts a subset of Γ * ,
and it is justified to use the same symbol L i to denote the accepted subset of IM(G)/P as well as the accepted subset of Γ * .
We now translate the first-order sentence ϕ over R(IM(G)/P ) into an MSO-sentence ϕ over the Cayley graph C(G, Θ) such that R(IM(G)/P ) |= ϕ if and only if C(G, Θ) |= ϕ. The following translation is analogous to the one for the case that G is free from [11] . For completeness, we will repeat the arguments.
Let x be a variable in ϕ, which ranges over elements of IM(G)/P . Hence, x will be interpreted by a pair (U, g), where U ⊆ G is finite and 1, g ∈ U . Therefore, we associate with x two variables in the MSO-sentence ϕ:
• an MSO-variable X ′ representing U and • a first-order variable x ′ , representing g.
The fact, that a pair (X ′ , x ′ ) represents indeed an element of the monoid IM(G) (and hence IM(G)/P ) is expressed by the MSO-formula (over the signature of C(G, Θ)):
Recall that finiteness of a subset of G can be expressed in MSO. Equality in the monoid IM(G)/P is expressed by the MSO-formula eq(x ′ , X ′ , y ′ , Y ′ ) = (x ′ = y ′ ∧ ∃Z : CL P (X ′ , Z) ∧ CL P (Y ′ , Z)).
We now define ϕ inductively as follows:
(a) For ϕ = (x = y) define ϕ = eq(x ′ , X ′ , y
where Reach L is the formula from Proposition 21. The formula for some (U, g) ∈ L in IM(G)/P , then (35) is easily seen to be satisfied. Now it is straightforward to verify that R(IM(G)/P ) |= ϕ if and only if C(G, Θ) |= ϕ. In the final step we just translate the MSO-formula ϕ to another formula ϕ such that C(G, Θ) |= ϕ if and only if C(G, Σ) |= ϕ. This is easy because each θ ∈ Θ is effectively a word in Σ * . This concludes the proof of Theorem 19 with the help of Theorem 20.
Since every monoid IM(G, Σ)/P , for Σ a finite generating set of G, is a finitely generated submonoid of IM(G)/P and hence rational, it follows from Theorem 19 that also the first-order theory of every structure R(IM(G, Σ)/P ) is decidable. One should notice that the first-order theory of R(IM(G, Σ)/P ) depends on the generating set Σ. To see this, let G be the free group generated by a and b, let P = ∅, and consider the two generating sets Σ = {a, b} and Σ ′ = {a, b, ab} of G. Let c = ({1, a, ab}, 1) ∈ IM(G, Σ) ⊆ IM(G, Σ ′ );
this element is first-order definable in R(IM(G, Σ)) (note that the neutral element is a constant in the structure R(IM(G, Σ))). Now let L = {({1, a}, 1)}, which is a rational subset of IM(G, Σ). Assume that x is an element of IM(G, Σ) such that reach L (x, c).
We must have x = c. On the other hand, we have reach L (y, c) for the element y = ({1, ab}, 1) ∈ IM(G, Σ ′ ) \ IM(G, Σ). Thus, the sentence ∃x : reach L (x, c) ∧ x = c belongs to the first-order theory of R(IM(G, Σ ′ )) but it does not belong to the first-order theory of R(IM(G, Σ)). Let us finish this paper with some applications of Theorem 19. In the emptiness problem for boolean combinations of rational subsets of a monoid M one asks for a given boolean combination B of sets from RAT(M ), whether B = ∅. Theorem 19 immediately implies: Theorem 22. Let G be a finitely generated virtually-free group and let P be a finite idempotent presentation over IM(G). Then the emptiness problem for boolean combinations of rational subsets of IM(G)/P is decidable.
The membership problem problem for rational subsets of IM(G)/P (i.e., the question, whether a given element of IM(G)/P belongs to a given rational subset of IM(G)/P ) is clearly reducible to the emptiness problem for boolean combinations of rational subsets of IM(G)/P . Hence, also the former problem is decidable. Since every finitely generated submonoid of a monoid M belongs to RAT(M ), also the submonoid membership problem of IM(G)/P (i.e., the question, whether a given element of IM(G)/P belongs to a given finitely generated submonoid of IM(G)/P ) is decidable.
Open problems
The undecidability results from Section 5 make it hard to find non-virtually-free groups G such that for every finite idempotent presentation P over IM(G), the word problem of IM(G)/P is decidable. Moreover, our techniques from Section 7 can be definitely not extended beyond the virtually-free case: By a result from [10] the MSO-theory of the Cayley graph of a group G is decidable if and only if G is virtually-free. These results lead to an open problem, which we state as a conjecture: If G is not virtually-free, then there exists a finite idempotent presentation P over IM(G) such that the word problem for IM(G)/P is undecidable.
We have seen that the submonoid membership problem for a group G can be reduced to the word problem of some IM(G)/P , but it is open whether we can reduce it to the word problem of some fixed finitely generated submonoid of IM(G)/P .
