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Electrical field induced shift of the Mott Metal-Insulator transition in thin films
D. Nasr Esfahani, L. Covaci and F. M. Peeters
Departement Fysica, Universiteit Antwerpen, Groenenborgerlaan 171, B-2020 Antwerpen, Belgium
The ground state properties of a paramagnetic Mott insulator are investigated in the presence
of an external electrical field using the inhomogeneous Gutzwiller approximation for a single band
Hubbard model in a slab geometry. The metal insulator transition is shifted towards higher Hubbard
repulsions by applying an electric field perpendicular to the slab. The spatial distribution of site
dependent quasiparticle weight shows that the quasiparticle weight is maximum in few layers beneath
the surface. Moreover only at higher Hubbard repulsion, larger than the bulk critical U, the electric
field will be totally screened only for centeral cites. Our results show that by presence of an electric
field perpendicular to a thin film made of a strongly correlated material, states near the surface will
remain metallic while the bulk becomes insulating after some critical U. In contrast, in the absence
of the electric field the surface becomes insulating before the bulk.
PACS numbers: 71.30.+h, 71.27.+a, 73.61.-r
I. INTRODUCTION
The rich physics of strongly correlated materials in
combination with the need to overcome the scaling lim-
its of current silicon based semi-conductor materials in
microelectronic industry has resulted in an increased ac-
tivity in this field. Special attention has been focused on
vanadium dioxide(V O2) which shows an abrupt Metal
Insulator Transition(MIT) near room temperature due
to a structural phase transition.1 One has found that an
electrical field is able to trigger MIT in V O2, without any
structural transition, which is mostly dominated by elec-
tron correlations rather than a Peierles distortion2. Also,
a first order MIT is observed by applying an electrical
field in a two terminal model of V O2
3,4 without electri-
cal breakdown of the material. Note that an, electric
field driven MIT and metal-superconductor transitions
have been observed at the interface between LaAlO3 and
SrT iO3.
3 These kind of transitions may be related to
a charge transfer mechanism. A nonlinear dependence
of the conductivity on the electrical field is reported
for the highly correlated transition metal chalcogenide
Ni(S, Se)2 and a continuous MIT is observed in this
case5.
In this paper we investigate the behavior of the ground
state of a single band Hubbard model6 in the presence
of a perpendicular electric field by using the Gutzwiller
approximation (GA)7. Originally GA is rooted in the
Gutzwiller wave function used to reduce the contribution
of high energy states due to Hubbard repulsion and it was
shown to be exact in the limit of infinite dimensions.8–10
While an analytical solution exists only for one
dimension11, in comparison to other approximate meth-
ods the GA is equivalent to a slave boson mean field
approach(SBMF)12 for zero temperature but in contrast
to dynamical mean field theory (DMFT)13, it is not able
to give any information about higher and lower Hub-
bard bands. Instead it gives a reasonable understanding
about the low energy excitations near the Fermi surface14
by supplying the quasiparticle weight of electrons such
that one is then able to describe the mobility of elec-
trons. Also, GA cannot give any information about the
insulating state, instead we are only able to investigate
the properties of the system by approaching the tran-
sition point, Uc, from below
10. This method was used
by Brinkman-Rice15 to investigate the MIT of the sin-
gle band Hubbard model and it allowed them to predict
the critical Hubbard repulsion which is finite in two and
three dimensions(Uc = 16t for 3D). While not as accurate
as DMFT, GA is less computationally intensive and thus
allows the description of inhomogeneous systems such as
thin films subjected to a perpendicular electric field.
Although our simplified approach is only qualitative,
it gives important information about how one may be
able to spatially tune the quasiparticle weight distribu-
tion near surfaces and interfaces. This could be rele-
vant for future studies; for example for an inhomoge-
neous bad metal-superconductor transition by the charge
transfer mechanism which may be responsible for the SC-
Insulator transition observed at the interface of a band in-
sulator and a strongly correlated material3. We will show
that by applying a perpendicular electric field, charges
will be trapped at the surface of the Mott insulator and
shift the MIT for the surface states.
The outline of the paper is as follows. In section II
we review the concept of GA and how the inclusion of
on site potentials may change the situation. In section
III we introduce our model for the slab geometry, present
the numerical scheme used and analyze the corresponding
results. Finally in section IV we present our conclusions.
II. GUTZWILLER APPROXIMATION IN THE
PRESENCE OF AN ELECTRIC FIELD
In order to address the narrow band effects in transi-
tion metals with d or f orbitals for which correlation ef-
fects play a major role in the behavior of the system the
simplest model that is able to explain the most impor-
tant terms of the Coulomb interaction between electrons
2is the well known Hubbard model,
HˆU = −
∑
<ij>σ
tij(c
†
iσcjσ + c
†
jσciσ) +
∑
i
Unˆiσnˆiσ¯. (1)
We will describe the ground state properties of the Hub-
bard model by using the Gutzwiller approximation which
suppresses the contribution of high energy configurations
(here configurations with higher number of double occu-
pancies). This is done by introducing a trail wave func-
tion which contains variational parameters to be used
subsequently to minimize the total energy of the system.
Our aim is to investigate the properties of a strongly
correlated system in the presence of an external electri-
cal field which will appear in the Hamiltonian as a posi-
tion dependent potential. The induction of such an inho-
mogeneity is not random and we still have translational
invariance in the direction perpendicular to the applied
field. To study the ground state properties in the ab-
sence of the electric field, the Gutzwiller wave function is
defined as:
|ψg〉 =
∏
i
gDˆii |ψ0〉 =
∏
i
[
1− (1− gi) Dˆi
]
|ψ0〉, (2)
where the double occupancy operator is Dˆi = nˆiσnˆiσ¯, the
variational parameters gi are introduced to reduce the
contribution of high energy configuration’s in the many
body wave function |ψg〉, and |ψ0〉 is the unprojected
non-interacting (Fermi sea) many body wave function.
Although it is obvious that by the inclusion of on site
potentials no new variational parameters are needed be-
cause they do not induce any new correlations since the
term is a single body interaction, nevertheless we will
prove it rigorously. To obtain the normalization factors
in the limit of spatial infinite dimensions, for which the
Gutzwiller approximation is exact9,10, we have to remove
spatial correlations which occur in infinite dimensions to-
gether with on-site Hartree contributions which remain
in the d = ∞ limit. This can be done by introducing
a new expansion parameter following the guidelines of
Ref [10]. If we include on-site potentials for capturing
the effects of external fields, the Hamiltonian becomes:
Hˆ = HˆU +
∑
iσ
vinˆiσ. (3)
In order to find the ground state of the Hamiltonian in
Eq. (3) we introduce new variational parameters, ζiσ and
ζiσ¯ , to decrease the weight of the occupancy of the sites
with higher on-site energy. The Gutzwiller wave function
now becomes:
|ψg〉 = [1− (1− ζiσ)nˆiσ] [1− (1− ζiσ¯)nˆiσ¯]×[
1− (1− gi)Dˆi
]
|ψ0〉 (4)
The standard way of removing on-site Hartree contribu-
tions is to introduce the fugacity factors µiσ and µiσ¯
10,
the expansion parameter xi and the non interacting state
|ϕ0〉. Then the Gutzwiller wave-function can be written
as:
|ψg〉 =
∏
i
ζiσ
nˆiσζiσ¯
nˆiσ¯gi
2(γi−µiσ¯ nˆiσ¯−µiσ nˆiσ+Dˆi)|ϕ0〉
=
∏
i
(1 + xi(Dˆi − DˆiHF ))|ϕ0〉.
(5)
The Hartree double occupancy operator can be defined
as Dˆi
HF
= nˆiσ〈nˆiσ¯〉0+ 〈nˆiσ〉0nˆiσ¯ −〈nˆiσ〉0〈nˆiσ¯〉0 and it is
the result of the usual mean field decomposition nˆiσ →
nˆiσ − 〈nˆiσ〉0. By defining ζiσ = giβiσ , ζiσ¯ = giβiσ¯ , µiσ ′ =
βiσ + µiσ and µiσ¯
′ = βiσ¯ + µiσ¯ we have:
|ψg〉 =
∏
i
gi
2(γi−µiσ¯
′nˆiσ¯−µiσ
′nˆiσ+Dˆi)|ϕ0〉. (6)
Therefore by using the above change of variables it is pos-
sible to obtain the same renormalization factors for the
infinite dimensions limit as stated in10. Moreover by us-
ing the condition 〈nˆiσ〉 = 〈nˆiσ〉0 which holds for infinite
dimensions it can be inferred that the physical counter-
parts of the new variational parameters, ζiσ , are 〈nˆiσ〉0,
In minimization procedure we need to minimize the en-
ergy with respect to |ϕ0〉 together with local variational
parameters gi that one needed to describe the correlation
effects. In short, the addition of on-site potentials does
not add any new variational parameters and the proce-
dure of finding the ground state is the same as in the
conventional Gutzwiller method. Thus the expectation
value of the Hamiltonian:
〈Hˆ〉 =−
∑
〈ij〉σ
√
qiσ
√
qjσtij〈ϕ0|cˆ†jσ cˆiσ + h.c.|ϕ0〉
+
∑
i
Vi〈ϕ0|nˆi|ϕ0〉+
∑
i
Ud¯i
(7)
has to be minimized only with respect to gi and |ϕ0〉.
Here the renormalization factors qiσ depend on the local
density of the non-interacting state |ϕ0〉 and gi:
qiσ =
1
〈nˆiσ〉0(1− 〈nˆiσ〉0)×[√
di(〈nˆiσ〉0 − di) +
√
(〈nˆiσ¯〉0 − di)(1 − ni,0 + di)
]2
,
(8)
where ni,0 = 〈nˆiσ〉0+〈nˆiσ¯〉0, while gi are described by the
following equations which holds in infinite dimensions:
gi
2 =
di(1− ni,0 + di)
(〈nˆiσ¯〉0 − di)(〈nˆiσ〉0 − di) (9)
Although in normal metals any deviation from half fill-
ing may lead to the lowering of the electron conductiv-
ity, in strongly correlated materials these deviation play
different role because of the dependence of renormaliza-
tion factors of tight binding parameter, qiσ , on the local
3charge density. Thus one may predict that if an applied
electrical field would be able to change the charge distri-
bution of the system then it will be able to change the
electron conductivity and even shift the metal-insulator
transition point.
In practice minimizing the expectation value of the
Hamiltonian is difficult because of the existence of a large
number of variational parameters in |ϕ0〉 together with
the dependence of the renormalization factors on |ϕ0〉.
This will lead to a highly nonlinear set of equations. In
order to alleviate some of the difficulties it is possible to
allow local densities and |ϕ0〉 to vary independently in
the minimization procedure. Then by introducing λiσ as
Lagrange multipliers it is possible to ensured that the lo-
cal charge densities of the Gutzwiller wave function are
equal to the local charge densities of the non interact-
ing state. Other multipliers, Λ and E, are introduced in
order to ensure total charge conservation and guarantee
that |ϕ0〉 is normalized. Therefore the final form of the
energy expectation value is:
〈Hˆ〉= −
∑
〈ij〉σ
tij〈ϕ0|cˆ†jσ cˆiσ + h.c.|ϕ0〉
+
∑
i,σ
vi〈ϕ0|nˆiσ|ϕ0〉+
∑
i
Ud¯i +
∑
i,σ
λiσ(〈nˆiσ〉0 − niσ)
+Λ(N −
∑
iσ
nσi) + E(1− 〈ϕ0|ϕ0〉), (10)
where tij =
√
qiσ
√
qjσtij are the renormalized hopping
amplitudes. To find the optimum energy first of all we
vary the |ϕ0〉 for which we have the following Schrödinger
like equation:
∑
〈ij〉σ
−tij(cˆ†jσ cˆiσ+h.c.)|ϕ0〉+
∑
i
(Vi+λiσ)nˆiσ|ϕ0〉 = E|ϕ0〉,
(11)
which has to be diagonalized for both spins. The sums
are up to the filling of the system. This non-interacting
energy is the amount of kinetic energy which is stored in
the quasiparticle state |ϕ0〉. Then |ϕ0〉 is substituted in
eq.(10) and the expectation value becomes:
〈Hˆ〉 = ENI+
∑
i
Ud¯i+Λ(N−
∑
i,σ
niσ)+
∑
i,σ
λiσniσ (12)
where ENI is the non-interacting energy which depends
on the variational parameters niσ, λiσ and |ϕ0〉. |ϕ0〉 is
now a function of the variational parameters λiσ , niσ and
gi, and the above energy functional has to be minimized
in accordance to all these parameters. This leads to the
following set of saddle point conditions:
∂〈Hˆ〉
∂Λ
= 0,
∂〈Hˆ〉
∂λiσ
= 0,
∂〈Hˆ〉
∂niσ
= 0,
∂〈Hˆ〉
∂gi
= 0.
(13)
III. MODEL AND NUMERICAL SCHEME
A. Model
Our model is a slab geometry in which we have trans-
lational invariance in x and y direction and finite size in z
direction. In addition we apply a linear potential profile
from −v/2 to +v/2, in the z-direction. With the above
assumptions the expectation value of the Hamiltonian
can be written as:
〈Hˆ〉= 〈ϕ0|
∑
i,k‖,σ
(−2tqiσ(coskx + cosky) + vi + λiσ)cˆ†ik‖σ cˆik‖σ
−
∑
<ij>k‖σ
√
qiσ
√
qjσt(cˆ
†
ik‖σ
cˆjk‖σ + cˆ
†
jk‖σ
cˆik‖σ)|ϕ0〉
−Nk‖
∑
iσ
λiσniσ + Λ(Nk‖
∑
iσ
niσ −N) + E(1− < ϕ0|ϕ0 >)
+
∑
i
Nk‖Udi, (14)
where i and j correspond to atoms in the z direction and
Nk‖ = NkxNky is the total number of k points.
First we minimize the energy with respect to |ϕ0〉
which leads to the following eigenvalue problem:
∑
i,k‖,σ
(−2tqiσ(coskx + cosky) + vi + λiσ)cˆ†ik‖σ cˆik‖σ|ϕ0 > −
∑
<ij>k‖σ
√
qiσ
√
qjσt(cˆ
†
ik‖σ
cˆjk‖σ + cˆ
†
jσ cˆiσ)|ϕ0 >= Ek‖ |ϕ0 >
(15)
Eq. (15) has to be solved for each k‖ point and in order
to find the non-interacting ground state the eigenvalues
will be summed up to the desired filling level:
ENI =
∑
E<EF
Ek‖,n, (16)
where EF is the Fermi energy of the quasiparticle states
and n is the quantum number for the energy level of each
k point.
In the next step the above non-interacting state |ϕ0 >,
which is now an implicitly function of all variational pa-
rameters λiσ , niσ, gi and Λ, should be inserted into
4Eq. (14):
〈Hˆ〉 =< ϕ[λiσ , niσ, gi, Λ]|Hˆ0|ϕ[λiσ , niσ, gi, Λ] >
+Nk‖
∑
i,σ
λiσniσ + Λ(Nk‖
∑
i,σ
niσ −N). (17)
We therefore minimize the total energy according to the
variational parameters by considering:
∂
∂λ
< ψ[λ]|H0[λ]|ψ[λ] >=< ψ[λ]| ∂
∂λ
H0[λ]|ψ[λ] >, (18)
which holds when the wave-function is an eigenfunction
of the non-interacting Hamiltonian and obtain the fol-
lowing set of saddle point equations for the paramagnetic
case (< nˆiσ >=< nˆiσ¯ >):
∂ < Hˆ >
∂gi
= 2〈ϕ0|
∑
ik‖
−2t(coskx + cosky)∂qiσ
∂gi
cˆ†ik‖σ cˆik‖σ
− δi,j±1
√
qjσ
qiσ
∂qiσ
∂gi
t(cˆ†ik‖σ cˆjk‖σ + cˆ
†
jk‖σ
cˆik‖σ)|ϕ0 > +
∑
i
Nk‖U
∂di
∂gi
= 0,
(19)
∂ < Hˆ >
∂niσ
= 2 < ϕ0|
∑
ik‖
−2t(coskx + cosky) ∂qiσ
∂niσ
cˆ†ik‖σ cˆik‖σ
− δi,j±1
√
qjσ
qiσ
∂qiσ
∂niσ
t(cˆ†ik‖σ cˆjk‖σ + cˆ
†
jk‖σ
cˆik‖σ)
∑
ik‖
|ϕ0 > −2Nk‖λiσ − 2Nk‖Λ+
∑
i
Nk‖U
∂di
niσ
= 0,
(20)
∂ < Hˆ >
∂λiσ
= 〈ϕ0|
∑
k‖
cˆ†ik‖σ cˆik‖σ|ϕ0〉 −Nk‖niσ = 0, (21)
∂ < Hˆ >
∂Λ
= (N − 2Nk‖
∑
i
nσ) = 0. (22)
In order to numerically solve the above set of non-linear
equations, we use MinPack.116,17 which uses a trust-
region-dogleg method, while for the k-space summation
we choose a 8× 8 Monkhorst-Pack22 k-grid for which the
energy is well converged for this kind of grid. From the
above equations it is obvious that the Jacobian matrix
required by the nonlinear solver has to be calculated by
a finite difference method because no analytical evalua-
tion of the Jacobian matrix is possible. Also note that
the Jacobian matrix is dense and all of its elements are
nonzero.
We also tried to implement another approach by solv-
ing Eqs. (15) and (19)-(22) iteratively by starting from
an estimation of the variational parameters and a cal-
culation of |ϕ0 > which are then supplied to the set of
Eqs. (19)-(22) to find a new set of variational parameters
and then repeat the whole procedure. The iterative ap-
proach did not converge for values of U > 4t which could
be because of the high non-linearity of the equations for
large U . Other authors also reported similar problems
with such an iterative scheme18.
Although the second approach is less costly, because
the Jacobin matrix in the first method is updated at each
variation of the parameters it is more likely that the first
method converges better particular for large U when we
have a large dependence of |ϕ0 > on the variational pa-
rameters. In the next sections we report results for qi
as the position dependent quasiparticle weight which is
an indication of the mobility of the electrons in Fermi
liquid theory. It is possible to show that the inverse of
this factor is proportional to the mass renormalization
which is divergent for qi = 0 and which corresponds to
an insulating phase19. The quantity v˜i = vi + λiσ + Λ is
considered as an effective potential which acts effectively
only on |ϕ0〉. The parameters U and v are scaled with
the tight binding parameter t.
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FIG. 1. (a) Quasiparticle weight distribution for U < 16t,
Nz = 100 and v = 2t and v = 0; (b) charge distribution for
U < 16t, Nz = 100 and v = 2t. Note that for v = 0 the
system is at half-filling, ni = 1.
B. Numerical results
We solve the set of Eqs. (19)-(22) for a slab geometry
and a linear distribution of the potential profile in order
to investigate its effect on strong correlations. Although
we do not consider long range Coulomb interactions or
Poisson-Schrödinger coupling at this level, it is possible
to couple the current solutions to a Poisson solver in order
to consider more screening effects.
The spatial distribution of the quasiparticle weights
and the charge densities are shown in Figs. 1 and
Fig. 2(a)-(b) for different values of the Hubbard repul-
sion U for a slab of width Nz = 100. Mathematically, the
existence of a potential profile causes charge distortion in
the system and because of the nature of the Gutzwiller
renormalization factors that have a minimum value at
half filling(ni = 1.0) it is predicted that any charge frus-
tration in the system may lead to larger quasiparticle
weights when compared to the case without electrical
field.
For both U < Uc and U > Uc (where Uc = 16t for bulk)
the maximum quasiparticle weight is achieved in few lay-
ers beneath the surface as is obvious from Figs. 1(a) and
2(a). For U < Uc akin to the zero electric field case
21 the
minimum quasiparticle weight is achieved for the surface
sites. In contrast, for U > Uc the quasiparticle weight
of the central atoms dramatically starts to drop to ex-
tremely low values and creates a dead insulating region
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FIG. 2. (a) Quasiparticle weight distribution, (b) charge dis-
tribution and (c) effective potential for v = 2t. Notice the
U/2 contribution is subtracted from the effective potential.
as is indicated in Fig. 2(a). This is presented more clearly
in Figs. 3(a)-(b) where we show the quasiparticle weight
versus the Hubbard repulsion for three significant loca-
tions (surface, near surface and bulk) for both v = 0 and
v = 2t.
The formation of this dead zone together with the fact
that we increased the value of the Hubbard repulsion
from lower values may lead to charge being trapped near
the surfaces of the slab because electrons are not able to
tunnel through the bulk. This charge trapping prevents
the system to exhibit a complete metal-insulator transi-
tion even for values of the Hubbard repulsion larger than
the bulk Uc. This result is contrary to the case without
electrical field where there is a single U = Uc at which
the quasiparticle weight is suppressed for the hole sys-
tem. When there is no electrical field the quasiparticle
weight is maximal in central parts as shown in Fig. 1(a).
The distance over which the quasiparticle weight recov-
ers its bulk value is on the order of 10 atoms which
shows that the electrons which are located on the sur-
face atoms suffering from the lack of kinetic energy (due
to lower coordination number at the surface) are always
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FIG. 3. Quasiparticle weight of various sites versus Hubbard
repulsion for Nz = 100, (a) v = 0 and (b) v = 2t.
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FIG. 4. Quasiparticle weight distribution versus v for U =
16.0625t and Nz = 100.
able to gain kinetic energy from the central sites with
highest quasiparticle weight. Thus the surface quasipar-
ticle weights will not vanish completely as long as the
bulk quasiparticle weight is finite, although may have
very low values.20,21,23
To see the difference between cases with v = 0 and
v 6= 0 it should be noticed that in the case in which
electrical field is present the quasiparticle weight is max-
imal in few layers beneath the surface. This is because
of the fact that electrons at these locations are more in-
tensely affected by the electrical field while they do not
suffer from the lack of kinetic energy as do the electrons
corresponding to cites which are exactly at the surface.
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FIG. 5. Critical Hubbard repulsion for which the maximal
quasiparticle weight is Z = 5.0 × 10−3 versus slab thickness
for different electric fields.
Therefore the distance between the maximum quasipar-
ticle weight (as source of kinetic energy) and central sites
is higher specially for higher sizes and as a result the cen-
tral sites are not able to gain kinetic energy, moreover this
sites are less affected by electrical field when one increases
the width of the slab together with fixing potential dif-
ference between edges to a constant value as we have
consider in our model. Thus the metal-insulator transi-
tion occur for sufficiently large width and some U > Uc
for central sites before complete screening of electrical
field as indicated in fig. 3(b) more precisely. This is very
similar to the case of the interface of a bad metal with
a strongly correlated material with U > Uc, where there
is an insulating phase sufficiently far from the source of
kinetic energy which is located near the surface.23,24
In Figs. 2(b) and 2(c) the spatial distribution of the
charge densities and the effective potentials are shown
for different values of U > Uc. Both of these two quan-
tities behave similarly to the quasiparticle weight. The
charge density is maximum in the same location in which
we have the maximum quasiparticle weight while for the
sites with charge density near local half filling (ni = 1.0)
we have the lowest quasiparticle weight and this is where
the electrical field has the weakest effect. This confirms
that the higher quasiparticle weight is due to a larger
carrier density near the surface of the slab. The devia-
tions of the carrier densities from half-filling correspond
to larger electron density for sites with lower effective
potential and hole density for sites for higher effective
potential as shown in Fig. 2(c). The charge frustration
is responsible for nonzero quasiparticle weight for these
sites near the surfaces of the system even for U > Uc.
The regime of nonzero conductivity of the edge regions
for U > Uc is similar to underdoped and overdoped Mott
insulators but in this case we have an inhomogeneous
charge distribution due to the presence of the electrical
field.
Fig. 4 shows the change of quasiparticle weight
throughout the system when the voltage difference is in-
creased. While the location of the maximal quasiparticle
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FIG. 6. (a) Quasiparticle weight distribution of different sites
for various slab thicknesses; (b) The charge density averaged
over half of the slab for different thicknesses. Here U = 16t
and v = 2t.
weight slowly shifted towards the surface, its value in-
creases with electric field. This in turn assures that the
size of the central dead zone reduces when the voltage
difference is increased. One should note that when mea-
suring an I-V curve only in-plane the conductivity will
show metallic behavior because the z-axis conductivity
will be dominated by the bulk insulating layer.
Fig. 5 shows the value of the Hubbard repulsion for
which the maximum quasiparticle weight is Z = 5.0 ×
10−3 as a function of slab thickness. This will give a
lower bound for the critical Uslabc in the presence of a
perpendicular electric field. Uslabc is higher for larger
thicknesses and stronger fields v. Again this is related to
the amount of charges localized near the surfaces. When
U increases the quasiparticles corresponding to central
parts drop faster in the thicker slabs as is indicated in
Fig. 6(a) and this causes more charge accumulation at
the surfaces. This is because of the fact that the proba-
bility of the electrons to tunnel through the central parts
is being reduced which makes charge relaxation more dif-
ficult. In other words by increasing the Hubbard repul-
sion the system tries to screen the charges due to energy
restrictions while on the other hand this increasing of U
suppress metalic behavior of central part and thus hin-
ders the charge relaxation. This scenario is expected to
be even more relevant for thicker slabs. This can be bet-
ter understood by considering the average charge accu-
mulation in half of the slab which increases for thicker
slabs as indicated in Fig. 6(b).
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FIG. 7. The average charge density for one side of slab for
Nz = 100.
Fig. (7) shows the charge accumulation in one side of
the slab as a function of the Hubbard repulsion for differ-
ent strengths of the electric field. While the charge accu-
mulation decreases for higher Hubbard repulsion due to
screening, it instead increases for higher voltage values.
Although we did not obtain a clear asymptotic behavior
for maximum quasiparticle weight by increasing the slab
width, it seems that one may gets an asymptotic solution
for very thick slabs, in which the central sites may have
a MIT at U very close to 16t. This may occur due to the
very large distance of the central sites from the edges.
There are two reasons that the central sites yield MIT
very near 16t for very thick slabs: first of all the cen-
tral parts have the lowest charge density deviation from
n = 1.0 because of the shape of the potential profile, sec-
ond because it is difficult for these sites to gain kinetic
energy from the source of kinetic energy which is located
in only few layers beneath the surfaces. By considering
the latter facts an asymptotic solution may be achieved
for extremely thick slabs.
IV. CONCLUSIONS
In conclusion, we described the Mott metal-insulator
in a slab geometry in the presence of an external elec-
trical field by calculating the site dependent quasipar-
ticle weight. This is done by using an inhomogeneous
Gutzwiller approximation which is exact in the limit of
infinite dimensions. Increasing the Hubbard repulsion
from lower values in the presence of an external electri-
cal field leads to the formation of a dead insulating zone
at the center of the thin film. The formation of the dead
zone for U > 16t happens before the complete screening
of the electrical field and therefore charge trapping oc-
curs at the edge sites. This charge trapping causes the
MIT to be shifted for edge sites in the presence of the
external field. We therefore show that even though the
central region becomes insulating at Uc, the surface lay-
ers remain metallic but with a suppressed quasiparticle
weight. From an experimental point of view our results
8are relevant for transport measurements in thin films. In
the presence of an external electric field perpendicular
to an insulating film, one could use the surface states
for transport since the charge transfer at the surface cre-
ates two dimensional underdoped/overdoped regions. In
the same time, transport perpendicular to the thin film
is suppressed due to the dead insulating zone, thus pro-
tecting the surface states from leakages. The electric field
needed to create the surface states is also much lower
than the breakdown field needed to pass current across
the insulating zone.
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