Graphics processing units (GPUs) are used today in a wide range of applications, mainly because they can dramatically accelerate parallel computing, are affordable and energy efficient. In the field of medical imaging, GPUs are in some cases crucial for enabling practical use of computationally demanding algorithms. This review presents the past and present work on GPU accelerated medical image processing, and is meant to serve as an overview and introduction to existing GPU implementations. The review covers GPU acceleration of basic image processing operations (filtering, interpolation, histogram estimation and distance transforms), the most commonly used algorithms in medical imaging (image registration, image segmentation and image denoising) and algorithms that are specific to individual modalities (CT, PET, SPECT, MRI, fMRI, DTI, ultrasound, optical imaging and microscopy). The review ends by highlighting some future possibilities and challenges.
Introduction
Medical image processing on the graphics processing unit (GPU) has become quite popular recently, since this technology makes it possible to apply more advanced algorithms and to perform computationally demanding tasks quickly in a clinical context. Despite this fact, survey papers on GPU-based medical imaging have been rare. Notable exceptions include reviews focused on specific medical imaging algorithms like image registration (Shams et al., 2010b; Fluck et al., 2011) , and a recent overview on GPU computing in medical physics (Pratx and Xing, 2011) , focused on image reconstruction and treatment plan optimization. More generally, many excellent introductory resources are available on GPUs and GPU programming (Kirk and Hwu, 2010; Sanders and Kandrot, 2011; Farber, 2011) .
Here, we broadly consider a range of medical imaging modalities and types of algorithms. We have specifically included some topics that have not been previously reviewed such as functional magnetic resonance imaging (fMRI) and diffusion tensor imaging (DTI), as well as image denoising algorithms and basic functions such as filtering, interpolation, histogram estimation and distance transforms. We have also included papers on GPU-based image reconstruction, both for completeness and to highlight the recent explosion of work in this area. Readers who are particularly interested in image reconstruction are also encouraged to read the review by Pratx and Xing (2011) on this topic. The aim of the review is to give the reader a broad overview of medical image processing on the GPU, and to introduce parallel approaches to many algorithms. Our hope is that by including most types of algorithms and modalities in a single review, a reader focused on a specific field can become inspired by solutions and implementations used in other fields. The review was conducted in a semi-systematic fashion, by using a combination of PubMed, Google Scholar and reference lists of other papers. The inclusion criterion was that the paper should be about an algorithm that is or can be used in medical imaging, and that a GPU implementation is used or described.
GPUs for general purpose parallel computing
The main reason for the evolution of powerful GPUs is the constant demand for greater realism in computer games. During the past few decades, the computational performance of GPUs has increased much more quickly than that of central processing units (CPUs) . Currently, the difference in theoretical performance can differ by a factor ten in favour of the GPU. Computer graphics often require fast rendering of complex scenes. For a good gaming experience, it is normally recommended to use a framerate of at least 40 Hz, which means that the scene has to be rendered in less than 25 ms. The rendering is typically performed in exactly the same way for each pixel, but with different data, which explains the single instruction multiple data (SIMD) parallel design of GPUs. While both CPUs and GPUs can manage thousands of threads concurrently via time-slicing, a modern CPU can actually make progress on only 4-12 in parallel. Today's GPU, running a suitable SIMD algorithm, can make progress on over a thousand threads at a time. Intel's streaming SIMD extensions (SSE) can be used to speedup parallel operations on their CPUs, but they often require assembler programming, which is time consuming and error prone.
Due to their SIMD parallelism, the performance of GPU implementations greatly depend on how easy it is to make a parallel adaptation of a given algorithm. Image processing algorithms are often massively parallel by nature, which simplifies their implementation on a GPU. But not all algorithms are suited for a parallel implementation. In many cases a hybrid CPU-GPU implementation yields the best performance. A good example is image registration algorithms, where the GPU can be used to calculate a chosen similarity measure in parallel, while the CPU can run a serial optimization algorithm. The evolution of GPU programming models and available tools have greatly simplified the adaptation of key algorithms to the GPU's massive parallelism. Initially, true to their origins, GPUs could only be programmed through computer graphics APIs, such as the open graphics language (OpenGL) or DirectX. The use of GPUs for general purpose computing (GPGPU) was, despite this fact, already popular five years ago (Owens et al., 2007) . The release of the compute unified device architecture (CUDA) programming language made using Nvidia GPUs for more general purpose calculations much easier Garland et al., 2008; Che et al., 2008) . The combination of a higher theoretical performance and an easy programming language has led to many reports of large computational gains compared to optimized CPU implementations, though some of these speedups have been questioned (Lee et al., 2010) . CUDA can, however, only be used with Nvidia GPUs. The open computing language (OpenCL) is another alternative, which can be used for programming of any hardware, such as AMD GPUs, CPUs, and field programmable gate arrays (FPGAs). Figure 1 illustrates how prevalent GPUs are in the field of medical imaging. The first plot presents the number of publications describing GPU acceleration of algorithms often used in medical imaging, while the second plot considers publications for a specific imaging modality. It is clear that GPU accelerated image registration became much more common in 2008, after the release of CUDA in 2007. The CT modality took advantage of graphics hardware much earlier than the MRI modality. This is possibly explained by the fact that MR images often can be reconstructed with an inverse fast Fourier transform, while CT data normally requires more demanding algorithms (e.g. an inverse Radon transform). GPU acceleration of MRI reconstruction algorithms has become much more common during the last three years. One application is to increase the spatial and temporal resolution with techniques such as compressed sensing (Donoho, 2006) . During recent years, GPUs have also been used for quite a few ultrasound applications. Since ultrasound systems can generate data with a high temporal resolution (e.g. 20-30 Hz), both in 2D and in 3D, GPUs can aid real-time processing and visualization. These systems are also portable, making it is especially important that the computer hardware is energy efficient and compact. Optical imaging and microscopy have also started to take advantage of GPUs, mainly for acceleration of demanding reconstruction algorithms.
GPUs in medical imaging

The GPU architecture and GPU programming
To ease the understanding of the paper, a short introduction to the GPU architecture is presented. Interested readers are referred to books about GPU programming (Kirk and Hwu, 2010; Sanders and Kandrot, 2011; Farber, 2011) and the CUDA programming guide for further details.
Modern GPUs consist of a number of multi-processors, each containing a number of processor cores and memory chips with very high bandwidth. The Nvidia GTX 680 consumer graphics card has 8 multi-processors with 192 processor cores each. Calculations are performed by launching a large number of threads, for example 10,000, that each process a small part of the data (e.g. one pixel or voxel). The threads are divided into a number of thread blocks and each multi-processor can concurrently manage a number of these blocks. The data is first copied from the CPU to the GPU's global memory, which is extensive (several GB) but has a relatively low bandwidth. Each multiprocessor has a large number of registers, currently 16,384 -65,536, which are used to store thread specific variables. All threads start by reading data from global memory into the local registers, and end by finally writing the result back to global memory when the calculations have been completed. To facilitate cooperation between threads in a thread block, a small shared memory at each multi-processor is available for exchanging data efficiently. A cached small constant memory (64 KB) is also shared between all multi-processors, for example useful if all the threads need to access some constant values. Texture memory is a special way of using the global memory and is also cached, in a format that can be used to speedup irregular reads from global memory that are spatially local. Through the texture memory, linear interpolation in 1, 2 and 3 dimensions can also be performed very efficiently. Additionally, modern GPUs have a general L1 and L2 cache, to further speedup global reads. Rather than achieving coverage of the image domain using nested for loops, GPU code is typically written for one thread, then launched as a 1, 2 or 3 dimensional grid of threads that cover the extent of the image or volume.
To simplify fast development of optimized code, Nvidia has released a number of CUDA libraries for different purposes. Some examples are CUBLAS (basic linear algebra operations, dense matrix operations), CUFFT (fast Fourier transforms in 1, 2, and 3 dimensions), CURAND (random number generation), NPP (Nvidia performance primitives, functions for image processing), thrust (sorts, searches, reductions) and CUSPARSE (sparse matrix operations). The thriving CUDA community has also produced several non-Nvidia libraries as well, including MAGMA 1 and CULA 2 , which both contain functions for matrix algebra. ArrayFire 3 contains a broad variety of functions and also includes support for OpenCL. See the Nvidia homepage 4 for documentation and a complete list of libraries.
Structure of the paper
The remainder of this review is divided into four sections. The first section considers basic image processing operations, such as filtering and interpolation. The second section is about the most commonly used algorithms in medical imaging; image registration, image segmentation and image denoising. The third section treats algorithms and implementations that are specific to different modalities, e.g.. CT, MRI and ultrasound. The last section contains a discussion about future challenges and possibilities of GPU accelerated medical imaging.
Basic operations
Filtering
Filtering is an important processing step for many image processing algorithms. The easiest case involves applying a separable Gaussian low-pass filter, e.g. prior to a downsampling. More advanced cases include edge detection or applying several non-separable filters to estimate a local structure tensor (Knutsson, 1989; Knutsson et al., 2011) . For different applications, filtering might be more appropriate in the spatial domain (using convolution) or in the frequency domain (using multiplication). The processing time depends on several factors, the most important being the size and separability of the filter, whether the data dimensions are a power of 2 (which is required for optimal performance with the fast Fourier transform (FFT)), and whether one or several filters are to be applied. In general, convolution is faster for separable filters and small non-separable filters. A major advantage of filtering in the frequency domain is that the processing time is independent of the filter size.
Two-dimensional convolution between a signal s and a filter f can be written for position [x, y] as
where N is the filter size. By studying this formula, it is clear that convolution is well suited for parallel processing. The result of each element (e.g. pixel or voxel) can be calculated independently and there is substantial data re-use, since the results for neighbouring elements use mainly the same values. A modern GPU implementation would put the filter kernel in the constant memory, as it is used by all threads, and take advantage of the data re-use through texture or shared memory. Two-dimensional convolution on graphics hardware has been possible through OpenGL for a number of years (Rost, 1996) , but the first GPUs did not have features such as constant and shared memory, making it harder to obtain high performance. Hopf and Ertl (1999) were the first to use the GPU for 3D convolution, but only for separable filters. One year later they instead accelerated wavelet filtering (Hopf and Ertl, 2000) . James (2001) performed two dimensional filtering in graphics hardware and used it for texture animation (e.g. dynamic bump maps and special effects), but this implementation worked only for small filter kernels. General convolution in 1, 2 and 3 dimensions was eventually also reported (Hadwiger et al., 2001 (Hadwiger et al., , 2002 , mainly for image reconstruction by higher order interpolation (e.g. cubic and spline interpolation). Most of the early papers used OpenGL for the implementation, but the DirectX programming language is another possible alternative, as shown by Mitchell et al. (2003) and in similar work by Sugita et al. (2003) . A general problem for the early implementations was the GPU's lack of support for floating point calculations, which resulted in some quality issues (Hadwiger et al., 2003) . Two years later, Payne et al. (2005) implemented 2D convolution using Nvidia's C for graphics (Cg) programming language, convolving a 2048 x 2048 pixel image with a 3 x 3 filter at 60 Hz. During the same year, a convolution approach to fast cubic interpolation was used (Sigg and Hadwiger, 2005) . The cubic interpolation was decomposed into several linear interpolations, to reduce the number of times memory was accessed.
The first examples of GPU accelerated filtering relied heavily on texture memory due to the presence of a fast texture cache. The drawback of this approach is that the convolution operation is then limited by the texture memory bandwidth. With the introduction of CUDA and the GT80 architecture, it became possible to take advantage of the additional shared memory local to each multiprocessor. While being small (16 -48 KB), the shared memory make it possible for all threads in a thread block to share data, which is extremely beneficial for convolution operations. In 2007, Nvidia released a white paper (Podlozhnyuk, 2007b ) for convolution with CUDA using both texture and shared memory, but it only considered separable convolutions in 2D. The NPP library (Nvidia performance primitives) contains several functions for convolution, but they again only support two dimensional signals and filters stored as integers. In 2008, CUDA was used to accelerate the popular Canny algorithm for edge detection (Yuancheng and Duraiswami, 2008) and in 2010 for convolution with Gabor filters (Wang and Shi, 2010) . Eklund et al. (2012c) implemented non-separable 3D filtering with CUDA for volume registration, where both spatial convolution and FFT based filtering was tested. Similar work was presented by Forsberg et al. (2011) . Some work on 4D convolution with CUDA has recently also been presented (Eklund et al., 2011b) . Eleven non-separable filters of size 11 × 11 × 11 × 11 were applied to a 4D dataset of resolution 512 × 512 × 446 × 20, requiring a total of 375,000 billion multiply-add operations. Two dimensional convolution was performed on the GPU and the results were then accumulated by looping over the last two dimensions on the CPU. Broxvall et al. (2012) also used 4D convolution for a denoising algorithm.
Normalized convolution (Knutsson and Westin, 1993) makes it possible to attach a certainty value to each pixel or voxel. This can be used for filtering of uncertain data, or to properly handle image border effects. A simplified version, which only works for simple filters such as Gaussian lowpass filters, is also known as normalized averaging. Full normalized convolution requires a matrix inverse and several matrix multiplications in each pixel or voxel, which is computationally demanding. A CUDA implementation of normalized convolution was recently presented by Lindholm and Kronander (2011) . This implementation makes it possible to estimate gradients from noisy data at interactive frame rates, for example useful for calculation of normal vectors in direct volume rendering.
Multi-dimensional FFTs can be efficiently accelerated by GPUs, as each GPU thread can independently process data along each individual row of a 2D or 3D image. In contrast, GPU-based one dimensional FFTs often require a very large number of samples for the speedup to be significant. Two of the earliest examples of FFT based filtering on a GPU were presented in 2003 (Moreland and Angel, 2003; Mitchell et al., 2003) . Since the release of the CUDA programming language in 2007, FFTs in 1, 2 and 3 dimensions can be performed through the CUFFT library. However, due to the rapid development of GPUs and GPU programming languages, GPU libraries are often not as optimized as CPU libraries. For example, Nukada et al. (2008) were able to create a GPU implementation of a 3D FFT that outperformed the CUFFT library. Recently, FFT based filtering on a GPU was used for large volumes in optical microscopy (Karas and Svoboda, 2011) . For non-separable filters of the size 100 × 100 × 100 voxels, FFT based filtering is much faster than convolution. A GPU implementation of a 4D FFT is straightforward to achieve by applying two consecutive 2D FFTs (Eklund et al., 2011b) , but is still limited by the large memory requirements.
A comparison between spatial and frequency based filtering on the GPU was made by Fialka and Cadik (2006) . The conclusion was that FFT-based filtering was faster for non-separable filters, large separable filters and when several filters are applied. The comparison, however, only considered images with dimensions being powers of 2. A similar comparison was presented by Wang and Shi (2010) . A general drawback of comparisons between spatial convolution and FFT-based filtering is that a third alternative to perform filtering is often neglected. Filter networks (Andersson et al., 1998 Svensson et al., 2005) can speed up convolution by applying and combining many small separable filters, instead of one large non-separable filter. This can, theoretically, reduce the number of multiplications required by a factor of 5 in 2D, 25 in 3D and 300 in 4D (Andersson et al., 1998) . Filter networks can thereby also outperform FFT-based filtering for non-separable filters. We are not aware of any GPU implementation of filter networks. A thorough comparison between convolution, FFT-based filtering and filter networks would be a worthwhile addition to the literature. Another unexplored approach is to perform the convolution as a matrix product between a very large matrix and the image, represented as a long vector. This could be done with the CUSPARSE library, for example. It would also be interesting to use the GPU for acceleration of filter optimization , which involves solving a large linear system. For example, for 4D filters of the size 11 × 11 × 11 × 11, the resulting system is of the size 14,641 x 14,641. Optimizing a filter network is usually even more demanding.
To summarize, a great deal of work has been done on GPUbased filtering. However, there still exists no freely available library for separable and non-separable convolution in 2, 3 and 4 dimensions. In our opinion, such a library would be beneficial for many that work with medical image processing and GPUs. Such a library ideally would go beyond the NPP library, by supporting floating point convolution and providing support for applying several filters simultaneously.
Interpolation
Interpolation is an application where the GPU achieves maximum advantage. Since computer graphics rely heavily on interpolation calculations, the GPU has been given special dedicated hardware support (texture memory) to accelerate these operations. In medical imaging, interpolation is an important processing step for algorithms ranging from image registration to reconstruction of CT data. Initially the GPU hardware only supported 2D textures, which made it necessary to perform additional calculations in software to do 3D interpolation. Now that 3D textures are supported, both 2D and 3D linear interpolation are no more costly than nearest neighbour interpolation. With the CUDA programming language, linear interpolation in 3D for the position (x, y, z) is easily performed with a single instruction as value = tex3D(mytex,x+0.5f,y+0.5f,z+0.5f), where mytex is a reference to a three-dimensional texture object mapped to global memory. The addition of 0.5 is due to the fact that the original pixel values are for textures actually located between the integer coordinates. Higher order interpolation, such as cubic or spline interpolation, can be achieved with a small amount of additional processing.
As previously mentioned, a convolution approach to performing higher order interpolation was proposed over a decade ago (Hadwiger et al., 2001 (Hadwiger et al., , 2002 , recognizing that convolution and interpolation involve very similar operations. Cubic B-spline interpolation on the GPU was implemented some years later (Sigg and Hadwiger, 2005) by combining several linear interpolations. In direct volume rendering, a multiresolution approach can be used to lower the memory consumption, but requires the combination of data from different resolution blocks. Ljung et al. (2006) therefore performed interblock interpolation on the GPU to improve the quality of the visualization. Kraus et al. (2007) implemented edge-directed image interpolation with GPU acceleration, to achieve upsampling in real-time without ringing artefacts. Similar work was presented by Cao et al. (2009) . Ruijters et al. (2008) implemented interpolation with uniform B-splines by using texture memory. This work was recently extended to achieve improved accuracy and speed (Ruijters and Thevenaz, 2012) . By pre-filtering the data to be interpolated, an impressive speedup of 38 times was measured compared to SSE accelerated multi-threaded CPU code. When compared to a straightforward single core CPU implementation, the GPU was 481 times faster.
There are few publications that specifically discuss how to perform interpolation in graphics hardware, but many of the publications on GPU accelerated image registration mention that the texture memory is used for fast interpolation. Nonetheless, since the exact sampling position used for linear interpolation with texture hardware is currently only resolved to 8-9 bits of precision, many have still chosen to implement their own interpolation in software. Just as for convolution, this can be performed efficiently through shared memory, which also makes it easy to apply higher order interpolation. As several medical imaging modalities can generate 4D data (e.g. 3D+time), it would be beneficial to be able to perform 4D interpolation in graphics hardware. We are not aware of any work yet done on this subject.
Histogram estimation
Histograms are needed for a number of algorithms in image processing. A common example is histogram equalization (Pizer et al., 1987) , which can be used for contrast enhancement. Histograms are also a critical component of mutual information-based image registration algorithms (Viola and Wells, 1997; Pluim et al., 2003; Mellor and Brady, 2005) , where a joint image histogram needs to be estimated at each iteration. In the field of visualization, histograms are employed to set transfer functions for direct volume rendering.
The basic idea for estimation of a histogram consists of counting the number of values that fall into bins of a certain size. This was difficult to perform using GPU hardware until recently, since naive accumulation of bin counts in parallel would involve several threads trying to modify the same global bin counter simultaneously. One of the earliest examples of histogram estimation on a GPU is the work by Fluck et al. (2006) . They used the texture memory and first estimated many small histograms in parallel, then combined them into one histogram in a gather step. Scheuermann and Hensley (2007) instead used a scattering approach, which consists of bin selection for each pixel followed by accumulation of bin contents as in a straightforward CPU implementation. In 2007, Nvidia released a histogram example in the CUDA SDK (Podlozhnyuk, 2007a) . A drawback of this example is that it only worked for 64 bins, while a joint image histogram for mutual information based image registration may require as many as 10,000 bins for a 100 × 100 2D histogram. During the same year, (Shams and Barnes, 2007; Shams and Kennedy, 2007) presented two general algorithms for histogram estimation with CUDA. The first algorithm simulated a fence mechanism, such that several threads were blocked from modifying the same bin counter simultaneously. The second algorithm used N bins per GPU thread, for collision free memory accesses, followed by parallel reductions to form the final histogram. Saxena et al. (2010) used a similar idea, but with an algorithm that is severely limited by the lower bandwidth of global memory. Other solutions have been proposed to decrease the number of memory access collisions include presorting ) and calculating an optimal number of bins (Brosch and Tam, 2009 ).
More recent GPU hardware now supports so-called atomic functions, which greatly simplifies the development of code for histogram estimation. When a thread executes an atomic function, all the other threads are automatically halted, so that the current thread can read and modify a value in global memory without interference. However, atomic functions can be significantly slower than optimized algorithms that steer clear of collisions altogether. Shams et al. (2010a) therefore developed a new algorithm consisting of a sort and a count step. This algorithm was shown to outperform the older methods when the number of bins is over 100 per image. The comparison was made with the Nvidia GTX 280 graphics card. For the more modern Nvidia GTX 680, the atomic approach may now be faster as the efficiency of atomic functions has improved greatly in recent years. Recently, Gomez-Luna et al. (2012) instead presented a replication-based approach to histogram estimation. By storing several sub-histograms instead of one large one, the number of memory conflicts can be reduced significantly. Vetter and Westermann (2011) combined a presorting step with careful tradeoff optimization strategies and achieved a speedup by a factor of 4, compared to the count and sort approach by Shams et al. (2010a) .
Distance transforms
Distance transforms (Rosenfeld and Pfaltz, 1968; Borgefors, 1986 ) have a long history in the image processing domain and can be used for a wide range of applications (Jones et al., 2006) , including the creation of object skeletons and the efficient application of morphological operations. A 2D distance transform converts a binary image to a gray level image, where each pixel has a value corresponding to the distance to the nearest feature pixel. In 3D, the distance transform can also be used to calculate distances to vector representations (e.g. a triangle mesh). Several different distance metrics can be calculated, the most common being the Manhattan distance, chamfer metrics, octagonal metrics and the Euclidean distance.
The distance calculation can be performed independently for each element, and is thereby well suited for GPU implementations. A naive way to solve the problem is to separately calculate the distance for each pixel or voxel. More sophisticated algorithms can be divided into two categories, based on either propagation or Voronoi diagrams. Jump flooding is one approach well suited for parallel calculation of distance maps and Voronoi diagrams on GPUs (Rong and Tan, 2006) . Inspired by the simple flood fill algorithm, where a seed is propagated one pixel at a time by looking at its neighbours, jump flooding instead propagates the distance map several pixels at a time. A GPU can accelerate this algorithm significantly, by running many seeds in parallel. Hoff et al. (1999) were one of the first to use graphics hardware to accelerate the computation of Voronoi diagrams. Sigg et al. (2003) implemented the signed distance transform, using OpenGL's ARB fragment program. This work was improved and extended by Sud et al. (2004) , who introduced culling to decrease the number of distance calculations, and by Hsieh and Tai (2005) , who focused on the construction of Voronoi diagrams. Strzodka and Telea (2004) instead calculated 2D skeletons. Fischer and Gotsman (2006) presented an implementation based on the tangent-plane algorithm, which also could handle higher order Voronoi diagrams and distance functions (e.g. the distance between each pixel and its k'th nearest neighbour). Sud et al. (2006) extended their work during the same year, by using linear factorization and calculations in the texture memory, to achieve interactive distance field computations in 3D. van Dortmont et al. (2006) instead focused on how to generate 3D skeletons very efficiently, and applied it to both CT and MRI volumes. Cao et al. (2010) used CUDA to implement an algorithm that yields the exact Euclidean distance. Recently, Man et al. (2011) used CUDA and an optimal parallel algorithm to calculate distance maps for high resolution images (80 megapixels).
Algorithms
Image registration
Image registration is one of the most common algorithms in medical imaging and the one with the most GPU implementations (see Figure 1 ). One reason for this is the GPU's hardware support for linear interpolation, which makes it possible to transform images and volumes very efficiently. Hastreiter and Ertl (1998) were one of the first to take advantage of the GPU for image registration, mainly for its ability to perform fast interpolation in 3D. A common approach is to let the GPU calculate a similarity measure, often mutual information (Viola and Wells, 1997; Pluim et al., 2003; Mellor and Brady, 2005) , over the images in parallel while the CPU runs a serial optimization algorithm to find the parameters (e.g. translations and rotations) that give the best match between the two images. The mutual information between two discrete variables a and b is defined as
Estimation of the joint probabilities p(a, b) can be performed through efficient algorithms, as described in the section about histogram estimation. The marginal probabilities p(a) and p(b) are then simply calculated by summation of the 2D histogram along each direction. The final summations can, for example, be performed through the thrust library. To calculate the normalized cross-correlation between two images or volumes can also be done in parallel. One solution is to see each image or volume as a long vector and use the CUBLAS library for matrix operations to calculate the required scalar products. Nonrigid registration algorithms can easily modify the motion vector in each pixel or voxel in parallel, according to some update rule. Due to the popularity of using GPUs for image registration, two surveys (Shams et al., 2010b; Fluck et al., 2011) have recently appeared. Rather than duplicating these resources, we have summarized recent publications that have appeared after 2009.
Several recent reports have taken advantage of the fact that the GPU was originally designed for computer graphics and visualization. A popular algorithm for registration between a volume and an image involves the generation of 2D projections, called digitally reconstructed radiographs (DRRs), from the volume. The projections are compared to the image using an appropriate similarity metric, and the registration is performed by finding the rotation and the translation of the volume that maximizes the similarity. The projections can be generated with algorithms that are similar to those used in direct volume rendering, e.g. ray casting. Gao et al. (2012) used this approach to perform registration between 3D trans-esophageal echocardiography and X-ray fluoroscopy images. Spoerk et al. (2012) made a comparison between ray casting and wobbled splat rendering for registration between CT volumes and Xray images. Dorgham et al. (2012) proposed faster rendering by sparse sampling. With a satisfactory image quality, a DRR of a CT volume comprised of 256 × 256 × 133 voxels could be generated in 2 ms. Steininger et al. (2012) compared three similarity metrics and found that rank correlation performed best. A comparison between different frameworks for GPU acceleration was conducted by Membarth et al. (2011) . Five different frameworks (RapidMind, PGI Accelerator, HMPP Workbench, OpenCL and CUDA) were applied to 2D/3D image registration. Code manually written in CUDA resulted in the best performance. The HMPP workbench was the best alternative, in terms of performance, for automatic generation of a GPU implementation from C or Fortran code.
A long term goal in the field of image registration is to perform the required calculations in real-time. Yuen et al. (2008) presented a real-time motion compensation system for ultrasound volumes, such that mitral valve repair can be performed while the heart is beating. By utilizing the fact that the motion of some intra cardiac structures is largely constrained to translation along one axis, the motion could be estimated at 28 Hz. Real-time registration is especially required when combining different modalities during surgery. Brounstein et al. (2011) focused on the problem of registration between pre-operatively acquired CT scans and time resolved ultrasound data, by using an approach based on Gaussian mixture models and local phase. The registration could be performed in about 2 seconds, while several ultrasound systems can generate volume data at a frame rate of about 25 Hz. Ruijters et al. (2011) reported a fast implementation for non-rigid registration between pre-and intraoperative cone-beam CT volumes. By first finding the large displacements on a coarse scale, volumes of the resolution 256 × 256 × 256 vo× could be registered in about 7 seconds.
Other recent examples include GPU acceleration for registration of MRI volumes (Ha et al., 2010; Oh et al., 2011; Huang et al., 2011) , diffeomorphic registration algorithms (Han et al., 2010; Huang et al., 2010) , free-form deformation , motion tracking of video microscopy and mass-conserving image registration (Castillo et al., 2012) . Lee et al. (2012) described how to optimize GPU implementations that are compute-or memory-bound and apply it to image registration. Their optimization strategies resulted in a speedup of a factor 6, compared to a naive GPU implementation.
Except for the work by Brounstein et al. (2011) , the previous citations have used image registration algorithms that are based on the image intensity. A less common approach is to look at the neighbourhood of a pixel or voxel, e.g. by using a quadrature filter (Granlund and Knutsson, 1995) , and instead use phase-based image registration. The main advantage of the local phase is that it is invariant to the image intensity. Phasebased optical flow was introduced in the computer vision field by Fleet and Jepson (1990) and eventually propagated into the medical imaging domain (Hemmendorff et al., 2002) . Mutual information-based image registration (Viola and Wells, 1997; Pluim et al., 2003) is often acknowledged for its ability to perform multi-modality registration, but phase mutual information can in some cases perform better Brady, 2004, 2005; Eklund et al., 2011c) . However, a general drawback of phase-based image registration is the increase in computational complexity; several non-separable filters have to be applied at each iteration. Pauwels and Hulle (2008) therefore made a GPU implementation of phase-based optical flow in 2D, using Gabor filters. Eklund et al. (2010a) instead used quadrature filters for phase-based affine volume registration and Forsberg et al. (2011) used the GPU to accelerate the Morphon , which is a phase-based non-rigid registration algorithm. In each iteration, the local structure tensor (Knutsson, 1989; Knutsson et al., 2011 ) is used to improve the registration. Three dimensional convolution with six complex valued (i.e. twelve real valued) non-separable quadrature filters is required to estimate a phase invariant tensor. These works, although few, demonstrate that the GPU also can be used to enable more advanced registration algorithms, which might otherwise be dismissed as being too computationally demanding.
Image segmentation
Image segmentation in medical imaging is often used to segment brain structures, blood vessels, organs, tumours and bones. Some of the most common algorithms are simple thresholding (global or spatially varying), clustering, level sets (Osher and Sethian, 1988) , active contours (snakes) (Kass et al., 1988) , region growing algorithms (Adams and Bischof, 1994) , the watershed transform (Digabel and Lantuejoul, 1977; Roerdink and Meijster, 2000) , classification-based algorithms, graph cuts (Shi and Malik, 2000) , segmentation by registration to templates or atlases and segmentation based on (statistical) shape models (Cootes et al., 1995; Heimann and Meinzer, 2009) . Segmentation is still an active area of research, and there is no single segmentation algorithm yet found that can solve all problems.
GPU-based image segmentation can be used for three purposes. First, to rapidly compare multiple candidate segmentation algorithms. Second, once a working segmentation algorithm has been established, a GPU can accelerate automatic segmentation of large datasets. Third, a GPU can also perform interactive segmentation and visualization, where the user can help the algorithm to provide a satisfactory result. Combined interactive segmentation and visualization are perfectly suited to the GPU, as data already in GPU memory can be rendered very efficiently.
Level set-based segmentation works by defining a scalar function with positive values inside the current segmentation and negative values outside. The segmentation boundary is thus defined implicitly by the function's zero level set. The function is evolved according to equations depending on many different characteristics of the image and the zero level set itself. A GPU can perform a parallel update of the level set function over the entire spatial domain of the image at each iteration, requiring many interpolation operations through texture memory. However, since only the zero level set is of interest, a better approach is to only process elements in a narrow band around the zero level set. The difficulty lies in how to represent and process the constantly changing narrow band, requiring irregular memory accesses. Rumpf and Strzodka (2001a) were one of the first to use graphics hardware for level set segmentation in 2D, one application was brain segmentation. Similar work was presented by Hong and Wang (2004) , who used their implementation for segmentation of cancer cells and brain structures. Hagan and Zhao (2009) used a Lattice Boltzmann model (LBM) approach to solve level set-based segmentation, a GPU cluster was used to handle large medical volumes. More recent examples include combining level sets and CUDA for segmentation of CT and MRI data (Roberts et al., 2010; Sharma et al., 2010) .
Segmentation by active contours is similar to segmentation by level sets, the main difference being that the contour is represented explicitly by a large number of nodes rather than a mathematical function. A GPU can in parallel update the state and location of each node. A first example of GPU-based active contours was presented by He and Kuester (2006) , who applied their implementation to MR images. Wang et al. (2011b) instead combined LBM with active contours and applied it to ultrasound and MR images. (Domas et al., 2011) especially focused on fast segmentation of large images (15 -150 megapixels) and achieved a mean speedup of about 7.
The watershed transform is based upon the fact that any image can be seen as a topographic surface, by introducing an equivalence between image intensity and height. Water falling from above will flow down the sloped surface and reach a local minimum or watershed. Water gathered in different basins, for example separated by ridges of high image gradient, represents segmented regions. A GPU can efficiently search for pixel neighbours with the lowest gray level, which defines the downstream direction of the water, and then quickly propagate the water along these directions. Pixels that are classified as local minima are then collected into regions, an operation which may require communication between different thread blocks. Kauffmann and Piche (2008) instead used a cellular automaton (a collection of simple processing cells arranged on a regular lattice) approach to perform watershed segmentation. A volume of the size 512 × 512 × 512 voxels could be processed in about 17 seconds. (Pan et al., 2008 ) used a more regular approach, described in the beginning of this subsection, and tested it through segmentation of different organs. Körbes et al. (2011) recently presented an overview of how GPUs have been used for the watershed transform, in which CUDA-based implementations were studied in detail.
Region growing is a simple segmentation algorithm in which each region starts as a single seed element. At each iteration, the neighbours of all pixels in the region are scanned to determine whether the region should be expanded to include them. The criterion for inclusion can be based on many different local properties of the image and can also evolve as the region grows and changes shape. Region growing can be accelerated on the GPU by running many seeds in parallel with shared memory used to avoid reading the same value from global memory several times. A general difficulty involves the need to ensure that different regions do not attempt to absorb the same neighbour at the same time. Erdt et al. (2008) were one of the first to combine region growing with GPU acceleration, and applied it to segmentation of liver vessels. (Pan et al., 2008) instead used fast region growing for segmentation of different human organs. Region growing is ideal for interactive segmentation, as the user can easily select a starting point and see how the region grows. Several examples are given in the subsection about interactive and real-time segmentation. Strzodka et al. (2003) instead used a GPU accelerated version of the Hough transform for object recognition and pose detection. Schoenemann and Cremers (2007) took advantage of a GPU for globally optimal segmentation based on shape priors while Kauffmann and Piche (2010) accelerated a graph-cut based segmentation algorithm, which they applied to segmentation of organs in medical datasets. During recent years, many reports on CUDA implementations of a large variety of segmentation algorithms have been published. Some examples are GPU acceleration of graph cuts (Vineet and Narayanan, 2008) , expectation maximization and k-means clustering for analysis of histopathological images of neuroblastoma (Ruiz et al., 2008) , registration-based segmentation of MRI volumes (Han et al., 2009) , liver segmentation based on Markov random fields (Walters et al., 2009 ), shape models for segmentation of vertebra in X-ray images (Mahmoudi et al., 2010) , random walks (Collins et al., 2012) , fuzzy connected image segmentation of CT and MRI volumes (Zhuge et al., 2011) and a hybrid approach to segmentation of vessel laminae from confocal microscope images (Narayanaswamy et al., 2010) .
Interactive or real-time segmentation has been the focus of many papers. To accomplish this, most of the early papers used simpler segmentation methods. Yang and Welch (2003) used a global thresholding approach, combined with erosion (shrinking) and dilation (growing) to improve the results. Viola et al. (2003) applied edge preserving smoothing, followed by an interactive global thresholding for segmentation of liver vessels. Also in 2003, Sherbondy et al. (2003) reported a slightly more advanced approach, namely region growing combined with anisotropic diffusion (Perona and Malik, 1990 ) and also applied it to vessel segmentation. During the same year, Lefohn et al. (2003a,b) were able to perform interactive segmentation with level sets in 3D. Similar work was presented by Cates et al. (2004) , who applied their implementation to brain tumour segmentation. Already by 2004, an extensive review about interactive segmentation on graphics hardware had appeared (Hadwiger et al., 2004) . A large number of segmentation algorithms were evaluated from a parallel processing perspective and implementation issues were also discussed. One year later, Schenke et al. (2005) proposed interactive volume segmentation by region growing and applied it to MRI volumes, while Grady et al. (2005) instead used an algorithm based on the random walker algorithm for organ segmentation and Eidheim et al. (2005) performed segmentation of ultrasound images at 18 Hz using active contours. Chen et al. (2006) combined fast region growing and real-time visualization for interactive segmentation of brains. Similar work was presented by Beyer et al. (2007) . Novotny et al. (2007) described a GPU accelerated system for real-time instrument tracking with 3D ultrasound. Instruments often need to be detected and tracked in ultrasound volumes to assist surgeons performing beating heart intra cardiac surgery. To accomplish this, a Radon transform was applied to each volume to detect the instrument. By using a GPU the detection could be performed in 31 ms, which is sufficient for a volume rate of 25 Hz. Similar work was presented by Neshat and Patel (2008) . Unger et al. (2008) used active contours, total variation minimization and a GPU implementation for interactive object extraction. Chen et al. (2008) made an interactive framework for volume sculpting and segmentation of medical volumes, which for example can be used for medical education. Just as with conventional segmentation, the CUDA programming language has also recently been used for several interactive implementations. Some examples are interactive visualization and segmentation of neural processes in electron microscopy datasets (Jeong et al., 2009 ), real-time segmentation by clustering (Abramov et al., 2011; Fulkerson and Soatto, 2010) , interactive multi-label segmentation (Santner et al., 2010) and interactive segmentation of bones by using discrete deformable models (Schmid et al., 2011) or the random walker algorithm (Top et al., 2011) .
To summarize, there has been tremendous activity related to 3D image segmentation using the GPU, since there is a huge variety of segmentation algorithms. Given the progress in interactive segmentation, an interesting challenge for the future would be the development of interactive image segmentation approaches in 4D data.
Image denoising
Image denoising has been a mainstay of medical image processing since its inception (Hunt, 1973; Lee, 1980; Knutsson et al., 1983) . The most common algorithms include anisotropic diffusion (Perona and Malik, 1990; Weickert, 1998) , bilateral filtering (Tomasi and Manduchi, 1998; Elad, 2002) , adaptive filtering (Knutsson et al., 1983; Granlund and Knutsson, 1995; Westin et al., 2001 ) and non-local means (Buades et al., 2005; Coupe et al., 2008) . Besides improving overall image quality, a frequent application of image denoising in medical imaging is to counteract an increased noise level caused by lowering the amount of ionizing radiation in CT. Image registration and segmentation algorithms can also benefit from a decreased noise level.
Anisotropic diffusion is based on partial differential equations (PDEs), which need to be solved for each pixel or voxel. An edge detector is normally used to attenuate diffusion close to edges. The solutions to the PDEs can not be generated directly, but a large number of iterations (timesteps) are often required. Here the GPU can be used to efficiently update the solution for each element in parallel. Rumpf and Strzodka (2001b) described one of the earliest uses of graphics hardware for anisotropic diffusion. Similar work was presented by Colantoni et al. (2003) . The Lattice Boltzmann model (LBM) is one way to solve PDEs for anisotropic diffusion. GPU acceleration of LBM was proposed by Zhao (2008) , who also applied it to image denoising. Zhu et al. (2011) used an anisotropic diffusion approach to denoise ultrasound data, showing that a volume could be processed in less than a second. Recently, Schwarzkopf et al. (2012) used CUDA to accelerate tensor based non-linear anisotropic diffusion-based image denoising in 3D. The GPU implementation was 170-600 times faster than an un-optimized CPU implementation.
Bilateral filtering is very similar to ordinary filtering, with the exception that a value range function needs to be evaluated in addition to each multiplication between filter coefficients and signal values. The value range function can easily be evaluated in parallel for each element, and controls how properties other than the Euclidean distance (e.g. the image intensity) between the elements should be taken into consideration during the filtering. Viola et al. (2003) implemented different non-linear filters, such as median filters and bilateral filters, using the highlevel shading language (HLSL), while Xu and Pattanaik (2005) used the GPU to accelerate a Monte Carlo approach to noise reduction based on bilateral filtering. Instead of denoising a video sequence frame by frame, Langs and Biedermann (2007) performed 3D bilateral filtering with the OpenGL shading language (GLSL). A GPU accelerated Kd-tree framework for general non-linear filtering, such as bilateral filtering and non-local means, was derived by Adams et al. (2009) . Zheng et al. (2011) discussed performance tuning for denoising filters and achieved a speedup of 20%-40% for bilateral filtering. Howison (2010) made a comparison of CUDA accelerated bilateral filtering and anisotropic diffusion for 3D denoising of biomedical datasets. For similar denoising results, the bilateral approach was about five times faster. This is mainly explained by the fact that anisotropic diffusion is an iterative algorithm, while bilateral filtering is a direct approach.
Adaptive filtering is performed by weighting filter responses of filters sensitive to structures in different directions. The weights are calculated through a local structure tensor, to avoid perpendicular smoothing of edges and lines. The tensor itself is estimated by combining filter responses from another set of filters (Knutsson, 1989; Knutsson et al., 2011) . Efficient implementations of both adaptive and bilateral filtering thus mainly require an optimized implementation of filtering, which has been covered in section 2.1. Just as Langs and Biedermann (2007) , Malm et al. (2007) applied 3D denoising to a video sequence, but instead used an adaptive filtering approach. Beyond 2D and 3D image denoising, true 4D denoising (where the algorithm simultaneously considers several volumes over time) on the GPU has recently been achieved by Eklund et al. (2011b) , who applied it to CT data, and Broxvall et al. (2012) , who applied it to echocardiography (ultrasound imaging of the heart). Both reports used an adaptive filtering approach for its computational efficiency.
The main idea of non-local means is to average information that is close in a feature space, regardless of the spatial distance. The most demanding operation is to calculate the similarity between the current neighbourhood and many others. The current neighbourhood can be put into the cached constant memory and a search area can be copied into shared memory, to greatly reduce the number of global memory accesses. Due to the computational complexity of the non-local means algorithm, several GPU implementations have been proposed. A first example is the CUDA SDK implementation by Nvidia (Kharlamov and Podlozhnyuk, 2007) , followed by denoising of sensor range information (Huhle et al., 2010) , ultrasound volumes (Hu and Hou, 2011) and CT data (Huang et al., 2009; Wu et al., 2011a; Zheng et al., 2011; Yu et al., 2011b) .
Total variation models (Rudin et al., 1992) are another alternative to image denoising. Pock et al. (2008) developed a CUDA implementation in order to speed up the solution of such models, both in 2D and 3D. Wavelet based image denoising is also a popular choice, and has been accelerated by Su and Xu (2010) . Gomersall et al. (2011) instead performed deconvolution of ultrasound data with a spatially varying blur function, also requiring GPU acceleration.
Real-time image denoising can often be achieved using a GPU and has consequently been the focus of several papers. Bertalmio et al. (2004) (2013) recently used a FFT approach for deconvolution of 3D confocal microscopy data in real-time, to reduce blurring, such that the user can adjust experimental parameters on the fly.
Modalities
CT
Computed tomography (CT) has a long history in the medical imaging domain, originating with the seminal work on x-ray imaging by Röntgen. The major advantages of CT are its high spatial resolution and short scanning time. A modern CT scanner can obtain a high resolution volume, e.g. voxels of the size 0.75 × 0.75 × 0.75 mm, of the thorax in about 0.5 s. High resolution 4D imaging of a beating heart is therefore possible. Dual-energy CT scanners enable multivariate imaging, but can also be used to further accelerate scanning. The major disadvantage of CT is the ionizing radiation to which each subject is exposed. Efforts to mitigate this are hobbled by the increase in noise that accompanies any reduction in the amount of radiation used. It is therefore common to apply image denoising techniques or more advanced reconstruction algorithms to maintain an adequate image quality.
While data from an MR scanner can often be reconstructed by applying an inverse FFT, reconstruction of CT data is much more complex. The detectors of a CT scanner measure a line integral of the x-ray attenuation through the scanned object. To generate an image from these data requires backprojection, which is equivalent to an inverse Radon transform. Filtered backprojection (FBP) (Feldkamp et al., 1984) is the most popular algorithm for reconstructing CT data. Iterative methods require both forward and backprojection operations, and are therefore much more time consuming. Significant effort has therefore been expended to investigate how GPUs can accelerate CT reconstruction.
GPU-based filtered back projection is today normally conducted by mapping filtered projections to voxels in parallel, using the interpolation properties of the texture memory. Iterative methods also require a forward projection to be performed on the GPU. This can be achieved by for each projection line accumulating the contribution of each intersecting voxel in the volume, again using the texture memory (this operation is very similar to ray casting used for direct volume rendering). The same basic ideas can be used for reconstruction of PET and SPECT data, as long as the samples are collected as sinograms and not in list-mode format. If a linear approximation of the imaging system is sufficient, the reconstruction can more generally be performed by inverting a linear transform, which can be represented as a product between a large matrix and a long vector with all the samples. As the transformation matrix is often sparse, the CUSPARSE library can be applied for such operations. Another alternative is the library CUSP 5 , which can easily solve a sparse linear system Ax = b with the conjugate gradient method on a GPU, according to cusp::krylov::cg(A, x, b).
One of the earliest examples of GPU accelerated CT reconstruction is the work by Cabral et al. (1994) , who used a Silicon Graphics (SGI) workstation to speedup FBP reconstruction of cone-beam CT data. Mueller and Yagel (2000) used the OpenGL programming language for faster reconstruction with the simultaneous algebraic reconstruction technique (SART), which is an iterative method (Andersen and Kak, 1984) . In 2004, cheap commodity PC graphics hardware could be used instead of an expensive SGI system (Xu and Mueller, 2004) . One year later, the work was extended to three popular reconstruction algorithms; FBP, SART, and expectation maximization (Xu and Mueller, 2005) . Kole and Beekman (2006) used an ordered subset convex reconstruction algorithm. In 2007, the work by Xu and colleagues was further extended to real-time reconstruction (Xu and Mueller, 2007) , such that interactive 3D image generation could be performed for flat-panel x-ray detectors and C-arm gantries. During the same year, Scherl et al. (2007) were one of the first to use the CUDA programming language for FBP, while Yan et al. (2008) still used OpenGL and Sharp et al. (2007) used the Brook programming environment. Zhao et al. (2009) focused on the problem of reconstruction of large volumes (e.g. 1024 3 voxels) on GPU hardware, a problem also mentioned by Mueller and Xu (2006) . Both solved the problem by dividing the data into smaller blocks. Since these early works, the field of GPU-accelerated CT reconstruction has exploded (Noel et al., 2010; Okitsu et al., 2010; Xu et al., 2010a; Vintache et al., 2010) . Recent examples include several papers on using multiple GPUs to further accelerate reconstruction (Jang et al., 2009; Liria et al., 2012; Zhang et al., 2012; Zhu et al., 2012) , including the incorporation of scatter correction into the reconstruction process (Sisniega et al., 2011) , SART based reconstruction combined with motion compensation (Pang et al., 2011) , CT reconstruction with OpenCL ) and an up-to-date and thorough comparison of different hardware implementations (CPU, GPU, FPGA and the Cell Broadband Architecture) of FBP (Scherl et al., 2012) .
To decrease the amount of radiation further than what is presently attainable with iterative reconstruction methods, more advanced reconstruction algorithms and sampling patterns are necessary. The field of compressed sensing (Donoho, 2006) provides several new solutions for this purpose. These approaches typically represent the data as a long vector and minimize an L0 or L1 norm through iterative algorithms involving many matrix operations. The CUDA libraries CUBLAS and CUSPARSE can speedup these dense and sparse matrixmatrix multiplications and matrix-vector multiplications, but a general problem for CT data is how to fit the huge system matrix in the relatively small global memory. Jia et al. (2010) implemented the total variation (TV) method (Rudin et al., 1992) on the GPU in order to more efficiently complete the reconstruction. Compared to the ordinary FBP algorithm, the TV method can handle undersampled and noisy projection data, which can be employed to lower the radiation dose. The reconstruction was performed by minimizing an energy functional, which can be written in terms of matrix algebra. To reduce the memory requirements, Jia et al. (2010) reformulated the functional such that it could be evaluated without the need of large matrix operations. The work was extended by Tian et al. (2011b) , who developed a GPU-accelerated version of edge-preserving TV in order to minimize unwanted smoothing of edges. The memory problem with large matrices was solved by instead using approaches normally used for FBP. Stsepankou et al. (2012) took advantage of a GPU for TV regularization-based reconstruction to investigate the robustness of such methods, and also used the FBP approach for forward and backward projection. Tight frame regularization (Daubechies et al., 2003) , based on wavelets, is another alternative to TV but is also computationally demanding (Jia et al., 2011) . Compared to the TV approach (Jia et al., 2010) , the TF regularization yielded sharper edges and a slightly shorter processing time. CUBLAS was used for simple operations involving vectors while FBP methods were used for the matrix operations. Another alternative that works with a lower imaging dose is to use exact algorithms instead of approximate ones. Yan et al. (2010) made a GPU implementation of the exact Katsevich algorithm for this purpose.
Four-dimensional CT is much more computationally demanding than 3D CT, for two reasons. First, the reconstruction needs to be applied to several volumes (e.g. 10-20). Second, the amount of radiation is much higher than for 3D CT, thus increasing the need for low-dose techniques. Tian et al. (2011a) combined GPU acceleration with regularization based on temporal non-local means, inspired by the non-local means denoising algorithm (Buades et al., 2005) , to take advantage of the temporal correlation between the volumes. Badea et al. (2011) used a GPU to accelerate the reconstruction of 4D data from a micro-CT scanner, for cardiac imaging of mice. Similar work was presented by Johnston et al. (2012) , who also applied fivedimensional bilateral filtering to further suppress noise levels.
A great deal of effort has clearly been expended on the acceleration of iterative reconstruction algorithms, but FBP is still used with most commercial CT scanners (Pan et al., 2009 ). We believe that GPUs are one key to practically enable clinical use of iterative reconstruction algorithms in CT, but significant challenges remain (Beister et al., 2012) . A major obstacle is that radiologists are accustomed to the appearance of images generated by filtered back projection, and learning how to interpret images from other reconstruction algorithms can be prohibitively time-consuming.
For references on GPU accelerated dose calculation and treatment plan optimization, see the review by Pratx and Xing (2011) .
PET
CT is normally used for imaging anatomical structure, while positron emission tomography (PET) can be used to study organ function using radioactive tracers. CT is based on transmission, while PET is based on emission. Prior to the introduction of functional magnetic resonance imaging (fMRI), PET was the preferred modality for studying whole-brain function in humans. Compared to CT, PET has a much lower spatial resolution, but the reconstruction can still be costly as the main processing steps are again forward and backward projection.
Reconstruction of PET and SPECT sinograms can be accelerated by using techniques presented for CT data. Measurements acquired in list-mode format, however, can not take advantage of the fast texture memory as the projection lines are not ordered. List-mode reconstruction must be performed in a line-driven manner, in contrast to a voxel-driven manner for sinograms. This can be accomplished by using each GPU thread to add the contribution of a projection to all voxels it intersects. The problem with this approach is that it is based on write instead of read operations, and write operations can not be cached or efficiently interpolated through texture memory. In contrast, filtering in the spatial domain can be achieved through convolution or impulse summation (the difference being the order of the for-loops for elements and filter coefficients). Convolution requires many read operations (one per filter coefficient and image element) and a single write operation per element, while impulse summation instead requires many write operations per element. Just as for CT, most GPU implementations for PET and SPECT reconstruction do not utilize libraries such as CUBLAS or CUSPARSE, due to the large memory requirements of a matrix formulation. Chidlow and Möller (2003) rather early implemented two expectation maximization (EM) algorithms, which are iterative, for emission tomography reconstruction on graphics hardware. Similar work was later done by Bai and Smith (2006) and Pratx et al. (2006) . As with CT, the number of papers describing GPU accelerated PET reconstruction methods has seen tremendous growth in recent years. Pratx et al. (2009) focused on reconstruction of sparse projection data stored in list-mode format, commonly used for high-resolution, dynamic and timeof-flight (ToF) PET. The OpenGL implementation resulted in a speedup factor of 50. Two years later, an extended CUDA implementation for ToF PET increased the speedup to a factor 300 compared to a single-threaded CPU implementation (Cui et al., 2011a) . Fast reconstruction of list-mode format data for Open-PET scanners was presented by Kinouchi et al. (2010) . Barker et al. (2009) accelerated the most computationally demanding steps of MOLAR PET, which includes motion compensation to improve the image quality. Herraiz et al. (2011) made a CUDA implementation for iterative reconstruction of sinogram PET, which is much more common in commercial scanners than listmode PET.
Several papers have focused on new algorithms for image reconstruction, including a sparse matrix approach (Zhou and Qi, 2011) , a particle filter approach (Yu et al., 2011a ) and a spherical basis approach (Cabello et al., 2012) . Image quality can be further improved by including scatter correction in the reconstruction algorithm (Wirth et al., 2009; Barker et al., 2009; Kim and Ye, 2011; Magdics et al., 2011) , which adds an additional computational load. Other examples illustrating the use of GPUs with PET are online modelling of the detector response for high-resolution PET (Pratx and Levin, 2011) and the use of a spatially varying point spread function (Cui et al., 2011b) or system response (Ha et al., 2012) in place of a constant one.
SPECT
Single photon emission computed tomography (SPECT) can also be used to study the function of organs. The primary difference in terms of reconstruction comes from the fact that SPECT tracers emit individual gamma photons, compared to PET's use of tracers that (after positron annihilation) emit two photons travelling in the opposite direction. Wen et al. (2004) were the first to use a GPU to speedup filtered back projection reconstruction of SPECT images. This work was then extended to an iterative EM algorithm by Wang et al. (2005) , similar to work done by Beenhouwer et al. (2006) , Vetter and Westermann (2008) and Pedemonte et al. (2010) . As is the case for CT and PET, GPU accelerated SPECT reconstruction has recently experienced a substantial increase in popularity. Beenhouwer et al. (2011) used the GPU for Monte Carlo simulation of fan beam geometry in order to improve the reconstruction quality. Other examples include multipinhole SPECT (Alhassen et al., 2011) , content adaptive mesh models (for reconstruction based on non-uniform sampling) (Massanes and Brankov, 2012) and high resolution SPECT (Deprez et al., 2010; Miller et al., 2011) .
MRI
Magnetic resonance imaging (MRI) makes it possible to create images with high spatial resolution, without the hazard of ionizing radiation. The object to be scanned is placed in a strong magnetic field, which causes the spin of its nuclei to align either parallel or anti-parallel to the field. Radio frequency (RF) pulses are then applied to excite the nuclei, which emit energy when they return to their original state. The most common nucleus used in MRI is the hydrogen proton. The key in MRI is that it is sensitive to many physical parameters. Different tissue types have different relaxation rates and densities of protons, and the measured MRI signal can be made sensitive to temperature, diffusion of water, blood flow, etc. Thus MRI, itself, can be sub-categorized into multiple imaging modalities. Here we discuss MRI generally, and then in two subsequent sections consider diffusion-weighted imaging (DWI) and functional magnetic resonance imaging (fMRI).
If a standard scanning protocol is used, where data is collected in k-space (the frequency domain) on a regular Cartesian grid, the images can be reconstructed by applying an inverse FFT. Acceleration of such reconstructions using the GPU was proposed early on (Sumanaweera and Liu, 2005) , and can now be easily performed using the CUFFT library. Alternately, the sampling of data along a radial or a spiral pattern has some benefits over the Cartesian pattern, including faster acquisitions and a lower sensitivity to artefacts. However, this has the disadvantage that the straightforward application of the FFT for reconstruction is no longer possible. Reconstruction by gridding, i.e. interpolation in k-space from a non-Cartesian grid to a Cartesian one followed by the standard inverse FFT, was proposed using the GPU by Schiwietz et al. (2006) and further explored by Sorensen et al. (2008) . Interpolation of the k-space samples can be performed in parallel through a radial point approach or a Cartesian point approach, both having advantages and disadvantages for a GPU implementation. The radial point approach uses few read operations, but many write operations (often through slow atomic functions to avoid write hazards). The Cartesian point approach uses few write operations, but has an uneven workload distribution between threads. Guo et al. (2009) used the GPU for acceleration of the popular propeller MRI sequence, which is very robust to motion artefacts. Similar work was recently presented by Yang et al. (2012) , who also proposed a reverse gridding approach in order to reduce the number of write conflicts. The reverse gridding approach resulted in a speedup of a factor 7.5, compared to conventional gridding.
From a signal processing perspective, interpolation in kspace is often considered to be a sub-optimal approach, as a small error in the frequency domain will affect the entire image. A better and more general solution to reconstruct nonCartesian sampled data is to instead define a reconstruction error in terms of matrix algebra. This solution also enables the use of additional constraints, e.g. inserted as Lagrangian multipliers. If an L2 norm is used, the best solution can be found by solving a large linear system. However, for a single image of 512 × 512 pixels, the size of the system becomes 262,144 × 262,144, which may prohibit direct solutions. Fortunately the system is often sparse, allowing the CUSPARSE library to be leveraged to develop efficient solutions. For example, iterative Krylov subspace solvers like the conjugate gradient (CG) method can be used. Stone et al. (2008) made a GPU implementation of a CG algorithm to enable practical use of the anatomically constrained reconstruction algorithm presented by Haldar et al. (2008) . Two years later, this work was extended to include correction for field inhomogeneities (Zhuo et al., 2010b) , multi-GPU support (Zhuo et al., 2010c ) and a regularization term for spatial smoothness (Zhuo et al., 2010a) . The work was recently released as a freely available toolkit (Wu et al., 2011b) . Johnsson et al. (2010) used the GPU for improved fat-water reconstruction, and also employed an iterative reconstruction algorithm.
The major drawback with MRI compared to CT is that the acquisitions take significantly more time. The basic physics of MRI makes this difficult to circumvent. To increase the sampling rate beyond non-Cartesian sampling patterns, parallel imaging and compressed sensing can be applied. For these more advanced scanning protocols, the reconstruction becomes even more complex and time consuming, which prohibits clinical use. In parallel imaging, several receiver coils collect data simultaneously, but during a shorter time frame compared to a single coil. To reconstruct data from the multiple measurements, image domain approaches (SENSE) (Pruessmann et al., 1999 ) use a matrix inversion specific to each set of aliased pixels (as opposed to the entire image). Solving the linear system can be performed by combining Cholesky factorization with forward and backward substitution. The factorization for each set of pixels can be achieved by cooperation between a number of threads, while the substitution step needs to be performed by a single thread. Hansen et al. (2008) described reconstruction of regular SENSE on the GPU. This work was then extended to data collected with temporal SENSE (Roujul et al., 2009 ) and radial sampling with SENSE . In compressed sensing (Donoho, 2006; Lustig et al., 2007) , the idea is to sample the data in a sparse basis. The reconstruction error is normally defined with an L1 or L0 norm, which prohibits direct solutions through matrix inversion. Instead, numerical optimization algorithms must be applied. Just as for iterative reconstruction algorithms with L2 norm minimization, reconstruction algorithms for compressed sensing utilize the GPU through operations such as matrix-matrix multiplications, matrix-vector multiplications and multidimensional FFTs. As previously mentioned, there exist highly optimized libraries for all these operations. were one of the first to use a GPU to speedup reconstruction of MRI data collected through compressed sensing. The implementation utilized the CUFFT library and was used for contrast-enhanced MR angiography, which requires high spatial and temporal resolution. Knoll et al. (2011) reconstructed radially sampled data by combining total generalized variation regularization with a GPU implementation. The work was recently released as an open source library (Freiberger et al., 2013) which internally uses CUBLAS. Similar work has been presented by Nam et al. (2013) , who used both CUFFT and CUBLAS and focused on whole-heart imaging with 3D radial sampling. The compressed sensing approach was shown to outperform the simpler gridding method. Smith et al. (2012) instead used a Split Bregman solver and were able to reconstruct breast images of the size 4096 x 4096 in about 8 seconds. Murphy et al. (2012) combined compressed sensing with parallel imaging, for 32 channels the multi-GPU implementation was about 50 times faster compared to a multi-threaded C++ implementation.
In general, it can take a long time before new algorithms, or scanning protocols, are employed in a clinical context. Vasanawala et al. (2011) recently reported a successful combination of parallel imaging, compressed sensing and a GPU implementation in this realm. Kowalik et al. (2012) also used GPU accelerated reconstruction of parallel imaging in order to monitor the flow of cardiac output in real-time. These examples show that a GPU can shorten the time from an initial idea to real world application.
The GPU has not only been used for faster reconstruction. Yang et al. (2011) used a GPU to accelerate correction of geometric distortions in echo planar imaging (EPI) data, while Knoll et al. (2010) instead used total variation based regularization to reduce undersampling artefacts in radial MR angiography. Deng et al. (2011) accelerated the design of multidimensional radio frequency pulses, which can be used to improve high-field imaging. Another important issue for high-field imaging is shimming, i.e. the removal of inhomogeneities in the magnetic field, which can also be computationally costly (Chi et al., 2010) .
fMRI
In addition to high resolution anatomical scans, magnetic resonance imaging enables non-invasive functional studies of the human brain in action. Since its inception (Belliveau et al., 1991; Ogawa et al., 1992) , functional magnetic resonance imaging (fMRI) has had a tremendous impact on brain research. fMRI data is 4D, as volumes of the brain repeatedly are collected during an experiment. A single fMRI dataset can for example be of the resolution 64 × 64 × 30 × 300 time voxels. Stronger magnetic fields and more advanced sampling techniques will improve the spatial and temporal resolution of fMRI in the near future (Feinberg and Yacoub, 2012) , further increasing the computational load.
GPUs can easily be used to process fMRI data, as most existing algorithms for brain activity detection perform exactly the same calculations for each voxel. Each GPU thread can thus independently process the time series of one voxel (e.g. for voxel-wise t-tests). Motion correction of fMRI data can be accelerated by applying GPU-based registration to each volume. Registration is also required for multi-subject fMRI, where each subject is aligned to a brain template. Spatial smoothing of each fMRI volume is normally performed to reduce noise and to use information from neighbouring voxels. This procedure can take advantage of GPU-based filtering. Goddard et al. (1997) were among the first to propose analysis of fMRI data on parallel platforms while Bagarinao et al. (2003) used a PC cluster for real-time fMRI analysis. One of the first applications of GPUs for fMRI was presented by Gembris et al. (2011), who used the GPU to speedup calculation of correlation coefficients. To investigate functional connectivity in subjects at rest (Biswal et al., 1995) , a common approach is to calculate the correlation between the time series of a reference voxel and all other voxels in the volume. If the fMRI dataset contains 20,000 brain voxels, this requires the calculation of 20,000 correlations for just one reference voxel. The complete correlation matrix is thus of the size 20,000 x 20,000. Several other papers have used the GPU to accelerate functional connectivity algorithms. Some examples are spatial regularization through high-dimensional Markov random fields , non-local fMRI analysis (Eklund et al., 2012d ), brain network analysis , interactive connectivity analysis (Eklund et al., 2011d) , and a multi-platform comparison of functional network calculation (Rao et al., 2011) .
Application of the GPU to conventional task-based fMRI analysis is less common. To the best of our knowledge, the first work addressing GPU acceleration of the general linear model (GLM) for fMRI analysis (Friston et al., 1995) was presented by (Eklund et al., 2012c) . The paper also describes how to perform the various preprocessing steps, such as motion correction, on the GPU. Compared to the commonly used statistical parametric mapping (SPM) software 6 , the GPU implementation achieved a speedup of about 290 for the preprocessing and 87,000 for the statistical analysis. These large speedups are not only due to a highly optimized GPU implementation, but also reflect the fact that SPM often stores intermediate results to file.
A general drawback of parametric statistics, such as GLM based fMRI analysis (Friston et al., 1995) , is that it relies on several assumptions. One example is that the errors of the GLM are assumed to be normally distributed and independent. Another is that the test statistics are assumed to follow a parametric null distribution. In contrast, the non-parametric random permutation test only relies on the assumption that the samples can be exchanged under the null hypothesis. To empirically estimate the null distribution of the test statistics, the data is resampled, or permuted, and analyzed a large number of times, normally 1,000 -10,000. These large numbers of permutations have tended to discourage routine use of non-parametric fMRI analysis (Nichols and Holmes, 2001) . Random permutations can be hard to conduct on a GPU, due to the irregular memory access patterns. For 4D data, however, it is possible to take advantage of the fact that the same permutation normally is applied to each voxel time series (to keep the spatial correlation structure). GPUs can thus rather easily accelerate these nonparametric measures for fMRI, which has been suggested to be 6 http://www.fil.ion.ucl.ac.uk/spm/ more reliable than commonly used parametric approaches (Eklund et al., 2011a) . A random permutation test can also be used to derive the null distribution of more complicated multi-variate test statistics (Eklund et al., 2013) . Bayesian methods are another alternative to parametric ones, and are quite popular for fMRI analysis (Woolrich, 2012) . As with non-parametric approaches, Bayesian fMRI analysis can also be costly, with fully Bayesian modelling of a single fMRI dataset taking up to several days (Woolrich et al., 2004) . Bayesian statistics often require random draws from different distributions, especially for inference through Markov chain Monte Carlo (MCMC) techniques, which can be performed directly on the GPU with random number generation through the CURAND library. Ferreira da Silva (2011) developed a CUDA implementation of a Bayesian multilevel model for fMRI analysis, and applied MCMC in parallel for each voxel time series.
GPU acceleration is also helping to spur a growing number of studies focused on large-scale fMRI datasets. An example is the recent work of Eklund et al. (2012a) , who used their previous GPU implementations (Eklund et al., 2011a (Eklund et al., , 2012c to analyze 1484 freely available rest datasets from the functional connectomes project (Biswal et al., 2010) to contrast the validity of parametric versus non-parametric fMRI analyses. Compared to the SPM software, the processing time was reduced from about 100 years to 10 days. There are several other large fMRI studies that could benefit from using the computational power of the GPU. A first example is the recent work by Thyreau et al. (2012) , where activity data from 1326 subjects were analysed. Another is the work by Biswal et al. (2010) , who described the collection and functional connectivity analysis of rest data from 1414 subjects. Recently, (Boubela et al., 2012) made an interface between the statistical program R and three popular programs for fMRI analysis (SPM, AFNI 7 , FSL 8 ). Through this interface, the preprocessing could be performed with standard tools and further calculations could be accelerated with CUDA. As a demonstration, independent component analysis (ICA) was applied to 300 datasets from the functional connectomes project (Biswal et al., 2010) .
GPUs have not yet, to our knowledge, been used for realtime fMRI (Cox et al., 1995; Weiskopf et al., 2003; deCharms, 2008; LaConte, 2011) , which involves analysing the data as it is collected from the subject in the MR scanner. Real-time fMRI is enabling a number of novel applications such as brain computer interfaces (BCI) (Eklund et al., 2010b) and interactive brain mapping. It is also possible for the subject to monitor his or her own brain activity, for example to learn how to suppress chronic pain (deCharms et al., 2005) . A challenge in this context is that fMRI data has to be analyzed in real-time, and here the GPU may be used to open up groundbreaking new applications.
DTI
Diffusion-weighted imaging enables the measurement of water diffusion rates in different directions. Through diffusion ten-sor imaging (DTI), the measurements can be combined into a tensor to represent the orientation of the flow in each voxel. The diffusion tensor is hence analogous to the local structure tensor (Knutsson, 1989; Knutsson et al., 2011) , often used in image processing to represent the orientation of signal energy. Like fMRI data, DTI data is also 4D, but in this case the fourth dimension represents direction instead of time. While it is sufficient to measure diffusion in 6 directions to obtain an estimate of the diffusion tensor, more directions, e.g. 16 -128, generally yield more refined estimates. A single DTI dataset collected with an isotropic voxel size of 2 mm and 128 directions contains in the order of 128 × 128 × 60 × 128 samples. The interested reader is referred to the excellent recent review by Bihan and Johansen-Berg (2012) for an extensive overview of diffusion MRI.
The resulting diffusion tensor can be used for example to track fiber bundles in the brain, since water preferentially diffuses along the axons. A fiber trajectory is started as a seed, which propagates along the main direction of the diffusion tensor in each voxel. A GPU can perform fiber tracking in parallel, as each thread can independently process one seed. Before the tracking is started, a GPU can also speedup the decomposition of the diffusion tensor in each voxel into eigenvalues and eigenvectors. Just as for fMRI, GPUs can additionally perform motion correction of DTI data in a short amount of time.
To the best of our knowledge, the use of GPU acceleration for the processing of DTI data is not widespread. In contrast, it has become commonplace to use the GPU for visualization of DTI data, due to the difficulty associated with visualizing a tensor field. Kondratieva et al. (2005) therefore used the GPU for particle tracing, which can be used to generate stream lines or tubes representing white matter tracts. McGraw and Nadar (2007) took advantage of a GPU for stochastic brain connectivity mapping, by using a Bayesian approach and the GLSL programming language. During the same year, Jeong et al. (2007) made a GPU implementation of a Hamilton-Jacobi solver, to compute measures of white matter connectivity from DTI data. Mittmann et al. (2008) used the GPU for fast tracking of fiber bundles in the human brain, with similar work described by Köhn et al. (2009) and E. van Aart et al. (2011) . Real-time interactive tracking through CUDA was some years later presented by Mittmann et al. (2011) . A framerate of about 20 Hz was achieved for 1,000 concurrent seeds. Recently, Hernandez et al. (2012) accelerated a Bayesian approach to estimation of fiber orientations and uncertainties, used in the FMRIB software library (FSL). In their implementation, each GPU thread performs a Levenberg-Marquardt optimization and a posterior estimation through MCMC. As mentioned for Bayesian fMRI analysis, the random number generation for MCMC was performed directly on the GPU through CURAND. The processing time was reduced from 24 hours to about 17 minutes, making it possible to experiment with different parameter settings much more efficiently.
Ultrasound
Ultrasound is unique among medical imaging modalities for its affordability (Bierig and Jones, 2009), portability (Thomenius, 2009 ) and high temporal resolution (e.g. 20 -30 Hz). To perform real-time processing of ultrasound data, however, places high demands on the computer hardware. GPUs play a key role in enabling the clinical use of many algorithms, but a limiting factor for real-time applications is the relatively low memory bandwidth between the CPU and the GPU. Fortunately, modern GPUs can concurrently perform calculations and transfer data. Elnokrashy et al. (2009) described a lowcost system for reconstruction and display of 4D ultrasound data. Similar frameworks were proposed by Kim et al. (2010) and Brattain and Howe (2011) . Recently, So et al. (2011) made a comparison between CPUs and GPUs for ultrasound systems, in terms of power efficiency and cost effectiveness. The conclusion was that a hybrid CPU-GPU system performed best. Chang et al. (2009) used a GPU for acceleration of colour doppler ultrasound, to provide information about blood flow in real-time. Another clinical application was presented by Shi et al. (2010) . In their work, the GPU was used for automatic time gain compensation (TGC) in real-time. Rather than manually adjusting the TGC, the focus can be on the diagnosis and increasing patient throughput. A strain tensor estimate of the left ventricular motion can be beneficial for diagnostic purposes, but the required calculations are often too demanding for clinical purposes. Kiss et al. (2009) therefore developed a GPU implementation of block matching for 3D echocardiography. Similar work was presented by Rosenzweig et al. (2011) , who accelerated acoustic radiation force impulse imaging, which can be used to estimate small displacements of soft tissue. Another clinical application of ultrasound is minimally invasive thermal therapies, such as high intensity focused ultrasound. In order to monitor the temperature change in real-time, a GPU accelerated system, based on speckle tracking, was proposed by Liu and Ebbini (2010) . Hlawitschka et al. (2011) instead used a GPU to accelerate calculations of how the beam energy is spread in the tissue.
As a final processing step before the images are displayed, ultrasound data need to be converted from polar to Cartesian coordinates in a process known as scan conversion. Wang et al. (2011a) described how to perform this operation on the GPU. To further increase the temporal resolution, more advanced scanning protocols such as plane wave imaging (PWI) and synthetic aperture imaging (SAI) can also be used. The drawback of these methods is an increase in processing time for image formation. Yiu et al. (2010) therefore proposed the use of GPUs to practically enable PWI and SAI. The GPU can also be used to accelerate the simulation of ultrasound data (Reichi et al., 2009; Shams et al., 2011) , e.g. by using CT data (Kutter et al., 2009 ). These simulations can be used, for example, for navigation and examination training.
While GPU implementations for CT and MRI have focused primarily on image reconstruction, the ultrasound modality has taken advantage of the GPU for a wide range of applications. Two major reasons for this are probably the portability of ultrasound systems and their high temporal resolution. As mentioned in the previous sections, GPUs have also been used to perform denoising and segmentation of ultrasound data in realtime.
Optical imaging
Optical imaging involves techniques such as optical tomography (OT), diffuse optical tomography (DOT) and optical coherence tomography (OCT), which for example can be used to study the human eye. The main advantage of OCT compared to other modalities in medical imaging is its micrometer resolution, combined with millimeter penetration depth. Micro-CT can also yield a very high resolution, but in contrast to OCT requires ionizing radiation. Frequency-domain OCT (FDOCT) enables faster scanning, due to its superior signal to noise ratio. However, FDOCT significantly increases the computational burden of the image reconstruction, as an inverse Fourier transform needs to be applied to each line sampled. Like ultrasound, optical imaging can output the acquired data directly, but realtime signal processing requires sophisticated computer hardware. Optical imaging can take advantage of GPUs for more advanced imaging, real-time reconstruction and visualization, and also for additional processing such as image denoising.
The first example of GPU-based optical imaging is the work by Watanabe and Itagaki (2009) , who used a GPU to perform the inverse one-dimensional FFT required for FDOCT in realtime. The result was an imaging system with a frame rate of 28 Hz, for a resolution of 2048 x 1000 pixels. During the same year, Vinegoni et al. (2009) instead used a GPU to accelerate reconstruction of optical projection tomography (OPT) data. Just as for CT data, filtered back projection was used to create a 3D volume from the acquired images. Zhang and Kang (2010b) extended the work by Watanabe and Itagaki (2009) , by also performing spectral resampling on the GPU, making it possible to use a GPU together with a regular nonlinear-k FDOCT system. The processing could be performed in real-time, such that volumes could be reconstructed and visualized with ray-casting at a frame rate of 10 Hz. Work reported by van der Jeught et al. (2010) and Rasakanthan et al. (2011) also include a GPU for resampling and inverse FFTs of OCT data in real-time. The resampling was eventually improved by using zero-padding and FFTs (Watanabe et al., 2010) , instead of simple linear interpolation. The work by Zhang and Kang (2010b) was extended from uniform to non-uniform FFTs (Zhang and Kang, 2010a) and finally to full range FDOCT (Zhang and Kang, 2011) , to reduce ghosting from long surgical instruments. Real-time reconstruction of dispersion encoded full-range FDOCT, which has an increased depth range, was achieved by Wang et al. (2012) . Recently, GPUs have also been used to enable high-dynamic range OPT (Fei et al., 2012) and Doppler OCT . Belanger et al. (2010) managed to reconstruct DOT data in real-time, by using a pseudo-inverse approach. Prakash et al. (2010) instead reconstructed DOT data by an iterative approach based on Levenberg-Marquardt optimization, by taking advantage of the CULA library for matrix algebra. Modelling of the light transportation in DOT is computationally demanding, and was therefore accelerated by Schweiger (2011) who used a finite element method. This modelling may be incorporated as a component in an iterative nonlinear reconstruction algorithm.
Other examples of GPU accelerated optical imaging include artifact removal for FDOCT Watanabe, 2012) and automated recovery of the center of rotation , which can be used instead of reference phantoms or a manual centering procedure.
Microscopy
Microscopy enables high resolution imaging of objects that cannot be seen with the naked eye, and can broadly be divided into optical microscopy, electron microscopy and scanning probe microscopy. A major challenge of high resolution microscopy is that the images acquired can be huge, often exceeding resolutions of 10,000 x 10,000 pixels. This makes it cumbersome to apply standard image processing operations. GPUs can be used for microscopy to speedup reconstruction algorithms and other common operations such as image denoising and segmentation. A general difficulty is how to fit the large images or volumes into the relatively small global memory.
Castano-Diez et al. (2007) used the Cg programming language to implement the iterative reconstruction algorithms SIRT and SART (also used for CT) for reconstruction of electron microscopy data. This work was extended by Xu et al. (2010b) , who improved the performance significantly to enable 3D reconstruction. Compensation for long-objects was also added to reduce reconstruction errors. Several papers have focused on reconstruction of data collected with electron cryomicroscopy, used for example to study biological macromolecules. See the work by Schmeisser et al. (2009) for an overview of computing technologies in this realm. Tan et al. (2009) used CUDA for an iterative reconstruction approach, which in each iteration requires generating projections from the 3D model, classification and realignment of the particles and building of a 3D model. Tagare et al. (2010) instead used an adaptive expectation-maximization algorithm, which is more robust to noise, while Zhang et al. (2010) used an approach based on direct Fourier space reconstruction. The implementation was for example applied to a dataset consisting of 44,250 images of the resolution 880 x 880 pixels. FREALIGN is a popular software package for reconstruction and refinement of single particle structures, but suffers from long processing times. Li et al. (2010) made a GPU implementation of this package and achieved a 240 fold speedup with a system consisting of 8 GPUs. Shimobaba et al. (2008) were one of the first to take advantage of a GPU for real-time reconstruction of digital holographic microscopy data. The hologram can be reconstructed through Fresnel diffraction, which can be performed through two forward FFTs and one inverse FFT. The system was able to reconstruct images of 512 x 512 pixels at 24 Hz. Orzo et al. (2010) presented similar work, but instead reconstructed volume data. Other examples of GPU accelerated microscopy include phase unwrapping and affine transformations for optical quadrature microscopy (Mistry et al., 2009) , image analysis for localization-based super resolution microscopy for imaging of live cells (Quan et al., 2010) and reconstruction of volumes in tomographic diffractive microscopy (Bailleul et al., 2012) .
Discussion
Thus far, we have covered the majority of past and the present works on GPU accelerated medical image processing. In this closing section, we shift our focus to the future and highlight some challenges and possibilities for this rapidly developing field.
Memory size and speed
The size of the global memory currently ranges from 1 GB (e.g. the Nvidia GTX 285) to 6 GB (e.g. the Nvidia GTX Titan) for consumer graphics cards and 4-8 GB for professional graphics cards. For a workstation, the amount of CPU memory can easily range from 4 GB -128 GB. Six GB of global memory is normally sufficient for 2D image processing, but it can be too little for 3D image processing. Micro-CT scanners can today, for example, generate volumes of 2048 × 2048 × 2048 voxels (Tommasini et al., 2012) , which translates to a storage requirement of 34 GB using 32-bit floats. For 4D image processing, the memory requirements can be even more dire. In the recent work by Eklund et al. (2011b Eklund et al. ( , 2012b , a 4D CT heart dataset of the size 512 × 512 × 446 × 20 was denoised using a GPU. With the storage of 14 floating point filter responses for a dataset of this size, estimation of the 4D local structure tensor theoretically requires 131 GB of memory. To perform the calculations with only 1.5 GB of global memory, it was necessary to process only small parts of the dataset at a time. Five dimensional MRI (Sigfridsson et al., 2007) , where there are two time dimensions (one for the heart rhythm and one for the breathing rhythm), poses an even greater challenge.
Even if a modern GPU theoretically is much faster than a modern CPU, the performance difference can be erased by the small amount of global memory. For future GPU applications, it is therefore extremely important that the amount of global memory increases faster than the spatial and temporal resolution of medical imaging modalities. It is also crucial that (global) memory bandwidth improves significantly, as many contemporary algorithms are limited by this bottleneck as opposed to computational performance. This is especially true for CT reconstruction algorithms, which rely heavily on the interpolation capabilities of texture memory. Since several medical imaging modalities (CT, MRI, ultrasound) can generate 4D data, it would also be beneficial for future GPUs to support 4D interpolation in texture memory as well. Additionally, the number of registers per GPU thread must increase significantly, such that it becomes possible to, for example, process a 10 × 10 matrix in each pixel (e.g. for normalized convolution (Knutsson and Westin, 1993) or to estimate voxel specific auto regressive models in fMRI (Eklund et al., 2011a) ).
Programming languages and libraries
The CUDA programming language has clearly made it much easier to program the GPU for general-purpose calculations. The main drawback of CUDA is that it only supports Nvidia GPUs. Here we believe that OpenCL (or any similar programming language) will play an important role for further GPGPU proliferation and development. Code written in CUDA and OpenCL can, however, yield different performance. Initially, CUDA enjoyed a significant performance advantage over OpenCL (Kong et al., 2010; Karimi et al., 2011) , but this is diminishing as OpenCL compilers improve and now typically stands at no more than 20%-30% (Fang et al., 2011) .
The larger advantage offered by CUDA at present is Nvidia's commitment to supplying highly optimized libraries for use with their proprietary platform. However, these libraries have yet to match the breadth and refinement of existing CPU libraries. It is therefore important that new libraries continue to be produced and that existing ones are continuously improved. For example, the medical imaging community would greatly benefit from support for 4D FFT's in the CUFFT library and, as previously mentioned, support for (floating point) convolution in 2, 3 and 4 dimensions in the NPP library. CUBLAS includes support for large matrix inversions (more specifically, support for solving linear systems) but to our knowledge, there is no freely available library with support for small matrix inversions in each GPU thread. In contrast, such functions are commonplace in Intel's Performance Primitives library for the CPU.
For researchers that do not want to learn all the details of GPU programming, a very important development is the encapsulation of GPU accelerated versions of commonly used algorithms and the release of high-level programming interfaces. Mathworks recently added GPU support to the parallel computing toolbox in Matlab. Another option is to use the Matlab GPU interfaces Jacket 9 Larsen et al., 2011) or GPUmat 10 . A comparison between these three options was recently made by . For the C and Fortran programming languages, it is possible to use the PGI accelerator model (Wolfe, 2010) or the HMPP workbench compiler (Dolbeau et al., 2007) for the acceleration of existing code. The programmer adds directives, which tell the compiler which parts of the code to parallelize. As previously mentioned, Membarth et al. (2011) made a comparison between several of these frameworks, while Malik et al. (2012) compared CUDA, OpenCL, PGI and Jacket.
Debugging and optimization
In the early days of GPU programming, code debugging and optimization were extremely challenging. Today it is possible to both debug and optimize GPU code as a routine part of development. For Windows users, debugging and optimization can be performed through Nvidia Nsight and Microsoft Visual Studio. For Linux users, debugging is generally harder since at least two GPUs are required if one wishes to run the display manager during the debugging. With the release of CUDA 5.0, Nsight has been ported to the Eclipse IDE, simplifying development and profiling of GPU code on Linux and Mac platforms.
Even as optimization tools for GPU code have evolved, it can still be difficult to sustain optimal performance over generations of hardware. Code optimized for a certain graphics card (e.g. Nvidia GTX 480), in general has to be rewritten for each new graphics card from a later architecture (e.g. Nvidia GTX 680). The need to re-optimize existing code is a limiting factor which reduces the utilization of new hardware capabilities. This is especially true for researchers, who also have to write papers about their implementations and applications. A good approach can be to use functions from standard libraries as often as possible, and at each new hardware release simply wait for these libraries to be re-optimized. Another approach can be to use PGI or HMPP, instead of writing code in CUDA or OpenCL.
Possibilities
In terms of possibilities, GPUs can be used to solve a wide array of problems in the field of medical imaging. Many algorithms can become interactive, such that it is possible to experiment with many different parameter settings or initialization points. Alternately, the analysis of datasets of a magnitude previously considered unwieldy may now be tackled as a matter of routine. The most promising concept is perhaps that more advanced algorithms can be applied in a clinical context. CT scanners can for example use iterative reconstruction algorithms, instead of the old filtered back projection approach (Pan et al., 2009 ). Another trend is to combine different modalities during surgery. A high resolution MRI or CT volume can be collected in advance, and during surgery be combined with time-resolved ultrasound. The major obstacle is that real-time registration between the two modalities is required, which is very computationally demanding. As the size of datasets produced in the healthcare sector continues to surge, GPUs have in many cases become a de facto necessity for the processing and visualization of these datasets (Scholl et al., 2011) . It remains an open question the extent to which entirely new categories of medical image processing algorithms may emerge, as investigators become accustomed to the greater processing power now commonly at their disposal on the desktop and in the cloud.
What about Intel?
Finally, we note some recent industry developments that could have a significant impact on the future of GPU-based medical image computing. The vast majority of the works described above were developed using CUDA for Nvidia GPUs. Since releasing CUDA in 2007, Nvidia has moved aggressively into the scientific computing domain with courses, conferences, documentation, development tools, and performance libraries intended to ease the transition from CPU to GPU programming. Despite the radically different architecture of the GPU and the host of additional programming constraints that come with it, academic scientists have risen to the challenge of completely redeveloping their algorithms and code bases to take maximum advantage of this new platform, as evidenced by the volume of work referenced here. Nonetheless, the substantial time investment required to port and optimize existing code bases for maximum GPU performance has remained beyond the means of many commercial high-performance software enterprises that simply cannot afford the associated costs. This cohort enjoyed progressive enhancements to the performance of their code bases for several decades with very little effort, simply by waiting for industry giant Intel to release the next in a long line of faster and more sophisticated CPUs. Yet Intel has remained largely absent from the new low-cost, massively parallel coprocessor market, allowing Nvidia to completely dominate this niche.
Intel recently released its first massively parallel coprocessor, the Xeon Phi 5110P, which contains 60 processor cores running at 1.0 GHz. Each core can execute four simultaneous hardware threads via hyper-threading and has a 512-bit vector unit capable of performing sixteen 32-bit or eight 64-bit floating point operations per clock cycle, resulting in a theoretical peak performance of one teraflops. The coprocessor comes with 8 GB of memory and plugs into the PCI-e bus of modern workstations like a GPU, with similar power requirements. While at the time of writing the device is too new for systematic comparisons with GPUs to have been published, initial commentary predicts its performance will fall just shy of Nvidia's latest Kepler series GPUs. However, in an apparent appeal to organizations that have not yet invested in GPU computing, Intels marketing material suggests that Phi users will be able to leverage its acceleration with minimal programming effort, by using the same suite of development tools and performance libraries already widely deployed for use with its multicore CPUs. It is not known how many in the community of medical image computing researchers and practitioners may belong to this group.
While software and hardware trends are not the primary focus of medical image computing, the ability to efficiently employ more sophisticated algorithms as faster technology emerges is a significant driving force in this field, largely precluding any kind of convergence in techniques or algorithms. With the hardware ecosystem likely to remain dynamic and heterogeneous for the foreseeable future, it is expected that research into new algorithms custom-designed for new or evolving platforms will remain a continuing area of focus.
