I. INTRODUCTION
T HE finite-difference time-domain (FDTD) method [1] is one of the most powerful numerical techniques for the analyses of optical waveguides [2] - [4] and photonic crystals [5] - [7] . The FDTD can grasp all aspects of the optical behavior by virtue of direct discretization of Maxwell's equations. For the FDTD, three spatial components are required to analyze a two-dimensional (2-D) optical waveguide. Because most practical optical waveguides are weakly guiding, scalar or semivector (SV) analysis is often sufficient for many applications. Therefore, the scalar [3] and SV [4] FDTDs have been proposed, where only a single transverse component is calculated. Note that the FDTDs based on the explicit scheme require a small time step to fulfill the stability criterion.
To alleviate the stability criterion, much attention has been paid to the time-domain beam-propagation method (TD-BPM) [8] - [21] . The TD-BPMs developed so far can roughly be di- vided into three classes, i.e., full-band (FB) [10] , [19] - [21] , wide-band (WB) [16] - [18] , and narrow-band (NB) [8] - [15] TD-BPMs. The feature of the TD-BPM is that only the time-varying optical envelope is analyzed. This allows us to use a larger time step with the implicit scheme than that in the FDTD. However, the usefulness of the TD-BPM has not yet been fully examined. The purpose of this paper is to investigate the performance of the TD-BPMs, in comparison with the FDTD. To do so, we newly develop FB-and WB-TD-BPMs based on the implicit FD scheme. We also propose a WB-TD-BPM based on the alternating-direction implicit method (ADIM) with an iteration procedure. After presenting the brief formulation of each TD method, we study the numerical dispersion for a one-dimensional (1-D) model. The computational accuracy and efficiency are assessed through analyzing the spectral response of the reflection coefficient for a waveguide grating. Numerical results show that the responses obtained from the FB-and WB-TD-BPMs agree well with that from the FDTD. However, the CPU times are much longer than that of the FDTD due to the solution of broadly banded matrices. It is found that the application of the ADIM to the WB-and NB-TD-BPMs contributes to a reduction in the CPU time.
To further reduce the CPU time of the TD-BPM while maintaining its accuracy, we finally apply a fourth-order accurate FD formula to the ADIM-based TD-BPMs, in which the total number of sampling points is significantly reduced. It is demonstrated that the CPU times of the WB-and NB-TDBPMs are successfully reduced to 40% and 6% of that of the FDTD, respectively.
II. TIME-DOMAIN METHODS

A. FDTD Methods
The FDTD is formulated by direct discretization of Maxwell's equations, in which three spatial components are required for the analysis of a 2-D waveguide [2] . For a weakly guiding waveguide, the scalar and SV-FDTDs [3] , [4] have been proposed, where only a single transverse component is calculated. For the SV-FDTD, the following wave equation is solved in the time domain: 
in which n and c are the refractive index and the speed of light in a vacuum, respectively, and α = x or z. Unless otherwise noted, we approximate ∇ 2 α using an improved FD formula with second-order accuracy (IFD2) [22] , [23] . The temporal second derivative is discretized by the following central difference:
where l indicates the position along the time axis. The resultant FD equation is solved explicitly. It should be noted that the stability criterion still remains.
B. TD-BPMs
In the TD-BPMs, we analytically differentiate the fast carrier component of the optical field and numerically treat only the slowly varying envelope (SVE). Applying the time dependencẽ φ = φ exp( jω 0 t), where φ is the SVE function and ω 0 is the center carrier frequency, to (1), we have the following FB-TD-BPM equation (although the FB-TD-BPM based on the finite-element scheme has already been developed [19] , [20] , an FD-based method is newly developed here):
The temporal second derivative in (2) is discretized by the same central difference as that shown above. The first derivative is discretized as ∂φ ∂t
φ in the right-hand side of (2) is averaged by
leading to an implicit scheme, in which a large ∆t can be used. This formulation corresponds to the Newmark-β scheme with β = 0.5 [24] . As a result, linear equations are obtained, in which each equation involves five unknowns. Therefore, the system becomes a broadly banded matrix, which can be solved by iteration techniques such as the Bi-CGSTAB [25] .
At the first calculation step, we require φ 1 and φ 0 to obtain φ 2 . Hence, we calculate φ 1 from the given initial field φ 0 using the following NB-TD-BPM.
For the NB-TD-BPM, the temporal second derivative in (2) is omitted on the basis of the SVE approximation (SVEA). This results in
where ζ = −jc 2 /(2ω 0 n 2 ) and ξ = −jω 0 /2. Equation (3) forms a parabolic-type equation so that the efficient BPM solvers developed so far can directly be applied to the solution of (3). We solve (3) by the Crank-Nicolson (CN) scheme with and without the ADIM [13] , [15] . With the ADIM, the resultant FD equations are efficiently solved by the Thomas algorithm.
To perform a WB analysis without a significant increase in the computational resources, the Padé (1,1) approximant is applied to (2) , in which the effect of the temporal second derivative is partially included [16] - [18] . Although the Padé approximant is used for the FD-based TD-BPM in [17] , only a 1-D model is treated. Here we treat a 2-D model. The basic equation of the WB-TD-BPM is expressed as
We apply the CN scheme to (4) and solve the resultant broadly banded matrix by the Bi-CGSTAB. We also propose a WB-TD-BPM based on the ADIM with an iteration procedure, which is described in the following. Applying the CN scheme to (4), we have
Note that splitting (5) by the well-known Peaceman-Rachford ADIM [26] gives rise to zeroth-order accuracy. To avoid this, we resort to the Douglas-Rachford-type ADIM [27] . First, we rewrite (5) as
Here we apply the Douglas-Rachford-type ADIM to (6), leading to
We replace the second bracket in the left-hand side of (7) with an intermediate value φ * . As a result, the following two-step algorithm is derived:
where m indicates the number of iterations. It is worth mentioning that (8) and (9) maintain tridiagonal matrices, which can efficiently be solved by the Thomas algorithm. Notice that the second term (Padé term) in the right-hand side of (8) contains an unknown value of φ l+1,m (if the Padé term is omitted, (8) and (9) are equivalent to the equations of the NB-TD-BPM). To take into account the Padé term, we iteratively solve (8) and (9), starting with φ l+1,1 = φ l , until the sequence of φ l+1,2···m converges (this iteration procedure is similar to that described in [28] ). In the practical calculation, we set the convergence criterion to be max [|φ
, which is small enough to provide a converged solution of the reflection coefficient in the following analysis.
Note that the constraint on ∆t in terms of accuracy is significantly relaxed owing to the use of the SVE, since the fast carrier component is analytically treated. To take full advantage of the SVE, the second-order implicit scheme is favorable for the discretization of the temporal derivatives, considering that a large ∆t can be utilized without degrading the accuracy. In the literatures [10] , [21] , however, the explicit scheme is used to discretize the temporal derivatives, in spite of the use of the SVE. It follows that a small ∆t is required to meet the stability criterion, as in the case of the FDTD. This cannot fully exploit the advantage of using the SVE. Therefore, this paper does not treat the TD-BPMs using the explicit scheme.
C. Other TD Methods
Very recently, some other TD methods have been developed, which are closely related to the aforementioned FDTDs and TD-BPMs. For example, the ADIM has been applied to the FDTD based on the SVE [29] and the scalar FDTD [30] for efficient TD analysis. In addition, a combination of the TD-BPM and the reflection method has been investigated [31] . A comparison with these methods, however, is beyond the scope of this paper and will be left for a future study.
III. NUMERICAL DISPERSION ANALYSIS
We now study the numerical dispersion of each TD method. Because forward and backward waves traveling in the ±z directions predominate the properties of the waveguide, we only discuss the 1-D model in the z direction.
The numerical dispersion relation is obtained by substituting a plane wave as [1] , [17] φ = e j(ωp∆t−k zq∆z) (10) where p and q are the temporal and spatial indices, respectively, into the FD equation. Here we consider second-order FD discretizations in both time and space, in accordance with the formulations done in Sections II-A and II-B.
For the FDTD, the numerical dispersion relation is as follows:
For the SV-FDTD, the dispersion relation is expressed as
We have the following dispersion relations: (14) for the WB-TD-BPM, and
for the NB-TD-BPM, where η = 4ζ/∆z 2 sin 2 (k z ∆z/2) − ξ. Fig . 1 shows the normalized numerical phase velocity given by ω/(k z c/n) for the FDTDs and by (ω + ω 0 )/(k z c/n) for the TD-BPMs, where k z = 2πn/λ. In this calculation, the refractive index n is chosen to be 1.21, which corresponds to the effective index of the TE mode at 1.5 µm for the slab waveguide (without gratings) to be treated in Fig. 2 . ∆t is chosen to be 0.089 fs for the FDTDs, and 0.1 fs in Fig. 1(a) and 0.6 fs in Fig. 1(b) for the TD-BPMs. ∆z is fixed to be 0.04 µm. The numerical parameters used in Fig. 1(b) are consistent with those adopted for the grating analysis in Section IV.
It is seen in Fig. 1 that the phase velocity is almost flat and unity for the FDTD. Although not illustrated, the phase velocity of the SV-FDTD perfectly follows that of the FDTD. For the FB-TD-BPM, the use of ∆t = 0.1 fs significantly improves the property of the phase velocity, when compared with ∆t = 0.6 fs. In contrast, phase velocities of the WB-and NB-TDBPMs are not sensitive to the choice of ∆t. It follows that the ranges of accurate phase velocities are inherently limited for the WB-and NB-TD-BPMs. Nevertheless, the deviations in the phase velocities for ∆t = 0.6 fs [ Fig. 1(b) ] are kept within ±1% for 0.74 < k 0 /k z < 1.4 in the former and for 0.85 < k 0 /k z < 1.16 in the latter. These observations are important when calculating the spectral response of the waveguide grating. In Section IV-A, we will examine how the error in the phase velocity affects the numerical results of the spectral response. Fig. 2 shows the waveguide grating frequently treated as a benchmark [3] , [16] , [19] , [21] , in which the geometrical parameters are indicated. Due to the symmetry of the waveguide, only half the section (x > 0) is analyzed. For the TD-BPM, the input pulse φ i is excited at t = 0, which consists of the eigenmode field φ e in the x direction and the Gaussian profile with a 1/e half-width of 2 µm in the z direction, i.e.,
IV. ANALYSIS OF WAVEGUIDE GRATING
where β is the propagation constant of the eigenmode at the center wavelength and z 0 is the center position of the input pulse (z 0 = 7 µm). For the FDTD, the pulse is excited at z 0 using the one-way excitation scheme [2] (another excitation scheme can be employed [32] , [33] ). The perfectly matched layer (PML) [34] - [36] is utilized as an absorbing boundary condition (ABC). Before comparing TD methods, we preliminarily investigate two treatments of modeling the waveguide grating. First, we calculate the grating by the WB-TD-BPM with the IFD2, taking into account an arbitrary position of the dielectric interface between the sampling points [22] , [23] , in which the grating structure is correctly modeled (for the FDTD, an arbitrary dielectric interface can also be modeled by a combination of the boundary condition and one-sided difference operator [37] - [39] or by an index averaging technique [40] ). Next, we analyze the grating using the WB-TD-BPM under the assumption that each region in one grating period has the same length: Λ + = Λ − = 0.31895 µm. In this case, one grating period can simply be divided by an integer. For both treatments, the dielectric interface can be analyzed with the second-order accuracy being maintained. As a result, we hardly find a distinct difference between the two numerical results, provided that the sampling width is small enough to yield a converged solution. Therefore, for simplicity, we adopt the latter treatment in the following analysis. 
A. Comparison Among TD Methods With Second-Order Accuracy in Space
For each method listed in Table I , the second-order accuracy is achieved in space, even when the index discontinuity exists. To fairly compare the methods, we discretize the structure shown in Fig. 2 using the same spatial sampling widths: ∆x = 3.75 × 10 −2 µm and ∆z 3.99 × 10 −2 µm, in which the waveguide width and one grating period are divided by 8 and 16, respectively (preliminary calculations showed that the use of smaller ∆ x and ∆ z does not improve the accuracy of the numerical results). The number of sampling points is N x × N z = 74 × 1110, including 8 and 16 points used for the PML in the x and z directions, respectively.
The choice of the time step ∆t is important for a TD method, because it predominates the amount of the com- putation. For the FDTD and SV-FDTD, ∆t is taken to be 0.089 fs, which is slightly smaller than that determined by the stability criterion. For the TD-BPMs, taking advantage of the unconditional stability of the implicit scheme, we can choose a large ∆t. However, we preliminarily find that when using the Bi-CGSTAB, a large ∆t does not always contribute to a reduction in the computational time. This is because analyzing a large variation of the field, which results from a large ∆t, may require a number of iterations to obtain a converged solution. Therefore, we choose a reasonably small ∆t in such a way that the total computational time becomes nearly minimal (the residual in norm is set to be 10 −6 ). For the WB-and NB-TD-BPMs with the ADIM, we use the largest ∆t that enables to yield a converged solution of the reflection coefficient. In Table I , ∆t used for each method is summarized. The total computational duration is 210 fs for the TE mode and 170 fs for the TM mode.
Figs. 3-5 show the spectral responses of the reflection coefficients calculated from the FB, WB, and NB-TD-BPMs, respectively, in which the center wavelength is fixed to be 1.5 µm for both TE and TM modes. The coefficient is evaluated from the ratio between the discrete Fourier transforms of the reflected pulse and the incident one observed at the reference plane depicted in Fig. 2 . In these figures, also included for reference are the responses obtained from the FDTD. Although not illustrated, the responses from the SV-FDTD are in perfect agreement with those from the FDTD.
It can be found in Figs. 3 and 4 that the responses obtained from the FB-and WB-TD-BPMs agree quite well with those obtained from the FDTD. For the NB-TD-BPM in Fig. 5 , the responses are in good agreement with those from the FDTD around the center wavelength (1.4-1.6 µm), although they deviate from those of the FDTD at wavelengths away from the center wavelength. This deviation is attributed to the omission of the temporal second derivative based on the SVEA. For the WB-and NB-TD-BPMs, the responses with the ADIM exhibit slight spectral shifts from those without the ADIM at a short wavelength.
It is interesting to note that for the WB-TD-BPM, the range where the deviation in the phase velocity is kept within ±1% in Fig. 1 covers a spectral range of 1.2-2.0 µm in Fig. 4 . In addition, for the NB-TD-BPM, the corresponding range fairly agrees with a spectral range of 1.4-1.6 µm in Fig. 5 . Remember that in these spectral ranges, the responses obtained from the TD-BPMs agree well with that from the FDTD. In general, it is not easy to predict optimum temporal and spatial sampling widths in advance, because they depend on the pulse width and the model to be analyzed. Roughly speaking, however, temporal and spatial sampling widths should be chosen so as to keep the error in the normalized numerical phase velocity within ±1%, in order to obtain an accurate spectral response.
In Fig. 6 , the CPU time required for the TE-mode analysis is presented. We use a PC with a Pentium 4 processor (2.26 GHz). The CPU time of the SV-FDTD is estimated to be longer than that of the FDTD. This is because the PML based on a three-step algorithm for the SV-FDTD [35] is computationally intensive. It is noteworthy that the use of the ADIM contributes to a reduction in the CPU time. In particular, for the NB-TD-BPM with the ADIM, the CPU time is slightly less than that of the FDTD. It is clear that the FB-, WB-, and NB-TD-BPMs without the ADIM are time consuming due to the solution of broadly banded matrices.
The computational efficiency is also checked in terms of the memory requirement for the TE mode in Fig. 7 . Although the memory required for the SV-FDTD should be reduced when compared with the FDTD, it is almost the same as that of the FDTD. This is due to the fact that the three-step PML algorithm for the SV-FDTD requires an extra memory. It is also seen that the implicit schemes, particularly when using the Bi-CGSTAB, require more memory than the explicit schemes.
B. Application of Fourth-Order Accurate FD Formula to ADIM-Based TD-BPMs
Final consideration is given to a further reduction in the CPU time of the ADIM-based TD-BPMs. We adopt the improved FD formula with fourth-order accuracy (IFD4) [41] , which allows us to use a large spatial sampling width. The application of the IFD4 to the ADIM-based TD-BPMs has the advantage that the fourth-order accuracy is obtainable with a tridiagonal matrix being maintained, even when the index discontinuity exists [42] . The IFD4 has already been applied to the NB-TD-BPM [15] . We here develop a WB-TD-BPM based on the IFD4 and present the numerical results.
For the FDTD, the fourth-order accurate FD scheme is used to reduce the phase error of a propagating wave [43] , [44] . However, as far as we know, there is no application of the higher order FD scheme considering the boundary condition at a dielectric interface to the FDTD (although the second-order FDTD has been developed for an arbitrary dielectric interface [37] - [39] , the corresponding fourth-order FDTD has not yet been developed). Therefore, we do not investigate FDTDs based on the higher order scheme. Fig. 8(a) and (b) shows the spectral responses for the TE mode obtained from the IFD4-based WB-and NB-TD-BPMs, respectively. For reference, also included are the responses obtained from the IFD2-based TD-BPMs discussed in Section IV-A. It can be found in Fig. 8 that the responses from the IFD4-based TD-BPMs (solid line) are in excellent agreement with those from the IFD2-based TD-BPMs (broken line), even when the spatial sampling widths are four times as large as those used in the IFD2. In contrast, when using the large widths, the responses from the IFD2-based TD-BPMs shift rightwards (dotted line). Although not illustrated, the IFD4-based TDBPMs work well for the TM mode, as in the case of the TE mode.
It should be noted in the above case that the number of sampling points is reduced to N x × N z = 18 × 277, which leads to a substantial reduction in the CPU time. As a result, for the WB-TD-BPM, the CPU time is reduced to 40% of that of the FDTD, in which the spectral responses comparable to those of the FDTD can be obtained. Besides, the NB-TD-BPM yields the reduced CPU time to only 6% of that of the FDTD, while offering a close correspondence to the responses of the FDTD around the center wavelength (1.4-1.6 µm) which may cover the so-called S-, C-, and L-bands in optical communications.
V. CONCLUSION
We have compared several time-domain (TD) methods such as finite-difference time-domain (FDTD), scalar or semivector finite-difference time-domain (SV-FDTD), full-band timedomain beam-propagation method (FB-TD-BPM), wide-band time-domain beam-propagation method (WB-TD-BPM), and narrow-band time-domain beam-propagation method (NB-TD-BPM). After presenting the formulation, we perform the numerical dispersion analysis for each method. To assess the methods, we calculate the reflection coefficient of a waveguide grating. Although the numerical results of the FB-and WB-TD-BPMs agree well with that of the FDTD, the CPU times are longer than that of the FDTD due to the solution of broadly banded matrices. Introducing the alternating-direction implicit method (ADIM) significantly contributes to a reduction in the CPU time of the TD-BPM. Application of a highly accurate FD formula to the ADIM-based TD-BPM is effective in reducing the total number of sampling points, leading to a substantial reduction in the CPU time.
