Abstract. We discuss a formal mathematical framework for certain coupling constructions via minorisation conditions, which are often used to prove bounds on convergence to stationarity of stochastic processes and MCMC algorithms.
Coupling constructions are often used to bound the probability of two Markov chains with identical transition kernels becoming equal, thus bounding the total variation distance between them (see e.g. [21, 18, 19] ). Some other approaches instead bound the probability of two processes with different probability laws staying equal for all times up to time N . Both cases often involve conditional-type coupling constructions which are usually stated informally, but which can be stated formally if desired. Below, for concreteness, we concentrate on the second case, since the recent questions about coupling constructions originated there.
However, similar methods can be used to "formalize" the coupling constructions in the first case too -and indeed in any situation in which couplings are constructed informally, one random variable at a time, in terms of various conditional distributions.
Statement of Main Result.
Let {X n } ∞ n=0 and {X n } ∞ n=0 be two different stochastic processes, defined possibly on different probability spaces, but taking values in the same Polish measurable state space (X , B) (e.g. on R d with the Borel subsets). Let F n = (X 0 , X 1 , . . . , X n ) and F n = (X 0 , X 1 , . . . , X n ) be the two processes' histories up to time n. For n ≥ 1, and A ∈ B, and a state history
] be the regular conditional probability distributions. As a special case, when n = 0, let F −1 and F −1 and s (−1) each be the empty set, so
In terms of these definitions, a formal statement about sequential coupling constructions which attempt to keep the two processes equal, is as follows.
Theorem 1.
Let N be a non-negative integer. Suppose that for each 0 ≤ n ≤ N , there is a n ≥ 0 such that for each state history vector s (n−1) = (s 0 , s 1 , . . . , s n−1 ) ⊆ X n , either:
(ii) there are random variables W and W , defined jointly on some probability measure space, each taking values in X , which are measurable functions of s (n−1) (i.e., such that if
) for all A ∈ B, and P[W = W ] ≥ 1 − a n ; or (iii) there is a probability measure ν(·) on (X , B) which is a measurable function of s (n−1) (i.e., such that if ν(·) = ν s (n−1) (·), then for each A ∈ B, the mapping
is a measurable function of s (n−1) ∈ X n ), such that Q n (A; s (n−1) ) ≥ (1 − a n ) ν(A) and
Then there exist random variables {X n ,X n } N n=0 defined jointly on some probability measure space, such that
and furthermore
3. Background Tools.
In this section we collect a few standard results that will be used to prove the above Theorem.
Proposition 2. Let ρ and σ be two probability measures on (X , B), and let ≥ 0. Then the following are equivalent:
(ii) there are jointly-defined random variables Y and Z taking values on (X , B), such that P(Y ∈ A) = ρ(A), and P(Z ∈ A) = σ(A) for all A ∈ B, and
Proof. That (ii) implies (i) is the standard coupling inequality; see e.g. [21] , or equation (13) of [16] .
That (i) implies (ii) is a well-known property of couplings, corresponding to the existence of maximal couplings (e.g. [13] ; Proposition 3(g) of [16] ). Indeed, let η(·) = ρ(·) + σ(·) be a joint dominating measure, with corresponding Radon-Nikodymn derivatives g = [16], Proposition 3(f)), which gives the result.
That (iii) implies (i) follows by setting α(
, so that α(·) and β(·) are probability measures on (X , B), and Proof. This is essentially the content of Proposition 2, except that we have to check the measurable dependence on s (n−1) . However, using the explicit constructions in the proof of Proposition 2 that (i) implies (ii), and that (ii) implies (iii), it is easily seen that the measurable dependence conditions can all be preserved when establishing these equivalences. In particular, when moving from (i) to (ii), the processes {X n } and {X n } being jointly defined imply that the probabilities Q n (·; s (n−1) ) and Q n (·; s (n−1) ) respectively are measurable functions of s (n−1) ; it then follows that the distributions of R, U , V , and I are themselves measurable functions of s (n−1) , and hence so are the distributions of Y and Z, as required.
Proposition 4. Given a probability measure µ(·) on (X , B), and a family of probability measures ν y (·) on (X , B) for all y ∈ X such that the mapping y → ν y (B) is measurable for all B ∈ B, then there exist random variables Y and Z defined jointly on some probability measure space, such that
Proof. This follows directly from the Kolmogorov Extension Theorem (see e.g. Theorem 36.1 of [6] ), upon defining the finite-dimensional distributions {ρ i 1 ,...,i k } 1≤k≤2
Proof of Theorem 1.
We now prove Theorem 1. By Corollary 3, conditions (i) and (ii) and (iii) of Theorem 1 are all equivalent, so we can assume that they all hold, and in particular that condition (ii) always holds. We shall prove the theorem by induction on N . The case N = 0 is immediate, since in that case the conclusion is equivalent to condition (ii). We assume now that the theorem has been proved for some non-negative integer N − 1, and proceed to prove that it also holds for N .
By our induction assumption, ( * ) holds for N − 1, i.e. there are random variables
, and L(X 0 , . . . ,X N −1 ) = L(X 0 , . . . , X N −1 ), and furthermore
Then, by condition (ii), for each state history vector s (N −1) we can find W = W (s (N −1) )
for all A ∈ B, and
We next apply Proposition 4, with Y taking the role of (X 0 , . . . , X N −1 , X 0 , . . . , X N −1 ) ∈ (X N ) 2 , and Z taking the role of (X N , X N ) ∈ X 2 . Specifically, we set
and for s, t ∈ X n we let ν (s,s) (·) = L(W (s), W (s)), with ν (s,t) (·) defined arbitrarily for s = t (say, ν (s,t) (·) = δ (x 0 ,x 0 ) (·) for some fixed x 0 ∈ X ). Proposition 4 then ensures that there
, and
In particular,
This establishes equation ( * ) for N (with theX now replaced byX). Therefore, this completes the induction step, and hence the proof of Theorem 1.
Auxiliary randomness.
Sometimes the transition probabilities for the chain {X n } depend not just on its own previous states, but also on additional auxiliary random variables. This is particularly the case for adaptive MCMC algorithms, a recently widely-studied subject (see e.g. [14, 2, 4, 17, 1, 12, 5, 20, 3, 8, 15] ). For such algorithms, sometimes the coupling only holds under certain conditions about the auxiliary randomness. To handle this, a slight extension of our Theorem 1 is required. To set it up, again let {X n } ∞ n=0 and {X n } ∞ n=0 be two different stochastic processes, defined possibly on separate probability spaces, taking values in the same measurable state space (X , B), and again let F n = (X 0 , X 1 , . . . , X n ) and F n = (X 0 , X 1 , . . . , X n ). Let {Γ n } be a sequence of auxiliary random variables, taking values in some space (Y, G), such that the law of X n+1 depends not only on X 0 , . . . , X n , but also on Γ n in some way (but assume for simplicity that there is no auxiliary randomness in the law of X n+1 ). For n ≥ 1, let Q n (A;
let F −1 and F −1 and s (−1) and Γ −1 and γ −1 be the empty set. Finally, let H n ∈ G be some event (corresponding, intuitively, to "good" values of the Γ n ).
Theorem 5. Let N be a non-negative integer. Suppose that for each 0 ≤ n ≤ N , there is a n ≥ 0 such that for each history s (n−1) , and each γ n ∈ H n , either:
(ii) there are jointly-defined random variables Y and Y taking values in (X , B), such
) for all A ∈ B, and
there is a probability measure ν(·) on (X , B) with Q n (A;
and Q n (A; s (n−1) ) ≥ (1 − a n ) ν(A) for all A ∈ B.
Suppose also that for each 0 ≤ n ≤ N , there is b n ≥ 0 such that for each history s (n) , and each γ n ∈ H n ,
Then there exist random variables {X n ,X n } N n=0 defined jointly on some probability space, such that L(X 0 , . . . ,X N ) = L(X 0 , . . . , X N ), and L(X 0 , . . . ,X N ) = L(X 0 , . . . , X N ), and furthermore
Proof. The proof of Theorem 5 is a simple and direct generalisation of the proof of Theorem 1. In particular, when applying Proposition 4, we now let Y take the role of (X 0 , . . . , X N −1 , X 0 , . . . , X N −1 , Γ N −1 ) ∈ (X N ) 2 ×Y, and let Z take the role of (X N , X N , Γ N ) ∈ X 2 × Y. That is, we also condition on the previous auxiliary randomness parameter Γ N −1 , and we also construct the new auxiliary randomness parameter Γ N . The remainder of the proof is virtually identical to that of Theorem 1, so we omit the details.
Remark. In particular, Theorem 5 provides a mathematically precise framework for the coupling construction used in the proof of Theorem 5 of [17] .
