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a b s t r a c t
In this article, a Differential Transform Method (DTM) based on the mean fourth calculus
is developed to solve random differential equations. An analytical mean fourth convergent
series solution is found for a nonlinear random Riccati differential equation by using the
random DTM. Besides obtaining the series solution of the Riccati equation, we provide
approximations of the main statistical functions of the stochastic solution process such
as the mean and variance. These approximations are compared to those obtained by the
Euler andMonte Carlo methods. It is shown that this method applied to the random Riccati
differential equation is more efficient than the two above mentioned methods.
© 2012 Published by Elsevier Ltd
1. Introduction and preliminaries
Randomdifferential equations have been used in the last few decades to deal with errors and uncertainty, [1,2]. However,
there are few explicit analytical solutions or numerical methods for these equations. Some results can be found in [1–5].
It is well known that in managing deterministic differential equations, the differential transform method can be easily
applied and is capable of reducing the amount of computational work required [6]. Thismethod is a semi-numerical analytic
technique which consists of transforming the given differential equation and related initial conditions into a recurrence
equation that finally leads to the solution of a system of algebraic equations for the coefficients of a power series solution.
The application of the DTM to random differential equations requires some basic operational tools such as, the k order
derivative of the product of two stochastic processes and the algebra of the mean square limits. Following ideas of [4] we
establish the needed results and prove some results of the fundamental mathematical operations performed by the DTM. To
illustrate the power of this method of solution, a Riccati differential equation with randomness in the initial condition and
in the coefficients is chosen. Furthermore, we use the random Euler method given recently in [3] and Monte Carlo methods
to validate the results and to show the efficiency and effectiveness of the proposed algorithm.
For the sake of clarity, let us start with a review of some important results belonging to mean square calculus that will
be required later. Let (Ω,F , P) be a probability space, a real random variable X defined on the probability space (Ω,F , P)
and satisfying E

X2

< +∞, is called a second order random variable (2-r.v.); here E denotes the expectation operator. The
space L2 of all the 2-r.v.’s endowed with the norm ∥X∥2 =

E

X2

, is a Banach space [1, Chapter 4]. A stochastic process
{X(t) : t ∈ T }, where T is a closed interval in the real line R is called a second order stochastic process (2-s.p.) if, for each
t ∈ T , X(t) is a 2-r.v. A sequence of 2-r.v.’s {Xn : n ≥ 0} is mean square (m.s.) convergent in L2 to a 2-r.v. X as n → ∞ if
limn→∞ ∥Xn − X∥2 = 0. This convergence is represented by Xn m.s.−−−→
n→∞ X .
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The 2-s.p. {X˙(t) : t ∈ T } is the m.s. derivative of the process {X(t) : t ∈ T } if X(t+∆t)−X(t)
∆t
m.s.−−−→
∆t→0 X˙(t) ⇔
lim∆t→0
 X(t+∆t)−X(t)
∆t − X˙(t)

2
= 0.
Difficulties with the mean square operational calculus of the product result from the fact that the mean square norm
is not submultiplicative. This fact motivates the development of the mean fourth calculus, see [4], which was the basis for
getting results of interest for important applications. Thus, r.v.’s X such that E

X4

< +∞ are fourth order r.v.’s which will
be denoted by 4-r.v.’s. The set L4 of all the 4-r.v.’s endowed with norm ∥X∥4 = 4

E[X4] is a Banach space (see [2, p. 9]). Like
in L2, one introduces the concepts of 4-s.p. andmean fourth (m.f.) convergence in L4 (see [4]). The following lemma has been
proved in [4] and will be only mentioned here in order to use it later.
Lemma 1.1. Let {Xn : n ≥ 0} be a sequence of 4-r.v.’s and suppose that Xn m.f.−−−→
n→∞ X. Then Xn
m.s.−−−→
n→∞ X.
The next result is a generalization of Lemma 3.14 of [4].
Lemma 1.2. Let k be any nonnegative integer. Assume that the mean fourth derivatives of k order of the 4-s.p.’s {f (t) : t ∈ T },
{g(t) : t ∈ T } exist at t ∈ T , and are given by f (k)(t) and g(k)(t) respectively. Then the mean square derivative of k order of
the 2-s.p. u(t) = f (t)g(t) exists at t ∈ T and is given by
dk
dtk
[u(t)] = d
k
dtk
[f (t)g(t)] =
k
n=0

k
n

f (n)(t)g(k−n)(t). (1.1)
Proof. Note that, by the Schwarz inequality, ∥u(t)∥2 ≤ ∥f (t)∥4∥g(t)∥4 < ∞ (because f (t) and g(t) are 4-s.p.’s). Now, by
Lemma 3.14 of [4], it follows that ddt [f (t)g(t)] = f (1)(t)g(t) + f (t)g(1)(t) =
1
n=0

k
n

f (n)(t)g(k−n)(t). Assume (1.1) for
k. Thus, by using property 3 of [1] and Lemma 3.14 of [4] one gets ddt

dk
dtk (f (t)g(t))

= kn=0 kn [f (n+1)(t)g(k−n)(t) +
f (n)(t)g(k−n+1)(t)] =k+1n=0 k+ 1n  f (n)(t)g(k+1−n)(t),which proves, by induction on k, (1.1). 
Remark 1.3. By Lemma 1.1 one sees that if the m.f. derivative of a 4-s.p. exists then the m.s. derivative exists and moreover
both derivatives coincide.
We conclude this section by stating a differentiation theorem for an m.f. convergent series; we omit the proof because
it follows in broad outline the same steps as Theorem 3.1 of [5] by using analogous results for the m.f. calculus that can be
found in [4].
Theorem 1.4. Assume that for n ≥ 1, the process {Xn(r) : r ∈ I} satisfies
(i) Xn(r) is m.f. differentiable and X˙n(r) is m.f. continuous,
(ii) X(r) =n≥1 Xn(r) is m.f. convergent,
(iii)

n≥1 X˙n(r) is uniform m.f. convergent in a neighborhood of each r ∈ I .
Then, for each r ∈ I , X(r) is m.f. differentiable and X˙(r) =n≥1 X˙n(r).
2. A random differential transformmethod
Let k be a nonnegative integer and assume that the 4-s.p. {u(t) : t ∈ T } has m.f. derivative of k order at t ∈ T , which is
denoted by u(k)(t). The random differential transform (r.d.t.) of the process u(t) is defined as
U(k) = 1
k!

dk(u(t))
dtk

t=t0
, (2.1)
where U is the transformed s.p. and ddt denotes the m.s. derivative. The inverse transform of U is defined as
u(t) =
∞
k=0
U(k)(t − t0)k. (2.2)
Here we are formally assuming that the series defined in (2.2) is uniformly m.f. convergent in any closed interval into the
domain of convergence. This fact together with Theorem 1.4 guarantee that (2.1) and (2.2) are well defined. The next result
gives sufficient conditions in order to get mathematical operations.
Theorem 2.1. Let k be any nonnegative integer. Assume that the m.f. derivatives of k order of the 4-s.p.’s {f (t) : t ∈ T },
{g(t) : t ∈ T } exist at t ∈ T , and are given by f (k)(t) and g(k)(t) respectively. Then the following results hold
(i) If u(t) = f (t)± g(t) then the r.d.t. of u(t) is given by U(k) = F(k)± G(k).
(ii) Let λ be a 4-r.v., if u(t) = λf (t) then the r.d.t. of u(t) is U(k) = λF(k).
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(iii) If u(t) = dm(g(t))dtm then the r.d.t. of u(t) is U(k) = (k+ 1) · · · (k+m)G(k+m).
(iv) If u(t) = f (t)g(t) then the r.d.t. of u(t) is U(k) = kn=0 F(n)G(k− n).
In the statements above we denoted F and G as the differential transformed process of f and g respectively, and m in (iii)
as a nonnegative integer.
Proof. (i) By [1, p. 95] it follows: 1k!

dk
dtk
[f (t)± g(t)]

= 1k!

dk(f (t))
dtk
± dk(g(t))
dtk

.
Therefore, by the definition of (2.1) and the last equality we have U(k) = F(k)± G(k).
(ii) As λ is a 4-r.v., its m.f. derivative exist in any point t and it is zero, then by applying k times Lemma 3.14 of [4] one gets
1
k!
dk
dtk
[λf (t)] = λ 1k! d
k
dtk
[f (t)] and so U(k) = λF(k).
(iii) By noting 1k!
dk
dtk

dm(g(t))
dtm

= (k+m)···(k+1)
(k+m)!
dk+m
dtk+m [g(t)] one gets (iii).
(iv) follows from Lemma 1.2 by doing: d
k
dtk
[f (t)g(t)] =kn=0 f (n)(t)n! k!(k−n)g(k−n)(t). 
3. Applications to random differential equations and conclusions
Let us consider the random Riccati differential equation
dx(t)
dt
= −ax2(t); x(0) = x0, t ∈ [0, b], (3.1)
where a and x0 are independent 4-r.v.’s satisfying
∥ak∥4, ∥xk0∥4 < Mk, k = 1, 2, . . . , (3.2)
for some real positive number M . Thus, by applying the random DTM to the Eq. (3.2) we obtain, X(k + 1) =
−a
k+1
k
n=0 X(n)X(k− n), where X is the transformed process of x. Then X(k) = (−a)kxk+10 and
x(t) =
∞
n=0
(−a)kxk+10 tk. (3.3)
Let us show that (3.3) is not only a formal solution but also a rigorous solution of (3.2). Taking into account that a and x0 are
independent 4-r.v.’s and condition (3.2) we have ∥(−a)kxk+10 tk∥4 ≤ ∥ak∥4∥xk+10 ∥4|t|k < M2k+1|t|k. Setting γk = M2k+1|t|k
and using the D’Alembert test one obtains limk→∞
γk+1
γk
= M|t|. From here, we conclude that series (3.3) ism.f . convergent
in the domain |t| < 1/M . This fact, together with Theorem 1.4 and Lemma 1.1, justifies the existence of the m.f. derivative
of k order of the series (3.3) in any closed set into the domain of convergence. Summarizing the following theorem has been
established:
Theorem 3.1. Consider the initial value problem given by (3.2), where a and x0 are independent 4-r.v.’s satisfying condition (3.2).
Then (3.3) is an m.s. solution of (3.2).
As x(t) given by (3.3) is a series, we proceed by truncation. Then xN(t) =Nk=0(−a)kxk+10 tk, and by using the independence
between a and x0 it follows
E[xN(t)] =
N
k=0
(−1)kE[ak]E[xk+10 ]tk, (3.4)
E

(xN(t))2
 = N
k=0
E[a2k]E[x2(k+1)0 ]t2k + 2
N
k=1
k−1
m=0
(−1)k+mE[ak+m]E[xm+k+20 ]tk+m. (3.5)
Example 3.2. Consider the nonlinear equation given by (3.2),where a = 1 and x0 is a r.v. that follows a Beta distributionwith
parameters α = 2 and β = 2, that is, x0 ∼ Be(α = 2;β = 2). This example is chosen to validate our results because there is
a theoretical solution given by [1, p. 146] andwhich is x(t) = x01+atx0 . Therefore, the exactmean and variance functions can be
obtained from here. On the other hand, note that x0 satisfies property (3.2) withM = 1. So, by Theorem 3.1 series (3.3) is an
m.s. solution for |t| < 1. Then, Theorem 4.3.1 of [1] implies that themean and variance obtained from (3.4) and (3.5) are also
convergent. Fig. 1 shows the mean and variance of the solution s.p. x(t) given by (3.4) and (3.5) with N = 150 respectivelyE (xM(t))i− E (xN(t))i , i = 1, 2, is of at most order 1× 10−5 for N,M > 150, Monte Carlo method taking 15× 104
simulations and the random Euler method for h = 1/14, (see [3]). Note that, these approximations agree with the exact
values but even though the convergence of the mean is guaranteed for the Euler method, it gets expensive in computation
time when h decreases as is shown in [3]. The Monte Carlo method provides good results in this case, and it is simple to
implement, but, the convergence of the mean is not always assured, and it becomes expensive when more than one r.v. is
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Fig. 1. Comparison of the exact mean and variance with its approximations obtained from the series truncation given by (3.4) (with N = 150), Euler (with
step size h = 1/14), Monte Carlo (15× 104 simulations) methods for Example 3.2 with x0 ∼ B(α = 2, β = 2).
Table 1
Execution time and computer features for computing themean and variance in Example 3.2. These programs
were run in mathematica 7.0.
Methods Euler Monte Carlo Differential transform
Time (s) 567540 113.098 0.615939
Computer features 12 GB, 2.8 GHz 2 GB, 2.8 GHz 2 GB, 2.8 GHz,
Xeon Dual Core Intel Core 2 Duo Intel Core 2 Duo
simulated. Although the random DTM has a more complex framework, it is still simple to implement and is worthwhile
because of its accuracy, reliability, and low computational cost. Here the conclusions made for the mean also remain true
for the variance.
Example 3.3. Consider the equation x˙(t) = ax, x(0) = x0, where a and x0 are independent r.v.’s such that a ∼ N(0, 1)
and x0 ∼ Be(α = 2, β = 2). By applying the random DTM one obtains that x(t) = ∞0 anx0n! tn. Since E[an] = (2n)!2nn! , one
derives from independence of a and x0 that x(t) =∞0 anx0n! tn is m.f. convergent in the whole real line. Thus after truncating
this series as before, we obtain approximations for the variance, which are compared with the exact variance given by
Var[x(t)] = 118 et
2
(−2+ 3t2) (see[4]), the Monte Carlo method and the random Euler method (see [3]). In Table 2, we show
these approximations for selected points of [0, 1].
Thus, from Fig. 1 and Tables 1 and 2, we conclude that the random DTM is faster and more accurate than the Euler and
Monte Carlomethods. The current study has developed them.f. theory necessary to apply the differential transformmethod
to ordinary random differential equations. The accuracy and speed of the random DTM is demonstrated against the random
Euler andMonte Carlomethods for themean and variance functions of a random Riccati equation. As a result, this method is
efficient and easy to apply to linear and to nonlinear random differential equations, where the randomness in the equation
is introduced by analytical m.f. stochastic processes.
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Table 2
Comparison of the exact variance with its approximations for Example 3.3. These programs were run in mathematica 7.0 with a 2
GB, 2.8 GHz, Intel Core 2 Duo computer.
t Euler h = 1/200 Monte Carlo, 15× 104 simulations DTM, truncation order N = 20 Exact values
0.25 0.07044 0.07048 0.07058 0.07058
0.50 0.13120 0.13252 0.13211 0.13211
0.75 0.31336 0.32271 0.31836 0.31836
1.00 0.90258 0.97121 0.92947 0.92947
Time (s) 1.115 2.48 0.0124
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