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Abstract This paper describes a novel low complexity
scalable multiple-input multiple-output (MIMO) detector
that does not require preprocessing and the optimal squared
l2-norm computations to achieve good bit error (BER)
performance. Unlike existing detectors such as Flexsphere
that use preprocessing before MIMO detection to improve
performance, the proposed detector instead performs mul-
tiple search passes, where each search pass detects the
transmit stream with a different permuted detection order.
In addition, to reduce the number of multipliers required in
the design, we use l1-norm in place of the optimal squared
l2-norm. To ameliorate the BER performance loss due to l1-
norm, we propose squaring then scaling the l1-norm. By
changing the number of parallel search passes and using
norm scaling, we show that this design achieves compa-
rable performance to Flexsphere with reduced resource
requirement or achieves BER performance close to
exhaustive search with increased resource requirement.
Keywords MIMO detection  Spatial multiplexing 
Soft output detection  FPGA  Sphere decoding
1 Introduction
Multiple-input multiple-output (MIMO) is a key technique
of many wireless standards such as 3G LTE, WiMAX and
802.11n. By exploiting multipath propagation, MIMO uses
multiple transmit antennas and receive antennas to improve
both reliability and throughput of a receiver. As the
received signal at each antenna consists of a combination
of multiple data streams from multiple transmit antennas,
the main challenge for a MIMO receiver is to recover the
transmit signals from the receive signals. This challenge,
the MIMO detection problem, is known to be an integer
least-squares problem that can be solved with an exhaus-
tive search. An exhaustive search algorithm, however, is
cost prohibitive for wireless system with strict latency and
power requirements. As a result, a number of suboptimal
MIMO detection algorithms have been developed to reduce
the computational complexity.
The search process can be viewed a tree traversal where
unlikely paths with large distances are excluded and likely
path with small distances are kept. The traversal algorithms
can be classified into two categories: depth-first algorithms
such as depth-first sphere detection [1], and breadth-first
algorithms such as K-best [2]. The main problem with
depth-first sphere detection is that the number of tree nodes
visited is large in the low signal to noise ratio (SNR) range,
while the number of tree nodes visited is small in the high
SNR range. As a result, depth-first sphere detection algo-
rithms typically have variable throughput which is unde-
sirable in systems with strict latency requirements. The
alternative is a fixed throughput breadth-first algorithm,
K-best detection, which visits a constant number of nodes
independent of SNR. As a large K value is required to
achieve performance close to exhaustive search, the pri-
mary challenge of a high throughput low latency K-best
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detector design is sorting required to find the K best path at
each step of the algorithm.
To address the sorting complexity of the K-best detec-
tion algorithm, a number of modified algorithms [3, 4]
attempts to find a fast approximation to sort. For example,
instead of sorting N values to find K smallest values, SSFE
[3] partitions N values into M arrays, where M is the
modulation order. Fast enumeration is used to find the best
K/M values for each subarray without sorting each subar-
ray. However, this approximation reduces the BER per-
formance of the detector. To recover some of the
performance loss, authors in [5] present a hard decision
detector called Flexsphere. While the search process is still
SSFE, Flexsphere perform V-BLAST-like antenna reor-
dering and modified real-value decomposition (RVD) to
improve BER performance. In addition, the design also use
l1-norm in place of the optimal squared l2-norm to reduce
the number of multipliers required. The final design can
achieve accuracy close to optimal exhaustive search for
hard decision.
Since a typical wireless system usually combines a soft-
output detector and a soft-input decoder to maximize per-
formance, we aim to design a soft output MIMO detector
by extending the design outlined in [5]. An existing
implementation of the Flexsphere detector [6] for WiMAX
shows that the V-BLAST-like preprocessing block uses
significant amount of FPGA resources due to matrix
inversions, while the QR decomposition and detection
blocks combined use significantly less FPGA resources. In
addition, to generate soft-output, the candidate list gener-
ated by Flexsphere does not guarantee bit-level reliability
information, the log likelihood ratio (LLR), cannot be
found for all bits, leading to the need for LLR clipping [7–
9]. In addition, soft-output values should be generated with
squared l2-norm. As shown in [10], although l1-norm is
accurate enough for hard decision, it leads to severe per-
formance loss for soft-output detection. The author in [10]
propose scaling l1-norm heuristically through measured
data. We aim for an analytical method.
In our previous work [11], we proposed the following
change to reduce complexity. Instead of computing the
optimal antenna detection order with a V-BLAST-like
preprocessing block before detection, we schedule multiple
search passes through the search space, where each search
uses a different permuted antenna detection order. In this
paper, we describe this improved design in detail. In
addition, as l1-norm reduce performance for soft-output
detection, we propose generating more accurate soft-output
values by squaring then scaling the l1-norm. We show that
compared to the design in [6], the proposed design can
either achieve comparable performance with reduced
resource requirement, or it can achieve better performance
with increased resource requirement. In addition, we will
show this design can avoid the problem of LLR clipping
when the number of search passes through the search space
is the same as the number of antennas.
This paper is organized as follows: Section 2 gives an
overview of the system model. Section 3 describes the
proposed detection algorithm. Section 4 presents the per-
formance of the proposed detector. In Sect. 5, we present
the corresponding FPGA implementation. Finally, we
conclude in Sect. 6.
2 MIMO system model
For an Nr 9 Nt MIMO system, the source transmits Nt
signals and the destination receives signals on Nr antennas.
The received signal, y ¼ ½y0; y1; . . .; yNr1; can be modeled
by
y ¼ Hsþ n; ð1Þ
where H ¼ ½h0; h1; . . .; hNt1 is the Nr 9 Nt channel
matrix, in which each element of the column vector
hi, hij, is an i.d.d. zero mean circular symmetric complex
Gaussian random variable (ZMCSCG) with rh
2 variance.
Given a binary vector x ¼ ½x0; x1; x2. . .xL1; where L ¼
log2 M  Nt; the function mapðÞ translates the binary vector
x onto s ¼ ½s0; s1; . . .; sNt1: Each element of s, si, is an
element drawn from a finite alphabet X with cardinality
M and average power Es per symbol. For example,
the constellation alphabet for QPSK is {-1 - j,
-1 ? j, 1 - j, 1 ? j} with M = 4. Finally, the receiver
noise, n ¼ ½n0; n1; . . .; nNr1; is an independent ZMCSCG
with
r2n
2
variance per dimension.
We first obtain an equivalent system model in the real
domain by performing real-valued decomposition:
RðyÞ
IðyÞ
 
¼ RðHÞ IðHÞ
IðHÞ RðHÞ
 
RðsÞ
IðsÞ
 
þ RðnÞ
IðnÞ
 
ð2Þ
We then permute the real-value decomposed channel
matrix such that the in-phase and the quadrature parts of
the same complex symbol are adjacent neighbors [5]:
Rðy0Þ
Iðy0Þ
Rðy1Þ
Iðy1Þ
:
:
:
RðyNR1Þ
IðyNR1Þ
0
BBBBBBBBBBBB@
1
CCCCCCCCCCCCA
¼ ~H
Rðs0Þ
Iðs0Þ
Rðs1Þ
Iðs1Þ
:
:
:
RðsNR1Þ
IðsNR1Þ
0
BBBBBBBBBBBB@
1
CCCCCCCCCCCCA
þ
Rðn0Þ
Iðn0Þ
Rðn1Þ
Iðn1Þ
:
:
:
RðnNR1Þ
IðnNR1Þ
0
BBBBBBBBBBBB@
1
CCCCCCCCCCCCA
ð3Þ
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~y ¼ ~Hs^þ ~n ð4Þ
In the real-value model, the number of elements in each
vector is doubled and both dimensions of the matrix ~H are
doubled. Furthermore, each element of the equivalent
transmit vector, ~si; is an element drawn from a finite
alphabet X0 with cardinality Q ¼ ﬃﬃﬃﬃMp :For example, the
real value decomposed constellation alphabet for QPSK is
{-1,1} and Q = 2.
Given ~y and the channel matrix ~H; the goal of the soft-
output MIMO detector at a MIMO receiver is to compute
the logarithmic a-posteriori probability (APP) ratio,
LDðxkj~y; ~HÞ; per bit. Assuming no prior knowledge of the
transmitted bits, the soft-output value per bit can be
approximated with the following equation using max-Log
approximation [12]:
LDðxkj~y; ~HÞ  min
x2Xk;1
~y ~H~s 2
2
2r2n
 min
x2Xk;þ1
~y ~H~s 2
2
2r2n
; ð5Þ
where Xk;1 is the list of all binary vectors with the kth
component equal to 1; Xk;þ1 is the list of all binary
vectors with the kth component equal to ?1, and
~s ¼ mapðxÞ:
3 Proposed soft-output N-way MIMO detector
Although max-Log approximation reduces complexity of
the detector, evaluating LDðxkj~y; ~HÞ with Eq. 5 is still
computationally intensive as the detector needs to search
through the set of all possible binary vectors to find the
hypothesis and the counter-hypothesis per transmitted bit.
The complexity of the detector can be reduced by con-
straining the size of the set. A soft-output MIMO detector
first finds a smaller set of transmit vectors, or a candidate
list, L; by eliminating vectors with large distances. To
compute LD(xk|y, H), the candidate list is divided into
Lk;1 and Lk;þ1; where Lk;1 is the list of candidates with
the kth bit equal to -1 and Lk;þ1 is the list of candidates
with the kth bit equal to ?1. We find the candidate with the
smallest distance for each set and the difference between
the two distances is the soft value:
LDðxkj~y; ~HÞ  min
x2Lk;1
~y ~H~s 2
2
2r2n|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
hypothesis
 min
x2Lk;þ1
~y ~H~s 2
2
2r2n|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
counterhypothesis
: ð6Þ
Although SSFE performs close to exhaustive search as a
hard decision detector, it does not perform close to
exhaustive search since the generated candidate list size is
very small. When computing soft-output for the kth bit, the
list Lk;1 or the list Lk;þ1 may be an empty set, in which
case LDðxkj~y; ~HÞ cannot be computed since the hypothesis
or the counter-hypothesis is unknown. When an empty set
occurs, we can still generate an LLR value by clipping the
LLR to a predetermined value [8]. This, however, leads to
performance degradation, especially when the clipping
value is not picked appropriately. Furthermore, LDðxkj~y; ~HÞ
may not be accurately approximated due to the small
candidate list size. Although the V-BLAST-like prepro-
cessing in Flexsphere [5] ensures optimal detection order,
the preprocessing block is very expensive. Furthermore, to
reduce the number of multipliers required during the search,
l1-norm [1] is used in place of l2-norm (squared Euclidean
distance). For soft-output, we can use l1-norm in the APP
computation:
LDðxkj~y; ~HÞ  min
x2Lk;1
~y ~H~s 
1
2r2n
 min
x2Lk;þ1
~y ~H~s 
1
2r2n
: ð7Þ
Since the hypothesis and the counter-hypothesis for each
bit are a function of l2-norm, the use of l1-norm reduces
BER performance significantly.
In the proposed detection algorithm, we leverage the
fact that the search algorithm is cheap and propose a novel
detection method in which the preprocessing block is
removed in favor of performing multiple search passes. In
addition, we keep the reduce the performance loss due to
l1-norm by squaring then scaling l1-norm before applying
Eq. 7 to compute APP per bit.
3.1 MIMO detection search pass
The proposed MIMO detection scheme uses the same
search algorithm as Flexsphere and SSFE. Since the search
algorithm is discussed in-depth in [5], we will give an
overview of the algorithm in this section.
Given ~y and ~H; we first perform QR decomposition on
~H for an equivalent system model, where the l1-norm
distance of a transmit vector ~s is:
dð~sÞ ¼ y^ R~sk k1: ð8Þ
where R, an upper-triangular matrix, is the effective
channel matrix and y^ is the effective received vector.
To generate a smaller candidate list, the MIMO detector
excludes transmit vectors with large l1-norm distances and
searches for transmit vectors with small l1-norm distances.
During the search process, the MIMO detector can evaluate
the l1-norm distance of a transmit vector level by level
since R is upper triangular. As a result, the search process
can be viewed as a traversal through a tree. The MIMO
detection search algorithm can be viewed as a greedy tree
search. The algorithm traverses the tree breadth first and
prunes unlikely branches level by level until there are a few
complete paths left. Figure 1 demonstrates an example of
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the search process for a 2 9 2 16-QAM MIMO system.
Since all branches in the first two levels are kept, the first
two levels of the tree are fully expanded. At the subsequent
levels, the algorithm evaluates all branches out of each
node and prunes unlikely branches with large l1-norm
distances. The selectivity of the pruning process is con-
trolled by how many branches a node keeps in the pruning
process. This search algorithm only keeps the best branch
for each node after the first two tree levels. All surviving
paths at the last tree level are in our candidate list.
We will now describe the pruning function. Figure 2
shows the data flow at the jth node at stage i. Given one
incoming path with path history p ¼ ðp0; p1; . . .; piÞ and
distance dm, we wish to extend the incoming path to the
next level i ? 1 by picking the best out-going path among
Q paths. The updated cumulative weight after connecting
node pi to the kth node in level i ? 1 is:
d0k ¼ dm þ w\iþ1 [j;k ; 0 kQ 1; ð9Þ
where w\iþ1 [i;k is defined as:
w\iþ1 [j;k ¼ y^k  Rk;ksk 
XM
j¼kþ1
Rk;jpj


1
; ð10Þ
¼ jjbiþ1ðpÞ  Rk;kskjj1: ð11Þ
The best connected node, smin, in level t ? 1 that min-
imizes w\iþ1 [i;k is simply the closest constellation point in
X0 to biþ1ðpÞRk;k : The algorithm to find the best node can be
implemented with a simple round function,
~smin ¼ Round 1
2
biþ1ðpÞ
Rk;k
þ Q 1
  
 2 Qþ 1; ð12Þ
followed by a threshold function:
smin ¼ ~smin j~sminj\Q 1signð~sminÞðQ 1Þ j~sminj Q 1
	
ð13Þ
When the best node is found, the path history at level
i ? 1 is updated by appending the best outgoing node to
p and the Euclidean distance at level i ? 1 is updated by
saving d0m as dm.
3.2 N-way scheduled search
For the proposed N-way scheduled MIMO detector, we
remove the V-BLAST-like preprocessing block in Flex-
sphere in favor of running multiple search passes in par-
allel. The proposed algorithm is summarized in Algorithm
1. The inputs for all search passes are the same, consisting
of the channel matrix H and the received vector y. Since
the detection order affects the performance of the detector,
we schedule multiple search passes where each pass uses a
different antenna detection order to generate different lists
of candidates. Without the V-BLAST-like preprocessing
block, the optimal detection order is not known. We
Fig. 1 Proposed parallel search
Fig. 2 An example of the pruning process at node j
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propose an antenna detection order that can be obtained by
a simple circular rotation of columns of H. A search pass,
consisting of RVD decomposition, QR decomposition and
tree search, is performed for each permutation. The result is
the ith search pass processes the ith antenna first. Since
H has Nt columns, the proposed detector runs up to Nt
passes for Nt possible permutations. Each detection pass
generates more candidates for the candidate list. The total
number of candidates generated is NC, where C is the
number of candidate generated by one search pass and N is
the number of search passes. Figure 3 illustrates the blocks
required for the N = Nr case.
After each search pass, the hypothesis and the counter-
hypothesis for each bit are updated using the generated
candidate lists. After N search passes, the LLR values are
computed for each bit by finding the difference between the
hypothesis and the counter-hypothesis according to Eq. 7.
Compared to Flexsphere, a larger list increases the proba-
bility of finding the best hypothesis and the counter-
hypothesis per transmitted bit. We note that each search
pass guarantees that the hypothesis and the counter-
hypothesis can be found for the bits corresponding to the
first antenna detected. The first two levels of the tree are
completely expanded. Due to the property of the pruning
function, there is a complete path through all nodes in the
first two levels of the tree at the end of the search. This
means the candidate list will have a candidate through each
possible symbol transmitted by the first antenna. This
property is illustrated by Fig. 1. As a result, the two sublists
for each bit transmitted by the first antenna level are always
non-empty and the hypothesis and the counter-hypothesis
both can be found. The LLR values corresponding to the
antenna expanded first by each of the search passes do not
require clipping. When N = Nt, there is no need for LLR
clipping since each antenna is fully expanded once and
each bit has a hypothesis and a counter-hypothesis,
increasing performance.
3.3 L1 transformation
The use of l1-norm in place of squared l2-norm reduces the
accuracy of the soft-value generated. Instead of using l1-
norm directly as in 7, we propose using squared then scaled
version of l1-norm to increase accuracy of the soft-value
generated:
LDðxkj~y; ~HÞ  min
x2Lk;1
c y^ R~sk k21
2r2n
 min
x2Lk;þ1
c y^ R~sk k21
2r2n
:
ð14Þ
We propose picking a scaling value c such that the
expected value of the transformed l1-norm is the same as
the expected value of the optimal squared l2-norm:
E½ y^ R~sk k22 ¼ cE½ y^ R~sk k21 ð15Þ
The value c is the ratio between the squared l1-norm and
squared l2-norm. This ratio is a fixed value which depends
on the receive antenna. We will now solve for c:
We first compute for E½ y^ R~sk k22 :
E½ y^ R~sk k22 ¼ E½ y^ R~sð ÞT y^ R~sð Þ ð16Þ
¼ E½ QTn
 T QTn
  ð17Þ
¼ E½nT QT Qn ð18Þ
¼
XNr
i¼0
E½nini ð19Þ
¼ Nrr2n ð20Þ
We then compute for y^ R~sk k21; the expected value of
the square of l1-norm. The square of l1-norm can be written
as:
E½ y^ R~sk k21 ¼ E
XNr1
i¼0
jqinj
 !22
4
3
5; ð21Þ
where qi is a row of Q. The summation can be by grouping
like terms together:
Algorithm 1 Proposed MIMO detection algorithm
1. Initialization: L  
2. for i = 0 to N-1 do
3. yi  circular rotate rows of y i times
4. Hi  circular rotate columns of H i times
5. ðy^i; RiÞ  MRVD QRDðyi; HiÞ
6. Li  searchðy^i; RiÞ
7. L  LSLi
8. end
9 Compute LLR values using candidate list L
RVD-
QRD
Sphere
Detection L0
Pass 0
h00 h01
h10 h11 ,
y0
y1
RVD-
QRD
Sphere
Detection L1
Pass 1
h01 h00
h11 h10 ,
y0
y1
Fig. 3 Proposed detector for a 2 9 2 MIMO system
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E½ y^ R~sk k21 ¼ E
XNr1
i¼0
jqinjjqinj
 !" #
þ E
X
i;j;i6¼j
jqinjjqjnj
 !" #
:
ð22Þ
Since Q is a unitary matrix, the variable qin is also a
zero mean Gaussian random variable with the same
variance as ni. We can now solve for E½ y^ R~sk k21 :
E½ y^ R~sk k21 ¼
XNr1
i¼0
E½nini þ E
X
i;j;i6¼j
jnijjnjj
 !" #
; ð23Þ
¼
XNr1
i¼0
E½nini þ 2 Nr2
 
E jnijjnjj
 
; ð24Þ
¼ Nrr2n þ 2
Nr
2
 
2
p
r2n: ð25Þ
We can now solve for c:
c ¼ Nr
Nr þ 2 Nr2
 
2
p
; ð26Þ
¼ 1
1þ Nr  1ð Þ 2p
: ð27Þ
We measured the quality of these two scaling through
numerical simulation two ways. Given two vectors x and
y, the mean square error (MSE) metric is defined asP
i(xi - yi)
2. The other metric is maximum relative error
defined as max
i
ðjxiyijyi Þ: We use a vector of eight i.d.d
Gaussian unit variance random variables as the test case
and measured the average MSE and MRE between l1-norm
the l2-norm. In addition, we measured MSE and MRE
between transformed l1-norm and l2-norm. As seen in
Table 1, l1-norm without any scaling performs much
worse, suggests l1-norm is not a good approximation of
squared l2-norm.
We also derived the ratio that minimizes the MSE
between the squared l1-norm and the squared l2 norm.
Since the difference between the ratios is very minimal, the
derivation and the result are omitted in this paper.
4 Performance
We compared the BER performance of our proposed
N-way scheduled MIMO detector against the soft-output
Flexsphere detector and the K-best detector in a flat fading
Rayleigh fading channel. In our simulation, the soft output
of the detector is fed to a length 2304, rate 1/2 WiMAX
LDPC decoder, which performs up to 20 decoding itera-
tions. For the K-best detector, we choose a large K value of
64 for 16-QAM and 256 for 64-QAM. For the proposed
algorithm, we show the results for up to 4 detection passes.
We used an LLR clipping value of 8 for all the detector
configurations with the exception of the proposed detection
algorithm with 4 detection passes where LLR clipping was
not required.
We first look at the performance of the detector when
the optimal l2-norm is used. Figure 4(a) compares the
performance of detectors for 16-QAM. We see that Flex-
sphere gains more than 1 dB of performance at FER of
10-3 compared to the N-way scheduled MIMO detector
where N = 1. This shows the benefits of V-BLAST-like
preprocessing. The proposed N-way scheduled MIMO
detector with N = 2 performs better than Flexsphere, while
the proposed N-way scheduled MIMO detector with N = 3
performs better than the K-best MIMO detector. Finally,
the proposed detector with N = 4 performs within 0.25 dB
of exhaustive search at FER of 10-3. This is expected as
N = 4 avoids LLR clipping and generates more accurate
LLR values due to a larger candidate list. Fig-
ure 4(b) compares the performance of the detector for
64-QAM. The result is similar to 16-QAM. For N = 2, the
N-way scheduled MIMO detector performs similarly to the
soft-output Flexsphere. For N = 3, the N-way scheduled
MIMO detector performs similarly to the K-best detector.
For N = 4, the N-way scheduled MIMO detector’s per-
formance is close to exhaustive search. The results suggest
that we can remove the costly V-BLAST-like preprocess-
ing and improve performance by increasing the number of
detection passes.
We then look at the performance of the detector when
the non-optimal l1-norm and the squared then scaled l1-
norm are used. As shown in Fig. 5, there is a significant
improvement between transformed l1-norm and l1-norm.
By scaling, we can achieve performance within 1 dB of a
soft-output detector using l2-norm squared. This is expec-
ted as the transformed l1-norm is much closer than l1-norm.
5 FPGA hardware implementation
In this paper, we implemented our design on a Virtexr-5
XC5VFX130T-2FF1738 FPGA. A complete soft-output
Flexsphere detector is implemented with Xilinx System
Generator by extending the hard-decision Flexsphere
design presented by authors in [6]. The hard-decision
Flexsphere detector design consists of three components: a
channel preprocessor, RVD/QRD block, and a sphere
Table 1 MSE and MRE of l1-norm and transformed l1-norm
l1-norm Transformed l1-norm
MSE 2.201 0.504
MRE 4.341 0.684
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detector block. This hard decision design outputs the
constellation points of the candidate with the smallest
distance among the 64 candidates at the last level. Instead
of outputting the candidate with the smallest distance, we
added an LLR computation block which uses the 64 can-
didates and the associated distances to generate soft-output
LLR values.
To meet the target data rate of 83.965 Mbps which
corresponds to a 360 sub-carriers WiMAX system, the
sphere detector has a throughput of one candidate per
cycle. To match the data rate, the LLR generator needs to
process 64 candidates to generate 24 bit-level soft values
every 64 cycles with a minimal clock frequency of
225 MHz. The LLR generator is straight forward. Since the
9 10 11
10−3
10−2
10−1
100
Eb/N0(dB)
FE
R
(a) 16QAM
13 13.5 14 14.5 15
10−3
10−2
10−1
100
Eb/N0(dB)
FE
R
N−Way, N=1
Flexsphere
N−Way, N=2
Kbest(K=256)
N−Way, N=3
N−Way, N=4
Exhaustive
(b) 64QAM
Fig. 4 FER performance, squared l2-norm
(a) N=1 (b) N=2 (c) N=3 (d) N=4
Fig. 5 FER performance of l1-norm, squared l2-norm, and transformed l1-norm for different N
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sphere detector uses l1-norm as the distance metric for each
candidate, we first square then scale the distance metric
associated with each candidate. We then demodulate each
incoming candidate into bits using a look-up table. To find
the hypothesis and the counter-hypothesis, we allocate two
registers per demodulated bit. In total, we have 48 18-bit
registers which are partitioned into two sets–one set for the
hypothesis and one set for the counter-hypothesis.
Depending on whether a demodulated bit is 0 or 1, we
compare the Euclidean distance against the value in the
corresponding register. If the current Euclidean distance is
smaller, the value in the register is replaced by the current
Euclidean distance of the candidate. All 24 bits are eval-
uated in parallel to meet the throughput requirement. The
resources required for the blocks from [6] and the LLR
computation block are shown in Table 2.
Since the proposed design is a modified Flexsphere
detector, we used the design proposed by authors in [6] to
implement our current proposed design. The RVD-QRD,
the sphere detector, and the LLR Computation blocks are
reused while the channel preprocessor is removed. Each
search pass is one pass through all three blocks. Therefore,
the throughput of an implementation with one copy of
these three blocks is reduced N times for N search passes.
To improve the achievable throughput of the proposed
detector, we use more resources and perform search passes
in parallel. We simply replicate the serial implementation
N times, where each instance of the detector performs a
detection pass independently to generate the hypothesis
and the counter-hypothesis per transmitted bit. The output
is N lists of the hypotheses and counter-hypotheses per
transmitted bit that need to be merged into one list. The
merger block is a fairly simple block, where the minimum
value among N values is found for each transmitted bit.
Since the resource cost depends on N, the resources
required by merging N lists are listed in Table 3.
The overall resource required is approximately N times
the serial implementation of the proposed detector plus the
cost of merger block for value N and is shown in Table 4.
Figure 6 shows the cost of different realizations of the
detector compared to the soft-output Flexsphere, where the
cost of the Flexsphere is normalized to one. To achieve
comparable performance to soft-output Flexsphere with
preprocessor, we need at least two search passes. Although
we need an additional RVD/QRD block, sphere detector
block and LLR generator block for N = 2, we save a sub-
stantial amount of resources compared to the Flexsphere
detector because we eliminate the expensive preprocessing
block. The amount of resources required for N = 4 increased
around 50 percent compared to the soft-output Flexsphere
detector. However, increasing the number of search passes to
four increases the performance of the detector by another
0.5 dB over the soft-output Flexsphere design.
6 Conclusion
In this paper, we presented a scalable detection algorithm
that does not require preprocessing to achieve good per-
formance. We propose scheduling search passes with
different antenna detection order, where the ith antenna is
positioned as the first layer for the ith search pass. We
Table 2 Resource usage of soft-output Flexsphere
Block Slices LUTs/FFs DSP48 Block RAM
Preprocessing 14,684 28,801/39,563 120 54
RVD/QRD 4,233 5,672/5,556 30 20
Sphere detector 2,678 4,767/6,031 41 12
LLR computation 1,667 2,042/3,991 2 4
Total 22,676 42,090/53,095 191 86
Table 3 Resource usage of merge blocks
N Slices LUTs/FFs DSP48 Block RAM
2 65 100/201 0 0
3 137 208/401 0 0
4 202 312/602 0 0
Table 4 Total resource usage of N-way sphere detector
N Slices LUTs/FFs DSP48 Block RAM
1 7,992 13,289/13,532 71 32
2 16,515 28,566/28,411 142 64
3 24,939 43,151/42,808 213 96
4 33,174 57,736/57,205 284 128
Fig. 6 Resource comparison
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show that by changing the number of search passes, we
can achieve BER performance 0.25 dB from exhaustive
search and eliminate LLR clipping. We also show that we
can achieve comparable performance to Flexsphere with
two search passes and eliminate the costly processing,
resulting in a more area-efficient design. In addition, in
our design, we maintain the use of l1-norm to reduce
complexity of our FPGA implementation. We show that
we can recover some performance loss through squaring
then scaling the l1-norm such that we are within 1dB of
the optimal l2 norm.
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