Abstract. In this paper, we study the slow erosion profile with rough geological layers. The mathematical model is a scalar conservation law which takes the form of an integro-differential equation with discontinuous flux functions. It is has been shown that, for a class of erosion functions, vertical jumps in the profile can occur in finite time even with smooth initial data. Three types of singularities can form in the solution, representing kinks, hyper-kinks, and jump discontinuities in the profile. The mathematical model studied in this paper is formulated in a transformed coordinate, where vertical jumps in the profile become an interval where the unknown is zero after applying a pointwise constraint. Front tracking approximate solutions are designed for both cases with or without jump discontinuities. Solutions to Riemann problems with discontinuous flux functions are derived, and suitable functionals that measure strengths of various wave types are introduced. Through the establishment of various a priori estimates, we achieve desired compactness which yields the existence of entropy weak solutions. Finally, a Kruzhkov-type entropy inequality is proved, leading to stability and uniqueness of the solutions.
Introduction and preliminaries.
We consider the slow erosion model with geological layer In the case where g = g(z), i.e., with homogeneous material for the standing layer, the model was derived in Colombo, Guerra, and Shen [6] to model slow erosion of granular matter. The derivation of the model (1.1) goes through some coordinate changes. To enhance the readability of this paper, we now provide a brief derivation of the model (1.1) in the case g = g (z) .
Let u(t, x) be the height of a standing profile, where x is the space variable and t is the time variable. The time variable t denotes the total mass of avalanche passed through the profile. We assume that the slope does not change sign, say, u x > 0; otherwise, this model is not valid. Let f (u x ) be the erosion function, denoting the rate of erosion (for positive values) or rate of deposit (for negative values) per unit amount of mass passing through per unit distance covered in x. There is a critical slope, called the angle of repose, where no mass exchange happens between the moving and standing layer. In a normalized model, we can make the critical slope be 1, i.e., f (1) = 0, and f (u x ) > 0 for u x > 1 and f (u x ) < 0 for u x < 1. Then, u(t, x) satisfies the following integro-differential equation:
See Shen and Zhang [13] for a detailed derivation of (1.3). Writing w = u x and differentiating (1.3) in x, one obtains a conservation law for w(t, x)
f (w(t, y)) dy
This model (1.4) was proved by Amadori and Shen [1] as the slow erosion limit of a 2 × 2 system of balance laws describing dynamics of small avalanches of granular flow, proposed originally by Hadelar and Kuttler [10] . Under suitable assumptions on f , solutions w(t, x) remain strictly positive and uniformly bounded in t. The existence and uniqueness of solutions are proved by Amadori and Shen [2, 3] . For a class of erosion functions f where we allow more erosion for large slope w, the slope w can blow up to infinite in finite time, and the profile u(t, x) will have vertical drops. In this case, model (1.4) is not suitable, and one must use model (1.3). Shen and Zhang in [13] established the global existence of large BV solutions through a specially designed front tracking approximate solutions that are piecewise polygonal lines with possible vertical jumps. Note that if u has jumps, then u x contains point masses, and the integral term in (1.3) integrates over f (u x ) where f is nonlinear. This caused many technical difficulties.
Under the assumption that u x > 0 for all t, the profile u(t, x) has a well-defined inverse function X(t, u), where X u ≥ 0. Treating (t, u) as the independent variables, this coordinate change gives the following equation for the inverse function X(t, u):
Here, g is the erosion function in the new coordinates (t, u), denoting the rate of erosion per distance (in u) covered per unit mass passing through. The erosion function g is related to f by g(z) = zf (1/z) with the following basic properties:
Denoting z(t, u)= X u (t, u) the slope of the inverse function X(t, u), and differentiating (1.5) in u, we arrive at a conservation law for z(t, u):
Note that (1.5) and (1.6) come with a pointwise constraint X u ≥ 0, because the coordinate change will have no physical meaning for X u < 0. Under the assumption g(0) = 0, the solution of (1.6) remains strictly positive for positive initial data z(0, u) > 0, see [2, 6] , and no constraint is needed. However, if g(0) > 0, then z becomes negative in finite time even with strictly positive initial data z(0, u), and thus the constraint must be applied. The global existence of a Lipschitz semigroup solution for (1.6) is proved by Colombo, Guerra, and Shen [6] .
More recently, the existence and local stability of traveling waves for these slow erosion models are achieved by Guerra and Shen [9] . Finally, the uniqueness of entropy weak solutions and the equivalence all these models is proved by Bressan and Shen [4] , using a backward Euler step combined with a projection operator to accommodate the pointwise constraint.
In this paper, we consider (1.1), where the erosion function g(z, u) depends also on the space variable u. Note that u is the height of the profile in the physical coordinate (t, x). In particular, we consider g as a possibly discontinuous function of u. This implies that the standing profile u(t, x) has rough horizontal layers with different material properties. The model (1.1) represents a mountain profile made of horizontal geological layers, with a possibly rough transition of material properties between layers.
In the previous models with uniform material, we considered both erosion and deposit phenomena. We assumed that the material of the rolling layer possesses the same properties as the standing layer, even after they were deposited and became part of the standing layer. In this paper, with the standing layer consisting of layers of different materials, it is not natural to assume that the rolling layer will adopt the same properties of the particular standing layer on which they happen to be deposited. Therefore, we consider only the erosion phenomenon, where the slope of the standing profile is always bigger than the critical slope. This means that the initial value for z(0, u) will be smaller than the critical values for z at u.
As mentioned before in the case of homogeneous material with g = g(z), if g(0) = 0 and initially we have z(0, t) > 0, then z(t, u) > 0 for all t. But if g(0) > 0, then z(t, u) will reach 0 in finite time, even for positive initial data z(0, u). These properties are expected to hold for the nonhomogeneous material case as well. These two cases will be discussed separately, since they require different treatments.
In the case when g(0, u) = 0 for all u, the constraint will never be needed. We construct approximate solutions using a special front tracking algorithm, with piecewise constant approximate solutions. Functionals which are used to measure the strength of various types of waves are introduced. A priori estimates will be derived, in particular a key estimate on the bound of the total wave strengths. These estimates provide sufficient compactness, which leads to convergence of approximate solutions, yielding the existence of entropy weak solutions. Furthermore, a Kruzhkov-type entropy condition will allow us to achieve uniqueness of solution and continuous dependence on the initial data.
On the other hand, if z(t, u) becomes negative, the constraint z ≥ 0 must be applied. A projection operator π was introduced by Bressan and Shen in [4] , which projects possibly negative-valued functions into the cone of positive functions. The projection operator preserves the conservation laws for z(t, u) as well as for X (t, u) . Adopting this additional constraint, we design another front tracking algorithm which treats the profile jump discontinuities in a special way.
At every point u where g(z, u) is discontinuous, we solve our nonlocal conservation law with discontinuous flux function. Scalar conservation laws with discontinuous flux function is studied in [7, 8] (among many other authors), where a criterion of "minimum-jump" provides the unique entropy weak solutions which is the limit of the vanishing viscosity. The Riemann problems in our front tracking algorithm can be uniquely solved using this criterion.
It is well known that conservation laws with discontinuous flux function could develop unbounded total variation in its conserved variable; see Isaacson and Temple [11] . Using a different entropy condition, the generalized Lax condition, Temple [14] introduces a functional to measure wave strength and shows that the total wave strength is nonincreasing at interactions. See also, for example, its applications in [5] and references therein. This yields a bound on the total variation of the flux function, which is usually the key estimate among the a priori bounds. Under the assumption that the graphs of the flux functions do not intersect, Temple's function can be used to yield bounded variation of the flux function for solutions using "minimum-jump" condition. However, in our model, the graphs of the erosion functions will intersect in various ways. To handle this new situation, we introduce a new functional to measure the strengths of various types of waves. A bound of these wave strength will yield a bound on the total variation of the flux.
The rest of paper is organized as follows. In section 2, we give a precise definition of the model and some basic analysis. In section 3, we discuss solutions of Riemann problems with discontinuous erosion functions. In section 4, we study the case where the constraint z ≥ 0 is not applied, and we construct an approximate solution through a modified front tracking algorithm. Through suitable a priori estimates, we prove the existence and uniqueness of the entropy weak solutions for the case where g(0, u) ≡ 0. Finally, in section 5, we consider the case g(0, u) ≥ 0. We combine the constraint into the front tracking algorithm, proving again the existence and uniqueness of the entropy weak solutions for this case.
Preliminary and some basic analysis.
Since z can be negative without applying the constraint, it is necessary that we extend the definition of g(z, u) onto negative values of z. The extended mapping z → g(z, u) must be continuous and convex on z ∈ [−∞, +∞]. There are many ways of making this extension. In this paper, we let
where γ is a constant that satisfied
Our basic assumptions on g include the following: (A1) For fixed u, the mapping z → g(z, u) is C 2 for z > 0 and z < 0, continuous at z = 0 and strictly concave, and
(A2) The mapping u → g(z, u) is piecewise continuous with finitely many points of discontinuity, which we denote as
. We assume that the set V is independent of z. (A3) There exists a piecewise continuous function A(u) with the set of discontinuity points in V, such that
(A4) There exists a piecewise continuous function B(u), with the set of discontinuity points in V, such that
(A5) The geological layers have bounded variation. We define the distance function between any two erosion functions g 1 (z) and g 2 (z) as
where the maximum is taking over the set
We also define the total variation of the geological layers, i.e., the total variation of g(z, u) as
where the supremum is taken over all n ≥ 1 and all (N + 1)-tuples of point
Here and in the rest of the paper, C denotes a generic bounded constant not depending on the critical parameters. We also denote TV{·} the total variation of a function. For notational simplicity, we will also denote the integral term as
Thanks to the assumptions (A1)-(A5), the equilibrium profiles A(u) and B(u) have bounded variations. Lemma 2.1. Assume that the assumptions (A1)-(A5) hold. Then, the total variations of A(u) and B(u) are bounded, i.e.,
Proof. Let {u i } be any set of ordered points such that u i < u i+1 . Since
Then, by (2.8), we have that
The proof for the BV bound for B(u) is completely similar.
Equation along characteristics.
For smooth solutions, formally, (1.1) can be rewritten as (2.12)
This gives us the equations along the characteristics t → u(t)
Due to the nonlinearity of the map z → g, singularities will form in finite time, i..e, z will become discontinuous even with smooth initial dataz. These are referred to as kinks. The integral term G remains continuous at such jumps. The propagation speed of the singularity satisfies the Rankine-Hugoniot equation. Let z − , z + be the left and right states of the jump located at u, the kink speed is
3. Riemann problem with discontinuous coefficients. In this section, we consider the Riemann problem
associated with the initial data
The Cauchy problem is considered locally around a small neighborhood of u = 0 for a very short period of time, since piecewise constant function z(0, u) will quickly evolve into nonconstant functions on each side of u = 0. The functions z → g − and z → g + satisfy the assumptions (A1)-(A5), and we denote the zeros of g − , g
The initial data satisfy
The next lemma provides the existence and uniqueness of the solution to this Riemann problem. Proof. Since the integral term is continuous at u = 0, the behavior of the solution of the Riemann problem is solely determined by the local part of the flux, i.e., −g, which has a jump at u = 0. Such a proof exists for a more complicated continuous flux functions; see, for example [7] . Here, we provide a simpler proof for this simpler case. The analysis here offers motivation for the functional used to control the total variation. The proof takes several steps.
Step 
wherez − is the unique point such that
See Figure 1 , plots (a1) and (a2), for an illustration. We observe that g − is a strictly increasing function on the set Figure 1 , plots (b1) and (b2)) (3.9) 
Here,z + is the unique point such that
We observe also that g + is a strictly decreasing function on the set K + (z + ) if we exclude the isolated point z + .
Step 3. Combining the results in Steps 1 and 2, we conclude that there exists a unique horizontal line connecting the graphs of g − (z) and g + (z) with the shortest path length if we do not consider the isolated points. Finally, if the isolated points (one or both) z − , z + shall lie on the horizontal line with the shortest path, then we will select the path with most number of isolated points. This provides the existence and uniqueness of the path for the stationary wave, which in term gives unique solution to the Riemann problem.
The solution of the Riemann problem consists of two types of wave: (i) The wave lies either on the left or on the right of the jump ing. These waves are solutions of the scalar conservation law (3.1) withg = g − org = g + . We refer to these waves as z-waves. (ii) The wave is stationary at u = 0. It connects the discontinuous flux functiong with the condition g − (z(0−)) = g + (z(0+)). We refer to these as g-waves. The next corollary provides the invariant region for the Riemann problem. Corollary 3.2. In the setting of Lemma 3.1, we furthermore have
Proof. To show the invariance region for the Riemann solution, it suffices to observe that theg value crossing g-wave is nonnegative. This is obvious from the proof of Lemma 3.1.
The actual solution for the Riemann problem is constructed following the proof of Lemma 3.1. These solutions depend on how the graphs of the flux functions −g − (z) and −g + (z) relate to each other. In Figure 2 , we illustrate two typical cases, one with the graphs not intersecting and another one with an intersection point. The graphs shall be self explanatory, with "L" and "R" marking the left and right state and with "M" (or M 1 , M 2 ) as the intermediate state(s). All other cases are constructed in a totally similar way, and we omit the details.
An integro-differential equation without constraint.
In this section, we consider the Cauchy problem for the scalar integro-differential equation
where we do not apply the constraint z ≥ 0. The function g(z, u) satisfies the properties (A1)-(A5).
We now define a function φ(z; g) as
where z m is the unique value such that g z (z m ) = 0 and g(·) attains its maximum value at g(z m ). The existence and uniqueness of such a value follows trivially from the assumptions (A1)-(A5). The function φ will be used to measure the strength of z-waves. The initial dataz(u) satisfies the following assumptions:
We now define the entropy weak solutions for (4.1). Definition 4.1. Let T > 0, and let z = z(t, u) ≥ 0 be a bounded, measurable function. We call z(t, u) an entropy weak solution of (1.1) if the following conditions are satisfied:
. (C4) The following Kruzhkov inequality holds for all constants c and all nonnegative test functions ϕ,
where {V i } are the points where u → g is discontinuous.
Here is our first main theorem.
Theorem 4.2. Assume that g satisfies the assumptions (A1)-(A5) and that the initial dataz satisfies (4.3). Then, there exists a unique entropy weak solution z(t, u)
for the Cauchy problem of (1.1) that satisfies the Definition 4.1. Furthermore, let w be the entropy weak solution of (1.1) with initial dataw, and then it holds that
Note that in Theorem 4.2, we allow the z values to be negative, since we do not apply the constraint. Such solutions might not have physical meaning. We notice that, under the further assumption that B(u) ≡ 0, the results in Theorem 4.2 still hold. We immediately have the following theorem. The rest of this section is devoted to the proof of Theorem 4.2. We construct a front tracking approximate solution for (4.1), which is described in detail in section 4.1. In section 4.2, we define the functionals used to measure the wave strengths of different types of waves. Interaction estimates are derived in section 4.3, and special treatment around the g-waves is analyzed in section 4.4. In section 4.5, we establish the necessary a priori estimates for the approximate solutions, which provide compactness and allow us to obtain the convergence of the approximate solutions to the entropy weak solutions in section 4.6. Finally, uniqueness and stability are achieved in section 4.7 through a standard variable-doubling technique with the Kruzhkov entropy inequality.
Front tracking approximation algorithm.
Front tracking approximate solutions for (1.1) with homogeneous material g = g(z) were studied in several papers [13, 2, 6] , in various coordinates for different classes of erosion functions. These algorithms are different from those for standard conservation laws due to the presence of the integral term in the flux. This integral term causes the constant state of the piecewise constant approximation to vary in t. In the end, the algorithm results in two coupled sets of ODEs, one governing the propagation of the fronts and the other governing the evolution of the constant values for z between two neighboring fronts.
In this paper, the material is not homogenous and is possibly discontinuous. Jumps in the material are treated as stationary shocks in the solution. Furthermore, since the left and right constant states of these jumps evolve in time, special care must be taken.
Letε > 0 and ε > 0 be given, and we now construct a (ε, ε)-front tracking approximate solution. Since u → g(z, u) has bounded variation, we can approximate it by a function gε(z, u) that is piecewise constant in u, with the piecewise constant equilibrium functions Aε(u), Bε(u) , such that the following hold:
Here, C is a bounded constant that depends on the total variation of the erosion function g.
denote the (finite) set of points of discontinuities for gε(z, u) with U 0 = −∞ and U N = +∞, and denote the interval (4.9)
Note that on the sets I 0 and I N −1 , we must have gε(z, u) = 0. Note also that the set J does not evolve in time, and neither do the intervals I j . We will include all points V i , where u → g is discontinuous in the set J , i.e., V ⊂ J . We denote the discrete values of gε(z, u), Aε(u), and Bε(u) on each interval I j as
Discretization of the initial data. The initial dataz(u) is approximated by piecewise constant functionz ε (u), satisfying
This implies
Let I = {u i } denote the (finite) set of points of discontinuity for z ε (0, t), such that
In addition, we include all the points U j in the set I, i.e., J ⊂ I. The approximation here depends on both parameters ε andε. However, for notational simplicity, we will only denote z ε , G ε , etc., without including the specification of the dependence onε. Furthermore, we also require an accuracy condition for the integral term. Denote
We assume (4.14)
At any time t ≥ 0, the integral term is computed as
Thus, the mapping u → G ε is continuous. We denote its value at the grid point u i by
At t = 0, we solve a local Riemann problem at every u i ∈ I. If the solution consists of some rarefaction z-wave, it is approximated by finitely many small upward jumps of size ε, and we insert more points in the set I and rearrange the indices. Thanks to the properties of the initial dataz in (4.3), the total number of fronts is finite at t = 0. Letting η(t) denote the maximum size of an upward z jump in the rarefaction fronts, we have
Wave speeds. If u i is a z-wave, then it travels with Rankine-Hugoniot speed, regardless of the fact that it is a shock front or a small rarefaction front. Let u i ∈ (U j , U j+1 ) for some j. We have
If u i ∈ J is a g-wave, thenu i = 0, and special treatment will be described below. The evolution of the constant value z i is governed by the following ODEs (see [6] ):
, and we should use the erosion function g j (z). We now have two sets of ODEs, governing the evolution of the front positions u i and the constant states z i . These are solved until the first interaction point, where a new Riemann problem is solved. The interaction estimates are discussed in detail in section 4.3. The algorithm then continues. In addition, special care is needed for the g-waves, which we discuss below.
Treatments around g-waves. Let (z − , z + ) be the left and right states of a g-wave located at u i ∈ J at time t. As time evolves, the values z − (t), z + (t) change in time according to (4.19) . This implies that the evolutions of the flux values g i , g i−1 are different. After a while, we will no longer have gε(z
We discretize time into intervals of length ε and let t k = kε. Consider a g-wave located at u i . At t = 0, a Riemann problem with discontinuous coefficient is solved at u i . During the interval t ∈ (0, ε), we allow the flux gε to differ at the left and right states of g-wave. If a z-wave interacts with the g-wave during this time interval, then a new Riemann problem will be solved at this interaction. Finally, at t = ε we solve a new Riemann problem at u i , such that gε(z
The process is then iterated until t = T .
Accuracy of the integral term. We also ensure the accuracy of the integral term around the g-wave. Let u i be a g-wave and u i+1 and u i−1 be two neighboring z-waves that are moving away from the g-wave; then at a later time it could occur that
In this case, we will insert new fronts on the interval
], such that the ζ i values on these new intervals are bounded by ε. Since gε(z ε , u) ≥ 0, the integral term is decreasing in u, and thereforeż i <ż i+1 if u i is a newly inserted front. Thus, the front will evolve into a rarefaction wave.
Wave front changes type. It is possible that some z-shock front would shrink to size zero in finite time and then evolve into a rarefaction fan. In this case, we will simply keep the front and let it become a rarefaction front. However, a rarefaction front will never change into a shock, because if z − = z + as the left and right states, theż − ≤ż
Wave strength.
Wave strength for z-waves. Recall the function φ(z; g) defined in (4.2). Wave strength for z-waves is defined through this function. Let z − , z + be the left and right states of a z-wave located at u, and let g be the flux function at u. We define the strength F (z) of this z-wave as
Wave strength for g-waves. The definition of wave strength for g-waves is a bit more involved. In the literature, using the "minimum-jump" entropy condition, under the assumption that the graphs of the left and right flux functions do not intersect, such wave strength is well studied; see Temple [14] . However, in our case the graphs can intersect, and the Temple functional cannot be used.
In this paper, we propose a new definition of the g-wave strength. Such a wave strength depends on how the maxima of g − , g + are related to each other, as well as on the way the graphs of g − and g + intersect with each other. We denote z First, we locate the unique point (ẑ,ĝ) as follows.
• If the graphs of g − and g + have an intersection point z 0 satisfying
then we let
• Otherwise,ẑ will be the point where g − or g + attains its maximum value, whichever has the smaller max value. To be precise, we let
Note that this includes the cases where the two graphs do not intersect with each other, or they intersect but the intersection points do not satisfy (4.21). By the assumptions (A1)-(A5) on g − , g + , the existence and uniqueness of the values (ẑ,ĝ) is obvious. Now, we let
Both these quantities are nonnegative. See Figure 3 for an illustration. We consider now t = t k +, where a Riemann problem is just solved at all the g-waves, such that the flux g is continuous at all the g-waves. We have the following lemma. We are now ready to define the wave strengthF (g) for a g-wave at t = t k +, where a Riemann problem is just solved. Let z − , z + be the left and right states of this g-wave. The wave strength depends on the signs of the derivatives (g − ) (z − ) and
Thanks to Lemma 4.4, the functionF (g) is continuous across the cases (g − ) (z − ) = 0 and (g + ) (z + ) = 0. Note also that in the last case with
, the g-wave could not be part of the path in a Riemann solution. It can only be a stand-alone g-front which is the entire solution of a Riemann problem, and therefore it can only occur at t = 0. Such a front is highly unstable. With any small perturbation on the data (z − , z + ), such g-fronts will no longer exist. Therefore, if such a front shall occur, we will make a small perturbation to avoid it.
Note that in the case where the two graphs do not intersect, the definition (4.26) reduces to those by Temple [14] .
Finally, when t > t k , the flux might differ slightly on each side of the g-front.
Denote the new flux values asg
− ,g + for the left and right states, respectively. We define the wave strength for a g-wave as
Note that in the definition ofF , the flux value g is at t k , right after a Riemann problem was solved, while the valuesg − ,g + are for t > t k .
Interaction estimates.
Interaction between z-waves. When two z-waves interact, since the flux (−g) is strictly convex, the solution behaves like that for a standard scalar conservation law with convex flux. Thus, two z-rarefaction fronts will never intersect. If two z-shocks interact, they merge into one single larger z-shock. And if a z-shock interacts with a z-rarefaction front, one of them will be canceled. The outgoing wave is a single z-wave, either shock or a really small rarefaction front, depending on the sizes of the incoming waves. The total wave strength, measured in the function φ, is clearly nonincreasing at such interactions.
Interaction between g-waves. Since g-waves are stationary, they will never interact with each other.
Interaction between a g-wave and a z-wave. We now consider the case when a z-wave interacts with a stationary g-wave. We first consider the case where g
, where (g − , g + ) and (z − , z + ) are the left and right erosion functions and z values, respectively. We show in the next lemma that the total wave strength is nonincreasing after this interaction.
Lemma 4.5. At the interaction of a z-wave and a g-wave, the total wave strength is nonincreasing.
Proof. We denote (g in , z in ) and (g out , z out ) as the incoming and the outgoing waves, respectively. We will prove the lemma for various cases. Case 1. We assume that the incoming and outgoing g-waves g in and g out have the same signs for (g − ) and (g + ) at the left and right states. We show that the total wave strength remains unchanged after the interaction.
We consider the case where a z-wave approaches a g-wave on the left. (The case where a z-wave approaches a g-wave on the right is completely similar, and we omit 
and therefore wave strengths of the outgoing z-wave and g-wave remain the same as those of the incoming waves.
Case 2. We assume now that the incoming and outgoing g-waves g in and g out do not have the same signs for (g − ) and (g + ) at the left and right state. These are the cases where the path of the g-wave "flipped" around the point (ẑ,ĝ). We will show that the total wave strength is nonincreasing after the interaction.
To fix the idea, we consider the case where a z-wave approaches a g-wave on the left, while the other case where a z-wave approaches a g-wave on the right is completely similar. We let z − , z M , z + denote the left, middle, and right states of the outgoing waves, where (z − , z M ) is a g-wave and (z M , z + ) is a z-wave. Then, this could only happen when −(g + ) changes from a negative sign at the incoming g-wave to positive at the outgoing g-wave, because at the middle state of a Riemann solution we will never have −(g + ) < 0. In Figure 4 , plots (a2) and (a3), we illustrate two possible cases.
Consider now plot (a2). We have a z-shock approaching a g-wave on the left, resulting in an outgoing z-shock traveling with positive speed. It holds that
indicating that the wave strength is unchanged.
For plot (a3), an incoming z-rarefaction approaches a g-wave on the left, resulting in two outgoing z-waves and a g-wave sandwiched in-between. These two z-waves are as follows: a left-going shock L-M and a right-going z-rarefaction M-R. The g-wave path is located at the intersection point M. The total strength of incoming waves is
The total strength for the three outgoing waves is
In general, the increase in the wave strength at the interaction for the z-wave is bounded by 2M + , while the decrease in strength of the g-wave is exactly 2M + . Overall, the total wave strength is nonincreasing at such an interaction.
Treatment of the evolution of g at a g-wave.
The next lemma shows that the total wave strength at time t = t k , where new Riemann problems are solved at all g-waves, is nonincreasing.
Lemma 4.6. Let u i be the location of a g-wave. When a Riemann problem is solved at time t = t k at u i , the total wave strength is nonincreasing.
Proof. We discuss all possible cases, which are illustrated in Figure 5 .
then the g-wave must be at the intersection point of the graphs of g − and g + . Then,
After time step ε, the solution of the new Riemann problem with left and right states (z − (t + ε), z + (t + ε)) will yield a z-rarefaction wave going left and a z-shock going right, each of size O(ε), with the g-wave, whose position is unchanged in the middle.
Before the Riemann problem, the strength of the g-wave is
In the solution of the Riemann problem, the total strength of the three waves is
which exactly equals to F (g). Case 2. If
The evolution is the same as Case 1. The total wave strength is unchanged after solving the Riemann problem.
Case 3. If
Case 2.
Case 3.
Case 4.
Case 5. 
After a small time, the new Riemann problem will be solved by a left-going z-wave and a g-wave connecting the right state z + (t + ε). Again, the total wave strength is unchanged after solving the Riemann problem.
The new Riemann problem will have the g-wave connected to the left z − (t + ε). Still, the total wave strength is unchanged after solving the Riemann problem.
Case 5. This is a so-called flipping case. We consider
and then we must have z
The new path of the g-wave is connected to the new right state z + (t + ε). Before the Riemann problem, the wave strength is
After solving the Riemann problem, we have that the sum of the strength for z-shock and g-wave is
Total wave strength is unchanged after solving the Riemann problem. Finally, we reconsider the wave interaction between a z-wave and a g-wave when
In this case, the wave strength is still nonincreasing.
Lemma 4.7. Consider an interaction between an incoming z-wave and g-wave, where the left and right flux values around the g-wave might not be the same. Then, the total wave strength is nonincreasing after interaction.
Proof. We can treat this interaction as a two-step interaction. Consider a z-wave approaching a g-wave on the left, and denote z − , z m , z + as the three states between the two incoming waves. In Step 1, we solve the Riemann problem with (z m , z + ) as left and right states. Thanks to Lemma 4.6, the wave strength is nonincreasing. In
Step 2, we treat the interaction between the z-wave and the resulting g-wave from the Riemann problem in Step 1. Thanks to Lemma 4.5, the wave strength is again nonincreasing.
For the case when a z-wave is approaching a g-wave on the right, with z − , z m , z + as the three states of the incoming waves, in Step 1 we solve the Riemann problem with (z − , z m ), and in Step 2 the resulting g-wave would interact with the z-wave coming from the right. The same result holds.
A priori estimate for the front tracking.
In this section, we establish various a priori estimates for the (ε, ε)-front tracking approximate solutions. 
for all u ∈ R, and t ≥ 0 .
Proof. There are three situations to consider. 1. Consider a constant state z i and let j be the index such that
When it is not in any interaction, the evolution is governed by (4.19) . If
Thus, the values B j and A j are critical points for this ODE. If the initial data lies between them, so will the solution for all t > 0.
2. Next, consider an interaction time. If the interaction is between two z-waves, then it follows the wave interaction for a scalar conservation law with convex flux, and a maximum principle applies. Thus, (4.31) holds. If the interaction is between a z-wave and a g-wave, then the outgoing waves are the solution of the Riemann problem with left and right states satisfying (4.31). Since this is an invariant region for Riemann problems, the solution also satisfies (4.31).
3. Finally, consider a g-front when we solve new Riemann problems with (z − , z + ) as the left and right states. By Case 1, we know that the Riemann data satisfies (4.31). Again, by the invariant region property, so will the solution of the Riemann problem.
Discrete L
1 -norm bound.
Lemma 4.9. Let z ε (t, u) be the piecewise constant approximate solution generated by the (ε, ε)-front tracking algorithm. Then, for any t ∈ (0, T ], it holds that
where the constant C depends on the total variation of the erosion function gε, but not on ε orε. Proof. We remark that z(t, u) = A(u) is an equilibrium solution for (1.1). Furthermore, (1.1) can be written as (4.33)
For the (ε, ε)-front tracking approximate solution, we denote
We use the fact that z ε (t, u) ≤ Aε(u) to eliminate the absolute value sign. Here, A i is the discrete Aε value on the interval u ∈ (u i , u i+1 ].
For notational simplicity, we denote
By using the evolution equation (4.19) forż i and by summation by parts, we get
There are two cases. First, if u i / ∈ J , then
Otherwise, if u i = U j ∈ J for some j, thenU j = 0 and
Since the integral term satisfies the estimate
we now have
On the interval t ∈ (t k , t k+1 ), by Taylor expansions of g j (t) and g j−1 (t), we have
Here, we used that fact that g j (t k ) = g j−1 (t k ) at a g-front U j . The notation O(ε 2 ) denotes a quantity whose absolute value is bounded by Cε 2 for some constant C not depending on ε. Then, (4.36) imples (4.37)
Consider now the ODE on interval
It is a separable equation, whose solution can be computed as
Using exp{−M 1 J(t k )} ≤ 1 and − ln(1 − ε) ≤ 2ε for ε sufficiently small, we have the following bound:
By the comparison principle, it holds that
Summing up over time, we get the estimate for t ∈ [0, T ],
Bound on the integral term in the flux. Lemma 4.10. The integral term
Proof. Since G ε is computed as (4.15) and we have
the result follows. Lemma 4.11. For every t ∈ [0, T ], the mapping u → G ε is nonincreasing and therefore has bounded variation.
Proof.
is nonincreasing. Since G ε is uniformly bounded by Lemma 4.10, it has bounded variation.
Bound on the accuracy of the approximation.
Lemma 4.12. Let z ε be an (ε, ε)-approximate solution that satisfies (4.17) and (4.14). Then, for any t ∈ [0, T ], it holds that
for some constant C independent of ε. Proof. Let u i be a z-rarefaction front with z i−1 and z i as the left and right value. Denote
Since this is a rarefaction front, we must have
for some index j (which depends on i), and the erosion functions on the left and right of the front will be the same, i.e, g j (z). By the intermediate value theorem, (4.19) can be written as
for someũ i that lies between u i and u i+1 . Furthermore, we have
The evolution of η i satisfieṡ
For the evolution of ζ i , we only need to consider the case where u i and u i+1 are two neighboring z-waves, since the interval next to g-waves are specially treated already. Assume that
for some index j (which depends on i), so the erosion function over the interval
If the front u i or u i+1 is a shock, then the term involvingu i oru i+1 will be negative. If one of them is a rarefaction front, say, u i , then that term is positive and its size depends on the size of the rarefaction front
This yields
Taking max over i in (4.45) and (4.46), we get a system of ordinary differential inequalities
By a standard comparison argument, we conclude (4.42).
Next lemma provides the accuracy of the flux at g-waves. Lemma 4.13. Let U j be a g-wave. Then,
Proof. Thanks to (4.36), we have
Combined with Lemma 4.10, this yields the result.
4.5.5.
Bound on the total wave strength. We denote the total wave strength at time t to be the sum over all z-waves' and g-waves' strength. We denote
Thanks to Lemmas 4.5 and 4.6, the total wave strength is nonincreasing at interaction, as well as at the time when new Riemann problems are solved at g-waves. Therefore, we only need to bound the growth of the total wave strength outside these situations. We have the following lemma. Lemma 4.14. The total wave strength for the front tracking approximate solution remains bounded for finite time, i.e.,
Proof. We recall the definition of φ in (4.2). Let t ∈ [0, T ]. We denote the discrete values of φ as
and let
where the j i is a j index that depends on i. We denote the discrete function as
Then, the total wave strength for z-waves is
For Q g , it consists of the part withF which does not change during the interval t ∈ (t k , t k+1 ] and another part |φ i (t) − φ i−1 (t)| which changes in t. Sȯ
Therefore,
By definition (4.2), we have
We now havė
Thanks to the uniform bounds on g, g z , the second term is bounded by C G ε tv . Using Lemma 4.11, G ε is a BV function. Therefore, the second term is bounded by a constant.
We now consider the first term. Assume that there is a u i and a z-wave which lies on the interval I j for some index j. By definition (4.2), we have
where z j m is the unique z value such that (g j ) (z j m ) = 0. We define the function
Then, we have
The second term is bounded. For the first term, we need to verify the limit as z → z m , where (g j ) (z m ) = 0. By L'Hôpital's rule, we have
Therefore, we conclude that
Then, for any
If u i is a z-wave, then (4.62) implies 
Proof. By Lemma 4.14, we have
Recall the definition (4.2). It implies that the mapping t → gε(z ε , u) also has bounded variation, i.e.,
By the finite propagation speed property, the L 1 continuity in time follows from a rather standard argument, which we present below. Assume now that 0 ≤ t < τ ≤ T and that ξ n (t) is a smooth approximation to the characteristic function χ [t,τ ] , such that ξ n → χ [t,τ ] in L 1 and ξ n approaches δ t − δ τ where δ denotes the Dirac delta function. Let ϕ(x) denote a test function with |ϕ| ≤ 1. Since the front tracking approximate provides weak solutions, we have
Taking the limit in n, we get 
where G is defined as
andG(u; zε) is the linear spline interpolation of the integral term Gε at the knots
, we have g = g j (z) which does not depend on u, and the limit of the front tracking approximate solutions zε generate the entropy weak solutions (see [2] ), and a Kruzhkov-type entropy inequality holds (see [4] ):
Summing over j and performing summation-by-parts for the last term in (4.71), we get
Here, the last term becomes
Recalling that g j (c) = gε(c, U j +) and g j−1 (c) = gε(c, U j −), we complete the proof.
We are now ready to prove the existence of entropy weak solutions for (1.1), which is rather standard after establishing the a priori estimates. Taking the limitε → 0+, thanks to the a priori estimates in Lemmas 4.17 and 4.18, a standard compactness argument yields the convergence of the solutions zε → z, which satisfies Definition 4.1.
Uniqueness and stability of solutions.
We adapt an approach used in [5, section 4] . Let z, w be two entropy weak solutions with initial dataz,w. Let ϕ n be a family of smooth positive test function such that ϕ n = 0 at every point V i where u → g is discontinuous, and ϕ n → ϕ in L 1 (R) as n → ∞. A construction of these functions ϕ n is given in [5] . First using ϕ n as the test function, by a standard Kruzhkov analysis [12] (see also [4, section 6]), we get
Then, we take the limit n → ∞. By Lebesque dominated convergence theorem, we have
By the same arguments as in [5, equation (4.12) ], the last term above is less than 0. We now have
Now, following the analysis in [4, proof of Theorem 6.1 with Θ = 0], we arrive at, for any 0 ≤ t 1 ≤ t 2 ≤ T and some constant C that does not depend on t 1 , t 2 , (4.72)
By Gronwall's lemma, for any 0 ≤ t ≤ T , we finally get
implying continuous dependence on initial data and thus the uniqueness of entropy weak solutions. This completes the proof for Theorem 4.2.
5. Slow erosion model with constraints.
Preliminaries and main results.
We now study the case where B(u) is negative on some intervals of u, and the solution z(t, u) could become negative in finite time. The pointwise constraint z ≥ 0 will be applied. We adopt the projection operator introduced in [4] . For the convenience of the readers, we repeat the definition of the operator and its main properties.
Consider the sets
Let F * be the lower convex envelope of F , namely,
The projection operator π : Z → Z + is now defined by setting
Since F * is convex, its second derivative is nonnegative. Hence, πz ∈ Z + . The next lemma, proved in [4] , collects the main properties of this operator. Here, {V i } are the points where u → g is discontinuous.
Note that thanks to the time continuity property (D1), one can take test functions ϕ that vanish on the boundary t = 0 and t = T . Now, we state the second main theorem of the paper. 
Front tracking algorithm.
In [4] , a flux splitting technique is used to treat the integro-differential equation and the constraint separately. Here, we use a different approach. We adopt a front tracking algorithm where the constraint operator is instantly applied, an approach similar to [6] .
When z approaches 0 on an interval [u − , u + ], a new wave type is formed. In the physical coordinate, this indicates that the profile u(t, x) has a vertical drop at x, with the drop size (u + − u − ). We refer to these waves as u-waves. Such a wave contains 
whereG(u; zε) is the linear spline interpolation of the integral term Gε at the knots
Finally, taking the limitε → 0+, thanks to the a priori estimates, we obtain the existence of entropy weak solutions.
For the uniqueness, one can apply a standard Kruzhkov analysis, combining the analysis in section 4.7 and [4, section 6] (to treat the term with Θ), reaching the result
where z(t, u) andẑ(t, u) are two entropy weak solutions.
