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Abstract
This thesis arises in the context of precision measurements at hadron colliders. The
Tevatron and the LHC provide very accurate measurements of many Standard Model
processes, such as the production of a lepton pair (Drell-Yan) of high invariant mass.
An accurate theoretical prediction of such processes is crucial to be able to distinguish
Standard Model physics from possible new physics signals. QCD effects in the com-
putation of the cross-sections at hadron colliders are usually sizable; in particular, in
some kinematical regimes they behave in a non-perturbative way. In these cases the
resummation of the whole perturbative series is needed for accurate phenomenologi-
cal predictions. In this thesis the impact of threshold and high-energy resummations
for the production of high invariant mass systems (Drell-Yan, Higgs) are studied in
detail. In particular, in the threshold case a prescription to deal with the divergent
nature of the perturbative series based on Borel summation is presented, and com-
pared with the other prescriptions in the literature. Results for the invariant mass
distributions and rapidity distributions are presented. The high-energy resummation
formalism is reviewed and improved, and its impact in phenomenological applications
at hadron colliders is investigated. In particular, a possible interaction between the
two resummation regimes is studied in some detail.
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Introduction
This is a very exciting moment for particle physics. After many years of planning and
building, LHC and related experiments finally started; in 2010, March 30, the first
collision at center-of-mass energy
√
s = 7 TeV took place, setting the beginning of a
new era for particle physics. In April 2011, LHC set a new record in collider luminosity
(roughly speaking, the number of events per second): the communication by CERN
director Rolf Heuer was
Geneva, 22 April 2011. Around midnight this night CERN’s Large Hadron
Collider set a new world record for beam intensity at a hadron collider
when it collided beams with a luminosity of 4.67 · 1032 cm−2s−1. This
exceeds the previous world record of 4.024 ·1032 cm−2s−1, which was set by
the US Fermi National Accelerator Laboratory’s Tevatron collider in 2010,
and marks an important milestone in LHC commissioning.
Now, the luminosity peak is 3.65 · 1033 cm−2s−1, one order of magnitude higher than
Tevatron. Today, Tevatron has collected an integrated luminosity (the integral of
the luminosity over the run time) of about1 Lint ' 12 fb−1 in more than 10 years
(Fig. 1); LHC, instead, has already collected almost Lint ' 6 fb−1, most of which just
in the 2011 run (Fig. 2). The integrated luminosity is a measure of how many events
are collected by the experiments: a process with cross-section σ is produced roughly
σLint times. Hence, the largest the integrated luminosity is, the more events can be
registered: this is useful when looking for some new particle, which typically has a
very small cross-section.
Along the LHC ring, there are four main experiments: ATLAS (A Toroidal Lhc
ApparatuS), CMS (Compact Muon Solenoid), ALICE (A Large Ion Collider Experi-
ment) and LHCb (LHC Beauty). The last two are devoted to the study of high-density
hadron matter (quark-gluon plasma) and the physics of b-hadrons (CP-violation), re-
spectively. ATLAS and CMS, conversely, are general purpose experiments, and their
main goals are searches of the Higgs boson (the last missing particle to make the Stan-
dard Model consistent) and of any kind of signals of new physics beyond the Standard
Model (SUper SYmmetry, extra-dimensions, . . . ).
To be able to see such hints of new physics beyond the Standard Model, it is crucial
to have very accurate theoretical predictions of what is expected by the Standard
Model, in order to be able to distinguish deviation from the expectations with the
maximal significance. This thesis arises in this context.
1The barn is a measure of surface, used in particle physics for the quantity called cross-section, and
1 b = 10−24 cm2.
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Figure 1. Tevatron integrated luminosity
The cross-sections in particle physics processes are typically computed using pertur-
bation theory. Perturbation theory provides a very powerful tool to predict observable
quantities from a quantum field theory. It is based on the assumption that every ob-
servable can be defined by a power series in the coupling constant of the theory: then,
if such coupling is small, the computation of the first few orders of the power series
is sufficient to accurately describe the observable. However, this assumption needs
some care: it can be proved very generally that perturbative series are divergent. It is
possible to interpret the perturbative expansion in the sense of asymptotic series: the
inclusion of higher orders improves the estimate of the physical quantity under study,
up to some finite order, thereby saving perturbation theory from a dramatic failure.
However, there are situations in which the growth of the series already starts at the
level of the first terms in the series: in these cases, a truncation of the series is of no
meaning and only a resummed result is reliable.
In QCD this situation quite often appears. A cross-section generically depends on
many energy scales, and the dependence is typically in the form of logarithms of ratios
of energies. In some kinematical regimes, when two of such scales become very different
each other, the logs of their ratio become large: in these cases the coefficients of the
perturbative series grow fast, destroying the perturbativity of the series. Then, the
entire series of these enhanced terms has to be resummed in order to have an accurate
prediction for the observable.
This thesis faces with the problem of resummation of perturbation series in QCD.
The processes that will be discussed are the production of high invariant mass systems
at hadron colliders, such as the Drell-Yan pair production or the Higgs production.
Since at hadron colliders the initial state particles are hadrons, the cross-sections are
typically computed using the parton model, which describes the interaction of the
3Figure 2. LHC integrated luminosity in the various experiments.
hadron via its partons (quarks and gluons): the parton-level cross-section is then com-
puted in QCD using perturbation theory, and the hadronic cross-section is found from
it by convolution with the parton distribution functions, which are non-perturbative
objects extracted from data describing the distribution of partons momenta in the
hadron. At parton level, the relevant scales are the invariant mass M of the final state
and the partonic center-of-mass energy
√
sˆ: their ratio z = M2/sˆ appears in the per-
turbative coefficients of the partonic cross-section. If only the relevant final state were
produced, z would be 1; however, even at parton level, also the emission of other par-
ticles (in particular, gluons) must be considered, and therefore z 6= 1 in general. Gluon
emission produces large logarithms in the partonic cross-section: the energy squared
carried by the gluons is sˆ −M2 = (1 − z)sˆ, and in the partonic cross-section powers
of log(1− z) and log z appear. These logs are large in the two opposite limits z → 1,
when the gluons have small energy (they become soft), and z → 0, when the energy of
the gluons is large (hard gluons). The soft log(1− z) are also referred to as threshold
logarithms, as the limit z → 1 is the threshold for the production of the system with
mass M having an energy
√
sˆ = M/
√
z available. The hard log z are also referred to
as high-energy logarithms, as they are large when the energy sˆ is large compared to
M2. Then, as z → 1 or 0, the partonic cross-section needs to be resummed.
The thesis is divided in three parts: the first accounts for the resummation of
threshold logarithms, the second treats the resummation of high-energy logarithms,
and in the last part the effect of both resummations for phenomenology is discussed
and some phenomenological results are shown.
Concerning threshold resummation, the main result of the work presented here
is the extension and the improvement of a prescription necessary to extract a finite
sum from the divergent perturbative series. Such prescription is based on the Borel
summation of divergent series, and provides an alternative to another one present in
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the literature and widely used, called the minimal prescription. The Borel prescription
presents some convenient features, both theoretically and practically. In particular, it is
much more suitable than the minimal prescription for phenomenological applications:
one of the results presented here is indeed a fast numerical implementation of the
Borel prescription by means of Chebyshev polynomials. Another new result is the
extension of threshold resummation formalism to the case of rapidity distributions:
this is phenomenologically very useful because rapidity distributions are measured
with high accuracy at hadron colliders.
In the second part, the high-energy resummation is discussed in some detail. Some
improvements are proposed, mainly directed to an efficient numerical implementation.
In fact, the most relevant result concerning high-energy resummation is the realization
of a fast and stable code which implements the complex procedure of resummation of
high-energy logarithms. Such a code was hitherto not available, and it will be useful
to increase the accuracy of the parton distribution functions.
Finally the relevance of threshold resummation is discussed quantitatively. As
sketched above, the variable which governs threshold resummation is the partonic
ratio z, but z is not fixed by the hadron-level kinematics. Conversely, the hadronic
process is governed by the variable τ = M2/s, where
√
s is the hadronic center-
of-mass energy. Then it is not obvious if, for a given τ , the threshold region z ∼
1 gives a sizable contribution, thereby determining the need of resummation. An
argument based on a saddle-point approximation of the integral defining the hadronic
cross-section is then presented, which provides a quantitative way to establish for
which values of τ threshold resummation should be included. Such values of τ are
found to be unexpectedly small, thereby entering in the region of relevance of high-
energy resummation. Then a discussion on the interplay of the two resummations is
presented: it turns out that the Drell-Yan process is not strongly affected by high-
energy resummation, while the impact on the Higgs production is potentially sizable.
Finally, some phenomenological predictions for the Drell-Yan process at the Tevatron
and the LHC are presented and compared to data.
Before discussing all these aspects in details, in the first Chapter some basic ingre-
dients concerning QCD are introduced.
1 QCD and the Parton Model
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We will review some basics of QCD, introduce the parton model and describe in more
details the GLAP evolution equations. This Chapter is by no means intended as a
complete review; in particular we assume the Reader knows the quantum theory of
fields. We intend this Chapter as a short introduction useful to fix some notations.
1.1 Basics of QCD
QCD is a gauge field theory with gauge group SU(3). The gauge bosons of the theory
are called gluons, and are massless (no Higgs-like mechanism takes place for them).
The fermions which carry a SU(3) charge are called quarks, and in the SM they have
fractional electric charge which is either 2/3 or −1/3 (and, of course, the opposite sign
for the anti-quarks). We know so far six quarks, i.e. three pairs (families) of different
charge, as in the following table:
electric family
charge 1 2 3
2/3 u c t
-1/3 d s b
5
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The different kind of quarks are also usually called flavours. The masses and names of
the quarks are as in the following table:
flavour d u s c b t
name down up strange charm bottom top
mass (MS) ∼ 2.5 MeV ∼ 5 MeV 0.1 GeV 1.3 GeV 4.2 GeV 173 GeV
The top quark t, the heaviest one, has been observed directly only recently at Teva-
tron [1, 2]. The number of quark flavours in the theory is called nf , and as far as we
know nf = 6.
Since the three lightest quarks have very small masses, the QCD lagrangian has an
approximate global U(3) symmetry (called a flavour symmetry): it is from this sym-
metry that the ancient quark model has been built (without knowing anything about
QCD). This approximate symmetry is quite rough, but if we consider only the up and
down quarks (whose mass are really very small) we get a very good approximate U(2)
symmetry. Actually, since the two chiral components of quark fields are completely
independent in the massless limit, there are two independent U(2) symmetries for each
chiral component, and the global approximate symmetry is U(2)L×U(2)R, or, consid-
ering vector and axial combinations, U(2)V × U(2)A. Now, U(2)V = SU(2)I × U(1)B
is a good symmetry that we see in Nature, since it corresponds to isospin and baryon
number. Instead, U(2)A = SU(2)A ×U(1)A is spontaneously broken: hence we expect
to find in the spectrum of hadrons the vestiges of the four Goldstone bosons, but only
three (the pions, associated with SU(2)A) are present. The absence of a Goldstone
boson associated with U(1)A was known as the U(1)A problem. Its solution relies on
the non-trivial topology of the QCD vacuum. Indeed, the axial current associated with
U(1)A has an anomaly proportional to µνρσG
µνGρσ; this term is a total derivative,
and then would classically vanish, but due to instanton effects, this term contributes
at quantum level, breaking explicitly the U(1)A symmetry. The axial anomaly induces
an effective term in the QCD lagrangian proportional to the anomaly, which clearly
violates CP in the strong sector. However we don’t see any violation of the CP sym-
metry in QCD, and why this is the case is still an open question, known as the strong
CP problem. An elegant solution comes from Peccei and Quinn [3], who introduced a
new axial scalar field (the axion) which couples to the CP-violating term in the QCD
lagrangian, dynamically solving the strong CP problem. However, the axion has not
been discovered so far.
1.1.1 The running of the QCD coupling constant
Because of renormalization, the QCD coupling constant αs =
g2s
4pi runs. The Callan-
Symanzik equation (or renormalization-group equation) for αs is
µ2
d
dµ2
αs(µ
2) = β
(
αs(µ
2)
)
(1.1.1)
where the β-function is
β(αs) = −α2s
(
β0 + β1αs + β2α
2
s + . . .
)
(1.1.2)
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and the βi coefficients are known up to 4 loops (i = 3). More details on analytic
solutions of the equation will be given in App. A. The leading coefficient is
β0 =
11CA − 2nf
12pi
(1.1.3)
and it is positive as long as nf < 17. Because of the minus sign in front of the β0 term,
Eq. (1.1.2), as µ2 increases αs decreases: QCD is asymptotically free, i.e. it decouples
at high energies.1
Conversely, at low energies the coupling grows, exiting the perturbative regime:
then, at such energies the perturbative β-function is no longer good, and we no longer
believe the solution of the perturbative renormalization group equation. If we ignore
for a moment this fact, and compute the perturbative solution of the renormalization
group equation even at low energies, we discover that the running coupling αs has a
singularity at some µ2 = Λ2, called the Landau pole. The scale Λ, sometimes indicated
ΛQCD, is a scale at which QCD is non-perturbative, and it is typically of the order
of some hundreds MeV; the exact value depends on the order of the β-function used
and on the initial condition for the evolution (typically αs(m
2
Z) at the Z mass). The
Landau pole would probably not be there in a complete non-perturbative solution of
the evolution equation: it is something non-physical. However, we will see that it plays
an important role in resumming the perturbative series of QCD (see Chap. 2). The
non-perturbative region of QCD starts at higher scales, when αs becomes too large to
justify a perturbative expansion, typically around 1 GeV.
Even if we are not able to predict the behaviour of the coupling constant at low
energies, it is clear from the renormalization group equation that QCD is strongly
coupled at low energies. In Nature, indeed, we don’t ever see isolated quarks or glu-
ons, but only hadrons, i.e. composite objects made of quarks and gluons which belong
to the singlet representation of the gauge group SU(3). This fact is known as con-
finement, and it cannot be explained by use of perturbative QCD (pQCD for short);
from lattice simulations, there is some evidence that quarks confine, but a complete
non-perturbative explaination is still missing. Of course, being composite objects, the
description of the interaction between hadrons and other particles is more complicated
than for elementary particles: such a description, called the parton model, will be
addressed in the following Section.
1.2 The parton model
As just said, hadrons are made of quarks and gluons, generically called partons, be-
ing the parts of the hadron. Therefore, for studying high-energy processes involving
hadrons, a model which describes how a hadron interacts via its partons is generally
adopted: the parton model. For definiteness, in the following, we will concentrate on
protons, but what we will say can be in principle applied to any other hadron.
1This statement requires a remark: in computing the solution of Eq. (1.1.1) the variable flavour
number scheme is generally used, in which nf is the number of active flavours, i.e. flavours whose
mass is lower of the current energy µ, see App. A. If the fermion families are not only the three we
know (and the corresponding quarks have larger masses), in this scheme they will enter step by step
while increasing the energy. If at some point the number of active flavours crosses nf = 17, we would
discover that the theory is actually not asymptotically free.
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The original (or naive) parton model was proposed by Feynman, and it is formu-
lated in the infinite momentum frame, i.e. a reference frame in which the proton is
ultrarelativistic. In such frame, we can neglect the mass of the proton (mp ∼ 0) and,
a fortiori, the masses of the partons. Then, the basic assumption of the model is that
each parton i carries a fraction zi of the proton momentum p,
pˆi = zip, 0 ≤ zi ≤ 1, (1.2.1)
where pˆi is the momentum of the parton (we will use often a hat ˆ to indicate partonic
quantities). Note that such a relation can be defined only in the infinite momentum
frame, since otherwise the mass of the parton would vary with zi, as one sees squaring
Eq. (1.2.1). The exact momentum fraction zi for each parton is not fixed by the model;
instead, each parton can be picked up from the proton with a given momentum fraction
zi following the distribution
fi(zi), (1.2.2)
called parton distribution function (PDF for short). As another assumption, the in-
teraction between a proton and an elementary particle is the incoherent sum of the
interaction between each parton and the elementary particle (described by the field
theory), weighted with the PDFs. Then, denoting by σˆi(pˆ) the cross section for the
partonic process, the hadron level cross-section is
σ(p) =
∑
i
∫ 1
0
dz fi(z) σˆi(zp). (1.2.3)
where p is the proton momentum.
The PDFs are defined in such a way that the probability to pick up a parton i
with momentum fraction between z and z+dz is fi(z)dz. Some properties (sum rules)
follow:
• the difference between quarks and antiquarks PDFs, integrated in z, counts the
number of constituents quarks of the proton:∫ 1
0
dz [fu(z)− fu¯(z)] = 2,
∫ 1
0
dz [fd(z)− fd¯(z)] = 1, (1.2.4)
and all the other partons give zero.
• the sum of the momenta of all partons must equal the proton momentum:∑
i
∫ 1
0
dz z fi(z) = 1. (1.2.5)
In Eq. (1.2.3) the partonic cross-section σˆi(zp) is computable perturbatively from the
field theory; the PDFs, instead, are intrinsically non-perturbative objects, and have to
be extracted from experimental measures. The sum rules provide important constraints
on the extraction process.
This formulation of the parton model is very naive. QCD perturbative corrections
induce changes in the model, leading to what is sometimes called the improved parton
model. In particular, the PDFs acquire a dependence on an energy scale: to see how
this happens, we consider now in some detail a prototype process.
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1.2.1 Deep-inelastic scattering
The typical process for which the parton model has been built is the deep-inelastic
scattering (DIS), the collision of a proton with a lepton. We will concentrate on the
case the lepton is charged, see Fig. 1.1. The process is called inelastic because the
energy of the collision is such that the proton changes nature, breaking up into pieces
which will form something else (possibly other hadrons).
p zp
k
k′
q
Figure 1.1. The DIS process. The green ball represents the interaction between a parton
and the photon, and contains any QCD correction to the process, including real emissions.
Here we will review some results, in order to fix notations which will be useful in
the following. For a complete review, see for example [4]. Very generally, we can write
the amplitude for the process as
M = e u¯(k′) γµ u(k)Pµ(p, q) (1.2.6)
where the momenta are as in Fig. 1.1, and Pµ(p, q) contains the information on the
hadronic part of the process, including the photon propagator. The amplitude squared,
after sum over final states and mean over initial states, can be written as
1
Nin
∑
in, fin
|M|2 = LµνWµν (1.2.7)
where Lµν and Wµν are called, respectively, leptonic and hadronic tensors: the first is
simply
Lµν = e
2 tr
[
/k
′
γµ/kγν
]
, (1.2.8)
while the second contains all the information on the hadronic process. Skipping the
computations, the final result for the cross-section can be written as
dσ
dx dQ2
=
4piα2
Q4
[(
1 + (1− y)2)F1(x,Q2) + 1− y
x
(
F2(x,Q
2)− 2xF1(x,Q2)
)]
(1.2.9)
where we have defined the variables
x =
Q2
2pq
, y =
qp
kp
, Q2 = −q2 (1.2.10)
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and introduced the so called structure functions F1 and F2. Such structure functions
can be obtained via suitable projectors on the hadronic tensor. Note that this result
is older than QCD: indeed, we haven’t said anything so far about the structure of
the hadronic interaction, confining any hadronic information in the structure func-
tions, which could be measured experimentally. It is sometimes useful to define the
longitudinal structure function
FL(x,Q
2) = F2(x,Q
2)− 2xF1(x,Q2); (1.2.11)
as can be seen from Eq. (1.2.9), the term with FL corresponds to the absorption
of a longitudinally polarized virtual photon, while the term with F1 corresponds to
the absorption of a transversely polarized virtual photon. Since the quarks are spin
1/2, they cannot absorb longitudinal virtual photons, and then they would lead to a
vanishing FL (Callan-Gross relation): this is indeed observed in the limit Q
2 → ∞
with x fixed (Bjorken limit), confirming the spin 1/2 nature of the quarks.
The hadronic tensor (and, then, the structure functions) can be computed in the
parton model framework. We can write
Fi(x,Q
2) = x
∑
j
∫ 1
x
dz
z
fj(z)C
(0)
ij
(x
z
)
, (1.2.12)
where the functions C
(0)
ij are called coefficient functions. The superscript
(0) indicates
that we are ignoring QCD, i.e. we are not considering QCD corrections: we will discuss
them in the next Section. Then, in the naive parton model, we have (choosing F2 and
FL as the two independent structure functions)
C
(0)
2q (z) = e
2
q δ(1− z) C(0)2g (z) = 0 (1.2.13a)
C
(0)
Lq (z) = 0 C
(0)
Lg (z) = 0 (1.2.13b)
where eq is the quark charge in fractions of the electric charge. Then the structure
functions are
F2(x,Q
2) = x
∑
q
e2q fq(x), FL(x,Q
2) = 0, (1.2.14)
where there is no actual dependence on Q2: this is known as scaling, and was observed
(in the Bjorken limit) in DIS experiments.
As a final comment, we would like to note that Eq. (1.2.12) (divided by x) has the
form of a Mellin convolution
(g ⊗ h)(x) =
∫ 1
x
dz
z
g(z)h
(x
z
)
. (1.2.15)
It is symmetric, i.e. it has the property that, changing variable z → x/z, it remains
in the same form with the arguments of the two functions exchanged. The Mellin
convolution diagonalizes under Mellin transform
M[g](N) = g˜(N) =
∫ 1
0
dz zN−1 g(z), (1.2.16)
i.e. in Mellin space we have
M[g ⊗ h](N) = g˜(N) h˜(N). (1.2.17)
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The Mellin transformation is related to a Laplace transformation by a change of vari-
able; hence, the inverse Mellin transform is
M−1 [g˜] (z) =
1
2pii
∫ c+i∞
c−i∞
dN x−N g˜(N) (1.2.18)
where c has to be to the right of the rightmost singularity of g˜(N) (it always exists
because a Mellin (Laplace) transform always has a convergence abscissa). For more
details about Mellin transformation and inversion, see App. B. Note that, in the fol-
lowing, by an abuse of notation we will omit the ˜ to indicate a Mellin transform, and
the Reader can recognize in which space the function is by its argument.
1.2.2 Radiative corrections and factorization
The coefficient functions C
(0)
ij (z), Eqs. (1.2.13), can be considered as the contribution
to the coefficient functions at LO in pQCD. In pQCD, a coefficient function has a
perturbative expansion
Cij(z, αs) = C
(0)
ij (z) + αsC
(1)
ij (z) + α
2
s C
(2)
ij (z) + . . . (1.2.19)
in powers of αs. When considering QCD corrections to the partonic process, i.e.
when computing C(k)(z) with k ≥ 1, we have to consider both loop corrections and
additional emissions of quarks and gluons. The reason for this is that in hadronic
process we usually consider inclusive quantities: whatever happens to the proton, we
don’t care, we simply integrate over it. Indeed the parton model does not give us any
information on what happens to the other partons which do not interact in the hard
process we are considering. Then, if the “hard parton” emits, let’s say, a gluon, how
can we distinguish it from the mess of other things coming from the proton? We can’t,
and that’s why we need to consider also emissions to the QCD corrections of the hard
process.
The QCD corrections diagrams have both UV and IR divergences: the second ones,
called also mass singularities (because they would not be there if partons were massive)
appear in two forms, called respectively soft and collinear. Let us trace the origin of
these in detail.
The loop diagrams diverge:
• in the UV, and such divergences are treated with renormalization, as usual;
• in the IR, due to the fact that the particles in the loops are massless.
Fortunately, the IR singularities cancel when virtual diagrams are combined with real
emission diagrams: when an emitted particle becomes soft (its energy tends to zero) the
diagram presents a divergence which is regulated by the divergence of one of the virtual
diagrams. This fact is known as Kinoshita-Lee-Nauenberg theorem [5, 6], and can be
recast in the sentence that soft divergences always cancel. However, real emission
diagrams introduce other singularities, when the transverse momentum of the emitted
particle tends to zero (collinear singularities). Such singularities are not canceled by
anything, and we have to deal with them.
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The way these singularities are treated is similar to what happens in renormaliza-
tion: since the PDFs are quantities which should be measured, we can imagine that
in the naive formulation of the parton model they are bare objects, and that they can
be redefined in such a way to reabsorb the collinear divergences: these new PDFs are
what we actually measure and they must be finite. Schematically, we have (in N -space
for simplicity)
Cij(N,αs) = Cij(N,αs, µ
2) cdivergentj (N,αs, µ
2), (1.2.20)
where, as usual in any regularization scheme, we have introduced a dependence on a
new energy scale µ; then we can construct the new PDFs as
fj(N,µ
2) = fj(N) c
divergent
j (N,αs, µ
2), (1.2.21)
which acquire a dependence on the new scale µ. Then, the structure functions
Fi(N − 1, Q2) =
∑
j
fj(N,µ
2)Cij(N,αs(Q
2), µ2) (1.2.22)
are well defined to all orders in perturbation theory.
In this discussion, we have tacitly assumed three important facts:
• the divergent part of the coefficient functions factorizes;
• it is independent on the observable (independent on the index i) and on the
process;
• QCD corrections apply to the parton level process only, i.e. diagrams with ad-
ditional lines connecting the partonic part of the process directly to the non-
perturbative hadronic part (interference terms) do not count.
The first fact is known as factorization of collinear singularities and the second repre-
sents the universality of collinear divergences. The last point is valid for a large class
of processes, where in particular such terms are suppressed by powers of the hard scale
Q2 (higher twists). Together, these facts are known as the (collinear) factorization
theorem, valid at leading twist for all the processes we are interested in. In particular,
it allows to reabsorb the collinear divergent terms into the PDFs, and to do it indepen-
dently on the process or the observable, making the definition of the new PDFs really
universal: the hadronic cross-section is then completely factorized into a perturbative
part and a non-perturbative part.
Note that in Eq. (1.2.22) there is a dependence on µ on the right-hand-side which
however is not present on the left-hand-side: this is correct, since the scale µ (called
factorization scale) has been introduced arbitrarily by a regularization, and hence
physical quantities must not depend on µ. The µ dependence of the coefficient function
is fixed by the choice of the factorization scheme, analogous to the subtraction scheme
in renormalization, i.e. the choice of which finite parts are put into the divergent
coefficient cj(N,αs, µ
2) and which are left into the finite coefficient Cij(N,αs, µ
2). For
example, we could choose a scheme in which the finite coefficient function is
C2q(N,αs, µ
2) = e2q , (1.2.23)
which is called the DIS factorization scheme: in such scheme the structure function
F2 corresponds (up to a factor) to the weighted sum of quark PDFs to all orders in
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perturbation theory. A more used scheme is the MS scheme, analogous to the same in
renormalization, which collects into the divergent term only the  poles of a d = 4− 2
dimensional computation and some selected terms; in the following we will always
present results in the MS scheme. Once the µ dependence of the coefficient function
is fixed, one can compute the µ dependence of the PDFs by imposing µ independence
of the structure functions, order by order in perturbation theory. We will elaborate on
that in the next Section.
1.3 GLAP evolution equations
Once the factorization scheme is fixed, the µ dependence of the coefficient function
is computable in perturbation theory. Moreover, such dependence is again process-
independent and observable-independent, since it is strictly related to the divergent
piece. Then, µ independence of any physical quantity gives an evolution equation for
the PDFs: considering for example the structure functions, the equation
d
dµ2
Fi(N,Q
2) = 0 (1.3.1)
allows us to extract an equation for the PDFs
µ2
d
dµ2
fj(N,µ
2) =
∑
k
γjk
(
αs(µ
2), N − 1) fk(N,µ2), (1.3.2)
which is called the Altarelli-Parisi or Gribov-Lipatov-Altarelli-Parisi (GLAP) evolution
equation. Actually the derivation is not so trivial, but a rigorous proof of the GLAP
equation can be done by means of the operator product expansion (OPE). Note in
particular that αs is computed at the scale µ. The functions γjk(αs, N), called the
Altarelli-Parisi anomalous dimensions, are computable in perturbation theory as
γ(αs, N) = αs
[
γ(0)(N) + αsγ
(1)(N) + α2sγ
(2)(N) +O(α3s)
]
(1.3.3)
where we have used a matrix notation (i.e. we have suppressed the indeces). In this
notation, the anomalous dimensions are (2nf + 1)-dimensional matrices, acting on a
(2nf + 1)-dimensional vector of PDFs of the form
f(x, µ2) =
{
fg(x, µ
2), fqi(x, µ
2)
}
. (1.3.4)
The x-space version of the evolution equation is
µ2
d
dµ2
f(x, µ2) =
∫ 1
x
dz
z
P
(
αs(µ
2),
x
z
)
f(z, µ2) (1.3.5)
where P
(
αs(µ
2), x
)
is a (2nf + 1)-dimensional matrix of Altarelli-Parisi splitting func-
tions, whose expansion in powers of αs is
P (αs, x) = αs
[
P (0)(x) + αsP
(1)(x) + α2sP
(2)(x) +O(α3s)
]
. (1.3.6)
The LO (1-loop) and NLO (2-loops) splitting funtions (and anomalous dimensions)
are known for a long time, while the NNLO (3-loops) ones have been computed re-
cently [7, 8]. It has to be noted that the splitting functions are distribution, while the
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anomalous dimensions are ordinary functions; however, the knowledge of the anoma-
lous dimensions for complex values of N is needed to compute the inverse Mellin
transform and get back the splitting functions.
Note that we use a notation which is slightly different to the common one used in the
literature, and which is more suitable for small-x physics: our anomalous dimensions
are defined as the Mellin transform of x times the splitting functions,
γ(αs, N) =M [xP (αs, x)] (N). (1.3.7)
With this choice, the argument of the anomalous dimensions is shifted by a unity: the
usual anomalous dimensions are recovered as γ(αs, N − 1).
The rank of the evolution matrix is not maximal, and we could find several combi-
nations of PDFs which decouple. Such combinations are called non-singlet and evolve
independently. There are 2nf −1 independent non-singlet combinations of PDFs. The
remaining two degrees of freedom do not decouple and form a rank 2 system of equa-
tions, and are called singlet PDFs. Because of SU(nf ) flavour symmetry (remember
that in the parton model all partons are treated as massless), the splitting functions
satisfy
Pgqi = Pgq¯i ≡ Pgq (1.3.8a)
Pqig = Pq¯ig ≡ Pqg/(2nf ) (1.3.8b)
Pqiqj = Pq¯iq¯j ≡ δijP Vqq + PSqq (1.3.8c)
Pqiq¯j = Pq¯iqj ≡ δijP Vqq¯ + PSqq¯ (1.3.8d)
where we have defined six of the seven independent splitting functions (the seventh is
Pgg). At LO, of the four quark splitting functions introduced here, only P
V
qq is non-zero.
1.3.1 The non-singlet sector
The non-singlet combinations of PDFs are differences of quarks PDFs, like for example
any fq − fq¯. Of course, there are nf of such combinations, but we can construct other
nf − 1 independent combinations whose evolution is decoupled (for more details, see
Ref. [4]). The splitting functions governing the evolution of these two kind of non-
singlet combinations are called P− and P+ respectively, with
P± = P Vqq ± P Vqq¯ (1.3.9)
in terms of the non-singlet splitting functions defined in (1.3.8). At LO we have
P
V (0)
qq¯ = 0 and then
P+(0)(x) = P−(0)(x) = P V (0)qq (x) =
CF
2pi
(
1 + x2
1− x
)
+
(1.3.10)
where the plus-distribution is defined in App. B.3. The NLO and NNLO splitting
functions and anomalous dimension can be found in [7].
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1.3.2 The singlet sector
The remaining degrees of freedom are the gluon PDF and the so called singlet quark
PDF defined as
fS =
∑
q
(fq + fq¯) . (1.3.11)
The evolution of these two PDFs is governed by an evolution matrix(
Pgg Pgq
Pqg Pqq
)
(1.3.12)
where we have defined
Pqq = P
+ + nf
(
PSqq + P
S
qq¯
)
(1.3.13)
in terms of the splitting functions defined in Eqs. (1.3.8) and (1.3.9). At LO, Pqq is
given by Eq. (1.3.10) and
P (0)gg (x) =
CA
pi
[
x
(1− x)+
+
1− x
x
+ x(1− x)
]
+
11CA − 2nf
12pi
δ(1− x) (1.3.14a)
P (0)gq (x) =
CF
2pi
[
1 + (1− x)2
x
]
(1.3.14b)
P (0)qg (x) =
nf
2pi
[
x2 + (1− x)2] . (1.3.14c)
In N space, the GLAP equation for the singlet sector reads (omitting for ease of
notation the αs and N dependencies)
µ2
d
dµ2
(
fg
fS
)
=
(
γgg γgq
γqg γqq
)(
fg
fS
)
(1.3.15)
where at LO
γ(0)gg (N) =
CA
pi
[
1
N
− 1
N + 1
+
1
N + 2
− 1
N + 3
− ψ(N + 2)− γE
]
+
11CA − 2nf
12pi
(1.3.16a)
γ(0)gq (N) =
CF
2pi
[
2
N
− 2
N + 1
+
1
N + 2
]
(1.3.16b)
γ(0)qg (N) =
nf
2pi
[
1
N + 1
− 2
N + 2
+
2
N + 3
]
(1.3.16c)
γ(0)qq (N) =
CF
2pi
[
3
2
+
1
N + 1
− 1
N + 2
− 2ψ(N + 2)− 2γE
]
. (1.3.16d)
The NLO and NNLO splitting functions and anomalous dimensions P
(1,2)
ij , γ
(1,2)
ij can
be found in [8].
1.3.2.1 Eigenvalues of the singlet anomalous dimension matrix
We now study the diagonalization of the evolution matrix: for instance, this can be
useful to solve the singlet equations at LO (see Sect. 1.4.3.2). Let’s call the evolution
matrix Γ:
Γ =
(
γgg γgq
γqg γqq
)
. (1.3.17)
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The eigenvalues of this matrix are found as solutions of the secular equation
γ2± − γ± tr Γ + det Γ = 0 (1.3.18)
leading to
γ± =
1
2
[
tr Γ±
√
(tr Γ)2 − 4 det Γ
]
. (1.3.19)
Obviously, γ+ is the largest eigenvalue for all N . In the case nf = 0, the matrix is
triangular (γqg vanishes to all orders, because it is multiplied by nf ) and the solution
has a simpler form
γ±
nf=0
=
1
2
(γgg + γqq ± |γgg − γqq|) . (1.3.20)
In this case, the largest eigenvalue γ+ would be equal to γgg or γqq depending on which
of the two is the largest; correspondingly, γ− is the other of the two. This means
in particular that in the case nf = 0 for values of N such that γgg = γqq both γ+
and γ− as functions of N have a discontinuity in their first derivative with respect
to N , see Fig. 1.2. This discontinuity is an artifact, and would be absent if we take
1 2 3 4 5 6 7
￿1.5
￿1.0
￿0.5
0.5
1.0
Figure 1.2. The eigenvalues γ
(0)
+ (blue upper curve) and γ
(0)
− (green lower curve) as
functions of N for nf = 0.
separately γgg and γqq as eigenvalues. Moreover, when nf = 0, there are no quarks in
the game and the only relevant quantity is γgg. For this reason
2 in the case nf = 0
we will conventionally choose γ+ = γgg. In other words, we choose γ+ as the largest
eigenvalue at small N .
The matrix R that diagonalizes Γ,
RΓR−1 = Γˆ = diag(γ+, γ−), (1.3.21)
can be written as
R =
1
c− − c+
(
c− −1
−c+ 1
)
, R−1 =
(
1 1
c+ c−
)
(1.3.22)
with
c± =
γ± − γgg
γgq
=
γqg
γ± − γqq . (1.3.23)
2This choice is also motivated by the fact that in Chap. 3 we will be interested in the largest
eigenvalue at small N .
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In the diagonal basis, the diagonal evolution matrix can be written as
Γˆ =
(
1 0
0 0
)
γ+ +
(
0 0
0 1
)
γ− (1.3.24)
where the two matrices are projectors (i.e. idempotent operators) on orthogonal sub-
spaces. When going back to the physical basis, we have the decomposition
Γ = R−1ΓˆR =M+γ+ +M−γ− (1.3.25)
where the projectors M± are given by
M± = ± 1
c− − c+
(
c∓ −1
c+c− −c±
)
= ± Γ− γ∓
γ+ − γ− (1.3.26)
or, in terms of the eigenvalues and of γqq and γqg,
M± = ± 1
γ+ − γ−
(
(γ± − γqq) X
γqg (γqq − γ∓)
)
, X =
(γ+ − γqq)(γqq − γ−)
γqg
,
(1.3.27)
and satisfy, being projectors, the relations
M±M± =M±, M±M∓ = 0, M+ +M− = 1. (1.3.28)
This projector formalism proves to be useful, for instance, to solve the evolution equa-
tions, see Sect. 1.4.
While at LO the eigenvalues (1.3.19) are pure order αs, the NLO eigenvalues com-
puted using (1.3.19) contain spurious terms of order α3s and higher, due to the presence
of the square root. Hence, perturbatively we can write
γ± = αsγ
(0)
± + α
2
sγ
(1)
± +O(α3s) (1.3.29)
where
γ
(1)
± =
1
2
γ(1)gg + γ(1)qq ± γ(0)gg γ(1)gg + γ(0)qq γ(1)qq − γ(0)gg γ(1)qq − γ(0)qq γ(1)gg + 2
(
γ
(0)
gq γ
(1)
qg + γ
(0)
qg γ
(1)
gq
)
√
(tr Γ(0))2 − 4 det Γ(0)
 .
(1.3.30)
Note that this result can be obtained also in the following way: first, we diagonalize
the evolution matrix at LO, and we construct the matrix RLO which makes such
diagonalization. Then we use RLO to rotate the evolution matrix at NLO: the diagonal
entries are exactly the LO eigenvalues plus the order α2s term in Eq. (1.3.30), without
higher orders. The difference is that with this procedure also non-diagonal entries are
generated at NLO.
1.3.2.2 Small-x behaviour
The small-x behaviour of the singlet splitting functions is, up to NLO, (see Ref. [4])
Pgg ' αsCA
pix
+
α2snf
4pi2
6CF − 23CA
9x
(1.3.31a)
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Pgq ' αsCF
pix
+
α2sCF
4pi2
9CA − 20nf
9x
(1.3.31b)
Pqg ' α
2
snf
4pi2
20CA
9x
(1.3.31c)
Pqq ' α
2
snf
4pi2
20CF
9x
. (1.3.31d)
In Ref. [8] the small-x behaviour of the order α3s splitting functions can be also found;
at that order, also terms of the kind log
k x
x appear. In general, it can be shown (and
will be discussed in details in Chap. 3) that at the order αk+1s the splitting functions
contain terms
αk+1s
logj x
x
, 0 ≤ j ≤ k (1.3.32)
for the gg and gq components, while the others have a power less (j < k). It is
accidental that at NLO the dominant term log xx does not appear. Also at NNLO the
dominant term log
2 x
x accidentally vanishes (while the subdominant one is present, see
Ref. [8]).
In N space, the small-x behaviour is determined by the rightmost singularity of the
anomalous dimensions, see App. B. In particular, the powers of log x of Eq. (1.3.32)
correspond in N space to multiple poles in N = 0,3
αk+1s
1
N j
, 0 ≤ j ≤ k + 1 (1.3.33)
for the gg and gq and with 0 ≤ j ≤ k for qg and qq. We can say that the tower of
terms with highest power, (αs
N
)k
, 0 < k <∞ (1.3.34)
are the leading-log (LL) terms; sometimes the notation LLx is used, to underline that
we are talking about small-x logarithms. If we add, at each order, one power of αs
more, they will be NLLx terms: in general, the tower of terms
αns
(αs
N
)k
, 0 ≤ k <∞ (1.3.35)
constitute the NnLLx.
Expanding the complete 1- and 2-loops anomalous dimensions at small N , we
obtain the small-x contributions in N space, including terms up to order α2s and up to
NLL:
γgg =
αs
2pi
[
2CA
N
− 11CA + 2nf
6
+O(N)
]
+
α2s
4pi2
[
nf
6CF − 23CA
9N
+O(1)
]
(1.3.36a)
γgq =
αs
2pi
[
2CF
N
− 3CF
2
+O(N)
]
+
α2s
4pi2
[
CF
9CA − 20nf
9N
+O(1)
]
(1.3.36b)
γqg =
αs
2pi
[
2nf
3
+O(N)
]
+
α2s
4pi2
[
20CAnf
9N
+O(1)
]
(1.3.36c)
γqq = αsO(N) + α
2
s
4pi2
[
20CFnf
9N
+O(1)
]
. (1.3.36d)
3Remember our definition Eq. (1.3.7).
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Using the small-N behaviour at NLO, Eq. (1.3.36), and at NNLO, Ref. [8], we can
compute the small-N behaviour in the more interesting case of the largest eigenvalue,
up to order α3s and up to NLL:
γ
(0)
+ (N) =
CA
pi
1
N
− 11CA + 2nf (1− 2CF /CA)
12pi
+O(N) (1.3.37a)
γ
(1)
+ (N) = −
nf (23CA − 26CF )
36pi2
1
N
+O(1) (1.3.37b)
γ
(2)
+ (N) =
C3A (54ζ3 + 99ζ2 − 395) + CAnf (CA − 2CF ) (18ζ2 − 71)
108pi3N2
+O(N−1).
(1.3.37c)
The eigenvalue γ−, conversely, is not enhanced at small N ; indeed, in Ref. [9, 10] it
is shown that using appropriate factorization schemes, specifically DIS and MS, the
eigenvalue γ− is free of singularities in N = 0 to all orders in αs.
1.3.2.3 Large-x behaviour
At large x the off-diagonal splitting functions are regular: only the diagonal compo-
nents are enhanced at large x. It can be proved [11] that the enhancement at large x
is given to all orders by
Pii ' Ai
(1− x)+
+Bi δ(1− z) (1.3.38)
where i is either g or q. The coefficients Ai are related order by order in αs by the
colour-charge relation
Aq =
CF
CA
Ag. (1.3.39)
Up to 2-loops, we have [4]
Ag =
αsCA
pi
[
1 +
αs
2pi
(
CA
(
67
18
− pi
2
6
)
− 5nf
9
)
+O(α2s)
]
(1.3.40)
and
Bg = αsβ0 +
α2s
4pi2
[
C2A
(
8
3
+ 3ζ3
)
− 2
3
CAnf − 1
2
CFnf
]
+O(α3s) (1.3.41)
Bq =
3αsCF
4pi
+
α2s
4pi2
[
CACF
(
17
24
+
11
3
ζ2 − 3ζ3
)
+ C2F
(
3
8
− 3ζ2 + 6ζ3
)
(1.3.42)
− CFnf
(
1
12
+
2
3
ζ2
)]
+O(α3s). (1.3.43)
In N -space, the diagonal anomalous dimensions in the large-N limit are given by
γii = Ai log
1
N
+ (Bi −AiγE) +O
(
N−1 logN
)
, (1.3.44)
while the off-diagonal entries vanish at N → ∞ as N−1 log2n−2N at order αns . The
order-α3s behaviour can be found in Ref. [8].
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1.4 Solving the GLAP equation
First of all, for solving the GLAP equations it is much easier to work in N -Mellin
space, where convolutions are simple products. After the solution in Mellin space has
been found, an inverse Mellin transform can be performed to obtain a physical x-space
PDF.
For convenience, we use here the variable t = log µ
2
µ20
, where µ0 is some arbitrary
reference scale, because the evolution depends on αs(µ
2) and it depends logarithmically
on µ2; we may also write for convenience αs(t). We can define the evolution function
U(t, t0, N) by
4
f(N,µ2) = U(t, t0, N − 1) f(N,µ20) (1.4.1)
where f(N,µ20) are some input PDFs given at a starting scale µ0 (t0 = 1). The
evolution equation becomes an equation for U :
d
dt
U(t, t0, N) = γ (αs(t), N)U(t, t0, N), U(t0, t0, N) = 1. (1.4.2)
This equation have a formal solution in terms of the path-ordered integral
U(t, t0, N) = P exp
∫ t
t0
dt′ γ
(
αs(t
′), N
)
(1.4.3)
= 1 +
∫ t
t0
dt′ γ
(
αs(t
′), N
)
+
∫ t
t0
dt′ γ
(
αs(t
′), N
) ∫ t′
t0
dt′′ γ
(
αs(t
′′), N
)
+ . . .
(1.4.4)
where the path-ordering symbol accounts for the non-commutativity of the γ’s.
1.4.1 Explicit running coupling
Since the t-dependence of the γ’s is contained in αs(t), one can recast the evolution
equation in terms of an evolution in αs [12]. In practice, using the renormalization
group equation
d
dt
αs = β(αs) (1.4.5)
we have
d
dt
= β(αs)
d
dαs
(1.4.6)
and hence the evolution equation (1.4.2) for U becomes
d
dαs
U(αs, α
0
s, N) =
γ(αs, N)
β(αs)
U(αs, α
0
s, N) (1.4.7)
with α0s = αs(t0) (a notational change for the arguments of U is implicitly understood).
From the practical point of view, using this αs-evolution equations provides a
simple way to insert correctly the appropriate order for the evolution of αs. Indeed, if
we work at NkLO we need a (k+ 1)-loop β-function: here, we simply have to put such
4We suppress for simplicity flavour indexes, which are implicitly understood.
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β-function, while using the t-evolution we would need an explicit solution5 for the αs
evolution equation, which is harder to deal with. Note that, of course, at the end of
the computation we still need the explicit evolution for αs, since we have to compute
the results at αs(t0) and αs(t), but in this way the two problems are separated.
Then, everything we will say in the following can be translated without issues in
this formalism, by replacing t with αs and γ with γ/β(αs).
1.4.2 The non-singlet case
In this case all the equations are independent, the γ’s are ordinary functions (not
matrices) and the path ordering is irrelevant. The solution is then
UNS(t, t0, N) = exp
∫ t
t0
dt′ γ
(
αs(t
′), N
)
(1.4.8)
which is well defined.
Perturbatively, the complications of this solution amount to computing t-integrals
of functions (integer powers in this case) of αs(t). We can then recast the t-evolution
equation in a evolution equation in αs using the technique of Sect. 1.4.1. In fact, this
amounts to change integration variable from t to αs, using the renormalization group
equation to write the differential
dt =
dαs
β(αs)
. (1.4.9)
The first two powers of αs (as needed for a NLO computation) give (keeping the
β-function up to NLO, i.e. β0 and β1)∫ t
t0
dt′ αs(t′) =
∫ αs(t)
αs(t0)
dαs
−β0αs − β1α2s
= − 1
β0
[
logαs − log
(
1 +
β1
β0
αs
)]αs(t)
αs(t0)
(1.4.10)∫ t
t0
dt′ α2s(t
′) =
∫ αs(t)
αs(t0)
dαs
−β0 − β1αs = −
1
β1
[
log
(
1 +
β1
β0
αs
)]αs(t)
αs(t0)
. (1.4.11)
At LO we have then (neglecting β1)
UNSLO(t, t0, N) =
(
αs(t)
αs(t0)
)−γ(0)(N)/β0
(1.4.12)
and at NLO (defining for simplicity b1 = β1/β0)
UNSNLO(t, t0, N) = exp
[(
γ(0)(N)
β0
− γ
(1)(N)
β1
)
log
1 + b1αs(t)
1 + b1αs(t0)
] (
αs(t)
αs(t0)
)−γ(0)(N)/β0
(1.4.13)
'
[
1 +
(
γ(0)(N)
β0
− γ
(1)(N)
β1
)
b1
[
αs(t)− αs(t0)
]] ( αs(t)
αs(t0)
)−γ(0)(N)/β0
(1.4.14)
5This is the case, for example, for the discretized path-ordering (see Sect. 1.4.3.1), or in general for
all solutions which involve numerical integration.
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where in the last line we have expanded the exponential in front up to NLO (order
αs), to be consistent with the accuracy required.
1.4.3 The singlet case
In this case there are two coupled equations, the evolution matrix Γ is a 2-dimensional
matrix, and the path-ordered solution is not of simple usage: in practice, only a
discretized form of the path-ordering is viable. The natural way to solve the equations
would be the diagonalization of the system, in order to have two independent equations
for two linear combinations of gluon (fg) and singlet-quark (fS) densities; however,
even if in some cases this is simple, in general this solution can be as complicated as
solving the original non-diagonal equations. We discuss these methods below.
1.4.3.1 Discretized path-ordering
To obtain a numerical realization of the path-ordered solution, Eq. (1.4.4), we start by
separating the evolution from t0 to t into the product of n + 1 subsequent evolution
from tk to tk + 1, with tk+1 > tk,
U(t, t0, N) = U(t, tn, N)U(tn, tn−1, N) · · ·U(t2, t1, N)U(t1, t0, N)
=
0∏
k=n
U(tk+1, tk, N), (tn+1 ≡ t) (1.4.15)
where the order of the products is such that larger tk are to the left. A possible
sequence of tk is a linear sequence
tk = t0 + k∆t, ∆t =
t− t0
n+ 1
, (1.4.16)
but different (possibly optimized) sequences are allowed.
Next we consider the single-step evolution
U(tk+1, tk, N) = P exp
∫ tk+1
tk
dt′ Γ
(
αs(t
′), N
) ' 1 + ∫ tk+1
tk
dt′ Γ
(
αs(t
′), N
)
, (1.4.17)
where the second equality holds if the integral is small, i.e. when the separation between
tk and tk+1 is small enough.
6 In this regime we can also approximate the integral with∫ tk+1
tk
dt′ Γ
(
αs(t
′), N
) ' Γ(αs( tk+1 + tk
2
)
, N
)
(tk+1 − tk)
= Γ (αs(tk + ∆t/2), N) ∆t, (1.4.18)
where the second equality holds if the sequence of Eq. (1.4.16) is adopted. In this
particular case, we have finally
U(t, t0, N) '
0∏
k=n
[
1 + Γ (αs(tk + ∆t/2), N) ∆t
]
, (1.4.19)
6Even if “small enough” is not a mathematical statement, the important thing is that, provided Γ
is a smooth function, it is always possible to find a finite separation tk+1 − tk such that the integral is
as small (compared to 1) as some precision we would like to reach in our approximate computation.
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or, at the same level of accuracy,
U(t, t0, N) '
0∏
k=n
exp
[
Γ (αs(tk + ∆t/2), N) ∆t
]
, (1.4.20)
which both provide good numerical implementations of the path-ordered solution.
Note, by the way, that the two expressions (1.4.19) and (1.4.20) provide a way to
estimate the numerical error in the discretization procedure, which should be of the
same order of the difference between the two results.
We have checked numerically that the two expression converge to the same value,
and in the case in which the evolution can be solved exactly, that the asymptotic value
is the exact result. It turns out that the exponential expression, Eq. (1.4.20), converges
more rapidly, i.e. it gives more accurate results than Eq. (1.4.19) for the same value of
n. Indeed, looking more carefully to the single-step evolution Eq. (1.4.17), we see that
the first neglected correction can be approximated as
∫ t
t0
dt′ Γ
(
αs(t
′), N
) ∫ t′
t0
dt′′ Γ
(
αs(t
′′), N
)
= Γ (αs(tk + ∆t/2), N) Γ (αs(tk + ∆t/4), N)
(∆t)2
2
, (1.4.21)
where the two Γ’s are computed at different values of t. Actually, the point at which
the integrand is computed is a matter of choice; we have adopted here a central choice,
which is appropriate to reproduce the correct factor 1/2 for this term (however, higher
terms do not grow correctly: the next is 1/8 instead of 1/3!). If instead we had chosen
the right bound (tk + ∆t) the argument would be the same, but the factor at each
order would be 1. For a left bound choice (tk), this and higher terms are zero. We
conclude that, if we compute all the Γ’s in the nested integrals at the middle point, the
discretized single-step path-ordering is better approximated by the full exponential,
confirming that the solution Eq. (1.4.20) is more accurate. We have also checked that
the central choice of Eq. (1.4.20) provides the faster convergence.
We suggest then to use Eq. (1.4.20); practically, to compute the exponential in
each step we need to diagonalize Γ at the given value of t for that step. It is useful
here to use the projectors defined in Sect. 1.3.2.1, to write
exp [Γ ∆t] =M+eγ+∆t +M−eγ−∆t (1.4.22)
where everything is computed at tk + ∆t/2 for the k-th step.
As a final comment, if we had used the αs evolution, Eq. (1.4.7), we would have
found
U(αs, α
0
s, N) '
0∏
k=n
exp
[
Γ (αk + ∆α/2, N)
β (αk + ∆α/2)
∆α
]
, (1.4.23)
with
αk = α
0
s + k∆α, ∆α =
αs − α0s
n+ 1
. (1.4.24)
This form is easier to use because we don’t need to know the explicit solution for the
running coupling, but just the β-function up to the desired order.
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1.4.3.2 Diagonalization of the system of singlet equations
Introducing a short notation for the vector of singlet PDFs,
f =
(
fg
fS
)
, (1.4.25)
we can write the singlet system, Eq. (1.3.15), in matrix notation
d
dt
f = Γf (1.4.26)
where for simplicity we have suppressed the explicit dependencies on the arguments
and we have used the matrix Γ defined in Eq. (1.3.17).
In general, the αs dependence of Γ is not trivial, and a matrix R which diagonalizes
Γ would be αs-dependent, and hence it does not commute with the t-derivative. Hence
the right way to proceed is to introduce some (t-dependent) matrix R and to transform
the PDF vector in
fˆ = Rf ; (1.4.27)
now, multiplying the evolution equation by R on the left of both sides and expressing
everything in terms of fˆ , we get
d
dt
fˆ =
(
RΓR−1 +
dR
dt
R−1
)
fˆ . (1.4.28)
If the matrix (we introduce for simplicity a dot for the t-derivative)
Γ˜ = RΓR−1 + R˙R−1 (1.4.29)
is diagonal the system (1.4.28) splits into two independent equations, and each can be
solved as in the non-singlet case (possibly introducing the evolution function U). So
now the problem is to find a matrix R such that Γ˜ is diagonal, that is to solve the
matrix equation
R˙ = Γ˜R−RΓ (1.4.30)
where also the two (diagonal) entries of Γ˜ are unknowns. Solving this matrix equation
may be as complicated as solving the original system Eq. (1.3.15), so for practical
purposes this way may be too complicated.
Let’s now consider the LO case. At LO the evolution matrix is given by
Γ = αsΓ
(0) (1.4.31)
and hence, since the αs dependence factorizes, we can diagonalize it by a αs-independent
(t-independent) matrix; we can the choose R to be this diagonalizing matrix, and since
R˙ = 0 we get
d
dt
fˆ = Γˆfˆ (1.4.32)
where
Γˆ = RΓR−1 (1.4.33)
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with Γˆ diagonal. An explicit form of R is given in Eq. (1.3.22). The solution can be
easily written by making use of the projectors introduced in Sect. 1.3.2.1; the evolutor
is
ULO(t, t0, N) =M+(N)
(
αs(t)
αs(t0)
)−γ+(N)/β0
+M−(N)
(
αs(t)
αs(t0)
)−γ−(N)/β0
(1.4.34)
where we have used the integral (1.4.10).
Now let’s move from LO to NLO. In this case Γ is
Γ = αsΓ
(0) + α2sΓ
(1) (1.4.35)
and the αs-dependence now is non-trivial. Unless Γ
(0) and Γ(1) are diagonalized by
the same matrix (and this is not the case) we cannot simply diagonalize Γ but we are
in the general case of Eq. (1.4.28). The NLO evolution can alternatively be solved
perturbatively, diagonalizing at LO and perturbating around the LO solution (see
below).
Consider now the LL case. The matrix Γ in this case is given by
Γ = γs
(αs
N
)
Γs, Γs =
(
1 CF /CA
0 0
)
(1.4.36)
where again the αs-dependence has factored out, as in the LO case. Then also in
this case we can simply diagonalize the matrix Γ; the matrix R which implements
this diagonalization is the same matrix that diagonalizes the LO matrix, computed in
N = 0.
As a final comment, we note that using instead the αs evolution, Eq. (1.4.7), in
the LO and LL cases the αs dependence is still factorized, since the evolution matrix
is, respectively,
αsΓ
(0)
β(αs)
= − Γ
(0)
β0αs
,
γs(αs/N) Γs
β(αs)
= −γs(αs/N) Γs
β0α2s
, (1.4.37)
where we have substituted the 1-loop β-function, as appropriate. Note that, at NLO,
the evolution matrix is instead an infinite series in αs.
1.4.3.3 Hybrid perturbative solution
Now assume the decomposition of Γ into the sum of two pieces
Γ = Γ0 + Γ
′ (1.4.38)
in such a way that we know the solution of the evolution equation for just Γ0:
U0(t, t0, N) = P exp
∫ t
t0
dt′ Γ0(αs(t′), N). (1.4.39)
This is the case, for example, when the αs dependence is the same for all the entries
of Γ0, like in the previously discussed LO and LL cases.
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With this setup, we can solve the evolution equation like we do with the Schro¨dinger
equation in the interaction picture. Let’s write the full solution U as
U(t, t0, N) = U0(t, t0, N)UI(t, t0, N); (1.4.40)
putting this into the evolution equation we get an equation for UI
d
dt
UI(t, t0, N) = Γ˜
′(t,N)UI(t, t0, N) (1.4.41)
with
Γ˜′(t,N) = U0(t, t0, N)−1 Γ′(αs(t), N)U0(t, t0, N). (1.4.42)
Once we have this expression we can either use the discretized path-ordering solution
or an approximation (if Γ′ can be considered as a perturbation of Γ0).
This procedure can be used to find, for example, the NLO solution. Indeed, one
could identify
Γ0 = αsΓ
(0), Γ′ = α2sΓ
(1) (1.4.43)
and use an approximate solution for the “perturbation” Γ(1). However, we have to take
care of the running of αs: indeed, the LO solution would be typically computed with
a 1-loop β-function, while the αs appearing in the NLO equation should be at 2-loops.
The easiest way to tackle with this issue is to use the αs evolution, Eq. (1.4.7), and
write the evolution kernel as
αsΓ
(0) + α2sΓ
(1)
−β0α2s − β1α3s
=
Γ(0)
−β0αs +
Γ(1) − b1Γ(0)
−β0 − β1αs , b1 =
β1
β0
; (1.4.44)
now, we can identify the two contributions in the right-hand-side as the pure LO
evolution kernel and the perturbation to it. We could now eventually come back to
the t-evolution: we would then have the identifications
Γ0 = α
LO
s Γ
(0), Γ′ =
(
αNLOs
)2 [
Γ(1) − b1Γ(0)
]
(1.4.45)
where we have written explicitly the order at which αs must be computed. The pure
LO solution is then given by Eq. (1.4.34),
U0(t, t0, N) = ULO(t, t0, N), (1.4.46)
and we could take (to NLO accuracy) the first order in the expansion in the path-
ordered solution of Eq. (1.4.41)
UI(t, t0, N) = 1 +
∫ t
t0
dt′ U−1LO(t
′, t0, N) Γ′
(
αNLOs (t), N
)
ULO(t
′, t0, N) + . . . (1.4.47)
leading to a solution which is equivalent to the non-singlet one, Eq. (1.4.14). We don’t
show here the full result, since we are not interested in it — we will use the discretized
path-ordering solution for applications; for a complete solution, equivalent to this up
to higher orders in αs, see Ref. [12].
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This Chapter is devoted to a review of some basics on soft-gluon (or threshold or large-
x) resummation and in particular to the problem of extracting finite results from the
resummation formulae. Indeed, we will see that soft-gluon resummation is performed
in N -space, where a closed resummed expression for the inclusive cross-section can
be found explicitly; however, the inverse Mellin transform does not exist, and this
is related to the divergence of the perturbative series. We will describe then two
prescription to deal with such divergence. After that, we will extend the formalism
from the inclusive cross-sections to the more interesting case of rapidity distributions.
However, we won’t cover the as interesting resummation of transverse momentum
distributions, for which we refer the Reader to Refs. [13–17].
2.1 Inclusive cross-sections resummation
A generic partonic coefficient function C(z, αs) is kinematically enhanced when z → 1,
because of gluon emissions. Consider for simplicity the case of a quark parton line
which emits n gluons, as in Fig. 2.1. When a gluon is emitted, it carries an energy
fraction 1 − zi of the quark from which it is emitted; consequently, the energy of the
quark gradually decreases becoming at the end a fraction z = z1z2 · · · zn of its initial
energy (this z is the argument of the coefficient function). In the coefficient function,
for each gluon emission a term enhanced when the corresponding zi approaches one
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1− z1 1− z2 1− z3 1− zn
1 z1 z1z2 z1z2z3 z1z2 · · · zn
Figure 2.1. Emission of n gluons from a quark parton line. The energy fractions of the
gluons refer to the energy of the emitting quark, while the energy fractions in the quark
line refer always to its initial energy.
(the i-th gluon becomes soft) appears. When integrating over the emitted gluon phase
spaces, these enhancements convert into a sequence of terms
logk(1− z)
1− z , 0 ≤ k ≤ an− 1 (2.1.1)
where a is a process-dependent parameter: a = 1 for DIS and a = 2 for Drell-Yan and
Higgs production.1 For the sake of exposition, we consider just the case a = 2. This
choice is motivated phenomenologically: the impact of soft-gluon resummation in DIS
is less relevant than in Drell-Yan or Higgs production.
Let’s introduce some notations, which will be used extensively in Chap. 5. The
variable τ is defined as
τ =
M2
s
, (2.1.2)
where M is the invariant mass of the target final state (the lepton pair or the Higgs
boson) and
√
s is the hadronic center-of-mass energy. The variable z (the argument of
the coefficient function) is the analog of τ at parton level, and then it can be written
as
z =
M2
sˆ
, (2.1.3)
where
√
sˆ is the partonic center-of-mass energy. This explains why soft-gluon resum-
mation is also called threshold resummation: when z approaches 1, the partonic energy
is just sufficient to produce the final state, i.e. the process is close to its threshold (same
reasoning holds at hadron level). The inclusive cross-section (differential only in M)
can be written in the parton model framework as
1
τ
dσ
dM2
=
∑
ij
∫ 1
τ
dz
z
Lij
(τ
z
)
Cij
(
z, αs(M
2)
)
, (2.1.4)
where we have defined the so called parton luminosity
Lij(x) = cij
∫ 1
x
dy
y
f
(1)
i
(
x
y
)
f
(2)
j (y), (2.1.5)
where the two PDFs refer to the two incoming hadrons and i, j are flavour indexes. We
are omitting renormalization and factorization scale dependence, which will be restored
1In the Higgs production case, the parton line which emits gluons is a gluon line, since the Higgs
is predominantly produced via gluon fusion.
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for the sake of phenomenology in Chap. 5. In the rest of this Chapter, we will omit
the flavour details (sum over flavours, indexes), concentrating implicitly our attention
to those channels which dominate at large z (qq¯ for DY, gg for Higgs). Moreover, for
convenience, we normalize the coefficient function of such dominant channel in such a
way that the LO is simply
C(0)(z) = δ(1− z) ↔ C(0)(N) = 1; (2.1.6)
hence, any numerical factor appearing in the partonic cross section at LO must be
included in the definition of the coefficients cij in front of the luminosity, Eq. (2.1.5).
In a fixed order computation, at LO there are no emissions, by definition; at NLO
the contribution from a single gluon emission produces (among others terms not en-
hanced at large z)
log(1− z)
1− z ,
1
1− z . (2.1.7)
As one sees immediately, when integrating the coefficient function with the PDFs in
the convolution (2.1.4) such terms produce a non-integrable singularity in z = 1. As
already discussed in Sect. 1.2.2, such singularities are regularized by the IR divergence
of loop diagrams, giving rise to a plus distribution (see definitions in App. B.3):(
log(1− z)
1− z
)
+
,
(
1
1− z
)
+
. (2.1.8)
This mechanism takes place also at higher orders (see [5, 6]), producing at the end a
tower of terms
αns
(
logk(1− z)
1− z
)
+
, 0 ≤ k ≤ 2n− 1. (2.1.9)
It is now evident why resummation is needed: when z is equal or larger than a value
z¯ satisfying roughly
αs log
2(1− z¯) ∼ 1, (2.1.10)
all terms in the perturbative series are of the same order, and any finite order truncation
would be meaningless. Being z an integration variable which extends up to z = 1, this
condition is always satisfied in a region of the convolution integral Eq. (2.1.4), and in
that region the partonic coefficient function needs to be resummed.
2.1.1 Resummation in Mellin space
The resummation task has been achieved long ago [18–20]. The details may be cum-
bersome because of two complications: the running of the QCD coupling and the
non-abelian nature of QCD. It is beyond the purpose of this thesis to investigate the
resummation mechanism in such detail: we will therefore limit ourselves to a simplified
exposition [21] which nevertheless emphasizes the key ingredients: factorization and
exponentiation.
In the actual computation of the contribution from n gluon emissions, one has
first to compute the matrix element and then to integrate over the phase space of the
emitted gluons. Concerning the matrix elements, the calculation can be performed in
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the eikonal approximation (see for example [22]), which reproduces the correct soft
limit. In this limit, it can be proved that such matrix element Mn factorizes as
Mn(z1, . . . , zn) soft' 1
n!
n∏
i=1
M1(zi) (2.1.11)
where M1 is the matrix element for the single emission; the proof is rather easy in
QED, while in QCD complications arise due to the non-abelian couplings between
gluons. However, the phase space in z-space is not factorized, and is proportional to
dz1 · · · dzn δ(z − z1 · · · zn). (2.1.12)
Nevertheless, after taking a Mellin transform, also the phase space factorizes,∫ 1
0
dz
z
zN δ(z − z1 · · · zn) = zN−11 · · · zN−1n , (2.1.13)
producing the factors zN−1i which give, upon integration, the Mellin transforms with
respect to each individual zi variable. In N -space, the threshold region z ∼ 1 corre-
sponds to the region of large N , and in particular the tower of logarithms in Eq. (2.1.9)
converts into the tower (see App. B.4)
αns log
k 1
N
, 0 ≤ k ≤ 2n. (2.1.14)
Hence, in N -space, the coefficient function at order αns is given in the soft limit
2 by
C(n)(N)
soft' 1
n!
[
C
(1)
soft(N)
]n
(2.1.15)
where C
(1)
soft(N) is the Mellin transform of soft terms in the order αs coefficient. Con-
sidering only the leading soft term, it becomes
C
(1)
soft(N) =
∫ 1
0
dz zN−1 4A1
(
log(1− z)
1− z
)
+
N1' 2A1 log2 1
N
(2.1.16)
where A1 = CF /pi for the DY case and A1 = CA/pi for the Higgs case.
At this stage it is clear what is going to happen: the soft terms in the pertur-
bative series of the coefficient function can be resummed explicitly, and the results
exponentiates:
Cres(N,αs) =
∞∑
n=0
αns
[
C(n)(N)
]
soft
= exp
[
αsC
(1)
soft(N)
]
. (2.1.17)
This result is valid only at leading-logarithmic (LL) accuracy: only the highest power
k = 2n in the tower of logs in Eq. (2.1.14) is resummed. Moreover, it does not take into
account effects due to the running of αs: hence, in this form, it would be valid in QED,
and it would be called Sudakov resummation [23]. What needs to be emphasized of
this simple argument is that resummation is based on the factorization of multi-gluon
2Including also the virtual contributions which regulate the divergence in z = 1.
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emissions, and that such factorization can take place only in Mellin space, because the
relevant phase space only factorizes in N -space, but not in z-space.
To take into account the running coupling effects, we recall that in the gluon phase
space integration there is, besides the energy fractions in Eq. (2.1.12), the transverse
momenta of the gluons: such momenta fix the energy scale of the gluon emissions, and
then it is the proper energy scale at which αs should be computed. Then, the exponent
of Eq. (2.1.17) becomes
αsC
(1)
soft(N)→
∫ 1
0
dz zN−1 2A1
(
1
1− z
∫ (1−z)2M2
M2
dk2
k2
αs(k
2)
)
+
; (2.1.18)
one can immediately verify that, if the coupling is kept fixed, the previous result is
obtained again. Note that this expression is ill-defined: indeed, the Mellin transform
forces z to take each value from 0 to 1, and hence αs at some point has to be evaluated
in the non-perturbative region, hitting the Landau pole (see App. A). In actual com-
putations, this problem is avoided by expanding in powers of αs(M
2) the integrand
and computing the Mellin transform term-by-term (which is well defined), then taking
the large-N approximation and resumming the αs(M
2) series: such procedure leads
to a finite result. In more details, the k2 integral gives (using the 1-loop β-function)∫ (1−z)2M2
M2
dk2
k2
αs(k
2) =
1
β0
log
(
1 + α¯ log(1− z)
)
(2.1.19)
having defined for future convenience the variable
α¯ = 2β0 αs (2.1.20)
(when written without argument, we mean αs = αs(M
2)). Manifestly, the Mellin
transform is divergent, because the log has a branch-cut when α¯ log(1 − z) < −1,
which is always in the integration range. The Mellin transform can be computed
term-by-term as
M
[(
log [1 + α¯ log(1− z)]
1− z
)
+
]
= −
∞∑
k=1
(−α¯)k
k
M
[(
logk(1− z)
1− z
)
+
]
' −
∞∑
k=1
(−α¯)k
k(k + 1)
logk+1
1
N
=
(
1
α¯
+ log
1
N
)
log
(
1 + α¯ log
1
N
)
− log 1
N
from which we get
Cres(N,αs) = exp
{
2A1
β0α¯
[(
1 + α¯ log
1
N
)
log
(
1 + α¯ log
1
N
)
− α¯ log 1
N
]}
. (2.1.21)
In the second equality, we have used Eq. (B.4.9a) in the large-N limit and kept only the
highest power of log 1N for each term in the series, as appropriate for a LL computation;
note, however, that it is exactly this approximation which allows to avoid the problem
of the Landau pole. Nevertheless, the Landau pole problem has not disappeared, and
we will come back later on it.
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log approx. gi up to g0 up to order accuracy: α
n
s log
k 1
N
LL i = 1 (αs)
0 k = 2n
NLL i = 2 (αs)
1 2n− 2 ≤ k ≤ 2n
NNLL i = 3 (αs)
2 2n− 4 ≤ k ≤ 2n
Table 2.1. Orders of logarithmic approximations and accuracy of the predicted loga-
rithms.
Eq. (2.1.21), even if it contains the proper running coupling effect, still reproduces
only the LL terms. The more general expression is [18–20,24,25]
Cres(N,αs) = g0(αs) expS
(
α¯ log
1
N
, α¯
)
(2.1.22)
where g0(αs) = 1 +O(αs) collects all the constant terms, and the exponent, called for
similarity Sudakov exponent (or Sudakov form factor), has a logarithmic expansion
S(λ, α¯) = 1
α¯
g1(λ) + g2(λ) + α¯ g3(λ) + α¯
2 g4(λ) + . . . . (2.1.23)
At the nextk-to-leading logarithmic (NkLL) level functions up to gk+1 must be in-
cluded, and g0 must be computed up to order α
k
s . Then, the expansion of the resummed
coefficient function Eq. (2.1.22) in powers of αs gives the logarithmically enhanced con-
tributions to the fixed-order coefficient functions C(N,αs) up to the same order, with,
at the NpLL level, all terms of order logk 1N with 2(n−p) ≤ k ≤ 2n correctly predicted;
note that at each order also powers of log 1N less than 2(n−p) are generated, but their
coefficients are not exact and will change increasing the logarithmic approximation
order p. A summary for the first few orders is given in Tab. 2.1.
The inclusion up to the relevant order of the function g0 is necessary, despite the
fact that g0 contains only constants, because of its interference with the expansion
of the exponentiated logarithmically enhanced functions gi with i ≥ 1. For example,
at NLL we expect, according to Tab. 2.1, to get the correct coefficients for the three
leading powers of logarithms at each order: in particular, at order αs all logarithmic
terms (including a constant) should be correct, and at order α2s the coefficients for the
powers k = 4, 3, 2 of log 1N are expected to be correctly predicted. By writing
g0(αs) = 1 +
∞∑
j=1
g0j α
j
s, (2.1.24)
gk(λ) = (2β0)
2−k
∞∑
j=1
gkj
(
λ
2β0
)j
, g11 = 0, (2.1.25)
and expanding Cres(N,αs) in powers of αs, we get indeed (L = log
1
N )
Cres(N,αs) = 1 + αs
[
g12L
2 + g21L+ g01
]
+ α2s
[
g212
2
L4 + (g12g21 + g13)L
3 +
(
g221
2
+ g22 + g12g01
)
L2 +O (L)
]
+O (α3s) . (2.1.26)
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needs
log approx. GLAP fixed-order
LL 1-loop –
NLL 2-loop NLO
NNLL 3-loop NNLO
Table 2.2. Orders of logarithmic approximations and the needed fixed-order accuracy.
The order αs, as well as the coefficients of the terms L
4, L3, L2 at order α2s, depend
only on g1, g2 and g01, i.e. only NLL contributions, as expected.
Details on the functions gi (i ≥ 1) will be given in App. C.3. What we want to
emphasize here is that such functions depend on few coefficients: g1 depends only on
the coefficient A1 introduced in Eq. (2.1.16), g2 on a couple of other coefficients, and so
on. One category (to which A1 belongs) is fully determined by the GLAP anomalous
dimensions: for these coefficients, to compute the NpLL function gp+1, the (p+1)-loops
(NpLO) anomalous dimension is needed. The other (process dependent) coefficients
are then fixed by matching the expansion of Cres(N,αs) in powers of αs up to order
αps and comparing with a fixed order computation. A summary of these needs for the
first few orders is given in Tab. 2.2.
Matched resummed coefficient functions are obtained by combining the resummed
result Eq. (2.1.22) with the fixed-order expansion in power of αs, and subtracting
double-counting terms, i.e. the expansion of Cres(N,αs(M
2)) in powers of αs(M
2) up
to the same order:
CN
pLO
NkLL
(N,αs) =
p∑
j=0
αjsC
(j)(N) + Cres
NkLL
(N,αs)−
p∑
j=0
αjs
j!
[
djCres
NkLL
(N,αs)
dαjs
]
αs=0
.
(2.1.27)
This expression will be used in Chap 5 for phenomenology.
As a final remark, we mention that recently resummation has also been performed
using soft-collinear effective theory (SCET) techniques both in N -space [26] and in
z-space [27,28]; in the latter approach the soft scale whose logarithms are resummed is
not the partonic scale M2(1− z) but rather a soft scale µs, independent of the parton
momentum fraction z, but related to the hadronic scale M2(1− τ). As a consequence,
the hard coefficient function depends on τ not only through the convolution variable,
but also directly through the soft scales: therefore, the resummed result can no longer
be factorized by Mellin transformation into the product of a parton density and a hard
coefficient. For this reason, a direct comparison between the result obtained through
the SCET approach and that based on standard factorization Eq. (2.1.4) is not possible
at the parton level [29]. A phenomenological comparison is possible [28], but it requires
either assuming a specific form of the parton distribution functions, or switching to
the N space version of the SCET result.
2.1.2 Resummation in physical space: the need of a prescription
Once the coefficient function has been resummed in N -space, the inverse Mellin trans-
form of the resummed result has to be computed to get the physical cross-section.
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However, it turns out that the inverse Mellin transform of Eq. (2.1.22) does not exist.
This fact is strictly related to the divergence of perturbative series: indeed, expanding
Cres(N,αs) in powers of αs, the inverse Mellin transform exists order by order, but
the resulting series is divergent.
This follows from the fact that the functions gi in Eq. (2.1.23) depend on N
through [20]
αs(M
2/Na) =
αs(M
2)
1 + α¯L
(
1 +O(αs(M2))
)
, L ≡ log 1
N
, (2.1.28)
with α¯ defined in Eq. (2.1.20). As a consequence, the expansion of the N -space re-
summed coefficient function in powers of αs(M
2) has a finite radius of convergence
dictated by |α¯L| < 1. In fact, Cres(N,αs) has a branch cut in the complex N -plane
along the positive real axis,
ReN > NL ≡ exp(1/α¯), ImN = 0, (2.1.29)
as one can see directly from the LL expression, Eq. (2.1.21). But a Mellin transform
always has a convergence abscissa, so Cres(N,αs) cannot be the Mellin transform of
any function. The point NL represents the position of the Landau pole in N -space.
Hence, the non-invertibility of the resummed coefficient function is strictly related to
the Landau pole of the QCD running coupling.
On the other hand, any finite-order truncation of the series expansion
Cres(N,αs) =
∞∑
k=0
αks C
res
k (N) (2.1.30)
behaves as a power of logN at large N and it is thus free of singularities for N large
enough. Hence, we can construct the resummed coefficient function in z-space as
Cres(z, αs) =
∞∑
k=0
αks C
res
k (z) (2.1.31)
where its coefficients are computed as
Cresk (z) =M
−1 [Cresk (N)] (z). (2.1.32)
It follows, by contradiction, that the series Eq. (2.1.31) must diverge [30]. It turns
out [30] that, if the Mellin inversion Eq. (2.1.32) is performed to finite logarithmic
accuracy, the series Eq. (2.1.31) acquires a finite but nonzero radius of convergence in
z; however, this does not help given that the convolution integral Eq. (2.1.4) always
goes over the region where the series diverges.
Hence, any resummed definition must either explicitly or implicitly deal with the
divergence of the perturbative expansion Eq. (2.1.31). We now consider two pre-
scriptions in which this is done by constructing a resummed expression to which the
divergent series is asymptotic.
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2.1.3 Minimal prescription
In Ref. [31] a simple solution was proposed to avoid cure the Landau pole problem.
If the problem were not there, the hadronic cross-section could be constructed as the
inverse Mellin of the product of coefficient function and parton luminosity in N -space:
1
τ
dσ
dM2
=
1
2pii
∫ c+i∞
c−i∞
dN τ−N L (N)C(N,αs) (2.1.33)
with c, as usual, to the right of all the singularities of the integrand. As already said
above, the problem in the resummed case is that such c does not exist because of the
cut. The minimal prescription (MP) [31] defines the resummed hadronic cross-section
as
1
τ
dσMP
dM2
=
1
2pii
∫
MP
dN τ−N L (N)Cres(N,αs). (2.1.34)
where the integration path is chosen to pass to the left of the cut but to the right of all
the other singularities of the integrand; moreover, the slope of the path is modified as in
Fig. 2.2 in order to make the integral convergent numerically.3 It is shown in Ref. [31]
c
NL
N space
Figure 2.2. Minimal prescription path. In the figure the branch-cut due to the Landau
pole is shown, as well as other singularities of the integrand.
that the cross-section obtained in this way is finite, and that it is an asymptotic
sum of the divergent series obtained by substituting the expansion Eq. (2.1.30) in
Eq. (2.1.34) and performing the Mellin inversion order by order in αs(M
2). Of course,
if the expansion is truncated to any finite order the MP simply gives the exact inverse
Mellin transform, namely, the truncation of Eq. (2.1.31) to the same finite order.
Even if the MP is formulated at hadron level, we can build a sort of partonic MP.
To obtain it, we start by writing L (N) as the explicit Mellin transform of L (z), and
then exchanging the integrals:
1
τ
dσMP
dM2
=
∫ 1
0
dx
x
L (x)
1
2pii
∫
MP
dN
(τ
x
)−N
Cres(N,αs). (2.1.35)
We can now define the MP partonic resummed coefficient function as
CMP(z, αs) =
1
2pii
∫
MP
dN z−N Cres(N,αs) (2.1.36)
3The result of the integral is independent on the slope, as proved in the original paper [31].
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and write, changing variable x = τ/z,
1
τ
dσMP
dM2
=
∫ ∞
τ
dz
z
L
(τ
z
)
CMP(z, αs). (2.1.37)
Note, however, that the integral extends to ∞. If Cres(N,αs) was a real Mellin trans-
form (i.e. without the cut) as z > 1 one could close the integration in (2.1.36) in the
right half N -plane because its contribution vanishes by virtue of the damping z−N ,
and then by residue theorem one would find that the integral vanishes for z > 1,
thereby restoring the canonical convolution in (2.1.37). Here, because of the cut, such
procedure doesn’t work and CMP(z, αs) does not vanish in the region z > 1. There-
fore, the MP is not a convolution. However, as shown in Ref. [31], the contribution
-1
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 0  0.2  0.4  0.6  0.8  1  1.2
CM
P (z
)
z
M = 8 GeV
Figure 2.3. The partonic coefficient function CMP(z, αs) computed using the minimal
prescription, Eq. (2.1.36), evaluated at M = 100 GeV (left) and M = 8 GeV (right). The
curve shown is obtained using the NLL expression for the Drell-Yan coefficient function
Eq. (2.1.22), (2.1.23) with only g1 and g2 included.
from the z ≥ 1 region is exponentially suppressed in ΛQCDM . In the vicinity of z = 1
the integral oscillates strongly, as shown in Fig. 2.3, where CMP(z, αs) is displayed for
the Drell-Yan resummed cross-section, evaluated at two scales which are relevant for
the phenomenological discussion of Sect. 5.1. When folded with the luminosity, the
hadronic cross-section receives a contribution from a region which is unphysical, i.e.
when the argument of L (z) is less than τ : this region would not contribute in any fi-
nite order computation. Even if the ensuing integral is finite, the oscillatory behaviour
of the partonic cross-section makes its numerical computation difficult. A technical
solution to this problem is provided in Ref. [31]; we will propose in Sect. 2.3 a different
solution, and use it for phenomenology in Chap. 5.
2.1.4 Borel prescription
An alternative prescription is based on the Borel summation of the divergent series.
This prescription was developed in Refs. [30,32]; here we give an equivalent, but much
simpler presentation of it [25]. To this purpose, it is convenient to rewrite the resummed
coefficient function Cres(N,αs) Eq. (2.1.22) as
Cres(N,αs) = Σ
(
α¯ log
1
N
,αs
)
, (2.1.38)
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where the fact that Cres(N,αs) depends on N via log
1
N is made explicit:
Σ(α¯L, αs) =
∞∑
k=0
hk(αs) (α¯L)
k . (2.1.39)
The zeroth term h0(αs) contains N -constant terms, i.e. the function g0(αs); however,
in a matched computation, the constant term (among others) is typically subtracted.
We can then compute the inverse Mellin transform term-by-term
Cres(z, αs) =M
−1
[
Σ
(
α¯ log
1
N
,αs
)]
(z) (2.1.40)
=
∞∑
k=0
hk(αs) α¯
k ck(z) (2.1.41)
where the ck(z) are the inverse Mellin transforms of the k-th power of log
1
N and can
be written according to Eq. (B.4.19b) as
ck(z) =M
−1
[
logk
1
N
]
(z) =
k!
2pii
∮
dξ
ξk+1
([
logξ−1 1z
]
+
Γ(ξ)
+ δ(1− z)
)
, (2.1.42)
where the integration path must enclose the origin ξ = 0 (the δ(1−z) term survive only
for k = 0, and is therefore irrelevant for pure logarithms). This form, among others,
is particularly useful. Indeed in this way Σ(z, αs) becomes, exchanging courageously
4
the sum and the integral,
Cres(z, αs) =
1
2pii
∮
dξ
ξ
([
logξ−1 1z
]
+
Γ(ξ)
+ δ(1− z)
) ∞∑
k=0
hk(αs)
(
α¯
ξ
)k
k! (2.1.43)
where we recognize the power series of Σ with an additional k!. Since, because of the
cut of Σ, its power series has finite radius of convergence, the series in Eq. (2.1.43)
has convergence radius zero: we are rediscovering, in another (explicit) form, that
the inverse Mellin transform of Cres(N,αs) does not exist because its perturbative
expansion diverges.
Being factorially divergent, we can use the n = 1 Borel method (see for details
App. D.3) to sum the divergent series. Eq. (2.1.43) becomes then
Cres(z, αs) =
1
2pii
∮
dξ
ξ
([
logξ−1 1z
]
+
Γ(ξ)
+ δ(1− z)
)∫ ∞
0
dw e−w
∞∑
k=0
hk(αs)
(
α¯w
ξ
)k
=
1
2pii
∮
dξ
ξ
([
logξ−1 1z
]
+
Γ(ξ)
+ δ(1− z)
)∫ ∞
0
dw e−w Σ
(
α¯w
ξ
, αs
)
(2.1.44)
where the Borel transform of the divergent series coincides with (and has been substi-
tuted by) the function Σ. Some comments are in order:
4In principle, the exchange of integral and series can be performed only for absolutely convergent
series. In fact, since in this case we are looking for a way to obtain a finite result from a divergent
expression, such manipulations can be allowed, provided they are interpreted as a definition of the
result they may bring to. For a more detailed discussion, see App. D.2.
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Ξ plane
￿w Α
Figure 2.4. Branch-cut in the ξ plane.
• the branch-cut of Σ is mapped in terms of the variable ξ into the region −α¯w ≤
ξ ≤ 0: somehow, the series of ξ = 0 poles in the sum has been transformed in
this cut;
• since the ξ integration path must encircle the poles in ξ = 0 order by order, it
must encircle the cut of the sum;
• however, the w integral pushes the lower branch-point to −∞ (see Fig. 2.4),
where the oscillatory and factorially growing behaviour of 1/Γ(ξ) destroys the
convergence of the ξ integral.
These considerations hint that the series Eq. (2.1.41) is not Borel-summable.
The Borel prescription can be now formulated. To do this, let’s rewrite the result
Eq. (2.1.44) by changing variable in the w integral as
Cres(z, αs) =
1
2pii
∮
dξ
ξ
([
logξ−1 1z
]
+
Γ(ξ)
+ δ(1− z)
)∫ ∞
0
dw
α¯
e−
w
α¯ Σ
(
w
ξ
, αs
)
(2.1.45)
which is valid for α¯ > 0, which is physically always the case. To make the integrals
convergent, an upper cutoff W is put in the w integral:5
CBP(z, αs,W ) =
1
2pii
∮
dξ
ξ
([
logξ−1 1z
]
+
Γ(ξ)
+ δ(1− z)
)∫ W
0
dw
α¯
e−
w
α¯ Σ
(
w
ξ
, αs
)
.
(2.1.46)
This results has the following properties:
• the divergent series Eq. (2.1.41) is asymptotic to the BP formula, Eq. (2.1.46):
the proof [30] is rather simple, since the damping factor D
(1)
k (W/α¯), Eq. (D.3.51),
tends to 1 faster than any power as α¯→ 0+;
• even if divergent, the neglected terms due to the cutoff are formally of the form
exp
W
α¯
=
(
Λ2
M2
)W/2
, (2.1.47)
i.e. they are higher-twist (Λ = ΛQCD is the Landau pole scale);
5This notation is somewhat misleading: the full coefficient function resummed with the Borel
prescription is recovered from CBP by adding δ(1 − z). However, since in any matched result the δ
term is always subtracted (being already included in the fixed order result, see Eq. (2.1.27)), this is a
minor notation issue.
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• such terms correspond to a twist 2 +W : since the first subleading twist is twist
4, W must be chosen according to W ≥ 2;
• the parameter W is a degree of freedom which can be used to estimate the
ambiguity of the resummation procedure;
• last but not least, this resummed expression is at parton level, and then the
convolution structure of the hadronic result is not spoiled as it is in the case of
the MP.
As discussed in App. D.3.2, the truncation of the Borel integral effectively cutoff the
series (smoothly), making it convergent. The truncation point is regulated by W (in
fact by W/α¯, see App. D.3.2) and the larger W is the more terms are included in
the series. However, since the series is not Borel summable, as W gets large some
instabilities should appear: in particular, the integral varies a lot for small changes of
W large. Then, a proper choice for W should be a small value: in Chap. 5 we will
then choose W = 2, the minimal value.
To make contact with the original formulation [32], the BP result can be recast by
an integration by parts in the w integral, leading to
CBP(z, αs,W ) =
1
2pii
∮
dξ
ξ
([
logξ−1 1z
]
+
Γ(ξ)
+ δ(1− z)
)
×
[∫ W
0
dw e−
w
α¯
d
dw
Σ
(
w
ξ
, αs
)
− e−Wα¯ Σ
(
W
ξ
,αs
)]
. (2.1.48)
Being higher-twist, the second term in square brackets can be neglected, leading to a
new (equivalent) version of the BP. Note that such integration by parts could already
have been performed before cutting the integral off: in this case, the boundary con-
tribution vanishes at infinity6 only for ξ < 0, which is indeed the region which gives
contributions to the integral. Putting now the cutoff, we obtain the result of Ref. [32],
i.e. Eq. (2.1.48) without the boundary term. Anyway, in practice, the difference be-
tween the two results is negligible; nevertheless, in some cases (as for example that of
the LL anomalous dimension), this alternative formulation is easier to use, because of
the different analytic structure of the derivative of Σ.
2.1.5 Subleading terms
The Borel and minimal prescriptions differ in the way the high-order behaviour of the
divergent series is handled. This, as discussed in Refs. [30,32], makes in practice a small
difference unless the hadronic τ is close to the Landau pole of the strong coupling,
τL = 1− Λ
2
M2
, (2.1.49)
which is seldom the case, and never for applications at collider energies that we are
mostly interested in. This is a consequence of the fact that for values of αs in the per-
turbative region it is only at very high orders that the effect of the various prescriptions
kicks in.
6To see this, look for example at the LL case, Eq. (2.1.21).
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However, prescriptions may also differ in the subleading terms in the z dependence
which are introduced when performing the resummation. To understand this, we can
simply consider the effect of the prescriptions to the generic term of the expansion of
Σ
(
α¯ log 1N , αs
)
, namely a power of log 1N . The minimal prescription then just gives the
exact inverse Mellin transform, since at any finite order there is no cut; then, indicating
with M−1MP the inverse Mellin a` la minimal prescription, we have
M−1MP
[
logk
1
N
]
(z) =M−1
[
logk
1
N
]
(z). (2.1.50)
From Eq. (B.4.19c) we see that the z dependence of such inverse Mellin is via log 1z ,
and generates terms of the form(
logj log 1z
log 1z
)
+
, 0 ≤ j < k. (2.1.51)
In the large-z limit, these terms coincide7 with the right ones,(
logj(1− z)
1− z
)
+
, (2.1.52)
which are the terms that are resummed. This mismatch is not surprising: in the
resummation procedure, after passing to the N space, the large-N limit was taken,
spoiling the exact correspondence between the log terms in z space and their N space
counterparts.
Moving to the BP, the inverse Mellin of the k-th power of log 1N according to
Eq. (2.1.46) is (k > 0)
M−1BP
[
logk
1
N
]
(z) =
1
2pii
∮
dξ
ξ Γ(ξ)
[
logξ−1
1
z
]
+
∫ W/α¯
0
dw e−w
(
w
ξ
)k
(2.1.53)
= D
(1)
k (W/α¯) ·M−1
[
logk
1
N
]
(z) (2.1.54)
with D
(1)
k (W/α¯) defined in Eq. (D.3.51) (we have used Eq. (B.4.19b) in the last equal-
ity). Then, also the BP produces the same terms of the MP, but multiplied by the
damping factor. Being interested in the z dependence, let’s forget about the damping
factor, since it is actually irrelevant here — the W →∞ limit is perfectly safe. Then,
in this view, the z dependence of the MP and the BP is the same.
However, one of the features of the BP is that its z dependence is completely under
control, as it appears in the term [
logξ−1
1
z
]
+
(2.1.55)
which produces the logs (2.1.51) by derivatives with respect to ξ; this is a crucial
difference with respect to the MP, where there is no obvious way to manipulate the z
dependence. We can then more conveniently use[
(1− z)ξ−1
]
+
(2.1.56)
7This is not strictly true: indeed, in a hadronic convolution, even if the lower limit τ is large the
convolution receives a contribution from an integral with lower limit 0, because of the plus prescription.
Then, even at very large τ , the result would be different from the “correct one”.
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which generates the right logarithms Eq. (2.1.52). However this simple replacement
is not enough. Indeed, in such manipulations one can play with arbitrary subleading
terms, provided logarithmically enhanced terms are always the same. In N -space, the
terms generated by the two distributions above differ not only by terms of the order
1/N , but also by a constant term, see App. B.4. Then, to preserve an accuracy up to
constant terms in N -space, the appropriate choice for the generating distribution is[
(1− z)ξ−1
]
+
+
1
ξ
δ(1− z), (2.1.57)
as one can read out of Eq. (B.4.21). With this choice the BP
CBP1(z, αs,W ) =
1
2pii
∮
dξ
ξ Γ(ξ)
([
(1− z)ξ−1
]
+
+
1
ξ
δ(1− z)
)
×
∫ W
0
dw
α¯
e−
w
α¯ Σ
(
w
ξ
, αs
)
(2.1.58)
reproduces the right logarithms Eq. (2.1.52) and does not introduce additional constant
terms (in N -space). This is the default Borel prescription of Refs. [30, 32]; however,
there the δ(1 − z) term was not taken into account, and therefore the resulting pre-
scription was accurate up to constant terms (in N -space).
Phenomenologically (for realistic τ ’s) it will differ by a sizable amount from the
MP (or the “old” BP). This point is quite important: indeed, provided the large-z
behaviour (or large-N in Mellin space) is respected, all choices of subleading terms
are theoretically equivalent, but may lead to large differences in the region far from
threshold, eventually spoiling the accuracy of the result. In particular, phenomenolog-
ically relevant values of the hadronic τ are typically quite small — of the order of 10−3
or less; in the convolution Eq. (2.1.4), values of z in the partonic resummed coefficient
function down to z = τ give contribution, then inadequate choices of subleading terms
may produce unphysical contributions to the hadronic cross-section.
To avoid such problems, it has been suggested [33] to (smoothly) truncate the
resummed part of the coefficient function below some value of N : in this case, far from
the threshold region, potentially large and uncontrolled contributions from subleading
terms are suppressed. The price to pay is the introduction of a new, completely
arbitrary, degree of freedom.
Then, we prefer and suggest [25] to find some optimal choice for the subleading
terms, and in any case use the ambiguity related to different choices as an estimator
of the size and the uncertainty of the resummed part of a cross-section. In Sect. 2.1.6
we will investigate several choices by comparing with fixed order results. Here, we
propose a more theoretical and general argument.
The key idea is to include subleading terms that we know to appear in the pertur-
bative computation. Coming back to Eq. (2.1.18), we see that the dependence on z
is all contained, apart the factor (1 − z)−1, in the upper integration limit: such limit
is determined by the kinematics of gluon emission. A careful computation [20] shows
that the upper limit is really
k0max =
√
M2(1− z)2
4z
, (2.1.59)
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so that in fact the resummation produces logarithmic terms of the form
logk
1− z√
z
. (2.1.60)
This suggests to define a new version of the Borel prescription which reproduces such
logarithms. The generating distribution can be either[
z−
ξ
2 (1− z)ξ−1
]
+
or z−
ξ
2
[
(1− z)ξ−1
]
+
, (2.1.61)
the difference being constant terms in N -space; since for the same reason discussed
above the constant terms must be subtracted again, we use the second one and get,
according to Eq. (B.4.22),
CBP2(z, αs,W ) =
1
2pii
∮
dξ
ξ Γ(ξ)
(
z−
ξ
2
[
(1− z)ξ−1
]
+
+
1
ξ
δ(1− z)
)
×
∫ W
0
dw
α¯
e−
w
α¯ Σ
(
w
ξ
, αs
)
. (2.1.62)
This form of the Borel prescription is more accurate than the default one, Eq. (2.1.58):
in Ref. [25] we used it for phenomenology, but there we neglected the δ(1 − z) term.
In Chap. 5 we will use here this prescription for phenomenological applications. We
finally mention that this choice of subleading terms also arises in a natural way in the
context of soft-collinear effective theories, and it was adopted in Ref. [28].
It turns out that these two new Borel prescriptions are closer to the MP (or equiv-
alently to the old BP) than the default one, Eq. (2.1.58), because
log
1
z
=
1− z√
z
(
1 +O [(1− z)2]) , (2.1.63)
so that
logk log 1z
log 1z
=
√
z
1− z log
k 1− z√
z
(
1 +O [(1− z)2]) . (2.1.64)
Equation (2.1.64) shows that, amusingly, up to terms suppressed by two powers of
1− z, the minimal prescription effectively also reproduces the logarithms Eq. (2.1.60),
though at the cost of also introducing an overall factor
√
z which is absent in the known
perturbative contributions.
2.1.5.1 A discussion on constant terms
We have stressed that the δ(1− z) term in Eqs. (2.1.58) and (2.1.62) should be there
to make the results accurate up to constants in N -space. We would like to show here
that in any matched result, the difference between our expression and those used in
Refs. [25, 30,32] is in fact subleading, and therefore does not constitute a real defect.
To prove this, we take the Mellin transform of the Borel prescription. In the three
cases of Eqs. (2.1.46), (2.1.58) and (2.1.62) we get
CBP(N,αs,W ) =
1
2pii
∮
dξ
ξ
N−ξ
∫ W
0
dw
α¯
e−
w
α¯ Σ
(
w
ξ
, αs
)
(2.1.65)
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CBP1(N,αs,W ) =
1
2pii
∮
dξ
ξ
Γ(N)
Γ(N + ξ)
∫ W
0
dw
α¯
e−
w
α¯ Σ
(
w
ξ
, αs
)
(2.1.66)
CBP2(N,αs,W ) =
1
2pii
∮
dξ
ξ
Γ(N − ξ/2)
Γ(N + ξ/2)
∫ W
0
dw
α¯
e−
w
α¯ Σ
(
w
ξ
, αs
)
. (2.1.67)
By making use of the Stirling approximation, we immediately see that the three equa-
tions are equivalent up to terms of order 1/N , as stressed above.
If we had not included the δ(1 − z) term in Eqs. (2.1.58) and (2.1.62), as done
in Refs. [25, 30, 32], the N -dependence of their Mellin transforms would have been,
respectively,[
Γ(N)
Γ(N + ξ)
− 1
Γ(1 + ξ)
]
,
[
Γ(N − ξ/2)
Γ(N + ξ/2)
− 1
Γ(1 + ξ)
]
. (2.1.68)
Hence, for each power of L = log 1N in Σ a constant term is produced:
Lk → Lk + ∆(k)(1) +O (N−1) , (2.1.69)
where ∆(ξ) = 1/Γ(ξ). For definiteness, consider a NLL computation in N space,
before the application of any prescription: in this case the at order αs can be read out
of Eq. (2.1.26), and is
g12L
2 + g21L+ g01 (2.1.70)
where g01 contains all the constants appearing in the Mellin transform of the fixed-
order coefficient function C(1)(z); at higher orders, no constants are generated. Indeed,
at NLL, the three leading powers of L are correctly predicted at each order, as shown
in Tab. 2.1. Using the prescriptions of Refs. [25,30,32] we would have obtained instead
g12L
2 + g21L+
[
g01 + g12∆
′′(1) + g21∆′(1)
]
+O (N−1) , (2.1.71)
and now the constant term (in square brackets) is no longer correctly predicted. How-
ever, a NLL resummed result is usually matched with a NLO computation, thereby
substituting the order αs with the correct one: hence, at the end, the three leading
powers of L are in fact correctly included in the full result. The same reasoning holds
for higher-order resummation: therefore, after matching the generated constant terms
are always subleading, and more subleading than other neglected logs.
Having understood that, after matching, the prescriptions of Refs. [25, 30, 32] are
as accurate as the ones described here, we now want to stress that the subleading
constant terms induced to all orders in αs by those prescriptions are actually not
random: they are exactly the constants coming from the Mellin transform of the
distributions. Of course, since not all logarithms are included, not all the constant
terms are produced; moreover, these constants are subleading with respect to other
logarithmic terms already not included in the resummed expression. Nevertheless,
since these constants are there, their inclusion could help somehow the convergence of
the perturbative-resummed expansion. We will investigate this at the hadron level in
Sect. 5.1.3.
2.1.6 Comparison with fixed-order
In order to assess the impact of these different choices of subleading terms, we compare
the complete fixed-order results with the terms produced order by order by a truncation
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of the resummed expressions and with the full resummed result, both in N -space and
in z-space. For definiteness, we consider the case of the Drell-Yan process, see Sect. 5.1
and App. C.1.
2.1.6.1 N -space comparison
At NLO, the coefficient function for the qq¯ channel (the logarithmically enhanced one)
is given by Eq. (C.1.13),
C(1)(z) =
2CF
pi
{
2
(
log(1− z)
1− z
)
+
− log z
1− z − (1 + z) log
1− z√
z
+ (ζ2 − 2) δ(1− z)
}
(2.1.72)
or, in N -space (see App. B.4 for details on the Mellin transforms),
C(1)(N) =
2CF
pi
{
ψ20(N) + 2γEψ0(N) + 2ζ2 − 2 + γ2E +
ψ1(N + 2)− ψ1(N)
2
+
γE + ψ0(N + 1)
N
+
γE + ψ0(N + 2)
N + 1
}
. (2.1.73)
According to Tab. 2.1, a NLL resummed expression, expanded up to order αs, repro-
duces all the logarithmically enhanced terms, including constants. Then, consider first
the NLL (or higher): the order αs expansion of the resummed expression in N -space
is
C
(1)
MP(N) =
2CF
pi
[
log2
1
N
− 2γE log 1
N
+ 2ζ2 − 2 + γ2E
]
(2.1.74)
and coincides to what the minimal prescription would reproduce. The Borel prescrip-
tion produces different terms: using directly Eqs. (2.1.66) and (2.1.67) in the W →∞
limit we would get
C
(1)
BP1
(N) =
2CF
pi
[
ψ20(N)− ψ1(N) + 2γEψ0(N) + 2ζ2 − 2 + γ2E
]
(2.1.75)
C
(1)
BP2
(N) =
2CF
pi
[
ψ20(N) + 2γEψ0(N) + 2ζ2 − 2 + γ2E
]
(2.1.76)
Of course, they all coincide at large N , but the finest choice of subleading terms is the
one which is more accurate even when N is not so large. In Fig. 2.5 we compare these
three large-N approximations with the full NLO coefficient for positive real values of
N . The MP curve is the closest one to the full order αs, while the BP1 is the more
distant. To justify this, we expand at large N the differences
C
(1)
MP(N)− C(1)(N)
2CF /pi
=
log 1N − γE
N
+O (N−2) (2.1.77)
C
(1)
BP1
(N)− C(1)(N)
2CF /pi
= 2
log 1N − γE − 12
N
+O (N−2) (2.1.78)
C
(1)
BP2
(N)− C(1)(N)
2CF /pi
= 2
log 1N − γE
N
+O (N−2) (2.1.79)
and note that, actually, the difference between MP and full order αs is half than
the difference between BP2 and the full order αs. Anyway, for N & 2 all choices of
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Figure 2.5. The order αs Drell-Yan partonic coefficient function C
(1)(N), Eq. (2.1.73),
plotted as a function of N (solid curve) and its logarithmic approximations.
subleading terms are quite close to the full result, the difference being less than 50%
of the contribution. Below N ∼ 2, the BP1 takes its way, far from fixed order: this
confirms that such choice of subleading terms is the worst, and we therefore discard
it. The other two curves at small N show a singularity in N = 0: the complete order
αs behaves as
C(1)(N) =
CF
piN2
+O (N0) (2.1.80)
while the MP has a logarithmic singularity and the BP2 approximation behaves as
C
(1)
BP2
(N) =
2CF
piN2
+O (N0) . (2.1.81)
Then, apart from a factor of 2, the BP2 reproduces quite well also the behaviour at
small N .
The conclusion we may extract from this comparison is that both the MP and the
BP2 have good properties, and reproduce quite well the behaviour of the full fixed-order
even far from the threshold region N  1.
However, this is of course not enough for saying that the coefficient function is well
predicted by the logarithms produced by threshold resummation. Indeed, according to
Tab. 2.1 only a tower of dominant logarithms is correctly produced by resummation,
while the other subdominant logarithms will have wrong coefficients. For example, at
LL only the highest power of log is produced: at order αs we would then have
C
(1)
MP,LL(N) =
2CF
pi
log2
1
N
(2.1.82)
C
(1)
BP1,LL
(N) =
2CF
pi
[
ψ20(N)− ψ1(N)
]
(2.1.83)
C
(1)
BP2,LL
(N) =
2CF
pi
ψ20(N). (2.1.84)
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Figure 2.6. The order α2s Drell-Yan partonic coefficient function C
(2)(N) plotted as a
function of N (solid curve) and its logarithmic approximations.
However, by construction, the difference between these three approximations is never
logarithmic, and then no choice of subleading terms can reproduce any of the sublead-
ing logarithmic terms. The subleading difference (suppressed by at least one inverse
power of N) is subleading with respect to the neglected logs, and therefore a compar-
ison is not that helpful.
The next non-trivial comparison is between the logs produced by a NNLL resum-
mation (or higher) at order α2s (NNLO) and the full NNLO. Without showing the
lengthy expression (which can be easily found expanding the expressions in App. C.3)
we present the numerical results. In Fig. 2.6, the same curves as in Fig. 2.5 where
the various log approximations are computed form NNLL resummation. The leading
terms which differ from the full result are logarithms of N suppressed by a factor 1/N .
The first observation we may do is that such terms are quite relevant, because even at
quite large N the different logarithmic curves are still quite far from the full NNLO
curve.
Concerning the specific difference between each choice of subleading terms in the
logarithmic terms, the conclusions drawn at NLO are unchanged. The MP choice is
the best at large N , even down to such a small value as N ∼ 1. At very small N
(less than about 1), the BP2 performs better, reproducing at least qualitatively the
small-N behaviour. The BP1 is the worst at large and intermediate N , confirming our
choice of discarding it. Then, for the MP and the BP2, we can say that for N ∼ 2 the
logarithmic contribution is already about 50% of the full result, and it rapidly increases
as N gets larger. This suggests that indeed the logarithmic contribution provides a
sizable or even dominant contribution to it for N & 2.
As a final comment we note that the region in which we have found logarithmic
effects to be important is in fact rather wider than the region in which αs log
2N ∼ 1.
In this region even though logarithmically enhanced terms may lead to a substantial
contribution, they behave in an essentially perturbative way, in that (αs log
2N)k+1 <
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(αs log
2N)k, and therefore the all-order behaviour of the resummation is irrelevant.
In this intermediate region, the resummation may have a significant impact, but with
significant ambiguities related to subleading terms.
2.1.6.2 z-space comparison
We now turn to a comparison in z-space. Since the conclusion would not be different
from those in N -space, we perform here a comparison between the fixed order result
and the full resummed expressions.
In Fig. 2.7 we compare the matched result Eq. (2.1.27) for the Drell-Yan coefficient
function in the quark-antiquark channel obtained by including terms up to NLL in the
resummed expression, and either up to order αs (NLO) or α
2
s (NNLO) in the fixed-
order expansion, with various resummation prescriptions. First, we note that the MP
and the BP Eq. (2.1.46) are essentially indistinguishable (for values of z less than about
0.9, where the oscillatory behaviour of the minimal prescription sets in). This is what
one expects, since they contain the same subleading terms and they only differ in the
treatment of the high-order divergence.
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Figure 2.7. The next-to-leading log (NLL) resummed Drell-Yan matched to the fixed
next-to-leading order (NLO, top row) or next-to-next-to-leading order (NNLO bottom
row), with various resummation prescription. The right plots show the very large z region.
However, the BP1 Eq. (2.1.58) is seen to differ by a non-negligible amount from
the minimal prescription: at large z & 0.3, where the resummation kicks in, it is small
in comparison to the size of the resummation itself, while at small z . 0.03, where the
resummation just leads to unreliable subleading contributions, it is smaller than the
typical higher order correction, as it is seen by comparing results matched to the NLO
and NNLO. However, in the intermediate z region the subleading terms introduced by
this prescription are uncomfortably large.
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The BP2 Eq. (2.1.62) as expected differs less from the MP both at large and at
small z; also, it does not introduce unnaturally large subleading terms for any value
of z. The difference between MP and this last version of the Borel prescription is not
negligible but small in comparison to the size of resummation effects in the region
where the resummation is relevant, and it is smaller than typical higher-order terms
in the region in which the resummation is not relevant. It can thus be taken as a
reliable estimate of the ambiguity in the resummation. It is interesting to observe that
the subleading terms which are introduced by the replacement Eq. (2.1.60) grow at
small z, and in fact are thus reproducing part of the small-z growth of perturbative
coefficient functions. The fact that inclusion of these terms is important in keeping the
ambiguities of large z resummation under control suggests that the large z and small
z resummation regions are not well separated, and that there might be an interplay
between small- and large-z resummation.
2.2 Rapidity distributions resummation
The resummed expression for rapidity distributions was only derived relatively recently
in Refs. [34,35], confirming a conjecture of Ref. [36]. In this Section, after introducing
some basics formulae for rapidity distributions, we will briefly review this result, and
also compare it to a somewhat different expression later derived in Ref. [28].
The hadronic rapidity Y distribution for a Drell-Yan pair or a Higgs boson of
invariant mass M produced in hadronic collisions at center-of-mass energy
√
s is given
by
1
τ
dσ
dM2dY
=
∑
i,j
cij
∫ 1
x01
dx1
x1
∫ 1
x02
dx2
x2
f
(1)
i (x1) f
(2)
j (x2)Cij
(
τ
x1x2
, y, αs
)
, (2.2.1)
where
x01 =
√
τeY , x02 =
√
τe−Y , τ =
M2
s
y = Y − 1
2
log
x1
x2
(2.2.2)
and cij are suitable combination of couplings to make the LO coefficient function simply
equal to C
(0)
ij (z, y) = δ(1−z) δ(y) (or zero for channels which do not contribute at LO).
The result is conveniently expressed in terms of new variables z, u, defined by
x1 =
√
τ
z
eY
√
z + (1− z)u
1− (1− z)u, x2 =
√
τ
z
e−Y
√
1− (1− z)u
z + (1− z)u (2.2.3)
with inverse
z =
τ
x1x2
, u =
e−2y − z
(1− z) (1 + e−2y) , e
−2y =
x1
x2
e−2Y ; (2.2.4)
the cross-section then becomes
1
τ
dσ
dM2dY
=
∑
i,j
∫ 1
τ
dz
z
∫ 1
0
du L rapij (z, u) C¯ij(z, u, αs) (2.2.5)
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having defined the “rapidity” luminosity
L rapij (z, u) = cij f
(1)
i (x1) f
(2)
j (x2) (2.2.6)
(the change of variables Eq. (2.2.3) is understood implicitly) and the coefficient function
C¯ij(z, u, αs) =
∣∣∣∣∂(log x1, log x2)∂(log z, u)
∣∣∣∣Cij (z, y(z, u), αs) . (2.2.7)
Note that L rapij (z, u) hides a dependence on τ and Y , according to Eq. (2.2.3). The
partonic threshold region M2 → sˆ = x1x2s corresponds to z → 1.
As already mentioned, large threshold logs only appear in the quark-antiquark
channel for Drell-Yan and gluon-gluon channel for Higgs, while the contributions from
other channels are suppressed by at least one more power of 1−z as z → 1. Therefore,
we suppress flavour indexes, thereby implicitly understanding that we are considering
the logarithmically enhanced channel (for the qq¯ channel, we also include in L rap a
sum over quark flavours).
Threshold resummation of rapidity distributions is based on the observation [34,35]
(conjectured in Ref. [36]) that at large z the coefficient function C(z, y, αs) factorizes
as
C(z, y, αs) = C(z, αs) δ(y) [1 +O(1− z)] , (2.2.8)
where C(z, αs) is the rapidity-integrated coefficient. This is easily proved by rewriting
C(z, y, αs) in terms of its Fourier transform with respect to y:
C˜(z, ω, αs) =
∫ +∞
−∞
dy eiωy C(z, y, αs). (2.2.9)
The integration range in Eq. (2.2.9) is restricted by kinematics to log
√
z ≤ y ≤
− log√z. Hence, one may expand the exponential eiωy in powers of y,
C˜(z, ω, αs) =
∫ − log√z
log
√
z
dy C(z, y, αs) [1 +O(y)] = C(z, αs) [1 +O(1− z)] , (2.2.10)
where C(z, αs) is the rapidity-integrated coefficient function. Hence, C˜(z, ω, αs) is
independent of ω up to terms which as z → 1 are suppressed by powers of |log z| =
1− z +O((1− z)2), and one immediately gets the desired factorized form:
C(z, y, αs) =
∫ +∞
−∞
dω
2pi
e−iωy C˜(z, ω, αs) = C(z, αs) δ(y) [1 +O(1− z)] . (2.2.11)
According to Eq. (2.2.3), y = 0 corresponds to u = 1/2, and noting that∣∣∣∣∂(log x1, log x2)∂(log z, u)
∣∣∣∣ ∣∣∣∣∂u∂y
∣∣∣∣ = z2τ
∣∣∣∣∂u∂y
(
∂x1
∂z
∂x2
∂u
− ∂x2
∂z
∂x1
∂u
)∣∣∣∣ = 1 (2.2.12)
we have immediately
C¯(z, u, αs) = C(z, αs) δ
(
u− 1
2
)
[1 +O(1− z)] (2.2.13)
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with the same integrated coefficient C(z, αs). Up to power-suppressed terms we can
thus write
1
τ
dσres
dM2dY
=
∫ 1
τ
dz
z
∫ 1
0
du L rap(z, u) δ
(
u− 1
2
)
Cres(z, αs) (2.2.14)
=
∫ 1
τ
dz
z
L rap
(
z,
1
2
)
Cres(z, αs). (2.2.15)
Because Eq. (2.2.15) only depends on the rapidity-integrated coefficient function,
threshold resummation is simply performed by using for the latter the resummed ex-
pressions discussed in Sect. 2.1. Moreover, by inspection of Eq. (2.2.3), we see that,
for u = 1/2, x1, x2 depend on z through the ratio τ/z. Therefore, Eq. (2.2.15) has
the form of a convolution product: this greatly simplify its treatment, which is then
analogous to that of the resummed integrated cross-section, with the replacement
L
(τ
z
)
→ L rap
(
z,
1
2
)
. (2.2.16)
Note that the integration range in Eq. (2.2.15) actually starts from z = τe2|Y |, because
L rap(z, 1/2) vanishes for z < τe2|Y |:
1
τ
dσres
dM2dY
=
∫ 1
τe2|Y |
dz
z
Cres(z, αs)L
rap
(
z,
1
2
)
. (2.2.17)
This underlines that at large rapidity the threshold region always gives the main con-
tributions, even when the τ is small.
Now we discuss briefly a different way of relating the resummation of rapidity dis-
tribution to that of the inclusive cross-section which has been more recently presented
in Ref. [28]. Starting from Eq. (2.2.5), the authors observe that at NLO the logarith-
mically enhanced terms in C¯(z, u, αs) in the partonic threshold limit z → 1 appear
as coefficients of the combination δ(u) + δ(1− u) (see Eq. (C.1.4) to check explicitly).
At higher orders, logarithmic terms in general multiply non-trivial functions of u, but
Eq. (2.2.3) implies that the u dependence of x1, x2 is of order 1− z, so
C¯(z, u, αs) = [δ(u) + δ(1− u)] C(z, αs)
2
[1 +O(1− z)] , (2.2.18)
where the factor 1/2 has been fixed integrating in u from 0 to 1 and comparing with
the same integral of Eq. (2.2.13). It follows that
1
τ
dσres
dM2 dY
=
∫ 1
τ
dz
z
L rap(z, 0) +L rap(z, 1)
2
Cres(z, αs). (2.2.19)
Eq. (2.2.19) differs by power suppressed terms from the resummed result previously
derived Eq. (2.2.15), as it is easy to check explicitly. Indeed, using Eq. (2.2.3) and
expanding L rap(z, 0), L rap(z, 1) and L rap(z, 1/2) in powers of z about z = 1 it is
easy to check that
L rap(z, 0) +L rap(z, 1)
2
= L rap
(
z,
1
2
)
+O [(1− z)2] . (2.2.20)
Because the difference is suppressed by two powers of 1− z one expects it to be small,
and indeed we have checked that (using the Borel prescription) the difference between
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Eqs. (2.2.15) and (2.2.19) is negligible, and specifically much smaller than the difference
between different choices of subleading terms (see Sect. 2.1.5).
We note that, because L rap(z, 0) and L rap(z, 1) are not functions of τ/z, the form
Eq. (2.2.19) of the resummed result does not have the structure of a convolution and
thus would require a separate numerical implementation. For the same reason, a com-
parison between Eqs. (2.2.15) and (2.2.19) using the minimal prescription cannot be
performed, because Eq. (2.2.19) cannot be expressed in terms of the Mellin transform
of Cres(z). We will disregard the form Eq. (2.2.19) of rapidity distributions henceforth.
2.3 Numerical implementation
For the sake of phenomenology, Chap. 5, an efficient numerical implementation of
resummed results using the various prescriptions is necessary. Such an implementation
was hitherto not available and it will be discussed here.
2.3.1 Minimal prescription
The minimal prescription involves the numerical evaluation of the complex integral
1
2pii
∫ c+i∞
c−i∞
dN τ−NL (N)Cres(N,αs) (2.3.1)
where L (N) is the Mellin transform of either L (z), Eq. (2.1.5), for the inclusive cross-
section or L rap(z, 12), Eq. (2.2.6), for the rapidity distribution. The integration path
is usually chosen as in Fig. 2.2 in order to make the integral absolutely convergent.
However, parton densities obtained from data analysis are commonly available as func-
tions of z in interpolated form through common interfaces such as LHAPDF [37], and
the numerical evaluation of their Mellin transform does not converge along the path of
integration (specifically, for Re N < 0) and must be defined by analytic continuation.
The option of applying the MP to the partonic cross-section, and then convoluting the
result with the parton luminosity in momentum space is not viable, because the MP
does not have the structure of a convolution: the partonic cross-section does not vanish
for z ≥ 1, and it oscillates wildly in the region z ∼ 1, see discussion in Sect. 2.1.3 This
problem is discussed in Ref. [31], where it is handled by adding and subtracting the
results of the minimal prescription evaluated with a fake luminosity which allows for
analytic integration.
Another possibility, adopted for example in Ref. [35], is to use parton distributions
whose Mellin transform can be computed exactly at the initial scale. This, however,
greatly restricts the choice of parton distributions, and specifically it prevents the use
of current state-of-the-art PDFs from global fits. It is thus not suitable for precision
phenomenology.
The method adopted here, based on an idea suggested long ago [38], consists of
expanding the luminosity in z space, L (z) or L rap(z, 1/2), on a basis of polynomials
whose Mellin transform can be computed analytically. We have chosen Chebyshev
polynomials, for which efficient algorithms for the computation of the expansion co-
efficients are available. The details of the procedure are illustrated in Appendix F.3.
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The obvious drawback of this procedure is that it must be carried on for each value of
the scale µF and, in the case of rapidity distribution, for each value of τ and Y .
2.3.2 Borel prescription
We now turn to the discussion of an implementation issue which is specific to the
Borel prescription, and has to do with the choice of the cutoff W . As discussed in
Sect. 2.1.4 the minimal choice is W = 2; however when W ≥ 1 the ξ integration path
in Eq. (2.1.46) includes values of ξ with Re ξ < −1, for which the convolution integral
diverges. As discussed in Ref. [32], the integral can be nevertheless defined by analytic
continuation, by subtracting and adding back from L ( τz )/z its Taylor expansion in z
around z = 1: the subtracted integrals converge, and the compensating terms can be
determined analytically and continued in the desired region.
Here we propose [25] a different method which is numerically much more efficient.
The idea is to perform the convolution integral with the luminosity analytically, before
the complex ξ-integral. To be able to compute the integral analytically, we will use
again Chebyshev polynomials for the relevant combination of luminosity. The actual
form of the result depend on whether choice of subleading terms is adopted. Since we
have verified numerically that the naive choice of Eq. (2.1.46) coincides with the MP
up to very large values of τ , we concentrate first on Eqs. (2.1.58) and (2.1.62). For
Re ξ > 0, we can use the identity Eq. (B.3.6) to write[
(1− z)ξ−1
]
+
= (1− z)ξ−1 − 1
ξ
δ(1− z), (2.3.2)
and this formula can be analytically extended to all complex values of ξ 6= 0. As a re-
sult, the δ(1−z) terms cancel and the resulting z-dependence is contained, respectively,
in
(1− z)ξ−1 and z−ξ/2(1− z)ξ−1 (2.3.3)
without plus distribution. In the first case, Eq. (2.1.58), the convolution integral can
be written as∫ 1
τ
dz
z
(1− z)ξ−1L
(τ
z
)
=
∫ 1
τ
dz (1− z)ξ g(z, τ) +L (τ)
∫ 1
τ
dz (1− z)ξ−1 (2.3.4)
where we have defined
g(z, τ) =
1
1− z
[
1
z
L
(τ
z
)
−L (τ)
]
. (2.3.5)
The subtraction introduced is justified because the function g(z, τ) is more easily ap-
proximated by an expansion on the basis of Chebyshev polynomials than L
(
τ
z
)
. Pro-
ceeding as in Appendix F.3.2 we find
g(z, τ) =
n∑
p=0
bp (1− z)p, (2.3.6)
where n is the order of the approximation, and the coefficients bp = bp(τ, µ
2
F) can be
computed by numerical methods. We have8
8Note that the LO is not present in this expression.
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1
τ
dσBP1
dM2
=
1
2pii
∮
dξ
ξ Γ(ξ)
∫ W
0
dw
α¯
e−
w
α¯ Σ
(
w
ξ
)
×
 n∑
p=0
bp
(1− τ)p+ξ+1
p+ ξ + 1
+L (τ)
(1− τ)ξ
ξ
 ; (2.3.7)
the term in square brackets has poles in ξ = 0,−1, . . . ,−n in correspondence of zeros
of 1/Γ(ξ). Thus, the ξ integrand has only a branch cut in −w ≤ ξ ≤ 0, and the contour
in the ξ plane must encircle just the cut. Then this expression is valid for arbitrarily
large values of the cutoff W , hence it can also be used in the case W > 2, which would
require multiple subtractions if the method of Ref. [32] is used.
In fact, this result is applicable for the inclusive cross-section only, while the rapidity
distribution requires some care. Indeed, even if the formalism can be the same, since
L rap(z, 12) is zero below z = τe
2|Y | it is convenient to compute directly the convolution
integral with such lower limit — otherwise, the approximation of g(z, τ) would be
unstable. In practice, it is sufficient to substitute L (τ/z) with L rap(z, 12) and τ with
τe2|Y | in the expression above, obtaining
1
τ
dσBP1
dM2dY
=
1
2pii
∮
dξ
ξ Γ(ξ)
∫ W
0
dw
α¯
e−
w
α¯ Σ
(
w
ξ
)
×
 n∑
p=0
bp
(1− τe2|Y |)p+ξ+1
p+ ξ + 1
+L rap
(
1,
1
2
)
(1− τe2|Y |)ξ
ξ
 (2.3.8)
where now bp = bp(τ, µ
2
F) are the coefficient of the expansion (2.3.6) for the function
g(z, τ) =
1
1− z
[
1
z
L rap
(
z,
1
2
)
−L rap
(
1,
1
2
)]
(2.3.9)
in the range τe2|Y | ≤ z ≤ 1 (see App. F.3.2).
The generalization to the other choice of subleading terms, Eq. (2.1.62), is now
straightforward: using the same steps for the computation of the convolution integral
we find
1
τ
dσBP2
dM2
=
1
2pii
∮
dξ
ξ Γ(ξ)
∫ W
0
dw
α¯
e−
w
α¯ Σ
(
w
ξ
)
×
 n∑
p=0
bp B
(
ξ + p+ 1, 1− ξ
2
; 1− τ
)
+L (τ) B
(
ξ, 1− ξ
2
; 1− τ
) , (2.3.10)
where
B(b, a; 1− τ) =
∫ 1
τ
dz za−1(1− z)b−1 (2.3.11)
is the incomplete Beta function. The function B(b, a; 1 − τ) is singular at b = 0. In
Eq. (2.3.10) the first argument of the B functions in the integrand vanishes for non
positive integer values of ξ = 0,−1, . . . , in correspondence of zeros of 1/Γ(ξ). Thus,
again, the remaining singularities are only represented by the branch cut. The rapidity
distribution is obtained from this expression with the same changes described above.
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Finally, we briefly discuss the case of Eq. (2.1.46). Using for Re ξ > 0 the identity[
logξ−1
1
z
]
+
= logξ−1
1
z
− Γ(ξ) δ(1− z), (2.3.12)
we get easily
1
τ
dσBP
dM2
=
1
2pii
∮
dξ
ξ Γ(ξ)
∫ W
0
dw
α¯
e−
w
α¯ Σ
(
w
ξ
)
×
 n∑
p=0
b˜p γ
(
ξ + p+ 1, log
1
τ
)
+L (τ) γ
(
ξ, log
1
τ
) ; (2.3.13)
where γ(ξ, a) is the truncated Gamma function (see App. E.1), and with
g˜(z, τ) =
1
log 1z
[
1
z
L
(τ
z
)
−L (τ)
]
=
n∑
p=0
b˜p log
p 1
z
, (2.3.14)
see App. F.3.2. It would be in principle possible to use the function g(z, τ), Eq. (2.3.6),
but the integral would be complicated a bit; the result would be
1
τ
dσBP
dM2
=
1
2pii
∮
dξ
ξ Γ(ξ)
∫ W
0
dw
α¯
e−
w
α¯ Σ
(
w
ξ
)
×
n+1∑
j=0
bˆj γ
(
ξ, (1 + j) log
1
τ
)
+L (τ) γ
(
ξ, log
1
τ
) ; (2.3.15)
with
bˆj = (−)j
n∑
p=j−1
bp
(
p+ 1
j
)
. (2.3.16)
Extension to rapidity distributions is straightforward.
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In this Chapter we will cover the resummation of high-energy logarithms. Such resum-
mation mainly affects the evolution of the gluon, even though also the quark singlet
gets contributions at next-to-leading log. We will see that resummation is provided
by combining the GLAP evolution equation with the so called BFKL equation: after
introducing a first leading resummation, we will show that the result is unstable for
perturbative corrections, and it doesn’t describe the observed phenomena. Then we
will go further by introducing two ingredients: symmetrization and running-coupling
resummation. Such ingredients allow to find stable results, which are compatible with
the observations. To begin with, we introduce a factorization theorem valid in the
high-energy regime, from which the BFKL can be derived.
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3.1 High-energy factorization
The mass (or collinear) factorization theorem Eq. (1.2.22) is well established [39, 40].
It is a perturbative factorization, i.e. it is valid order by order in perturbation theory
up to terms which are of higher orders and to terms suppressed by negative powers
of the hard scale Q2, called higher twists. The perturbativity is guaranteed by the
condition Q2  ΛQCD, in such a way that αs(Q2) is small enough.
However, this is not always enough for realistic applications. Consider for definite-
ness the DIS process discussed in Sect. 1.2.1: if the available partonic initial energy
squared sˆ = 2pˆq = zQ2/x is large, the convergence of the perturbative series is spoiled.
Indeed, in the coefficient function logarithms of the ratio of the energies
√
sˆ and Q,
i.e. logarithms of x/z, appear at each order, and if sˆ  Q2 (high-energy regime) all
such terms in the perturbative series are equally important. Then, the perturbative
result obtained in the context of collinear factorization is not enough for the study of
the high-energy regime.
A generalization of the collinear factorization valid in the high-energy regime has
been proposed long ago [41–45]. Consider again the DIS: it can be proved that the
dominant contributions at high energy are given by diagrams in which a gluon is ex-
changed in the t-channel, or otherwise stated, from diagrams whose forward amplitude
is two-gluon reducible, Fig. 3.1. For such diagrams, the structure function F2 satisfies
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expansion parameter αs ln 1/x which can be of the order of unity for small values of x
even if αs ! 1. The leading ln 1/x (Lx) approximation consists in taking into account all
the perturbative terms of order [αs ln 1/x]
n, the next-to-leading ln 1/x (NLx) considers all
contributions like αs[αs ln 1/x]
n and so on.
In order to resum the leading logarithms of x a technique is usually adopted which is
in certain aspects similar to the one employed in the resummation of the leading lnQ2.
First of all, the colli ear factorization formula for SF has to be replaced with a cor-
responding igh energy (k-de ndent) fac or zation [15]. The latter should take into
account the larger phase space avail ble and should generalize the former. The second
step is to calculate the evolution (in x-space) of the “parton density” factor which obey an
equation obtain d by Balitski˘ı, Fadin, Kuraev and Lipatov (BFKL) [16]. By performing
the transverse-space inte ration of the parton densities w th the partonic cross section,
which can be explicitly evaluated, one obtains a factorized expression for the high energy
(small-x) SF where both partonic SF and PDF are resummed.
2.2.1 High energy factorization
As we noticed in Sec. 2.1 and we shall show in more detail in Sec. 2.3, the terms contribut-
ing o the Lx approximatio arise from gluo exchanges in the t-channel. Since gluons
can couple to th (vir ual) photon only via quarks, we e led to consider diagrams where
single gluon (Fig. 2.4a) and ultiple gluon (Fig. 2.4b) exchanges are possible.
p
q
k
µ !
" #
2
(  )a (  )b
a b
G
Figure 2.4: Single (a) and multiple (b) gluon exchanges in the high energy limit of photon-
proton total cross section.
If we work in axial gauges, the multiple gluon exchange diagrams are suppressed
by powers of αs(Q
2), because the gluons’ endpoints have a very large relative velocity,
Figure 3.1. Two-gluon reducible diagrams contributing to the high-energy part of DIS
structure functions. ( ig re taken from Ref. [46].)
the fundamental factorization
F2(x,Q
2) =
∫ 1
x
dz
z
∫
d2k C
(
x
z
,
Q2
k2
, αs(Q
2)
)
F(z,k) (3.1.1)
where C
(
x
z ,
Q2
k2
, αs(Q
2)
)
is called off-shell partonic cross-section and represents the
contribution from a partonic diagram in the t-channel where the gluon is off-shell
(upper part of the diagram), and F(z,k) is a non-perturbative contribution analogous
to the PDFs (lower part of the diagram, including gluon propagator); the integration
limits of the k integral are set by kinematics. Eq. (3.1.1) is diagonalized by a double
Mellin-Laplace transform,
F2(N,M) ≡
∫ 1
0
dxxN−1
∫ ∞
0
dQ2
Q2
(
Q2
Λ2
)−M
F2(x,Q
2), (3.1.2)
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where Λ is some reference scale (F2(x,Q
2) depends logarithmically on Q2). Then in
double Mellin space we have
F2(N,M) = C
(
N,M,αs(Q
2)
) F(N,M) (3.1.3)
with
C
(
N,M,αs(Q
2)
)
=
∫ 1
0
dz zN−1
∫ ∞
0
dρ
ρ
ρ−M C
(
z, ρ, αs(Q
2)
)
(3.1.4)
F(N,M) =
∫ 1
0
dz zN−1
∫
d2k
(
k2
Λ2
)−M
F(z,k). (3.1.5)
The high-energy factorization (or kT-factorization) formula Eq. (3.1.1) is proved to
be valid in the high-energy limit
sˆ Q2 (3.1.6)
regardless the size of the gluon momentum k2, which takes all accessible values in the
integral. Conversely, the collinear factorization is valid in the limit Q2  k2, because
this region (the collinear region) dominates the k integral. In the limit
sˆ Q2  k2 (3.1.7)
both factorization are reliable, and then in such limit they would coincide. Indeed, it
has been proved in Ref. [47] that, in this regime, standard collinear factorization can
be derived in a straightforward way from the high-energy factorization theorem.
3.2 BFKL equation
The high-energy factorization formula Eq. (3.1.3) depends on N and M on the same
footing. This reflects a symmetry of the factorization formula Eq. (3.1.2) if written in
terms of the variables
ξ = log
1
x
, t = log
Q2
Λ2
. (3.2.1)
This suggests, and in fact it is, that an evolution equation in the variable ξ could
be derived. Such an equation is called the Balitsky-Fadin-Kuraev-Lipatov (BFKL)
equation [48–51]
d
dξ
f(ξ, q2) =
∫ ∞
0
dk2
k2
K
(
αs,
q2
k2
)
f(ξ, k2), (3.2.2)
where K(αs, q
2/k2) is a (fixed-coupling) unintegrated kernel (similar to the splitting
functions in the case of GLAP). In Ref. [47], with the same technique used to derive
the GLAP equation, the BFKL equation is derived from the high-energy factorization.
Taking the Mellin transform with respect to q2 we get another (more suitable) form
of the BFKL equation
d
dξ
f(ξ,M) = χ(αs,M) f(ξ,M), (3.2.3)
where M is the variable conjugate to t and
χ(αs,M) =
∫ ∞
0
dq2
q2
(
q2
k2
)−M
K
(
αs,
q2
k2
)
(3.2.4)
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is the integrated BFKL kernel and
f(ξ,M) =
∫ ∞
0
dq2
q2
(
q2
Λ2
)−M
f(ξ, q2). (3.2.5)
Note that, since a Mellin transform with respect to t is taken, the BFKL equation
written in the form of Eq. (3.2.3) is only valid for fixed coupling αs. Running coupling
effects will be discussed in Sect. 3.5.
As the GLAP equation describes the evolution of the PDFs in the t direction, the
BFKL equation describes the evolution of f in the direction of the variable ξ (related to
x by Eq. (3.2.1)). Then, the BFKL equation resums the small-x (large-ξ) logarithms,
as the GLAP equation resums the large-t dependence.
Hence, the PDF appearing in the BFKL equation has to be identified with the
largest eigenvector f+, since it contains all the small-x singularities. For practical
reasons, we have chosen
f(ξ, q2) ≡ x f+(x, q2), (3.2.6)
since with this factor of x the GLAP equation in Mellin space becomes simply
d
dt
f(N, q2) = γ
(
αs(q
2), N
)
f(N, q2), (3.2.7)
where γ(αs, N) is
γ(αs, N) ≡ γ+(αs, N). (3.2.8)
To further simplify the notations we will write the perturbative expansion of the
anomalous dimension as
γ(αs, N) = αs γ0(N) + α
2
s γ1(N) +O(α3s) (3.2.9)
and that of the BFKL kernel as
χ(αs,M) = αs χ0(N) + α
2
s χ1(N) +O(α3s). (3.2.10)
The LO and the NLO contributions to the BFKL kernel are known [52]; the LO is
χ0(M) =
Nc
pi
[2ψ(1)− ψ(M)− ψ(1−M)] (3.2.11)
where ψ is the DiGamma function (see App. E.1), and the NLO is given in App. C.4.1.
3.3 The Double-Leading approximation
As we have seen in Sect. 1.3.2, the singlet splitting functions are unstable at small
x,1 in the sense that in the generic order αns term a tower of powers of log x up to n
appears: then, if αs log
1
x ∼ 1, each term of the perturbative expansion of the splitting
functions is equally important and the series must be summed. Note that the condition
αs log
1
x ∼ 1, the high-energy regime, is often satisfied by the kinematic conditions of
HERA.
1At large x, instead, we have seen that the diagonal terms are enhanced, but such enhancement is
the same to all orders in αs, leaving the perturbative expansion stable at large x.
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The leading singularities at small x are contained in the gluon singlet splitting
functions Pgg and Pgq, while the quark splitting functions have singularities suppressed
by one power of αs more, i.e. they are next-to-leading. The coefficient functions are
next-to-leading as well: we then conclude that the most significant effect of small-x
resummation appears in the gluon splitting functions, and hence in the gluon PDF.
Moreover, it is proved in Ref. [45] that resummation of quark splitting functions and
of coefficient functions is related to the gluon resummation. We then concentrate our
attention to the gluon splitting functions, and we will discuss in Sect. 3.6 the next-to-
leading effect of quarks.
To be more precise, we could work in the limit nf = 0, where there are only
gluons in the game, and everything would be clean and perfectly well defined, but the
inclusion of quarks would be difficult. Then, it is better to work with the eigenvectors
of the singlet sector: indeed, in schemes like MS and DIS, the “smallest” eigenvalue is
suppressed at small x by one power of x with respect to the “largest”, to all orders in
αs. In the following we will then use the largest eigenvector instead of the gluon: in
the limit nf = 0 the two would coincide.
3.3.1 Duality relation
In the region where both GLAP evolution and BFKL evolution are reliable (large t
and large ξ respectively), the solution of both equations should coincide (at leading
twist). Then, we can take the double Mellin transform and get the equations
[M − γ(αs, N)] f(N,M) = F0(N) (3.3.1a)
[N − χ(αs,M)] f(N,M) = F˜0(M) (3.3.1b)
where we have defined the boundary conditions
F0(N) =
[
e−Mtf(N, t)
]t=+∞
t=−∞ , F˜0(M) =
[
e−Nξf(ξ,M)
]ξ=+∞
ξ=0
. (3.3.2)
Note that both Eqs. (3.3.1) are valid only in the fixed-coupling case; the extension of
these equations and of the duality we are going to derive will be treated in Sect. 3.5.
The solutions of Eqs. (3.3.1) are, respectively,
f(N,M) =
F0(N)
M − γ(αs, N) , f(N,M) =
F˜0(M)
N − χ(αs,M) . (3.3.3)
The leading twist behaviour of these solutions is given by the position of the pertur-
bative pole. Indeed, inverting the M -Mellin transform we get, respectively,
f(N, t) =
∫ c+i∞
c−i∞
dM
2pii
eMt
F0(N)
M − γ(αs, N) = F0(N) e
γ(αs,N)t (3.3.4)
f(N, t) =
∫ c+i∞
c−i∞
dM
2pii
eMt
F˜0(M)
N − χ(αs,M) =
F˜0(M¯)
−χ′(αs, M¯) e
M¯t + higher twist (3.3.5)
where M¯ is the position of the rightmost2 pole of the BFKL solution Eq. (3.3.3) given
by
χ(αs, M¯) = N. (3.3.6)
2Rightmost in the “collinear” region, i.e. M < 1
2
.
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Hence the consistency of the two solutions at leading twist requires the validity of the
duality relation [47]
χ (αs, γ(αs, N)) = N ↔ γ (αs, χ(αs,M)) = M (3.3.7)
(position of the pole) and the relation
F0(N) = − F˜0 (γ(αs, N))
χ′ (αs, γ(αs, N))
↔ F˜0(M) = − F0 (χ(αs,M))
γ′ (αs, χ(αs,M))
(3.3.8)
(pole coefficient matching).
Note that the anomalous dimension and BFKL kernel, if computed both at fixed
order, are never dual. To see this we note that, for example, momentum conservation
Eq. (1.2.5) requires
γ(αs, N = 1) = 0 (3.3.9)
to all orders, which in turn implies, by duality
χ(αs,M = 0) = 1; (3.3.10)
however, the BFKL kernel at fixed order is bad behaved in the M ∼ 0 region, and
in particular it has in M = 0 a simple pole at LO, and a double pole with opposite
sign at NLO (in general, at order αks it behaves as (−M)−k). Indeed, the dual of, let’s
say, the LO anomalous dimension contains all powers of αs, and therefore it cannot
coincide with any fixed-order BFKL kernel.
Therefore, the duality Eq. (3.3.7) is intended to be valid provided all the relevant
contributions in the regime of validity (small N and M) are included. Then, in prac-
tice, it would be valid only if the small-N contributions to the anomalous dimension
are resummed and/or the small-M contributions to the BFKL kernel are resummed.
In the following, we will revert this argument and use the duality to perform such
resummation.
3.3.2 Double-Leading approximation
The duality Eq. (3.3.7) allows us to construct an expansion of γ and χ in powers of αs
at fixed αs/N and αs/M respectively [53]:
γ(αs, N) = γs(αs/N) + αs γss(αs/N) + . . . (3.3.11)
χ(αs,M) = χs(αs/M) + αs χss(αs/M) + . . . (3.3.12)
Let’s consider χ: all we say applies to γ as well. To derive the relations between χs, χss
and γ0, γ1 we insert the expansion (3.3.12) into the duality relation (3.3.7),
γ0
[
χs
(αs
M
)]
+ αsγ
′
0
[
χs
(αs
M
)]
χss
(αs
M
)
+ αsγ1
[
χs
(αs
M
)]
+O
[
α2s
(αs
M
)∀k]
=
M
αs
,
(3.3.13)
from which we get
χs
(αs
M
)
= γ−10
(
M
αs
)
(3.3.14)
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Can we trust small x resummation? 3
bative order as they ought to. The typical effect
of the resummation in the HERA and LHC re-
gions is comparable to that of NNLO corrections,
but with the opposite sign.
In the next section, we shall review the ingre-
dients which are necessary in order to perform
the resummation in the gluon sector. In the sub-
sequent section, we shall summarize the generic
features of the resummed results. In the last
section, we shall discuss how quarks and deep-
inelastic coefficient functions may be included in
the resummation, and discuss resummed results
for deep-inelastic physical observables.
2. The three ingredients of stable resum-
mation
In this section, we discuss the resummation of
evolution equations when nf = 0. In this case,
there is a single parton distribution, the gluon
distribution G(ξ, t), with ξ ≡ ln 1x , t ≡ ln Q
2
Λ2 . It
is convenient to define the Mellin transforms
G(N, t) ≡
∫ ∞
0
dξ e−Nξ G(ξ, t)
G(ξ,M) ≡
∫ ∞
−∞
dt e−Mt G(ξ, t) (1)
2.1. Double–leading expansion
Figure 3. Double leading expansion of the GLAP
anomalous dimension γ (left) and the BFKL ker-
nel χ (right).
The gluon distribution G(N, t) can be ex-
pressed in terms of the gluon distribution at
t = t0 by solving the GLAP equation
d
dt
G(N, t) = γ(N,αs) G(N, t) (2)
which at the NkLO sums all terms of order
αns t
n−k, to all orders in αs. The first step of re-
summation consists of including, to the NkL log
level, all contributions to the anomalous dimen-
sion γ(N,αs) of order α
n
sN
−(n−k), to all orders
in αs, since they correspond to contributions of
order αns ln
n−k 1
x to G(ξ, t).
This inclusion is straightforward at the fixed
coupling level, thanks to the fact that the gluon
distribution G(ξ,M) can be expressed in terms
of the gluon distribution at ξ = ξ0 by solving the
BFKL equation
d
dξ
G(ξ,M) = χ(M,αs) G(ξ,M), (3)
whose kernel χ(M,αs) is simply the inverse
function of the GLAP anomalous dimension
γ(N,αs) [23,5]:
χ(γ(N,αs),αs) = N. (4)
The duality equation (4) maps the perturba-
tive expansion of γ in powers of αs at fixed N
in the expansion of χ in powers of αs at fixed M
and conversely. One can thus construct a double
leading expansion [22] (see Fig. 3) which includes
in χ all terms up to a given order in the expan-
sion in powers of αs both at fixed M and at fixed
αs
M . Its dual γ can be shown to include terms up
to the same order in the expansion in powers of
α both at fixed αs and at fixed
αs
N .
Using either the double–leading χ or the double
leading γ in the BFKL or GLAP equation respec-
tively leads to a solution which includes all terms
which are logarithmically enhanced either in 1x
or in Q2 to the given order [6]. The result (see
Fig. 4) is close to the GLAP one when M → 0,
and close to the BFKL one whenN → 0. Because
the perturbative expansion of the BFKL kernel is
very poorly behaved, this resummed result has
poor perturbative stability as N → 0.
2.2. Exchange symmetry
The perturbative instability of the kernel as
N → 0 can be cured by observing that the BFKL
Figure 3.2. Structure of the Double-Leading approximation for the BFKL kernel
χ(M,αs). (Figure taken from Ref. [53].)
χss
(αs
M
)
= −γ1 (χs(αs/M))
γ′0 (χs(αs/M))
(3.3.15)
where γ−10 is the inverse function of γ0. Note that, while at LO αsγ0 and χs are exactly
dual, at NLO αsγ0 +α
2
sγ1 and χs +αsχss are dual up to order α
2
s corrections (at fixed
αs/M). For this reason, for numerical application it may be better to consider the
exact dual also at NLO (or beyond), the difference being subleading. Anyway, for
the sake of theoretical discussion, we will continue to consider the singular expansion
Eq. (3.3.12).
The singular expansion (3.3.12) allows to produce a Double-Leading (DL) expan-
sion for the BFKL kernel:
χDL(αs,M) = αsχ0(M) + χs
(αs
M
)
− αsχ0,1
M
+ αs
[
αsχ1(M) + χss
(αs
M
)
− αs
(χ1,2
M2
+
χ1,1
M
)
− χ0,0
]
+ . . . (3.3.16)
where the first row represents a LO DL expansion, the second row a NLO DL expansion,
and so on. The χk,j terms are subtracted to avoid double counting; these coefficients
can be read from Eqs. (C.4.21). The structure of the terms which enter this expansion
are shown pictorially in Fig. 3.2. A completely analogous expression can be obtained
for the anomalous dimension.
The LO DL result resums the leading logarithms of q2 in the BFKL kernel: there-
fore, it represents a matched LO+LL resummed kernel (the same for the anomalous
dimension, the resummed logarithms being logs of 1/x). Again, the NLO DL re-
sult resums also the next-to-leading logarithms, and therefore represents a matched
NLO+NLL resummed kernel. Hence, concerning the double-leading expansion, the
notation LO, NLO and so on represents in fact LL, NLL, and so on. The reason for
this notation relies on the fact that to accomplish resummation to NkLL within the
DL expansion one has to simply match a NkLO BFKL kernel with a NkLO anomalous
dimension. We will then continue to talk about LO and NLO resummation, meaning
always LO+LL and NLO+NLL matched expressions.
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Figure 3.3. Double-Leading approximation for the BFKL kernel χ(M,αs). Here we have
used αs = 0.2 and nf = 4.
The results for αs = 0.2 and nf = 4 are shown on Fig. 3.3. From the plot, we
immediately see that such result is not acceptable: indeed the DL curves (red curves),
when mirrored with respect to the main diagonal to give the anomalous dimension,
manifest a perturbative instability at small N . The LO DL curve, when inverted,
presents a square-root branch-point at some small positive value of N , while the NLO
DL curve extends smoothly to all negative values of N . Moreover, form a phenomeno-
logical point of view, the LO and NLO anomalous dimensions (which have simple poles
in N = 0), describe quite well the data, while the DL LO approximation gives a too
strong rise at small x, and the DL NLO does not rise at all [53].
Such instability is related to the bad behaviour of the BFKL kernel around M = 1:
therefore, in order to obtain a stable DL approximation, also the M = 1 singularities
must be resummed. We will treat such resummation in the next Section.
3.4 Symmetrization
The first ingredient needed to improve the DL result is related to the intrinsic symmetry
of the BFKL kernel. We discuss this now.
3.4.1 The symmetry of the BFKL kernel
Since the diagrams involved in the computation of the BFKL kernels are symmetric
for the exchange of the incoming gluon momenta, the BFKL kernel should satisfy
1
q2
K
(
αs,
q2
k2
)
=
1
k2
K
(
αs,
k2
q2
)
(3.4.1)
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or, in terms of its Mellin transform,
χ(αs,M) = χ(αs, 1−M). (3.4.2)
However, while the LO kernel Eq. (3.2.11) satisfies this symmetry, the NLO kernel
χ1(N), Eq. (C.4.3), is no longer symmetric. In fact, this symmetry is broken by two
effects:
• the running of the coupling constant αs
• an asymmetric choice for the variable ξ.
The running of the coupling and the resummation of its effects will be treated in
Sect. 3.5; so far, in χ1 only a perturbative contribution was included, Eq. (3.5.17).
The second point is the argument of this Section.
In the computation of the BFKL kernel from gluon-gluon scattering, the value
of the variable ξ depends symmetrically on q2 and k2 [45, 52]; however, in DIS, the
variable ξ is defined as
ξ = log
1
x
= log
2pq
−q2
small x' log s−q2 (3.4.3)
which depends only on q2, and hence has no symmetry under the exchange q2 ↔ k2.
The symmetric choice for the variable ξ is obtained substituting q2 with
√
q2k2 in
the last equality. Then, the BFKL evolution equation for the DIS choice of ξ has
to be modified accordingly [52], thereby breaking the symmetry. The transition from
one choice to the other is obtained by recasting the double Mellin transform of the
BFKL equation: using s as integration variable for the N -Mellin we have (from DIS
to symmetric)∫
ds
s
∫
dq2
q2
(
s
q2
)N ( q2
k2
)−M
=
∫
ds
s
∫
dq2
q2
(
s√
q2k2
)N (
q2
k2
)−M−N
2
. (3.4.4)
Because of the pole condition Eq. (3.3.6), N has to be identified with the current
kernel. Therefore, calling for definiteness χσ the kernel for the symmetric variable
choice and χ that for the usual DIS variables, the two kernels are related by [52,54]{
χ
(
αs,M +
N
2
)
= χσ(αs,M)
N = χσ(αs,M),
(3.4.5a)
or, implicitly,
χ
(
αs,M +
1
2
χσ(αs,M)
)
= χσ(αs,M), (3.4.5b)
or equivalently
χσ
(
αs,M − 1
2
χ(αs,M)
)
= χ(αs,M). (3.4.5c)
The relation (3.4.5) can be solved iteratively to the desired order. For example, given
χσ, one can compute χ by writing
χ(αs,M) = χσ
(
αs,M − 1
2
χσ
(
αs,M − 1
2
χσ (αs,M − . . .)
))
(3.4.6)
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and stopping at the desired level of accuracy. For instance, at LO, it is easy to see
that the two kernels are equal. Indeed χσ(αs,M) = αsχ0(M) and hence
χ(αs,M) = αsχ0
(
M − αs
2
χ0 (M +O(αs))
)
= αsχ0(M) +O(α2s). (3.4.7)
At fixed NLO, χσ(αs,M) = αsχ0(M) + α
2
sχ
σ
1 (M) and
χ(αs,M) = αsχ0
(
M − αs
2
χ0 (M +O(αs))
)
+ α2sχ
σ
1 (M +O(αs))
= αsχ0(M) + α
2
s
[
χσ1 (M)−
1
2
χ0(M)χ
′
0(M)
]
+O(α3s). (3.4.8)
Note that the order α2s symmetric term χ
σ
1 (M) is modified by adding −12χ0(M)χ′0(M):
this is (one of) the non-symmetric term appearing in Eq. (C.4.3).
The relation (3.4.5) is much better written in terms of inverse functions. Since, by
duality, the inverse function of χ in asymmetric variables is the anomalous dimension
γ, we can introduce the “symmetric” anomalous dimension γσ, dual to χσ: putting
these into one of Eqs. (3.4.5) we get
γ(N) = γσ(N) +
N
2
. (3.4.9)
This relation is very useful in numerical computations, and also to simply visualize the
passage from simmetric variables to asymmetric ones and vice-versa.
3.4.2 Off-shell kernels
We now build a tool that can help us to “solve” the relation Eq. (3.4.5). We introduce
the concept of “off-shell” kernel
χ¯(αs,M,N) (3.4.10)
as a function of one more variable N (the name is not a coincidence) defined by the
condition that the actual kernel (also “on-shell” kernel from now on) can be obtained
by the “on-shell” (or pole) condition
χ¯ (αs,M, χ(αs,M)) = χ(αs,M). (3.4.11)
If χ(αs,M) is related by duality to γ(αs, N), Eq. (3.4.11) can be rewritten as
χ¯ (αs, γ(αs, N), N) = N. (3.4.12)
More generally, we can consider the “off-shell” relation
χ¯ (αs,M,N) = N (3.4.13)
and obtain either Eq. (3.4.11) or Eq. (3.4.12) by putting on-shell respectively N or M ,
i.e. by setting N = χ(αs,M) or M = γ(αs, N).
Geometrically, we have a simple interpretation of the off-shell kernel. Consider a
two-dimensional space with coordinates (M,N): the BFKL kernel is a curve on this
plane, provided we identify N with χ(αs,M). By duality, the same curve is γ(αs, N),
provided now N is considered as the independent variable and we identify M with γ.
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In this context, the off-shell kernel χ¯(αs,M,N) can be viewed as a function on the
(M,N)-plane with the property that the zeros of
χ¯(αs,M,N)−N, (3.4.14)
which form a curve in the plane, are exactly the kernels’ curve.
Given χ(αs,M), we will call any χ¯(αs,M,N) satisfying Eq. (3.4.11) an off-shell
extension of χ(αs,M); of course, there is not a unique way to obtain such an off-shell
extension, but there are infinite possibilities. The naive off-shell extension of χ is
simply
χ¯(αs,M,N) = χ(αs,M). (3.4.15)
Relation (3.4.5) becomes simple from the point of view of off-shell kernels. Given
an off-shell extensions of χ and χσ
χ(αs,M) = χ¯ (αs,M, χ(αs,M)) , (3.4.16a)
χσ(αs,M) = χ¯σ (αs,M, χσ(αs,M)) . (3.4.16b)
and putting these equations in Eq. (3.4.5a) we get
χ¯
(
αs,M +
N
2
, N
)
= χ¯σ(αs,M,N). (3.4.17)
Eq. (3.4.17) tells us that given the off-shell kernel, let’s say, in asymmetric variables χ¯,
we can find immediately the off-shell kernel χ¯σ in symmetric variables, and vice-versa,
by a simple variable shift.
3.4.3 Improved resummation by symmetrization
We can use relation (3.4.5) and the symmetry of χσ(αs,M) under the exchange M →
1−M to cure the instability of χ(αs,M) in M = 1. The strategy is the following:
• go to symmetric variables using Eq. (3.4.5);
• resum χ in the DL approximation, Eq. (3.3.16), to obtain χDL;
• the resulting χσDL is not symmetric: symmetrize it, thereby resumming the M = 1
singularities;
• use again Eq. (3.4.5) with the symmetrized χσDL to go back to asymmetric vari-
ables, obtaining a kernel which we will call from now on χSDL (simmetrized
double-leading).
The kernel χSDL obtained with the above procedure is not symmetric (because of the
asymmetric choice of the ξ variable) but has a stable DL perturbative expansion. In
particular, a minimum near M = 12 is present to all perturbative orders: this is relevant
for the running coupling resummation discussed in Sect. 3.5.
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3.4.3.1 Practical realization: a toy example
Consider for simplicity the DL expansion Eq. (3.3.16) at LO:
χDL(αs,M) = αsχ0(M) + χs
(αs
M
)
− d.c. (3.4.18)
In this equation the χ0 term is symmetric, while χs is not. Following the strategy
described above, the next step for resummation consists in going to symmetric variables
χσDL(αs,M) = αsχ0(M) + χ
σ
s (αs,M)− d.c. (3.4.19)
where here χ0 is the same as before, since it was already symmetric at this order,
and χσs is the dual of γσ at LO, Eq. (3.4.9). Being in symmetric variables, χ
σ
s should
be symmetric, but it is not. A way to obtain χσs is the approach of Ref. [54], where
symmetrization is obtained by defining first the naive off-shell extension of χs as
χ¯s(αs,M,N) = χs
(αs
M
)
, (3.4.20)
then going to symmetric variables
χ¯σs (αs,M,N) = χs
(
αs
M +N/2
)
, (3.4.21)
now symmetrizing it as [54,55]
χ¯σs (αs,M,N) = χs
(
αs
M +N/2
)
+ χs
(
αs
1−M +N/2
)
. (3.4.22)
The symmetrization procedure, though somewhat arbitrary, satisfies the following con-
straints:
• the kernel obtained putting on-shell has to be symmetric for M ↔ 1−M ;
• in the M < 12 region, at large N the dual kernel must match with the original
LO anomalous dimension;
• no other singularities must be introduced.
However, there are still some bad features in the result: for example, momentum
conservation is no longer satisfied. To solve such problem, an additional term [54]
χ¯mom(N) = cmomfmom(N) (3.4.23)
is added to χ¯σs to enforce momentum conservation, provided
fmom(∞) = 0, fmom(1) = 1, (3.4.24)
where cmom is a constant chosen in such a way that momentum conservation is pre-
served. Specific forms for fmom can be
fmom(N) =
4kNk
(N + 1)2k
,
2Nk
N2k + 1
, k > 0, (3.4.25)
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which are in particular symmetric for the exchange N → 1/N and satisfy additionally
fmom(0) = 0, f
′
mom(1) = 0. (3.4.26)
In symmetric variables momentum conservation constraint requires
M = −1
2
⇒ N = 1 (3.4.27)
that implies, from Eq. (3.4.22),
cmom = 1− χ¯σs
(
αs,−1
2
, 1
)
= −χs
(αs
2
)
. (3.4.28)
With these ingredients at the hand, one can use
χ¯σs (αs,M,N) = χs
(
αs
M +N/2
)
+ χs
(
αs
1−M +N/2
)
+ χ¯mom(N) (3.4.29)
to compute χσs (αs,M).
Finally, one can add back χ0 minus the double counting terms, which now should
be considered both in M = 0 and M = 1 for symmetry. This subtraction breaks
momentum conservation again, but a simple modification of cmom can cure it.
At the end, one can go back to asymmetric variables; practically, the easier way to
do this is to compute the two branches of a resummed γσ(N) and then adding N/2 to
obtain γSDL(N), Eq. (3.4.9).
3.4.3.2 Practical realization: the approach of Ref. [54]
Even if the procedure described above seems to be satisfactory, there are still some
problems with the other poles of the BFKL kernel, which spoil the matching at large
N with the anomalous dimension.
To avoid this, in Ref. [54] an off-shell extension of χ0 is also considered (see also
Ref. [55]). This off-shell χ¯0 is then added to χ¯
σ
s (after subtracting double counting)
and the resulting function is then put on-shell.3
Actually, the off-shell extension of χ0 performed in Ref. [54] is not really an ex-
tension, since it does not lead to the original BFKL kernel when it is put on-shell;
nevertheless, it is chosen in such a way that the relevant limits are respected. First,
the collinear and anti-collinear parts of χ0 are separated as
χ0(M) = χ
L
0 (M) + χ
R
0 (M), (3.4.30)
where
χL0 (M) =
Nc
pi
[ψ(1)− ψ(M)] , (3.4.31)
χR0 (M) = χ
L
0 (1−M); (3.4.32)
3Note that the sum of two off-shell kernel is not in general the off-shell kernel for the sum of the
kernels.
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then, χL0 is treated as χs before, i.e. the naive off-shell extension of χ
L
0 is taken in asym-
metric variables, then translated to symmetric variables and symmetrized, obtaining
χ¯σ0 (M,N) =
Nc
pi
[
2ψ(1)− ψ
(
M +
N
2
)
− ψ
(
1−M + N
2
)]
, (3.4.33)
or, in asymmetric variables,
χ¯0(M,N) =
Nc
pi
[2ψ(1)− ψ (M)− ψ (1−M +N)] . (3.4.34)
However, since we don’t want to spoil the identification at large N with the anomalous
dimension, χ¯0(M,N) should vanish at large N . To accomplish this, in Ref. [54] a
subleading term is added to χ¯0 obtaining at the end
χ¯0(M,N) =
Nc
pi
[ψ(1) + ψ(1 +N)− ψ (M)− ψ (1−M +N)] , (3.4.35)
which is safe at large N because ψ (1−M +N)− ψ(1 +N) ∼ 1/N .
Putting all together, we get (in symmetric variables)
χ¯σLO(αs,M,N) = χ¯
σ
s (αs,M,N) + αs ˜¯χ
σ
0 (M,N) + χmom(αs, N), (3.4.36)
where
˜¯χσ0 (M,N) =
Nc
pi
[
ψ(1) + ψ(1 +N)− ψ
(
1 +M +
N
2
)
− ψ
(
2−M + N
2
)]
(3.4.37)
has subtracted the collinear (M + N2 = 0) and anti-collinear (1−M + N2 = 0) doubly
counted poles, and the momentum conservation function has been reintroduced. The
result of putting on-shell, back to DIS variables, is shown in Fig. 3.4 at LO. The sim-
metrized DL curve has a minimum, thanks to the fact that the asymptotic behaviour
of the curve at large N (large χ) are given by the GLAP anomalous dimension. Then,
the minimum is still there also at NLO: symmetrization stabilizes the DL expansion,
as expected. The details of the NLO symmetrization are quite cumbersome, and we
refer the Reader to App. C.4 or to Ref. [54] for further details.
3.5 Running coupling corrections to the BFKL equation
So far, we have supposed that the strong coupling αs is fixed; now we want to study
the effect of its running. We will find that the inclusion of running coupling effects
changes dramatically the small-x behaviour of the anomalous dimension, making the
running coupling resummation a crucial ingredient for small-x resummation.
The BFKL equation (3.2.2) has a kernel K which depends on the coupling αs. If
we let the coupling run, we can make several choices for its argument; the most natural
ones are αs(q
2) and αs(k
2). In both cases, we have that under Mellin transform αs
becomes a differential operator, αˆs, which is constructed by substituting
t→ − d
dM
(3.5.1)
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Figure 3.4. The simmetrized Double-Leading approximation at LO. Here we have used
αs = 0.2 and nf = 5.
in the explicit form of the running αs. For example, at 1-loop,
αˆs =
αs
1− αsβ0 ddM
, (3.5.2)
where αs is now the value of the strong coupling at a given fixed scale µ
2
0. The difference
in choosing the argument q2 or k2 in αs is the resulting operator order. Consider the
BFKL equation (3.2.2)
d
dξ
f(ξ, q2) =
∫ ∞
0
dk2
k2
∞∑
p=0
αp+1s (·)Kp
(
q2
k2
)
f(ξ, k2), (3.5.3)
where we have explicitly written the BFKL kernel as a power series in αs, with ar-
gument of αs not specified. If we choose as argument q
2, the Mellin transform of the
equation becomes
d
dξ
f(ξ,M) =
∞∑
p=0
αˆp+1s χp(M) f(ξ,M), (3.5.4)
where αˆs acts on everything on the right, while choosing k
2 as argument we get
d
dξ
f(ξ,M) =
∞∑
p=0
χp(M) αˆ
p+1
s f(ξ,M), (3.5.5)
where now αˆs acts only on the PDF.
A unique scale choice for αs inevitably breaks the symmetry of the BFKL equation
under the exchange q2 ↔ k2, unless we use αs(
√
q2k2), which however complicates
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somewhat the treatment. The most convenient choice is then to compute αs at the
scale q2 for the collinear part and k2 for the anti-collinear part:
K
(
αs,
q2
k2
)
→
∞∑
p=0
[
αp+1s (q
2)KLp
(
q2
k2
)
+ αp+1s (k
2)KRp
(
q2
k2
)]
. (3.5.6)
If symmetric variables are used, the collinear and anti-collinear contributions to the
kernel satisfy, order by order, the symmetry relation
1
q2
KLp
(
q2
k2
)
=
1
k2
KRp
(
k2
q2
)
(3.5.7)
which is the underlying reason for the symmetry of Eq. (3.4.1). This means that this
choice restores the symmetry q2 ↔ k2 of the BFKL equation. The Mellin transform
of the BFKL kernel with this scale choice is then
χ(αˆs,M) =
∞∑
p=0
[
αˆp+1s χ
L
p (M) + χ
R
p (M) αˆ
p+1
s
]
(3.5.8)
where
χRp (M) = χ
L
p (1−M) (3.5.9)
and is intended that χ(αˆs,M) is an operator itself, and αˆs in it will act on everything
on the right, specifically on the PDF in the BFKL equation. For example, the LO
contribution is given by Eq. (3.4.31),
χL0 (M) =
Nc
pi
[ψ(1)− ψ(M)] , (3.5.10)
while the NLO will be given in App. C.4.1.
Note that, once we have built the running-coupling kernel Eq. (3.5.8), we can
reshuffle the position of αˆs having care of supplying each switch with the corresponding
commutator. If we use the 1-loop beta function Eq. (3.5.2), we get easily[
αˆ−1s , M
]
= −β0. (3.5.11)
From this we can compute
[ αˆs , M ] = αˆsM − αˆsαˆ−1s Mαˆs = αˆsM − αˆsMαˆ−1s αˆs − αˆs
[
αˆ−1s , M
]
αˆs = β0αˆ
2
s.
(3.5.12)
The commutator of αˆs (or a function of it) with a function of M can be then built
algebraically starting from the “fundamental” commutators Eqs. (3.5.11),(3.5.12).
In general, it is quite easy to compute the commutators of αˆ−1s with a function of
M , if αs runs at 1-loop. Indeed[
αˆ−1s , g(M)
]
= −β0g′(M). (3.5.13)
From this, with the same computation as in (3.5.12), we get
[ αˆs , g(M) ] = αˆsβ0g
′(M)αˆs. (3.5.14)
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If we want the αˆs operator to be on the left we can recursively commute to obtain
[ αˆs , g(M) ] =
∞∑
k=1
(−)k+1βk0 αˆk+1s g(k)(M). (3.5.15)
Now, suppose we want to have all the powers of αˆs to the left (as we will need it
later). Then, at LO, one obtains simply
χ(αˆs,M) = αˆs
[
χL0 (M) + χ
R
0 (M)
]
+O(αˆ2s) (3.5.16)
because the commutator Eq. (3.5.15) starts at order αˆ2s. At NLO this commutator
gives an effect: indeed we have
χ(αˆs,M) = αˆs
[
χL0 (M) + χ
R
0 (M)
]
+ αˆ2s
[
χL1 (M) + χ
R
1 (M)− β0 ∂MχR0 (M)
]
+O(αˆ3s)
(3.5.17)
where
∂Mχ
R
0 (M) =
Nc
pi
ψ1(1−M). (3.5.18)
3.5.1 Resummation of running coupling effects
Perturbative inclusion of running coupling effect does not lead to stable results [56],
since it produces poles in the BFKL kernel at M = 1/2, where it should have a
stationary point (in symmetric variables). Then, the leading small-N singularity, which
determines the small-x behaviour of the dual anomalous dimension, changes nature
whenever the running coupling effects are included at some fixed perturbative order.
For this reason, running coupling effects must be resummed to all orders in αs to
get a stable small-N singularity. To do this, let’s take the N -Mellin transform of the
running-coupling BFKL equation,
Nf(N,M) = χ(αˆs,M)f(N,M) + F˜0(M), (3.5.19)
which is the straightforward running-coupling extension of Eq. (3.3.1b). Because of
the presence of the operator αˆs, this is a differential equation in M : the solution of
this equation incorporates running-coupling effects to all orders, and from this solution
we can hence compute a resummed anomalous dimension with full running-coupling
dependence.
In Ref. [56] it is proven that a running-coupling resummed anomalous dimension is
completely characterized by the inhomogeneus solution of Eq. (3.5.19); nevertheless, up
to power suppressed terms, the inhomogeneus solution can be written in the same form
of the homogeneus solution, with an appropriate boundary condition f(N,M0), which
however is irrelevant (it cancels out) in the computation of the anomalous dimension.
Then from now on we will concentrate on the homogeneus equation
Nf(N,M) = χ(αˆs,M)f(N,M). (3.5.20)
Now, suppose we manipulate χ(αs,M) in such a way that the powers of αˆs are all on
the left, using repeatedly the commutator Eq. (3.5.14); if the resulting dependence on
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αˆs is linear we can write
4
χ(αs,M) = αˆsϕ(M) (3.5.21)
and then, for 1-loop beta function,(
1− β0αs d
dM
)
Nf(N,M) = αsϕ(M)f(N,M). (3.5.22)
The solution of this equation is
f(N,M) = f(N,M0) exp
∫ M
M0
dM ′
N − αsϕ(M ′)
Nβ0αs
. (3.5.23)
The anomalous dimension which contains resummed running-coupling effects can be
found by taking the logarithmic derivative with respect to t of the inverse M -Mellin
of the solution Eq. (3.5.23):
γrc(αs(t), N) =
d
dt
log
∫ c+i∞
c−i∞
dM
2pii
eMt exp
∫ M
M0
dM ′
N − αsϕ(M ′)
Nβ0αs
(3.5.24)
where c must be to the right of all the singularity of the integral. Of course, the
ability of computing the integrals depends on the explicit form of ϕ(M); in the next
subsection we will show that in the case in which the kernel is quadratic it is possible
to find an analytic solution.
Another way to find a general solution for the anomalous dimension can be obtained
by taking the N -Mellin transform of Eq. (3.2.2) with running coupling
Nf(N, t) = αs(t)
∫ t
dt′Kϕ(et−t
′
) f(N, t′), (3.5.25)
where Kϕ is the unintegrated kernel corresponding to ϕ, and it is typically a distribu-
tion. In some cases we may be able to separate the distributional part of Kϕ in terms
of δ functions and its derivatives, and a finite part:
Kϕ(e
t) =
∑
j
kjδ
(j)(t) +Kfinϕ (e
t); (3.5.26)
after explicit integration of the δ’s we end up with a integro-differential equation, that
we can derive with respect to t to obtain a genuine differential equation,∑
j
(−)jkjf (j+1)(N, t)− N
αs(t)
f ′(N, t) +
[
Kfinϕ (1)−Nβ0
]
f(N, t) = 0, (3.5.27)
where we have explicitly used the 1-loop β-function and the derivatives are intended
with respect to t. This equation may be eventually easier to solve than the inverse
Mellin transform in Eq. (3.5.24).
4Note that this never happens exactly. Indeed, even at LO, the anti-collinear part has αˆs to the
right, and the reshuffling needed to bring it to the left produces O(αˆ2s) terms. Nevertheless, being
O(αˆ2s), they should be better included in the NLO kernel: hence, up to NLO correction, the LO kernel
can be written in the form of Eq. (3.5.21) with ϕ(M) = χ0(M).
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3.5.2 Quadratic approximation to the kernel
In Ref. [56] it is shown that the small-x behaviour of the running-coupling resummed
splitting-functions is determined by the behaviour of the kernel χ in Eq. (3.5.19) around
its minimum (which is at M = 1/2 in symmetric variables). This result can be simply
obtained by means of a saddle point approximation [57] to the M -Mellin inversion
integral in Eq. (3.5.24). The saddle point Ms is given by
αs(t)ϕ(Ms) = N ; (3.5.28)
from this equation it is evident that the region of small N is determined by the smaller
values of ϕ, i.e. by its minimum.
This is pretty useful, because when the kernel is substituted by its quadratic ap-
proximation [58]
χ(αs,M) → χq(αs,M) = c(αs) + 1
2
κ(αs)
(
M − 1
2
)2
(3.5.29)
we are able to analytically find a resummed anomalous dimension, provided the αs
dependence of χ (or of the coefficients c and κ) belongs to the following two cases:
Airy: χ(αˆs,M) ' αˆsχ0(αs,M) (3.5.30)
Bateman: χ(αˆs,M) ' χ(αs,M) + (αˆs − αs)∂αsχ(αs,M) (3.5.31)
where χ0(αs,M) may depend on αs and is not in general the LO kernel χ0(M). The
coefficients c(αˆs) and κ(αˆs) satisfy the same expansion. The names Airy [56] and
Bateman [54] are due to the fact that in the respective cases the solution is expressed
in terms of Airy or Bateman functions (see App. E.3). If the kernel is linear in αs (as
the LO kernel), the Airy solution coincides with the Bateman one; otherwise, if the αs
dependence of χ is non-trivial, the approximation that brings to the Airy solution is
not good, and the Bateman solution provides a better approximation.
3.5.2.1 Airy anomalous dimension
Note that a quadratic kernel χ as in Eq. (3.5.29) corresponds, in the case of Airy
approximation, to a unintegrated kernel K of the form
K(αs, e
t) = αs(t)
[(
c0 +
κ0
8
)
δ(t)− κ0
2
δ′(t) +
κ0
2
δ′′(t)
]
. (3.5.32)
Putting this in Eq. (3.5.25) we get
f ′′ − f ′ = 2
κ0
[
N
αs(t)
− c0 − κ0
8
]
f (3.5.33)
where primes denote derivatives with respect to t. Writing
f(N, t) ∝ g(N, t) exp 1
2β0αs(t)
(3.5.34)
we get
g′′ =
2
κ0
[
N
αs(t)
− c0
]
g. (3.5.35)
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We recognize in this equation the equation for the Airy function,
Ai′′(z)− zAi(z) = 0, (3.5.36)
provided we identify z with
z(αs(t), N) =
(
2β0N
κ0
)1/3 1
β0
[
1
αs(t)
− c0
N
]
. (3.5.37)
Then, we have found
f(N, t) ∝ Ai (z(αs(t), N)) exp 1
2β0αs(t)
(3.5.38)
from which we immediately compute the anomalous dimension
γA(αs(t), N) =
1
2
+
(
2β0N
κ0
)1/3 Ai′ (z(αs(t), N))
Ai (z(αs(t), N))
(3.5.39)
which we will call the Airy anomalous dimension. The same result can be found by
putting the quadratic kernel Eq. (3.5.29) into Eq. (3.5.24), where instead of solving a
differential equation you have to compute a inverse Mellin transformation [56].
For comparison with the singular expansion of the fixed-coupling anomalous di-
mension, we expand Eq. (3.5.39) in powers of αs at fixed αs/N and get
γA(αs, N) =
1
2
−
√
N/αs − c0
κ0/2
− β0αs
4(1− c0αs/N) + . . . (3.5.40)
where the dots indicate terms of order α2s at fixed αs/N . All these terms are divergent
in N = αsc0, but the sum is not; it is instead divergent when the Airy function in the
denominator of Eq. (3.5.39) goes to zero, at z(αs(t), N) = −2.33811 (see App. E.3.1).
3.5.2.2 Bateman anomalous dimension
As already mentioned, the Bateman approximation Eq.(3.5.31) is much better than the
Airy one, Eq. (3.5.30). Indeed in this approximation the whole sequence of leading-log
contributions to αs is correctly included in the solution [54].
Defining
c¯(αs) = c(αs)− αsc′(αs) (3.5.41)
κ¯(αs) = κ(αs)− αsκ′(αs) (3.5.42)
we can write, following Ref. [54], the running-coupling BFKL equation Eq. (3.5.19) in
the Bateman approximation as[
N − c¯(αs)− 1
2
κ¯(αs)
(
M − 1
2
)2]
f(N,M)
= αˆs
[
c′(αs) +
1
2
κ′(αs)
(
M − 1
2
)2]
f(N,M) + F˜0(M). (3.5.43)
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The solution to this equation can be found with techniques similar to the Airy case,
and we refer the Reader to Ref. [54] for further details. The result can be written in
terms of Bateman functions Kν(z) (see App. E.3) and reads
γB(αs(t), N) =
1
2
− β0α¯s +A(αs, N)
K ′B(αs,N)
(
A(αs,N)
β0α¯s
)
KB(αs,N)
(
A(αs,N)
β0α¯s
) (3.5.44)
where
1
α¯s
=
1
αs
+
κ′(αs)
κ¯(αs)
(3.5.45)
A(αs, N) =
√
N − c¯(αs)
1
2 κ¯(αs)
(3.5.46)
B(αs, N) =
(
c′(αs)
N − c¯(αs) +
κ′(αs)
κ¯(αs)
)
A(αs, N)
β0
(3.5.47)
We will call this solution the Bateman anomalous dimension.
Expanding Eq. (3.5.44) in powers of αs at small N we get
γB(αs, N) = γ
B
s (αs, N) + γ
B
ss(αs, N) + . . . (3.5.48)
with
γBs (αs, N) =
1
2
−
√
N − c(αs)
1
2κ(αs)
(3.5.49)
γBss(αs, N) = γ
B
ss,0(αs) +
1
4
α2sβ0
c′(αs)
c(αs)−N (3.5.50)
γBss,0(αs) = −β0αs +
3
4
α2sβ0
κ′(αs)
κ(αs)
. (3.5.51)
Note that now, after running coupling resummation, the anomalous dimension behaves
as a pole at small N , the position of the pole being determined by the rightmost zero of
the Bateman function in the denominator of Eq. (3.5.44). This behaviour is compatible
with the observations.
3.5.3 On the minimum
Since the resummation of running coupling effects depends only on the characteristics
of the minimum of the symmetric DL BFKL kernel, it is useful to make some comments
about its properties.
In symmetric variables, the minimum is always placed in M = 1/2, because of
the symmetry χσ(αs,M) = χσ(αs, 1 −M). For this reason, the parameter c is easily
computed as
c(αs) = χσ
(
αs,
1
2
)
. (3.5.52)
In asymmetric variables, M →M +N/2, and hence the position of the minimum is
Mmin =
1
2
+
c(αs)
2
, (3.5.53)
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and the value at the minimum is the same as in symmetric variables
χ(αs,Mmin) = χσ
(
αs,
1
2
)
≡ c(αs). (3.5.54)
It can be easily shown that also the curvature of the minimum is the same in symmetric
and asymmetric variables:
κ(αs) = χ
′′
σ
(
αs,
1
2
)
= χ′′(αs,Mmin). (3.5.55)
In terms of the off-shell kernel χ¯σ(αs,M,N) in symmetric variables, the curvature can
be written as
κ(αs) =
∂2M χ¯σ
1− ∂N χ¯σ
∣∣∣∣
M= 1
2
, N=c
(3.5.56)
as one can easily find by computing the second derivative of the on-shell relation
χσ(αs,M) = χ¯σ(αs,M, χσ(αs,M)),
∂2Mχσ = ∂
2
M χ¯σ + ∂N χ¯σ ∂
2
Mχσ + ∂Mχσ
[
2∂N∂M χ¯σ + ∂
2
N χ¯σ ∂Mχσ
]
, (3.5.57)
where N = χσ, and at the minimum ∂Mχσ = 0. The αs dependence of c can be found
in the same way: deriving the duality relation with respect to αs we get
∂
∂αs
χσ(αs,M) =
∂αsχ¯σ
1− ∂N χ¯σ
∣∣∣∣
N=c
(3.5.58)
and hence
c′(αs) =
∂αsχ¯σ
1− ∂N χ¯σ
∣∣∣∣
M= 1
2
, N=c
. (3.5.59)
For κ, one can directly derive Eq. (3.5.56), keeping in mind that c depends on αs, and
obtain
κ′(αs) =
∂αs∂
2
M χ¯σ + c
′ ∂N∂2M χ¯σ + κ
[
c′ ∂2N χ¯σ + ∂αs∂N χ¯σ
]
1− ∂N χ¯σ
∣∣∣∣∣
M= 1
2
, N=c
. (3.5.60)
Note that in principle all these derivatives can be computed analitycally; the more
tricky one is the derivative of the χs part contained in the off-shell kernel, that can be
obtained by deriving duality relation
∂
∂αs
χs
(αs
M
)
= − M/αs
αsγ′0 (χs(αs/M))
. (3.5.61)
These relation are very useful for easily compute derivatives in a numerical code.
3.6 Resummed anomalous dimensions
In the above Sections, we have introduced all the ingredients to obtain stable resummed
anomalous dimensions: we summarize the whole procedure here.
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• The first crucial ingredient is the duality relation Eq. (3.3.7): strictly speak-
ing, it is valid for fixed coupling, but its extension to the running coupling level
(which amounts to the replacement of αs with αˆs) has been proved to be valid
to all orders in Ref. [59]. The duality relates the BFKL kernel to the anoma-
lous dimension, thereby providing a way to resum one of them in terms of the
other. This procedure alone gives the Double-Leading approximation introduced
in Sect. 3.3.2, which is however unstable for perturbative corrections.
• The way to stabilize the DL expansion is to exploit the intrinsic symmetry of the
BFKL kernel, which is however valid for a choice of variables which is not the
usual one in DIS. Then, in order to be able to take the advantage of such sym-
metry we move to symmetric variables, changing also the anomalous dimension
via Eq. (3.4.9), and we will get back again to asymmetric variables only at the
end. With the help of the off-shell kernel, we symmetrize the DL result, to get a
stable perturbative expansion.
• The last ingredient is the resummation of running coupling effects. It produces an
anomalous dimension which now has the correct resummed small-N behaviour,
which is completely determined by the value and the curvature at the minimum
(and their αs dependence) of the symmetrized DL BFKL kernel. Then, by match-
ing with the symmetrized DL result, and going back to asymmetric variables, we
finally get our resummed anomalous dimension.
The result of all this machinery can then be summarized in the following expression,
γres(αs, N) = γB(αs, N) + γ
σ
DL(αs, N)− γB,s(αs, N)− γB,ss,0(αs) +
N
2
+ γmom(N),
(3.6.1)
where:
• γB(αs, N) is the Bateman anomalous dimension: it resums running coupling
effects and is accurate at small N , while at large N is completely arbitrary;
• γσDL(αs, N) is the symmetrized DL anomalous dimension obtained by solving
χ¯σDL(αs, γ
σ
DL(αs, N), N) = N (3.6.2)
in symmetric variables: it has the correct large-N behaviour but has a spurious
square-root branch-cut at small N ;
• γB,s(αs, N) subtracts double counting contributions between the two previous
contributions, thereby removing the branch-cut in γσDL and a part of the spurious
large-N behaviour of γB;
• γB,ss,0(αs) removes the remaining spurious behaviour (a constant) of γB;
• N/2 switches back to DIS (asymmetric) variables;
• γmom(N) = −χ¯mom(N) restores momentum conservation (spoiled by running
coupling resummation); in particular, since by construction γσDL(αs, N) preserves
momentum conservation, here cmom is given by
cmom = γB(αs, 1)− γB,s(αs, 1)− γB,ss,0(αs). (3.6.3)
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Actually this scheme is, strictly speaking, valid only at LO at nf = 0.
At NLO there is a mismatch between the parameters in the Bateman and DL
pieces, and a supplementary γmatch is needed in order to have the correct cancellation
of the square-root branch-cut and of the spurious large-N behaviour, see Ref. [54] for
more details. Since there are many tricky aspects at NLO which are irrelevant for the
discussion, we don’t show them here but we collect the results in App. C.4.
Already at LO, when nf 6= 0 some care is needed to avoid an unphysical growth
in x-space when Mellin-inverting the anomalous dimension matrix rotated back to the
physical basis. We discuss this now.
3.6.1 The case nf 6= 0
The (fixed order) eigenvalues of the anomalous dimension matrix have a branch-cut
due to the square-root of the solution Eq. (1.3.19) of the secular equation. This branch-
cut is unphysical and indeed is not present in the matrix element of the anomalous
dimension matrix in the physical basis.
However, during the resummation procedure, we modify the largest eigenvalue, and
typically the cancellation of the branch-cut going back to the physical basis does no
longer take place. This is not acceptable because the inverse Mellin of the branch-
cut has a spurious huge growth at small x. A simple way to preserve the branch-cut
cancellation is to build a
∆γres = γres − γfix (3.6.4)
free of branch-cut, that is to say that the branch-cut in γres has to be the same of
that appearing in the fixed-order anomalous dimension.5 However, when nf 6= 0, the
function ∆γres built as in Eq. (3.6.1) has a cut, inherited from γ
σ
DL.
In [10] the difference between ∆γres at a given nf (which has the cut) and the same
computed at nf = 0 (which is free of cut) is substituted with a rational approximation
(hence, free of cut); however, incresing the order of the approximation, some oscillations
due to the re-appereance of the cut show up, making this procedure unstable.
A better solution is to use in the computation of γσDL a fake fixed-order γfix, which
should be accurate at small N but can be arbitrary at large N . In this way ∆γres
is still good, since at small N it is accurate, and at large N it goes to zero whatever
γfix we use. Moreover, provided γfix is free of cut, the ∆γres we get is free of cut, as
required. The easiest way to choose the fake γfix is to use the complete nf = 0 part
plus the leading nf dependent pieces at small N . By calling this fake function γ˜fix, we
have
γ˜fix(αs, N) = αs γ0(N)|nf=0 + αs
[
αs γ1(N)|nf=0 + c10nf + c11nf
αs
N
]
+ NNLO,
(3.6.5)
where the coefficients
c10 =
2CF /CA − 1
6pi
, c11 =
26CF − 23CA
36pi2
(3.6.6)
5Actually this constraint is not sufficient to completely cancel the branch-cut; in particular, the gq
component of the anomalous dimension would still have the cut. We will see in Sect. 3.6.3 that full
cancellation can be still achieved with a minimal modification that is subleading in both αs and αs/N
expansions.
3.6 Resummed anomalous dimensions 79
-0.1
-0.05
 0
 0.05
 0.1
 0.15
 0.2
 0.25
 0.3
 0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1
Δ
γ
N
Δγ  -  αs = 0.2   nf = 4
LO Δγ+
NLO Δγ+
Figure 3.5. ∆γ+(αs, N) for αs = 0.2 and nf = 4 at LO and NLO. The Bateman pole
position is shown at LO and NLO as well.
can be read from Eq. (1.3.37). Note that at NLO γ˜fix no longer preserves momentum
conservation.
It’s a matter of choice if computing the parameters of the Bateman anomalous
dimension γB from the γ
σ
DL made of the fake γfix or of the real one; the difference is
subleading. However, since the small-x behaviour of the splitting function is given by
the Bateman contribution, one may want to put in γB the most accurate parameter as
possible. In this way, however, γB,s no longer cancels the small-N branch-cut of γ
σ
DL,
because there is a mismatch between the parameters. This mismatch can be cured by
a γmatch like that used at NLO.
The result for the resummed anomalous dimension at LO and NLO is shown in
Fig. 3.5. The Bateman pole is pushed to a somewhat larger value at NLO. The small-
N rise is concentrated in the region very close to the Bateman pole. A negative dip
dominates instead the intermediate region: this dip is softer in the NLO case.
3.6.2 Resummation of quark anomalous dimensions
At NLL, also the quark anomalous dimensions need to be resummed. Such resum-
mation can be expressed in terms of the resummation of the gluon anomalous dimen-
sion [45]. In Ref. [10], the running coupling effects are also taken into account: the
(NLL) singular contributions are then given by
γssqg(αs, N) = hqg ([γs(αs/N)]) (3.6.7)
where hqg is a function defined by its series expansion
hqg(M) =
∞∑
k=0
hqg,kM
k (3.6.8)
and the square brackets mean that each power in the series must be substituted by[
γk
]
=
(
γ˙
γ
)k Γ (γ2/γ˙ + k)
Γ (γ2/γ˙)
=
(
γ˙
γ
)k (γ2
γ˙
)
k
, (3.6.9)
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where (a)k = Γ(a+ k)/Γ(a) is the Pochhammer symbol. However, the series is diver-
gent [10], and then its resummation is needed to get a meaningful result. However, the
coefficients hqg,k can be computed only perturbatively, and it is hard to work many of
them out. For more details on how to perform such resummation, see App. C.4.3.
The resummed qg anomalous dimension can be written as
γresqg (αs, N) = γ
NLO
qg (αs, N) + ∆γ
res
qg (αs, N) (3.6.10)
and has to satisfy the limits{
γresqg (αs, N) ∼ γNLOqg (αs, N) as N →∞ or αs → 0
γresqg (αs, N) ∼ αsγssqg(αs, N) as N → 0
(3.6.11)
which translate into analogous limits for ∆γresqg (αs, N). These limits are trivially sat-
isfied if we use as argument of hqg the function γs:
∆γresqg (αs, N) = αs hqg ([γs(αs/N)])− (small-x)NLOqg , (3.6.12)
where the subtracted terms are the small-x terms which are already present in the
NLO contribution of Eq. (3.6.10), i.e.
(small-x)NLOqg = αs
nf
3pi
[
1 +
5
3
CA
pi
αs
N
]
. (3.6.13)
However, this expression inherits the branch-cut of γs (which is the naive dual of χ0),
and this would give rise to a spurious small-x growth. To circumvent this, in Ref. [10]
γs is substituted by the full NLO
6 resummed anomalous dimension γres,NLO+ , which
however introduces also some spurious large-x terms which would spoil the limits in
Eq. (3.6.11). Then the expression in Ref. [10] is
∆γqgres(αs, N) = αs
[
hqg
([
γres,NLO+ (αs, N)
])
− hqg
([
γNLO+ (αs, N)− (small-x)NLO+
])]
− (small-x)NLOqg + αs hqg(0), (3.6.14)
where the second term in parenthesis correct the spurious large-x, and the last line
eliminates the double counting, but noting that the constant term h(0) has already been
eliminated by the subtraction in the first row. The subtracted small-x contribution to
the largest eigenvalue is
(small-x)NLO+ =
CA
pi
αs
N
− αs
[
11CA + 2nf (1− 2CF /CA)
12pi
+ nf
23CA − 26CF
36pi2
αs
N
]
,
(3.6.15)
as can be easily extracted from Eqs. (1.3.37).
We propose here a different and easier way to obtain an equivalent result, which pos-
sibly differs by subleading contributions. Remember that the expression in Eq. (3.6.12)
6In principle one could use the LO resummed anomalous dimension; however, the use of the NLO
one guarantees that the leading Bateman pole, which gives the leading small-x behaviour, is at the
same position in all the entries of the anomalous dimension matrix. An intermediate solution which
preserve this property would be to use the LO resummed anomalous dimension with the Bateman
parameters taken from the NLO: this solution coincides up to subleading terms with the NLO one,
but has a faster numerical implementation.
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is in principle correct, the only problem being the spurious branch-cut. The idea of
substituting γs with γ
res,NLO
+ solves the problem introducing differences which are
subleading: indeed, from the small-x point of view, γres,NLO+ has the same leading
small-x structure than γs. In the same spirit, we propose to use as argument of hqg
the difference
γres,NLO+ (αs, N)− γNLO+ (αs, N) + (small-x)NLO+ , (3.6.16)
which has the requested both small-x and large-x behaviours (the last term restores
the NLO small-x terms subtracted by the second term). With this choice we simply
have
∆γresqg (αs, N) = αs hqg
([
γres,NLO+ (αs, N)− γNLO+ (αs, N) + (small-x)NLO+
])
− (small-x)NLOqg . (3.6.17)
This expression is also simpler for numerical evaluation, since the function hqg must
be computed only once.
The same procedure can be used for the resummation of coefficient functions. We
do not give many details here; some minimal details are given in App. C.4.4.
3.6.3 Back to the physical basis
The last step to complete the small-x resummation of anomalous dimensions consists
in constructing the full anomalous dimension matrix in the physical basis.
At LO, the quark anomalous dimension do not resum, and then we can build
the anomalous dimension matrix from the quark anomalous dimensions and the two
eigenvectors, one of which is resummed. This can be easily achieved using Eq. (1.3.25),
the result being
Γ =
(
(γ+ + γ− − γqq) X
γqg γqq
)
, X =
(γ+ − γqq)(γqq − γ−)
γqg
, (3.6.18)
where γ+ has to be replaced with γ
res
+ at LL. Then, writing
γres+ = γ+ + ∆γ
res
+ , (3.6.19)
we obtain for the gluon entries
γresgg = γgg + ∆γ
res
+ (3.6.20)
γresgq = γgq +
γqq − γ−
γqg
∆γres+ . (3.6.21)
As described above, ∆γres+ is built to be free of branch-cuts, in order to avoid spurious
small-x enhancements in the physical matrix entries. Indeed, γresgg does not have any
branch-cut. However, γgq inherit the branch-cut of γ−; nevertheless, since (γqq −
γ−)/γqg is subleading at small N with respect to ∆γres+ , we can substitute its value in
N = 0, which at LO is CF /CA, obtaining finally
ΓresLO = ΓLO + ∆Γ
res
LO, ∆Γ
res
LO =
(
∆γres+
CF
CA
∆γres+
0 0
)
. (3.6.22)
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Note that this result respects, in the small-N limit, the colour-charge relation Eq. (3.6.33).
At NLO, also the resummation of the quark anomalous dimensions is also needed.
Then we define
γresqg = γqg + ∆γ
res
qg (3.6.23)
γresqq = γqq + ∆γ
res
qq (3.6.24)
where the two ∆ terms satisfy the colour-charge relation
∆γresqq =
CF
CA
∆γresqg (3.6.25)
coming from Eq. (3.6.34). Then, from Eq. (3.6.17), we have both quark entries, and
moreover we know ∆γres+ at NLO. In terms of these, the gluon entries become, at NLO,
γresgg = γgg + ∆γ
res
+ −∆γresqq (3.6.26)
γresgq = γgq + ∆γ
res
gq (3.6.27)
with
∆γresgq =
γqq − γ−
γqg
∆γres+ +
[
CF
CA
γgg − γqq
γqg
− γgq
γqg
]
∆γresqg , (3.6.28)
as one can find expanding X in Eq. (3.6.18) to first power7 in ∆γres+ and ∆γ
res
qg (or,
alternatively, using the determinant condition γ+γ− = γggγqq−γqgγgq at the resummed
level). To avoid spurious branch-cuts, as in the LO case, we may substitute the coef-
ficients of the ∆ terms with their value in N = 0, obtaining
∆γresgq = (1 + k αs)
CF
CA
∆γres+ −
CF
CA
CA + nf
2nf
∆γresqg (3.6.29)
with
k =
1
12pi
[
3CA +
(
1− 2CF
CA
)
nf
]
. (3.6.30)
The inclusion of the order αs piece in the first term is needed because it produces NLL
terms by interference with the LL part of ∆γres+ . Then, writing
ΓresNLO = ΓNLO + ∆Γ
res
NLO, (3.6.31)
we have finally
∆ΓresNLO =
(
∆γres+ − CFCA∆γresqg ∆γresgq
∆γresqg
CF
CA
∆γresqg
)
. (3.6.32)
3.6.4 Schemes
So far, in this Chapter we didn’t ever talk about the factorization scheme. Concerning
the GLAP equation, we have tacitly used the MS scheme, since it is the most commonly
used. However, all the results presented in this Chapter are given in a different scheme
which is usually called Q0MS [10,60,61]. This scheme differs to the MS scheme only at
7Actually, a term proportional to the product ∆γres+ ∆γ
res
qg would contribute at NLL, but such a
term is not present in the expansion.
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small-x, and in particular they coincide at fixed order up to NNLO, while they start
differing at N3LO: therefore, all the anomalous dimension used so fare are unchanged
in Q0MS scheme.
The theory of small-x scheme changes at the resummed level has been developed
in Ref. [9, 62], and we don’t want to discuss it here. We simply want to emphasize
that the Q0MS scheme is more suitable for small-x resummation, in particular for the
resummation of running-coupling effects [10]. At the end, one could choose to go back
to MS scheme, but the price to pay is the introduction of new singularities which should
cancel in a hadronic computation, but which are numerically inconvenient. Therefore
we prefer to work with the Q0MS scheme.
Finally, we would like to recall that for all the schemes we are considering the
following colour-charge relations are satisfied
γgqs
(αs
N
)
=
CF
CA
γggs
(αs
N
)
(3.6.33)
γqqss
(αs
N
)
=
CF
CA
[
γqgss
(αs
N
)
− γqgss (0)
]
, (3.6.34)
with
γqgss (0) =
nf
3pi
. (3.6.35)
3.7 Resummed splitting function
From ∆Γres in N -space we can compute the resummed splitting functions ∆P resij by
taking a numerical inverse Mellin transform. Since the resummation affects the small-x
region, ∆P resij are normal functions rather than distributions (the distributional nature
of the splitting functions regards the x = 1 endpoint, which is left unchanged). Hence,
they are a more suitable quantity to look at, since they are real and defined in a finite
range 0 < x < 1. Moreover, the computation of ∆Γres is not numerically robust, since
it needs several root-finding calls for the computation of χs and for putting on-shell
the off-shell kernels. Therefore, if the goal is the computation of the splitting functions
we can specialize the code to be stable along the inverse Mellin integration path.
The fixed Talbot algorithm described in App. B.2.1 turns out to be not the best
choice, since the numerical stability decreases going closer to the negative real axis.
The straight line of Eq. (B.2.3) provides a better stability. Close to the real axis, the
convergence of the root-finding algorithms is still not optimal, and a sampling along the
integration path has been adopted to provide good initial guesses for the algorithms.
As an example, we present In Fig. 3.6 the results for the resummed gg and qg
components of the splitting function matrix, for αs = 0.2 and nf = 4, which are the
values used in Ref. [10]. Concerning Pgg, also the LO resummed result is shown: it
agrees pretty well to that of Ref. [10], apart in the large-x region, the difference being
due to the improved approximation described in Sect. 3.6.1. The NLO resummed result
differs a bit more even at small x: however, being ∆Pgg built up from ∆P+ and ∆Pqg,
Eq. (3.6.26), we can trace this difference in a significant difference in ∆Pqg. Indeed,
the second plot shows a rather different behaviour for the resummed Pqg, even if the
asymptotic behaviour at small x seems to be not that different. This difference can be
mainly traced in the different matching adopted to obtain the two curves, Eq. (3.6.17)
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Figure 3.6. Unresummed and resummed Pgg(αs, x) (upper plot) and Pqg(αs, x) (lower
plot) for αs = 0.2 and nf = 4. The matching Eq. (3.6.17) has been adopted, and a Pade´
approximant [8/8] has been used to compute the Borel sum of the series hqg.
here and Eq. (3.6.14) in Ref. [10]. Since both matching are allowed, the difference
could be considered as an estimator of the uncertainty induced by the subleading
terms included in the resummation procedure.
3.7.1 Approximations
Once we have ∆Γres in the complex plane we could use it to perform the GLAP
evolution. However, as described above, numerical stability is hardly achieved, and
then for fast numerical applications the use of simple analytic approximation of ∆Γres
is required.
A good and accurate way to obtain such approximation is to fit the splitting func-
tions ∆P res, computed as the inverse Mellin of ∆Γres, in terms of an appropriate
parametrization. This function appears to be a quite smooth function of log x; more-
over, since the convolutions involve the splitting functions in a range that ends at
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x = 1 but starts at small values of x related to the hadronic scale of the process, we
practically need to know the splitting function not really down to x = 0, but just down
to a small value, making it possible to approximate ∆P res in a finite log x range.
Since the matrix ∆Γres can be built from ∆γres+ and ∆γ
res
qg , it is actually sufficient
to fit these two functions (their inverse Mellin), which are the primitive outputs of the
resummation code, and build analytically at the end the entire matrix according to
Sect. 3.6.3.
Since the asymptotic behaviour (at small x) of ∆P res is given by the the rightmost
pole of ∆Γres,
∆Γres(N) =
rB
N −NB + . . . , (3.7.1)
we can fix it and fit the difference (in x-space). For better results, it’s actually more
accurate to fix the two rightmost poles NB and N
′
B, with residues rB and r
′
B respec-
tively (these are computed numerically from ∆Γres). Then we can fit a polynomial in
x and log 1x , i.e. we use the parametrization
x∆P res(αs, x) = rB x
−NB + r′B x
−N ′B +
∑
k, j≥0
ckj x
k logj
1
x
. (3.7.2)
Note that ∆P res(1) = rB + r
′
B + c00 is a constant, as it should since ∆Γ
res(N) goes to
zero at least as 1/N at large N . Its Mellin transform is
∆Γres(N) =
rB
N −NB +
r′B
N −N ′B
+
∑
k, j≥0
ckj
j!
(N + k)j+1
. (3.7.3)
For the case of the largest eigenvalue, momentum conservation constraint ∆γres+ (1) = 0
imposes
rB
1−NB +
r′B
1−N ′B
+
∑
k, j
ckj
j!
(1 + k)j+1
= 0, (3.7.4)
which fixes one of the free parameters in terms of the others.
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In this Chapter we will discuss in detail the relevance of threshold resummation. We
will establish a quantitative way to assess for which values of the hadronic variables a
process is dominated by the threshold logarithms, thereby determining is their resum-
mation is needed or not. We will then show how to get phenomenological implication
from the high-energy resummation formalism introduced in Chap. 3. Finally, with
specific reference to the Higgs boson production, we will discuss the effect of small-x
resummation on the determination of the threshold region.
4.1 When is threshold resummation relevant?
First, we want to establish here a way to asses when threshold resummation is rele-
vant for phenomenology [25]. Of course, when the hadronic ratio τ = M2/s is close
to threshold, τ → 1, all contributions to the cross-section come from the threshold
region and threshold resummation cannot be neglected. But in phenomenologically
interesting process, such those at the LHC and Tevatron, τ is always very small, far
from threshold.
However, it has been pointed out since long [63] that because hadronic cross-
sections are found convoluting a hard cross-section with a parton luminosity, Eq. (2.1.4),
the effect of resummation may be relevant even relatively far from the hadronic thresh-
old. Indeed, in Ref. [35] threshold resummation has been claimed to affect significantly
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Drell-Yan production for E866 kinematics, though somewhat different results have
been found in Ref. [28]. It is important to observe that Drell-Yan data from E866 and
related experiments play a crucial role in the precision determination of parton dis-
tributions [64], so their accurate treatment is crucial for precise LHC phenomenology.
Furthermore, threshold resummation is known [65] to affect in a non-negligible way
standard Higgs production in gluon-gluon fusion at the LHC, even though the process
is clearly very far from threshold.
The standard physical argument to explain why resummation may be relevant even
when the hadronic process is relatively far from threshold goes as follows [21]. The
quantity which is resummed in perturbative QCD is the hard partonic cross-section,
which depends on the partonic center-of-mass energy and the dimensionless ratio of
the latter to the final state invariant mass. Therefore, resummation is relevant when
it is the partonic subprocess that is close to threshold. The partonic center-of-mass
energy in turn can take any value from threshold up to the hadronic center-of-mass
energy, and its mean value is determined by the shape of the PDFs: therefore, one
expects threshold resummation to be more important if the average partonic center-
of-mass energy is small, i.e. if the relevant PDFs are peaked at small x (such as gluons
or sea quarks, as opposed to valence quarks). This for instance explains why threshold
resummation is especially relevant for Higgs production in gluon-gluon fusion.
We will show that this can be made quantitative using a saddle-point argument in
Mellin space [25]: for any given value of the hadronic ratio τ , the dominant contribution
to the cross-section comes from a narrow range of the variable N , conjugate to τ
upon Mellin transform. In Mellin space the cross-section factorizes in the product
of a parton luminosity L and a hard coefficient function C, but it turns out that
the position of the saddle is mostly determined by the PDF luminosity. Moreover,
the result is quite insensitive to the non-perturbative (low-scale) shape of the parton
distribution and mostly determined by its scale dependence, specifically by the low-x
(or low-N) behaviour of the relevant Altarelli-Parisi splitting functions: the faster the
small-x growth of the splitting function, the smaller the average partonic center-of-mass
energy, the farther from the hadronic threshold the resummation is relevant. This is
reassuring, because it means that the region of applicability of threshold resummation
is controlled by perturbative physics. Moreover, this suggest a connection between
threshold (large-z) resummation and high-energy (small-x) resummations: we will
come back on this in Sect. 4.3.
The issue of the persistence of sizable soft gluon emission terms even far from
threshold was also addressed in Ref. [28] using methods of soft-collinear effective theory,
but in the large τ & 0.2 region it was related to the (non-perturbative) shape of parton
distributions, while for smaller τ values it was also observed, but left unexplained.
The treatment of this issue in soft-collinear effective theory issue was revisited in a
quantitative way in Ref. [66], where it was related to a parameter determined by the
shape of parton distributions.
We now show how we can assess the impact of parton distributions by means of a
Mellin-space argument [25]. For a given process and a given value of τ = M2/s, we
determine the region of the variable N which provides the dominant contribution to
the cross-section. We show that the such region is mostly determined by the small-x
behaviour of the PDFs, which in turn is driven by perturbative evolution. Then, we
assess the N region where threshold resummation is relevant, and putting everything
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together, we obtain the resummation region for the Drell-Yan process and the Higgs
process.
4.1.1 Saddle-point argument
A cross-section for a hadronic process with scale M2 and center-of-mass energy s =
M2/τ can be written as a sum of contributions of the form
σ(τ,M2) =
∫ 1
τ
dz
z
L (z,M2)C
(τ
z
, αs(M
2)
)
(4.1.1)
in terms of a partonic coefficient function C and a parton luminosity, in turn determined
in terms of parton distributions fi(xi) as
L (z, µ2) =
∫ 1
z
dx
x
f (1)(x, µ2) f (2)
( z
x
, µ2
)
. (4.1.2)
Here we denote generically by σ a suitable quantity (in general, process-dependent)
which has the property of factorizing as in Eq. (4.1.1). Such quantities are usually
related in a simple way to cross-sections or distributions; for example, in the case of
the invariant mass distribution of Drell-Yan pairs, σ is given by Eq. (2.1.4).
In general, the cross-section gets a contribution like Eq. (4.1.1) from all parton
channels which contribute to the given process at the given order, but this is inessen-
tial for our argument. Indeed, since we are interested on the threshold region, only
one channel is enhanced and then contributes: hence, we concentrate on one such
contribution.
In Eq. (4.1.1), the partonic coefficient function, which is computed in perturbation
theory, is evaluated as a function of the partonic center-of-mass energy
sˆ =
M2
τ/z
= x1x2s, (4.1.3)
where x1 = x and x2 ≡ z/x are the momentum fractions of the two partons. Therefore,
the threshold region, where resummation is relevant, is the region in which sˆ is not
much larger than M2. However, all values of x1, x2 between τ and 1 are accessible, so
whether or not resummation is relevant depends on which region gives the dominant
contribution to the convolution integrals Eqs. (4.1.1) and (4.1.2). This dominant region
can be determined using a Mellin-space argument [25].
For ease of notation, we temporary omit the dependence on the energy scale M2.
The Mellin transform of σ(τ) is
σ(N) =
∫ 1
0
dτ τN−1 σ(τ), (4.1.4)
with inverse
σ(τ) =
1
2pii
∫ c+i∞
c−i∞
dN τ−N σ(N) =
1
2pii
∫ c+i∞
c−i∞
dN eE(τ,N), (4.1.5)
where in the last step we have defined
E(τ,N) ≡ N log 1
τ
+ log σ(N). (4.1.6)
90 Combining resummations
We would like to evaluate the integral with a saddle-point approximation: since the
integration path in Eq. (4.1.5) has to be to the right of all the singularities of the
integrand (see App. B), we must look for a saddle in such region. Since σ(N) is
a real function1, we expect that if a saddle-point exists it is on the real axis. The
function σ(N) has its rightmost (positive) singularity on the real positive axis because
of the small-x behaviour of the parton luminosity; to the right of this singularity, it is a
decreasing function of N , because σ(τ) is not a distribution and Theorem B.3.1 applies.
Conversely, the N log 1τ term increases at large N for all τ < 1. As a consequence,
E(τ,N) always has at least one minimum on the real positive N -axis.
We now want to understand if the saddle is unique. If τ is small enough, the growth
of the N log 1τ sets in at very small N , leaving no space between the rightmost pole of
σ(N) and the straight line N log 1τ for more than one minimum. When τ is larger, we
need to supply this argument with other information on the shape of σ(N). To clarify,
let’s write the saddle condition ddNE(τ,N) = 0 explicitly:
log
1
τ
= − d
dN
log σ(N). (4.1.7)
The condition for the existence of a unique saddle is that the right-hand-side is a
monotonically decreasing function of N extending from +∞ down to 0. At small N ,
this is guaranteed by the positive pole of σ(N), as already discussed. Indeed, if σ(N)
behaves like
σ(N) ∼ a
(N −Np)α , a > 0, α > 0 (4.1.8)
its logarithmic derivative behaves as
− d
dN
log σ(N) ∼ α
N −Np , (4.1.9)
which has a positive pole in N = Np and decreases as N increases. In the opposite
limit, large N , we can compute the behaviour of σ(N) by knowing that σ(τ) vanishes
as τ → 1: we may assume that
σ(τ) ∼ b (1− τ)β β > 0 (4.1.10)
as τ → 1, whose Mellin transform is
σ(N) ∼ b Γ(N)Γ(β)
Γ(N + β)
N→∞∼ bΓ(β)N−β. (4.1.11)
Then,
− d
dN
log σ(N)
N→∞∼ β
N
, (4.1.12)
which is a decreasing function and goes to 0 as N →∞. We may guess (and we have
verified numerically) that also the intermediate region respect this behaviour: then,
the saddle-point is unique for all values of τ .
Then, from now on we will call the saddle-point N0 = N0(τ,M
2), given by the
solution of Eq. (4.1.7). From the definition, Eq. (4.1.7), and from the discussion
above, we immediately see that the saddle-point N0 increases with τ : in particular,
1I.e., σ(N) = σ(N¯).
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this proves once again that large-τ and large-N regions are mutually related. We will
see in the following this relation explicitly for processes like the Drell-Yan process and
the Higgs production.
The position of the saddle-point gives us a quantitative way to assess the region of
relevance of threshold resummation. Indeed, the Mellin inversion integral, Eq. (4.1.5),
is dominated by the region of N around N0, and we have exploited the relation between
N0 and τ (and M
2). Then, given τ and M2 (the hadron-level parameters), we have
a precise estimate of the N -region which dominates the hadronic cross-section. If
such region (around N0) is at values of N large enough to be in the threshold region,
then we could say that for those τ and M2 the threshold region gives the dominant
contribution, and hence that threshold resummation cannot be neglected.
We have already established in Sect. 2.1.6 that for N & 2 the threshold logarithms
give the main contribution to the coefficient function (for the Drell-Yan case), pro-
vided the proper choice of subleading terms is made. Then, we can conclude that the
condition N0 > 2 can be considered as a good estimate for the threshold region. This
condition translates into τ > τ0, with τ0 being determined by Eq. (4.1.7) with N = 2.
We have then obtained the desired result: given M2, we are able to say for which
values of τ resummation is relevant. In the following we will see explicit results.
4.1.2 The impact of PDFs
The position of the saddle-point N0 is strongly influenced by the rate of decrease of the
cross-section σ(N) as N grows. Indeed, in Mellin space, the cross-section Eq. (4.1.1)
factorizes:
σ(N) = L (N)C(N,αs). (4.1.13)
It is then easy to see that the decrease of σ(N) with N is driven by the parton
luminosityL (N): in fact, for large N , C(N,αs) is an increasing function of N , because
C(z, αs) is a distribution (see Theorem B.3.2). However, the parton luminosity always
offsets this increase if the convolution integral exists, because the cross-section σ(τ) is
an ordinary function and its Mellin transform decreases with N . Indeed, because the
partonic coefficient function rises at most as a power of logN as N → ∞, it is easy
to show that a sufficient condition for σ(N) to decrease is that the parton luminosity
L (z) vanishes at large z at least as a positive power of (1− z), as it usually does.
As a consequence, when τ is large, the position of the saddle-point N0 is completely
controlled by the drop of the parton luminosity: indeed, in the absence of parton
luminosity, the saddle-point would be very close to the minimum of the coefficient
function (which is around N ' 1 for Drell-Yan, see Fig. 2.5). When τ is smaller,
even without PDFs the location of the saddle is controlled by the partonic coefficient
function, which in this region is a decreasing function of N . However, this decrease
is much stronger in the presence of a luminosity, so the location of the saddle is
substantially larger. Hence, in the large τ region the effect of the resummation is
made much stronger by the luminosity, while for medium-small τ if the luminosity
decreases fast enough, N0 may be quite large even if τ  1, i.e. far from the hadronic
threshold, thereby extending the region in which resummation is relevant.
The position of the saddle-point in the various regions can be simply estimated on
the basis of general considerations. At the leading-log level, parton densities can be
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written as linear combinations of terms of the form (see Sect. 1.4)
fi(N,µ
2) = exp
[
−γ
(0)
i (N − 1)
β0
log
αs(µ
2)
αs(µ20)
]
fi(N,µ
2
0) (4.1.14)
in terms of initial PDFs fi(N,µ
2
0) at some reference scale µ
2
0. The cross-section is
correspondingly decomposed into a sum of contributions, each of which has the form
of Eq. (4.1.5), with
E(τ,N ;M2) = N log
1
τ
− γ
(0)
i (N − 1) + γ(0)j (N − 1)
β0
log
αs(M
2)
αs(µ20)
+ log fi(N,µ
2
0) + log fj(N,µ
2
0) + logC(N,αs(M
2)). (4.1.15)
At large N , this expression is dominated by the first term, which grows linearly with N ,
while at small N the behaviour of E(τ,N ;M2) is determined by the singularities of the
anomalous dimensions, which are stronger than those of the initial conditions if M2 >
µ20, given that low-scale physics is both expected theoretically from Regge theory [67,68]
and known phenomenologically from PDF fits [12] to produce at most poles but not
essential singularities such as those obtained exponentiating the anomalous dimensions.
Indeed, assuming a power behaviour for fi(z, µ
2
0) both at small and large z,
fi(z, µ
2
0) = z
αi(1− z)βi , (4.1.16)
so that
fi(N,µ
2
0) =
Γ(N + αi) Γ(βi + 1)
Γ(N + αi + βi + 1)
, (4.1.17)
log fi(N,µ
2
0) behaves as logN both at large and small N , and is thus subdominant in
comparison to either the τ dependent term or the anomalous dimension contribution
in Eq. (4.1.15). A similar argument holds for the partonic coefficient function term
logC(N,αs).
The position of the minimum is therefore mainly determined by the transition from
the leading small-N drop due to the anomalous dimension term and the leading large-
N rise due to the τ -dependent term, up to a correction due to the other contributions
to Eq. (4.1.15). When τ is large, the rise in the first term is slow, and it only sets in
for rather large N so the correction due to the other contributions may be substantial.
This is the region in which resummation is surely relevant because the hadronic τ is
large. But when τ is not so large, the rise sets in more rapidly, in the region where the
second term is dominant and the correction from the initial PDFs and the partonic
coefficient function is less important.
Moreover, the small-N region is the one which is sensitive to the high-energy loga-
rithms, Chap. 3. Then, the exact relation betweenN0 and τ can be sensibly modified by
high-energy resummation: this suggests that there can be an interplay of the threshold
region and the high-energy region. We will discuss this in more detail in Sect. 4.3.
4.1.3 The resummation region for the Drell-Yan process
We now assess the relevance of resummation in the specific case of Drell-Yan produc-
tion. We consider the case of the invariant mass distribution: the quantity σ(τ,M2)
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Figure 4.1. The position of the saddle-pointN0 for the Mellin inversion integral Eq. (4.1.5)
as a function of τ with the cross-section Eq. (4.1.13) determined using the NLO Drell-
Yan cross-section for neutral di-leptons and NNPDF2.0 [64] parton distributions, with
M = 100 GeV. The two upper curves refer to pp and pp¯ collisions.
which appears in Eq. (4.1.1) is given by
σ(τ,M2) =
1
τ
dσDY
dM2
(τ,M2), (4.1.18)
see App. C.1 for the relevant formulae. The main contribution to the cross-section is
given by the qq¯ channel, and this is also the only contribution which is enhanced in
the threshold region. Then, we concentrate on that from now on — the other channels
behaves perturbatively in the threshold region and then there’s no need to investigate
them.
We have then determined the position of the saddle-point N0 in a realistic situation,
i.e. using the partonic coefficient function at NLO and the luminosity for the production
of a neutral lepton pair of invariant mass M = 100 GeV at a pp or pp¯ colliders, using
NNPDF2.0 [64] parton distributions. In Fig. 4.1 we show the dependence of N0 on
τ in the two cases. The behaviour previously predicted is indeed manifest: at large
τ , the saddle-point N0 increases, going in the region where threshold resummation is
more and more relevant, while it decreases at small τ , but slower and slower, because
of the lower limit set by the pole of parton luminosity at small N .
Choosing N = 2 as the value above which threshold logarithms are relevant, the
intersection of the line N0 = 2 (showed in Fig. 4.1) with the curve N0(τ,M
2) gives the
lower value τ0 above which resummation is important. It is already surprising that, for
pp colliders, τ0 is as small as 0.003, very far from hadronic threshold. To understand
better the result, it is convenient to fix the collider energy
√
s instead of the mass M .
To do this, we first write2
τ0(M
2) = exp
[
d
dN
log σ(N,M2)
∣∣∣∣
N=2
]
(4.1.19)
2Note, by the way, that the dependence on M2 of τ0 is completely controlled by perturbative
physics, in which it depends naively on the physical anomalous dimension.
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Figure 4.2. Dependence of τ0 (upper plot) and M0 (lower plot) on the collider c.m.s.
energy
√
s for the Drell-Yan process. The Z mass is shown as a reference.
and compute it for a sequence of values of M2; then, using the relation of τ = M2/s,
one can either produce a curve τ0(s) or even better M0(s), being M0 the lower value
above which resummation is important. The results are shown in Fig. 4.2, where the
upper plot shows τ0 as a function of
√
s and the lower plot showsM0 as a function of
√
s.
For example, by intersection of the solid red curve with the vertical blue curve we can
conclude that at LHC at 7 TeV a system of mass larger than about M0 ∼ 300 GeV,
corresponding to τ0 ∼ 0.002, resummation may be relevant. For Tevatron, we find
instead M0 ∼ 200 GeV, corresponding to τ0 ∼ 0.01.
These values are, from one side, surprisingly smaller than one could naively expect,
since the values of τ0 are very far from threshold, especially in the LHC case. From the
other side, they still tell us that, for practical purposes, threshold resummation does
not play a crucial role for phenomenologically relevant Drell-Yan masses. We will see
in a moment that in the Higgs case the situation is different.
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Figure 4.3. The position of the saddle-pointN0 for the Mellin inversion integral Eq. (4.1.5)
as a function of τ with the cross-section Eq. (4.1.13) determined using the NLO Higgs
production cross-section and NNPDF2.0 [64] parton distributions, with M = 100 GeV.
The two upper curves refer to pp and pp¯ collisions.
4.1.4 The resummation region for the Higgs production process
We now move to the case of Higgs production. For simplicity, we consider the infinite-
mt limit; we will discuss the effect of the top mass in Sect. 4.3. Then, we consider
σ(τ,M2) =
1
τ
dσH
dM2
(τ,M2), (4.1.20)
see App. C.2 for the relevant formulae. The main (and threshold enhanced) contribu-
tion to the cross-section is given by the gg channel: then, as before, we concentrate
only on that. Note that the gluon PDF is the same for the proton and an anti-proton:
therefore, the gg luminosity is not different between pp and pp¯ colliders.
As for the Drell-Yan case, we show in Fig. 4.3 the saddle-point N0 as a function
of τ using a final state mass3 of M = 100 GeV. The same PDF set NNPDF2.0 is
used. The conclusion we may draw here are pretty much the same as in Drell-Yan
case, but here the threshold region is much more extended. Indeed, at the same final
state mass M = 100 GeV we find here τ0 ∼ 0.0002, one order of magnitude smaller
than in the Drell-Yan case. Note that we are assuming than N & 2 is a good definition
for the threshold region also for the Higgs case. To prove this, we make the same
comparison we did for the Drell-Yan case. In Fig. 4.4 we present a comparison of the
first order coefficient function and its logarithmic approximations (same notations as in
Fig. 2.5 are used). We see again that the region N & 2 is dominated by the logarithms.
However, here the small-N behaviour is no longer mimicked by the BP2, because the
small-N behaviour of the Higgs production in gg channel is dominated by a pole in
N = 1. However, it turns out that the small-N behaviour in the large-mt limit is not
3Note that this is not the Higgs mass as a parameter of the SM, but just the invariant mass of
the final state produced via a virtual Higgs (two photons, heavy quark pair, . . . ). The dependence
on the parameter mH does not play any role in the determination of the saddle, being contained in a
prefactor with no N dependence.
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Eq. (C.2.18), plotted as a function of N (solid curve) and its logarithmic approximations.
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correct [69]: therefore, we cannot trust the shape of the complete NLO curve in the
region close to N = 1. In Sect. 4.3 we will investigate it more in detail. Anyway,
the point N = 2 seems to be not affected that much from the small-N behaviour: we
therefore conclude that N0 = 2 is a good choice also for the Higgs production case.
To present the result in a more convenient way, we perform the same manipulations
as before, to obtain the curves for τ0 and M0 as functions of
√
s in Fig. 4.5. The results
are even more surprising than in Drell-Yan case: for LHC at 7 TeV, an approximately
on-shell Higgs of more than about M0 ∼ 100 GeV (corresponding to τ0 ∼ 0.0002) is
dominated by the threshold region. It surprising how small and far from threshold the
value of τ0 is; moreover, this result is phenomenologically relevant, because, if the Higgs
boson exists, its mass will be higher than 114 GeV (the limit set by LEP), and then
its production is always in the threshold region at LHC 7 TeV. This confirms the well
known observation [65] that the Higgs boson production cross-section is dominated by
the threshold contributions, but here we are also giving a quantitative evaluation of
where and how this is true.
These considerations are even more dramatic in the Tevatron case: there, even an
Higgs as light as M0 ∼ 40 GeV would be in the threshold region. Then, when looking
for a Higgs boson of a reasonable mass at Tevatron, it is not a matter of choice whether
include or not the threshold resummation, since its effect would be non-negligible.
To conclude, we have to recall that, being the Higgs dominated by the gg channel,
it is likely to be influenced more than other processes by small-x resummation. In
particular, since at small τ the position of the saddle is mainly determined by the
rightmost pole of the luminosity, and given that small-x resummation mainly affects
the position and shape of such pole, the inclusion of small-x resummation may change
quantitatively (even if not qualitatively) our conclusions. We will therefore investigate
this in Sect. 4.3.
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√
s for the Higgs production process. An hypothetical Higgs mass of 125 GeV is
shown as a reference.
4.2 Phenomenology of high-energy resummation
Phenomenology of threshold resummation is rather easy to perform: one simply has to
compute resummed coefficient functions and, with those at the hand, compute hadronic
cross-sections. In principle, to be perfectly consistent, one should use PDFs fitted with
resummed coefficient functions; nevertheless, the effect is expected to be small in the
kinematical regions of the data used in the fit, and therefore “unresummed” PDFs can
be used without losses of precision.
The case of high-energy resummation is instead very different. Beyond the co-
efficient functions, small-x resummation affects the anomalous dimensions, and the
leading effect is in fact on the gluon anomalous dimensions. Therefore, in this case,
one cannot use unresummed PDFs for phenomenological predictions, because in prac-
tice most of the effect is contained in the evolution of PDFs. Hence, small-x resummed
anomalous dimensions (and coefficient functions) should be included in a PDF fit in
order to have resummed PDFs suitable for phenomenology.
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However, it is beyond the purpose of this thesis to perform such resummation task.
An approximate way to have resummed PDFs is to simply evolve PDFs from a given
scale, at which we trust the small-x behaviour, to the scale we are interested in. The
smaller-x DIS data (x ∼ 10−4) were taken by ZEUS and H1 for a very low energy,
Q = 2 ÷ 3 GeV, so we can considered this scale as the starting scale for a resummed
evolution. Such procedure should be done fixing the data at the reference scale, and
not simply the PDFs. To clarify, the procedure should be the following:
• first, we take a current PDF set and evolve the PDFs to the given small reference
scale;
• then, we compute structure functions using unresummed coefficient functions;
• then, we extract back the PDFs using resummed coefficient functions:4 we have
now initial conditions for the resummed PDFs;
• we evolve to the desired scale using the resummed anomalous dimensions.
Even if this procedure is not as good as a complete resummed fit, it allows to assess
in a consistent framework the impact of small-x resummation.
4.2.1 Resummed PDFs at the initial scale
Usually, in PDF fits, the PDFs are extracted from DIS data using F2 and its derivative
with respect to logµ2, which gives in particular information on the gluon PDF. We can
then use these two quantities as reference at the initial scale. Omitting for simplicity
the N and scale dependence (see Eq. (1.2.22) for the correct arguments) we may write
F2 =
∑
i
C2i fi (4.2.1a)
F ′2 =
∑
i
C ′2i fi +
∑
i,j
C2i γij fj
=
∑
j
[
C ′2j +
∑
i
C2i γij
]
fj (4.2.1b)
having denoted with a prime the µ2 d
dµ2
derivative.5 We can write the two equations
in a matrix form
F = C f (4.2.2)
with
F =
(
F2
F ′2
)
, f =
 fgfS
(fns)
 , (4.2.3)
and C can be extracted from Eqs. (4.2.1). Note that we have separated the quark
singlet and non-singlet contributions: this can be helpful because resummation affects
4For the resummation of coefficient functions see App. C.4.4.
5Note that we could also consider the prime as an αs-derivative, provided we perform the substi-
tution γij → γij/β(αs).
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only singlet quantities. Indeed, we want to extract “resummed” initial PDFs using
resummed coefficient function from the known functions F2 and F
′
2: there are many
more unknowns than equations, but fortunately we know that the non-singlet PDFs
are not affected by resummation, and then the only two unknowns are the “resummed”
initial fg and fS . To make this more manifest, since the singlet and non-singlet do not
interfere each other we may keep fixed just the singlet part of the structure function,
Fs = F − Fns, (4.2.4)
since the non-singlet part does not change with small-x resummation. The, our equa-
tions are simplified to
Fs = Cs fs (4.2.5)
with
Cs =
(
C2g C2q
C ′2g +
∑
iC2i γig C
′
2q +
∑
iC2i γiq
)
, fs =
(
fg
fS
)
. (4.2.6)
Then, using the procedure described above, the resummed PDFs at the initial energy
are obtained as
f ress (µ
2
0) = C
−1
s,res
(
αs(µ
2
0)
)
Cs
(
αs(µ
2
0)
)
fs(µ
2
0), (4.2.7)
where fs(µ
2
0) should be computed from a fixed-order PDF set.
The fixed-order singlet coefficient functions in the MS scheme are given by [4, 45]
C2i(N,αs) =
1
nf
∑
j
e2j
[δiq + αsC(1)2i (N) +O(α2s)] (4.2.8)
where ej are the quark charges in unit of the electric charge and
C
(1)
2g (N) =
nf
4pi
[
− γE + ψ(N + 1)
N
+ 2
γE + ψ(N + 2)
N + 1
+ 2
γE + ψ(N + 3)
N + 2
+
1
N2
− 2
(N + 1)2
− 2
(N + 2)2
− 1
N
+
8
N + 1
− 8
N + 2
]
(4.2.9)
C
(1)
2q (N) =
CF
2pi
[
ψ2(N) +
(
2γE +
3
2
)
ψ(N) + γ2E − ζ2 +
3
2
γE − 9
2
+ ψ1(N + 2)
+
γE + ψ(N + 1)
N
+
γE + ψ(N + 2)
N + 1
+
3
N
+
2
N + 1
]
. (4.2.10)
4.2.2 Resummed evolution
Once the resummed PDFs at the initial scales f ress (µ
2
0) Eq. (4.2.7) has been computed,
the evolution to the desired scale must be performed. To do this, we use for the
resummed evolution of the singlet sector the discretized path-ordering evolution de-
scribed in Sect. 1.4.3.1. The resummed anomalous dimensions are given in Sect. 3.6.3.
We will see in the next Section the effect of this approximate procedure in the deter-
mination of the Higgs threshold region.
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4.3 Joint effect of both resummations
As already pointed out in Sect. 4.1, small-x resummation of PDFs may have an effect
on threshold resummation of coefficient functions. This fact come from the observa-
tion [21,25] that in the convolution, Eq. (4.1.1),
σ(τ) =
∫ 1
τ
dz
z
L
(τ
z
)
C(z, αs) (4.3.1)
when the argument of the coefficient function is close to threshold, that is, when
z → 1, then the argument of the parton luminosity is small, τ/z ∼ τ . Nevertheless,
this simple observation does not tell us if this region gives the dominant contribution
to the integral. The naive observation [21] is that, if the luminosity is peaked at small
x = τ/z, then it will give the dominant contribution to the integral. The saddle-point
argument discussed in Sect. 4.1 had exactly the aim of quantifying this aspect; the
price to pay is that the formulation of the argument is done in N space, where the
simple relation between the high-energy and the threshold regions is no longer clear.
Indeed, in N space the convolution becomes
σ(N) = L (N)C(N,αs) (4.3.2)
where both the luminosity and the coefficient function are computed at the same N .
Therefore, the naive identification of the threshold and high-energy regions with the
large- and small-N regions respectively seems to point out that both functions should
contribute in the same region. This is not true, of course: we have proved that the
saddle-point, which gives the dominant contribution to the Mellin inversion integral,
is pushed to large N because of the small-N shape of the luminosity. Therefore, we
recover the conclusion drawn above.
Here, we want to revisit the result in momentum space, to better clarify the relation
between the two regions. To begin with, it is convenient to rewrite Eq. (4.3.1) in the
form
σ(τ) =
∫ 1
0
dx
∫ 1
0
dz δ(xz − τ)L (x)C(z, αs) (4.3.3)
=
∫ 1
0
dx
∫ 1
0
dz δ(xz − τ)
∫
dN1
2pii
eN1 log
1
x
+logL (N1)
∫
dN2
2pii
eN2 log
1
z
+logC(N2,αs),
(4.3.4)
where in the second row we have written the luminosity and the coefficient function
as the inverse Mellin transform of their Mellin transforms. We did it because now we
want to consider the saddle-points for each inverse Mellin separately:
log
1
x
+
L ′(N¯1(x))
L (N¯1(x))
= 0, log
1
z
+
C ′(N¯2(z))
C(N¯2(z))
= 0; (4.3.5)
note that, because of the δ function, x and z always satisfy xz = τ . At some point x¯,
the two saddle will coincide
N¯1(x¯) = N¯2(z¯) ≡ N0(τ), z¯ = τ
x¯
, (4.3.6)
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where we have noted that this point is completely determined by τ . It turns out that
N0(τ) is the saddle-point for σ(τ), since putting together the definitions Eq. (4.3.5) we
have
log
1
τ
+
L ′(N0(τ))
L (N0(τ))
+
C ′(N0(τ))
C(N0(τ))
= 0 (4.3.7)
which is the saddle-point condition for σ(τ), Eq. (4.1.7). We have already discussed
in Sect. 4.1 that the hadronic saddle-point gives the dominant contribution to σ(τ).
We conclude from this discussion that, in momentum space, the main contributions
to σ(τ) come from the region around x = x¯ (z = z¯). As discussed in Sect. 4.1.2,
the hadronic saddle N0 is mostly determined by the luminosity, being the contribution
from the coefficient function negligible (at least when τ is small). Then, we expect x¯ to
be rather close to τ , thereby implying that z¯ is expected to be rather close to 1. This
completes our argument: we have proved that, in fact, in the convolution Eq. (4.3.1)
the main contribution comes from the region z ∼ 1, i.e. when the coefficient function
is in the threshold region and the luminosity is in the high-energy region.
Having this in mind, we now turn to the study of the effect of small-x resummation
to the determination of the saddle-point. We won’t cover the case of Drell-Yan, since
qq¯ channel (which dominates at threshold) is not expected to get significant contribu-
tion from small-x resummation, since the quark PDFs are affected only at NLL level.
Conversely, the Higgs production being dominated at threshold by the gg channel, is
expected to get sizable contribution from small-x resummation, since the gluon PDF
is affected at the LL level.
4.3.1 Joint effect on Higgs production
Using the approximate procedure drawn in Sect. 4.2 to implement small-x resumma-
tion, we present here the effect of resummed PDFs in the determination of the threshold
region for Higgs production.
The results presented here will differ from those of Sect. 4.1.4 in the following
aspects:
• the full mt dependence is considered (see Ref. [69] and App. C.2.1): this allows
to have the correct small-x behaviour of the coefficient function, which is instead
wrong in the large-mt approximation;
• the gluon PDF used for the computation of the luminosity is resummed according
to the procedure of Sect. 4.2.
In principle, we should also include the small-x resummed Higgs coefficient func-
tion [70]: however, since it affects the coefficient function, the effect should be small
compared to the effect of resummation on PDFs. Also the effect of the finite top mass
turns out to be almost negligible.
In Fig. 4.6 the same plots of Fig. 4.5 are shown, with the modifications described
above. We see that the threshold region now begins at higher masses (higher τ ’s): for
example, from these plot we discover that actually threshold resummation is not that
important even at the LHC at 7 TeV.
The result is rather unexpected: since small-x resummation makes the rise of the
gluon PDF stronger at small-x, one naively expects that the saddle-point should move
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Figure 4.6. Dependence of τ0 (upper plot) and M0 (lower plot) on the collider c.m.s.
energy
√
s for the Higgs production process. The approximate resummed PDFs described
in Sect. 4.2 are used. The curves are obtained with full mt dependence.
to larger values of N . However, the small-x rise is located at very small N , very close
to the Bateman pole. From Fig. 3.5 one sees indeed that the Bateman pole is located
roughly at N ∼ 0.2: remember however that the anomalous dimension is defined as
in Eq. (1.3.7), so that its argument is shifted by a unity with respect to the usual
definition for the other quantities, as those used here. Therefore, the Bateman pole
affects the cross-section σ(N) in the region close to N ∼ 1.2, which is not relevant for
the determination of the saddle-point in N0 = 2. Instead, the saddle-point N0 = 2
is influenced by the region around N = 1 in the plot of Fig. 3.5, where momentum
conservation constraint imposes ∆γ+ to be zero. In particular, the N -derivative there
is negative, thereby justifying the effect of moving the saddle-point to lower values of
N , that is to say to move τ0 Eq. (4.1.19) to larger values.
We emphasize that these results are obtained with the approximate implementation
of small-x resummation. It may well be that the proper implementation of small-x
resummation in a PDF fit gives a somewhat different result. Be this result correct or
wrong, it clearly shows the importance of a good understanding of the impact of small-
4.4 Toward a joint resummation 103
x resummation at hadron colliders: this should be a strong motivation for PDF fitter
community to include resummed anomalous dimensions and coefficients functions in
the fit.
4.4 Toward a joint resummation
As last argument of this Chapter, we discuss the possibility and the implications of a
joint resummation of both the high-energy and the threshold logarithms.
What we would like to discover is that a joint resummed cross-section is as close
as possible to the “full result”. This sentence is a bit misleading, because the full
result, which would correspond to the sum of the full perturbative series, is of course
unknown. The way to interpret the sentence is just the requirement that the remaining
unresummed pieces behave perturbatively.
As a preliminary test, we consider again the Higgs production, and in particular
the NLO coefficient function. Since we are interested in the small-x behaviour, we
must work at finite mt. The large-N logarithms which would be reproduced in a NLL
or higher threshold resummation are
C
(1)
BP2
(N) =
2CA
pi
[
ψ20(N) + 2γEψ0(N) + 2ζ2 + γ
2
E +
11
12
]
, (4.4.1)
where the subscript BP2 reflects the fact that these logs are those generated by resum-
mation if the Borel prescription of Eq. (2.1.62) is used (see discussion in Sect. 2.1.5).
The small-N behaviour has been determined at NLO with full mt dependence in
Ref. [70]: it is
C(1)sx (N) = c
CA
pi
αs
N − 1 , (4.4.2)
where the coefficient c depends on the Higgs mass, and for mH = 125 GeV it is
c ' 4.522. The sum of these two opposite approximations provides our NLO prototype
of a joint resummed coefficient:
C
(1)
joint(N) = C
(1)
BP2
(N) + C(1)sx (N). (4.4.3)
The difference
C(1)(N)− C(1)joint(N) (4.4.4)
is the NLO remainder term, i.e. the lowest-order term which would be neglected in a
joint resummed coefficient function.
To verify our guess, that the remainder terms behave perturbatively, we start by
inspecting the size of this term at NLO. In Fig. 4.7 all the quantities mentioned above
are shown. Indeed, the remainder term is absolutely very small for N & 2, and
relatively small everywhere. In particular, at N ∼ 2 where the relative size of the
remainder term is largest, its magnitude is about 3, which multiplied by αs ∼ 0.1 (as
appropriate at the scale mH = 125 GeV) gives a small contribution 0.3. Assuming that
this behaviour is not changed at higher orders, we would conclude that the remainder
terms behave indeed perturbatively.
Moreover, the other important observation is that the small- and large-N regions
overlap, the first being dominant for N . 1.5 and the second for N & 2. Therefore,
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there is a very tight region in which non-log effects may be relevant, enforcing our
guess that even at higher orders non-log contributions cannot become too large.
To conclude, we stress that jointly resummed cross-section may be very accurate
(at least for the Higgs production case), and that the inclusion of non-logarithmically
enhanced terms from fixed-order computations may be considered as a perturbatively
stable improvement of such resummed cross-sections.
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In this Chapter we will present application of soft-gluon and high-energy resummation
for phenomenology. We will present results for the Drell-Yan pair production process.
Such process is expected not to get relevant contributions from high-energy logarithms,
since the production is dominated by the quark-antiquark channel: we will then show
only results from threshold resummation, and compare them to data. It would be
more interesting to study the Higgs production process: being dominated by the gluon-
gluon channel, it is expected to get a sizable contribution from the high-energy region;
moreover it is well known [65] that the main contributions to the Higgs production
come from the threshold region. Unfortunately, this is still work in progress, and we
will not provide results here.
5.1 The Drell-Yan pair production
The Drell-Yan process is likely to be the standard candle which is both theoretically
calculable and experimentally measurable with highest accuracy at hadron colliders,
in particular the LHC. It consists in the production of a neutral or charged lepton pair,
`¯` or `ν¯, in the collision of two initial hadrons H1 and H2:
H1(p1) +H2(p2)→ `(k1) + ¯`(k2) +X(q) (neutral) (5.1.1)
→ `(k1) + ν¯(k2) +X(q) (charged) (5.1.2)
where X is the entire set of other hadronic stuff produced in the event. The process is
sketched in Fig. 5.1. A large abundance of events collected at the LHC, combined with
a very precise theoretical determination of the process, can be a very powerful test of
perturbative QCD. Moreover, the high LHC energy will allow for detailed measure-
ments at a previously unexplored kinematic domain of low parton momentum fraction
at a high energy scale, significantly improving the precision on the determination of
the PDFs.
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Figure 5.1. The Drell-Yan process at leading order in electroweak interactions. The green
ball contains the QCD corrections to the process, including real emissions.
At leading order in both electroweak and QCD the partonic process consists of a
quark and an antiquark annihilating into a virtual vector boson γ, Z or W±, which
subsequently decays into the lepton pair. At this order all the available partonic
center-of-mass energy
√
sˆ,
sˆ = z1z2s, s = (p1 + p2)
2, (5.1.3)
goes into the lepton pair invariant mass M ,
M2 = (k1 + k2)
2 (5.1.4)
(z1, z2 are the momentum fractions of the two partons), and the inclusive cross-section
is characterized by the variable
τ =
M2
s
(5.1.5)
which describes the amount of initial hadronic energy going into the relevant final
state (the lepton pair). When QCD correction to the initial partons are considered,
real emission of gluons and quarks must be taken into account, in order to remove
infrared divergences coming from virtual corrections (see discussion in Sect. 1.2.2): in
this case the available partonic center-of-mass energy is no longer equal to the final
state mass. We can then introduce the variable
z =
M2
sˆ
=
τ
z1z2
(5.1.6)
which is the partonic analog to τ : the Born amplitude (and its virtual corrections)
selects z = 1, while in the case of real emissions 0 ≤ z ≤ 1. As discussed in Sect. 2.1,
in the coefficient function logarithms of 1 − z appear: in the soft limit z → 1 the
resummation of the entire perturbative series is needed.
The current QCD theoretical accuracy for this process is NNLO, both for integrated
cross-section [71] and rapidity-distributions [72]; explicit formulae up to NLO can be
found in App. C.1. Also, small effects such as those related to the coupling of the
gauge boson to final-state leptons have been studied recently [73].
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Whereas the resummation of contributions related to the emission of soft gluons
are routinely included in the computation of Drell-Yan transverse-momentum distri-
butions [74], where they are mandatory in order to stabilize the behaviour of the cross-
section at low transverse momenta, their impact on rapidity distributions, as well as
inclusive cross-section, has received so far only a moderate amount of attention. This
is partly due to the fact that even in fixed-target Drell-Yan production experiments,
such as the Tevatron E866 [75–77], let alone LHC experiments, the available center-
of-mass energy is much larger than the mass of typical final states, thereby suggesting
that threshold resummation is not relevant.
However, we have abundantly discussed in Sect 4.1 that resummation may be
relevant even far from hadronic threshold. Indeed, in Ref. [35] threshold resummation
has been claimed to affect significantly Drell-Yan production for E866 kinematics,
though somewhat different results have been found in Ref. [28]. It is important to
observe that Drell-Yan data from E866 and other fixed-target or collider Tevatron
experiments play a crucial role in the precision determination of parton distributions
such as MSTW08 [78], NNPDF2.0 [64] or CT10 [79], so their accurate treatment is
crucial for precise LHC phenomenology. Neither threshold resummation has been so
far included in predictions for the LHC, such as those of Ref. [80].
Then, in this Section we will present a detailed phenomenological study [25] of the
impact of threshold resummation on inclusive cross-section and rapidity distributions
for the Drell-Yan process, and compare it with an analogous study performed in the
context of SCET [28].
We will therefore consider three cases: pp collisions at a center-of-mass energy
of 38.76 GeV, which corresponds to the case of the experiment E866/NuSea, taken
as representative of Tevatron fixed-target experiments; pp¯ collisions at the Tevatron
collider energy of
√
s = 1.96 TeV; and the LHC case, pp collisions at the intermediate
energy of
√
s = 7 TeV. For the Tevatron and LHC configurations, we will consider both
charged (`ν¯) and neutral (`¯`) Drell-Yan pairs, taking into account in the latter case
the interference between virtual Z and γ. Lepton masses will always be neglected. We
will show results for both the invariant mass distribution as a function of τ = M2/s,
and for the doubly-differential distribution in invariant mass and rapidity as a function
of the rapidity for fixed values of τ . Specifically, for invariant mass distributions we
will show results for the K-factor defined as
K
(
τ,
µ2F
M2
,
µ2R
M2
)
=
dσ
dM
(
τ,
µ2F
M2
,
µ2R
M2
)
dσLO
dM
(τ, 1, 1)
, (5.1.7)
where µF and µR are the factorization and renormalization scale, respectively. Since we
will be considering different experimental configurations, the results for the K-factors
will be shown for fixed value of s, with M2 determined by the value of τ , M2 = τs.
The Born cross-section
dσLO
dM
(τ, 1, 1), which provides the scale for these plots, is shown
in Fig. 5.2 for LHC at 7 TeV and Tevatron at 1.96 TeV.
Our aim will be to assess the potential impact of inclusion of resummation effects on
cross-sections and their associate perturbative uncertainty, both on experiments which
are already used for PDF determinations (and thus, potentially, on the PDF extraction
itself), as well as on future LHC measurements, both for real W and Z production as
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well as for high-mass 1 TeV Drell-Yan pair (relevant for instance as a background to
hypothetical Z ′ production). For each observable, we will show fixed-order predictions
at leading, next-to-leading and next-to-next-to-leading order, and, correspondingly,
leading, next-to-leading and next-to-next-to-leading log resummed curves.
All curves will be computed using a fixed (NLO) set of parton distributions. In a
realistic situation, parton distributions would be refitted each time at the corresponding
perturbative order; the effect of the perturbative corrections on the hard cross-section
is then partly reabsorbed in the PDFs (with fixed experimental data), and the effect
on the Drell-Yan process gets tangled with the effect on other processes which are
used for PDF fitting. Hence, a comparative assessment of size of various perturbative
corrections on cross-sections and uncertainties, which is our main aim here, can only
be done with fixed PDF. It should be born in mind, however, that our predictions will
only be fully realistic when considering the NLO case.
In order to assess perturbative uncertainties, we will perform standard variations
of factorization and renormalization scales, and furthermore in order to assess the
ambiguities related to the resummation procedure we will compare results obtained
with the minimal and Borel prescriptions, as discussed in Chap. 2: specifically, for
the Borel prescription we will use the modified BP2 Eq. (2.3.10), which provides a
more moderate but realistic estimate of ambiguities as discussed in Sect. 2.1.5, and
take W = 2 (see Sect. 2.1.4). Actually, we are going to present the results published
in Ref. [25], where the constant terms coming from the distributions are resummed
as well, see discussion in Sect. 2.1.5.1; we will discuss it in Sect. 5.1.3. Note that
we have checked explicitly that also at the hadronic level curves obtained using the
Borel prescription Eq. (2.1.46), which contains logarithms of 1z , are indistinguishable
from those obtained with the minimal prescription, in agreement with the discussion
in Sect. 2.1.5, provided τ itself is not too close to threshold: we will come back on that
in Sect. 5.1.3.
Other sources of uncertainty will be discussed briefly in Sect. 5.1.1, where we will
provide an overall assessment of uncertainties related to the value of the strong coupling
and to the parton distributions, and then present and evaluate critically the use of scale
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variation to assess perturbative uncertainties. In the remainder of this Section detailed
predictions for the three cases of interest will be presented.
5.1.1 Uncertainties
Theoretical predictions for the Drell-Yan process are affected by a number of uncer-
tainties, related to the treatment of both the strong and electroweak interactions. Of
course, in a realistic experimental situation further uncertainties arise because of the
need to introduce kinematic cuts, which in turns requires comparing to fully exclusive
calculations [81]. Here, we will make no attempt to estimate the latter, nor electroweak
uncertainties and their interplay with strong corrections (see e.g. Ref. [80] for a recent
discussion), and we will concentrate on uncertainties related to the treatment of the
strong interactions. Before turning to an assessment of the way higher order correc-
tions can be estimated from scale variation, we discuss uncertainties related to the
value of the strong coupling and to the choice of parton distributions (PDFs).
5.1.1.1 Uncertainties due to the parton distributions and αs
The uncertainty due to PDFs is usually dominant in hadron collider processes. Teva-
tron Drell-Yan data are used for PDF determination, so PDF uncertainties here reflect
essentially the current theoretical uncertainty in knowledge of this process, as well as
possible tension between Drell-Yan data and other data which go into global PDF fit
(which however seems [64] to be very moderate). Predictions for the LHC are affected
by sizable PDF uncertainties because of the need to extrapolate to a new kinematical
region, and also, in the case of Drell-Yan, because at the LHC, unlike at the Tevatron,
one of the two PDFs which enter the leading-order process is sea-like.
PDF uncertainties for the invariant mass distribution of neutral Drell-Yan pairs at√
s = 7 TeV are shown in Fig. 5.3 as a function of τ = M2/s. We use NNPDF2.0
PDFs with αs(m
2
Z) = 0.118; other PDF sets are expected to give similar results [82].
Because we are using a fixed PDF set, the uncertainty does not depend significantly
on the perturbative order, or the inclusion of resummation. It ranges between 5%
and 15% for τ . 0.1. For larger values of τ the cross-section becomes essentially
undetermined, because there are no data in PDF global fits to constrain PDFs in that
region: the few available large–x data are at much lower scale, and the uncertainty
due to lack of information at very large x & 0.5 contaminates PDFs down to x & 0.1
when evolving up to the LHC scale. Note however that the Drell-Yan cross-section
at large τ & 0.1 rapidly drops to unmeasurably small values (see Fig. 5.2). The fact
that PDF uncertainties blow up for τ & 0.1 implies that data in this region would
allow a determination of PDFs in a region where they are currently almost unknown;
conversely, any signal of new physics in this region would have to be validated by
measurements in an independent channel (such as for example jet production) which
provides an independent constraint on the relevant PDFs.
In Fig. 5.4 we show the PDF uncertainties for the rapidity distribution of neutral
Drell-Yan pairs with M = 1 TeV at
√
s = 7 TeV, again using the NNPDF2.0 set
with αs(m
2
Z) = 0.118. As in the previous case, the PDF uncertainty does not depend
significantly on the perturbative order, and it is typically larger than 5%.
We now turn to the uncertainty due to the value of αs. The current PDG [83] value
110 Phenomenology
DY normalized τ distribution.   Collider: pp   Subprocess: Z+gamma
 1
 1.2
 1.4
 1.6
 1.8
 2
 0.001  0.01  0.1
.
√s = 7.00 TeV
µR/M = 1
µF/M = 1
LO
NLO
NNLO
 1
 1.2
 1.4
 1.6
 1.8
 2
 0.001  0.01  0.1
dσ
/d
M
  n
or
m
al
ize
d 
to
  d
σ
LO
/d
M
 (c
en
tra
l v
alu
e)
Borel LL+LO
Borel NLL+NLO
Borel NNLL+NNLO
 1
 1.2
 1.4
 1.6
 1.8
 2
0.001 0.01 0.1
.
τ = M2/s
Minimal LL+LO
Minimal NLL+NLO
Minimal NNLL+NNLO
Figure 5.3. Invariant mass distribution of neutral Drell-Yan pairs in pp collisions at√
s = 7 TeV. The band corresponds to the PDF uncertainty, using the NNPDF2.0 set with
αs(m
2
Z) = 0.118.
for αs(m
2
Z) is taken from Ref. [84] and it is 0.1184± 0.0007. However, this uncertainty
seems quite small, especially when taking into account the fluctuation in central values
between the determinations that go into it, and the dependence on the perturbative or-
der of some of them: indeed, current recommendations for precision LHC studies from
the PDF4LHC group [82] advocate a rather more conservative uncertainty estimate.
We thus take
αs(m
2
Z) = 0.118± 0.002 (5.1.8)
as a reasonable current range.
The impact of this uncertainty on αs on the Drell-Yan cross-section at
√
s = 7 TeV
can be estimated from Fig. 5.5, where we show the effect on the inclusive Drell-Yan
cross-section due to variation in the range Eq. (5.1.8) of the value of αs(m
2
Z) used both
in the computation of the hard matrix element and the PDF evolution. Results are
only shown for τ < 0.1, because for larger value the PDF uncertainty blows up and
results loose significance, as discussed above. Note that this full dependence of the
physical cross-section on αs is in general somewhat different from the dependence of
the hard matrix element alone, because of the dependence on αs of the relevant parton
luminosity. This total dependence might be larger or smaller according to whether the
luminosity is correlated or anticorrelated to the value of αs, either of which might be
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the case for a quark luminosity, according to the kinematic region [64]. A priori, the
size of the uncertainty due to variation of αs in the matrix element and that due to
the dependence on αs of the PDFs are likely to be comparable: after all, the Drell-
Yan rapidity distribution plays a significant role in the determination of the PDFs
themselves.
It appears from Fig. 5.5 that the αs uncertainty increases with the perturbative
order, but it is of similar size at the resummed and unresummed level; at NNLO it
is of order of ∼ 1.5% at LHC energies; we have checked that it is about a factor two
larger at Tevatron fixed-target experiments. The uncertainty due to αs on rapidity
distributions is clearly of comparable size.
Noting that within the approximation of linear error propagation the PDF and αs
uncertainties should be combined in quadrature [85], we conclude that PDF uncertain-
ties are somewhat larger than αs uncertainties and the combined effect of PDF and
αs uncertainties is likely to be smaller than about 10% but not much smaller, at least
in the region in which PDFs are constrained by presently available data. Once PDF
uncertainties will be reduced due to LHC data, it should be possible to keep the com-
bined effect of these uncertainties at the level of few percent. Therefore, perturbative
accuracies at the percent level are relevant for precision phenomenology.
5.1.1.2 Perturbative uncertainties: scale variations
A standard way of estimating unknown higher order perturbative corrections is to
vary factorization and renormalization scales. We perform this variation by writing
the generic factorized cross-section as
σ(N,M2) = L (N,µ2F)C
(
N,αs(µ
2
R),
M2
µ2F
,
M2
µ2R
)
, (5.1.9)
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which is independent of µ2F and µ
2
R at the order at which the partonic coefficient
σˆ
(
N,αs(µ
2
R),
M2
µ2F
, M
2
µ2R
)
is computed. The residual scale dependence is therefore of the
first neglected order, and can be used as an estimate of the higher order terms in the
perturbative expansion. We vary the two scales in the range∣∣∣log µF
M
∣∣∣ ≤ log 2, ∣∣∣log µR
M
∣∣∣ ≤ log 2, ∣∣∣∣log µRµF
∣∣∣∣ ≤ log 2, (5.1.10)
depicted in Fig. 5.6, which guarantees that both higher-order corrections to the par-
tonic cross-section and to perturbative QCD evolution are generated, with the last
condition ensuring that no artificially large scale ratios are introduced.
In the sequel, we will perform scale variation of both unresummed and resummed
cross-sections. The interpretation of results deserves a comment. When performing
scale variation of a result determined at fixed O(αks), one generates terms of O(αk+1s ):
consequently, the scale uncertainty is reduced as one increases the perturbative or-
der. However, terms generated by scale variation are proportional to those which are
present at the given order: therefore, scale variation underestimates the size of higher
order corrections when these are enhanced by higher logarithmic powers. For instance,
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scale variation of the O(αs) Drell-Yan coefficient function C1(N) Eq. (2.1.73) produces
terms which at large N grow at most as log2N , whereas the actual O(α2s) C2(N) co-
efficient function at large N grows as log4N . Hence, if N is so large that these terms
dominate the coefficient functions and must be resummed to all orders their impact
might be rather larger than the scale variation of the fixed-order result may suggest.
Nevertheless, in this case the scale dependence of the resummed result will still be
smaller than that of the fixed order result because the resummed result includes the
dominant contributions to the cross-section to all orders.
However, in Sect. 4.1.3 we have seen that there is an intermediate kinematic region
in which logarithmically enhanced contributions may provide a sizable fraction of the
coefficient function even though αs log
2N  1: in this case, the resummation improves
the fixed-order result in that it includes a sizable fraction of the higher order correction,
but it still behaves in a perturbative way, i.e. terms of higher order in αs included
through the resummation give an increasingly small contribution. If so, the scale
dependence of the resummed result may well be comparable to or even larger than that
of the fixed order result, because the resummation amounts to the inclusion of large
terms in the next few higher orders, which are not necessarily seen when performing the
scale variation of the lower orders. Furthermore, resummation only affects the quark
channel, while fixed-order scale variation mixes the quark and gluon channels: in an
intermediate region, the logarithmic terms in the quark channel may be sizable, but
with the gluon channel not being entirely negligible. In such case, the scale variation
is dominated by subleading terms and thus we expect the residual scale dependence
of the resummed result to differ according to the resummation prescription. We will
see that this is indeed the case for resummation of Tevatron rapidity distributions,
with scale variation of resummed results different according to whether the Borel or
minimal prescription is used.
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5.1.2 Results and comparison with data
In this Section we present the prediction for theK-factors and the rapidity distributions
both at the unresummed level and at the resummed level, using in the latter case both
the minimal and Borel prescriptions. When available, we compare our predictions with
data. We want to remember again that we use NNPDF2.0 NLO PDFs set: then, our
prediction are reliable and comparable with data consistently only at NLO.
5.1.2.1 Tevatron at fixed target: NuSea
We begin by studying the invariant mass distribution of lepton pairs produced by
collisions of a proton beam of energy E = 800 GeV on a proton or deuteron target, at
rest in the laboratory (
√
s = 38.76 GeV). This is the experimental configuration of the
experiment E866/NuSea. We first consider the inclusive invariant mass distribution.
Results are shown in Fig. 5.7. All uncertainties shown here and henceforth are due
to scale variation as described in Sect. 5.1.1.2. As expected, the width of the error
bands decreases with increasing perturbative order. Note that for sufficiently small τ
the uncertainty blows up, due to the fact that for fixed s the small τ limit corresponds
to low scale: for example, at this energy τ = 10−3 corresponds to M ≈ 1.2 GeV, and
varying the scales as in Eq. (5.1.10) the values µR, µF ≈ 0.6 GeV are reached.
Turning now to the resummed results, we note that the numerical impact of re-
summation is large for τ & 0.1, while for 0.03 . τ . 0.1 it is moderate but sill not
negligible. Furthermore, starting with the NLL level, the scale uncertainty band for
resummed results is dramatically smaller than in the case of fixed order results. This
is because scale variation of the LL result produces NLL terms which beyond the first
few orders are not contained in the fixed order result; starting with NLL these terms
are already included in the resummed result. It is interesting to note that in the case
of the resummed cross-section (with both prescriptions) the NNLL band is almost en-
tirely contained in the NLL band, while the fixed-order NLO and NNLO error bands
are only marginally compatible with each other. The ambiguity in the resummation,
estimated from the difference between Borel and minimal prescription, is not negligi-
ble, but smaller than the scale uncertainty; moreover, it is more evident at small τ ,
since the different subleading terms give a larger contribution in that region.
The experiment E866/NuSea [75–77] has measured the xF -distribution Eq. (C.1.14)
of lepton pairs with an invariant mass M = 8 GeV. The E866 data are displayed in
Fig. 5.8, superimposed to the QCD prediction and the corresponding scale uncertainty.
The distribution is symmetric about Y = 0; the curves shown for Y < 0 refer to fixed-
order calculations, and those with Y > 0 to resummed results. The data agree with the
NLO calculation because these data were included in the determination of the NLO
PDFs that we are using.
The impact of the resummation is small but not negligible: for instance the dif-
ference between NNLO and NNLL is about half of the difference between NNLO and
NLO. Furthermore, the scale uncertainty of resummed results is somewhat smaller
than that of the unresummed ones. This is consistent with the observation that for
this experiment τ = 0.04, which, as discussed in Sect. 4.1, is in the region in which
resummation is relevant. However, the difference between resummed results obtained
using the Borel and the minimal prescription is almost as large as the size of the re-
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Figure 5.7. Invariant mass distribution of neutral Drell-Yan pairs in pp collisions at√
s = 38.76 GeV.
summation itself: in fact the NLL Borel results is somewhat lower than the NNLO
one, while the NLL minimal prescription result is a bit higher. Hence we conclude that
the overall impact of the resummation on these data is essentially negligible. A large
and negative NLL resummed correction to the NLO result was claimed in Ref. [35],
using the minimal prescription, but we do not confirm it: we find a positive and rather
smaller correction. The result of Ref. [35] was first criticized in Ref. [28]. Our result
with the Borel prescription is in good quantitative agreement with Ref. [28]; however,
the minimal prescription gives a somewhat larger correction, though still positive.
5.1.2.2 Tevatron collider
We now turn to Drell-Yan production in pp¯ collisions at a center-of-mass energy
√
s =
1.96 TeV. Results for the invariant mass distribution of neutral and charged Drell-Yan
pairs in this configuration are shown in Fig. 5.9.
The behaviour of these curves is similar to that seen in the case of NuSea, Fig. 5.7,
but with the impact of the resummation yet a bit smaller, as one would expect both
because of the higher energy and because of the collider configuration, as discussed in
Sect. 4.1.3 (in particular Fig. 4.1). Interestingly, even when the resummation has a
very small impact, it still leads to a non-negligible reduction of the uncertainty: this is
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Figure 5.8. Rapidity distribution of neutral Drell-Yan pairs of invariant mass M = 8 GeV
in pp collisions at
√
s = 38.76 GeV; E866 data are also shown.
consistent with the expectation that for these medium-small values of τ resummation
is in fact a perturbative correction, as discussed in the end of Sect. 4.1.3. Note that
in these plots the smallness of leading-order uncertainty bands when τ ≈ 0.002 (i.e.
M ≈ 100 GeV) is due to the fact that the scale dependence of the parton luminosity,
to which the leading-order cross-section is proportional (see Eq. (C.1.3)), is stationary
at this scale.
We now turn to rapidity distributions, shown in Figs. 5.10 and 5.11 for neutral
Drell-Yan pairs of invariant mass M = mZ and M = 200 GeV respectively. The
impact of the resummation is now very small, as one would expect given the smallness
of the relevant values of τ . However, interestingly, resummed uncertainty bands are
systematically smaller than the unresummed one, with the resummation ambiguity (i.e.
the difference between minimal and Borel results) now essentially negligible. Hence,
even in this small τ region the resummation leads to perturbative improvement, while
behaving of course as a perturbative correction. Again, note that the smallness of
leading-order uncertainty bands is due to the fact that the scale here is close to the
stationary point of the scale dependence of the parton luminosity already seen in
Fig. 5.9.
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Figure 5.9. Invariant mass distribution of neutral (left) and charged (right) Drell-Yan
pairs in pp¯ collisions at
√
s = 1.960 TeV.
We can compare these uncertainties to that of typical current data, thanks to
recent measurements at the Tevatron. Specifically, the rapidity distribution of e+e−
pairs with invariant mass in the range 66 GeV ≤ M ≤ 116 GeV has been recently
measured by the CDF collaboration [86]. In principle, the data should be compared
with the theoretical prediction for the full process
p+ p¯→ e+ + e− +X. (5.1.11)
For values of M close to the Z mass, however, a good approximation is provided by
the Breit-Wigner approximation, which amounts to assuming that the amplitude is
dominated by Z exchange, and takes into account the finite width ΓZ of the Z boson:
dσ(τ, Y,M2)
dM2dY
=
2mZΓ`¯`
(M2 −m2Z)2 +m2ZΓ2Z
1
2pi
dσZ
dY
(5.1.12)
where Γ`¯` is the Z decay width into a lepton pair, and dσZ is the differential cross-
section for the production of a real on-shell Z boson. Eq. (5.1.12) gives
dσ(τ, Y,M2)
dM2dY
=
m2ZΓ
2
Z
(M2 −m2Z)2 +m2ZΓ2Z
dσ(τ, Y,m2Z)
dM2dY
, (5.1.13)
and therefore∫ M2max
M2min
dM2
dσ(τ, Y,M2)
dM2dY
= NZ(M
2
min,M
2
max)
dσ(τ, Y,m2Z)
dMdY
, (5.1.14)
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Figure 5.10. Rapidity distribution of neutral Drell-Yan pairs of invariant mass M = mZ
in pp¯ collisions at
√
s = 1.96 TeV (the contribution of virtual γ at the Z peak is included).
where
NZ(M
2
min,M
2
max) =
mZΓ
2
Z
2
∫ M2max
M2min
dM2
1
(M2 −m2Z)2 +m2ZΓ2Z
=
ΓZ
2
[
arctan
(
M2max −m2Z
mZΓZ
)
+ arctan
(
m2Z −M2min
mZΓZ
)]
(5.1.15)
is just a Y –independent multiplicative factor. A better approximation is obtained
including also the contribution from the virtual photon exchange, and neglecting its
interference with the Z boson. Schematically, we can separate the contributions as
σ(M2) = σZ(M
2) + σγ(M
2) + σZγ(M
2)
' m
2
ZΓ
2
Z(
M2 −m2Z
)2
+m2ZΓ
2
Z
σZ(m
2
Z) +
m2Z
M2
σγ(m
2
Z) +
M2 −m2Z(
M2 −m2Z
)2
+m2ZΓ
2
Z
σ0Zγ
(5.1.16)
where the first piece is the Breit-Wigner term used before, the second is the contri-
bution from the virtual photon and the last term is the interference term: since it is
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Figure 5.11. Rapidity distribution of neutral Drell-Yan pairs of invariant mass M =
200 GeV in pp¯ collisions at
√
s = 1.96 TeV.
almost odd in M2 −m2Z , its contribution is strongly suppressed in the vicinity of the
Z peak and it can be neglected. Note that at the Z peak
σ(m2Z) = σZ(m
2
Z) + σγ(m
2
Z) (5.1.17)
exactly. Then, knowing the relative contributions of Z and γ at the peak the M2
integral can be estimated to a higher accuracy. Defining
RZ = σZ(m
2
Z)/σ(m
2
Z), Rγ = σγ(m
2
Z)/σ(m
2
Z), RZ +Rγ = 1, (5.1.18)
we have
σ(M2) ' σ(m2Z)
[
RZ
m2ZΓ
2
Z(
M2 −m2Z
)2
+m2ZΓ
2
Z
+Rγ
m2Z
M2
]
(5.1.19)
and hence∫ M2max
M2min
dM2
dσ(τ, Y,M2)
dM2dY
=
[
RZNZ(M
2
min,M
2
max) +RγNγ(M
2
min,M
2
max)
] dσ(τ, Y,m2Z)
dMdY
,
(5.1.20)
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Figure 5.12. Rapidity distribution of charged Drell-Yan pairs of invariant mass M = mW
in pp¯ collisions at
√
s = 1.96 TeV.
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Figure 5.13. Rapidity distribution of Z bosons in pp¯ collisions at
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s = 1.96 TeV (the
contribution of virtual γ at the Z peak is included). Data are taken from [86]. The
smaller black uncertainty bands are statistical only, while the wider green bands also include
normalization uncertainties.
with
Nγ(M
2
min,M
2
max) =
1
2mZ
∫ M2max
M2min
dM2
m2Z
M2
=
mZ
2
log
M2max
M2min
(5.1.21)
With a simple electroweak computation one can compute the R-factors
Rγ =
αem/3mZ
αem
3mZ
+
Γ`¯`
Γ2Z
= 0.0021, RZ =
Γ`¯`/Γ
2
Z
αem
3mZ
+
Γ`¯`
Γ2Z
= 0.9979; (5.1.22)
substituting the CDF values, the full factor becomes
RZNZ(M
2
min,M
2
max) +RγNγ(M
2
min,M
2
max) = 3.893 GeV, (5.1.23)
which is a bit larger than that obtained with the simple Breit-Wigner approximation.
In Fig. 5.13 we show the CDF data [86], corresponding to an integrated luminosity
of 2.1 fb−1, compared to the NLO QCD prediction with the inclusion of threshold
resummation at NLL, using both Borel and minimal prescriptions. The comparison
shows an excellent agreement in shape between the data and the theoretical curves;
there is clearly a mismatch in normalization of the total cross-section, which is however
consistent with the sizable 6% normalization uncertainty on the cross-section. Also in
this case, as for the NuSea experiment, this simply reflects the fact that these data are
used in the determination of the PDFs that we are using.
A similar comparison can be performed for the W± asymmetry, defined as
AW (Y ) =
dσW+
dY
− dσW−
dY
dσW+
dY
+
dσW−
dY
, (5.1.24)
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Figure 5.14. W± asymmetry in pp¯ collisions at
√
s = 1.96 TeV. Data are taken from [87].
also measured by CDF [87]. In this case, normalization uncertainties cancel in the
ratio. In Fig. 5.14 we show the measured CDF data [87] compared to the QCD predic-
tion at NLO and resummed NLO+NLL (Borel and minimal prescriptions). Clearly,
the accuracy of present-day data is insufficient to appreciate the effect of NNLO or
resummation correction, and it is rather comparable to the difference between LO and
NLO predictions, which can thus be barely appreciated. However, an improvement
of statistical accuracy by an order of magnitude would be sufficient for NNLO and
resummation corrections to become significant. The normalization uncertainty has a
negligible effect on the shape of the distribution and therefore it does not affect this
conclusion
5.1.2.3 LHC
We now consider predictions for Drell-Yan production at the LHC, with the current
energy
√
s = 7 TeV. Prediction for collider energy
√
s = 14 TeV can be found in
Ref. [25]. Very recently, CERN announced the energy upgrade for the 2012 run to√
s = 8 TeV; predictions for such energy are not yet available.
Invariant mass distributions for both neutral and charged Drell-Yan pairs are shown
in Figs. 5.15, 5.16. While the impact of fixed-order perturbative corrections is unsur-
prisingly similar to that at the Tevatron collider shown in Fig. 5.9, interestingly the
reduction in uncertainty obtained thanks to the resummation is more marked at the
LHC, consistent with the expectation (recall Sect. 4.1) that the effect of the resum-
mation is somewhat more significant at a pp than at a pp¯ collider. Moreover, the
consistency of the NLO error band with the NNLO prediction is improved by the in-
clusion of resummation. Of course, as in the case of Tevatron, for realistic values of
τ . 0.1 the impact of the resummation is mostly on the uncertainty but very small or
negligible on central values, so the resummation is behaving as a perturbative correc-
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Figure 5.15. Invariant mass distribution of neutral Drell-Yan pairs in pp collisions at√
s = 7 TeV.
tion.
Turning to rapidity distributions, we present results for the following observables:
• neutral Drell-Yan pairs with invariant mass M = 1 TeV, Fig. 5.17;
• neutral Drell-Yan pairs with invariant mass M = mZ , Fig. 5.18;
• positively charged Drell-Yan pairs with invariant mass M = mW , Fig. 5.19;
• negatively charged Drell-Yan pair with invariant mass M = mW , Fig. 5.19.
The first case corresponds to τ ∼ 0.02, comparable to the case of a final state with
M = 200 GeV at the Tevatron shown in Fig. 5.11. As in that case, we clearly see
an improvement in uncertainty (with small resummation ambiguities) when going to
the resummed result, though also in that case the effect on central value is moderate.
On the other hand, the other cases correspond to very small values of τ and indeed
in this case the uncertainty on resummed results is larger than that on unresummed
ones, indicating that whatever effect is induced by the resummation is related to the
inclusion of terms which are not dominant in this region. This is also reflected in a
sizable difference between Borel and minimal results.
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Figure 5.16. Invariant mass distribution of positively (left) and negatively (right) charged
Drell-Yan pairs in pp collisions at
√
s = 7 TeV.
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Figure 5.17. Rapidity distribution of neutral Drell-Yan pairs of invariant mass M =
1 TeV in pp collisions at
√
s = 7 TeV.
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Figure 5.18. Rapidity distribution of neutral Drell-Yan pairs of invariant mass M = mZ
in pp collisions at
√
s = 7 TeV (the contribution of virtual γ at the Z peak is included).
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Figure 5.19. Rapidity distribution of positively (left) and negatively (right) charged
Drell-Yan pairs of invariant mass M = mW in pp collisions at
√
s = 7 TeV.
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5.1.3 Comparison of the different prescriptions
We finally turn to a comparison of the phenomenological impact of different choices of
subleading terms.
First, we want to prove what we claimed several times in the text, i.e. that the
“natural” Borel prescription which depends on z via log 1z , Eq. (2.1.46), gives the same
result as the Minimal prescription, provided τ is not too large. Therefore, in Fig. 5.20
we plot the predictions for the resummed K-factors as obtained with the Minimal
prescription and with the Borel prescription, Eq. (2.3.13). We consider as a reference
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Figure 5.20. Invariant mass distribution of neutral Drell-Yan pairs in pp collisions at√
s = 7 TeV for central values of the renormalization and factorization scales. The original
Borel prescription Eq. (2.3.13) is used.
case the production of neutral DY pairs at the LHC at 7 TeV; since the NNLL+NNLO
curves are very close to the NLL+NLO ones, we don’t show them in order to better read
the plots. The plot shows the impressive similarity between such Borel prescription
and the Minimal prescription: in both the LL and NLL case they are indistinguishable
in the whole plotted range.1 This plot shows clearly that, for experimentally accessible
values of τ , the difference in the way the Borel and Minimal prescriptions treat the
divergence of the perturbative series is not relevant at all, thereby reassuring who
could be worried either by the non-convolutive nature of the Minimal prescription or
by the higher-twists included in the Borel prescription. This fact is a consequence of
the observation that, for such not to large values of τ , the perturbative series behaves
perturbatively, and the divergence of the series (and the details of the treatment of it)
does not play a role.
Next, in Fig. 5.21 we compare the different versions of the Borel prescription.
The upper plot is a direct comparison of the three choices Eqs. (2.1.46), (2.1.58) and
(2.1.62). First, we note that at large τ , where the different subleading terms are
less important, all the curves at a given order tend to be very similar each other,
1This plot is, by the way, a powerful check of the goodness and correctness of the numerical
implementation of resummation.
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Figure 5.21. Invariant mass distribution of neutral Drell-Yan pairs in pp collisions at
√
s =
7 TeV for central values of the renormalization and factorization scales. Different versions
of the Borel prescription are used: BP0 corresponds to Eq. (2.3.13), BP1 to Eq. (2.3.7) and
BP2 to Eq. (2.3.10). The upper plot shows the results for these prescriptions, while in the
lower plot also the constants from the plus-distributions are added. The upper curves in
the plots correspond to NLL+NLO: same style means same prescription.
as expected. Moreover, the BP0 and BP2 are rather close each other in the whole
range, while the BP1 is quite different especially at small τ : this is consistent with the
discussion in Sect. 2.1.6, and indeed we had decided not to take into account the BP1
for phenomenology.
The lower plot shows the same curves with the constant terms coming from plus-
distributions added: in practice, these prescriptions are obtained by adding
− 1
ξ
δ(1− z) (5.1.25)
to the plus-distribution terms in Eqs. (2.1.46), (2.1.58) and (2.1.62) (see also discussion
in Sect. 2.1.5.1). The BP2 obtained with this modification is the prescription we used
in this Chapter for phenomenology [25]. Even if this modification is subleading and
somewhat unjustified theoretically, its effect on the Drell-Yan case is to improve the
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convergence of the resummed perturbative expansion. Indeed, while the NLL curves
do not change too much between upper and lower plot, the LL curves in the lower plot
are much closer to the NLL ones.
We conclude noting that, discarding the BP1, the other prescriptions, differing for
the choices of subleading terms produced, if used as estimators of the uncertainty due
to the resummation procedure would give a rather small uncertainty (from NLL+NLO
on), comparable to that from scale variation.
Conclusions
We have presented a detailed overview of the current status of soft-gluon and high-
energy resummations in perturbative QCD. On the theoretical side, we have obtained
several results.
First, concerning soft-gluon resummation, we have presented an alternative pre-
scription, the Borel prescription, to deal with the problem of the Landau pole of the
strong coupling, related to the divergence of the perturbative series. The Borel pre-
scription turns out to be very powerful, in which it gives complete control on the
subleading terms introduced by the resummation procedure. This property can be
either used to estimate the uncertainty due to such subleading terms, or to find the
best choice of these terms, in such a way that the threshold logarithms could best
reproduce the partonic coefficient even far from the threshold region.
We have then discussed the resummation of high-energy logarithms, providing sev-
eral improvements in the whole procedure. The most important result on this subject
is the development of a code implementing all the machinery of high-energy resumma-
tion, providing for the first time publicly available small-x resummed splitting functions
and coefficient functions.
One of the main achievements is that we have provided a way to estimate the
value of hadronic variable τ = M2/s at which resummation of threshold logarithms
is expected to provide an improvement over fixed-order calculations. This result has
been accomplished through a determination of the relevant partonic center-of-mass
energy, whose distance from threshold determines the impact of resummation. This
estimate relies on the singularity structure of the anomalous dimensions which drive
M2 evolution of parton distributions in perturbative QCD. Using this technique, we
have shown that resummation is expected to be relevant down to fairly small values
of τ , very far from hadronic threshold. For example, at the LHC at 7 TeV the Drell-
Yan process is expected to be influenced by threshold resummation for τ & 0.002,
corresponding to M & 300 GeV. More interestingly, the Higgs boson production at
LHC at 7 TeV is expected to get contributions from the threshold region down to
values of τ as small as τ & 0.0002, corresponding to M & 100 GeV.
Being such values of τ so small, we have investigated the modifications in our
predictions induced by high-energy resummation, in particular for the Higgs boson
production, being it dominated by gluon fusion. By a preliminary analysis, based on
an approximate implementation of small-x resummation, it seems that the threshold
region is reduced, in the sense that threshold logarithms are dominant only for higher
masses. This observation needs to be clarified: this request enforces the need of a
complete inclusion of small-x resummation in PDF fits for precision phenomenology
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at hadron colliders.
At the phenomenological level, we have shown how to use different versions of the
Borel resummation prescription and their comparison to the minimal prescription as
a means to assess the ambiguities related to the resummation, and in particular to
the treatment of the subleading terms. The application of these tools to the Drell-
Yan process at Tevatron and LHC has shown that resummation is relevant for the
production of states of mass as light as W and Z vector bosons at the Tevatron, and
for the production of heavy dileptons of mass in the TeV range at the LHC: in all
these cases threshold resummation leads to a significant improvement in perturbative
accuracy. The impact of resummation on Tevatron fixed-target rapidity distributions
is less clear, in that, despite being larger, the effect of resummation may be marred by
its ambiguities.
Our general conclusion is that the impact of threshold resummation at hadron col-
liders even for significantly small values of τ is comparable to that of NNLO corrections,
and it should thus be included both in the determination of parton distributions and
in precision phenomenology, though care should be taken in also estimating carefully
the ambiguity which is intrinsic in the resummation procedure.
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In this Appendix we review some features of the QCD running coupling and we com-
pute the solutions to its renormalization-group equation.
A.1 The running of αs
The QCD coupling αs satisfies the renormalization-group equation
µ2
d
dµ2
αs(µ
2) = β
(
αs(µ
2)
)
(A.1.1)
where the β-function in the right-hand-side has the perturbative expansion
β(αs) = −α2s
(
β0 + β1αs + β2α
2
s + . . .
)
(A.1.2)
= −β0α2s
(
1 + b1αs + b2α
2
s + . . .
)
(A.1.3)
where βk = bkβ0 for k ≥ 1. The k-th coefficient βk can be computed by a (k+ 1)-loop
calculation, and so far are known up to 4 loops [88, 89]. Here, we present the first
three, which are those that will be used for resummation:
β0 =
11CA − 4TF nf
12pi
=
33− 2nf
12pi
(A.1.4)
β1 =
17C2A − (10CA + 6CF )TF nf
24pi2
=
153− 19nf
24pi2
(A.1.5)
β2 =
1
(4pi)3
[
2857
54
C3A +
(
2C2F −
205
9
CF CA − 1415
27
C2A
)
TF nf
+
(
44
9
CF +
158
27
CA
)
T 2F n
2
f
]
=
1
128pi3
[
2857− 5033
9
nf +
325
27
n2f
]
(A.1.6)
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where in the second equality we have substituted the numerical values
CA = Nc = 3, CF =
N2c − 1
2Nc
=
4
3
, TF =
1
2
, (A.1.7)
which are appropriate for the gauge group SU(Nc) with Nc = 3 of QCD.
As already discussed in Chap. 1, as long as nf < 17 (and so far we know 6 flavours)
β0 is positive, and because of the minus sign in front of the perturbative expansion
of the β-function the solution of the renormalization-group equation is decreasing as
µ2 increases. We now show explicit solutions where this fact, known as asymptotic
freedom, is manifest.
A.1.1 Solutions of the renormalization-group equation
The renormalization-group equation can be easily solved, because the µ2 dependence
appear only as argument of αs, and in general we have then∫
dµ2
µ2
F
(
αs(µ
2)
)
=
∫
dαs
β(αs)
F (αs) (A.1.8)
with the appropriate integration limits. At one loop, the only coefficient of the β-
function is β0 and the solution is
αs(µ
2) =
αs(Q
2)
1 + β0αs(Q2) log
µ2
Q2
(A.1.9a)
=
1
β0 log
µ2
Λ2
, (A.1.9b)
where in the first line we have used an initial condition for αs at the scale Q
2, while
in the second one the initial condition is chosen at the scale Λ2 at which αs goes to
infinity (Landau pole). At this order, then, the Landau pole µL can be written as
µ2L = Λ
2 = µ2 exp
(
− 1
β0αs(µ2)
)
(A.1.10)
valid for every choice of µ2, then in particular for µ2 = Q2, making the connection
between the two solutions Eqs. (A.1.9).
Note that the first form of the solution, Eq. (A.1.9a), shows explicitly that the
renormalization group equation resums all powers of log µ
2
Q2
. In particular, we may
write an expansion of αs(µ
2) in powers of αs(Q
2) at αs(Q
2) log µ
2
Q2
fixed,
αs(µ
2) = α0 f1(α0`) + α
2
0 f2(α0`) + . . . , (A.1.11)
where we have defined for simplicity α0 = αs(Q
2) and ` = log µ
2
Q2
. The functions
f1, f2, . . . contain all powers of their argument; therefore, such expansion is valid pro-
vided only αs(Q
2)  1, regardless the value of `. The functions fj can be found for
all j = 1, . . . , k solving the renormalization-group equation with a k-loop β-function,
i.e. including all the coefficients βi in the range 0 ≤ i ≤ k − 1.
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The 1-loop solution indeed predicts f1:
f1(α0`) =
1
1 + β0α0`
. (A.1.12)
At two loops, we must include β1 = b1β0 and we find[
1
β0αs
− b1
β0
log
(
1
αs
+ b1
)]αs(µ2)
αs(Q2)
= log
µ2
Q2
. (A.1.13)
Solving for αs(µ
2) and expanding in order to take terms up to the second order in the
expansion (A.1.11) we then obtain
αs(µ
2) =
αs(Q
2)
X
[
1− b1αs(Q
2)
X
logX
]
(A.1.14)
where X = 1 + β0αs(Q
2) log µ
2
Q2
. With the same technique, it is easy to find also the
three loops solution, which reads
αs(µ
2) =
αs(Q
2)
X
− b1α
2
s(Q
2)
X2
logX
+
α3s(Q
2)
X3
[
b21(log
2X − logX − 1 +X) + b2(1−X)
]
. (A.1.15)
Note that the Landau pole is still present in the two- and three-loops solutions, and it
is always given by Eq. (A.1.10). This is indeed a general feature: the Landau pole is
always present in any perturbative solution to the running coupling equation.
Typically, the initial condition for αs is given at the Z mass Q
2 = m2Z , because
many measurements were made at LEP and more recently at colliders with high pre-
cision. Then, at the Z mass
mZ = 91.18 GeV, (A.1.16)
the current better estimate of αs is [83, 84]
αs(m
2
Z) = 0.1184± 0.0007. (A.1.17)
From this value we could compute the Landau pole; however, we have to choose the
value of nf , i.e. the number of flavours, which appears in the coefficient β0. With the
two extreme choices nf = 0 and nf = 6 we get, respectively,
µL(nf = 0) ∼ 730 MeV, µL(nf = 6) ∼ 47 MeV. (A.1.18)
These two results are quite different each other, but nevertheless they set the order
of magnitude of the non-perturbative scale of QCD, which is of the order of some
hundreds MeV. The proper choice for the value of nf is a matter of renormalization
scheme choice. We are going to discuss the most common scheme in the next Section.
A.1.2 Quark masses thresholds
The number of flavours nf is generically not kept fixed. What is usually adopted is
the so called variable flavour number scheme,1 a renormalization scheme in which the
number of active flavours depends on the energy scale µ. This choice is motivated
by the computation of the β function: the 1-loop coefficient β0 is computed by the
diagrams of Fig. A.1, where in the second diagram the fermions running in the loop
1More precisely, this is the zero-mass variable flavour number scheme; there are several extensions
of this scheme, but their discussion is beyond the purpose of this Appendix.
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Figure A.1. Diagrams contributing to the 1-loop β-function.
are the quarks. If they were real, there would be a threshold for the diagram given by
µ > 2mq, (A.1.19)
being mq the mass of the quark. Then, a natural choice would be to use as number of
active flavours the numbers of quarks which have a mass less than half of the current
energy µ. Since however such procedure is somehow arbitrary (quarks in the loop are
virtual and the threshold is not really there) a simpler choice is to use just the mass,
and not twice the mass, of the quarks to set the number of active flavours.
Then, starting as usual from αs(m
2
Z) with nf = 5 (only the top quark is heavier
than the Z), one can build αs(µ
2) with nf changing with µ
2, by requiring continuity of
the solution and then using as initial condition for any new branch the value of αs at
the quark thresholds. The resulting solution has a discontinuous derivative: one could
imagine to perform a smearing to eliminate this problem, but this goes beyond the
purpose of this Appendix. In Fig. A.2 we show explicitly the 1- and 2-loops solutions;
the Landau pole at low energies and the asymptotic freedom at large energies are both
evident.
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Figure A.2. The running coupling αs as a function of µ at 1- and 2-loops.
As a final comment, we want to show where the Landau pole is located using this
variable flavour number scheme. We first note that, because of the patching of αs(µ
2)
at quark thresholds, the position of the Landau pole now will be different for different
orders of the solution. We then take as representative examples the 1- and 2-loops
solution Eq. (A.1.14) and find
µ1-loopL ∼ 150 MeV, µ2-loopL ∼ 180 MeV, (A.1.20)
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where we have used the quarks masses given in Sect. 1.1. Note that the two predictions
are of the same order, even if they are in the non-perturbative region of QCD where the
running is no longer under control. From Fig. A.2 it is clear that indeed perturbation
theory in QCD breaks down at a scale around 1 GeV, where the coupling starts growing
fast and the two curves become very different.
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In this Appendix we collect some useful definitions and results concerning Mellin trans-
formations. In particular, we concentrate our attention to the case of logarithms, which
are the main subject of this thesis.
B.1 Laplace transform
The Mellin transform is a particular case of a Laplace transform. Hence we first start
considering some definitions and results about Laplace transforms, which remains also
in the case of Mellin transforms.
The (unilateral) Laplace transform of a function f(t) is defined as
f˜(s) ≡
∫ ∞
0
dt e−st f(t). (B.1.1)
If the function f˜(s) exists, then it is regular for Res > k for some value of k depending
on f(t). This is because, in order for the transform to exist, the function f(t) can grow
at most as ekt as t→∞, and then the integral is convergent for Re s > c.
The inverse is given by (c > k)
f(t) =
1
2pii
∫ c+i∞
c−i∞
ds est f˜(s). (B.1.2)
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The proof is easy:
1
2pii
∫ c′+i∞
c′−i∞
ds est f˜(s) =
∫ ∞
0
dt′ f(t′)
1
2pii
∫ c+i∞
c−i∞
ds es(t−t
′)
=
∫ ∞
0
dt′ f(t′) δ(t− t′)
=
{
f(t) t ≥ 0
0 t < 0.
(B.1.3)
Note that, if we had taken the bilateral transform, i.e. with lower limit −∞, the inverse
transform Eq. (B.1.2) would have reproduced f(t) in the whole range −∞ < t < ∞.
Hence, the unilateral transform is suitable for functions defined only for t > 0, while
the bilateral for functions defined everywhere.
If f(t) is real, then f˜(s) is a real function, i.e. it satisfies
f˜(s∗) = f˜(s)∗ (B.1.4)
where ∗ indicates complex conjugation, as one can immediately verify from the defini-
tion Eq. (B.1.1).
B.2 The Mellin transform
When a function f(x) is defined in the range 0 < x < 1 (as many of the functions
in this thesis) a Laplace transform can be taken by using x = e−t. The resulting
transform,
f˜(N) ≡M [f ] (N) ≡
∫ 1
0
dxxN−1 f(x), (B.2.1)
is called Mellin transform. Even if we changed name, N is the same variable as s, and
then the inverse, according to Eq. (B.1.2), is
f(x) ≡M−1
[
f˜
]
(x) =
1
2pii
∫ c+i∞
c−i∞
dN x−N f˜(N), (B.2.2)
where c must be greater than the real part of the rightmost singularity (which must
exist, because again f˜(N) has a convergence abscissa). The integration contour can
be deformed at will, provided it does not cross any singularity — all the singularities
must be at the left of the contour. Being x < 1, a typical deformation consists in
giving a phase to the upper and lower parts of the integration path in such a way that
the real part of N be negative and increasing as its absolute value goes to infinity. In
particular, when f˜(N) is a real function (see definition in Eq. (B.1.4)), we can perform
the following manipulations
f(x) =
1
2pii
∫ c+i∞
c−i∞
dN x−N f˜(N)
=
1
pi
Im
∫ c+i∞
c
dN x−N f˜(N)
=
1
pi
∫ +∞
0
dt Im
[
(i− )x−c−(i−)t f˜(c+ (i− )t)
]
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=
x−c
pi
∫ +∞
0
du Im
[
− i
log x
e(i−)u f˜
(
c− (i− ) u
log x
)]
(B.2.3)
where in the last two steps we have deformed the integration contour according to
N = c+ (i− )t,  > 0, to guarantee numerical convergence.
B.2.1 Fixed Talbot Algorithm
An alternative and numerically powerful way to compute the inverse Mellin transform
is to use the Talbot contour [90], where
N = N(θ) = rθ (cot θ + i) (B.2.4)
with r a free parameter. Then the inverse Mellin integral becomes
f(x) =
1
2pii
∫ pi
−pi
dθ x−N(θ) f˜(N(θ))N ′(θ) (B.2.5)
or, using the reality of f˜ ,
f(x) =
r
pi
∫ pi
0
dθRe
[
x−N(θ) f˜(N(θ)) [1 + iσ(θ)]
]
(B.2.6)
where N ′(θ) = ir[1 + iσ(θ)] and
σ(θ) = θ + (θ cot θ − 1) cot θ. (B.2.7)
For numerical applications, the integral can be computed using a trapezoidal rule using
the points θk = kpi/K with K a constant: the resulting expression
f(x) ' r
K
[
1
2
x−rf˜(r) +
K∑
k=1
Re
(
x−N(θk)f˜(N(θk)) [1 + iσ(θk)]
)]
(B.2.8)
is known as the fixed Talbot algorithm [90]. In Ref. [90] an optimal choice for r is
suggested:
r =
2K
5 log 1x
; (B.2.9)
then, the relative precision is approximately 10−0.6K .
B.2.2 Convolution
Let us define the convolution product ⊗
(f ⊗ g)(x) =
∫ 1
x
dy
y
f(y) g
(
x
y
)
. (B.2.10)
=
∫ 1
0
dy
∫ 1
0
dz f(y) g(z) δ(x− yz) (B.2.11)
In the second form, it is clear that it is commutative
f ⊗ g = g ⊗ f (B.2.12)
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and it can be easily extended to many functions
(f1 ⊗ . . .⊗ fn)(x) =
∫ 1
0
dy1 · · ·
∫ 1
0
dyn f1(y1) · · · fn(yn) δ(x− y1 · · · yn). (B.2.13)
Under Mellin transformation, the convolution product diagonalizes:
M [f ⊗ g] (N) =
∫ 1
0
dxxN−1
∫ 1
0
dy
∫ 1
0
dz f(y) g(z) δ(x− yz)
=
∫ 1
0
dy yN−1 f(y)
∫ 1
0
dz zN−1 g(z) = f˜(N) g˜(N) (B.2.14)
B.3 Plus distribution
The plus distribution arises form the cancellation of soft divergences, and is defined as∫ 1
0
dz [f(z)]+ g(z) =
∫ 1
0
dz f(z) [g(z)− g(1)] . (B.3.1)
From the definition it follows that, formally,
[f(z)]+ = f(z)− δ(1− z)
∫ 1
0
dz f(z) , (B.3.2)
but, if f(z) diverges as z → 1, this expression makes sense only in a regularized form:
[f(z)]+ = lim
η→0+
[
Θ(1− η − z) f(z)− δ(1− z)
∫ 1−η
0
dz f(z)
]
, (B.3.3)
where the limit is intended to be performed after the integration over the test function
g(z).
The plus distribution defined in Eq. (B.3.1) regularizes functions which diverge as
z → 1 at most as
(1− y)−α, α < 2 (B.3.4)
in the sense that the integral (B.3.1) over any test function g(z) is finite. In particular,
the usual logarithms
logk(1− z)
1− z (B.3.5)
are properly regularized.
Some useful identities can be derived directly from the definition; if g(z) is a regular
function as z → 1, then
[g(z) f(z)]+ = g(z) [f(z)]+ − δ(1− z)
∫ 1
0
dy g(y) [f(y)]+ (B.3.6)
g(z) [f(z)]+ = g(1) [f(z)]+ + [g(z)− g(1)] f(z) . (B.3.7)
In the last term of second line, the plus distribution is no longer necessary since g(z)−
g(1) regularizes f(z). One interesting consequence is the following relation(
log z
1− z
)
+
=
log z
1− z + ζ2 δ(1− z) (B.3.8)
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where we have noted that log 1 = 0 and we have used∫ 1
0
dy
log z
1− z = limb→0
d
da
∫ 1
0
dy za(1− z)b−1
∣∣∣∣
a=0
= lim
b→0
[ψ0(1 + a)− ψ0(1 + a+ b)] Γ(1 + a)Γ(b)
Γ(1 + a+ b)
∣∣∣∣
a=0
= lim
b→0
ψ0(1)− ψ0(1 + b)
b
= −ψ1(1) = −ζ2 (B.3.9)
(for details about Γ and ψ functions, see App. E.1).
B.3.1 Convolution
Now we want to investigate how a convolution appear when extended to distributions.
This is not trivial, because the definition of the plus distribution Eq. (B.3.1) involves
an integral from 0 to 1, while a convolution written as Eq. (B.2.10) is an integral from
x to 1. The obvious way to extend the definition is to use instead Eq. (B.2.11):
([f ]+ ⊗ g)(x) =
∫ 1
0
dy
∫ 1
0
dz [f(y)]+ g(z) δ(x− yz)
=
∫ 1
0
dy
∫ 1
0
dz f(y) g(z) [δ(x− yz)− δ(x− z)]
=
∫ 1
0
dy f(y)
[∫ 1
0
dz g(z) δ(x− yz)− g(x)
]
=
∫ 1
x
dy f(y)
[
1
y
g
(
x
y
)
− g(x)
]
− g(x)
∫ x
0
dy f(y). (B.3.10)
The last form could be grouped in the more natural way∫ 1
x
dy
y
f(y) g
(
x
y
)
− g(x)
∫ 1
0
dy f(y), (B.3.11)
as one would have immediately obtained using Eq. (B.3.2), but in this form both
integrals are not convergent, and can be interpreted only as a limit
lim
η→0+
[∫ 1−η
x
dy
y
f(y) g
(
x
y
)
− g(x)
∫ 1−η
0
dy f(y)
]
. (B.3.12)
It must be noticed that the 0 to x region contributes to the result of the convolution:
this is not surprising, because it was already intrinsically included in the definition of
the plus distribution, but it can be relevant for applications.
B.3.2 Mellin transform of plus distributions
From the definition, the Mellin transform of a distribution is
M
[
(f)+
]
(N) =
∫ 1
0
dz
(
zN−1 − 1) f(z). (B.3.13)
The behaviour in N space of a distribution is qualitatively different from that of an
ordinary function. To see this, we prove first the following
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Theorem B.3.1. If f(z) is real, then |M [f ] (N)| for real N > 0 is bounded by a
decreasing function which tends to 0 as N →∞.
Proof. First, we see that |M [f ] (N)| is bounded by
|M [f ] (N)| ≤
∫ 1
0
dz
∣∣zN−1 f(z)∣∣ =M [|f |] (N) (B.3.14)
where in the last equality we used the fact that zN−1 is positive for N real. The rest
of the proof consists in showing that M [|f |] (N) is a decreasing function:
d
dN
M [|f |] (N) = −
∫ 1
0
dz log
1
z
zN−1 |f(z)| ≤ 0 (B.3.15)
because log 1z is positive in the integration range. The last part of the theorem is proved
by noting that, in the N → ∞ limit, the integrand tends to 0 almost everywhere: by
using the monotone convergence theorem we have the hypothesis.
The proof shows in particular that if f(z) is positive in the whole integration range
then the Mellin transform monotonically decreases. This is not true for distributions.
For example, the Mellin transform of δ(1 − z) is 1, a constant for all values of N ,
and in particular it does not go to 0 as N gets large. For the interesting case of plus
distributions, we can prove the following
Theorem B.3.2. For real N > 1, if f(z) is real and singular in z = 1 then
∣∣M [(f)+] (N)∣∣
is bounded by an increasing function of N and it diverges as N →∞.
Proof. As before, we note first that∣∣M [(f)+] (N)∣∣ ≤ ∫ 1
0
dz
∣∣(zN−1 − 1) f(z)∣∣ N>1= −M [(|f |)+] (N) (B.3.16)
where now the minus sign comes form the fact that zN−1 − 1 < 0 for N > 1. Then,∣∣M [(f)+] (N)∣∣ is bounded by −M [(|f |)+] (N); note that, in this case, the Mellin
transform is positive is f(z) < 0. The derivative of the bounding function is
− d
dN
M
[
(|f |)+
]
(N) =
∫ 1
0
dz log
1
z
zN−1 |f(z)| ≥ 0 (B.3.17)
and hence it is an increasing function. Using again the monotone convergence theorem,
we can pass the limit N →∞ under the integral and see that the result is∣∣M [(f)+] (N)∣∣ N→∞→ ∣∣∣∣∫ 1
0
dz f(z)
∣∣∣∣ (B.3.18)
which is divergent.
Note that, since the monotonically increase applies only to the bound, this theorem
does not limit the Mellin transform from being small for a wide range in N ; however,
since
∣∣M [(f)+] (N)∣∣ diverges in the limit N → ∞, it must start increasing at some
point. Anyway, for simple functions which have the same sign in 0 < z < 1, the bounds
are saturated and the monotonically increase applies.
Then, we can conclude that the difference between the Mellin transform of a func-
tion and that of a plus distribution of a z = 1 singular function is that the first is
limited and goes to zero at lager N , the second instead at some point increases and
goes to infinity at large N .
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B.4 Mellin transformation of logarithms
In this Section we compute explicitly the Mellin transforms of logarithms, which appear
in (or are related to) perturbative computations of coefficients functions. To begin
with, we consider the following distributions:(
logk(1− z)
1− z
)
+
,
(
logk log 1z
log 1z
)
+
,
(
logk 1−z√
z
1− z
)
+
(B.4.1a)
and also (
logk 1−z√
z
1− z
)′
+
=
k∑
j=0
(
k
j
)(
logk−j(1− z)
1− z
)
+
logj
1√
z
(B.4.1b)
where the ′ denotes that the plus distribution has to be put only around log
k−j(1−z)
1−z ;
note that in the sum only the first term needs the plus symbol, since log
√
z = 0 in
z = 1. These distributions can be obtained, respectively, as the k-th ξ-derivative of
the following generating distributions, computed in ξ = 0:[
(1− z)ξ−1
]
+
,
[
logξ−1
1
z
]
+
,
[
z−ξ/2(1− z)ξ−1
]
+
, z−ξ/2
[
(1− z)ξ−1
]
+
.
(B.4.2)
Their Mellin transforms can be computed easily, and are
M
[(
(1− z)ξ−1
)
+
]
= Γ(ξ)
[
Γ(N)
Γ(N + ξ)
− 1
Γ(1 + ξ)
]
(B.4.3a)
M
[(
logξ−1
1
z
)
+
]
= Γ(ξ)
[
N−ξ − 1
]
(B.4.3b)
M
[(
z−ξ/2(1− z)ξ−1
)
+
]
= Γ(ξ)
[
Γ(N − ξ/2)
Γ(N + ξ/2)
− Γ(1− ξ/2)
Γ(1 + ξ/2)
]
(B.4.3c)
M
[
z−ξ/2
(
(1− z)ξ−1
)
+
]
= Γ(ξ)
[
Γ(N − ξ/2)
Γ(N + ξ/2)
− 1
Γ(1 + ξ)
]
. (B.4.3d)
Since Γ(ξ) has a simple pole in ξ = 0, the limit ξ → 0 of these functions needs the
computation of a derivative. To be precise, we note that every Mellin transform above
is written in the form
Γ(ξ)FN (ξ) =
1
ξ
Γ(1 + ξ)FN (ξ) ≡ 1
ξ
GN (ξ) (B.4.4)
with FN (0) = GN (0) = 0, which has the power expansion
1
ξ
GN (ξ) =
∞∑
k=0
G
(k+1)
N (0)
(k + 1)!
ξk. (B.4.5)
Hence, the k-th derivative of the generic Mellin transform Eqs. (B.4.3) is
G
(k+1)
N (0)
k + 1
=
1
k + 1
k∑
j=0
(
k + 1
j
)
Γ(j)(1)F
(k+1−j)
N (0) (B.4.6)
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where the (k+1)-th term in the sum has been omitted because FN (0) = 0. In the case
of the first and the last of Eqs. (B.4.3), a somewhat simpler expansion can be found
by noting that for them GN (ξ) has the form
GN (ξ) = Γ(1 + ξ)HN (ξ)− 1, (B.4.7)
and then the derivatives are
G
(k+1)
N (0)
k + 1
=
1
k + 1
k+1∑
j=0
(
k + 1
j
)
Γ(j)(1)H
(k+1−j)
N (0) (B.4.8)
where now the (k + 1)-th term is not null. We can now show explicitly the Mellin
transforms of Eqs. (B.4.1):
M
[(
logk(1− z)
1− z
)
+
]
=
1
k + 1
k∑
j=0
(
k + 1
j
)
Γ(j)(1)
[
Γ(N) ∆(k+1−j)(N)−∆(k+1−j)(1)
]
=
1
k + 1
k+1∑
j=0
(
k + 1
j
)
Γ(j)(1) Γ(N) ∆(k+1−j)(N) (B.4.9a)
M
[(
logk log 1z
log 1z
)
+
]
=
1
k + 1
k∑
j=0
(
k + 1
j
)
Γ(j)(1) logk+1−j
1
N
(B.4.9b)
M
[(
logk 1−z√
z
1− z
)
+
]
=
1
k + 1
k∑
j=0
(
k + 1
j
)
Γ(j)(1)
[
Υk+1−j(N, 0)−Υk+1−j(1, 0)
]
(B.4.9c)
M
( logk 1−z√z
1− z
)′
+
 = 1
k + 1
k∑
j=0
(
k + 1
j
)
Γ(j)(1)
[
Υk+1−j(N, 0)−∆(k+1−j)(1)
]
=
1
k + 1
k+1∑
j=0
(
k + 1
j
)
Γ(j)(1) Υk+1−j(N, 0) (B.4.9d)
where we have defined
∆(ξ) = 1/Γ(ξ) (B.4.10a)
Υ0(N, ξ) = Γ(N − ξ/2) ∆(N + ξ/2) (B.4.10b)
and denoted with Υk(N, ξ) the k-th derivative of Υ0(N, ξ) with respect to ξ. The
equivalence of the two expressions in the first and last of Eqs. (B.4.9) is encoded in
the relation
−
k∑
j=0
(
k + 1
j
)
Γ(j)(1) ∆(k+1−j)(1) = Γ(k+1)(1); (B.4.11)
indeed, grouping all terms on the same side we recognize the (k + 1)-th derivative of
Γ(ξ) ∆(ξ) = 1, which trivially vanishes.
At large N , all the expressions in Eqs. (B.4.9) are equivalent up to constant terms
or terms suppressed by inverse powers of N . Indeed, the dominant terms in each first
line of Eqs. (B.4.9) coincide at large N
Γ(N) ∆(k+1−j)(N) ' logk+1−j 1
N
' Υk+1−j(N, 0) (B.4.12)
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up to corrections of order 1/N . This can be verified using the Stirling approximation
Eq. (E.1.8) on the generating functions, i.e.
Γ(N)
Γ(N + ξ)
= N−ξ +O(N−1) (B.4.13a)
Γ(N − ξ/2)
Γ(N + ξ/2)
= N−ξ +O(N−1). (B.4.13b)
The first subleading difference between Eqs. (B.4.9) is a constant: indeed in Eq. (B.4.9b)
there are no constants, while in Eqs. (B.4.9a) and (B.4.9d) there is a Γ(k+1)(1)/(k+1),
and finally in Eq. (B.4.9c) there is a constant term given by
− 1
k + 1
k∑
j=0
(
k + 1
j
)
Γ(j)(1) Υk+1−j(1, 0). (B.4.14)
The difference between these two non-zero constants can be better computed by taking
the difference of the generating functions Eqs. (B.4.3c) and (B.4.3d):
M
( logk 1−z√z
1− z
)
+
−
(
logk 1−z√
z
1− z
)′
+
 = dk
dξk
[
Γ(ξ)
(
1
Γ(1 + ξ)
− Γ(1− ξ/2)
Γ(1 + ξ/2)
)]
ξ=0
=
dk
dξk
[
1− C(ξ)
ξ
]
ξ=0
= −C
(k+1)(0)
k + 1
(B.4.15)
having defined
C(ξ) =
Γ(1 + ξ) Γ(1− ξ/2)
Γ(1 + ξ/2)
. (B.4.16)
In threshold resummation (see Chap. 2), only the large-N part of the coefficient func-
tion, i.e. powers of logN , is resummed. This is the reason why we computed also
the Mellin transforms Eq. (B.4.9b): even if those z-space logarithms never appear in
perturbative computations, their Mellin transform produces instead the resummed log-
arithms. From Eq. (B.4.3b), we can then find the inverse Mellin transforms of powers
of log 1N , since N
−ξ is their generating function. We have
N−ξ = 1 +
1
Γ(ξ)
M
[(
logξ−1
1
z
)
+
]
(B.4.17)
and therefore
M−1
[
N−ξ
]
= δ(1− z) +
(
logξ−1 1z
Γ(ξ)
)
+
. (B.4.18)
Taking k derivatives with respect to ξ at ξ = 0 we get either one of the following
expressions
M−1
[
logk
1
N
]
= δk0 δ(1− z) +
 dk
dξk
logξ−1 1z
Γ(ξ)
∣∣∣∣∣
ξ=0

+
(B.4.19a)
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= δk0 δ(1− z) + k!
2pii
(∮
dξ
ξk+1
logξ−1 1z
Γ(ξ)
)
+
(B.4.19b)
= δk0 δ(1− z) +
 1
log 1z
k∑
j=1
(
k
j
)
∆(j)(0) logk−j log
1
z

+
, (B.4.19c)
where we have used again ∆(ξ) = 1/Γ(ξ) and ∆(0) = 0. The derivatives of ∆(ξ) in
ξ = 0 can be related to those in ξ = 1 using Eq. (E.1.14); equivalently, we can write
directly ∆(ξ) = ξ∆(1 + ξ) before computing the derivatives, obtaining
M−1
[
logk
1
N
]
= δk0 δ(1− z) +
 k
log 1z
k−1∑
j=0
(
k − 1
j
)
∆(j)(1) logk−1−j log
1
z

+
.
(B.4.19d)
Note that the result is a distribution, consistently with the fact that logkN is an
increasing function of N , see Theorem B.3.2. In the second form, directly related to
the first by Cauchy theorem, the integration contour is any closed curve in the complex
ξ plane which encircles the origin ξ = 0.
Starting from one of the other of Eqs. (B.4.3), we can use the same procedure to
find the inverse Mellin transform of the analogous of a power of log 1N , according to
the large-N equivalence Eq. (B.4.12). At the level of the generating functions, we have
then, respectively,
M−1
[
Γ(N)
Γ(N + ξ)
]
=
1
Γ(1 + ξ)
δ(1− z) +
[
(1− z)ξ−1
Γ(ξ)
]
+
(B.4.20a)
M−1
[
Γ(N − ξ/2)
Γ(N + ξ/2)
]
=
Γ(1− ξ/2)
Γ(1 + ξ/2)
δ(1− z) +
[
z−ξ/2(1− z)ξ−1
Γ(ξ)
]
+
(B.4.20b)
=
1
Γ(1 + ξ)
δ(1− z) + z
−ξ/2
Γ(ξ)
[
(1− z)ξ−1
]
+
. (B.4.20c)
The left-hand-side of each equation can be confused, up to terms of order 1/N , with
the inverse Mellin of N−ξ, Eq. (B.4.13). Moreover, since the last two lines are different
forms of the same inverse Mellin, we can choose to use one and discard the other:
the second, Eq. (B.4.20c), is somewhat simpler and then we use it. By computing
the ξ-derivatives in ξ = 0 in the left-hand-side we get powers of log 1N up to terms
suppressed as 1/N . Then, up to this accuracy, using the derivative and the Cauchy
notations we have in the first case, Eq. (B.4.20a),
M−1
[
logk
1
N
]
' ∆(k)(1) δ(1− z) +
(
dk
dξk
(1− z)ξ−1
Γ(ξ)
∣∣∣∣
ξ=0
)
+
(B.4.21a)
=
k!
2pii
∮
dξ
ξk+1 Γ(ξ)
([
(1− z)ξ−1
]
+
+
1
ξ
δ(1− z)
)
(B.4.21b)
and in the second case, Eq. (B.4.20c),
M−1
[
logk
1
N
]
' ∆(k)(1) δ(1− z) + d
k
dξk
z−ξ/2
[
(1− z)ξ−1]
+
Γ(ξ)
∣∣∣∣∣
ξ=0
(B.4.22a)
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=
k!
2pii
∮
dξ
ξk+1 Γ(ξ)
(
z−ξ/2
[
(1− z)ξ−1
]
+
+
1
ξ
δ(1− z)
)
. (B.4.22b)
The presence of the δ(1−z) term in Eqs. (B.4.21), (B.4.22), is crucial for the equalities
to hold up to power suppressed terms: indeed, in threshold resummation, δ(1−z) terms
(constants in N space) are considered enhanced at large N , since they don’t vanish,
and hence they must not be neglected. Note that, in both cases, the z dependence can
be simplified using the relation[
(1− z)ξ−1
]
+
+
1
ξ
δ(1− z) = (1− z)ξ−1 (B.4.23)
which holds for Re ξ > 0. Since the integral involves values of ξ with negative real
part, this substitution is in principle not allowed; nevertheless, Eq. (B.4.23) can be
continued analytically to the relevant values of ξ, obtaining expressions equivalent to
Eqs. (B.4.21), (B.4.22) without the δ(1 − z) term and without the plus distribution
symbol. This can be used, for instance, if one performs a convolution analytically before
the ξ integration; otherwise, if the ξ integral is computed before, the convolution would
not be convergent anymore.
We now move to the Mellin transform of suppressed logarithms. In particular we
consider
(1− z)p logk(1− z), p ≥ 0; (B.4.24)
its Mellin transform is
M
[
(1− z)p logk(1− z)
]
=
d
dξ
M
[
(1− z)p+ξ
]
ξ=0
(B.4.25)
=
d
dξ
[
Γ(N) Γ(p+ 1 + ξ)
Γ(N + p+ 1 + ξ)
]
ξ=0
(B.4.26)
= Γ(N)
k∑
j=0
(
k
j
)
Γ(j)(1 + p) ∆(k−j)(N + 1 + p). (B.4.27)
The prefactor can be written as
Γ(N) =
Γ(N + 1 + p)
N(N + 1) · · · (N + p) (B.4.28)
from which we have a clear large-N interpretation in terms of powers of log 1N :
M
[
(1− z)p logk(1− z)
]
N→∞
=
1
Np+1
k∑
j=0
(
k
j
)
Γ(j)(1 + p) logk−j
1
N
. (B.4.29)
With the same technique we can compute the Mellin transform of a power of log z
divided by 1− z, which turns out to be
M
[
logk z
1− z
]
=
dk
dηk
d
d
[
Γ(N + η)
Γ(N + η + )
]
η==0
= −ψk(N). (B.4.30)
Finally, the Mellin transform of a power of log z is
M
[
logk z
]
= ψk(N + 1)− ψk(N) = (−)k k!
Nk+1
. (B.4.31)
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B.4.1 Explicit computation of Mellin transforms for the first few orders
We now turn to the explicit computation of the Mellin transforms Eqs. (B.4.9) in terms
of elementary special functions. Using the recursion
∆(k+1)(N) = −
k∑
j=0
(
k
j
)
∆(j)(N)ψk−j(N) (B.4.32)
we get for the first few terms of Eq. (B.4.9a)
Γ(N) ∆(1)(N) = −ψ0(N) (B.4.33a)
Γ(N) ∆(2)(N) = −ψ1(N) + ψ20(N) (B.4.33b)
Γ(N) ∆(3)(N) = −ψ2(N) + 3ψ1(N)ψ0(N)− ψ30(N) (B.4.33c)
Γ(N) ∆(4)(N) = −ψ3(N) + 4ψ2(N)ψ0(N) + 3ψ21(N)− 6ψ1(N)ψ20(N) + ψ40(N)
(B.4.33d)
and, when N = 1, we have
∆(1)(1) = γE (B.4.34a)
∆(2)(1) = γ2E − ζ2 (B.4.34b)
∆(3)(1) = γ3E − 3γEζ2 + 2ζ3 (B.4.34c)
∆(4)(1) = γ4E − 6γ2Eζ2 + 8γEζ3 + 3ζ22 − 6ζ4, (B.4.34d)
having used
ψ0(1) = −γE (B.4.35a)
ψ1(1) = ζ2 (B.4.35b)
ψ2(1) = −2ζ3 (B.4.35c)
ψ3(1) = 6ζ4. (B.4.35d)
Using instead the recursion
Γ(k+1)(N) =
k∑
j=0
(
k
j
)
Γ(j)(N)ψk−j(N) (B.4.36)
and Eqs. (B.4.35), we get for the Γ derivatives in N = 1
Γ(1)(1) = −γE (B.4.37a)
Γ(2)(1) = γ2E + ζ2 (B.4.37b)
Γ(3)(1) = −γ3E − 3γEζ2 − 2ζ3 (B.4.37c)
Γ(4)(1) = γ4E + 6γ
2
Eζ2 + 8γEζ3 + 3ζ
2
2 + 6ζ4. (B.4.37d)
Concerning Eq. (B.4.9c) and Eq. (B.4.9d), we can find the recursion
Υk+1(N, 0) = −
k∑
j=0
(
k
j
)
1
2
[
1
2j
+
1
(−2)j
]
Υk−j(N, 0)ψj(N)
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= −
k∑
j=0, even
(
k
j
)
1
2j
Υk−j(N, 0)ψj(N), (B.4.38)
from which we get
Υ1(N, 0) = −ψ0(N) (B.4.39a)
Υ2(N, 0) = ψ
2
0(N) (B.4.39b)
Υ3(N, 0) = −ψ30(N)−
1
4
ψ2(N) (B.4.39c)
Υ4(N, 0) = ψ
4
0(N) + ψ2(N)ψ0(N). (B.4.39d)
Finally, the constant difference Eq. (B.4.15) can be easily computed from the recursion
C(k+1)(0) =
k∑
j=0
(
k
j
)
C(k−j)(0)
[
1− 1 + (−1)
j
2j+1
]
ψj(1) (B.4.40)
and can be expressed in terms of the Riemann ζ function according to Eq. (E.1.21).
The first few terms are then given by
C(1)(0) = 0 (B.4.41a)
C(2)(0) = ζ2 (B.4.41b)
C(3)(0) = −3
2
ζ3 (B.4.41c)
C(4)(0) = 3ζ22 + 6ζ4. (B.4.41d)
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We collect in this Appendix various explicit analytical expressions which complete the
discussions throughout the text.
C.1 Drell-Yan process at fixed perturbative order
To begin with, we present the LO and NLO expressions for the rapidity distribution
and inclusive cross-section; the NNLO has been computed in Ref. [91] for the inclusive
cross-section and in Ref. [72] for the rapidity distribution, but we won’t report their
lengthy expressions here.
C.1.1 Rapidity distribution
Recalling the notation introduced in Sect. 2.2, we have
1
τ
dσ
dM2dY
=
∑
i,j
∫ 1
τ
dz
z
∫ 1
0
du L rapij (z, u, µ
2
F) C¯ij
(
z, u, αs(µ
2
R),
M2
µ2F
,
M2
µ2R
)
(C.1.1)
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where Y is the hadronic rapidity and we restored the full dependence on renormal-
ization and factorization scales (the dependence of L rapij on τ and Y , Eq. (2.2.6), is
implicitly understood). At next-to-leading order, the rapidity distribution receives
contributions from quark-antiquark and quark-gluon subprocesses:
dσNLO
dM2 dY
=
dσNLOqq¯
dM2 dY
+
dσNLOqg+gq
dM2 dY
. (C.1.2)
The qq¯ contribution is given by
C¯qq¯
(
z, u, αs,
M2
µ2F
,
M2
µ2R
)
= δ(1− z) + αs
pi
CF Fq
(
z, u,
M2
µ2F
)
+O (α2s) (C.1.3)
where
Fq
(
z, u,
M2
µ2F
)
=
δ(u) + δ(1− u)
2
[
δ(1− z)
(
pi2
3
− 4
)
+ 2 (1 + z2)
(
log(1− z)
1− z
)
+
+ log
M2
µ2F
(
1 + z2
1− z
)
+
− 1 + z
2
1− z log z + 1− z
]
+
1
2
1 + z2
1− z
[(
1
u
)
+
+
(
1
1− u
)
+
]
− (1− z). (C.1.4)
The qg and gq contribution are given by
C¯qg
(
z, u, αs,
M2
µ2F
,
M2
µ2R
)
=
αs
2pi
TF Fg
(
z, u,
M2
µ2F
)
+O (α2s) (C.1.5)
C¯gq
(
z, u, αs,
M2
µ2F
,
M2
µ2R
)
=
αs
2pi
TF Fg
(
z, 1− u, M
2
µ2F
)
+O (α2s) (C.1.6)
where
Fg
(
z, u,
M2
µ2F
)
= δ(u)
[(
z2 + (1− z)2)(log (1− z)2
z
+ log
M2
µ2F
)
+ 2z(1− z)
]
+
(
z2 + (1− z)2)(1
u
)
+
+ 2z(1− z) + (1− z)2u. (C.1.7)
C.1.2 Invariant mass distribution
The inclusive coefficient functions are found integrating over the hadronic rapidity Y ,
whose dependence is all contained in the definition Eq. (2.2.6) of L rapij . We get
dσNLO
dM2
=
dσNLOqq¯
dM2
+
dσNLOqg+gq
dM2
(C.1.8)
with
1
τ
dσNLOqq¯
dM2
=
∫ 1
τ
dz
z
Lqq¯
(τ
z
)[
δ(1− z) + αs
pi
CF F
int
q
(
z,
M2
µ2F
)]
(C.1.9)
1
τ
dσNLOqg+gq
dM2
=
αs
2pi
TF
∫ 1
τ
dz
z
[
Lqg
(τ
z
)
+Lgq
(τ
z
)]
F intg
(
z,
M2
µ2F
)
(C.1.10)
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and
F intq
(
z,
M2
µ2F
)
= 2 (1 + z2)
(
log 1−z√
z
1− z
)
+
− 4 δ(1− z) + 2 log M
2
µ2F
(
1 + z2
1− z
)
+
(C.1.11)
F intg
(
z,
M2
µ2F
)
=
(
z2 + (1− z)2)(log (1− z)2
z
+ log
M2
µ2F
)
+
1
2
+ 3z − 7
2
z2. (C.1.12)
It is interesting to rewrite the NLO qq¯ coefficient function in several forms (µF = M):
C
(1)
qq¯ (z, 1) =
2CF
pi
{
(1 + z2)
(
log 1−z√
z
1− z
)
+
+ (2ζ2 − 2) δ(1− z)
}
(C.1.13a)
=
2CF
pi
(1 + z2)
(
log 1−z√
z
1− z
)′
+
+ (ζ2 − 2) δ(1− z)
 (C.1.13b)
=
2CF
pi
{
(1 + z2)
(
log(1− z)
1− z
)
+
− 1 + z
2
1− z log
√
z + (ζ2 − 2) δ(1− z)
}
(C.1.13c)
=
2CF
pi
{
2
(
log(1− z)
1− z
)
+
− log z
1− z − (1 + z) log
1− z√
z
+ (ζ2 − 2) δ(1− z)
}
(C.1.13d)
where we have used the definition of the primed plus distribution, Eq. (B.4.1b), and
the result Eq. (B.3.8).
C.1.3 xF distribution
Especially in fixed-target experiments, distributions sometimes are given in terms of
the Feynman xF variable instead of rapidity. The variable xF is defined by
xF =
2kL√
s
, (C.1.14)
where kL is the longitudinal momentum of the Drell-Yan pair (k = k1 + k2), and it is
related to the rapidity Y and the transverse momentum kT by
Y =
1
2
log
√
x2F + 4τ(1 + kˆ
2
T) + xF√
x2F + 4τ(1 + kˆ
2
T)− xF
(C.1.15)
where kˆ2T = k
2
T/M
2. At leading order kT = 0, and at NLO kT is fixed uniquely in
terms of xF by the kinematics, so up to this order the xF and rapidity distributions
are simply proportional:
dσ
dM2dY
∣∣∣∣
NLO
=
√
x2F + 4τ(1 + kˆ
2
T)
dσ
dM2dxF
∣∣∣∣
NLO
, (C.1.16)
though at higher orders they will be different.
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C.2 Higgs production at fixed perturbative order
In the large-mt limit, i.e. when the Higgs mass mH is less than 2mt enough (tipically
mH . 200 GeV) we can use the effective lagrangian
L = − 1
4v
W GaµνG
a,µν H, v =
(
2G2F
)−1/4
(C.2.1)
for the computation of the Higgs production at hadron colliders. The Wilson coefficient
in the MS scheme up to order α3s [92, 93] is given by
W = −αs
3pi
[
1 +
11
4
αs
pi
+
[
2777
288
+
19
16
log
µ2
m2t
+ nf
(
−67
96
+
1
3
log
µ2
m2t
)](αs
pi
)2
+O(α3s)
]
.
(C.2.2)
The total cross-section for the Higgs production at hadron colliders can be written as
σ(τ,M2) =
∑
i,j
∫ 1
0
dx1
∫ 1
0
dx2
∫ 1
0
dz fi(x1) fj(x2) σˆij(z) δ
(
z − τ
x1x2
)
= τ σ0 α
2
s
∑
i,j
∫ 1
τ
dz
z
Lij
(τ
z
)
Cij(z) (C.2.3)
where
τ =
M2
s
(C.2.4)
σ0 =
GF
288pi
√
2
∣∣∣∣∣∑
q
A(xq)
∣∣∣∣∣
2
, xq =
4m2q
m2H
(C.2.5)
A(x) =
3
2
x [1 + (1− x)f(x)] (C.2.6)
f(x) =
arcsin
2 1√
x
x ≥ 1
−14
[
log 1+
√
1−x
1−√1−x − ipi
]2
x < 1
(C.2.7)
Lij(z) =
∫ 1
z
dx
x
fi(x) fj
( z
x
)
(C.2.8)
The partonic cross-section is
σˆij(z) = σ0 z α
2
s Cij(z, αs) (C.2.9)
and the coefficient functions Cij(z) have an expansion in αs:
Cij = C
(0)
ij + αsC
(1)
ij + α
2
sC
(2)
ij + . . . (C.2.10)
At LO only Cgg contributes
C
(0)
ij (z) = δig δjg δ(1− z). (C.2.11)
At NLO, in the large-mt limit, we have [94,95]
1
C(1)gg (z) = C¯1(z) + 2P˜
(0)
gg (z) log
M2
µ2F
+ 2β0δ(1− z) log µ
2
R
µ2F
(C.2.12)
1Actually there is a missing term in these references: the correct result can be found for example
in Refs. [96, 97].
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C(1)gq (z) = P
(0)
gq (z)
[
log
(1− z)2
z
+ log
M2
µ2F
]
+
CF
2pi
z − 3CF
4pi
(1− z)2
z
(C.2.13)
= P (0)gq (z)
[
1 + log
(1− z)2
z
+ log
M2
µ2F
]
− CF
4pi
(1− z)(7− 3z) (C.2.14)
C(1)qg (z) = C
(1)
gq (z) (C.2.15)
C(1)qq (z) = 0 (C.2.16)
C
(1)
qq¯ (z) =
32
27pi
(1− z)3
z
(C.2.17)
where
C¯1(z) =
2CA
pi
(
2
[
log(1− z)
1− z
]
+
− log z
1− z + ζ2δ(1− z)
)
+
11
2pi
δ(1− z)
+ 2P reggg (z) log
(1− z)2
z
− 11
2pi
(1− z)3
z
=
4CA
pi
(
log 1−z√
z
1− z
)
+
+
(
4CA
pi
ζ2 +
11
2pi
)
δ(1− z)
+ 2P reggg (z) log
(1− z)2
z
− 11
2pi
(1− z)3
z
(C.2.18)
and
P (0)gg (z) = P˜
(0)
gg (z) + β0δ(1− z), P (0)gq (z) =
CF
2pi
1 + (1− z)2
z
(C.2.19)
with
P˜ (0)gg (z) =
CA/pi
(1− z)+
+ P reggg (z), P
reg
gg (z) =
CA
pi
[
1
z
− 2 + z(1− z)
]
. (C.2.20)
With the help of the results of Sect. B.4.1, the Mellin transforms of each contribution
to C¯1(z) are
4CA
pi
M
[(
log(1− z)
1− z
)
+
]
=
2CA
pi
[
ψ20(N)− ψ1(N) + 2γEψ0(N) + ζ2 + γ2E
]
−2CA
pi
M
[
log z
1− z
]
=
2CA
pi
ψ1(N)(
11
2pi
+
2CA
pi
ζ2
)
M [δ(1− z)] =
(
11
2pi
+
2CA
pi
ζ2
)
2M
[
P reggg (z) log
(1− z)2
z
]
=
2CA
pi
[L(N − 1)− 2L(N) + L(N + 1)− L(N + 2)]
− 11
2pi
M
[
(1− z)3
z
]
= − 11
2pi
[
1
N − 1 −
3
N
+
3
N + 1
− 1
N + 2
]
(C.2.21)
where we have defined
L(N) ≡M
[
log
(1− z)2
z
]
= − 2
N
[ψ0(N + 1) + γE] +
1
N2
. (C.2.22)
The full NNLO correction has been computed in [96] in the large-mt approximation.
The soft part is correctly reproduced in the large-mt approximation [93].
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C.2.1 Finite top mass
The large-mt is good for the study of the threshold limit but fails in the description of
the small-x region. At NLO, the full mt dependence can be found in [69]. In practice,
getting rid correctly of the top mass amounts to the substitutions
11
2pi
δ(1− z)→ G
pi
δ(1− z) (C.2.23)
− 11
2pi
(1− z)3
z
→ CA
pi
Rgg(z) (C.2.24)
in Eq. (C.2.18) for the gg channel. The constant G can be found in Ref. [98] and the
function Rgg is given by [69]
Rgg(z) = 1
z(1− z)
∫ 1
0
dv
v(1− v)
{
z4
B
rgg(st, tt, ut)− 1
4
[
1 + z2 + (1− z)2]2} (C.2.25)
where B is proportional to the Born contribution and rgg is a function of
st =
1
yz
, tt = −1− z
yz
(1− v), ut = −1− z
yz
v; y =
m2t
m2H
(C.2.26)
(see Ref. [69] for details). From this expression it is easy to see that the limits mt →∞
and z → 0 do not commute. Indeed, mt →∞ means
y−1 → 0, (C.2.27)
which conflicts with z → 0, because they appear in the combination y−1/z, which can
be either 0 (if the limit mt → ∞ is taken before) or ∞ (if the limit z → 0 is taken
before).
C.3 Soft-gluons resummation formulae
The general structure valid for both Drell-Yan pair and Higgs production for the re-
summed coefficient function is given by [99]
Cres
(
N,αs(M
2)
)
= g0
(
αs(M
2)
)
expG(N,M2) (C.3.1)
where G is just the Sudakov exponent
G(N,M2) = S
(
α¯ log
1
N
, α¯
)
(C.3.2)
with a redefinition of the arguments. Formally, G is given by
G(N,M2) =
∫ 1
0
dz
zN−1 − 1
1− z
[
2
∫ (1−z)2M2
M2
dµ2
µ2
A
(
αs(µ
2)
)
+D
(
αs([1− z]2M2)
)]
,
(C.3.3)
where the functions A(αs) and D(αs) have the expansions
A(αs) = A1 αs +A2 α
2
s +A3 α
3
s + . . . (C.3.4)
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D(αs) = D1 αs +D2 α
2
s + . . . (C.3.5)
and, for Drell-Yan and Higgs, D1 = 0. The function A(αs), sometimes called Γcusp(αs),
is given by the coefficient of the distributional part of the GLAP splitting function:
Pii(αs, x) =
A(αs)
(1− x)+
+ . . . (C.3.6)
with i = q for Drell-Yan and i = g for Higgs. The corresponding A functions are
related by the colour-charge relation, Eq. (1.3.39). To NkLL accuracy, the function
A(αs) must be included up to order α
k+1
s , and the function D(αs) up to order α
k
s .
In the computation of G(N,M2) from Eq. (C.3.3) the Mellin integral hits the
Landau singularity of the strong coupling. Therefore, Eq. (C.3.3) is only a formal
definition and a prescription is needed to compute the functions gi. This is done
computing the Mellin transform in the large-N limit and keeping only terms up to the
desired accuracy. Using Eq. (B.4.9a) we have in the large-N limit [20]
M
[(
logp(1− z)
1− z
)
+
]
=
1
p+ 1
p+1∑
j=0
(
p+ 1
j
)
Γ(j)(1) logp+1−j
1
N
+O
(
1
N
)
= −
p+1∑
j=0
Γ(j)(1)
j!
dj
d logj 1N
∫ 1−1/N
0
dz
logp(1− z)
1− z +O
(
1
N
)
;
(C.3.7)
a NkLL accuracy is then obtained truncating the sum at j = k. Hence, we finally have
Gk(N,M
2) = −
k∑
j=0
Γ(j)(1)
j!
dj
d logj 1N∫ 1−1/N
0
dz
1
1− z
[
2
∫ (1−z)2M2
M2
dµ2
µ2
A
(
αs(µ
2)
)
+D
(
αs([1− z]2M2)
)]
. (C.3.8)
For technical reasons, the constant terms in N -space are usually all included in g0,
and then the (p + 1)-th term in the sum must not contribute in the computation of
G(N,M2). Then, at NkLL, for those terms with a power p of log(1− z) smaller than
k, the sum must be truncated at j = p in order not to include the constant term.
C.3.1 Resummed cross-section for the Drell-Yan process
In this Appendix we give the explicit expressions of the functions gi which appear in
the resummed Drell-Yan cross-section, Eq. (2.1.23). We have [99]
g0(αs) = 1 + αs g01 + α
2
s g02 +O(α3s) (C.3.9a)
g1(λ) =
2A1
β0
[(1 + λ) log(1 + λ)− λ] (C.3.9b)
g2(λ) =
A2
β20
[λ− log(1 + λ)] + A1
β0
[
log(1 + λ)
(
log
M2
µ2R
− 2γE
)
− λ log µ
2
F
µ2R
]
+
A1b1
β20
[
1
2
log2(1 + λ) + log(1 + λ)− λ
]
(C.3.9c)
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g3(λ) =
1
4β30
(
A3 −A1b2 +A1b21 −A2b1
) λ2
1 + λ
+
A1b
2
1
2β30
log(1 + λ)
1 + λ
[
1 +
1
2
log(1 + λ)
]
+
A1b2 −A1b21
2β30
log(1 + λ)
+
(
A1b1
β20
γE +
A2b1
2β30
)[
λ
1 + λ
− log(1 + λ)
1 + λ
]
−
(
A1b2
2β30
+
A1
β0
(γ2E + ζ2) +
A2
β20
γE − D2
4β20
)
λ
1 + λ
+
[(
A1
β0
γE +
A2 −A1b1
2β20
)
λ
1 + λ
+
A1b1
2β20
log(1 + λ)
1 + λ
]
log
M2
µ2R
− A2
2β20
λ log
µ2F
µ2R
+
A1
4β0
[
λ log2
µ2F
µ2R
− λ
1 + λ
log2
M2
µ2R
]
. (C.3.9d)
The coefficients g0k can be found in [100], but without scale-dependent terms. Their
full expression is given by
g01 =
CF
pi
[
4ζ2 − 4 + 2γ2E +
(
3
2
− 2γE
)
log
M2
µ2F
]
(C.3.10a)
g02 =
CF
16pi2
{
CF
(
511
4
− 198 ζ2 − 60 ζ3 + 552
5
ζ22 − 128 γ2E + 128 γ2Eζ2 + 32 γ4E
)
+ CA
(
− 1535
12
+
376
3
ζ2 +
604
9
ζ3 − 92
5
ζ22 +
1616
27
γE − 56 γEζ3
+
536
9
γ2E − 16 γ2Eζ2 +
176
9
γ3E
)
+ nf
(
127
6
− 64
3
ζ2 +
8
9
ζ3 − 224
27
γE − 80
9
γ2E −
32
9
γ3E
)
+ log2
M2
µ2F
[
CF
(
32γ2E − 48γE + 18
)
+ CA
(
44
3
γE − 11
)
+ nf
(
2− 8
3
γE
)]
+ log
M2
µ2F
[
CF
(
48ζ3 + 72ζ2 − 93− 128γEζ2 + 128γE + 48γ2E − 64γ3E
)
+ CA
(
193
3
− 24ζ3 − 88
3
ζ2 + 16γEζ2 − 536
9
γE − 88
3
γ2E
)
+ nf
(
16
3
ζ2 − 34
3
+
80
9
γE +
16
3
γ2E
)]}
− β0CF
pi
[
4ζ2 − 4 + 2γ2E +
(
3
2
− 2γE
)
log
M2
µ2F
]
log
µ2F
µ2R
. (C.3.10b)
The coefficients appearing in the previous functions are
A1 =
CF
pi
=
4
3pi
(C.3.11)
A2 =
CF
2pi2
[
CA
(
67
18
− pi
2
6
)
− 10
9
TF nf
]
=
201− 10nf
27pi2
− 1
3
(C.3.12)
A3 =
CF
4pi3
[
C2A
(
245
24
− 67
9
ζ2 +
11
6
ζ3 +
11
5
ζ22
)
+
(
−55
24
+ 2 ζ3
)
CF nf
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+
(
−209
108
+
10
9
ζ2 − 7
3
ζ3
)
CA nf − 1
27
n2f
]
(C.3.13)
D2 =
CF
16pi2
[
CA
(
−1616
27
+
88
9
pi2 + 56ζ3
)
+
(
224
27
− 16
9
pi2
)
nf
]
. (C.3.14)
C.3.2 Resummed cross-section for the Higgs production
The Higgs resummation coefficients are simply related to those of the Drell-Yan pro-
cess. The coefficient for the Higgs are obtained as [99]
AHk =
CA
CF
ADYk , D
H
k =
CA
CF
DDYk . (C.3.15)
The function g0 collecting constant terms is instead different; the first two coefficients
can be found in Ref. [97]2 with full scale-dependence. We report here for completeness
the first:
g01 =
CA
pi
[
4ζ2 + 2γ
2
E +
2
3
piβ0 log
µ2R
µ2F
− 2γE log M
2
µ2F
]
+
11
2pi
. (C.3.16)
C.3.3 Matching
Here we compute the terms to be subtracted in the resummed result in order to avoid
double counting. The first step consists in expanding Eqs. (C.3.9) in powers of their
argument λ:
g1(λ) =
A1
β0
[
λ2 − 1
3
λ3 +O(λ4)
]
(C.3.17a)
g2(λ) =
A1
β0
(
log
M2
µ2F
− 2γE
)
λ+
(
A2
2β20
+
A1
2β0
(
2γE − log M
2
µ2R
))
λ2 +O(λ3)
(C.3.17b)
g3(λ) =
(
−A1
β0
(γ2E + ζ2)−
A2
β20
γE +
D2
4β20
)
λ
+
(
A1
β0
γE log
M2
µ2R
+
A2
2β20
log
M2
µ2F
− A1
4β0
(
log2
M2
µ2R
− log2 µ
2
F
µ2R
))
λ+O(λ2).
(C.3.17c)
The double counting term are found as the Taylor expansion of g0(αs) expS(λ, α¯) in
powers of αs:
g0(αs) expS(λ, α¯) = (1 + αs g01 + α2s g02 + . . .)eαs S1+α
2
s S2+...
= 1 + (S1 + g01)αs +
(S21
2
+ S2 + S1 g01 + g02
)
α2s +O(α3s).
(C.3.18)
2These constants can be also found in Ref. [100]; there, however, the constant contributions from
the Wilson coefficient in the large-mt approximation are not included. However, also such constants
must be there in order to reproduce correctly the fixed-order result. Therefore one could use the
constants from Ref. [100] provided the Wilson coefficient is left in front of the resummed expression,
or (more consistently) of the whole matched result.
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Using the expansions above, we get
αs S1 =
[
A1
β0
(
λ
α¯
+ log
M2
µ2F
− 2γE
)]
λ (C.3.19)
α2s S2 =
[
− A1
3β0
λ
α¯
+
(
A2
2β20
+
A1
2β0
(
2γE − log M
2
µ2R
))
+
{
− A1
β0
(γ2E + ζ2)−
A2
β20
γE +
D2
4β20
+
A1
β0
γE log
M2
µ2R
+
A2
2β20
log
M2
µ2F
− A1
4β0
(
log2
M2
µ2R
− log2 µ
2
F
µ2R
)}
α¯
λ
]
λ2.
(C.3.20)
Note that, since λ = α¯ log 1N , it can be seen as an expansion in λ with λ/α¯ fixed.
C.4 High-energy resummation at NLO
In this Appendix we collect many details on the construction of the full resummed
NLO anomalous dimensions.
C.4.1 BFKL kernel at NLO
The NLO BFKL kernel χσ1 (M) = χ
L
1 (M) + χ
R
1 (M) in symmetric variables and in the
scheme used by Ref. [52] is given by [54]3
χσ1 (M) = −
Ncβ0
2pi
(
pi2
N2c
χ20(M)− ψ1(M)− ψ1(1−M)
)
+
N2c
4pi2
{(
67
9
− pi
2
3
− 10
9
nf
Nc
)
[ψ(1)− ψ(M)] + ψ2(M) + 3ζ3 − 4φ+(M)
+
pi2
2
[
ψ
(
1 +M
2
)
− ψ
(
M
2
)]
+
[
3
4(1− 2M) +
2 + 3M(1−M)
32
(
1 +
nf
N3c
)
×
(
2
1− 2M +
1
1 + 2M
− 1
3− 2M
)]
×
[
ψ1
(
1 +M
2
)
− ψ1
(
M
2
)]
+ (M → 1−M)
}
(C.4.1)
where χ0(M) is the LO BFKL kernel, Eq. (3.2.11), β0 is the first coefficient of the
β-function, Eq. (A.1.4), ζk is the Riemann Zeta function (see App. E.2), and φ
+(M)
is given by
φ+(M) = −
∫ 1
0
dx
1 + x
xM−1
∫ 1
x
dt
t
log(1− t); (C.4.2)
3There are some misprints in Ref. [54] that we correct here.
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series representation of this function will be given in Sec. C.4.1.1.
Taking into account the reshuffling due to operator ordering in the running cou-
pling, the kernel acquires the non-symmetric term given in Eq. (3.5.17). Passing to
DIS variables, Eq. (3.4.8), one then gets
χ1(M) =
N2c
4pi2
δ(M)− 1
2
χ0(M)χ
′
0(M) (C.4.3)
where
δ(M) = −2piβ0
Nc
(
pi2
N2c
χ20(M)− ψ1(M) + ψ1(1−M)
)
+
(
67
9
− pi
2
3
− 10
9
nf
Nc
)
ψ¯(M)
+
pi3
sin(piM)
− pi
2 cos(piM)
sin2(piM)(1− 2M)
[
3 +
(
1 +
nf
N3c
)
2 + 3M(1−M)
(3− 2M)(1 + 2M)
]
− 4φ(M) + ψ2(M) + ψ2(1−M) + 6ζ3, (C.4.4)
having used (C.4.18) and
4pi2 cos(piM)
sin2(piM)
= ψ1
(
M
2
)
− ψ1
(
M + 1
2
)
− (M → 1−M) (C.4.5)
and defining
φ(M) = φ+(M) + φ−(M) (C.4.6)
where φ−(M) = φ+(1−M), see Sect. C.4.1.1.
To change scheme to the MS scheme, a further term must be added [101]:
χMS1 (M) = χ1(M) +
β0Nc
2pi
[
ψ¯2(M) + 2ψ1(1)− ψ1(M)− ψ1(1−M)
]
. (C.4.7)
C.4.1.1 Series representation of φ(M)
The function φ+(M), Eq. (C.4.2), has a series representation given by
φ+(M) =
∞∑
n=0
(−)nψ(n+ 1 +M)− ψ(1)
(n+M)2
. (C.4.8)
It can be obtained expanding
1
1 + x
=
∞∑
n=0
(−x)n (C.4.9)
and computing the integrals in reverse order
φ+(M) = −
∞∑
n=0
(−)n
∫ 1
0
dt
t
log(1− t)
∫ t
0
dxxn xM−1
= −
∞∑
n=0
(−)n
∫ 1
0
dt
t
log(1− t) t
n+M
n+M
. (C.4.10)
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The computation of the second integral can be done with the trick∫ 1
0
dt tc−1 log(1− t) = d
d
∫ 1
0
dt tc−1(1− t)
∣∣∣∣
=0
= Γ(c)
d
d
Γ(1 + )
Γ(c+ 1 + )
∣∣∣∣
=0
=
ψ(1)− ψ(c+ 1)
c
, (C.4.11)
bringing directly to Eq. (C.4.8) (remember that ψ(1) = −γE, see App. E.1). From
Eq. (C.4.8) it is clear that φ+(M) has poles in M = 0,−1,−2, . . . coming from the
collinear region; the function φ−(M) = −φ+(1−M) has instead poles in M = 1, 2, 3, . . .
coming from the anti-collinear region.
An alternative expansion can be obtained noting that∫ 1
x
dt
t
log(1− t) = Li2(x)− ζ(2) (C.4.12)
as one can verify expanding the logarithm
log(1− t) = −
∞∑
k=1
tk
k
(C.4.13)
and recalling the definitions
Lis(x) =
∞∑
k=1
xk
ks
, ζ(s) =
∞∑
k=1
1
ks
= Lis(1). (C.4.14)
Then we can write
φ(M) =
piζ(2)
sin(piM)
− φ+L (M)− φ−L (M) (C.4.15)
where
φ+L (M) =
∫ 1
0
dx
1 + x
xM−1Li2(x) =
∞∑
k=1
1
2k2
[
ψ
(
M + 1 + k
2
)
− ψ
(
M + k
2
)]
(C.4.16)
φ−L (M) = φ
+
L (1−M). (C.4.17)
Using the relation
2pi
sin(piM)
= 2
∫ 1
0
dx
1 + x
(
xM−1 + x−M
)
= ψ
(
M + 1
2
)
− ψ
(
M
2
)
+ (M → 1−M)
(C.4.18)
we have the identification
φ+(M) =
ζ(2)
2
[
ψ
(
M + 1
2
)
− ψ
(
M
2
)]
− φ+L (M). (C.4.19)
Also in this case, even if in a less transparent way, the collinear and anticollinear poles
are separated.
Practically, it seems that the convergence of expansion (C.4.8) is faster, and hence
we use it for numerical applications.
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C.4.1.2 Expansion around M = 0 and relation with the singular expansion
By using Eq. (E.1.21) and the series representation of φ+ Eq. (C.4.8), the behaviour
of the kernel χ1 can be found. By writing the Laurent expansion as
4
χk(M) =
k+1∑
j=−∞
χk,j
M j
(C.4.20)
we have
χ0,1 =
Nc
pi
(C.4.21a)
χ0,0 = 0 (C.4.21b)
χ1,2 = −11N
2
c + 2nf/Nc
12pi2
(C.4.21c)
χ1,1 = − nf
36pi2Nc
(
10N2c + 13
)
. (C.4.21d)
On the other hand, the functions χs and χss have a series expansion
5
χs
(αs
M
)
=
∞∑
k=0
χs,k
αks
Mk
(C.4.22)
χss
(αs
M
)
=
∞∑
k=0
χss,k
αks
Mk
. (C.4.23)
To obtain the coefficients χs,k, we put the series (C.4.22) as argument of γ0 and
match the coefficients order by order in αs/M(a general procedure is described in
App. C.4.1.3). We obtain for the first three coefficient
χs,0 = 0, χs,1 =
CA
pi
, χs,2 = −11C
2
A
12pi2
+
nf
6pi2
(2CF − CA) (C.4.24)
or, using the definitions CF = (N
2
c − 1)/2Nc, CA = Nc,
χs(αs/M) =
Nc
pi
αs
M
− 11N
2
c + 2nf/Nc
12pi2
α2s
M2
+ . . . (C.4.25)
Note that this result is the same if the largest eigenvalue is taken to be the largest at
each N or just in N = 0 (see discussion at the end of Sect. 1.3.2.1); higher orders will
depend on the choice used. For the nf = 0 case there are no ambiguities and these
results can be estabilished just by looking at γgg. The coefficients χss,k can be simply
obtained from the knowledge of the expansion of χs and the definition (3.3.15); using
the general form
γ1(N) =
a0
N2
+
a1
N
+ a2 +O(N) (C.4.26)
we get
χss,0 =
a0pi
CA
, χss,1 = a1. (C.4.27)
4We know that the O(αk+1s ) BFKL kernel χk(M) has a (k + 1)-th order pole in M = 0.
5Note that from a formal point of view the function χs(αs/M) and χss(αs/M) could be expanded
in positive powers of M/αs; however, for our purposes we are interested in a perturbative expansion
in αs.
164 Analytical expressions
From Eq. (1.3.37b) we have
a0 = 0, a1 = −nf (23CA − 26CF )
36pi2
(C.4.28)
and hence (using again CF = (N
2
c − 1)/2Nc, CA = Nc)
χss,0 = 0, χss,1 = − nf
36pi2Nc
(
10N2c + 13
)
. (C.4.29)
With the help of Fig. 3.2 it is simple to match these coefficients to those of χ0 and χ1:
χ0,1 = χs,1 χ0,0 = χss,0 (C.4.30)
χ1,2 = χs,2 χ1,1 = χss,1. (C.4.31)
Of course, they coincide.
C.4.1.3 Computing the inverse function of χ0 or γ0
We now want to solve the duality relation
γ0 (χs(z)) =
1
z
(C.4.32)
in an algorithmic way. We concentrate on χs, but the procedure applies to γs as well.
Using the expansion
γ0(N) =
∞∑
k=−1
γkN
k (C.4.33)
we have (χs,0 = 0)
∞∑
k=−1
γk
 ∞∑
j=1
χs,jz
j
k = 1
z
(C.4.34)
or, rearranging terms,
∞∑
k=0
γk−1zk
 ∞∑
j=0
χs,j+1z
j
k = ∞∑
j=0
χs,j+1z
j (C.4.35)
Using the result Eq. (D.1.14) with aj = χs,j+1 we get
∞∑
n=0
[
χs,n+1 −
n∑
k=0
γk−1ck,n−k
]
zn = 0 (C.4.36)
where
ck,0 = χ
k
s,1, ck,p =
1
χs,1p
p∑
j=1
(jk + j − p)χs,j+1 ck,p−j . (C.4.37)
Then, for n = 0 we get
χs,1 = γ−1 (C.4.38)
while for n > 0 we can compute recursively the coefficients
χs,n+1 =
n∑
k=1
γk−1ck,n−k. (C.4.39)
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C.4.1.4 Subtract double counting
From the computational point of view, it is better to subtract double counting between
the fixed-order kernel and the singular expansion directly from the ψk functions in the
fixed-order kernels, in order to avoid differences of huge numbers. Using the results
χ20(M)− d.c. = χ˜20(M) + 2
Nc
pi
χ˜0(M) +Nc/pi
M(1−M) (C.4.40)
φ+(M)− d.c. = φ˜+(M) = φ+(M)− ζ(2)
M
(C.4.41)
1
1− 2Mψ1(M/2)− d.c. =
1
1− 2M [ψ1(1 +M/2) + 16] (C.4.42)
2 + 3M(1−M)
1− 2M ψ1(M/2)− d.c. =
2 + 3M(1−M)
1− 2M ψ1(1 +M/2) +
44
1− 2M (C.4.43)
2 + 3M(1−M)
1 + 2M
ψ1(M/2)− d.c. = 2 + 3M(1−M)
1 + 2M
ψ1(1 +M/2)− 4
1 + 2M
(C.4.44)
2 + 3M(1−M)
3− 2M ψ1(M/2)− d.c. =
2 + 3M(1−M)
3− 2M ψ1(1 +M/2)−
4/9
3− 2M (C.4.45)
we get6
χ˜σ1 (M) = χ
σ
1 (M)− d.c.
= −Ncβ0
2pi
(
pi2
N2c
χ˜20(M) + 2
piχ˜0(M)/Nc + 1
M(1−M) − ψ1(1 +M)− ψ1(2−M)
)
+
N2c
4pi2
{(
67
9
− pi
2
3
− 10
9
nf
Nc
)
[ψ(1)− ψ(1 +M)]
+ ψ2(1 +M) + 3ζ(3)− 4φ˜+(M)
+
pi2
2
[
ψ
(
1 +M
2
)
− ψ
(
1 +
M
2
)]
+
3
4(1− 2M)
[
ψ1
(
1 +M
2
)
− ψ1
(
1 +
M
2
)
− 16
]
+
2 + 3M(1−M)
32
(
1 +
nf
N3c
)
×
(
2
1− 2M
[
ψ1
(
1 +M
2
)
− ψ1
(
1 +
M
2
)]
+
1
1 + 2M
[
ψ1
(
1 +M
2
)
− ψ1
(
1 +
M
2
)]
− 1
3− 2M
[
ψ1
(
1 +M
2
)
− ψ1
(
1 +
M
2
)])
6In this equation there are some terms which cancel with the analogous in the M → 1 − M
part; however we are not going to use this expression for numerical computations, but we will use
Eq. (C.4.48), which is optimized.
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+
1
32
(
1 +
nf
N3c
)(
− 88
1− 2M +
4
1 + 2M
− 4/9
3− 2M
)
+ (M → 1−M)
}
(C.4.46)
where
χ˜0(M) = χ0(M)− d.c. = Nc
pi
[2ψ(1)− ψ(1 +M)− ψ(2−M)] . (C.4.47)
Eq. (C.4.46) has no poles in the range −1 < M < 2; however, there are simple poles
in the expression for M = −12 , 32 that cancel adding the M → 1−M contribution. For
numerical convenience, it is better to subtract these poles directly in each collinear and
anticollinear contributions. The resulting expression is (see Sect. C.4.1.5 for details)
χ˜σ1 (M) = −
Ncβ0
2pi
(
pi2
N2c
χ˜20(M) + 2
piχ˜0(M)/Nc + 1
M(1−M) − ψ1(1 +M)− ψ1(2−M)
)
+
N2c
4pi2
{(
67
9
− pi
2
3
− 10
9
nf
Nc
)
[ψ(1)− ψ(1 +M)]
+ ψ2(1 +M) + 3ζ(3)− 4φ˜+(M)
+
pi2
2
[
ψ
(
1 +M
2
)
− ψ
(
1 +
M
2
)]
+
3
4(1− 2M)
[
ψ1
(
1 +M
2
)
− ψ1
(
1 +
M
2
)
− ψ1
(
3
4
)
+ ψ1
(
5
4
)]
+
2 + 3M(1−M)
32
(
1 +
nf
N3c
)
×
(
2
1− 2M
[
ψ1
(
1 +M
2
)
− ψ1
(
1 +
M
2
)
− ψ1
(
3
4
)
+ ψ1
(
5
4
)]
+
1
1 + 2M
[
ψ1
(
1 +M
2
)
− ψ1
(
1 +
M
2
)
− ψ1
(
1
4
)
+ ψ1
(
3
4
)]
− 1
3− 2M
[
ψ1
(
1 +M
2
)
− ψ1
(
1 +
M
2
)
− ψ1
(
5
4
)
+ ψ1
(
7
4
)])
+
2
3
(
1 +
nf
N3c
)
+ (M → 1−M)
}
(C.4.48)
where the constant term in the second-last line arises from the asymmetric contribu-
tions of the previous two lines.
Following Ref. [54], we define
χ˘1(M) = χ
σ
1 (M)−
Nc
2pi
χ0(M) [2ψ1(1)− ψ1(M)− ψ1(1−M)] ; (C.4.49)
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after subtracting double counting we have
χ˜1(M) = χ˘1(M)− χ1,2
(
1
M2
+
1
(1−M)2
)
− χ1,1
(
1
M
+
1
1−M
)
(C.4.50)
with χ1,1, χ1,2 defined in (C.4.21). Using for numerical convenience the previous results,
we can write
χ˜1(M) = χ˜
σ
1 (M)−
Nc
2pi
χ˜0(M) [2ψ1(1)− ψ1(1 +M)− ψ1(2−M)]
+
Nc
2pi
[
χ˜0(M) +Nc(1 +M)/pi
M2
+
χ˜0(M) +Nc(2−M)/pi
(1−M)2
− Nc
pi
2ψ1(1)− ψ1(1 +M)− ψ1(2−M)− 1
M(1−M)
]
. (C.4.51)
C.4.1.5 Spurious poles subtraction in Eq. (C.4.48)
In Eqs. (C.4.1), (C.4.46) there are explicit simple poles in M = −12 , 32 that cancel
adding the M → 1 −M contribution. When extending off-shell, the cancellation no
longer takes place; for this it is useful to add some terms in order for the cancellation
to take place directly in each collinear and anticollinear term. Let us recall Eq. (C.4.5)
and define
g(M) = ψ1
(
M
2
)
− ψ1
(
1 +M
2
)
(C.4.52)
such that
4pi2 cos(piM)
sin2(piM)
= g(M)− g(1−M). (C.4.53)
The structure of the terms in Eq. (C.4.1) containing this function is
h(M) = f(M)
4pi2 cos(piM)
sin2(piM)
= f(M)g(M) + (M → 1−M) (C.4.54)
with
f(1−M) = −f(M). (C.4.55)
Let us consider first the case in which
f1(M) =
A(M)
1− 2M (C.4.56)
where A(M) = A(1−M) can be identified either with a constant or with 2+3M(1−M),
but it is irrelevant for this discussion. Both f1(M)g(M) and f1(1−M)g(1−M) have
a simple pole in M = 12 , but this pole cancels in the sum, because g(M) − g(1 −M)
has a zero in M = 12 . We can subtract the pole in each term
h1(M) = f1(M)
[
g(M)− g
(
1
2
)]
+ (M → 1−M) (C.4.57)
without adding any other term (the g(1/2) term cancels with the analogous in the
M → 1−M part).
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Now let us move to
f2(M) =
(
2 + 3M(1−M)) [ 1
1 + 2M
− 1
3− 2M
]
. (C.4.58)
This case is a bit more complicated, because in order to preserve the anti-symmetry
(C.4.55) we cannot separate f2(M) into the sum of two functions with just one pole
each. Indeed, for the symmetry M → 1−M , the first term in the square brackets goes
into (minus) the second and vice-versa. For the same reason as before, also in this case
the sum has no poles, since g(M)− g(1−M) has zeros in M = −12 and M = 32 , where
f2(M) has poles. The subtraction must be done separately for the two terms in the
square brackets
h2(M) =
(
2 + 3M(1−M)) [g(M)− g(−1/2)
1 + 2M
− g(M)− g(3/2)
3− 2M
]
+ (M → 1−M).
(C.4.59)
This expression is exact again, but now the cancellation of the auxiliary terms takes
place thanks to the relation
g
(
3
2
)
− g
(
−1
2
)
= 0 (C.4.60)
peculiar of the actual form of g, as one can verify using
ψ1
(
3
4
)
= ψ1
(
−1
4
)
− 16, ψ1
(
5
4
)
= ψ1
(
1
4
)
− 16 (C.4.61)
coming from the recursion formula
ψk(x+ 1) = ψk(x) +
(−)kk!
xk+1
. (C.4.62)
Also in this case, the numerator hasn’t played any role.
Now turn to the case in wich the double counting poles in M = 0, 1 are removed
from h(M), leading to Eq. (C.4.46). In this case we can define
g˜(M) = g(M) +
4
M2
= ψ1
(
1 +
M
2
)
− ψ1
(
1 +M
2
)
(C.4.63)
which is free of poles. The poles of h(M) can be found by considering its divergent
behaviour
h(M) ∼ −4f(M)
M2
+ (M → 1−M) ∼ −4f(0)
M2
− 4f
′(0)
M
+ (M → 1−M) (C.4.64)
and then after subtracting these poles we get
h˜(M) = h(M)− d.c.
= g˜(M)f(M)− 4 f(M)− f(0)− f
′(0)M
M2
+ (M → 1−M) (C.4.65)
(with this formula we have obtained Eqs. (C.4.42)÷(C.4.45)). Considering now again
f1, Eq. (C.4.56), we have
f1(M)− f1(0)− f ′1(0)M
M2
∝ f1(M) (C.4.66)
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in both cases for A(M); in fact, this proportionality holds as long as A(M) is a poly-
nomial of order 2 at most. This means that the second term in Eq. (C.4.65) cancels
with the analogous in the M → 1 −M part, since f(1 −M) = −f(M). Going to h˜1
we have then, similarly to Eq. (C.4.57),
h˜1(M) = f1(M)
[
g˜(M)− g˜
(
1
2
)]
+ (M → 1−M). (C.4.67)
In this case, as before, the g˜(1/2) term cancels with the analogous in the M → 1−M
term. Consider instead f2, Eq. (C.4.58); this case is now non-trivial, for two facts:
• the second term in Eq. (C.4.65) doesn’t cancel
• g˜ (32)− g˜ (−12) 6= 0.
Defining for convenience h˜res2 as
h˜2(M) =
{(
2 + 3M(1−M)) [ g˜(M)− g˜(−1/2)
1 + 2M
− g˜(M)− g˜(3/2)
3− 2M
]
+ (M → 1−M)
}
+ h˜res2 (M) (C.4.68)
we find, after a tedious but straightforward computation,
h˜res2 (M) =
128
3
. (C.4.69)
We can then more conveniently write
h˜2(M) =
{(
2 + 3M(1−M)) [ g˜(M)− g˜(−1/2)
1 + 2M
− g˜(M)− g˜(3/2)
3− 2M
]
+
64
3
}
+ (M → 1−M). (C.4.70)
All together, this brings to Eq. (C.4.48).
C.4.1.6 Off-shell extension of χ1(M)
The off shell extension (in symmetric variables) of Eq. (C.4.1) can be simply obtained
by substituting in the first line
pi2
N2c
χ20(M)− ψ1(M)− ψ1(1−M)→
pi2
N2c
χ¯20(M,N)− ψ1
(
M +
N
2
)
− ψ1
(
1−M + N
2
)
(C.4.71)
and in the following
M →M + N
2
(C.4.72)
but in the last line, which should remain (M → 1 −M). The off-shell extension of
Eq. (C.4.48) can be done in the same way, but the first line transforms as
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pi2
N2c
χ˜20(M) +
[
2
piχ˜0(M)/Nc + 1
M
− ψ1(1 +M) + (M → 1−M)
]
→
pi2
N2c
˜¯χ20(M,N)+2
(1 +N)pi ˜¯χ0(M,N)/Nc + 1
(M +N/2)(1−M +N/2)−ψ1
(
1 +M +
N
2
)
−ψ1
(
2−M + N
2
)
(C.4.73)
The off-shell extension of χ˘1, Eq. (C.4.49), is
˘¯χ1(M,N) = χ¯
σ
1 (M,N)−
Nc
pi
χ¯0(M,N)
[
2ψ1(1 +N)− ψ1
(
M +
N
2
)
− ψ1
(
1−M − N
2
)]
(C.4.74)
which do not to introduce spurious singularities. After subtracing double counting,
the off-shell extension of Eq. (C.4.51) is
˜¯χ1(M,N) = ˜¯χ
σ
1 (M,N)−
1
2
˜¯χ0(M,N)ψ˜(M,N)
+
Nc
2pi
{
1
(M +N/2)2
[
˜¯χ0(M,N)− ˜¯χ0
(
−N
2
, N
)
−
(
M +
N
2
)
˜¯χ′0
(
−N
2
, N
)]
− 1
M +N/2
[
ψ˜(M,N)− ψ˜
(
−N
2
, N
)]
+ (M → 1−M)
}
(C.4.75)
where we have defined for convenience
ψ˜(M,N) =
Nc
pi
[
2ψ1(1 +N)− ψ1
(
1 +M +
N
2
)
− ψ1
(
2−M + N
2
)]
(C.4.76)
and the prime denotes derivatives with respect to the first argument:
˜¯χ′0
(
−N
2
, N
)
=
Nc
pi
[ψ1(2 +N)− ψ1(1)] (C.4.77)
It is very important, from a numerical point of view, to provide an analytic evaluation
of some critical points, i.e.
M +
N
2
= 0,
1
2
,−1
2
,
3
2
, (C.4.78)
and the same with M → 1−M .
C.4.2 Resummation at NLO
We now present the construction of the NLO resummed anomalous dimension. We
do not pretend to explain the construction in detail, but just to show the result: full
details can be found on Ref. [54].
The resummed anomalous dimension at NLO is given by
γNLOres (αs, N) = γB(αs, N)− γB,s(αs, N)− γB,ss(αs, N)
+ γσDL(αs, N)− γrcss(αs, N) +
N
2
+ γmatch(N) + γmom(N), (C.4.79)
C.4 High-energy resummation at NLO 171
which has the same structure of the LO result Eq. (3.6.1), with some modifications
that we are going to discuss.
First, the coefficients c(αs) and κ(αs) in the Bateman anomalous dimension and
its asymptotic subtracted terms are obtained from a NLO off-shell kernel given by
χ¯σB(αs,M,N) = χ¯
σ
s (αs,M,N) + αsχ¯
σ
ss(αs,M,N)
+ αs ˜¯χ0(M,N) + α
2
s
[
˜¯χ1(M,N)− ˜¯χ1
(
−N
2
, N
)
+ ˜¯χ1(0, 0)
]
+ χ¯β0s (αs,M,N) + χ¯
β0
0 (αs,M,N) + χ¯
β0
i (αs,M,N), (C.4.80)
where the functions in the last line are due to running coupling commutators at LO
and are given by
χ¯β0s (αs,M,N) =
β0
2
[(
αs
M + N2
)3
χ′′s
(
αs
M + N2
)
−
(
αs
1−M + N2
)3
χ′′s
(
αs
1−M + N2
)
− 2
(
αs
1−M + N2
)2
χ′s
(
αs
1−M + N2
)]
(C.4.81)
χ¯β00 (αs,M,N) = −α2sβ0
CA
pi
ψ1
(
2−M + N
2
)
(C.4.82)
χ¯β0i (αs,M,N) =
1
M + N2
α2sβ0
[
c′LO(αs) +
1
2
κ′LO(αs)
(
M − 1
2
)2]
. (C.4.83)
Note that the minimum is no longer in M = 12 .
The function γσDL(αs, N) is obtained instead from the following NLO off-shell kernel
(remember that for nf 6= 0 the approximation described in Sect. 3.6.1 is used)
χ¯σB(αs,M,N) = χ¯
σ
s (αs,M,N) + αsχ¯
σ
ss(αs,M,N)
+ αs ˜¯χ0(M,N) + α
2
s
[
˜¯χ1(M,N)− ˜¯χ1
(
−N
2
, N
)
+ ˜¯χ1(0, 0)
]
+ χ¯β00 (αs,M,N) + χ¯
β0
int(αs,M,N), (C.4.84)
with
χ¯β0int(αs,M,N) =
α2sβ0
M + N2
CA
pi
[
ψ(1) + ψ(1 +N)− ψ
(
1 +M +
N
2
)
− ψ
(
1−M + N
2
)]
.
(C.4.85)
The function γrcss is given by
γrcss(αs, N) = β0
[
N χ′′0(γs)
2 [χ′0(γs)]2
− αs
]
. (C.4.86)
Finally, since the parameters c(αs) and κ(αs) are different between the Bateman
and the DL parts of the result, in order to allow the cancellation of spurious square-root
branch-cut the function γmatch is added. It is given by
γmatch(N) =
√
N − c1
κ1/2
−
√
N + 1
κ1/2
+
1 + c1√
2κ1(1 +N)
− (1→ 2) (C.4.87)
where c1 and κ1 are the parameters from γ
σ
DL and c2 and κ2 from γB.
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C.4.3 Resummation of quark anomalous dimension with running cou-
pling
The qg anomalous dimension is resummed as in Eq. (3.6.7), which needs the compu-
tation of the series
h ([γ]) =
∞∑
k=0
hk
[
γk
]
(C.4.88)
where [γk] are defined by[
γk
]
=
(
γ˙
γ
)k Γ (γ2/γ˙ + k)
Γ (γ2/γ˙)
=
(
γ˙
γ
)k (γ2
γ˙
)
k
, (C.4.89)
where (a)k = Γ(a+ k)/Γ(a) is the Pochammer symbol, or, recursively,[
γk+1
]
= γ
(
1 + k
γ˙
γ2
)[
γk
]
=
γ˙
γ
(
γ2
γ˙
+ k
)[
γk
]
, [γ] = γ. (C.4.90)
Note that, if all hk = 1, we get a divergent series
∞∑
k=0
[
γk
]
= taetΓ (1− a, t) , t = −γ
γ˙
, a =
γ2
γ˙
= −tγ, (C.4.91)
which is the asymptotic expansion of the incomplete Gamma function. Note also that,
at fixed coupling, γ˙ = 0, which corresponds to the limit |t| → ∞; taking the limit on
both sides we get
∞∑
k=0
γk =
1
1− γ , (C.4.92)
which is of course correct (geometric series). This series convergences for |γ| < 1, and
in particular a pole in γ = 1 is present. The running coupling result is instead well
defined for all γ (t > 0), even if the series has zero radius of convergence:
lim
k→∞
∣∣∣∣∣
[
γk+1
]
[γk]
∣∣∣∣∣ = limk→∞
∣∣∣∣γ + k γ˙γ
∣∣∣∣ =∞. (C.4.93)
Hence, the running of the coupling constant αs reduces the convergence radius of the
series by a factorial term.
This computation suggests that the series with hk = 1 could be B1-summable and
B∗2-summable (see App. D.3 for notations). The order-1 Borel transform is
∞∑
k=0
1
k!
[
γk
]
wk =
∞∑
k=0
1
k!
(
w
γ˙
γ
)k (γ2
γ˙
)
k
= 1F0
(
γ2
γ˙
; ;w
γ˙
γ
)
=
(
1− wγ˙
γ
)−γ2/γ˙
(C.4.94)
with radius of convergence |w| < γ/γ˙. The order-2 Borel transform is
∞∑
k=0
1
(k!)2
[
γk
]
wk =
∞∑
k=0
1
k!
(
w
γ˙
γ
)k (γ2/γ˙)k
(1)k
= 1F1
(
γ2
γ˙
; 1;w
γ˙
γ
)
(C.4.95)
with infinite radius of convergence. In the first case (nrc = 1), the Borel inversion
integral converges provided γ and γ˙ are not both real and positive, otherwise the
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branch-cut of Eq. (C.4.94) lies on the integration path. In the second case (nrc = 2),
the Borel inversion integral converges only for Re
[
γ2/γ˙
]
> 0.
The series h(M) has a finite radius of convergence [10,45]: then one would expect
that even the actual series Eq. (C.4.88) is B1- and B
∗
2-summable. However, the coeffi-
cients hk are only known recursively, and it’s pretty hard to work many of them out.
Then, only a truncated method can be adopted. Originally [10], the truncated Borel
method described in App. D.3.2 was adopted:
h ([γ]) '
∫ Λ
0
dwB2(w)
K∑
k
hk
[
γk
] wk
(k!)2
. (C.4.96)
However, it turns out that this is not enough for the result to be stable. For some
values of γ and γ˙, the integral is not convergent at infinity, and its truncation up to
w = Λ is not stable for variations of Λ. One could try to improve the approximation
if the behaviour at large w of the Borel transform is known analytically somehow. In
this case we could consider the step-defined Borel transform
sˆ2(w) =
{∑K
k hk
[
γk
]
wk
(k!)2
for w ≤ Λ
sˆasympt2 (w) for w > Λ
(C.4.97)
and extend the integration to infinity,
h(M) '
∫ ∞
0
dwB2(w) sˆ2(w). (C.4.98)
However, it is not clear whether this approximation is good or not.
A better method consists in using the Borel-Pade´ method described in App. D.3.3.
This method works also with an order-1 Borel, since the Borel transform is approxi-
mated with a Pade´ approximant which is analytically defined. Then one can consider
the order-n Borel transform
sˆn =
∞∑
k
hk
[
γk
] wk
(k!)n
(C.4.99)
and approximate it with a [p/p] Pade´ (obtained using the terms up to K = 2p of the
series), obtaining
h (γ) '
∫ ∞
0
dwBn(w) [p/p]sˆn (w). (C.4.100)
As already said, this method works for both n = 1, 2.
C.4.4 Resummation of coefficient functions
The resummation of coefficient functions has been performed in Ref. [45] and extended
to include running coupling resummation in Ref. [10]. In the Q0MS scheme the coef-
ficients functions at fixed coupling are given at NLL by
CLg(αs, N) =
αs
2pi
2nf
3
h˜L (M)
∣∣∣
M=γs(αs/N)
(C.4.101a)
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C2g(αs, N) =
αs
2pi
2nf
3
h˜CH2 (M)− h˜qg(M)
M
∣∣∣∣∣
M=γs(αs/N)
(C.4.101b)
=
αs
2pi
nf
3
h˜2 (M)
∣∣∣
M=γs(αs/N)
(C.4.101c)
(C.4.101d)
where (the superscript CH stands for Catani-Hautmann, Ref. [45])
h˜L(M) =
3(1−M)
3− 2M
Γ3(1−M) Γ3(1 + 2M)
Γ(2− 2M) Γ(2 + 2M) (C.4.102)
h˜CH2 (M) =
3(2 + 3M − 3M2)
2(3− 2M)
Γ3(1−M) Γ3(1 + 2M)
Γ(2− 2M) Γ(2 + 2M) (C.4.103)
hqg(M) =
αs
2pi
2nf
3
h˜qg(M) (C.4.104)
h˜2(M) = 2
h˜CH2 (M)− h˜qg(M)
M
. (C.4.105)
With these definitions, all the functions h˜i have a series expansion starting with 1, i.e.
h˜i(0) = 1. The coefficients of the series expansion of h˜qg can be worked out as described
in Ref. [45]: with these coefficients at the hand, it is straightforward to obtain also the
coefficient of the series expansion of h˜2. Then, one can use the procedure described
in Sect. C.4.3 for the resummation of the quark anomalous dimensions to resum the
coefficient functions as well.
The singular part of the quark-singlet coefficient functions is obtained from Eqs. (C.4.101)
by colour-charge relation [45]
CLq(αs, N) =
CF
CA
[
CLg(αs, N)− αs
2pi
2nf
3
]
(C.4.106)
C2q(αs, N) =
CF
CA
[
C2g(αs, N)− αs
2pi
nf
3
]
. (C.4.107)
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In this Appendix we will mainly talk about divergent series, which recur several times
throughout the text. A complete reference on the subject is [102].
D.1 Series
Definition D.1.1. The series ∑
k
ck (D.1.1)
is said to be convergent if, given the partial sums
sn =
n∑
k
ck, (D.1.2)
the limit
s = lim
n→∞ sn (D.1.3)
exists and is finite; in this case such limit s is called the sum of the series. Otherwise,
the series is said to be divergent.
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Definition D.1.2. The series ∑
k
ck (D.1.4)
is said to be absolutely convergent if the series∑
k
|ck| (D.1.5)
is convergent.
The sum of a series which is convergent but not absolutely convergent can be
any number. Hence, we could recast the definition of absolute convergence by the
requirement that the limit of partial sums exists, is finite and is unique.
There are several convergence test. We are not going to review all of them; we will
just show one of them, which is quite common and useful: the ratio test. Defining
ρ = lim
k→∞
∣∣∣∣ck+1ck
∣∣∣∣ (D.1.6)
whe have that
• if ρ < 1 the series converges absolutely
• if ρ > 1 the series diverges
• if ρ = 1 the test is inconclusive, and we need to use another test.
A typical example in which the test is inconclusive is the case of ck = k
σ: indeed ρ = 1
for any σ, and we know from other tests (for instance, the root test) that for σ < −1
the series of ck converges.
D.1.1 Power series
Sometimes it is useful to talk about power series, i.e. series in which the k-th coefficient
ck is splitted into a numeric coefficient (we will call it ck again) times the k-th power
of a generic complex variable z:
s(z) =
∑
k
ckz
k. (D.1.7)
Of course, this definition doesn’t add anything to the discussion above: indeed, for any
fixed z we have again a series with k-th coefficient ckz
k and everything is like before.
However, power series are very useful, since they arise in functional analysis and
in perturbation theory. In particular, we can introduce the concept of radius of con-
vergence. Indeed, using the ratio test, we get
ρ = lim
k→∞
∣∣∣∣ck+1zk+1ckzk
∣∣∣∣ = |z| limk→∞
∣∣∣∣ck+1ck
∣∣∣∣ = |z|r (D.1.8)
where we have defined
r = lim
k→∞
∣∣∣∣ ckck+1
∣∣∣∣ ; (D.1.9)
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then, the convergence condition ρ < 1 gives
|z| < r, (D.1.10)
i.e. the power series s(z) converges in a circle of radius r. Since the series converges
inside such a circle, the sum s(z) is analytic in the same region. Then, reversing the
argument, is we are going to expand a function f(z) around some point z0 and this
function has poles in the complex plane, the radius of convergence of the expansion
can be at most the distance between z0 and the closest pole to it.
D.1.2 Asymptotic expansions
It happens in some cases that we are able to find a series expansion of a function
f(z) around some values of z which is actually a divergent series. In these cases, we
will call it an asymptotic expansion. Formally (supposing for simplicity to consider an
expansion around z = 0) we have the following
Definition D.1.3. A series expansion
s(z) =
∑
k
ckz
k (D.1.11)
is said to be asymptotic to f(z) in the sense of Poincare´ if
lim
z→0
z−n [f(z)− sn(z)] = 0 (D.1.12)
for all n > 0 (sn is the n-th partial sum).
A stronger definition of asymptotic series can be obtained by requiring that there
exists a constant C such that
|f(z)− sn(z)| ≤ C ck+1 |z|k+1 (D.1.13)
for all n.
D.1.3 Operation with series
Raising a series to a power gives ∞∑
j=0
ajz
j
n = ∞∑
k=0
cn,kz
k (D.1.14)
with
cn,0 = a
n
0 , cn,k =
1
a0k
k∑
j=1
(jn+ j − k) aj cn,k−j . (D.1.15)
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D.2 Divergent series and their sum
When the limit of the partial sums of a series does not exist or is not finite the series
is said to be divergent (Def. D.1.1). This, however, doesn’t mean that the sum of the
series is infinite; indeed, it simply means that the definition of the sum of the series as
the limit of the partial sums is not a good definition. Then, we need a definition for
the sum of a divergent series.
As an example, let’s consider a classical divergent series
∞∑
k=0
(−1)k = 1− 1 + 1− 1 + . . . ; (D.2.1)
it diverges because the partial sums
sn =
n∑
k=0
(−1)k =
{
0 for n even
1 for n odd
(D.2.2)
oscillate between 0 and 1, and the limit for n→∞ of sn does not exist. However there
are some simple arguments to believe that the sum should be 1/2. For example, if we
call s the sum of the series, we can manipulate it to obtain an equation for s:
s =
∞∑
k=0
(−1)k (D.2.3)
= 1 +
∞∑
k=1
(−1)k (D.2.4)
= 1 +
∞∑
k=0
(−1)k+1 (D.2.5)
= 1−
∞∑
k=0
(−1)k (D.2.6)
= 1− s (D.2.7)
from which we get immediately s = 1/2. Of course, such manipulations are allowed if
the series is convergent; here they might be not allowed. However there are other ways
to obtain s = 1/2. For example, consider the power series
s(z) =
∞∑
k=0
(−z)k (D.2.8)
which converges in the complex circle |z| < 1, where the sum is
s(z) =
1
1 + z
; (D.2.9)
this result can be analytically continued to the whole complex plane but z = −1. The
series (D.2.1) is recovered when z = 1, which is outside the convergence circle, but
using the analytical extension of the sum we get again s = s(1) = 1/2.
In the following we will provide the necessary mathematical theorems and tools to
define the sum of a divergent series in such a way that we can really prove that the
sum of the series (D.2.1) is 1/2.
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D.2.1 Linear transformation and regularity
The way forward the definition of the sum of a divergent series starts by considering a
linear transformation T of the sequence {sn}n≥0 of the partial sums into the sequence
{tm}m≥0:
tm =
∑
n
amnsn, (D.2.10)
where amn are complex coefficients. This transformation can be generalized to the case
in which m is a continuous index:
t(x) =
∑
n
an(x)sn. (D.2.11)
We have the following
Definition D.2.1. The linear transformation (D.2.10) is said to be regular if, when-
ever
lim
n→∞ sn = s (D.2.12)
(that is, the original series converges), we have
lim
m→∞ tm = s. (D.2.13)
A regular linear transformation is then a transformation which doesn’t change the
sum for convergent series. Applying a regular linear transformation to a divergent
series may lead to a finite limit
t = lim
m→∞ tm. (D.2.14)
When this is the case, we are then tempted to consider t as the sum of the divergent
series. Of course, if different linear transformation gave different sums, this would not
be a good definition.
Let’s call the entire set of sequences S, and C ⊂ S the subset of convergence
sequences. A regular linear transformation T gives a finite result at least in C, but
possibly in a wider subset ST ⊆ S. Now consider two regular linear transformation
T1 and T2: when the results obtained with both transformations coincide for all the
sequences in ST1 ∩ ST2 the two transformations are said to be consistent. Consistent
transformations are good candidates for extending the definition of the sum of a series
to divergent series. In the literature, several regular linear transformations are known
to be consistent.
D.2.2 Summation methods
Several summation methods have been proposed for long; the most well known are by
Cesaro, Abel, Euler, etc. For a complete review, we refer the Reader to Ref. [102]. All
these methods are based on regular linear transformations. There exists other sum-
mation methods which are not linear, but they are not supported by strong theorems,
and therefore we do not discuss them here: some details can be found in Ref. [103].
In the following, we will concentrate on one method, by Borel, which turns out to
be very flexible especially for physical application and for numerical implementations.
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D.3 Borel summation
The Borel method for summing divergent series is based on a continuous linear trans-
formation. In its original form it can be formulated as∑
k
ck
B
=
∫ ∞
0
dw e−w
∑
k
ck
k!
wk. (D.3.1)
Its regularity can be easily proven by noting that, for absolutely convergent series, the
integral and the sum can be exchanged and
1
k!
∫ ∞
0
dw e−w wk = 1; (D.3.2)
pictorially, a nice way to wiew the Borel method is to start from the divergent series,
multiply each term by 1, write 1 as above with the appropriate k in each term, and
finally exchange the sum and the integral.
It can be useful to introduce the following
Definition D.3.1. The inner power series in the right-hand-side of Eq. (D.3.1),
sˆ(w) =
∑
k
ck
k!
wk, (D.3.3)
is called the Borel transform of the series
∑
k ck.
Since in the Borel transform there is a k! factorial in the denominator, this sum
has more chances to converge, even if the original sum is divergent. Hence, we have
the following
Definition D.3.2. Given a divergent series,
• if its Borel transform converges
• if its sum sˆ(w) is defined on (or can be analitically extended to) 0 ≤ w ≤ ∞
• if the integral converges
the series is said to be Borel-summable or B-summable. If the second requirement
is made stronger by requiring that the Borel transform actually has infinite radius of
convergence we will call the series B∗-summable.
The Borel method can be generalized for “more divergent” series, by iterating the
standard method:∑
k
ck
Bn=
∫ ∞
0
dw1 · · ·
∫ ∞
0
dwn e
−w1...−wn
∑
k
ck
(k!)n
(w1 · · ·wn)k. (D.3.4)
In this way, because at the denominator there is a (k!)n the inner sum (which we’ll call
generalized Borel transform sˆn(w1 · · ·wn)) has many more chances to converge, pro-
vided n is large enough. A divergent series which can be summed with this generalized
Borel method of order n is said Bn-summable (or B
∗
n-summable in the stronger case).
The standard method Eq. (D.3.1) is recovered for n = 1.
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We can recast Eq. (D.3.4) in a form more similar to the original one: by changing
integration variables wn = w/(w1 · · ·wn−1) we get∑
k
ck
Bn=
∫ ∞
0
dwBn(w)
∑
k
ck
(k!)n
wk. (D.3.5)
where
Bn(w) =
∫ ∞
0
dw1
w1
· · ·
∫ ∞
0
dwn−1
wn−1
exp
[
−w1 . . .− wn−1 − w
w1 · · ·wn−1
]
(D.3.6)
=
∫ ∞
0
dw1
w1
· · ·
∫ ∞
0
dwn−k
wn−k
exp [−w1 . . .− wn−k]Bk
(
w
w1 · · ·wn−k
)
(D.3.7)
which satisfy, for regularity,
(k!)n =
∫ ∞
0
dwBn(w)w
k. (D.3.8)
Explicit expressions of Bn(w) for the first few n = 1, 2 are
B1(w) = e
−w (D.3.9)
B2(w) = 2K0(2
√
w) (D.3.10)
but no explicit expressions in terms of common functions are available for higher orders.
Anyway, we can recast the integrals for a generic n into a single integral
Bn(w) =
1
2pii
∫
dsw−s Γn(s) = Gn00n(w; ; ; 0, . . . , 0︸ ︷︷ ︸
n
; ) (D.3.11)
where the integration contour is the same as for a Mellin inversion (passing to the right
of s = 0), and the function is called a Meijer G function. The proof of Eq. (D.3.11)
can be easily obtained from Eq. (D.3.6) by using the formula
e−x =
1
2pii
∫
ds x−s Γ(s) (D.3.12)
to rewrite exp
[
− ww1···wn−1
]
and computing the wi integrals. We may then recast the
order n Borel method in a third form∑
k
ck
Bn=
1
2pii
∫
dsΓn(s)
∫ ∞
0
dww−s
∑
k
ck
(k!)n
wk (D.3.13)
which may be more convenient for some applications. Indeed, whence Eqs. (D.3.4)
and (D.3.5) are completely equivalent, this equation is somehow different because we
have swapped the two integrals. In particular, we have to specify the integration path:
after the w integral some other s-singularities may arise, and we need a prescription
how the contour has to pass through them.1
Note that we may also consider the case in which n = 0: in practice, it means
that we add to the original series a wk in each term, obtaining then a power series;
1The correct choice seems to be that the path has to cross the real axis to the right of the rightmost
singularity of Γ(s), i.e. s = 0, and to the left of any other singularity wich may appear out of the w
integral.
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if this power series can be summed, the Borel sum consists in computing this 0-order
Borel transform in w = 1. Formally, this is obtained with B0(w) = δ(1 − w), which
can be also obtained from the general expression Eq. (D.3.11). This is, for example,
the second way we used to find a sum of the series Eq. (D.2.1), see Eq. (D.2.8) and
discussion there.
If a series is Bn-summable it is also Bk-summable, ∀k > n (the same for B∗n).
Indeed, in order for a series to be Bn-summable, the Borel transform sˆk(w) for any
k > n must have an infinite radius of convergence (since sˆn(w) has, at least, a finite
radius of convergence). Then, in the Bk expression for the sum, one can swap back
one of the integrals with the sum without problems (because the series converges
everywhere), obtaining a completely equivalent expression: the integral can now be
computed explicitly, giving the formal expression for the Bk−1 sum of the series. Since
these manipulations are all completely legal, the result will be the same: this completes
the proof.
Therefore, it is useful to consider the minimal value of n for which a series is Bn-
summable (or B∗n-summable). For a wide class of divergent series, it happens that if
a series is minimally Bn-summable, then it is also minimally B
∗
n+1-summable. This
comes simply from the fact that, often, the Borel transform sˆn(w) has a finite radius
of convergence, and then straightforwardly sˆn(w) has infinite radius of convergence.
However there are special cases in which the same n is minimal for both B- and B∗-
summability, but they are not so common.
Note that this is valid for a divergent series; conversely, if a series is convergent, it
is for sure B0-summable, but it can be or not B
∗
0-summable, depending on the radius
of convergence of its 0-order Borel transform sˆ0(w). We now see some examples.
D.3.1 Applications of the Borel method: some examples
D.3.1.1 Example 0
Consider as first example the series Eq. (D.2.1). With standard Borel method (n = 1),
we get
sˆ1(w) =
∑
k
(−w)k
k!
= e−w (D.3.14)
with infinite radius of convergence, and then
s =
∫ ∞
0
dw e−we−w =
1
2
, (D.3.15)
again. Higher order methods give, of course, the same result.
D.3.1.2 Example 1a
Consider the divergent series
s =
∞∑
k=0
(−1)kk!. (D.3.16)
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Its Borel transform for n = 1, 2, 3 is
sˆ1(w) =
1
1 + w
, sˆ2(w) = e
−w, sˆ3(w) = J0
(
2
√
w
)
, (D.3.17)
where the first transform has convergence radius |w| < 1, while the others have infinite
convergence radius (J0(x) is a cylindrical Bessel function). The Borel sums with n =
1, 2 are given by
s
B1=
∫ ∞
0
dw e−w
1
1 + w
, s
B2=
∫ ∞
0
dw e−w2K0(2
√
w); (D.3.18)
as expected, the result is the same
s = −eEi(−1) = 0.596347. (D.3.19)
D.3.1.3 Example 1b
Consider now the divergent series, closely related to that of the previous example,
s =
∞∑
k=0
k!. (D.3.20)
Its Borel transform for n = 1, 2, 3 is
sˆ1(w) =
1
1− w, sˆ2(w) = e
w, sˆ3(w) = I0
(
2
√
w
)
, (D.3.21)
where the first transform has again convergence radius |w| < 1, while the others have
infinite convergence radius (I0(x) is a modified cylindrical Bessel function). However,
in this case, for every n the Borel inversion intergal does not converge: for n = 1,
because of a pole in the integration path, w = 1, the others for the bad behaviour at
w →∞.
However, the standard method n = 1
s
B1=
∫ ∞
0
dw e−w
1
1− w (D.3.22)
can still give a result, by deforming the integration contour in the complex w-plane
to avoid the pole in w = 1; nevertheless, the result has an ambiguity, given by the
two possible way of avoiding the pole (above or below). The result is (a simple way
to compute the integral is to deform the contour into the two straight lines 0→ i→
i+∞)
s
B1= e−1 [Ei(1)± ipi] . (D.3.23)
Note that here, even if with n = 1 the convergence radius of the Borel transform is
finite, we are nevertheless able to find a (even ambiguous) sum.
We could try to interpret the result of the n ≥ 2 method imagining that in those
case the pole appearing on the first approach is somehow pushed at infinity. Indeed,
for n = 2, ew has an essential singularity at the complex infinity, so we might try to
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do the same job as in the n = 1 case by going to infinity in a different direction. For
example, we choose a contour on the positive imaginary axis, giving as result
− eEi(−1) + 1.32387 · 10−8i. (D.3.24)
Using instead the negative imaginary axis, we get the opposite sign in the imaginary
part. We may then quote as result
s
B2= −eEi(−1)± 1.32387 · 10−8i, (D.3.25)
which however differs a lot from the n = 1: this may mean that the series is seriously
too divergent, and hence any attempt to give it a meaning is going to fail, or to give
meaningless results. We see in the next example which is the correct interpretation of
these results.
D.3.1.4 Example 2
Of course, examples 1a and 1b are related, and we want to consider here their relation.
Then we concentrate our attention on the power series
s(z) =
∞∑
k=0
(−z)kk!, (D.3.26)
which gives back the first two examples when z = 1 and z = −1, respectively. We can
working on this series as in the examples above; for instance, the Borel transforms are
essentially the same as for example 1a, but with w → wz:
sˆ1(w) =
1
1 + wz
, sˆ2(w) = e
−wz, sˆ3(w) = J0
(
2
√
wz
)
. (D.3.27)
Of course, the radius of convergence of such series depends on z. Let’s for a while
forget about this radius and compute the integrals; each method gives
s(z) =
1
z
Γ
(
0,
1
z
)
exp
1
z
(D.3.28)
which reproduces the result Eq. (D.3.19) for z = 1.
As a function of z in the complex plane, s(z) has a branch-cut along the negative
real axis, where the real part could be analytically continued but the imaginary part
has a discontinuity, see Fig. D.1. In particular, the imaginary part along the negative
real axis is given by
Im s(−x+ i0+) = −pi
x
e−1/x, (D.3.29)
as one can easily find knowing that Γ(0,−1/x) has a discontinuity of 2pi.
If one consider now the limit z → −1, the result depends (because of the disconti-
nuity) if the point z = −1 is approached from imaginary part of z positive or negative,
and hence it has an ambiguous imaginary part. The result is
s(−1) = e−1 [Ei(1)± ipi] , (D.3.30)
which is exactly what we found in Eq. (D.3.23) with the standard Borel method n = 1.
This means that, in this case, the n = 1 method gives the correct result also if the series
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Figure D.1. Real and imaginary part of the function s(z), Eq. (D.3.34)
is not B1-summable in the sense of Def. D.3.2. Of course, this is not a case: indeed, for
instance, the upper sign of the imaginary part is obtained when approaching z = −1
from the lower half-plane, i.e. we have
s(−1− i0+) = e−1 [Ei(1) + ipi] . (D.3.31)
If one builds the divergent series for z = −1 − i0+, the Borel transform for n = 1
becomes
sˆ1(w) =
1
1− w(1 + i0+) =
1
1− i0+ − w (D.3.32)
which automatically include a prescription to circumvent the pole. When n = 2, the
Borel transform is
sˆ2(w) = e
w(1+i0+), (D.3.33)
and again we automatically have a prescription to compute the inversion integral,
different from the one we tried to use before. However, in this case, the integral
cannot be computed even with the prescription, remarking again that higher orders in
this case don’t work.
Note, however, that there is no hope to find a numerical method to automatically
extract the result for this sum: indeed, here we use analytic continuation, and before
we deformed the contour of Borel inversion, having already analytically computed the
Borel transform.
Note that the function can be continued to z = 0 giving as result
s(0) = 1, (D.3.34)
as one would naively expect from the series (only the first term remains for z = 0).
However, the function is not analytical in z, because of the presence of the branch-cut
from z = 0 down to the negative real axis: indeed, the series (D.3.26) has the form of
the Taylor expansion of s(z) around z = 0, and the fact that the series has zero radius
of convergence (is divergent for all z) is related to the non-analyticity of s(z) in z = 0.
To exploit this relation, we have to show that because of the branch-cut the derivatives
of s(z) in z = 0 give the coefficients of the divergent series. However, since s(z) is not
analytical in z = 0, we cannot compute such derivatives in a straightforward way. The
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idea here is to use the Cauchy formula for derivatives
s(k)(z) =
k!
2pii
∮
dx
s(x)
(x− z)k+1 (D.3.35)
where the integration contour encircles the point z. Then we can modify the contour
to a Pac-Man contour eating the negative real axis, and, if
• zs(z)→ 0 as z → 0 and
• s(z)→ 0 as z →∞,
(as it is in the present case), the contribution from the circles at infinity and around
z = 0 vanishes, leaving
s(k)(z) =
k!
pi
∫ 0
−∞
dx
Im s(x+ i0+)
(x− z)k+1 . (D.3.36)
We can then push this expression to be valid also in the limit z = 0, from which we
can obtain the coefficients of the Taylor expansion:
ck =
1
k!
s(k)(0) =
1
pi
∫ 0
−∞
dx
Im s(x+ i0+)
xk+1
. (D.3.37)
Using Eq. (D.3.29), with a straightforward calculation we find
ck = (−1)kk!, (D.3.38)
which are exactly the coefficient of the power series Eq. (D.3.26), as expected. Sum-
marizing, this computation shows a deep connection between the non-analyticity of
a function and a divergent power series, and in particular it relates the discontinuity
along a cut of the non-analytic function to the large-k behaviour of the terms of its
power series.
D.3.1.5 Example 3
There are many other examples that may be built out of example 2 above, by choosing
different values of the variable z. For example, let us choose z = −i to obtain
s =
∞∑
k=0
(−i)kk! =
∞∑
k=0
(−1)k(2k)! + i
∞∑
k=0
(−1)k(2k + 1)!. (D.3.39)
We know that the sums of the two series are, respectively, the real and the imaginary
parts of
iΓ (0, i) ei. (D.3.40)
However, separately, the two series are not B1-summable, because the terms of the
series diverge more than k!. Of course, we know that this is due to the fact that we
have separated the two sums: the original sum is a special case of the one we have
already resummed before, Eq. (D.3.26). As a toy exercise, we can then try to use
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n = 2 Borel method. Concentrating on the real part (the other series has the same
properties), we have
sˆ2(w) =
∞∑
k=0
(2k)!
(k!)2
(−w)k = 1√
1 + 4w
(D.3.41)
with convergence radius |w| < 1/4, and hence
s
B2=
∫ ∞
0
dw
2K0(2
√
w)√
1 + 4w
= 0.62145 (D.3.42)
which is numerically equal to what expected.
D.3.1.6 Example 4
Now let’s consider a more divergent series like∑
(−1)k(k!)p, p > 1. (D.3.43)
From the last examples, we immediately understand that the series is Bp-summable
and B∗p+1-summable. Its order p and p+ 1 Borel transforms are trivially
sˆp(w) =
1
1 + w
, sˆp+1(w) = e
−w. (D.3.44)
However, here the standard formulae Eqs. (D.3.4) and (D.3.5) are complicated be-
cause of the many integrals to be computed. Indeed, for general p, it’s better to use
Eq. (D.3.13): the w integral gives, in the p and p+ 1 cases respectively,
pi
sin(pis)
, and Γ(1− s), (D.3.45)
and the sum of the series is∑
(−1)k(k!)p Bp= 1
2i
∫
ds
Γp(s)
sin(pis)
(D.3.46)
Bp+1
=
1
2pii
∫
dsΓp+1(s)Γ(1− s), (D.3.47)
and the two results are trivially related by the Euler reflection formula. Note the
presence of the poles for positive integer values of s: the integration path has to cross
the real axis in the region 0 < s < 1. Even if an analytical expression of the integrals
can’t be found, the numerical result for any given p is very easy to compute.
D.3.2 Truncated Borel sum
Sometimes, even if a series is Bn-summable, it is not possible to analytically compute
the sum of the Borel transform. In these cases, it’s impossible to use the (generalized)
Borel method in a straightforward way, since any truncation of the Borel transform
series would reproduce a truncation of the original divergent series.
A way to use the Borel method in such cases is to truncate the w integral up to
some cutoff Λ: if the series is Bn-summable, the integral is convergent, and it means
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that the truncated integral can give an arbitrarily precise result provided Λ is large
enough. With the cutoff Λ, we have then∑
k
ck
Bn=
∫ ∞
0
dwBn(w)
∑
k
ck
wk
(k!)n
'
∫ Λ
0
dwBn(w)
∑
k
ck
wk
(k!)n
=
∑
k
ckD
(n)
k (Λ) (D.3.48)
where
D
(n)
k (Λ) =
1
(k!)n
∫ Λ
0
dwBn(w)w
k
=
1
2pii
∫
ds
Λk+1−s
k + 1− s
(
Γ(s)
k!
)n
(D.3.49)
is a damping factor for k, showed in Fig. D.2; the second row is obtained using
Eq. (D.3.13). If this damping is enough to suppress the divergent terms in the se-
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Figure D.2. The function D
(n)
k (Λ) defined in Eq. (D.3.49) for n = 1, 2, 3. In the left plot
Λ = 35 for all curves, while in the right plot Λ is chosen in such a way to have the medium
damping point at the same value k = 10.
ries, we can truncate the series at some k = K, and the subsequent terms would give
smaller and smaller contributions. Then we are again able to have a result as accurate
as needed by chosing K large enough. We have then
∑
k
ck '
K∑
k
ckD
(n)
k (Λ)
=
∫ Λ
0
dwBn(w)
K∑
k
ck
wk
(k!)n
=
1
2pii
∫
dsΓn(s)
K∑
k
ck
Λk+1−s
(k + 1− s)(k!)n (D.3.50)
which can be used to evaluate the Borel sum of a divergent series to arbitrary precision
by chosing appropriate values for Λ and K. In particular, using the last row, always
just one single integral has to be computed, independently on the order n.
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We emphasize that for the applicability of Eq. (D.3.50) there is the strong require-
ment that the damping be enough to cure the divergence of the series, that is, the
series in the last line of Eq. (D.3.48) has to be convergent. This is related to the radius
of convergence of the Borel transform: indeed, between the second an third lines of
Eq. (D.3.48) we exchanged the integral and the sum, and this can be done provided the
sum is absolutely convergent for all values of w in the integration range 0 ≤ w ≤ ∞,
that is to say that the Borel transform sˆn(w) has infinite radius of convergence. We
conclude that the truncated Borel method Eq. (D.3.50) applies only to those divergent
series which are, according to Def. D.3.2, B∗n-summable. Fortunately, if a series is not
B∗n-summable for a given n, there are chances that it is for a larger n.
D.3.2.1 Damping factor
The damping factor is, for n = 1,
D
(1)
k (Λ) = 1−
Γ(k + 1,Λ)
Γ(k + 1)
(D.3.51)
where Γ(k + 1,Λ) is the incomplete Gamma function. It can be computed directly
(and easily) from the integral in the first row of Eq. (D.3.49); otherwise, we can use
the second row formulation, deform the contour to encircle the poles of Γ(s), obtaining
D
(1)
k (Λ) =
1
k!
∞∑
j=0
(−1)jΛk+1+j
(k + 1 + j)j!
(D.3.52)
which gives the same result.
The same kind of double computation may be done for n = 0: indeed, recalling
that B0(w) = δ(1− w), from the integral we get
D
(0)
k (Λ) = Θ(Λ− 1). (D.3.53)
This is not a damping, but this is expected, since n = 0 does not manipulate the
original series: it simply means that, provided Λ > 1, the cutoff is ineffective, while
Λ < 1 is meaningless (too small). With the second formulation, the same result is
obtained by noting that the only pole is at s = k + 1, with residue 1: then, when
Λ > 1, we can close the path on the right, where the contribution is given only by the
pole, and we get 1, while for Λ < 1 we can deform the path to the left where there are
no singularities, and we get 0.
In the case of n = 2 we have instead a complicated analytical expression in terms
of hypergeometric functions; for practical purposes it’s easier to numerically compute
the integral. For n = 3 or higher no analytic results are available.
The approximation Eq. (D.3.50) is good provided K is larger than the point where
the damping starts to suppress the terms in the series. Let’s call such a point k
(n)
Λ .
Of course it may depend also on the series, hence it’s impossible to have a general
expression for it. Nevertheless, as one can see from Fig. D.2, there is a relatively
small region in which the damping factor goes from being approximately 1 to be
approximately 0 (the larger n, the smaller this region). Hence, k
(n)
Λ cannot be too far
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from the medium point of this damping: then, to have a precise definition of k
(n)
Λ , let’s
define it as the value
D
(n)
k
(n)
Λ
(Λ) =
1
2
. (D.3.54)
For n = 1, we have (numerically)
k
(1)
Λ ' Λ (D.3.55)
For n = 2, 3 see Fig. D.3.
 0
 5
 10
 15
 20
 25
 30
 35
 40
 0  100  200  300  400  500  600  700  800  900  1000
k Λ
Λ
kΛ for n = 2
(0.04 x) n = 1
n = 2
n = 3
Figure D.3. k
(n)
Λ as defined in Eq. (D.3.54) for n = 1, 2, 3.
D.3.2.2 Example
Let’s consider again the divergent series discussed in the example 1a,
s =
∞∑
k=0
(−1)kk!. (D.3.56)
We have seen that this series is minimally B1-summable and B
∗
2-summable. Hence, we
expect that the truncated Borel method can be used only for n ≥ 2. To begin with,
we show in Fig. D.4 the dependence on the cutoff Λ for n = 1, 2, 3 of∫ Λ
0
dwBn(w) sˆn(w) (D.3.57)
in the case in which we still use the exact (non-truncated) Borel transforms Eq. (D.3.17).
The faster convergence is obtained for n = 2, which is the minimal value for B∗n-
summability. We will consider this fact as an hint that the minimal n for which a
series is B∗n-summable is the best one for numerical applications. Nevertheless, at this
level also the other values of n can be used as well. In particular, for n = 3, we need to
go to much larger values of Λ (outside the plot range) to obtain the same accuracy as
with n = 1, 2; this can be easily understood by looking at Fig. D.2 or Fig. D.3, where
we see that the damping for n = 3 is much stronger and we need larger Λ to effectively
include the first few terms in the sum (if the included terms are too few, the asymptotic
behaviour of the coefficients is not probed and the method cannot accurately guess the
correct sum).
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Figure D.4. Dependence of Eq. (D.3.57) on the cutoff Λ.
Now, let’s fix Λ = 10, and look at the partial sums in the series obtained exchanging
sum and integral in Eq. (D.3.57):
K∑
k
(−1)kk!D(n)k (Λ). (D.3.58)
These are shown in Fig. D.5 for n = 1, 2, 3. We see immediately from this plot that
method n = 1 has no chances to work at the truncated level, as expected. The other
two converge rapidly to the appropriate value given Λ = 10, which can be read out of
the plot in Fig. D.4.
D.3.2.3 On the domain of analyticity
Borel summation extends the convergence radius of a power series: for divergent series
(radius zero) it may find a sum for values of the variable z in some domain, but also
if the series is convergent with finite radius it may extend this convergence domain.
Let’s see this with an example. Consider the geometric series∑
k
(−z)k = 1
1 + z
, |z| < 1; (D.3.59)
the convergence radius 1 means that any truncated sum would converge to the sum if
z is within the convergence circle, and would have no limit if z is outside. Of course,
having an analytical result for the sum, it can be extended analytically to the whole
complex plane but z = −1.
Using a Borel of order n = 1, we get∑
k
(−z)k =
∫ ∞
0
dw e−w
∑ (−zw)k
k!
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Figure D.5. Behaviour of the partial sums Eq. (D.3.58) as a function of K for Λ = 10.
=
∫ ∞
0
dw e−w(1+z)
=
1
1 + z
, Re z > −1, (D.3.60)
which converges in the whole half-plane Re z > −1. This means that, provided
Re z > −1, the integral can be computed numerically, or equivalently that cutoff-
ing the integral to an upper value Λ the limit Λ → ∞ can be safely taken only for
Re z > −1. Also in this case, of course, being the sum the same as before, the result
can be analytically extended everywhere but in z = −1.
We are now interested in what happens when considering a truncated Borel sum.
We then consider ∑
k
(−z)k '
K∑
k
(−z)kD(1)k (Λ); (D.3.61)
strictly speaking, this series has still convergence radius 1, as one can see immediately
with the square ratio test:
1
ρ
= lim
k→∞
D
(1)
k+1(Λ)
D
(1)
k (Λ)
= lim
k→∞
γ(k + 2,Λ)
(k + 1) γ(k + 1,Λ)
= 1. (D.3.62)
This is a consequence of the fact that, after truncating the series, the integral and the
sum has been exchanged back to their original position; otherwise stated, the extension
in the analyticity domain in Eq. (D.3.60) is achieved thanks to the fact that the Borel
transform is explicitly summed and analytically continued. However, for any given
finite Λ, when |z| > 1 one could treat the sum as an asymptotic expansion, and find
the optimal value of K which stabilizes the sum. Then, at least for Λ reasonably small,
the truncated Borel sum could give an approximation of the result even outside the
convergence region.
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D.3.3 Pade´ approximants and the Borel-Pade´ method
A very powerful method to compute numerically the sum of a divergent series consists
in mixing the use of a minimal Borel method with a Pade´ approximant [104].
Indeed, as discussed above, when a series is minimally Bn-summable the Borel
transform has a finite radius of convergence. Hence, numerically, any truncation of the
series cannot reproduce the Borel transform outside the convergence radius, while it
would be required for the Borel integral. Here comes the idea to use a Pade´ approxi-
mant to the Borel transform.
A Pade´ approximant to a function f(z) is a ratio of two polynomials
[p/m]f (z) =
a0 + a1z + . . .+ apz
p
1 + b1z + . . .+ bmzm
(D.3.63)
of order p and m, respectively, such that its Taylor expansion corresponds up to the
(p+m)-th order to that of f(z):
[p/m]f (z)− f(z) = O(zp+m+1). (D.3.64)
This equation can be easily solved multiplying f(z) by the denominator
a0 + a1z + . . .+ apz
p = (1 + b1z + . . .+ bmz
m) f(z) +O(zp+m+1) (D.3.65)
and equating term by term; one gets a system of equations to express the p + m + 1
coefficients ak, bk in terms of the first p+m+ 1 coefficients ck of the Taylor expansion
of f(z):
a0 = c0
a1 = c1 + c0b1
a2 = c2 + c1b1 + c0b2
...
ap = cp + cp−1b1 + . . .+ c0qp
0 = cp+1 + cpb1 + . . .+ cp−m+1qm
...
0 = cp+m + cp+m−1b1 + . . .+ cpqm
(we intend that if the index of a coefficient is less than zero the coefficient is zero).
Actually, the system splits into two pieces: the second set of equations are m equations
for the m unknowns b1, . . . , bm, and we can solve it first. Then, with the bk, we can
compute the ak directly using the first set of p+ 1 equations.
The Borel-Pade´ method can then be formulated in this way:
s
Bn=
∫ ∞
0
dwBn(w) [p/m]sˆn (w) (D.3.66)
where [p/m]sˆn (w) is the Pade´ approximant of the Borel transform sˆn(w). Since the
Pade´ approximant has a polynomial at the denominator, it will produce poles in the
complex plane. It has been observed [104] that for diagonal (p = m) or quasi-diagonal
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(p + 1 = m) Pade´’s such poles reproduce quite well the poles in the Borel transform,
and, if the Borel transform has a branch-cut, its Pade´ approximant mimics the cut
with a sequence of poles along it. This would mean that, using a Pade´ approximant to
the Borel transform, even few terms in the series (which, remember, has finite radius of
convergence) can actually provide a good approximation even outside the convergence
radius. Moreover, where some poles lie on the real axis, by deforming the integral
path to avoid the singularities one can obtain [105] the correct (ambiguous) sum (see
Example 1b of Sect. D.3.1); note that increasing the order doesn’t help in this case (see
the same example), meaning that this method is more powerful than the truncated
method described in Sect. D.3.2.
Numerically, a very efficient and fast way for computing a diagonal or quasi-
diagonal Pade´ approximant is the Wynn epsilon algorithm (for a review, see [103]).
However, it computes the full approximant at a given z, and not the coefficients, so it
is not convenient to use it here, since the result must be integrated (Borel integral).
Hence, for practical purposes of computing Borel sums using few coefficients of the
series, it is better to solve the system once for all in order to have all the coefficients
available, and then we compute the Borel integral.
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In this Appendix we collect properties and relation of some special functions which
appear in the text. We will mainly concentrate on those properties which are useful
in the context of resummation. This Appendix is not intended as a complete overview
on the subject.
E.1 Euler Gamma and related functions
The Euler Gamma function is defined as
Γ(z) ≡
∫ ∞
0
dt e−t tz−1; (E.1.1)
the integral converges in the half-plane Re z > 0. The Gamma function is a real
function, i.e. it satisfies
Γ(z¯) = Γ(z); (E.1.2)
in particular, Im Γ(x) = 0 for x ∈ R. Integrating by parts, it is easy to show that Γ(z)
satisfy the recursion relation
Γ(z + 1) = z Γ(z). (E.1.3)
Then, because additionally Γ(1) = 1, for z = n ∈ N we have
Γ(n+ 1) = n! (E.1.4)
extending the factorial to complex values. Eq. (E.1.3) in reverse allows to analytically
extend the Gamma function to the whole complex plane, apart from some singular
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points. Indeed, the Gamma function has poles for non-positive integer values of its
argument: more precisely, for n ∈ N Γ(−n) has a simple pole with residue
Res
z=−n Γ(z) =
(−1)n
n!
. (E.1.5)
Around one of such poles, the Gamma function satisfies the expansion
Γ(z − n) = (−1)
n
n!
[
1
z
+ ψ(n+ 1) +O(z)
]
(E.1.6)
where ψ is the DiGamma function, defined in Eq. (E.1.15).
The Gamma function satisfies the so called Euler reflection formula
Γ(z) Γ(1− z) = pi
sin(piz)
, (E.1.7)
which is useful to relate the region of convergence of the integral in Eq. (E.1.1) to the
other half-plane; also the pole structure is evident from such formula.
At large |z|, for |arg z| < pi, the Gamma function has the asymptotic expansion
Γ(z) = e−zzz−
1
2
√
2pi
[
1 +
1
12z
+
1
288z2
+ . . .
]
(E.1.8)
which reduces to the well known Stirling approximation keeping only the first term.
It has to be noticed that even the Stirling approximation is very precise also for small
values of z: for example, in the Stirling approximation we have
Γ(2) ' 0.96 . . . (E.1.9)
which is very close to the exact value Γ(2) = 1.
The inverse Gamma function
∆(z) ≡ 1
Γ(z)
(E.1.10)
is an entire function, which satisfies the recursion relation
∆(z) = z∆(z + 1). (E.1.11)
An integral representation is given by
∆(z) =
1
2pii
∫ c+i∞
c−i∞
ds es s−z. (E.1.12)
From the recursion relation we can derive a relation for its derivatives,
∆(k)(z) = z∆(k)(z + 1) + k∆(k−1)(z + 1) (E.1.13)
from which it follows, in particular, for z = 0
∆(k)(0) = k∆(k−1)(1). (E.1.14)
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E.1.1 PolyGamma functions
The logarithmic derivative of the Gamma function is usually called DiGamma function:
ψ(z) ≡ d
dz
log Γ(z). (E.1.15)
Form the recursion relation (E.1.3) it follows that
ψ(z + 1) = ψ(z) +
1
z
; (E.1.16)
for a positive integer n, we can iterate the recursion to obtain
ψ(n+ 1) = ψ(1) + 1 +
1
2
+
1
3
+ . . .+
1
n
. (E.1.17)
The value of −ψ(1) is called the Euler-Mascheroni constant and is
γE ≡ −ψ(1) = 0.577216 . . . (E.1.18)
Higher order derivatives, the PolyGamma functions, are usually indicated as
ψn(z) ≡ ψ(n)(z) = d
n+1
dzn+1
log Γ(z); (E.1.19)
with this notation, the DiGamma function is also indicated as ψ0. Derivating Eq. (E.1.16)
we obtain the recursion relation
ψn(z + 1) = ψn(z) + (−1)n n! 1
zn+1
. (E.1.20)
From this relation one can write a Laurent expansion of ψn(z) around z = 0,
ψn(z) =
(−)n+1n!
zn+1
+
∞∑
k=0
ψn+k(1)
k!
zk, ψk(1) = (−)k+1k!ζ(k + 1) (E.1.21)
where ζ is the Riemann Zeta function defined in Sect. E.2.
An asymptotic expansion at large |z|, for |arg z| < pi, is given by
ψ(1 + z) = log z +
1
2z
+
∞∑
j=1
ζ(1− 2j)
z2j
(E.1.22a)
= log z +
1
2z
+ 2
∞∑
j=1
(−1)k(2k − 1)!ζ(2j)
(2piz)2j
, (E.1.22b)
where in the second equality we have used Eq. (E.2.4). By shifting the argument of
the logarithm, we can mimic the first subleading term in the expansion, obtaining the
approximation
ψ(1 + z) = log
(
1
2
+ z
)
+O
(
1
z2
)
, (E.1.23)
which is surprisingly good even for small z (apart along the negative real axis, where
the log has a cut and the DiGamma a sequence of poles). All the PolyGamma ψk with
k ≥ 1 vanish as 1/zk at large |z|, |arg z| < pi.
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E.1.2 Generalized Gamma functions
The incomplete Gamma function (or plica function) is defined as
Γ(z, a) ≡
∫ ∞
a
dt e−t tz−1; (E.1.24)
it ha a branch-cut on the negative real axis in the a complex plane. Its complement
to the Gamma function is sometimes called the truncated Gamma function,
γ(z, a) ≡
∫ a
0
dt e−t tz−1, (E.1.25)
and of course
Γ(z) = Γ(z, a) + γ(z, a). (E.1.26)
For z = k + 1 integer, integrating repeatedly by parts we get
Γ(k + 1, a)
Γ(k + 1)
= e−a
k∑
n=0
an
n!
, (E.1.27)
where Γ(k + 1) = k!.
Another useful function is the so called Beta function, defined by
B(a, b) ≡
∫ 1
0
dx xa−1(1− x)b−1, (E.1.28)
which can be written in terms of Gamma functions as
B(a, b) =
Γ(a) Γ(b)
Γ(a+ b)
. (E.1.29)
E.2 Riemann Zeta function
A commonly appearing function is the so called Riemann Zeta function, defined bi the
series
ζ(s) =
∞∑
k=1
k−s. (E.2.1)
The series converges for Re s > 1, but the function can be analytically extended to the
whole complex plane, apart from s = 1, where it reduces to the divergent harmonic
series. The analytic continuation is based on the reflection formula
ζ(1− s) = 2(2pi)−s cos
(pis
2
)
Γ(s)ζ(s); (E.2.2)
in particular we can relate the Zeta function for values of its argument less than 1 to
the Zeta function computed values where the series (E.2.1) converges. For positive
integers s = k > 0, we have two cases: when k = 2j + 1 is odd, the cosine vanishes
and we get
ζ(−2j) = 0, j ∈ N, j > 0, (E.2.3)
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while when k = 2j is even, we have
ζ(1− 2j) = 2(2j − 1)!
(2pi)2j
ζ(2j), j ∈ N, j > 0. (E.2.4)
An integral expression for the Zeta function valid for real s > 1 is
ζ(s) =
1
Γ(s)
∫ ∞
0
dt
ts−1
et − 1; (E.2.5)
by expanding the denominator as a geometric series and exchanging the integral and
the sum we get back the series definition Eq. (E.2.1).
Special values of the Zeta function are
ζ(2) =
pi2
6
(E.2.6)
ζ(3) = 1.2020569 . . . (E.2.7)
ζ(4) =
pi4
90
. (E.2.8)
In the text, the values of the Zeta function for integer arguments are usually indicated
as
ζk ≡ ζ(k). (E.2.9)
E.3 Hypergeometric and related functions
The hypergeometric functions are a class of very general functions, which reduces to
simpler special functions in various cases. The most general definition can be given in
term of the power series
pFq(a1, . . . , ap; b1, . . . , bq; z) =
∞∑
k=0
(a1)k · · · (ap)k
(b1)k · · · (bq)k
zk
k!
(E.3.1)
where (a)k is the Pochhammer symbol
(a)k =
Γ(a+ k)
Γ(a)
= a(a+ 1) · · · (a+ k − 1). (E.3.2)
When p > q + 1, the series has zero radius of convergence, but with some analytical
relations a meaning can be given also to these functions, and the power series serves
as an asymptotic expansion.
To see some examples, the easiest case is given by p = q = 0, for which
0F0(; ; z) = e
z. (E.3.3)
We discuss in the following other special cases which appear in the text.
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E.3.1 Airy functions
The (regular) Airy function can be written in terms of hypergeometric functions as
Ai(z) =
1
32/3Γ(2/3)
0F1
(
;
2
3
;
1
9
z3
)
− z
31/3Γ(1/3)
0F1
(
;
4
3
;
1
9
z3
)
(E.3.4)
and is one of the two linearly independent solutions of the Airy equation
f ′′(z)− z f(z) = 0. (E.3.5)
It is an entire function, with infinitely zeros on the negative real axis. The first zero
(closest to the origin) is located at z = −2.33811.
E.3.2 Bateman functions
The Bateman function Kν(z) is a solution of the Bateman equation
−K ′′ν (z) +
(
1− ν
z
)
Kν(z) = 0. (E.3.6)
It can be expressed in integral form and written in terms of hypergeometric functions
as
Kν(z) =
2
pi
∫ pi/2
0
dθ cos (z tan θ − νθ) (E.3.7)
=
e−z
Γ
(
1 + ν2
)U (−ν
2
, 0, 2z
)
(E.3.8)
where U(a, b, z) is the confluent hypergeometric function of the second kind
U(a, b, z) = z−a 2F0(a, 1 + a− b; ;−z−1) (E.3.9)
=
pi
sin(pib)
[
1F1(a; b; z)
Γ(a− b+ 1)Γ(b) −
z1−b 1F1(a− b+ 1; 2− b; z)
Γ(a)Γ(2− b)
]
(E.3.10)
and satisfies
U(a, b, z) = z1−b U(a+ 1− b, 2− b, z). (E.3.11)
The first form for exists only as a formal power series, but can be used as an asymptotic
expansion.
The z-derivative is related to the function itself:
d
dz
U(a, b, z) = −aU(a+ 1, b+ 1, z). (E.3.12)
From this, the logarithmic derivative of the Bateman function can be written as
d
dz
logKν(z) = −1 + ν
U
(
1− ν2 , 1, 2z
)
U
(−ν2 , 0, 2z) . (E.3.13)
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In this Appendix we collect some numerical method used in developing the codes used
in the text.
F.1 Numerical derivatives
Numerical derivatives are usually approximated to the finite differences
f ′(x) ∼ f(x+ h)− f(x− h)
2h
(F.1.1)
f ′′(x) ∼ f(x+ h) + f(x− h)− 2f(x)
h2
(F.1.2)
where h is a “small” parameter: the smaller h is, the better should be the approxima-
tion. However, if h is too small, a roundoff error probably takes place. Then, a better
way to compute the derivarive is to compute the finite differences for different values
of h not too small, and then use a polynomial interpolation to h = 0. Using 3 values
of h we can use a quadratic interpolation, and get as a best estimate
f ′(x) ∼ 1
h2 − h1
[
h2
h1y0 − h0y1
h1 − h0 − h1
h2y0 − h0y2
h2 − h0
]
(F.1.3)
where
yi =
f(x+ hi)− f(x− hi)
2hi
, i = 0, 1, 2. (F.1.4)
If hi are chosen as
hi =
h0
2i
(F.1.5)
201
202 Numerical methods
we get the easier expression
f ′(x) ∼ y0 − 6y1 + 8y2
3
. (F.1.6)
The same technique also applies for the second derivative.
F.2 Root finding
For the computation of the inverse function which defines χs, Eq. (3.3.14), and for
putting on-shell the off-shell kernels, we use a root finding algorithm.
If we know the analytic derivative, the Newton algorithm is quite good (even if not
so fast), and moreover it is applicable also in the complex plane.
However, typically the analytic derivative is not known (or hard to work out) and
we use the secant method, which uses finite differences instead of the actual derivative.
The secant method is also valid in the complex plane, but it is not much robust, and
quite accurate initial guesses are needed in order for the algorithm not to fail.
In the (rare) cases in which we just need tho find a root in the real axis the falsi
regula method works pretty well, since it is fast and robust. However, the two initial
guesses must surround the root, and this may be not simple to realize.
We do not discuss these algorithms here, since the Reader can find very accurate
description of them throughout the web.
F.3 Chebyshev polynomials
In this Appendix we recall the definition and the main properties of Chebyshev poly-
nomials. The Chebyshev polynomials
Ti(z) =
i∑
k=0
Tik z
k, (F.3.1)
are defined in the range z ∈ [−1, 1] recursively by
T0(z) = 1 (F.3.2a)
T1(z) = z (F.3.2b)
T2(z) = 2z
2 − 1 (F.3.2c)
Ti(z) = 2z Ti−1(z)− Ti−2. (F.3.2d)
A generic function G(u) can be approximated in the range u ∈ [umin, umax] by its
expansion on the basis of Chebyshev polynomials (F.3.2), truncated at some order n:
G(u) ' −c0
2
+
n∑
i=0
ci Ti(Au+B), (F.3.3)
where
A =
2
umax − umin , B = −
umax + umin
umax − umin . (F.3.4)
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Simple numerical algorithms for the calculation of the coefficients ci are available (we
have used the routines of the gsl).
Simple algebra leads to
G(u) '
n∑
k=0
c˜k (Au+B)
k (F.3.5)
where
c˜k = −c0
2
δk0 +
n∑
i=k
ci Tik. (F.3.6)
F.3.1 Minimal Prescription
We have shown in Sect. 2.3 that the minimal prescription can be conveniently imple-
mented by means of an analytic expression for the Mellin transform of the luminos-
ity L (z) (which can be either Lqq¯(z) in the case of invariant mass distributions or
L rap(z, 1/2) in the case of rapidity distributions). This can be obtained by expanding
L (z) on the basis of Chebyshev polynomials, truncated at some finite order n, and
then taking its analytical Mellin transform. The luminosity itself, however, is very
badly behaved in the range (0, 1): it is singular at z = 0, and varies by orders of
magnitude in the range
0 ≤ z ≤ zmax; zmax =
{
1 for the rapidity-integrated cross-section
e−2|Y | for the rapidity distribution
(F.3.7)
It is therefore convenient to expand a regularized function
F (z) =
zβ
(zmax − z)δ L (z). (F.3.8)
Values of β and δ in the range 3÷ 7 are normally suited to make F (z) smooth enough
to be approximated by a reasonably small number of Chebyshev polynomials. Equa-
tion (F.3.4) gives
A =
2
zmax
, B = −1. (F.3.9)
and the approximation is
F (z) =
n∑
k=0
c˜k
(
2
z
zmax
− 1
)k
=
n∑
p=0
cˆp z
p, (F.3.10)
where
cˆp =
(
2
zmax
)p n∑
k=p
(
k
p
)
(−1)k−p c˜k. (F.3.11)
The luminosity is easily recovered:
L (z) = (zmax − z)δ
n∑
p=0
cˆp z
p−β =
δ∑
j=0
(
δ
j
)
zδ−jmax (−1)j
n∑
p=0
cˆp z
p+j−β , (F.3.12)
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where the last equality holds for δ integer. It is now immediate to obtain the Mellin
transform:
L (N) =
∫ zmax
0
dz zN−1L (z) =
n∑
p=0
δ∑
j=0
cˆp
(
δ
j
)
(−1)j z
N+p+δ−β
max
N + p+ j − β . (F.3.13)
Alternatively, one may introduce the variable u
z = zmaxe
u (F.3.14)
and appoximate the function
F (u) = zL (z) = zmax e
uL (zmaxe
u) (F.3.15)
by an expansion on the basis of Chebyshev polynomials. The variable u ranges from
−∞ to 0 when 0 ≤ z ≤ zmax; however, for practical purposes one only needs the
luminosity for z ≥ zmin = zmaxeumin . We have therefore
A = − 2
umin
, B = 1, (F.3.16)
and
F (u) =
n∑
k=0
c˜k
(
1− 2 u
umin
)k
. (F.3.17)
We can now reconstruct L (z) through the replacement u = log zzmax . We get
L (z) =
1
z
n∑
p=0
(−2)p u−pmin logp
z
zmax
n∑
k=p
(
k
p
)
c˜k. (F.3.18)
The Mellin transform is computed using the result∫ zmax
0
dz zN−2 logp
z
zmax
= zN−1max
(−1)p p!
(N − 1)p+1 . (F.3.19)
We obtain
L (N) =
∫ zmax
0
dz zN−1L (z) = zN−1max
n∑
p=0
c¯p
(N − 1)p+1 , (F.3.20)
where
c¯p =
2p
upmin
n∑
k=p
k!
(k − p)! c˜k. (F.3.21)
In practice, we have found that the second method is to be preferred for small values
of τ , τ . 0.1, while the previous one works better for τ & 0.1.
F.3.2 Borel Prescription
In this case, we look for an approximation of the function g(z, τ), Eq. (2.3.5), as a
function of z ∈ [τ, 1]. We have
g(z, τ) =
n∑
k=0
c˜k (Az +B)
k =
n∑
p=0
bp (1− z)p (F.3.22)
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where
bp = (−A)p
n∑
k=p
(
k
p
)
(A+B)k−p c˜k (F.3.23)
and
A =
2
1− τ , B = −
1 + τ
1− τ . (F.3.24)
Note that A+B = 1 in this case. Therefore
bp =
( −2
1− τ
)p n∑
k=p
(
k
p
)
c˜k. (F.3.25)
In the case of the rapidity distributions, the variable z is in the range z ∈ [τe2|Y |, 1];
therefore
bp =
( −2
1− τe2|Y |
)p n∑
k=p
(
k
p
)
c˜k. (F.3.26)
For the original Borel prescription, Eq. (2.1.46), it proves useful to approximate
the function g˜(z, τ), Eq. (2.3.14), in powers of log 1z . Defining
t = log
1
z
(F.3.27)
we get
g˜(z, τ) =
n∑
k=0
c˜k (At+B)
k =
n∑
p=0
b˜p t
p (F.3.28)
where
b˜p =
n∑
k=p
(
k
p
)
c˜k A
pBk−p. (F.3.29)
Approximating the function in the range 0 < t < tmax, corresponding to zmin < z < 1,
with zmin = e
−tmax , we have
A =
2
tmax
, B = −1, (F.3.30)
and hence
b˜p =
(
− 2
tmax
)p n∑
k=p
(
k
p
)
(−)k c˜k. (F.3.31)
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