ABSTRACT The optimal power flow (OPF) model is a central optimization problem in power system network. In this paper, we propose a novel approach to solve the OPF problem that has a convex objective function and non-convex feasible domain due to the constraints. Based on the concept of abstract convex analysis, we construct the dual M-convex subsets family of original variables by using the variable separation method, followed by the analysis of the extremum according to the infimum base of the M-convex subsets. It is challenging to obtain an explicit mapping function among the separated variables due to the nonlinear equality constraints. We, therefore, use the theorem of implicit function and the differential function to do duality analysis on separated variables. Based on the min-max principle of the primal-dual problem of OPF, we derive the condition of the complementary factor which leads the Lagrange dual problem to maximum, and make the variable separation that results in a Minkowski-type dual M-convex subset. We then can obtain a local minimum using the principle of abstract convex optimization, which will be the global optimal solution under the Karush-Kuhn-Tucker conditions. We evaluate the proposed approach on several IEEE systems. The simulation results indicate that the approach is feasible and effective to deal with the non-convex OPF problem with a non-convex feasible domain.
I. INTRODUCTION
The optimal power flow (OPF) model is a central optimization problem in power system network. The research and improvement on OPF are of great significance to both theoretical research and engineering application for a power system. OPF is a nonlinear optimization problem. A general formulation of OPF can be given as follow. (1) where, f is the objective function, h and g are a set of equality constraints and inequality constraints, respectively, andū and u are the upper and lower limits of the continuous variable u. Without special specifications of f , h and g, (1) represents a generic optimization problem. In many applications, f usually is non-convex and has multiple local minima [1] . If both f and g are convex, and h is an affine function, then, (1) becomes a standard convex optimization problem, for which the local minima of f is also the global optimal solution of (1) [1] .
According to the convex theory, the objective function, the constraint function and the variable's form and domain [2] , [3] can make the optimization model be nonconvex. In this paper, we focus on the OPF with a convex objective function and the non-convex feasible domain caused by the nonlinear constraint functions. This is a common OPF problem.
Many methods have been developed to find locally optimal solutions for general optimization problems. These methods can be used to solve the large-scale power flow problem [4] - [7] . Especially, the interior point method is one of the effective algorithms which have been widely applied for the development of OPF [8] - [11] . However, most of these algorithms have two issues. First, they cannot estimate the gap between the local optimal solution and the global optimal solution [12] . Second, the solution complexity increases exponentially with the dimensionality of the problem, making it very hard, if feasible, to find a globally optimal solution [12] .
Quite a few highly efficient and reliable algorithms have been developed to solve the standard convex optimization problem in the past decades. With the development of optimization techniques, the research on LP, SOCP, SDP, MCLP and other standard convex optimization models are very fruitful, and some excellent algorithms have been proposed [13] - [17] . By means of variable transformation, the OPF model of nonlinear programming can be transformed into a standard convex optimization model, such as cone programming [13] , semidefinite programming [14] , [15] , or mixed linear programming [16] , [17] . Then a global optimal solution can be found by using the existing state-of-art techniques for standard convex optimization model. Such a strategy has been widely applied to solve the OPF problem. For example, in [16] and [17] , the convex characteristic of OPF was analyzed, with the numerical analysis to support that OPF is in general non-convex in some cases. However, it is noted that transforming a non-convex OPF into a standard convex model is not trivial, because the transformed model must be a standard convex programming problem, it must have unique variable inverse transformation, and the feasible domain of the model must be convex.
Abstract convex analysis [12] , [18] may provide solutions to overcome the above challenges. In this paper, we propose a new approach to analyze and solve the OPF problem, which has a convex objective function and a non-convex feasible domain due to the constraints. By using the variable separation method, we construct a subsets family of the original variables whose feasible domain is non-convex, and make the separation of variables be Minkowski-type dual M -convex. Furthermore, we derive a global optimal solution of OPF based on the dual M -convex variable subset family. Our work provides a novel approach to solve the non-convex OPF problem.
II. PRINCIPLE AND APPROACH

A. ABSTRACT CONVEX ANALYSIS
The term ''abstract convex analysis'' is a combination of ''abstract convexity'' and ''convex analysis''. Roughly speaking, it means an extension of the usual convex analysis to the case of abstract convexity [12] . The key notations and definitions of the abstract convex analysis used in this study are given as follows.
1) CONVEX SET [1]
A set C is convex if the line segment between any two points in C lies in C, i.e., if for any x 1 , x 2 ∈ C and any θ with 0
2) ABSTRACT CONVEX [12] G-convex: if X = R n , and x, y ∈ X , the segment (the closed straight line segment) joining x and y is the set
A set G ∈ X is said to be convex, if it contains the whole segment joining each of its two points, namely, having the implication x, y ∈ G ⇒ x, y ⊆ G M-convex: Let X be a set and M ⊆ 2 X , a family of subsets of X . A set G ∈ X is said to be convex with respect to the family M, or, briefly, M-convex, if G = {M ∈ M|G ⊆ M }.
3) INFIMUM BASE [12] A subset Y of a complete lattice E is called an infimum generator (or, an infimum base) of a subset E 0 of E, if Y ⊆ E 0 and for each x ∈ E 0 , there exists a subset Y x of Y such that x = inf Y x . 4) DUALITY [12] Let E = (E, ≤) and F = (F, ≤) be two complete lattices. A mapping : E → F is called a duality if for each index set I , we have,
where, the symbol indicates mapping. [12] Let E be a complete lattice, and M ⊆ E. Then the mapping
5) THEOREM: MINKOWSKI-TYPE DUALITY
is a duality, and
Corollary: Every duality : E → F is equivalent to a Minkowski-type duality M : E → (2 M , ⊇), where M is the standard generating class for corresponding to any infimum generator T of F.
Because of the constraints, the feasible domain of X and the objective function of OPF all become non-convex. Suppose X can be separated into two parts X = [X 1 X 2 ] T , where X 1 is a set, and X 2 is another set of the dependent variables varying according to the variables of X 1 . If X 1 is G-convex, namely, the line segment between any two variables belong to X 1 always lies in the space X , then the original OPF problem can be converted into the abstract convex analysis problem [1] . Furthermore, the partial order inclusion subset family of X is M-convex, and the intersection of these M-convex subsets is G-convex. If the subset of the separated variables of X is duality M-convex, it must have the mapping X 2 = ϕ(X 1 ), and the mapping is duality. So, the infimum base of the OPF problem is among the duality M-convex subset family [12] , [18] , which means that we can obtain the global optimization information based on the duality M-convex subset family.
B. VARIABLE SEPARATION AND DUALITY ANALYSIS
The approach to separate original variable of formula (1) is given as follows.
1) SEPARATION OF VARIABLE U
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Firstly, it is needed to separate independent variable (basic variable) x and dependent variable y from original variable u of formula (1), namely, u = [xy] T , which helps to simplify the function analysis. The mapping between x and y must be an affine function equality constraint of the standard convex optimization model. The feasible domain of an affine function equality constraint is still the variable definition domain (See Appendix).
Without domain knowledge, it is hard to achieve appropriate separation of u from the purely mathematical point of view, because the number of combination forms to be chosen (C n m ) can be huge. However, in real engineering applications, based on the physical meaning of a variable, the variable separation u = [xy] T can be easy achieved [20] , and the mapping y =hx is affine function. For the OPF problem, x and y are just control variable and state variable. Then, the equivalent transformation of the objective function in formula (1) is eq. (2). We can see that (1) is determined by control variables x.
2) SEPARATION AND DUALITY ANALYSIS OF VARIABLE X Secondly, in order to construct the dual M -convex variable subset family, it is needed to achieve the separation x = [x opt x c ] T , where x opt and x c respectively correspond to X 1 and X 2 described in section II, and there are mapping x c = ϕ 1 (x opt ) and x opt = ϕ 2 (x c ). x opt can make f reach the infimum.
x c can make f reach the supremum.
It is noted that x opt and x c are in line with minimax theorem [1] , [20] . The variable correlations of the OPF problem are implicitly determined by h and g in formula (1). It is not easy to obtain proper separation of x based on just h and g. It is even more challenging to obtain the explicit mapping ϕ 1 and ϕ 2 . As a result, it is hard to deduce the explicit function of eq. (3) and eq. (4).
It is noticed that, based on the implicit function theorem [21] , the mapping relationship ϕ would be solved, and with reference to Lagrange primal-dual formulation, we can do duality analysis of x opt and x c . We outline the main steps as follows.
The Lagrange formulation of (1) is eq. (5).
The Lagrange original formulation is (6) .
And the Lagrange dual formulation is (7).
where, λ and µ are Lagrange multiplier, U is feasible domain [1] , [4] , [20] . Formula (7) can be rewritten as formula (8), (8) Formula (8) shows that, for any u ∈ U , λ and µ would make f reach maximum. If u is a given value, i.e. u = const, then the maximum of f is only related to λ and µ.
is a linear function related to µ. Thus, the implication of formula (8) is the same as formula (7)'s. If formula (8) reach the maximum value, µ must be maximum along its changing direction. So, we can analyze the dual problem based on µ.
The effect of µ on the extremum is also reflected in the Karush-Kuhn-Tucker (KKT) conditions of formula (2) . Since there are equality constraints inf (x), we only need to consider the effective inequality constraints, then the KKT conditions of OPF problem are the same as formula (9) [1] , [4] .
µ is called ''complementary factor'' in the KKT theorem.
It is noted that ∇f (x) of formula (9) is the differential form of formula (2), and ∇f (x) is also the extreme condition of OPF problem. Thus there is a correlation between ∇f (x) and µ. It means that we can do variable separation and duality analysis by the differential formulation of formula (2).
III. DUAL M-CONVEX SUBSET FAMILIES OF OPF
In this section, we analyze some specific OPF problems to illustrate our approach. We still use the (x,y) coordinate system of power flow analysis. The subscript x is the sign of the real part of the power flow parameters, and the subscript y is the sign of the imaginary part. It is different from the previous section.
A. DISTINGUISHING INDEPENDENT VARIABLE BASED ON THE NODE VOLTAGE EQUATIONS
For n nodes power network, there are the rectangular formulaṡ V = e i + jf i andİ i = I xi + jI yi (i = 1,2,. . . ,n). Let the node n be the slack node, i.e.V n = e n + jf n = e n , the remaining nodes are injected current source.
The node voltage equation is eq. (10) .
Where,
In formula (10) , original variable u is separated into power source variable x = [I x I y ] T and voltage variable y = [ef ] T . Formula (10) is not only the affine function equality constraints but also the circuit laws. power source variable x is just the independent variable, and voltage variable y is just dependent variable.
The power flow equation is the simultaneous equation consisting of node voltage equation and node power condition [11] , that is
where S P is a set of the nodes which given active power, S Q is a set of the nodes which given reactive power. When the node voltage of OPF is limited in normal operating range, its operating point will not fall into voltage instability interval, then power flow equation does not appear multiple solutions. Although eq. (11c) and eq. (11d) are the nonlinear functions of I x , I y , e and f , for given active power P and reactive power Q, there is only one unique solution corresponding I x , I y , e and f . So eq. (11c) and eq. (11d) do not affect the uniqueness of the mapping in eq. (11a) and eq. (11b), and they should be regarded as redundant consistence equations.
Formula (11) can be simply rewritten as formula (12) .
Usually, the objective function of OPF has different formulations for different engineering problems. In this section, we take the objective function P L (active power loss) for example. The formulation of P L corresponding I x and I y is formula (13) .
Substituting formula (10) into formula (13), we can obtaiñ f (x) as formula (14) .
In order to do dual analysis, the fully differential formulation of formula (14) is obtained as formula (15) .
And,
Obviously,
are the linear function of I x , I y and e n .
C. EFFECTIVE VOLTAGE INEQUALITY AND MAPPING OF DIFFERENTIAL VARIABLE
The inequality constraints by which the node voltage V k reaches boundary value, i.e. V k =V k or V k = V k , is called ''effective voltage inequality''. In order to ensure the whole network voltage level, the major measure is to control the voltage of the pilot buses in power system. Effective voltage inequality is just the voltage of pilot bus. There are many theoretical achievements and engineering applications about the voltage management and identification of the pilot bus [22] - [24] . In this paper, we assume that effective voltage inequality of OPF is known, and the set of nodes which voltage value reach boundary value is S k .
Let the required voltage of node
Then,
In formula (10), let (10) variable is obtained as formula (18) .
Then, 
where,
R kc . Eq. (22) shows the differential mapping relationship between x k1 and x opt , i.e. dx c = ϕ dx opt . It can be reflected as x c = ϕ 1 (x opt ).
D. DIFFERENTIAL FORMULATION OFf (x)
According to eq. (22), differential formulation ∇f (x) of formula (9) can be obtained to do duality analysis.
Let's take the case, using I yi to optimize P L , for example. For any component of x opt , such as I yi , set dI yi = 0, but the differentiation values of remainder of x opt are zero. Meanwhile, there is the voltage effective inequality V k = V 0 k , the required value of V k is maintained by one component of x c , such as dI yk1 . So, x opt is called ''optimization variable'', and x c is called ''coordination variable''. Then, eq. (23) can be obtained from eq. (15) .
where, S k1 is the set of coordination variable. Considering eq. (22), eq. (24) can be obtained from eq. (23) .
Eq. (24) is the total derivative formulation of the objective function which combining all the effects of equality constraints and effective voltage inequality constraints.
The necessary condition of the extreme point of Eq. (24) is formula (25).
Similarly, the necessary condition of the case, using I xi to optimize P L , is formula (26).
And, the necessary condition of the case, using I xi to optimize unit cost F, is formula (27).
E. DUAL VARIABLE SEPARATION AND INFIMUM BASE OF BASIC VARIABLE x
Because the term
of formula (9) is just the term
. According to the analysis of formula (9), it is known that µ should be maximum value in its feasible domain. So, for the effective voltage inequality g k , formula (28) is obtained.
where, S QG is the set of the adjustable reactive power supply. For power supply j (j ∈ S QG ) which µ is the maximum value, we could choose the power supply j as coordination power supply to adjust V k , that is c = j, the required coordination variables is also determined, that is x c = I yj . We can analyze the condition that Lagrange duality problem reaches the supremum by using the traversal method.
Based on the given S k and the selected x c , the remainder power supply would be taken as the optimization variable x opt , which is variable separation
Let the number of nodes in S k be p, the number of coordination variable set be p, i.e., x c = {x c1 , x c2 ,. . . , x cp }, then we can construct the partial order inclusion M-convex subset family as follows.
. . .
In the definition domain of x opt , x opt ≤ x opt ≤x opt , each component of x opt is independent and arbitrary. For the subset family in formula (29), its intersection G = ∩{M i } = x opt is convex, and M i is dual. So, formula (29) is duality M -convex subset family. Obviously, the infimum base of the standard generating class is just M p in this subset family.
IV. ABSTRACT CONVEX MODEL AND SOLVING FOR OPF
After obtaining x = [x opt , x c ] T , x c and x opt are dual, then the equivalent formulation of (1) is formula (30).
The component of continuous variable x opt is independent and arbitrary, and the definition domain of x opt is convex. The feasible domain which is defined by the affine function and redundant equation is still the definition domain of x opt . If f is convex, formula (30) is just the basic convex optimization model of x opt [4] . Because x c and x opt are dual, formula (30) is also an abstract convex optimization formulation of formula (1) [12] .
A variety of numerical methods based on global and local techniques have been described in [18] and [19] . The local optimal techniques are essentially based on the gradient method [18] , [19] . In this paper, we solve local minima based on the gradient under extreme conditions, which is a classical method commonly used in engineering problems.
Since the infimum base of the OPF model is constructed, based on the extreme conditions, such as (25), (26) and (27), formula (31) can be obtained. Then u = [xy] T can also be solved.
In formula (31), x c is determined based on the extreme condition of partial derivative and maximum of µ, so the solution of formula (31) is a global optimal solution which satisfies the KKT condition.
Formula (31) is the nonlinear algebraic equations which include the node voltage equations and the system generating conditions. It could be solved easily by Newton method. Fig.1 is an IEEE30 system example network. There are 6 reactive power supplies located on the node 1, 2, 5, 8, 11 and 13 respectively. Particularly, the phenomenon that the voltage of the load node is higher than the voltage of power supply can be observed in this system.
V. SIMULATION RESULTS
A. SETTING OF IEEE SYSTEM
We set the unit cost function of this system as follows.
Gi + b i P Gi + c i The specific parameter values are listed in Table 1 . The unit cost functions of IEEE14, IEEE57 and IEEE118 system are the same as IEEE30 system. 
B. DUAL VARIABLE SEPARATION OF POWER SUPPLY
In the IEEE30 system, according to the rule of power transmission, we let the voltage constraints for all nodes beV i ≤1.05. We set the slack node be node 1, the node set of adjustable reactive power supply is S QG = {2, 5, 8, 11, 13}. We assume that effective voltage inequality is known, and there are three nodes whose voltage reaches boundary value, namely, V 0 11 = 1.05, V 0 12 = 1.05 and V 0 13 = 1.05. The node set of effective voltage inequalities is S k = {11, 12, 13}, the nodes 11 and 13 are power supply, and the node 12 is load.
According to S k , the node set S c of coordination power supply can be obtained. The coordination power supply of nodes 11 and 13 is their reactive power. The coordination power supply c 1 of node 12 is chosen form the set {2, 5, 8}. Then, network loss incremental rate
and complementary factor µ of formula (28) are calculated respectively. The results are listed in Table 2 .
In Table 2 , the µ of node 8 is maximum, it means that node 8 has the greater influence on the power distribution of the network than node 2 and 5, it also can be observed form Fig. 1 . So, the coordination power supply which makes the voltage of the nodes set S k to maintain the given values is x c = {I y11 , I y8 , I y13 }, the nodes set of coordination power VOLUME 6, 2018 (28) supply is S c = {11, 8, 13}, and optimization variable is the remainder power supply excepting coordination variable.
Similarly, the analysis results of IEEE57 system are S k = {46, 51} and S c = {3, 12}.
C. ANALYSIS OF OPTIMIZATION RESULTS
The optimization results of IEEE14, IEEE30 and IEEE57 systems, including optimization variable x opt , the objective function P L (x opt ) and F(x opt ), nodes set S k and S c , are listed in Table 3 . According to the optimization cases listed in Table 3 , we solve formula (31) and obtain the local minimum which satisfies eq. (25), eq. (26) and eq. (27). The detailed optimization results are listed in Table 4 . According to the definition of local minimum, i.e.
, by using the enumeration method, we can check if the solution solved by formula (31) with voltage inequality constraints is the local minimum. So, along with the gradient of each power source variable, we calculate power flow with small increment, and the results of small deviation check are listed in Table 5 and Table 6 .
In Table 5 , we set the small increment of the power source as ±1MVA. Comparing the values of F and P L in Table 5 with the values (marked in pink) of the case No. 5 in Table 4 Table 4 is just the local minimum.
Similarly, comparing the values of F and P L in Table 6 with the values (marked in blue) of the case No. 6 in Table 4 , we can find that the value of the case No. 6 in Table 4 is the local minimum in the feasible domain.
These above simulation examples show that, for IEEE30 system, if the voltage function of the load node is effective voltage inequality constraints, then there are several local minima. Especially, by using dual variable separation and coordination mode proposed in this paper, we can obtain the proper local minimum, and the solution is highly reliable. Furthermore, in Table 4 , the optimization modes of the cases No. 2, 5, 7 and 9 are that F is optimized by P G , and P L is optimized by Q G . They are multi-objective optimization cases. It indicates that the proposed approach can be used to solve the multi-objective optimization power flow problem as well.
VI. CONCLUSION
The OPF problem involves non-strictly convex variable inequality. The effective voltage inequality of the load node makes the feasible domain of original variable u nonconvex, which causes multi-extreme points in the OPF problem. Based on the concept of G-convex and dual M -convex, an OPF problem with non-convex feasible domain can be analyzed by using convex analysis methods, and the information on the global optimum solution can be obtained.
Based on the given effective voltage inequality of the load node, the complementary factor µ of all reactive power is first traversed, then the dual coordination variable for the effective voltage inequality is chosen according to the maximum µ. In this way, the separation of optimization variable and coordination variable will be achieved, and the infimum base of OPF problem will also be confirmed. Furthermore, the local minimum corresponding to the infimum base is just the global optimum solution which satisfies KKT necessary condition. The proposed approach in this paper is highly reliable to analyze the global optimum solution for the OPF problem.
APPENDIX ANALYSIS ON THE FEASIBLE DOMAIN OF AFFINE EQUALITY CONSTRAINTS
If formula (1) is a standard convex optimization model, and the original variable u can be separated as follows.
T , x ∈ R m−n , y ∈ R n Then, the equality constraint of an affine function can be expressed as Eq. (A-1). VOLUME 6, 2018 
h(u)
=
