We demonstrate how different normalization techniques in GC-MS analysis impart unique properties to the data, influencing any biological inference. Using simulations, and empirical data, we compare the most commonly used techniques (Total Sum Normalization 'TSN'; Median Normalization 'MN'; Probabilistic Quotient Normalization 'PQN'; Internal Standard Normalization 'ISN'; External Standard Normalization 'ESN'; and a compositional data approach 'CODA'). When differences between biological classes are pronounced, ESN and ISN provides good results, but are less reliable for more subtly differentiated groups. MN, TSN, and CODA approaches produced variable results dependent on the structure of the data, and are prone to false positive biomarker identification. In contrast, PQN exhibits the lowest false positive rate, though with occasionally poor model performance. Because ESN requires extensive pre-planning, and offers only mixed reliability, and ISN, TSN, MN, and CODA approaches are prone to introducing artefactual differences, we recommend the use of PQN in GC-MS research.
Introduction
A fundamental component of biological research is determining how individuals perceive and acquire information from their environment. [1] [2] [3] [4] For many species, semio-chemical cues and signals serve as the primary sensory input, and decisions must be made based on information found therein. [5] [6] [7] [8] Due to their importance, a substantial amount of work is focused on identifying, and comparing the chemical composition of olfactory cues and signals. [9] [10] [11] Information in these 'odors' can be encoded either digitally through the presence/absence of individual compounds, and/or analogically through their relative abundance. [12] Their composition varies with primary gland products, secondary metabolites from commensal microbiota, [13] [14] [15] and environmental factors, [7, 12] and can therefore convey a wide range of individual-specific information such as age, [16] sex, [17] diet, [18] disease status, [19] reproductive state, [20] and genotype. [21] The chemical analysis of olfactory samples is typically carried out via combined gas-chromatography-mass spectrometry (GC-MS). In brief, the gas-chromatograph promotes the separation of compounds based on their retention time in a column, where this depends on the compounds' characteristics (e.g., size, electrical charge, etc.) driving interactions with the column wall, as well as the carrier gas that moves the sample through the column. The mass spectrometer then allows for the detection, and molecular identification of these separated compounds, by breaking them down into ionized fragments and detecting them via their massto-charge ratio. The resulting data are commonly referred to as gas-chromatogram profiles (hereafter 'profiles'), and contain information on the relative abundance of each compound present in the original sample (i.e., peaks). Although the concept of combined GC-MS is not new, [22, 23] recent advances in the sensitivity and cost-effectiveness of GC-MS techniques, [10, 24] have resulted in an exponential increase of semio-chemistry research ( Figure 1) .
Although combined gas-chromatography-isotope dilution mass spectrometry (GC-IDMS) [25] is increasingly used to provide absolute quantification of compounds, GC-IDMS is still laborand cost-intensive, and necessitates careful evaluation for each application. [26] Thus, comparative analyses are typically based on the evaluation of the relative abundance of compounds across classes of interest in GC-MS profiles (e.g., inter-specific, -population, -sex, -season, etc.), with the aim of identifying compounds of interest (i.e., biomarker identification). [27, 28] For instance, identification of single-compound pheromones [12, 24] relies on the identification of biomarkers that can elicit the predicted response in scent-playback experiments. [29] Problematically, however, GC-MS profiles carry relative, not absolute, information, and therefore even small differences in sample volume, concentration, and/or variation in lab procedures, in combination with impurities and background noise, can influence the perceived abundance of compounds (i.e., the 'size effect'). [27, 30] It is therefore critically important that lab methods be tailored towards providing comparable data, even between different labs. Furthermore, because of this size effect, preprocessing must be carried out before profiles can be compared statistically. A large number of pre-processing techniques are routinely applied to GC-MS data, [31, 32] but each is subject to inherent limitations that can lead to different, and sometimes misrepresentative results, [27, 33, 34] making biological interpretation problematic. Despite highly variable performance, [27, 28, 35, 36] it remains an open question, which pre-processing technique is the most appropriate, and many researchers are unaware of the biases associated with these methods.
Here, we provide a comparative analysis of the most commonly used normalization techniques aimed at removing the size effect from GC-MS data. We first give a brief overview of each technique, and then test their performance on two simulated datasets with differing levels of complexity, as well as one empirical dataset. We choose this approach because simulations present an effective means for assessing normalization techniques as, unlike empirical data, the true distributions are known. [27, 35] Nevertheless, because the results of simulation studies may be reflecting artifacts of the functions used to simulate these data, rather than providing a sufficient representation of how data normalization techniques function on empirical data, we also evaluated each method's performance using empirical GC-MS profiles obtained from European badger (Meles meles) subcaudal gland secretions. [37, 38] We demonstrate how each of these methods imparts unique properties to the data, shaping the biological inference of results.
Normalization Methods
We compared six of the most commonly used normalization techniques: Total Sum Normalization (TSN); Median Normalization (MN); Probabilistic Quotient Normalization (PQN); External Standard Normalization (ESN); Internal Standard Normalization (ISN); and the Compositional Data (CODA) family of methods. Although the calculation of pairwise log-ratios (PLR) has recently been suggested, [39] the computational time required for this method renders it prohibitive for most empirical cases, [27] and was therefore excluded from our analyses.
Total Sum Normalization (TSN)
TSN is the simplest method for normalizing GC-MS data. [32] It requires dividing the area of each peak in a profile by the total sum of all peaks within that profile such that for the ith peak (x i ) of jth profile
Sum normalized data are often multiplied by 100, and expressed in terms of their percent contribution to the total area. In line with this latter approach, we express TSN profiles in terms of their percentage contribution. It is important to note that TSN introduces closure to chromatographic data. As a result, an increase in the abundance of one peak, or indeed the addition of further peaks due to more sensitive GC-MS equipment or longer sample runtimes, necessitates a relative decrease in one or several of the other peaks. As such, inter-sample differences initially due to variation in a single peak may be diffused across multiple peaks, [27] and studies using even slightly differing protocols cannot be reliably compared.
Median Normalization (MN)
MN, first proposed by Wang et al., [40] controls for the size effect by calibrating all profiles against a randomly selected reference profile. Once a reference profile has been selected, the quotients of peaks in a profile of interest and the corresponding peaks in the reference profile are then calculated, and the median of all quotients is determined. Finally, all peaks are divided by the median quotient. Quotient normalization [35] operates in a similar way to MN, controlling for the size effect by normalizing each peak against a 'reference' profile. The PQN method however, first requires the calculation of either the mean, or median chromatogram as this this reference, [35] rather than randomly selecting a single profile. The quotients of peaks in a profile of interest and the corresponding peaks in the reference profile are then calculated, and the median of all quotients is determined. Finally, all peaks are divided by the median quotient.
Sensitivity tests suggest that the choice of reference profile is not critical, provided it roughly represents the shape of the profiles to be normalized. Nevertheless, as the median profile is generally more robust, [35] because it is less sensitive to outliers than the mean, we used the median profile as the reference. It should be noted, however, that because profiles are standardized to the mean, or median profile, PQN operates under the assumption that classes of interest (e.g., species, sex, reproductive state, etc.) do not exhibit substantial differences. Although limited by this assumption, recent work on simulated data suggests PQN as a reliable normalization technique.
[27]
External Standard Normalization (ESN)
ESN -also commonly referred to as a Quality Control (QC) method [28] -involves the calibration of compound peak areas against a reference compound. The reference is an added external standard with a constant, known concentration across all samples. Peaks are then expressed in terms of their percent abundance relative to the added standard such that
Notably, calibrating against a single standard can result in highly variable normalized values, which depend heavily on the properties and concentration of the compound that is used as the standard. [41] The applicability of ESN is thus limited by requiring extensive pre-planning of the GC-MS runs, such as pre-running additional GC-MS samples to determine the best suited standard(s), and their ideal concentrations [42] ; and if samples and/or individual compounds within them vary substantially in concentration between profiles, each sample would need to be pre-analyzed individually to determine the appropriate standard concentration. The addition of an external standard(s) to samples will also increase costs, where this can be prohibitive in certain cases, and/or result in a trade-off with the number of samples that are analyzed. Furthermore, because ESN is highly dependent on the standards(s) used, [41] it does not permit for direct meta-analyses between un-transformed profiles. In contrast, all other methods can be chosen for any data set, which, in addition to increasing their practicality, can permit meta-analysis.
Internal Standard Normalization (ISN)
Similar to the ESN approach, and also a member of the QC family, [28] ISN involves the calibration of compound peak areas against a reference compound. Here, however, the reference is one of the compounds naturally present in each of the analyzed profiles. The reference compound is typically that which is present in the greatest abundance across all samples. [37, 38] Peaks are then expressed in terms of their percent abundance relative to the most abundant compound
As with ESN, ISN depends heavily on the compound that is used as the standard. [41] Notably, if the chosen standard varies naturally, peaks areas will vary due to both biological variance and the size effect, and these two sources of variation may be confounded when attempting to remove the size effect.
Compositional Data Normalization (CODA)
GC-MS data normalization typically operates under the principle that profiles do not carry absolute, but rather relative information and should therefore be expressed in terms of ratios. A property of ratios, however, is that they exhibit asymmetrical variance (i.e., the variance of x i /x j 6 ¼ the variance x j /x i ), and therefore the CODA approach to GC-MS data normalization [43] utilizes log-ratios to correct for this undesirable property ((i.e., the variance of log(x i / x j ) ¼ the variance of log(x j /x i ) [27] ). Although a number of approaches from the CODA family are routinely implemented (e.g., additive log-ratios, centered log-ratios, isometric log-ratios), they all result in comparable performance when applied to GC-MS data. [27] As such, only the centered log-ratio approach [43] was compared here. This method operates by defining the log-ratio of a peak in a profile to the geometric mean of all peaks in that profile
is the normalized peak area of the ith peak (x i ) of jth profile, x ij is the ith peak area in the jth profile, and g j is the geometric mean of all peaks in the jth profile. It should be noted that the geometric mean is only appropriate for positive, nonzero numbers. As such, profiles with missing peaks (i.e., an area of 0) require some form of transformation, which may result in misrepresentative geometric means.
Evaluating the Performance of Normalization Methods Using Simulated Data
To compare the influence of these methods on biomarker identification, we simulated two GC-MS datasets, each containing 20,000 individual profiles. In our first study, we simulated a dataset with a simple, two-group structure. Individual profiles consisted of 10 unique peaks, with values being drawn from normal distributions. For peaks 1, and 2, we differed the means (μ j ) between two groups (G1 and G2) so as to generate the true inter-group differences, whereas μ j for peaks three to nine were held constant between groups. We used a fixed standard deviation (σ j ) across peaks one to nine to www.advancedsciencenews.com www.bioessays-journal.com emulate biological variation. Finally, peak 10 had a fixed value across all profiles (i.e., σ j ¼ 0), and so any inter-profile differences in this peak were purely due to the size effect. Note, peak 10 was used as the external standard for ESN normalization.
In our second simulation study, the profiles were comprised of 25 peaks, and had a more complex structure of main groups, and sub-groups. The values of peak areas were generated from normal distributions, except for peak 4, which was generated from a bimodal distribution for G2.
The values of μ j and σ j were chosen based on typical peak areas for compounds present in badger sub-caudal gland profiles.
[37] Peaks 1-7 differed between two main groups (G1 and G2), emulating the differences typical from for example intersexual variation. [37, 38] Peak 7 was set as being absent from G1, and present with a normal distribution in G2, to mimic for example the presence of testosterone metabolites in male À but not female À secretions, and was the only peak that was completely absent from all individuals in a group. Peaks 8-12 differed in relative abundance between four subgroups (SG1; SG2; SG3; and SG4), emulating subtler differences typical from seasonal, and/or inter-group variation. [37, 38] Peak 13 differed between both main groups and sub groups; and peaks 14-24 had consistent means and deviations across all individuals. Finally, σ j for peak 25 was set to 0, and so any differences in this peak were due purely the size effect. Note, peak 25 was used as the external standard for ESN normalization. The values of μ j and σ j , and the R script used to generate these datasets are presented in Appendix S1, and the script necessary to apply the normalization methods to these data are presented in Appendix S2, in Supporting Information.
To evaluate how each normalization technique influenced the identification of biomarkers, we subsampled 50 profiles chosen at random from the main pool of profiles, and applied the size effect to each as:
where x SE ij represents the ith peak (x i ) of jth profile with the introduced size effect; N j the background noise, generated from a normal distribution with μ N ¼ 1 and σ N ¼ 0.2; and M j the multiplicative effect, generated from a normal distribution with μ M ¼ 1 and σ M ¼ 0.5. [27] We then applied each of the normalization techniques to the same subset of profiles with the size effect, and used a random forest (RF) model [44] to classify individual profiles according to main groups, and sub-groups, with normalized peak values as the prediction variables, using the R package caret. [45] We chose RF modeling as it represents a promising tool for the analysis of GC-MS data, not requiring any parameter reduction prior to analysis, and is routinely used for biomarker identification. [28, 46] For each dataset, an RF model was trained by generating 20 000 decision trees. For each run, data were bootstrapped 1000 times, with resampling. Identification of the biomarkers important for classifying groups, and sub-groups, in each RF model was carried out by applying a k-means clustering algorithm across RF variable importance values, with k ¼ 2 for RFs classifying main groups, and k ¼ 4 for RFs classifying sub-groups (i.e., the number of distinct classes [47] ). Those peaks in the cluster with the greatest mean variable importance were classified as a 'peak of primary importance' (PPI).
We quantified the accuracy of each model as the proportion of all instances where groups/sub-groups were classified correctly. Because RF model accuracy is a function of both a correct decision (i.e., a true positive/negative) and the random chance of a wrong decision resulting in a correct classification (i.e., a false positive/negative), we also calculated the kappa statistic (κ) for each model. κ compares the accuracy of a model's classifications to the accuracy associated with random chance, thus providing a statistic of how well the model compared to random assignment (ranging on a scale from À1 to 1, higher values indicating more reliable results [48] ). The subsampling, normalization, and biomarker identification process was then repeated 1000 times, and results compared across iterations. All analyses were conducted in the R environment, [49] and the computations were conducted on the Smithsonian Institution High Performance Cluster (SI/HPC).
Differences in the Performance of Normalization Techniques on Simulated Data With a Simple Structure
When classifying groups for the simulated dataset with a simple, two-group structure, model accuracy and κ did not differ between methods (F [5, Figure 2b ) of PPI identification between methods. TSN and ISN had the highest false positives rates, and routinely resulted in entirely false PPI identification. These two methods also had the highest false negative rates. MN, and CODA performed better than TSN and ISN, but still exhibited only intermediate rates of both false positives, and negatives. ESN, too, also had intermediate rates of false positive PPI identification, but offered the best performance in terms of minimizing type II error. PQN, in contrast, offered the most reliable performance in terms of minimizing both type I and type II errors. Furthermore, it was the only method with an inter-quartile range that included a false positive rate of 0.
In summary, from simulation study 1 we found that, when classifying groups from a dataset with a simple underlying structure, all methods resulted in comparable classification accuracy, but PPI identification differed drastically based on the method applied. PQN offered the most reliable performance in terms of minimizing both type I and type II errors, though ESN exhibited the lowest false negative rates. In contrast, despite good model performance, all other methods we tested exhibited poor PPI identification, and produced generally unreliable results. Our findings also suggest that model accuracy, and κ are not necessarily reliable indicators of the trustworthiness of identified biomarkers, as false positives and false negatives can cancel each other out.
www.advancedsciencenews.com www.bioessays-journal.com
Differences in the Performance of Normalization Techniques on Simulated Data With a Complex Structure
For the simulated dataset with a more complex structure, each of the normalization techniques imparted a unique shape to the data, resulting in substantially different model performance and PPI identification. Despite consistently high model performance when classifying main groups (Figure 3) , the TSN and MN introduced differences that did not exist in the original data, resulting in false positive PPIs. This even included regular instances where peak 25 was selected as a PPI, although this particular peak was specifically set not to exhibit any variation between profiles. The CODA approach also introduced an analytically-biased effect. Here, profiles from class G1 had a greater geometric mean than profiles from G2, and CODA normalization resulted in the asymmetric distribution of differences between classes, and decreased model performance. When classifying both main groups and sub-groups (Figure 4) , the PQN approach identified the fewest PPIs. Although this produced no false positives, it also resulted in the lowest mean model performance for this dataset.
Of the QC family of normalization methods, we found that, because variance was due to biological differences as well as the noise effect, calibrating against an internal standard proved unreliable. Despite relatively good model performance, ISN normalization produced a high false positive rate when classifying PPIs for both groups, and sub-groups. For subgroups, ISN routinely identified peak 25 as a PPI, although again, this particular peak had a fixed value between profiles. In contrast, calibrating against an external standard produced distributions that were consistent with the original dataset, generated no false positives, and resulted in consistently good model performance.
In summary, from simulation study 2, we found that ESN offered the most reliable performance in terms of individual classification, and biomarker identification. In contrast, despite good model performance, MN, TSN and ISN exhibited unpredictable behavior, and were generally unreliable. The CODA method is subject to some inherent limitations, and these influenced its ability to recover the original shape of the data, impeding its performance. PQN in contrast performed well in terms of recovering the shape of the data and subsequent biomarker identification, albeit with variable model performance.
Evaluating the Performance of Normalization Methods on Empirical Data
We then evaluated the performance of normalization techniques using chromatographic profiles obtained from badger subcaudal gland secretions. Subcaudal gland secretion samples were collected from 15 adult European badgers (10 males, 5 females) in Wytham Woods, Oxfordshire, England (GPS reference: 51 46 0 26"N; 1 19 0 19"W) [50] during three different trapping events: in spring (June 4-12, 2013, n ¼ 3, 2 males, 1 female), summer (August 20-30, 2013, n ¼ 9, 5 males, 4 females), and in autumn (November 4-8, 2013, n ¼ 3, 3 males). As part of an ongoing population study, [51] and following the methodology described by Sun et al., [52] badgers were trapped overnight in cage traps baited with peanuts. At first capture, all animals were tattooed with an individual number, permitting individual identification over time. After sedation with 0.2 mL ketamine hydrochloride/kg body weight, [53] subcaudal gland secretion was scooped out of the subcaudal pouch using a rounded stainless steel spatula cleaned in 95% ethanol after each sampling [37] and stored in glass vials with Teflon lids to avoid contact with plasticizing agents. Secretions were frozen immediately and stored at À20 C until GC-MS analysis (for details see Appendix S3, in Supporting Information).
To evaluate how each normalization technique influenced model performance, we again used RF models to classify individual badgers according to sex (male; female) and season (Spring; Summer; Autumn), with transformed peak areas as the prediction variables. We chose to classify individuals according to sex and season as previous work established that badger subcaudal gland secretions exhibit pronounced inter-sexual and Figure 2 . Box plot depicting a) the false positive rates (i.e., type I error), and b) the false negative rates (i.e., type II error) of identification of peaks of primary importance for each of the normalization methods in simulation study 1. www.advancedsciencenews.com www.bioessays-journal.com Figure 3 . Results of the simulation study 2. In the first column an example of a sub-sampled dataset, and the resulting transformed data are presented. Abundance values are mean centered. In the second column, the accuracy and kappa of RF models predicting classes G1 and G2 are presented. Bar plots in the third column show the frequency of selection of peaks of primary importance for differentiating classes G1 and G2. Note the log-scaling of the y-axis.
www.advancedsciencenews.com www.bioessays-journal.com Figure 4 . Results of the simulation study 2. In the first column an example of a sub-sampled dataset, and the resulting transformed data are presented. Abundance values are mean centered. In the second column, the accuracy and kappa of RF models predicting sub-classes SG1; SG2; SG3; and SG4 are presented. Bar plots in the third column show the frequency of selection of peaks of primary importance for differentiating classes G1 and G2. Note the log-scaling of the y-axis.
Àseasonal variation, and that this information is accessible to badgers. [37, 38] As with the simulated data, each RF model was trained by generating 20 000 decision trees. For each run, data were bootstrapped 1000 times with resampling. We then quantified the accuracy and κ for each model. Following the same biomarker identification procedure as our simulation study, we determined the PPIs for classifying sex and season. For each RF model we applied a k-means clustering algorithm across RF variable importance values, with k ¼ 2 for RFs classifying sex, and k ¼ 3 for RFs classifying season (again defined by the number of classes). Those peaks in the cluster with the greatest mean variable importance were classified as PPIs.
Choice of Normalization Technique Affects Discriminative Resolution of Biological Categories in Empirical Data
As with the simulated data, each normalization technique imparted a unique shape to the data ( Figure 5) . By changing the shape of the raw data, each technique also resulted in a unique set of pairwise Euclidean distances between individual profiles. A cluster analysis of these distance matrices then revealed a different clustering pattern for each technique. For instance, the CODA method resulted in the greatest pairwise distances between individuals, and it was the only method to separate the two samples from the same individual (Male 5) into more than a sub-branch. In contrast, ISN, and MN resulted in relatively small pairwise distances. Here, male/female clusters were well defined but seasonal variation was poorly identified. The relative distances for all other methods were comparable, although PQN resulted in good separation between sexes and seasons, whereas TSN and ESN produced less well-defined clusters.
We also found that the classification performance of RFs differed substantially between each of the normalization techniques. Although all normalization methods resulted in comparable accuracy when classifying sex ( x ¼ 78.4% AE 5.5% SD; Table 1 ), the RF utilizing ISN transformed data had the greatest κ. Indeed, a Principal Component Analysis (PCA) across the proximity matrices of RFs classifying sex revealed that the ISN transformed data resulted in completely distinct clusters of males and females ( Figure 6 ). All other normalization methods resulted in comparable model κ, but MN and PQN transformed data produced distinct clusters, whereas this was not the case for TSN, ESN, and CODA normalized data. Notably, as with simulated data, ISN normalization also resulted in the greatest number of PPIs being selected (Table 1) . Interestingly, no single peak was classified as a PPI across all six normalization techniques when classifying sex.
The performance of RFs classifying season was relatively poorer (x̄¼ 69.7% AE 4.5% SD) for all normalization methods except PQN. For all methods, variable importance when classifying season was more evenly distributed across peaks than when classifying sex, suggesting that inter-seasonal variation between profiles was less pronounced than intersexual variation. Here, only the model applying PQN transformed data resulted in a substantial improvement to random chance. Indeed, a PCA across the proximity matrices of RFs classifying season revealed that only the PQN transformed data resulted in well aggregated clusters ( Figure 6 ). Consistent with the results of our simulations, for this classification the model applying ISN transformed data exhibited the poorest performance, and the greatest number of PPIs. Similarly, the performance of RFs classifying season was greatest for PQN data, where only two peaks were in the PPI cluster À consistent with the low PPI selectivity observed in simulated data. Again, no peak was of primary importance across all six normalization techniques.
In summary, when classifying sex for the empirical data, all methods provided comparable accuracy, but only profiles processed via MN, PQN and ISN resulted in the sexes being separated into distinct clusters. In contrast, the separation resulting from TSN, ESN, and CODA normalized data was only a marginal improvement from that of the raw data, with the size effect. Furthermore, for classifying scent profiles according to the more data limited case of seasonal variation, only PQN offered a reasonable improvement from random chance and was the only method able to separate groups into distinct clusters. MN, ISN, ESN, TSN and CODA methods exhibited unreliable model performance, and did not separate seasonal variation in sub-caudal gland profiles into distinct clusters.
Classification Accuracy is Related to Data Normalization
Identifying whether or not chemo-sensory signals/cues differ between groups of interest is a major component of GC-MS research. [16, 17, [19] [20] [21] From simulation study 1, we found that when differences between groups were pronounced, and the structure of the underlying data was relatively simple, all methods resulted in comparable model performance. When the data structure was more complex as in simulation study 2, calibrating against an external standard was the single most reliable normalization method for this purpose. In agreement with De Livera et al., [41] however, our empirical results suggest that ESN might not work as well for real data. We found that ESN normalized data resulted in the poorest improvement from random chance when using an RF approach to classify badger subcaudal gland secretions according to sex and season. This was likely due to ESN's limited ability to handle some forms of variation, for instance variation introduced in the process of sample preparation [41] or natural variation in sample concentration, as reported in badger secretions. [38] Calibrating against an internal standard also worked well for simulated data, but resulted in unpredictable performance on our empirical data, with accurate classification when differences between groups were large (i.e., inter-sexual differences), but poor performance when differences were small and/or sample sizes were limited (i.e., seasonal variation in subcaudal gland secretions). This was likely due to the fact that peaks are subject to both biological variance and the size effect, and these are confounded when attempting to remove the size effect alone. We note, however, that sample sizes were limited when classifying season in our empirical dataset, so the different biases of the methods we tested were likely confounded by small sample size bias, and the empirical results should be treated with some caution. Figure 5 . Heat maps depicting the areas of peaks in each sub-caudal gland sample (first column); and the pair-wise Euclidean distance between chromatograms resulting from each normalization technique (second column). In the third column, the results of a clustering analysis based on these Euclidean distances are also presented.
www.advancedsciencenews.com www.bioessays-journal.com Importantly, by dividing by the geometric mean of each profile, the CODA method is unsuited for disentangling biological variance from lab-based variance as any differences between groups of interest will be carried over to the geometric mean -a limitation that gets worse as the differences between groups increase. In agreement with the findings of Filzmoser and Walczak, [27] for our empirical data this resulted in an increase in all pairwise distances, and poor model performance. Similarly, by introducing closure to each profile, TSN can work well when the data are close to closure (e.g., a relatively constant mass of the analyzed samples), but behave poorly when the data are far from closure (e.g., variable mass). [27] Furthermore, small differences in GC-MS protocols between studies would make comparison of GC-MS metadata impossible with this method as additional compounds might be picked up if GC-MS runs were extended. We found that MN offered good model accuracy and κ across both of our simulation studies, but performance was reduced for the empirical dataset. For PQN, because profiles are standardized to the mean, or median peak area, it also operates under the assumption that classes of interest do not exhibit overly large differences. Although limited by this assumption, our empirical results suggest that PQN is not as severely biased by this assumption as the CODA method, and produces the most reliable results for both well-defined groups, and groups with subtler differences between peaks. [27] In this respect, sensitivity tests suggest that the choice of reference profile is relatively uncritical, with the caveat that it should represent roughly the shape of the profile to be normalized. [35] Nevertheless, when few profiles are available, and differences between profiles are large, results should be treated with caution. While the number of what can be considered 'too few profiles' will depend on the shape and variance of the profiles being analyzed, we suggest that researchers conduct sensitivity analyses on the robustness of the median profile. It is crucial to note that all investigations into the suitability of PQN have been conducted on analogically coded data. [27, 28, 33, 35] Many (typically non-mammal) species, however, code information digitally via the presence/absence of compounds. [12] Under these circumstances, PQN's assumption that classes do not exhibit overly large differences [35] may be severely violated. Further investigation into the suitability of PQN for these data is clearly needed.
Normalization and Biomarker Identification: An Intrinsic Relationship
Another major component of GC-MS research is the identification of biomarkers important for differentiating groups, [28, 35] which may function as single-compound pheromones. [12] Crucially, accurate model classification performance does not necessarily equate to accurate biomarker identification. [27] For instance, although TSN and MN resulted in good model accuracy and κ when classifying main groups in our simulated datasets, these routinely identified false positive biomarkers. Because each normalization method imparts unique properties to the data, any biomarker identification will be affected by the normalization technique employed. To control for this, Chen et al. [28] suggest a blanket approach of applying multiple different normalization techniques and identifying the selected biomarkers that are common across each method. Although this proved a possible solution for our simulated datasets, from our empirical results we found that no peak was of primary importance across all six normalization techniques, although some peaks were identified by multiple methods (such as peak124, (9Z,12Z)-Phenethyl octadeca-9,12-dienoate; which was identified by TSN, PQN, ESN, and CODA methods). This approach is therefore unlikely to be consistent for all datasets. If applying a blanket approach for biomarker identification, we recommend researchers treat results with caution. For instance, a biomarker identified only by MN, ISN, and TSN transformed data, which are prone to false positive identification, will be less reliable than one identified by methods that are less prone to false positives, such as PQN or ESN.
From simulated data we found ESN was a reliable normalization method for biomarker identification, and had generally low rates of false positive and false negative discovery rates. In contrast, ISN resulted in the highest rate of false positive biomarker identification for simulated data, and, consistent with this, also identified the greatest number of PPIs in our empirical dataset. These findings suggest that the QC family of methods, as applied in this study, are not sufficiently consistent across all datasets/groups of interest to provide reliable biomarker identification. Of the statistical methods (TSN, MN, PQN, and CODA), the closure introduced by TSN resulted in problematic false positive biomarker identification, and this method should thus generally be avoided. [27, 28] Similarly, despite good model performance, MN resulted in high false positive detection rates. In contrast, the consistently low false positive and false negative identification 
Conclusions and Outlook
Interest in chemo-sensory research is likely to continue to increase [10, 11] (Figure 1 ), due in part to the improved efficiency, and decreased cost of GC-MS analysis, and further facilitated by advances in computing power and analytical software. Given that data normalization is a pre-requisite of GC-MS analysis, [27, 28, 31, 35, 36] researchers should be aware of how these methods operate, and how they can influence biological inference. We tested the appropriateness of commonly used normalization techniques by examining their ability to accurately identify biomarkers, and classes of interest. Results suggest that calibrating against an external or internal standard generally resulted in high classification accuracy for groups of interest when differences were pronounced, but were less reliable for more subtly differentiated groups. [41] Furthermore, biomarker identification via ISN, MN, TSN, and CODA approaches were highly depen dent on the structure of the data, and prone to introducing artefactual differences. [27] Thus, we discourage the use of these normalization methods. In contrast, PQN was consistent across datasets, and classes of interest, and exhibited a low error rate, suggesting it as the most globally suitable pre-processing method. We note that the results of clustering analyses and bio-marker identification were rarely consistent between methods, nor between datasets. These differences highlight the crucial need for experimental validation of the inference of biological importance and semio-chemical conclusions based on statistical analyses [37, 38] through, for instance, scent-provisioning experiments in the field. [29, 54] We also encourage researchers to assess the potential performance of different normalization methods on their empirical profiles, using simulated data that reflect the structure of empirical data in question (e.g., number of compounds, profile shapes, sample sizes, etc.) as in the present study, or via the open source tool NOREVA. [34] Abbreviations CODA, Compositional Data Normalization; ESN, External Standard Normalization; GC-MS, Gas-Chromatography-Mass Spectrometry; ISN, Internal Standard Normalization; MN, Median Normalization; PPI, Peak of Primary Importance; PQN, Probabilistic Quotient Normalization; QC, Quality Control; RF, Random Forest; TSN, Total Sum Normalization.
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