Introduction

O
The theory of onedimensional nonlinear difference equations underwent considerable progress in recent years, as the result of the efforts of theorists from several fields -in particular from physicsto get a better understanding, by making use of the notion of the "Hopf's bifurcation," of the appearance of cycles and of the transition to aperiodic or "chaotic" behaviour in physical, biological or ecological systems. These new developments seem to be potentially very useful for the study of periodic and aperiodic phenomena in economics.
Parts of this theory have been indeed already used in economic or game theory by Benhabib and Day I198I, 1982] , Dana and Malgrange [l98l], Day {1982, 1983] , Grandmont [1983I, Jensen and Urban (1982] , Rand |l9T8].
The aim of this paper is to present some of these new developments in a compact form which will be, it is hoped, useable by economic theorists. The emphasis will be on the mathematical results of the theory, rather than on its possible applications.-'
Our basic reference will be Collet and Eckmann's book [1980] -*This research was sponsored by Office of Naval Research Contract N0001U-T9-C-0685 at the Institute for Mathematical Studies in the Social Sciences at Stanford University, by the French Commissariat General du Plan and by the University of Lausanne. I wish to thank very much RoseAnne Dana and Pierre Malgrange who introduced me to the mathematics of the subject. I had also very useful conversations with Philippe Aghion, Pierre Collet, John Geanakopoulos and Dominique Levy.
-2-thereafter denoted "CE." In order to simplify the presentation, we shall use in a few places stronger assumptions than in CE's hook, which means that the reader interested in the more general (but more complicated) case and who wishes to look for complements will have to go hack to their book. The definitions and the statements of the results will be self-contained. However, in the proofs of a few facts, we shall use freely the concepts introduced by CE, but we shall indicate where to 2/ find the appropriate definitions in that book.-'
Onedimensional Nonlinear Difference Equations
We are concerned thereafter with the difference equation x = f(x ), in which f is a function that maps the interval [a,b] into itself. The object of the theory is the study of the existence (and the stability) of periodic solutions of this difference equation.
To this effect, one defines recursively the iterates of f by f°(x) = x for all x (f° is the identity map), f 1 = f and f 1 = f f 1 " 1 . The orbit of x is then the set {x,f(x),f (x),...}, which is composed of all iterates of x. The orbit is periodic if the cardinality of this set, say k, is finite, and its period is given by k. Equivalently, a periodic orbit or a cycle of f with (primitive) period k is defined by (x ,...,x ) such that l) f (x. ) = x. and X K XX 2) f (x ) * x. * X-for i • 2,...,k. This implies that all points x i of the cycle are fixed points of f* and that they all differ (one says then that x^ is a periodic point of f with period k).
-3-Of course, if f is arbitrary, there is little hope to get interesting results. The simplifying feature of the theory is to assume that f is unimodal. More precisely, we say that f is unimodal if 1) f is continuous 2) there exists x* in (a,h) such that f is increasing on [a,x*l -i.e., f(x) > f(x') for all x, x' in [a,x*] such that
x > x' -and decreasing on !x*,b]
3) f(x») = b
We shall say that f is C -unimodal if in addition k) f is once continuously differentiable and f'(x) * 0 when
x * x*.
Note that when f is unimodal, then f has a unique fixed point 
Sarkovskii's Theorem
We remarked earlier that when f is unimodal, it has a unique fixed point x in the interval (x*,b). This fixed point is thus bound
to coexist with any other periodic orbit. It turns out that one may get much more information concerning the coexistence of cycles displaying different periods. This is achieved in the following beautiful result, which is due to Sarkovskii [196U] -see also Stefan [1977] .
Theorem 1: (Sarkovskii) . Consider the ordering of the integers 3 > 5 > 7 ... > 2«3 > 2*5 > 2*7 > ...
That is, first the odd integers greater than or equal to 3 forward, then the powers of 2 times these odd integers, and then the powers of 2 backward. If f is unimodal and has a cycle with period k then it has a cycle of period k' for every k 1 < k in the sense of the above ordering.
Proof: This is (CE, Theorem II.3.10, p. 91 
When f is continuously differentiable, we may therefore say that the cycle (x ,...,x ) is stable if |Df (x.)| < 1. The cycle will be said to be weakly stable if |Df (x.)| < 1 (this definition allows for "onesided" stability only).!-/ Finally, it will be said to be k 1 superstable if Df (x 1 ) = 0. When f is C -unimodal, this means that the critical point x* belong to the periodic orbit.
-7-We define next the notion of a Schwarzian derivative. Assume that f is thrice continously differentiable. The Schwarzian derivative of f at x, denoted Sf(x), is defined by
. So the condition that "f has a negative f(x) < x, then by the mean value theorem there would be y., y_, with a < y. < x < y 2 < x* such that f*(y.) < 1 < f'(y 2 ) and f would be a positive local minimum in (a,y 2 ), a contradiction.
Remark now that when f is uniraodal, f(x) > x for all x in (a,x*) implies that But we have seen that this condition was implied by the assumptions of Theorem 2. The proof is complete.
Q.E.D.
We shall note for further reference
As we have seen, if f is unimodal, then SU" implies SU', while it implies SU if and only if f(b) < x*.
The foregoing result provides an "experimental" way of verifying if a particular map satisfying the conditions of the theorem possesses a weakly stable cycle. It suffices indeed to check if the iterates of the critical point f (x*) converge to some periodic orbit and then to verify that the limit cycle is weakly stable. All these operations can in fact be easily achieved by using modern computers.
Maps that do not posses any weakly stable cycle appear to be good candidates to portray "chaotic" (aperiodic) behaviour in onedimensional dynamical systems. Theorem 2 provides a way to recognize whether or not a particular map is chaotic in the sense. Indeed, if f satisfies SI, S2, S3 and SU", then all cycles of f will be unstable if the iterates The concept of (weak) stability that we have used is only local.
It is thus important to know how large is the basin of attraction of a given weakly stable cycle. The next result states that under the conditions of Proposition 3, if there exists a weakly stable periodic orbit, which is then unique, the set of points that are not attracted to it is "exceptional."
Proposition h: Assume that f satisfies SI, S2, S3, SU" and S5,
and that it has a weakly stable cycle P. Let E be the set of points x in [a,b] such that f (x) does not tend to P. Then E has Lebesgue measure 0.
Proof: If f(b) < x*, SU is satisfied. Then from (CE, Proposition II.5.7), the set E f of points in ff(b),b] that are not attracted to the weakly stable periodic orbit P, has Lebesgue measure 0.-1/ Let E* be the set of points x in (a,f(b)) such that f (x) £E for some t. Since f is increasing on Ia,x*), the Lebesgue measure of E' is also 0. The set of points of [a,bl that are not attracted to P is E U E* to which one must add the endpoint a whenever f(a) = a, which shows the result in that case. Thus if the period of P is 1, it attracts the whole interval (a,b), except a if f(a) • a. If the period of P is 2, it attracts again the whole interval (a,b] , with the exception of the preimages of x, i.e., of all points x of [a,x*) such that f (x) = x for some j, and of the endpoint a when f(a) = a. In the two cases, the exceptional set is finite or countable, which completes the proof. Q.E.D. Some theorists have used this result (or a variant of it) to claim that the existence of a cycle of period 3 was an indication of chaotic behaviour (see in particular in economics Benhabib and Day (l98l, 1982] , Day [1982 Day [ , 1983 ). Proposition •• shows that such a claim is unwarranted, for if there is a stable cycle, then the "chaotic" set S may be of Lebesgue measure 0 (think of a Cantor set) and thus essentially unobservable.
A more appropriate definition of chaos or aperiodicity is as we have seen, the property that all cycles are unstable.
-16-
Aperiodic Eynamics
As we said, maps f that have no weakly stable cycles appear to be good candidates to describe turbulent on "chaotic" behavior in onedimensional dynamical systems. There is an obvious reason to look at such maps from that viewpoint. For if one considers a map f on (a,b] that satisfies Assumptions SI, S2, S3, and if it has no weakly stable cycle, then for "most" initial points x the iterates of x, f^(x),
will not display any periodic behaviour even if we wait long enough.
Indeed under these assumptions, we know that f has only finitely many to 300. Computer simulations of this type yield typically a very neat "bifurcation diagram" which displays first a whole interval in which period doubling bifurcations occur more and more rapidly, a stable fixed point giving rise to a stable cycle of period 2, which yields then a stable cycle of period U and so on. The values of X for which such period doubling bifurcations occur tend to some limit value X*, beyond which one enters the "chaotic" region for X > X*, one often observes a "mess" -meaning that one has either an aperiodic ("chaotic") map or a stable cycle with a very long period -in the middle of which windows may appear that show stable cycles with low periods like 3, 5, 6 or 7
(that depends of course of the degree of resolution of the diagram).-'
The results that follow explain why such an outcome should be typically observed. Formally, we consider a one-parameter family of 2) Let X* be the first value of the parameter X for which a Choose now an integer k > 2, and consider a maximal sequence BC in which the sequence B contains k -1 elements, such that R < BC < RLLL ...
-25-Given k, the set of such sequences is necessarily finite. It is not difficult to verify that is nonempty. As a matter of fact, we have For an excellent review of the applications in other fields, see May (19761. 2/ Another, more recent review which presents essentially the same facts but from a slightly different point of view is provided by J. Guckenheimer and P. Holmes (1983] .
3/ CE requires that a=-l, x*=0, b=l. However, none of their arguments depend upon that specification and they are valid for the case at hand. We shall use that fact repeatedly without any further explicit reference. 7/ To be precise, Proposition II.5*7 in CE is correct under assumptions SI, S2, S3, SU, S5 provided that f(b) is not a fixed point of f satisfying f'(f(b)) = 1 (this fact has also been confirmed to me privately by Pierre Collet). This circumstance is however ruled out by SU". We may therefore apply their Proposition II.5.7 when f(b) < x*.
8/ This property is generic, i.e., it holds on a Baire set (a countable intersection of open and dense sets) in the space of once differentiable maps with the C -topology, if one discards the assumption that f has a negative Schwarzian derivative.
9/ See, e.g. Parthasarathy (I1967], Theorem 9.1). That book contains also the definition of the weak convergence of probability measures.
10/ The general definition of topological conjugacy requires only that h is an increasing homeomorphism (h is onto, continuous, increasing and h is continuous also). The discussion that follows is in fact valid in this general case, we stick nevertheless to the differentiable case to simplify the presentation. St/^-Qi-SuJ-^p^O
