Abstract. Orthogonal polynomials of degree n with respect to the weight function W µ (x) = (1 − x 2 ) µ on the unit ball in R are known to satisfy the partial differential equation
Introduction
Let W µ (x) = (1 − x 2 ) µ . For µ > −1, W µ is integrable on the unit ball B d := {x : x ≤ 1} and orthogonal polynomials with respect to W µ are well defined. We denote by V d n (W µ ) the space of orthogonal polynomials of degree n with respect to W µ on B d . It is well known (cf. [5] ) that P ∈ V d n (W µ ) satisfies the partial differential equation f (x)g(x)dω, λ > 0, which were studied recently in [12] , satisfy (1.1) for µ = −1 (see Section 2) . To verify this, explicit orthogonal structure from [12] is used. It turns out that it is possible to construct explicit polynomial solutions for the equation (1.1) when −µ ∈ N. However, somewhat surprisingly, (1.1) has a complete set of polynomial solutions only when the dimension d is odd, and our construction shows why this is so. A natural question is whether the polynomial solutions of (1.1) remain orthogonal for µ = −2, −3, . . . when d is odd. We do not know the answer to this question. We are, however, able to show that a family of polynomials closely related to the solutions of the equation (1.1) for k = −2 are orthogonal with respect to
Furthermore, for each n ∈ N, the polynomial solutions of (1.1) for k = −2 are orthogonal with respect to an inner product that is a modification of ·, · −2 but depends on n. Historically, only the case d = 1 of such a problem has been thoroughly studied. In the case of d = 1, the equation (1.1) becomes the ordinary differential equation satisfied by the Gegenbauer polynomials. In this case, the problem of negative indices has been studied by several authors; we refer to [1, 2, 3, 6] and the references therein. For d = 2, equation (1.1) is classical and can be traced back to Hermite. It is one of five second-order partial differential equations with polynomial coefficients that have orthogonal polynomial solutions with respect to a positive definite moment functional, as classified by Krall and Scheffer in [7] . We note that our result for µ = −1 does not conflict with the result of [7] , since f, g −1 does not come from a moment functional. For d = 2, the case −µ / ∈ N is considered in [9] , where the fact that (1.1) does not have complete polynomial solutions for −µ ∈ N is also observed. Finally, we should mention [8] and [11] for relevant results.
The paper is organized as follows. We collect background materials in the following section. The solutions of (1.1) for µ ∈ N are constructed in Section 3. Orthogonal polynomials with respect to ·, · −2 are discussed in Section 4.
Background and preliminary
Let dω denote the Lebesgue measure on S d−1 := {x : x = 1} and denote the area of 
gives the spherical harmonics, which are orthogonal on S d−1 . Throughout this paper, we use the notation {Y
We will also denote by Π For orthogonal polynomials on the unit ball, we start with the inner product
where c µ is the normalization constant of
where P
denotes the Jacobi polynomial of degree j, which is orthogonal with respect to ( 
We will need orthogonal polynomials for two other inner products on the ball. One is ·, · −1 in the introduction, which we normalize as
) denote the space of orthogonal polynomials with respect to 1, 1 −1 . Then, as shown in [12] ,
. The second inner product is motivated by an application in the numerical solution of Poisson equations (see [4] ) and it is defined by
where
denote the space of orthogonal polynomials with respect to ·, · ∆ . Then, as shown in [11] ,
. We refer to [11, 12] for further properties of orthogonal polynomials with respect to these two inner products. Note that an explicit orthonormal basis for either orthogonal polynomial subspace can be easily deduced from (2.2).
In the above and throughout this paper, we write g( 
Polynomial solutions of the partial differential equation
We start with two lemmas on the operator L µ f .
Proof. The proof follows from a straightforward computation. The essential ingredients are
as can be easily verified. 
Recall that elements of V 
By ( For d = 2, a complete characterization of second-order linear partial differential equations that have polynomial coefficients and orthogonal polynomials as eigenfunctions is given in [7] , where the orthogonality is given in terms of a moment functional. If the moment functional is positive definite, then there are only five families of equations; the equation (1.1) is one of them when µ > −1. It should be remarked that Theorem 3.3 does not contradict the characterization of [7] , since the inner product ·, · −1 cannot be expressed as a moment functional. Indeed, it is easy to see that xf, g −1 = f, xg −1 in general.
The above theorem prompts us to consider solutions of (1.1) for µ = −2, −3, . . . and leads to our second theorem. For µ = −k, k = 2, 3, . . ., we define
in which (a) m := a(a + 1) . . . (a + m − 1) is the shifted factorial. We note that a n j,j = 1. It is easy to see that a Proof. We observe that the relation (3.1) can be used recursively, which yields
., then the polynomials in
as can be easily verified by induction. Hence, for
We want to show that Z j satisfies the same equation. Applying (3.3) shows that
.
If a n j,ν are all finite, then it follows from dim P
The explicit formula (3.2) shows that a , we see that L −2 does not have a complete polynomial basis as eigenfunctions and it misses exactly one polynomial of degree 2.
The same analysis also works for k ≥ 2. For example, for k = 4 and d = 2,
which shows clearly that the operator L −4 has a complete basis of polynomials of degree exactly n as eigenfunctions with respect to the eigenvalue λ
In general, for even dimension d, the operator L − k has a complete basis of polynomials of degree exactly n as eigenfunctions only if n > 2k − 1 + d/2. As a consequence, the eigenfunctions of the operator L −k do not contain a complete basis of polynomials if d is even.
Orthogonal polynomials associated with Laplacian
For all µ ∈ R, the function W µ is a symmetric factor for the differential operator L µ as it is easy to verify that
The verification is formal and holds for all µ ∈ R. The polynomial eigenfunctions of L µ are orthogonal with respect to W µ for µ > −1. According to Theorem 3.3, the polynomial eigenfunctions of L −1 form a complete orthogonal basis with respect to ·, · −1 . It is natural to ask if the same holds true for L −k with k = 2, 3, . . . for d being odd. Below we consider the case k = 2.
Recall that in the case of k = 2, the eigenfunctions of L −2 are given by
We first consider the following closely related class of functions: 
