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Abstract
Search result organization and presentation is an important component of a web search
system, and can have a substantial impact on the ability of users to find useful information.
Most web search result interfaces include textual information, including for example the
document title, URL, and a short query-biased summary of the content. Recent studies
have developed various novel visual summaries, aiming to improve the effectiveness of search
results. In this thesis, the impact and efficacy of presenting additional visual summaries are
investigated through a series of four studies. User interaction with the search results was
captured using eye tracking data.
In the first study we compare the effectiveness of three publicly available search interfaces
for supporting navigational search tasks. The three interfaces varied primarily in the pro-
portion of visual versus textual cues that were used to display a search result. Our analysis
shows that users’ search completion time varies greatly among interfaces, and an appropriate
combination of textual and visual information leads to the shortest search completion time
and the least number of wrong answers. Another outcome of this experiment is the identi-
fication of factors that should be accounted for in subsequent, more controlled, experiments
with visual summaries, including the size of the visual summaries and interface design. An
understanding of the features and limitations of the eye tracker, particularly for IR studies,
was also obtained.
To obtain a richer understanding of a user’s information seeking strategies and the impact
of presenting additional visual summaries, five interfaces were designed: text-only, thumbnail,
image, tag and visual snippet. In the second study, fifty participants carried out searches
on five informational topics, using the five different interfaces. Findings show that visual
summaries significantly impact on the behaviour of users, but not on their performance when
predicting the relevance of answer resources. In the third study, fifty participants carried
out five navigational topics using the five different interfaces. The results show that apart
from the salient image interface, users perform statistically significantly better in terms of
time required and effort required to answer given navigational search topics when additional
visual summaries are presented. The fourth study was conducted with both navigational and
informational topics, for a more detailed comparison between the best-performing interfaces
identified in the previous studies: salient images for informational searches, and thumbnails
for navigational searches. The findings confirm our previous results. Overall, the salient
image interface can significantly increase user performance with informational topics, while
thumbnails can help users to predict relevant answers, in a significantly shorter time, with
navigational search topics.
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Introduction
A web search engine is an essential tool that enables users to find desired information on the
World Wide Web. Presentation of search results is a fundamental part of a web search engine,
as the visual layout influences the way that users retrieve data and guides them towards
relevant information. This thesis investigates the effectiveness and impact of additional
visual summaries in search results, and evaluates the effect of such visual summaries on user
searching behaviour and performance, using different topic types.
Traditional search results are typically presented as a vertical list of document summaries,
where each item consists of a web page title, a short text extract from the source document,
and the URL. Effective presentation can play an important role in facilitating information
seeking. Previous studies show that providing additional features such as images and short
text summaries in search results can have a positive influence on user performance and
learning. For example, Mayer et al. [1996] found that users require less cognitive processing
to understand a topic when a related visual summary is presented along with the text. The
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time that a person spends digesting the meaning of a picture is enough to read only one
to four words [Coltheart, 1999]. Furthermore, pictures have a positive critical impact on
people’s perception [Goldberg, 1991]: even users who are highly verbal and prefer text find
pictures easy to understand [Mendelson, 2004]. Presenting visual summaries alongside text
summaries is thus a promising method for improving users’ relevance prediction ability.
Studying the impact of additional visual summaries on user seeking behaviour is essen-
tial for investigating their effective use in web search interfaces. Users employ a variety of
strategies when they browse a search results page, and understanding information seeking
behaviour patterns will enable interfaces to be better designed to improve user performance
and cognitive processes. The impact of visually designed search results pages – particularly
on user performance, browsing strategies, and interaction with informative components of
the results screen – has rarely been investigated in detail.
In this chapter we define the key concepts investigated in the research questions. Sec-
tion 1.1 discusses the importance of studying the effectiveness of visual summaries and Sec-
tion 1.2 describes online query types. We introduce eye tracking in Section 1.3, and in Sec-
tion 1.4 we describe the research questions of this thesis. The contributions and organisation
of the thesis are detailed in Section 1.5.
1.1 Visual summaries
In this thesis, we use the term visual summary to refer to a graphical representation of a
retrieved web page. The visual summary can be a miniature version of the retrieved web
page such as a thumbnail, or a relevant image to the user’s query, such as a salient image
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from the underlying document. Usually, it aims to capture key identifying features of the
document.
Consider the query “Sun”. This query could be a navigational query (that is, a query
intended to find a specific website) with an intended target such as the British newspaper
“The Sun”, or the Australian newspaper “Herald Sun”. Additionally, it has several potential
purposes to function as a query to find more information about specific manufactures such
as: “Sun Microsystems”, a former computer company, “Sun Studio”, a popular recording
studio, or “Sun Ringle”, a manufacturer of wheels and other bicycle components. Further-
more, this query could be informational (that is, a query that represents an information need
to learn about a topic), representing the need to find out more about the sun or about solar
systems. As these examples relate to different information domains, popular search engines
can provide better quality results for the query once a user enters more text in the search
box. However, the additional text requires the user to possess better understanding of the
query. One solution that can help users to find potential relevant answers more quickly is
the addition of visual summaries.
Visual summaries have been used heavily in advertisements as they are not only attractive
but can also be viewed at a glance, and are easily interpreted [Messaris, 1996; McQuarrie
and Phillips, 2005]. Popular search engines such as Google and Bing also use such summaries
heavily in their news search results lists. Furthermore, visual summaries can help users to
reformulate queries and effectively re-find webpages [Joho and Jose, 2006].
In this thesis, four visual summaries are evaluated: thumbnails, visual tags (a novel
combination of a thumbnail and a tag cloud), excerpt images (a dominant image from an
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underlying document that is relevant to a user’s query) and visual snippets (a combination
of a logo and a salient image). We evaluate the effectiveness of these visual summaries for
web search results and their impact on user seeking behaviour.
1.2 Web search queries
A query consists of one or more terms, each a string of alphanumeric characters. Web queries
are commonly classified as informational, transactional or navigational [Broder, 2002; Rose
and Levinson, 2004; Song et al., 2009; Jansen and Booth, 2010]. Based on log analysis
or survey results, studies show variation in the reported percentages of query types [Broder,
2002; Rose and Levinson, 2004; Jansen et al., 2008], possibly due to the size of samples [Jansen
et al., 2008], or the different definitions [Lewandowski, 2006]. However, all studies agree
that informational queries get the highest percentage in comparison with navigational and
transactional queries.
Informational queries are typically broad topics, where relevant answers might be found
in thousands of web sources and users might need more than one page to satisfy their in-
formation need. In informational queries, the user does not target a particular website to
retrieve the desired information. In contrast, navigational queries occur where the user is
searching to find a specific single website for a given topic. For example, finding the home-
page of the Microsoft Network website (MSN) is not the same as finding the homepage of
the MSN games website: the latter is the hub page for a prime sub-part of the overall MSN
website.
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1.3 Evaluation of web search interfaces using an eye tracker
User evaluation allows researchers to get a richer understanding and characterize insights
into the differences between good and poor web search interfaces. Additionally, user eval-
uation is essential to verify and validate novel techniques for search result representation.
There are numerous well-defined methods that can be used to evaluate web search interfaces,
such as think-aloud, taking notes, logging and stimulated recall. Eye tracking is a modern
technique employed in usability studies that can provide useful information, such as the time
participants spend viewing a particular element on the interface, participant scan paths, and
task completion time.
For the user studies in this thesis, we collected experimental data unobtrusively using the
Tobii T60 eye tracker. This non-invasive device captures the position of the user’s gaze on
the screen using infrared cameras.
1.4 Research aims and contributions
The general objectives of this study are: (1) to analyse and draw conclusions about the
possible benefits of using eye tracking in information retrieval studies; (2) to evaluate the
impact of additional visual summaries in search results on user searching behaviour and
performance; and (3) to evaluate the impact of topic types on the effectiveness of visual
summaries. In this thesis, we treat text summaries as an essential part of the web search
interface, so in our analysis, user interaction with text summary components (title, short
snippet and URL) is also investigated.
Figure 1.1 illustrates the overall structure of this thesis, and how we addressed these
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Figure 1.1: Overview of thesis structure, research questions, and key experiments.
three aims. Four user studies were conducted, where each study investigated derived sub-
questions related to these aims. The first study, of publicly available search engines, analysed
three web search interfaces that make use of different features including text summaries,
clustering of information, and visual thumbnail images. For the second informational study,
five interfaces were designed: a text-only interface and four visual interfaces. Users were asked
to carry out a series of five informational search topics. In contrast, in the third navigational
user study, the same five interfaces were evaluated using navigational search topics. In the
final comparison study, we evaluated the effectiveness of the two best-performing interfaces
from the our previous studies over a larger set of both informational and navigational search
topics.
The following research questions are addressed in this thesis:
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• RQ1: Eye tracking. How can an eye tracker be used to understand user behaviour
when interacting with textual and visual summaries of search results?
This question is addressed in Chapter 3. It is clear that when applying eye tracking
for the evaluation of web search interfaces, the analysis of eye movements and the in-
terpretation of users’ interaction with search results presents researchers with many
complexities. In recognition of this difficulty, we started our work with a study of pub-
licly available search engines to better understand the complexities. By understanding
aspects of eye tracking such as calibration and the impact of design features, researchers
can better ensure the accuracy of their data. This increase in quality of data recording
is consequently used to develop techniques to improve the evaluation of web search
interfaces and to optimise the quality of collected data. In addition, we identify eye
movement metrics for online searching (and proposed metrics) and the limitations of
eye tracking.
• RQ2: Visual summaries. Does providing additional visual summaries for the pre-
sentation of web search results impact on users’ information-searching behaviour and
performance?
This question was investigated in two stages. First, in the publicly available search
engines study (described in Chapter 4), we evaluated three existing search result in-
terfaces that differ primarily in their use of textual summaries and visual browsing
features. In particular, we addressed two aspects of the second research question: how
different search interface features impact on users’ information-searching behaviour,
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and how visual representations compare with text summaries in terms of effective-
ness. Our analysis indicates that most users spend a substantially larger proportion
of time looking at text information, and that those interfaces that focus on text-based
representations of document content tend to lead to faster task completion times for
named-page finding searches. However, an appropriate combination of textual and vi-
sual information leads to the shortest search completion time and the least number of
wrong answers.
In the second stage, based on the findings of the first study, we designed five web search
interfaces to evaluate different approaches to visual summaries. Each interface presents
exactly the same text summary, but with different visual summaries (except for a text-
only interface consisting entirely of text summaries). The following sub-questions were
then addressed in the informational (Chapter 5) and navigational (Chapter 6) studies:
how do additional visual summaries influence the ability of users to predict relevant
answers, task time completion, user interaction with the results screen, and mental
effort expended ?
In the informational user study, the results show that visual summaries significantly
impact on the behavior of users, but not on their performance when predicting the
relevance of answer resources. Users spend significantly less time looking at the textual
components of summaries when additional visual summaries are presented. Comparing
the performance of users in predicting the relevance of answer pages with a text interface
versus visual interfaces suggests that the tested visual summaries can mislead users to
select non-relevant items on informational search topics, although this difference was
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not significant.
In the navigational user study, an additional investigation was conducted into user
browsing strategies to learn more about user interactions with the presented informative
components. The results show that for particular types of visual summaries, users
perform significantly better in terms of time and effort required to complete search
tasks when additional visual summaries are presented. Comparing the various amounts
of attention spent on visual summaries suggests that the more time that a user spends
on these summaries, the more their ability to correctly predict the relevance of answers
is increased. Less effort and time are required to find the answer. Moreover, different
amounts of attention spent looking at the additional visual summaries indicate different
forms of browsing.
• RQ3: Topic types. How does the type of search topic influence the effectiveness of
additional visual summaries for the presentation of web search results?
Based on the findings of the informational (in Chapter 5) and navigational (in Chapter
6) user studies, the best-performing visual interfaces for each type were selected (image
for informational and thumbnail for navigational). In the comparison study (described
in Chapter 7), twenty-four topics (12 informational and 12 navigational) were used to
evaluate the impact of the topic types on the effectiveness of the two chosen interfaces.
We evaluate the impact of topic types and visual summaries (thumbnails and images)
on user search behaviour and performance. We also study user interaction with specific
text summary components (title, short snippet and URL) in detail.
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The results confirm our previous findings: users perform significantly better with in-
formational topics when using the salient image interface. In contrast, for navigational
searches, the thumbnail interface not only helps users to find relevant answers in a
shorter amount of time, but also requires significantly less user effort.
1.5 Thesis organisation
This thesis presents four user studies to investigate the research questions discussed in the
previous section. Each user study is discussed in a separate chapter, where the experimental
setup of the study and involved interfaces are described. The thesis is organised as follows:
• Chapter 2 begins by presenting a general introduction to information retrieval and
the traditional evaluation measures of web search interfaces. A review of the literature
on the effectiveness of visual summaries is then presented, and different approaches to
visual summaries are discussed.
• Chapter 3 begins with a description of eye tracking, and explains different types of eye
tracking. Definitions of common eye movement measures and our proposed metrics are
then provided. Limitations and difficulties of eye tracking metrics are also discussed.
We introduce the methods that were followed when analysing data collected in our user
studies.
• Chapter 4 describes the first experiment, which analyses three publicly available
search interfaces and compares the effectiveness of textual information and additional
browsing features. The three interfaces vary primarily in the proportion of visual versus
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textual cues that are used to display a search result.
• Chapter 5 describes the second experiment, which evaluates the effectiveness of pre-
senting additional visual summaries for informational topics.
• Chapter 6 describes the third experiment, which evaluates the impact of the pres-
ence of additional visual summaries on user’s search performance and behaviour with
navigational topics.
• Chapter 7 describes our fourth study, conducted to compare between the two best-
performing visual interfaces according to our previous studies (salient image for in-
formational topics, and thumbnails for navigational topics) across mixed tasks and a
larger number of topics.
• Chapter 8 presents the conclusions of our research and discusses potential future work
arising from our findings.
13 (August 29, 2013)
Chapter 2
Evaluation of visual summaries in
web search interfaces
A search engine is one of the most powerful tools used to access the World Wide Web,
and the presentation of search results is a fundamental component of a search engine. The
presentation and organisation of results should allow users to gain a better understanding
of the data and obtain easy access to the retrieved documents. Unfortunately, providing
well-organised search results is not always simple, as users’ needs are complicated and not
easy to predict.
The focus of this thesis is the evaluation of the effectiveness of different methods of
presenting search results. Thus, we begin in Section 2.1 with an overview of the different
methods and techniques for evaluating web search interfaces. In Section 2.2 we describe the
current presentation of search results, identifying problematic issues related to text summaries
and suggesting alternative approaches employing visual information. This thesis also seeks
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to investigate the effectiveness and impact of additional visual summaries on user search
behaviour. Therefore, in Section 2.3 we describe the importance of visual summaries, while
Section 2.4 introduces several approaches to visual summaries. Section 2.5 describes some of
the effects of the use of visual summaries in web searching. Section 2.6 outlines the current
challenges of presenting visual summaries for web search results, and a summary of the
chapter is presented in Section 2.7.
2.1 Evaluation of web search interfaces
Interactions between users and information retrieval systems can be grouped into three cate-
gories: query formulation, relevance prediction and relevance evaluation [Dziadosz and Chan-
drasekar, 2002]. Both the relevance prediction and relevance evaluation categories involve
relevance assessment of web pages. In relevance prediction the assessment is based on a
representation of the web page, while in relevance evaluation, the assessment is based on
the actual web page [Carol, 1998]. Various methods have been introduced to evaluate user
performance and usability, where the following sections describe some of these methods.
2.1.1 Conventional usability methods
Usability can be determined by two broad types of approaches: usability inspection, and
usability testing. Usability inspection is a set of methods used to evaluate a user inter-
face, relying on expert inspection [Nielsen, 1994]. In contrast, usability testing focuses on
measuring the efficacy of the interface through the performance of real users.
Many traditional methods have been used to collect data in IR user studies, such as the
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observation of user behaviour, self-reporting, questionnaires, interview, and think-aloud. The
use of questionnaires is the most popular quantitative method employed to obtain various
aspects of user behaviour, such as subjective reactions to the use of interfaces. Questionnaires
can be determined by scale (for example, a three or five point scale) or can be open, where
users can type their responses with no restriction. However, one problem arising from the
use of questionnaires is that they are not as flexible as other methods, since the questions
remain fixed.
The observation of user behaviour, (for example, observing the time required to complete
a task and make navigational choices) can be conducted by one or more protocols such
as paper and pencil, video or audio recording, or both. These observation protocols are
easy to implement but difficult to use to extract information; they require good skills to
transcribe user interaction and avoid incorrect results [Shneiderman and Plaisant, 2006]. In
self-reporting, users describe the steps they took whilst browsing a given system. In think-
aloud methods, users are asked to verbalise what they are thinking about and describe their
decision making [Ericsson and Simon, 1985]. Self-reporting and think-aloud protocols are
subjective and require little expertise to administer [Liou, 2000; Masarakal, 2010].
Interviews are also a popular protocol in usability studies, allowing a variety of ques-
tion levels, these usually start with general discussion and end by discussing specific issues.
However, the personality and character of interviewers and participants can impact on the
responses [Fidel, 1993]. In addition, responses to the interview questions can be interpreted
subjectively [Ericsson and Simon, 1985].
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2.1.2 Techniques employed in formal studies
Hoeber [2006] outlined five methods to evaluate the use of visual web search interfaces, namely
inspection, laboratory, field trails, longitudinal, and instrumentation and log analysis. A lab
study is the classic name given to formal usability studies, because these studies are conducted
in a usability laboratory or an appropriate room with chair, desk and computer [Hearst, 2009].
Different techniques can be used to observe user behaviour such as taking notes, recording
(video and audio), or capturing the screen.
Analysis of log files is a technique used to capture user browsing behaviour. Logs can be
instructed to record a wealth of information about user behaviour when users are interacting
with a system. For example, a typical log might record the browsing of a specific document
set. Click-through data is used to evaluate user performance by collecting the data provided
in the log file. Researchers can analyse specific events, times and internal navigation to
understand different aspects of user seeking behaviour [Bowman et al., 2001]. Click-through
data has been used in various studies, such as search ranking [Zhu and Mishne, 2009], query
clustering [Li et al., 2008a], search personalization [Teevan et al., 2008] and search difficulty
prediction [Mei and Church, 2008].
A tool can also be used to provide statistical summaries of a user’s search behaviour,
such as SpeedTracer, developed by Wu et al. [1998]. SpeedTracer provides summaries with
reports about user navigational paths, the most common events and frequently visited pages.
However, click-through data cannot provide information on how much attention was spent
on particular targets on the web page. In addition, click-through data is effective for a large
set of data where the user is instructed to browse web pages to answer the given tasks. We
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used a log file in one of our user studies to track users’ task completion time.
Another modern technique employed in usability studies is the tracking of eye movements.
Several studies show that eye tracking is an accurate means of evaluating different interface
designs [Radach et al., 2003; Lin and Zhang, 2003; Xu et al., 2008]. Various studies used
eye tracking to evaluate different components of search interfaces [Granka et al., 2004; Rele
and Duchowski, 2005; Cutrell and Guan, 2007; Eger et al., 2007; Guan and Cutrell, 2007],
however, a few papers discussed how an eye tracker can be used in the evaluation of alternative
web search interfaces. In this thesis, we used eye tracker to capture user’ eye movements to
evaluate the effectiveness of presented information. More details of eye tracking methodology
and descriptions are given in Chapter 3. In addition, we used questionnaires to collect
feedback on particular aspects of our user studies.
2.1.3 Traditional information retrieval measures
Performance evaluation should include both users and systems, particularly for web search
interfaces, and evaluation should consider system functionalities and error analysis [Baeza-
Yates and Ribeiro-Neto, 1999]. Evaluation of user performance requires consideration of the
search task (task scenario) and presented information (presentation and organisation). Stan-
dard metrics in IR take into account different variables (depending on the selected metric),
such as response time, total number of relevant retrieved results, and selected items. In this
thesis, the effectiveness of visual summaries is also measured by Click Precision, Click Recall,
and Click F-measure.
Click Precision measures the correctly identified relevant answers as a proportion of
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all answers that the user selected. In other words, Click Precision measures how successfully
users were able to find relevant answers for a given search task, where credit is given for
accurately selecting relevant items rather than for the total number of items.
Click Precision =
Total relevant selected answers
Total selected answers
Click Recall shows the number of relevant answers selected by users as a proportion of
the total number of relevant answers available for that topic. In other words, Click Recall
measures the ability of user to select all available relevant answers among given items. In
studies employing Click Recall, users are expected to continue searching to find all potential
relevant answers to get higher score.
Click Recall =
Total relevant selected answers
Total available answers
Click F-measure calculates the harmonic mean between Click Precision and click Re-
call. Improvement in Click F-measure is more sensitive to Click Precision than to Click
Recall.
Click F-measure =
Precision×Recall
Precision + Recall
Other metrics Precision at recall point is defined the same way as Click Precision, but
it measures specific document ranking numbers such as (P@5) or (P@10). It is used for a
large number of presented items, where the user is likely to look at the first few items on
the screen. As we did not utilise such a large group of items in our user studies, we did not
use this metric. Mean Average Precision (MAP) is another common measure, providing the
mean of the average precision of a given set of queries, while Average Precision computes the
average value of precision across all values of recall. Average Precision was used to design the
test set collection for one of our user studies to have a good spread on position and number
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of relevant answers for each topic. More details are discussed in Chapter 7.
Studies show that the above metrics are good for effective retrieval. However, they
cannot provide precise information on user interaction with the informative components,
such as time spent on each item and number of items viewed. One goal of this thesis is to
evaluate the effectiveness of additional visual summaries on web search results. Providing
precise information on user interaction with the presented information allow us to gain a
richer understanding of the summaries’ impact on user searching behaviour. Therefore, in
addition to the use of some of the above metrics, we used an eye tracker to capture the user’s
eye movements and gain a deeper understanding of naturalistic search behaviour.
2.2 Presentation of search results
The Presentation of search results is a fundamental component of a web search engine. The
presentation of search results influences users’ assimilation of the context and guides users
to look for information that is relevant to them.
2.2.1 Textual summaries
Traditionally, search results are presented as a vertical list of textual summaries, where each
summary consists of a web page title (typically short), a small text extracted from the source
document, and the URL [Tombros and Sanderson, 1998; Wu et al., 2001]. This combination
of three elements is expected to give a user an overview of the actual web document, based
on the user’s query.
Cutrell and Guan [2007] evaluated how users interact with textually-presented search
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results, using an eye tracker to collect experimental data. The study involved twelve tasks
(6 informational and 6 navigational). Results show that users spent significantly more time
viewing the top-ranked items. User browsed the search results vertically with top items
receiving more attention and being viewed earlier than the ones further down the list. The
results also showed that users spent more time looking at the title and snippet than at the
URL.
One recent study, from the middle of 2000, conducted a survey by interviewing 566 adults
over the phone. The results show that only 21% of users found relevant results when querying
a search engine, and that 75% were disappointed with the results returned, while 4% did not
answer [Sullivan, 2001]. In addition, 89% of the participants felt that search engines could
be improved, this defines a major challenge in investigating and solving missing information.
The way in which users interact with the search result interface may be one factor contributing
to a poor user experience. Furthermore, some issues with textual summaries have arisen to
hinder users’ online searching. Some of these issues are discussed below.
Search engine spam
A search engine’s goal is to find better or trusted word content on the web for a given
string query, using algorithms. Spams are websites that manipulate one or more of the pre-
defined processes or rules to make them seem more relevant [Sullivan, 2008]. The goal of
spam is to be shown (higher in the ranking of search results) as relevant information despite
the fact that, upon visiting the actual page, it turns out to be irrelevant. Spam websites
can employ various techniques to present themselves as relevant, such as repeating links of
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other websites, increasing the frequency of query terms, or copying content. Gyongyi and
Garcia-Molina [Gyongyi and Garcia-Molina, 2005] classified the spamming techniques into
nine techniques, all of which use text to increase the website’s ranking on the search results
list. Presenting additional visual summaries of search results may decrease the impact of
spam: although visual spam exists, it is not as frequently presented as text.
Ambiguous queries
Many web pages are retrieved by search engines through the use of a query term, and users
must evaluate presented information or reformulate their query to find potentially relevant
answers. If the query is ambiguous, then this process becomes more challenging and com-
plicated [Smeaton, 1992]. Ambiguity in queries has been studied widely, where the lexical
ambiguity of a query can be caused by a short query strings that might have several poten-
tial meanings [Krovetz and Croft, 1992; Voorhees, 1993; Sanderson, 1994; Sanderson and
Van Rijsbergen, 1999].
The shorter the query is, the more likely that it is an ambiguous query. Jansen et
al. [1998] and Sanderson [1999] report that about 17-23% of logged queries are ambiguous
based on query length (average length is close to one sting). For example the query term
“Sun” is highly ambiguous and may serve several potential purposes: to find information
about the British newspaper “ The Sun”, the Australian newspaper “ Herald Sun”, “ Sun
Microsystems” or other terms as discussed in Section 1.1.
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2.2.2 Visual information
The visual presentation of web search results can take different forms, with a wide range of
features. The main goal of visual information is to enable individuals to use and understand
the retrieved documents more easily. Previous studies show that the provision of additional
features in the presentation of search results, such as displaying visual features along with the
short text summaries, can have a positive influence on user performance [Ayers and Stasko,
1995; Ogden et al., 1998; Sutcliffe et al., 2000; Kaasten et al., 2002; Dziadosz and Chan-
drasekar, 2002] and on learning [Waddill and McDaniel, 1992]. Many techniques have been
proposed: some have already been implemented in existing search engines, while others have
only been recommended by researchers. Highlighting and colouring query terms, clustering,
background colouring, zooming, altering the size font of the query terms and using different
font colours are good examples of visual techniques that can be used to organise and present
web search results. In this section, some examples of visual search techniques are discussed.
Clustering
Chen and Dumais [2000] used ambiguous queries to evaluate user performance using well-
defined clusters. Results show that users were able to locate relevant answers much more
quickly than in a traditional search results list. However, one major issue with clustering is
that the clusters number or label must be known in advance [Krishnapuram et al., 1995].
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Figure 2.1: Search results for the query “visual summaries” using Quintura search engine.
Cloud tag
The Quintura search engine uses the cloud technique that shows related (suggested) words
for the query, along with a search results list (see Figure 2.1). If a user clicks on a word
in the cloud window, then that word will be added to the existing query terms and search
results will be refreshed.
TileBars
Hearst [1995] developed the TibleBars interface for web search results, where the interface
presents a visual summary (called TileBars) along with a short text document surrogate for
each item. TileBars is a visual approach that processes the document content and length
in order to present a set of bars based on frequency of query terms and document length.
It allows the user to gain an indication of the retrieved document length and the query
frequency without visiting the actual document. Hoeber and Yang [2006] also developed a
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web search interface using TileBars.
Visual summaries
In this thesis, the term visual summary refers to a graphical representation of a retrieved
web page. Marsh and White [2003] investigate the relationships between images and text
for 945 images-text pairs that were retrieved from educational, newspaper and business web
pages. The results show that the functions of images can be classified into three groups
based on their relationship to the text: little relationship to the text, close relationship, and
based on (but overriding) the text. This classification emphasises the potential usefulness of
including additional visual summaries on web search results. One indication is that visual
data on the World Wide Web (such as images and a web site’s visual layout) has a strong
relation to the provided text and hence can lead to a positive impact on user understanding
and comprehension of the context. Thus, presenting a whole or a composite part of a related
visual object along with the document surrogate can have a similarly positive impact on user
performance.
One of the popular visual summaries is the thumbnail (a screen shot of the retrieved
web page) see Figure 2.2. However, news search engines such as the news search features
on Google and Yahoo! usually present the dominant image of the article. In addition,
researchers have proposed other approaches for visual summaries, which will be discussed in
Section 2.4.
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Figure 2.2: Search results showing thumbnails for the query “web search” using the Exalead
search engine.
2.3 Visual summaries are promising
Visual summaries (thumbnails) have been used in different fields for a variety of purposes. For
instance, thumbnails were recommended and used in many developed browsers using different
types of presentation such as a (3D) data mountain [Maarten et al., 1999], hierarchy nodes
[Hightower et al., 1998], zooming [Jhaveri and Ra¨iha¨, 2005] and others such as a vertical
list [Ayers and Stasko, 1995; Cockburn et al., 1999; Won et al., 2009].
Lam and Baudisch [2005] proposed a technique called Summary Thumbnails for small
screen web browsers such as mobile phones. Summary Thumbnails generates an enhanced
thumbnail with readable text parts (mostly headlines) and distinguished visual features of
the web page. The readable text fragments in Summary Thumbnails provide the user with a
hint of the article under that link, and Lam and Baudisch [2005] suggest that this technique
helps users to browse with no need to zoom. Qualitative and quantitative user studies were
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conducted where Lam and Baudisch evaluated the effectiveness of their Summary Thumbnail
interface by comparing it with traditional thumbnail and single-column interfaces (showing
text only, with no images). In the qualitative user study, nine participants were asked to
browse the BBC news website using one of the previous three interfaces to read an article
(based on their interests). Participants were instructed to think aloud during browsing,
then an interview and a questionnaire were conducted. In the quantitative study, eleven
participants were asked to answer nine tasks followed by a short questionnaire. Results show
that Summary Thumbnails produces a better performance by enabling users to reach their
goals much faster than other interfaces and with lower error rates.
Furthermore, Outing [2004] found that online users are impatient and prefer reading
short articles, so additional visual summaries can support this behaviour. Presenting visual
summaries might help to deal with this issue, as a picture is often seen to be worth a
thousand words. In addition, studies show that images make reading more interesting and
attractive [Peeck, 1993; Mayer et al., 1996; Pekta, 2012].
Cockburn et al. [2006] developed a new tool called Space-Filling Thumbnails (SFT) to
improve the navigation of digital documents using a scrolling technique. The interface of
SFT provides two views for documents: (1) all pages shown as thumbnails in one non-
scrolling page (a small size of 34 × 44 pixels is used for a large number of pages), and (2)
a dynamic view for selected pages with a size of 154 × 200 pixels (the user is required to
click on pages to enlarge the view). Three experiments were done to evaluate the SFT by
comparing it with other candidate systems, examining different aspects such as visual scan
and spatial memory. For example, to evaluate spatial memory, each participant was given a
27 (August 29, 2013)
CHAPTER 2. EVALUATION OF VISUAL SUMMARIES IN WEB SEARCH INTERFACES
document containing thirty pages and asked to conduct two tasks: (1) finding specific pages
in the given document, and then (2) repeating the same task to test the impact of images on
spatial memory. Cockburn et al. [2006] used questionnaire responses (5-point Likert scale),
document length and task completion time to measure user performance and the effectiveness
of thumbnails. One of the results indicates that small thumbnails provide a good cue for page
layout. Findings also suggest that images improve the user’s ability to visually scan and have
a positive impact on spatial memory (making it easier to recognise the target location). SFT
provides good results when compared with other candidate systems.
2.4 Approaches to visual summaries
In this study we focus on visual summaries that present information graphically. Several types
of visual summaries have been developed. A thumbnail (miniature image of a web page) is
the most popular visual summary and has been examined in many studies. Thumbnails are
already used in some existing search engines, as will be shown later in this thesis.
In the past, quite a few studies explored the visual presentation of search results [Shnei-
derman, 1996; Card et al., 1999; Shneiderman, 2008]. A proper visual representation can
communicate some kinds of information much more rapidly and effectively than textual rep-
resentation. Several novel approaches have been developed for visual summaries to improve
user performance in finding desired information: some of these approaches use the snapshot
of a web page, such as an enhanced thumbnail [Woodruff et al., 2001], whereas others use
a salient picture within the retrieved web page such as a salient image [Li et al., 2008b] or
visual snippet [Teevan et al., 2009]. More details are discussed below.
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2.4.1 Enhanced thumbnail
An enhanced thumbnail, proposed by Woodruff et al. [2001], is another visual summary that
consists of a thumbnail with highlighting and enlarging of the queried terms. Woodruff et
al. [2001] evaluated these enhanced thumbnails by comparing them with text-only summaries
and plain thumbnails. The search results list presented only one of the three summaries for
the given search topics. Four task categories were involved (locating a picture, a homepage,
shopping, and an informational query). The results showed that the category of the task
has a strong effect on user performance. However, an enhanced thumbnail summary showed
only statistically indistinguishable effects on user performance compared with text-only and
plain thumbnail summaries.
2.4.2 Salient image
Li et al. [2008b] crawled three websites (MSN.com, MIT.edu and CNN.com) to evaluate an
interface using image excerpts (relevant dominant images for the user’s query along with text
summaries) compared with a text-only interface. An algorithm was used to collect the image
excerpts and order them according to their scores on relevance to the query so as to present
the highest scoring image excerpt for the given query. A meta search engine was built for the
image excerpt interface, based on a search results list from Google. Google results were used
to obtain the text-only summaries in their study. The study involved two types of query:
informational and navigational. The results showed that the image excerpt together with
a text summary helped the user to find answers in less time than the text-only interface.
Loumakis and Grayson [2011] compared three interfaces: text-only, image excerpt only and
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a combination of images and text cues. The results showed that the images can provide cues
for users, but not as well as text summaries. Moreover, users showed a preference for images:
indeed, the researchers found that although image information can be interpreted in different
ways by users, presenting images along with text can outweigh the use of text alone.
2.4.3 Visual snippet
Teevan et al. [2009] developed visual snippets that consist of three components: a page title,
a salient image and a logo of a website. The salient image is the most relevant image from
the source document for the given query. If the salient image is not available, a snapshot
of the web page is taken instead, while the logo is not included if it cannot be identified.
Teevan et al. [2009] evaluate three types of web page representation: visual snippets, text-
only and plain thumbnail. Each participant undertook twelve tasks where each group of
four tasks represented a different category (homepage, shopping and medical information)
using different types of summaries for each of the four tasks. The results showed that
visual summaries allow users to view the retrieved web page without visiting the actual
web page. Furthermore, results suggest that visual summaries show some improvement in
user performance for re-finding pages that have been previously seen. However, the results
show no significant improvement in the time required to answer the given informational
queries when using visual snippets and thumbnails compared with text-only summaries. The
participants’ subjective preferences were significantly higher for visual snippets and text-only
summaries when compared with thumbnails.
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2.4.4 Visual summaries in existing search engines
While many search engines primarily show text-based summaries (such as a page title, a
short textual snippet, and a URL), some existing search engines also provide visual features.
One of the most common types of visual feature is the visual summary, such as a thumbnail
(mostly used in web search results) or dominant image (mostly used in news search results).
Hearst [2009] strongly recommends avoiding complexity in the presentation of search results.
This recommendation explains why popular search engines such as Google and Yahoo keep
their web search interfaces simple: although they have historically focused more on improving
textual summaries for each result page, they have started to show simple visual summaries
for some of the top search results. Other search engines, such as Oolone1, Nexplore2 and
Search-cube3, display a visual summary for every result in their answer list.
Different techniques are used to present thumbnails; some interfaces provide a separate
column to view thumbnails for each retrieved web document4, whereas other interfaces dis-
play thumbnails on more than half of their screen5. In addition, some interfaces show the
thumbnail only when the mouse moves over a text abstract related to a retrieved document
such Google, Bing and others6, while other interfaces7 show large thumbnails (using a slide
technique to browse the results) with a shorter text summary in comparison with tradition
textual search results. Although various different techniques of presenting thumbnails in web
search interfaces exist, few of these have been tested [Woodruff et al., 2001; Xue et al., 2006;
1www.oolone.com
2www.nexplore.com
3www.search-cube.com
4www.nexplore.com
5www.middlespot.com
6www.ziipa.com
7www.redzee.com
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Joho and Jose, 2008; Xu et al., 2009], and where testing has been performed, analysis focus-
ing on the impact of visual summaries on user search behaviour was limited. Most studies
focus their analysis on task completion time and error rate, however a few of them investi-
gate user searching behaviour such as user effort and user interaction with the informative
components. In this thesis, we look at different aspects of user searching behaviour, using
an eye tracker to capture the user’s eye movements on screen.
Recently, Google introduced a new tool called “Knowledge Graph” that is located on the
top or the right of the screen of search results, showing narrow pictures and textual summaries
for the given query [Singhal, 2012]. Knowledge Graph summarises relevant information
about the topic from different sources such Wikipedia and Freebase, where additional facts
are given for that particular topic. This tool mostly focuses on popular objects such as
famous buildings, people, landmarks and cities. Figure 2.3 shows an example for the query
“Melbourne” where the Knowledge Graph is located to the right of the search results list
( Knowledge Graph can be also located on the top of the search results list for other queries).
2.5 Effectiveness of visual summaries in web searching
Studying the impact of additional visual summaries on user seeking behaviour is essential
for understanding the effective use of visual summaries in a web search interface. Analysing
user browsing behaviour while reviewing search result pages can provide relevant insights
into how to improve user performance and cognitive processes.
In this section, we discuss most of the research related to the use of visual summaries for
web search results. We classified the studies into groups based on the overall trend of the
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Figure 2.3: Search results for the query “Melbourne”. Knowledge Graph is provided on the
right of the search results list.
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study goals on analysing user searching behaviour and effectiveness of visual summaries.
2.5.1 Finding and re-finding
Re-finding is the process where a user attempts to visit a web page that has already been vis-
ited previously. A study analysed web query logs for 114 users over one year and found that
40% of the queries involved re-finding information [Teevan et al., 2007]. Jones et al. [2002] ob-
served user behaviour in relation to the re-use of web information. Eighteen participants with
special experience were recruited from three distinguished populations: (6) managers (8) in-
formation specialists and (4) researchers. In the study, participants answered a questionnaire
to provide information about their background, education and web use experience. After a
few days, the following procedure was completed in an hour: an interview was conducted with
the participant and then followed up with a web task customised to the participant’s interest.
Participants were instructed to think aloud during the web task session and a video recording
was set to capture their hand movements and motion of the mouse on-screen. Ten techniques
used by participants to reuse web information were observed, such as emailing information to
self, email to others, bookmarking pages and saving files in the computer. Jones et al. [2002]
classified these techniques into ten categories based on their functions, and results showed
that users employ various techniques to record the location of interesting web pages because
they find it difficult to re-find them. Thus, it is highly recommended that search results
should enable users to re-find previously seen web pages, to improve effectiveness.
Re-finding information on a traditional search results page is a hard task: it requires
remembering the exact phrases of the query to retrieve web pages [Teevan et al., 2004; Aula
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et al., 2005]. Capra [2005] studied the impact of finding and re-finding tasks on user be-
haviour, and the results showed that the provision features (search engine utilities such as
localised search results) help users to re-find previously seen web pages. Research indicates
that thumbnails are effective for re-finding web pages that have been visited previously [Dzi-
adosz and Chandrasekar, 2002; Do and Ruddle, 2012]. It is more difficult to remember the
exact query terms than to see a snapshot of that web page and re-find a previously seen web
page. In some studies, results show that thumbnails have a positive impact on helping users
to re-find a previously seen web page [Ayers and Stasko, 1995; Maarten et al., 1999].
Buscher [2009] presented a new system that aimed to help users to easily recognise pre-
viously seen web pages by providing a thumbnail for each document, represented as nodes in
the tree, and presenting text summaries (URL and document title) for selected documents
at the bottom of the screen. The thumbnail image used in this study showed the top left
corner of the original document.
A study by Yoo et al. [2008] presents a new web browser system that relies totally on
thumbnails to navigate the web. The study showed that using thumbnails for browsing is
effective and convenient, and helps users to easily move between pages. Thumbnails were
also found to decrease the number of undesired pages visited.
Other research such as that of Jiao et al. [2010b] evaluated three visual summaries for re-
finding tasks: an image excerpt from the retrieved web page, thumbnails and visual snippets
proposed by Teevan et al. [2009]. However, if the internal image excerpt was not available,
an external representative image was retrieved to summarise the web page. Subjects in the
first part of the study were asked to type their expectations of the web page content for the
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given visual summaries, then to rate their expectation after visiting the actual corresponding
web page. A few hours later, in the second part of the study, the subjects were asked to
re-find the web page based only on one visual summary. For the first part of the study, they
classified the web pages into six categories based on amount of text, availability of dominant
images and document length. Results show that thumbnails are not good summaries of pages
with a large amount of text and fewer images, however, thumbnails are better than external
images for websites with logos and previous seen websites. The results also show that the
type of web pages and tasks impact on the effectiveness of presenting visual summaries.
For example: while thumbnails are effective for simple web pages, visual snippets are more
effective for re-finding web pages.
Visual summaries may therefore have a strong positive impact on re-finding previously
seen web pages, and since this has been convincingly established, we did not investigate the
matter further in this thesis. Our investigations were more concentrated on studying the
impact of additional visual summaries on user searching behaviour in aspects such as effort
and time spent.
2.5.2 Presenting additional visual summaries along with textual summaries
Dziadosz and Chandrasekar [2002] evaluated the usefulness of thumbnail images in web search
results, comparing textual summaries, thumbnails, and a combination of both textual sum-
maries and thumbnails. The results of the study showed that presenting textual summaries
along with thumbnails help users to assess the potential relevance of search results to decrease
the ratio of errors. Presenting thumbnail images without textual summaries limit the ability
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of subjects to assess relevant material.
Czerwinski et al. [1999], conducted a study focused on the effectiveness of thumbnail
images, mouse-over text and spatial location memory in 3D environment. The experiments
were done in two sessions with a period of four months between them. Four types of abstract
were used in this study: title only, textual summary only, thumbnails only or all the previous
three items together. The data set consisted of 100 pages. During the test session, subjects
were given one of the four abstract types and asked to find a related page. The results showed
that thumbnail images can be valuable in recognising previously seen pages, and hence help
users to find their desired information more quickly and accurately. Thumbnails halved the
number of failed attempts to re-find web pages. A thumbnail image was ranked as one of the
best features to help subjects to find required information.
A study by William et al. [1998] presents a system consisting of two windows. One
displayed the thumbnails of the top 20 search results on the left, highlighting query term
positions. The second window presented a single document with a fish-eye view, identifying
the regions where query terms occur. The study compared this system with the traditional
system of presenting search results, and results showed that users significantly improved
their ability to identify relevant documents when using the new system. Thumbnails enabled
users to scan the retrieved documents and the frequency of query term occurrences. They
also allowed users to compare results in a glance. The fish-eye view allowed users to locate
the relevant passages very quickly and easily.
A system to search journal articles, called BioText, was developed by Divoli et al. [2010].
BioText is an interface that uses thumbnail images to present search results. It allows users
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to display search results in five ways: (1) full text with a figure display, (2) textual summary
with a vertical list figure display, (3) textual summary with a grid list figure display, (4)
textual summary with a table display, and (5) a detailed article summary display. The study
found that (1) full text with figure display, and (2) textual summary with a vertical list figure
display were the most preferable interfaces for users.
Xu et al. [2009] developed a new visual search interface for web browsing where search
results are classified into groups of topics (semantically oriented). The interface was hierar-
chically organised and presented key messages and pictures for each topic. A simple heuristic
was used to display images on the search interfaces: if the image was larger than 200× 200
pixels and was not located on the corner of web page or was floating around (such as ad-
vertisements) then it was considered an actual content image. The results of the evaluation
showed that the visual interface helped users to find higher quality answers, lowered comple-
tion time, lessened the total number of clicks, and satisfied users more than the traditional
interface.
Joho and Jose [2006] studied the effectiveness of additional textual and visual features
(thumbnails) for search results. Four interfaces were designed for this study, using Google
as a base line. The first interface presented traditional text summaries (document title,
short text snippet and URL), the second interface presented the same summaries as the first
interface with the addition of the top ranking sentences (TRS): utility textual sentences from
the retrieved document that are relevant to the given query [Tombros and Sanderson, 1998].
The third interface presented thumbnails along with traditional text summaries, while the
fourth interface presented all three summaries: TRS, thumbnail and traditional document
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surrogates. The results showed that the additional elements were helpful to users for assessing
the relevance of results and query re-formulation. The study also showed that users’ search
experience plays a significant role in the facilitation provided by textual and visual features.
2.5.3 Comparing the effectiveness of different approaches to visual summaries
A study by Aulu et al. [2010] evaluated the effectiveness of presenting textual and thumbnail
summaries, also aiming to understand how they help users in predicting the relevance of a
web page for a specific query. The first part of the study examined two types of thumbnail:
Zoomout, which is presented on 200× 250 pixels, showing a larger area of the web page than
a traditional thumbnail; and Zoomin, which is presented on 280× 250 pixels, zooming in the
top left corner of the web page. Four topic categories were used (medical, travel, shopping
and images), two topics were specified for each category, and four results were generated
via Google search results for each topic. The results showed that both thumbnail previews
are effective, however statistical testing showed that Zoomout thumbnails provide better
information. In the second part of the study, twelve participants were asked to rate (before
and after visiting each web page) the helpfulness of the presentation of traditional textual
summaries and the summaries containing the URL and title above each Zoomout thumbnail.
The results showed that user performance was better when using thumbnails; however, this
was not statistically significant. The results also showed that the location of URLs and titles
affect how users browse thumbnail images, as placing text snippets below thumbnail images
increases user attention. In other words, thumbnails with web search results can provide
good cues and search results organisation influences user searching behaviour.
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2.6 Challenges of presenting visual summaries for web search results
A rich collection of visual information is available on the World Wide Web, but popular search
engines present very little of this information, considering its abundant availability. However,
the visualisation of textually represented information is difficult and challenging [Hearst,
2009]. In the following sections, we describe some of the challenges of presenting visual
summaries for web search results.
2.6.1 Time required to displaying visual summaries
It was reported that Google tested presenting thumbnails beside traditional search results
for 24 hours, then immediately stopped, as results showed a delay in user’s responses and
hence a decreased number of hits [Hearst, 2009]. However, no details were provided on the
effectiveness of thumbnails. As a commercial search engine, Google paid more attention
to number of hits, for monetary reasons. The decline in user response in this experiment
can be resolved by many variables such as improving the scripts that generate thumbnails
and internet bandwidth (speed). However, internet speed is an economic more than an
availability issue, and has improved dramatically in recent years [Coffman and Odlyzko,
1998]. In addition, visual summaries can provide the quick gist of an item fast view where
110 milliseconds are enough to get the gist of an image [Woodruff et al., 2001]. This is a
good indication that visual summaries may help users to spend less effort on searching. This
assumption will be investigated in this thesis. Therefore, researchers should not stop studying
the effectiveness of visual summaries merely due to internet speed. Studying the impact of
visual summaries not only provides rich information about user searching behaviour, but also
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helps to develop approaches for visual summaries.
2.6.2 Visual summary size
The size of visual summaries plays a primary role in their effectiveness, as a small size makes
it hard to recognise their features. One of the main issues with thumbnail is that users cannot
read textual content due to the small size. Kassten [2002] conducted a study to evaluate the
impact of thumbnail size in web browser history. Comparing between the presentation of a
title only and a large thumbnail along with a page title, the study showed that users were able
to recognise web pages more accurately when larger thumbnails were presented. In addition,
results show that users focused on recognising colour and layout when small thumbnails
were presented. Results also show that 86% of the time users like to have thumbnails in
the browser history. Search result presentation is a significant factor determining the size
of visual summaries, where traditional search results present ten items per page. Thus the
size of visual summaries should be fitted to the overall structure and limited space should be
provided for each item.
However, some existing search engines such as Google use dynamic ways to present their
visual summaries for each item of a large size. As the mouse moves over the textual items, a
visual summary appears next to the related document surrogate. In our designed interfaces
in this thesis, we used a static method to present the visual summaries with size of 200×150
for each item, where selecting the appropriate size was based on the literature review. More
details are presented in Chapter 5.
One more issue with visual summaries is the difficulty of generating such summaries for
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web pages with a bunch of text, particularly those that do not have images in their content.
Visual summaries such as thumbnails will look similar, especially for small thumbnails. How-
ever, this issue might be solved by developing an approach for visual summaries that takes
this issue into account. In our thesis, we developed a new approach for visual summaries
called “Visual tag”, where text-only web pages can be easily recognised. (More details about
this approach are given in Chapter 5.)
2.7 Summary
In this chapter, we described various approaches for creating visual summaries and studies
conducted to evaluate their effects on user searching behaviour. Effective representation of
web search results can play an important role in facilitating information seeking. User search
performance may be improved by presenting additional visual summaries as part of a web
search interface. More investigation is required to evaluate the effectiveness of additional
visual summaries. A few studies investigate the effectiveness of visual summaries on user
seeking behaviour and user queries, but user searching behaviour was analysed in lesser
detail.
In this thesis, we investigate user seeking behaviour in depth to gain a richer understand-
ing of the impact of additional visual summaries on user seeking behaviour. A new approach
to visual summary is evaluated in addition to other existing approaches. We investigate the
effectiveness of different approaches (including our own) by comparing them with text-only
interfaces. Our user studies differ from other research by using real search engine results and
designing web search interfaces to simulate a real environment similar to the one that user
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may encounter in real life. We design a task scenario that simulates a real task, where a
user has a list of search results to select potential relevant answers; in comparison, previous
studies focus more on task completion time and error rates. We use advanced techniques
(eye tracking metrics) to measure user performance and evaluate user interaction with results
screen and effort expended. Finally, we also investigate the impact of topic types on users’
information seeking behaviour and the effectiveness of the additional visual summaries.
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Chapter 3
The use of eye tracking in
information retrieval evaluation
Web search engines are a key enabling technology to support users in finding useful infor-
mation on the World Wide Web, and the search interface is an important component of
these engines. The organisation and presentation of search results is a principal part of the
search interface and can have a substantial impact on the ability of users to find their de-
sired information. The evaluation of web search interfaces is therefore essential to present
effective information, and eye tracking is a promising technique with the ability to provide
rich information for this purpose.
An eye tracker is a device that calculates the exact point of the user’s gaze using a
geometrical model. It also captures detailed information on timing and click events. In this
chapter, we address the first research question in this thesis: How can an eye tracker be used
to understand user behaviour when interacting with textual and visual summaries of search
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results? This question was consequently investigated, and at the end of each user study, the
question was revisited and recommendations were applied on the next user study. Thus, in
this chapter we summarise our understanding of the complexities of employing eye tracking
and their solutions for the use of eye tracking on web search interface.
In this chapter, a short history of eye tracking is provided in Section 3.1, and in Sec-
tion 3.2 we describe eye movements and cognitive processes. Section 3.3 describes the use
of eye tracking in combination with other measures. We discuss standard and suggested eye
movement metrics in Section 3.4, and in Section 3.5 we assess the quality of eye tracking.
One of the major issues associated with eye tracking is the eye movement filter, discussed in
Section 3.6. In Section 3.7 we describe our approach to using eye tracking for the evaluation
of web search interfaces. Section 3.8 discusses the limitation of eye tracking and in Section 3.9
a summary of this chapter is presented.
3.1 History of the eye tracker
The first eye trackers were built in the late 1800s and since that time a variety of different
techniques have been applied to collect eye movements [Horrey and Wickens, 2007]. In
1901, Dodge and Cline applied the first method to collect eye movements by reflecting an
external light source from the fovea (the center of the macula region, also known as the
retina, in the eye) [Richardson and Spivey, 2004]. Since then, many different techniques have
been introduced, such as electroencephalography, where electrodes are mounted on the skin
around the eyes to capture the eyeball’s musculature moves. This allows the observation
of eye movements over a large dynamic range; however it can only capture horizontal eye
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movements. Other techniques used in the early twentieth century consist of corneal reflection,
limbus, pupil, eyelid tracking and the scleral contact lens [Robinson, 1963; Young and Sheena,
1975]. Most of the techniques introduced before the 1970s are invasive, requiring researchers
to directly manipulate participants’ eyes. However, more recent techniques are non-intrusive,
with video images of the eye being used to locate where the user is looking on the screen.
This is made possible by the use of infra-red light, which captures and reflects the eye
images [Duchowski, 2007]. Nowadays, tracking eye movements can be captured with free
head movements by tracking pupil brightness and corneal reflection [Jacob and Karn, 2003;
Duchowski, 2007]. Eye tracking is therefore easily applied in human interaction studies, so
that the number of studies using eye tracking is dramatically increasing. For instance, in
1987 the first paper appeared in the Conference on Human Factors in Computing Systems
using eye tracking by Ware and Mikaelian [1987], and in 2000 in the same conference more
than six papers were presented [Jacob and Karn, 2003].
In our user studies, data was collected using a Tobii T60 eye tracker1. This non-invasive
device calculates the exact point of a user’s gaze using a geometrical model. The T60 eye
tracker comprises of a wide screen 17 inch monitor with a high resolution. Participants need
only look at a computer screen and use a keyboard and mouse to answer the experiment
tasks.
3.1.1 Current use of eye tracking
Eye trackers have been widely used in a range of different research fields, including disability
studies [Betke et al., 2002; Sears and Young, 2002; Hornof and Cavender, 2005], market-
1www.tobii.com
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ing [Wedel and Pieters, Fall 2000; Maughan et al., 2007], psychology [Allopenna et al., 1998;
Johnson et al., 2003], and applied human factors studies. These applied human factors studies
include surgical skills assessment [Richstone et al., 2010], flight management systems [Han-
son, 2004; Frische et al., 2011], and driving skills studies [Cohen, 1981; Hughes and Cole,
1986; Martens and Fox, 2007]. However, eye trackers are most intensely used for usability
research (evaluating interrelated design) and in the human computer interface (HCI) field.
Poole and Ball [2005] classify the use of eye tracking in HCI and usability research into two
groups: studies concerning user seeking behaviour and studies focussing on the features of
websites related to effective usability.
3.2 Eye movements and cognitive processes
The process of making a decision to find a relevant answer for a web search task involves
learning, problem solving, memory and comprehension. These mental processes are called
cognitive processes or information processing. Information retrieval studies have demon-
strated significant correlations between some cognitive abilities and their indicative factors,
such as perceptual speed and spatial scanning. Perceptual speed is defined as speed in finding
or comparing figures or symbols, or completing other basic visual perception tasks [Ekstrom
et al., 1976]. A study by Allen [1992] finds that perceptual speed can be measured in infor-
mation retrieval studies by identifying how quickly people scan web content and the speed
at which they make judgements. Spatial scanning is defined as the speed at which a viewer
explores a complex or broad spatial field [Ekstrom et al., 1976]. Many studies find that task
completion time and the ability to select relevant and non-relevant answers are indicators
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of spatial scanning and logical reasoning [Vicente et al., 1987; Vicente and Williges, 1988;
Campagnoni and Ehrlich, 1989; Jennings et al., 1991; Seagull and Walker, 1992]. Further-
more, studies show that eye tracking can provide significant data about cognitive processes,
such as reading, visual searching, and scene perception [Rayner, 1998]. Rayner and Castel-
hano [2007] found that users spend a longer duration on oral reading and scene perception
than on silent reading, while the typical fixation in visual searches is smaller than in other
aspects of cognitive processes. Additionally, the type of materials, the difficulty of texts and
the goal of the user’s reading all influence fixations [Rayner and Pollatsek, 1994; Rayner,
1998].
3.3 Using eye tracking in combination with other measures
Eye tracking can provide stronger qualitative outcomes by working in tandem with other
qualitative measures such as think-aloud [Granka and Rodden, 2006] and click through-
data [Joachims et al., 2005]. Specifically, using these additional measurements along with eye
tracking can improve the quality of behavioural assumptions in understanding the correlation
between dependent parameters and user seeking behaviours. Several other techniques that
can be used simultaneously with eye tracking are questionnaires (which can be administered
pre-, during or post-session), think-aloud and click-through data.
3.3.1 Using eye tracking for enhanced analysis of click behaviour
Eye tracking can capture user strategies for browsing web pages and user attention time on
a single item or even a single word. Making use of these findings, some recent studies have
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employed eye tracking to investigate the limitation of other measures.
Joachims et al. [2005] investigated the effectiveness of clicks to evaluate web search re-
sults, using eye tracking to collect the required data for their analysis. Their study involved
two phases: in the first phase, participants were asked to answer ten web search tasks (five
informational and five navigational) using Google search engine. In phase two, three ma-
nipulated sets of search results were designed for the same ten tasks: (1) using the original
ranking list retrieved by Google, (2) using the same original ranking list, but switching the
order of the top two items, and (3) using the reversed order of the original ranking list. The
analysis of the eye tracking data shows that users were influenced by the ranking order of the
search results and consequently often clicked the top two items. In addition, users viewed the
search results from the top to the bottom, and paid more attention to items that were above
the clicked answer than items that were below on the ranking list. The authors conclude
that click-through data is informative, but biased by position.
3.3.2 Using eye tracking in combination with think-aloud
Terai et al. [2008] evaluate user seeking behaviour through the use of informational and
transactional search tasks. Participants were asked to think-aloud while answering a given
web search task, and their eye movements were captured by eye tracking. Whilst it is
true that using think-aloud alongside eye tracking helps us to avoid making assumptions
about user seeking behaviour, some are likely to object to this practice on the grounds that
user seeking behaviour is (conversely) influenced by think-aloud. For instance, Stephen et
al. [2012] investigated the effect of think-aloud on user performance by conducting a user
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study involving two groups of participants. One group was asked to practice “think-aloud”
as they completed a number of tasks, whilst the second group was instructed to answer the
tasks without thinking aloud. Results show that thinking aloud had a significant effect on
user performance, as the time to first fixation was significantly longer, and the fixation itself
was shorter in duration for the group employing think-aloud. Therefore, in this thesis we did
not include think-aloud in our methodology.
3.4 Definition of commonly used eye movement measures in IR
Eye tracking provides rich information on user searching behaviour with the use of two main
measurements: fixation and saccades. Those two main data types can be used in a variety
of ways to analyse particular aspects of user search behaviour. Ehmke and Wilson [2007]
reviewed some of these metrics (fixation, saccade, scan-path and gaze) and the usability
problem or cognitive process involved in each. Poole and Ball [2005] provided practical
guidance on the use of some techniques, while Moacdieh and Sarter [2012] classified eye
tracking metrics to three categories: quantitative, qualitative and the combination of both.
Jacob and Karn [2003] reviewed the user usability studies that use eye tracking and the
metrics used by those studies.
In this section of the thesis, we reviewed potential eye movement metrics that can be
used in information retrieval studies relating to web search results.
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3.4.1 Area of interest
An area of interest (AOI) is a region or element of a screen, which allows researchers to
measure the amount of attention that a user spends on a precisely defined exact object.
Several components of the eye’s movement can be measured using AOIs, such as the first
view of an AOI, or the frequency of views.
Furthermore, AOIs can compare the user’s gaze on each separate visit to the same AOI:
for example, comparing the time that a user spent reading a particular text item before and
after selecting an answer for a given search task. In addition, AOIs can be measured by
several fixation parameters such as total number of fixations, fixation duration, first fixation,
fixation order and frequency. The basic AOI events are hits, dwells (total viewing time) and
transitions (eye movements from one AOI to another) [Holmqvist et al., 2011].
One of the significant benefits that AOIs provide in user studies is the identification of
details about user strategies for browsing a webpage. These details enable us to draw a
diagram modelling user seeking behaviour, allowing us to represent the details of how users
interact with webpage elements.
3.4.2 Fixation and saccades
Eye movement measures evaluate eye location and the attention spent on a single portion
or an entire region of the screen. The main data that eye tracking captures to represent the
location of a user’s gaze on the screen falls into two types: fixations (a series of gaze points
maintained in a constant direction whilst on individual is observing a stationary target); and
saccades (quick eye movements between fixations). A fixation is the duration of time spent
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viewing a particular target located on the foveal range of human eye, while saccades connect
between fixations. Fixations can transmit visual signals to the brain, but saccades cannot
do so [Ellis, 2009].
Eye movement can be analysed through the use of many quantitative measures. The
majority of these quantitative measures are reviewed in this chapter, and Goldberg and
Kotvel [1999] Poole and Ball [2005] also provide a review. For example, eye fixations, which
provide deeper insight into users’ attention, can be measured in multiple ways: time to first
fixation, duration and total number of fixations. These numerical measures play a signifi-
cant role in interpreting user behaviour. These measures provide different explanations of
behaviour: for example, higher fixation frequency on a particular object indicates a notice-
able or important object, while a long duration of fixation suggests a difficulty to process
information. Goldberg and Kotvel [1999] investigate these measures in depth and conclude
by identifying three categories of measures that are potential indications of user seeking
behaviour: global search, local search and processing.
Fixation-related metrics are widely used throughout user studies. For the purpose of
analysing the fixation-related metrics that are reported in the literature, we can divide them
into three categories: those that measure (1) difficulty in extracting information, (2) interface
efficiency, and (3) user viewing behaviour (i.e. , whether the user is processing or searching).
Difficulty in extracting information can be measured by the time of arrival (time to first
fixation) and fixation duration and length [Joachims et al., 2005; Huang and Gordon, 2011].
Saccade/fixation rates provide an indication of whether a user is processing (fixation),
or searching (saccades). More saccades indicate more searching behaviour [Goldberg and
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Kotval, 1999; Liversedge and Findlay, 2000; Poole et al., 2005]. Goldberg and Kotval [1999]
found that good interfaces produce significantly lower numbers of fixations, but fixation
duration and fixation/saccade ratio were not significantly variable in comparison with poor
interfaces. Efficiency can be measured by fixation spatial density, where the closer fixations
suggest that a user is finding interesting information [Cowen et al., 2002].
In addition, these metrics can be employed to produce more metrics such as the overall
number of fixations [Goldberg and Kotval, 1999], total number of fixation on each AOI [Poole
et al., 2005; Cutrell and Guan, 2007], total/mean fixation time [Cutrell and Guan, 2007;
Kammerer and Gerjets, 2010; 2012] and number of users fixated on a particular AOI [Albert,
2002; Granka et al., 2004; Joachims et al., 2005]. In addition, dwell (the total gaze spent
on a particular AOI) is employed in many studies [Jacob and Karn, 2003; Oertel and Hein,
2003] for purposes such as measuring the processing time or difficulty of a given task.
3.4.3 Heat maps and gaze plots
Eye tracking data can graphically represent a user’s attention on a screen using various
techniques, such as a heat map (a graph that displays gaze data in a matrix, using colours
to represent attention on screen) and a gaze plot (a graph that represents the sequence and
order of eye movements and their duration). An example of a gaze plot and heat map for
Google search results page are shown in Figures 3.1 and 3.2. Heat maps allow us to recognise
the most viewed areas on screen, providing an indication of important or attractive objects.
Gaze plotting provides detailed information about user searching behaviour such as first
fixations, viewing duration and exact viewed locations.
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Figure 3.1: Gaze Plot: (A) Area of interest. (B) Fixations. (C) Saccade. (D) First fixation.
Figure 3.2: Heat maps visualise user gaze data by using colours. Dark colours represent a
large concentration of gaze and lighter colours represent a lower concentration of gaze.
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Nielsen [2010] and Soussan et al. [2011] describe how users view web pages according
to the outcomes of heat maps generated by an eye tracker. Their results show that users
view the left and top sides of web pages more than other areas. Shretha and Kelsi [2007]
investigate how users browse the results of e-commerce websites by observing the visual scan
paths of users. Their analysis focuses on describing the outcomes of hotspots and gaze plots
that illustrate users’ visual attention. They found that visual attention is uniform during the
browsing of picture results, but follows an “F-shaped pattern” for browsing and searching
text on web content. In other words, users spend more attention on top ranking text items
and view them more carefully, while spending less time and a quicker view on low ranking
items and viewing them more rapidly. Moe [2007] uses eye tracking data to qualitatively
identify features of implicit relevance feedback. Results show that thorough reading (such as
careful reading) is one of the most useful methods to find relevant information.
Heat maps allow us to analyse eye tracking data in a purely qualitative format. For
instance, qualitative analysis of eye movements can help to identify the most attractive
viewed elements, the start point, dominant seeking behaviour and missed elements. Whilst
we can evaluate the effectiveness of an interface by identifying the time required for given
tasks, qualitative eye movement measures can provide the reasons behind the inefficacy of a
specific portion of the interface. An eye tracker allows us to conduct qualitative screening
studies (studies that use heatmaps to analyse user behaviour), which help us to gain a richer
understanding of viewing patterns. However, Bojko [2009] argues that heat maps should not
be used on their own without quantitative measures. She investigates the use of heat maps in
describing and interpreting user behaviour and concludes by giving some guidelines on how
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to use heat maps more effectively. For instance, it is better to use fixation instead of raw
data to generate heatmaps, and within a study, a definition of fixation, such as minimum
fixation duration, should be consistent during the analysis and visualisation of the data.
In our studies, we used heat-maps and gaze plots to explore how users browse search
results, which helped us to implement a diagram to observe user behaviour and attention.
More details about this technique are explained in Chapter 6. In addition, we use gaze plots
to evaluate the quality of calibration, as explained later in this chapter.
3.4.4 Scan-paths
An eye tracker gathers two main measurements to represent the point of a user’s gaze on the
screen: fixations and saccades. A scan-path is a completed observed path of eye movement
sequences (fixations and saccades) across a screen. Scan-paths can provide valuable insights
into information seeking behaviour and cognitive styles, including users’ mental effort. Noton
and Stark [1971] proposed the scan-path examining how user viewing images. Results show
that the amplitude of saccades in images is similar to that in reading text, and fixations on
viewing images are uniform. Josephson and Holmes [2002] investigated the scan-paths of
eight subjects for three different web page domains, and found that users have “habitually
preferred scan-paths”. In other words, individuals favour certain scan-paths, but factors such
as type of web page can influence their choice. Investigating the features of scan-paths can
provide us with good indications about user interaction with informative components, and the
effectiveness of such components. Poole and Ball [2005], and Goldberg and Helfman [2010b]
discuss several metrics to quantitatively analyse scan-paths and their accompanying methods
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of interpretation, such as scan-path duration and length.
Scan-path length: Scan-paths consist of gaze samples, each of which has coordinates
on the screen, so that counting the distances between gaze samples will provide us with the
scan-path length. Scan-path length is measured in pixels.
Scan-path duration: The total number of gaze points (n) multiplied by gaze duration
(0.017 seconds) provide scan-path duration, while for sequences of saccades and fixations,
scan-path duration is the sum of the durations of both fixations and saccades [Goldberg and
Kotval, 1999].
Goldberg and Kotval [1999] conducted a study to compare between good and poor in-
terfaces by analysing eye movements of twelve users. The results show that no significant
differences were found in scan-path duration between good and poor interfaces; however, poor
interfaces produce significantly longer scan-paths. Goldberg and Helfman [2010b] propose a
technique to automatically identify similar scan-paths in order to study user browsing strate-
gies. Their study provides an opportunity to analyse scan-paths qualitatively, particularly
for studies with many participants or factors [Goldberg and Helfman, 2010a]. We therefore,
we used scan-paths to analyse our collected data, as will described later in this chapter.
3.4.5 Transition rate (re-viewing)
Transition rate is a useful metric particularly for free viewing, where saccade direction is
examined [Ponsoda et al., 1995]. AOIs allow us to observe the transition rate between
informative components (frequency of eye movements between AOIs), where a higher rate of
transition indicates less efficient management between those components [Jacob and Karn,
57 (August 29, 2013)
CHAPTER 3. THE USE OF EYE TRACKING IN INFORMATION RETRIEVAL EVALUATION
2003]. A forward and backward gaze movement indicates that the user is not sure about
their search or about the presented information [Goldberg and Kotval, 1999].
In our user studies, we improve the transition rate definition in order to produce the re-
viewing percentage for items (such as the number of times a user re-views an item). In our
designed interfaces, five search result items was presented for each search topic. AOIs were
used to collect the total amount of times items were viewed by users (Total viewed), and the
number of uniquely viewed items out of the possible five search results was also collected for
each session (Uniquely viewed). The following formula was then used to produce a re-viewing
percentage:
Re-viewing =
Total viewed− Uniquely viewed
Total viewed
This metric examines users’ mental search behaviour and measures the effectiveness of the
presented search results, applying the same suggestions of transition rate, higher re-viewing
percentages indicate searching and lower effectiveness [Goldberg and Kotval, 1999; Jacob and
Karn, 2003]. This proposed metric is applied in Chapter 6.
3.4.6 Other eye tracking metrics
Another metric, spatial density, measures user searching, where extensive gaze points indicate
inefficient searching whilst small samples of gaze points reflect an efficient search. Goldberg
and Kotval [1999] analysed the scanned area using the Convex hull; their results show that
users scanned significantly more areas using the poor interface rather than the good interface,
while the poor interface produced significantly larger spatial density than the good interface.
Pupil dilation and blink rate can also be captured by eye tracking, and studies show these
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metrics can be used to indicate cognitive workload [Bailey et al., 2007; King, 2009; Bruneau
et al., 2002; Riding and Rayner, 1998]. A cognitive workload can be identified by a lower
blink rate; in contrast, a higher blink rate is a sign of stress and overwork [Poole and Ball,
2005]. Unfortunately, pupil size and blinking can be influenced by many factors, such as the
light source used, and therefore a few studies apply these metrics in eye tracking research.
Jacob and Karn [2003] argue that this issue can be solved by using a specific type of hardware
device, IBM Blue Eyes; however they admit this will not address the issue completely. We
therefore do not consider using pupil dilation and blink rate in this thesis.
3.5 Quality of eye tracking
Quality of eye tracking is influenced not only by mechanical setup and pupil detection, but
also by other factors, which may include [Drewes, 2010]: (1) accuracy (influenced by the
eye’s anatomy, including muscles and nerve sensors such as heat and cold), (2) low-level
filtering and (3) the type of application software attached to eye tracking for the evaluation
and visualization of the collected data. In addition, the quality of eye tracking can be
influenced by time resolution (frame rate of a video), latency (delay in capturing the data)
and robustness (impact of light and users’ glasses or contact lenses).
3.5.1 Types of eye movements
Jacob and Karn [2003] classified two categories of eye movements based on the environment
of the study: natural and unnatural. The most common type examined in studies is natural
eye movement, where users freely browse web documents, with no particular instructions
59 (August 29, 2013)
CHAPTER 3. THE USE OF EYE TRACKING IN INFORMATION RETRIEVAL EVALUATION
avoiding their viewing. Unnatural eye movements occurs where users are instructed to follow
a specific way of viewing a document.
3.5.2 Calibration
Calibration must take place before participants start the experiment, because characteristics
of the eye (such as pupil size and nerve sensors) differ from one participant to an other.
Calibration is used to detect the participant’s gaze point and to create a personal profile for
each participant’s eye features. The calibration is conducted by moving a dot to different
locations on the screen (calibration points), and the participant is instructed to follow that
dot. The number of calibration points can be increased.
Unfortunately, eye tracking systems do not provide any criteria to check the quality of
calibration. Some eye tracking manufacturer software such as “Tobii Studio”2 provides a
percentage of recording quality, which is based on the total captured gaze time out of total
time user spend answering a given task. This percentage provides a good indication of
the amount of missing gaze that eye tracking does not manage to capture, most probably
where users did not look at the screen. However, this percentage does not affect the quality
of calibration, and can be only examined manually by checking the gaze plot and target’s
location. This can be done for a small amount of sessions but is not sufficient for a large
number of sessions, and particularly not for web search interfaces, where targets are the
informative components. For instance, in our user studies, targets are visual summaries and
textual summaries (a web page title, a short text extract from the source document, and the
URL ). In addition, on a web search interface, users engage in diverse behaviours such as
2www.tobii.com
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reading and skimming or searching and processing. These different behaviours make it hard
to identify the quality of calibration. The proposed techniques that have been developed to
solve bad calibration require manipulating the gaze data positions using average gaze point,
locations to identify the fixation location [Hornof and Halverson, 2002].
One study recommends recalibrating at the middle of the study to make sure of good
calibration [Aaltonen et al., 1998]. Others suggest to re-calibrate at any time during the
experiment when it is necessary [Pollatsek et al., 1990], however, these suggestions are un-
comfortable, interrupt users and can mislead users about the actual goal of the study. Some
studies calibrate at the beginning of each session and verify the quality of calibration before
each trial [Abrams and Jonides, 1988; Abrams et al., 1989]: in these studies, if the eye was
not on the right fixated point by 1 ◦, then participant was asked to repeat the trial. However,
in experiments such as our user studies, participants are not instructed to look at specific
paths or locations; they are only instructed to look at the screen. Direction degree cannot
be applied in studies where users are freely looking at the screen and targets have different
dimensions: position and size.
3.6 Eye movement filters
Identifying fixations and saccades in eye tracking protocols is an essential part of user studies,
and can significantly impact upon the overall indication of the results [Salvucci and Goldberg,
2000]. Fixation filters cluster the gaze data points to meaningful fixations. Many algorithms
are proposed to define fixations, such as the Adaptive algorithm [Smeets and Hooge, 2003],
Kalman filter identification (I-KF) [Sauter et al., 1991], and algorithms developed by eye
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tracking manufacturers such as Tobii’s fixation algorithms (ClearView and Tobii Fixation
Filter) [Larsson, 2010]. To group gaze data into meaningful fixations or events, various
aspects are taken into account such as the distance between two gaze points, gaze position,
data sequence, radius and duration of fixation [Komogortsev et al., 2010].
Several studies investigate fixation identification (the minimum required time for a fixa-
tion); some have found that the minimum required time for fixation is 100 to 150 milliseconds,
and the typical average length is longer than 150 milliseconds [Kowler, 1990; Yarbus et al.,
1967], while others suggest the minimum fixation is 200 milliseconds [Fischer and Ramsperger,
1984; Jacob and Karn, 2003]. A number of researchers defined the minimum fixation du-
ration as 100 ms in their user studies [Karsh and Breitenbach, 1983; Goldberg and Kotval,
1999; Salvucci and Goldberg, 2000; Holm and Ma¨ntyla¨, 2007; Goldberg and Helfman, 2010b].
Fixation identifications can be influenced by several factors: Mackworth [1967] found that
display densities exert an influence, while Friedman and Liebelt [1981] noted that fixation
durations are longer on objects that require difficult processing. Furthermore, Salvucci and
Goldberg [2000] argue that fixation identification is still subjective, and they contend that
fixation duration on visual processing is different to that in cognitive processing. In summary,
algorithms of fixation identification should take these aspects into account to easily compare
between previous studies.
Additionally, some studies use different filters according to the subject material and focus
of the study. Because of the sensitivity of identifying fixations and saccades, several studies
develop techniques to select an appropriate filter to get more accurate data [Falkmer et al.,
2008; Juhola et al., 1985; Sauter et al., 1991]. Furthermore, Marcus and Kenneth [2010]
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Figure 3.3: A fixation must include at least six gaze points, and the distance between them
must be less or equal to 40 pixels.
develop an algorithm to identify eye movement events, such as reading and scene perception.
In our user studies, fixation was defined as a series of six gaze points falling within a 40
pixels radius [Goldberg and Kotval, 1999] (see Figure 3.3). In addition, other studies agreed
that the minimum of fixation duration is 100 ms [Karsh and Breitenbach, 1983; Salvucci and
Goldberg, 2000; Holm and Ma¨ntyla¨, 2007; Goldberg and Helfman, 2010b]. In our studies,
users were asked to predict the relevant answers: this process involves variables of cognitive
workload and behaviour such as searching, reading, scanning and selection. These different
aspects can influence fixation durations, therefore, we did not use fixations and saccades
metrics in our analysis (more details are discussed in the next section).
3.7 Our approach to using eye tracking for the evaluation of web search inter-
faces
Eye tracking cannot be perfect [Aaltonen et al., 1998]. Each field has its own character and
variables that should be taken into account when conducting a user study. Using eye tracking
in web search interfaces is not the same as using eye tracking to evaluate websites or software
interfaces. The searching process that users follow has specific and distinct aspects.
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Search result items should be controlled to produce more precise results. We used eye
tracking to evaluate existing web search interfaces, and results show that a number of factors
need to be controlled in order to get more precise results. We therefore designed a web
search interface to evaluate the effectiveness of presenting additional visual summaries. One
significant factor affecting the use of eye tracking for the evaluation of web search interfaces
is the space left between informative components. Enough space must be left for researchers
to easily distinguish user gaze data in the analysis stage. Another recommendation is to
use reasonable font and image size, so that users do not have to spend longer fixations to
recognise objects of smaller size. Scrolling pages can be annoying in the analysis of gaze
data where users may devote some attention to scrolling through results pages; hence, in our
interfaces, we present a reasonable number of result items that fit on one non-scrolling web
page.
In addition to the above recommendations, we used several techniques to improve our
findings and user gaze data. The following techniques were consequently applied in our user
studies.
3.7.1 Using questionnaires
Questionnaires can provide good feedback, improving findings and making assumptions and
interpretations of predictable patterns of user searching behaviour more robust. Question-
naires can take place at any stage during the experiment, depending on the feedback and
search task. Studies show that eye movements, fixation and saccades can be influenced by
familiarity of information [Greene and Rayner, 2001; Williams and Morris, 2004], and in
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addition, as discussed earlier, researchers found that user difficulties produce longer fixations
and intensive gaze points. We therefore strongly suggest asking users about the difficulty
and familiarity of information on web search tasks when eye tracking is used. One means of
obtaining feedback on difficulty is to compare between fixation durations and user responses.
In our user studies, user feedback on the perceived difficulty and familiarity of each search
was collected: participants were asked two questions at the end of each session. The first
investigated their familiarity with the topic, and the second concerned the difficulty they
experienced in finding relevant answers.
3.7.2 Adaptation of gaze direction
Users move their eyes according to the content displayed on the screen. The first fixations are
strongly correlated with previous direct gaze [Palanica and Itier, 2011], and gaze perception is
influenced by the adaptation of gaze direction [Jenkins et al., 2006; Schweinberger et al., 2007;
Kloth and Schweinberger, 2008]. Therefore, viewing one media and then another during the
capturing of user eye movements can influence the gaze’ starting point on the second media.
For example, if a user was reading a task instruction located on the bottom of the screen, and
then immediately a search results page was displayed, their eye movements will show that the
initial gaze point on the search results page starts at the bottom. Thus it is recommended
to display a black or white screen before showing a search results page. In our study, we
display a black screen for three seconds before displaying search results.
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3.7.3 Evaluating the quality of calibration
We developed a technique to help evaluate the quality of calibration for our user studies.
Determining the quality of calibration is significant, particularly for web search interfaces
where information is presented in a strict space. Incorrect calibration, whether systematic or
variable (depending on error rate), can provide completely wrong assumptions and results.
For instance in the use of textual surrogates (combination of titles, snippets and URLs),
when systematic errors occurred while users were looking at titles, gaze points were instead
located on textual snippets. Researchers should therefore be aware of the importance of
evaluating the quality of calibration.
The average number of sessions in our user studies is 250 sessions, and hence it is difficult
to check individual session calibration manually. We used a technique to provide us with a
signal of how good the calibration was for each participant.
Our technique involved presenting one page displaying only one text line at the beginning
of the experiment, and another page displaying only one text line at the end of the experiment.
The idea was that when users read the text line at the beginning and the end of the study, we
could receive an overall signal of the quality of the calibration. Some manufacturer software
(such as Tobii Studio) enables researchers to generate gaze plots for all media with only one
click: thus it is easy to check the quality of calibration for a page with only one text line
by using a gaze plot. This technique not only provides a hint of the quality of calibration,
but can also provide an indication of whether there is a variable error or systematic error.
Figure 3.4 shows an example of the described web page.
In addition, this technique can provide a good suggestion of how participants were acting
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Figure 3.4: Example of the page with one text line used to check quality of calibration.
during the study, where if the text is not read then participants can be biased, and a further
investigation takes place. We eliminated participant data with systematic errors. If the
collected gaze data had a variable error, then we manually checked the proportion of error.
If the variable error was a reasonable proportion (determined by manually viewing the gaze
plot) then we kept the trial.
3.7.4 Optimising collected eye movements
Eye tracking may lose the capacity to coordinate a user’s attention for a while due to many
reasons, the most common of which are head movements, the loose capture of pupils/corneas
and the interruption of viewing for typing or clicking a mouse. A cut or a missing patch
in eye movement data can mislead researchers. Only six gaze points (0.017s× 6) produce a
fixation [Karsh and Breitenbach, 1983; Goldberg and Kotval, 1999; Salvucci and Goldberg,
2000; Holm and Ma¨ntyla¨, 2007]. Gaze point errors can be classified into two types: “system-
atic” errors (where the gazepoint data location is not correct, Figure 3.5 (B)) or “variable”
errors (where the distance between gazepoint locations appears larger than it is, Figure 3.5
(C)) [Chapanis, 1951]. Only a limited selection of papers discuss solutions for gaze point
errors, yet this can significantly impact on the overall outcomes of the study [Hornof and
Halverson, 2002].
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Figure 3.5: Eye tracking errors: (A) Good captured gaze points (B) Systematic error (C)
Variable error.
Figure 3.6: An example showing an AOI (box) and gaze points (1-26). According to our
approach, the gaze points (9, 11 and 16) are assigned to this AOI.
To address this problem, we develop a technique to improve the quality of collected
eye tracking data. An algorithm was formulated to optimise the collected gaze data before
analysing user behaviour and web search interfaces in the experiment. The goal of the
algorithm is to partly reduce the impact of variable error. The idea is that variable errors
cause an increase in the distances between gaze point data, which may move some gaze points
outside the AOI coordinate. For instance, some gaze points can be just located out the AOI
border (see Figure 3.6). When a fixation is 100 ms (six gaze points), losing one gaze point
out of the count in an AOI can eliminate a fixation. This can influence analysis of the results:
for example, if one fixation is occurred on a particular AOI, such as a visual summary, then
analysis will take into account that the user viewed that item to answer a given task.
In our algorithm, firstly, the gaze point data was assigned according to its position in
one of the AOIs or white-space. Fixation was defined as a series of six gaze points falling
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within a 40 pixels radius. Secondly, up to three white-space gaze points were re-assigned to
an AOI if a series of six gaze points (at least) was assigned to the same AOI before and after
the re-assigned gaze points, see Figure 3.6. Therefore, if one, two or three gaze points were
identified in white-space occurring between two series of six gaze points identified for same
AOI, then we change the points identified on white-space to that AOI. We manually checked
a sample of the manipulated white-space gaze points positions, and results show that they
ocurred just next to the AOI’s borders.
3.7.5 Complexity of employing fixations and saccade metrics
Camilli et al. [2008] found that increasing the threshold (minimum duration) results in miss-
ing some fixations, while decreasing the threshold produces false fixations. Studies recom-
mended that a threshold be set to 100 ms [Manor and Gordon, 2003; Radach, 1998]. Poole
and Ball [2005], who review various metrics of eye tracking, agreed with that recommen-
dation, as do other researchers [Karsh and Breitenbach, 1983; Goldberg and Kotval, 1999;
Salvucci and Goldberg, 2000; Goldberg and Helfman, 2010b; Holm and Ma¨ntyla¨, 2007].
Some studies show that 40 ms is enough for users to get the gist of a scene [Grill-Spector
et al., 2000; Castelhano and Henderson, 2008], and others suggest that 50-60 ms is enough
to read a fixated word [Ishida and Ikeda, 1989; Rayner et al., 2003; 2006]. In addition,
research shows that some aspects related to text influence fixation duration, such frequency
of words [Inhoff and Rayner, 1986] and familiarity of words (where fixation can be less
than 100 ms) [Reichle et al., 1998; 2003]. Moreover, eye movements are influenced by the
distinct type of visual behaviour in activities such as skimming. This can take place in
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the same manner when recognising images, where familiar images can be recognised in a
shorter amount of time than the first time a user sees an image. Our user studies involve
both text summaries and visual summaries: therefore, in our analysis, we used metrics that
involve gaze points instead of fixations and saccades to analyse user searching behaviours,
where measures such as dwell and scan-path help to analyse the gaze data. We did not use
fixation and saccade metrics in our analysis because they can be influenced by the variety
of user searching behaviour and the features of the presented information (such as types
and variety of summaries and familiarities). For instance, our user studies involve popular
visual summaries such as the thumbnail, and users are more likely to have seen these visual
summaries previously; however, they are not likely to have seen a visual tag, which is a
new approach to visual summaries. Furthermore, selecting the right filter requires further
investigation to produce accurate identification of fixations where, for example, most existing
algorithms rely on taking the average of gaze point locations to identify the fixation position.
3.7.6 Using scan-paths
In our user studies, scan-paths are calculated for each area of interest (AOI), where each
informative component on the tested interface was defined as an AOI. The most common
way to define a scan-path is the eye’s path from the moment that a user starts browsing
the web page until the end of the task. However, in our user studies, the beginning of each
scan-path is determined by the moment at which the user starts to look at the defined AOI
and ends at the point when the user leaves that AOI. The study of scan-path requires manual
analysis of the data instead of computer algorithms [Wetzel et al., 1996; Byrne et al., 1999;
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Goldberg et al., 2002; Goldberg and Helfman, 2010b]. Consequently, we develop our own
technique to analyse the gaze data (more details are provided in next section).
3.7.7 Our proposed algorithm to processing raw gaze data
The manufacturer of the eye tracking software (Tobii Studio) provides a percentage for record-
ing quality that is based on the total captured participant’s gaze out of the total time required
to answer the given tasks. Due to interruptions and calibration issues with the eye tracking,
we eliminated users with less than 80% capture accuracy. We exported raw data of the high
quality recordings to text data where each user data was stored on a text file separately. As
each participant was asked to carry out a series of tasks, we identify the beginning of each
session. The loading time of the search results page was excluded from the analysis. We cut
down the interfaces involved to target areas (informative components) and non-target areas
(white-space and search box). The exported text data provides a set of properties for each
gaze point in the data. Examples of properties include the coordinate values of both eyes on
the screen, and the validity of the gaze data in the tracking of both eyes.
1. Removing noise data.
This is a normal step in employing filters and algorithms of eye movements, due to the
interruptions and difficulty with calibrating the eye tracking whilst users answer the
given task. Two criterias were applied in this process. Firstly, any gaze point occurring
out the screen range (where the user was not looking at the screen) was removed.
Secondly, the validity of each gaze point was checked to determine if eye tracking could
capture both eyes or not. These two criteria are correlated with the recording quality,
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and as the gaze of our participants was of good quality( greater than 80%), the removal
of noise data did not have a significant impact.
2. Identifying gaze points that occur in AOIs.
Each AOI has coordinates on the screen that allow us to identify any gaze point within
its area. The locations where the user’ gaze rested were collected by a mask where each
informative component’s region was bounded (AOI), leaving regions of white-space. If
gaze point data did not occur in one of the AOIs, then it was assigned to white-space.
3. Optimising gaze data.
In our analysis, we split the screen into targets (AOIs) where gaze data was collected.
Some gaze points occurred just outside or on the borders of the AOIs due to a variety
of factors such as variable error. We therefore developed a technique to optimise the
detection process to include these gaze points (no more than three in total) as falling
within the AOI, provided that they meet the applied criteria. More details about this
techniques are found in Section 3.7.4.
4. Identifying viewed AOIs.
Fixation was defined as a series of six gaze points falling within a 40 pixel radius [Gold-
berg and Kotval, 1999]. In our analyses, we state that an AOI has been viewed if
at least one fixation occurred on that AOI. The fixation is the signal of stationary
gaze. We used this fixation definition to determine whether an AOI was viewed or not:
if it was viewed, then we started collecting the gaze points that were spent on that
particular AOI.
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3.8 Limitations of eye tracking studies
Aside from the relatively high cost of eye tracking hardware, there are some limitations on
eye movement measures due to usability issues and difficulties with some of the tracking
techniques. Some of these limitations are related to the complex correlation between eye
movements and cognitive processing. Other are attributable to eye movement algorithms
and the software used by eye tracker manufacturers.
3.8.1 Lack of overall standardisation
Terms for the measures and properties of eye trackers are far from uniform for a variety
of reasons. The software of the manufacturer for example, may cause variation in termi-
nology [Holmqvist et al., 2011; Duchowski, 2007]. Another cause of confusion is that many
names derive from different areas of research: for instance, in reading, gaze duration is the
amount of attention spent on a particular AOI (also referred to as fixation duration), yet in
human factors research, this measure is called a dwell or glance [Green, 2002; Horrey and
Wickens, 2007]. The similarity in concept between the two measures becomes obscured by the
competing terminology, and comparing new studies with previous research becomes a lengthy
and time-consuming process − whereas a standardised term would streamline analysis.
3.8.2 Using different detection algorithm parameters
Many research papers show the results of their analyses using eye tracking data, but a small
number of papers outline the parameters of the detection algorithm that are used to define the
fixations and saccades in their data. Using slightly different values for the parameters of the
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detection algorithm can create dramatically different results [Karsh and Breitenbach, 1983].
Salvucci and Goldberg [2000] investigate different ways to identify fixation and saccades,
and one interesting outcome of their study is that there is as yet no standard method for
identifying fixations and saccades. Therefore, researchers cannot easily compare two studies
without first identifying the eye tracking protocols used in detecting fixation and saccades in
the data.
3.8.3 Peripheral vision
Eye tracking can only capture the point of gaze − the eye’s position on the screen. This does
not include peripheral vision (or the larger area that surrounds the specific point at which the
eye is looking), which operates at a lower resolution. To our knowledge, based on available
research, no study investigating the effects peripheral vision on eye tracking analysis exists.
However, generally speaking, users cannot read or view an object to extract information
without clearly seeing that object. Kelly and Cool [2002] investigated the difference in user
ability in word recognition between central and peripheral vision. They found that a user
requires two to four times the amount of time spent in central vision to recognise a frequent
word in peripheral vision. Some studies agreed that the minimum attention required by
users to understand or view an image is eligible to be captured by an eye tracker [Haber and
Hershenson, 1973; Young and Sheena, 1975].
Furthermore, recent studies provide some techniques to distinguish types of reading be-
haviour such as skimming or carefully reading [Campbell and Maglio, 2001; Reichle, 2000;
Frazier and Rayner, 1982; Hyo¨na¨ et al., 2002]. For instance, Hyo¨na¨ et al. [2002] studied
74 (August 29, 2013)
CHAPTER 3. THE USE OF EYE TRACKING IN INFORMATION RETRIEVAL EVALUATION
users’ reading strategies by analysing the eye movements of 48 participants. Results show
that reading strategies can be classified into four types: (1) non-selective reviewers (looking
back and forward at sentences), (2) topic structure viewing (reading only introducing-topic
sentences), (3) fast and (4) slow linear reading. Reichle et al. [1998] developed a model (E-Z
Reader) to understand user reading behaviour including the identification of words and vi-
sual processing. Campbell and Maglio [2001] developed an algorithm to detect user reading
behaviour (reading, skimming and scanning).
3.9 Summary
In this chapter, we discuss the use of eye tracking in research and employ eye tracking in
combination with other research methods. In addition, we review potential eye movement
metrics for web search interfaces and their interpretations. We also discuss the methodology
we use to analyse the gaze data in our studies, and suggest new techniques to optimise the
quality of collected gaze data.
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Chapter 4
Interaction with novel web search
interfaces
Search result organisation and presentation is an important component of a web search sys-
tem, and can have a substantial impact on users’ ability to find useful information. Most
interfaces include textual information (including for example the document title, URL, and
a short query-based summary of the content). Other interfaces include additional browsing
features such as topic clustering, or thumbnails of web pages. In this chapter we describe a
study using eye tracking to compare the effectiveness of three publicly available search inter-
faces for supporting navigational tasks. The three interfaces vary primarily in the proportion
of visual versus textual cues that are used to display a search result.
In this chapter, we begin to investigate the second research question in this thesis: Does
providing additional visual summaries for the presentation of web search results impact on
users’ information-searching behaviour and performance? We conducted a user study that
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involved carrying out a series of named-page finding tasks using a variety of search interfaces
to investigate the following sub-questions:
1. How do different search interface features impact on users’ information seeking be-
haviour, particularly on the time spent on finding desired information?
2. Do users find looking at text more useful than looking at visual representations?
The chapter is organised as follows: our experiment design, including the different search
interfaces, users, procedure and topics used, is described in Section 4.1, and in Section 4.2
we describe the features of the search interfaces involved in the study. The results of the
experiment are analysed in Section 4.3, and a discussion and summary are given in Section 4.4.
4.1 Experimental framework
The purpose of this study is to investigate whether and how different search interface features
impact on users’ information seeking behaviour. In particular, this study emphasises the re-
lationship between those features and the time spent on finding the desired information. The
study also investigates the relative attention that users pay to different interface components.
We consider three interfaces and three navigational search topics for this purpose.
4.1.1 Experimental setup
The participants in our user study were visitors who attended Open Day at our university in
August 2009. They were mostly high school students, and all had some interest in computer
science. Visitors were provided with a one-page plain language statement outlining the goals
of the experiment, the procedure of the study, and what kind of data would be collected.
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Based on this information, visitors could choose to participate in the experiment or not. In
total, 35 visitors volunteered to participate in the study. Participants were given no training
with the selected search interfaces, and were unlikely to have used them before.
Each participant undertook three navigational search tasks using different search interfaces.
Information about the visual attention given to the different screen components was collected
using a Tobii T60 eye tracker. This device uses the reflection of near-infrared lights in the
eyes to enable non-intrusive tracking of gaze position on a computer screen. It also captures
detailed information on timing and click events.
4.1.2 Interfaces
For our study, we selected three web search engines that users were unlikely to be familiar
with: Carrot2 (C) 1, Middlespot (M) 2, and Nexplore (N) 3.
The interfaces were selected because they represent a variety of features that go beyond the
“default” ranked-list style of search results made popular by systems such as Google, Yahoo!,
MSN and Bing. Carrot2 is a clustering engine that organises a search result into thematic
categories. Middlespot uses both text and thumbnails when presenting a search result, with
the space given to the thumbnails being substantially larger than the text area. Nexplore
displays similar components to major search engines, but renders them in a predominantly
visual fashion, as shown in Figure 4.1.
Carrot2 (C): Carrot2 presents its search results in the traditional way (title, snippet
and URL), as shown in Figure 1 (labelled area 2). However, Carrot2 also clusters the results
1http://www.carrot2.org
2http://www.middlespot.com
3http://www.nexplore.com
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Figure 4.1: Nexplore interface (www.nexplore.com): (1)Suggested or related queries; (2)
Thumbnails; (3)Text area, and (4)Sponsored links.
Figure 4.2: Carrot2 interface (www.carrot2.org): (1) Text area, and (2)Screenshots of web
pages.
79 (August 29, 2013)
CHAPTER 4. INTERACTION WITH NOVEL WEB SEARCH INTERFACES
Figure 4.3: Middlespot interface (www.middlespot.com) (1) Text area, and (2)Screenshots
of web pages.
and allows the user to browse the clusters in two ways: a hierarchical tree structure (area
1), and a visualisation, where results are presented on a dynamic map for common, popular
and other potentially related facts. The visualisation feature is not shown in Figure 4.2 as it
was almost never used by our subjects.
Middlespot (M): The Middlespot interface, shown in Figure 4.3, is divided into two areas:
a text area (area 1) that presents the title, snippet and URL, and a visual area (area 2)
that shows screenshots of web pages. A substantially larger proportion of the screen area is
devoted to the visual features (around 70%, while the text area uses less than 20%). When
the mouse is moved over a specific screenshot, the corresponding image is enlarged (as shown
in area 3 in Figure 4.3). In addition, the corresponding text summary is activated in the
left-hand pane, and vice versa, if the mouse hovers over a text summary. This leads to a
lot of movement on the screen, as snapshots are enlarged and the text summary list scrolls
around to the item that is currently in focus.
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Nexplore (N): As shown in Figure 4.1, Nexplore divides its interface into four areas: area
1 shows suggested or related queries; area 2 displays thumbnails of retrieved documents;
retrieved documents in area 3 are represented by their title, snippet and URL; and area 4
displays sponsored links. Nexplore colours the query and highlights the background of the
abstract when the mouse is moved over it.
4.1.3 Topic selection
For each interface, users were given a navigational search task, for which they were asked to
find a specific, single correct answer page for a given topic. The topics were chosen to cover
areas that were likely to be of interest to young searchers, and where searchers were unlikely
to be hindered due to lack of general knowledge about the domain. The three topics were:
A: Find the ARIA chart of the top 50 music singles in Australia (query terms: top Australia
aria)
G: Find the MSN games website (query term: msn)
H: Find the official homepage of the 2009 movie Harry Potter (query terms: magical
potter)
These topics, and their corresponding answer documents, represent different aspects of
navigational searches: the answer for the first topic is a single web page presenting the
required (named) information; the second is the hub page for a prime sub-part of the overall
MSN website; and the third is the home page (or index) of an overall website.
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Figure 4.4: Heatmap showing the gaze of a participant using the Nexplore interface.
4.1.4 Procedure
During the experiment, participants engaged in the following procedure. After reading the
explanatory statement, participants were taken through a short calibration session with the
eye tracking device. They were then shown a screen that displayed the first search topic.
After reading the topic, they clicked a start button to begin the search session. A search
result screen with a particular interface was loaded, and the participants were free to interact
with the interface however they liked. Once they thought they had found the right answer,
participants pressed F10 on the keyboard to move on to the next topic. To keep the partici-
pants’ eyes focused on the screen, the topic question and instructions were displayed at the
bottom of the screen (see Figure 4.4).
One of the main issues with the usability studies is that the experimental condition
order can bias the results of the study. For example, users might find using an interface
with particular set of topic much easier and faster than other interface. One solution for
comparative design is to use a Latin Square to rotate and counterbalancing the condition
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Trial 1st task 2nd task 3rd task
1 M- H (4) C- G (4) N- A (3)
2 M- G (4) C- A (4) N- H (4)
3 M- A (4) C- H (4) N- G (3)
4 C- G (3) N- A (3) M- H (3)
5 C- A (5) N- H (5) M- G (5)
6 C- H (4) N- G (4) M- A (3)
7 N- A (3) M- H (3) C- G (3)
8 N- H (3) M- G (3) C- A (3)
9 N- G (3) M- A (3) C- H (3)
Table 4.1: Experimental design.
order effect. A basic Latin square design starts by an n × n array where n is an treatment
that appears exactly once in each row and each column [Kelly, 2009]. Then, a rotation of
rows and followed by a rotation of columns take place to ensure there is no encountering
between two treatments exist.
Thus, we used a Latin square experiment design with a block of nine trials varying the
order in which topics and interfaces were presented to users. Each user was presented with one
topic for each interface. Due to some interruptions and other problems, not all combinations
were completed exactly the same number of times. Table 4.1 shows the number of times (in
parentheses) each of the different combinations of interface (C, M, N) and topics (A, G, H)
were completed as the first, second or third task undertaken by one of the users.
4.2 Search interface features
Our experiment involved users interacting with three different search result interfaces that
contained different amounts of surrogate text and visual browse features about answer doc-
uments on the result pages. In this chapter, we consider the following areas within each
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interface page displaying the ranked list of answers.
Surrogate text: Search engines provide surrogates for answer pages from the ranked list
of answers. This surrogate text may include the URL of the answer, as well as text
from the answer web page title, and a synopsis of the answer web page. The surrogate
text for the answer documents is marked (1) on the Middlespot (17%), (2) on the
Carrot2 (accounting for approximately 66% of the screen), and (3) on the Nexplore
(56%) interfaces.
Browse features: The visual browse features for the answer documents are marked (1)
on the Carrot2, (2) on the Middlespot and Nexplore interfaces. Figure 4.2 shows the
clustering area in Carrot2, which occupies approximately 19% of the screen. Figure 4.3
shows large images of the answer pages that are displayed in Middlespot and occupying
approximately 75% of the screen. Figure 4.1 shows the small region, approximately 7%
of the screen, containing the thumbnails displayed by Nexplore.
Other regions: Each interface also had some other regions, including the surrounding
screen, banners, and so forth. This accounted for approximately 16% of the screen
with the Carrot2 interface, 8% with Middlespot interface, and 37% with Nexplore
(since this last interface included a separate area for Wiki Search).
As summarised in Table 4.2, significant portions of the Carrot2 and Nexplore interfaces
are given to surrogate text. The great majority of the Middlespot interface, on the other
hand, is occupied by visual browse features.
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Interface Features C M N
Text features 66% 17% 56%
Browse features 19% 75% 7%
Other regions 16% 8% 37%
Table 4.2: The distribution of interface features.
4.3 Results
We analyse the behaviour of users carrying out the three search tasks using the Carrot2,
Middlespot and Nexplore interfaces, based on the relative attention paid to different interface
features and the task completion time.
4.3.1 Interface features
Different search interface features attract highly variable amounts of user attention. Fig-
ure 4.5 shows the proportions of total viewing time that users spent looking at text, browse
and other features for each trial (that is, across all search interfaces and all users). The solid
line shows the median time, while the boxes show the 25th to 75th percentiles. Whiskers show
the range of the data, with outliers (observations more extreme than 1.5 times the interquar-
tile range) included. Since the time data is not normally distributed (Shapiro −Wilk, p <
0.0001), we analyse multi-level factors using the Kruskal-Wallis test, a non-parametric alter-
native to ANOVA. Pairswise comparisons are made using the Wilcoxon signed-rank test. The
relative times for the different features vary significantly (Kruskal −Wallis, p < 0.0001).
In particular, users spend significantly more time viewing text features compared to browse
features (Wilcoxon, p < 0.0001) and others (p < 0.0001). The difference in viewing patterns
between browse and other is not significant (p = 0.6504).
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Figure 4.6 shows the median time (over all search answer interfaces) users spent looking
at different regions of the screen, broken down by cases where users identified the correct or
incorrect answer document for each search trial. The text region was the area of the screen
that users spent most of their time looking at. Users found slightly more correct answers
if they spent a bit more time in this area; on the other hand, when users spent more time
looking at the visual browse regions, these proved to be ineffective and could often lead users
to incorrect answers rather than correct ones. Time spent looking at both text and browse
regions is significantly different between correct and incorrect answers (Wilcoxon, p = 0.0060
for text regions and p = 0.0303 for browse regions), while the difference is not significant for
other areas of the screen (p = 0.7669).
Figure 4.7 shows the distribution of the proportion of time that users spent viewing
different features, split by the three interfaces. For the Carrot2 and Nexplore interfaces,
users spent substantially more time viewing the text features. However, for the Middlespot
interface, the browse features (in this case, the screenshots of web pages) attracted the
greatest proportion of viewing time.
4.3.2 Task completion time
User task completion performance is evaluated by measuring the time taken to carry out a
search task to the users satisfaction. That is: we measure the time from when the search
results screen is displayed to the user until the moment that they indicate that they have
found a desired answer (generally, by clicking on the hyperlink in the search results list that
they choose as their final answer).
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Figure 4.5: Relative time spent viewing different interface regions.
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Figure 4.6: Median proportion of time spent viewing different regions for instances when
users found a correct or incorrect answer.
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Figure 4.7: Proportion of time spent viewing different components, by interface.
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The time data is not normally distributed (Shapiro −Wilk, p < 0.001), so we use the
Kruskal-Wallis test (a nonparametric alternative to ANOVA) to analyse the significance of
multi-level factors, and Wilcoxon signed rank tests for pairwise follow-up analysis.
Figure 4.9 shows the time taken to find an answer, in seconds, for each of the three
interfaces. Two outlier points occurred with the Carrot2 interface; these were users who
spent additional time browsing the result page, behaviour that was only elicited when using
the Carrot2 interface. The use of different interfaces leads to different median search times:
27.53 seconds for Middlespot, 20.02 seconds for Carrot2, and 16.89 seconds for Nexplore.
The different interfaces have a significant impact on time (Kruskal −Wallis, p = 0.048).
In particular, search tasks were completed significantly more quickly using the Nexplore
interface, compared to using the Middlespot interface (Wilcoxon, p = 0.012). The difference
between the other pairs of interfaces is not statistically significant: Carrot2 and Middlespot
(Wilcoxon, p = 0.176); and Nexplore and Carrot (Wilcoxon, p = 0.310).
Figure 4.8 shows median time, split by interface and search topic. It can be seen that
different search topics cause some variation; in particular, different interfaces appear to offer
advantages and disadvantages for different topics. For example, Harry Potter is the topic
that requires the longest time to resolve with the Carrot2 and Nexplore interfaces; however,
with the Middlespot interface, the ARIA topic is the slowest. Overall, the search topic does
not have a statistically significant effect on time (Kruskal −Wallis, p = 0.127). Similarly,
while some variation in task completion time is observed between users (with some users
being relatively slower or faster than others across all three topics), the difference between
users is not significant (p = 0.053).
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Figure 4.8: Median time spent on the three web search interfaces, divided by topics A, G and
H.
We have also investigated the rate of incorrect responses. Table 4.3 shows, for each
search session, how many users failed to identify the correct answer resource. The numbers
in brackets in the table indicate the total sessions by interface, hence the combined total is
96 sessions. The error rate when using the Middlespot interface is substantially higher than
when using either of the others.
Topic C (33) M (32) N (31)
A 33% 90% 22%
G 0% 25% 20%
H 45% 20% 25%
Mean 26.6% 45% 22.3%
Table 4.3: Percentage of search sessions where participants did not find a right answer. The
numbers in brackets are the total number of sessions per interface.
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Figure 4.9: Task completion times by interface.
Variation can also be introduced by other sources. The effect of using different search
topics was significant (Kruskal−Wallis, p = 0.0330). Moreover, because we used real search
interfaces and live search results, the rank of the correct answer items in the search results lists
from different interfaces varied somewhat. Although the ranks were similar on average (rank
7.6 for Carrot2, 6.3 for Middlespot, and 6.0 for Nexplore) this did have a significant effect
on task completion time (Kruskal −Wallis, p = 0.0048). The different users participating
in the experiment were not a significant source of variation (Kruskal−Wallis, p = 0.1227).
However, this analysis includes all user responses, irrespective of whether the user actually
found the correct answer required for the query. (We investigate this issue next.)
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Answer Carrot2 Middlespot Nexplore
Correct 24 18 24
Incorrect 9 14 7
Table 4.4: Distribution of correct answers by interface.
4.3.3 Search success
Users were asked to indicate when they felt that they had found the correct answer to the
query. However, in many cases users did not in fact identify the correct resource. Table 4.4
shows the number of incorrect and correct answers found, split by the interface used. The
results are strongly indicative of higher success rates with both the Carrot2 and Nexplore
interfaces (72.7% and 77.4% of answers are correct, compared to 56.2% for Middlespot).
However, the differences are not statistically significant (Fisher, p = 0.1746).
We re-analyse the time taken for task completion, using only those trials for which users
identified the correct resource in response to the information needed. For these responses, the
difference between interfaces is greater, and statistically significant (Kruskal −Wallis, p =
0.0077). Differences between the interfaces on a pairwise basis are also more pronounced: the
median task completion time with Middlespot at 23.71 seconds is significantly longer than
that for Carrot2 at 12.81 seconds (Wilcoxon, p = 0.0112) and for Nexplore at 12.21 seconds
(Wilcoxon, p = 0.0027). The difference between Carrot2 and Nexplore is not significant
(Wilcoxon, p = 0.7360).
Moreover, when considering only those results where users successfully identified correct
answers, the effects from topic and user variation are not significant (Kruskal-Wallis, p =
0.3445 and 0.2743, respectively). The rank of the answer item only has a weakly significant
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effect (Kruskal −Wallis, p = 0.0619).
4.4 Discussion and summary
Search result interfaces are an important component of information retrieval systems, and
can have considerable impact on overall search task performance. In this chapter, we have
analysed three publicly available search interfaces, and examined how user attention is split
between various features that the search providers make available.
One of the main features of Nexplore is that results are presented using a mixture of text
and visual aids. The use of colours and screenshots for the results can help users to identify
relevant information. Figure 4.4 shows a screenshot from the eye tracking analysis for the
Nexplore interface, using the ARIA chart search topic. Regions of interest (those that received
more frequent and longer gazes) are highlighted. It can be seen that the participant focused
on the textual summary (snippet, title, and URL), and briefly looked at the thumbnail image
of the correct answer before clicking on it. The participant also referred back to the search
topic shown at the bottom of the screen. In comparison, the Middlespot interface devotes
relatively less space to textual information, with most screen space being used to display
screenshots. Moreover, the dynamic zooming features that are activated by mouse-hovering
make the Middlespot interface more difficult to use. The Carrot2 interface, on the other
hand, presents results in a completely text-based manner. Although the interface enables
the clustering of results, the use of this feature was rare. Based on the timing of results, task
completion time for the Carrot2 appears to fall between Middlespot and Nexplore.
Additionally, our analysis has shown that users spend significantly different proportions
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of time interacting with text, browse and other components of the interfaces. Not surpris-
ingly, these proportions differ between the three interfaces; for Nexplore and Carrot2, text is
preferred, while for Middlespot (which presents much less text to the user), browsing features
are viewed for a longer proportion.
We have also analysed how task completion time differs between the interfaces, and
examined success rates in identifying correct answers for given information needs. The results
show that users spent a significantly longer time interacting with the Middlespot interface
and found the fewest correct answers. We conclude that, for the navigational search tasks,
text features are important in guiding users to finding correct answers quickly.
For the small sample of named-resource finding search tasks, it appears that text infor-
mation can be vital in supporting users to find the answers that they need. Whether this
would also apply to other search tasks, such as informational tasks, will be the subject of
future research.
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Evaluating visual summaries for
informational search
Recent studies have developed various novel approaches to visual summaries, aiming to im-
prove the effectiveness of search results. In this chapter, we evaluate the effectiveness of
additional visual summaries (visual snippets, visual tags, excerpt images, and thumbnails)
on web search interface using informational topics. We also investigate the impact of these
visual summaries on user seeking behaviour and performance. Each one of these visual
summaries is presented on an interface together with a text summary.
This chapter investigates our second research question for information search: Does pro-
viding additional visual summaries for the presentation of web search results impact on users’
information-searching behaviour and performance? We investigate particularly the following
sub-questions:
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1. To what extent does providing additional visual summaries for the presentation of web
search results help users to predict relevant answers for informational topics?
2. To what extent does presenting additional visual summaries impact on user informa-
tion seeking behaviour, particularly on how users interact with the text summaries for
informational topics?
3. To what extent does the presence of additional visual summaries affect the cognitive
load of users, particularly the effort needed to answer the given informational search
topics?
Our analysis shows that users spend significantly less time looking at textual summaries
when visual summaries were available. However, overall, the results suggest that visual
summaries do little to increase user performance with informational topics.
The chapter is organised as follows: we describe our experimental design including the
visual summaries, users and topics in Section 5.1. Experimental results are analysed in
Section 5.2, and discussion and summary are presented in Section 5.3.
5.1 Experimental framework
In order to evaluate the effectiveness of different approaches for visual summaries, and study
the impact of these visual summaries on user seeking behaviour and performance, we con-
ducted a user study that involved a series of five informational search topics using different
search interfaces where visual summaries are a primary component of the search results
presentation.
96 (August 29, 2013)
CHAPTER 5. EVALUATING VISUAL SUMMARIES FOR INFORMATIONAL SEARCH
Figure 5.1: Salient image interface: (A) Text summary region. (B) Visual summary region.
5.1.1 Experimental setup
In our user study, the participants were mostly undergraduate and high school students with
some interest in computer science visiting RMIT University at the 2010 Open Day. A plain
language statement was given to the subjects to outline the purpose of the experiment, the
procedure, the tasks to be performed, and the data to be collected. Based on this information,
65 participants chose to take part in the experiment. However, due to interruptions and
difficulty with calibrating the eye tracking for some volunteers (we eliminated users with
less than 80% capture accuracy), the collected data of only 50 participants is included in the
analysis. A short oral presentation about the visual summaries was given to each participant,
but no training was given on the interfaces to be used.
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5.1.2 Interfaces
Five interfaces were evaluated: one text-only interface and four visual interfaces, where each
visual interface presented a different approach to visual summaries: thumbnail, visual tag,
salient image and visual snippet. The four visual summaries were chosen based on different
parameters. Thumbnail was chosen in terms of popularity, while visual snippet and salient
image were chosen based on their effectiveness as shown in certain studies [Li et al., 2008b;
Teevan et al., 2009; Loumakis et al., 2011]. Visual tag is another approach to investigation.
A textual summary was presented in each interface and consisted of: a web page title, a text
snippet (that is, a brief textual extract designed to relate the query terms to quotes from
the source web page), and the URL of the underlying web page. Apart from the text-only
interface, each of the other interfaces included an additional visual summary for each search
result item.
To minimise presentation variations among the five interfaces and to focus our study on
visual and text summaries, we designed a template in order to present summaries consistently
and uniformly across the five interfaces. We also tried to keep our testing interfaces similar
to that of main stream web search engines, as several studies have shown that users are
more comfortable with a familiar presentation of search results [Hoeber and Yang, 2006;
Micarelli et al., 2007; Joho and Jose, 2008]. Previous studies have indicated that presenting
visual summaries on the left of text summaries is more recognisable for English language
users [Mishkin and Forgays, 1952; Bryden and Rainey, 1963; Fontenot, 1973].
Therefore, in the template, we presented text summaries on the right and the visual
summaries on the left. The visual summaries were displayed with a maximum of 200× 150
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Figure 5.2: Examples of the four types of visual summaries.
pixels, while keeping the original image ratio [Kaasten et al., 2002; Won et al., 2009]. For
each topic, the five interfaces presented exactly the same textual surrogates (title, snippets
and URLs) in exactly the same place with the format discussed above. Visual summaries
were also displayed in exactly the same place for all the topics and for all the interfaces,
except for the text-only interface where a white space replaced the visual summaries.
5.1.3 Types of visual summaries
Thumbnail (Thum): A thumbnail is the screen shot of a web page, as shown in Figure 5.2
(a). This is the most common visual summary that has been studied in previous work, and is
presented in commercial search engines, such as Bing and Google, if a user hovers the mouse
over a textual answer summary. In this chapter, we will refer to this thumbnail as a plain
thumbnail. In order to control the properties of thumbnails in the experiments, a software
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tool called WebShot1 was used to create the snapshot for the test collection.
Visual Tag (Tag): A tag cloud shows the most frequent words of the source document
using different font size and colour to indicate the importance and repetition of terms. A
tag cloud is a popular method for showing web search results [Bateman et al., 2008; Sinclair
and Cardew-Hall, 2008; Schrammel et al., 2009]. A visual tag cloud is an approach which
combines the snapshot of the retrieved web page with its tag cloud. The key idea is that the
combination of the snapshot and tag cloud can provide the user with effective cues about the
content of the document source. The construction of the visual tags includes two main stages.
Firstly, a transparent image of each tag cloud was created using Wordle website2. The next
step was to combine this with the thumbnail of the related web page. Buscher et al. [2009]
have found that people focus more on the top left corner of a web page, because the logo
and the main navigation bar are usually located in that area, so to preserve this information
region the tag cloud was located on the right of the thumbnail as shown in Figure 5.2(b).
Salient image (Img): Li et al. [2008b] crawled three websites (MSN.com, MIT.edu and
CNN.com) to evaluate an interface using image excerpts, dominant images that are relevant
to the user’s query along with text summaries, compared with a text-only interface. The
results showed that the image excerpt together with the text summary helped the user to
find answers in less time than with the text-only interface. Example for the salient image is
show in Figure 5.2 (d). The same Google image search was used to extract a salient image,
as explained for the visual snippets.
Visual snippets (VSnip): Teevan et al. [2009] developed a visual snippet consisting of
1http://www.websitescreenshots.com
100 (August 29, 2013)
CHAPTER 5. EVALUATING VISUAL SUMMARIES FOR INFORMATIONAL SEARCH
three components: a page title, a salient image and a logo of a website. The salient image is
the most relevant image from the source document for the given query. If the salient image
is not available, a snapshot of the web page is taken instead, while the logo is ignored, if
not identified. In our study the visual snippets (VSnip) consisted of the website logo and a
salient image from the retrieved web page as shown in Figure 5.2 (c). The page title is already
displayed in the related textual surrogate, so it was not repeated in the visual snippet. To
obtain the image to use, we ran a Google image search over the target URL and selected the
top-ranked image.
5.1.4 Topic selection
In this chapter, we focus on informational search tasks that aim to find specific information
for a given topic. Five informational topics on general knowledge were developed :
1. What are the side effects of energy drinks?
2. What is a gecko?
3. What is an appropriate sitting posture at a computer?
4. What is a solar eclipse?
5. What is a Vuvuzela?
To obtain realistic search engine results, the top ten search results from the Bing search
engine were selected for each query. Wikipedia entries were excluded as they have obvious
answers for the experimental tasks, then five items were randomly chosen from the remaining
search results. To ensure balance in the result sets, the quality of the five selected items was
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restricted to include at least one relevant and one non-relevant answer, as judged by the
authors.
5.1.5 Procedure
After reading a topic from the screen, the participant clicked a start button to load the
search interface. Five items were displayed as search results, and participants were asked to
select all items that they consider to be a relevant answer for the task. Then, the participant
clicked on a finish button to move to the next task.
The presentation of topics and interfaces were determined by a Latin square, described
in Section 4.1.4, giving 25 combinations of interfaces and topics, to control for presentation
order effects.
5.2 Results
We analyse user behavior when carrying out the five informational search topics, using a
different interface for each, based on topic completion time and the relative attention paid
to different summary features (page title, textual snippet, URL and visual summary).
5.2.1 Effectiveness of relevance prediction
In the user study, participants were asked to select all answer items that looked relevant for
the given search topic. Table 5.1 shows the Click Precision, Click Recall and Click F-measure
for how effectively the users were able to identify relevant answers.
Although average Click Precision indicates that the tag cloud can mislead users, F-test
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Measures Text Thum Tag VSnip Img
Click Precision
Average 0.865 0.794 0.689 0.800 0.820
Stdev 0.237 0.270 0.365 0.322 0.298
Click Recall
Average 0.582 0.600 0.505 0.592 0.535
Stdev 0.263 0.316 0.320 0.335 0.303
Click F-measure
Average 0.645 0.625 0.545 0.624 0.569
Stdev 0.190 0.232 0.290 0.271 0.250
Table 5.1: Click Precision, Click Recall and click F-measure for user selection of search result
items.
Answer Txt Thum Tag Img VSnip
Relevant 71 71 64 64 72
Non-relevant 18 26 34 21 27
Table 5.2: Distribution of the number of relevant and non-relevant answers selected by users,
grouped by interface.
shows no significant difference between the interfaces (F = 2.3009, p = 0.0593). Thumb-
nail interface achieves the highest average Click Recall (0.6), an F-test shows no significant
differences between the interfaces on Click Recall (F = 0.8796, p = 0.4767). Addition-
ally, the results showed no significant differences between the interfaces on click F-measure
(F = 1.2337, p = 0.2971).
The number of relevant and non-relevant items that users selected are shown in Table 5.2,
split by the interface used. The results show largely consistent rates of selection of relevant
answers with no significant differences between the interfaces (χ2, p = 0.9168). The results
also show that users selected fewer non-relevant answers using the text-only interface, com-
pared with the visual interfaces, while users selected fewer non-relevant answers with the
image interface in comparison with the other visual interfaces. However, a Chi-squared test
shows no significant difference between the interfaces on the total number of non-relevant
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Figure 5.3: The time in seconds spent viewing text summary regions.
answers (p = 0.2003).
5.2.2 Interaction with textual summaries
User interaction with the search results was captured using eye tracking data. By using
this dataset, we can investigate how users interact with textual summaries when additional
visual summaries are presented. Figure 5.3 shows the amount of time spent looking at the
text summary regions. Users spent substantially more time looking at the text region for all
interfaces. While users in general spent less time looking at the text region when using a visual
summary interface, particularly with image interface, F-test show no significant difference
between the interfaces (F = 1.5694, p = 0.1831). That is, presenting the visual summary
feature decreased the attention that users gave to the text-based summary information.
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Figure 5.4: The mask used to collect time spent on informative components: (A) visual
summary. (B) Textual summary.
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Figure 5.5: Average time spent on the textual surrogates for the five search result items.
We also analysed how users scanned the search results with each interface by collecting
the time that users spent looking at each text search result item. The gaze regions were
bounded on the interface component, leaving regions of white-space between them, as shown
in Figure 5.4. The results show that users were more influenced by the vertical list of the
search results when they used the text interface, but this behaviour was less apparent on
the interfaces that present visual summaries as shown in Figure 5.5. Users with text-only
interface paid more attentions to the top ranking items and less attention viewing the items
on the bottom of the search results list. In the visual interfaces, user attention distribution
was more balanced across the items of the search results list.
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5.2.3 Interaction with the visual search interfaces
Next we study user attention in relation to the different information summaries (visual and
visual regions). A broader comparison was conducted, by pooling the data for the four
interfaces that include visual summaries, and then comparing the two attention areas: visual
and text regions. The results show that users spent significantly more time looking at the
textual summaries than on the visual summaries (p <0.0001). Additionally, we evaluate the
time spent on visual summaries between the four interfaces by comparing the time spent on
visual summaries on each visual interface. However, an F-test show no significant different
between the four interfaces (F = 1.709, p = 0.1665).
5.2.4 Overall task completion time
The performance of users to complete a task was evaluated by collecting: the time users
spent on each task; the time taken to first selection; and, the time taken to select first
relevant item. However, no statistically significant differences were found between the five
interfaces. Figure 5.6 shows the total time spent to answer the search tasks for each interface.
Although users required the least amount of time to finish their search tasks with the salient
image interface, F-test shows no significant differences (F = 0.3996, p = 0.8088). Also, we
calculated the average time that a user spent to answer each search task for each interface.
No statistically significant difference was observed between the interfaces on the measures of
time completion.
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Figure 5.6: The total time spent to finish search tasks for each interface.
Interface Txt Thum Tag Img VSnip
Uniquely viewed summaries
(text or visual summaries)
246 245 245 247 241
Uniquely viewed text sum-
maries
246 232 228 224 234
Table 5.3: The total number of uniquely viewed items split by interface.
5.2.5 Viewing and reviewing search result items
Analysing user viewing behaviour of text summaries can provide indications about user
mental effort. Figure 5.4 shows the mask used to collect, for each search topic, the total
number of uniquely viewed items and the total number of times that users viewed search
result items. For the visual interfaces, an item was counted as viewed if the user viewed one
or both (textual and visual) summaries of that item.
We collected the uniquely viewed items (out of a possible 250 search result items to
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Interface Img Tag Thum VSnip
Tag 0.0140 - - -
Thum 0.1691 0.8781 - -
VSnip 0.4160 0.5939 0.9867 -
Txt 0.0003 0.8458 0.2851 0.1001
Table 5.4: The results of Tukey’s HSD test for pairwise comparison of the percentage of
re-viewing for the entire time required on answering the search topics.
finish answering the given search topics for each subject) for each interface, as shown in Ta-
ble 5.3. No significant difference was found between interfaces (χ2, p = 0.9991). In addition,
we collected the total number of uniquely viewed text summaries (total number of single
viewed items) by each user, split by interface, as shown in Table 5.3. The difference between
interfaces is again not significant (χ2, p = 0.8799).
To analyse user mental effort with search results in more detail, we calculate the per-
centage of re-viewing (as described in Section 3.4.5) to finish a search task in each session.
The percentage of re-viewing measures the difference between the total and unique views of
search results.
An F-test shows a statistically significant difference between the interfaces (F = 5.0147, p =
0.0007). A Tukey’s HSD test was then used for multiple comparisons between the five inter-
faces, and results are shown in Table 5.4. Users spent significantly less effort (re-viewed fewer
search items) when using the salient image interface compared with the text-only interface
(p = 0.0003) and the tag interface (p = 0.0140). The results also show that, apart from the
salient image interface, no significant difference was found between the three visual inter-
faces on the required effort when comparing with text-only interface. Thus, salient image
summaries help a user to spend less effort to find relevant answers for informational topics.
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Figure 5.7: The percentage of re-viewing search result items for the entire time required to
answer search topics split by interface.
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5.3 Discussion and summary
In this study, we evaluated the impact of different types of visual summaries on user behavior
and performance. Fifty participants carried out five informational topics using five different
interfaces. Our study primarily focused on evaluating the ability of users to predict the
relevance of answers when visual summaries are provided. Other studies [Jiao et al., 2010a;
Teevan et al., 2009] focus on evaluating visual summaries in terms of finding and re-finding
issues, whereas in our study we considered informational search tasks.
Providing additional visual summary information with the text search results did not
significantly improve the ability of users to predict the relevance of a result page for an
informational search task. Although the thumbnail interface achieved the highest average
Click Recall, a statistical test showed no significant difference between the interfaces. Also,
no significant difference was found for the number of relevant result pages that users selected
for each interface. Further, the results show that adding visual summaries may mislead users
to select non-relevant results pages for the search topics. A possible reason for explaining
this behavior is that users are not as familiar with these novel approaches as with standard
text-only result lists.
We studied user behavior when presented with an additional visual summary, and the
results show that visual summaries significantly affect user behavior. Although the infor-
mational search tasks seem to require reading text more than looking at pictures, users in
general spent less time looking at the text region when using a visual summary interface.
This may also explain the lower performance when predicting the relevance of answers items
when visual information is displayed.
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Users spend more time looking at tag clouds, but there is no significant difference in
attention between the four interfaces that include visual information. Also, the results show
that users scan the search results exhaustively for the text interface, but economically for
the visual interfaces. With the text interface, users spent more time looking at the top items
and this amount gradually decreased as they move down the ranked list, while for the visual
interfaces, the amount of time per item shows less variation.
Furthermore, we collected the number of uniquely viewed items and number of times
users viewed text summaries, but no significant difference was found between the interfaces.
However, the results outlined significant differences between text-only interface and the image
interface on the re-viewing percentages of search result items. This suggest that salient image
help users to spend less mental effort to find relevant answers for informational topics.
In addition, we collected the time users spent on each task, time taken to first selection
and time taken to select first relevant item. However, given our sample size no statistically
significant differences were found. This suggests that, apart from salient image summaries,
visual summaries do not provide enough information for informational search tasks, since the
answers for this type of search are more likely to be located in the text rather than visual
summaries.
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Evaluating visual summaries for
navigational search
In the previous chapter, we evaluated the effectiveness of four visual interfaces (thumbnails,
salient images, visual snippets and visual tags) and a text-only interface using informational
topics. In this chapter, we evaluate the impact of the four types of visual summaries with
navigational web searches − where the user is looking for a specific resource − on user
information seeking behaviour and performance. Five interfaces were designed: a text-only
interface and four visual interfaces. Each visual interface presents a different approach from
adding visual summaries (thumbnails, visual tags, excerpt images and visual snippets) along
with the text summaries.
This chapter aims to address our second research question for navigation search: Does
providing additional visual summaries for the presentation of web search results impact on
users’ information-searching behaviour and performance? Particularly, we investigate the
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following sub-questions with navigational topics:
1. To what extent does providing additional visual summaries for the presentation of web
search results help users to predict relevant answers for navigational topics?
2. To what extent does presenting additional visual summaries impact on user informa-
tion seeking behaviour, particularly on how users interact with the text summaries for
navigational topics?
3. To what extent does the presence of additional visual summaries affect the cognitive
load of users, particularly the effort needed to answer the given navigational search
topics?
4. To what extent do additional visual summaries impact on users’ browsing strategies
and hence their search effectiveness with navigational topics?
Our analysis shows that how users interact with visual summaries significantly affects user
performance and behaviour on navigational search topics. Some types of visual summaries
not only significantly help the user to find answers in a short amount of time compared to a
text-only baseline, but also significantly reduce the amount of effort required for the process
of extracting and understanding the information from the search result page. Our analysis
also shows that different amounts of attention spent on visual summaries corresponds to
different forms of browsing on the search results page.
The chapter is organized as follows: our experimental design, including the types of
visual summaries, users and topics are explained in Section 6.1. Section 6.2 presents the
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analysis of our experimental results. The discussion and summary of the results is presented
in Section 6.3.
6.1 Experimental framework
The purpose of this study was to investigate how five representations for summaries of search
results impact on the users relevance prediction for specific navigational search tasks. To ex-
amine this aim we conducted an experiment that involved fifty participants. Each participant
carried out five navigational search topics using each representation. This section introduces
the experimental setting.
6.1.1 Experimental setup
Participants were undergraduates and high school students, who were mostly visitors at
RMIT University Open Day in August 2011. All had some interest in computer science. A
one-page plain language statement was provided to outline the purpose of the experiment,
the type of tasks to be performed, the procedure and the nature of the data that would be
collected. Based on this information, more than 60 participants were recruited. No formal
training was given about how to use the interfaces involved, but a short oral presentation
introducing the different visual summaries was given to each participant. Due to interrup-
tions and calibration issues with the eye tracking, we only used the data collected from 50
participants for analysis.
Participants were asked to answer a series of five navigational search topics using different
interfaces. The topic search results were represented by five fixed items and participants
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selected an answer using a mouse. Browsing the actual web pages embedded in the text
search results was disabled, so no interacting search was undertaken by the participants.
Participants were instructed to rely solely on the information presented on the given search
results page, to predict the relevant answers. Participants were asked to select only one
relevant answer.
Experimental data were collected using the Tobii T60 eye tracker. The five candidate
summaries were presented on a single non-scrolling page, so participants did not need to
have their visual attention distracted by needing to scroll around the search results page. An
example of the layout is presented in Figure 5.4, in Chapter 5.
6.1.2 Interfaces
Five interfaces were designed, (text-only, thumbnail, visual tag, image and visual snippet),
discussed in Chapter 5. For the same topic, all interfaces had exactly the same text summaries
(for example, B is the text summary for the second answer). However, the visual summaries
(for example, A is the thumbnail for the first answer) were changed for each of the four
different approaches to visual summaries (or no visual summary for the text-only interface)
as described in the next section.
6.1.3 Types of visual summaries
Four types of visual summaries were designed as discussed on Chapter 5. A Thumbnail
(Thum): A thumbnail is the screen shot of a web page, as shown in Figure 6.1 (a). A Visual
Tag (Tag) is shown in Figure 6.1 (B), and Salient image (Img) is show in Figure 6.1 (d).
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Visual snippets (VSnip)is the combination of the website logo and a salient image from
the retrieved web page as shown in Figure 6.1 (c).
6.1.4 Topic selection
In this chapter, we focus on navigational search tasks, that aim to find a single specific correct
answer page. The topics were chosen to cover general areas of interest so as to avoid users
needing any specific domain knowledge. Table 6.1 shows the five navigational search topics
developed for this study. The tasks specifically identified the unique target resource that
the user was supposed to find. The different topics were designed to meet the participants
expected areas of interest and knowledge, while also covering different aspects of navigational
search, such as finding the homepage or a single particular webpage. For each topic, we sent
its corresponding query terms to the Bing search engine (c.f. Table 6.1) and then chose five
candidate summaries, from the top ten search results, for presenting to a participant. We
made sure that there was only one correct answer from the five presented summaries.
6.1.5 Procedure
After reading a topic, a participant would click on a start button to load the search results
with a particular interface. The participant could then interact with the search result screen
to select the one answer they believed represented the relevant answer page. Then the
participant clicked on a finish button to move to the next task.
We used a Latin square experiment design, described in Section 4.1.4, in which each
interface and topic was rotated in each position and resulted in 25 combinations for a complete
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Topic Query terms Aspect Domain
Find the Facebook home page. Facebook Home page Social
Find the ARIA web page of the top
100 albums for 2010.
top 100 albums for 2010 Single web page Music
Find the Optus web page for the Ap-
ple iPhone Mobile Phone offer.
Optus iphone Sub-part of the over-
all Optus website
Shopping
Find the iTunes trailers for the film
“Harry Potter and the Deathly Hal-
lows” Part 2.
“Harry Potter and the
Deathly Hallows” Part
2
Single web page Movies
Find the Microsoft biography web
page for Bill Gates.
Bill Gates Sub-part of the over-
all Microsoft website
People
Table 6.1: The five navigational search topics involved in this study.
design. To minimise variation among participants, each sequence of the 25 combinations of
interfaces and topics was run twice.
6.2 Results
In this section, we describe our experimental investigation into the impact and effectiveness
of presenting additional visual summaries for web search with navigational search topics. The
analysis is based on topic completion times, the attention paid to the informative components
of the interfaces, the participants’ responses to given questionnaires, and the participants
information search patterns through monitoring participants eye movements.
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Interface Txt Thum Tag Img VSnip
Correct 33 40 39 34 37
Incorrect 17 10 11 16 13
Table 6.2: The total number of correct and incorrect answers selected by users split by inter-
face.
6.2.1 Effectiveness of relevance prediction
In this study, participants were asked to select a single relevant answer from five candidate
summaries, for a given search topic and a given interface. As discussed in Section 6.1.5, there
are 250 search sessions in total. Table 6.2 shows the total number of correct and incorrect
choices made by users, split by interface. The results show that users selected more correct
answers using the visual interfaces, compared with the text-only interface. However, a Chi-
squared (χ2) test shows no significant difference between the interfaces on the total number
of correct answers (p = 0.9073).
6.2.2 Task completion time
We divided task completion time into three components: the time taken to select an answer;
the total time required to finish the task; and, the time required after selecting the answer
before moving on to the next task. This last component reflects extra user effort required
after finding an initial answer, for example, examining other items to increase confidence in
their choice. The loading time of the search results page was excluded from the analysis.
Table 6.3 shows the average time taken to select an answer, split by interface. The time
spent on the text-only interface is longer than that on other interfaces, showing that a user
generally needed extra time when browsing a text-only result page. Across all users an F-test
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Interface Txt Thum Tag Img VSnip
Average time required to select an
answer
12.0444 7.8711 7.3869 9.0838 7.0268
Average time required from selec-
tion to the end of search session
2.5219 0.5569 0.8439 0.9763 1.0153
Average total time spent carrying
out search task
14.5663 8.4280 8.1992 10.0174 8.0034
Table 6.3: Task completion time, in seconds, split by interface.
Interface Img Tag Thum VSnip
Tag 0.9256 - - -
Thum 0.9533 1 - -
VSnip 0.8953 1 0.9997 -
Txt 0.2495 0.0371 0.0492 0.0289
Table 6.4: Results of Tukey’s HSD test for total time required to answer the search topics.
shows that a slight improvement was generally observed on the time required to select an
answer when additional visual summaries were presented; however, the differences were not
significant (F = 1.7904, p = 0.1313).
Table 6.3 also shows the average total time, in seconds, that was spent on carrying out
each given search task, for each of the five interfaces. An F-test shows significant differences
(F = 3.0638, p = 0.0173). Multiple comparisons were analysed using Tukey’s HSD test. Users
were able to finish answering the search topics with additional thumbnail, tags or visual
snippet instruction compared to the text-only interface. These differences are significant
according to Tukeys HSD test, as shown in Table 6.4. The results also suggest that salient
images are not as helpful as the other visual interfaces for navigational search topics. We
also, measured the time required to first selection see Table 6.3, and the analysis of this
shows same significant differences as shown on the analysis of the total time.
We also studied the amount of time taken from selecting the answer to the time that
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Interface Img Tag Thum VSnip
Tag 0.9984 - - -
Thum 0.8871 0.9696 - -
VSnip 1 0.9956 0.8502 -
Txt 0.0068 0.0024 0.0002 0.0090
Table 6.5: The results of Tukey’s HSD test for the time required from selection to the end of
search session split by interface.
the user clicked on the “Finish” button. Users might spend this time double checking the
selected answer, comparing the selected answer with other result items, or continuing to
check the rest of the search results list. An F-test shows significant differences for this period
of time (F = 5.7657, p = 0.0002), and a follow up using Tukey’s HSD test was conducted
as shown in Table 6.5. By comparing the visual interfaces with text-only interface, users
required significantly less time (on average over 1.5 seconds less) after selecting an answer
to the end of the task with the visual interfaces: Img (p = 0.0068), Thum (p = 0.0002), Tag
(p = 0.0024) and VSnip (p = 0.0090). The results indicate that users were more confident
finishing the task after selecting an initial answer when additional visual summaries were
presented.
6.2.3 Viewing and re-viewing search result items
We extracted the total number of uniquely viewed items and the percentage of items that
were re-viewed (items that were viewed more than once) per search topic from eye tracker
trails. Figure 5.4, in Chapter 5, shows the mask used for the eye tracker. The regions of the
textual and visual summaries of each abstract were designed to collect both the number of
views, and time spent on each item.
For the visual interfaces, an item was counted as viewed if the user viewed either the
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Interface Txt Thum Tag Img VSnip
Uniquely viewed summaries
(text or visual summaries)
220 186 183 199 192
Uniquely viewed text sum-
maries
220 167 160 182 166
Table 6.6: The total number of uniquely viewed items split by interface.
textual summary or the visual summary of that item. Table 6.6 shows the number of uniquely
viewed items (out of a possible 250 result items) for each condition before an answer item was
selected. In Chapter 5, we collected the uniquely viewed items to finish answering the given
search topics, because with informational topics, user might select more than one answer.
However, with navigational topics users were asked to select one correct answer, we collected,
therefore, uniquely viewed items to selecting the answer. The difference between interfaces
is not significantly different (χ2, p = 0.3499). The total number of uniquely viewed text
summaries (that is, the total number of single textual items that were viewed), by each user,
was collected per interface as shown in Table 6.6. The results showed a significant difference
(χ2, p = 0.0103). Pair-wise tests were then used to compare the text-only interface with
the four visual interfaces. Apart from the image interface (χ2, p = 0.0581), users viewed
significantly fewer textual items when additional visual summaries were presented; Thum
(χ2, p = 0.0071), Tag (χ2, p = 0.0021) and VSnip (χ2, p = 0.0060). This result was a
substantive indication that (possibly apart from the salient image interface), users relied on
visual summaries to skip reading some of the text summaries. In other words, users frequently
used visual summaries to decide whether or not to read the related text summaries.
In this study, the total number of times that users viewed search result items, whether
textual or visual summaries or both, was counted to evaluate re-viewing behaviour. The
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Figure 6.1: Examples of the four types of visual summaries.
Figure 6.2: The percentage of re-viewing search result items for the entire time required to
answer search topics split by interface.
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Interface Img Tag Thum VSnip
Tag 0.3073 - - -
Thum 0.9137 0.8211 - -
VSnip 0.8171 0.9169 0.9994 -
Txt 0.3038 0.0014 0.0454 0.0238
Table 6.7: The results of Tukey’s HSD test for pairwise comparison of the percentage of
re-viewing for the entire time required on answering the search topics.
following formula was used to calculate the percentage of re-viewing of search result items in
each session:
Re-viewing =
Total viewed− Uniquely viewed
Total viewed
Figure 6.2 shows the percentage of re-viewing of search result items for each session,
(that is the entire time required to answer the search topics). An F-test shows a significant
difference (F = 4.2919, p = 0.0023), and a follow up Tukey’s HSD test shows significant
differences as summarised in Table 6.7. The results show that, apart from the salient image
interface, users required less effort (re-viewed fewer search items) when additional visual
summaries were presented.
6.2.4 Interaction with text summaries
Data captured using an eye tracker can provide rich information about user attention devoted
to different areas of the screen. In this study, we investigated how the user interacted with
text summaries when additional visual summaries were presented, and compared this with the
text-only interface. Figure 6.3 shows the time that each user spent viewing text summaries
for the five interfaces. An F-test shows that there are statistical differences in the time spent
looking at text summaries between the five interfaces (F = 3.9170, p = 0.0040). Follow
up tests (Tukey’s HSD) were conducted to evaluate pairwise differences among the means,
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Interface Img Tag Thum VSnip
Tag 0.7048 - - -
Thum 0.8000 0.9999 - -
VSnip 0.8639 0.9986 1 -
Txt 0.2306 0.0079 0.0136 0.0217
Table 6.8: The results of Tukey’s HSD test for the time spent on text summaries split by
interface.
as shown in Table 6.8. The results show that compared with the text-only interface, users
spent significantly less time looking at text summaries when using Thum (p = 0.0136), Tag
(p = 0.0079) and VSnip (p = 0.0217) interfaces. In other words, users read less text when
these additional visual pieces of information are available. This result was expected as the
additional visual summaries distract the users attention from the text summaries. However
this significant difference could also indicate that a user spends more effort extracting the
presented information with text-only interface, particularly for navigational search topics.
The next section investigates this behaviour further, thereby providing deeper insight
into the impact of additional visual summaries on text summaries.
Scan-paths
An eye tracker gathers two main measurements to represent the point of a users gaze on
the screen: fixations (the deliberate time required to view an object); and saccades (quick
movements between fixations). In this study, a further analysis of the various effects of
visual summaries on user seeking strategies, particularly on text summaries was conducted
by considering scan-path, a completed observed path of eye movement sequences (fixations
and saccades) across a screen. A scan-path can provide valuable insights into information
seeking behaviours and cognitive style including user mental effort.
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Scan-paths can be measured in multiple ways: in this study we use the scan-path length,
duration and the total number of scan-path visits to a region, to measure the similarity
between two paths. Scan-paths are calculated for each area of interest (AOI), where each
textual or visual summary was defined as an AOI, as shown in Figure 5.4, in Chapter 5. The
start of each scan-path is determined by the moment at which the user starts to look at the
defined AOI. The end of the scan-path is the point at which the user leaves that AOI. An
example is provided in Figure 6.4. This also allows us to count the number of times that
the user views a specific AOI, which corresponds to the total number of scan-paths. The
scan-path duration is the total time of gaze on a specified sequence of saccades and fixations.
Scan-paths consist of gaze samples and each gaze sample has coordinates on the screen, so
that counting the distances between gaze samples will provide us with the scan-path length.
Scan-path length is measured in pixels. Euclidean distance is used to calculate the distance
between the coordinates for each pair of consecutive gaze samples (xi, yi) and (xi+1, yi+1)
[Rao et al., 2002; Hart et al., 2009]. Three parameters were collected per session for this
analysis: the total number of scan-paths; the average duration of scan-paths; and the length
of scan-paths. In this analysis, only the textual scan-paths (scan-paths occurring on text
summaries) were used to find the impact of presenting additional visual summaries on each
search result page. Our hypothesis is that additional visual summaries can improve the users
ability to judge the information presented in the text summaries. Therefore, we expect the
scan-paths on textual summaries to be longer in distance and fewer in number, where visual
summaries are also presented.
Figure 6.5 shows the total number of textual scan-paths for the different interfaces. The
126 (August 29, 2013)
CHAPTER 6. EVALUATING VISUAL SUMMARIES FOR NAVIGATIONAL SEARCH
Figure 6.3: The total time spent on text summaries split by interface.
Figure 6.4: Scan-paths are gaze samples that occur in defined areas of interest (AOIs). In
the image above, gaze samples 1 to 7 from one textual scan-path, and gaze samples from 16
to 22 from another textual scan-path for same text summary. The duration of the scan-path
is the total duration of the gaze samples that are part of same scan-path; the length (distance)
of a scan-path is calculated by the Euclidean distance between the gaze points of the path.
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Interface Img Tag Thum VSnip
Tag 1 - - -
Thum 0.5260 1 - -
VSnip 1 1 1 -
Txt 1 0.5260 0.0420 0.8750
Table 6.9: The results of Wilcoxon rank sum tests for textual scan-path length.
differences are significant (χ2, p < 0.0001). Paired follow-up tests show that users viewed
text summaries significantly fewer times when any of the additional visual summaries was
presented (χ2, p < 0.0001).
Textual scan-path length represents the amount of text region that users viewed. In
this study, the average of the textual scan-path length was collected for each session. The
results of the pairwise Wilcoxon rank sum tests across the different interfaces are shown in
Table 6.9. The results show a significant difference between the text-only interface and the
thumbnail interface (p = 0.0420). In other words, users with thumbnail interface tend to
view a significantly smaller amount of text than when presented with a text-only interface.
6.2.5 Perceived search difficulty
In this study, user feedback on the perceived difficulty of each search was collected by asking
participants at the end of each session to indicate how difficult they found a search on 5-point
ordinal response scale:
Finding the required information for this topic was: (Very Easy / Easy / Neutral /
Difficult / Very Difficult)
Figure 6.6 shows the user responses to the difficulty of finding the desired information
split by interfaces. The results show a significant difference in the responses of users on the
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Interface Img Tag Thum VSnip
Tag 0.0011 - - -
Thum P < 0.0001 0.5152 - -
VSnip 0.0011 1 0.5152 -
Txt 0.3139 0.0235 0.0036 0.0235
Table 6.10: The results of pair-wise comparison (χ2) for user feedback on finding difficulty
split by interfaces.
difficulty of finding the required information (χ2, p = 0.0002). Table 6.10 shows the results of
pair-wise comparison showing significant differences when comparing the text-only interface
with Thum (χ2, p = 0.0036), Tag (χ2, p = 0.0235) and VSnip (χ2, p = 0.0235). In other
words, users found answering the given search topics with these visual interfaces significantly
easier than with text-only interface. Also, a significant difference was found between the
Thum interface and the other visual interfaces; Tag (χ2, p = 0.0011), Img (χ2, p < 0.0001) and
VSnip (χ2, p = 0.0011). This indicates that users find the thumbnail interface significantly
easier compared with the other visual interfaces. In contrast a significant difference was
found when comparing Img interface with Tag and VSnip interfaces (χ2, p = 0.0011).
6.2.6 The impact of visual attention
Understanding the impact of presenting additional visual summaries on user seeking be-
haviour is essential for promoting comprehension and the effective use of visual summaries
on web search interfaces. Therefore, in this section user seeking behaviour and performance
are analysed based on the attention spent on visual summaries while answering the given
search topics, which we call visual attention. Eye tracking captures the users focus on the
screen, which allows the attention spent on a particular area to be calculated. In this way we
are able to compare the percentage of attention paid to visual summaries with the attention
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Figure 6.5: The total number of textual scan-paths split by interface.
Figure 6.6: User responses to the question of how difficult it was to find the required infor-
mation split by interface. On the scale 1 represents “Very Difficult” and 5 is “Very Easy”.
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paid to summaries overall. The visual attention is calculated for each session by dividing the
total time spent on visual summaries by the total time spent on visual and text summaries.
In other words, visual attention is the percentage of time spent on visual summaries relative
to the total time spent on the informative components (visual and text summaries).
Visual attention distribution
Factors that might impact on visual attention include the type of visual summaries presented,
the topic, or user experience. We analysed factors to obtain a richer understanding of a users
information seeking strategies.
Figure 6.7 shows the percentage of user attention paid to visual summaries for each sum-
mary type. An F-test shows a significant difference in the percentage of visual attention for
different interfaces (F = 3.5770, p = 0.0149). The results of pairwise follow-up comparisons
using Tukey’s HSD test are shown in Table 6.11, indicating that users paid significantly more
attention to visual summaries with the VSnip (p = 0.0153) and Thum (p = 0.0493) interfaces
than with the Image interface. In other words, the visual attention of users is not consistent
among the four visual interfaces. User experience with the presented visual approach is inter-
preted by the differing amounts of visual attention. It is possible that different search topics
might also lead to differences in visual attention behaviour. We therefore investigated the
variation of visual attention across topics as shown in Figure 6.8. An F-test shows significant
differences (F = 2.5092, p = 0.0433). A pairwise follow-up with Tukey’s HSD test shows
only one significant difference between the ARIA topic and the Facebook topic (p = 0.0349).
This result suggests that the different aspects of navigational search topics, such as finding
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Interface Img Tag Thum
Tag 0.1652 - -
Thum 0.0493 0.9537 -
VSnip 0.0153 0.7832 0.9754
Table 6.11: The results of Tukey’s HSD test for the percentage of visual attention split by
interface.
the homepage or a single particular webpage, might have an impact on user attention on
the visual summaries as can be seen from the variation in the inter-quartile ranges for dif-
ferent topics in Figure 6.8. User responses for the perceived difficulty of a given topic were
also examined in terms of visual attention. The results showed no significant differences
(F − test, p > 0.05).
Each user in our sample carried out five search tasks, four of which used visual interfaces.
Figure 6.9 shows the percentage of attention paid to visual summaries for these 200 sessions,
split by user. Users are ordered by the increasing mean of their visual attention over the four
visual interfaces. As can be seen, visual attention behaviour varies markedly from person to
person (F = 3.8027, p < 0.0001).
As can be seen from the preceding analysis, visual attention behaviour varies with the
type of interface that is presented, with the search topic that is being pursued, and with
other user factors. To better understand this behaviour, and to analyse the impact that it
may have on the search results, we re-analysed our data based on visual attention groups.
The 200 sessions, where users searched with the visual interfaces, were categorised based
on the percentage of visual attention given by users in each session. This shows, interest-
ingly, that in 50 of the 200 sessions, users did not look at the visual summaries at all. In
these sessions, users can be described as displaying verbal behaviour: they prefer reading
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Figure 6.7: The percentage of visual attention of users split by interface.
Figure 6.8: Visual attention split by topics.
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Number of sessions related to the same user One Two Three Four
Users 10 9 6 1
Table 6.12: The number of users in the 50 non-visual sessions split by frequently of sessions.
text summaries rather than viewing visual summaries. In other words, these users with a
particular interface and a specific type of topic prefer to rely only on viewing text summaries
to predict the relevant answer. Further analysis showed that these 50 sessions comprised data
from only 26 users. Table 6.12 shows the number of sessions occurring in the 50 non-visual
sessions that are from the same user. This result shows that user behaviour can change from
visual (attention substantially paid to visual summaries) to verbal (attention paid rapidly
to text summaries) among the given search topics and interfaces. This could indicate user
experience, preference, or the presenting approach for visual summaries. Interestingly, one
user did not look at the visual components at all.
To continue our analysis of the impact of visual attention, we divided the 200 sessions
according to the percentage of visual attention into four equal-side categories: non-visual,
light, mid and heavy: each category therefore consisted of 50 sessions. The aim was to under-
stand the impact of visual attention on browsing behaviour with regard to the informative
components of the web search result page. In this analysis, we examined user behaviour
and performance when the user was non-visual (that is, had no interest in browsing visual
summaries even when such visual summaries were offered as part of the interface).
In the subsequent sections, we re-analysed the search outcomes effectiveness of relevance
prediction, task completion time, re-viewing behaviour, interaction with summaries, scan-
paths, and perceived difficulty but in terms of visual attention behaviour, rather than by
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Category Non-visual Light Mid Heavy
Correct 28 37 42 43
Incorrect 22 13 8 7
Table 6.13: The total number of correct and incorrect answers selected by users for the four
visual interfaces, split by category.
interface.
Effectiveness of relevance prediction
Recall that in the user study that was conducted, participants were asked to select one
relevant answer for each given search topic. Table 6.13 shows the total number of correct
and incorrect choices that were made by users, split by the previously defined visual attention
behaviour categories. The results show that users, in heavy visual sessions, correctly selected
more relevant answers compared those with fewer visual sessions. A χ2 test on differences
in the total number of incorrect answer shows a significant difference (χ2, p = 0.0103). Pair-
wise following between the four categories showed significant differences between the non-
visual sessions compared with the heavy visual sessions (p = 0.0053) and mid-visual sessions
(p = 0.0106). Users who paid more attention to visual summaries were significantly more
successful in predicting relevant answers.
Task completion time
Figure 6.10 shows that the total time spent in answering the given search topics, in the four
visual behaviour categories: non-visual, light, mid and heavy. An F-test shows significant
differences (F = 6.8765, p = 0.0002). Multiple comparisons were analysed using Tukey’s
HSD test as shown in Table 6.14. Interestingly, apart from light visual sessions (p = 0.0062),
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Category Heavy Mid Light
Mid 0.0491 - -
Light 0.0003 0.3977 -
Non-visual 0.8228 0.3096 0.0062
Table 6.14: The results of Tukey’s HSD test for total time spent in answering the given search
topics split by the four visual categories.
the results show no significant difference between non-visual sessions and the other session
categories (mid (p = 0.3096) as well as heavy visual sessions (p = 0.8228)). Users in sessions
with heavy visual attention were able to finish answering the search topics in significantly
less time (on average 4 to 6 seconds quicker) than those with light (p = 0.0003) and mid
(p = 0.0491) visual sessions.
Viewing and re-viewing search result items
The number of uniquely viewed items out of the possible five search results was collected for
each session; an item was counted as viewed if the user viewed either the textual summary or
the visual summary of that item. Table 6.15 shows the number of uniquely viewed items for
the four visual behaviour categories. The results show a significant difference (χ2, p = 0.0019).
Paire-wise comparisons show a significant difference for the number of uniquely viewed items
between non-visual sessions compared with light (χ2, p = 0.0002), mid (χ2, p = 0.0024) and
heavy (χ2, p = 0.0291). This is not surprising due to the way in which the categories are
constructed.
Since the four categories were divided based on visual attention, users with non-visual
behaviour were expected to spend more time on text summaries than users in heavy visual
categories. However, the total number of uniquely textually viewed items varied between the
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Figure 6.9: The percentage of visual attention ordered by the mean visual attention across
four visual interfaces.
Figure 6.10: The total time spent in answering the search topic for the four visual interfaces
split by the four visual categories.
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category Non-visual Light Mid Heavy
Overall uniquely viewed items
(incl. visual summaries)
148 219 205 188
Uniquely textual viewed items 148 180 112 84
Table 6.15: The total number of uniquely viewed items to select answers split by visual cate-
gories.
Category Heavy Mid Light
Mid 0.0455 - -
Light P < 0.0001 0.0256 -
Non-visual p < 0.0001 0.0256 0.0769
Table 6.16: The results of the statistical pair-wise tests (χ2) between the four categories.
four categories. The total number of uniquely viewed textual items was collected per interface
as shown in Table 6.15. The results showed a significant difference (χ2, p < 0.0001). Pair-wise
tests were used to compare the four categories, the results being shown in Table 6.16. The
results show that, apart from light visual sessions (χ2, p = 0.0769) users with visual attention
viewed significantly fewer text summaries compared with non-visual users. In other words,
users with high visual attention (mid and heavy) relied on visual summaries to skip viewing
some text summaries.
The proportion of re-viewed items was calculated for selecting answers so as to finish
answering the given search topics for each session, as described in Section 6.2.6. An F-test
shows no significant difference between the four visual categories neither for selecting answers
(F = 2.3336, p = 0.0752), nor for finishing the answering of each task (F = 1.0187, p =
0.3855).
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Interaction with text summaries
The averages of length, duration and total number of textual scan-paths (sequence of fixation
and saccades occurring on text) were collected for each session as explained in Section 6.2.4.
The four visual categories presented a different range of behaviours on the amount of visual
attention spent by a user in a session.
Studies show a correlation between user attention and concentration, such as paying more
attention to interesting information [Shimoda, 1993], or important information [Flammer and
Kintsch, 1982]. Furthermore, Rayner [2009] found that a user requires more time in scene
perception than in reading. Therefore, we evaluated the average number of textual scan-paths
before selecting answers so as to examine the impact of the amount of visual attention spent
by users on the concentration of users in reading the text summaries. Figure 6.11 shows the
average number of textual scan-paths split by visual behaviour categories. An F-test shows a
significant difference in the average number of textual scan-paths (F = 10.8791, p < 0.0001);
a follow up of a pair-wise Wilcoxon signed rank test shows that users with heavy visual
attention spent less time viewing text summaries than with the other three categories: non-
visual (p = 0.0388), light (p < 0.0001) and mid (p = 0.0063) as shown in Table 6.17. In
addition, the results show that users with light visual attention significantly concentrate more
on reading text than non-visual users (p = 0.0008). This contrasts with non-visual users when
compared with mid-visual attention users who show no significant difference (p = 0.3242).
The average duration and length of textual scan-paths for selecting answers were collected
for each session to examine user speed in reading text summaries. User speed in reading text
summaries was measured by dividing the average textual scan-path length by the average
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Category Heavy Mid Light
Mid 0.0063 - -
Light p < 0.0001 0.0241 -
Non-visual 0.0388 0.3242 0.0008
Table 6.17: The results of a pair-wise Wilcoxon signed rank test for the average number of
textual scan-paths when selecting an answer, split by visual categories.
Category Heavy Mid Light
Mid 0.0768 - -
Light 0.0332 0.9880 -
Non-visual 0.0156 0.9352 0.9936
Table 6.18: The results of Tukey’s HSD test for user’s speed in reading text summaries to
selecting answers split by visual categories.
duration of textual scan-path. The results are shown in Figure 6.12. An F-test shows
significant difference (F = 3.8270, p = 0.0108). The results of Tukey’s HSD test are shown in
Table 6.18; apart from mid-visual sessions (p = 0.0768), a user with heavy visual attention
read text summaries significantly faster than non-visual (p = 0.0156) and light visual (p =
0.0332) users. This result supports the hypothesis that users with heavy visual attention
tend to skim text summaries rather than read the text, in contrast to users with lower visual
attention who tend to read text summaries in a similar manner to non-visual users.
Search topic difficulty
In this study, user feedback on the perceived difficulty of each search topic was collected
as described in Section 6.2.5. Results show no significant difference between the four visual
categories on the responses to the difficulty (χ2, p = 0.1194). This result demonstrates that
in this study, the amount of attention spent on visual summaries is not influenced by any
perceived difficulty in the search topics.
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Figure 6.11: The average number of textual scan-paths split by visual categories.
Figure 6.12: User speed in reading text summaries for selecting answers split by visual cate-
gories.
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6.2.7 Forms of search results viewing behaviour on visual interfaces
This study investigates the effect that the presence of additional visual summaries can have
on user browsing behaviour. Previous sections have considered higher level aspects of search,
such as attention devoted to aggregated areas of interest. We now focus on more fine-grained
views of searching behaviour. Diagrammatic representations were created to get a firmer view
of user interaction with the search results when additional visual summaries were presented.
This analysis involved the 200 sessions of the four visual interfaces. This section studies
user behaviour up to answer selection time only, as this is a critical period for processing,
assessing and interpreting evidence to predict the relevant answer.
Examples of the interaction diagrams that were created to study the detailed user strate-
gies when browsing visual interfaces are shown in Figure 6.13. The diagram plots the users
eye movement across the screen for the entire period of time required to answer the given
search task. The vertical axis represents the rank position of the answer components, with
the textual abstract items shown above the x-axis, at the top and the visual summary shown
below the x-axis. The horizontal axis represents the time spent, in seconds, answering the
task. The solid line in the diagram illustrates the users eye movement; horizontal lines at a
particular level indicate a period of attention where the gaze is focused on that item. Line
segments on the horizontal axis indicate that the user was looking at white space (that is,
their gaze was outside a defined area of interest). The selecting action, where the user clicked
on their chosen answer item, is shown by a vertical dashed line.
The 200 user browsing diagrams were initially analysed based upon the amount of at-
tention spent on visual summaries as described in earlier sections. Then sequences of user
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Interface Non-Visual Light Mid Heavy
Thum 12 9 14 15
Tag 18 10 8 14
Img 14 18 13 5
Vsnip 6 13 15 16
Table 6.19: The total number of interfaces in each visual category.
viewing behaviour were evaluated and split into four visual behaviour categories: heavy,
mid, light and non-visual, as described in Section 6.2.6. Table 6.19 shows the total number
of each category that occurred for each interface. Further analysis of user actions when view-
ing the search results showed that each of the four groups has subcategories that demonstrate
consistent characteristics such that particular behaviour browsing forms can be identified.
Examples are shown in Figure 6.13.
Heavy visual: 50 sessions were identified as extensively visual, where users spent more
than 40% of their answering time looking at the visual region of the interface, and only one
or two textual items were viewed. In heavy visual sessions, two common strategies were
identified when browsing the search results. In most of the heavy visual sessions (66% of
the heavy visual sessions), users viewed only visual summaries or read only a single textual
summary, which was typically the selected answer. In the other heavy visual sessions (44%),
as well as looking at the additional visual summaries, users read two text summaries so as
to make a decision when selecting their predicted answer.
Mid-visual: In this category (50 sessions), users browsed both visual and text sum-
maries. Here, less attention was paid to visual summaries than in the heavy visual category
, less than 40% and more than 16% of the answering time , and greater attention was paid
to text summaries, with at least two different textual items being viewed. Based on the
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Figure 6.13: Examples for the user diagrams used to study user browsing forms: (A) Non-
visual. (B) Extensive visual. (C) Neutral pairs. (D) Start by text then switch to visual
summaries. (E) Start by visual then switch to text summaries. (F) Barely visual.
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sequences of a users actions, three browsing forms were identified overall in the mid-visual
sessions. In paired mid-visual (42% of mid sessions) user’s viewed visual and text summaries
in alternating sequence; that is users read the textual summary of an item and then viewed
its corresponding visual summary, or vice versa. In 28% of the mid-visual sessions, users
started browsing only the search results by first viewing the text summaries, viewing two
or three text summaries, then switching attention to visual summaries. In contrast, in 30%
of the mid sessions, users started browsing search results by first viewing visual summaries,
viewing two or three visual summaries, and then switching attention substantially to text
summaries, with scant attention paid to visual summaries after the toggle point.
Light visual: Users in this classification spent only 16% or less of their answering time
viewing visual summaries. In 36% of light visual sessions, users viewed only one or two visual
summaries, usually at the beginning of the answering time of the task, where the viewed visual
summaries were mostly not selected by the user as a relevant answer. Interestingly, in the
rest of the light sessions (64%), users viewed one or two visual summaries after re-viewing
the text, normally just before selecting an answer for which the visual summary had already
viewed.
Non-visual sessions: users in 50 sessions focused only on browsing text summaries and
did not view any visual summaries at all before selecting an answer. This browsing form
occurred on four visual interfaces. Interestingly, as shown in Table 6.19, the visual snippets
interface had the smallest number of non-visual sessions, compared with the other three
visual interfaces.
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User browsing forms over all the four visual interfaces
When analysing the relationship between user browsing forms and the four visual interfaces,
the results show that users can be classified into four groups: constant, pairs, sharp and
unstructured. Figure 6.14 summarises the visual attention of users across each of the four
interfaces, with each line representing one user across the four interface dimensions. The
point on each axis represents the percentage of time spent on the visual interface. In the
constant group, Figure 6.14 (A), only six users, out of the 50 users, follow the same visual
browsing behaviour over all the four visual interfaces. Five users were intensive visual and
the sixth was non-visual over all the four visual interfaces. The remaining 44 users follow
different visual browsing behaviour over the four visual interfaces. In the pairs group, 15
users follow only two visual behaviour forms over the four visual interfaces. In most of the
cases, the two forms are close to each other in terms of the visual attention behaviour, such as
non-visual and low, or mid and heavy, see Figure 6.14 (D). The increment on visual behaviour
was noticed for thumbnail, tag or visual snippet. The sharp group, of 16 users, consists of
user who show consistent visual behaviour forms over three visual interfaces, but suddenly
sharply change on the fourth visual interface, see Figure 6.14 (C). The sharp change in
visual attention is noted to be an increase or drop. The sharp increase cases occurred on the
thumbnail and visual snippet interfaces; in contrast the sharp drop was noted for the image
interface. Finally, the unstructured group, consisting of 13 users, is where a user follows at
least three different browsing forms over the four visual interfaces, see Figure 6.14 (B). No
specific behaviour was recognised in this group. This suggests that presenting different types
of visual summaries can impact on user behaviour. In addition, other factors might have an
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impact on a particular behaviour such as user experience or interest [Flammer and Kintsch,
1982; Shimoda, 1993; Rayner, 2009].
6.3 Discussion and summary
In this study, the impact of different visual summaries on user seeking behaviour and search
performance was evaluated. A series of five navigational search topics were answered using
five different interfaces by fifty participants.
6.3.1 The effectiveness of different approaches for visual summaries
Results show that users with the text-only interface required significantly more time in to-
tal to finish answering the task that when provided with thumbnail, tag or visual snippet
interface. Also, users with the text-only interface required (apart from the salient image in-
terface) significantly more time after selecting an answer to complete the task; an indication
of the difficulty of finding the required answer. Furthermore, user feedback about perceived
task difficulty shows that users with the text-only interface experience significantly greater
difficulty in finding required answers, compared with using visual interfaces. Overall, the
thumbnail, visual tag and visual snippets improve user ability to predict relevant answers in
significantly less time and with less effort compared with text-only interface.
Our results indicate that the salient image interface is less effective for finding relevant
answers for navigational search topics. Compared with the previous experiment, in Chapter
4, where the same range of interfaces were examined with informational search topics, the
salient image interface achieved better performance than thumbnail, visual tag and visual
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Figure 6.14: Classification of users browsing forms over all the four visual interfaces: A)
Constant. B) Unstructured. C) Sharp. D) Pairs.
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snippets. Thus, the type of search task (informational versus navigational) has a substantial
impact on the effectiveness of different types of visual summaries.
6.3.2 The impact of visual summaries on user behaviour
User behaviour was evaluated by the percentage of the time spent on visual summaries, where
the 200 sessions of visual interfaces were grouped into four categories: non-visual, light, mid
and heavy. In this analysis, we were interested in evaluating the impact of different amounts
of attention spent on visual summaries on user seeking behaviour. Heavy and mid-visual
sessions provided the most accurate prediction of result relevance, compared with non-visual
and light sessions. Presenting additional visual summaries significantly influenced users to
skip reading irrelevant text summaries, by viewing instead their related visual summaries.
This is underlined by the results that show no significant difference in the total time spent in
identifying answers to the given search topics between non-visual and the other three visual
categories. However, a significant difference was found in the total number of uniquely viewed
items which showed light, mid and heavy visual users viewing significantly more unique items,
with fewer uniquely viewed text summaries. The results show that paying more attention to
visual summaries significantly assists in finding relevant answers.
We also investigated user strategies for browsing web search results when additional visual
summaries were presented. The results show various user seeking strategies are used, even
by the same user on different interfaces. A total of eight browsing forms was found across
four of the categories of visual sessions: non-visual, light, mid and heavy. The results also
show that user experience and familiarity with the presented visual summary might have a
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substantial impact on user seeking behaviour. An example of this impact on user seeking
behaviour is the sharp increase shown by the same user in attention to visual summaries
from one particular approach of visual summary compared to another. Also, the different
patterns of visual browsing behaviour of users suggest that presenting different types of visual
summary can impact on user behaviour.
6.3.3 User cognitive processes
The key idea of presenting a visual summary is to help users in the process of making
a decision to find a relevant answer. This process consists of four stages: learning, solving
problems, memory and comprehension. These mental processes are called cognitive processes
or information processing. The relation between cognitive process and some aspects of user
searching behaviour is discussed in Section 3.2.
Users with a thumbnail interface view text summaries significantly faster than those
with text-only interface. Apart from the image interface, the results outlined significant
differences between text-only interface and the visual interfaces on the number of uniquely
viewed items, re-viewing percentages and the number of times users viewed text summaries.
These measures are indicators of the level of user cognitive effort [Goldberg and Kotval, 1999;
Cole et al., 2011a; Gwizdka and Spence, 2006; Pan et al., 2004], which suggests that users
required significantly greater cognitive effort to use the text-only interface to answer the
given search topics. Furthermore, this result suggests that users with the text-only interface
read text summaries for comprehension of the text [Masson, 1982; Reichle et al., 2006; Cole
et al., 2011b]. In contrast, the results suggest that by presenting additional visual summaries
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users require less mental effort to comprehend text summaries where the visual cues might
help users decide whether to skip text summaries or skim text summaries instead of reading
or reading just part of the textual summary.
The impact of visual summaries on user cognitive abilities based on the attention spent
on visual summaries (non-visual, light, mid and heavy) can be studied based on the earlier
findings of cognitive processes. Users who paid significant attention to visual summaries view
text summaries significantly faster; in other words, users tended to skim text summaries so
as to get a general idea of the content. In contrast, users in non-visual sessions tended to
read text to process comprehension.
6.3.4 Summary
In this study, we evaluated the impact of different visual summaries on user seeking behaviour
and performance. Fifty participants carried out a series of five navigational search topics
using different interfaces. Our user study focused mainly on evaluating the ability of users to
predict relevant answers for the given navigational search topics, and to evaluate user seeking
behaviour and performance when additional visual summaries were presented.
Our analysis shows that the type of visual summary had a significant impact on user
performance and behaviour for navigational search topics. Some approaches to visual sum-
maries not only significantly improved the ability of users to find answers in shorter amounts
of time, but also significantly reduced the amount of effort required to extract the informa-
tion from the search result page. Also, the results demonstrate that in general users can find
relevant answers to navigational search queries much more easily where visual summaries
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are presented than with text-only interface. Different amounts of attention spent on visual
summaries show different forms of browsing for the search results page. In future work, we
plan to conduct a further user study with a wider range of search topics to compare the
effectiveness of visual summaries.
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Comparing navigational and
informational searching
According to our previous findings, topic types may have a substantial impact on user seeking
behaviour and the effectiveness of presented visual summaries. Therefore, based on our
findings, we identified the best-performing interface (thumbnail) for navigational topics and
the best-performing interface (salient image) for informational topics. This chapter aims
to address our third research question: How does the type of search topic influence the
effectiveness of additional visual summaries for the presentation of web search results?
The following sub-questions are investigated:
1. To what extent do topic types impact on the effectiveness of thumbnail and image
summaries, particularly in regard to users’ ability to predict relevant answers, effort
expended and task completion time?
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2. To what extent do topic types impact on user searching behaviour, particularly on the
relative attention that users pay to the informative components?
The chapter is organized as follows: in Section 7.1 the experimental framework is pre-
sented, while the results are described in Section 7.2. The discussion and summary are
presented in Section 7.3.
7.1 Experimental framework
Our user study considers two interfaces (image and thumbnail), and 24 search topics (12
navigational and 12 informational). Compared with the previous user studies in this thesis,
we employed a larger set of topics (5 topics in the previous studies), using various features
as will be described later in this chapter. In addition, in this study we focus more on the
correlation between topic types and visual summaries on user searching behaviour, and hence
employ only two interfaces. At the component level, user attention to specific informative
components was evaluated by collecting the amount of time that the user’s gaze rested on
each component. The gaze regions were closely bounded on the interface component, leaving
regions of white-space between them, as shown in Figure 7.1. (In the previous user studies,
we did not evaluate user gaze distribution at the component level.)
The purpose of this study is to investigate whether and how additional thumbnail and
image summaries may impact on users searching behaviour. Two query types (informational
and navigational) were therefore used to examine the relation between those visual summaries
and user searching behavior and performance. A range of different techniques was employed
to evaluate user performance, such as the time required to find the desired information, the
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Figure 7.1: The mask used to collect time spent on the specific informative components (A)
Exact visual summary. (B) Page title. (C) Text snippet. (D) URL.
total number of relevant selected answers, and the time to first selection. Additionally, the
study evaluates the relative attention that users pay to different informative components.
7.1.1 Interfaces
We use the same template (described in Chapter 4) to design two interfaces for this exper-
iment (thumbnail and salient image), each presenting exactly the same text summary but
with different visual summaries. The template enable us to analyse the user’ gaze distribu-
tion at level component, as shown in Figure 7.1. For each item, the interfaces present: a
document title; a text snippet (a short text extract from the source document that closely
relates to the query terms); the URL; and a visual summary component.
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7.1.2 Experimental setup
56 subjects were recruited to take part in the user study, however, due to the importance of
calibration and quality of recording, see Section 3.5.2, we eliminated users with bad calibra-
tion or less than 80% quality recording. The data collected from 48 subjects was included in
the analysis of this study.
Each participant was asked to evaluate items in a search results list for a series of four
search topics (2 informational and 2 navigational) using different interfaces for each topic.
For each task, five answer items were shown on a single page. Participants used the mouse
to select all items that they considered to be relevant to the given topic, and were not able
to browse the actual web pages embedded in the text search results, relying solely on the
search results page given. Users were presented with a fixed search results list for the topic
and did not engage in interactive searching.
7.1.3 Topic selection
We evaluated the two interfaces using informational and navigational search topics. Twenty
four search topics based on general knowledge were developed: 12 navigational and 12 infor-
mational.
To obtain realistic search engine results, we used Bing to collect the top ten search result
items. Five search result items were chosen randomly from this set, after excluding Wikipedia
entries (since they provide obvious answers for the experimental tasks). The different domains
of topics were designed to meet participant interest and knowledge. The varying position of
the answer, number of relevant answers, length of the query string and domains were taken
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into account in the process of topic selection.
For the informational search topics, Average Precision (a single-value metric that takes
the number and position of relevant answers into account, see Section 2.1.3) shows a good
spread on position and number of relevant answers for each topic. For six topics, the Average
Precision is less than 0.50 (topics from 1 to 6 in Table 7.1), while the others are equal or over
0.50 (topics from 7 to 12 in Table 7.1). Additionally, since the navigational topics usually
have only one relevant answer, the position of the correct answer on the ranking list was taken
into account in the process of selecting topics. For six of the navigational search topics, the
correct answer is located in the first or second position on the ranked list (topics from 1 to
6 in Table 7.2), while the correct answer for the other six topics is located in the fourth and
fifth position (topics from 7 to 12 in Table 7.2).
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7.1.4 Procedure
After a subject read the experiment instructions on the screen, a topic was shown. The
subject clicked a start button to load the search interface. Five items were displayed as
search results, and subjects were instructed to select the items that they consider to be
relevant answer(s) for the task. After that, the subject clicked on a finish button to move to
the next task.
The presentation of topics and interfaces was determined by a Latin square to control for
topic and interface order effects. (See Section 4.1.4.)
7.2 Results
Different metrics were used to analyse the effectiveness of visual summaries and the impact
of topic types on user seeking behaviour.
7.2.1 Search success
Subjects were asked to select relevant answer among the presented search result items for
the given search topics. The tasks in general were framed as seeking answer(s) that meet the
informational needs expressed in the topic, and subjects were allowed to mark one or more
answers for both the navigational and informational topics. We did not explicitly distinguish
between the two types of topics, but the wording of individual topics was implicitly different:
for example, the navigational search topics were all expressed along the lines of “find the
page” or “find the site” (both singular), while the informational topics indicated the plural,
for example “find webpages”.
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Informational search topics
Informational search topics have varying numbers of relevant items located at different posi-
tions in the search results list. Table 7.1 shows the value of Average Precision for each topic.
Table 7.3 shows the Click Precision, Click Recall and Click F-measure results, indicating how
effectively users were able to identify relevant answers. The performance of each of the image
and thumbnail interfaces was compared using an F-test. Click precision shows a statistically
significant difference between the image and thumbnail interfaces (F = 11.011, p = 0.0013).
In other words, for informational topics, users significantly manage to predict more relevant
answers when using the image interface compared with the thumbnail interface.
The result of the Click Recall shows no significant difference in the number of relevant
answers selected by users as a proportion of the total number of relevant answers available
for that topic (F = 2.0716, p = 0.1534). However, the click F-measure, the harmonic mean
between Click Precision and Click Recall, shows a statistically significant difference (F =
5.4112, p = 0.0222). The overall indication is that the salient image interface is effective
and could often lead users to the correct answers for informational queries; in contrast, the
thumbnail interface is less effective.
Navigational search topics
Navigational queries usually have only one possible answer page. In this study, 96 sessions
involved navigational search topics where each subject answered two navigational topics using
only one interface. Table 7.4 shows the total number of correct and incorrect choices made
by users, split by interface.
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Measures Img Thum
Click Precision
Average 0.8160 0.5590
Stdev 0.3425 0.4129
p-value 0.0013
Click Recall
Average 0.6146 0.5069
Stdev 0.3318 0.3979
p-value 0.1534
Click F-measure
Average 0.6667 0.5060
Stdev 0.3053 0.3687
p-value 0.0222
Table 7.3: Click Precision, Click Recall and F-measure for user selection of the informational
search topics.
Interface Img Thum χ2 p-value
Correct 27 44 0.0436
Incorrect 21 4 0.0007
Table 7.4: Total number of correct and incorrect answers selected by users for navigational
search topics.
Analysis shows that users of the thumbnail interface were able to predict the correct an-
swer with statistically significant frequency (χ2, p = 0.0436) and moreover, a statistically sig-
nificant difference (χ2, p = 0.0007) was found in total number of the incorrect answers. This
suggests that the thumbnail interface is effective and powerful for navigational search topics.
This is in line with the findings of other researchers who considered re-finding tasks [Ayers
and Stasko, 1995; Maarten et al., 1999; Dziadosz and Chandrasekar, 2002; Do and Ruddle,
2012].
7.2.2 Search completion time
In this study, task completion time is measured by three components: the time taken to select
an answer; the total time required to answer the task; and the time required after selecting
the answer before moving on to the next task. A two-way ANOVA is used to analyse the
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total time taken based on the two categorical explanatory variables, interfaces (image and
thumbnail) and type of search topic (informational and navigational).
Total time
The two-way ANOVA shows a statistically significant difference between the two types of
search topics for the total time required to finish the task (F = 3.9703, p = 0.0478); but no
significant difference was found between the two interfaces (F = 1.6999, p = 0.1939). These
results show the significant impact of the topic type on task completion time, where users
managed to finish answering the navigational search topics on average over 5 seconds faster
than answering the informational topics. In contrast, the interfaces show no impact on the
overall task completion time; this suggests that the interfaces did not aid users in answering
the overall task types, but they may help in specific topic types (as outlined below).
Figure 7.2 shows the total time, in seconds, required for each combination of interface
and topic types. Some outlier points occurred with the salient image interface; these users
required extra time when browsing the result page. For the interaction effect (combinations of
topic and interface), the two-way ANOVA shows a significant difference between combinations
of interfaces and topic types for the total time required to finish answering the topics (F =
8.3193, p = 0.0044). Multiple comparisons were analysed using Tukey’s HSD test; the results
shown in Table 7.5 demonstrate that users managed to finish answering the navigational
topics on average over 10 seconds faster using the thumbnail interface than with the image
interface (p = 0.0180). In contrast, no statistically significant difference was found between
the two interfaces for the informational topics (p = 0.6791). A statistical significant difference
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Figure 7.2: Total time required to answer the informational and navigational topics, split by
interface.
Interface Img:Info Thum:Navig Thum:Info
Thum:Navig 0.0947 - -
Thum:Info 0.6791 0.0039 -
Img:Navig 0.9220 0.0180 0.9619
Table 7.5: Results of Tukey’s HSD test for total time required to answer the search topics.
was found between the informational and navigational topics using thumbnail interface (p =
0.0039). (A possible reason might be the impact of topic type on thumbnail interface, we
investigate this in Section 7.2.5 below.)
Time spent after selecting the answer
Time taken from selecting the answer to the end of the task shows how confident users
were in judging the search results. Spending more time between selecting the answer and
finishing the task may indicate that users were still viewing items and comparing selected
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items with others. Results of a two-way ANOVA show no significant difference in the time
spent after selecting the answer between the interfaces (F = 0.9321, p = 0.3356), but a
significant difference was found between the two topic types (F = 8.1369, p = 0.0048). Thus,
we may reasonably conclude that topic types have considerable impact on time spent after
selecting answers, where user spent significantly longer time with informational topics than
with navigational topics, see Figure 7.3.
One explanation for this significant difference is that with informational topics, more than
one relevant answer might be presented for a topic, but with navigational topics there can
be only one correct answer. Another possible explanation is that visual summaries provide
better cues for navigational topics than for informational topics. However, results of a two-
way ANOVA show no statistically significant difference in the interaction effect on the time
required after selecting the answer before moving on to the next task (F = 1.5386, p =
0.2164). Similarly, in Section 6.2.2 of Chapter 6, results show no significant difference in the
time spent after selecting the answer, when using navigational topics with thumbnail and
image interfaces. This indicates that users with additional visual summaries are confident
after selecting an initial answer.
7.2.3 User effort expended
Eye tracking enables us to capture the gaze position of users, which allow us to track the
number of times the user has viewed a particular item whilst answering a given task. We
collected the total number of uniquely viewed items and the percentage of items that were
re-viewed.
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Figure 7.3: Total time required after selecting the answer before the end of tasks, split by
topic types.
Uniquely viewed items: a search result was counted as viewed if the user viewed either
the textual summary or visual summary, or both. The total number of uniquely viewed
items is shown in Table 7.6, split by interface. Although the results show that users viewed
more text for informational topics when using the thumbnail interface and, in contrast, users
viewed more text for navigational topics when using the image interface, results showed
no statistically significant differences for either the overall uniquely viewed items (χ2, p =
0.9571) or the uniquely viewed text summaries (χ2, p = 0.1720). As it can be observed that
users view fewer text summaries for navigational topics than for informational topics, we
statistically examined the difference in the textual unique viewed items for each interface.
Results show a significant difference for the thumbnail interface only (χ2, p = 0.0254). This is
an indication that for navigational topics, users are overall less dependent on viewing related
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Search topic type Items Img Thum
Informational
Overall uniquely viewed items (incl. visual summaries) 235 235
Textual unique viewed items 205 225
Navigational
Overall uniquely viewed items (incl. visual summaries) 227 226
Textual unique viewed items 204 180
Table 7.6: The total number of uniquely viewed items, split by interface.
text summaries.
Percentage of re-viewing: The total number of times that users viewed search result
items, whether with textual or visual summaries or both, was collected to evaluate the
percentage of re-viewing. The following formula was used to calculate the percentage of
re-viewing of search result items for each session:
Re-viewing =
Total viewed− Uniquely viewed
Total viewed
In other words, the formula measures the percentage difference between the amount total and
unique views of search results. A two-way ANOVA shows no statistically significant difference
between the two interfaces (F = 0.1756, p = 0.6756), between types of topics (F = 0.9216, p =
0.3383), or between interaction (F = 2.3013, p = 0.1309). These results suggest that the
type of visual summaries and the topic types have no impact on the percentage of re-viewing
search result items. This supports our previous findings in Chapter 6 (see Section 6.2.3)
where results show no significant difference between image and thumbnail interfaces with
navigational topics (p = 0.9137). The data suggests that users spent significantly less mental
effort when additional visual summaries are presented.
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7.2.4 User attention on specific informative components
To analyse user interaction with search results in more detail, we collected the attention
spent on four informative components: visual summary, document title, snippet and URL.
In this section, we evaluate the user’s attention at the level of informative components to
find the impact of the visual summary and topic type on the user attention paid to that
particular component.
Visual attention distribution
It is essential to study the impact of the correlation between search topic types and existing
visual summaries on user visual behaviour to understand in-depth user searching behaviour
and the effectiveness of visual summaries. Visual attention is defined as the proportion of
time spent viewing visual summaries out of the total time spent on text and visual summaries,
where the gaze spent on regions of white-space between informative components is not in-
cluded. Studying visual attention can therefore show the relationship between the search
topic types (informational and navigational) and current approaches to visual summaries
(image and thumbnail).
Figure 7.5 shows the percentage of visual attention spent on each interface, split by
topic types. A two-way ANOVA is used to analyse the visual attention spent and the two
categorical explanatory variables (interface and topic types). Results show no statistically
significant differences between on overall visual attention spent on the two interfaces (F =
2.8285, p = 0.0942); see Figure 7.4. However, results show a statistically significant difference
between topic types (F = 4.1201, p = 0.0438), where users spent a considerably larger amount
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of time looking at visual summaries with navigational topics. Thus we may conclude that
topic types have a significant impact on users’ visual attention In addition, a statistically
significant difference was found in the interaction between interfaces and topic types (F =
5.0024, p = 0.0265).
Consequently, pairwise comparisons were analysed using Tukey’s HSD test as shown in
Table 7.7. Figure 7.5 shows the distribution of visual attention spent on the interfaces, split
by topic types. Results show that users spent a statistically significantly greater amount
of attention on thumbnails with navigational topics than other combinations (thum:info
(p = 0.0153), img:info (p = 0.0459) and Img:Navig (p = 0.0310)). This behaviour sug-
gests that users found thumbnail summaries to be useful for navigational topics but not for
informational topics.
In chapter 5, an F-test shows no significant difference between the four interfaces (thum,
img, tag and VSnip) for informational topics. In contrast, results showed a significant dif-
ference on time spent on visual summaries between image and thumbnail interfaces with
navigational topics in Chapter 6. One reason that may explain why the significant differ-
ence occurred in Chapter 6 but not in chapter 5 is the impact of topic types. Users spent
significantly more time looking at visual summaries with navigational topics than with infor-
mational topics. The data thus shows that topic types have a strong impact on user visual
attention, particularly in the thumbnail interface.
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Figure 7.4: Percentage of visual attention spent on interfaces (Thum and Img).
Figure 7.5: Percentage of visual attention spent, split by interface and topic type.
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Interface Img:Info Thum:Navig Thum:Info
Thum:Navig 0.0459 - -
Thum:Info 0.9795 0.0153 -
Img:Navig 0.9989 0.0310 0.9947
Table 7.7: The results of Tukey’s HSD test for visual attention, split by combination of
interface and topic types.
Interaction with document title
The text summary for each item of the search results consists of three components: a docu-
ment title, a URL, and a short text extract (snippet) from the source document. We collected
the amount of time a user’s gaze was focussed on each component of these text summary
items, using the mask shown in Figure 7.1. We also identified the total time that users spent
on each document title, and used a two-way ANOVA to analyse the data. The results show
no significant differences between interfaces (F = 2.6666, p = 0.1041), nor between topic
types (F = 0.8193, p = 0.3665), but a statistically significant interaction effect was present
(F = 0.8193, p = 0.0001).
Figure 7.6 shows the total time spent viewing the text summary (document title), split
by the combination of interface and topic types. Multiple comparisons were analysed using
Tukey’s HSD test to evaluate the combinations of interfaces and topic types – the results
are shown in Table 7.8. Users spent a statistically significantly shorter time on document
titles for navigational topics when thumbnails were presented, compared with the image
interface for navigational topics (p = 0.0006), and the thumbnail interface for informational
topics (p = 0.0039). In other words, users focus on the document title more when using the
thumbnail interface, particularly for navigational topics.
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Figure 7.6: Total time spent on the textual component (document title), split by combination
of interface and topic type.
Figure 7.7: Total time spent on the textual component (short snippet), split by combination
of interface and topic type.
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Interface Img:Info Thum:Navig Thum:Info
Thum:Navig 0.2791 - -
Thum:Info 0.3515 0.0039 -
Img:Navig 0.1360 0.0006 0.9555
Table 7.8: The results of Tukey’s HSD test for the total time spent on the textual component
(document title), split by combination of interface and topic type.
Interaction with the snippet
We collected the duration of the user’s gaze on each snippet for the two interfaces. Results of a
two-way ANOVA show no significant difference between interfaces (F = 0.8102, p = 0.36920),
but statistically significant differences were found between topic types (F = 22.1787, p <
0.0001) and interaction effect (F = 4.9646, p = 0.0271). Topic types significantly affect the
gaze spent on snippets, where users spent a significantly larger amount of time looking at
snippets with informational topics than with navigational topics.
For the interaction effect, Figure 7.7 shows the total time that users spent viewing the
short text summary (snippet), split by the combination of interface and topic types.
Pairwise comparisons were analysed using Tukey’s HSD test as shown in Table 7.9. The
results confirm the significant impact of topic types, since users spent a significantly larger
amount of time looking at snippets with informational topics in comparison with navigational
topics, when using the thumbnail interface (p < 0.0001). The significant differences between
the image interface with informational topics and the thumbnail interface with navigational
topics (p = 0.0005) derive from the significant impact of topic types: this is the same for
the significant difference between the thumbnail interface with informational topics and the
image interface with navigational topics (p = 0.0382). However, a possible reason might be
that additional visual summaries influence the duration of the user’ gaze on snippets. We
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Interface Img:Info Thum:Navig Thum:Info
Thum:Navig 0.0005 - -
Thum:Info 0.7839 p < 0.0001 -
Img:Navig 0.2987 0.1237 0.0382
Table 7.9: The results of Tukey’s HSD test for the total time spent on the textual component
(short snippet), split by combination of interface and topic type.
investigate this in more detail in Section 7.2.5 below.
Interaction with the URL
The length of time for which the users’ gaze was fixated on the URL component of search
result items was collected using the mask, as shown in Figure 7.1. A two-way ANOVA
compares interfaces (F = 0.0165, p = 0.8978), topic types (F = 12.4025, p = 0.0005), and
interaction effect (F = 4.1656, p = 0.0427). Results show that topic types significantly impact
on the gaze duration spent on URL components, where users spent a significantly larger
amount of time fixated on URL components with navigational topics than with informational
topics. The total time spent viewing the URL components, split by the combination of
interface and topic type, is shown in Figure 7.8. Multiple comparisons were analysed using
Tukey’s HSD test as shown in Table 7.10. Results show that for the image interface, users
spent a significantly smaller amount of time on URLs with informational topics than with
navigational topics (p = 0.0006). This can be explained by the fact that users are looking for
a specific resource in navigational topics, and URLs show the domain website from which the
result item was retrieved. The insignificant difference between informational and navigational
topics with thumbnail interface (p = 0.7219) suggests that additional visual summaries may
influence users’ gaze distribution. We therefore investigate this in more detail in the next
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Interface Img:Info Thum:Navig Thum:Info
Thum:Navig 0.0807 - -
Thum:Info 0.5309 0.7219 -
Img:Navig 0.0006 0.4192 0.0514
Table 7.10: The results of Tukey’s HSD test for the total time spent on the textual component
(URL), split by combination of interface and topic type.
Figure 7.8: Total time spent on the textual component (URL), split by combination of inter-
face and topic type.
section.
7.2.5 Comparison of user attention across different informative components
In the above sections, we compared the attention spent on a particular informative com-
ponent to find the impact of visual summaries and topic types on attention paid to that
particular component. In this section, we compare the gaze spent across the different in-
formative components for the same interface, and for a particular topic type. Analysing
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Figure 7.9: Total time spent on the four informative components of search result items, for
informational topics on the thumbnail and image interfaces.
user attention across different components gives an in-depth understanding of the impact of
visual summaries and topic types on the distribution of user attention between results screen
components.
Impact of visual summaries on the distribution of users’ gaze
In this section, we analyse the distribution of attention paid to the two interfaces for specific
topic types separately, to investigate the impact of thumbnail and image summaries on user
attention distribution.
Informational topics: Figure 7.9 shows the time spent on each one of the four informa-
tive components for the thumbnail and image interfaces, for informational topics. Table 7.11
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Figure 7.10: Total time spent on the four informative components of search result items, for
navigational topics on the thumbnail and image interfaces.
shows the results of Tukey’s HSD test for the total time spent on the four informative com-
ponents, for informational topics. The results show similar trends for the two interfaces on
the distribution of user gaze spent on the four informative components. For example, users
spent significantly more time on text snippets on both interfaces, compared with other in-
formative components (p < 0.0001). In contrast, no significant difference was found between
the attention spent on document titles and visual summaries on both image (p = 0.9468)
and thumbnail (p = 1) interfaces. This indicates that the type of visual summary did not
influence user attention distribution among the four informative components.
Navigational topics: Figure 7.10 shows the time that was spent on each one of the four
informative components for navigational topics, split by interfaces. Table 7.12 shows the
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Interface Components Visual Title Snippet
Thum
Title 1 - -
Snippet p < 0.0001 p < 0.0001 -
URL 0.0019 0.0020 p < 0.0001
Img
Title 0.9468 - -
Snippet p < 0.0001 p < 0.0001 -
URL 0.0134 0.0022 p < 0.0001
Table 7.11: The results of Tukey’s HSD test for the total time spent on the four informative
components for informational topics.
results of Tukey’s HSD test for the total time spent on the four informative components for
navigational topics. Results show that visual summaries have a significant impact on the
distribution of the user’s gaze for navigational topics. For example, for the image interface,
users spent significantly less time on URLs compared with document titles (p = 0.0169)
or text snippets (p = 0.0153). In contrast, these differences were not significant for the
thumbnail interface, when comparing the amount of time spent on URLs with time spent
on document titles (p = 0.7622) and text snippets (p = 0.3729). Additionally, users spent
significantly more time on thumbnail summaries compared with document titles (p = 0.0182)
and URLs (p = 0.0006), but this difference was not significant for the image interface:
document title (p = 0.7383) and URLs (p = 0.2056).
Impact of topic types on the distribution of users’ gaze
In the previous section, we analysed the results in terms of the effect of visual summaries on
the distribution of users’ gaze. We now independently analyse the impact of topic types on
each interface based on the results of Table 7.11 and Table 7.12, to understand the impact
of topic types on the distribution of users’ gaze at the level of informative components.
For the thumbnail interface, users spent a significantly larger amount of time on the
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visual (thumbnail) component than on document titles for navigational topics (p = 0.0182);
however this was not significant for informational topics (p = 1). In addition, users spent
a significantly larger amount of time on text snippets than on document titles and URLs
(p < 0.0001), but this was not significant for navigational topics.
For the image interface, users spent significantly more time on image summaries than
on URLs for informational topics (p = 0.0134); in contrast, this was not significant with
navigational topics (p = 0.2056). In addition, with the informational topics, users spent a
significantly larger amount of time on text snippets than image summaries (p < 0.0001), but
this was not significant for navigational topics (p = 0.7197).
The above results demonstrate that topic types have a significant impact on user gaze
distribution at the component level. User attention was significantly different for specific
informative components when particular topic types were compared with each other. With
navigational topics, the distribution of users’ gaze showed fewer significant differences than
with informational topics. One reason for this difference is that users spent significantly
more time looking at snippets than other informative components for informational topics.
This suggests that users find that informative components are most useful with navigational
topics, but for informational topics, users find snippets better than the other components.
7.3 Discussion and summary
In this chapter, we described a user study to evaluate the effectiveness of two visual summaries
(thumbnail and image) and the impact of topic types on user searching behaviour, using
twenty-four topics (12 informational and 12 navigational). Forty-eight subjects were asked
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Interface Components Visual Title Snippet
Thum
Title 0.0182 - -
Snippet 0.0972 0.9201 -
URL 0.0006 0.7622 0.3729
Img
Title 0.7383 - -
Snippet 0.7197 1 -
URL 0.2056 0.0169 0.0153
Table 7.12: The results of Tukey’s HSD test for the total time spent on the four informative
components for navigational topics.
to answer a series of four topics (2 informational and 2 navigational) where each type of
topic was answered using a different interface. This study differs from the studies described
in Chapters 5 and 6, since in this chapter, we focus on analysing and comparing directly the
impact of topic types on the effectiveness of additional visual summaries and user searching
behaviour.
We used more topics (24 topics), and where topics were selected, various aspects (domains
and length of the query string) and features (number and position of relevant answers) were
taken into account, as shown in Tables 7.1 and 7.2. We also analysed the distribution of user
gaze at the level of individual informative components, where a different mask was used to
collect the user’s gaze on the results screen.
We measured the completion time and the number of identified relevant and non-relevant
selected answers for each task. For the informational topics, the image interface significantly
improved the ability of users to predict relevant answers, but no significant difference was
found between the two interfaces for task completion time. In Chapter 5, although the
image interface required the least amount of time compared with other interfaces (text-only,
thumbnail, visual tag and visual snippet), no significant difference was found between the
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interfaces. One reason to explain the non-significant difference in Chapter 5 is that the
number of topics (5 topics) was not enough to show the significance between the interfaces.
In contrast, for navigational topics, the thumbnail interface not only showed significantly
better results in predicting relevant answers for navigational searches, but also helped users
to finish navigational topics in a significantly shorter amount time than with the image
interface. Our findings in Chapter 6 also show that the thumbnail interface significantly
improved the performance of users, compared with other interfaces for navigational topics.
These results strongly indicate that topic types impact on the effectiveness of visual
summaries. This suggests that search engines should show different visual summaries for
different task types to make the user experience better.
Many studies have proposed approaches to classify query types [Kang and Kim, 2003;
Kang, 2005; Beitzel et al., 2005]. They used different features to classify the query type;
for example a phrase such as “where” refers to a navigational or transactional queries, while
“what” precedes an informational query. A similar method could be used to select appro-
priate visual summaries to present on search results pages, based on the query type. Thus,
salient images could be presented for informational queries, while the thumbnail is the best-
performing visual summary for navigational topics. Google applied a similar technique to
classify whether queries refer to a visual object or not, in order to present a new tool called
“Knowledge Graph”, see Section 2.4.4. Under their method, if the query is classified as a
visual query, the “Knowledge Graph” is presented on the results page.
We also examined the unique views of text items and the percentage of re-viewing of
search result items for both interfaces and topic types. The results showed that the two
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interfaces have no impact on the amount of re-viewing of search result items. However,
results show that users with navigational topics viewed significantly fewer text items than
when using the thumbnail interface. This suggests that users of the thumbnail interface spent
significantly less mental effort to find the answers for navigational topics, compared with the
image interface.
In addition, we investigated the impact of topic types on user interaction with specific
informative interface components (visual summaries, document titles, short text snippets and
URLs). Results indicate that topic types impact significantly on user searching behaviour.
Users spent more time looking at short text snippet components with informational topics
compared with other informative components. In the navigational topics, user attention
distribution was more balanced across the informative components. Results also show that
topic types have a strong impact on visual summaries: for instance, users devoted signifi-
cantly more attention to thumbnails with navigational topics than with informational topics.
In the image interface, users gave more attention to image summaries when searching navi-
gational topics than with informational topics. This suggests that visual summaries are more
attractive to users with navigational queries than with informational queries. In contrast, re-
sults also suggest that users devote more attention to text summaries than visual summaries
with informational queries.
These results provide good cues to present better search results. For informational queries,
it would be helpful to provide more extensive text summaries to find relevant information,
while for navigational queries more attention could be paid to improve visual summaries.
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Conclusion
The rapid increase in information provided on the World Wide Web makes it more com-
plicated for users to select the right items among search results. Traditional search results
focus mostly on textual summaries, yet newer visual techniques can also help. In this the-
sis, we present the findings of our in-depth investigation of the effects of visual summaries
on user searching behaviour. Using eye tracking, we investigated user interactions with the
informative components.
In the following sections, we summarize our contributions and discuss possible directions
for future work.
8.1 Contributions
Visual summaries can be presented alongside text summaries, and can provide cues about
the content of the retrieved web pages that may have positive impact on user searching
behaviour and performance. Yet topic types may also influence user seeking behaviour and
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the effectiveness of visual summaries. Eye tracking, as a tool, enables us to gain an in-depth
understanding of how users interact with the results screen: thus we set out to address the
following research questions:
• Eye tracking. How can an eye tracker be used to understand user behaviour when
interacting with textual and visual summaries of search results?
Using eye tracking in the evaluation of web search interfaces provided rich information
on users’ information search behaviour, particularly in the matter of user interaction
with different informative components on a search results screen. In Chapter 3, we
defined eye movement metrics that can be employed for the evaluation of web search
interfaces. In addition, at the end of each user study, the eye tracking research ques-
tion was revisited, and recommendations were summarised in Chapter 3. Building on
these recommendations, some techniques were proposed to gain more information on
user searching behaviour. For example, calculating the percentage of re-viewing (Sec-
tion 3.4.5) provides detailed information about cognitive load (effort expended), whilst
the use of a tracking diagram (Section 6.2.7) succinctly demonstrates the pattern of
user interaction with the presented informative components of screen results.
One of the main issues affecting the use of eye tracking in research is the quality of
eye movements (calibration), as discussed in Section 3.5.2; therefore, we proposed a
method in Section 3.7.3 that allows us to determine the quality of calibration, since
the existing eye tracking system (Tobii Studio) does not provide any criteria for this
aspect. Another issue is the adaptation of gaze direction, explained in Section 3.7.2.
We used a black screen displaying for 3 seconds between screens to avoid the effect of
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the previous screen on user gaze direction on the coming screen. A further issue when
employing eye tracking in the evaluation of web search interfaces is the selection of the
appropriate filter for the raw gaze-points data. In our studies, we filtered this data by
removing noise data, identifying gaze points that occur in AOIs, optimising gaze data
and identifying viewed AOIs, as described in Section 3.7.7.
• Visual summaries. Does providing additional visual summaries for the presentation
of web search results impact on users’ information-searching behaviour and perfor-
mance?
The investigation of this research question was conducted in two stages. In the first
stage we evaluated visual representation in three publicly available search engines,
where the interfaces vary primarily in the proportion of visual and text summaries
displayed in search results. Our analysis indicates that most users spend a substan-
tially larger proportion of time looking at text information than visual, and that those
interfaces that focus on text-based representations of document content tend to lead
to quicker task completion times for named-page finding search tasks. In contrast,
when other specific task types are answered, results also show that search completion
time varies greatly among interfaces, and an appropriate combination of textual and
visual information leads to the shortest search completion time and the least number
of wrong answers. Furthermore, the findings of this study provide us with a strong
understanding of how to design a web search interface with appropriate features to
run controlled experiments using eye tracking. For instance, elements such as dynamic
features (for example auto-enlarging thumbnails when the mouse moves over them)
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or scrolling pages distract the user’s gaze, making it difficult to locate. To avoid this
difficulty, such elements should not be employed.
In the second stage, based on the results of the first stage, five interfaces were designed:
one text-only interface and four visual interfaces, where each visual interface presented a
different approach to visual summaries (thumbnail, visual tag, salient image and visual
snippet). This stage consisted of two studies, where we evaluated the effectiveness
of the four types of visual summary with informational topics in the first study and
navigational topics in a second study.
In the first study of the second stage, fifty participants carried out a series of searches
for five informational topics using a different interface for each topic. The results show
that visual summaries significantly impact on the behaviour of users, but not on their
performance when predicting the relevance of answer resources. Users spend signifi-
cantly less time looking at the textual components of summaries in the visual summary
interfaces. Comparing users’ ability to predict the relevance of answer pages with a
text interface versus a visual interface suggests that the tested visual summaries can
mislead users to select non-relevant items on informational search topics. However, the
salient image interface provided better results for informational topics when compared
with other visual interfaces.
In the second part of this investigation, another fifty participants carried out a series
of five navigational topics using the different interfaces. We used different task types,
aiming to find homepages and single web pages for navigational queries. Furthermore,
we classified user behaviour based on visual attention, to better understand different
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methods of browsing search results. The results show that apart from the salient image
interface, users perform significantly better in terms of time and effort required to
answer given search topics when additional visual summaries are presented. Our study
also suggests that the more time the user spends on visual summaries, the greater the
user’s ability to correctly predict the relevance of answers. Less effort and time are then
needed to find the required answer. Results also indicate that the thumbnail interface
showed better results when compared with other visual summaries for navigational
topics. In terms of results page browsing behaviour, different amounts of attention
spent on looking at the additional visual summaries actually produce different forms
of browsing.
• Topic types. How does the type of search topic influence the effectiveness of additional
visual summaries for the presentation of web search results?
Based on the findings of Chapters 5 and 6, we evaluate the best-performing visual
interfaces: salient images for informational searches, and thumbnails for navigational
searches. Twenty-four topics (12 navigational and 12 informational) were employed
in this study to evaluate the impact of topic types on the effectiveness of thumbnail
and image interfaces and the user’s information seeking behaviour. Particularly, we
evaluate the relationship between topic types and attention paid to different informative
components for web search results.
The results of this study confirm our previous findings where the salient image interface
shows a better performance for informational topics, while thumbnails were more effec-
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tive for the navigational topics. Users managed to finish navigational topics when using
the thumbnail interface in a significantly shorter time than with the image interface.
The differences in search success and task completion time between the different topic
types across the two interfaces suggests that a significant correlation exists between the
presented approaches of visual summary and topic types.
Results also show that topic types significantly impact on users’ gaze distribution on the
informative components for web search results. With informational topics, users spent
significantly more time looking at text snippets compared with other informative com-
ponents (visual summaries, document titles and URLs). In contrast, with navigational
topics, users spent a significant amount of time on visual summaries when using the
thumbnail interface, whilst on the image interface, no significant difference was found
in the amount of time spent on text snippets compared with visual summaries and
document titles. This suggests that topic types impact considerably on user seeking
behaviour.
8.2 Future work
8.2.1 Eye tracking
Eye tracking has only recently been employed for the evaluation of web search interfaces.
Therefore, proposing new techniques in this area has the potential to improve the process of
evaluating web search interfaces.
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Traditional IR metrics and eye movements
In web search interfaces, traditional information retrieval metrics such as Click Recall and
Click Precision evaluate user success in finding desired information, but they cannot provide
a clear view on user effort expended. In contrast, eye movement metrics, such as fixation
duration and re-viewing rates, provide useful information on user interaction with the results
screen and effort expended in searching. In other words, they evaluate user effort but cannot
indicate the effectiveness of relevance prediction such as user search success with informa-
tional search tasks. Identifying the relation between those metrics (IR and eye movement
metrics) and developing a combined model of searching behaviour would therefore provide
improvements in using eye tracking in the evaluation of web search interfaces.
Cognitive processing
Information processing (cognitive process) consists of four operations – learning, problem
solving, memory and comprehension – that assist an individual to make a decision to find
a relevant answer for a web search task. An interesting future study would be to examine
the correlation between the variety of individual differences in cognitive styles and user
seeking behaviour, where equipment such as the eye tracker can provide data, particularly
illuminating user attention spent on visual summaries.
8.2.2 Approaches to visual summaries
For the novel combination of a thumbnail and a tag cloud interface, the visual tag, text was
used to allow users to get the gist of web page content before visiting the page. However,
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it seems that the small font-size makes it difficult to read the presented visual summaries.
An improvement can be made by enlarging the font size and limiting the number of words
that are shown. Additionally, in this approach, text was generated based on simple of word
frequency rates. Applying more advanced criteria such as those used in information extraction
(IE) would enable the identification of further information from structured or unstructured
documents, such as named entity recognition and terminology extraction. This could help
users to recognise the content of the retrieved web page more easily than by viewing only
the most frequent words.
8.2.3 Visual summaries and other topic types
The findings of this thesis show that each kind of visual summary can have some positive
impact on user seeking behaviour for a specific topic type, but not for other topic types. Thus,
more research could be conducted to select appropriate visual summaries to suit different
topic types. In this thesis, we considered having task types for web search (classification based
on user intents with a task), but there are many other possible approaches. One is to evaluate
the effectiveness of different approaches to visual summaries with major categories based on
users’ search interests. For example, Spink et al. [2001] classified users’ search interests into
11 categories, such as people, places or things, health or sciences and government. A future
study could be conducted to evaluate the effectiveness of additional visual summaries on web
search interfaces for these categories.
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8.2.4 Impact of topic types on user searching behaviour
One contribution of this thesis is the finding that topic types impact significantly on the visual
search behaviour of users, particularly on attention distribution amongst the informative
components of the results screen. It would therefore seem useful to display different visual
summaries depending on the type of search task. Some previous studies proposed methods
for the classification of topic types [Kang and Kim, 2003; Kang, 2005; Beitzel et al., 2005];
then, based on these types, additional information can be provided for specific informative
components. For instance, for informational topics, extra text can be provided for the snippet
component, whilst for navigational topics, greater focus could be given to visual summaries,
document titles and URLs.
8.3 Summary
In this thesis we have proposed some techniques to improve the use of eye tracking for the
evaluation of web search interfaces. We have also investigated the impact of additional vi-
sual summaries on web search interfaces. Significant impacts on user seeking behaviour were
found, in aspects such as search success, effort expended, and user strategies for browsing
search results. We have also studied the impact of topic types on user searching behaviour and
the effectiveness of additional visual summaries in web search interfaces. Topic types show
impact considerably on the user’s attention distribution across the presented informative
components of the results screen. Topic types also influence the effectiveness of visual sum-
maries, where users perform significantly better with navigational topics using the thumbnail
interface, while with informational topics, the image interface performs significantly better.
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The contributions made in this thesis help to provide a better understanding of the
framework for using eye tracking in the evaluation of web search interfaces. In particular,
the thesis considerably expands the existing understanding of how users interact with results
screen components, and the impact of topic types when users are browsing those components.
These contributions can help to improve the development of more effective web search in-
terfaces, particularly for the presentation of visual summaries. These contributions can also
help to optimise search results based on the improved understanding of the impact of topic
types on users’ search behaviour.
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Glossary
A.1 Key measures
AOI Area of interest.
Click Recall The number of relevant answers selected by users as
a proportion of the total number of relevant answers
available for that topic (see Section 2.1.3).
Click Precision The number of correctly identified relevant answers as
a proportion of all answers that the user selected (see
Section 2.1.3).
Click F-measure Traditional information retrieval metric that calculates
the harmonic mean between Click Precision and Click
Recall (see Section 2.1.3).
Percentage of re-viewing The percentage of times items were re-viewed by users
(see Section 3.4.5).
Uniquely viewed items A count of the number of search result items for which
the user viewed either the accompanying textual sum-
mary or visual summary, or both (see Section 5.2.5).
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A.2 Interfaces
Txt Text-only interface that presents only text summaries
consisting of a web page title, a text snippet (that is, a
brief textual extract designed to relate the query terms
to quotes from the source web page), and the URL of
the underlying web page (see Section 5.1).
Thum Thumbnail interface that displays the same summaries
used in the text-only interface, but accompanied by a
thumbnail, a screen shot of the retrieved web page, (see
Section 5.1).
Tag Visual tag interface that shows the same summaries
used in the text-only interface, but accompanied by a
visual tag, a novel combination of a thumbnail and a
tag cloud, (see Section 5.1).
Img Salient image interface that presents the same sum-
maries used in the text-only interface, but accompanied
by an excerpt image, a dominant image from an under-
lying document that is ”relevant“ to the user’s query,
(see Section 5.1).
VSnip Visual snippet interface that presents the same sum-
maries used in the text-only interface, but accompanied
by a visual snippet, a combination of a logo and a salient
image, (see Section 5.1).
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