ABSTRACT Low-dose computed tomography (LDCT) is an effective approach to reduce radiation exposure to patients. Lots of mottle noise and streak artifacts, however, are introduced to the reconstructed image. Current weighted nuclear norm minimization (WNNM) denoising method cannot remove the streak artifacts in LDCT image completely, even if many time-consuming iterations are adopted. In this paper, an effective image denoising algorithm, which is based on discriminative weighted nuclear norm minimization (D-WNNM), is proposed to improve LDCT image. In the D-WNNM method, the local entropy of the image is exploited to discriminate streak artifacts from tissue structure, and to tune WNNM weight coefficients adaptively. Additionally, a preprocessed image is used to improve the accuracy of block matching, and the total-variation (TV) algorithm is applied to further reduce the residual artifacts in the recovered image. We evaluate the D-WNNM method on the simulated pelvis phantom, the actual thoracic phantom, and the clinical thoracic data, and compared it to several other competitive methods. Experimental results show that the proposed approach has better performance in both artifacts suppression and structure preservation. Particularly, the number of iterations required in the proposed algorithm is substantially reduced (only twice), when compared with that required in the WNNM method (at least eight iterations).
I. INTRODUCTION
With wide application of X-ray computed tomography (CT) in clinic, the radiation exposure and radiation hazard have gained considerable attention in both regular and professional journals [1] - [3] . The principle of ''as low as reasonably achievable'' (ALARA) has been proposed as a goal to guide radiation dose usage in clinical practice [3] . However, low-dose CT (LDCT) often leads to degraded reconstructed images with increased mottle noise and streak artifacts. In order to improve the quality of LDCT image, the methods including projection data filtering, iterative reconstruction algorithms and post-processing, are often utilized.
Post-processing is a sort of direct approaches applied on filtered-back projection (FBP) reconstructed CT image, in order to suppress noise and streak artifacts. Moreover, it is easily implemented and compatible with the CT equipment used in hospitals [4] . Various kinds of denoising methods for natural images have been used to process LDCT images, including total variation (TV) based denoising methods [4] - [7] , nonlocal means denoising methods [8] , [9] , wavelet transform methods [11] , [12] , sparse representation and dictionary learning [13] - [16] and deep learning techniques [17] , [18] .
More recently, nuclear norm minimization (NNM) approaches, as an important branch of Low rank matrix approximation (LRMA) methods [19] - [30] , have shown to provide excellent denoising performance [23] - [32] . However, NNM method regularizes each singular value equally, which is inconsistent with the fact that singular values have clear physical meanings and should be treated differently. To solve this problem, a new algorithm, namely weighted nuclear norm minimization (WNNM), was proposed by S. Gu et al. [33] , in which different weight coefficients are assigned to different singular values. The WNNM algorithm has shown the state-of-the-art performance, and has been widely studied and successfully applied in various image processing problems, such as background subtraction [34] , image inpainting [34] , 3-D magnitude magnetic resonance images denoising [35] , hyperspectral images denoising [36] , and real color images denoising [37] .
While excellent denoising performances by WNNM method were observed, applying the WNNM denoising algorithm directly to LDCT image may result in obvious residual noise and artifacts, even if many iterations are adopted. The reason for the ineffectiveness of WNNM method in LDCT image denoising is that the streak artifacts with directional dominance are often hard to be discriminated from the attenuation information of normal tissues [9] , [14] .
In this paper we propose a denoising algorithm based on the discriminative WNNM (D-WNNM) method, which is specifically for LDCT image. In the D-WNNM method, local entropy of image is exploited, to discriminate streak artifacts from tissue structure, and to tune WNNM weight coefficients adaptively. Through this approach, the streak artifacts and tissue structure are processed separately, leading to effective artifacts suppression and structure preservation. Additionally, a preprocessed image is used to improve the accuracy of block matching, and the total-variation (TV) algorithm is applied to further reduce the residual artifacts of the recovered image. The experiments on the simulated pelvis phantom, the actual thoracic phantom and the clinical data are carried out. Results and the comparisons with other competitive methods show that the proposed approach has better performance in both artifacts suppression and structure preservation. Particularly, the computation iterations in the proposed method are greatly reduced (i.e., performed only twice), when compared with that required in WNNM method.
The remainder of the paper is organized as follows. The local entropy of image, the TV model and the WNNM denoising algorithm are described in Section II. The proposed algorithm and the efficiency of each step are presented in Section III. Experimental settings and results are described in Section IV. Finally, conclusions are drawn in Section V.
II. MATERIALS A. LOCAL ENTROPY
Kapur et al. [38] applied the concept of information entropy, which was established by Shannon [39] , to the field of image processing, and they defined the entropy of image with L gray levels as:
Here P i = N i /N is the probability of gray level i appearing in the image, N is the total number of pixels in the image, N i is the number of pixels with grayscale i, and b is the base of the logarithm. The local entropy is calculated by using the regular formula in (1) in a local neighborhood , in size of m × n, that is, P i = N i /(m×n), and N i is the number of pixels with grayscale i in the neighborhood .
The local entropy is a measurement of the unpredictability or the information content of a message source. If the m × n pixel values in are different with each other, the local entropy value is the largest. If all the m×n pixel values are the same, the local entropy value is the smallest. This principle indicates that the local entropy values are relatively small in homogeneous regions but relatively large in heterogeneous regions. This fact will guide us for discrimination between streak artifacts and tissue structures in LDCT image.
B. TV MODEL
The TV model, firstly proposed by Rudin et al. [5] in 1992, has the following energy function:
Here the first term represents the fidelity, and the second term |∇f | represents the regularization by total variation of the image f , further written as |∇f | = f 2 x + f 2 y . f 0 is the noisy image, f is the denoised image and µ is the regularization parameter. Large value of µ leads to removal of more noise, but the edges and details are blurred. On the contrary, small value of µ can retain the details and edges, but fails to remove more noise.
As one of the most established methods, TV method has been successfully applied to LDCT image and obtained competitive denoising results. Therefore, it is adopted as one of components in the proposed algorithm.
C. CURRENT WNNM DENOISING ALGORITHM
For a given image with noise Y ∈ R M×N , one can totally
For a local patch y j , its nonlocal similar blocks can be searched by some methods such as block matching. By realigning each of these blocks to a vector and stacking them into a matrix, denoted as Y j ∈ R b 2 ×K (K is the number of similar blocks in Y j ), we have Y j = X j +N j , where X j and N j are the corresponding latent clean matrix and noisy matrix, 46180 VOLUME 6, 2018 respectively. X j is composed of similar blocks and it has the characteristics of low rank. Therefore, the low rank matrix approximation methods can be used to estimate X j from Y j .
Cai et al. [23] proved that the NNM based low rank matrix approximation problem with F-norm data fidelity can be easily solved by a soft-threshold shrinking operation on the singular values of observation matrix. As a generalization to NNM model, the WNNM model [33] , [34] is described as:
and
where ||X j || w, * is the weighted nuclear norm of matrix X j ,
is the weight vector, and λ i (X j ) is the i-th singular value of X j . When the weights satisfy 0 ≤ w 1 ≤ w 2 ≤ · · · ≤ w n , the problem (3) can be resolved by the following formula:
where Y j = U V T is the singular value decomposition of Y j , and
.ˆ is obtained through the soft shrinkage function which is defined as:ˆ
where w i is the shrinking weight of singular value λ i (Y j ). According to [34] , the larger singular values are generally associated with the major projection orientations, thus they should be shrunk less to preserve the major data components. In [34] w i is defined as
where ε is a small positive value and C = 2c √ K σ 2 n , K is the number of similar blocks in Y j , σ n is the noise variance of the image block, and c is a fixed constant.
By applying the above procedures to each block group Y j and aggregating all blocks together, the imageX can be reconstructed. In practice, the above procedures need to be performed iteratively to obtain better denoising outcomes. In each iteration, the noisy image is updated by adding some method noise [40] back to the recovered image in the previous iteration, which can be expressed as
where Y m is the noisy image in the m-th iteration,X m−1 and Y −X (m−1) are the recovered image and the method noise in the (m-1)-th iteration, respectively, and δ is the parameter that controls the amount of feedback method noise. The noise variance of Y m is re-estimated alternatively bŷ
where M × N is the size of image Y, σ is the original noise variance, and γ is a constant. Although it has excellent performance in various image processing problems, WNNM denoising algorithm has limitation in suppressing the streak artifacts in LDCT image. Fig.1(a) illustrates one typical LDCT image section with strong artifacts. Fig.1(b) -(d) are the denoising results of the original WNNM in the 2nd, 8th, and 12th iterations, respectively. As shown in Fig.1(d) , we can observe obvious residual artifacts even if a total of 12 iterations are applied.
III. THE PROPOSED ALGORITHM
In this section, an effective denoising algorithm for LDCT image based on discriminative weighted nuclear norm minimization (D-WNNM) is proposed. Compared with the WNNM method, improvements are proposed in three aspects, including local entropy-based discrimination and weights adjustment, block matching with preprocessed image, as well as TV-based post processing.
A. LOCAL ENTROPY-BASED DISCRIMINATION AND WEIGHTS ADJUSTMENT
The assumption for the WNNM algorithm relies on the fact that normal tissue structure always has significantly larger singular values than noise. However, streak artifacts in LDCT images are easily judged as details and structure, particularly in the seriously contaminated regions. Consequently, the blocks with streak artifacts are assigned with small shrinking weight coefficients due to their large singular values, leading to failure in artifacts removal. Intuitively, better artifacts suppression can be achieved if these artifacts are detected and assigned with large shrinking weight coefficients.
For this purpose, we utilize the local entropy of LDCT image to distinguish between artifacts and detail blocks, which is illustrated in Fig.2 . Fig.2 (a), (c) and (e) show the clean image, the LDCT image and the residual image, respectively. Fig.2 (b), (d) and (f) show the corresponding local entropy of the images in Fig.2(a) , (c) and (e), respectively. The local entropy distribution is obtained through three steps. First, the local entropy is calculated for each pixel by using (1) . Then, these values are aligned in ascending order. Finally, the entropy distribution curve is depicted. From the outcomes, we can observe that: First, in the clean image, edge and detail blocks have relatively small local entropy values. In Fig.2(b) , the range of local entropy values is almost bellow 2.5. Only a small number of image blocks have the ranges from 2.5 to 3.5.
Second, in Fig.2 (e), the residual image is heterogeneous in its pixel values, but these values have similar fluctuation in different areas. According to the theory of entropy, the local entropy value of the residual image blocks are relatively large, and the differences between these entropy values should be little. This assumption can be verified in Fig.2(f) , in which most local entropy values are larger than 4 and the curve is rising very slowly.
Third, the distribution of streak artifacts in the noisy image is uneven. For example, the artifacts in the region R1 (marked by the red rectangle in Fig.2(c) ) are more severe than those in the region R2. According to the theory of entropy, the local entropy values in R1 are larger than in R2.
With the above known characteristics, we propose to use the local entropy of image, to discriminate artifacts from details, and to tune the shrinking weight coefficients in (7) . In contrast to WNNM method, the improved c is no longer fixed, and it is determined by:
where E is the local entropy of an image block calculated using (1), β is a positive constant, E 0 and E 1 are thresholds to distinguish streak artifacts from flat regions and detail regions. In our proposed algorithm E ≤ E 0 indicates that the block is a flat block or a detail block with low level noise; E > E 1 indicates the detail blocks with severe noise, and E 1 ≥ E > E 0 mainly indicates the flat region with streak artifacts. According to (7), we can easily derive w i ∝ c. Thus, for the first two cases, small c is assigned to protect edges and details, and for the third case, large c is assigned to remove artifacts. Furthermore, for the third case, we expect that for regions with severe artifacts, w i is larger; and for regions with low level artifacts, w i is relatively smaller. With this relationship, local entropy of image meets our demand, because we know that more severe streak artifacts, leads to the larger local entropy value in a given block. Thus in (10), we set c = βE for blocks that satisfy
B. BLOCK MATCHING WITH PREPROCESSED IMAGE
Suppose Y is the original LDCT image, y i is a block of size b × b in Y, y j is the candidate similar block of y i . The block matching is performed according to the distance between y i and y j , which can be described as
As mentioned above, streak artifacts are often similar to details and structure in LDCT image. If the block matching and grouping are performed directly on the noisy LDCT image by using (11), the streak artifacts are easily to be recognized as structure or details, and the artifacts are preserved by mistake.
In order to reduce the noise effects on block matching, a preprocessed image is applied to improve the accuracy of block matching in the first iteration. The preprocessed image can be obtained by using various denoising methods. In this paper, the TV method was adopted due to its successful application in LDCT image. Let Y TV denotes the denoised image processed by the TV model. In the proposed method, the distance between y i and y j is obtained as follows
where y TV i and y TV j are the corresponding denoised blocks of y i and y j in Y TV , respectively.
For all the blocks y i in the LDCT image Y, the formula (12) is used to find its K -most similar blocks. Starting with the second iteration, the denoised image in the previous iteration is used for similar block grouping. 
C. TV-BASED POST PROCESSING
By performing the above two procedures iteratively, the quality of the denoised LDCT image can be greatly improved. However, a few residual artifacts still remain in the denoised image. In order to further improve the quality of the LDCT image, the TV model is applied for its excellent performance in LDCT image and its low computation costs.
D. EFFECTIVENESS OF THE IMPROVEMENTS
In this section, the actual thoracic phantom is used to evaluate the performance of each improvement in the proposed D-WNNM algorithm. For convenience of description, some notations are defined in table 1.
As mentioned above, all the methods associated with the WNNM method need to be performed iteratively to obtain better denoising result. Fig.3 illustrates the processing results of the actual LDCT image shown in Fig.11(b) by using the WNNM method, the A1 method, the A2 method, and the D-WNNM method with changes in iteration times, respectively. From Fig.3(a) we can observe that the PSNR value of the method A2 achieves the best at the 4th iteration, and afterward the PSNR value changes very little. The PSNR value in the 2nd is a litter smaller than that in the 4th iteration. In Fig.3(b) , the SSIM value of the method A2 reaches its best at the 3rd iteration and then drops slowly in the following iterations. The SSIM value in the 2nd iteration, although not the best one, is very close to the maximum. Based on the above observation and the consideration in computation complexity and processing time, in the proposed method, A2 is performed iteratively only twice. Additionally, it can be seen from Fig.3 that there is a progressive improvement of PSNR value and SSIM value after each step. And the proposed D-WNNM method has the highest PSNR and SSIM value compared with the others. Fig.4 exhibits the denoising results after each step in the D-WNNM implementation. Fig.4(a) is the clean image. Fig.4(b) is the result of the WNNM(5 × 5) after twice iterations. Fig.4(c) -(e) are the result after adopting the step S1 on the basis of WNNM(5 × 5) (the method A1), the result after adopting the step S2 on the basis of A1 (the method A2), and the final processed image after TV-based post processing (D-WNNM), respectively. For a clearer illustration, only a part of zoomed-in region, including both detail areas (ROI1) and flat areas (ROI2) are displayed. In Fig.4(b) , obvious streak artifacts still remain, particularly in the bottom region of the image. By comparing (b)-(e) in Fig.4 , we can observe a progressive improvement of image quality after each step. These observations confirm that all of the improvements in the three aspects proposed in this paper have contribution to the improvement of the final denoising result.
In summary, the flow chart of the proposed D-WNNM method is shown in Fig.5 .
IV. EXPEREMENTS AND RESULTS
In this section, we evaluate the performance of the proposed method through experiments on digital phantom simulations, actual data, and clinical data. Fig.2(a) shows the pelvis phantom simulation and Fig.2(c) is the corresponding LDCT image that is reconstructed from simulated noisy sinogram by using the FBP with Hanning filter (cutoff frequency is equal to 80% Nyquist frequency). In our experiments, the actual data was obtained from an anatomical model of a human chest torso. The CT images were obtained from a multidetector row Siemens Somatom Sensation 16 CT scanner with a tube voltage of 120 kVp by using the thoracic phantom. The original high-dose CT (HDCT) image was collected with a higher tube current of 240 mAs. Fig.11(a) shows the processed HDCT image by the artifact suppressed largescale nonlocal means (AS-LNLM) method [9] , which shows better performance than the original HDCT image. Therefore, in this paper we take Fig.11(a) as the reference image. Fig.11(b) illustrates the LDCT image which was obtained with a reduced tube current of 30 mAs. Fig.12(a) shows the clinical thoracic data. The CT image was obtained in DICOM from a multi-detector row Siemens Somatom Sensation 16 CT scanner with a tube voltage of 120 kVp and a reduced tube current of 60 mAs. And the reconstruction method is the standard FBP method with body filter.
A. ASSESSMENT CRITERIA
To evaluate the quality of the denoised images objectively, two evaluation criteria are used in this paper. One is the peaksignal-to-noise ratio (PSNR), which is defined as:
where Xand Y are two images of size M × N . x ij and y ij are the pixel value of X and Y at position (i, j). It can be observed from (13) and (14) that the larger the PSNR values are, the closer the image X is to Y . Another criterion is the structural similarity (SSIM) [41] , which is commonly used to measure the similarity between two images. Given two image blocks x and y of size W × W , the SSIM is defined as
Here µ x is the average of x, µ y is the average of y, σ 2 x and σ 2 y are the variance of x and y, respectively. σ xy is the covariance of x and y, c 1 and c 2 are two positive constants to avoid a null denominator. For the given two images X and Y, the mean of SSIM (MSSIM) indices to evaluate the overall image quality is defined as (16) where tol_num is the total number of image blocks in X or Y. The values of the MSSIM index are in the range [−1,1]. A value of 0 means that no correlation between X and Y, and 1 means that X = Y.
The above two criteria can not be used when the reference clean image or HDCT image is invisible. In this paper, signal to noise ratio(SNR) is used to evaluate the quality of the processed clinical data. SNR [42] is defined as
where x is a image block, N is the total number of pixels in x, x i is pixel value at position i in x.
B. PARAMETERS SELECTION
The parameters for the proposed method are listed in Table 2 , in which the number of similar blocks K in a group Y j , δ in (7) and γ in (8) are the same to WNNM [34] . The parameter β in (9) is set to be 1 for all the three LDCT images. We will give a detailed description of the selection of the initial noise variance σ , the block size b, the two threshold values E 0 and E 1 , and the parameter µ in the TV model (in the proposed algorithm, the TV model is applied in three situations, hence, µ 1 , µ 2 and µ 3 are required).
1) THE INITIAL NOISE VARIANCE
The parameter σ has a great and direct effect on the denoised result of the A2 method. Fig.6 shows the denoised images by using the A2 method with different σ (σ = 20, 50, 80) on the LDCT image shown in Fig.2(c) . For clear observation, a selected region is zoomed in. It can be seen that a lot of residual noise can still be observed in Fig.6(a) , and the PSNR and SSIM values of the denoised image are the lowest. In Fig.6 (c) the streak artifacts and noise are almost removed, however, the edges and structures are blurred, such as the regions pointed by the arrows in Fig.6(c1) . By contrast, the denoised image in Fig.6(b) is the best, and the PSNR and SSIM values of the denoised image are almost the highest. In this paper, the initial noise variance is selected roughly according to the visual effect and the PSNR and SSIM values. It is set to be 50, 50, and 80 for the pelvis phantom, the actual data, and the clinical data, respectively.
2) BLOCK SIZE
The selection of block size in the WNNM and the proposed D-WNNM is important for high quality denoised image. The impacts of the block size on the WNNM algorithm and the D-WNNM algorithm are consistent. Hence, in this paper, we select the parameter b by the PSNR/SSIM curves and the visual effect of denoised image processed by the WNNM algorithm. Fig.7 illustrates the impacts of the parameter b on the WNNM denoising results. Fig.7(a) and Fig.7(b) show the PSNR curve and SSIM curve of the LDCT image in Fig.11(b) , respectively. We can observe that the PSNR and SSIM curves reach the maximal values when b = 5. Fig.8 shows the processed images by using the WNNM method with different block sizes (b = 9, 8, 7, 5, 3) on the LDCT image (shown in Fig.11(b) ). We can observe that streak artifacts in Fig.8(b) are judged as details by mistake. In Fig.8(c) and (d) , residual streak artifacts are still obvious. The denoised image in Fig.8(f) suffers from severe noise and streak artifacts. By comparison, the denoised image in Fig.8(e) is the best. Judging from both objective assessment criteria (PSNR and SSIM) and the visual effect of the denoised image, b = 5 is found to be the best value of the parameter. 
3) E 0 AND E 1
The selection of the two threshold values E 0 and E 1 in (10) is according to the characteristic of streak artifacts that we have discussed in the section III.A. The specific steps are as follows. First, calculate the local entropy for the residual image and noisy image, and depict their local entropy distribution curve, respectively, such as the Fig.2(d) and Fig.2(f) . Second, select the range that changes relatively slowly in the local entropy curve of the residual image, and we denote the range as [p,q], as shown in Fig.2(f) . Third, find the same points p and q in the local entropy curve of the noisy image, and the ordinate values corresponding to p and q are E 0 and E 1 , respectively, as shown in Fig.2(d) . Note that, in practice, the clean image and the residual image are not visible and need to be estimated. Considering the good performance of the TV model in LDCT image, the denoised image by using the TV model is used as an approximation of the clean image. Fig.9 shows the local entropy distribution of the real and estimated residual images. The real residual image is obtained from the subtraction between the LDCT image and its original pelvis phantom. The estimated residual image is obtained from the subtraction between the LDCT image and the preprocessed image by using the TV method. It can be seen from Fig.9 that the two curves are similar and close to each other. The comparison in Fig.9 can validate the feasibility and correctness of the method, which is using the preprocessed image to estimate the parameters E 0 and E 1 when the original VOLUME 6, 2018 FIGURE 8. Comparison of processed images by using the WNNM method with different block sizes bon the LDCT image (shown in Fig.11(b) 
Only a part of zoomed-in regions are displayed for clarity. Fig.2(c) . The estimated residual image is obtained from the subtraction between Fig.2(a) and the preprocessed image by using the TV model. phantom or high-dose image are not visible. According to the selection steps described above, we set E 0 = 3.4, E 1 = 4.4 for the pelvis phantom, E 0 = 3.5, E 1 = 4.6 for the actual thoracic data, and E 0 = 3.0,E 1 = 4.6 for the clinical thoracic data.
4) PARAMETER µ IN TV MODEL
In our algorithm, the TV model is used in three situations. The first is on preprocessed image from TV method to perform block matching. The second is the estimation of the clean image in the process of seleccting the parameters E 0 and E 1 . The third is the usage of the TV model to further improve the quality of the denoised image in the last step. We denote the corresponding parameter µ in the three situations as µ 1 ,µ 2 and µ 3 , respectively. It is known that if µ is too small, the noisy remains. On the contrary, the denoised image may be over-smoothed if µ is too large. In the first two situations, we set it to be 50, 50, and 80 for the three LDCT images respectively, so as to obtain relatively clean images. In the third situation, most noise and artifacts have been removed in the previous steps, thus a small value of µ is selected. Selection of the parameter µ is determined by a searching process in the range from 1 to 20 with a step of 1, and we select µ = 5, µ = 6 and µ = 15 for the simulated thoracic phantom, the actual thoracic phantom, and the clinical thoracic data, respectively, with which the best denoised images are achieved.
C. COMPARISON WITH OTHER ALGORITHMS
In this part, to evaluate the performance of the proposed D-WNNM method, several algorithms including TV [5] , FPMTV [7] , WNNM [31] , K-SVD [13] and the algorithm (we denote it as LBAS) in [15] , are chosen for the comparative experiments on the simulated pelvis phantom, the actual thoracic phantom, and the clinical thoracic data. The TV model [5] , as a classical image restoration method, has been successfully applied in LDCT image and achieved competitive denoising result. The FPMTV method [7] was proposed by combining the anisotropic diffusion model, the TV model and the fractional-order differentiation models, and it is a novel fractional-order differentiation model for LDCT image. The K-SVD denosing algorithm [13] is a classic and successful method in sparse and redundant representations. The LBAS method [15] was proposed based on morphological component analysis (MCA) and sparse representation for LDCT image denoising, in which the dictionary learning is totally automatic and self-contained. The LBAS method has been proved to be effective and promising in artifacts suppression.
1) THE SIMULATED PELVIS PHANTOM STUDY
Experimental results on the simulated pelvis phantom are displayed in Fig.10 . Fig.10(a) is the clean image, and Fig.10(b) is the original LDCT image. Fig.10(c)-(h) show the denoising results by using the TV, FPMTV, WNNM, K-SVD, LBAS and D-WNNM, respectively. To further compare the performance of these denoising algorithms, three zoomed-in regions of interest (ROIs), including flat, edge and detail regions, are displayed in Fig.10 . The three ROIs are marked by red rectangles in Fig.10(a) . By comparisons, the TV method is effective for LDCT image, however, it cannot simultaneously achieve good results in noise removal and detail protection. For example, in Fig.10(c) , ROI2 is more smooth and well visualized, but the details in ROI1 are lost seriously. FPMTV performs better than TV in preserving details, but we can see from Fig.10(d) that there is blocky effect in the flat region ROI2. WNNM performs well in preserving edges and details, for example, in Fig.10 (e) the details and edges of ROI1 are clear and the contrast is strong. However, in the flat [7] , (e) WNNM [34] , (f) K-SVD [13] , (g) LBAS [15] , (h) D-WNNM. regions WNNM is ineffective, especially in the regions that are seriously contaminated. It should be noted that, WNNM requires several iterations to reach a better performance, and Fig.10(e) shows the denoising result after eight iterations. As an excellent algorithm, K-SVD has been successfully applied in various image processing problems. It can be seen in Fig.10 (f) that it performs well in preserving details, in the flat region, however it performs poorly. LBAS in Fig.10 (g) performs well in noise and artifacts removal, however the edges are slightly blurred. Compared with the algorithms mentioned above, the superiority of the proposed D-WNNM method is more evident. In Fig.10(h) , the proposed algorithm performs well not only in preserving details but also in removing noise and artifacts for LDCT image. Moreover, only twice iterations are required in the proposed method. Compared with the original WNNM, the complexity and processing time are greatly reduced.
PSNR and SSIM values produced by these methods for the pelvis phantom simulation are shown in Table 3 . The best values among all these methods are highlighted in bold. In table 3, the D-WNNM method is the best for the whole image, while for the interest areas ROI1-ROI3, the largest values vary across different methods. For example, in the region ROI1, WNNM has the highest PSNR value and D-WNNM has the highest SSIM value, while in the region ROI2, LBAS achieves the best PSNR value and TV denoising algorithm achieves the best SSIM value. In the region ROI3, FPMTV and D-WNNM method achieve the highest PSNR and SSIM value, respectively. In all regions, the proposed method is either best or mostly close to the best values. To summarize, the proposed method, as a whole, reaches the best compromise between denoising and preserving details, compared to any others.
2) THE ACTUAL THORACIC PHANTOM STUDY
The denoising results on the actual thoracic phantom are shown in Fig.11 . For clear observation, five regions of interest including flat, edge and detail regions, are enlarged. The five regions are marked by red rectangles in Fig.11(a) . Fig.11(a) -(h) are the reference image, the original LDCT image, and the denoising results from TV, FPMTV, WNNM, K-SVD, LBAS and D-WNNM, respectively. It can be observed that the mottle noise and streak artifacts are suppressed effectively by TV and FPMTV in Fig.11(c) and Fig.11(d) , respectively. However, the details and edges are blurred. Fig.11(e) shows the result after eight iterations by using the WNNM method, in which the details are clearer, and the edges are less blurred than those by TV and FPMTV. However, lots of streak artifacts are still observed, especially in the flat regions that are seriously contaminated, such as ROI3. The K-SVD denoising outcome in Fig.11(f) is better than WNNM in Fig.11(e) , but it cannot remove noise completely. Although it has better performance than K-SVD in flat regions, the LBAS method suffers from the residual noise, which can be seen in Fig.11(g ). In Fig.11(h) , it can be observed that noise and artifacts are removed while the structure and details are preserved. Overall, the proposed D-WNNM method has better performance than the other denoising methods. Table 4 displays the PSNR and SSIM values of the actual thoracic phantom image processed by TV, FPMTV, WNNM, K-SVD, LBAS, and the proposed D-WNNM method, respectively. We can see that the D-WNNM method achieves the highest PSNR or SSIM values in most cases. In the area ROI3, the performance of proposed algorithm is slightly worse than WNNM, because the noise in ROI3 is much less. After processing by the method A2, the noisy is easily removed. If further applying TV denoising algorithm to the outcome of the A2 method, the edges are blurred. In general, the proposed D-WNNM method performs better than the others.
3) CLINICAL DATA STUDY
The denoising results on the clinical thoracic LDCT image are shown in Fig.12 . For clear observation, two selected regions including flat and detail regions are enlarged. The two regions are marked by red rectangles in Fig.12(a) . Mottle noise and streak artifacts can be easily observed in the original LDCT image which is shown in Fig.12(a) . The TV denoising method performs well in noise and artifacts removal, however, blocky effect is obvious especially in flat regions. In Fig.12(c) the region R1 in the denoised image obatined from the FPMTV method suffers from mottle noise. [7] , (e) WNNM [34] , (f) K-SVD [13] , (g) LBAR [15] , (h) D-WNNM.
In Fig.12(d) the WNNM method performs well in detail and edge preservation, which can be seen in the enlarged region. However, lots of residual streak artifacts can be observed both in R1 and R2. In Fig.12(e) and Fig.12 (f) the same problem as the Fig.12(d) is exist. Compared with the others, the proposed D-WNNM method performs best. [7] , (d) WNNM [34] , (e) K-SVD [13] , (f) LBAR [15] , (g) D-WNNM.
In order to evaluate the quality of the denoised clinical image objectively, SNR is calculated for several regions of interest (ROIs), which are marked by the purple rectangles in Fig.12(a) . The results are shown in Table 5 . It can be seen that in the three ROIs the SRN values of the D-WNNM are always the highest. Especially in ROI1 and ROI2, the SNR of the D-WNNM method is the significantly higher than the others.
D. COMPUTATION COST
The experiments in this paper is implemented in MATLAB 2010b 32bit on a personal computer equipped with CPU G620 @2.60 GHz and 8-GB memory. The running time of different methods in processing the three LDCT images is listed in Table 6 . We can observe that the running time of the TV method is the shortest. This is one of the reasons why we use the TV method to perform the preprocessing and the post processing. Except for the TV method, the other methods are all time-consuming. Compared with the WNNM method, the running time taken by the proposed D-WNNM method is reduced by more than 50%. Fig.13 shows the time distribution histogram of the proposed D-WNNM method. It can be seen that the increased running time introduced by the TV preprocessing and TV post processing is almost negligible. The time-consuming parts are in the process of obtaining the neighbor index, block matching, and WNNM estimation, which are the same as the WNNM method.
V. CONCLUSION
In this article, we presented an effective denoising algorithm based on the discriminative WNNM (D-WNNM), in order to improve the quality of LDCT image. The proposed D-WNNM method is composed of three aspects of improvement. First, local entropy of image is applied, to discriminate streak artifacts from tissue structure, and to tune WNNM weight coefficients adaptively. Through this step, the streak artifacts and tissue structure are processed separately, leading to effective artifacts suppression and structure preservation. Second, the block matching and grouping in the first iteration is implemented by using a preprocessed image. Through this step, the results of the block matching are more close to the truth, making the separated processing in the first step more effective. Finally, the TV based denoising method is applied, in order to further remove the residual artifacts in the denoised image. The comparisons with several algorithms (TV, FPMTV, WNNM, KSVD and LBAS) on both simulated data, actual data and clinical data showed that the proposed method performs best, not only in noise and artifacts removal but also in details and structure preservation.
Although the proposed D-WNNM achieves superior denoising performance compared with some competitive methods. However, there are some problems to be further researched.
The noise in LDCT image is difficult to model accurately and has strong spatial variations and correlations. So the parameter σ in our proposed method is selected roughly. Li et al. [8] presented a computationally efficient technique for local noise estimation directly from CT images. With the estimated noise map, the modified non-local means algorithm improves the denoising performance. In the future works, if the parameter σ in our proposed method can be selected finely according to the noisy image, the denoised image will be further improved.
The iteration times in the D-WNNM method is substantially reduced (only twice), which greatly reduced the computational complexity and processing time, when compared with WNNM method (at least eight iterations). Despite of this, the proposed D-WNNM method still suffers from heavy computational burden, because the time-consuming processes of block matching and the soft-threshold shrinking are required in each iteration. This greatly restricts the realtime application of the proposed algorithm. In future studies, more approaches would be found to reduce the computational complexity and accelerate the proposed algorithm, such as the method of parallel processing by the graphics processing unit (GPU) [43] , [44] . With these powerful tools, the proposed D-WNNM method will be more suitable for real-time applications in clinic. 
