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Abstract
The goal of this paper is to re-express QFT in terms of two ”classical” fields living
in ordinary space with single extra dimension. The role of the first classical field is to
set up an injection from the set of values of extra dimension into the set of functions,
and then said injection will be used in order to convert the second field into a coarse
grained functional, thereby approximating QFT state. It turns out that this work also
has a side-benefit of modeling ensemble of states in terms of one single state which, in
turn, is interpretted in the above way. It is important to clarify that by ”classical” we
mean functions over ordinary space rather than configuration, Fock or function space.
The ”classical” theory that we propose is still non-local.
1. Introduction
It is generally assumed that the key problem with quantum mechanics is a problem with
measurement. After all, apart from measurement, we have deterministic unitary evolution,
while measurement outcome is random. Besides, in the absence of measurement, unitary
evolution is well defined, while in case of measurement, there is no agreed upon definition as
to what constitutes measurement as such. Finally, the unitary evolution can be viewed as
local if we are concerned about field operators as opposed to actual states described over a
hypersurface. On the other hand, measurement is distinctly non-local.
While the above points are legitimate, I don’t agree that they are the most crucial things
that make quantum mechanics quantum. After all, some proposals have been made as to
how to model the measurement: Bohamian mechanics (for example, [7]), GRW model (see
[8] and [9]), etc. While said proposals are non-local, Newtonian mechanics was non-local
as well. Thus, our need for locality is due to empirical evidence for relativity as opposed
to what our classical intuition demands. Therefore, as long as said theories claim to match
conventional predictions – which they do – the empirical evidence can’t falsify them, which
is all we need. Perhaps more serious problem is that lack of falsification doesn’t amount to
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a proof: after all, there is no agreement which of those several theories, if any, takes place in
nature. That, again, is nothing new: people before Newton were facing these same problems,
yet they weren’t claiming that they should abandon classical logic.
The consensus among conventional scientists is ”impossibility” of reconciling quantum
physics with classical intuition; but what we have here is not impossibility at all, just lack of
knowledge. After all, if something is ”impossible” then there is zero possible ways it could
happen. On the other hand, if we ”don’t know enough” then there are multiple ways things
could happen: the less we know the more there are possibilities that are consistent with
our incomplete knowledge. This is exemplified in what happened in pre-Newtonian times
with multiple theories of planet motion, and this is also what is happening with quantum
mechanics today, with multiple competting theories of measurement. The fact that we have
GRW competting with Bohm, as opposed to not having either one, is what points to the fact
that our problem is lack of knowledge rather than impossibility. Once again, by looking at
pre-Newtonian times, we see that lack of knowledge doesn’t call for abandonment of classical
logic. Thus, we don’t have to do that in the context of quantum mechanics either.
However, there is far more serious problem that does, in fact, imply some sense of ”im-
possibility”, which is largely overlooked. In particular, the ontology of quantum state itself
can’t be viewed in the classical terms. And this is true even in the absence of measurement!
Yes, unitary evolution is deterministic, but we don’t know ”what” said deterministic process
is describing!
But now we have to be a little more careful. If we talk about single particle quantum me-
chanics, we can easily answer the question we just posed by simply comparing Schro¨dinger’s
wave function to classical Maxwell field. Indeed, if we have no problem with Maxwell field
changing directions, we shouldn’t have any problem with ψ being complex-valued. After all
ψ is not a probability, its a field. The relation between probability and |ψ|2 is similar to
relationship between the probability and the weights placed on the two sides of biased coin.
Said weights are still physical parameters, not probabilities, and the same is true for ψ.
The problem begins when we introduce multiparticle configuration space. In this case,
Maxwell field is no longer a good analogy since it lives in ordinary space as opposed to
configuration space. Perhaps this is what forces us to instead call ψ a ”probability amplitude”
since ”probability”, in fact, lives in configuration space; but then the problem arises from
the fact that probability as we know it is positive real, while ψ is not. Keeping in mind all of
the logical connections we just made, one can argue that the presence of configuration space
is the single most important problem in quantum mechanics. Indeed, this point was named
by various notable physicists (see [1] for some references).
One might object to this by pointing out that in classical physics we also have config-
uration space. The important difference, though, is that in classical physics configuration
space is merely mathematical tool to simplify calculations. If we were to resort to numeric
simulations, and therefore won’t need simplifications, we would be able to do without con-
figuration space. In quantum mechanics, on the other hand, configuration space is necessary
on conceptual level, since we can’t define ψ without it. In other words, the presence of ψ is
what makes configuration space a reality rather than mathematical tool.
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In classical physics we might have probabilities over configuration space as well. But
since those probabilities obey classical rules, we can always derive the probability of large
configuration of particles from the probabilities pertaining to their pairs. In quantum me-
chanics we can not do that either. After all, the moment we insert i, we are saying that the
new probability is not ”produced” from the old ones but instead it exists as independent ob-
ject, with a certain rule that has i in its description, and resemblence to classical probability
laws is merely a coincidence. Now, the ”independent object” we just mentioned is multi-
particle probability. In other words, vaguely speaking, i enhances the status of probability
and the probability, with its enhanced status, enhances the status of configuration space,
which makes the latter more problematic then it would ever be classically. Even though
those different issues are all linked together in the above chain, I claim that ”configuration
space” is the link that we should try and remove. Once removed, we could go back to the
electromagnetic analogy we made in single particle context. Thus, the purpose of this paper
is to get rid of configuration space.
Now, the difference between ordinary space and configuration space is simply that the
latter has too many dimensions. Since many body QM is merely a low energy limit of
QFT, the ”large number of dimensions” in the former case is a byproduct of infinitely many
dimensions in the latter case. So we can restrict our quest to the dimensions present in QFT.
Now, as far as QFT is concerned, it deals with harmonic oscillators in φ. In QM case, the
harmonic oscillator in x corresponds to function ψ(x). Therefore, in QFT case, the harmonic
oscillator in φ corresponds to functional ψ(φ). Thus, the source of infinite dimensionality is
simply that a functional is a function over infinite-dimensional domain. Therefore, in order
to ”get rid” of the problem, we have to replace functionals with ordinary functions. This is
what I set out to do in this paper (and we focus exclusively on QFT since QM is merely its
low energy limit).
Clearly, the exact correspondence between functional and function is impossible for the
simple reason that cardinalities are different. But, since there is no experimental proof that
anything is exact, the approximate correspondence up to coarse graining would suffice us.
In fact, the use of ultraviolet cutoff in QFT calculations implies that it is only defined up
to certain scale anyway, it is simply that said scale happens to be very small and, therefore,
unknown1. This being the case, we propose to introduce a single extra coordinate, y, and
use it as a way to parametrize subset of elements of φ that covers ”enough” elements to
”approximate” the QFT as we know it. This can be done by means of ”hidden” classical
field χ(~x, y) which enables us to define g(χ) : {y} 7→ {φ} as
g(χ)(y) = χy (1)
where χy : {~x} 7→ R is given by
χy(~x) = χ(~x, y) (2)
This will enable us to replace ψ(φ) with ξ(y). But, in order to have analogy with electro-
magnetic field, we would like to have ξ(~x, y) rather than ξ(y). We do that by adding a
1Some people view cutoff as just a formalism and they won’t make any conclusions based off of it, but our
philosophy is to take things literally whenever possible so we do believe QFT has momentum upper bound,
we simply don’t know what it is.
3
non-interacting particle, which we call a ”fly”. Thus, we are describing all of the particles
in a universe, plus a fly. If the particles in the universe are in a state that is conventionally
represented by ψ(φ), and a fly has a momentum ~p, then the function ξ(~x, y) takes the form
ξ(~x, y) = ei~p·~xψ(g(χ)(y)) (3)
Alternatively, we can utilize extra parameter as a way of defining ensemble of states as
opposed to a single quantum state. Thus, the wave function
ξ(~x, y) =
∑
k
Cke
i~pk·~xψk(g
(χ)(y)) (4)
corresponds to the density matrix ∑
k
Ck|ψk(φ)〉〈ψk(φ)| (5)
What we are essentially saying is that, instead of ensemble of states, we have one single state
that involves entanglement with a fly. If the fly is non-interacting then the components of a
state corresponding to different fly momenta will look like separate states in the ensemble. In
reality they are part of one and the same state. This is certainly a good thing since some of
the theories of quantum measurement (for example, quantum Darwinism) rely on the notion
of ensemble of states which is another factor that takes away from realism, apart from the
things talked about earlier. So it is good that we were able to address both question at the
same time instead of making separate constructions for each one of them. This, in turn, will
allow us to try convince realists to consider ensemble theories and conversely try to convince
the ensembly people to consider realism.
Going back to the issue of coarse graining, we have to warn the reader about the following
problem. Suppose R~p(y) ∈ R and Θ~p(y) corresponds to amplitude and phase of the Fourier
component of χy : {~x} 7→ R (see Eq 2, 66, 67). If we assume that y-coordinate is compactified,
y + L5 = y (6)
then the fact that R~p and Θ~p are real valued implies that they are not one to one. As far as
(R~p,Θ~p) is concerned, itmight be one to one, but it is not likely: after all it is possible to draw
a curve on a plane without self-intersections, yet a random curve is more likely to self-intersect
than not. However, if we consider three parameters, (R~0, R~p,Θ~p), it is most probably one
to one: after all, the random curve in R3 is most likely not to self intersect. If so, this
creates a problem: any function ξ : {y} 7→ C, which we have intended to correspond to the
function over infinite dimensional domain, {(R~0, R~p1,Θ~p1, R~p2,Θ~p2, · · · )} = R∞ can actually
be modelled in terms of three dimensional domain, {(R~0, R~p,Θ~p)}. As will be explained
later in more detail, R~0 parameter can be used to model arbitrary number of particles
with momentum ~0, while (R~p,Θ~p) can be used to model arbitrary number of particles with
momenta +~p and −~p. Thus, an arbitrary state can be described as a linear combination of
those three states! For example,
a†~q|0〉 =
∑
abc
(a†~p)
a(a†−~p)
b(a†~0)
c|0〉 (7)
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despite the fact that
~p 6= ~q (8)
In order to get out of this predicament, we make a claim that a-s, b-s and c-s on the
right hand side will be forced to be extremely large numbers to the point of absurdity (in
particular, the finer the coarse graining, the larger these numbers will have to be); the
only choice of representation that avoids this feature is the one given on left hand side. The
statement we just made might at first sound impossible: how can we isolate exactly one state
as opposed to narrow range of states? After all, the change of representation is continuous!
Upon further look, however, there is no contradiction: we know that the set of basis states
is discrete anyway; continuous change refers to the change in coefficients next to afore-given
set of basis states. Now, what we are saying is that if a coefficient of (a†~p)
2|0〉 is to change
by 0(ǫ), then the coefficient next to (a†~p)
N |0〉 will also change by 0(ǫ), for some N ≫ 1. The
continuity has nothing to do with N ≫ 1; it has to do with ǫ≪ 1, and the latter still holds.
Now, it is conceivable that, due to some physical process, we would get the probability of
(a†~p)
N |0〉 to be of 0(ǫ) rather than zero. The only thing we are trying to avoid is for that
probability being large. Now, if we could change the probability of (a†~p)
N |0〉 by 0(ǫ2) while
changing the probability of (a†~p)
2|0〉 by 0(ǫ), then ǫ−1 of those changes would lead to finite
change of probability of (a†~p)
2|0〉 despite 0(ǫ) change of probaiblity of (a†~p)N |0〉. But since in
actuality both have change by 0(ǫ) at the same time, the above scenario is impossible. In
other words, if we insist that (a†~p)
N |0〉 is of 0(ǫ) instead of large, then (a†~p)2|0〉 will have to
be of 0(ǫ) rather than large, as well. Thus, we do have a narrow range of states instead of
one single state, just as common sense tells us. And, indeed, we have to have narrow range
of states on a physical grounds anyway, since we never know what traces of various past
interactions could produce.
Let us now go back to the statement we have made the next sentence after Eq 8 and
explain why we believe that statement. First of all, since the curve g(χ)(y) fills the function
space only up to coarse graining, it is impossible to shift in (R~q,Θ~q) direction while keeping
all the other R-s and Θ-s constant. However, it is possible keep the latter approximately
constant: in particular, we have to ”jump” by a very large distance in y in such a way that,
at the new point in y the curve g(χ)(y) ”happens” to ”come back to” the original point in
projection to (R~p,Θ~p), but not in projection to (R~q,Θ~q). In other words, we change (R~q,Θ~q)
a lot while changing (R~p,Θ~p) only slightly. Since at least one of those parameters changes
a lot, ξ(y) has to change a lot as well, there is no question about it. However, we can try
to be silly and explain that change by the fact that (R~p,Θ~p) had changed. In this case, the
(R~p,Θ~p)-gradient of ψ(φ) better be very large since the change of (R~p,Θ~p) is very small. The
only time when gradient of ψ is large is when we are dealing with high energies. And since
the momentum in question, ~p, is fixed, the only way for energy to be large is to have large
number of particles with that momentum – which is where that statement is coming from.
On the other hand, if we decide to be more reasonable and say that the cause of the change
was (R~q,Θ~q) after all, then we no longer need ψ to change fast and therefore no longer need
large number of particles.
What we have said so far can be summarized as a tradeoff between larger dimension
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and lesser precision versus smaller dimension and greater precision. On the one hand, one
change cancels the other so both spaces are equal in size, which allows us to establish
correspondence. On the other hand, we care about dimensionality a lot more than about
precision, which is why ”winning” the former is a huge accomplishment, even if it comes at
the cost of ”losing” the latter. From the field perspective, the above tradeoff has to do with
the fact we can choose ξ(y) which is only one coordinate (thus making space smaller) yet
can be measured precisely (thus making space larger), or we can choose ψ(φ) that has many
degrees of freedom (thus making space larger) yet is only defined up to coarse graining (thus
making space smaller). In the state language the tradeoff is that, on the one hand, we can
impose the cutoff on the particle numbers (making space smaller) yet have many different
momenta (making space larger) or we can have only three allowed momenta (making space
smaller) yet allowing all particle numbers without any cutoffs (thus making space larger).
The purpose of the rest of the paper is to make some of what we said a lot more explicit.
We will do it in the following steps:
Section 2: Start by writing down analytic soluton for general excited state of harmonic
oscillator in 1D and 2D. While in most textbooks one can look up the 1D solutions for the
first few states (for example, [10]), it is very difficult to find a book that will give the one
for general excited state, much less its 2D version, so I decided to derive it myself to use it
as a reference. Such derivation, however, turned out to be very long so I skipped most of it
and only covered a brief summary of key steps.
Section 3: Convert the wave equations for general states of 1D and 2D oscillator into
the equations of a functionals of general state. Similarly, convert the definitions of raising
and lowering operator into the definitions of creation and annihilation operators by replacing
ordinary derivatives with functional derivatives, coordinates with other functionals, and so
forth.
Section 4: Use the ideas we talked about in order to replace ψ(φ) with ξ(~x, y), thus
arriving with a definition of multiparticle state that ”looks like” a single particle in 5D
and, therefore, ”realistic”. We will likewise write down explicit expressions for creation and
annihilation operators as well, which will include the need to define derivative in the context
of coarse graining, and so forth.
Section 5: We describe the dynamics of ”classical” field ξ(~x, y) which is something we
haven’t done in previous sections which are all focused on kinematical definitions of states.
The goal of the dynamics proposed in Section 5 is to make sure that, if ξ(~x, t) obeys said
”classical” (yet non-local) dynamics, then the corresponding quantum states (as defined in
previous sections) will obey some version of coarse grained QFT.
While the definition of general particle state will in fact be taken from Section 3 with
appropriate modifications, the definition of creation and annihilation operators will be sub-
stantially different from Section 3 since in case of Section 3 we could use infinitesimal shifts
while in case of Section 4 we couldn’t. Since our goal is Section 4, we could have skipped the
creation and annihilation operators in Section 3 if we wanted (the wave function of Section 3
was obtained by copying the one from Section 2, so we didn’t need to write Section 3 version
of creation and annihilation operators to derive it). The reason we included the definition of
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creation and annihilation operators in Section 3 is largely due to the wish for completeness.
2. Review of harmonic oscillator in 1D and 2D
Throughout the rest of the paper, we will be using the results of the wave function of general
excited state of 2D harmonic oscillator presented in [12]. Since deriving general state (as
opposed to first few excited states) is quite difficult, there is no way we could repeate the
adequate derivation here. Therefore, we will briefly summarize the few key steps, and the
reader is referre to [12] for more detail.
Creation and annihilation operators are defined as
a† =
√
mω
2
x− 1√
2mω
d
dx
, a =
√
mω
2
x+
1√
2mω
d
dx
(9)
and satisfy commutation relations
[a, a†] = 1 (10)
The first three states are
ψ0(x) =
(
mω
π
)1/4
e−mωx
2/2 (11)
ψ1(x) =
21/2(mω)3/4
π1/4
xe−mωx
2/2 (12)
ψ2(x) =
(
mω
π
)1/4
e−mωx
2/2
(√
2mωx2 − 1√
2
)
(13)
One can see by induction that n-th excited state can be expressed as
ψn(x) =
1√
n!
(
mω
π
)1/4(√
mω
2
xˆ− 1√
2mω
d
dx
)n
e−mωxˆ
2/2 (14)
which can be rewritten as
ψn(x) =
1√
n!
(
mω
π
)1/4
e−mωxˆ
2/2
[
emωxˆ
2/2
(√
mω
2
xˆ− 1√
2mω
d
dx
)
e−mωxˆ
2/2
]n
1 (15)
and then further rewritten as
ψn(x) =
1√
n!
(
mω
π
)1/4
e−mωxˆ
2/2
(√
2mωxˆ− 1√
2mω
d
dx
)n
1 (16)
to obtain, after some combinatorics,
ψn(x) =
√
n!
(
mω
π
)1/4
e−mωx
2/2
⌊n/2⌋∑
C=0
(−1)C(2mω)n2−C
2CC!(n− 2C)! x
n−2C (17)
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Now, the factor 1/
√
n! in Eq 14 was specifically designed in such a way that each state in
the ladder is properly normalized. Yet, the normalization of Eq 17 is not at all obvious. It
turns out, however, that the normalization follows from the following identity,
p+ q is even =⇒ (18)
=⇒
⌊p/2⌋∑
c1=0
⌊q/2⌋∑
c1=0
(
(−1)c1+c2
c1!c2!(p− 2c1)!(q − 2c2)!
(p+ q − 2c1 − 2c2)!
(p+q
2
− c1 − c2)!
)
=
2p
p!
δpq =
2q
q!
δpq
which I have proven in the separate paper that I am working on getting published, but it
would be too much of a sidetrack to include that proof here.
In two dimensional case, the harmonic oscillator has two degrees of freedom. In Cartesian
coordinates these would be coming from oscillators in either of the two axes, and in polar
coordinates these would be coming from total energy and angular momentum. Within these
two degrees of freedom we define the operators
a++ =
a†x + ia
†
y√
2
, a+− =
a†x − ia†y√
2
(19)
a−+ =
ax + iay√
2
, a−− =
ax − iay√
2
(20)
We chose the above notation in such a way that the first sign represents what happens to
energy upon action of said operator and the second sign represents what happens to angular
momentum. Thus, a++ raises both energy and angular momentum, a−− lowers both, a+−
raises energy while lowering angular momentum and a−+ lowers energy while raising angular
momentum. The Hermitian conjugate merely permutes those operators via the following
expressions:
a†++ = a−− , a
†
+− = a−+ , a
†
−+ = a+− , a
†
−− = a++ (21)
and also the operators satisfy the following commutation relations:
[a−+, a+−] = [a−−, a++] = 1 (22)
[a+−, a−+] = [a++, a−−] = −1 (23)
[a++, a−+] = [a−+, a++] = [a+−, a−−] = [a−−, a+−] = 0 (24)
[a++, a+−] = [a+−, a++] = [a−+, a−−] = [a−−, a−+] = 0 (25)
[a++, a++] = [a+−, a+−] = [a−+, a−+] = [a−−, a−−] = 0 (26)
In polar coordinates those operators are defined as
a++ =
eiθ
2
(
r
√
mω − 1√
mω
∂
∂r
− i
r
√
mω
∂
∂θ
)
(27)
a+− =
e−iθ
2
(
r
√
mω − 1√
mω
∂
∂r
+
i
r
√
mω
∂
∂θ
)
(28)
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a−+ =
eiθ
2
(
r
√
mω +
1√
mω
∂
∂r
+
i
r
√
mω
∂
∂θ
)
(29)
a−− =
e−iθ
2
(
r
√
mω +
1√
mω
∂
∂r
− i
r
√
mω
∂
∂θ
)
(30)
The ground state, ψ00, has energy 1/2 + 1/2 = 1 (coming from the oscillator in x direction
and another oscillator in y direction) and angular momentum 0; its wave function is
ψ00(r, θ) =
√
mω
π
e−mωr
2/2 (31)
Unlike 1D oscillator, there are two ”first excited states”, each having energy 1 + 1 = 2. In
Cartesian coordinates they are a†x|0〉 and a†y|0〉, corresponding to wave functions ψ1(x)ψ0(y)
and ψ0(x)ψ1(y), while in polar coordinates they are a++|0〉 and a+−|0〉, corresponding to
wave functions ψ1,1(r, θ) and ψ1,−1(r, θ) (where ψnL denotes the state of n-th energy level
(or, eqivalently, an energy of n + 1) and angular momentum L). Each of the first pair of
states can be represented as a linear combination of second pair of states, and visa versa;
the energy of all four states is 2. In polar coordinates, the state with energy 2 and angular
momentum 1 is
ψ1,−1(r, θ) =
mω√
π
re−mωr
2/2e−iθ (32)
and the state with energy 2 and angular momentum −1 is
ψ1,1(r, θ) =
mω√
π
re−mωr
2/2eiθ (33)
The fact that
mω√
π
re−iθe−mωr
2/2 =
mω√
π
(r cos θ − ir sin θ)e−mω(x2+y2)/2 = (34)
=
mω√
π
(x− iy)e−mωx2/2e−mωy2/2 = mω√
π
((
xe−mωx
2/2
)(
e−mωy
2/2
)
− i
(
e−mωx
2/2
)(
ye−mωy
2/2
))
and also that
mω√
π
reiθe−mωr
2/2 =
mω√
π
(r cos θ + ir sin θ)e−mω(x
2+y2)/2 = (35)
=
mω√
π
(x+ iy)e−mωx
2/2e−mωy
2/2 =
mω√
π
((
xe−mωx
2/2
)(
e−mωy
2/2
)
+ i
(
e−mωx
2/2
)(
ye−mωy
2/2
))
confirms that, indeed, the two excited states in polar coordinates are linear combinations of
the two excited states in Cartesian coordinates.
Similarly, there are three ”second excited states”, with energy 1+2 = 3. In Cartesian co-
ordinates these are a†xa
†
x|0〉, a†xa†y|0〉 and a†ya†y|0〉, corresponding to wave functions ψ2(x)ψ0(y),
ψ1(x)ψ1(y) and ψ0(x)ψ2(y) (the reason we skipped a
†
ya
†
x|0〉 is that [a†x, a†y] = 0). In po-
lar coordinates, the three second excited states are a++a++|0〉, a++a+−|0〉 and a+−a+−|0〉,
corresponding to wave functions ψ22(r, θ), ψ20(r, θ) and ψ2,−2(r, θ) (once again, we skipped
a−+a++|0〉 because [a−+, a++] = 0). The polar coordinate wave functions are given by
ψ2,−2 =
(mω)3/2√
2π
r2e−2iθe−mωr
2/2 (36)
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ψ20 =
(
(mω)3/2√
π
r2 −
√
mω
π
)
e−mωr
2/2 (37)
ψ2,2 =
(mω)3/2√
2π
r2e2iθe−mωr
2/2 (38)
It is easy to see that
r2e2iθ = r2(cos 2θ + i sin 2θ) = r2(cos2 θ − sin2 θ + 2i sin θ cos θ) =
= (r cos θ)2 + (r sin θ)2 − 2i(r cos θ)(r sin θ) = x2 − y2 − 2ixy (39)
and, similarly,
r2e−2iθ = x2 − y2 + 2ixy (40)
Therefore,
ψ2,−2 =
(mω)3/2√
2π
(x2 + y2 + 2ixy)e−mω(x
2+y2)/2 =
=
(mω)3/2√
2π
((
x2e−mωx
2/2
)(
e−mωy
2/2
)
+ (41)
+
(
e−mωx
2/2
)(
y2e−mωy
2/2
)
+ 2i
(
xe−mωx
2/2
)(
ye−mωy
2/2
))
and
ψ2,2 =
(mω)3/2√
2π
(x2 + y2 − 2ixy)e−mω(x2+y2)/2 =
=
(mω)3/2√
2π
((
x2e−mωx
2/2
)(
e−mωy
2/2
)
+ (42)
+
(
e−mωx
2/2
)(
y2e−mωy
2/2
)
− 2i
(
xe−mωx
2/2
)(
ye−mωy
2/2
))
Finally,
ψ20 =
(
(mω)3/2√
π
(x2 + y2)−
√
mω
π
)
e−mω(x
2+y2)/2 =
=
(mω)3/2√
π
(
x2e−mωx
2/2
)(
e−mωy
2/2
)
+ (43)
+
(mω)3/2√
π
(
e−mωx
2/2
)(
y2e−mωy
2/2
)
−
√
mω
π
(
e−mωx
2/2
)(
e−mωy
2/2
)
This, indeed, confirms that any given state in polar coordinates can be represented as a
linear combination of products of Cartesian coordinate states.
The derivation of general state in polar coordinates would be too long of a sidetrack as
far as this paper is concerned (although another paper with that derivation is in preparation).
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But let me give you a basic outline of steps that would serve as a brief summary of otherwise
lenthy derivation. First, one can use Eq 17 to write down ψn(x)ψ0(y) as
ψn(x)ψ0(y) =
n∑
0≤k≤n and n−k is even
αkx
ke−mω(x
2+y2)/2 (44)
then one can use
xk = (r cos θ)k = rk
(
eiθ + e−iθ
2
)k
=
(
r
2
)k ∑
l∈{−k,−k+2,··· ,k−2,k}
(
k
(n + l)/2
)
eilθ (45)
to rewrite it as
ψn(x)ψ0(y) =
=
∑
l∈{−n,−n+2,··· ,n−2,n}
(
eilθ
∑
k∈{−n,−n+2,··· ,−l−2,−l}∪{l,l+2,··· ,n−2,n}
αk
(
r
2
)k(
k
(n+ l)/2
))
(46)
Then by noticing that
Hˆ(ψn(x)ψ0(y)) =
(
n +
1
2
)
ψn(x)ψ0(y) +
1
2
ψn(x)ψ0(y) = (n+ 1)ψn(x)ψ0(y) (47)
Lˆ = xˆpˆy − yˆpˆx = −i∂θ (48)
one can deduce that the state with energy n + 1 and angular momentum L is eiLθ-term in
Eq 46 up to some normalization constant; namely,
ψnL(r, θ) = NnLe
ilθ
∑
k∈{−n,−n+2,··· ,−l−2,−l}∪{l,l+2,··· ,n−2,n}
αk
(
r
2
)k(
k
(n+ l)/2
)
(49)
where NnL is the normalization coefficient. In order to find NnL, we first find Nnn (corre-
sponding to L = n) since it turns out the easiest one to find and, afterwords, we see how
that coefficient changes upon action of a+−. Since a+− raises energy and lowers angular
momentum, we anticipate to see n replaced with n+ 1 and l with l − 1, thus obtaining
a+−
(
eilθ
∑
k∈{−n,−n+2,··· ,−l−2,−l}∪{l,l+2,··· ,n−2,n}
αk
(
r
2
)k(
k
(n+ l)/2
))
=
= MnLe
i(l−1)θ
∑
k∈{−n−1,−n+1,··· ,−l−1,−l+1}∪{l−1,l+1,··· ,n−1,n+1}
αk
(
r
2
)k(
k
(n + l)/2
)
(50)
However, we will have to perform explicit calculation in order to see what MnL is (said
calculation is performed with a+− being expressed in polar coordinates). After finding out
MnL, we rewrite it as
a+−
|ψnL〉
NnL
= MnL
|ψn+1,L−1〉
Nn+1,L−1
(51)
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and, in combination with
[a+−, a−+] = 1 (52)
as well as the value of Nnn, we find by induction the value of Nn+j,n−j, and, therefore,
NnL. As stated earlier, the explicit derivation is a lot lengthier than what is presented (in
particular, the coefficients αk need to be explicit, and so forth). After said derivation is done,
the final answer will be
ψnL(r, θ) =
√
mω
π
√
2n
(n− L
2
)
!
(n + L
2
)
!e−mωr
2/2×
×
min
(
n−L
2
,n+L
2
)∑
C=0
(−1)C(2mω)n2−Crn−2CeiLθ
2n−CC!
(
n+L
2
− C)!(n−L
2
− C)! (53)
If you check the normalization of Eq 53, the result might not look right: instead of 1 you
would get a rather complicated sum. However, you will find that the identity
p+ q is even =⇒
=⇒
min
(
p−L
2
, p+L
2
)∑
c1=0
min
(
q−L
2
, q+L
2
)∑
c2=0
(−1)c1+c2(p+q
2
− c1 − c2)!
c1!c2!
(
p+L
2
− c1
)
!
(
p−L
2
− c1
)
!
(
q+L
2
− c2
)
!
(
q−L
2
− c2
)
!
=
=
δpq√(
p−L
2
)
!
(
p+L
2
)
!
(
q−L
2
)
!
(
q+L
2
)
!
(54)
implies that the normalization is as desired. The reader can check numerically that, indeed,
the above identity holds. I have also written analytic proof of it, but that would be too much
of a sidetrack for this paper so I will publish that proof separately.
Clearly, there is another way of doing it. Instead of starting out from Cartesian coordi-
nates in Eq 44, one could have started from the ground state e−mωr
2/2 and then work one’s
way up with a++ and a+− by exclusively using polar coordinates. As Eq 50 indicates, one
would also arrive at Eq 53 at the end of the day. The only problem with this approach is
that Eq 53 is very hard to guess by merely looking at the first few excited states – unless
one somehow anticipates that equation ahead of time. And the way to ”anticipate” it is to
start out from Cartesian coordinates as we have illustrated.
Going back to ”Cartesian coordinate start”, one could have started from ψn1(x)ψn2(y)
instead of ψn(x)ψ0(y). However, the inspection of the above steps shows that the polar
coordinate states derived from ψn(x)ψ0(y) are just as general as the ones derived from
ψn1(x)ψn2(y). After all, ψn(x)ψ0(y) ”covers” all possible |L| ≤ n and if one then ”runs”
through all possible n-s one can see that we indeed ”cover” all possible states (since none
of the states with |L| > n are allowed). So, since both ψn(x)ψ0(y) and ψn1(x)ψn2(y) result
in equally general states yet the latter involves far more complicated calculations than the
former, the ψn(x)ψ0(y) approach is preferred. One could, however, still do ψn1(x)ψn2(y) just
to check that no mistakes were made. But if one looks harder one can see a long list of other
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things one might want to check which would lead to equally difficult calculations. At the
end of the day one should simply trust that said calculations would go through.
In order to see some of the verifications of how some results match, as well as more
details of the deriving the formulae presented, the reader is referred to [12].
3. Representing QFT states as functionals
In quantum mechanics case, the harmonic oscillator can be viewed as either a wave function
ψ(x) or as a linear combination of states defined via ladder operators. Now, a generic QFT
state is defined in terms of the latter, where ladder operators are replaced with creation and
annihilation operators. Thus, logic tells us, that said state can also be described as ψ(φ).
Here, we have replaced x with φ since in QM case Hamiltonian is a function of x while in
QFT it is a function of φ. In other words, QFT state should be described as a functional.
Let us now utilize what we have said about our oscillators in order to find out what such
functional is. First of all, we imagine that we have a torus,
x1 + L1 = x
1 , x2 + L2 = x
2 , x3 + L3 = x
3 (55)
and then we define the momentum ~pabc as
~pabc =
(
2πa
L1
,
2πb
L2
,
2πc
L3
)
(56)
Furthermore, in order to simplify notation, we will assume some sort of sequence
{· · · , (a−2, b−2, c−2), (a−1, b−1, c−1), (a0, b0, c0), (a1, b1, c1), (a2, b2, c2), · · · } (57)
such that the following conditions hold:
(a0, b0, c0) = (0, 0, 0) (58)
(a−k, b−k, c−k) = (−ak,−bk,−ck) (59)
∀(d, e, f) 6= (0, 0, 0) [∃k((ak, bk, ck) = (d, e, f))] (60)
∀k 6= l((ak, bk, ck) 6= (al, bl, cl)) (61)
Once we have done it, we will define ~pk as
~pk = ~pak ,bk,ck (62)
Thus, in particular,
~p0 = ~p000 = ~0 (63)
Any given φ(x) can be represented as
φ(~x) =
√
2
L1L2L3
(
R0(φ)
2
+
∑
Rk(φ) cos(~pk · ~x−Θk(φ))
)
(64)
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where R0(φ), Rk(φ) and Θk(φ) are given by
R0(φ) = R000(φ) = R~0(φ) = R~p0(φ) =
1√
L1L2L3
∣∣∣∣
∫
d3x φ(~x)
∣∣∣∣ (65)
k 6= 0 =⇒ Rk(φ) = Rakbkck(φ) = R~pk(φ) =
√
2
L1L2L3
∣∣∣∣
∫
d3x φ(~x)ei~pk·~x
∣∣∣∣ (66)
k 6= 0 =⇒ Θk(φ) = Θakbkck(φ) = Θ~pk(φ) = ℑ ln
∫
φ(~x)ei~pk·~xd3x (67)
This implies that
Rk(φ) = R−k(φ) , Θk(φ) = −Θ−k(φ) (68)
We have used the letters R and Θ for a reason. The above can be interpretted as a single
1D oscillator, corresponding to zero momentum, and infinitely many 2D oscillators, corre-
sponding to all of the allowed non-zero momenta. The 2D oscillator number k simultaneously
describes all particles with momentum ~pk as well as all particles with momentum −~pk. There-
fore, the 2D oscillator number k and 2D oscillator number −k is the very same thing. On
the other hand, 1D oscillator is assigned number 0 (although it doesn’t have to since we only
have one 1D oscillator anyway) and it describes particles with zero momentum. By noticing
the difference in coefficient of
√
2 between Eq 65 and 66 among other similar differences, one
can see that the ”mass” of 1D oscillator is different from the ”masses” of 2D ones:
µ0 =
1
2
, µk = 1 , k 6= 0 (69)
These are not to be confused with the mass of the particle which is not equal to either
of those (indeed, the particle mass has a dimension, while the above so-called masses are
dimensionless). In particular, the ”mass” of the particle becomes the ”frequency” of the
oscillator, while the ”mass” of the oscillator remains either 1 or 1/2 as described. In order
not to confuse the two, we will denote the mass of the particle by m and the mass of the
oscillator by µ.
As we mentioned earlier, the fact that in quantum mechanics the oscillator states can
be represented as functions implies that in quatnum field theory they can be represented as
functionals where x is being replaced by φ. In case of any given 2D oscillator, we replace the
polar coordinates (r, θ) used in previous section with (Rk(φ),Θk(φ)). On the other hand, for
1D oscillator we replace x used in previous section with R0(φ). But, in contrast to previous
section, we will take infinite product of infinitely many oscillators. In particular, the func-
tional of the vacuum state is the product of the wavefunction of 1D vacuum corresponding to
a statement ”there are no particles with momentum ~0” with infinitely many wavefunctions
of 2D vacua, corresponding to the statement ”there are no particles with momentum ~pk” for
any given k. Thus, the functional for vacuum state is given by
ψ|Ω〉(φ) =
(
m
2π
)1/4
e−mR
2
0
(φ)/4
∏
k≥1
(
(m2 + |~pk|2)1/4
π1/2
e−
√
m2+|~pk|2R
2
0
(φ)/2
)
(70)
The reason we have taken a product over k ≥ 1 insted of k 6= 0 is because of the remark that
we have made earlier that an oscillator number k is the same as an oscillator number −k,
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so we don’t want to count the same oscillator twice. In other words, we could have either
taken a product over k ≥ 1 or over k ≤ −1, but not both. The answer in case of either
choice would be identical. Anyway, after substitutting the equation for R0(φ) this becomes
ψ|Ω〉(φ) =
(
m
2π
)1/4
exp
(
− m
4L1L2L3
∣∣∣∣
∫
d3x0 φ(~x0)
∣∣∣∣
2)
× (71)
×
∏
k≥1
(
(m2 + |~pk|2)1/4
π1/2
exp
(
−
√
m2 + |~pk|2
L1L2L3
∣∣∣∣
∫
d3xABC φ(~xk)e
i~pABC ·~xk
∣∣∣∣
2))
Now, when we are looking at excited states, we have to distinguish ~p = ~0 from ~p 6= ~0
as well as ~pi = −~pj from ~pi 6= −~pj (or, equivalently, i = −j from i 6= −j). The reason is
that ~p = ~0 forms 1D oscillator, while {~pk,−~pk} = {~pk, ~p−k} forms 2D oscillator for any given
k 6= 0. More precisely, in all cases we have a product of a single 1D oscillator with infinitely
many 2D ones. But the question is which ones are kept in a ground state and which ones
are raised to excited states. The particle with zero momentum raises 1D oscillator to first
excited state while leaving all of the 2D oscillators in a ground state, while the particle with
non-zero momentum raises one of the 2D oscillators into first excited state, while keeping
both the 1D oscillator, as well as all other 2D oscillators (except for the aforementioned one)
in the ground state.
Let us now show exactly how it works. Suppose we have one particle with zero momen-
tum. Since all of the 2D oscillators are left in a ground state, the product of their functionals
can be absorbed into ψ|Ω〉(φ). On the other hand, 1D oscillator is raised to first excited state.
But the comparison of Eq 12 to Eq 11 tell us that Eq 12 has the same Gaussian as Eq 11
does, times an extra factor. Thus, the Gaussian part from the Eq 12 can, similarly, be
absorbed into ψ|Ω〉(φ), and the extra factor is the only thing we are left with. Thus, we write
down the functional to be
ψ|p=0〉(φ) =
√
mR0(φ)ψ|Ω〉(φ) (72)
where we have obtained the coefficient of
√
m from
√
2µ0ω0 =
√
2 · 1
2
· ω0 = √ω000 =
√
m (73)
Now, if we consider non-zero momentum, then the 1D oscillator is left in ground state, thus
it is fully absorbed into ψ|0〉(φ), but one of the 2D oscillators is now in a first excited state
and is no longer fully absorbed the way it was previously. The comparison of Eq 32 and Eq
31 tells us that the Gaussian part of said 2D oscillator can still be absorbed into ψ|0〉(φ), but
then there is an extra coefficient that can’t be. So, as before, take an extra coefficient without
Gaussian; but, this time, said extra coefficient is coming from 2D oscillator rather than 1D.
Another thing that is important to stress is that, even though we have infinite product of
2D oscillators, we do not have a product of ”extra coefficients”. The reason is that ∞− 1
of those 2D oscillators are still in a ground state, and it is only one 2D oscillator that has
been raised to the first excited state. Thus ψ|0〉(φ) fully absorbs ∞ − 1 of 2D oscillators
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and ”partially” absorbs the remaining one, so we have to include only one extra coefficient.
Thus, we have
k 6= 0⇐⇒ ~pk 6= ~0 =⇒ ψ|−pk〉(φ) = (m2 + |~pk|2)1/4Rk(φ)e−iΘk(φ)ψ|Ω〉(φ) (74)
where we have obtained the coefficient (m2 + |~pk|2)1/4 via
k 6= 0⇐⇒ ~pk 6= ~0 =⇒√µωk =
√
1 · ωk = √ωk = (m2 + |~pk|2)1/4 (75)
In other words, the coefficient happens to be the same as previously, but for different reasons:
on the one hand, instead of
√
2µω we now have
√
µω and, on the other hand, instead of
µ = 1/2 we now have µ = 1. In retrospect, this is not an accident, since, in Cartesian
coordinates, 2D oscillator is simply a product of two 1D ones. Finally, identical argument
in which, instead of comparing Eq 32 to Eq 31 we compare Eq 33 to Eq 31, tells us that
k 6= 0⇐⇒ ~pk 6= ~0 =⇒ ψ|pk〉(φ) = (m2 + |~pk|2)1/4Rk(φ)eiΘk(φ)ψ|Ω〉(φ) (76)
The fact that
k 6= 0⇐⇒ ~pk 6= ~0 =⇒ Θk(φ) = −Θk(φ) (77)
allows us to combine Eq 74 and Eq 76 into a signle equation. Furthermore, comparison this
equation to Eq 72 allows us to combine all three of them into a signle equation, which would
be the same as Eq 76 with k 6= 0 condition being dropped:
∀k
(
ψ|pabc〉(φ) =
√
mRk(φ)e
iΘk(φ)ψ|Ω〉(φ)
)
(78)
However, due to the fact that the equation for R0 and Rk differ by
√
2, if we are going
to explicitly plug in the expressions for the latter, we would likewise have
√
2 difference in
overall coefficient (apart from the fact that in the zero case we skip eiΘ(φ) seeing that it is
equal to 1). Thus, in case of zero momentum we have
ψ|p=0〉(φ) =
(√
m
L1L2L3
∣∣∣∣
∫
d3x′φ(~x′)
∣∣∣∣
)((
m
2π
)1/4
exp
(
− m
4L1L2L3
∣∣∣∣
∫
d3x0 φ(~x0)
∣∣∣∣
2))
×
×
∏
k≥1
(
(m2 + |~pk|2)1/4
π1/2
exp
(
−
√
m2 + |~pk|2
L1L2L3
∣∣∣∣
∫
d3xk φ(~xk)e
i~pk·~xk
∣∣∣∣
2))
(79)
while in case of nonzero momentum we obtain
k 6= 0⇐⇒ ~pk 6= ~0 =⇒
⇐⇒ ψ|pk〉(φ) =
√
2
L1L2L3
(m2 + |~pk|2)1/4
∣∣∣∣
∫
d3x′φ(~x′)ei~pk·~x
′×
×
∣∣∣∣ exp
(
iℑ ln
∫
d3x′′ φ(~x)ei~pk·~x
′′
)
×
×
(
m
2π
)1/4
exp
(
− m
4L1L2L3
∣∣∣∣
∫
d3x0 φ(~x0)
∣∣∣∣
2)
× (80)
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×
∏
k≥1
(
(m2 + |~pk|2)1/4
π1/2
exp
(
−
√
m2 + |~pk|2
L1L2L3
∣∣∣∣
∫
d3xk φ(~xk)e
i~pk·~xk
∣∣∣∣
2))
Let us now move to two particle case. If we have two particles of zero momentum, we have
to raise 1D oscillator to second excited state while keeping all of the 2D oscillators in a
ground state. Thus, all of the 2D oscillators are absorbed in ψ|Ω〉(φ) while 1D oscillator, via
a comparison of Eq 13 to Eq 11, gives us
ψ|00〉(φ) =
mR20(φ)− 1√
2
ψ|Ω〉(φ) (81)
which, upon substituttion of R(φ) as well as ψΩ(φ) becomes
ψ|00〉(φ) =
1√
2
(
m
L1L2L2
∣∣∣∣
∫
d3x′ φ2(~x′)
∣∣∣∣
2
− 1
)
×
×
(
m
2π
)1/4
exp
(
− m
4L1L2L3
∣∣∣∣
∫
d3x0 φ(~x0)
∣∣∣∣
2)
× (82)
×
∏
k≥1
(
(m2 + |~pk|2)1/4
π1/2
exp
(
−
√
m2 + |~pk|2
L1L2L3
∣∣∣∣
∫
d3xk φ(~xk)e
i~pk·~xk
∣∣∣∣
2))
In case of ~pk 6= ~0 and ~pl 6= ~0 (or, equivalently, k 6= 0 and l 6= 0), we have to use 2D oscillator.
If ~pk = ±~pl (or, equivalently, k = ±l), then we have second excited state of the 2D oscillator
number k (which coincides with 2D oscillator number −k) and ground state of all the other
ones; thus, we use Eq 37, 38 and 36. On the other hand, if ~pk 6= ±~pl (or, equivalently,
k 6= ±l) then we have two of the 2D oscillators raised to the first excited state (namely, 2D
oscillators number k and l which coincide with oscillators number −k and −l, respectively),
and everything else kept on a ground state; thus, we use Eq 33 and 32. And, finally, if we
have ~pk = ~0 and ~pl 6= ~0 (or, equivalently, k = 0 and l 6= 0), then 1D oscillator (which is
always number 0 by default since there is only one 1D oscillator available altogether), as well
as the 2D oscillators number l (which coincides with 2D oscillator number −l), will be in the
first excited state, and all other 2D oscillators in ground state; thus, we combine Eq 12 with
either 33 or 32. Going back to ~pk = ±~pl (or, equivalently, k = ±l), we have to distinguish
the case of ~pk = ~pl (or, equivalently, k = l) from ~pk = −~pl (or, equivalently, k = −l). In the
case of ~pk = ~pl (or, equivalently, k = l), the total linear momentum is 2~pk, corresponding to
angular momentum ±2 (where ± becomes + if k > 0 and − if k < 0) thus we have to use
either Eq 38 or 36. On the other hand, in the case of ~pk = −~pl (or, equivalently, k < l),
we have total linear momentum zero, corresponding to zero angular momentum. Thus, we
have to use Eq 37. By keeping in mind everything we said so far, we obtain the following
functionals:
k 6= 0⇐⇒ ~pk 6= ~0 =⇒ ψ|pk,−pk〉(φ) =
(√
|~pk|2 +m2R2k(φ)− 1
)
ψ|Ω〉(φ) (83)
k 6= 0⇐⇒ ~pk 6= ~0 =⇒ ψ|pk,pk〉(φ) =
√
|~pk|2 +m2
2
R2k(φ)e
2iΘk(φ)ψ|Ω〉(φ) (84)
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k 6= ±l ⇐⇒ ~pk 6= ±~pl =⇒
=⇒ ψ|pkpl〉(φ) = (m2 + |~pk|2)1/4(m2 + |~pl|2)1/4Rk(φ)Rl(φ)eiΘk(φ)eiΘl(φ)ψ|Ω〉(φ) (85)
The way we avoided much longer list is that we have used the kind of argument that allowed
us to combine Eq 72, 74 and 76 into a single equation, 78. In particular, we utilized Eq 77
as well as the similarity between Eq 73 and 75 .Clearly, it we still have to distinguish some
cases, but at least we can shorten the list of cases to be compared. Now, plugging in R(φ)
and ψ|Ω〉(φ) into Eq 83 and 84 is straightforward since, in both cases, we have to use the
expression for R given for non-zero momentum. Thus, Eq 83 becomes
k 6= 0⇐⇒ ~pk 6= ~0 =⇒
=⇒ ψ|pk,−pk〉(φ) =
(
2
√|~pk|2 +m2
L1L2L2
∣∣∣∣
∫
d3x′ φ2(~x′)ei~pk·~x
′
∣∣∣∣
2
− 1
)
×
×
(
m
2π
)1/4
exp
(
− m
4L1L2L3
∣∣∣∣
∫
d3x0 φ(~x0)
∣∣∣∣
2)
×
×
∏
j≥0
(
(m2 + |~pj|2)1/4
π1/2
exp
(
−
√
m2 + |~pj|2
L1L2L3
∣∣∣∣
∫
d3xj φ(~xj)e
i~pj ·~xk
∣∣∣∣
2))
(86)
while Eq 84 becomes
k 6= 0⇐⇒ ~pk 6= 0 =⇒
=⇒ ψ|pk,pk〉(φ) =
(√
2(|~pk|2 +m2k)
L1L2L2
∣∣∣∣
∫
d3x′ φ2(~x′)ei~pk·~x
′
∣∣∣∣
2)
×
× exp
(
2iℑ ln
∫
d3x′′ φ(~x′′)ei~pk·~x
′′
)
×
×
(
m
2π
)1/4
exp
(
− m
4L1L2L3
∣∣∣∣
∫
d3x0 φ(~x0)
∣∣∣∣
2)
× (87)
×
∏
j≥1
(
(m2 + |~pj|2)1/4
π1/2
exp
(
−
√
m2 + |~pj|2
L1L2L3
∣∣∣∣
∫
d3xj φ(~xj)e
i~pj ·~xj
∣∣∣∣
2))
On the other hand, Eq 85 requires some extra care since it is used both for the case where
both momenta are non-zero as well as the case where one of them is zero and the other
is non-zero (the case where both are zero is ruled out since we have stated that the two
momenta are not equal to each other). The situation where neither of the two momenta is
zero is described as
~0 6= ~pk 6= ±~pl 6= ~0⇐⇒ 0 6= k 6= ±l 6= 0 =⇒
=⇒ ψ|pkpl〉(φ) =
(√
2
L1L2L3
(m2 + |~pk|2)1/4
∣∣∣∣
∫
d3x′ φ(~x′)ei~pk·~x
′
∣∣∣∣
)
×
×
(√
2
L1L2L3
(m2 + |~pl|2)1/4
∣∣∣∣
∫
d3x′′ φ(~x′′)ei~pl·~x
′′
∣∣∣∣
)
×
18
×
[
exp
(
iℑ ln
∫
d3x′′′ φ(~x′′′)ei~pk·~x
′′′
)][
exp
(
iℑ ln
∫
d3x′′′′φ(~x)ei~pl·~x
′′′′
)]
× (88)
×
(
m
2π
)1/4
exp
(
− m
4L1L2L3
∣∣∣∣
∫
d3x0 φ(~x0)
∣∣∣∣
2)
×
×
∏
j≥1
(
(m2 + |~pj|2)1/4
π1/2
exp
(
−
√
m2 + |~pj|2
L1L2L3
∣∣∣∣
∫
d3xj φ(~xj)e
i~pj ·~xj
∣∣∣∣
2))
On the other hand, the situation where one of the momenta is zero is described as
l 6= 0⇐⇒ ~pl 6= ~0 =⇒
=⇒ ψ|0pl〉(φ) =
(√
m
L1L2L3
∣∣∣∣
∫
d3x′ φ(~x′)
∣∣∣∣
)
×
×
(√
2
L1L2L3
(m2 + |~pl|2)1/4
∣∣∣∣
∫
d3x′′ φ(~x′′)ei~pl·~x
′′
∣∣∣∣
)
×
×
[
exp
(
iℑ ln
∫
d3x′′′ φ(~x)ei~pl·~x
′′′
)]
× (89)
×
(
m
2π
)1/4
exp
(
− m
4L1L2L3
∣∣∣∣
∫
d3x0 φ(~x0)
∣∣∣∣
2)
×
×
∏
j≥1
(
(m2 + |~pj|2)1/4
π1/2
exp
(
−
√
m2 + |~pj|2
L1L2L3
∣∣∣∣
∫
d3xj φ(~xj)e
i~pj ·~xj
∣∣∣∣
2))
This procedure can be extended to general particle numbers by utilizing Eq 17 and 53. In
light of the fact that particles are not distinguishible, combined with the fact that we have
aforegiven list of allowed momenta, in order to specify a state we simply have to list the
particle numbers corresponding to each allowed momentum. We will denote the number of
particles with momentum k by ♯(~pk). Since zero momentum corresponds to 1D oscillator
and non-zero momentum corresponds to 2D, we use Eq 17 to account for arbitrary number
of particles with zero momentum and Eq 53 to account for the arbitrary number of particles
of non-zero momentum. Since there is only one zero momentum state and infinitely many
non-zero ones, we take a product of one copy of Eq 17 with arbitrary many copies of Eq 53,
each copy being ”sdjusted” for different momentum. Thus, we obtain
ψ|♯(~0)=n0,♯(~p1)=n1,♯(−~p1)=n−1,♯(~p2)=n2,♯(−~p2)=n−2,··· 〉(φ) =
=
(√
n0!
(
m
2π
)1/4
e−mR
2
0(φ)/4
⌊n/2⌋∑
C0=0
(−1)C0mn02 −C0
2C0C0!(n0 − 2C0)!R
n0−2C0
0 (φ)
)
× (90)
×
∏
k
(
(m2 + |~pk|2)1/4
π1/2
√
2nk+n−knk!n−k!e
−
√
m2+|~pk|2R
2
0
(φ)/2×
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×
min(nk ,n−k)∑
Ck=0
(−1)Ck2nk+n−k2 −Ck(m2 + |~pk|2)
nk+n−k
4
−
Ck
2 Rn−2Ckk (φ)e
i(nk−n−k)Θk(φ)
2nk+n−k−CkC!(nk − Ck)!(n−k − Ck)!
)
Now, if we plug in zero particle numbers, we will obtain the functional for vacuum state:
ψ|Ω〉(φ) =
(
m
2π
)1/4
e−mR
2
0(φ)/4
∏
k
(
(m2 + |~pk|2)1/4
π1/2
e−
√
m2+|~pk|2R
2
0(φ)/2
)
(91)
and, therefore, by absorbing some of Eq 90 into ψ|Ω〉(φ) via Eq 91, the general functional
can be rewritten as
ψ|♯(~0)=n0,♯(~p1)=n1,♯(−~p1)=n−1,♯(~p2)=n2,♯(−~p2)=n−2,··· 〉(φ) =
= ψ|Ω〉(φ)
(√
n0!
⌊n/2⌋∑
C0=0
(−1)C0mn02 −C0
2C0C0!(n0 − 2C0)!R
n0−2C0
0 (φ)
)
× (92)
×
∏
k
(√
2nk+n−knk!n−k!
min(nk,n−k)∑
Ck=0
(−1)Ck2nk+n−k2 −Ck(m2 + |~pk|2)
nk+n−k
4
−
Ck
2 Rn−2Ckk (φ)e
i(nk−n−k)Θpk (φ)
2nk+n−k−CkC!(nk − Ck)!(n−k − Ck)!
)
and if we plug in the equations for ψ|Ω〉(φ) as well as Rk(φ) we obtain
ψ|♯(~0)=n0,♯(~p1)=n1,♯(−~p1)=n−1,♯(~p2)=n2,♯(−~p2)=n−2,··· 〉(φ)
=
[(
m
2π
)1/4
exp
(
− m
4L1L2L3
∣∣∣∣
∫
d3x0 φ(~x0)
∣∣∣∣
2)
×
×
∏
k≥1
(
(m2 + |~pk|2)1/4
π1/2
exp
(
−
√
m2 + |~pk|2
L1L2L3
∣∣∣∣
∫
d3xk φ(~xk)e
i~pk·~xk
∣∣∣∣
2))]
×
×
(√
n0!
⌊n/2⌋∑
C0=0
(−1)C0mn02 −C0
2C0C0!(n0 − 2C0)!
∣∣∣∣
∫
d3x′ φ(~x′)
∣∣∣∣
n0−2C0)
×
×
∏
k
(√
2nk+n−knk!n−k!
min(nk ,n−k)∑
Ck=0
(−1)Ck2nk+n−k2 −Ck(m2 + |~pk|2)
nk+n−k
4
−
Ck
2
2nk+n−k−CkC!(nk − Ck)!(n−k − Ck)! ×
×
∣∣∣∣
∫
d3x′′ φ(~x′′)ei~pk·~x
′′
∣∣∣∣
nk−2Ck
exp
(
i(nk − n−k)ℑ ln
∫
d3x′′′ φ(~x′′′)ei~pk·~x
′′′
))
(93)
Now, in order to write down creation and annihilation operators in differential form,
first of all, let us define the derivatives. One can show that
Θk(φ+ ǫ cos(~k · ~x−Θl(φ))) = Θk(φ) + 0(ǫ2) (94)
Θk(φ+ ǫ sin(~k · ~x−Θl(φ))) = Θabc(φ) + ǫ δ
k
l
Rk(φ)
√
L1L2L3
2
+ 0(ǫ2) (95)
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Rk(φ+ ǫ cos(~k · ~x−Θl(φ))) = Rk(φ) + ǫδkl
√
L1L2L3
2
+ 0(ǫ2) (96)
Rk(φ+ ǫ sin(~k · ~x−Θl(φ))) = Rk(φ) + 0(ǫ2) (97)
From this, we conclude that
(∂Θkψ)(φ) =
√
2
L1L2L3
Rk(φ) lim
ǫ→0
ψ
(
φ+ ǫ sin
(
~k · ~x−Θk(φ)
))− ψ(φ)
ǫ
(98)
(∂Rkψ)(φ) =
√
2
L1L2L3
lim
ǫ→0
ψ
(
φ+ ǫ cos
(
~k · ~x−Θk(φ)
))− ψ(φ)
ǫ
(99)
By substitutting
R0(φ) =
1√
L1L2L3
∣∣∣∣
∫
d3x φ(~x)
∣∣∣∣ (100)
k 6= 0 =⇒ Rk(φ) =
√
2
L1L2L3
∣∣∣∣
∫
d3x φ(~x)ei~pk·~x
∣∣∣∣ (101)
k 6= 0 =⇒ Θk(φ) = ℑ ln
∫
φ(~x)ei~pk·~xd3x (102)
into the right hand side we obtain
k 6= 0⇐⇒ ~pk 6= ~0 =⇒
=⇒ (∂Θkψ)(φ) =
2
L1L2L3
∣∣∣∣
∫
d3x φ(~x)ei~pk·~x
∣∣∣∣×
× lim
ǫ→0
ψ
(
φ+ ǫ sin
(
~k · ~x− ℑ ln ∫ φ(~x)ei~pk·~xd3x))− ψ(φ)
ǫ
(103)
k 6= 0⇐⇒ ~pk 6= ~0 =⇒
=⇒ (∂Rkψ)(φ) =
√
2
L1L2L3
lim
ǫ→0
ψ
(
φ+ ǫ cos
(
~k · ~x−ℑ ln ∫ φ(~x)ei~pk·~xd3x))− ψ(φ)
ǫ
(104)
(∂R0ψ)(φ) =
1√
L1L2L3
lim
ǫ→0
ψ(φ+ ǫ)− ψ(φ)
ǫ
(105)
where φ+ ǫ is merely a shift by a constant:
(φ+ ǫ)(~x) = ǫ+ φ(~x) (106)
By looking at the expressions for a++ and a−−, we read off
[a†pk(ψ)](φ) =
eiΘk(φ)
2
(
Rk(φ)ψ(φ)(m
2 + |~pk|2)1/4−
21
− 1
(m2 + |~pk|2)1/4 (∂Rkψ)(φ)−
i
Rk(φ)(m2 + |~pk|2)1/4 (∂Θkψ)(φ)
)
(107)
[apk(ψ)](φ) =
e−iΘk(φ)
2
(
Rk(φ)ψ(φ)(m
2 + |~pk|2)1/4+
+
1
(m2 + |~pk|2)1/4 (∂Rabcψ)(φ)−
i
Rk(φ)(m2 + |~pk|2)1/4 (∂Θkψ)(φ)
)
(108)
and, by substitutting the expressions for Rk, Θk, ∂Rk and ∂Θk we obtain
[a†pk(ψ)](φ) =
1
2
exp
(
iℑ ln
∫
φ(~x)ei~pk·~xd3x
)
×
×
[√
2
L1L2L3
(m2 + |~pk|2)1/4
∣∣∣∣
∫
d3x ψ(~x)ei~pk·~x
∣∣∣∣ψ(φ)− (109)
− 1
(m2 + |~pk|2)1/4
(√
2
L1L2L3
lim
ǫ→0
ψ
(
φ+ ǫ cos
(
~k · ~x−Θk(φ)
))− ψ(φ)
ǫ
)
− (110)
− i
(m2 + |~pk|2)1/4
√
2
L1L2L3
∣∣∣∣ ∫ d3x ψ(~x)ei~pk·~x
∣∣∣∣
×
×
(
2
L1L2L3
∣∣∣∣
∫
d3x ψ(~x)ei~pk·~x
∣∣∣∣×
× lim
ǫ→0
ψ
(
φ+ ǫ sin
(
~k · ~x− ℑ ln ∫ φ(~x)ei~pk·~xd3x))− ψ(φ)
ǫ
)]
(111)
The expression for the annihilation operator is the same except that the first sign is switched
from minus to plus:
[apk(ψ)](φ) =
1
2
exp
(
iℑ ln
∫
φ(~x)ei~pk·~xd3x
)
×
×
[√
2
L1L2L3
(m2 + |~pk|2)1/4
∣∣∣∣
∫
d3x ψ(~x)ei~pk·~x
∣∣∣∣ψ(φ)+ (112)
+
1
(m2 + |~pk|2)1/4
(√
2
L1L2L3
lim
ǫ→0
ψ
(
φ+ ǫ cos
(
~k · ~x−Θk(φ)
))− ψ(φ)
ǫ
)
− (113)
− i
(m2 + |~pk|2)1/4
√
2
L1L2L3
∣∣∣∣ ∫ d3x ψ(~x)ei~pk·~x
∣∣∣∣
×
×
(
2
L1L2L3
∣∣∣∣
∫
d3x ψ(~x)ei~pk·~x
∣∣∣∣×
22
× lim
ǫ→0
ψ
(
φ+ ǫ sin
(
~k · ~x− ℑ ln ∫ φ(~x)ei~pk·~xd3x))− ψ(φ)
ǫ
)]
(114)
Now, if we are to look at raising and lowering operators of 1D oscillator, and use
µ0 =
1
2
, ω0 = m (115)
we will read off a†0 and a0:
a†0 =
√
m
2
R0 − 1√
m
∂R0 , a =
√
m
2
R0 +
1√
m
∂R0 (116)
and, by substitutting the expressions for R0 and ∂R0 we obtain
a†0 =
√
m
2
(
1√
L1L2L3
∣∣∣∣
∫
d3x ψ(~x)
∣∣∣∣
)
− 1√
m
1√
L1L2L3
lim
ǫ→0
ψ(φ+ ǫ)− ψ(φ)
ǫ
(117)
a†0 =
√
m
2
(
1√
L1L2L3
∣∣∣∣
∫
d3x ψ(~x)
∣∣∣∣
)
+
1√
m
1√
L1L2L3
lim
ǫ→0
ψ(φ+ ǫ)− ψ(φ)
ǫ
(118)
4. Converting functionals into functions
As we stated earlier, our ultimate goal is to replace ψ(φ) with ψ(~x, y) since the former
doesn’t have classical ontology while the latter does. In order to do that, we need a function
{y} 7→ {φ}. In order to introduce that function, we first postulate some fixed field χ(~x, y)
and then define χy as
χy(~x) = χ(~x, y) (119)
and then define g(χ) : {y} 7→ {φ} as
g(χ)(y) = χy (120)
This should enable us to replace ψ : {φ} 7→ C to ψ ◦ g(χ) : {y} 7→ C via
(ψ ◦ g(χ))(y) = ψ(g(χ))(y) = ψ(χy) (121)
This, however, is not yet what we want, since we would like to have a function of the form
{~x, y} 7→ C rather than {y} 7→ C. In order to obtain function {~x, y} 7→ C, we define
ξ(~x, y) = f(~x)(ψ ◦ g(χ))(y) (122)
where f(~x) is a wave function corresponding to the additional particle we call a ”fly”. In
other words, we are describing all of the particles in the universe via ψ ◦g(χ) and, in addition
to that, we are also describing one more particle, a fly, that can’t be observed. Then the
QFT state |ψ(φ)〉 in conjunction with a hidden field χ and a fly with momentum ~pfly will,
indeed, be described as a function of the form (~x, y) 7→ C, just as we wanted:
ξχ⊗|pfly〉⊗|ψ(φ)〉(~x, y) = ψ(χy)e
i~pfly·~x (123)
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If we now substitute Eq 93 for ψ(φ), the function over (~x, y) will read off as
ξχ⊗|pfly〉⊗|♯(~0)=n0,♯(~p1)=n1,♯(−~p1)=n−1,♯(~p2)=n2,♯(−~p2)=n−2,··· 〉(~x, y)
= ei~pfly·~x
[(
m
2π
)1/4
exp
(
− m
4L1L2L3
∣∣∣∣
∫
d3x0 χ(~x0, y)
∣∣∣∣
2)
×
×
∏
k≥1
(
(m2 + |~pk|2)1/4
π1/2
exp
(
−
√
m2 + |~pk|2
L1L2L3
∣∣∣∣
∫
d3xk χ(~xk, y)e
i~pk·~xk
∣∣∣∣
2))]
×
×
(√
n0!
⌊n/2⌋∑
C0=0
(−1)C0mn02 −C0
2C0C0!(n0 − 2C0)!
∣∣∣∣
∫
d3x′ χ(~x′, y)
∣∣∣∣
n0−2C0)
×
×
∏
k
(√
2nk+n−knk!n−k!
min(nk ,n−k)∑
Ck=0
(−1)Ck2nk+n−k2 −Ck(m2 + |~pk|2)
nk+n−k
4
−
Ck
2
2nk+n−k−CkC!(nk − Ck)!(n−k − Ck)! ×
×
∣∣∣∣
∫
d3x′′ χ(~x′′, y)ei~pk·~x
′′
∣∣∣∣
nk−2Ck
exp
(
i(nk − n−k)ℑ ln
∫
d3x′′′ χ(~x′′′, y)ei~pk·~x
′′′
))
(124)
Similarly, if we want fly to be localized in space rather than momentum, we have
ξχ⊗|xfly〉⊗|ψ(φ)〉(~x, y) = ψ(χy)δ
3(~x− ~xfly) (125)
and then the function over (~x, y) will be
ξχ⊗|xfly〉⊗|♯(~0)=n0,♯(~p1)=n1,♯(−~p1)=n−1,♯(~p2)=n2,♯(−~p2)=n−2,··· 〉(~x, y)
= δ3(~x− ~xfly)
[(
m
2π
)1/4
exp
(
− m
4L1L2L3
∣∣∣∣
∫
d3x0 χ(~x0, y)
∣∣∣∣
2)
×
×
∏
k≥1
(
(m2 + |~pk|2)1/4
π1/2
exp
(
−
√
m2 + |~pk|2
L1L2L3
∣∣∣∣
∫
d3xk χ(~xk, y)e
i~pk·~xk
∣∣∣∣
2))]
×
×
(√
n0!
⌊n/2⌋∑
C0=0
(−1)C0mn02 −C0
2C0C0!(n0 − 2C0)!
∣∣∣∣
∫
d3x′ χ(~x′, y)
∣∣∣∣
n0−2C0)
×
×
∏
k
(√
2nk+n−knk!n−k!
min(nk ,n−k)∑
Ck=0
(−1)Ck2nk+n−k2 −Ck(m2 + |~pk|2)
nk+n−k
4
−
Ck
2
2nk+n−k−CkC!(nk − Ck)!(n−k − Ck)! ×
×
∣∣∣∣
∫
d3x′′ χ(~x′′, y)ei~pk·~x
′′
∣∣∣∣
nk−2Ck
exp
(
i(nk − n−k)ℑ ln
∫
d3x′′′ χ(~x′′′, y)ei~pk·~x
′′′
))
(126)
We can utilize Eq 124 in order to obtain realistic interpretation of ensembly of states. In
particular, the density matrix
∑
k
(
Ck|♯(~0) = nk0, ♯(~p1) = nk1, ♯(−~p1) = nk,−1, ♯(~p2) = nk2, ♯(−~p2) = nk,−2, · · · 〉×
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× 〈♯(~0) = nk0, ♯(~p1) = nk1, ♯(−~p1) = nk,−1, ♯(~p2) = nk2, ♯(−~p2) = nk,−2, · · · |
)
(127)
is described as
ξσ=|··· 〉〈···|(~x, y)
=
∑
k
{
ei~pfly·~x
[(
m
2π
)1/4
exp
(
− m
4L1L2L3
∣∣∣∣
∫
d3x0 χ(~x0, y)
∣∣∣∣
2)
×
×
∏
k≥1
(
(m2 + |~pk|2)1/4
π1/2
exp
(
−
√
m2 + |~pk|2
L1L2L3
∣∣∣∣
∫
d3xk χ(~xk, y)e
i~pk·~xk
∣∣∣∣
2))]
×
×
(√
n0!
⌊n/2⌋∑
C0=0
(−1)C0mn02 −C0
2C0C0!(n0 − 2C0)!
∣∣∣∣
∫
d3x′ χ(~x′, y)
∣∣∣∣
n0−2C0)
×
×
∏
k
(√
2nk+n−knk!n−k!
min(nk ,n−k)∑
Ck=0
(−1)Ck2nk+n−k2 −Ck(m2 + |~pk|2)
nk+n−k
4
−
Ck
2
2nk+n−k−CkC!(nk − Ck)!(n−k − Ck)! ×
×
∣∣∣∣
∫
d3x′′ χ(~x′′, y)ei~pk·~x
′′
∣∣∣∣
nk−2Ck
exp
(
i(nk − n−k)ℑ ln
∫
d3x′′′ χ(~x′′′, y)ei~pk·~x
′′′
))}
(128)
We would now like to define creation and annihilation operators. However, we can no
longer use the derivatives that we used in the previous section. The reason is that, as
far as infinitesimal displacement is concerned, we have only one degree of freedom, namely
y. This is not enough to define more than one partial derivative without unwanted linear
dependence. The way around it is to utilize finite definition of partial derivatives as opposed
to infinitesimal one; namely, for f : (r0, r1, θ1, · · · , rn, θn) 7→ C we define
∂
(α)
θk
f =
αN+
3
2
21/2πn+
1
2
r2k
∫
d2n+1x′ (θ′k − θk)f(~x′)e−
α
2
|~x′n−~xn|
2
(129)
∂(α)rk f =
αN+
3
2
21/2πN+
1
2
∫
d2n+1x′ (r′k − rk)f(~x′)e−
α
2
|~x′n−~xn|
2
(130)
which can be shown to approximate the corresponding derivatives in the event that α is so
large that f(~x′) is approximately linear within the range where e−
α
2
|~x′−~x|2 is far from zero.
Now we would like to replace integrals over rk-s and θk-s with the single y-integral where
rk and θk are being replaced by R
(χ)(y) and Θ(χ)(y), respectively. First, we recall that our
space is compactified,
x1 + L1 = x
1 , x2 + L2 = x
2 , x3 + L3 = x
3 , x5 + L5 = x
5 (131)
Secondly, for any given φ we will define φ(N) as a sum of its first N Fourier components,
φ(N)(~x) =
1
L1L2L3
N∑
k=−N
[
ei~pk·~x
(∫
d3x′ φ(~x′)e−i~pk·~x
′
)]
(132)
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and, finally, we will assume that χ behaves in such a way that {χ(N)y |0 ≤ y < L5} is
distributted in R2N+1 with probability density ρ. In this case, the integral over φ(N) will be
replaced with an integral over y via the following scheme:∫
d2N+1φ(N) f(φ(N)) −→ 1
L5
∫
dy′
f(χ(N)(y′))
ρ(χ(N)(y′))
(133)
from which we read off the following definitions of partial derivatives:
(D(N,χ,ρ(φ))Θk ξ)(~x, y) =
αN+
3
2
21/2πN+
1
2L5
R2k(χy)×
×
∫
dy′
(Θk(χ
(N)
y′ )−Θk(χ(N)y ))ξ(~x, y′)e−
α
2
|χy′−χy|
2
ρ(χ(N)(y′))
(134)
(D(N,χ,ρ(φ))Rk ξ)(~x, y) =
αN+
3
2
21/2πN+
1
2L5
∫
dy′
(Rk(χ
(N)
y′ )−Rk(χ(N)y ))ξ(~x, y′)e−
α
2
|χy′−χy|
2
ρ(χ(N)(y′))
(135)
(D(N,χ,ρ(φ))R0 ξ)(~x, y) =
αN+
3
2
21/2πN+
1
2L5
∫
dy′
(R0(χ
(N)
y′ )−R0(χ(N)y ))ξ(~x, y′)e−
α
2
|χy′−χy |
2
ρ(χ(N)(y′))
(136)
Let us now substitute explicit expressions for R and Θ in order to come up with an expression
that only involves χ and ξ, however complicated that might be. First of all, one can easily
show that
0 ≤ k ≤ N =⇒ Rk(φ) = Rk(φ(N)) (137)
1 ≤ k ≤ N =⇒ Θk(φ) = Θk(φ(N)) (138)
and, therefore,
R0(φ
(N)) = R0(φ) =
1√
L1L2L3
∣∣∣∣
∫
d3x φ(~x)
∣∣∣∣ (139)
1 ≤ k ≤ N =⇒ Rk(φ(N)) = Rk(φ) =
√
2
L1L2L3
∣∣∣∣
∫
d3x φ(~x)ei~pk·~x
∣∣∣∣ (140)
1 ≤ k ≤ N =⇒ Θk(φ(N)) = Θk(φ) = ℑ ln
∫
φ(~x)ei~pk·~xd3x (141)
We will then convert R and Θ into functions of y as follows:
R
(χ)
0 (y) = R0(χy) =
1√
L1L2L3
∣∣∣∣
∫
d3x χy(~x)
∣∣∣∣ = 1√L1L2L3
∣∣∣∣
∫
d3x χy(~x, y)
∣∣∣∣ (142)
k 6= 0 =⇒ R(χ)k (y) = Rk(χy) =
√
2
L1L2L3
∣∣∣∣
∫
d3x χy(~x)e
i~pk·~x
∣∣∣∣ =
=
√
2
L1L2L3
∣∣∣∣
∫
d3x χ(~x, y)ei~pk·~x
∣∣∣∣ (143)
Θ
(χ)
k (y) = Θk(χy) = ℑ ln
∫
d3x χy(~x)e
i~pk·~x = ℑ ln
∫
d3x χ(~x, y)ei~pk·~x (144)
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Furthermore, we will assume that the probability distribution ρ is Gaussian,
ρ(β,N)(φ) =
(
β
2π
)N+ 1
2
exp
(
− β
2L1L2L3
N∑
k=−N
∣∣∣∣
∫
d3x′ φ(~x′)e−i~pk·~x
′
∣∣∣∣
2)
(145)
From this we define
ρ(β,N,χ)(y) = ρ(β,N)(χy) =
(
β
2π
)N+ 1
2
exp
(
− β
2L1L2L3
N∑
k=−N
∣∣∣∣
∫
d3x′ χy(~x
′)e−i~pk·~x
′
∣∣∣∣
2)
=
=
(
β
2π
)N+ 1
2
exp
(
− β
2L1L2L3
N∑
k=−N
∣∣∣∣
∫
d3x′ χ(~x′, y)e−i~pk·~x
′
∣∣∣∣
2)
(146)
Now, by plugging in Eq 143, 144 and 146 into Eq 134, we obtain
(D(N,χ,α,β)Θk ξ)(~x, y) =
2N+1αN+
3
2
βN+
1
2L5L1L2L3
∣∣∣∣
∫
d3x′ χ(~x′, y)ei~pk·~x
′
∣∣∣∣
2
×
×
∫
dy′
[(
ℑ ln
∫
χ(~x′′, y′)ei~pk·~x
′′
d3x′′ −ℑ ln
∫
d3x′′′ χ(~x′′′, y)ei~pk·~x
′′′
)
×
× ξ(~x, y′) exp
(
− α
2L1L2L3
N∑
k=−N
∣∣∣∣
∫
d3x′′′′ χ(~x′′′′, y′)e−i~pk·~x
′′′′
∣∣∣∣
2)
× exp
(
β
2L1L2L3
N∑
k=−N
∣∣∣∣
∫
d3x′′′′′ χ(~x′′′′′, y′)e−i~pk·~x
′′′′′
∣∣∣∣
2)]
(147)
On the other hand, if we plug in Eq 143, 144 and 146 into Eq 135, we obtain
k 6= 0 =⇒ (D(N,χ,α,β)Rk ξ)(~x, y) =
2N+
1
2αN+
3
2
βN+
1
2L5
√
L1L2L3
×
×
∫
dy′
[(∣∣∣∣
∫
d3x′ χ(~x′, y)ei~pk·~x
′
∣∣∣∣−
∣∣∣∣
∫
d3x′′ χ(~x′′, y)ei~pk·~x
′′
∣∣∣∣
)
×
× ξ(~x, y′) exp
(
− α
2L1L2L3
N∑
k=−N
∣∣∣∣
∫
d3x′′′ χ(~x′′′, y′)e−i~pk·~x
′′′
∣∣∣∣
2)
× exp
(
β
2L1L2L3
N∑
k=−N
∣∣∣∣
∫
d3x′′′′ χ(~x′′′′, y′)e−i~pk·~x
′′′′
∣∣∣∣
2)]
(148)
Finally, if we plug in Eq 142 and 146 into Eq 136, we obtain
(D(N,χ,α,β)R0 ξ)(~x, y) =
2NαN+
3
2
βN+
1
2L5
√
L1L2L3
×
27
×
∫
dy′
[(∣∣∣∣
∫
d3x′ χ(~x′, y)ei~p0·~x
′
∣∣∣∣−
∣∣∣∣
∫
d3x′′ χ(~x′′, y)ei~p0·~x
′′
∣∣∣∣
)
×
× ξ(~x, y′) exp
(
− α
2L1L2L3
N∑
k=−N
∣∣∣∣
∫
d3x′′′ χ(~x′′′, y′)e−i~pk·~x
′′′
∣∣∣∣
2)
× exp
(
β
2L1L2L3
N∑
k=−N
∣∣∣∣
∫
d3x′′′′ χ(~x′′′′, y′)e−i~pk·~x
′′′′
∣∣∣∣
2)]
(149)
Now that we have defined the derivatives, we are going to use them to define creation and
annihilation operators. By looking at Eq 107 and 108, and making appropriate substitutions,
we obtain
[a(N,χ,α,β)pk (ξ)](~x, y) =
e−iΘk(χy)
2
(
Rk(χy)ξ(~x, y)(m
2 + |~pk|2)1/4+
+
1
(m2 + |~pk|2)1/4 (D
(N,χ,α,β)
Rk
ξ)(~x, y)− i
Rk(φ)(m2 + |~pk|2)1/4 (D
(N,χ,α,β)
Θk
ξ)(~x, y)
)
(150)
[a†(N,χ,α,β)pk (ξ)](~x, y) =
eiΘk(χy)
2
(
Rk(χy)ξ(~x, y)(m
2 + |~pk|2)1/4−
− 1
(m2 + |~pk|2)1/4 (D
(N,χ,α,β)
Rk
ξ)(~x, y)− i
Rk(φ)(m2 + |~pk|2)1/4 (D
(N,χ,α,β)
Θk
ξ)(~x, y)
)
(151)
If we plug in Eq 143, 148 and 147 into Eq 150, we obtain
[a(N,α,β,χ)pk (ξ)](~x, y) =
1
2
[
exp
(
− i ℑ ln
∫
d3x′ χ(~x′, y)ei~pk·~x
′
)]
×
×
{
ξ(~x, y)(m2 + |~pk|2)1/4
(√
2
L1L2L3
∣∣∣∣
∫
d3x′′ χ(~x′′, y)ei~pk·~x
′′
∣∣∣∣
)
+
+
1
(m2 + |~pk|2)1/4
{
2N+
1
2αN+
3
2
βN+
1
2L5
√
L1L2L3
×
×
∫
dy′
[(∣∣∣∣
∫
d3x′′′ χ(~x′′′, y)ei~pk·~x
′′′
∣∣∣∣−
∣∣∣∣
∫
d3x′′′′ χ(~x′′′′, y)ei~pk·~x
′′′′
∣∣∣∣
)
×
× ξ(~x, y′) exp
(
− α
2L1L2L3
N∑
k=−N
∣∣∣∣
∫
d3x′′′′′ χ(~x′′′′′, y′)e−i~pk·~x
′′′′′
∣∣∣∣
2)
× exp
(
β
2L1L2L3
N∑
k=−N
∣∣∣∣
∫
d3x′′′′′′ χ(~x′′′′′′, y′)e−i~pk·~x
′′′′′′
∣∣∣∣
2)]}
−
− i
(m2 + |~pk|2)1/4
2N+
1
2αN+
3
2
βN+
1
2L5
√
L1L2L3
∣∣∣∣
∫
d3x′′′′′′′ χ(~x′′′′′′′, y)ei~pk·~x
′′′′′′′
∣∣∣∣×
×
∫
dy′
[(
ℑ ln
∫
χ(~x′′′′′′′′, y′)ei~pk·~x
′′′′′′′′
d3x′′′′′′′′ −ℑ ln
∫
d3x′′′′′′′′′ χ(~x′′′′′′′′′, y)ei~pk·~x
′′′′′′′′′
)
×
28
× ξ(~x, y′) exp
(
− α
2L1L2L3
N∑
k=−N
∣∣∣∣
∫
d3x′′′′′′′′′′ χ(~x′′′′′′′′′′, y′)e−i~pk·~x
′′′′′′′′′′
∣∣∣∣
2)
× exp
(
β
2L1L2L3
N∑
k=−N
∣∣∣∣
∫
d3x′′′′′′′′′′′ χ(~x′′′′′′′′′′′, y′)e−i~pk·~x
′′′′′′′′′′′
∣∣∣∣
2)]}
(152)
On the other hand, if we plug in Eq 143, 148 and 147 into Eq 151, we obtain
[a†(N,α,β,χ)pk (ξ)](~x, y) =
1
2
[
exp
(
i ℑ ln
∫
d3x′ χ(~x′, y)ei~pk·~x
′
)]
×
×
{
ξ(~x, y)(m2 + |~pk|2)1/4
(√
2
L1L2L3
∣∣∣∣
∫
d3x′′ χ(~x′′, y)ei~pk·~x
′′
∣∣∣∣
)
−
− 1
(m2 + |~pk|2)1/4
{
2N+
1
2αN+
3
2
βN+
1
2L5
√
L1L2L3
×
×
∫
dy′
[(∣∣∣∣
∫
d3x′′′ χ(~x′′′, y)ei~pk·~x
′′′
∣∣∣∣−
∣∣∣∣
∫
d3x′′′′ χ(~x′′′′, y)ei~pk·~x
′′′′
∣∣∣∣
)
×
× ξ(~x, y′) exp
(
− α
2L1L2L3
N∑
k=−N
∣∣∣∣
∫
d3x′′′′′ χ(~x′′′′′, y′)e−i~pk·~x
′′′′′
∣∣∣∣
2)
× exp
(
β
2L1L2L3
N∑
k=−N
∣∣∣∣
∫
d3x′′′′′′ χ(~x′′′′′′, y′)e−i~pk·~x
′′′′′′
∣∣∣∣
2)]}
−
− i
(m2 + |~pk|2)1/4
2N+
1
2αN+
3
2
βN+
1
2L5
√
L1L2L3
∣∣∣∣
∫
d3x′′′′′′′ χ(~x′′′′′′′, y)ei~pk·~x
′′′′′′′
∣∣∣∣×
×
∫
dy′
[(
ℑ ln
∫
χ(~x′′′′′′′′, y′)ei~pk·~x
′′′′′′′′
d3x′′′′′′′′ −ℑ ln
∫
d3x′′′′′′′′′ χ(~x′′′′′′′′′, y)ei~pk·~x
′′′′′′′′′
)
×
× ξ(~x, y′) exp
(
− α
2L1L2L3
N∑
k=−N
∣∣∣∣
∫
d3x′′′′′′′′′′ χ(~x′′′′′′′′′′, y′)e−i~pk·~x
′′′′′′′′′′
∣∣∣∣
2)
× exp
(
β
2L1L2L3
N∑
k=−N
∣∣∣∣
∫
d3x′′′′′′′′′′′ χ(~x′′′′′′′′′′′, y′)e−i~pk·~x
′′′′′′′′′′′
∣∣∣∣
2)]}
(153)
The 2D oscillator that we were using covers non-zero momentum. On the other hand, the
zero momentum needs to be done separately by using 1D oscillator. By looking at Eq 116
and making appropriate substitutions, we obtain
(a
(N,χ,α,β)
0 ξ)(~x, y) =
√
m
2
R0(χy)ξ(~x, y) +
1√
m
(D(N,χ,α,β)R0 ξ)(~x, y) (154)
(a
†(N,χ,α,β)
0 ξ)(~x, y) =
√
m
2
R0(χy)ξ(~x, y)− 1√
m
(D(N,χ,α,β)R0 ξ)(~x, y) (155)
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By substitutting Eq 142 and 149 this becomes
(a
(N,χ,α,β)
0 ξ)(~x, y) =
1
2
√
m
L1L2L3
ξ(~x, y)
∣∣∣∣
∫
d3x χ(~x, y)
∣∣∣∣+
+
2NαN+
3
2
βN+
1
2L5
√
mL1L2L3
∫
dy′
[(∣∣∣∣
∫
d3x′ χ(~x′, y)ei~p0·~x
′
∣∣∣∣−
∣∣∣∣
∫
d3x′′ χ(~x′′, y)ei~p0·~x
′′
∣∣∣∣
)
×
× ξ(~x, y′) exp
(
− α
2L1L2L3
N∑
k=−N
∣∣∣∣
∫
d3x′′′ χ(~x′′′, y′)e−i~pk·~x
′′′
∣∣∣∣
2)
× exp
(
β
2L1L2L3
N∑
k=−N
∣∣∣∣
∫
d3x′′′′ χ(~x′′′′, y′)e−i~pk·~x
′′′′
∣∣∣∣
2)]
(156)
(a
†(N,χ,α,β)
0 ξ)(~x, y) =
1
2
√
m
L1L2L3
ξ(~x, y)
∣∣∣∣
∫
d3x χ(~x, y)
∣∣∣∣−
− 2
NαN+
3
2
βN+
1
2L5
√
mL1L2L3
∫
dy′
[(∣∣∣∣
∫
d3x′ χ(~x′, y)ei~p0·~x
′
∣∣∣∣−
∣∣∣∣
∫
d3x′′ χ(~x′′, y)ei~p0·~x
′′
∣∣∣∣
)
×
× ξ(~x, y′) exp
(
− α
2L1L2L3
N∑
k=−N
∣∣∣∣
∫
d3x′′′ χ(~x′′′, y′)e−i~pk·~x
′′′
∣∣∣∣
2)
× exp
(
β
2L1L2L3
N∑
k=−N
∣∣∣∣
∫
d3x′′′′ χ(~x′′′′, y′)e−i~pk·~x
′′′′
∣∣∣∣
2)]
(157)
5. Dynamics of ξ(~x, y, t)
So far we have just given the kinematical definitions of quantum states. Let us now describe
the dynamics. We recall that, in quantum mechanics case, path integral can be produced
from
ψ(~x, t) =
∫
d3x′ ψ(~x′, t− δt) exp
(
i
∣∣∣∣~x− ~x′δt
∣∣∣∣
2
− iV (x)
)
(158)
We will now assume the preferred time and, therefore, the Lagrangian above is analogous to
the integral of L over spacelike hypersurface,
S(φ; t) =
∫
d3x L(φ; ~x, t) (159)
From this, we read off the QFT version of Eq 158 as
ψ(φ(N), t) =
∫
Dφ′(N)
{
ψ(φ′(N), t− δt)×
× exp
[
i
∫
d3x
(
1
2
(
φ(N)(~x)− φ′(N))(~x)
δt
)2
− m
2
2
(φ(N)(~x))2 − λ
4
(φ(N)(~x))4
)]}
(160)
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One should note that we used φ(N) instead of φ. The reason for this is that, if we were to
use φ we would get infinitely many contributions from arbitrarily high momenta, leading
to intractable results. The purpose of N is the same as the purpose of ultraviolet cutoff Λ
in QFT calculations. On the first glance, one might think that since we plan to substitute
integration over φ with integration over y per Eq 133 the theory would be well defined
even with φ being used instead of φ(N). However, Eq 133 includes ρ(N,χ,β) and, as notation
implies, we still need to know N in order to know ρ. If N were infinite then ρ would have
been infinitesimal, leading to mathematical ambiguities. In any case, Eq 132 tells us
φ(N)(~x) =
1
L1L2L3
N∑
k=−N
(
ei~pk·~x
(∫
d3x′ φ(~x′)e−i~pk·~x
′
))
(161)
and, therefore
φ(N)(~x)− φ′(N)(~x)
δt
=
1
L1L2L3
N∑
k=−N
(
ei~pk·~x
(∫
d3x′
φ(~x′)− φ′(~x′)
δt
e−i~pk·~x
′
))
(162)
by substitutting Eq 161 and 162 into Eq 160 we obtain
ψ(φ, t) =
∫
Dφ′
{
ψ(φ′, t− δt)×
× exp
[
i
∫
d3x
(
1
2L21L
2
2L
2
3
( N∑
k=−N
(
ei~pk·~x
∫
d3x′
φ(~x′)− φ′(~x′)
δt
e−i~pk·~x
′
))2
−
− m
2
2L21L
2
2L
2
3
( N∑
k=−N
(
ei~pk·~x
(∫
d3x′ φ(~x′)e−i~pk·~x
′
)))2
−
− λ
4L41L
4
2L
4
3
( N∑
k=−N
(
ei~pk·~x
(∫
d3x′ φ(~x′)e−i~pk·~x
′
)))4)]}
(163)
We define operation ”truth value”, denoted by T , as
T (True) = 1 , T (False) = 0 (164)
with this notation, after the evaluating outside integral, we obtain
ψ(φ, t) =
∫
Dφ′
{
ψ(φ′, t− δt)×
× exp
[
i
(
1
2
N∑
k1=−N
N∑
k2=−N
(
T (~pk1 + ~pk2 = ~0)×
×
(∫
d3x′
φ(~x′)− φ′(~x′)
δt
e−i~p1·~x
′
)(∫
d3x′
φ(~x′)− φ′(~x′)
δt
e−i~p2·~x
′
))
−
31
− m
2
2
N∑
k1=−N
N∑
k2=−N
(
T (~pk1 + ~pk2 = ~0)
(∫
d3x φ(~x′)e−i~pk1 ·~x
′
)(∫
d3x′ φ(~x′)e−i~pk2 ·~x
′
))
−
− λ
4
( N∑
k1=−N
N∑
k2=−N
N∑
k3=−N
N∑
k4=−N
(
T (~k1 + ~k2 + ~k3 + ~k4 = ~0)×
×
(∫
d3x′ φ(~x′)e−i~pk1 ·~x
′
)(∫
d3x′ φ(~x′)e−i~pk2 ·~x
′
)
×
×
(∫
d3x′ φ(~x′)e−i~pk3 ·~x
′
)
×
(∫
d3x′ φ(~x′)e−i~pk4 ·~x
′
)))4)]}
(165)
We are now ready to convert the integral over φ into the integral over y. Eq 133 tells us that
the prescription of such conversion is∫
d2N+1φ(N) f(φ(N)) −→ 1
L5
∫
dy′
f(χ(N)(y′))
ρ(χ(N)(y′))
(166)
Therefore, we read off
ξ(~x, y, t) =
1
L5
∫
dy′
ρ(N,χ,β)(χ(N)(y′))
{
ξ(~x, y′, t− δt)×
× exp
[
i
(
1
2
N∑
k1=−N
N∑
k2=−N
(
T (~pk1 + ~pk2 = ~0)×
×
(∫
d3x′
χ(~x′, y)− χ(~x′, y′)
δt
e−i~p1·~x
′
)(∫
d3x′
χ(~x′, y)− χ(~x′, y′)
δt
e−i~p2·~x
′
))
−
−m
2
2
N∑
k1=−N
N∑
k2=−N
(
T (~pk1 + ~pk2 = ~0)
(∫
d3x′ χ(~x′, y)e−i~pk1 ·~x
′
)(∫
d3x′ χ(~x′, y)e−i~pk2 ·~x
′
))
−
− λ
4
( N∑
k1=−N
N∑
k2=−N
N∑
k3=−N
N∑
k4=−N
(
T (~k1 + ~k2 + ~k3 + ~k4 = ~0)×
×
(∫
d3x′ χ(~x′, y)e−i~pk1 ·~x
′
)(∫
d3x′ χ(~x′, y)e−i~pk2 ·~x
′
)
×
×
(∫
d3x′ χ(~x′, y)e−i~pk3 ·~x
′
)
×
(∫
d3x′ χ(~x′, y)e−i~pk4 ·~x
′
)))4)]}
(167)
Now Eq 146 tells us that
ρ(N,χ,β) =
(
β
2π
)N+ 1
2
exp
(
− β
2L1L2L3
N∑
k=−N
∣∣∣∣
∫
d3x′ χ(~x′, y)e−i~pk·~x
′
∣∣∣∣
2)
(168)
32
and, therefore Eq 167 becomes
ξ(~x, y, t) =
1
L5
∫
dy
{[(
2π
β
)N+ 1
2
exp
(
β
2L1L2L3
N∑
k=−N
∣∣∣∣
∫
d3x′ χ(~x′, y)e−i~pk·~x
′
∣∣∣∣
2)]
×
× ξ(~x, y′, t− δt) exp
[
i
(
1
2
N∑
k1=−N
N∑
k2=−N
(
T (~pk1 + ~pk2 = ~0)×
×
(∫
d3x′
χ(~x′, y)− χ(~x′, y′)
δt
e−i~p1·~x
′
)(∫
d3x′
χ(~x′, y)− χ(~x′, y′)
δt
e−i~p2·~x
′
))
−
−m
2
2
N∑
k1=−N
N∑
k2=−N
(
T (~pk1 + ~pk2 = ~0)
(∫
d3x′ χ(~x′, y)e−i~pk1 ·~x
′
)(∫
d3x′ χ(~x′, y)e−i~pk2 ·~x
′
))
−
− λ
4
( N∑
k1=−N
N∑
k2=−N
N∑
k3=−N
N∑
k4=−N
(
T (~k1 + ~k2 + ~k3 + ~k4 = ~0)×
×
(∫
d3x′ χ(~x′, y)e−i~pk1 ·~x
′
)(∫
d3x′ χ(~x′, y)e−i~pk2 ·~x
′
)
×
×
(∫
d3x′ χ(~x′, y)e−i~pk3 ·~x
′
)
×
(∫
d3x′ χ(~x′, y)e−i~pk4 ·~x
′
)))4)]}
(169)
If we would like to convert it to continuum equation we can use the following tactic: the
equation of the form
ξ(~x, y, t) = f(ξ; ~x, y, t− δt) (170)
can be generated through the continuum equation
∂ξ
∂t
=
1
δ
(−ξ(~x, y, t) + f(ξ; ~x, y, t)) (171)
where we have replaced δt with δ in order to make it clear that we are dealing with continuus
process, where δ is merely a constant of nature, as opposed to step by step process with time
interval δt. Thus, we read off
∂ξ
∂t
=
1
δ
{
−ξ(~x, y, t)+ 1
L5
∫
dy
{[(
2π
β
)N+ 1
2
exp
(
β
2L1L2L3
N∑
k=−N
∣∣∣∣
∫
d3x′ χ(~x′, y)e−i~pk·~x
′
∣∣∣∣
2)]
×
× ξ(~x, y′, t) exp
[
i
(
1
2
N∑
k1=−N
N∑
k2=−N
(
T (~pk1 + ~pk2 = ~0)×
×
(∫
d3x′
χ(~x′, y)− χ(~x′, y′)
δ
e−i~p1·~x
′
)(∫
d3x′
χ(~x′, y)− χ(~x′, y′)
δ
e−i~p2·~x
′
))
−
−m
2
2
N∑
k1=−N
N∑
k2=−N
(
T (~pk1 + ~pk2 = ~0)
(∫
d3x′ χ(~x′, y)e−i~pk1 ·~x
′
)(∫
d3x′ χ(~x′, y)e−i~pk2 ·~x
′
))
−
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− λ
4
( N∑
k1=−N
N∑
k2=−N
N∑
k3=−N
N∑
k4=−N
(
T (~k1 + ~k2 + ~k3 + ~k4 = ~0)×
×
(∫
d3x′ χ(~x′, y)e−i~pk1 ·~x
′
)(∫
d3x′ χ(~x′, y)e−i~pk2 ·~x
′
)
×
×
(∫
d3x′ χ(~x′, y)e−i~pk3 ·~x
′
)
×
(∫
d3x′ χ(~x′, y)e−i~pk4 ·~x
′
)))4)]}}
(172)
Finally, the conditions under the sum signs can always be changed to accomodate what we
would expect from loop diagrams (where the second order loops would have higher momenta
than first order loops if we take the notion of UV cutoff literally), in which case it would no
longer match φ(N) (rather it might be some combination of different N -s depending on what
restrictions we chose) but it would still be equally well defined theory.
6. Conclusion
In this paper we have shown how arbitary multiparticle state can be described as a pair of
two classical fields, χ and ξ, living in ordinary space with a single extra dimension. The
field χ is a hidden variable field that has nothing to do with actual state and, instead, has
to do with determining the coarse graining. On the other hand, ξ indeed describes the
physical state per Eq 124. Furthermore, cration and annihilation operators were described
as taking one ordinary function to the other ordinary function (see Eq 152, 153, 156, 157).
Furthermore, an ensemble of states is also described by one single wave function, as given in
Eq 128. In other words we were able to both overcome the problem of many particles as well
as ensembe of states (despit the fact that these are very different issues), and describe both
in terms of single wave function in ordinary space. Finally, we defined a dynamics of ξ(~x, t),
per Eq 172 that takes ”classical” form in a sense that it pertains to ξ(~x, t), yet is non-local.
If obeyed, it will result in states, as defined in the other equations we quoted, obeying some
version of coarse grained QFT.
Our approach was based on coarse graining. In future, it could be made more precise
by means of space filling curve constructions given in [2], [3] and [4]. However, even if we
did do that, we would still have to cut off the momentum since said constructions work
only in finitely many dimensions. And, since we are accepting the fact that QFT is not
precise in one way, we might as well accept that it is not precise in some other way as well
– particularly since the random curve that fills the space up to some coarse graining is a
lot more natural than carefully designed curve proposed in [2], [3] and [4]. Nevertheless, it
might be interesting to investigate the latter for the future project just to see whether or
not we will be able to make rigourous some of the statements that were more hand waving
in this paper.
One weakness of our approach is Ocam’s razor, combined with the fact that no new
predictions are made. After all, we do not explaine collapse of wave function: we simply re-
define quantum states and then existing collapse models would have to be readjusted. This
being the case, a lot of people might not like that the equations look a lot more complicated
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and unnatural than their conventional counterparts if the predictions are identical. From my
point of view, however, the important change is ontology, which I view to be worth it as end
onto itself since that is what I view as a key difference between quantum and classical, as
opposed to anything else. Another objection the reader might have is how do I know that the
proposed model is what takes place in nature as opposed to some other, equally complicated
yet different, construction? The answer is I don’t know. But what I am set to show is that
there is no reason to claim that classical logic doesn’t work in quantum mechanics; so I gave
a counter-example as to how classical logic ”might” work, as given in this paper. Of course
the reader can think of other counter-examples, but that will only strengthen my point.
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