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Introduction 
Quantum dynamics of electrons plays essential 
roles in nonequilibrium phenomena arising 
from interactions of atoms, molecules, or 
condensed matter with time-varying external 
fields.   For instance, femtosecond dynamics of 
ionization, relaxation, and screening in matter 
irradiated by x-ray free-electron laser is a 
subject of crucial importance to interpret 
nonlinear x-ray phenomena observed recently 
[1,2]. 
In the previous paper [3], the author 
developed a density-matrix formulation of the 
time-dependent Hartree-Fock equations for 
electron systems under a strong external field 
which is switched on in an arbitrary time scale.  
With the knowledge of the energies and wave 
functions of one-electron states {k} in the initial 
unperturbed state, subsequent time evolution 
of the system after an onset of the external 
field can be simulated with the one-electron 
density matrix †( ) ( ) ( )kk kkt t c c tρ ′ ′≡ Ψ Ψ .  Here, 
†
kc  and kc  are the creation and annihilation 
operators, respectively, for state k, and Ψ(t) 
denotes the many-body wave function at time t. 
Preliminary simulations demonstrated a variety 
of phenomena such as quantum oscillations 
induced by nonadiabatic perturbations, 
nonlinear screening of electron gas around an 
impurity, and Anderson’s authogonalization 
theorem [3]; these simulations were, however, 
carried out for confined electron systems with 
discrete energy levels. 
Electrons in continuum states, such as the 
photoelectrons produced through atomic or 
molecular ionization, Bloch electrons in a crystal, 
and so forth, are characterized by continuous 
wave vector k.  The simplest way to simulate 
density matrices for continuum states would be 
to discretize the k-space into finite grid points 
[4].  Although such a conventional scheme may 
work for semiconductor Bloch equations [5-8], 
it may not be applicable to metals, since a 
sufficiently dense k-point mesh is required in 
order to describe an electronic excitation across 
a sharp Fermi surface precisely.  Moreover, the 
density matrix related to such an excitation 
process takes the form ,ρ +k k q , where both k 
and q are (three-dimensional [3D]) continuous 
vectors [9,10]; simultaneous discretization in k- 
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and q-space exhausts too much computer 
memories.   
In this paper, we propose a spherical-
harmonics expansion (SHE) method to solve the 
density-matrix equations numerically for 
electron systems where transitions among 
continuum states are dominant.  The basic idea 
is to express the anisotropy of the density 
matrix in k-space in the form of a multipole 
expansion using the spherical harmonics 
Ylm(θ,ϕ), where the summation over   is 
truncated at some finite value (= max ).  
Previous applications of the SHE method were 
limited to semiclassical dynamics, such as the 
Boltzmann transport [11,12] or Vlasov 
simulations [13].  In the present work, we 
develop the SHE method for fully quantum 
simulations and examine its accuracy through 
representative examples.  Specifically, we study 
the multiphoton ionization of a hydrogen-like 
atom under an intense laser field [14-17], and 
real-time dynamics of plasma oscillations in 
electron liquids within the random-phase 
approximation (RPA) [9,10].   
 
Multiphoton Ionization of an Atom 
We consider the ionization of a 1s electron in a 
hydrogen-like atom by an intense, linearly 
polarized laser electric field E(t) = E0cos(ωt) 
switched on at time t = 0.  Dominant 
mechanisms of ionization may be classified [14-
16] with the Keldysh parameter 1 p/ 2s Uγ ε≡ , 
where 1sε  denotes the energy level of the 1s 
state, 2 2 2p 0 e/ 4U e E m ω=  refers to the 
ponderomotive energy, me denotes the 
electron mass, and e is the elemental charge:  
The regime 1γ >>  is dominated by the 
multiphoton ionization, whereas the tunneling 
ionization prevails for 1γ << .  
A unified formula of ionization rates that 
covers the entire γ-regime was presented by 
Keldysh [14].  The Keldysh approximation is 
based on the time-dependent perturbation 
theory of the transition rates from bound to 
continuum states by using the Gordon-Volkov 
wave functions for the latter [17].  While 
compact analytic formulae for time-averaged 
ionization rates (including their dependence on 
the photoelectron momentum) in the Keldysh 
approximation are available [16,17], transient 
time evolutions of the ionization process after 
an onset of the laser field can be explicitly 
simulated on the basis of the SHE method, as 
we shall indicate later in this section.  We also 
perform simulations beyond the Keldysh 
approximation by taking into account 2s and 2p 
states, to find that these intermediate states 
enhance the ionization rates significantly. 
 
Basic equations 
General dynamic equations for one-electron 
density matrices in the time-dependent 
Hartree-Fock approximation were derived in Ref. 
[3].  To solve these equations for a hydrogen-
like atom, we adopt the exact one-electron 
energies cε  and wave functions ( )cψ r  for the 
bound states c (=1s, 2s, 2px,y,z, etc.) [18], 
whereas we assume the free-electron energy 
spectrum  2 2 e/ 2k mε =k   and the plane wave 
( ) /ieψ ⋅= Ωk rk r   for the continuum, where Ω 
denotes the volume of the system.  As a 
consequence, the Coulomb interaction between 
the ejected electron and the remaining 1s hole 
is neglected as in the original assumption by 
Keldysh [14].  The dynamics of the density 
matrix then obeys the following equations 
( ) 2 Im ( ) ( )c c
c
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Here, the diagonal component of the density 
matrix is denoted as ( ) ( )k kkf t tρ≡  , which 
gives the population of state k, and 
  *( )( ) ( )c cd eψ ψ≡ −∫k kd r r r r ,   (2a) 
  *( )( ) ( )cc c cd eψ ψ′ ′≡ −∫d r r r r ,   (2b) 
  * ( )( ) ( )d eψ ψ′ ′≡ −∫kk k kd r r r r  
  






   (2c) 
represent the dipole-transition matrix elements.  
On the right-hand side of Eq. (1b), we note 
that the second term accounts for the usual 
single-photon ionization, while the third k-
derivative term accounts for the multiphoton 
ionization [3]; the latter can be derived from 
the nonlinear coupling term 
( ) ( )c tρ′ ′′ ≠∑ k k kk k d  
in the original density-matrix equation [3] with 
the help of Eq. (2c).  The fourth term represents 
the effect of intermediate bound states on 
ionization.  The final term plays an important 
role when ionization begins to saturate.  
The last term on the right-hand side of Eq. 
(1a), representing the drift motion of an 
electron under the electric field, can likewise be 
derived from the nonlinear coupling term 
( ) ( )tρ′ ′′ ≠∑ kk kkk k d ; the drift term does not 
alter the total ionization rate [3] but affects the 
electron energy distribution in the continuum.  
We note that the k-derivative terms analogous 
to those in (1a) and (1b) are relevant also to the 
dynamical Franz-Keldysh effects in 
semiconductor quantum wells in intense 
terahertz electric fields [6]. 
The density-matrix analysis of atomic 
multiphoton ionization was put forth earlier by 
Dixit and Lambropoulos [9] to compute angular 
distributions of photoelectrons. In their theory, 
the continuum wave functions were treated 
rigorously, whereas  ( )c tρk  was solved 
analytically in an approximate way, and 
( )tρ ′kk  was not treated explicitly; they 
regarded the continuum as a sink for the loss of 
bound-electron populations.  In this work, the 
whole coupled equations (1a)-(1e) are solved 
numerically. 
 
The spherical-harmonics expansion method 
We now solve Eqs. (1a)-(1e) through the SHE 
method.  We consider a spherical coordinate 
 4 
 
system where z-axis is chosen in the direction of 
E.  The direction of k is then specified by the 
angles {θk, ϕk} which we shall hereafter 
abbreviate as Ωk.  The diagonal and off-
diagonal components of the density matrix are 
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Here, 2 2B e/a m e≡   is the Bohr radius.  By 
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  ( ) ( )m k m kY Y ′ ′ ′× Ω Ω  .     (3c) 
Since the system under consideration 
possesses an axial symmetry around z-axis, only 
the m = 0 components contribute; the SHE 
reduces to the Legendre-polynomial expansion.  
We consider only 1s, 2s and 2pz states, since 
2px and 2py states do not couple with the 
ground state through electric dipole transitions. 
When we substitute (3a)-(3c) into (1a)-(1e) and 
perform angular integrations, the resultant 
equations for the expansion coefficients depend 
only on the magnitude k ≡ k : 
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          (5f) 
refer to the characteristic (Rabi) frequencies 
and  δ ′

 denotes Kronecker’s delta.  In Eqs. 
(4a-4k), we have used the fact that 
( ) ( )cf t f t>> k   when the system volume Ω is 
macroscopically large.   
The coefficients rI   and 
( )n
rJ   that enter 
Eqs. (4) are defined as 
* 2 0
0
( )( )(1 cos )
cos
k
r k r k k
k
YI d Y θ
θ
∂ Ω
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( ) *
0 0( ) (cos ) ( )
n
k r k n k krJ d Y P Yθ≡ Ω Ω Ω∫  ,        (7) 
where (cos )n kP θ  denotes the Legendre 
polynomial.  These integrations can be carried 
out with the aid of Wigner’s 3-j symbols [18]; 
the resultant non-zero components can be 
expressed compactly as follows (n: integer). 
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We note that ( )nrJ   is often denoted as 
( 0, 0)nc r   in atomic physics [18]. 
The set of coupled Eqs. (4a)-(4k) for 
max, 0,1, ,′ =      are integrated numerically 
with  the initial condition 1 (0) 1sf =  (all the 
other matrix elements are zero at t = 0), using 
the staggered leap-frog algorithm with a time 
step ∆t. The variables k, k’ ( max0 ,k k k′≤ ≤ ) are 
divided equally into Nk discrete points.  We 
have adopted max =24-32, kmax = 3 au, Nk = 
300-400, and ∆t = 0.0025 au in our simulations.   
 
Simulations in the Keldysh approximation 
We have computed time evolutions of the 
multiphoton ionization processes of a hydrogen 
atom (Z = 1) for photon energy ω = 5 eV.  To 
examine the performance of the SHE method, 
we first perform simulations within the Keldysh 
approximation.  The Keldysh approximation [14] 
is equivalent to making the following 
simplifications: (i) The contributions from 2s 
and 2pz states are neglected.  We thus retain 
Eqs. (4a) and (4b) but neglect (4c)-(4k).  We 
likewise retain (5a) while (5b)-(5f) are set equal 
to zero.  (ii) On the right-hand side of Eq. (4b), 
the last term containing the k’-integration is 
ignored.  (iii) We set 1 ( ) 1sf t ≈  on the right-hand 
side of Eq. (4b) to ignore saturation effects. 
The total ionization rate at time t can be 
calculated in accordance with cont( ) ( ) /w t f t t= ∂ ∂ , 
where 
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a dkk f t
π Ω
= ∫  (9) 
corresponds to the continuum population.  In 
Figure 1, we display the time-averaged 
ionization rates, 
00
1( ) ( )
t
t




 .      (10) 
 
 
Figure 1.  Time-averaged ionization rates (10) 
(solid and dotted curves) for multiphoton 
ionization of a hydrogen atom with Iν = 1014 
W/cm2 and 143 10×  W/cm2, compared with the 
Keldysh ionization rates in the asymptotic limit 
[14] (dashed curves).  The photon energy is 5 eV 
in all the cases. 
 
Here, we adopt t0 = 50 au in order to remove 
the initial transient variations of w(t).  
Numerical results are indicated by the solid 
curves.  We consider two cases with different 
laser intensities 20( / 8 )I c Eν π≡   = 1014 W/cm2 
(γ = 3.4) and 143 10×  W/cm2 (γ = 2.0); the 
minimum number of absorbed photons is 3 and 
4, respectively.  For comparison, we have 
performed analogous simulations for the case 
E(t) = E0sin(ωt), which are shown by the dotted 
curves.  Although ( )w t  oscillates and depend 
on the initial phase of the electric field, the 
phase-averaged values for large t turn out to be 
consistent with the asymptotic Keldysh rates 
[14].  In the previous paper [3], we have indeed 
proven that analytic solutions to (1a) and (1b) in 
a moving frame reproduce the Keldysh 
ionization rates [14] in the limit t → ∞ . 
 
 
Figure 2.  Convergence of ( )cont ( )f t
   with respect 
to   at t = 120 au; the laser intensity is 
142.42 10Iν = ×  W/cm
2. 
 
To assess the convergence of the SHE, we 
decompose the continuum population into 
multipole contributions according to 
max( ) 3 2 ( 0)
cont B 0
( ) ( )
k
kf t a dkk f t Ω≡ ∫
   . (11)  
Numerical results at t = 120 au are shown in 
Figure 2.  It can be seen that the contributions 
from   < 10 are dominant.  The cutoff 
max 32=   adopted in this work is thus large 
enough to warrant numerical accuracy, yet 
much more efficient than the two-dimensional 
discretization in the cylindrical coordinate 





Simulations including 2s and 2p states 
We proceed to the full simulations of Eqs. (4a)-
(4k) for a hydrogen atom to see how the 
intermediate 2s and 2pz states affect the 
dynamics of multiphoton ionization.  Since 
2 1s sε ε−  = 2 1zp sε ε−  = 10.20 eV, these levels 
are located close to the two-photon resonance 
for ω = 5 eV.  The simulation parameters in 
this subsection are chosen as max =24 and Nk = 
300.   
 
 
Figure 3.  Time evolutions of populations in the 
multiphoton ionization of a hydrogen atom for  
ω = 5 eV and Iν = 2.42×1014 W/cm2.   The solid 
curves depict our full simulations. The dot-
dashed curve indicates fcont(t) obtained by 
setting ( ) 0tρ ′ ≡kk  in (1b).  The dashed curve 
represents f1s(t) simulated in the Keldysh 
approximation; the dotted curve is the 
corresponding result by LaGattuta [20]. 
 
Figure 3 displays the time evolutions of 
populations for bound levels and continuum.  A 
comparison between the full simulation and the 
Keldysh approximation reveals that the 
resonant 2s and 2pz states tend to enhance the 
ionization significantly, although the 
populations of these states remain lower than 
about 0.1.  These features are qualitatively in 
accord with the more rigorous calculation by 
LaGattuta [20] based on the direct numerical 
solutions to the time-dependent Schrödinger 
equation.  Quantitatively, our simulations 
predict somewhat larger ionization rates 
compared with LaGattuta’s data, as shown by 
the rapid decrease of f1s in Figure 3.  
Our simulations show that fcont(t) 
eventually saturates and approaches unity.  
When we carry out analogous simulations by 
intentionally neglecting the last term on the 
right-hand side of Eq. (1b) related to ( )tρ ′kk , 
an unphysical feature fcont(t) > 1 appears for t > 
100 au as indicated by the dot-dashed curve in 
Figure 3.  Thus, the coupling between ( )c tρk
and ( )tρ ′kk  plays an important role in 




Figure 4.  Photoelectron energy distributions at 
t = 120 au for ω = 5 eV and Iν = 2.42×1014 
W/cm2.  The solid and dashed curves depict Eq. 
(12) computed with the full simulation and the 
simulation in the Keldysh approximation, 
respectively.  The dotted curve represents the 
simulation result by LaGattuta [20] with the 
scale given on the right axis. 
 
Transient photoelectron energy spectrum 





1( , ) ( )
4 k




=  ,  e2mk ε=

.   (12) 
This function satisfies the normalization
cont0
( , ) ( )d f t f tε ε
∞
=∫ .  The spectra so computed 
for Iν = 142.42 10×  W/cm2 and t = 120 au are 
shown in Figure 4 and compared with the 
calculation by LaGattuta [20].  The highest peak 
at 0.009 au and a smaller peak at 0.16 au in the 
full simulation may be interpreted as the three- 
and four-photon peak, respectively, which 
appear in LaGattuta’s data [20] as well. The 
energy of the four-photon peak, however, turns 
out to be somewhat lower than LaGattuta’s 
prediction.  Moreover, the height of the three-
photon peak in this work is significantly larger 
than that of the four-photon peak, whereas the 
two peak heights obtained by LaGattuta are 
roughly comparable. 
A possible origin of the discrepancies 
between the present and LaGattuta’s data in 
Figures 3 and 4 might be ascribed to the 
treatment of continuum wave functions.  As we 
have used plane waves, the resultant bound-
free dipole transition matrix elements (5a)-(5d) 
correspond to those in the Born approximation.  
It has been known that the Born approximation 
generally breaks down at energies near 
ionization threshold.  There are a variety of 
methods to obtain improved continuum wave 
functions near threshold, such as the distorted-
wave approximation [21], iterative Schwinger 
method [22], and B-spline method [23].  The 
wave functions obtained through these 
methods may be used to construct more 
accurate transition matrix elements that 
replace (5a)-(5d).   These are the issues to be 
studied in the future. 
We have also found that the neglect of the 
( )tρ ′kk -related term in (1b) results in an 
unphysical feature f(ε, t) < 0 for certain ranges 
of ε,  which again indicates an importance of 
the coupling between (1b) and (1e). 
 
Plasma Oscillations in Electron Liquids 
Plasma oscillation is a collective motion of 
electrons mutually interacting via Coulomb 
forces [9,10].  It has been investigated 
intensively in particular for an electron liquid in 
a uniform background of positive compensating 
charges [9,10].  Let us define ωq as the 
frequency of the plasma oscillation (or plasmon) 
with wave vector q, and introduce a 
dimensionless frequency F/ 2q qν ω ε≡  , where 
2 2
F F e/ 2k mε =   is the Fermi energy, 
2 1/3
F e(3 )k nπ=  is the Fermi wave number, and ne 
is the electron number density.  In the mean-
field RPA theory, the dispersion relation in the 












     = + +           
. (13) 
Here, the plasma frequency is given by
2 1/2
p e e(4 / )n e mω π=  , and p p F/ 2ν ω ε≡    is 
its dimensionless form.  For shorter 
wavelengths, damping of plasmon occurs 
through resonant particle-hole excitation 
[9,10,24], where quantum dynamics plays an 
essential role. 
The plasmon dispersion can be directly 
obtained through measurements or calculations 
of the dynamic structure factor S(q,ω), which 
carries information on the density-fluctuation 
spectrum [9,10,25].  It has been therefore 
customary to analyze plasma oscillations in 
frequency domain.  In ultrashort laser-pulse 
experiments, however, plasma oscillations may 
be suddenly excited by a strong perturbation 
applied to the electron system.  A real-time 
analysis of plasma oscillation has been scarce so 
far, except for a linear-response analysis by 
Allen [26] or semiclassical approximations 
[13,27].  In this section, we shall perform fully 
quantum simulations of plasma oscillations with 





Let us apply the general dynamical equations 
for the one-electron density matrix presented in 
Ref. [3] to a paramagnetic electron liquid in the 
ground state.  We introduce a notation 
,( , ) ( )t tρ ρ +≡k k k qq   which manifests a 
process of an electron-hole pair excitation with 
momentum −q (see Figure 5).  The one-electron 
energies and wave functions are given as 
2 2
e/ 2k mε =k   and ( ) /
ieψ ⋅= Ωk rk r  , 
respectively, where the exchange self-energy 
[28] has been neglected.  The resultant density-
















 ,   (14a) 
( , )













 , ( ) ( ) ( )
i t f t f tε + + − − k q k k k q

 .  (14b) 
The Hartree interaction among electrons 
responsible for the plasma oscillation is taken 




2 ( ) ( )v q tε ρ ε+ += =Ωk q k q k k q
 
  (15) 
 
with 2 2( ) 4 /v q e qπ≡  .  Note that Eq. (15) is 
independent of k.  Our primary concern is the 
Fourier component of the density fluctuation 
 
( ) ( , )t tρ ρ≡ ∑q k
k
q  .  (16) 
This quantity is related to the local electron 
density at position r via the Fourier transform 
e ( ) (2 / ) ( )
in t eρ ⋅= Ω ∑ q rq
q
r .  Formulae (14a) and 
(14b) constitute the time-evolution equations 
equivalent to RPA. 
We suppose that a small electron-hole pair 
excitation ( ,0)ρk q  preexists at t = 0 and figure 
out whether it triggers spontaneous plasma 
oscillations [26].  Specifically, ( ,0)ρk q  is 
assumed to take the form 
 















,       (17) 
where Γ is a positive infinitesimal, and 
F
F
1,   
(0)






k  .   (18) 
 
Equation (17) corresponds to the density matrix 
induced by a weak, hypothetical local potential 
vext(q) in noninteracting electron gas, that can 
be derived through the first-order perturbation 
theory [3]. 
 
The spherical-harmonics expansion method 
To solve Eqs. (14a) and (14b), we fix the vector 





( ) ( ) ( )m m kk
m












( , ) ( , ) ( )m m kqk
m












Here, { , }k k kθ ϕΩ ≡  specifies the direction of k 
in xyz-frame fixed in the laboratory, whereas 
{ , }kq kq kqθ ϕΩ ≡   denotes the corresponding 
angle in XYZ-frame which is obtained by 
rotating the xyz-frame in such a way that the Z-
axis points to the direction of q. 
To simplify the problem, we consider a 
case where vext(q) is spherically symmetric.  
Since the Fermi surface is also spherical, we 
may set (00)( ) ( ) / 2kf t f t π=k   in (19a).  Equation 
(14a) then reduces to 
 








4 1Im ( ) ( ) ( , )
(2 ) k
a d v q t tρ ρ
π − Ω
=
Ω ∫ qq q
 
0  ( )→ Ω → ∞ .               (20) 
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Here, the right-hand side contains the system 
volume Ω in the denominator and hence 
vanishes for a macroscopic system Ω → ∞  .  
Thus, (00) ( )kf t  is independent of t, which means 
that the initial Fermi distribution (18) remains 
unchanged: (00) 2kf π=  for Fk k≤   and 




Figure 5.  Anisotropic nature of the electron-
hole excitation processes in the Fermi sphere.  
The two processes indicated by the same 
excitation wave vector q are inequivalent, 




Because the system is axially symmetric 
in k-space once q is fixed, only the m = 0 
components remain in equation (19b).  We 
emphasize, however, that the summation over 
 must be fully retained, because the probability 
of electron-hole excitation depends on the 
direction of k for a given q, as illustrated in 
Figure 5.  Noting that ε +k q   can be expressed in 
terms of cos kqθ  , equation (14b) can be 
rewritten as 
 






q   
(1) ( 1,0) (1) ( 1,0)
, 1 , 1
e
( , ) ( , )k k
kqi J t J t
m
ρ ρ− +− +Ω Ω
 = − +  
q q 












− q   
3
B






(00) (00)(cos )( )
k q
kq k kk q
dk k P f fθ
+
′−
′ ′× −∫  ,    (21) 
 
where 2 2 2cos ( ) / 2kq k k q kqθ ′≡ − − ; 
(1)
, 1J −   and 
(1)
, 1J +    are given by (8e) and (8f), respectively.  
By combining equation (16) with (19b), the 
density fluctuation ( )tρq   that enters 










at dkk tρ ρ
π Ω
= ∫q q .   (22) 
 
We remark that the volume factor Ω does not 
appear explicitly in equation (21) unlike 
equation (20). 
The initial condition (17) can likewise be 
rewritten in the SHE form.  We assume a 



















   (cos )
k q
kqk q
dk k P θ
+
−
′ ′×∫    
(00) (00)
2 2
B B( ) ( )
k kf f
ka k a i
′−×
′ ′− + Γ
,    (23) 
 
where we choose the (arbitrary) model 
parameters as A = 0.01, B = 1, and 810−′Γ =   .  
We remark that equation (23) is independent of 





Equation (21) for max0,1, ,=     has been 
integrated numerically with initial condition 
(23) for electron density 
1/3
s e B(3 / 4 ) / 4r n aπ≡ =  .  The midpoint 
algorithm has been employed.  The variable k 
( max0 k k≤ ≤  ) has been divided into Nk grid 
points; the k′ -integrations in (21) and (23) can 
also be evaluated as discrete summations over 
these grid points.  The simulation parameters 
are max 24=  , kmax = 2.5kF, Nk = 400, and the 
time step F0.01 / 2t ε∆ =   .  We have also 
performed simulations with kmax = 2.0kF to find 





Figure 6.  Real part of the density fluctuation 
(22) for rs = 4.  The filled circles, empty circles 
and crosses are the computed data for q/kF = 
0.25, 0.5, and 1.0, respectively; the solid curves 
are the corresponding fits. 
 
 
Figure 6 indicates time evolutions of 
Re ( )tρq   for various values of q, which clearly 
manifest collective plasma oscillations.  The 
computed data can be fitted with the functional 
form Re ( ) cos( ) exp( )q qt C t tρ ω γ= −q , where ωq 
gives the frequency of the plasmon, and γq is 
the corresponding damping factor.  It can be 
observed that ωq is an increasing function of q, 
indicating a positive dispersion relation.  For 
q/kF = 0.25 and 0.5, the damping factor can be 
neglected (γq = 0), while the data for q/kF = 1.0 





Figure 7.  Imaginary part of the density 
fluctuation (22) for rs = 4 and q = 0.75kF.  The 
solid and dashed curves correspond to the case 
with max 24=   and 7, respectively. 
 
 
By definition, the density fluctuation (16) 
should satisfy the relation ( ) ( )t tρ ρ ∗− =q q  .  
Because ( )tρq   depends only on the 
magnitude of q in the numerical examples 
treated in this work, it follows that 
Im ( ) 0tρ =q  ; this criterion can be used to 
judge the numerical accuracy of the simulations.  
It can be seen in Figure 7 that, when max   is 
too small, spurious oscillations of Im ( )tρq   
appear, whereas such oscillations can be 
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diminished to a negligible level by setting 
max 20≈   or larger.   
For comparison, we have also performed 
simulations in which the matrix elements 
( )tρ ′kk  are computed directly on three-
dimensional cubic grid points without the use of 
SHE.  In that case, the matrix size becomes as 
large as (2Nk+1)3 × (2Nk+1)3 if we divide the 
region , , max0 x y zk k≤ ≤  into Nk points, and 
hence a realistic value of Nk is at most 10-20.  
As a result, the plasmon damping at large 
wavenumbers (q/kF > 1.0) could not be 
reproduced correctly; the oscillation once 
decays but recovers later again, which is clearly 
unphysical. 
The plasmon dispersion curve (q-ωq 
relation) is displayed in Figure 8.  For q/kF < 0.8, 












    










 + −      
 . (24) 
Here, the q4-term was obtained previously by 
Ferrell [24], while the q6-term has been 
calculated in this work by following his 
prescription.  As q increases, the dispersion 
curve eventually enters a particle-hole 
excitation regime, where the plasmon decays 
via resonant absorption [9,10,24].  According to 
Ferrell [24], the cutoff value qc at the onset of 
plasmon decay is determined by the relation 
( )

















 , (25) 
which yields qc = 0.946kF for rs = 4, as indicated 
by the cross in Figure 8.  The plasmon damping 
should occur for q > qc; our numerical result for 
q/kF = 1 in Figure 6 indeed exhibits a damped 






Figure 8.  The plasmon dispersion relation for rs 
= 4.  Black and white circles indicate numerical 
results for kmax = 2kF and 2.5kF, respectively.  
The dotted curve represents the boundary of 
the particle-hole continuum.  The cutoff qc 
given by Eq. (25) is marked with the cross.  The 
solid curve depicts the analytic RPA formula 
(24). 
 
Conclusion and Outlook 
We have proposed a SHE method to solve the 
density-matrix equations of quantum electron 
dynamics in continuum states.  We have 
thereby shown that this method is applicable to 
real-time dynamics of both atomic and 
condensed-matter processes, such as 
multiphoton ionization of a hydrogen-like atom 
and plasma oscillations in electron liquids.  In 
both cases, numerical accuracy has been 
achieved by setting max 20-30≈ : These values 
are only slightly larger than the typical values 
for semi-classical Boltzmann equations [11,12] 
( max 1-20≈ ) and hence an efficiency of the SHE 
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has been ensured for quantum simulations as 
well.  
The main achievement in the present work 
is to solve fully coupled dynamics of density 
matrices for both bound and continuum states.  
Specifically, we have demonstrated a significant 
enhancement of multiphoton ionization due to 
resonant 2s and 2p states.  The bound-
continuum density matrix ,1 ( )s tρk  is directly 
responsible for the ionization of a 1s electron, 
which in turn is coupled with the continuum 
density matrix ( )tρ ′kk ; the latter quantity 
plays a central role in the dynamics of plasma 
oscillation in an electron liquid.  
The final goal of the present SHE method is 
to simulate ultrafast quantum phenomena in 
which both localized and delocalized electrons 
participate.  As a relevant example, we mention 
a solid or cluster irradiated by an x-ray free-
electron laser pulse, in which localized core 
holes are created through photoionization and 
delocalized valence electrons respond to them. 
The present simulation of atomic 
photoionization has been limited to a one-
electron atom.  Photoionization of a 
multielectron atom can in principle be 
formulated by incorporating the self-energy 
matrices that account for electron-electron or 
electron-hole interactions in excited states [3].  
It remains to be seen whether the spin-
dependent self-energy matrix in the 
unrestricted formalism [3] can describe 
correlated motions of ionizing and remaining 
electrons [29] without invoking the 
conventional single active electron 
approximation [15].   
For a molecule or a crystal, the bound-free 
transition matrix element (2a) may be 
generalized as *( ) ( )( ) ( )c cd eψ ψ≡ − −∫k kd R r r R r r  
for an atom located at R.  In the case of a crystal, 
the relation ( ) (0)ic ce
⋅= k Rk kd R d  holds due to 
the Bloch theorem, producing an additional 
factor ie ⋅k R  that has to be handled.  When a 
simple axial symmetry is broken, the 
transformation of a spherical harmonics 
between laboratory and molecular frame would 
have to be used extensively [30].  Plasma 
oscillations induced by general random 
potentials are no longer isotropic so that the 
expansion (19a) should be carried out explicitly.  
Further developments would be necessary 
along these lines. 
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