(Bi)modules, morphismes et r\'eduction des star-produits: le cas
  symplectique, feuilletages et obstructions by Bordemann, Martin
ar
X
iv
:m
at
h/
04
03
33
4v
1 
 [m
ath
.Q
A]
  2
0 M
ar 
20
04
(Bi)Modules, morphismes et
re´duction des star-produits : le cas
symplectique, feuilletages et
obstructions
De´die´ au soixantie`me anniversaire d’Alan Weinstein.
Mars 2004
Martin Bordemann
Laboratoire des Mathe´matiques et Applications
Universite´ de Haute Alsace, Mulhouse
e–mail : M.Bordemann@uha.fr
English Abstract
We give a differential geometric framework for the description of (bi)modules, mor-
phisms and reduction of star-products in deformation quantization in terms of mul-
tidifferential operators along maps. We show that algebra morphisms deform Poisson
maps and left modules on function spaces deform coisotropic maps. Let C be a closed
coisotropic submanifold of a Poisson manifold M : a star-product on M is repre-
sentable (as differential operators on the space of smooth functions) on C iff it is
equivalent to a star-product for which the vanishing ideal I[[ν]] of C is a left ideal
in the deformed algebra (“coisotropic creed” by Lu and Weinstein). Moreover, for
symplectic reduction the fact is important that deformation of the vanishing ideal I
as a subalgebra automatically is either a left or right ideal in case M is symplectic.
We show that a symplectic star-product is always representable on a coisotropic sub-
manifold in case the reduced space exists, and we classify all bimodule structures on
the function space on C (with respect to the deformed and the reduced algebra) in
terms of its first de Rham cohomology. We show that in the symplectic case there are
obstructions to the representability of a star-product which are related to a differen-
tial topological invariant of the foliation of the coisotropic submanifold, the so-called
Atiyah-Molino class. If the latter vanishes, we prove that star-products with suitable
Deligne classes can be represented. Finally, by a Fedosovian analysis we show that
a Poisson map φ : M → M ′ between two symplectic manifolds is not always de-
formable into an algebra morphism : the obstructions are once again related to the
Atiyah-Molino class of the symplectic orthogonal bundle of the kernel bundle of the
tangent map of φ : if this class vanishes, we show that φ can be quantized subject to
suitable conditions on the Deligne classes. The example of the cotangent bundle of
the two-dimensional torus and complex projective space are discussed.
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Introduction
Depuis l’article fondateur de Bayen, Flato, Frønsdal, Lichnerowicz et
Sternheimer en 1978 [6], la quantification par de´formation est devenu un
domaine de recherche assez vaste qui couvre plusieur domaines alge´briques
comme la the´orie des de´formations formelles des alge`bres associatives voir
[55], [56], [57], [58], [59]) et, plus re´cemment, la the´orie des ope´rades et
le domaine des varie´te´s de Poisson qui inclut celui des varie´te´s symplec-
tiques, voir e´galement [115], [104] et [45]. Plus pre´cise´ment, on conside`re
dans cette the´orie une varie´te´ de Poisson (M,P ) et l’alge`bre commutative
associative C∞(M,K) de toutes les fonctions de classe C∞ sur M a` valeurs
dans K = R ou C. Un star-produit ∗ =∑∞r=0 νrCr surM est une de´formation
formelle associative de la multiplication point-par-point C0 telle que C1(f, g)−
C1(g, f) est e´gal a` deux fois le crochet de Poisson P (df, dg) quels que soient
f, g ∈ C∞(M,K). Les applications Cr sont des ope´rateurs bidiffe´rentiels,
et le parame`tre formel ν correpond a` i~
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dans des situations convergentes.
L’alge`bre de´forme´e A = (C∞(M,K)[[ν]], ∗) sur l’anneau K[[ν]] est interpre´te´e
comme alge`bre d’observables quantiques. Deux star-produits ∗ et ∗′ sont dits
e´quivalents lorsque les alge`bres de´forme´es sont isomorphes par rapport a` une
se´rie formelle d’ope´rateurs diffe´rentiels dont le coefficient d’ordre 0 est l’ap-
plication identique. L’existence des star-produits a e´te´ de´montre´e pour le cas
symplectique par De Wilde et Lecomte (1983 dans [42]), par Fedosov (1985
dans [49]) et par Omori, Maeda, Yoshioka (1991 dans [96]). La classification
a` e´quivalence pre`s –dans le cas symplectique– a e´te´ obtenue par Deligne [40],
Nest/Tsygan [91], [92] et Bertelsson/Cahen/Gutt [7] en termes des se´ries
formelles a` coefficients dans le deuxie`me groupe de cohomologie de de Rham
H2dR(M,K). En 1997 Kontsevitch a montre´ l’existence et la classification dans
le cas d’une varie´te´ de Poisson ge´ne´rale, [73] (voir e´galement [3]).
Le grand avantage de cette approche est premie`rement l’absence de toute ob-
struction, deuxie`mement la ‘limite classique limν→0’ et donc la transition a`
la me´canique classique automatiquement installe´es, et troisie`mement une de-
scription en termes ge´ome´triques intuitives. La quantification par de´formation
de´crit d’abord l’alge`bre des observables sans faire re´fe´rence a` un espace
(pre´)hilbertien, ce qui est tre`s raisonnable pour la comparaison de la sit-
uation classique avec la situation quantique : les phe´nome`nes ‘bizarres’ de la
me´canique quantique, comme les verschra¨nkten Zusta¨nde (les e´tats encheveˆt-
re´s) de Schro¨dinger dans la description d’un syste`me compose´ de deux sys-
te`mes, ne se montrent pas de manie`re ensembliste au niveau des observables :
dans le cas classique on a C∞(M1×M2,K) = C∞(M1,K)⊗ˆC∞(M2,K), ce qui
est un produit tensoriel topologique ainsi que dans le cas quantique usuel ou`
l’alge`bre (stellaire) des observables B est donne´e par B1⊗ˆB2.
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Face a` la classe d’alge`bres associatives fournies par la quantification par
de´formation, les questions suivantes sont imme´diates d’un point de vue alge`brique :
– Quels sont les modules M de A, i.e. les K[[ν]]-modules M et les
applications K[[ν]]-biline´aires
ρ : A×M→M
avec
ρ(f ∗ g)(ϕ) = ρ(f)ρ(g)(ϕ) et ρ(1)ϕ = ϕ
quels que soient f, g ∈ A et ϕ ∈M ?
– Quels sont lesmorphismes de l’alge`bre A dans A′, i.e. les applications
K[[ν]]-line´aires
Φ : A → A′
avec
Φ(f ∗ g) = (Φ(f)) ∗′ (Φ(g)) et Φ(1) = 1
quels que soient f, g ∈ A ?
Ne´ansmoins, l’e´tude de ces questions a commence´ beaucoup plus tard que
celle de l’existence et l’e`quivalence des star-produits, et on n’a pas encore
beaucoup de re´sultats :
Quant aux modules –qui sont a` premie`re vue tre`s inte´ressants pour un physi-
cien qui veut savoir comment les espaces hilbertiens de la me´canique quan-
tique trouvent leur place dans cette the´orie– je vois une des raisons dans le
fait qu’une des principales motivations de la me´thode de la quantification
par de´formation, conc¸ue en 1978, a e´te´ l’objectif de se de´barasser de l’espace
de Hilbert utilise´ en me´canique quantique usuelle et de tirer tout renseigne-
ment sur le spectre et, plus ge´ne´ralement, sur les probabilite´s de transition
de physique, directement de l’alge`bre de´forme´e. Pour cette fin, l’outil clef
de l’e´cole de Bayen, Flato, Frønsdal, Lichnerowicz et Sternheimer a e´te´ la
star-exponentielle qui –interpre´te´e dans un cadre distributionnel de´pendant
de la situation– a donne´ le spectre correct des principaux exemples de la
me´canique quantique, voir [6].
Quant aux morphismes : on ne voit pas beaucoup de morphismes d’alge`bres
d’observables en me´canique quantique entre deux syste`mes de physique re´els,
mis a` part les inclusions d’alge`bres A1 → A qu’on rencontre entre autres dans
la the´orie des champs quantiques locale de Haag/Kastler (voir par exemple
[65]) ou du type A1 → A1⊗ˆA2 provenant de la me´canique quantique de
plusieurs particules et correspondant a` des projections
M1 ×M2
pr1 ↓
M1
(0.1)
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Pourtant, les modules ont apparu plusieurs fois dans un cadre de quan-
tification par de´formation : Fedosov a e´tudie´ des modules projectifs a` un
nombre fini de ge´ne´rateurs pour obtenir des re´sultats en K-the´orie et the´orie
d’indice, voir [49], [52]. D’apre`s le the´ore`me de Serre/Swan, il s’y agit d’une
de´formation des espaces de sections de classe C∞ d’un fibre´ vectoriel sur
M . En outre, motive´s par des questions du physicien mathe´maticien Klaus
Fredenhagen, avec S.Waldmann on a e´tudie´ les repre´sentations sur un es-
pace pre´hilbertien du type Gel’fand-Naimark-Segal (GNS) pour les alge`bres
de´forme´es, [19], tout en utilisant l’ordre nonarchime´dien de l’anneau R[[ν]]
pour de´finir les fonctions line´aires positives. On avait ainsi retrouve´ les repre´-
sentations de Schro¨dinger, de Wick et WKB. De plus, il n’est pas e´tonnant
que pour certains calculs symboliques des ope´rateurs diffe´rentiels sur une
varie´te´ Q (voir par exemple [117] pour des de´finitions) l’espace C∞(Q,K)[[ν]]
apparaisse comme module pour l’alge`bre
(C∞(T ∗Q,K)[[ν]], ∗) avec le star-
produit ∗ bien-choisi, voir par exemple [39] (ou` une trace (voir e´galement
[97]) et la cohomologie cyclique ont e´te´ e´tudie´es), [17], [16] et [10]. Mais il y a
aussi des calculs symboliques qui ne de´finissent pas un star-produit sur T ∗Q,
voir les calculs invariants par l’alge`bre de Lie sl(n+1,R) ou so(p+1, n−p+1)
pour Q = Rn, voir [78] et [48] et le calcul invariant par un changement pro-
jectif de la connexion, [11]. Finalement, S. Waldmann a continue´ l’e´tude des
repre´sentations GNS et de l’induction de Rieffel, [109], [110], arrivant (avec
H. Bursztyn) a` l’e´tude de l’e´quivalence de Morita de deux alge`bres de´forme´es
non isomorphes, [24], [25] [26], [27] et [29].
Les morphismes on e´te´ e´tudie´s pour le cas particulier d’une syme´trie, i.e. ou`
φ : U → A avec U l’alge`bre enveloppante d’une alge`bre de Lie g ou, plus
ge´ne´ralement, un groupe quantique, c.-a`-d. une alge`bre de Hopf de´formant
l’alge`bre enveloppante de g. L’analogue classique pour le premier cas est une
application moment
J : M → g∗, (0.2)
c.-a`-d. une application de Poisson dans g∗ muni de la structure de Poisson
line´aire. La de´formation J : M → g∗[[ν]] de J est appele´e application moment
quantique par Xu, [118], quand
〈J, ξ〉 ∗ 〈J, η〉 − 〈J, η〉 ∗ 〈J, ξ〉 = 2ν〈J, [ξ, η]〉
quels que soient ξ, η ∈ g. Un star-produit ∗ sur C∞(M,K)[[ν]] qui admet
une telle application est dit covariant, [2]. Fedosov a montre´ l’existence des
star-produits covariants au cas ou` les champs de vecteurs hamiltoniens X〈J,ξ〉
(avec ξ ∈ g) pre´servent une connexion ∇ sur M (par exemple dans le cas
d’un groupe de Lie compact ou plus ge´ne´ralement pour une action propre
d’un groupe de Lie), [52], [64].
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Un cas particulier de cette situation est donne´ par g abe´lienne (et M sym-
plectique, J une submersion presque partout et 2 dim g = dimM) : dans ce
cas on trouve des syste`mes inte´grables quantiques, voir par exemple [32], [95],
[15].
Une situation de la ge´ome´trie symplectique, pour laquelle on ne verrait
pas –a` premie`re vue– une liaison avec les deux questions mentionne´es ci-
dessus, est donne´e par la re´duction symplectique, voir [83], [113], [1] : on
conside`re une sous-varie´te´ co¨ısotrope i : C → M d’une varie´te´ symplectique
(M,ω) (pour laquelle le fibre´ E des sous-espaces orthogonaux a` tous les es-
paces tangents fait partie du fibre´ tangent TC). Puisque E est inte´grable, C
est muni d’un feuilletage re´gulier, et on peut conside´rer l’espace des feuilles,
π : C → Mred. Au cas ou` Mred est muni de la structure d’une varie´te´
diffe´rentiable telle que la projection canonique π soit une submersion, l’espace
re´duit Mred est muni d’une structure symplectique ωred telle que
i∗ω = π∗ωred (0.3)
D’un point de vue de physique, la re´duction symplectique est tre`s impor-
tante : la varie´te´ M correspond a` une description ‘a` trop de degre´s de lib-
erte´’, mais qui est dans la plupart des cas ‘plus simple pour le calcul’. C est
le re´sultat des ‘contraintes de physique’ qui –s’ils sont ‘first class’ (c.-a`-d. C
co¨ısotropes)– ‘agissent’ sur C et y produisent des ‘orbites de jauge’. L’espace
re´duit y est de´crit par des choix de repre´sentants locaux dans les feuilles, on
‘fixe la jauge’. 1
La re´duction de Marsden-Weinstein [83] est un cas particulier de cette con-
struction ou` C = J−1(0) pour la valeur re´gulie`re 0 d’une application moment
J . Ici les restrictions des fonctions invariantes par l’action de l’alge`bre de Lie
se projettent sur les fonctions sur l’espace re´duit. En physique, on rencontre
souvent des situations singulie`res ou` C n’est plus une varie´te´, mais plutoˆt
une varie´te´ stratifie´e (voir [99] pour des de´finitions) ainsi que l’espace re´duit,
[103] et [77]. Malgre´ leur importance, je ne vais pas aborder ces sujets dans
ce rapport.
Dans les premiers travaux sur la quantification par de´formation de la re´duction
symplectique, on n’a conside´re´ que les deux varie´te´s symplectiques M et
Mred : plus pre´cise´ment, on a voulu calculer un star-produit sur l’espace
re´duit en termes d’un star-produit sur M : Fedosov a applique´ sa construc-
tion [49] au cas d’une application moment d’une action du cercle, voir [51]
1Le point de vue de re´duction adopte´ dans ce rapport est purement ge´ome´trique dans le
sens que c’est seulement la sous-varie´te´ feuillete´e C de M qui est e´tudie´e et en ge´ne´ral pas
les e´ventuelles contraintes qui la de´finissent. J. S´niatycki m’a signale´ qu’en physique on
e´tudie e´galement la re´duction a` l’aide de l’ide´al engendre´ par un ensemble de contraintes
spe´cifiques qui n’e´puise en ge´ne´ral pas l’ide´al annulateur I de C.
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et ensuite au cas d’une action d’un groupe de Lie compact, voir [53] ; une
formule explicite pour un star-produit sur l’espace projectif complexe a e´te´
trouve´e par re´duction dans [21], et pour les varie´te´s de Grassmann dans
[102]. Finalement, la re´duction symplectique a e´te´ formule´e –dans le cadre
de la re´duction de Marsden-Weinstein et la cohomologie BRST– entre autres
pour le cas de l’action propre d’un groupe de Lie dans [13].
On peut se poser la question de savoir quel est le roˆle alge´brique de la sous-
varie´te´ co¨ısotrope C : a` premie`re vue, au diagramme de varie´te´s diffe´rentiables
correspond un diagramme d’anneaux commutatifs :
M
i
ր
C
ց
π
Mred
C∞(M,K)
i∗
ւ
C∞(C,K)
տ
π∗
C∞(Mred,K)
(0.4)
mais la varie´te´ C n’est en ge´ne´ral pas une varie´te´ de Poisson telle que la
projection π soit une application de Poisson : par exemple, pour la sphe`re S3
–vue comme sous-varie´te´ co¨ısotrope de R4– la projection π est la fibration
de Hopf sur Mred = S
2 = CP (1) ; s’il existait une structure de Poisson sur
S3 qui se projettait sur celle de S2 (provenant de la forme de Fubini-Study)
on aurait un feuilletage de codimension 1 sur S3 qui serait transverse aux
fibres de la fibration de Hopf, qui serait donc donne´ par un rele`vement de
l’action de SU(2) sur S2 et dont les feuilles seraient toutes diffe´omorphes a` S2
contrairement a` un the´ore`me de Novikov (1965) que les feuilles compactes ont
la topologie du 2-tore. Alors on ne peut pas espe´rer que la quantification de
C consiste e´galement en une de´formation associative formelle de l’alge`bre de
fonctions C∞(C,K). On obtient une indication en regardant l’ide´al annulateur
de C,
I := {f ∈ C∞(M,K) | f(c) = 0 ∀ c ∈ C}, (0.5)
qui est un ide´al par rapport a` la multiplication point-par-point, mais –graˆce a`
la co¨ısotropie– seulement une sous-alge`bre par rapport au crochet de Poisson.
Alors il n’est pas dur a` deviner que la quantification de I devrait eˆtre ‘une
moyenne entre ide´al et sous-alge`bre’, alors un ide´al unilate´ral dans l’alge`bre
de´forme´e (C∞(M,K)[[ν]], ∗). On a e´te´ tre`s fier a` Freiburg de cette ide´e en 1997
en e´tudiant la re´duction symplectique quantique, jusqu’a` notre de´couverte de
l’article de Jiang Hua Lu [81] de 1993 (sur l’action des alge`bres de Hopf) dans
lequel elle a de´ja` parle´ de la quantification de I en tant qu’ide´al unilate´ral
comme ‘coisotropic creed’ sans toucher a` la quantification par de´formation.
Si l’ide´al annulateur de´forme´ Iˆ est un ide´al a` gauche et en plus isomor-
phe –en tant que K[[ν]]-module– a` I[[ν]], alors le quotient C∞(M,K)[[ν]]/Iˆ
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serait isomorphe a` C∞(C,K)[[ν]] et muni de la structure canonique d’un
C∞(M,K)[[ν]]-module a` gauche. Nous avons e´tudie´ la de´formation de l’ide´al
annulateur –dans le cas particulier de la re´duction de Marsden-Weinstein–
dans [13] en 1999.
On est donc mene´ a` interpre´ter le diagramme 0.4 comme l’action de l’alge`bre
C∞(M,K)[[ν]] et e´galement de C∞(Mred,K)[[ν]] sur C∞(C,K)[[ν]], alors comme
un bimodule par rapport a` ces alge`bres, chose que j’ai apprise par Alan We-
instein. En outre, il est bien connu que l’alge`bre de Poisson des fonctions C∞
sur l’espace re´duit se de´crit comme quotient N (I)/I ou`
N (I) := {f ∈ C∞(M,K) | {f, g} ∈ I ∀ g ∈ I} (0.6)
de´signe l’ide´alisateur de Lie de I qui est bien connu dans la the´orie de
BRST, voir par exemple [13]. Une notion plus faible de la re´duction serait
de de´former N (I) et l’ide´al annulateur seulement comme sous-alge`bres de
l’alge`bre de´formee´e telles que la de´formation de I ne soit un ide´al bilate`re
que de la de´formation de N (I). Ainsi on aurait aussi une alge`bre quotient
bien de´finie qui correspondrait a` l’alge`bre re´duite.
Toutes ces conside´rations montrent que la the´orie des (bi)modules en
quantification par de´formation n’est pas negligeable si on essaie de com-
prendre la re´duction symplectique. De plus, si la codimension de la sous-
varie´te´ co¨ısotrope C est strictement positive, l’espace C∞(C,K) en tant que
C∞(M,K)-module n’est plus projectif, donc on ne peut en ge´ne´ral plus utiliser
les re´sultats positifs de la quantification des modules projectifs qui sont cite´s
ci-dessus. A priori, l’existence des repre´sentations n’est pas e´vidente, et il
faut e´tudier ‘die Bedingungen der Mo¨glichkeit von Darstellung u¨berhaupt’,
i.e. les obstructions possibles.
Dans ce rapport, je voudrais bien e´tudier les morphismes, les modules
et la re´duction dans le cadre de la quantification par de´formation. Il y a
plusieurs objectifs :
1. Etablissement d’un cadre de ge´ome´trie diffe´rentielle qui permet de
spe´cifier la classe des morphismes et des modules qu’on va regarder.
Ici surtout les ope´rateurs multidiffe´entiels le long des applications se
montrent tre`s utils.
2. Identification des ‘limites classiques’ des morphismes et des repre´sen-
tations (sur l’espace de fonctions C∞ a` valeurs dans K sur une varie´te´
C) : applications de Poisson et applications co¨ısotropes.
3. Re´duction des trois proble`mes des morphismes, des modules et de la
re´duction symplectique au seul proble`me des modules.
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4. Classification des bimodules apparaissant dans la version quantique de
la re´duction.
5. Etude des obstructions (re´currentes et totales) pour la repre´sentabilite´
d’un star-produit sur une sous-varie´te´ co¨ısotrope : ici un invariant de
feuilletage (la classe d’Atiyah-Molino) jouera un roˆle de´cisif.
6. Description d’une classe d’exemples pour lesquels la repre´sentation est
possible.
7. Etude des obstructions totales pour le proble`me de la quantification des
morphismes de Poisson entre deux varie´te´s symplectiques
8. Description d’une classe d’exemples pour des morphismes de Poisson
quantifiables.
On a obtenu les re´sultats suivants :
Le paragraphe 1 sert de rappel de plusieurs notions dont j’aurai besoin par
la suite : les varie´te´s et les applications de Poisson (paragraphe 1.1), la the´orie
(alge´brique) des sous-varie´te´s (paragraphe 1.2), les sous-varie´te´s et applica-
tions co¨ısotropes (paragraphe 1.3), les varie´te´s feuillete´es (paragraphe 1.4),
la re´duction symplectique (pargraphe 1.5), les ope´rateurs multidiffe´rentiels le
long des applications (paragraphe 1.6) et les star-produits (paragraphe 1.7).
En paragraphe 2.1), on montre d’abord le re´sultat sans doute bien connu
que toutmorphisme Φ :
(C∞(M,K)[[ν]], ∗)→ (C∞(M ′,K)[[ν]], ∗′) entre deux
alge`bres de´forme´es est la de´formation du pull-back avec un morphisme de
Poisson φ : M ′ →M (voir le lemme 2.1). Alors il est naturel d’introduire la
notion d’un morphisme diffe´rentiel (voir la de´finition 2.2) qui est donne´ par
une se´rie d’ope´rateurs diffe´rentiels le long de φ (voir le paragraphe 1.6) et de
poser le proble`me de la quantification des applications de Poisson. De plus,
on e´tablit le lien entre les morphismes et les applications moment quantiques
de Xu [118], voir la proposition 2.2.
En paragraphe 2.2 on donne une de´finition d’une repre´sentation ρ de
l’alge`bre de´forme´e
(C∞(M,K), ∗) comme un homomorphisme dans l’alge`bre
associative de toutes les se´ries formelles a` coefficients dans l’alge`bre des
ope´rateurs diffe´rentiels des sections d’une fibre´ vectoriel E sur une varie´te´
C (de´finition 2.3) et les de´finitions usuelles des bimodules (l’e´qn (2.5)), des
e´quivalences (de´finition 2.4) de repre´sentations et des liaisons entre deux star-
produits et leurs repre´sentations (ou` on admet des morphismes (l’e´qn (2.6)).
En particulier, pour le fibre´ trivial C ×K on peut montrer (proposition 2.3)
que ‘la limite classique’, i.e. le terme d’ordre 0 de la repre´sentation est donne´
par ρ0(f)ϕ = (i
∗f)ϕ ou` i : C →M est une application co¨ısotrope (de´finition
1.1), i.e. pour laquelle Keri∗ est une sous-alge`bre de Poisson de C∞(M,K).
Ceci provoque la de´finition d’une repre´sentation diffe´rentielle ou` les coeffi-
cients ρr de la repre´sentation sont des ope´rateurs bidiffe´rentiels le long des
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applications i : C → M et id : C → C (de´finition 2.6). En particulier,
pour une sous-varie´te´ co¨ısotrope C d’une varie´te´ de Poisson le proble`me de
la repre´sentabilite´ d’un star-produit donne´ se pose, i.e. si on peut trouver
une repre´sentation diffe´rentielle sur les fonctions sur C qui de´forme l’appli-
cation de restriction i∗ (de´finition 2.7). Cette de´formation de l’application
de restriction a de´ja` e´te´ e´tudie´e dans le contexte BRST de la re´duction de
Marsden Weinstein dans [13]. De plus, il n’est pas dur a` voir qu’un star-
produit est repre´sentable sur C si et seulement s’il est repre´sentable dans
un voisinage ouvert (par exemple un voisinage tubulaire) de C (corollaire
2.1). On rappelle quelques calculs symboliques des ope´rateurs diffe´rentiels
sur une varie´te´ diffe´rentiable Q qui forment des exemples importants des
repre´sentations diffe´rentielles des star-produits sur T ∗Q, voir [117], [10], et
on en tire la conclusion que dans une carte contractile de sous-varie´te la re-
striction de tout star-produit symplectique est repre´sentable (corollaire 2.2).
On donne deux de´finitions possibles de la re´duction symplectique quan-
tique par rapport a` une sous-varie´te´ co¨ısotrope ferme´e C en paragraphe 2.3 :
On appelle un star-produit projetable si les K[[ν]]-modules I[[ν]] et N (I)[[ν]]
sont des sous-alge`bres de
(C∞(M,K)[[ν]], ∗) avec I[[ν]] un ide´al bilate`re
dans N (I)[[ν]] (de´finition 2.9). Il est imme´diat que le K[[ν]]-module quotient
N (I)[[ν]]/I[[ν]], qui est isomorphe a` C∞(Mred,K)[[ν]], est muni d’un star-
produit (proposition 2.5) pour lequel il existe une formule explicite (2.14) en
termes du star-produit sur M . On appelle un star-produit re´ductible lorsqu’il
est e´quivalent a` un star-produit projetable (de´finition 2.9). On peut en de´finir
une version locale (pour des quotients locaux) (de´finition 2.11).
La deuxie`me version est celle du ‘coisotropic creed’ de Lu et Weinstein, [81],
ou` on essaie de re´aliser C∞(C,K)[[ν]] comme C∞(M,K)[[ν]]−C∞(Mred,K)[[ν]]-
bimodule (de´finition 2.10). En particulier, dans ce cas le star-produit sur M
doit eˆtre repre´sentable sur C.
D’apre`s un the´ore`me de Weinstein, [114], le graphe d’une application de
Poisson φ : M ′ → M est une sous-varie´te´ co¨ısotrope deM ′×M diffe´omorphe
a`M ′. En paragraphe 3.1 on montre que la de´formation de φ en tant que mor-
phisme de star-produits (par rapport a` ∗ et ∗′) est e´quivalent a` la de´formation
de C∞(M ′,K)[[ν]] en tant que ∗-∗′opp bimodule (proposition 3.1) : donc, si l’on
e´large les ensembles de morphismes Hom(A,B) de la cate´gorie des alge`bres
associatives sur K[[ν]] par les classes d’isomorphie des A-B-bimodules e´tant
projectifs et a` un nombre fini de ge´ne´rateurs en tant que B-modules a` droite
(voir par exemple [80]), on n’aura pas plus d’espace pour de´former les appli-
cations de Poisson.
En paragraphe 3.2, on montre d’abord le re´sultat assez utile que tout
star-produit ∗ repre´sentable sur une sous-varie´te´ co¨ısotrope est e´quivalent a`
un star-produit ∗′ adapte´ a` la sous-varie´te´, i.e. pour lequel l’ide´al annula-
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teur I[[ν]] est directement un ide´al a` gauche de ∗′, voir la proposition 3.2,
le the´ore`me 3.1 et la de´finition 3.1. Il est clair que les star-produits adapte´s
ont des repre´sentations canoniques sur les fonctions sur la sous-varie´te´. La
ge´ne´ralisation de cette de´finition aux ope´rateurs multidiffe´rentiels adapte´s,
i.e. C(f1, . . . , fk−1, g) ∈ I quels que soient g ∈ I, f1, . . . , fk−1 ∈ C∞(M,K),
est une ope´rade (donc ferme´e par le crochet de Gerstenhaber) et joue un roˆle
de´cisif pour la formulation d’une ‘formalite´ adapte´e’, voir [9] pour plus de
de´tails. Une autre e´tude de formalite´ lie´e aux sous-varie´te´s co¨ısotropes a e´te´
faite par Cattaneo et Felder dans [34] en utilisant des graphes de Kontsevitch
avec deux types d’areˆtes. Si deux star-produits adapte´s sont e´quivalents a`
l’aide d’une transformation d’e´quivalence adapte´e, alors leurs repre´sentations
canoniques sont e´quivalentes (proposition 3.4). D’un autre coˆte´, il est possible
que deux star-produits adapte´s soient e´quivalents, mais pas via une trans-
formation d’e´quivalence adapte´e, voir l’exemple de la re´duction de l’espace
projectif complexe en paragraphe 6.2. Mais dans le cas symplectique, si le pre-
mier groupe de cohomologie verticale de C (voir l’e´qn (1.22) du paragraphe
1.4) s’annule, la re´ciproque de la proposition 3.4 est vraie (the´ore`me 3.2).
Le commutant d’une repre´sentation d’un star-produit ∗ sur une sous-varie´te´
co¨ısotrope, i.e. l’alge`bre de tous les homomorphismes de modules est e´tudie´
dans la de´finition 3.2 et montre´ d’eˆtre e´gal a` l’ide´alisateur a` droite N∗(I) de
I[[ν]] modulo I[[ν]] en proposition 3.3. Pour un star-produit projetable et
adapte´, on montre dans la meˆme proposition 3.3 que le commutant est ainsi
anti-isomorphe a` l’alge`bre re´duite.
Les sous-varie´te´s co¨ısotropes qui ne posent aucun proble`me de repre´sen-
tation sont les sous-varie´te´s lagrangiennes, i.e. des sous-varie´te´s co¨ısotropes
de dimension minimale des varie´te´s symplectiques : en utilisant un the´ore`me
de Weinstein [112] disant qu’il existe un voisinage tubulaire autour de toute
sous-varie´te´ lagrangienne ferme´e i : L → M qui est symplectomorphe a` un
voisinage ouvert de la ze´ro-section de T ∗L, on montre qu’un star-produit
∗ est repre´sentable sur les fonctions sur L ssi la restriction de la classe de
Deligne de ∗ a` L, i∗[∗], s’annule (corollaire 3.2 en paragraphe 3.3). De plus,
les classes d’isomorphie se classifient par les se´ries formelles a` coefficients
dans le premier groupe de cohomologie de de Rham de L. Le the´ore`me clef
pour ces e´nonce´s est une e´tude du calcul symbolique sur L, voir le the´ore`me
3.3, qui a e´te´ faite presque entie`rement de´ja` dans [10].
Le cas d’une sous-varie´te´ co¨ısotrope i : C → M d’une varie´te´ symplec-
tique (M,ω) pour laquelle l’espace re´duit Mred existe est traite´ en paragraphe
3.5. On re´sout comple`tement les proble`mes de (bi)modules et de re´duction en
donnant ainsi une re´ponse partielle a` une question –pose´e par Weinstein– de
savoir quelles sont les condition d’existence et une classification des bimod-
ules, voir le the´ore`me 3.5 : en utilisant le fait montre´ par Weinstein que la
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sous-varie´te´ C se plonge comme sous-varie´te´ lagrangienne de M ×Mred (voir
le diagramme (0.4)) et le corollaire 3.2 dans le paragraphe 3.3 qui pre´ce`de,
on montre qu’il existe une repre´sentation d’un star-produit [∗] sur les fonc-
tions sur C ssi la restriction de la classe de Deligne de ∗ a` C, i∗[∗], est une
classe basique, i.e. i∗[∗] = π∗β avec β une se´rie formelle a` coefficients dans
H2dR(Mred,K). Il s’ensuit que le star-produit ∗ et un star-produit ∗r sur Mred
admettent un bimodule (qui de´forme i et π) si et seulement si l’analogue
suivant de la relation (0.3) entre les formes symplectiques sur M et sur Mred
est vrai :
i∗[∗] = π∗[∗r]. (0.7)
Les classes d’isomorphie de ∗-∗r-bimodules sur C sont classe´s par les se´ries
formelles a` coefficients dans H1dR(C,K). En outre, on a une e´quivalence en-
tre l’existence d’un star-produit projetable sur M et le coisotropic creed : le
the´ore`me clef –pour le cas symplectique– est le fait que la de´formation de
l’ide´al annulateur I en tant que sous-alge`bre est automatiquement un ide´al
unilate´ral (the´ore`me 3.4 en paragraphe 3.4). Finalement, l’alge`bre re´duite
s’ave`re toujours comme le commutant de la repre´sentation de ∗ sur C. Le
cas de la re´duction Marsden Weinstein d’un fibre´ cotangent a recemment e´te´
traite´ de fac¸on de´taille´e par Kowalzig, Neumaier et Pflaum dans [74].
On e´tudie les obstructions a` la repre´sentabilite´ d’un star-produit sur une
sous-varie´te´ co¨ısotrope en paragraphe 4 : les obstructions re´currentes, i.e.
celles qui se posent de nouveau a` chaque ordre de la construction, sont faciles
a` trouver : puisque tout star-produit repre´sentable est e´quivalent a` un star-
produit adapte´, il suffit d’e´tudier les derniers, et on montre dans le the´ore`me
4.1 que les obstructions re´currentes se trouvent dans H2P (C,K), le deuxie`me
groupe de cohomologie BRST –pour lequel un cocomplexe est donne´ par les
sections du fibre´ normal ΛTM |C/TC, voir le lemme 1.4. Dans le cas symplec-
tique, ce groupe co¨ıncide avec le deuxie`me groupe de cohomologie verticale.
Un corollaire imme´diat est un re´sultat de P.Glo¨ßner de 1998 [60] : si C est
de codimension 1, alors ∗ est toujours repre´sentable, voir le the´ore`me 4.2.
Ceci n’est pas aussi e´tonnant : dans le cas ou` C est l’image re´ciproque pour
la valeur re´gulie`re 0 d’une fonction C∞ a` valeurs re´elles J , l’ide´al annulateur
est l’ensemble des multiples de J , donc un module projectif de C∞(M,K) qui
est quantifiable.
Mais comme dans le cas du premier the´ore`me d’existence d’un star-produit
symplectique de Neroslavski et Vlassov [90] (en 1981) pour lequel on avait
besoin de supposer que H3dR(M,K) s’annule, les obstructions re´currentes ne
donnent pas en ge´ne´ral de vraies conditions ne´cessaires (car il y a des star-
produits sur T ∗S3, voir [6]). En paragraphe 4.5 j’ai calcule´ les obstructions
‘totales’ jusqu’a` l’ordre 3 pour la repre´sentabilite´ d’un star-produit symplec-
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tique sur une sous-varie´te´ co¨ısotrope : pour le faire, il faut ve´rifier tous les
star-produits jusqu’a` l’ordre 3. Cette taˆche assez fastidieuse se simplifie un
tout petit peu (mais vraiment pas trop) en utilisant le the´ore`me de We-
instein/Gotay [61] sur un voisinage tubulaire de C et le fait qu’il existent
des connexions symplectiques adapte´es a` cette situation, voir le paragraphe
4.3. Jusqu’a` l’ordre 2 on peut calculer le star-produit symplectique ge´ne´ral ∗
adapte´ (the´ore`me 4.8) : la seule obstruction est
pvi
∗[∗]0 = 0 (0.8)
i.e. la restriction pv du coefficient d’ordre 0 de la classe de Deligne [∗] de ∗ aux
feuilles doit s’annuler, condition qui ne pose aucun proble`me. En the´ore`me
4.6, on calcule les obstructions a` l’ordre 3 et on obtient
1
12
P
(3)(
κAM(C,E), κAM(C,E)
)
+
1
2
P
(1)
([i∗α0](1,1), [i
∗α0](1,1))− pvi∗[∗]1 = 0, (0.9)
ou`
– E est le sous-fibre´ de TC tangent aux feuilles,
– α0 est un repre´sentant de la classe [∗]0,
– P
(k)
(avec k = 1, 2, 3) de´signe un accouplement de deux 1-formes le
long des feuilles a` valeur dans la kme puissance syme´trique du fibre´
TC/E qui est forme´ de k copies de la structure de Poisson P ,
– [i∗α0](1,1) est la classe de α0 vue comme 1-forme le long des feuilles a`
valeurs dans TC/E, et
– κAM(C,E) est la classe d’Atiyah-Molino de la varie´te´ feuillete´e C, un
invariant de feuilletages qui est repre´sente´e par une 1-forme le long des
feuilles a` valeurs dans S3(TC/E) donne´e par une partie du tenseur de
courbure d’une connexion symplectique adapte´e (the´ore`me 4.5).
Je ne vois pas comment en ge´ne´ral le terme contenant la classe d’Atiyah-
Molino dans la condition ne´cessaire (0.9) puisse eˆtre compense´ par α0 et
[∗]1.
En paragraphe 5 on e´tudie d’abord le proble`me de la quantification d’une
application de Poisson φ entre deux varie´te´s symplectiques (M,ω)→ (M ′, ω′) :
une telle application a localement la structure d’une projection d’un produit
carte´sien sur un des facteurs, (voir l’e´qn (0.1)), mais globalement la situation
M ′ ×M ′′
↓ pr1
M ′
est remplace´e par
M
↓ φ
M ′
avec TM = E ⊕Ker Tφ
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ou` φ : M → M ′ est une varie´te´ fibre´e sur l’ouvert φ(M) de M ′ dont les fibres
sont symplectiques et le fibre´ orthogonal E (par rapport a` ω) est inte´grable
(voir la proposition 1.1 et [33, p.76/77]). Alors M est une varie´te´ munie de
deux feuilletages symplectiques transverses dont le feuilletage vertical n’a pas
de classes caracte´ristiques inte´ressantes, tandis que le feuilletage horizontal
peut a priori eˆtre nontrivial. On de´montre d’abord dans le the´ore`me 5.2 en
paragraphe 5.1 que le proble`me admet une e´tude fedosovienne, qui est rap-
pele´e dans le the´ore`me 5.1. Grosso modo, il faut et il suffit d’arranger les
constructions de Fedosov sur M et M ′ de manie`re a` ce que les deux de´rive´es
de Fedosov soient ‘φ-lie´es’. La proposition 5.3 donne une condition suffisante
et ne´cessaire pour la quantification de φ : on obtient toujours une de´formation
de la multiplication exte´rieure des formes diffe´rentielles le long du fibre´ hor-
izontal et une de´formation de la diffe´rentielle dE le long de E qui reste une
de´rivation gradue´e, mais n’est pas de carre´ nul. Si on calcule les deux premiers
termes de cette condition on obtient exactement les meˆmes obstructions que
pour la repre´sentabilite´ (0.8) et (0.9) : ici c’est la classe d’Atiyah-Molino du
fibre´ horizontal qui entre dans la condition ne´cessaire (the´ore`me 5.3). D’un
autre coˆte´ : si la classe d’Atiyah-Molino du fibre´ horizontal s’annule et les
deux classes de Deligne sont ‘en quelque sorte φ-lie´es’, il existe une quantifi-
cation de φ, (the´ore`me 5.4).
Le paragraphe 5.2 sert a` ge´ne´raliser l’astuce de Weinstein de plonger une sous-
varie´te´ co¨ısotrope C, pour laquelle l’espace re´duitMred existe, dansM×Mred
comme sous-varie´te´ lagrangienne (utilise´e pour le the´ore`me 3.5) : la projec-
tion
M ×Mred
i×π
ր
C ↓ pr1
i
ց
M
est remplace´e par
EC
j
ր
C ↓ φ
i
ց
M
ou` EC est une varie´te´ symplectique et φ est une application de Poisson (donc
une submersion) dont les fibres sont des espaces re´duits locaux (the´ore`me 5.5).
De plus, C se plonge de fac¸on naturelle dans EC en tant que sous-varie´te´ la-
grangienne. Finalement, si la classe d’Atiyah-Molino de la varie´te´ feuillete´e C
s’annule, il en est de meˆme avec la classe d’Atiyah-Molino du fibre´ horizontal
de EC .
En paragraphe 5.3 on utilise la construction pre´ce´dente de EC pour contru-
ire une repre´sentation d’un star-produit sur M sur les fonctions sur C si
la classe d’Atiyah-Molino de C s’annule (the´ore`me 5.6) : puisque la classe
d’Atiyah-Molino du fibre´ horizontal de EC s’annule, alors on peut quan-
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tifier l’application de Poisson φ d’apre`s le the´ore`me 5.4. Par conse´quent,
on peut conside´rer C∞(M,K)[[ν]] comme sous-alge`bre de C∞(EC ,K)[[ν]], et
cette dernie`re alge`bre admet une repre´sentation sur les fonctions sur la sous-
varie´te´ lagrangienne C pourvu que les classes de Deligne soient bien choisies.
Un cas particulier de ce the´ore`me est donne´ par C e´gale a` l’image re´ciproque
J−1(0) d’une application moment associe´e a` l’action propre hamiltonienne
d’un groupe de Lie, voir le corollaire 4.4, re´sultat qui a de´ja` e´te´ traite´ dans
[13].
Comme illustration, j’ai inclus deux exemples, celui du fibre´ cotangent du
2-tore en paragraphe 6.1 (qui provient de [13]) et de la re´duction symplec-
tique Cn+1\{0}❀ CP (n) en paragraphe 6.2 qui a e´galement e´te´ traite´ avant
dans [21], [20] et [108] : ici on construit des star-produits adapte´s explicites,
et on montre qu’un star-produit adpate´ projetable peut eˆtre e´quivalent a` un
star-produit adapte´ non projetable (pour le cas de T ∗T 2) et que deux star-
produits adapte´s projetables e´quivalents peuvent avoir des alge`bres re´duites
non isomorphes (pour le cas de l’espace projectif).
Ce rapport couvre une partie de mes activite´s de recherche entre 2000
et 2003 dont j’ai donne´ plusieurs expose´s : j’ai pre´sente´ la proposition 3.1
le 23 novembre 2000 a` Strasbourg. Vivant pendant une certaine pe´riode
‘im dogmatischen Schlummer’ qu’il n’y ait pas d’obstructions du tout a`
la repre´sentabilite´ des star-produits, j’ai de´couvert l’obstruction a` l’ordre 3
(l’e´qn (0.9)) contenant la classe d’Atiyah-Molino –mais sans le terme quadra-
tique en α0– en e´te´ 2001 en faisant une e´tude fedosovienne, et je l’ai expose´e
la premie`re fois le 27 septembre 2001 lors d’un atelier organise´ par l’Institut
Max Planck des mathe´matiques applique´es aux sciences a` Leipzig. Pendant
le ‘Joint seminar Bruxelles-Warwick’ a` l’ULB Bruxelles, le 15 mars 2002,
j’ai pre´sente´ les obstructions re´currentes (proposition 4.1) et le the´ore`me
de re´duction 3.5 avec la relation (0.7) des deux classes de Deligne. Finale-
ment, j’ai rapporte´ sur l’ensemble de tous les re´sultats de ce rapport –sauf
la de´monstration tre`s technique de la formule (0.9), le the´ore`me 3.4 et le
the´ore`me 3.2 dont la premie`re version e´tait fausse comme j’ai remarque´ apre`s
une conversation avec Nikolai Neumaier au mois de janvier 2004– lors de l’ate-
lier ‘Quantisation of Poisson spaces with singularities’ a` Oberwolfach, le 22
janvier 2003.
Remerciements
Je voudrais remercier les personnes suivantes pour de nombreuses discus-
sions et propositions utiles : Didier Arnal, Pierre Bieliavsky, Philippe Bon-
neau, Michel Cahen, Alberto Cattaneo, Aziz El Kacimi, Giovanni Felder,
13
Gre´gory Ginot, Simone Gutt, Gilles Halbout, Hans-Christian Herbig, Jens
Hoppe, Johannes Huebschmann, Franz Kamber, Pierre Lecomte, Sophie Lefe`-
vre, Nikolai Neumaier, Markus Pflaum, Martin Schlichenmaier, Pierre Slee-
waegen (pour m’avoir appris le the´ore`me de Weinstein-Gotay), Jerzy S´niatyc-
ki, Daniel Sternheimer, Thomas Strobl (pour m’avoir appris la cohomologie
relative), Vladimir Turaev (pour m’avoir incite´ de re´fle´chir sur des appli-
cations de Poisson entre varie´te´s symplectiques), Stefan Waldmann, Alan
Weinstein, Julius Wess et Eberhard Zeidler. De plus, dans cette premie`re
version du rapport, je prie le lecteur de me pardonner des omissions dans la
bibliographie et je lui remercie d’avance de me les signaler.
Notations
Le symbole K de´signera le corps de tous les nombres re´els, R, ou le
corps des tous les nombres complexes, C. Pour deux varie´te´s diffe´rentiables
M et M ′, le symbole C∞(M,M ′) de´signe l’ensemble de toutes les applica-
tions de classe C∞ de M dans M ′. Pour un fibre´ vectoriel E sur une varie´te´
diffe´rentiable M , on e´crira Γ∞(M,E) pour l’espace de toutes les sections
de classe C∞ du fibre´ E. On ne notera pas la diffe´rence entre Γ∞(M,E) et
sa complexification quand l’anneau C∞(M,C) agit sur Γ∞(M,E). Le sym-
bole pr1 (resp. pr2) repre´sentera toujours la projection sur le premier facteur
M1×M2 →M1 (resp. sur le deuxie`me facteur M1×M2 → M2) d’un produit
carte´sien de deux ensembles.
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1 De´finitions pre´liminaires
Dans ce paragraphe, on rappelle quelques notions autour de la ge´ome´trie
de Poisson qui sont plus ou moins connues, voir par exemple [107] et [33].
1.1 Varie´te´s et applications de Poisson
Soit M une varie´te´ diffe´rentiable et P un champs de bivecteurs appar-
tenant a` Γ∞(M,Λ2TM) ∼= Γ∞(M, (Λ2T ∗M)∗). Le champ s’appelle structure
de Poisson lorsque le crochet de Poisson associe´ a` P sur deux fonctions
{f, g}P := {f, g} := P (df, dg) quels que soient f, g ∈ C∞(M,K) (1.1)
satisfait l’identite´ de Jacobi
{{f, g}, h}+ {{h, f}, g}+ {{g, h}, f} = 0
quelles que soient f, g, h ∈ C∞(M,K). Le couple (M,P ) est dite varie´te´ de
Poisson. L’espace C∞(M,K) muni de la multiplication point-par-point et du
crochet de Poisson (1.1) est une alge`bre de Poisson : ceci est une alge`bre
associative commutative unitaire sur K munie d’une structure d’alge`bre de
Lie { , } telle que les e´quations de compatibilite´ {fg, h} = f{g, h}+ {f, h}g
soient satisfaites quelles que soient f, g, h ∈ C∞(M,K).
Chaque structure de Poisson P induit le morphisme de fibre´s vectoriels
suivant :
P ♯ : T ∗M → TM : α 7→ P ( , α). (1.2)
Le champ hamiltonien Xf de f ∈ C∞(M,K) est de´finie par Xf := P ♯(df), et
il vient [Xf , Xg] = −X{f,g} quelles que soient f, g ∈ C∞(M,K).
Soit (M ′, P ′) une autre varie´te´ de Poisson et s, t ∈ R. Pour (m,m′) ∈M×
M ′ on note i(m,m′) : TmM → TmM × Tm′M ′ : v 7→ (v, 0) et i′(m,m′) : Tm′M ′ →
TmM × Tm′M ′ : w 7→ (0, w). On e´crit P(1) (m,m′) := (i(m,m′) ⊗ i(m,m′))Pm
et P ′(2) (m,m′) := (i
′
(m,m′) ⊗ i′(m,m′))(P ′m′). Il s’ensuit que sP(1) + tP ′(2) est une
structure de Poisson sur la varie´te´ produit M ×M ′.
On rappelle qu’une varie´te´ symplectique (M,ω) est une varie´te´ diffe´rentia-
ble M munie d’une 2-forme ω ferme´e non de´ge´ne´re´e. A l’aide de l’isomor-
phisme de fibre´s vectoriels ω♭ : TM → T ∗M : X 7→ ω(X, ) on de´finit le
champ de bivecteurs P := ω
(
(ω♭)−1, (ω♭)−1
)
qui est une structure de Pois-
son.
En outre, pour une alge`bre de Lie re´elle (g, [ , ]) de dimension finie, son
espace dual g∗ est une varie´te´ de Poisson : Pg au point α ∈ g∗ est de´finie par
Pg α := α([ , ].
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Soient (M,P ) et (M ′, P ′) deux varie´te´s de Poisson. Une application φ :
M →M ′ de classe C∞ s’appelle application de Poisson lorsque P et P ′ sont
φ-lie´es, c.-a`-d.(
Tmφ⊗ Tmφ
)
(Pm) = P
′
φ(m) quel que soit m ∈M, (1.3)
d’ou`
P ′♯φ(m) = Tmφ P
♯
m (Tmφ)
∗ quel que soit m ∈M. (1.4)
On voit aise´ment que l’application
φ∗ : C∞(M ′,K)→ C∞(M,K) : g 7→ g ◦ φ
est un homomorphisme d’alge`bres de Poisson, c.-a`-d. :
φ∗(g1g2) = (φ
∗g1)(φ
∗g2) (1.5)
φ∗{g1, g2}′ = {φ∗g1, φ∗g2} (1.6)
quelles que soient g1, g2 ∈ C∞(M ′,K). Re´ciproquement, pour une application
K-line´aire Ξ : C∞(M ′,K) → C∞(M,K) satisfaisant les deux e´quations (1.5)
et (1.6) (ou` φ∗ est remplace´ par Ξ) il existe toujors une unique application
de Poisson φ telle que Ξ = φ∗ : d’apre`s l’exercice de Milnor (voir [72], p. 301,
Cor. 35.9) il existe un unique φ ∈ C∞(M,M ′) telle que Ξ = φ∗. La deuxie`me
e´quation (1.6) entraˆıne que φ est de Poisson puisque tout champ de bivecteurs
est de´termine´ par ses valeurs sur df ⊗ dg, ou` f, g ∈ C∞(M ′,K).
On note que le noyau de φ∗ est un ide´al de Poisson dans C∞(M ′,K).
Dans le cas (M ′, P ′) = (g∗, Pg), une application de Poisson J : M → g∗
est appele´e une application moment. Une de´finition e´quivalente est
{〈J, ξ〉, 〈J, η〉} = 〈J, [ξ, η]〉 quels que soient ξ, η ∈ g. (1.7)
La de´finition classique d’une application moment par J.-M. Souriau com-
mence par une action gauche d’un groupe de Lie G sur M , G ×M → M :
(g,m) 7→ gm =: Φg(m) telle que (i) l’alge`bre de Lie de G soit e´gale a` g, (ii)
l’action pre´serve la structure de Poisson, c.-a`.-d. toutes les Φg sont des ap-
plication de Poisson, (iii) il existe une application de classe C∞ J : M → g∗
satisfaisant (1.7), (iv) les champs hamiltoniens X〈J,ξ〉 co¨ıncident avec les
ge´ne´rateurs infinite´simaux ξM(m) := d/dt
(
exp(tξ)m
)|t=0 et (v) J est G-
e´quivariante : J(gm) = Ad∗(g)
(
m
) ∀ g ∈ G. Ici, les proprie´te´s (iv) et (v)
impliquent la proprie´te´ (iii).
Si M est une varie´te´ symplectique de dimension 2n, g une alge`bre de Lie
re´elle abe´lienne de dimension n et si l’ensemble de tous les points singuliers
de J est negligeable (par rapport a` la mesure de Liouville ω∧n) l’application
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moment est dite un syste`me hamiltonien comple`tement inte´grable (au sens
de Liouville).
La description des applications de Poisson se simplifie beaucoup dans le
cas symplectique (voir aussi [33, p.76/77]) :
Proposition 1.1 Soient (M,ω) et (M ′, ω′) deux varie´te´s symplectiques et
φ : M →M ′ une application de Poisson.
1. φ est une submersion et son image est une sous-varie´te´ ouverte de M ′.
2. Le sous-fibre´ F := Ker Tφ de TM est symplectique (et inte´grable) et
son comple´ment symplectique E := F ω est symplectique et inte´grable.
3. Soit f ′ : M ′ → R une fonction de classe C∞. Alors le champs hamil-
tonian Xf ′◦φ a ses valeurs dans E, et Xf ′◦φ et le champs hamiltonien
X ′f ′ sont φ-lie´s, c.-a`-d. Tφ Xf ′◦φ = X
′
f ′ ◦ φ.
4. La restriction de ω a` E est e´gale a` la restriction de φ∗ω′ a` E.
De´monstration: Soient P et P ′ les structures de Poisson associe´es aux formes
symplectiques ω et ω′.
1. Soit m′ ∈M ′ tel qu’il existe m ∈M avec φ(m) = m′ et soit v ∈ Tm′M ′. Puisque
P ′ est nonde´ge´ne´re´e il existe une 1-forme α ∈ Tm′M ′∗ telle que P ′♯m′α = v. En
utilisant l’equation (1.4) on voit que Tmφ P
♯
m (Tmφ)
∗α = v ce qui montre que Tφ
est surjective, donc φ est une submersion. Il est bien connu que chaque submersion
est une application ouverte : en particulier, l’image de φ est un ouvert (et donc
automatiquement une sous-varie´te´) de M ′.
2. Puisque φ est une submersion, le noyau Fm := Ker Tmφ est de dimension con-
stante quel que soit m ∈ M et de´finit donc un sous-fibre´ de TM qui est automa-
tiquement inte´grable, les sous-varie´te´s inte´grales e´tant les composantes connexes
des images re´ciproques φ−1(m′) pour tout m′ dans l’image de φ. Conside´rons pour
chaque m ∈M le sous-espace
Em := {P ♯m (Tmφ)∗α | m ∈M,α ∈ Tφ(m)M ′∗}.
D’apre`s le premier e´nonce´, la restriction de Tmφ a` Em est une surjection sur l’espace
tangent Tφ(m)M
′. D’un autre coˆte´, puisque Em est parame´tre´ par Tφ(m)M
′∗ il
s’ensuit que Em et Tφ(m)M
′ ont la meˆme dimension, et Tmφ restreinte a` Em est
un isomorphisme. Par conse´quent, l’intersection de Em et Fm s’annule et TmM =
Em⊕Fm quel que soit m ∈M . Il suffit de montrer que Em et Fm sont orthogonaux
par rapport a` ω pour que Em et Fm soient de sous-espaces symplectiques de TmM :
soient w ∈ Fm et α ∈ Tφ(m)M∗. Alors
ωm
(
P ♯m (Tmφ)
∗α, w
)
= ω♭m
(
P ♯m (Tmφ)
∗α
)
(w) =
(
(Tmφ)
∗α
)
(w) = α
(
Tmφ w
)
= 0
puisque Tmφ w = 0. Le fait que le sous-fibre´ E soit inte´grable sera de´montre´ apre`s
la de´monstration du prochain e´nonce´.
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3. Soit V un champ de vecteurs a` valeurs dans F . Alors :
ω(Xf ′◦φ, V ) = d(f
′ ◦ φ)(V ) = df ′ ◦ φ (Tφ V ) = 0,
et il s’ensuit que Xf ′◦φ est a` valeurs dans E. Soit g
′ : M ′ → R une autre fonction
de classe C∞. Alors
dg′ ◦ φ (Tφ Xf ′◦φ) = d(g′ ◦ φ)(Xf ′◦φ)
= ω
(
Xg′◦φ,Xf ′◦φ
)
= {g′ ◦ φ, f ′ ◦ φ} par de´finition du crochet de Poisson
= {g′, f ′}′ ◦ φ parce que φ est un morphisme de Poisson
= ω′(X ′g′ ,X
′
f ′) ◦ φ
= dg′ ◦ φ (X ′f ′ ◦ φ)
ce qui montre que les champs hamiltoniens Xf ′◦φ et X
′
f ′ sont φ-lie´s. Pour l’inte´gra-
bilite´ du fibre´ E il suffit de faire un calcul local : graˆce a` ce qu’on vient de
de´montrer, les champs hamiltoniens Xf ′◦φ forment une base locale des sections
de classe C∞ de E. Alors, puisque
[Xf ′◦φ,Xg′◦φ] = −X{f ′◦φ,g′◦φ} = −X{f ′,g′}′◦φ
on voit l’inte´grabilite´ du fibre´ E.
4. Il suffit de ve´rifier l’e´quation e´nonce´e sur deux champs hamiltoniens Xf ′◦φ et
Xg′◦φ. Alors :
ω
(
Xf ′◦φ,Xg′◦φ
)
= {f ′ ◦ φ, g′ ◦ φ} = {f ′, g′}′ ◦ φ = ω′ ◦ φ(X ′f ′ ◦ φ,X ′g′ ◦ φ)
= ω′ ◦ φ(Tφ Xf ′◦φ, Tφ Xg′◦φ) = φ∗ω′(Xf ′◦φ,Xg′◦φ)
ce qui montre le dernier e´nonce´. ✷
1.2 Sous-varie´te´s
Soit M une varie´te´ diffe´rentiable de dimension n et i : C → M une
sous-varie´te´ ferme´e de M de dimension n− k. Soit
IC := I := {f ∈ C∞(M,K) | f(c) = 0 ∀c ∈ C} (1.8)
l’ide´al annulateur de C. Soient TC le fibre´ tangent de C, TM |C (resp. T ∗M |C)
la restriction du fibre´ tangent (resp. du fibre´ cotangent) de M a` C et TCann
le sous-fibre´ de T ∗M |C consistant en toutes les 1-formes in T ∗M |C qui s’an-
nulent sur TC.
Par la suite, on aura plusieurs fois besoin du lemme suivant –qui est
sans doute bien connu, voir par exemple [23, p.127]– a` l’aide duquel on peut
toujours trouver des voisinages ouverts convexes fibre-par-fibre de la section
nulle d’un fibre´ vectoriel dans des voisinages ouverts de´ja` donne´s :
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Lemme 1.1 Soit N une varie´te´ diffe´rentiable et τi : Ei → N , 1 ≤ i ≤ l,
des fibre´s vectoriels re´els sur N . Pour tout i soit g(i) ∈ Γ∞(N, S2E∗i ) une
me´trique de´finie positive. En outre, soit τ : K → N le fibre´ vectoriel K =
E1 ⊕ · · · ⊕ El sur N et soit W un ouvert de K avec N ⊂ W ⊂ K. Alors
il existe l fonctions f (1), . . . , f (l) ∈ C∞(N,R) a` valeurs strictement positives
telles que pour l’ouvert
W˜ := {e = e1 + . . .+ el ∈ K |
g(1)(e1, e1) < f
(1)
(
τ(e)
)
, . . . , g(l)(el, el) < f
(l)
(
τ(e)
)}
il vient N ⊂ W˜ ⊂ W . En outre, W˜ est convexe fibre-par-fibre, c.-a`-d. que
chaque intersection W˜ ∩Kn est une partie convexe de la fibre Kn sur n ∈ N .
De´monstration: Soit (Uα)α∈S une famille de domaines ouverts de cartes sur N
telle que pour chaque entier positif 1 ≤ i ≤ l la famille (Uα,Ψ(i)α )α∈S de´finisse une
famille de trivialisations locales du fibre´ Ei, c.-a`-d. chaque Ψ
(i)
α est un diffe´omor-
phisme de l’ouvert τ−1i (Uα) sur Uα × Rni avec pr1 ◦ Ψ(i)α = τi. Evidemment, la
trivialisation locale Ψα : τ
−1(Uα)→ Uα ×Rn1 × · · · ×Rnl du fibre´ K est forme´ de
tous les Ψ
(i)
α . PuisqueN est localement compacte, on peut supposer que tout Uα est
a` adhe´rence compacte. Graˆce a` la paracompacite´ de N il existe un re´tre´cissement
(Vα)α∈S de la famille (Uα)α∈S (c.-a`-d. on a Uα ⊃ Vα ⊃ Vα pour les ouverts Vα).
On de´montre d’abord le cas l = 1 : L’ouvert W ∩ τ−1(Uα) contient une re´union
d’ouverts du type Ψ−1α
(
Uαγ × B(1)r1γ (0)
)
ou` tout Uαγ est un ouvert de N appar-
tenant a` Uα tel que ∪γUαγ = Uα et B(1)r1γ (0) de´signe la boule ouverte de centre 0
et de rayon r1γ > 0 dans R
n1 par rapport au produit scalaire canonique 〈 , 〉 dans
Rn1 . Puisque les Uαγ recouvrent la partie compacte Vα on peut choisir un nombre
fini des Uαγ qui recouvrent Vα, et si rα > 0 est le rayon minimal de tous les r1γ
apparaissant dans ce choix, il vient que l’ouvert W ∩ τ−1(Vα) contient un ouvert
W˜ ′′α := Ψ
−1
α
(
Vα×B(1)rα (0)
)
. Puisque la partie Ψ−1α
(
Vα×B(1)1(0)
)
est compacte l’ap-
plication e 7→ g(1)(e, e) y est minore´e par un nombre re´el s2α > 0, donc g(1)(e, e) ≥
s2α〈pr2Ψα(e), pr2Ψα(e)〉. Il s’ensuit que si e ∈ τ−1(Vα) tel que g(1)(e, e) < s2αr2α
alors e ∈ W˜ ′′α . Soit W˜ ′α l’ouvert {e ∈ τ−1(Vα) | g(1)(e, e) < s2αr2α}. Par conse´quent,
Vα ⊂ W˜ ′α ⊂ W˜ ′′α ⊂W ∩τ−1(Vα). Evidemment, l’ouvert W˜ ′ := ∪α∈SW˜ ′α contient N
et fait partie de W . Soit (fα)α∈S une partition de l’unite´ subordonne´e a` la famille
(Vα)α∈S. On de´finit f
(1) :=
∑
α∈Sfαs
2
αr
2
α. Evidemment, f
(1) est de classe C∞
et a` valeurs strictement positives. Soit e = e1 ∈ K et soit gˆ(1)(e, e) < f (1)
(
τ(e)
)
Puisque la famille des supports des fα est localement finie il existe un entier positif
n0 tel que fα
(
τ(e)
)
= 0 quel que soit α ∈ S \ {α1, . . . , αn0}. Alors
0 <
n0∑
j=1
fαj
(
τ(e)
)(
s2αjr
2
αj − g(1)(e, e)
)
,
et il existe donc au moins un αj tel que g
(1)(e, e) < s2αjr
2
αj . Il s’ensuit que e ∈ W˜ ′αj ,
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alors
N = ∪α∈SVα ⊂ W˜ := {e ∈ K | gˆ(1)(e, e) < f (1)
(
τ(e)
)} ⊂ ∪α∈SW˜ ′α ⊂W,
et le cas l = 1 est montre´.
Pour le cas ge´ne´ral, on conside`re d’abord le fibre´ vectoriel K muni de la me´trique g :
(e = e1+· · ·+el, e′ = e′1+· · ·+e′l) 7→ g(1)(e1, e′1)+· · ·+g(l)(el, e′l) qui est e´videmment
de´finie positive. D’apre`s le cas l = 1 il existe une fonction f ∈ C∞(N,R) a` valeurs
strictement positives tel que l’ouvert {e ∈ K | g(e, e) < f(τ(e))} ⊂ W . Soit
f (i) := 1l f quel que soit 1 ≤ i ≤ l. Evidemment
N ⊂ W˜ := {e ∈ K | gˆ(1)(e1, e1) < f (1)
(
τ(e)
)
, . . . , gˆ(l)(e1, e1) < f
(l)
(
τ(e)
)}
⊂ {e ∈ K | g(e, e) < f(τ(e))} ⊂W.
✷
On rappelle le the´ore`me d’un voisinage tubulaire de C dans M : il existe
un sous-fibre´ E de TM |C tel que TM |C = TC ⊕ E, un voisinage ouvert V
de la section nulle de E qu’on peut supposer convexe fibre-par-fibre d’apre`s
le lemme 1.1, un voisinage ouvert U de C dans M et un diffe´omorphisme
V 7→ U dont la restriction a` la section nulle soit l’application identique sur
C (voir [76, p.108-110], [13]). On note τ : U → C la submersion surjective
induite par la projection du fibre´ E. En outre, pour u, u′ ∈ U et t, t′ ∈ R on
continue a` utiliser la notation tu + t′u′ pour la combinaison line´aire induite
de celle dans E. Soient U ′ := M \ U et (ψU , ψU ′) une partition de l’unite´
subordonne´e au recouvrement ouvert (U, U ′) de M .
Soit ξ ∈ Γ∞(U, TU) le champs de vecteurs induit par le champ d’Euler
dans TE (dont le flot est la multiplication avec exp(t)). Soit E˜ le sous-
fibre´ vertical de TU , c.-a`-d. E˜ := KerTτ . Le complexe de Koszul
(
K :=⊕
k∈ZKk, ∂
)
est de´fini parKk := 0 ∀k ≤ −1,K0 := C∞(U,K) = Γ∞(U,Λ0E˜∗)
et Kk := Γ
∞(U,ΛkE˜∗) ou` ∂k : Kk → Kk−1 : F 7→ i(ξ)F . La suite
C∞(C,K) i∗←− C∞(U,K) ∂1←− Γ∞(U,Λ1E˜∗) ∂2←− · · · ∂k←− Γ∞(U,ΛkE˜∗) ∂k+1←− · · ·
(1.9)
est exacte. Ceci se voit de la fac¸on suivante : pour φ ∈ C∞(C,K) on de´finit
la prolongation prolU(φ) := τ
∗φ. Soit dv la diffe´rentielle de Cartan verticale
(le long des fibres de la projection τ) sur K. Soit Φt(u) := tu pour t ∈ R
suffisamment petit. Pour F ∈ Kk, k ≥ 0 on de´finit l’homotopie hk : Kk →
Kk+1 par
hk(F )u :=
∫ 1
0
(
Φ∗t (dvF )
)
u
dt. (1.10)
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Comme dans la de´monstration du lemme de Poincare´ (voir par exemple [72,
p.67]) on de´duit sans peine que i∗prolU est e´gal l’application identique sur
C∞(C,K), que proli∗ + ∂1h0 = id0 et hk−1∂k + ∂k+1hk = idk ou` idk de´signe
l’application identique sur Kk, k ≥ 0.
Soit
I2 := {g1g′1 + · · ·+ glg′l | l ∈ N, l ≥ 1, g1, . . . , gl, g′1, . . . , g′l ∈ I}.
Le lemme suivant semble bien connu :
Lemme 1.2 1. La restriction i∗ : C∞(M,C) → C∞(C,K) : f 7→ f ◦ i
est un homomorphisme surjectif d’alge`bres associatives commutatives a`
noyau I.
2. I est un C∞(M,K)-module d’un nombre fini de ge´ne´rateurs.
3. Le C∞(C,K)-module I/I2 (le module conormal) est isomorphe a` l’es-
pace de sections Γ∞(C, TCann). L’isomorphisme est induit par l’appli-
cation g 7→ (c 7→ dgc).
4. Le C∞(C,K)-module HomC∞(C,K)
(I/I2, C∞(C,K)) est isomorphe a` l’es-
pace Γ∞(C, TM |C/TC).
De´monstration: 1. Il reste a` montrer que la restriction soit surjective : soit
φ ∈ C∞(C,K). On de´finit une prolongation globale prol : C∞(C,K) → C∞(M,K)
par prol(φ) := ψU (prolU (φ)) et on a visiblement prol(φ)(c) = φ(c) quel que soit
c ∈ C.
2. Soit g ∈ I. Alors g = ψ2U (g|U )+(1−ψ2U )g. D’apre`s le the´ore`me de Serre et Swan
(voir par exemple [23, p.155]), K1 est un C∞(U,K)-module projectif d’un nombre
fini de ge´ne´rateurs F1, . . . , FN . De plus, IU := {g ∈ C∞(U,K) | g(c) = 0 ∀c ∈ C}
est e´gal a` l’image de l’ope´rateur ∂1 dans la suite exacte (1.9). Alors il existent
g1, . . . , gN ∈ C∞(U,K) telles que
g =
N∑
j=1
ψU ∂1(Fj) ψU gj + (1− ψ2U )g
Puisque ψU ∂1(F1), . . . , ψU ∂1(FN ), 1 − ψ2U appartiennent a` I et ψUg1, . . . , ψUgN
appartiennent a` C∞(M,K), l’ide´al annulateur est engendre´ par au plus N + 1
ge´ne´rateurs.
3. Il est clair que dgc ∈ TcCann et d(g1g2)c = 0 quels que soient g, g1, g2 ∈ I.
Soit F ∈ Γ∞(C, TCann). Le fibre´ TCann est isomorphe au fibre´ E∗. Soit F˜ ∈
Γ∞(C,Λ1E˜∗) une prolongation verticale de F (par exemple de´finie pour u, e ∈
τ−1(c) ∼= Ec et c ∈ C de manie`re F˜u
(
d
ds(u + se)|s=0
)
:= Fc(e)). On de´finit g :=
ψU iξ(F˜ ). Visiblement g ∈ I. De plus, ξc = 0, ψU (c) = 1 et exp(t)c = c, alors
dgc(e) := d(ψU iξ(F˜ ))c(e) = (LξF˜ )c(e) =
d
dt
Fc(exp(t)e)|t=0 = Fc(e).
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Finalement, soit g ∈ I tel que dgc = 0 quel que soit c ∈ C. La restriction g|U appar-
tient a` IU , donc, d’apre`s la suite exacte (1.9) il existe B ∈ K1 tel que g|U = iξ(B).
Ce B au point c ∈ C se calcule par Bc = dgc d’apre`s ce qui pre´ce`de. Alors B(X)
appartient visiblement a` IU quel que soit le champ de vecteurs X ∈ Γ∞(U, TU).
D’apre`s (1.9) il existe un e´le´ment G(X, ) ∈ K1 tel que B
(
X
)
= G(X, ξ). Puisque
G est une application C∞(U,K)-biline´aire de Γ∞(U, TU) × Γ∞(U, E˜) dans IU
il s’ensuit que G est une section de classe C∞ du fibre´ TU∗ ⊗ E˜∗. Visiblement
g|U = B(ξ) = G(ξ, ξ). Avec les ge´ne´rateurs F1, . . . , FN du module projectif K1
mentionne´s ci-dessus on peut re´crire G(ξ, ξ) par une combinaison line´aire finie∑
i,j gijFi(ξ)Fj(ξ) ou` gij ∈ C∞(U,K). Il vient
g =
∑
i,j
ψUgij ψUFi(ξ) ψUFj(ξ) + (1− ψ3U )g
et g est un e´le´ment de I2.
4. Evident. ✷
1.3 Sous-varie´tes et applications co¨ısotropes
Dans le paragraphe 1.1 on a vu que le noyau de φ∗ pour une application de
Poisson φ :M →M ′ e´tait un ide´al de Poisson de C∞(M ′,K). Les applications
co¨ısotropes qu’on va pre´senter ici seront des ge´ne´ralisations des applications
de Poisson quand on laisse tomber la structure de Poisson sur la varie´te´ M :
De´finition 1.1 Soient (M,P ) une varie´te´ de Poisson et C une varie´te´ quel-
conque et φ : C →M une application de classe C∞.
1. φ s’appelle co¨ısotrope ssi
I := {g ∈ C∞(M,K) | φ∗g = 0} = Kerφ∗
est une sous-alge`bre de Poisson de C∞(M,K).
2. En particulier, si φ est l’injection canonique d’une sous-varie´te´ ferme´e
C deM , alors C s’appelle sous-varie´te´ co¨ısotrope quand φ est co¨ısotrope.
A l’aide du lemme 1.2 on montre la caracte´risation ge´ome´trique des sous-
varie´te´s co¨ısotropes (voir [114]) :
Lemme 1.3 Une sous-varie´te´ ferme´e C d’une varie´te´ de Poisson (M,P ) est
co¨ısotrope si et seulement si
Pc(Fc, Gc) = 0 quels que soient c ∈ C; Fc, Gc ∈ TcCann (1.11)
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De´monstration: Soit i une application co¨ısotrope d’apre`s la de´finition 1.1. Soit
c ∈ C et Fc, Gc ∈ TcCann. D’apre`s le troisie`me e´nonce´ du lemme 1.2 il exis-
tent g, g′ dans l’ide´al annulateur I de C tels que dgc = Fc et dg′c = Gc. Alors
Pc(Fc, Gc) = {g, g′}(c) = 0 parce que le crochet de Poisson {g, g′} appartient a` I.
Re´ciproquement, soit la condition (1.11) satisfaite, et soient g, g′ ∈ I. Alors pour
tout c ∈ C le crochet de Poisson {g, g′}c = Pc(dgc, dg′c) s’annule car dgc, dg′c ∈
TcC
ann. Alors {g, g′} ∈ I. ✷
Pour une varie´te´ symplectique (M,ω) et un sous-espace E d’un espace
tangent TmM il y a la notion du sous-espace ω-orthogonal
Eω := {w ∈ TmM | ωm(v, w) = 0 ∀v ∈ E}, (1.12)
et l’on en de´duit aise´ment qu’une sous-varie´te´ ferme´e C d’une varie´te´ sym-
plectique est co¨ısotrope si et seulement si
TcC
ω ⊂ TcC quel que soit c ∈ C. (1.13)
Conside´rons le sous-fibre´ caracte´ristique
TCω :=
⋃
c∈C
TcC
ω (1.14)
du fibre´ tangent de C. La proposition suivante est bien connue :
Proposition 1.2 Soit C une sous-varie´te´ co¨ısotrope d’une varie´te´ symplec-
tique (M,ω). Alors le fibre´ caracte´ristique TCω de C est un sous-fibre´ inte´gra-
ble de TC.
Le feuilletage F re´gulier de C associe´ a` TCω a` l’aide du the´ore`me de Frobe-
nius sera tre´s important plus tard.
On rappelle qu’une sous-varie´te´ co¨ısotrope est dite lagrangienne ssi TcC
ω =
TcC quel que soit c ∈ C.
On voit facilement que toute application C → M dont l’image est dense
(par exemple surjective) est co¨ısotrope. En outre, la compose´e ψ ◦ φ d’une
application co¨ısotrope φ : C → M et d’une application de Poisson ψ : M →
M ′ est toujours co¨ısotrope. Le singleton {m} est une sous-varie´te´ co¨ısotrope
ssi la structure de Poisson P s’annule, Pm = 0. De plus, toute sous-varie´te´
ferme´e de codimension 1 est co¨ısotrope vu que le fibre´ TCann est de dimension
1. Le lien entre les applications de Poisson et les sous-varie´te´s co¨ısotropes fut
e´tabli par Weinstein :
The´ore`me 1.1 (A.Weinstein) Soit Φ : (M,P ) → (M ′, P ′) une applica-
tion de Poisson. Alors son graphe
C := {(Φ(m), m) ∈M ′ ×M | m ∈M} (1.15)
est une sous-varie´te´ co¨ısotrope de la varie´te´ de Poisson (M ′×M,P ′(1)−P(2))
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Voir [114] pour une de´monstration. En particulier, ceci est vrai pour une
application moment M → g∗. Au cas ou` (M,ω) est symplectique on a une
version symplectifie´e :
Soit G un groupe de Lie re´el, soit (g, [ , ]) son alge`bre de Lie et g∗ l’espace dual
de g. Il est bien connu que la multiplication gauche G × G → G : (g, g′) 7→
gg′ =: Lgg
′ induit un isomorphisme de fibre´s vectoriels Ξ : G × g∗ → T ∗G :
(g, β) 7→ β ◦ TgLg−1 et G × g∗ × g × g∗ : (g, β, ξ, γ) → ddt
(
Ξ(g exp(tξ), β +
tγ)
)|t=0. La forme symplectique canonique ωG sur T ∗G est de la forme
ωG(g,β)
(
(g, β, ξ1, γ1), (g, β, ξ2, γ2)
)
= 〈γ2, ξ1〉 − 〈γ1, ξ2〉+ 〈β, [ξ1, ξ2]〉.
Ainsi on peut rendre le graphe d’une application moment co¨ısotrope dans
une varie´te´ symplectique :
Proposition 1.3 Soit (M,ω) une varie´te´ symplectique, (g, [ , ]) une alge`bre
de Lie re´elle de dimension finie et J : M → g∗ une application moment.
Alors la sous-varie´te´
C := {(g, β,m) ∈ G× g∗ ×M | β = J(m)}
est une sous-varie´te´ co¨ısotrope de la varie´te´ symplectique (T ∗G×M,ωG(1) +
ω(2)).
La de´monstration est imme´diate.
Les sous-varie´te´s co¨ısotropes des varie´te´s symplectiques admettent tou-
jours une description locale tre`s simple :
Proposition 1.4 Soit C une sous-varie´te´ co¨ısotrope ferme´e de dimension
2n− k d’une varie´te´ symplectique (M,ω) de dimension 2n.
Alors autour de tout point c ∈ C il existe une carte de Darboux(
U, (q1, . . . , qn−k, x1, . . . , xk, p1, . . . , pn−k, y1, . . . , yk)
)
=:
(
U, (q, x, p, y)
)
telle que ω|U =
∑n−k
i=1 dq
i∧dpi+
∑k
j=1 dx
j ∧dyj et C ∩U = {u ∈ U | y1(u) =
0, . . . , yk(u) = 0}. De plus, la carte
(
U ∩C, (q, p, x)) de C est distingue´e dans
le sens que les restrictions des coordonne´es (q, p) a` U ∩C sont constantes sur
les feuilles locales de F , tandis que les coordonne´es x donnent un parame´trage
des feuilles locales.
La de´monstration de cette proposition se de´duit de celle d’une caracte´risa-
tion plus globale des sous-varie´te´s co¨ısotropes, due a` Weinstein et Gotay (voir
[112] et [61]) :
The´ore`me 1.2 (A.Weinstein/M.Gotay) Soit i : C →M une sous-varie´te´
co¨ısotrope d’une varie´te´ symplectique (M,ω), E = TCω le sous-fibre´ car-
acte´ristique de TC et τ : E∗ → C le fibre´ dual de E.
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1. Soit F ⊂ TM |C un sous-fibre´ tel que TMC = TC⊕F et soit j : F ann =
E∗ → T ∗C l’homomorphisme de fibre´s vectoriels qui en re´sulte. Soit ω0
la 2-forme symplectique canonique de T ∗C. Alors il existe un ouvert
V ⊂ E∗ qui contient C ⊂ E∗ et qui est telle que la 2 forme ferme´e
ωWG := τ
∗(i∗ω) + j∗ω0 (1.16)
soit une forme symplectique sur V .
2. Il existe un voisinage ouvert V ′ ⊂ V de C, un voisinage ouvert U de
C dans M et un diffe´omorphisme φ : V ′ → U (dont la restriction a` C
induit l’application identique C → C) tels que
φ∗ω = ωWG|V ′ .
En particulier, si C est lagrangienne (i.e. i∗ω = 0 et E = TC) le
voisinage U est symplectomorphe a` un voisinage ouvert de la section
nulle du fibre´ cotangent T ∗C de C.
On rappelle qu’une varie´te´ diffe´rentiable C munie d’une 2-forme ferme´e ̟ est
dite pre´symplectique lorsque le noyau de ̟, E := ∪c∈C{v ∈ TcC | ̟c(v, w) =
0 ∀w ∈ TcC}, est un sous-fibre´ vectoriel (le fibre´ caracte´ristique de ̟) du
fibre´ tangent TC. E est automatiquement inte´grable. Donc toute sous-varie´te´
co¨ısotrope ferme´e C d’une varie´te´ symplectique est toujours pre´symplectique
avec ̟ := i∗ω, et le the´ore`me 1.2 montre que un voisinage ouvert d’une sous-
varie´te´ co¨ısotrope d’une varie´te´ symplectique est entie`rement de´termine´ par
la sous-varie´te´ pre´symplectique (C, i∗ω).
La caracte´risation suivante des champs de vecteurs verticaux s’ave`rera utile
plus tard :
Proposition 1.5 Soit (M,ω) une varie´te´ symplectique et i : C → M une
sous-varie´te´ co¨ısotrope ferme´e. Alors l’espace de tous les champs de vecteurs
verticaux est isomorphe a` l’espace de toutes les restrictions a` C des champs
hamiltoniens Xg des e´le´ments g ∈ I.
De´monstration: L’application ω♭ : TM → T ∗M se restreint a` un isomorphisme
du fibre´ TCann∗ → TM |C/TC → E∗ = TCω∗ de´fini par [v] 7→
(
w 7→ ω(v,w)) ou`
v ∈ TcM et w ∈ TcCω. D’apre`s le lemme 1.2, (3), les restrictions de dg a` C de
g ∈ I donnent toutes les sections de classe C∞ de TCann. Puisque Xg est de´fini
par (ω♭)−1(dg) la proposition est claire. ✷
Revenant au cas d’une varie´te´ co¨ısotrope C d’une varie´te´ de Poisson
(M,P ), on rappelle le complexe suivant : puisque I est a` la fois une alge`bre
de Lie (par rapport au crochet de Poisson) et un ide´al (par rapport a` la
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multiplication associatie commutative) on voit facilement que le C∞(C,K)-
module conormal I/I2 (qui est isomorphe a` Γ∞(C, TCann) d’apre`s le lemme
1.2) est une alge`bre de Lie : soient g1, g2 ∈ I, le crochet est de´fini par
{dg1|C , dg2|C} := (d{g1, g2})|C . (1.17)
Ensuite, l’alge`bre de Lie I/I2 agit sur C∞(C,K) ∼= C∞(M,K)/I en tant que
de´rivations : soient f ∈ C∞(M,K) et g ∈ I, alors
(dg|C).i∗f := i∗{g, f} = −i∗Xgf (1.18)
Alors le lemme suivant est e´vident :
Lemme 1.4 L’espace de sections Γ∞
(
C,Λ(TM |C/TC)
)
–qui est isomor-
phe a` HomC∞(C,K)
(
ΛC∞(C,K)I/I2, C∞(C,K)
)
– est un cocomplexe a` l’aide de
la diffe´rentielle dP suivante : soit k ∈ N, A ∈ Γ∞
(
C,Λk(TM |C/TC)
)
(qui
est isomorphe a` Γ∞
(
C,Λk(TCann)∗
)
) et g0, g1, . . . , gk ∈ I, alors
(dPA)(dg0|C, . . . , dgk|C) :=
k∑
i=0
(−1)i (dgi|C).
(
A(dg0|C, . . . , d̂gi|C , . . . , dgk|C
)
+
∑
0≤i<j≤k
(−1)i+jA({dgi|C , dgj|C}, dg0|C , . . . , d̂gi|C , . . . , d̂gj|C , . . . , dgk|C)
(1.19)
ou` ˆ de´signe l’omission de l’argument.
La formule pour dP est la fomule usuelle pour la cohomologie de Chevalley-
Eilenberg de l’alge´bre de Lie I/I2 a` valeurs dans le module C∞(C,K). On
va noter les groupes de cohomologie assoice´s au complexe pre´ce´dent par
HkP (C,K) : on en parlera de la cohomologie de Poisson transversale ou de
la cohomologie BRST. Ce nom provient de la the´orie BRST de physique
pour de´crire des ‘syste`mes avec des contraintes’, voir [13] et des re´fe´rences y
mentionne´es, par exemple [67], [47] et [54].
1.4 Varie´te´s feuillete´es
Dans le paragraphe pre´ce´dent, on a vu qu’une sous-varie´te´ co¨ısotrope C
d’une varie´te´ symplectique (M,ω) est munie d’un feuilletage F de´fini par
le fibre´ caracte´ristique E := TCω ⊂ TC (voir la proposition 1.2). Dans ce
paragraphe on va rappeler quelques de´tails dont on aura besoin plus tard.
On s’appuie largement sur les livres [70], [88] et surtout [106] qui contient
une bibliographie tre`s vaste sur ce sujet.
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En ge´ne´ral, soit C une varie´te´ diffe´rentiable et E ⊂ TC un sous-fibre´
inte´grable. Parfois, E est dit le sous-fibre´ vertical. Les sections de classe C∞
de E sont dits les champs de vecteurs verticaux, et l’inte´grabilite´ du fibre´ E
est e´quivalent a` dire que Γ∞(C,E) est une sous-alge´bre de Lie de l’alge`bre de
Lie X (C) de tous les champs de vecteurs sur C. On appelle Q := TC/E le
fibre´ normal du feuilletage et note v 7→ v la projection canonique TC → Q.
L’espace de sections Γ∞(C,Q) est isomorphe au C∞(C,K)-module quotient
X (C)/Γ∞(C,E).
On de´signe par F le feuilletage associe´ a` E graˆce au the´ore`me de Frobe-
nius (voir par exemple [72, p.24-29] pour une de´monstration), c.-a`-d. F est
une partition de C en sous-varie´te´s immerge´es de C telle que pour tout c ∈ C
l’espace tangent en c de la feuille passant par c est e´gal a` la fibre Ec. Une carte
(U, (ξ1, . . . , ξn−k, x1, . . . , xk)
)
=:
(
U, (x, ξ)
)
de C est dite distingue´e lorsque
〈dξi, V 〉 = 0 quels que soient 1 ≤ i ≤ n− k et V ∈ Γ∞(C,E). Les e´quations
ξ1 = c1, . . . , ξn−k = cn−k avec c1, . . . , cn−k ∈ R de´finissent un feuilletage local
de l’ouvert U dont les feuilles sont dites des plaques. Pour tout c ∈ U la
plaque contenant c fait partie de la feuille contenant c. Soit C/F l’espace
topologique des feuilles (muni de la topologie quotient) et π : C → C/F la
projection canonique.
On rappelle la connexion de Bott correspondant au sous-fibre´ inte´grable
E : soient V un champ de vecteurs vertical, X un champ de vecteurs quel-
conque sur C etX la section correspondante dans Γ∞(C,Q) ∼= X (C)/Γ∞(C,E),
alors
∇BottV X := [V,X ] (1.20)
On voit facilement que ∇Bott est bien de´finie, et satisfait aux axiomes d’une
connexion (partielle) le long du fibre´ E, c.-a`-d. la K-biline´arite´ Γ∞(C,E)×
Γ∞(C,Q)→ Γ∞(C,Q) et pour toutes les fonctions f ∈ C∞(C,K) les e´quations
∇BottfV X = f∇BottV X et ∇BottV (fX) = f∇BottV X + (V f)X. De plus, puisque
X (C) et Γ∞(C,E) sont des modules de l’alge`bre de Lie Γ∞(C,E), il en est
de meˆme avec Γ∞(C,Q) ∼= X (C)/Γ∞(C,E), ce qui veut dire –en termes
ge´ome´triques– que la connexion de Bott est toujours plate
∇BottV ∇BottW X −∇BottW ∇BottV X −∇Bott[V,W ]X = 0. (1.21)
Par conse´quent, les espaces Γ∞(C,Q) et Γ∞(C,Q∗) sont des modules de
l’alge`bre de Lie Γ∞(C,E) par rapport a` la connexion de Bott. Plus ge´ne´rale-
ment, soit FQ une somme directe de produits tensoriels des fibre´s SNQ,
SN
′
Q∗, ΛkQ et ΛlQ∗ ou` N,N ′, k, l sont des entiers positifs. Il s’ensuit di-
rectement que l’espace de sections Γ∞(C, FQ⊗ΛE∗) est muni de la structure
d’un cocomplexe dont la diffe´rentielle dv est donne´e par la formule usuelle
de Chevalley-Eilenberg : soient A ∈ Γ∞(C, FQ ⊗ ΛkE∗) et V0, V1, . . . , Vk ∈
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Γ∞(C,E), alors
(dvA)(V0, . . . , Vk) :=
k∑
i=0
(−1)i ∇BottVi
(
A(V0 . . . , V̂i, . . . , Vk)
)
+
∑
0≤i<j≤k
(−1)i+jA([Vi, Vj], V0, . . . , V̂i, . . . , V̂j, . . . , Vk) (1.22)
La cohomologie de ce cocomplexe sera importante plus tard pour quelques
classes caracte´ristiques associe´es au feuilletage F , notamment pour la classe
d’Atiyah-Molino, voir e´galement le paragraphe 4.4.
En particulier, au cas ou` FQ est le fibre´ trivial a` fibre K, la connex-
ion de Bott se re´duit a` la de´rive´e de Lie, et on obtient l’espace des formes
diffe´rentielles verticales Ωv(C) := ⊕dimCk=0 Γ∞(C,ΛkE∗), et la cohomologie du
cocomplexe
(
Ωv(C), dv
)
est dite la cohomologie verticale de C. On dit parfois
la cohomologie longitudinale ou la cohomologie le long des feuilles. En choi-
sissant une me´trique riemannienne sur C on obtient toujours un sous-fibre´
horizontal F de TC, c.-a`-d. un sous-fibre´ de TC tel que TC = F ⊕ E. Soit
Ω(C) := ⊕dimCk=0 Γ∞(C,ΛkTC∗) l’espace de toutes les formes diffe´rentielles sur
C, muni avec la diffe´rentielle de Cartan, d. On voit aise´ment que l’application
de restriction
pv : Ω(C)→ Ωv(C) (1.23)
(ou` tous les arguments d’une forme diffe´rentielle dans Ω(C) sont restreints a`
E) est surjective et de plus un morphisme de cocomplexes.
Le noyau de la restriction (1.23) est appele´ l’espace des formes diffe´ren-
tielles relatives, Ωrel(C). Il est stable par la diffe´rentielle de Cartan, donc on
a la suite exacte de cocomplexes
{0} → (Ωrel(C), d) irel→ (Ω(C), d) pv→ (Ωv(C), dv)→ {0}. (1.24)
La cohomologie de
(
Ωrel(C), d
)
s’appelle la cohomologie relative de C. Cette
suite exacte de cocomplexes induit une suite exacte longue en cohomologie.
Un cas particulier d’une forme relative est une forme diffe´rentielle α dite
basique : ceci est le cas lorsque iV α = 0 et LV α = 0 quels que soient les champs
de vecteurs verticaux V . L’espace Ωbas(C) de toutes les formes basiques est
un sous-complex du complex de de Rham
(
Ω(C), d
)
, et sa cohomologie as-
socie´e est dite la cohomologie basique de C. Si C/F est munie d’une struc-
ture diffe´rentiable telle que la projection π soit une submersion surjective,
les formes diffe´rentielles basiques co¨ıncident avec les formes diffe´rentielles re-
tire´es de la varie´te´ quotient C/F . Dans ce cas la cohomologie basique est
isomorphe a` la cohomologie de de Rham de C/F .
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Si C est une sous-varie´te´ co¨ısotrope d’une varie´te´ symplectique (M,ω),
alors la 2-forme i∗ω est toujours basique. Pour plus de renseignements con-
cernant les suites spectrales qu’on peut e´galement de´finir dans ce domaine,
voir [70].
1.5 Re´duction symplectique
Dans ce sous-paragraphe on ne traite que les varie´te´s symplectiques (pour
des ge´ne´ralisations voir par exemple [82]) :
Soit i : C → M une sous-varie´te´ co¨ısotrope ferme´e d’une varie´te´ sym-
plectique (M,ω), soit E = TCω ⊂ TC le sous-fibre´ caracte´ristique de TC,
et soit F le feuilletage de C correspondant au fibre´ inte´grable E (a` l’aide
du the´ore`me classique de Frobenius, voir par exemple [72], p. 28, Thm.3.25).
Supposons que l’espace des feuilles
Mred := C/F (1.25)
est muni d’une structure diffe´rentiables compatible avec la topologie quo-
tient telle que la projection canonique π : C → Mred soit une submersion
surjective. Alors on a le the´ore`me classique suivant :
The´ore`me 1.3 Avec les hypothe`ses mentionne´es ci-dessus, l’espace quotient
Mred est muni d’une structure symplectique canonique, ωred, de´finie par
i∗ω =: π∗ωred.
La varie´te´ symplectique (Mred, ωred) s’appelle la varie´te´ symplectique re´duite.
Voir par exemple [1], p. 416, Thm. 5.3.23, pour une de´monstration.
Un cas particulier important s’obtient par une application moment J :
M → g∗ pour laquelle 0 est une valeur re´gulie`re dont l’image re´ciproque
C := J−1(0) n’est pas vide. Dans ce cas-la`, C est une sous-varie´te´ co¨ısotrope,
et la varie´te´ re´duite (au cas ou` elle existe) s’obtient en tant qu’espace quotient
du groupe de LieG (a` alge`bre de Lie g) agissant de fac¸on libre et propre sur C.
Cette construction importante et extreˆmement utile est appele´e la re´duction
de Marsden-Weinstein [83]. Par exemple l’espace projectif complexe s’obtient
en tant que varie´te´ symplectique re´duite de M = R2n+2, ω =
∑n+1
k=1 dq
k ∧ dpk
a` l’aide de l’application moment J(q, p) :=
∑n+1
k=1(q
2
k+p
2
k)
2
− 1
2
pour l’action du
groupe U(1) sur Cn+1 = R2n+2.
Le lemme suivant est bien connu (voir par exemple [5]) et permet de re´duire
quelques questions concernant des sous-varie´te´s co¨ısotropes au cas des sous-
varie´te´s lagrangiennes :
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Lemme 1.5 Soit i : C → M une sous-varie´te´ co¨ısotrope ferme´e d’une
varie´te´ symplectique (M,ω), et on suppose que la varie´te´ symplectique re´duite
(Mred, ωred) existe ou` π :M →Mred est la projection canonique. On conside`re
la varie´te´ symplectique (M ×Mred, ω(1) − ωred (2)).
Alors i et π sont des applications co¨ısotropes, et l’application suivante
lC : C →M ×Mred : c 7→
(
i(c), π(c)
)
(1.26)
est un plongement de C sur une sous-varie´te´ lagrangienne de (M×Mred, ωˆ :=
ω(1) − ωred (2)).
De´monstration: L’application i est un plongement, donc une immersion in-
jective propre. Alors lC reste une immersion injective propre, donc un plonge-
ment. Puisque dim(Mred) = dim(C) − codim(C) = 2dim(C) − dim(M) on a
dim(M × Mred) = 2dim(C). Alors il suffit de montrer que lC(C) soit isotrope
dans (M × Mred, ωˆ), i.e. ωˆlC(c)
(
w,w′
)
= 0 quels que soient w,w′ dans l’espace
tangent de lC(C) en lC(c) : il y a v, v
′ ∈ TcC tels que w = TclCv et w′ = TclCv′.
Alors
ωˆlC(c)
(
w,w′
)
= ωi(c)
(
Tci v, Tci v
′
)− ωred π(c)(Tcπ v, Tcπ v′)
= (i∗ω − π∗ω)c
(
v, v′
)
= 0
✷
On obtient une caracte´risation tre`s importante de l’espace C∞(Mred,K)
de la fac¸on suivante : Soit
N (I) := {f ∈ C∞(M,K) | {f, g} ∈ I ∀g ∈ I}. (1.27)
l’ide´alisateur (de Lie) de I. On note que N (I) est exactement l’espace de
fonctions dans C∞(M,K) dont la restriction a` C est constante sur les feuilles
du feuilletage F induit par le fibre´ caracte´ristique E. On a la
Proposition 1.6 B est une sous-alge`bre de Poisson de C∞(M,K), l’ide´al
annulateur I est un ide´al de Poisson de B, et la restriction i∗ a` C et la
projection π induit l’isomorphisme d’alge`bres de Poisson suivant :
(C∞(Mred,K), { , }ωred) ∼= N (I)/I (1.28)
Plus pre´cise´ment, soient f1, f2 ∈ N (I), donc il existent des uniques fonction
f˜1, f˜2 ∈ C∞(Mred,K) telles que i∗f1 = π∗f˜1 et i∗f2 = π∗f˜2. Alors
i∗{f1, f2} = π∗{f˜1, f˜2}red. (1.29)
Voir [1, p.417-418] et [71, p.443] pour la de´monstration.
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1.6 Ope´rateurs multidiffe´rentiels le long des applica-
tions
Dans ce paragraphe on rappelle quelques notions autour des ope´rateurs
multidiffe´rentiels ‘le long des applications’.
Comme d’habitude, on va utiliser l’abbre´viation suivante pour les de´rive´es
partielles dans Rn : soit I = (p1, . . . , pn) ∈ Nn un multi-indice, alors on va
e´crire |I| := p1 + . . .+ pn et
∂
∂xI
:= ∂xI :=
∂|I|
∂x1p1 · · ·∂xnpn
ou` ∂0/∂xk
0
est e´quivalent a` dire que les de´rive´es partielles par rapport a` xk
ne figurent pas dans l’expression ci-dessus.
Soit k un entier strictement positif, τ = τ0 : E = E0 → M = M0,
τ1 : E1 → M1, . . . , τk : Ek → Mk des fibre´ vectoriels sur les varie´te´s
diffe´rentiables M,M1, . . . ,Mk et φ1 : M →M1,. . .,φk : M →Mk des applica-
tions de classe C∞. Pour la de´finition des ope´rateurs multidiffe´rentiels dans
cette situation on a besoin d’une description locale : soient
(
U, (x1, . . . , xn)
)
,(
U1, (x1
1, . . . , x1
n1)
)
, . . .,
(
Uk, (xk
1, . . . , xk
nk)
)
des cartes locales de M,M1,
. . . ,Mk, respectivement, telles que φk(U) ⊂ Uk. On suppose que les fibre´s
E,E1, . . . , Ek sont trivialisables sur U, U1, . . . , Uk, respectivement, et soient
(e
(0)
1 , . . . , e
(0)
d0
), (e
(1)
1 , . . . , e
(1)
d1
),. . ., (e
(k)
1 , . . . , e
(k)
dk
) des bases locales des espaces
des sections locales de E,E1, . . . , Ek, respectivement. Alors toute section
ψr ∈ Γ∞(Mr, Er) est localement une combinaison line´aire
∑dr
ar=1
ψarr e
(r)
ar avec
ψarr ∈ C∞(Ur,K) quels que soient 0 ≤ r ≤ k et 1 ≤ ar ≤ dr.
Une application k-line´aire sur K
D : Γ∞(M1, E1)× · · · × Γ∞(Mk, Ek)→ Γ∞(M,E) (1.30)
est dite un ope´rateur k-diffe´rentiel le long des applications φ1, . . . , φk lorsqu’il
existe un entier positif N telle que D est de la forme locale suivante : pour tout
syste`me de cartes et trivialisations des fibre´s il existe des fonctions DI1···Ik a0a1···ak ∈C∞(U,K) (quels que soient les multi-indices I1 ∈ Nn1 , . . . , Ik ∈ Nnk , les indices
0 ≤ r ≤ k et 1 ≤ ar ≤ dr) telles que pour tout m ∈ U il vient :
D(ψ1, . . . , ψk)m :=
∑
a0,a1,...,ak
∑
I1,...,Ik
|I1|,...,|Ik|≤N
DI1···Ik a0a1···ak (m)
∂ψa11
∂xI11
(
φ1(m)
) · · · ∂ψakk
∂xIkk
(
φk(m)
)
e(0)a0 (m)
(1.31)
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Globalement, tout ope´rateur k-diffe´rentiel le long des applications φ1, . . . , φk
peut eˆtre regarde´ comme section de classe C∞ du fibre´ suivant sur M :
Hom
(
φ∗1(J
NE1)⊗ · · · ⊗ φ∗k(JNEk), E
)
(1.32)
ou` JNEr de´signe le fibre´ vectoriel sur M qui est la N ie`me prolongation jet
du fibre´ Er sur Mr, et φ
∗
rJ
NEr de´signe le fibre´ retire´ a` M (voir par exemple
[72, p.124] pour des de´finitions). Nous allons e´crire
Dk
(
Γ∞(M1, E1), . . . ,Γ
∞(Mk, Ek); Γ
∞(M,E)
)
(1.33)
pour l’espace vectoriel de tous les ope´rateurs k-diffe´rentiels le long des ap-
plications φ1, . . . , φk. Si M1 = · · · = Mk et E1 = · · · = Ek on e´crira
Dk
(
Γ∞(M1, E1); Γ
∞(M,E)
)
. Dans le cas des fibre´s triviaux a` fibre type K
on utilisera la notation C∞(Mr,K) au lieu de Γ∞(Mr, Er) (0 ≤ r ≤ k).
Soient U1 ⊂ M1,...,Uk ⊂ Mk des ouverts, soit U := φ−11 (U1) ∩ · · · ∩
φ−1k (Uk) ⊂ M et soit D un ope´rateur k-diffe´rentiel le long des applications
φ1, . . . , φk. Soient ψ
′
1 ∈ Γ∞(U1, E1|U1),..., ψ′k ∈ Γ∞(Uk, Ek|Uk des sections lo-
cales. On de´duit de la forme locale (1.31) de D qu’il existe un unique ope´rateur
k-diffe´rentiel le long de φ1|U , . . . , φk|U –qu’on va noter par D|U1×···×Uk– tel que
D|U1×···×Uk(ψ1|U1, . . . , ψk|Uk) =
(
D(ψ1, . . . , ψk)
)|U . (1.34)
quels que soient les sections globales ψ1 ∈ Γ∞(M1, E1),..., ψk ∈ Γ∞(Mk, Ek).
On va parler de D|U1×···×Uk de la restriction de D aux ouverts U1,...,Uk.
Il y a une re`gle e´vidente de composer plusieurs ope´rateurs multidiffe´rentiels
en respectant la composition des applications sous-jacentes : on laisse au
lecteur le soin de les e´crire explicitement.
1.7 Star-produits
Soit (M,P ) une varie´te´ de Poisson. D’apre`s [6], un star-produit ∗ sur
M est la donne´e d’une suite d’ope´rateurs bidiffe´rentiels2 (Cr)r∈N ou` Cr ∈
D2(C∞(M,K); C∞(M,K)) telle que pour toutes fonctions f, g, h ∈ C∞(M,K)
on a les conditions suivantes :
C0(f, g) = fg, (1.35)
C1(f, g)− C1(g, f) = 2P (df, dg), (1.36)
Cr(1, f) = Cr(f, 1) = 0 ∀r ≥ 1, (1.37)
r∑
a=0
Ca
(
Cr−a(f, g), h
)
=
r∑
a=0
Ca
(
f,Cr−a(g, h)
) ∀r ∈ N. (1.38)
2Dans ce travail on ne conside`re que des star-produits diffe´rentiels et non pas les star-
produits locaux ou continus.
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La multiplication ∗ est de´finie par la se´rie formelle
∗ :=
∑
r=0
νrCr (1.39)
vue comme application K[[ν]]-biline´aire de C∞(M,K)[[ν]] × C∞(M,K)[[ν]]
dans C∞(M,K)[[ν]]. Avec les conditions pre´ce´dentes, on voit directement que
le K[[ν]]-module (C∞(M,K)[[ν]], ∗) est muni de la structure d’une alge`bre
associative sur K[[ν]]. Cette alge`bre est une de´formation associative formelle
dans le sens de Gerstenhaber, [55], [56]. Le parame`tre formel ν correspond
a` i~
2
ou` i :=
√−1 et ~ est la constante de Planck. Pour une partie ouverte
U de M on va noter ∗|U la se´rie formelle des restrictions a` U des ope´rateurs
bidiffe´rentiels Cs. Il est e´vident que ∗|U est un star-produit sur la varie´te´
(U, P |U).
Sur une varie´te´ de Poisson arbitraire (M,P ) il y a toujours des star-
produits : ceci a e´te´ de´montre´ par DeWilde et Lecomte pour le cas symplec-
tique en 1983 [42] et plus tard par Fedosov [49] (voir e´galement le paragraphe
5.1 pour une description), et finalement pour le cas ge´ne´ral en 1997 par Kont-
sevitch [73] comme cas particulier de sa conjecture de formalite´.
Deux star-produits ∗ et ∗′ sur la meˆme varie´te´ de Poisson (M,P ) sont
dits e´quivalents (notation : ∗ ∼ ∗′) lorsqu’il y a un isomorphisme d’alge`bres
associatives unitaires S : C∞(M,K)[[ν]]→ C∞(M,K)[[ν]] (qui est dite ‘trans-
formation d’e´quivalence’) dans le sens suivant : on a
f ∗′ g = S((S−1f) ∗ (S−1g)) ∀ f, g ∈ C∞(M,K)[[ν]]
avec
S = id+
∞∑
r=1
νrSr
ou` chaque Sr : C∞(M,K) → C∞(M,K) est un ope´rateur diffe´rentiel qui
s’annule sur les constantes. Dans ce cas on e´crit ∗′ = S∗.
Dans le cas d’une varie´te´ symplectique (M,ω), on peut associer a` tout
star-produit ∗ sa classe de Deligne [∗], c.-a`-d. une se´rie de Laurent formelle a`
coefficients dans le deuxie`me groupe de cohomologie de de Rham, H2dR(M,K)
de´finie comme suit (voir [40], [91],[92], [7], et surtout le rapport [63]) : soit(
Uα, (q, p)
)
α∈S
un recouvrement ouvert de M par des domaines de cartes
de Darboux tel que toutes les intersections finies sont contractiles. Alors
le champ d’Euler local ξα :=
∑n
k=1 pk
∂
∂pk
est conforme´ment symplectique
(Lξαω = ω) et il existe une se´rie d’ope´rateurs diffe´rentiels locaux D
′
α (dont
le terme d’ordre 0 s’annule) telle que
Dα := ν
∂
∂ν
+ ξα +D
′
α (1.40)
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est une de´rivation locale de (C∞(Uα,K)[[ν]], ∗|Uα). Sur une intersection non-
vide Uα ∩ Uβ la diffe´rence Dα − Dβ est de la forme 1νad∗(dαβ) ou` dαβ ∈C∞(Uα ∩ Uβ,K)[[ν]] et ad∗(f)
(
g
)
:= f ∗ g − g ∗ f . Par conse´quent, la somme
cyclique dγβα := dαγ + dγβ + dβα est un e´le´ment de K[[ν]] et de´finit un 2-
cocycle de Cˇech dont la classe dans H2dR(M,K)[[ν]] est de´note´e par d(∗). La
classe de Deligne [∗] est de´finie par
[∗] = [ω]
ν
+
∑
r=0
νr[∗]r, [∗]0 := −[(C−2 )#],
∂
∂ν
[∗](ν) = 1
ν2
d(∗)(ν) (1.41)
ou` la 2-forme (C−2 )
# est de´finie par 2(C−2 )
#(Xf , Xg) := C2(f, g) − C2(g, f).
Dans les travaux cite´s ci-dessus il a e´te´ montre´ que deux star-produits sont
e´quivalents si et seulement si leurs classes de Deligne sont e´gales, et que
toute se´rie formelle a` coefficients dans H2dR(M,K) (avec le terme
[ω]
ν
ajoute´)
est la classe de Deligne d’un star-produit. En outre, Neumaier a montre´
que la se´rie formelle de classes de de Rham figurant dans la construction de
Fedosov d’un star-produit (avec le terme [ω]
ν
ajoute´) co¨ıncide avec la classe de
Deligne du star-produit, voir [94]. De plus, Bonneau donne une construction
pour reconnaˆıtre les classes de Fedosov dans les ope´rateurs bidiffe´rentiels
du star-produit, voir [8]. On remarque que nos conventions ν=ˆ i~
2
sont telles
que ∗(ν) = ∗Neumaier(2ν) = ∗Gutt−Rawnsley(−2ν) et [∗](ν) = 2[∗]Neumaier(2ν) =
2[∗]Gutt−Rawnsley(−2ν), voir [94], [63].
La proposition suivante est bien connue et tre`s utile si deux star-produits
symplectiques co¨ıncident jusqu’a` un certain ordre :
Proposition 1.7 Soit (M,ω) une varie´te´ symplectique. Soient ∗ =∑∞r=0 νrCr
et ∗′ = ∑∞r=0 νrC′r deux star-produits sur M qui co¨ıncident jusqu’a` l’ordre
k ≥ 1, c.-a`-d. C′r = Cr quel que soit 0 ≤ r ≤ k. Alors :
1. [∗]r = [∗′]r quel que soit −1 ≤ r ≤ k − 2.
2. il existent un ope´rateur diffe´rentiel Bk+1 ∈ D1
(C∞(M,K); C∞(M,K)),
une 2-forme ferme´e ζ et un nombre rationnel non nul s tels que
[∗′]k−1 − [∗]k−1 = s[ζ ] (1.42)
C′k+1(f1, f2)− Ck+1(f1, f2) = (bBk+1)(f1, f2) + ζ(Xf1, Xf2)
(1.43)
ou` l’on rappelle l’ope´rateur cobord de Hochschild b pour un ope´rateur
diffe´rentiel U : C∞(M,K)→ C∞(M,K) :
(bU)(f1, f2) := f1 U(f2) − U(f1f2) + U(f1) f2 (1.44)
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quels que soient f1, f2 ∈ C∞(M,K).
En particulier, si ∗ et ∗′ sont e´quivalents, ζ est une 2-forme exacte
(mais pas force´ment nulle !)3.
De´monstration: L’associativite´ de ∗ et de ∗′ a` l’ordre k+1 montre que C′k+1−Ck+1
est un 2-cocycle de Hochschild, et l’identite´ de l’associativite´ antisyme´trise´e a`
l’ordre k+2 donne la deuxie`me e´quation (1.43), voir par exemple [63], proposition
2.13. On calcule la classe relative de Deligne t(∗, ∗′) de ∗ et ∗′ (voir par exemple
[63], paragraphe 4), qui est e´gale a` [∗′]− [∗] : soit (Uα)α∈S un recouvrement ouvert
de M par des cartes d’un bon atlas. Puisque les Uα et toutes leurs intersections
finies sont contractiles, il existe une transformation d’e´quivalence Tα sur chaque
Uα telle que Tα(∗|Uα) = ∗′|Uα . On peut choisir chaque Tα = id + νkXα + νk+1Bα
ou` Xα est un champ de vecteurs (donc bXα = 0) et Bα est une se´rie formelle
d’ope´rateurs diffe´rentiels (voir la de´monstration de Proposition 3.1 de [63]). Il
s’ensuit que l’automorphisme T−1β Tα de ∗|Uα∩Uβ est de la forme exp
(
ad∗(tβα)
)
avec
tβα = ν
k−1t
(k−1)
βα +ν
kρβα avec t
(k−1)
βα ∈ C∞(Uα∩Uβ,K) et ρβα ∈ C∞(Uα∩Uβ,K)[[ν]].
Donc
2{t(k−1)βα , f} = (Xα −Xβ)f,
alors
dt
(k−1)
βα =
1
2
i(Xβ−Xα)ω.
Soit (θα)α∈S une partition de l’unite´ subordonne´e a` (Uα)α∈S. Au cocycle de Cˇech
tγβα = tβα + tαγ + tγβ de´fini sur Uα ∩ Uβ ∩ Uγ on peut associer la 2-forme ferme´e∑
γβα tγβαθγdθβ ∧dθα qui s’annule pour 0 ≤ r ≤ k−2 et dont le coefficient d’ordre
k − 1 est cohomologue a`
−
∑
αβ
θβdt
(k−1)
βα ∧ dθα ∼
1
2
∑
α
iXαω ∧ dθα.
Alors les coefficients de la classe relative s’annule pour −1 ≤ r ≤ k−2. D’un autre
coˆte´, puisque C1 = C
′
1 = bB1 + P (ou` B1 est un ope´rateur diffe´rentiel et P est la
structure de Poisson associe´e a` ω) pour tout α il existe un ope´rateur diffe´rentiel
B˜α avec (
C′k+1 − Ck+1
)|Uα = −bB˜α + [Xα, P ] (1.45)
avec
[Xα, P ](f, g) := Xα{f, g} − {Xαf, g} − {f,Xαg} = −
(
diXαω
)
(Xf ,Xg).
Quand on multiplie les termes dans l’e´qn (1.45) par θα et regarde la somme sur α
on obtient le re´sultat. ✷
3Je dois cette remarque a` Nikolai Neumaier. De plus, j’ai e´te´ soulage´ d’apprendre que
je n’e´tais pas le seul d’avoir oublie´ de tenir en compte cette 2-forme exacte quand ∗′ ∼ ∗.
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Dans le cas d’une varie´te´ de Poisson, Kontsevitch a classe´ les classes
d’e´quivalence des star-produits par des classes de diffe´omorphie formelle des
structures de Poisson, voir [73].
Soient (M,P ) et (M ′, P ′) deux varie´te´s de Poisson munies des star-pro-
duits ∗ = ∑∞r=0 νrCr et ∗′ = ∑∞r=0 νrC′r, respectivement. Pour deux en-
tiers positifs s, t on de´finit dans une carte (U × U ′, x1, . . . , xn, y1, . . . , yn′)
l’ope´rateur bidiffe´rentiel suivant (ou` l’entier N est le maximum des entiers
N1 (correspondant a` Cs) et N2 (correspondant a` C
′
t)) :(
Cs ⊗ C′t
)
(F,G)(m,m′) :=∑
I1,I2,J1,J2
|I1|,|I2|,|J1|,|J2|≤N
CI1I2s (m)C
′J1J2
t (m
′)
(
∂xI1∂yJ1F
)
(m,m′)
(
∂xI2∂yJ2G
)
(m,m′)
(1.46)
quelles que soient F,G ∈ C∞(M ×M ′,K). La de´finition ne de´pend pas des
cartes choisies. On pose
∗ ⊗ ∗′ :=
∞∑
r=0
νr
∑
s+t=r
Cs ⊗ C′t (1.47)
ce qui de´finit e´videmment un star-produit sur (M ×M ′, P(1)+P ′(2)) qu’on va
appeler le produit tensoriel de ∗ et ∗′. On a la
Proposition 1.8 Soient (M,ω) et (M ′, ω′) deux varie´te´s symplectiques. Soit
∗ un star-produit sur la varie´te´ symplectique (M×M ′, ω(1)+ω′(2)). Soient pr1
et pr2 les projections canoniques M ×M ′ →M et M ×M ′ → M ′. Alors :
1. Soient α ∈ H2dR(M,K)[[ν]] et α′ ∈ H2dR(M ′,K)[[ν]] telles que [∗] =
pr∗1
( [ω]
ν
+α
)
+pr∗2
( [ω′]
ν
+α′
)
. Alors il existe un star-produit ∗1 sur (M,ω)
avec [∗1] = [ω]ν +α et un star-produit ∗2 sur (M,ω′) avec [∗2] = [ω
′]
ν
+α′
tels que ∗ ∼ ∗1 ⊗ ∗2.
2. Quels que soient les star-produits ∗1 sur (M,ω) et ∗2 sur (M ′, ω′) :
[∗1 ⊗ ∗2] = pr∗1[∗1] + pr∗2[∗2]. (1.48)
De´monstration: 1. Puisque tout star-produit est e´quivalent a` un star-produit de
Fedosov on peut supposer que ∗ soit de Fedosov et est construit sur M ×M ′ a`
l’aide de deux connexions symplectiques ∇ (dans TM) et ∇′ (dans TM ′) et de
deux se´ries de 2-formes ferme´es dont l’une est de´finie sur M et repre´sente α et
l’autre est de´finie sur M ′ et repre´sente α′ d’apre`s le travail de Neumaier [94]. On
voit facilement que la construction de Fedosov sur M ×M ′ ‘factorise’ entie`rement
et donne deux star-produits, ∗1 sur M et ∗2 sur M ′, tels que ∗ = ∗1 ⊗ ∗2 avec
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[∗1] = [ω]ν + α et [∗2] = [ω
′]
ν + α
′.
2. Pour toute carte de Darboux
(
Uα, (q, p)
)
deM (resp.
(
Vα′ , (q
′, p′)
)
deM ′) soient
Dα := ν
∂
∂ν + ξα+Eα (resp. Dα′ := ν
∂
∂ν + ξα′+Eα′) des ν-Euler de´rivations locales
pour ∗1 (resp. ∗2). Alors on voit facilement que
D(α,α′) := ν
∂
∂ν
+ ξα + ξα′ + Eα + Eα′
est une ν-Euler de´rivation locale pour ∗1 ⊗ ∗2 dans la carte de Darboux produit(
Uα× Vα′ , ((q, p), (q′, p′))
)
. Par conse´quent, la construction de la classe de Deligne
de ∗1⊗∗2 a` partir des ν-Euler de´rivations locales donne´e par exemple dans [63] ‘fac-
torise’ e´galement (ainsi que la classe de la partie antisyme´trique du terme d’ordre
2 du star-produit ∗1 ⊗ ∗2 car on peut supposer apre`s une e´ventuelle transforma-
tion d’e´quivalence que le terme d’ordre 1 de ∗1 et de ∗2 soit antisyme´trique) pour
donner [∗1 ⊗ ∗2] = pr∗1[∗1] + pr∗2[∗2]. ✷
En outre, pour un star-produit ∗ sur une varie´te´ de Poisson (M,P )
donne´e, on de´finit le star-produit oppose´ de ∗, ∗opp par
f ∗opp g := g ∗ f quelles que soient f, g ∈ C∞(M,K)[[ν]] (1.49)
qui est e´videmment un star-produit pour la varie´te´ de Poisson (M,−P ). Dans
le cas d’une varie´te´ symplectique (M,ω) il vient que
[∗opp] = −[∗], (1.50)
voir [93], [94].
Outre les exemples bien connus des star-produits sur R2n muni de la forme
symplectique canonique (voir par exemple [6]), le star-produit ∗G de Gutt sur
l’espace dual (g∗, Pg) d’une alge`bre de Lie re´elle de dimension finie g est tre`s
important (voir e´galement [62]) : Soit g˜ := g ⊗R K[[ν]] muni du crochet
2ν[ , ]. Alors g˜ est un K[[ν]]-module libre. Soit U g˜ l’alge`bre enveloppante de
g˜ (voir par exemple [37, p.266]). Le the`ore`me de Poincare´-Birkhoff-Witt (voir
par exemple [37, p.271]) entraˆıne que U g˜ est un K[[ν]]-module libre isomor-
phe a` l’alge`bre syme´trique Sg˜ ∼= (Sg) ⊗R K[[ν]] a` l’aide de l’application de
syme´trisation Sg˜→ U g˜. De cette manie`re, Sg˜ est munie d’une multiplication
K[[ν]]-biline´aire ∗G, isomorphe a` celle de l’alge`bre enveloppante, qui se pro-
longe sur son comple´te´ par rapport a` la topologie ν-adique, S
(
g⊗RK
)
[[ν]]. Ce
dernier espace s’identifie avec l’espace P(g∗)[[ν]] de toutes les se´ries formelles
a` coefficients dans les fonctions polynoˆmiales sur g∗ a` valeurs dans K. S.Gutt
a montre´ dans [62] que ∗G est un star-produit sur g∗ (i.e. ∗G se prolonge
a` C∞(g∗,K)[[ν]]), et on peut le de´finir a` l’aide des fonctions exponentielles
eξ : g
∗ → K donne´es pour tous les e´le´ments ξ de g⊗R K par eξ(α) := eα(ξ) :
eξ ∗G eη := eH(ξ,η) (1.51)
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ou` H de´signe la se´rie de Baker-Campbell-Hausdorff de g˜, voir par exemple
[72, p.40]. ∗G s’obtient e´galement comme la restriction d’un certain star-
produit bi-invariant sur la varie´te´ symplectique T ∗G aux fonctions invariantes
a` gauche, voir [62], [17]. Les deux identite´s suivantes sont utiles :
ξ ∗G η − η ∗G ξ = 2ν[ξ, η] ∀ξ, η ∈ g˜, (1.52)
ξ ∗G · · · ∗G ξ (k facteurs ) = ξk ∀ξ ∈ g˜. (1.53)
2 Homomorphismes, repre´sentations et re´duc-
tion
2.1 Homomorphismes de star-produits et applications
de Poisson
De´finition 2.1 Soient (M,P ) et (M ′, P ′) deux varie´te´s de Poisson munies
des star-produits ∗ et ∗′, respectivement.
Une application K[[ν]]-line´aire Φ : C∞(M,K)[[ν]] → C∞(M ′,K)[[ν]] est ap-
pele´e homomorphisme de star-produits ssi Φ est un homorphisme d’alge`bres
associatives unitaires sur K[[ν]] :
Φ(f ∗ g) = (Φ(f)) ∗′ (Φ(g)) et Φ(1) = 1
quels que soient f, g ∈ C∞(M,K)[[ν]].
Le lien avec les applications de Poisson est contenu dans le lemme suivant :
Lemme 2.1 Soit Φ =
∑∞
r=0 ν
rΦr : C∞(M,K)[[ν]] → C∞(M ′,K)[[ν]] un ho-
momorphisme de star-produits.
Alors il existe une application de Poisson φ : (M ′, P ′) → (M,P ) telle que
Φ0(f) = φ
∗f := f ◦ φ quelle que soit f ∈ C∞(M,K).
De´monstration: Soient f, g ∈ C∞(M,K). La proprie´te´ d’homomorphisme de Φ
s’e´crit a` l’ordre 0 de ν :
Φ0(fg) =
(
Φ0(f)
)(
Φ0(g)
)
.
Alors Φ0 est un homomorphisme d’alge`bres commutatives associatives unitaires
C∞(M,K)→ C∞(M ′,K). D’apre`s l’exercice de Milnor (voir [72], p. 301, Cor. 35.9)
il existe une application de classe C∞ φ : M ′ →M telle que Φ0(f) = φ∗f . Ensuite,
le commutateur de la proprie´te´ d’homomorphismes a` l’ordre 1 de ν s’e´crit
Φ0{f, g}P = {Φ0(f),Φ0(g)}P ′
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d’ou` le fait que φ est une application de Poisson. ✷
Puisque Φ0 est donne´e par une application φ de classe C∞ on peut re-
streindre la de´finition 2.1 de la manie`re suivante :
De´finition 2.2 Un homomorphisme de star-produits Φ = φ∗ +
∑∞
r=1 ν
rΦr :
C∞(M,K)[[ν]] → C∞(M ′,K)[[ν]] est dit diffe´rentiel lorsque toutes les appli-
cations Φr sont des ope´rateurs diffe´rentiels le long de φ, i.e. ils apartiennent
a` l’espace D1(C∞(M,K); C∞(M ′,K)).
Une transformation d’e´quivalence S d’un star-produit ∗ a` un star-produit ∗′
est e´videmment un homomorphisme de star-produit diffe´rentiel qui de´forme
l’application identique.
Il me semble important de savoir si tout homomorphisme de star-produits
est diffe´rentiel.
La question re´ciproque de savoir quand une application de Poisson donne´e
se de´forme dans un homomorphisme de star-produits est sans doute inte´res-
sante :
Proble`me 2.1 (Quantification des applications de Poisson) Quelles
sont les conditions sur une application de Poisson φ : (M ′, P ′) → (M,P )
pour qu’elle soit (diffe´rentiellement) quantifiable, i.e. pour qu’il existent des
star-produits ∗′ et ∗ sur les varie´te´s de Poisson (M ′, P ′) et (M,P ), respec-
tivement, et des applications line´aires Φ1,Φ2, . . . : C∞(M,K) → C∞(M ′,K)
tels que
Φ := φ∗ +
∞∑
r=1
νrΦr
soit un homomorphisme de star-produits (diffe´rentiel) ?
Un premier cas particulier tre`s simple, mais important de cette situation
est le cas d’une partie ouverte U de la varie´te´ de Poisson (M,P ) : l’injection
canonique iU : U →M est visiblement une application de Poisson (U, P |U)→
(M,P ). On voit facilement que la restriction i∗U : C∞(M,K) → C∞(U,K)
de´finit directement un homomorphisme de star-produits diffe´rentiels de l’alge`-
bre
(C∞(M,K)[[ν]], ∗) a` (C∞(U,K)[[ν]], ∗|U).
Proposition 2.1 Soit ∗ un star-produit sur la varie´te´ de Poisson (M,P ) et
∗U un star-produit sur la partie ouverte U de M munie de la restriction de
P a` U . Alors iU : U → M est diffe´rentiellement quantifiable si et seulement
si la restriction de ∗ a` U , ∗|U , est e´quivalente a` ∗U sur U .
De´monstration: Si iU est diffe´rentiellement quantifiable, il existe alors une se´rie
d’ope´rateurs diffe´rentiels SU = idU+
∑∞
r=1 ν
rSr avec Sr ∈ D1
(C∞(U,K), C∞(U,K))
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s’annulant sur les constantes telle que Φ := SU ◦ (iU )∗ est un homomorphisme de
star-produits. Il vient(
SU (i
∗
Uf)
) ∗U (SU(i∗Ug)) = (SU (i∗U (f ∗ g))) = SU((i∗Uf) ∗ |U (i∗Ug)).
Par conse´quent, ∗U = SU (∗|U ) : en fait, il suffit de ve´rifier cette e´quation localement
et –en utilisant une partition de l’unite´– pour toutes les fonctions φ,ψ ∈ C∞(U,K)
et pour tout point x ∈ U il existe un voisinage ouvert V de x (dont l’adhe´rence
fait partie de U) et des fonctions f, g ∈ C∞M tels que f(y) = φ(y) et g(y) = ψ(Y )
quel que soit y ∈ V .
La re´ciproque est e´vidente : s’il existe une transformation d’e´quivalence SU avec
∗U = SU (∗|U ), alors Φ := SU ◦ (iU )∗ est un homomorphisme de star-produits. ✷
Un deuxie`me cas particulier du proble`me 2.1 est l’action a` gauche φ :
G × M → M : (g,m) 7→ φg(m) d’un groupe de Lie G sur une varie´te´ de
Poisson (M,P ) en tant qu’isomorphismes de Poisson, i.e. φ∗gP = P quel que
soit g ∈ G : le proble`me des star-produits G-invariants ∗ est la question de
savoir si les applications de Poisson Φg se quantifient de telle fac¸on qu’on
obtienne une repre´sentation de G en tant qu’automorphismes de l’alge`bre
de´forme´e
(C∞(M,K)[[ν]], ∗).
Un troisie`me cas particulier important est donne´ par les applications mo-
ments J : M → g∗ (voir eqn (1.7) du paragraphe 1.1). Le proble`me de la
quantification de cette application de Poisson est lie´ a` la situation suivante :
Une se´rie formelle de fonctions J ∈ g∗ ⊗ C∞(M,K)[[ν]] satisfaisant
〈J, ξ〉 ∗ 〈J, η〉 − 〈J, η〉 ∗ 〈J, ξ〉 = 2ν〈J, [ξ, η]〉. (2.1)
quels que soient ξ, η ∈ g s’appelle une application moment quantique d’apre`s
Xu [118]. Pour un star-produit ∗ donne´, on voit facilement que les ob-
structions re´currentes a` l’existence d’une application moment quantique se
trouvent dans le deuxie`me groupe de cohomologie de Chevalley-Eilenberg
H2CE
(
g, C∞(M,K)) de l’alge`bre de Lie g qui agit sur C∞(M,K) via ξ 7→
−X〈J,ξ〉. Si J = J = J0 le star-produit ∗ s’appelle g-covariant d’apre`s Ar-
nal, Cortet, Molin et Pinczon [2]. Plus particulie`rement, un star-produit ∗
s’appelle fortement g-invariant d’apre`s ces auteurs si
〈J, ξ〉 ∗ f − f ∗ 〈J, ξ〉 = 2ν{〈J, ξ〉, f} (2.2)
quelle que soit la fonction f ∈ C∞(M,K)[[ν]. On a le crite`re suffisant suivant
pour l’existence de ces star-produits :
The´ore`me 2.1 (Fedosov,1996) Soit (M,ω) une varie´te´ symplectique, J :
M → g∗ une application moment et ∇ une connection dans le fibre´ tangent
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telle que
0 =
(
LX〈J,ξ〉∇
)
X
Y := [X〈J,ξ〉,∇XY ]−∇[X〈J,ξ〉,X]Y −∇X [X〈J,ξ〉, Y ].
quel que soit ξ dans l’alge`bre de Lie g. Alors il existe un star-produit fortement
g-invariant ∗ avec J = J .
Voir [52, Sec.5.8] pour la de´monstration. Par exemple, si les flots des champs
de vecteurs X〈J,ξ〉 de´finissent l’action d’un groupe de Lie compacte ou plus
ge´ne´ralement une action propre d’un groupe de Lie, il re´sulte d’un the´ore`me
classique de R.Palais (voir [98, p.316]) que ces champs de vecteurs pre´servent
une me´trique riemannienne sur M , alors sa connection Levi-Civita, et le
the´ore`me de Fedosov est applicable.
Proposition 2.2 Soit J : M → g∗ une application moment.
1. Si J –vue comme application de Poisson– admet une quantification J
de l’alge`bre C∞(g∗,K)[[ν]] munie du star-produit de Gutt ∗G, voir l’e´q.
(1.51), dans l’alge`bre de´forme´e
(C∞(M,K)[[ν]], ∗), alors l’application
ξ 7→ 〈J, ξ〉 := J(ξ) de´finit une application moment quantique.
2. Si J est le terme d’ordre 0 d’une application moment quantique J,
alors il existe un morphisme d’alge`bres associatives unitaires sur K[[ν]],
J, de l’alge`bre
(P(g∗)[[ν]], ∗G) (les se´ries formelles a` coefficients dans
l’espace des fonctions polynoˆmiales sur g∗) dans l’alge`bre de´forme´e(C∞(M,K)[[ν]], ∗).
De´monstration: 1. Soient ξ, η ∈ g. Alors ξ ∗G η − η ∗G ξ = 2ν[ξ, η] (voir l’e´q.
(1.52)), donc J est une application moment quantique.
2. Une application moment quantique est un morphisme d’alge`bres de Lie g˜ →
C∞(M,K)[[ν]] ou` g˜ est l’espace g⊗RK[[ν]] muni du crochet 2ν[ , ] et C∞(M,K)[[ν]]
est vu comme alge`bre de Lie muni du commutateur du star-produit ∗. Ceci induit
un morphisme d’alge`bres associatives de l’alge`bre enveloppante U g˜ dans l’alge`bre
associative
(C∞(M,K)[[ν]], ∗) qui se prolonge sur le comple´te´ (par rapport a` la
topologie ν-adique)
(P(g∗)[[ν]], ∗G) de U g˜, voir aussi le paragraphe 1.7. ✷
Remarque 2.1 Je ne sais pas si on peut en ge´ne´ral prolonger le morphisme
d’alge`bres associatives de l’e´nonce´ 2. a` C∞(g∗,K)[[ν]] sans imposer des con-
ditions additionnelles a` l’application moment quantique.
Puisque les syste`mes hamiltoniens inte´grables constituent une sous-classe
de la classe des applications moment, on peut appeler un syste`me hamiltonien
(M,ω,H) un syste`me inte´grable quantique lorsqu’il y a une application J =∑∞
r=0 ν
rJr ∈ Rn⊗C∞(M,K)[[ν]] telle que
(
M,ω,H, J0 =: J =: (J1, . . . , Jn)
)
soit un syste`me inte´grable classique et
Jk ∗ Jl − Jl ∗ Jk = 0 ∀1 ≤ k, l ≤ n (2.3)
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quels que soient 1 ≤ k, l ≤ n. La plupart des syste`mes hamiltoniens inte´grables
connus sont e´galement inte´grables quantiques (voir par exemple [15]).
Un quatrie`me cas particulier est donne´ par une application φ de classe
C∞ d’une varie´te´ diffe´rentiable M dans une varie´te´ de Poisson (M ′, P ′) mu-
nie d’un star-produit ∗′ = ∑r=0 νrC′r : si φ est une subimmersion, i.e. un
diffe´omorphisme local, on peut de´finir la structure de Poisson retire´e P :=
φ∗P ′ sur M par
Pm := (Tmφ)
−1 ⊗ (Tmφ)−1
(
Pφ(m)
)
(quel que soit m ∈ M), et puisque les fibre´s en jets JN(M ′,R)0 et leur
fibre´s duaux Hom
(
JN (M ′,R)0,K
)
(voir par exemple [72, p.117-119] pour la
de´finition) sont des fibre´s vectoriels naturels (voir par exemple [72, p.138])
on peut e´galement construire le star-produit retire´ φ∗(∗′) en retirant tous
les ope´rateurs bidiffe´rentiels C′r qui sont des sections de classe C∞ dans
Γ∞
(
Hom
(
JNr(M ′,R)0,K
) ⊗ Hom(JNr(M ′,R)0,K)) (pour un certain entier
positif Nr) par
(φ∗C′r)m := (J
Nrφ)−1m ⊗ (JNrφ)−1m
(
C′r φ(m)
)
et φ∗(∗′) :=
∞∑
r=0
νrφ∗C′r (2.4)
ou` m ∈M et (JNrφ)m de´signe le jet d’ordre Nr de φ en m (qui est inversible
car Tmφ l’est). Il s’ensuit que
(φ∗C′r)(φ
∗f ′, φ∗g′) = φ∗
(
Cr
′(f ′, g′)
) ∀ f ′, g′ ∈ C∞(M ′,K)[[ν]],
ce qui permet e´galement de de´finir φ∗Cr dans le cas ou` φ est un diffe´omorphis-
me global, et il vient que le star-produit retire´ ∗ := φ∗(∗′) est un star-produit
de la varie´te´ de Poisson (M,P ) et que Φ := φ∗ est une quantification de
l’application de Poisson φ.
2.2 Repre´sentations des star-produits et applications
co¨ısotropes
Soit (M,P ) une varie´te´ de Poisson, C une varie´te´ diffe´rentiable et ζ :
E → C un fibre´ vectoriel (sur K) sur C. On conside`re l’espace de tous
les ope´rateurs diffe´rentiels D1
(
Γ∞(C,E); Γ∞(C,E)
)
sur l’espace des sections
Γ∞(C,E). Ceci est une alge`bre associative unitaire munie de la multiplication
usuelle d’ope´rateurs diffe´rentiels. Il en est de meˆme avec l’espace de toutes
les se´ries formelles D1
(
Γ∞(C,E); Γ∞(C,E)
)
[[ν]]. Soit ∗ un star-produit sur
M .
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De´finition 2.3 Une repre´sentation du star-produit ∗ dans E est un homo-
morphisme d’alge`bres associatives unitaires
ρ : C∞(M,K)[[ν]]→ D1(Γ∞(C,E); Γ∞(C,E))[[ν]]
sur K[[ν]]. Dans ce cas-la`, l’espace Γ∞(C,E)[[ν]] est appele´ un module (a`
gauche) de ∗.
Dans le cas particulier tre`s important E = C × K, on parlera e´galement
d’une repre´sentation de ∗ sur C. Il est clair qu’on obtient des modules a`
droite en remplac¸ant ∗ par le star-produit oppose´ ∗opp dans la de´finition
pre´ce´dente. En outre, dans le cas de la donne´e de deux varie´te´s de Poisson
(M1, P1) et (M2, P2) munies des star-produits ∗1 et ∗2, respectivement, et
d’une repre´sentation du star-produit ∗1 ⊗ ∗opp2 (sur la varie´te´ de Poisson
(M1 ×M2, P1 (1) − P2 (2))) on parlera de Γ∞(C,E)[[ν]] d’un ∗1-∗2-bimodule.
Dans ce cas, on obtient e´videmment par restriction une repre´sentation ρ1 de
∗1 dans E et une repre´sentation ρ2 de ∗opp2 dans E telles que
ρ1(f1)ρ2(f2) = ρ2(f2)ρ1(f1) ∀ f1 ∈ C∞(M1,K)[[ν]] ∀ f2 ∈ C∞(M2,K)[[ν]].
(2.5)
donc Γ∞(C,E)[[ν]] est un bimodule dans le sens alge´brique par rapport aux
anneaux
(C∞(M1,K)[[ν]], ∗1) et (C∞(M2,K)[[ν]], ∗2).
Exemple 2.1 On obtient un exemple simple en choisissant M = C et E =
M ×K et en de´finissant ρ(f) : g 7→ f ∗ g.
Pour les modules, il y a la fac¸on usuelle d’isomorphie :
De´finition 2.4 Soient ρ une repre´sentation de ∗ sur E et ρ′ une repre´sen-
tation de ∗ sur E ′. Les deux modules Γ∞(C,E)[[ν]] et Γ∞(C,E ′)[[ν]] sont
dits isomorphes lorsqu’il existe une se´rie d’ope´rateurs diffe´rentiels inversible
T dans D1
(
Γ∞(C,E),Γ∞(C,E ′)
)
[[ν]] telle que
Tρ(f) = ρ′(f)T ∀ f ∈ C∞(M,K)[[ν]]
On peut combiner les repre´sentations avec les morphismes de star-produits
de la manie`re suivante 4 :
De´finition 2.5 Soient (M,P ) et (M ′, P ′) deux varie´te´s de Poisson munies
de deux star-produits ∗ et ∗′, respectivement. Soit φ : M → M ′ une appli-
cation de Poisson et Φ une quantification de φ par rapport a` ∗ et ∗′. Soient
ζ : E → C et ζ ′ : E ′ → C ′ deux fibre´s vectoriels sur les varie´te´s diffe´rentiables
C et C ′, respectivement. Une repre´sentation ρ de ∗ dans E est dite lie´e a` une
4Cette ide´e s’e´tait forme´e dans une des nombreuses conversations fructueuses avec
Stefan Waldmann
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repre´sentation ρ′ de ∗′ dans E ′ par rapport a` φ lorsqu’il existe une application
K[[ν]]-line´aire T : Γ∞(C ′, E ′)[[ν]]→ Γ∞(C,E)[[ν]] telle que
ρ
(
Φ(f ′)
)(
T (ψ′)
)
= T
(
ρ′(f ′)(ψ′)
)
(2.6)
quels que soient f ′ ∈ C∞(M ′,K)[[ν]] et ψ′ ∈ Γ∞(C ′, E ′)[[ν]]. Dans le cas
particulier (M ′, P ′) = (M,P ), φ = id et C ′ = C on dit que les couples (∗, ρ)
et (∗′, ρ′) sont e´quivalents lorsque Φ est une transformation d’e´quivalence et
l’application T est donne´e par une se´rie formelle
∑
r=0 ν
rTr ou` Tr appartient
a` l’espace d’ope´rateurs diffe´rentiels D1
(
Γ∞(C,E ′); Γ∞(C,E)
)
quel que soit
l’entier positif r.
Le lien entre les repre´sentations de star-produits et les sous-varie´te´s co¨ıso-
tropes est contenu dans la proposition suivante :
Proposition 2.3 Soit (M,P ) une varie´te´ de Poisson munie d’un star-produit
∗, C une varie´te´ diffe´rentiable et
ρ =
∞∑
r=0
νrρr : C∞(M,K)[[ν]]→ D1(C∞(C,K); C∞(C,K))[[ν]]
une repre´sentation de star-produits.
Alors il existe une application de classe C∞, i : C →M telle que ρ0(f)(ψ) =
(i∗f)ψ := (f ◦i)ψ quelles que soient f ∈ C∞(M,K) et ψ ∈ C∞(C,K). L’appli-
cation i est co¨ısotrope. En particulier, au cas ou` i est un plongement sur une
sous-varie´te´ ferme´e i(C) de M , alors i(C) est une sous-varie´te´ co¨ısotrope de
(M,P ).
De´monstration: La proprie´te´ de repre´sentation s’e´crit a` l’ordre 0 : ρ0(f)ρ0(g) =
ρ0(fg). Donc ρ0 est un homomorphisme de l’alge`bre associative commutative
C∞(M,K) dans l’alge`bre associative D1(C∞(C,K); C∞(C,K)). Puisque ρ0(1) =
l’application identique, alors ρ0 envoie des fonctions qui ne s’annulent nulle part sur
des ope´rateurs diffe´rentiels inversibles. Si l’on regarde la forme locale (1.31) d’un
ope´rateur diffe´rentiel inversible dans des coordonne´es locales, on voit rapidement
qu’il ne peut contenir aucune puissance strictement positive d’une de´rive´e partielle.
Alors, un tel ope´rateur diffe´rentiel est de la forme ψ 7→ χψ ou` χ ∈ C∞(C,K). Soit
f ∈ C∞(M,R). Alors la fonction 1 + f2 est un e´le´ment inversible dans l’alge`bre
C∞(M,K). Par conse´quent, il existe une fonction χ ∈ C∞(C,K) telle que
ψ + ρ0(f)
2(ψ) = ρ0(1 + f
2)(ψ) = χψ
quelle que soit ψ ∈ C∞(C,K). Il s’ensuit qu’il existe une fonction χ′ ∈ C∞(C,K)
telle que ρ(f)(ψ) = χ′ψ. Pour une fonction a` valeurs complexes on arrive a` la meˆme
conclusion tout en se´parant en partie re´elle et partie imaginaire. Alors il existe un
homomorphisme d’alge`bres associatives commutatives ρ˜0 : C∞(M,K)→ C∞(C,K)
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tel que ρ0(f)ψ = ρ˜0(f) ψ. D’apre`s l’exercice de Milnor (voir par exemple [72],
p. 301, Corollary 35.10) il existe une application de classe C∞ i : C →M telle que
ρ˜0(f) = f ◦ i.
Conside´rons deux fonctions f, g ∈ C∞(M,K) telles que i∗f = 0 = i∗g. Le commu-
tateur de l’identite´ de repre´sentation a` l’ordre 1 s’e´crit
[ρ1(f), ρ0(g)] − [ρ1(g), ρ0(f)] = ρ0({f, g})
Puisque ρ˜0(f) = i
∗f = 0 = i∗g = ρ˜0(g) il s’ensuit que {f, g} ◦ i = 0, alors i est une
application co¨ısotrope. ✷
Dans ce cas particulier on peut restreindre la de´finition 2.3 de la fac¸on
suivante :
De´finition 2.6 Une representation de star-produits
ρ =
∞∑
r=0
νrρr : C∞(M,K)[[ν]]→ D1
(C∞(C,K); C∞(C,K))[[ν]]
est dite diffe´rentielle lorsque tout ρr est un ope´rateur bidiffe´rentiel le long de
i : C → M et id : C → C ou` ρ0(f)(ψ) = (i∗f)ψ, c.-a`-d. tout ρr appartient a`
D2(C∞(M,K), C∞(C,K); C∞(C,K)). On parlera du module C∞C[[ν]] comme
module diffe´rentiel de ∗, et au cas particulier ou` ∗ = ∗1 ⊗ ∗opp2 d’un ∗1-∗2-
bimodule diffe´rentiel.
Dans ce cas particulier il me semble inte´ressant de savoir si toute repre´sen-
tation de star-produits est diffe´rentielle.
Remarque 2.2 Le cas d’un fibre´ vectoriel E autre que C × K peut eˆtre
‘non diffe´rentiel’ : il suffit de prendre deux repre´sentations diffe´rentielles ρ(1)
et ρ(2) de ∗ dans C × K dont les ope´rateurs bidiffe´rentiels sont le long de
i1 : C → M et le long de i2 : C → M ou` les applications co¨ısotropes i1
et i2 sont distinctes. Ainsi la somme directe C∞(C,K)[[ν]] ⊕ C∞(C,K)[[ν]]
est toujours un ∗-module (avec ρ(f)(ψ1 + ψ2) := ρ(1)(f)ψ1 + ρ(2)ψ2) qui est
e´gal a` l’espace des sections Γ∞(C,C × K2)[[ν]], mais les coefficients de ρ
ne sont pas les ope´rateurs diffe´rentiels le long d’une seule application. Cet
exemple montre que la notion d’une ‘repre´sentation diffe´rentielle’ pour les
fibre´s vectoriels ge´ne´raux sera plus complique´e.
Encore une fois, la question re´ciproque de savoir quand l’injection canon-
ique i d’une sous-varie´te´ co¨ısotrope ferme´e C d’une varie´te´ de Poisson donne´e
se de´forme dans une repre´sentation de star-produits me semble aussi inte´res-
sante :
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Proble`me 2.2 (Quantification des sous-varie´te´s co¨ısotropes) Quelles
sont les conditions sur l’injection canonique i : C → (M,P ) d’une sous-
varie´te´ co¨ısotrope ferme´e C d’une varie´te´ de Poisson (M,P ) pour qu’il ex-
istent un star-produit ∗ sur la varie´te´ de Poisson (M,P ) et des applications
line´aires ρ1, ρ2, . . . : C∞(M,K) → D1(C∞(C,K); C∞(C,K)) tels que l’appli-
cation suivante
(f, ψ) 7→ ρ(f)(ψ) := (i∗f)ψ +
∞∑
r=1
νrρr(f)(ψ)
(quels que soient f ∈ C∞(M,K)[[ν]], ψ ∈ C∞(C,K)[[ν]]) soit une repre´senta-
tion (diffe´rentielle) de star-produits ?
On arrive a` la de´finition suivante :
De´finition 2.7 Soit i : C → M une sous-varie´te´ co¨ısotrope ferme´e d’une
varie´te´ de Poisson (M,P ). Un star-produit ∗ sur M est dit repre´sentable sur
C lorsqu’il existe une repre´sentation diffe´rentielle de ∗ sur C.
On peut donner une ‘version diffe´rentielle’ de la liaison des repre´sentations,
voir 2.6 :
De´finition 2.8 Soient (M,P ) et (M ′, P ′) deux varie´te´s de Poisson et C,C ′
deux varie´te´s diffe´rentiables. Soit φ : M →M ′ une application de de Poisson,
soient i : C → M et i′ : C ′ → M ′ des applications co¨ısotropes et soit
ϕ : C → C ′ une application de classe C∞ telles que le diagramme suivant
soit commutatif :
M
φ→ M ′
i ↑ ↑ i′
C
ϕ→ C ′
(2.7)
Soient ∗ et ∗′ des star-produits sur M et M ′, respectivement, soit Φ une
quantification diffe´rentielle de φ (par rapport a` ∗ et ∗′) et soient ρ et ρ′ des
repre´sentations diffe´rentielles de ∗ sur C (le long de i) et de ∗′ sur C ′ (le
long de i′), respectivement.
La repre´sentation ρ est dite lie´e a` la repre´sentation ρ′ par rapport a` φ et ϕ
lorsqu’il existe une se´rie d’ope´rateurs diffe´rentiels le long de ϕ, T = ϕ∗ +∑
r=1 ν
rTr (c.-a`-d. chaque Tr appartient a` D
1
(C∞(C ′,K), C∞(C,K))) telle
que
ρ
(
Φ(f ′)
)(
T (ψ′)
)
= T
(
ρ′(f ′)(ψ′)
)
(2.8)
quels que soient f ′ ∈ C∞(M ′,K)[[ν]] et ψ′ ∈ C∞(C,K)[[ν]].
La proposition suivante est e´vidente :
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Proposition 2.4 Avec les hypothe`ses ge´ome´triques de la de´finition 2.8, on
suppose que ϕ soit l’application identique de C ′ = C. Soient ∗ et ∗′ des star-
produits surM etM ′, respectivement, et soit Φ une quantification diffe´rentielle
de φ (par rapport a` ∗ et ∗′).
1. Soit ρ une repre´sentation diffe´rentielle de ∗ sur C le long de i. Alors
la formule
ρ′(f ′)χ := ρ
(
Φ(f ′)
)
χ ∀ f ′ ∈ C∞(M ′,K)[[ν]] ∀ χ ∈ C∞(C,K)[[ν]]
de´finit une repre´sentation diffe´rentielle de ∗ sur C le long de i.
2. Soit l’application de Poisson φ un diffe´omorphisme de M sur un ouvert
U ′ de M ′ (qui contient force´ment i′(C)). Soit ρ′ une repre´sentation
diffe´rentielle de ∗′ sur C le long de i′. Soit ∗′|U la restriction de ∗
a` U et ρ′|U ′×C la restriction de la se´rie d’ope´rateurs bidiffe´rentiels ρ′
le long de i′, idC a` U
′ × C, voir l’e´qn (1.34). Alors la restriction a`
U ′ de la se´rie d’ope´rateurs diffe´rentiels le long de φ, Φ|U ′, admet une
application re´ciproque Φ|−1U ′ de l’alge`bre associative
(C∞(M,K)[[ν]], ∗)
dans
(C∞(U ′,K)[[ν]], ∗′|U ′) qui est une quantification diffe´rentielle de
φ−1|U ′. En outre, la formule
ρ(f)χ := ρ′|U ′×C
(
Φ−1(f)
)
χ ∀ f ∈ C∞(M,K)[[ν]] ∀ χ ∈ C∞(C,K)[[ν]]
de´finit une repre´sentation diffe´rentielle de ∗ sur C le long de i.
De´monstration: 1. Ceci est e´vident car φ ◦ i = i′.
2. Φ|U ′ est bien de´finie et inversible car son terme d’ordre r = 0, φ∗, l’est apre`s avoir
e´te´ restreint a` U ′. Il est e´vident que ρ′|U ′×C est une repre´sentation diffe´rentielle
du star-produit ∗′|U ′ sur C (car i′(C) ⊂ U ′. La formule est e´vidente. ✷
Une conse´quence directe de cette proposition est le fait que la repre´sentabilite´
d’un star-produit ne de´pend que d’un voisinage ouvert de la sous-varie´te´
co¨ısotrope ; plus pre´cise´ment :
Corollaire 2.1 Soit i : C → M une sous-varie´te´ co¨ısotrope ferme´e de la
varie´te´ de Poisson (M,P ). Soit ∗ un star-produit sur M .
1. Soit U un ouvert de M avec C ⊂ U et soit ∗U un star-produit sur U
qui est repre´sentable sur C. Si la restriction de ∗ a` U est e´quivalent a`
∗U , alors ∗ est repre´sentable sur U .
2. Soit ∗ repre´sentable sur C, soit U un ouvert de M avec C ⊂ U et soit
∗U un star-produit sur U qui est e´quivalent a` la restriction ∗|U de ∗ a`
U . Alors ∗U est repre´sentable sur C.
Un exemple important et bien connu pour des repre´sentations des star-
produits est le calcul symbolique (voir par exemple [41], [17], [16] et [10]
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dans un context de la quantification par de´formation) : soit Q une varie´te´
diffe´rentiable et α une 1-forme. Le rele`vement vertical de α est un champ de
vecteurs sur le fibre´ cotangent T ∗Q de Q dont le flot consiste en translations
le long des fibres de T ∗Q dans la direction de α. Par ite´ration et en obser-
vant que deux translations commutent on obtient ainsi un homomorphisme
d’alge`bres associatives F : Γ∞(Q, ST ∗Q) → D1(C∞(T ∗Q,K), C∞(T ∗Q,K)).
On fixe une connexion sans torsion ∇ dans le fibre´ tangent de Q et on note
D : Γ∞(Q, S•T ∗Q)→ Γ∞(Q, S•+1T ∗Q) la de´rive´e covariante syme´trise´e (qui
est l’analogue de la diffe´rentielle de Cartan pour les champs de tenseurs
syme´triques). Soit A ∈ νΓ∞(Q, T ∗Q)[[ν]]. Alors pour f ∈ C∞(M,K)[[ν]] et
φ ∈ C∞(C,K)[[ν]] la formule
ρA0 (f)φ := i
∗
(
F
(
e−2ν(D+
1
2ν
A)φ
)
(f)
)
(2.9)
(ou` i : Q→ T ∗Q est la section nulle, donc un plongement sur une sous-varie´te´
lagrangienne) de´finit une repre´sentation diffe´rentielle d’un star-produit sur
T ∗Q (qui est e´quivalent au star-produit ⋆0 dit standard au cas A = 0) sur Q.
On peut associer a` A une se´rie d’ope´rateurs diffe´rentiels A (voir [10], p.12,
eqn (3.11)) telle que
ρA0 (f)φ = ρ0(A−1f)φ, (2.10)
ou` ρ0 est une repre´sentation pour ⋆0, et A est un automorphisme de ⋆0 ssi
dA = 0. Soit B une se´rie de 2-formes ferme´es dans νΓ∞(Q,Λ2T ∗Q)[[ν]].
En e´crivant localement B|U = dA on calcule que la construction ci-dessus
permet de construire un star-produit ⋆B0 dont la classe de Deligne est e´gale
a` [B]
2ν
= [⋆B0 ] (voir [10], Theorem 4.6). Dans ce cadre on trouve e´galement
d’autres repre´sentations diffe´rentielles parame´tre´es par un parame`tre ‘d’or-
dre’ comme la repre´sentation de Schro¨dinger, une interpre´tation de l’approx-
imation WKB et des repre´sentations diffe´rentielles dans un fibre´ en droites
complexes holomorphe pour des monopoˆles magne´tiques (voir [10]).
Au cas ou` Q = Rk et A = 0 l’e´quation (2.9) se simplifie :
(
ρ0(f)φ
)
(q) =
∞∑
r=0
(−2ν)r
r!
k∑
i1,...,ir=1
∂rf
∂pi1 · · ·∂pir
(q, 0)
∂rφ
∂qi1 · · ·∂qir (q), (2.11)
et le star-produit ⋆0 est donne´ par
f ⋆0 g =
∞∑
r=0
(−2ν)r
r!
k∑
i1,...,ir=1
∂rf
∂pi1 · · ·∂pir
∂rg
∂qi1 · · ·∂qir . (2.12)
Cette formule bine connue est un cas particuier de la formule exponentielle
de M.Gerstenhaber, voir [58, p.13] et [44] pour une de´monstration e´le´gante.
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Revenant au cas d’une sous-varie´te´ co¨ısotrope ferme´e C d’une varie´te´ sym-
plectique, on peut utiliser les deux formules pre´ce´dentes et l’existence d’une
carte de Darboux adapte´e (voir la proposition 1.4) pour arriver au suivant
Corollaire 2.2 Avec les notations mentionne´s ci-dessus, soit ∗ un star-
produit sur M . Alors autour de tout point c ∈ C il existe un ouvert U de
M et une repre´sentation diffe´rentielle ρU de ∗|U sur C ∩ U .
De´monstration: On choisit une carte de Darboux adapte´e
(
U, (q1, . . . , qm, p1, . . . ,
pm, x
1, . . . , xk, y1, . . . , yk)
)
avec un domaine contractile U . Alors ∗|U est e´quivalent
a` tout star-produit local sur U , par exemple a` ⋆0 ou` on remplace q par (q, x) et
p par (p, y), et il est facile a` calculer que la formule suivante de´finit une repre´sen-
tation ρˆU de ⋆0 sur C ∩ U qui est donne´ par y = 0 : soit f ∈ C∞(U,K)[[ν]] et
φ ∈ C∞(C,K)[[ν]],
(
ρˆU (f)φ
)
(q, p, x) =
∞∑
r,s=0
(−2ν)r+s
r!s!
k∑
i1,...,ir=1
m∑
a1,...,as=1
∂r+sf
∂pi1 · · · ∂pir∂ya1 · · · ∂yas
(q, p, x, 0)
∂r+sφ
∂qi1 · · · ∂qir∂xa1 · · · ∂xas (q, p, x).
(2.13)
ce qui montre le corollaire puisque ∗|U est e´quivalent a` ⋆0. ✷
Remarque 2.3 Supposons qu’on ait une application de Poisson φ du fibre´
cotangent T ∗C d’une varie´te´ diffe´rentiable C dans une varie´te´ de Poisson
(M,P ) qui admette une quantification Φ par rapport a` un star-produit ∗
sur M et au star-produit ∗0 (relatif a` une connexion sans torsion sur C)
sur T ∗C. Evidemment la compose´e f 7→ ρ0
(
Φ(f)
)
de´finit une repre´sentation
diffe´rentielle de ∗ sur C. Mais je ne sais pas si la re´ciproque est force´ment
vraie, c’est-a`-dire si une repre´sentation diffe´rentielle ρ sur C d’un star-produit
∗ sur M de´finit automatiquement un morphisme de star-produits Φ par rap-
port a` ∗ et un star-produit e´quivalent a` un ∗0 sur T ∗C : on rencontre des
proble`mes de convergence.
Une classe de repre´sentations particulie`res plus ou moins lie´e au contexte
du calcul formel s’obtient par un proce´de´ analogue a` celui qu’on utilise pour
les repre´sentations de Gel’fand, Naimark et Segal (GNS) des alge`bres stel-
laires, voir [19], [14], [109], [111].
2.3 Re´duction des star-produits
Dans ce paragraphe on suppose le suivant : Soit i : C → M une sous-
varie´te´ co¨ısotrope ferme´e de la varie´te´ symplectique (M,ω) telles que l’espace
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symplectique re´duit (Mred, ωred est une varie´te´ symplectique pour laquelle la
projection canonique π : M → Mred soit une submersion. Soit I l’ide´al
annulateur de C et N (I) sont ide´alisateur, voir (1.27).
Il n’y a pas d’unique de´finition de la quantification de la re´duction sym-
plectique. Il y a au moins les deux variantes suivantes :
Dans la premie`re, on essaie de de´former l’isomorphisme d’alge`bres de
Poisson entre
(C∞(Mred,K), { , }red) et l’alge`bre quotient N (I)/I, voir la
proposition 1.6 :
De´finition 2.9 Avec les notations donne´es ci-dessus, soit ∗ un star-produit
sur M .
1. ∗ est dit projetable lorsque (N (I)[[ν]], ∗) et (I[[ν]], ∗) sont des sous-
alge`bres de
(C∞(M,K)[[ν]], ∗) telles que I[[ν]] soit un ide´al bilate`re
dans l’alge`bre (N (I)[[ν]], ∗).
2. ∗ est dit re´ductible lorsqu’il est e´quivalent a` un star-produit projetable.
On arrive ainsi a` une ge´ne´ralisation de la formule (100) de [13, p.138] :
Proposition 2.5 Avec les notations donne´es ci-dessus, soit ∗ un star-produit
projetable sur M . Alors l’espace C∞(Mred,K)[[ν]] est muni d’un star-produit
canonique ∗red de´fini de la manie`re suivante : soient f1, f2 ∈ N (I)[[ν]],
donc il existent des uniques fonctions f˜1, f˜2 ∈ C∞(Mred,K)[[ν]] telles que
i∗f1 = π
∗f˜1 et i
∗f2 = π
∗f˜2. Alors
i∗(f1 ∗ f2) =: π∗(f˜1 ∗red f˜2). (2.14)
On appelle ∗red le star-produit re´duit de ∗ et
(C∞(Mred,K)[[ν]], ∗red) l’alge`bre
re´duite.
De´monstration: Graˆce au fait que I[[ν]] est un ide´al bilate`re dans la sous-alge`bre
N (I)[[ν]], l’alge`bre quotient N (I)[[ν]]/I[[ν]] est bien de´finie et est isomorphe –en
tant que K[[ν]]-module– a` C∞(Mred,K)[[ν]]. Ceci justifie l’e´quation (2.14) dont
le membre droit est bien de´fini. Une e´tude locale de cette e´quation montre que la
multiplication ∗red associative est une se´rie formelle d’ope´rateurs bidiffe´rentiels sur
Mred et que 1∗red f˜2 = f˜2 = 1∗red f˜2. Par conse´quent, ∗red est une star-produit sur
Mred. ✷
Remarque 2.4 Bien qu’un star-produit projetable induise un unique star-
produit re´duit ceci n’est plus vrai pour un star-produit re´ductible : un tel
star-produit peut eˆtre e´quivalent a` plusieurs star-produits projetables qui in-
duisent des star-produits re´duits deux-a`-deux non e´quivalents, voir l’exemple
de la re´duction pour l’espace projectif complexe en paragraphe 6.2.
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Remarque 2.5 Dans la de´finition 2.9 on ne suppose a priori pas que I[[ν]]
soit un ide´al a` gauche : donc elle peut eˆtre vue comme un affaiblissement de
la condition que ∗ admet une re´duction quantique cohe´rente donne´e dans le
contexte des re´ductions de Marsden-Weinstein dans [13], p.135, Def. 31. On
verra pourtant en paragraphe 3.4 que dans le cas symplectique le fait que
I[[ν]] est une sous-alge`bre implique que I[[ν]] est ou bien un ide´al a` gauche
ou bien un ide´al a` droite (si C est connexe), voir le the´ore`me 3.4.
Pour la deuxie`me de´finition, qui m’a e´te´ communique´e par Alan Wein-
stein, on essaie de ‘quantifier’ le fait que l’espace des fonctions C∞(C,K) est
un bimodule par rapport aux anneaux C∞(M,K) et C∞(Mred,K) : soient
f ∈ C∞(M,K), φ ∈ C∞(C,K) et h˜ ∈ C∞(Mred,K), alors l’application
(f, φ, h˜) 7→ (i∗f)φ(π∗h˜) (2.15)
de´finit la structure d’un C∞(M,K)-C∞(Mred,K)-bimodule sur C∞(C,K). Ceci
provoque la suivante
De´finition 2.10 Avec les notations donne´es ci-dessus, soient ∗ un star-
produit sur (M,ω) et ∗r un star-produit sur (Mred, ωred). On va dire que
C∞(C,K)[[ν]] est un ∗-∗r-bimodule (diffe´rentiel) lorsqu’il existe une repre´sen-
tation (diffe´rentielle) ρ de ∗ dans C×K qui de´forme i∗ et une repre´sentation
(diffe´rentielle) ρ˜ de ∗oppr dans C ×K qui de´forme π∗ telles que
ρ(f)ρ˜(h˜)
(
φ
)
= ρ˜(h˜)ρ(f)
(
φ
)
(2.16)
quels que soient f ∈ C∞M [[ν]], h˜ ∈ C∞Mred[[ν]], φ ∈ C∞C[[ν]].
En particulier, ρ est une representation diffe´rentielle de ∗ sur C, alors, comme
on verra en paragraphe 3.2, l’ide´al a` gauche {f ∈ C∞(M,K)[[ν]] | ρ(f)1 =
0} sera une de´formation de l’ide´al annulateur I. Ceci correspond bien au
‘coisotropic creed’ de Weinstein et Lu, voir [81].
Au cas ou` l’espace re´duit n’existe plus en tant que varie´te´ diffe´rentiable, on
peut introduire une version locale d’un star-produit projetable : soit U ⊂M
un ouvert. On de´finit
IU := {g ∈ C∞(U,K) | g(c) = 0 ∀c ∈ C ∩ U}
N (I)U := {f ∈ C∞(U,K) | {f, g} ∈ IU ∀g ∈ IU}
et la version locale de la de´finition 2.9 est la suivante
De´finition 2.11 Avec les notations donne´es ci-dessus, soit ∗ un star-produit
sur M .
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1. ∗ est dit localement projetable lorsque quel que soit l’ouvert U de
M les espaces (N (I)U [[ν]], ∗|U) et (IU [[ν]], ∗|U) sont des sous-alge`bres
de
(C∞(U,K)[[ν]], ∗|U) telles que IU [[ν]] soit un ide´al bilate`re dans
l’alge`bre (N (I)U [[ν]], ∗).
2. ∗ est dit localement re´ductible lorsqu’il est e´quivalent a` un star-produit
localement projetable.
Il ne faut pas oublier que le star-produit ∗ est globalement donne´. De la meˆme
fac¸on que pour la proposition 2.5, on montre l’existence des star-produits
re´duits ∗Ured –cette fois locaux– sur les quotients locaux
(N (I)U/IU)[[ν]].
3 Premiers re´sultats
3.1 Quantification des applications de Poisson comme
proble`me de repre´sentation
Le lien entre la quantification des application de Poisson et la quantifica-
tion des sous-varie´te´s co¨ısotropes se trouve dans la suivante
Proposition 3.1 Soit φ : (M ′, P ′) → (M,P ) une application de Poisson
entre deux varie´te´s de Poisson. Soit C := M ′ et i : C := M ′ → M ×M ′ le
plongement canonique de M ′ dans le graphe de φ, c.-a`-d. i(p′) := (φ(p′), p′) ∈
M ×M ′ quel que soit p′ ∈M ′. Soient ∗ et ∗′ des star-produits sur (M,P ) et
(M ′, P ′), respectivement.
Alors les e´nonce´s suivants sont e´quivalents :
1. Il existe un homomorphisme de star-produits diffe´rentiel
Φ =
∑
r=0
νrΦr :
(C∞(M,K)[[ν]], ∗)→ (C∞(M ′,K)[[ν]], ∗′) avec Φ0 = φ∗.
2. Il existe la structure d’un ∗-∗′opp-bimodule sur C qui de´forme i, c.-a`-
d. une repre´sentation de star-produits diffe´rentielle ρ =
∑
r=0 ν
rρr de(C∞(M ×M ′,K)[[ν]], ∗ ⊗ ∗′opp) dans C∞(C,K)[[ν]] telle que ρ0 = i∗.
De´monstration: D’abord, C est une sous-varie´te´ co¨ısotrope de (M ×M ′, P(1) −
P ′(2) d’apre`s le the´ore`me de Weinstein 1.1.
“=⇒” Pour f ∈ C∞(M,K) et g1, g2 ∈ C∞(M ′,K) on de´finit
ρ(f ⊗ g1)(g2) := Φ(f) ∗′ g2 ∗′ g1.
Puisque Φ est diffe´rentielle et ∗′ est bidiffe´rentiel, on voit sans peine que cette
de´finition s’e´tend de f ⊗ g1 a` toutes les fonctions F ∈ C∞(M ×M ′,K)[[ν]] a` une
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application bidiffe´rentielle le long de i et idC. Il est e´vident que ceci nous donne
une repre´sentation de star-produits diffe´rentielle sur M ′ = C, et
ρ0(f ⊗ g1)(g2) = Φ0(f)g1g2 = i∗(f ⊗ g1)g2.
“⇐=” : Soient f, f1, f2 ∈ C∞(M,K) et g, g1, g2 ∈ C∞(M ′,K). On conside`re les
applications r et l : C∞(M ′,K)[[ν]] → C∞(M ′,K)[[ν]] donne´es par r(g) := ρ(1 ⊗
g)(1) et l(f) := ρ(f ⊗ 1)(1). On a r0(g) = ρ0(1⊗ g)(1) = i∗(1⊗ g) = g, alors r0 est
l’application identique ce qui entraˆıne que r est inversible. On de´finit
Φ := r−1 ◦ l : C∞(M,K)[[ν]]→ C∞(M ′,K)[[ν]]
Ensuite, l0(f) = ρ0(f ⊗ 1)(1) = i∗(f ⊗ 1) = φ∗f , par conse´quent Φ0 = (r−1 ◦ l)0 =
l0 = φ
∗. On a
ρ(1⊗ g1)r(g2) = ρ(1⊗ g1)ρ(1⊗ g2)(1) = ρ
(
1⊗ (g1 ∗′opp g2)
)
(1)
= r(g1 ∗′opp g2) = r(g2 ∗′ g1).
d’ou`
g2 ∗′ g1 =
(
r−1 ◦ ρ(1⊗ g1) ◦ r
)
(g2)
En outre,(
r−1 ◦ ρ(f ⊗ 1) ◦ r)(g) = r−1(ρ(f ⊗ 1)ρ(1⊗ g)(1)) = r−1(ρ(f ⊗ g)(1))
= r−1
(
ρ(1⊗ g)ρ(f ⊗ 1)(1))
=
(
r−1 ◦ ρ(1⊗ g) ◦ r)(r−1(l(f)))
= Φ(f) ∗′ g
d’apre`s l’e´quation pre´ce´dente. Par conse´quent
Φ(f1 ∗ f2) ∗′ g =
(
r−1 ◦ ρ((f1 ∗ f2)⊗ 1) ◦ r
)
(g)
=
(
r−1 ◦ ρ(f1 ⊗ 1) ◦ r
) ((
r−1 ◦ ρ(f2 ⊗ 1) ◦ r
)
(g)
)
= Φ(f1) ∗′
(
Φ(f2) ∗′ g
)
=
(
Φ(f1) ∗′ Φ(f2)
) ∗′ g
ce qui montre en particulier (g = 1) que Φ est un homomorphisme de star-produits.
✷
Remarque 3.1 La cate´gorie des K[[ν]]-alge`bres associatives est parfois rem-
place´e par une cate´gorie ‘plus vaste’ qui a les meˆmes objets, mais dont les
morphismes de A dans B sont donne´s par des classes d’isomorphismes de
A-B-bimodules qui soient projectifs et d’un nombre fini de ge´ne´rateurs en
tant que B-modules, voir par exemple [80, p.20]. La proposition pre´ce´dente
montre que la de´formation d’un morphisme de Poisson dans la cate´gorie plus
vaste, c.-a`-d. en tant que bi-module, reste dans la cate´gorie usuelle ou` les
morphismes sont des morphismes d’alge`bres associatives.
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3.2 Repre´sentations, la de´formation de l’ide´al annula-
teur et star-produits adapte´s
Soit (M,P ) une varie´te´ de Poisson, i : C → M une sous-varie´te´ co¨ısotrope
ferme´e et I l’ide´al annulateur de C, voir 1.8. Soit ∗ un star-produit sur M
et ρ une repre´sentation diffe´rentielle de ∗ dans C ×K. On de´finit
Iρ := {f ∈ C∞(M,K)[[ν]] | ρ(f)1 = 0}. (3.1)
Il est e´vident que Iρ est un ide´al a` gauche de
(C∞(M,K)[[ν]], ∗). Pour le
cas d’une repre´sentation GNS formelle (voir [19]) ou` l’espace pre´hilbertien
est engendre´ par un vecteur ‘vacuum’ (par exemple pour la repre´sentation
de Schro¨dinger sur un espace des configurations compact) l’ide´al Iρ co¨ıncide
avec l’ide´al de Gel’fand. On peut se demander quand cet ide´al co¨ıncide avec
l’espace I[[ν]] :
Proposition 3.2 Soient (M,P ), C, ∗ et ρ comme ci-dessus. Alors il existe
une se´rie d’ope´rateurs diffe´rentiels S = id +
∑∞
r=1 ν
rSr (ou` Sr appartient a`
D1
(C∞(M,K); C∞(M,K)) et s’annule sur les constantes quel que soit l’en-
tier positif r) telle que pour le star-produit ∗′ := S(∗) et la repre´sentation
diffe´rentielle ρ′(f) := ρ(S−1f) (ou` f ∈ C∞(M,K)[[ν]]) on a
1. Pour tous f, g ∈ C∞(M,K)[[ν]] :
ρ′(f)
(
i∗g
)
= i∗(f ∗′ g).
2. L’ide´al a` gauche Iρ′ de l’alge`bre
(C∞(M,K)[[ν]], ∗′) est e´gal a` l’espace
I[[ν]].
3. L’ide´al a` gauche Iρ de l’alge`bre
(C∞(M,K)[[ν]], ∗) est e´gal a` l’espace
S−1
(I[[ν]]).
De´monstration: Puisque la repre´sentation ρ est diffe´rentielle, alors l’application
D : C∞(M,K)[[ν]]→ C∞(C,K)[[ν]] de´finie par
Df := ρ(f)1
quel que soit f ∈ C∞(M,K)[[ν]] est une se´rie d’ope´rateurs diffe´rentiels D =∑
r=0 ν
rDr ou` Dr appartient a` D
1
(C∞(M,K); C∞(C,K)) (le long de i) quel que
soit l’entier positif r. Evidemment, D0 = i
∗ et Dr s’annule sur les constantes quel
que soit r ≥ 1. A l’aide d’un voisinage tubulaire U de C on va construire vers la
fin de cette de´monstration une se´rie d’ope´rateurs diffe´rentiels S = id+
∑∞
r=1 ν
rSr
ou` tout Sr appartient a` D
1
(C∞(M,K); C∞(M,K)) et s’annule sur les constantes,
telle que
Drf = i
∗Srf ∀f ∈ C∞(M,K) ∀r ∈ N.
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Alors S est inversible et
ρ(f)1 = i∗(Sf) quel que soit f ∈ C∞(M,K)[[ν]].
Alors ρ′ est e´videmment une repre´sentation de ∗′ dans C×K. Puisque ρ′(f)1 = i∗f
il s’ensuit que Iρ′ est e´gal au noyau de i∗, alors a` I[[ν]]. De plus, on de´duit de
ρ(f)1 = i∗(Sf) que Iρ = S−1
(I[[ν]]). En outre
ρ′(f)
(
i∗g
)
= ρ(S−1f)i∗
(
S(S−1g)
)
= ρ(S−1f)ρ(S−1g)1 = ρ
(
S−1(f ∗′ g))1
= i∗
(
S(S−1(f ∗′ g))) = i∗(f ∗′ g),
ce qui montre l’e´nonce´ 1.
Pour construire S il faut prolonger les valeurs de D : d’abord il est clair que
D0 = i
∗ = i∗ id = i∗ S0. Soit τ : U → C un voisinage tubulaire de C dans M . Soit
(Uα)α∈A un recouvrement ouvert de C tel que tout τ
−1(Uα) soit le domaine d’une
carte xα = (x
1
α, . . . , x
n
α) de M . Soit (χα)α∈A une partition de l’unite´ subordonne´e
a` (Uα)α∈A. Pour tout r ∈ N, r ≥ 1 il existe un entier positif Nr tel que l’ope´rateur
diffe´rentiel Dr est de la forme locale suivante pour tout f ∈ C∞(M,K) et c ∈ Uα :
Dr(f)|Uα(c) =
∑
|I|≤Nr
DIαr(c)
∂|I|f
∂xIα
(c)
pour des multi-indices I ∈ Nn et certaines fonctionsDIαr appartenant a` C∞(Uα,K).
On de´finit pour tout u ∈ U
Sr,U (f)(u) :=
∑
α∈A
χα
(
τ(u)
) ∑
|I|≤Nr
DIαr
(
τ(u)
)∂|I|f
∂xIα
(u).
Visiblement, tout Sr,U est un ope´rateur diffe´rentiel bien de´fini appartenant a`
D1
(C∞(M,K); C∞(U,K)) tel que Sr,U(f)(c) = Dr(f)(c) quel que soit c ∈ C et
f ∈ C∞(M,K). Soit maintenant V un ouvert de M tel que C ⊂ V ⊂ V¯ ⊂ U
(puisque M est un espace topologique normal) et soit W l’ouvert M \ V¯ (ici V¯
etc. de´signe l’adhe´rence de V dans M). Alors M = U ∪W et C ∩ W¯ = ∅. Soit
(ψU , 1−ψU ) une partition de l’unite´ subordonne´e au recouvrement ouvert (U,W )
de M . Finalement, les ope´rateurs diffe´rentiels
Sr(f) := ψU Sr,U(f) ∀r ∈ N, r ≥ 1
appartiennent a` l’espace d’ope´rateurs diffe´rentiels D1
(C∞(M,K); C∞(M,K)) et
satisfont a` l’e´quation Sr(f)(c) = Dr(f)(c) quel que soient c ∈ C et f ∈ C∞(M,K).
✷
On voit qu’il existe toujours un couple e´quivalent (∗′, ρ′) tel que l’ide´al an-
nulateur est directement un ide´al a` gauche pour le star-produit e´quivalent
∗′.
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Re´ciproquement, soit ∗ un star-produit sur M pour lequel l’ide´al annula-
teur I[[ν]] soit un ide´al a` gauche. Il s’ensuit que l’e´quation
ρ(f)
(
i∗g
)
:= i∗(f ∗ g) quels que soient f, g ∈ C∞(M,K)[[ν]] (3.2)
est une repre´sentation diffe´rentielle de ∗ dans C × K bien de´finie parce que
la restriction i∗ est surjective et f ∗ g appartient a` I[[ν]] si g est un e´le´ment
de I[[ν]].
Les conside´rations pre´ce´dentes montrent le
The´ore`me 3.1 Soit (M,P ) une varie´te´ de Poisson, i : C → M une sous-
varie´te´ co¨ısotrope et ∗ =∑∞r=0 νrCr un star-produit sur M .
Alors ∗ est repre´sentable sur C, i.e. il existe une repre´sentation diffe´rentielle
de ∗ dans C × K si et seulement s’il existe un star produit ∗′ = ∑∞r=0 νrC′r
e´quivalent a` ∗ tel que tous les ope´rateurs bidiffe´rentiels C′r sont tels que
C′r(f, g) ∈ I quels que soient f ∈ C∞(M,K), g ∈ I. (3.3)
Cette proposition provoque la suivante
De´finition 3.1 Soit (M,P ) une varie´te´ de Poisson et i : C → M une sous-
varie´te´ co¨ısotrope ferme´e de M .
Un star-produit ∗ sur M est dit adapte´ a` la sous-varie´te´ co¨ısotrope C lorsque
la condition (3.3) est satisfaite, c.-a`-d. I[[ν]] est un ide´al a` gauche de ∗ ou`
I est l’ide´al annulateur de C. On appellera sa repre´sentation canonique ρ
l’application
ρ(f)i∗g := i∗(f ∗ g)
quels que soient f, g ∈ C∞(M,K)[[ν]].
L’exemple clef pour un star-produit adapte´ est le star-produit du type stan-
dard ∗0 pour un fibre´ cotangent, voir l’e´qn (2.9) pour sa repre´sentation canon-
ique au cas ou` A = 0. Un cas particulier plus e´lementaire est le star-produit
(2.12) sur R2n.
La notion du commutant s’ave`rera tre`s importante plus tard :
De´finition 3.2 Soit (M,P ) une varie´te´ de Poisson et i : C → M une sous-
varie´te´ co¨ısotrope ferme´e de M . Soit ∗ un star-produit repre´sentable sur M
et ρ une repre´sentation diffe´rentielle de ∗ sur C.
Le commutant de ∗ par rapport a` ρ est de´fini par
Hom(∗,ρ)
(
C,C
)
:= {D : C∞(C,K)[[ν]]→ C∞(C,K)[[ν]] |
D est K[[ν]]− line´aire et
Dρ(f) = ρ(f)D ∀ f ∈ C∞(M,K)[[ν]]}.
(3.4)
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Pour un star-produit adapte´ ∗ on de´finit l’ide´alisateur de I[[ν]] par rapport
a` ∗ par
N∗(I) := {h ∈ C∞(M,K)[[ν]] | g ∗ h ∈ I[[ν]] ∀ g ∈ I[[ν]]}. (3.5)
Il est e´vident que N∗(I) est une sous-alge`bre de
(C∞(M,K)[[ν]], ∗) et que
I[[ν]] est un ide´al bilate`re de N∗(I). On a
Proposition 3.3 Soit (M,P ) une varie´te´ de Poisson, i : C →M une sous-
varie´te´ co¨ısotrope ferme´e de M et soit ∗ un star-produit adapte´ sur M .
1. Le commutant de ∗ par rapport a` sa repre´sentation canonique ρ est
donne´ par
Hom(∗,ρ)(C,C) = {i∗f 7→ i∗(f ∗ h) | h ∈ N∗(I)} ∼=
(N∗(I)/I[[ν]])opp.
2. En outre, si ∗ est projetable, alors N∗(I) = N (I)[[ν]], et le commutant
est donc anti-isomorphe a` l’alge`bre re´duite.
De´monstration: 1. Soit D ∈ Hom(∗,ρ)(C,C). Soit f ′ ∈ C∞(M,K)[[ν]] tel que
i∗f ′ = D1. Il vient
i∗(f ∗ f ′) = ρ(f)i∗f ′ = ρ(f)(D1) = Dρ(f)1 = D(i∗f),
donc D est de´termine´ par sa valeur sur 1. En particulier, pour f = g ∈ I[[ν]] la
fonction f ′ est telle que g ∗ f ′ ∈ I[[ν]], donc f ′ ∈ N∗(I) et D(i∗f) = i∗(f ∗ f ′).
Re´ciproquement, soit h ∈ N∗(I). Alors l’application
Dh(i
∗f) := i∗(f ∗ h)
est bien de´finie car i∗(g ∗ h) = 0 quel que soit g ∈ I[[ν]] par de´finition de N∗(I).
De plus
Dhρ(f)i
∗fˆ = Dh(i
∗(f ∗ fˆ) = i∗(f ∗ fˆ ∗ h) = ρ(f)i∗(fˆ ∗ h) = ρ(f)Dhi∗fˆ
et Dh ∈ Hom(∗,ρ)(C,C). On voit facilement que Dh = 0 si h ∈ I[[ν]] et que Dh = 0
implique 0 = Dh(1) = i
∗h, donc h ∈ I[[ν]]
Dh∗h′ = Dh′Dh ∀h, h′ ∈ N∗(I).
Ceci montre que D : h 7→ Dh de´finit un antihomomorphisme surjective de N∗(I)
sur l’alge`bre associative Hom(∗,ρ)(C,C). Le noyau deD e´tant I[[ν]], l’isomorphisme
annonce´ est montre´.
2. Puisque ∗ est projetable, I[[ν]] est un ide´al a` gauche de N (I)[[ν]]. Alors il
est e´vident que N (I)[[ν]] ⊂ N∗(I).
Re´ciproquement, soit f =
∑∞
r=0 ν
rfr un e´le´ment de N∗(I) (avec fr ∈ C∞(M,K)).
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Puisque pour tout f ′ ∈ C∞(M,K)[[ν]] il vient f ′ ∗ g ∈ I[[ν]] (car I[[ν]] est un ide´al
a` gauche) il suffit de conside´rer l’e´quation
0 = i∗(f ∗ g − g ∗ f) ∀g ∈ I.
A l’ordre r = 1 on obtient 0 = 2i∗{f0, g} ∀g ∈ I, donc f0 ∈ N (I). Supposons par
re´currence que f0, . . . , fr ∈ N (I). Donc f (r) := f0+νf1+ · · ·+νrfr ∈ N (I)[[ν]], et
puisque I[[ν]] est un ide´al bilate`re dans ce dernier espace il vient que 0 = i∗(f (r)∗g−
g∗f (r)), donc h(r) := f ′−f (r) est un multiple de νr+1, et on a 0 = i∗(h(r)∗g−g∗h(r)).
Cette condition a` l’ordre r + 2 donne 0 = 2i∗{fr+1, g} ∀g ∈ I, alors fr+1 est un
e´le´ment de N (I). Il s’ensuit que f ∈ N (I)[[ν]], alors N∗(I) ⊂ N (I)[[ν]]. ✷
SoitDI
(C∞(M,K); C∞(M,K)) l’espace de tous les ope´rateurs diffe´rentiels
adapte´s a` C, c.-a`-d. ceux qui pre´servent I :
DI(C∞(M,K); C∞(M,K)) :=
{D ∈ D1(C∞(M,K); C∞(M,K)) | Dg ∈ I ∀ g ∈ I}. (3.6)
Puisque C∞(C,K) ∼= C∞(M,K)/I il existe une application naturelle
DI(C∞(M,K); C∞(M,K)) → D1(C∞(C,K); C∞(C,K)) :
D 7→ (i∗f 7→ i∗(Df)). (3.7)
Le sous-espace d’ope´rateurs diffe´rentiels DI
(C∞(M,K), C∞(M,K)) servira
d’espace naturel pour les transformations d’e´quivalence entre deux star-pro-
duits adapte´s a` C : d’un coˆte´, il est e´vident que toute se´rie S = id+
∑∞
r=1 ν
rSr
telle que tous les ope´rateurs diffe´rentiels Sr soient adapte´s a` C transforme
tout star-produit adapte´ a` C dans un star-produit adapte´ a` C. Dans ce cas
on a la proposition suivante :
Proposition 3.4 Soit i : C → M une sous-varie´te´ co¨ısotrope de la varie´te´
de Poisson (M,P ). Soient ∗ et ∗′ deux star-produits adapte´s a` C, ρ et ρ′
leurs repre´sentations canoniques, et soit S une transformation d’e´quivalence
adapte´e, i.e. ∗′ = S(∗) et S(I[[ν]]) = I[[ν]].
Alors les couples (∗, ρ) et (∗′, ρ′) sont e´quivalents.
De´monstration: Soit T la se´rie d’ope´rateurs diffe´rentiels de C induite par S, i.e.
T i∗g = i∗(Sg) quel que soit g ∈ C∞(M,K)[[ν]]. Soient f, g ∈ C∞(M,K)[[ν]]. Alors
ρ′(f)i∗g = i∗(f ∗′ g) = i∗(S((S−1f) ∗ (S−1g)))
= T i∗
(
(S−1f) ∗ (S−1g)) = Tρ(S−1f)i∗(S−1g)
= Tρ(S−1f)T−1i∗g,
donc ρ′(f) = Tρ(S−1f)T−1, et les couples (∗, ρ) et (∗′, ρ′) sont e´quivalents. ✷
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D’un autre coˆte´, il n’est pas vrai en ge´ne´ral que deux star-produits adapte´s
e´quivalents sont e´quivalents par rapport a` une transformation d’e´quivalence
adapte´e comme on peut voir dans des exemples, voir le paragraphe 6. Mais
le cas particulier suivant est important :
The´ore`me 3.2 Soit (M,ω) une varie´te´ symplectique et i : C → M une sous-
varie´te´ co¨ısotrope ferme´e de M . Soient ∗ et ∗′ deux star-produits adapte´s a`
C. On suppose que le premier groupe de cohomologie verticale de C s’annule :
H1v (C,K) = {0}.
Si ∗ et ∗′ sont e´quivalents, alors il existe une transformation d’e´quivalence
S = id+
∑∞
r=1 ν
rSr telle que tous les ope´rateurs diffe´rentiels Sr soient adapte´s
a` C.
De´monstration: Soit ∗ = ∑∞r=0 νrCr et ∗′ = ∑∞r=0 νrC′r. Le cas r = 0 e´tant
e´vident, supposons qu’on ait de´ja` trouve´ r + 1 ope´rateurs diffe´rentiels adapte´s
T0 := 0, T1, . . . , Tr (r ≥ 0) tels que T (r) := (id + νrTr) · · · (id + νT1)id envoie ∗
sur un star-produit adapte´ T (r)(∗) =: ∗(r) =: ∑∞s=0 νsC(r)s qui co¨ıncide avec ∗′
jusqu’a` l’ordre r. Puisque ∗ et ∗′ sont e´quivalents, ∗′ et ∗(r) le sont aussi. D’apre`s
la the´orie ge´ne´rale des classes de Deligne (voir la proposition 1.7 et [63]), il existe
un ope´rateur diffe´rentiel B : C∞(M,K)→ C∞(M,K) et une 1-forme γ sur M tels
que
C′r+1(f1, f2) = C
(r)
r+1(f1, f2)− (bB)(f1, f2) + (dγ)(Xf1 ,Xf2)
∀ f1, f2 ∈ C∞(M,K)
ou` b de´signe l’ope´rateur cobord de Hochschild, voir e´qn (1.44). Puisque les star-
produits ∗ et ∗(r) sont adapte´s, alors la restriction i∗ applique´e a` l’e´quation pre´ce´-
dente (pour f1 = g1 et f2 = g2 avec g1, g2 ∈ I) entraˆıne que la somme −i∗B(g1g2)+
i∗(dγ)(Xg1 ,Xg2) s’annule. En se´parant la partie antisymetrique, il vient
dv(pvi
∗γ) = 0
(voir les e´quations (1.22) et (1.24) pour la notation), car les champs hamiltoniens
Xg de g ∈ I induisent tous les champs verticaux, voir la proposition 1.5. Puisque
H1v (C,K) = {0} il existe une fonction f ∈ C∞((,K)M) telle que
γc
(
V ) = (df)c
(
V ) ∀ c ∈ C ∀ V ∈ TcCω.
La restriction de la 1-forme modifie´e γ′ := γ − df a` C s’annule donc sur tous les
vecteurs verticaux. Soit Y l’unique champ de vecteurs tel que ω♭(Y ) = −γ′ et soit
g ∈ I. Il vient
i∗Y (g) = i∗
(
dg(Y )
)
= i∗
(
ω(Xg, Y )
)
= i∗
(
γ′(Xg)
)
= 0
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alors Y (g) ∈ I, et Y est un champ de vecteurs adapte´ (en tant qu’ope´rateur
diffe´rentiel d’ordre 1). En modifiant l’ope´rateur adapte´ Tr par l’ope´rateur adapte´
T ′r := Tr + Y , les coefficients C
(r)
k du star-produit ∗(r) ne changent pas pour 0 ≤
k ≤ r (car Y est une de´rivation de la multiplication point-par-point, donc bY = 0),
mais a` l’ordre r + 1 le star-produit modifie´ adapte´ ∗ˆ(r) est e´gal a`
Cˆ
(r)
r+1(f1, f2) = C
(r)
r+1(f1, f2) + Y
(
C1(f1, f2)
)− C1(Y (f1), f2)− C1(f1, Y (f2))
Puisque il est connu que C1(f1, f2) = {f1, f2} + (bB1)(f1, f2) pour un ope´rateur
diffe´rentiel B1 il s’ensuit que
C
(r)
r+1(f1, f2) = Cˆ
(r)
r+1(f1, f2)− (dγ′)(Xf1 ,Xf2)− (b[Y,B1])(f1, f2),
donc
C′r+1(f1, f2) = Cˆ
(r)
r+1(f1, f2)−
(
b(B + [Y,B1])
)
(f1, f2)
∀ f1, f2 ∈ C∞(M,K).
En restreignant cette e´quation a` C et en observant que ∗′ et ∗ˆr sont adapte´s, on
obtient les e´quations suivantes pour l’ope´rateur diffe´rentiel B′ := B + [Y,B1]
i∗B′(fg) = i∗f i∗B(g) ∀f ∈ C∞(M,K) ∀g ∈ I
i∗B′(g1g2) = 0 ∀g1, g2 ∈ I. (3.8)
Il s’ensuit que la restriction de i∗B′ a` I de´finit un morphisme B˜ de C∞(C,K)-
modules du module conormal I/I2 ∼= Γ∞(C, TCann) a` C∞(C,K), par conse´quent
une section du fibre´ vectoriel TM |C/TC. En choisissant un sous-fibre´ F de TM |C
comple´mentaire a` TC et en utilisant un voisinage tubulaire de C on trouve un
champ de vecteurs X sur M tel que Xc mod TcC = B˜c quel que soit c ∈ C. Par
conse´quent, pour l’ope´rateur diffe´rentiel
Tr+1 := B
′ − LX
(ou` LX de´signe la de´rive´e de Lie par rapport au champ de vecteurs X) il vient
i∗Tr+1(g) = i
∗B′(g)− i∗LX(g) = 0 ∀g ∈ I,
donc Tr+1 est adapte´ a` C. Puisque LX est une de´rivation de C∞(M,K) on a
C′r+1(f1, f2) = Cˆ
(r)
r+1(f1, f2)− (bTr+1)(f1, f2)
∀ f1, f2 ∈ C∞(M,K)
et le star-produit adapte´ ∗(r+1) := (id + νr+1Tr+1)(∗ˆ(r)) co¨ıncide avec ∗′ jusqu’a`
l’ordre r+1. Ceci montre que le produit infini S := limr→∞(id+ν
rT ′r) · · · (id+νT ′1)
de´finit une transformation d’e´quivalence adapte´e de ∗ a` ∗′. ✷
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Corollaire 3.1 Soit (M,ω) une varie´te´ symplectique et i : C → M une
sous-varie´te´ co¨ısotrope ferme´e de M . Soient ∗ et ∗′ deux star-produits sur M
et ρ (resp. ρ′) une repre´sentation diffe´rentielle de ∗ (resp. de ∗′) sur C. On
suppose que le premier groupe de cohomologie verticale s’annule, H1v (C,K) =
{0}.
Si ∗ et ∗′ sont e´quivalents, alors les couples (∗, ρ) et (∗′, ρ′) sont e´galement
e´quivalents.
De´monstration: D’apre`s la proposition 3.2 il y a deux transformations d’e´quiva-
lence S et S′ tels que les star-produits ∗ˆ := S(∗) et ∗ˆ′ := S′(∗′) soient adapte´s
et le couple (∗, ρ) (resp. (∗′, ρ′)) est e´quivalent au couple (∗ˆ, ρˆ) (resp. (∗ˆ′, ρˆ)′) ou`
ρˆ (resp. ρˆ′) est la repe´sentation canonique de ∗ˆ (resp. de ∗ˆ′). Puisque ∗ et ∗′ sont
e´quivalents, alors ∗ˆ et ∗ˆ′ le sont, et d’apre`s le the´ore`me 3.2 il existe une transfor-
mation d’e´quivalence adapte´e U telle que ∗ˆ′ = U(∗ˆ). D’apre`s la proposition 3.4
les couples (∗ˆ, ρˆ) et (∗ˆ′, ρˆ)′ sont e´quivalents. Par conse´quent, les couples (∗, ρ) et
(∗′, ρ′) sont e´galement e´quivalents. ✷
Remarque 3.2 L’analogue multidiffe´rentiel deDI , l’espace G
r
I , de´fini par le
sous-espace de tous les ope´rateurs multidiffe´rentiels (de rang r ∈ N) D tels que
pour tous f1, . . . , fr−1 ∈ C∞(M,K) et g ∈ I la fonction D(f1, . . . , fr−1, g) ∈ I
s’ave`re tre`s important pour les conside´rations de formalite´ dans [9].
3.3 Repre´sentations sur les sous-varie´te´s lagrangien-
nes
Soit (M,ω) une varie´te´ symplectique et L ⊂M une sous-varie´te´ lagrang-
ienne ferme´e. D’apre`s un the´ore`me de Weinstein (voir [112] ou [1], p.411,
thm 5.3.18) il existe un voisinage ouvert U ⊃ L dans M , un voisinage
ouvert L ⊂ V ⊂ T ∗L de la section nulle du fibre´ cotangent de L et un
diffe´omorphisme symplectique φ : U → V dont la restriction a` L donne
l’identification usuelle de L avec la section nulle L→ T ∗L.
Alors, pour e´tudier les repre´sentations des alge`bres de´forme´es sur les sous-
varie´te´s lagrangiennes, on regarde d’abord le cas M = T ∗L a` l’aide du calcul
symbolique esquisse´ dans paragraphe 2.2.
The´ore`me 3.3 Soit V un voisinage ouvert fibre-par-fibre convexe de L dans
la varie´te´ symplectique T ∗L. Soit ∗ un star-produit sur V .
1. Il existe une repre´sentation diffe´rentielle de ∗ sur L si et seulement si
[∗] = 0.
2. Soit ρ une repre´sentation diffe´rentielle de ∗ sur L et ∗′ un autre star-
produit sur V avec une representation diffe´rentielle ρ′ sur L. Alors les
couples (∗, ρ) et (∗′, ρ′) sont e´quivalents.
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3. On suppose que ∗ soit repre´sentable sur L. Alors l’ensemble de toutes
les classes d’isomorphisme de modules de ∗ sur L est en bijection avec
νH1′dR(L,K)⊕ ν2H1dR(L,K)[[ν]],
ou` on a e´crit H1′dR(L,K) := H
1
dR(L,R) au cas ou` K = R et H
1′
dR(L,K) :=
H1dR(L,C)/2πiH
1
dR(L,Z) au cas ou` K = C.
De´monstration: 1. Soit B ∈ νΩ2(L)[[ν]] une se´rie formelle de 2-formes ferme´es
telle que B2ν repre´sente la classe de Deligne [∗] de ∗ : ceci est possible car V se
retracte sur L et [ω] = 0 pour la forme symplectique canonique ω de V ⊂ T ∗L.
Soit ⋆B0 le star-produit sur T
∗L de´fini dans [10], paragraphe 4, eqn (4.2). Puisque
sa classe de Deligne est e´gale a` [B]2ν = [∗] (voir [10], Theorem 4.6) alors la restriction
de ⋆B0 a` V est e´quivalente a` ∗. Soit S˜ une transformation d’e´quivalence telle que
S˜∗ = ⋆B0 .
“⇐=” : If [∗] = 0, alors ∗ est e´quivalent au star-produit ⋆0 (ou` B = 0) qui
admet toujours une repre´sentation sur L graˆce au calcul symbolique (voir le para-
graphe 2.2 et [17], [16] et [10], e´quation (2.1)). Donc il existe une repre´sentation
diffe´rentielle de ∗ sur L.
“=⇒” : Re´ciproquement, supposons qu’une repre´sentation diffe´rentielle ρ existe
pour le star-produit ∗. Par conse´quent, C∞(V,K)[[ν]] ∋ f 7→ ρ˜(f) := ρ(S˜−1f) est
une repre´sentation de la restriction de ⋆B0 a` V (qu’on va noter de´sormais par ⋆
B
0 )
dans L. Soit π : V → L la restriction de la projection du fibre´ T ∗L→ L a` V . On
conside`re l’ope´rateur diffe´rentiel
D : C∞(L,K)[[ν]] ∋ φ 7→ ρ˜(π∗φ)1 ∈ C∞(L,K)[[ν]].
Graˆce au fait que π ◦ i est l’application identique de L il s’ensuit que Dφ =
φ+ termes d’ordre supe´rieur en ν, donc D est une se´rie formelle d’ope´rateurs
diffe´rentiels inversible. Puisque
(π∗φ) ⋆B0 (π
∗ψ) = π∗(φψ) ∀φ,ψ ∈ C∞(L,K)[[ν]]
(voir [10], Theorem 4.1 ii)) il vientD(φψ) = ρ˜(π∗φ)Dψ. En de´finissant la repre´senta-
tion C∞(V,K)[[ν]] ∋ f 7→ ρˆ(f) := D−1ρ˜(f)D de ⋆B0 dans L, on voit que les couples
(∗, ρ) et (⋆B0 , ρˆ) sont e´quivalents et que
ρˆ(π∗φ)ψ = φψ ∀φ,ψ ∈ C∞(L,K)[[ν]]. (3.9)
Pour un champ de vecteurs X sur L soit J(X) ∈ C∞(T ∗L,K) la fonction ζ 7→
〈ζ,Xπ(ζ)〉. On utilisera les meˆmes symboles pour sa restriction a` V . Soit Y un
autre champ de vecteurs sur L et φ ∈ C∞(L,K)[[ν]]. A l’aide des e´quations (4.2),
(4.1), (3.11) et (2.1) de [10] on calcule :
π∗φ ⋆B0 J(X) = π
∗φ J(X) = J(φX) (3.10)
J(X) ⋆B0 π
∗φ = π∗φ J(X)− 2νπ∗(Xφ) (3.11)
J(X) ⋆B0 J(Y )− J(Y ) ⋆B0 J(X) = −2ν
(
J([X,Y ]) + π∗
(
B(X,Y )
))
(3.12)
(3.13)
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Par conse´quent, pour tout ψ ∈ C∞(L,K)[[ν]] il vient de (3.9), (3.10) et (3.11) :
−2ν(Xφ)ψ = ρˆ(− 2νπ∗(Xφ))ψ = ρˆ(J(X) ⋆B0 π∗φ− π∗φ ⋆B0 J(X))ψ
= ρˆ
(
J(X)
)
ρˆ
(
π∗φ
)
ψ − ρˆ(π∗φ)ρˆ(J(X))ψ
= ρˆ
(
J(X)
)
(φψ) − φ(ρˆ(J(X))ψ)
En particulier, pour ψ = 1 on obtient
ρˆ
(
J(X)
)
φ = −2νXφ−A(X)φ (3.14)
ou` l’application A : Γ∞(L, TL) → C∞(L,K)[[ν]] : X 7→ ρˆ(J(X))1 est une se´rie
d’1-formes sur L, car graˆce a` (3.10) on a
A(φX) = ρˆ
(
π∗φJ(X)
)
1 = ρˆ
(
π∗φ ⋆B0 J(X)
)
1 = ρˆ
(
π∗φ
)
ρˆ
(
J(X)
)
1 = φρˆ
(
J(X)
)
1
= φA(X)
Finalement, les e´quations (3.12) et (3.14) entraˆınent
−2νρˆ(J([X,Y ])ψ − 2νB(X,Y )ψ = ρˆ(J(X))ρˆ(J(Y ))ψ − ρˆ(J(Y ))ρˆ(J(X))ψ
= 4ν2[X,Y ]ψ
+2ν
(
X
(
A(Y )
)− Y (A(X)) −A([X,Y ]))ψ
+2νA([X,Y ])ψ
= −2νρˆ(J([X,Y ]))ψ + 2ν(dA)(X,Y )ψ,
donc B = dA, alors [∗] = 12ν [B] = 0.
2. D’apre`s la premie`re partie, on a [∗] = 0, et ∗ est e´quivalent a` ⋆0. Dans la
de´monstration de 1) on vu des cas particuliers de la repre´sentation ρˆ de ⋆0 :
quels que soient φ,ψ ∈ C∞(L,K)[[ν]] et X ∈ Γ(TL)[[ν]] il vient ρˆ(π∗φ)ψ = φψ
et ρˆ
(
J(X)
)
ψ = −2ν(X + 12νA(X))ψ. Par conse´quent, ρˆ con¨ıncide avec ρA0 (voir
l’e´quation (2.10)) sur les sous-espaces π∗C∞(L,K)[[ν]] et J(Γ∞(L, TL))[[ν]] ou`
dA = 0. Puisque ces deux espaces engendrent localement l’espace de toutes les
fonctions qui sont polynoˆmiales le long des fibres de T ∗L, et puisque le fait que
ρ et ∗ sont diffe´rentielles entraˆıne que toute repre´sentation est de´termine´e par ses
valeurs sur le sous-espace des fonctions polynoˆmiales, il vient que ρˆ et ρA0 co¨ınci-
dent. Donc les couples (∗, ρ) et (⋆0, ρA0 ) sont e´quivalents, et puisque (∗, ρ) e´tait
arbitrairement choisi, alors tous les couples sont e´quivalents.
3. Graˆce a` 2) il reste a` ve´rifier lesquels des modules ρA0 et ρ
A′
0 pour dA = 0 et
dA′ = 0 sont isomorphes. L’e´nonce´ pour K = C est le contenu du the´ore`me 7.3
de [10], c.-a`-d. la classe de de Rham de A − A′ est ne´cessairement un e´le´ment de
ν2πH1dR(L,Z) parce qu’on peut avoir de l’holonomie inte´grale. Pour K = R ce
phe´nome`ne n’existe pas, d’ou` le fait que la classe de A−A′ doit s’annuler. ✷
Le the´ore`me de Weinstein mentionne´ ci-dessus permet de de´duire le suivant
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Corollaire 3.2 Soit ∗ un star-produit sur la varie´te´ symplectique (M,ω) et
i : L→M une sous-varie´te´ lagrangienne de M .
1. Il existe une repre´sentation diffe´rentielle de ∗ sur L si et seulement si
i∗[∗] = 0.
2. Soit ρ une repre´sentation diffe´rentielle de ∗ sur L et ∗′ un autre star-
produit sur M avec une representation diffe´rentielle ρ′ sur L. Alors il
existe un voisinage ouvert U de L tel que les couples (∗|U , ρ|U×L) et
(∗′|U , ρ′|U×L) sont e´quivalents.
3. Soit ρ une repre´sentation diffe´rentielle de ∗ sur L. Alors l’ensemble de
toutes les classes d’isomorphisme de modules de ∗ sur L est en bijection
avec
νH1′dR(L,K)⊕ ν2H1dR(L,K)[[ν]],
voir le the´ore`me 3.3 pour la notation.
De´monstration: Le the´ore`me de Weinstein [112] mentionne´ au de´but de ce para-
graphe nous donne un ouvert U de M (qui est convexe fibre-par-fibre et contient
L) et un symplectomorphisme φ : U → V ⊂ T ∗L ou` V est un ouvert de T ∗L qui
contient L comme section nulle. On voit d’abord que ∗ est repre´sentable sur L
ssi ∗|U est repre´sentable sur L d’apre`s le corollaire 2.1. Pour les varie´te´s U munie
du star-produit ∗|U et V munie du star-produit retire´ φ−1 ∗(∗|U ) et l’application
φ les hypothe`ses de la proposition 2.4 sont satisfaites. Par conse´quent, ∗|U est
repre´sentable sur L ssi φ−1 ∗(∗|U ) est repre´sentable sur L. Puisque la cohomologie
de de Rham de U et de V co¨ıncident avec celle de L ou` l’injection i de L dans U
ou V induit un isomorphisme, il s’ensuit que φ−1 ∗(∗|U ) est repre´sentable sur L ssi
la classe de Deligne de [φ−1 ∗(∗|U )] s’annule d’apre`s le the´ore`me 3.3, donc ssi
0 = [φ−1 ∗(∗|U )] = [∗|U ] = i∗[∗].
A l’aide d’un raisonnement analogue on trouve que les classes d’isomorphisme de
∗-modules sur L sont en bijection avec celles de φ−1 ∗(∗|U )-modules sur L, alors le
reste du corollaire se de´duit du the´ore`me 3.3. ✷
3.4 De´formation de l’ide´al annulateur comme sous-al-
ge`bre
Soit i : C → M une sous-varie´te´ co¨ısotrope connexe et ferme´e de la varie´te´
symplectique (M,ω), soit I l’ide´al annulateur de C et soit ∗ un star-produit
sur M . Le but de ce paragraphe est la de´monstration du the´ore`me suivant :
The´ore`me 3.4 Avec les notations donne´es ci-dessus, soit ∗ tel que l’espace
I[[ν]] est une sous-alge´bre de l’alge`bre (C∞(M,K)[[ν]], ∗). Alors I[[ν]] est ou
bien un ide´al a` gauche ou bien un ide´al a` droite de
(C∞(M,K)[[ν]], ∗).
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De´monstration: Soit ∗ = ∑∞r=0 νrCr. D’apre`s l’hypothe`se on a Cr(g1, g2) ∈ I
quels que soient g1, g2 ∈ I et r ∈ N donc
i∗Cr(g1, g2) = 0 ∀ g1, g2 ∈ I ∀ r ∈ N. (3.15)
On va proce´der par re´currence : soient f ∈ C∞(M,K) et g, g1, g2 ∈ I.
0. Pour r = 0, il est clair que C0(f, g) = fg = C0(g, f) ∈ I.
1. Le traitement du cas r = 1, ce qui est le plus difficile, sera remis a` la fin de cette
de´monstration.
2. Supposons d’abord que I[[ν]] soit un ide´al a` gauche jusqu’a` l’ordre r ≥ 1, c-a`-d.
i∗Cs(f, g) = 0 ∀ f ∈ C∞(M,K) ∀g ∈ I ∀ 0 ≤ s ≤ r. (3.16)
L’associativite´ a` l’ordre r + 1 de ∗, suivie de la restriction i∗, donne
0 = i∗Cr+1(fg1, g2)− i∗Cr+1(f, g1g1) + i∗
(
Cr+1(f, g1)g2
)− i∗(fCr+1(g1, g2))
+
r∑
s=1
i∗
(
Cs
(
Cr+1−s(f, g1), g2
)− Cs(f,Cr+1−s(g1, g2))),
d’ou`, graˆce a` (3.15) et (3.16),
i∗Cr+1(f, g1g1) = 0 ∀ f ∈ C∞(M,K) ∀g1, g2 ∈ I (3.17)
Ensuite, l’associativite´ a` l’ordre r + 2 de ∗, suivie de la restriction i∗, donne
0 = i∗Cr+2(fg1, g2)− i∗Cr+2(f, g1g1) + i∗
(
Cr+2(f, g1)g2
)− i∗(fCr+2(g1, g2))
+i∗Cr+1
(
C1(f, g1), g2
)− i∗Cr+1(f,C1(g1, g1))
+i∗C1
(
Cr+1(f, g1), g2
)− i∗C1(f,Cr+1(g1, g2))
+
r∑
s=2
i∗
(
Cs
(
Cr+2−s(f, g1), g2
)− Cs(f,Cr+2−s(g1, g2)))
= −i∗Cr+2(f, g1g1)− i∗Cr+1
(
f,C1(g1, g2)
) ∀ f ∈ C∞(M,K) ∀g1, g2 ∈ I
graˆce a` (3.15) et (3.16). En retranchant de cette e´quation la meˆme e´quation avec
g1 et g2 e´change´s, on obtient
i∗Cr+1
(
f, {g1, g2}
)
= 0 ∀ f ∈ C∞(M,K) ∀g1, g2 ∈ I. (3.18)
Puisque I/I2 ∼= Γ∞(C, TCann) ∼= Γ∞(C,E) (via [g] 7→ −Xg|C) en tant qu’alge`bre
de Lie, les e´quations (3.15) et (3.17) nous disent que (f, g) 7→ i∗Cr+1(f, g) induit
un ope´rateur diffe´rentiel Dr+1 de C∞(C,K) × Γ∞(C,E) → C∞(C,K). De plus,
l’e´quation (3.18) entraˆıne que
Dr+1(f, [V,W ]) = 0 ∀ V,W ∈ Γ∞(C,E) ∀ f ∈ C∞(C,K).
Puisque Dr+1 en tant qu’ope´rateur bidiffe´rentiel est local, il est de´termine´ par ses
restrictions a` toutes les cartes. Soit
(
U, (ξ1, . . . , ξ2m, x1, . . . , xk)
)
=:
(
U, (ξ, x)
)
une
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carte distingue´e de la varie´te´ feuillete´e C (dont les coordonne´es ξ sont constantes
sur les feuilles locales et les coordonne´es x donnent un parame´trage des feuilles
locales). On peut en outre supposer que l’image de la carte soit un domaine convexe
de R2m+k qui contient l’origine. Soit W =
∑k
i=1W
i ∂
∂xi
un champ vertical local,
c.-a`-d. un e´le´ment de Γ∞(U,E). On de´finit
Wˆ (ξ, x) :=
k∑
i=1
Wˆ i(x, ξ)
∂
∂xi
:=
k∑
i=1
∫ x1
0
W i(ξ, t, x2, . . . , x2m)
∂
∂xi
.
On calcule sans peine que [
∂
∂x1
, Wˆ
]
=W (3.19)
et la restriction de Dr+1 a` U s’annule sur W = [V, Wˆ ] car V :=
∂
∂x1
est e´galement
vertical. Par conse´quent, Dr+1 s’annule et donc
i∗Cr+1(f, g) = Dr+1(i
∗f,−Xg|C) = 0,
ce qui montre la re´currence a` condition que le cas r = 1 soit e´tabli.
Le cas ou` l’e´quation (3.16) est remplace´e par les conditions analogues pour un
ide´al a` droite est traite´ de manie`re entie`rement analogue a` la fac¸on pre´ce´dente.
3. Le cas r = 1 : dans la suite, soient f, f1, f2 ∈ C∞(M,K) et g, g1, g2 ∈ I. Il est
connu (voir par exemple [63], Prop. 2.23) que l’ope´rateur bidiffe´rentiel C1 est de
la forme ge´ne´rale
C1(f1, f2) = {f1, f2}+ (bB1)(f1, f2) := {f1, f2}+ f1(B1f2)−B1(f1f2) + (Bf1)f2.
(3.20)
pour un ope´rateur diffe´rentiel B1 : C∞(M,K) → C∞(M,K) quelles que soient
f1, f2 ∈ C∞(M,K). La partie syme´trique de (3.15) donne i∗
(
B1(g1g2)
)
= 0 quels
que soient g1, g2 ∈ I, donc i∗B1 induit un ope´rateur diffe´rentiel B : Γ∞(C,E) →
C∞(C,K) par B(−Xg|C) := i∗B1(g). Il s’ave`rera utile de de´finir l’ope´rateur bid-
iffe´rentiel suivant : quels que soient V ∈ Γ∞(C,E) et φ ∈ C∞(C,K)
DV φ := B(φV )− φB(V ) (3.21)
Puisque pour tous f ∈ C∞(M,K) et g1, g2, g ∈ I il vient
i∗(bB1)(f, g1g2) = i
∗
(
fB1(g1g2)
)
− i∗
(
B1
(
(fg1)g2
))
+ i∗(B1f)i
∗(g1g2) = 0
(car fg1 ∈ I et i∗B(I2) = {0}), et puisque i∗
(
(bB1)(f, g)
)
ne de´pend que de i∗f
(car i∗(bB1)(I,I) = {0}) il vient
DV φ := −i∗(bB1)(f, g) si i∗f = φ et V = −Xg|C . (3.22)
En notant par V e´galement la de´rive´e de Lie par rapport au champ de vecteurs
V , on a
V φ = i∗{g, f} si i∗f = φ et V = −Xg|C , (3.23)
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donc on peut e´crire
i∗
(
C1(f, g)
)
= −(V +DV )φ, (3.24)
i∗
(
C1(g, f)
)
= (V −DV )φ. (3.25)
En regardant l’associativite´ de ∗ a` l’ordre 2 pour (f, g1, g2) on obtient
0 = −i∗C2(f, g1g2) + i∗C1
(
C1(f, g1), g2
)− i∗C1(f,C1(g1, g2)),
alors, en retranchant de cette e´quation celle avec g1 et g2 e´change´es,
2i∗C1(f, {g1, g2}) = i∗C1
(
C1(f, g1), g2
)− i∗C1(C1(f, g2), g1).
En de´composant C1 a` l’aide de (3.20) et en utilisant (3.22) et (3.23) nous sommes
mene´s a` l’e´quation d’ope´rateurs diffe´rentiels suivante
[DV ,DW ]− [V,W ] + [V,DW ] + [DV ,W ]− 2D[V,W ] = 0 (3.26)
quels que soient les champs de vecteurs V,W ∈ Γ∞(C,E). On regarde encore une
fois l’associativite´ de ∗ a` l’ordre 2, mais pour (g1, f, g2) cette fois :
0 = i∗C2(g1f, g2)− i∗C2(g1, fg2) + i∗
(
C2(g1, f)g2
)− i∗(g1C2(f, g2))
+i∗C1
(
C1(g1, f), g2
)− i∗C1(g1,C1(f, g2)),
alors, graˆce a` (3.15) il vient
0 = i∗C1
(
C1(g1, f), g2
)− i∗C1(g1,C1(f, g2)).
A l’aide de (3.20), de (3.22) et de (3.23) on arrive a` l’e´quation d’ope´rateurs
diffe´rentiels suivante :
[DV ,DW ]− [V,W ] = [V,DW ] + [W,DV ]
quels que soient les champs de vecteurs V,W ∈ Γ∞(C,E). Puisque le membre
gauche de cette e´quation est antisyme´trique par rapport a` l’e´change de V et W ,
tandis que le membre droit est syme´trique par rapport a` cet e´change, il vient que
les deux membres doivent s’annuler se´pare´ment. Avec l’e´quation (3.26) on obtient
les trois e´quations suivantes
[V,DW ] = D[V,W ], (3.27)
[V,DW ] = [DV ,W ], (3.28)
[DV ,DW ] = [V,W ], (3.29)
quels que soient les champs de vecteurs V,W ∈ Γ∞(C,E). La dernie`re e´quation
(3.29) montre en particulier que DV ne s’annule pas en ge´ne´ral.
On e´tudiera les trois dernie`res e´quations a` l’aide d’un calcul symbolique dans une
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carte distingue´e
(
U, (ξ, x)
)
de C mentionne´e ci-dessus : dans la suite, soient (η, y)
et (ζ, z) dans R2m × Rk. Soit e(η,y) la fonction exponentielle
e(η,y)(ξ, x) := exp
(
2m∑
a=1
ηaξ
a +
k∑
i=1
yax
a
)
,
et on de´finit le symbole de l’ope´rateur diffe´rentiel B par
Bi(η, y) := B
(
e(η,y)
∂
∂xi
)
e(−η,−y) ∀ 1 ≤ i ≤ k.
Il est e´vident que la restriction de B a` U est de´termine´ par son symbole et que Bi
est une application polynoˆmiale dans les variables (η, y). Il s’ensuit que
De(η,y) ∂∂xi
(
e(ζ,z)
)
=
(
Bi(η + ζ, y + z)−Bi(η, y)
)
e(η+ζ,y+z). (3.30)
Puisque [ ∂
∂xi
, e(η,y)
∂
∂xj
] = yie(η,y)
∂
∂xj
, l’e´quation (3.27) entraˆıne pour le choix V =
∂
∂xi
et W = e(η,y)
∂
∂xj
le suivant :
yi
(
Bj(η + ζ, y + z)−Bj(η, y)
)
e(η+ζ,y+z) =
D[ ∂
∂xi
,e(η,y)
∂
∂xj
]e(ζ,z)
(3.27)
=
[
∂
∂xi
,De(η,y) ∂∂xj
]
e(ζ,z)
= (yi +
∂
∂xi
)
(
Bj(η + ζ, y + z)−Bj(η, y)
)
e(η+ζ,y+z)
d’ou`
∂
(
Bj(η + ζ, y + z)−Bj(η, y)
)
∂xi
= 0.
Par conse´quent, on a la de´composition Bj(η, y) = Bˆj(η, y) + Bj(0, 0) ou` Bˆj(η, y)
ne de´pend plus de x = (x1, . . . , xk) et s’annule pour (η, y) = (0, 0). En outre, dans
l’e´quation pour le symbole de DV , (3.30), on peut remplacer Bi par Bˆi. Ensuite,
il vient
yi
(
Bˆj(η + ζ, y + z)− Bˆj(η, y)
)
e(η+ζ,y+z) =[
∂
∂xi
,De(η,y) ∂∂xj
]
e(ζ,z)
(3.28)
=
[
D ∂
∂xi
, e(η,y)
∂
∂xj
]
e(ζ,z)
= zj
(
Bˆi(η + ζ, y + z)− Bˆi(ζ, z)
)
e(η+ζ,y+z)
d’ou`
yi
(
Bˆj(η + ζ, y + z)− Bˆj(η, y)
)
= zj
(
Bˆi(η + ζ, y + z)− Bˆi(ζ, z)
)
. (3.31)
En particulier, le choix y = 0 entraˆıne que Bˆi ne de´pend pas de η, alors il existe
une unique application Ei(y) := Bˆi(0, y) polynoˆmiale en y. Dans l’e´quation qui en
re´sulte de (3.31),
yi
(
Ej(y + z)− Ej(y)
)
= zj
(
Ei(y + z)− Ei(z)
)
, (3.32)
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la de´rive´e par rapport a` yl en y = 0 nous donne
δliEj(z) = zj
∂Ei
∂zl
(z) (3.33)
quels que soient 1 ≤ i, j, l ≤ k. La somme sur i = l de 1 jusqu’a` k fait apparaˆıtre
le champ d’Euler
∑k
i=1 zk
∂
∂zk
dans le membre droit et montre que chaque Ei est
un polynoˆme line´aire en z, et l’e´quation (3.33) pour le cas i 6= l entraˆıne que Ei ne
de´pend que de la variable zi. Par conse´quent, il existe une unique fonction fi (ne
de´pendant que des variables ξ) telle que Ei(z) = fizi. Finalement, si on remplace
Ei(y) par fiyi dans l’e´quation (3.32) on voit que fi = fj =: f quels que soient
1 ≤ i, j ≤ k. Il s’ensuit
DV |U = fV |U .
La troisie`me e´quation (3.29) montre que
[V,W ]|U = [DV ,DW ]|U = [fV, fW ]|U = f2[V,W ]|U
quels que soient les champs de vecteurs V,W ∈ Γ∞(C,E), car V f = 0 (f n’est
une fonction que des variables ξ). Puisque cet espace de champs de vecteurs est
localement donne´ par des sommes finies des crochets de Lie [V,W ] (comme on a
montre´ pre´ce´demment, voir (3.19)) il vient que f2 = 1, et puisque C est connexe,
il ne restent que les possibilite´s suivantes
∀V ∈ Γ∞(C,E) : DV = V ou ∀V ∈ Γ∞(C,E) : DV = −V.
Dans le premier cas, I[[ν]] est un ide´al a` droite jusqu’a` l’ordre 1 d’apre`s l’e´quation
(3.25), et dans le deuxie`me cas un ide´al a` gauche jusqu’a` l’ordre 1, voir (3.24).
Ceci finit la de´monstration. ✷
3.5 Re´duction (et bimodules) des star-produits quand
l’espace re´duit existe
The´ore`me 3.5 Soit (M,ω) une varie´te´ symplectique munie d’un star-produit
∗. On note [∗] sa classe de Deligne. Soit i : C → M une sous-varie´te´
co¨ısotrope ferme´e et connexe de M telle que la varie´te´ symplectique re´duite
π : C → (Mred, ωred) (voir the´ore`me 1.3) existe. Alors les e´nonce´s suivants
sont e´quivalents :
i. Il existe une se´rie formelle β a` coefficients dans le deuxie`me groupe de
cohomologie de de Rham de Mred telle que
i∗[∗] = π∗
(
[ωred]
ν
+ β
)
.
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ii. Le star-produit ∗ est re´ductible.
iii. Il existe un star-produit ∗r sur Mred et la structure d’un ∗-∗r-bimodule
diffe´rentiel (ou d’un ∗r-∗-bimodule diffe´rentiel) sur C∞(C,K)[[ν]] (voir
la de´finition 2.10).
Si une de ces conditions est satisfaite, alors
1. La classe de Deligne de [∗r] satisfait a` la condition suivante :
i∗[∗] = π∗[∗r]
2. Soit ∗red un star-produit sur Mred qui est e´quivalent au star-produit
∗r et soit ρ la repre´sentation diffe´rentielle de ∗ sur C provenant de
la structure du ∗-∗r-bimodule (resp ∗r-∗-bimodule) diffe´rentiel. Alors
l’alge`bre re´duite est antiisomorphe au commutant du module a` gauche
(resp. du module a` droite) de (C∞(M,K)[[ν]], ∗) :(C∞(Mred,K)[[ν]], ∗oppred ) ∼= Hom(∗,ρ)(C,C).
3. L’ensemble de toutes les classes d’isomorphismes de ∗-∗r–bimodules
diffe´rentiels sur C∞(C,K)[[ν]] est en bijection avec l’espace
νH1′dR(C,K)⊕ ν2H1dR(C,K)[[ν]],
voir le the´ore`me 3.3 pour la notation.
De´monstration: “i. ⇐⇒ iii.” : il est d’abord e´vident que l’existence des repre´-
sentations diffe´rentielles ρ et ρ˜ satisfaisant la proprie´te´ (2.16) est e´quivalente a`
l’existence ∗-∗r-bimodule diffe´rentiel, i.e. d’une seule repre´sentation diffe´rentielle
pour l’alge`bre C∞(M × Mred,K)[[ν]] munie du star-produit ∗ ⊗ ∗oppr . L’e´nonce´
analogue pour les ∗r-∗-bimodules diffe´rentiels est e´vident.
On conside`re la varie´te´ symplectique (M ×Mred, ω(1) − ωred(2)). On rappelle que
j : C →M ×Mred : c 7→
(
i(c), π(c)
)
est un plongement de C comme sous-varie´te´ co¨ısotrope dans M ×Mred, voir le
lemme 1.5. Soit ∗r un star-produit arbitraire sur Mred, donc on peut conside´rer le
star-produit ∗⊗ ∗oppr sur M ×Mred. Sa classe de Deligne vaut (voir la proposition
1.8)
[∗ ⊗ ∗oppr ] = pr∗1[∗]− pr∗2[∗r]
ou` pr1 : M ×Mred → M et pr2 : M ×Mred → Mred de´signent les projections
canoniques. Puisque pr1 ◦ j = i et pr2 ◦ j = π il vient
j∗[∗ ⊗ ∗oppr ] = j∗pr∗1[∗]− j∗pr∗2[∗r] = i∗[∗]− π∗[∗r]
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D’apre`s le corollaire 3.2 il existe une repre´sentation de ∗⊗∗oppr sur C si et seulement
si j∗[∗⊗∗oppr ] = 0 d’ou` l’e´nonce´ 1. D’apre`s les the´ore`mes d’existence et de classifica-
tion des star-produits symplectiques il existe toujours un star-produit ∗r sur Mred
dont la classe de Deligne est e´gale a` [ωred]ν plus une classe β ∈ H2dR(Mred,K)[[ν]]
arbitraire. Ceci montre l’e´quivalence avec la condition i.. L’ensemble des classes
d’isomorphismes de bimodules diffe´rentiels correspondent exactement a` celui des
classes d’isomorphismes de modules diffe´rentiels pour ∗ ⊗ ∗oppr . Ce dernier est en
bijection avec l’espace du premier groupe de la cohomologie de de Rham annonce´,
d’apre`s le corollaire 3.2. Ceci montre l’e´nonce´ 3.
Le cas du ∗r-∗-bimodule diffe´rentiel se de´duit de fac¸on entie`rement analogue.
“ii. =⇒ iii.” : Soit ∗ un star-produit re´ductible sur M . Par de´finition, il existe
un star-produit projetable ∗ˆ qui est e´quivalent a` ∗. L’espace I[[ν]] (ou` I est l’ide´al
annulateur de C) est donc une sous-alge`bre de
(C∞(M,K)[[ν]], ∗ˆ). Puisque C est
connexe, il vient que I[[ν]] est automatiquement ou bien un ide´al a` gauche ou
bien un ide´al a` droite d’apre`s le the´ore`me 3.4. On suppose d’abord que I[[ν]]
soit un ide´al a` gauche. Soient f ∈ C∞(M,K)[[ν]] et φ ∈ C∞(C,K)[[ν]]. Soit f ′ ∈
C∞(M,K)[[ν]] telle que i∗f ′ = φ. On de´finit
ρˆ(f)φ := i∗(f ∗ˆf ′).
Puisque I[[ν]] est un ide´al a` gauche cette de´finition ne de´pend pas du repre´sentant
f ′ modulo I[[ν]] de φ choisi. L’associativite´ et la nature bidiffe´rentielle de ∗ˆ et
le fait que f ∗ˆf ′ est un repre´sentant modulo I[[ν]] de ρˆ(f)φ montrent que ρˆ est
une repre´sentation diffe´rentielle de ∗ˆ sur C qui de´forme visiblement i∗. En util-
isant la transformation d’e´quivalence entre ∗ et ∗ˆ on obtient une repre´sentation
diffe´rentielle ρ de ∗ qui de´forme i∗. De plus, soit N (I) l’ide´alisateur de I, alors
soit h˜ ∈ C∞(Mred,K)[[ν]] et h ∈ N (I)[[ν]] tel que i∗h = π∗h˜. On de´finit
ρ˜(h˜)φ := i∗(f ′∗ˆh).
Puisque I[[ν]] est un ide´al bilate`re dans l’espace N (I)[[ν]] qui est une sous-alge`bre
de
(C∞(M,K)[[ν]], ∗ˆ) (par de´finition de la projetabilite´ de ∗ˆ) ρ˜ est une application
bien de´finie. L’associativite´ et la nature bidiffe´rentielle de ∗ˆ et le fait que f ′∗ˆh
est un repre´sentant modulo I[[ν]] de ρ˜(h˜)φ montrent que ρ˜ est une repre´sentation
diffe´rentielle du star-produit re´duit ∗oppred sur C qui de´forme π∗. On a
ρˆ(f)ρ˜(h˜)φ = i∗(f ∗ˆf ′∗ˆh) = ρ˜(h˜)ρˆ(f)φ,
ce qui montre l’e´nonce´ iii.
Le cas ou` I[[ν]] est un ide´al a` droite de´finit un module a` droite de (C∞(M,K)[[ν]], ∗ˆ),
et on de´duit la structure d’un ∗r-∗-bimodule de manie`re entie`rement analogue.
“ii. ⇐= iii.” : Soient ρ et ρ˜ les repre´sentations diffe´rentielles de ∗ et ∗oppr ,
respectivement, qui proviennent de la structure du ∗-∗r-bimodule diffe´rentiel sur
C∞(C,K)[[ν]]. Alors l’application
T : C∞(Mred,K)[[ν]]→ C∞(C,K)[[ν]] : h˜→ ρ˜(h˜)1
71
est une se´rie d’ope´rateurs diffe´rentiels le long de la projection π. D’apre`s le lemme
2.2 de [72, p.11], il existe un atlas
(
Uα, (ξα, xα)
)
α∈S
de C, un atlas
(
U ′β , ξ
′
β
)
β∈S′
de Mred et une application p : S → S′ tels que π(Uα) ⊂ U ′p(α) et ξp(α) ◦ π = ξα.
D’apre`s la structure locale (1.31) de T chaque coefficient de T =
∑∞
r=0 ν
rTr est de
la forme locale suivante
Tr
(
h˜
)
(u) =
∑
|I|≤Nr
T Irα(u)
∂|I|f
∂ξI
p(α)
(
π(u)
)
=
∑
|I|≤Nr
T Irα(u)
∂|I|(π∗h˜)
∂ξIα
(u)
quels que soient u ∈ Uα et h˜ ∈ C∞(Mred,K). Soit (χα)α∈S une partition de l’unite´
subordonne´e a`
(
Uα
)
α∈S
. Alors il s’ensuit que les ope´rateurs diffe´rentiels
Dr :=
∑
α∈S
χα
∑
|I|≤Nr
T Irα
∂|I|
∂ξIα
dans D1
(C∞(C,K); C∞(C,K)) sont tels que D :=∑∞r=0 νrDr satsifait a` l’e´quation
T h˜ = Dπ∗h˜.
Puisque T0 = π
∗ et T (1) = 1 il s’ensuit que D est e´gale a` l’application identique a`
l’ordre ν0 et est donc inversible avec des termes d’ordre supe´rieur qui s’annulent
sur les constantes. Soit f ∈ C∞(M,K)[[ν]]. On de´finit ρ′(f) := D−1ρ(f)D et
ρ˜′(h˜) := D−1ρ˜(h˜)D. Il est clair que le couple (ρ′, ρ˜′) de´finit e´galement la structure
d’un ∗-∗r–bimodule sur C. De plus,
ρ˜′(h˜)1 = D−1ρ˜(h˜)D1 = D−1ρ˜(h˜)1 = D−1Dπ∗h˜ = π∗h˜. (3.34)
D’apre`s la proposition 3.2 il existe une transformation d’e´quivalence S de ∗ telle
que pour le star-produit ∗′ := S(∗) et la repre´sentation ρ′′(f) := ρ′(S−1f) on a
pour tout f ′ ∈ C∞(M,K)[[ν]] :
ρ′′(f)i∗f ′ = i∗(f ∗′ f ′). (3.35)
De la meˆme proposition 3.2 on de´duit que I[[ν]] est un ide´al a` gauche pour le
star-produit ∗′. Soient h1, h2 ∈ N (I)[[ν]]. Alors il existent des uniques fonctions
h˜1, h˜2 ∈ C∞(Mred,K)[[ν]] telles que i∗h1 = π∗h˜1 et i∗h2 = π∗h˜2. Par conse´quent
i∗(h1 ∗′ h2) (3.35)= ρ′′(h1 ∗′ h2)1 = ρ′′(h1)ρ′′(h2)1 = ρ′′(h1)i∗h2
= ρ′′(h1)π
∗h˜2
(3.34)
= ρ′′(h1)ρ˜
′(h˜2)1 = ρ˜
′(h˜2)ρ
′′(h1)1
(3.35)
= ρ˜′(h˜2)i
∗h1 = ρ˜
′(h˜2)π
∗h˜1
(3.34)
= ρ˜′(h˜2)ρ˜
′(h˜1)1
= ρ˜′(h˜1 ∗r h˜2)1 = π∗(h˜1 ∗r h˜2).
Cette e´quation montre en meˆme temps que N (I)[[ν]] est une sous-alge`bre pour le
star-produit ∗′, que I[[ν]] est un ide´al bilate`re dans N (I)[[ν]] (car h˜1 = 0 pour
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h1 dans I[[ν]]) et que ∗r est le star-produit re´duit du star-produit ∗′ qui s’ave`re
projetable. Par de´finition, ∗ est re´ductible.
On arrive au meˆme re´sultat pour un ∗r-∗-bimodule diffe´rentiel.
Finalement, l’e´nonce´ 2. se de´duit directement du fait que le star-produit ∗′ du
raisonnement pre´ce´dent est projetable et que C∞(Mred,K)[[ν]], ∗red) est isomorphe
a` N (I)[[ν]]/I[[ν]]. Puisque N (I)[[ν]] est e´gal a` N∗′(I)[[ν]] d’apre`s l’e´nonce´ 2. de la
proposition 3.3 l’isomorphisme avec le commutant est e´vident. On obtient le meˆme
re´sultat en supposant que I[[ν]] soit un ide´al a` droite. ✷
Remarque 3.3 Il est possible qu’un star-produit re´ductible puisse eˆtre e´qui-
valent a` plusieurs star-produits projetables distincts dont les star-produits
re´duits sont deux-a`-deux non-equivalents, voir l’exemple de la re´duction de
l’espace projectif complexe en paragraphe 6.2. Dans ce cas, les structures de
bimodules et meˆmes les structures de modules (a` gauche ou a` droite) qu’on
construit a` l’aide des star-produits projetables sont non-isomorphes et ont
des commutants non-isomorphes.
D’un autre coˆte´, siH1v (C,K) = {0} (ce qui n’est pas le cas pour la fibration de
Hopf S2n+1 → CP (n)), alors deux star-produits repre´sentables e´quivalents
ont des repre´sentations e´quivalentes (voir le corollaire 3.1), et la structure
du commutant ne de´pend que du star-produit ∗. Un calcul rapide montre
que l’application p∗ induit une application injective de H2dR(Mred,K) dans
H2dR(C,K) si H
1
v (C,K) = {0}, donc la classe de Deligne [∗r] est uniquement
de´termine´e par [∗] via la condition p∗[∗r] = i∗[∗].
Remarque 3.4 En e´crivant R := (C∞(M,K)[[ν]], ∗) et B := C∞(C,K)[[ν]]
ce the´ore`me nous permet d’identifier Rred :=
(C∞(Mred,K)[[ν]], ∗oppr ), i.e.
l’alge`bre re´duite, avec l’anneau de tous les R-homomorphismes B → B, alors
Rred ∼= HomR(B,B). Le triplet (R,Rred, B) est donc le commencement d’un
contexte de Morita, voir par exemple [75, p.485]. Il reste a` calculer le mod-
ule Rred-R-bimodule HomR(B,R) : soit Ψ : C∞(C,K)[[ν]] → C∞(M,K)[[ν]]
un morphisme de R-modules. Puisque i∗ est surjective, l’application Ψ est
de´termine´e par sa valeur h en 1 ∈ B, a` savoir Ψ(φ) = Ψ(i∗f) = Ψ(ρ(f)1) =
f ∗ h. En particulier, pour tout f = g ∈ I il vient g ∗ h = 0 car i∗g = 0. Si
l’ide´al annulateur ne s’annule pas, alors a` l’ordre r = 0 ceci entraˆıne gh0 = 0,
donc h0 = 0 parce dans une carte on a yih0 = 0 quels que soient 1 ≤ i ≤ k
pour les coordonne´es transversales y. Par re´currence il s’ensuit h = 0, donc
HomR(B,R) = {0}, si I 6= {0}
et le contexte de Morita est donne´ par le quadruplet (R,Rred, B, {0}). Pour
le cas I = {0} il vient C =M si M est connexe, et on obtient (R,Ropp, R, R)
comme contexte de Morita.
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4 Obstructions et feuilletages
4.1 Obstructions re´currentes pour l’existence des re-
pre´sentations
Soit (M,P ) une varie´te´ de Poisson, i : C → M une sous-varie´te´ co¨ısotrope
ferme´e et ∗ =∑∞r=0 νrCr un star-produit sur M . Soit I l’ide´al annulateur de
C. D’apre`s le the´ore`me 3.1 il existe une repre´sentation diffe´rentielle de ∗ dans
C ×K si et seulement si ∗ est e´quivalent a` un star-produit ∗′ qui est adapte´
a` C, c.-a`-d. pour lequel I[[ν]] est un ide´al a` gauche. Dans ce paragraphe, on
va e´tudier les obstructions re´currentes pour la construction ordre par ordre
de ∗′.
On de´finit la suite d’applications biline´aires (Br)r∈N : C∞(M,K) × I →
C∞(C,K) par
Br(f, g) := i
∗Cr(f, g) quels que soient f ∈ C∞(M,K), g ∈ I (4.1)
et B−r+1 : I × I → C∞(C,K) par
B−r+1(g1, g2) := Br+1(g1, g2)− Br+1(g2, g1) quels que soient g1, g2 ∈ I (4.2)
Puisque I est un ide´al de l’alge`bre associative commutative C∞(M,K) il est
clair que B0 = 0.
On suppose de´sormais que le star-produit ∗ soit adapte´ a` C jusqu’a` l’ordre
r, c.-a`-d. que ∗ soit tel que
B0 = 0, · · · , Br = 0 (4.3)
pour un entier positif r donne´.
L’associativite´ de ∗ entraˆıne le lemme suivant :
Lemme 4.1 Pour tous f, f1, f2 ∈ C∞(M,K) et g, g1, g2, g3 ∈ I on a les
e´quations suivantes :
(i∗f1)Br+1(f2, g)−Br+1(f1f2, g) +Br+1(f1, f2g) = 0, (4.4)
B−r+1(fg1, g2) = B
−
r+1(g1, fg2) = (i
∗f)B−r+1(g1, g2),
(4.5)
B−r+1(g1g2, g3) = 0 (4.6)
et
−Xg1
(
B−r+1(g2, g3)
)−Xg2(B−r+1(g3, g1))−Xg3(B−r+1(g1, g2))
−B−r+1({g1, g2}, g3)−B−r+1({g2, g3}, g1)− B−r+1({g3, g1}, g2) = 0.
(4.7)
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ou` Xg1 etc. de´signe le champ hamiltonien de g1 (qui –en tant que champ de
vecteurs vertical– agit sur C∞(C,K).
De´monstration: Pour f1, f2 ∈ C∞(M,K) et g ∈ I l’associativite´ de ∗
i∗
(
(f1 ∗ f2) ∗ g
) − i∗(f1 ∗ (f2 ∗ g)) = 0
s’e´crit a` l’ordre r + 1
r+1∑
a=0
(
i∗Ca
(
Cr+1−a(f1, f2), g
) − i∗Ca(f1,Cr+1−a(f2, g))) = 0. (4.8)
Par hypothe`se il vient Ca(f, g
′) ∈ I quel que soit g′ ∈ I pour tout 0 ≤ a ≤ r. Il
s’ensuit que seuls les termes de la somme ci-dessus avec a = 0 et a = r+1 ne sont
pas force´ment nuls, d’ou` l’e´nonce´ (4.4) car i∗g = 0.
Le cas particulier f1 = g1 ∈ I, f2 = f et g = g2 du premier e´nonce´ nous donne
Br+1(g1f, g2) = Br+1(g1, fg2) (4.9)
dont la partie antisyme´trique entraˆıne la premie`re e´quation de l’e´nonce´ (4.5).
D’autre part, si l’on met f1 = f , f2 = g1 ∈ I et g = g2 dans le premier e´nonce´, on
obtient en antisyme´trisant en g1 et g2
0 = (i∗f)Br+1(g1, g2)− (i∗f)Br+1(g2, g1)−Br+1(fg1, g2) +Br+1(fg2, g1)
+Br+1(f, g1g2)−Br+1(f, g2g1)
(4.9)
= (i∗f)B−r+1(g1, g2)−Br+1(fg1, g2) +Br+1(g2, fg1)
ce qui donne la deuxie`me e´quation de (4.5).
Pour obtenir l’e´nonce´ (4.6) on utilise alternativement l’antisyme´trie de B−r+1 et la
premie`re e´quation de l’e´nonce´ (4.5) :
B−r+1(g1g2, g3) = B
−
r+1(g1, g2g3) = −B−r+1(g2g3, g1) = −B−r+1(g2, g3g1)
= B−r+1(g3g1, g2) = B
−
r+1(g3, g1g2) = −B−r+1(g1g2, g3)
d’ou` B−r+1(g1g2, g3) = 0.
Si l’on regarde l’e´quation de l’associativite´ (4.8) a` l’ordre r+ 2 pour f1 = g1, f2 =
g2, g = g3 ou` g1, g2, g3 ∈ I et si l’on antisyme´trise en g1, g2, g3 on obtient –graˆce a`
la syme´trie de C0– l’e´quation suivante ou` C
−
s (f1, f2) := Cs(f1, f2)−Cs(f2, f1) quel
que soit l’entier positif s :
i∗C−1
(
g1, C
−
r+1(g2, g3)
)
+ i∗C−1
(
g2, C
−
r+1(g3, g1)
)
+ i∗C−1
(
g3, C
−
r+1(g1, g2)
)
−B−r+1
(
C−1 (g1, g2), g3
)−B−r+1(C−1 (g2, g3), g1)−B−r+1(C−1 (g3, g1), g2) = 0,
d’ou` l’e´nonce´ (4.7) car i∗C−1 (g1, f) est e´gal au crochet de Poisson 2i
∗{g1, f} =
−2Xg1(i∗f) par de´finition. ✷
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Corollaire 4.1 1. Il existe un unique champ de tenseurs B˜r+1 appar-
tenant a` Γ∞
(
C,Λ2(TM |C/TC)
)
tel que
B−r+1(g1, g2) = B˜r+1(dg1|C , dg2|C) ∀g1, g2 ∈ I (4.10)
qui soit un 2-cocycle par rapport a` la diffe´rentielle dP (voir le lemme
1.4), c.-a`-d. dP B˜r+1 = 0.
2. Si P est une structure de Poisson venant d’une forme symplectique
ω sur M : il existe une unique 2-forme verticale βr+1 appartenant a`
Γ∞(C,Λ2TCω∗) qui est ferme´e et telle que
B−r+1(g1, g2) = βr+1(Xg1 |C, Xg2|C) ∀g1, g2 ∈ I (4.11)
ou` Xg1 etc. de´signe le champ hamiltonien associe´ a` g1.
De´monstration: Les e´nonce´s (4.5) et (4.6) du lemme pre´ce´dent montrent que
B−r+1 induit une unique application C∞(C,K)-line´aire
Λ2C∞(C,K)(I/I2)→ C∞(C,K).
Mais d’apre`s le lemme 1.2, e´nonce´ (3), le C∞(C,K)-module I/I2 est isomorphe
a` Γ∞(C, TCann). Puisque le fibre´ dual de TCann est donne´ par le fibre´ quotient
TM |C/TC l’existence et l’unicite´ du champ de tenseurs B˜r+1 sont claires. Ceci
montre le premier e´nonce´ de ce corollaire.
Pour le cas symplectique on utilise la premie`re partie et la proposition 1.5 pour
l’existence et l’unicite´ de la 2-forme verticale βr+1. D’apre`s la proposition 1.5 on
peut repre´senter trois champs de vecteurs verticaux V1, V2, V3 par les restrictions
a` C des champs hamiltoniens Xg1 ,Xg2 et Xg3 de g1, g2, g3 ∈ I. On a (tout en
e´crivant Xg1 pour Xg1 |C) :
(dvβr+1)
(
Xg1 ,Xg2 ,Xg3
)
= Xg1 (βr+1(Xg2 ,Xg3)) +Xg2 (βr+1(Xg3 ,Xg1))
+Xg3 (βr+1(Xg1 ,Xg2))
−βr+1 ([Xg1 ,Xg2 ],Xg3)− βr+1 ([Xg2 ,Xg3 ],Xg1)
−βr+1 ([Xg3 ,Xg1 ],Xg2) .
Puisque [Xg1 ,Xg2 ] = −X{g1,g2} on voit que le membre droit de cette e´quation
co¨ıncide avec −1 fois le membre gauche de (4.7). ✷
Supposons qu’on fasse maintenant la transformation d’e´quivalence S(r) :=
id + νrTr pour le star-produit ∗ de fac¸on que le star-produit transforme´
∗′ := S(r)(∗) soit toujours adapte´ a` C jusqu’a` l’ordre r.
Proposition 4.1 Avec les hypothe`ses faites ci-dessus, il existe alors une
unique section ξr ∈ Γ∞(C, TM |C/TC) telle que B˜′r+1 = B˜r+1−dP ξr. Dans le
cas symplectique il existe une unique 1-forme verticale γr telle que la 2-forme
verticale ferme´e βr+1 est modifie´e par dvγr
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De´monstration: La transformation d’e´quivalence ne change pas les ope´rateurs
bidiffe´rentiels C0, . . . ,Cr−1. Le terme Cr est modifie´ par C
′
r = Cr − bTr avec
bTr(f1, f2) := f1Tr(f2) − Tr(f1f2) + Tr(f1)f2 et Tr un ope´rateur diffe´rentiel qui
s’annule sur 1. Soient f ∈ C∞(M,K) et g ∈ I. Il vient 0 = i∗(bTr)(f, g) =
i∗fi∗Tr(g)− i∗Tr(fg). Le raisonnement qui suit l’e´quation (3.8) montre l’existence
d’une section ξr telle que 〈ξ, dg|C 〉 := i∗Tr(g). Le terme Cr+1 est remplace´ par
C′r+1(f1, f2) = Cr+1(f1, f2)−
(
C1(Trf1, f2)− Tr
(
C1(f1, f2)
)
+ C1(f1, Trf2
)
.
Si on prend la partie antisyme´trique de cette e´quation pour f1 = g1, f2 = g2 ∈ I
on arrive a` l’e´quation pour B˜′r+1. Le cas symplectique est e´vident. ✷
Proposition 4.2 Soit ∗ un star-produit adapte´ C jusqu’a` l’ordre r et sup-
posons que
i∗
(
Cr+1(g1, g2)− Cr+1(g2, g1)
)
= 0 quels que soient g1, g2 ∈ I.
Alors il existe un ope´rateur diffe´rentiel Tr+1 dans D
1
(C∞(M,K), C∞(M,K))
qui s’annule sur les constantes tel que le star-produit (id + νr+1Tr+1)(∗) soit
adapte´ a` C jusqu’a` l’ordre r + 1.
De´monstration: Pour un ope´rateur diffe´rentiel Tr+1 arbitrairement choisi l’ope´-
rateur bidiffe´rentiel Cr+1 changera en
C′r+1(f1, f2) = Cr+1(f1, f2)−
(
f1Tr+1(f2)− Tr+1(f1, f2) + Tr+1(f1)f2
)
,
donc, si on veut que 0
!
= i∗C′r+1(f, g) quels que soient f ∈ C∞(M,K), g ∈ I il faut
demander que
i∗Cr+1(f, g)
!
= i∗Tr+1(fg)− i∗fi∗Tr+1(g) (4.12)
On fait d’abord une e´tude locale : soit
(
U, (η, y)
)
une carte de sous-varie´te´ ou` les
coordonne´s η = (η1, . . . , ηl) parame´trisent l’intersection U ∩ C 6= ∅ et les coor-
donne´es y = (y1, . . . , yk) de´finissent U ∩ C comme {p ∈ U | y = 0}. Soit g ∈ I.
Puisque dans U il vient g(η, 0) = 0, on a
g(η, y) = g(η, y) − g(η, 0) =
k∑
i=1
∫ 1
0
∂g
∂yi
(η, ty)yi dt =:
k∑
i=1
gi(η, y)yi, (4.13)
ce qui est la version locale de l’homotopie h0 (1.10) du complexe de Koszul (1.10).
Suppsons qu’il y ait une autre de´composition g(η, y) =
∑k
i=1 gˆ
i(η, y)yi, alors on a
0 =
∑k
i=1
(
gi(η, y) − gˆi(η, y))yi, et graˆce a` l’acyclicite´ du complexe de Koszul il
existe des fonctions hij ∈ C∞(U,K), 1 ≤ i, j ≤ k avec hij = −hji telles que
gi(η, y) − gˆi(η, y) =
k∑
j=1
hij(η, y)yj . (4.14)
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On de´finit l’ope´rateur EU : I|U → C∞(C ∩ U,K) par
EU (g) :=
k∑
i=1
i∗Cr+1(g
i, yi). (4.15)
Cette de´finition ne de´pend pas des fonctions g1, . . . , gk choisies : en fait, en utilisant
(4.14) et le fait que yi, yj ∈ IU on peut appliquer la symme´trie de la restriction de
i∗Cr+1 a` I × I pour conclure
k∑
i,j=1
i∗Cr+1(h
ijyj, yi) =
k∑
i,j=1
i∗Cr+1(yi, h
ijyj)
(4.9)
=
k∑
i,j=1
i∗Cr+1(h
ijyi, yj)
=
k∑
i,j=1
i∗Cr+1(h
jiyj, yi) = −
k∑
i,j=1
i∗Cr+1(h
ijyj, yi),
donc
∑k
i,j=1 i
∗Cr+1(h
ijyj, yi) = 0 et il vient
k∑
i=1
i∗Cr+1(g
i, yi) =
k∑
i=1
i∗Cr+1(gˆ
i, yi) (4.16)
On a pour tout f ∈ C∞(M,K) et g ∈ I que
k∑
i=1
(fg)i(η, y)yi = (fg)(η, y) = f(η, y)
k∑
i=1
gi(η, y)yi =
k∑
i=1
(fgi)(η, y)yi, (4.17)
donc
i∗f EU (g) −EU (fg) =
k∑
i=1
(
i∗f i∗Cr+1(g
i, yi)− i∗Cr+1
(
(fg)i, yi
))
(4.17),(4.16)
=
k∑
i=1
(
i∗f i∗Cr+1(g
i, yi)− i∗Cr+1
(
f gi, yi
))
(4.4)
= −
k∑
i=1
i∗Cr+1(f, g
iyi) = −i∗Cr+1(f, g), (4.18)
donc, en vue de (4.12) EU est un bon candidat pour la restriction de i
∗Tr+1 a` U
et a` I. Puisque pour tous multi-indices I,J la de´finition (4.13) implique
i∗
∂|I|+|J |gi
∂ηI∂yJ
= i∗
1
|J |+ 1
∂|I|+|J |+1g
∂ηI∂yJ∂yi
on voit –en utilisant la forme locale de Cr+1 comme ope´rateur bidiffe´rentiel– qu’il
existe un ope´rateur differentiel TUr+1 dans D
1
(C∞(U,K), C∞(U,K)) tel que
i∗TUr+1(g) = EU (g) ∀ g ∈ I|U .
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Finalement, on recolle les ope´rateurs TUr+1 a` l’aide d’une partition de l’unite´ d’une
manie`re analogue a` celle utilise´e dans la fin de la de´monstration de la proposition
3.2, tout en observant que la multiplication avec des fonctions de la partition de
l’unite´ n’influence pas l’e´quation (4.12). ✷
On est arrive´ a` la caracte´risation comple`te des obstructions re´currentes pour
la construction d’un star-produit adapte´ a` C :
The´ore`me 4.1 Soit ∗ =∑∞r=0 νrCr un star-produit sur une varie´te´ de Pois-
son (M,P ) et soit i : C →M une sous-varie´te´ co¨ısotrope ferme´e.
Alors pour tout entier r ≥ 1 on a le suivant : soit ∗ adapte´ a` C jusqu’a`
l’ordre r. Alors on peut modifier ∗ par une transformation d’e´quivalence de
la forme (id + νr+1Tr+1)(id + ν
rTr) de telle sorte que le star-produit trans-
forme´ soit adapte´ jusqu’a` l’ordre r + 1 si et seulement si le 2-cocycle B˜r+1
(voir (4.10)) est un cobord dans la cohomologie de´finie par dP . Dans le cas
d’une varie´te´ symplectique (M,ω) ceci est le cas si et seulement si la 2-forme
verticale ferme´e βr+1 (voir (4.11)) est exacte.
Corollaire 4.2 Soit ∗ =∑∞r=0 νrCr un star-produit sur une varie´te´ de Pois-
son (M,P ) et soit i : C →M une sous-varie´te´ co¨ısotrope ferme´e.
Si le deuxie`me groupe de cohomologie BRST de C, H2P (C,K), s’annule,
alors le star-produit ∗ est repre´sentable. Dans le cas particulier d’une varie´te´
symplectique, si le deuxie`me groupe de cohomologie de de Rham verticale,
H2v (C,K), s’annule, alors ∗ est repre´sentable.
De´monstration: Puisque les obstructions re´currentes pour rendre l’ide´al annula-
teur un ide´al a` gauche appartiennent a` H2P (C,K), ce corollaire est e´vident. ✷
Remarque 4.1 Au moins dans le cas symplectique on peut ajouter une
modification de ∗ a` l’ordre r + 1, a` savoir une 2-forme ferme´e νr+1αr+1 (qui
modifie la classe de Deligne de ∗), voir la construction de DeWilde par exem-
ple dans [63], Theorem 7.1. Par conse´quent, l’espace de toutes les obstructions
re´currentes est donne´ par le quotient
H2v (C,K)/pv
(
i∗H2dR(M,K)
)
.
4.2 Le cas de codimension 1
Les me´thodes de la section pre´ce´dente permettent de rede´montrer un cas
particulier qui a e´te´ fait en 1998 par Peter Glo¨ßner dans sa the`se [60] :
The´ore`me 4.2 (P.Glo¨ßner 1998) Soit ∗ un star-produit sur une varie´te´
de Poisson (M,P ) et C une sous-varie´te´ co¨ısotrope ferme´e de codimension
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1 de M .
Alors ∗ est toujours repre´sentable sur C.
De´monstration: Puisque le fibre´ TM |C/TC est de dimension 1 dans ce cas,
toutes les obstructions re´currentes –qui se de´duisent du fibre´ Λ2(TM |C/TC)– sont
automatiquement re´duites a` ze´ro, donc on peut construire par re´currence un star-
produit e´quivalent a` ∗ qui soit adapte´ a` C. ✷
Glo¨ßner a montre´ ce re´sultat pour une varie´te´ symplectique dont la sous-
varie´te´ co¨ısotrope est donne´ par l’ensemble des ze´ros d’une fonction J ∈
C∞(M,R). La de´monstration de son Lemma 1, par.3, dans lequel il construit
par re´currence une transformation d’e´quivalence, reste valable texto dans le
cas d’une varie´te´ de Poisson. Le cas de Rn−1 ⊂ Rn a e´galement e´te´ traite´
dans [34] par des me´thodes graphiques.
4.3 Connexions symplectiques adapte´es a` une sous-
varie´te´ co¨ısotrope
Soit C une varie´te´ diffe´rentiable et E ⊂ TC un sous-fibre´ inte´grable.
Soit F ⊂ TC un sous-fibre´ comple´mentaire a` E, c.-a`-d. TC = E ⊕ F . On
de´signe par PE ∈ Γ∞
(
C,Hom(TC, TC)
)
(resp. PF ∈ Γ∞
(
C,Hom(TC, TC)
)
)
le champs d’endomorphismes du fibre´ tangent qui projette TC sur E (resp.
sur F ) le long de F (resp. E). La courbure de F , RˆF ∈ Γ∞(C,Λ2T ∗C ⊗ TC)
est de´finie par
RˆF (X, Y ) := PE[PFX,PFY ] (4.19)
quels que soient les champs de vecteurs X, Y ∈ Γ∞(C, TC).
Proposition 4.3 Avec les notations introduites ci-dessus :
1. Il existe une connexion sans torsion ∇ dans le fibre´ tangent TC avec
les proprie´te´s suivantes pour tous X ∈ Γ∞(C, TC), V,W ∈ Γ∞(C,E)
et H,H1, H2, H3 ∈ Γ∞(C, F ) :
i) ∇XV ∈ Γ∞(C,E),
ii) ∇VH = PF [V,H ] ∈ Γ∞(C, F ),
iii) ∇HV = PE[H, V ] ∈ Γ∞(C,E),
iv) PE∇H1H2 = 12RˆF (H1, H2) ∈ Γ∞(C,E).
Pour toute connexion sans torsion ∇ satisfaisant les conditions ci-
dessus son tenseur de courbure R a la proprie´te´ de Bott suivante :
R(V,W )H = 0 ∀ V,W ∈ Γ∞(C,E) ∀ H ∈ Γ∞(C, F ). (4.20)
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2. Dans le cas particulier ou` E est le sous-fibre´ caracte´ristique d’une 2-
forme pre´symplectique ̟ sur C la connexion ∇ peut eˆtre choisie d’une
telle manie`re qu’elle pre´serve e´galement ̟, c.-a`-d.
v) ∇̟ = 0.
De´monstration: 1. Soit ∇′ une connexion sans torsion arbitraire sur C (par
exemple la connexion Levi-Civita d’une me´trique riemannienne). Pour tous les
champs de vecteurs X,Y ∈ Γ∞(C, TC) on de´finit
∇XY := ∇′XY − PF
(∇′PEX(PEY ))− PF (∇′PFX(PEY ) +∇′PFY (PEX))
−PE
(∇′PEX(PFY ) +∇′PEY (PFX))
−1
2
PE
(∇′PFX(PFY ) +∇′PFY (PFX)). (4.21)
Il est e´vident que ∇XY −∇′XY sont des champs de tenseurs syme´triques par rap-
port a` l’e´change de X et de Y , et –graˆce au fait que la torsion de ∇′ s’annule et a`
l’identite´ PE + PF = id– on ve´rifie rapidement les quatre proprie´te´s i) - iv) et la
condition (4.20) pour le tenseur de courbure.
2. Pour le cas pre´symplectique, on calcule sans peine (d̟ = 0 !) que pour la con-
nexion ∇ construite ci-dessus la de´rive´e covariante (∇X̟)(Y,Z) s’annule automa-
tiquement si un des champs de vecteurs X,Y,Z est vertical. Puisque la restriction
de ̟ a` F × F est nonde´ge´ne´re´e, la section S ∈ Γ∞(C,F ∗ ⊗ F ∗ ⊗ F ) suivante est
bien de´finie (l’astuce de Tondeur, Lichnerowicz, Heß, voir par exemple [68]) :
̟
(
S(H1,H2),H3
)
:=
1
3
(∇H1̟)(H2,H3) + 13(∇H2̟)(H1,H3), (4.22)
et a` l’aide de d̟ = 0 il s’ensuit que la connexion
∇XY + S(PFX,PFY )
pre´serve ̟ et satisfait toujours i) - iv). ✷
Pour toute varie´te´ munie d’un feuilletage re´gulier (resp. pre´symplectique) on
va appeler le couple (F,∇) qui remplit les condions i) - iv) (resp. i) - v)) une
connexion adapte´e. On voit e´galement que toute connexion adapte´e induit
une connexion ∇¯ dans le fibre´ quotient Q = TC/E par
∇XY := ∇XY (4.23)
qui est une prolongation de la connexion de Bott en vue de l’e´quation ii) de la
proposition 4.3 et de l’e´quation (1.20). L’action de l’alge`bre de Lie Γ∞(C,E)
sur Γ∞(C, F ) par∇V est visiblement isomorphe a` celle de Bott sur Γ∞(C,Q),
et on va en faire usage beaucoup de fois.
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Pour une varie´te´ pre´symplectique (C,̟) on conside`re le fibre´ dual τ :
E∗ → C au fibre´ caracte´ristique E de ω. Soient c ∈ C et ϕ, ψ ∈ E∗ avec
τ(ϕ) = τ(ψ) = c. On rappelle le rele`vement vertical de ψ comme vecteur
tangent en ϕ : ψvϕ :=
d
dt
(ϕ + tψ)|t=0. On de´finit le rele`vement vertical des
sections dans Γ∞(C,E∗) par celui de leurs valeurs. Soit v ∈ TcC et ∇ une
connexion dans le fibre´ E∗. On rappelle la de´finition du rele`vement horizontal
de v comme vecteur tangent en ϕ : vhϕ :=
d
dt
(Tpγ(t)ϕ)|t=0 ou` γ est une courbe
lisse dans C telle que γ(0) = c et dγ
dt
(0) = v, et Tpγ(t)ϕ de´signe le transport
paralle`le de ϕ le long de la courbe γ (par rapport a` la connexion ∇). On
de´finit le rele`vement horizontal des champs de vecteurs sur C par celui de
leurs valeurs. On note les formules
[Xh, Y h]ϕ = [X, Y ]
h
ϕ + 〈ϕ,R(X, Y )PE 〉vϕ
[Xh, χv] = (∇Xχ)v
[ψv, χv] = 0
Proposition 4.4 Soit (C,̟) une varie´te´ pre´symplectique et τ : E∗ → C le
fibre´ dual du fibre´ caracte´ristique de (C,̟). Soit ∇ une connexion adapte´e
dans le fibre´ tangent de C. Quels que soient les champs de vecteurs X, Y sur
C et les sections ψ, χ ∈ Γ∞(C,E∗) on a la formule suivante pour la 2-forme
symplectique de Weinstein-Gotay (voir le the´ore`me 1.2) au point ϕ ∈ E∗c
ωWG(X
h, Y h)ϕ = ̟(X, Y )c + 〈ϕ, RˆF (X, Y )c〉 =: ˆ̟ ϕ(X, Y ), (4.24)
ωWG(X
h, χv)ϕ = 〈χ,PEX〉c, (4.25)
ωWG(ψ
v, χv)ϕ = 0. (4.26)
De´monstration: Calcul direct a` partir de la formule (1.16). ✷
Soit maintenant Mˇ un ouvert de E∗ qui contient la ze´ro-section C et qui
est telle que la forme ωWG soit nonde´ge´ne´re´e. On peut et supposer que Mˇ
soit convexe fibre-par-fibre. La non-de´ge´ne´rescence de ωWG en ϕ ∈ Mˇ est
e´quivalente a` celle de la restriction de ˆ̟ ϕ a` F × F (voir (4.24)) : puisque la
restriction de ̟ a` F ∧F est non de´ge´ne´re´e et la diffe´rence ˆ̟ ϕ−̟ est line´aire
en ϕ le voisinage Mˇ de C existe. Il y a donc un unique champ de bivecteurs
ϕ 7→ Pˆϕ ∈ Fτ(ϕ) ∧ Fτ(ϕ) ⊂ Tτ(ϕ)C ∧ Tτ(ϕ)C tel que
Pˆ ♯ϕ ˆ̟ ϕ = PF et ˆ̟ ϕPˆ
♯
ϕ = PF
∗. (4.27)
ou` Pˆ ♯ϕ est conside´re´e comme application Tτ(ϕ)C
∗ → Tτ(ϕ)C dont le noyau est
e´gal a` Eτ(ϕ). On peut en de´duire le suivant
The´ore`me 4.3 Soit (C,̟) une varie´te´ pre´symplectique et (F,∇) une con-
nexion adapte´e. Alors la connexion ∇˜ suivante dans l’ouvert Mˇ ⊂ E∗ est
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sans torsion et symplectique dans la varie´te´ symplectique (Mˇ, ωWG) : soient
X, Y deux champs de vecteurs sur C, ψ, χ ∈ Γ∞(C,E∗) et ϕ ∈ Mˇ avec
c := τ(ϕ), alors(∇˜XhY h)ϕ = (∇XY ))hϕ + 12〈ϕ,R(X, Y )PE )c〉vϕ
+〈ϕ,A(X, Y, )c〉vϕ +
(
Pˆ ♯ϕ〈ϕ,B(X, Y, )c〉
)h
ϕ
, (4.28)(∇˜Xhχv)ϕ = (∇Xχ)vϕ + 12(Pˆ ♯ϕ〈χc, RˆFc (X, )〉)hϕ, (4.29)(∇˜χvXh)ϕ = 12(Pˆ ♯ϕ〈χc, RˆFc (X, )〉)hϕ, (4.30)
∇˜ψvχv = 0, (4.31)
avec des champs de tenseurs A ∈ Γ∞(C, TC∗ ⊗ TC∗ ⊗ E∗ ⊗ E) et B ∈
Γ∞(C, TC∗⊗TC∗⊗TC∗⊗E) donne´s par (V ∈ Γ∞(C,E), Z ∈ Γ∞(C, TC)) :
A(X, Y, V ) :=
1
6
(
R(PFX,PEY )V +R(PFY,PEX)V
)
+
1
6
(
R(PEX, V )PEY +R(PEY, V )PEX
)
, (4.32)
B(X, Y, Z) :=
1
3
(
(∇PFXRˆF )(PFY,PFZ) + (∇PF Y RˆF )(PFX,PFZ)
)
−1
2
(
R(PFX,Z)PEY +R(PFY, Z)PEX
)
−1
6
(
R(PEX,Z)PEY +R(PEY, Z)PEX
)
. (4.33)
De´monstration: La pre´scription
(∇ˆXhY h)ϕ := (∇XY )hϕ+12〈ϕ,R(X,Y )PE )c〉vϕ,
∇ˆXhχv := (∇Xχ)v, ∇ˆχvXh := 0 et ∇ˆψvχv := 0 de´finit une connexion sans torsion
dans le fibre´ tangent de E∗, voir par exemple [72, p.410]. Les termes qui restent
re´sultent au bout d’un long calcul a` l’aide de l’astuce de Tondeur, Lichnerowicz et
Heß (une formule analogue a` (4.22)), applique´e a` ωWG et ∇ˆ. ✷
On rappelle qu’une application affine entre deux espaces vectoriels re´els de
dimension finie est de´finie par la condition que sa deuxie`me de´rive´e s’annule.
On rappelle e´galement la notion d’une application affine entre deux varie´te´s
diffe´rentiablesM etM ′ munies des connexions sans torsion∇ et∇′ dans leurs
fibre´s tangents, respectivement : soit φ : M →M ′ de classe C∞. On conside`re
le fibre´ retire´ φ∗TM ′. Dans ce fibre´ vectoriel sur M on a la connexion retire´e
φ∗∇′. Les deux connexions ∇ et φ∗∇′ induisent une connexion ∇ˆ dans le
fibre´ vectoriel Hom(TM, φ∗TM ′) sur M . L’application tangente Tφ est une
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section de Hom(TM, φ∗TM ′). Alors φ est dite affine lorsque sa deuxie`me
de´rive´e s’annule dans le sens
∇ˆ(Tφ) = 0. (4.34)
Si
(
U, x = (x1, . . . , xm)
)
est une carte deM et
(
U ′, y = (y1, . . . , yn)
)
une carte
de M ′ telle que φ(U) ⊂ U ′, on obtient la condition locale (ou` φb := yb ◦ φ)
∂2φa
∂xi∂xj
+
n∑
b,c=1
Γ′abc(φ)
∂φb
∂xi
∂φc
∂xj
−
m∑
k=1
∂φa
∂xk
Γkij = 0
avec les symboles de Christoffel usuels Γkij de ∇ et Γ′abc de ∇′. Un autre crite`re
util est le suivant : soient X, Y ∈ Γ∞(M,TM) et X ′, Y ′ ∈ Γ∞(M ′, TM ′) tels
que (X,X ′) et (Y, Y ′) sont deux couples φ-lie´s, c.-a`-d. Tφ X = X ′ ◦ φ et
Tφ Y = Y ′ ◦φ. On calcule sans peine que ∇′X′Y ′ ◦φ−Tφ∇XY = (∇ˆXTφ)Y .
Par conse´quent, a` condition que pour tout p ∈ M et pour tout v, w ∈ TpM
il existe des couples locaux (X,X ′) et (Y, Y ′) φ-lie´s tels que X(p) = v et
Y (p) = w, φ est affine si et seulement si (∇XY,∇′X′Y ′) est φ-lie´.
Comme exemple on peut prendre toute ge´ode´sique de (M ′,∇′) : c’est une
application affine d’un intervalle re´el ouvert (muni de la connexion usuelle)
dans M ′. Plus ge´ne´ralement, une sous-varie´te´ i : M → M ′ de M ′ telle que
M soit munie d’une connexion ∇ dans le fibre´ tangent est dite totalement
ge´ode´sique lorsque l’injection i est affine.
Le prochain corollaire ge´ne´ralise un re´sultat de Xu pour les sous-varie´te´s
lagrangiennes (voir [118]) :
Corollaire 4.3 Soit i : C → M une sous-varie´te´ co¨ısotrope ferme´e d’une
varie´te´ symplectique (M,ω). Soit ∇ une connexion adapte´e sur la varie´te´
pre´symplectique (C,̟ = i∗ω). Alors il existe une connexion symplectique
∇˜ dans le fibre´ tangent de M telle que C soit une sous-varie´te´ totalement
ge´ode´sique de M .
De´monstration: Graˆce au the´ore`me deWeinstein/Gotay 1.2 il existe un voisinage
tubulaire U de C qui est symplectomorphe a` un voisinage V de la ze´ro-section C
dans E∗ munie de la forme ωWG. Par conse´quent, le the´ore`me 4.3 nous donne une
connexion symplectique ∇˜U avec les proprie´te´s souhaite´es dans U : en fait, pour
tout X ∈ Γ∞(C, TC) le couple (X,Xh) est toujours i-lie´, donc l’e´quation (4.28)
montre que (∇XY, ∇˜XhY h) est i-lie´ (on met ϕ = 0 ∈ Eτ(ϕ)). Soit maintenant U ′
le voisinage ouvert correspondant a` V ′ := 12V ⊂ V . Alors l’adhe´rence U ′ de U ′ est
contenu dans U , donc les ouverts U et W := M \ U ′ recouvrent M . En utilisant
une partition de l’unite´ 1 = ψU+ψW subordonne´e a` (U,W ) et une connexion sym-
plectique ∇˜W arbitraire dans W , on obtient une connexion symplectique globale
∇˜ := ψU∇˜U + ψW ∇˜W . ✷
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4.4 La classe d’Atiyah-Molino d’une varie´te´ pre´symplec-
tique
Nous de´montrons d’abord le lemme suivant :
Lemme 4.2 Soit φ : M →M ′ une submersion surjective entre deux varie´te´s
diffe´rentiables. On note E := KerTφ.
1. Soit ∇ une connexion sans torsion dans le fibre´ tangent de M . On
conside`re les deux e´nonce´s suivants :
(a) Il existe une unique connexion∇′ sans torsion dans le fibre´ tangent
de M ′ telle que φ soit une application affine.
(b) La connexion ∇ pre´serve E (i.e. ∇XV ∈ Γ∞(M,E) quels que
soient X ∈ Γ∞(M,TM), V ∈ Γ∞(M,E)), et le tenseur de cour-
bure R de la connexion ∇ induite dans le fibre´ TM/E a la pro-
prie´te´ suivante :
R(V,X)Y = 0 ∀ X, Y ∈ Γ∞(M,TM), ∀ V ∈ Γ∞(M,E)
Alors (a) implique toujours (b). Dans le cas ou` toutes les fibres de φ
soient connexes, (b) implique (a).
2. Soit ∇′ une connexion sans torsion dans le fibre´ tangent de M ′. Alors
il existe une connexion sans torsion ∇ dans le fibre´ tangent de M telle
que φ soit une application affine.
De´monstration: Il est clair que E est un sous-fibre´ inte´grable. On choisit un sous-
fibre´ F de TM comple´mentaire a` E. Par conse´quent, pour tout champ de vecteurs
X ′ sur M ′ la prescription Tmφ X
′h
m := X
′
φ(m) de´finit un unique champ de vecteurs
X ′h sur M a` valeurs dans F (un rele`vement horizontal). Par de´finition, le couple
(X ′h,X ′) est toujours φ-lie´. Puisque (V, 0) est φ-lie´ pour tout champ de vecteurs
vertical, le crochet de Lie [X ′h, V ] est vertical. De plus, tout vecteur tangent de
M se repre´sente comme une somme de la valeur d’un rele`vement horizontal et de
la valeur d’un champ de vecteurs vertical.
1) “(a) =⇒ (b)” : Soit φ affine par rapport a` une connexion ∇′ dans le fibre´ tangent
deM ′. Soient V,W ∈ Γ∞(M,E) et X ′, Y ′ ∈ Γ∞(M ′, TM ′). Il vient que les couples
(∇X′hW, 0) et (∇VW, 0) sont φ-lie´s, donc ∇XW est un champ de vecteurs vertical
pour tout X ∈ Γ∞(M,TM), et ∇ pre´serve E. De plus, le couple (∇VX ′h, 0) est
e´galement φ-lie´, alors le champ de vecteurs ∇VX ′h est aussi vertical. Puisque ∇
pre´serve E il s’ensuit que R(X,Y )V est vertical. De plus, les champs ∇WY ′h,
∇V Y ′h et ∇[V,W ]Y ′h sont verticaux, donc le tenseur de courbure
R(V,W )Y ′h = ∇V∇WY ′h −∇W∇V Y ′h −∇[V,W ]Y ′h
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est vertical, d’ou` R(V,W )Y = 0 quel que soit Y ∈ Γ∞(M,TM). Finalement,
puisque le couple (∇X′hY ′h,∇′X′Y ′) est φ-lie´, alors le couple (∇V∇X′hY ′h, 0) l’est,
donc ∇V∇X′hY ′h est vertical et le tenseur de courbure
R(V,X ′h)Y ′h = ∇V∇X′hY ′h −∇X′h∇V Y ′h −∇[V,X′h]Y ′h
est donc vertical, d’ou` R(V,X ′h)Y = 0 quel que soit Y ∈ Γ∞(M,TM).
“(a) ⇐= (b)” : Soient (X,X ′) et (Y, Y ′) deux couples φ-lie´s. En utilisant la
de´composition TM = F ⊕ E on voit que X = X ′h +W1 et Y = Y ′h +W2 pour
certains W1,W2 ∈ Γ∞(M,E). Par hypothe`se, pour tout champ de vecteurs verti-
cal V le champ de vecteurs ∇ZV est vertical, donc ∇X′hW2 est vertical. Puisque
(X ′h,X ′) est φ-lie´, alors ([X ′h,W2], 0) l’est, alors [X
′h,W2] = ∇X′hW2 −∇W2X ′h
est vertical, donc ∇W2X ′h est vertical. Par conse´quent Tφ ∇XY = Tφ ∇X′hY ′h.
Soient m0,m1 ∈M dans la meˆme fibre (φ(m0) = φ(m1) =: m′). Puisque chaque fi-
bre est connexe, on peut utiliser une chaˆıne de cartes U1, . . . , Uk avec Ui∩Ui+1 6= ∅
et m0 ∈ U1, m1 ∈ Uk, pour construire un champ vertical W a` support compact
dont le flot (force´ment complet) Ψt repre´sente cette courbe, i.e. t 7→ Ψt(m0) avec
Ψ1(m0) = m1. Il vient
d
dt
(
Ψ∗t (∇X′hY ′h
)
= Ψ∗t
(
[W,∇X′hY ′h]
)
= Ψ∗t
(
R(W,X ′h)Y ′h +∇X′h∇WY ′h +∇[W,X′h]Y ′h −∇∇
X′h
Y ′hW
)
=: W˜ (t)
Puisque R(W,X ′h)Y ′h est vertical par hypothe`se et les trois autres termes le sont
d’apre`s ce qui pre´ce`de, il vient que W˜ (t) consiste en champs verticaux. En inte´grant
cette e´quation de 0 a` 1 on arrive a`(∇X′hY ′h)m1 = Tm0Ψ1(∇X′hY ′h)m0 + Tm0Ψ1(
∫ 1
0
W˜ (s) ds
)
,
et cette e´quation montre – graˆce a` φ ◦ Ψt = φ – pour tous m0,m1 ∈ M avec
φ(m0) = φ(m1) =: m
′
Tm1φ
(∇X′hY ′h)m1 = Tm0φ (∇X′hY ′h)m0 =: (∇′X′Y ′)m′ .
On ve´rifie sans peine que ∇′ est une connexion sans torsion surM ′. Donc le couple
(∇XY,∇′X′Y ′) est φ-lie´ et φ est affine.
Puisque Tφ est surjective, il est clair que ∇′ est unique.
2) On note que le fibre´ retire´ φ∗TM ′ est isomorphe a` F , donc la connexion retire´e
φ∗∇′ de´finit une connexion ∇ˇ dans le fibre´ F sur M . Soient X ′, Y ′ deux champs
de vecteurs sur M ′. Leurs rele`vements horizontaux X ′h, Y ′h s’interpre`tent comme
des sections retire´es dans φ∗TM ′ ∼= F et on a ∇ˇX′hY ′h = (∇′X′Y ′)h. Il vient que
∇ˇX′hY ′h − ∇ˇY ′hX ′h = PF [X ′h, Y ′h], donc pour avoir une connexion sans torsion
le long de F on peut de´finir pour deux champs horizontaux H1,H2 ∈ Γ∞(C,F )
∇H1H2 := ∇ˇH1H2 +
1
2
RˆF (H1,H2).
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De plus, pour V,W ∈ Γ∞(C,E) on de´finit
∇H1W := PE[H1,W ] et ∇WH1 := PF [W,H1],
et on comple`te ∇ sur V et W par la partie verticale-verticale d’une connexion
adapte´e arbitraire (voir par exemple la proposition 4.3). Soient (X,X ′) et (Y, Y ′)
deux couples φ-lie´s. Donc –comme ci-dessus– X = X ′h + V et Y = Y ′h +W pour
certains V,W ∈ Γ∞(C,E). Il vient que ∇V Y ′h = PF [V, Y ′h] = 0, alors
Tφ∇XY = Tφ∇X′hY ′h + Tφ∇X′hW + Tφ∇VW = ∇′X′Y ′ ◦ φ,
donc φ est affine. ✷
Dans la situation du lemme pre´ce´dent, on va dire que la connexion ∇ soit
projetable (par rapport a` φ) si φ est affine, et dans ce cas on appelle ∇′ la
connexion induite par ∇ et φ.
Soit (C,F) une varie´te´ diffe´rentiable munie d’un feuilletage re´gulier. Soit
E ⊂ TC son fibre´ caracte´ristique. On regarde une carte distingue´e du feuil-
letage
(
U, (ξ, x)
)
ou` (ξ, x) = (ξ1, . . . , ξm, x1, . . . , xk)
)
(dont les coordonne´es
ξ sont transverses a` et les coordonne´es x sont le long des plaques). Ces
dernie`res de´finissent une submersion locale πU de U a` l’espace quotient local
Ured qui est de la forme πU (ξ, x) := ξ. Dans le cas ou` (C,̟) est une varie´te´
pre´symplectique on note que la prescription
π∗U̟Ured := ̟|U (4.35)
de´finit une forme symplectique ̟Ured sur l’espace quotient local.
De´finition 4.1 (d’a`pre`s P.Molino, 1971) Une connexion sans torsion ∇
dans le fibre´ tangent de C est dite localement projetable lorsque pour toute
carte distingue´e du feuilletage
(
U, (ξ, x)
)
la restriction de ∇ a` U est projetable
par rapport a` πU .
Voir les travaux de P.Molino [84] et [85] pour une de´finition plus ge´ne´rale. Soit
maintenant F un sous-fibre´ de TC comple´mentaire a` E et ∇ une connexion
adapte´e dans le fibre´ tangent de C (qui existe toujours graˆce a` la proposition
4.3). Pour le tenseur de courbure R de ∇ on a montre´ que R(V,W )W ′ est
vertical et que R(V,W )H = 0 (la proprie´te´ de Bott, voir aussi l’e´q. (1.21))
quels que soient les champs de vecteurs verticaux V,W,W ′ et horizontal H .
Donc sur le fibre´ transversal Q = TC/E avec la connexion induite ∇ la
section suivante
(V,X, Y ) 7→ rAM(V )(X, Y ) := R(V,X)Y (4.36)
dans Γ∞(C,Λ1E∗ ⊗ S2Q∗ ⊗ Q) est bien de´finie : la syme´trie en (X, Y ) se
de´duit de la premie`re identite´ de Bianchi pour R et du fait que R(X, Y )V
est vertical. Le the´ore`me suivant est duˆ a` P.Molino, [84] :
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The´ore`me 4.4 (d’a`pre`s P.Molino, 1971) Avec les hypothe`ses faites ci-
dessus on a :
1. rAM est un 1-cocycle de la cohomologie longitudinale a` valeurs dans
Γ∞(C, S2Q∗ ⊗Q).
2. La classe de cohomologie cAM(C,E) de rAM ne de´pend pas de la con-
nexion adapte´e (F,∇) choisie et est donc un invariant de la topologie
diffe´rentielle de la varie´te´ feuillete´e.
3. cAM(C,E) = 0 si et seulement s’il existe une connexion adapte´e locale-
ment projetable sur C.
De´monstration: 1. Il vient
(dvrAM )
(
V,W
)(
H1,H2
)
=
∇V
(
PFR(W,H1)H2
)− PFR(W,∇VH1)H2 − PFR(W,H1)∇VH2
−∇W
(
PFR(V,H1)H2
)
+ PFR(V,∇WH1)H2 + PFR(V,H1)∇WH2
−PFR([V,W ],H1)H2
= PF (∇VR)(W,H1)H2 + PF (∇WR)(H1, V )H2
= 0
graˆce a` la deuxie`me identite´ de Bianchi pour le tenseur de courbure R de ∇ et au
fait que ∇PF = 0, car PF (∇H1R)(V,W )H2 = 0 (Bott).
2. Soit (F ′,∇′) une autre connexion sans torsion adapte´e. La diffe´rence ∇′ − ∇
de´finit un champ de tenseurs S ∈ Γ∞(C,S2T ∗C⊗TC) pour lequel on a S(V,X) ∈
Γ∞(C,E) quels que soient V ∈ Γ∞(C,E),X ∈ Γ∞(C, TC) parce que ∇ et ∇′
pre´servent E. Par conse´quent, il vient pour tous X,Y ∈ Γ∞(C, TC) et V ∈
Γ∞(C,E) :
R′(V,X)Y = (∇′V∇′XY −∇′X∇′V Y −∇′[V,X]Y )
= (∇V∇′XY −∇′X∇V Y −∇′[V,X]Y )
= R(V,X)Y
+
(∇V (S(X,Y )− S(X,∇V Y )− S(∇VX,Y ))
Avec la de´finition S(X,Y ) := S(X,Y ) ceci implique
r′AM (V )(X,Y ) = rAM(V )(X,Y ) + (dvS)(V )(X,Y ). (4.37)
Alors la classe de rAM ne de´pend pas de la connexion adapte´e.
3. Soit d’abord ∇ localement projetable. D’apre`s le lemme 4.2 il s’ensuit que rAM
s’annule, donc cAM (C,E) = 0.
Re´ciproquement, soit (F,∇) une connexion sans torsion adapte´e telle que la classe
d’Atiyah-Molino cAM (C,E) s’annule. Alors la connexion ∇ pre´serve E et il existe
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une section T ∈ Γ∞(C,S2Q∗⊗Q) telle que rAM = dvT . Soit S ∈ Γ∞(C,S2T∗C⊗F )
l’unique champ de tenseurs tel que S(X,Y ) = T (X,Y ) et S(V,X) = 0 quels que
soient X,Y ∈ Γ∞(C, TC), V ∈ Γ∞(C,E) et S(H1,H2) ∈ Γ∞(C,F ) pour tous
H1,H2 ∈ Γ∞(C,F ). Soit ∇′ la connexion sans torsion ∇ − S. Alors (F,∇′) est
adapte´e (donc pre´serve E) et r′AM = rAM − dvT = 0 d’apre`s l’e´quation (4.37),
donc ∇′ est localement projetable d’apre`s le lemme 4.2. ✷
On va appeler rAM le 1-cocycle d’Atiyah-Molino (relatif a` la connexion adap-
te´e (F,∇)) et cAM(C,E) := [rAM ] la classe d’Atiyah-Molino de la varie´te´
feuillete´e (C,F). En outre, la partie 2) du lemme 4.2 montre que la classe
d’Atiyah-Molino s’annule toujours si E est donne´ par le noyau de l’applica-
tion tangente d’une submersion surjective. Le feuilletage de codimension 1
de la 3-sphe`re duˆ a` G.Reeb est un exemple d’une varie´te´ feuillete´e dont la
classe d’Atiyah-Molino ne s’annule pas, voir [88, p.66]. D’un autre coˆte´, les
feuilletages riemanniens sont toujours de classe d’Atiyah-Molino nulle : ce
sont des feuilletages qui admettent une me´trique riemannienne γ sur le fibre´
transverse Q = TC/E telle que ∇¯BottV γ = 0 quels que soient les champs de
vecteurs verticaux, voir [88, p.81]. On en de´duit le
Corollaire 4.4 Soit C une varie´te´ diffe´rentiable et Φ : G× C → C l’action
propre d’un groupe de Lie connexe dont toutes les orbites ont la meˆme dimen-
sion. Alors le feuilletage de C en orbites de G est de classe d’Atiyah-Molino
nulle.
De´monstration: D’apre`s le the´ore`me classique de R.Palais [98], il existe une
me´trique riemannienne g sur C qui est invariante par l’action de G. Soit E le fibre´
tangent aux orbites et F le sous-fibre´ de TC orthogonal a` E. Soit γ la restriction
de g a` F ⊗ F . La condition LξCg = 0 quel que soit ξ ∈ g, l’alge´bre de Lie de G,
implique directement que ∇¯BottV γ = 0 quels que soient les sections V de Γ∞(C,E).
Alors le feuilletage est riemannien et la classe d’Atiyah-Molino s’anulle. ✷
Si G est compact, son action est automatiquement propre.
Pour les varie´te´s pre´symplectiques (C,̟) il y a l’analogue suivant du
1-cocycle d’Atiyah-Molino : soit (F,∇) une connexion adapte´e et rAM le 1-
cocycle d’Atiyah-Molino correspondant. Puisque le noyau de ̟ est donne´ par
le fibre´ caracte´ristique E, le fibre´ normal Q = TC/E est muni d’une 2-forme
̟ symplectique de´finie par ̟(X, Y ) := ̟(X, Y ) quels que soient les champs
de vecteurs X, Y sur C. Soient Z ∈ Γ∞(C, TC) et V ∈ Γ∞(C,E). On de´finit
ρAM(V )(X, Y , Z) := ̟
(
X, rAM(V )(Y , Z)
)
= ̟
(
X,R(V, Y )Z
)
. (4.38)
On a le
The´ore`me 4.5 Avec les hypothe`ses faites ci-dessus on a :
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1. ρAM est un 1-cocycle de la cohomologie longitudinale a` valeurs dans
Γ∞(C, S3Q∗).
2. La classe de cohomologie κAM(C,E) := [ρAM ] de ρAM ne de´pend pas
de la connexion adapte´e (F,∇) choisie et est donc un invariant de la
topologie diffe´rentielle de la varie´te´ pre´symplectique (C,̟).
3. κAM(C,E) = 0 si et seulement s’il existe une connexion adapte´e locale-
ment projetable sur (C,̟). En outre κAM(C,E) = 0 si et seulement
cAM(C,E) = 0. Si c’est le cas, la connexion induite sur chaque espace
re´duit local (Ured, ̟Ured) pre´serve la forme symplectique re´duite ̟Ured.
De´monstration: 1. Puisque ∇ pre´serve ̟ on a
̟
(
X,R(V, Y )Z
)
= −̟(R(V, Y )X,Z) = ̟(Z,R(V, Y )X)),
donc ρAM ∈ Γ∞(C,Λ1E∗⊗S3Q∗). L’e´quation dvρAM = 0 se de´duit de dvrAM = 0
et du fait que ∇̟ = 0.
2. Analogue a` l’enonce´ 2) du the´ore`me 4.4 de Molino.
3. La premie`re phrase se de´montre comme l’e´nonce´ analogue du the´ore`me 4.4.
Soit κAM (C,E) = 0. Il existe donc une connexion sans torsion ∇ adapte´e a` (C,̟)
qui est localement projetable. Alors cAM (C,E) = [rAM ] = 0. Re´ciproquement, soit
cAM (C,E) = 0. Alors il existe une connexion sans torsion ∇′ adapte´e localement
projetable, alors r′AM = 0. En ajoutant un champ de tenseurs S comme (4.22) on
peut faire en sorte que ∇ := ∇′+S pre´serve ̟. On a rAM = r′AM + dvS = dvS. Il
vient que ρ′AM = dvT avec T (X,Y,Z) := ̟
(
X,S(Y,Z)
)
. T n’est pas force´ment to-
talement syme´trique en X,Y ,Z. Soit 6S la somme sur toutes les permutations d’un
ensemble de trois e´le´ments, repre´sente´e sur Γ∞(C,Q∗⊗Q∗⊗Q∗). Par conse´quent,
ρ′AM = Sρ
′
AM = SdvT = dvST =: dvT
′
ou` T ′ ∈ Γ∞(C,S3Q∗), donc [ρ′AM ] = 0.
Puisque π∗U̟Ured = ̟|Ured on peut utiliser les rele`vements horizontaux des champs
de vecteurs sur Ured a` U pour montrer que la connexion induite pre´serve ̟Ured . ✷
On va appeler ρAM le 1-cocycle d’Atiyah-Molino (relatif a` la connexion adapte´e
(F,∇)) et κAM(C,E) := [ρAM ] la classe d’Atiyah-Molino de la varie´te´ pre´sym-
plectique (C,̟).
Remarque 4.2 La ge´ne´ralisation de la classe de Godbillon-Vey d’une varie´te´
pre´symplectique (C,̟) en tant que varie´te´ feuillete´e (voir par exemple [105,
p.30]) s’annule toujours : en fait, si les feuilles sont de dimension k et dimC =
2m+k, alors lamie`me puissance de ̟ est une 2m-forme ferme´e dont le noyau
est e´gal au sous-fibre´ caracte´ristique E de ̟. Donc la forme de Godbillon-Vey
(qui est de rang 4m+ 1) s’annule.
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Pour les varie´te´s pre´symplectiques on a la structure quadratique suivante
sur les classes de cohomologie longitudinale : la 2-forme ̟ induit une forme
symplectique ̟ sur le fibre´ normal Q = TC/E. Il existe donc un unique
champ de bivecteurs P ∈ Γ∞(C,Λ2Q) tel que
̟♭ P
♯
= idQ∗ et P
♯
̟♭ = idQ.
Pour tout entier positif k, P de´finit une section P
(k) ∈ Γ∞(C, SkQ ⊗ SkQ)
de´finie de manie`re usuelle par
P
(k)(
ζk1 , ζ
k
2
)
:=
(
P (ζ1, ζ2)
)k
(4.39)
quels que soient ζ1, ζ2 ∈ Γ∞(C,Q∗). Ceci nous donne un accouplement
P
(k)
: Γ∞(C,ΛpE∗⊗SkQ∗)×Γ∞(C,ΛqE∗⊗SkQ∗)→ Γ∞(C,Λp+qE∗) (4.40)
de´fini de fac¸on usuelle : soient α ∈ Γ∞(C,ΛpE∗), β ∈ Γ∞(C,ΛqE∗) et τ1, τ2 ∈
Γ∞(C, SkQ∗), alors
P
(k)
(α⊗ τ1, β ⊗ τ2) := P (k)(τ1, τ2)α ∧ β. (4.41)
Puisque LV̟ = 0 quel que soit le champ vertical V , alors ∇V̟ = 0 pour la
connexion de Bott, donc∇V P (k) = 0, et il vient pour tous A ∈ Γ∞(C,ΛpE∗⊗
SkQ∗) et B ∈ Γ∞(C,ΛqE∗ ⊗ SkQ∗)
dv
(
P
(k)
(A,B)
)
= P
(k)
(dvA,B) + (−1)pP (k)(A, dvB), (4.42)
donc l’accouplement P
(k)
descend a` un accouplement –aussi note´ P
(k)
– des
groupes de cohomologie
P
(k)
: Hpv (C, S
kQ∗)×Hqv (C, SkQ∗)→ Hp+qv (C). (4.43)
4.5 Les obstructions a` la repre´sentabilite´ jusqu’a` l’or-
dre 3
Le but de ce paragraphe est d’esquisser la de´monstration du the´ore`me
suivant :
The´ore`me 4.6 Soit (M,ω) une varie´te´ symplectique et i : C → M une sous-
varie´te´ co¨ısotrope ferme´e. Soit E le sous-fibre´ caracte´ristique de ̟ := i∗ω.
Soit ∗ un star-produit sur M et [∗] = ∑∞r=−1 νr[∗]r sa classe de Deligne.
Pour que ∗ soit adapte´ a` C jusqu’a` l’ordre 3 il faut et il suffit que les deux
conditions suivantes soient satisfaites :
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1. Il existe un repre´sentant α0 de [∗]0 telle que i∗α0 est une 2-forme rela-
tive, i.e.
pvi
∗[∗]0 = 0 (4.44)
2. De plus, α0 a la proprie´te´ suivante :
1
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P
(3)(
κAM(C,E), κAM(C,E)
)
+
1
2
P
(1)
([i∗α0](1,1), [i
∗α0](1,1))− pvi∗[∗]1 = 0 (4.45)
ou` κAM(C,E) de´signe la classe d’Atiyah-Molino de la sous-varie´te´ pre´sym-
plectique (C,̟ := i∗ω) et [ ](1,1) de´signe la classe de cohomologie d’une
2-forme relative vue comme 1-forme logitudinale a` valeurs dans Q∗.
On va d’abord donner la formule pour un star-produit symplectique ge´ne´ral
jusqu’a` l’ordre 3 : soit P la structure de Poisson correspondant a` ω, et soit
P (k) ∈ Γ∞(SkTM ⊗ SkTM) de´fini comme P (k), voir (4.39). Soit ∇˜ une con-
nexion sans torsion symplectique dans le fibre´ tangent de M . On rappelle
l’ope´rateur bidiffe´rentiel suivant pour f, h ∈ C∞(M,K) (voir [79], [43]) :
P 2
Γ˜
(f, h) := P (2)(D˜2f, D˜2h) (4.46)
avec la de´rive´e covariante syme´trise´e D˜ (voir le paragraphe 2.2). Ensuite,
pour le champ hamiltonien Xf de f ∈ C∞(M,K) on regarde la de´rive´e de
Lie de la connexion,(
LXf ∇˜
)
X
Y := [Xf , ∇˜XY ]− ∇˜[Xf ,X]Y − ∇˜X [Xf , Y ] ∀ X, Y ∈ Γ∞(M,TM)
ce qui est un champ de tenseur dans Γ∞(M,S2T ∗M ⊗ TM), et(
LXf Γ˜
)
(X, Y, Z) := ω
((
LXf ∇˜
)
X
Y, Z
) ∀ X, Y, Z ∈ Γ∞(M,TM), (4.47)
ce qui est un champ de tenseur dans Γ∞(M,S3T ∗M). On rappelle l’ope´rateur
bidiffe´rentiel suivant pour f, h ∈ C∞(M,K) (voir [79], [43]) :
S3
Γ˜
(f, h) := P (3)
(
LXf Γ˜, LXhΓ˜
)
. (4.48)
Ensuite, on rappelle la multiplication diamant ⋄, voir [8], pour deux 2-
formes β et β ′ : pour garder la simplicite´ on les donnera dans une carte(
U, (x1, . . . , xn)
)
; soit P = 1
2
∑
i,j P
ij ∂
∂xi
∧ ∂
∂xj
et β = 1
2
∑
k,l βkldx
k ∧ dxl :
(β ⋄ β ′)ij :=
∑
r,s
P rsβriβ
′
sj.
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De plus, l’ope´rateur bidiffe´rentiel B3
Γ˜
[β] –qui de´pend de fac¸on line´aire d’une
2-forme ferme´e β– est donne´ en coordonne´es par la formule suivante :
B3
Γ˜
[β](f, h) :=
∑
i,j,k,l,r,s
1
4
βrs
(
P irP ksP jl + P jrP ksP il + P irP lsP jk
+P jrP lsP ik
) ∇˜2
( ∂
∂xi
, ∂
∂xj
)
f ∇˜2
( ∂
∂xk
, ∂
∂xl
)
h
+
∑
i,j,k,u,r,s
1
6
(∇˜ ∂
∂xu
β
)
rs
(
P juP irP ks + P iuP jrP ks
)
(∇˜2
( ∂
∂xi
, ∂
∂xj
)
f ∇˜ ∂
∂xk
h + ∇˜2
( ∂
∂xi
, ∂
∂xj
)
h ∇˜ ∂
∂xk
f
)
.
Le the´ore`me suivant est plus ou moins bien connu :
The´ore`me 4.7 Soit (M,ω) une varie´te´ symplectique et ∗ = ∑∞r=0 νrCr un
star-produit sur M . Soit [∗] sa classe de Deligne et α = ∑∞r=0 νrαr une
se´rie formelle de 2-formes ferme´es repre´sentant [∗] − [ω]
ν
. Soit ∇˜ une con-
nexion sans torsion symplectique. Alors il existe des ope´rateurs diffe´rentiels
S1, S2, S3 dans D
1
(C∞(M,K), C∞(M,K)) s’annulant sur les constantes tels
que les premiers quatre termes C0,C1,C2 et C3 de ∗ soient de la forme suiv-
ante (pour tous f, h ∈ C∞(M,K)) :
C0(f, h) = fh
C1(f, h) = {f, h}+ (bS1)(f, h)
C2(f, h) =
1
2
P 2
Γ˜
(f, h)− S1
(
(bS1)(f, h)
)
+ (S1f)(S1h) + (bS2)(f, h)
−α0(Xf , Xh) + {S1f, h}+ {f, S1h} − S1{f, h}
C3(f, h) =
1
6
S3
Γ˜
(f, h)− α1(Xf , Xh)
+α0 ⋄ α0 − α0(XS1f , Xh)− α0(Xf , XS1h) + S1
(
α0(Xf , Xh)
)
+{S2f, h}+ {f, S2h} − S2{f, h}
−S1
({S1f, h}+ {f, S1h} − S1{f, h})+ {S1f, S1h}
−B3
Γ˜
[α0](f, h) + P
2
Γ˜
(S1f, h) + P
2
Γ˜
(f, S1h)− S1
(
P 2
Γ˜
(f, h)
)
+(bS3)(f, h) +
(
S21 − S2
)(
(bS1)(f, h)
)− S1((bS2)(f, h))
+(S1f)(S2h) + (S2f)(S1h)− S1
(
(S1f)(S1h)
)
ou` b est l’ope´rateur cobord de Hochschild, voir e´qn (1.44).
De´monstration: Puisque tout star-produit est e´quivalent a` un star-produit con-
struit par la me´thode de Fedosov ∗F (voir [52] et le paragraphe 5), alors il existe
une transformation d’e´quivalence S = id +
∑∞
r=1 ν
rSr telle que ∗ = S−1(∗F ). En
utilisant le re´sultat de Neumaier [94] reliant la classe de Deligne avec la se´rie de
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2-formes ferme´es entrant dans la construction de Fedosov et le re´sultat de Bonneau
[8] qui a montre´ comment ces 2-formes de Fedosov apparaissent dans les ope´rateurs
bidiffe´rentiels du star-produit, on obtient ∗F qui est donne´ par la formule ci-dessus
avec S1 = 0 = S2 = S3, voir e´galement [43] pour le cas α0 = 0. Le reste est un
calcul e´vident. ✷
Soit maintenant i : C → M une sous-varie´te´ co¨ısotrope ferme´e de M de
codimension k et soit E son fibre´ caracte´ristique. Soit τ : Mˇ → C un voisi-
nage tubulaire de C dans M que l’on va identifier de manie`re symplectique
avec un voisinage ouvert –e´galement note´ Mˇ– de la section nulle de E∗ graˆce
au the´ore`me de Weinstein/Gotay 1.2. Soit ∗ un star-produit sur M . Pour
e´tudier les re´pre´sentations de ∗ sur C il suffit de regarder les repre´sentations
de ∗|Mˇ sur C, ou –en vue de la proposition 3.2– de regarder les star-produits
adapte´s dans Mˇ . Soit (F,∇) une connexion sans torsion adapte´e dans le
fibre´ tangent de la varie´te´ pre´symplectique (C,̟ = i∗ω). On va utiliser la
connexion symplectique ∇˜ (voir la the´ore`me 4.3) dans (Mˇ, ωWG) pour cal-
culer explicitement S1 et S2 du the´ore`me pre´cedent tels que ∗ soit adapte´
a` C jusqu’a` l’ordre 2. Soit e1, . . . , ek une base locale de E et e
1, . . . , ek la
base duale dans E∗. Soit e´galement f1, . . . , f2m une base locale du fibre´ F et
f 1, . . . , f 2m la base duale dans F ∗. Soit R le tenseur de courbure de ∇. On
note pour V1, V2 ∈ Γ∞(C,E)
Ricv(V1, V2) :=
k∑
i=1
〈ei, R(ei, V2)V1〉
le tenseur de Ricci vertical de ∇. De plus, il est connu que la trace du tenseur
de courbure est une 2-forme exacte (voir par exemple [17], Lemma 16), c.-a`-d.
il existe une 1-forme ξ sur C telle que pour tous X, Y, Z ∈ Γ∞(C, TC)
trace
(
Z 7→ R(X, Y )Z) =: dξ(X, Y ).
Les ope´rateurs diffe´rentiels suivants ne de´pendent pas des bases choisies : soit
f ∈ C∞(Mˇ,K) et ζ ∈ Γ∞(C, T ∗C ⊗ T ∗C) :
∆(f) :=
k∑
i=1
(ei)vehi (f), (4.49)
ζE
∗E∗(f) :=
k∑
i,j=1
ζ(ei, ej) (e
i)v(ej)v(f), (4.50)
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ζE
∗E(f) :=
k∑
i,j=1
ζ
(
ehi , (e
j)v
)
(ei)vehj (f), (4.51)
(
ζE
∗F (f)
)
ϕ
:= −
k∑
i=1
(ei)v
(
Pˆ#ϕ
(
ζ( , ehi )
))h
(f)ϕ. (4.52)
The´ore`me 4.8 Avec les notations introduites ci-dessus :
1. Pour que ∗ soit adapte´ a` C jusqu’a` l’ordre 1 il faut et il suffit que
l’ope´rateur diffe´rentiel S1 soit de la forme suivante :
S1 = ∆+ γ
v
1 + S˜1 (4.53)
ou` γ1 est une section de classe C∞ arbitraire de E∗ et S˜1 est un ope´rateur
diffe´rentiel arbitraire de C∞(Mˇ,K) dans C∞(Mˇ,K) qui s’annule sur les
constantes et soit adapte´ a` C.
2. Pour que ∗ soit adapte´ a` C jusqu’a` l’ordre 2 il faut et il suffit que
(a) S1 soit de la forme (4.53),
(b) il existe un repre´sentant α0 de [∗]0 tel que
pvi
∗α0 + dvγ1 + dvpvξ = 0.
(c) l’ope´rateur diffe´rentiel S2 soit de la forme ge´ne´rale
S2 =
1
2
(∆ + γv1)
2 + (∆ + γv1)S˜1 +
1
2
RicE
∗E∗
v −
1
2
(∇γ1)E∗E∗
−αE∗E0 − (α0 + dτ ∗γ1 + dτ ∗ξ)E
∗F + γv2 + S˜2 (4.54)
ou` γ2 ∈ Γ∞(C,E∗) et S˜2 est un ope´rateur diffe´rentiel arbitraire de
C∞(Mˇ,K) dans C∞(Mˇ,K) qui s’annule sur les constantes et soit
adapte´ a` C.
De´monstration: Ce the´ore`me est une ve´rification directe, mais tre`s longue et
fastidieuse. Une identite´ tre`s utile est
Ricv(V,H) = (dξ)(V,H) et Ricv(H,V ) = 0 ∀ V ∈ Γ∞(C,E), H ∈ Γ∞(C,F ),
qui est une conse´quence de la premie`re identite´ de Bianchi. ✷
Pour un champ vertical V sur C on de´finit la fonction
fV : Mˇ → K : ϕ 7→ 〈ϕ, Vτ(ϕ)〉.
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Il est clair que tout fV est un e´le´ment de l’ide´al annulateur I. D’apre`s le
the´ore`me 4.1, les obstructions pour la repre´sentabilite´ d’un star-produit a`
l’ordre 3 s’obtiennent en calculant i∗C3(fV , fW ) − i∗C3(fW , fV ) (pour tous
V,W ∈ Γ∞(C,E)) qui est un 2-cocycle de la cohomologie longitudinale si
le star-produit ∗ est adapte´ a` C jusqu’a` l’ordre 2. D’apre`s le lemme 4.1,
e´quation (4.6) il suffit de conside´rer ces fonctions fV qui sont en bijection
avec le module conormal I/I2 ∼= Γ∞(C,E). Au bout d’un tre`s long calcul
direct on arrive au re´sultat (4.45). Le terme avec la classe d’Atiyah-Molino
provient du terme S3
Γ˜
. Ceci donne la de´monstration du the´ore`me 4.6.
5 Existence des morphismes et des repre´sen-
tations lorsque la classe d’Atiyah-Molino
s’annule
5.1 Quantification des morphismes de Poisson entre
deux varie´te´s symplectiques
Soient (M,ω) et (M ′, ω′) deux varie´te´s symplectiques et soit φ : M →
M ′ un morphisme de Poisson. D’apre`s la proposition 1.1 l’application φ est
une submersion dont l’image Mˇ ′ est un ouvert de M ′. On rappelle les sous-
fibre´s inte´grables F := Ker Tφ et E := F ω de TM . Soient PF et PE les
projections sur F et E. On de´finit ωE := ω(PE ,PE ) et ω
F := ω(PF ,PF ).
Alors, d’apre`s la proposition 1.1 il vient ω = ωE + ωF et φ∗ω′ = ωE, et par
conse´quent, dωE = 0 = dωF . Le couple (M,ωF ) est donc pre´symplectique
a` fibre´ caracte´ristique E. Soit (F, ∇ˆ) une connexion sans torsion adapte´e a`
(M,ωF ) : on a toutes les proprie´te´s i) – v) de la proposition 4.3 pour ∇ˆ avec
RF = 0 graˆce a` l’inte´grabilite´ du fibre´ F . Soit ∇′ une connexion sans torsion
dans le fibre´ tangent de M ′ qui soit symplectique. Puisque E est isomorphe
au fibre´ retire´ φ∗TM ′ la connexion retire´e φ∗∇′ induit une connexion ∇′′
dans le fibre´ E sur M qui pre´serve ωE = φ∗ω′. On a la proposition suivante :
Proposition 5.1 Avec les notations mentionne´es ci-dessus, pour toute con-
nexion sans torsion symplectique ∇′ dans le fibre´ tangent de M ′ il existe
une connexion sans torsion symplectique ∇˜ dans le fibre´ tangent de M avec
les proprie´te´s suivantes pour tous X ∈ Γ∞(C, TC), V,W ∈ Γ∞(C,E) et
H,H1, H2, H3 ∈ Γ∞(C, F ) :
i) ∇˜XV ∈ Γ∞(C,E),
ii) ∇˜VH = PF [V,H ] ∈ Γ∞(C, F ),
iii) ∇˜HV = PE [H, V ] ∈ Γ∞(C,E),
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iv) ∇˜XH ∈ Γ∞(C, F ),
v) ∇˜ωE = 0 = ∇˜ωF ,
vi) φ est une application affine.
Pour toute connexion sans torsion ∇˜ satisfaisant les conditions ci-dessus, les
seules composantes en ge´ne´ral non nulles de son tenseur de courbure R˜ sont
les suivantes :
REEE(V1, V2;V,W ) := ω
(
V1, R˜(V,W )V2
)
(5.1)
RFFF (H1, H2;H,H
′) := ω
(
H1, R˜(H,H
′)H2
)
(5.2)
RFEF (H1, H3;V,H2) := ω
(
H1, R˜(V,H2)H3
)
= −ρAME(V ;H1, H2, H3)
(5.3)
De´monstration: On de´finit ∇˜ par
∇˜XY := ∇ˆPFX(PFY ) + PF [PEX,PFY ] + PE [PFX,PEY ] +∇′′PEXPEY
On ve´rifie toutes les proprie´te´s e´nonce´es sur des champs de vecteurs de la forme
X = X ′h + H avec X ′ ∈ Γ∞(M ′, TM ′) et H ∈ Γ∞(M,F ) ou` ( )h de´signe le
rele`vement horizontal de X ′ a` M . On note que (X,X ′) est φ-lie´. Puisque E et
F sont inte´grables, les tenseurs de courbure R˜(V,W )H et R˜(H,H ′)V s’annulent
(proprie´te´ de Bott). Il restent les termes purement dans E ou dans F , et le seul
terme mixte est donne´ par la classe d’Atiyah-Molino du fibre´ E qui est propor-
tionnel a` RFEF . Puisque F est le fibre´ noyau d’une submersion, alors son 1-cocycle
d’Atiyah-Molino s’annule. ✷
On rappelle maintenant les structures ne´cessaires pour la construction
de Fedosov partielle : soit N une varie´te´ diffe´rentiable avec un sous-fibre´
inte´grable K de son fibre´ tangent muni d’une forme symplectique ωK sur
les fibres. ωK est une 2 forme ferme´e longitudinale. Soit (Au)u∈N une famille
de fibre´ vectoriels sur M . On suppose qu’il existe une famille (µr,uvw)r,u,v,w∈N
d’homomorphismes dans Γ∞
(
N,Hom(Au⊗Av, Aw)
)
de sorte que pour chaque
r ∈ N il existe Nr ∈ Z tel que µr,uvw = 0 lorsque w − u − v < Nr et que∑∞
r,u,v,w=0 ν
rµr,uvw de´finisse une multiplication associative ‘fibre-par-fibre’ sur
le K[[ν]]- module
A := ×∞u=0Γ∞(Au)[[ν]].
Soit P ∈ Γ∞(N,Λ2K) le champs de bivecteurs correspondant a` ω. Il vient
que P est une structure de Poisson re´gulie`re sur M . On note
W(K∗) := Γ∞(N, SK∗)[[ν]] := (×∞k=0 Γ∞(N, SkK∗))[[ν]]
et pour l ∈ N
W ⊗ Λl(K∗) := (×∞k=0 Γ∞(N, SkK∗ ⊗ ΛlK∗))[[ν]]
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avec W ⊗ Λ(K∗) := ⊕l∈NW ⊗ Λl(K∗). Soit A := Γ∞(N,A)[[ν]] et
A⊗W ⊗ Λ(K∗) := (×∞k,u=0 Γ∞(N,Au ⊗ SkK∗ ⊗ ΛlK∗))[[ν]].
On de´finit la multiplication fibre par fibre non de´forme´e entre sections fac-
torise´es α1⊗ f1⊗γ1 et α2⊗ f2⊗γ2 (avec α1, α2 ∈ Γ∞(N,A), f1, f2 ∈ W(K∗)
et γ1, γ2 ∈ Λ(K∗) par
(α1 ⊗ f1 ⊗ γ1)(α2 ⊗ f2 ⊗ γ2) := α1α2 ⊗ f1f2 ⊗ γ1 ∧ γ2.
Pour X ∈ Γ∞(N,K) soit is(X)(α⊗ f ⊗ γ) := α⊗
(
i(X)f
)⊗ γ et ia(X)(α⊗
f⊗γ) := (α)⊗f⊗i(X)γ. Soit e1, . . . , e2m une base locale de K et e1, . . . , e2m
la base locale de K∗. Le champs de bivecteurs P s’e´crit P =
∑2m
i,j=1 P
ijei⊗ej
pour certaines fonctions locales P ij On de´finit la multiplication de´forme´e
fibre par fibre ◦K :
ξ ◦K η :=
∞∑
r=0
νr
r!
2m∑
i1,...,ir,j1,...,jr=1
P i1j1 · · ·P irjr(
is(ei1) · · · is(eir)ξ
)(
is(ej1) · · · is(ejr)η
)
(5.4)
qui ne de´pend e´videmment pas de la base choisie. On va e´crire
{ξ, η}K := P ij
(
is(ei)ξ
)(
is(ej)η
)
(5.5)
pour la structure de Poisson fibre-par-fibre de´finie sur A⊗W⊗Λ(K∗). Muni
de la multiplication ◦K , l’espace A⊗W⊗Λ(K∗) est une alge`bre associative.
On note degsKξ :=
∑2m
i=1
(
1⊗ei⊗1)(is(ei)ξ) l’endomorphisme K[[ν]]-line´aire
de A ⊗ W ⊗ Λ(K∗) dont les vecteurs propres a` valeur propre k sont des
sections de Γ∞(N,A⊗ SkK∗ ⊗ ΛK∗)[[ν]] quel que soit l’entier positif k. On
note e´galement degaKξ :=
∑2m
i=1
(
1⊗1⊗ei)(ia(ei)ξ) l’endomorphisme K[[ν]]-
line´aire de A⊗W ⊗ Λ(K∗) dont les vecteurs propres a` valeur propre l sont
des sections de Γ∞(N,A ⊗ SK∗ ⊗ ΛlK∗)[[ν]] quel que soit l’entier positif
l. Soit DegK l’endomorphisme K-line´aire de A ⊗ W ⊗ Λ(K∗) donne´ par
DegK := 2ν
∂
∂ν
+ degsK . Il vient que DegK et degaK sont des de´rivations
de l’alge`bre
(A ⊗ W ⊗ Λ(K∗), ◦K) qui est donc une alge`bre associative Z-
gradue´e par rapport a` la de´rivation degaK . Un endomorphisme K-line´aire ψ
de A⊗W⊗Λ(K∗) est dit de degre´ antisyme´trique l lorsque [degaK , ψ] = lψ et
de degre´ total r lorsque [DegK , ψ] = rψ. On introduit le commutateur gradue´
[f, h] := f ◦K h − (−1)l1l2h ◦K f := ad◦K (f)(h) quel que soient les e´le´ments
f, g ∈ A ⊗ W ⊗ Λ(K∗) avec degaKf = l1f et degaKh = l2h. Il vient que
ad◦K (f) est une de´rivation gradue´e de degre´ l1 de A⊗W⊗Λ(K∗). En outre,
tout e´le´ment ξ de A⊗W⊗Λ(K∗) s’e´crit comme se´rie formelle ξ =∑∞r=0 ξ(r)
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avec DegK(ξ
(r)) = rξ(r). Par conse´quent, A ⊗W ⊗ Λ(K∗) n’est pas gradue´
par rapport a` DegK (parce que A⊗W⊗Λ(K∗) n’est pas somme directe des
espaces propres de DegK), mais une alge`bre associative filtre´e par
A⊗Wr ⊗ Λ(K∗) := {ξ ∈ A⊗W ⊗ Λ(K∗) | ξ(0) = 0 = · · · = ξ(r−1)}
ou` r ∈ N et A ⊗ W0 ⊗ Λ(K∗) := A ⊗ W ⊗ Λ(K∗). Evidemment, A ⊗
Wr ⊗ Λ(K∗) ⊃ A ⊗ Wr+1 ⊗ Λ(K∗) et l’intersection de tous les A ⊗ Wr ⊗
Λ(K∗) est e´gale a` {0}. Soient δK et δ∗K les endomorphismes K[[ν]]-line´aires
de A⊗W ⊗ Λ(K∗) de´finis par δKξ :=
∑2m
i=1
(
1 ⊗ 1 ⊗ ei)(is(ei)ξ) et δ∗Kξ :=∑2m
i=1
(
1 ⊗ ei ⊗ 1)(ia(ei)ξ). Il vient que δK est une de´rivation gradue´e de
degre´ antisyme´trique 1 et de degre´ total −1 de A ⊗W ⊗ Λ(K∗) et que δ∗K
est un endomorphisme K[[ν]] line´aire de A ⊗ W ⊗ Λ(K∗) qui est de degre´
antisyme´trique −1 et de degre´ total +1. δ∗K n’est pas en ge´ne´ral une de´rivation
gradue´e de A⊗W ⊗ Λ(K∗). De plus, on a
δ2K = 0
δ∗K
2 = 0
δKδ
∗
K + δ
∗
KδK := degsK + degaK
donc
(A ⊗W ⊗ Λ(K∗), ◦K, δ) est une alge`bre diffe´rentielle gradue´e dont la
cohomologie est concentre´ en degre´ antisyme´trique nul et est isomorphe a`
l’espace A. Soit σK la projection de A⊗W ⊗Λ(K∗) sur A dont le noyau est
e´gal a` A⊗W⊗Λ(K∗)+, le K[[ν]]-sous-module de A⊗W⊗Λ(K∗) qui consiste
en toutes les se´ries formelles termes dont la somme de degre´ syme´trique et
du degre´ antisyme´trique est strictement positive. Alors degsK + degaK est
inversible sur A⊗W⊗Λ(K∗)+ et on note (degsK+degaK)−1 son application
re´ciproque. On de´finit
δ−1K ξ :=
{
0 si σKξ = 0
(degsK + degaK)
−1δ∗K si ξ ∈ A⊗W ⊗ Λ(K∗)+
et il vient
δKδ
−1
K + δ
−1
K δK = id − σK .
On rappelle qu’une connexion partielle le long de K dans un fibre´ vectoriel L
sur M d’apre`s Ehresmann est une application K-biline´aire ∇K : Γ∞(N,K)×
Γ∞(N,L) → Γ∞(N,L) : (X,ψ) 7→ ∇KXψ telle que ∇KfXψ = f∇KXψ et
∇KX(fψ) = (Xf)ψ+ f∇KXψ quel que soit f ∈ C∞(N,K). Pour le cas L = K,
la connexion partielle∇K est dite sans torsion lorsque ∇KXY −∇KY X = [X, Y ]
quels que soient X, Y ∈ Γ∞(N,K). Soit ∇KK une connexion partielle sans
torsion le long de K dans K qui soit symplectique dans le sens que la forme
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symplectique ωK sur K soit pre´serve´e. Une telle connexion partielle existe
toujours graˆce a` l’astuce de Tondeur, Lichnerowicz et Hess, voir par exemple
(4.22). La connexion partielle ∇KK induit une connexion partielle le long de
K dans tous les fibre´s SkK∗ ⊗ΛK∗. Pour chaque entier positif u, soit ∇AuK
une connexion partielle le long de K dans le fibre´ Au. La se´rie formelle des
∇AuK de´finit une connexion partielle ∇AK le long de K dans A (ou` les ax-
iomes d’Ehresmann se ge´ne´ralisent de fac¸on e´vidente au cas K est remplace´
par K[[ν]]). On suppose que ∇AKX soit une de´rivation de l’alge`bre associative
A quel que soit le champ de vecteurs X ∈ Γ∞(N,K). Les deux connexions
partielles ∇AK et ∇KK induisent une connexion partielle, appele´e ∇K , dans
tous les fibre´s Au ⊗⊕kl=0SlK∗ ⊗ ΛK∗. Ainsi la de´rive´e covariante exte´rieure
∂K est bien de´finie dans A⊗W⊗Λ(K∗) : a` l’aide des bases locales e1, . . . , e2m
de K et e1, . . . , e2m de K∗ mentionne´es ci-dessus on pose
∂KF :=
2m∑
i=1
ei ∧ ∇KeiF
quel que soit F ∈ A ⊗W ⊗ Λ(K∗). La de´finition ne de´pend pas des bases
choisies. Il vient que ∂K est de degre´ antisyme´trique 1 et de degre´ total 0.
Le the´ore`me de Fedosov suivant permet de construire des de´formations de
l’alge`bre associative A :
The´ore`me 5.1 (Fedosov) Avec les structures N,K,A, δK, ∂K mentionne´s
ci-dessus, on suppose qu’il existe un e´le´ment RAKK ∈ A ⊗ Λ2(K∗) de degre´
total 0 tel que
∂2K = −
1
2ν
ad◦K (R
A
KK +R
K
KK)
(ou` RKKK ∈ Γ∞(S2K∗⊗Λ2K∗) est lie´ au tenseur de courbure RK de ∇KKpar
RKKK(V,W ;X, Y ) := ω
K(V,RK(X, Y )W ) quels que soient les champs de
vecteurs V,W,X, Y ∈ Γ∞(N,K)) et tel que
∂K(R
A
KK +R
K
KK) = 0.
Soit Ω =
∑∞
r=1 ν
rΩr ∈ Γ∞(N,Λ2K∗)[[ν]] une se´rie formelle de 2-formes
ferme´es (le long de K) et s ∈ A⊗W3(K∗) avec σK(s) = 0 donne´s.
1. Il existe un unique e´le´ment r ∈ A ⊗ W2(K∗) tel que l’e´quation de
courbure suivante
0 = −δK r + ∂Kr − 1
2ν
r ◦K r +RAKK +RKKK + 1⊗ Ω (5.6)
et l’e´quation de normalisation
δ−1K r = s. (5.7)
soient satisfaites.
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2. L’application
DK := −δK + ∂K − 1
2ν
ad◦K (r) (5.8)
est une de´rivation gradue´e de degre´ antisymetrique 1 de
(A ⊗ W ⊗
Λ(K∗), ◦K
)
, dite la de´rivation de Fedosov telle que
D2K = 0. (5.9)
3. Les groupes de cohomologie de DK sont isomorphes a` A (pour le degre´
antisyme´trique 0) et a` {0} (pour le degre´ antisyme´trique strictement
positif).
4. Il existe une unique injection K[[ν]]-line´aire τK : A = Γ∞(N,A)[[ν]]→
A⊗W(K∗), dite la se´rie de Fedosov-Taylor telle que
σK
(
τK(a)
)
= a ∀a ∈ A, (5.10)
τK(A) = KerDK |A⊗W(K∗). (5.11)
5. Il existe une unique de´formation associative formelle bidiffe´rentielle ∗
de la multiplication point-par-point dans A telle que
τK(a ∗ b) = τK(a) ◦K τK(b) donc a ∗ b = σK
(
τK(a) ◦K τK(b)
)
(5.12)
quels que soient a, b ∈ A. Les ope´rateurs bidiffe´rentiels de ∗ sont ‘le
long de K’, c.-a`-d. dans toute carte distingue´e de la varie´te´ feuillete´e
N associe´e au fibre´ inte´grable K, ces ope´rateurs ne contiennent que des
de´rive´es partielles parame´trant les feuilles.
Voir par exemple [52] pour une de´monstration. Pour calculer la se´rie de
Fedosov-Taylor, la formule de Neumaier suivante est tre`s utile (voir [93]) :
τK(a) =
id
id− [δ−1K , ∂K − 12νad◦K (r)]
(a) (5.13)
Pour le cas K = TM et A = C∞(M,K)[[ν]] (munie de la multiplication
point-par-point), cette construction donne un star-produit ∗ sur la varie´te´
symplectique (M,ω) dont la classe de Deligne est donne´e par
[∗] = [ω]
ν
+
[Ω]
ν
, (5.14)
voir [94]. Dans ce cas, on peut toujours modifier r en rˆ := r− σTM(r) (si bien
que Ω sera remplace´e par Ω + dσTM(r) et s par s− δ−1TMσTM(r)).
On va d’abord appliquer le the´ore`me pre´cedent au cas ou` (N,K,A) est
donne´ par (M,TM, C∞(M,K)[[ν]]) et (N,K,A) = (M ′, TM ′, C∞(M ′,K)[[ν]]) :
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Graˆce a` la proposition 5.1 les de´rive´es covariantes ∇˜ sur M et ∇′ sur M ′
sont telles que l’application de Poisson φ est une application affine. Alors en
e´crivant δTM =: δ, ∂TM =: ∂, δTM ′ =: δ
′ et ∂TM ′ =: ∂
′ les deux e´quations
suivantes sont faciles a` de´duire :
δφ∗ = φ∗δ′ (5.15)
∂φ∗ = φ∗∂′ (5.16)
ou` φ∗ : W ⊗ Λ(T ∗M ′) → W ⊗ Λ(T ∗M) est le pull-back usuel. On voit
e´galement que φ∗ est un morphisme d’alge`bres associatives gradue´es par rap-
port aux multiplications fibre-par-fibre ◦′ := ◦TM ′ et ◦ := ◦TM . On a d’abord
le the´ore`me suivant :
The´ore`me 5.2 Soit φ : M → M ′ une application de Poisson entre deux
varie´te´s symplectiques (M,ω) et (M ′, ω′). Alors les deux e´nonce´s suivants
sont e´quivalents :
1. Il existent des star-produits ∗ sur M et ∗′ sur M ′ tels que φ admette
une quantification diffe´rentielle en tant que morphisme d’alge`bres as-
sociatives.
2. Il existent des de´rivations de Fedosov D dans W⊗Λ(T ∗M) et D′ dans
W ⊗ Λ(T ∗M ′) telles que
Dφ∗ = φ∗D′.
De plus, si un de ces e´nonce´s est satisfait, on peut trouver des star-produits ∗F
(e´quivalent a` ∗) et ∗′F (e´quivalent a` ∗′) de telle manie`re que le pull-back φ∗ :
(C∞(M ′,K)[[ν]], ∗′F )→ (C∞(M,K)[[ν]], ∗F ) est de´ja` un morphisme d’alge`bres
associatives.
De´monstration: “1) ⇐ 2)” : on suppose que Dφ∗ = φ∗D′. Soient τ et τ ′ les
se´ries de Fedosov-Taylor associe´es a` D et a` D′, soient σ := σTM et σ
′ = σTM ′
et soient ∗ et ∗′ les star-produits re´sultant de la construction de Fedosov. Soient
f ′, h′ ∈ C∞(M ′,K)[[ν]]. Il vient Dφ∗τ ′(f ′) = φ∗D′τ ′(f ′) = 0, alors
φ∗τ ′(f ′) = τ
(
σ(φ∗τ ′(f ′))
)
= τ
(
φ∗σ′τ ′(f ′)
)
= τ(φ∗f ′),
donc
φ∗(f ′ ∗′ h′) = στ(φ∗(f ′ ∗′ h′)) = σφ∗τ ′(f ′ ∗′ h′) = σφ∗(τ ′(f ′) ◦′ τ ′(h′))
= σ
(
(φ∗τ ′(f ′)) ◦ (φ∗τ ′(h′))) = σ((τ(φ∗f ′)) ◦ (τ(φ∗h′)))
= στ
(
(φ∗f ′) ∗ (φ∗h′)) = (φ∗f ′) ∗ (φ∗h′)
et φ∗ est un morphisme d’alge`bres associatives, ce qui de´montre 1) et en meˆme
temps l’e´nonce´ apre`s 2).
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“1) ⇒ 2)” : Soient ∗ et ∗′ des star-produits surM etM ′ et soit Φ = φ∗+∑∞r=1 νrΦr
une se´rie d’ope´rateurs diffe´rentiels dans D
(C∞(M ′,K), C∞(M,K)) le long de φ
tels que Φ : (C∞(M ′,K)[[ν]], ∗) → (C∞(M,K)[[ν]], ∗′) soit un homomorphisme
d’alge`bres associatives. Puisque tout star-produit est e´quivalent a` un star-produit
construit a` l’aide de la me´thode de Fedosov a` partir d’une connexion symplectique
arbitraire (voir [91], [92], [94]), il existe des transformations d’e´quivalence Sˆ =
id +
∑∞
r=1 ν
rSˆr et S
′ = id +
∑∞
r=1 ν
rS′r (avec Sˆr ∈ D1
(C∞(M,K); C∞(M,K))
et S′r ∈ D1
(C∞(M ′,K); C∞(M ′,K)), s’annulant sur les constantes quel que soit
l’entier strictement positif r) telles que ∗F := Sˆ(∗) et ∗′F := S′(∗′) sont des star-
produits de Fedosov sur M et M ′. Visiblement, SˆΦS′−1 est un homomorphisme
d’alge`bres associatives (C∞(M ′,K)[[ν]], ∗F ) → (C∞(M,K)[[ν]], ∗′F ). On conside`re
l’application Ψ de l’espace C∞(M ′,K)[[ν]] dans W(T ∗M) de´finie par
f ′ 7→ τ(SˆΦS′−1(f ′)) ∀f ′ ∈ C∞(M ′,K)[[ν]]
Ψ est une se´rie d’ope´rateurs diffe´rentiels le long de φ. Donc il existe un morphisme
de fibre´s vectoriels Ψˆ du fibre´ en jets φ∗J∞(M ′,M ′ ×K) dans ×k=0SkT ∗M , alors
Ψ(f ′) = Ψˆ
(
j∞(f ′)
)
. Puisque les fibre´s Jr(M ′,M ′×K) et⊕rk=0SkT ∗M ′ sont isomor-
phes (en utilisant la de´rive´e covariante ∇′) quel que soit l’entier positif r, il existe
une se´rie d’ope´rateurs diffe´rentiels Q d’ordre 0, telle que j∞(f ′) = Q
(
τ ′(f ′)
)
. Donc
il existe une se´rie d’ope´rateurs diffe´rentiels d’ordre 0, Φˆ, le long de φ, deW(T ∗M ′)
dans W(T ∗M) telle que
τ
(
SˆΦS′
−1
(f ′)
)
= Φˆ
(
τ ′(f ′)
) ∀f ′ ∈ C∞(M ′,K)[[ν]].
Il vient
Φˆ
(
τ ′(f ′) ◦′ τ ′(h′)) = Φˆ(τ ′(f ′ ∗′F h′)) = τ(SˆΦS′−1(f ′ ∗′F h′))
= τ
(
(SˆΦS′
−1
(f ′)) ∗F (SˆΦS′−1(h′))
)
= τ
(
SˆΦS′
−1
(f ′)
) ◦ τ(SˆΦS′−1(h′))
= Φˆ
(
τ ′(f ′)
) ◦ Φˆ(τ ′(h′)),
et puisque Φˆ est ‘tensoriel’, c.-a`-d. d’ordre 0, et puisque pour tout p′ ∈M ′ la fibre
W(T ∗M ′)p′ := ×∞k=0(SkT ∗M ′)p′ [[ν]] est donne´e par {τ ′(f ′)p′ | f ′ ∈ C∞(M ′,K)[[ν]]}
graˆce au lemme classique d’Emile Borel, il s’ensuit que Φˆ est un homomorphisme
d’alge`bres associatives tensoriel (W(T ∗M ′), ◦′) dans (W(T ∗M), ◦) qui de´forme φ∗.
On peut prolonger Φˆ de manie`re canonique sur W ⊗ Λ(T ∗M ′) par Φˆ(A′ ⊗ γ′) :=
Φˆ(A′)⊗ φ∗γ′ avec A′ ∈ W(T ∗M ′) et γ′ ∈ Γ∞(ΛT ∗M ′), et Φˆ restera un homomor-
phisme d’alge`bres associatives gradue´es.
On va montrer que Φˆ est de la forme A φ∗ ou` A est un automorphisme inte´rieur de(W ⊗ Λ(T ∗M), ◦) : soit Φˆ =∑∞r=0 νrΦˆr. Chaque Φˆr est un ope´rateur diffe´rentiel
d’ordre 0, donc un e´le´ment de ×k′,k∈NΓ∞
(
Hom(φ∗Sk
′
T ∗M ′, SkT ∗M)
)
d’apre`s l’e´q.
(1.32). Puisque le fibre´ retire´ φ∗T ∗M ′ est isomorphe au fibre´ E∗, tout Φˆr est de
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la forme Φˇr φ
∗ avec Φˇr ∈ ×k′,k∈NΓ∞
(
Hom(Sk
′
E∗, SkT ∗M)
)
. Il s’ensuit que Φˇ0
est donne´e par l’injection canonique de W ⊗ Λ(E∗) dans W ⊗ Λ(T ∗M). Soit s le
plus petit entier strictement positif tel que Φˇs 6= 0. Puisque Φˇ0 et Φˇ =
∑∞
r=0 ν
rΦˇr
sont des homomorphismes d’alge`bres associatives de
(W ⊗Λ(E∗), ◦E) dans (W ⊗
Λ(T ∗M), ◦), la proprie´te´ d’homomorphisme a` l’ordre s montre que Φˇs est une
de´rivation de l’alge`bre commutative gradue´eW⊗Λ(E∗) dansW⊗Λ(T ∗M) (munies
de la multiplication fibre-par-fibre non de´forme´e) le long de Φˇ0. Il existe donc un
e´le´ment L =
∑2m
i=1 L
i ⊗ ei de ×∞k=0Γ∞
(
SkT ∗M ⊗E) avec Li ∈ ×∞k=0Γ∞(SkT ∗M)
tel que Φˇs(A) = is(L)
(
A
)
:=
∑2m
i=1 L
i is(ei)
(
A
)
quel que soit A ∈ W ⊗ Λ(E∗).
La proprie´te´ d’homomorphisme de Φˇ a` l’ordre s + 1 montre que is(L) est une
de´rivation d’alge`bres de Poisson le long de Φˇ0. Un petit calcul montre que ceci
est e´quivalent a` dire que L♭ := (id ⊗ ω♭E)(L) ∈ ×∞k=0Γ∞
(
SkT ∗M ⊗ E∗) est δE-
ferme´, i.e. δEL
♭ = 0. Ici on a regarde´ L♭ comme e´le´ment de A⊗W ⊗Λ1(E∗) avec
A := ( ×∞k=0 Γ∞(SkF ∗), ◦F ). Alors il existe un e´le´ment Cs ∈ W(T ∗M) tel que
L♭ = δE(Cs) et par conse´quent : Φˇs(A) = −{Cs, A}, avec la structure de Poisson
fibre-par-fibre associe´e a` ω, voir e´qn (5.5). Si l’on de´finit
T [s] :W ⊗ Λ(T ∗M)→W ⊗ Λ(T ∗M) : A 7→ eνs−1ad◦(Cs/2)A
alors T [s] est un homomorphisme d’alge`bres associatives et
T [s] Φˆ = φ∗ mod νs+1.
Par re´currence on montre l’existence d’un e´le´ment C = νs−1Cs/2+· · · ∈ W1(T ∗M)
tel que
Φˆ = e−ad◦(C) φ∗.
Il est e´vident que e−ad◦(C) est un automorphisme de l’alge`bre
(W ⊗ Λ(T ∗M), ◦).
Soient D′ = −δ′ + ∂′ − 12νad◦′(r′) et D = −δ + ∂ − 12νad◦(r) les de´rivations de
Fedosov a` l’aide desquelles on a construit ∗F et ∗′F . On peut supposer que les
de´rive´es covariantes ∇′ (dans TM ′) et ∇˜ (dans TM) sont choisies de telle fac¸on
que l’e´quation (5.16) soit satisfaite. Soit
D˜ := ead◦(C) D e−ad◦(C) =: −δ + ∂ − 1
2ν
ad◦(˜r).
Alors le membre de droite est bien de´fini (c.-a`-d. r˜ ∈ W3 ⊗ Λ1(T ∗M) car C ∈
W1(T ∗M)) et de´fini une de´rivation gradue´e de degre´ antisyme´trique +1 de carre´
nul. On peut montrer que D˜ est toujours une de´rivation de Fedosov de´finie par une
se´rie de 2-formes ferme´es cohomologue a` celle qui de´finitD et par une normalisation
δ−1 r˜ diffe´rente de celle de r, et le star-produit ∗˜ qui en re´sulte est e´quivalent a` ∗F
(alors il existe une transformation d’e´quivalence S telle que ∗˜ = S(∗)), voir par
exemple [52], [93]. Soit f ′ ∈ C∞(M ′,K)[[ν]]. Alors
D˜φ∗τ ′(f ′) = ead◦(C) D e−ad◦(C) φ∗τ ′(f ′) = ead◦(C) D Φˆτ ′(f ′)
= ead◦(C) D τ
(
SˆΦS′
−1
(f ′)
)
= 0 = φ∗ D′τ ′(f ′),
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alors, graˆce a` l’e´qn (5.16)
0 = D˜φ∗τ ′(f ′)− φ∗ D′τ ′(f ′) = − 1
2ν
(
ad◦(˜r)φ
∗ − φ∗ad◦′(r′)
)
τ ′(f ′).
Puisque les se´ries de Fedosov-Taylor engendrent chaque fibre de W(T ∗M ′) et
puisque la partie grassmannienne Λ(T ∗M ′) est dans le noyau de tout ad◦′(A
′)
il s’ensuit finalement que
ad◦(˜r)φ
∗ = φ∗ad◦′(r
′), donc D˜φ∗ = φ∗D′,
ce qui montre le the´ore`me. ✷
On va maintenant e´tudier l’existence des de´rivations de Fedosov qui sont ‘φ-
lie´es’ dans le sens de l’e´nonce´ 2) du The´ore`me pre´ce´dent. On rappelle que
TM = E ⊕ F , et on a la de´composition en composantes de δ et de ∂ : avec
(e1, . . . , e2m une base locale des sections C∞ de E et e1, . . . , e2m sa base duale
et f1, . . . , f2n une base locale des sections C∞ et f 1, . . . , f 2n sa base duale, on
de´finit
δEA :=
2m∑
i=1
(1⊗ ei)is(ei)A δFA :=
2n∑
i=1
(1⊗ f i)is(fi)A donc δ = δE + δF
(et δ−1E , δ
−1
F de manie`re analogue) ainsi que
∂EA :=
2m∑
i=1
(1⊗ ei)∇˜eiA ∂FA :=
2n∑
i=1
(1⊗ f i)∇˜fiA donc ∂ = ∂E + ∂F .
Il vient
∂2E = −
1
2ν
ad◦(R
E
EE) (5.17)
[∂E , ∂F ] = − 1
2ν
ad◦(R
F
EF ) (5.18)
∂2F = −
1
2ν
ad◦(R
F
FF ) (5.19)
avec les composantes de la courbure (5.1), (5.3) et (5.2).
On voit rapidement que δE et ∂E pre´servent W ⊗ Λ(E∗) et W(F ∗) ⊗
Λ(T ∗M) ainsi que δF et ∂F pre´serventW⊗Λ(F ∗) etW(E∗)⊗Λ(T ∗M). Nous
allons donc regarder δE et ∂E dans le cas (N,K,A) =
(
M,E, C∞(M,K)[[ν]])
et δF et ∂F dans les cas (N,K,A) =
(
M,F, C∞(M,K)[[ν]]) et (N,K,A) =(
M,F, (Γ∞
(
M,Λ(E∗)
)
[[ν]],∧)).
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Proposition 5.2 Avec les notations pre´ce´dentes : soient D′ = −δ′ + ∂′ −
1
2ν
ad◦′(r
′) et D = −δ + ∂ − 1
2ν
ad◦(r) deux de´rivations de Fedosov telles que
Dφ∗ = φ∗D′.
Alors on a les e´nonce´s suivants :
1. r = rEE + r
F
E + r
F
F avec r
E
E ∈ W3 ⊗ Λ1(E∗), rFF ∈ W3 ⊗ Λ1(F ∗) et rFE ∈
W3(F ∗)⊗ Λ1(E∗) := ×∞k=0Γ∞(M,SkF ∗ ⊗ E∗)[[ν]]. De plus rEE = φ∗r′.
2. Il vient
REEE = φ
∗R′
3. Soit Ω = ΩEE+ΩEF +ΩFF une se´rie formelle de 2-formes ferme´es sur
M avec ΩEE ∈ νΓ∞
(
M,Λ2(E∗)
)
[[ν]], ΩEF ∈ νΓ∞
(
M,E∗ ∧ F ∗)[[ν]] et
ΩFF ∈ νΓ∞
(
M,Λ2(F ∗)
)
[[ν]]. Soit Ω′ ∈ νΓ∞(M ′,Λ2(T ∗M ′))[[ν]] On a
les quatre e´quations suivantes pour les composantes de r et pour r′ :
0 = −δ′r′ + ∂′r′ − 1
2ν
r′ ◦′ r′ +R′ + Ω′ (5.20)
0 = ∂Er
F
E −
1
2ν
rFE ◦F rFE + ΩEE − φ∗Ω′ (5.21)
0 =
(− δF + ∂F − 1
2ν
ad◦F
)
(rFE) +R
F
EF + ∂Er
F
F + ΩEF (5.22)
0 = −δF rFF + ∂F rFF −
1
2ν
rFF ◦F rFF +RFFF + ΩFF (5.23)
avec les normalisations δ′−1(r′) = s′, δ−1E (r
F
E) = s
EF et δ−1F (r
F
F ) = s
F ou`
s′ ∈ W3(T ∗M ′), sEF ∈ ×∞k=1Γ∞(M,E∗ ⊗ SkF ∗)[[ν]] et sF ∈ W3(F ∗).
De´monstration: 1. L’e´quation Dφ∗ = φ∗D′ implique que
[r, φ∗A′]◦ = φ
∗[r′, A′]◦′ = [φ
∗r′, φ∗A′]◦
ce qui appartient a` W ⊗ Λ(E∗) quel que soit A′ ∈ W ⊗ Λ(T ∗M ′). Puisque le fibre´
E est isomorphe au sous-fibre´ retire´ φ∗T ∗M ′ et puisque l’alge`bre
(W⊗Λ(T∗M ), ◦)
est le produit tensoriel comple´te´ (par rapport a` la filtration mentionne´e ci-dessus)
de ses sous-alge`bres
(W ⊗ Λ(E∗), ◦E) et (W ⊗ Λ(F ∗), ◦F ), il n’est pas difficile de
montrer que r ne peut avoir que les trois composantes rEE , r
F
E et r
F
F donne´es. De
plus, puisque [rFE , φ
∗A′]◦ = 0 = [r
F
F , φ
∗A′] il vient que [rEE − φ∗r′, φ∗A′]◦E = 0, et le
fait que rEE ∈ W2 ⊗ Λ1(E∗) et r′ ∈ W2 ⊗ Λ1(T ∗M ′) entraˆıne que rEE − φ∗r′ = 0.
2. Calcul direct en utilisant le fait que ∂E est la connexion retire´e de ∂
′.
3. On fait la de´composition de l’e´quation (5.6) selon les composantes en Λ2E∗,
E∗ ∧ F ∗ et Λ2F ∗. Pour la composante Λ2E∗, on utilise l’e´quation (5.6) pour r′ et
le fait que rEE = φ
∗r′ (qui implique ∂F r
E
E = 0). On traite de manie`re analogue les
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e´quations pour les normalisations. ✷
On va e´tudier la question de savoir sous quelles conditions les quatre e´quations
(5.20), (5.21), (5.22) et (5.23) soient re´solubles :
Proposition 5.3 Soient (M,ω) et (M ′, ω′) deux varie´te´s symplectiques et
φ : M → M ′ une application de Poisson. Soient E et F les sous-fibre´s
inte´grables de TM et δ, δE , δF , ∂, ∂E , ∂F , δ
′, ∂′ les structures mentionne´es ci-
dessus avec δφ∗ = φ∗δ et ∂φ∗ = φ∗∂′. Pour tous les choix Ω′, Ω = ΩEE +
ΩEF + ΩFF et s
′, sF (voir la proposition 5.2, partie 3.), il vient
1. Il existe un unique e´le´ment r′ ∈ W∋⊗Λ1(T ∗M ′) satisfaisant (5.20) avec
δ′−1r′ = s′.
2. Il existe un unique e´le´ment rFF ∈ W∋ ⊗ Λ1(F ∗) satisfaisant (5.23) avec
δF
−1rF = sF .
3. Il existe un unique e´le´ment rFE ∈ W∋(F ∗) ⊗ Λ1E∗ satisfaisant (5.22)
qui de´pend de rFF , de ΩFF , et de fac¸on au plus line´aire de ΩEF , du 1-
cocycle d’Atiyah-Molino ρAME du fibre´ E et d’une se´rie de 1-formes,
σF (r
F
E) ∈ νΓ∞(M,Λ1E∗)[[ν]].
4. Il existe une de´formation formelle associative diffe´rentielle • de la mul-
tiplication exte´rieure dans Γ∞(M,ΛE∗) qui consiste en des ope´rateurs
bidiffe´rentiels dont les de´rive´es partielles sont le long des feuilles de F
telle que
(a) ∂E − 12νad◦F (rFE) induit une de´formation diffe´rentielle dE de la
diffe´rentielle de Cartan le long de E, dE, qui soit une de´rivation
gradue´e de degre´ +1 de
(
Γ∞(M,ΛE∗)[[ν]], •),
(b) le carre´ d2E de dE est donne´ par
d2Eβ = −
1
2ν
(γ • β − β • γ)
avec
γ := σF (∂Er
F
E)−
1
2ν
σF (r
F
E ◦F rFE) + ΩEE − φ∗Ω′ (5.24)
(c) et le membre de droite de l’e´qn (5.21) s’annule si et seulement si
γ = 0.
De´monstration: 1. et 2. se de´duisent directement du the´ore`me de Fedosov 5.1.
L’alge`bre A pour 2. est W ⊗ Λ(E∗).
3. Les identite´s suivantes sont utiles et faciles a` calculer :
δER
E
EE = 0, δFR
E
EE = 0, δER
F
EF = 0, δFR
F
EF = 0, δER
F
FF = 0, δFR
F
FF = 0,
(5.25)
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∂ER
E
EE = 0, ∂FR
E
EE = 0, ∂ER
F
EF = 0, ∂FR
F
EF + ∂ER
F
FF = 0, ∂FR
F
FF = 0.
(5.26)
Avec DFF := −δF + ∂F − 12νad◦rFF on voit que (DFF )2 = 0 et on calcule que
DFF (R
F
EF + ∂Er
F
F +ΩEF ) = 0 (5.27)
en utilisant les identite´s pre´ce´dentes (5.25), (5.26), (5.18) et (5.19). Parce que le
degre´ antisyme´trique par rapport au fibre´ F de RFEF + ∂Er
F
F + ΩEF est e´gal a` 1,
le fait que la cohomologie de´finie par DFF sur W ⊗ Λ(T ∗M) est concentre´ dans le
noyau de degaF implique que R
F
EF + ∂Er
F
F + ΩEF est dans l’image de D
F
F : par
conse´quent, l’e´quation (5.22) est re´soluble. En applicant δ−1F a` l’e´quation (5.22) et
en observant que δ−1F r
F
E = 0 on obtient, a` l’aide de
δ−1F R
F
EF = −ρAME. (5.28)
l’e´quation suivante :
rFE =
∞∑
k=0
[δ−1F , ∂F −
1
2ν
ad◦(r
F
F )]
k
(
σF r
F
E − ρAME − ∂EsF + δ−1F ΩEF
)
. (5.29)
On rappelle sF = δ−1F r
F
F .
4. On regarde le cas (N,K,A) = (M,F,Γ∞(M,ΛE∗)[[ν]]). Il est est facile
de voir que la partie de la courbure RAFF de ∂F dans ΛE
∗ s’annule. Donc le
the´ore`me de Fedosov 5.1 s’applique et nous donne une de´formation associative
• de la multiplication exte´rieure ∧ de Γ∞(M,ΛE∗)[[ν]]. On voit d’ailleurs que
le terme
∑∞
k=0[δ
−1
F , ∂F − 12ν ad◦(rFF )]k
(
σF r
F
E
)
dans la formule de rFE , (5.29) est
la se´rie de Fedosov-Taylor de la se´rie de 1-formes σF (r
F
E) ∈ Γ∞(M,Λ1E∗) et se
trouve dans le noyau de DFF . De plus, l’ope´rateur D
F
E := ∂E − 12νad(rFE) pre´serve
l’alge`bre A ⊗ W ⊗ Λ(F ∗) et est une de´rivation gradue´e de degre´ 1 par rap-
port a` degaE et de degre´ 0 par rapport a` degaF 0. Un calcul direct montre que
DFF = −δF + ∂F − 12νad(rFF ) et DFE anticommutent. Il vient que DFE pre´serve le
noyau de DFF , donc les se´ries de Fedosov-Taylor, alors il existe une unique appli-
cation K[[ν]]-line´aire dE de Γ
∞(M,ΛE∗)[[ν]] telle que
DFEτF (β) = τF (dEβ).
quel que soit β ∈ Γ∞(M,ΛE∗)[[ν]]. Il est clair que dE est une de´rivation gradue´e
de degre´ 1 par rapport a` degaE de l’alge`bre de´forme´e
(
Γ∞(M,ΛE∗)[[ν]], •), car DFE
est une de´rivation gradue´e. Puisque rFE ∈ W2(F ∗)⊗Λ1(E∗) il vient que (dE)0 = dE .
Finalement, le carre´ de DEF (bien suˆr restreint a` A⊗W ⊗ Λ(F ∗)) est e´gal a`
(DFE)
2 = − 1
2ν
ad◦F
(
∂Er
F
E −
1
2ν
rFE ◦F rFE +ΩEE − φ∗Ω′
)
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et un calcul direct montre que
DFF
(
∂Er
F
E −
1
2ν
rFE ◦F rFE +ΩEE − φ∗Ω′
)
= 0.
Alors il existe une unique se´rie formelle de 2-formes γ ∈ νΓ∞(M,Λ2E∗)[[ν]] donne´e
par σF
(
∂Er
F
E − 12ν rFE ◦F rFE +ΩEE − φ∗Ω′
)
telle que
∂Er
F
E −
1
2ν
rFE ◦F rFE +ΩEE − φ∗Ω′ = τF (γ).
Ceci montre la proposition. ✷
Les premiers deux ordres de la se´rie formelle de 2-formes γ donnent des
obstructions entie`rement analogues a` celles du the´ore`me 4.6 :
The´ore`me 5.3 Soit φ : M → M ′ une application de Poisson entre deux
varie´te´s symplectiques (M,ω) et (M ′, ω′). Soit F := Ker Tφ et E le sous-
fibre´ F ω (voir la proposition 1.1). Soit ∗ un star-produit sur M et ∗′ un
star-poduit sur M ′. Pour que φ soit quantifiable il est ne´cessaire que les deux
conditions soient satisfaites :
1. pv
(
[∗]0−φ∗[∗′]0
)
= 0, c.-a`-d. il existe un repre´sentant α0 de [∗]0−φ∗[∗′]0
telle que α0 est une 2-forme relative.
2. De plus, α0 a la proprie´te´ suivante :
1
12
PF
(3)(
κAM(M,E), κAM(M,E)
)
+
1
2
PF
(1)
([α0](1,1), [α0](1,1))− pv[∗]1 = 0 (5.30)
ou` κAM(M,E) de´signe la classe d’Atiyah-Molino de la varie´te´ pre´symplectique
(M,̟ := ωF ) et [ ](1,1) de´signe la classe de cohomologie d’une 2-forme rel-
ative vue comme 1-forme logitudinale a` valeurs dans Q∗ := (TM/E)∗ ∼= F ∗.
De´monstration: D’apre`s les propositions 5.2 et 5.3 il faut calculer la se´rie formelle
de 2-formes γ =
∑∞
r=1 ν
rγr, voir (5.24) : soit χ =
∑∞
r=0 ν
rχr la se´rie d’1-formes
σF (r
F
E). En ge´ne´ral, soit rk,r ∈ Γ∞(M,SkF ∗⊗Λ1E∗) la composante de rFE de degre´
k par rapport a` degsF et de l’ordre r (par rapport au parame`tre formel ν). Soit
sk,r ∈ Γ∞(M,SkF ∗) forme´e de manie`re analogue. Puisque rFE est de degre´ total au
moins 2 il vient que s1,0 = 0.
γ1 = ∂Eχ1 +ΩEE1 − φ∗Ω′1.
On calcule que r1,1 = δ
−1
F (ΩEF1 + dχ1)− ∂EsF1,1 et r3,0 = −ρAME − ∂sF3,0. Il vient
γ2 = ∂Eχ2 − 1
2
P
(1)
F
(
δ−1F (ΩEF1 + dχ1)− ∂EsF1,1, δ−1F (ΩEF1 + dχ1)− ∂EsF1,1
)
− 1
12
P
(3)
F
(
ρAME + ∂Es
F
3,0, ρAME + ∂Es
F
3,0
)
+ΩEE2 − φ∗Ω′2.
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En passant aux classes de cohomologie, on obtient le re´sultat. ✷
De la proposition 5.3 on peut tirer le cas particulier suivant :
The´ore`me 5.4 Soit φ : M → M ′ une application de Poisson entre deux
varie´te´s symplectiques (M,ω) et (M ′, ω′). Soit F := KerTφ et E le sous-
fibre´ F ω (voir la proposition 1.1). Soit ∗′ un star-produit sur M ′ et soit ∗
un star-poduit sur M . On suppose que les deux conditions suivantes soient
satisfaites :
1. La classe d’Atiyah-Molino κAM(M,E) du sous-fibre´ E s’annule.
2. Il existe une se´rie ΩFF =
∑∞
r=1 ν
rΩFFr de 2-formes ferme´es sur M
telle que iVΩFF = 0 quel que soit le champ de vecteurs V ∈ Γ∞(M,E)
et telle que la classe de Deligne [∗] de ∗ est e´gale a`
[∗](ν) = [ω]
ν
+ φ∗
(
[∗′](ν)− [ω
′]
ν
)
+
[ΩFF ](ν)
ν
.
Alors φ est quantifiable.
De´monstration: Puisque la classe d’Atiyah-Molino s’annule, on peut choisir les
connexions symplectiques ∇˜ sur M et ∇′ sur M ′ de telle fac¸on que φ est tou-
jours une application affine et le 1-cocycle d’Atiyah-Molino ρAME du fibre´ s’an-
nule. Dans la construction de Fedosov de´crite ci-dessus, il vient que la courbure
RFEF = −δF (ρAME) = 0 voir (5.28). Grace a` l’hypothe`se 2), on peut choisir
ΩEF = 0 et ΩEE = φ
∗Ω′. On choisit la normalisation sF = 0 et χ = σ(rFE) = 0.
La formule (5.29) montre que rFE = 0. Il s’ensuit que γ = 0, alors il existe deux
de´rivations de Fedosov D et D′ qui sont φ-lie´es, et φ est quantifiable d’apre`s le
the´ore`me 5.2. ✷
Dans le cas ou` le fibre´ F s’annule on obtient le re´sultat suivant dont le cas
particulier d’un symplectomorphisme est bien connu, voir par exemple [63],
Cor. 9.7. :
Corollaire 5.1 Soit φ : M → M ′ une symplectomorphisme local entre deux
varie´te´s symplectiques (M,ω) et (M ′, ω′). Soit ∗′ un star-produit sur M ′ et
soit ∗ un star-poduit sur M . Alors φ est quantifiable si et seulement si
φ∗[∗′] = [∗].
En particulier, si (M,ω) = (M ′, ω′), ∗ = ∗′ et si φ est un diffe´omorphisme,
alors φ est quantifiable en tant qu’automorphisme si et seulement si
φ∗[∗] = [∗].
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De´monstration: Puisque les deux varie´te´s ont la meˆme dimension, alors le sous-
fibre´ F s’annule, et les hypothe`ses du the´ore`me pre´ce´dent 5.4 sont satisfaites, alors
la condition φ∗[∗′] = [∗] est suffisante pour la quantification de φ. Re´ciproquement,
les propositions 5.2 et 5.3, surtout l’e´qn (5.24) montrent la ne´cessite´ de cette con-
dition.
Le cas particulier est e´vident. ✷
5.2 La fibration en espaces re´duits locaux
Soit (M,ω) une varie´te´ symplectique et i : C → M une sous-varie´te´
co¨ısotrope ferme´e. Soit τ : Mˇ → C un voisinage tubulaire. Dans ce para-
graphe on va construire une varie´te´ fibre´e φ : EC → Mˇ sur Mˇ qui ge´ne´ralisera
le produit carte´sien M ×Mred utilise´ pour la re´duction des star-produits en
paragraphe 3.5.
The´ore`me 5.5 Soit (M,ω) une varie´te´ symplectique, i : C →M une sous-
varie´te´ co¨ısotrope ferme´e et τ : Mˇ → C un voisinage tubulaire de C dans M .
Alors il existe une varie´te´ fibre´e φ : EC → Mˇ sur Mˇ telle que :
1. EC admet une forme symplectique ωC telle que la submersion φ soit
une application de Poisson.
2. Il existe un plongement j : C → EC tel que φ ◦ j = i et que j(C) soit
une sous-varie´te´ lagrangienne de EC.
3. Soit E le sous-fibre´ caracte´ristique de la varie´te´ pre´symplectique (C,̟ :=
i∗ω). Si la classe d’Atiyah-Molino de E s’annule, alors la classe d’Atiyah-
Molino du fibre´ (Ker Tφ)ω
E
s’annule.
De´monstration: Soit F un sous-fibre´ de TC qui soit comple´mentaire au fibre´
E (i.e. TC = F ⊕ E). Soit ∇ une connexion sans torsion dans le fibre´ tangent
de C telle que (F,∇) soit adapte´e dans le sens du paragraphe 4.3. Soit Exp
l’application exponentielle de ∇. D’apre`s la the´orie ge´ne´rale des connexions il
existe un voisinage ouvert W (1) de la section nulle de TC tel que l’application
x 7→ (τC(x), ExpτC (x)(c)) soit un diffe´omorphisme sur un voisinage ouvert de la
diagonale ∆C := {(c, c) | c ∈ C} dans C×C. Soit Wˆ (1) l’ouvert (τ × id)−1W (1) du
fibre´ retire´ τ∗TC sur Mˇ . Pour une courbe γ :]a, b[→ C (avec a < 0 < b et γ(0) = c)
soit Tpγ(t) : TcC → Tγ(t)C le transport paralle`le le long de la courbe γ. Puisque
la connexion ∇ pre´serve les champs de vecteurs verticaux (i.e. ∇XV ∈ Γ∞(C,E)
quels que soient X ∈ Γ∞(C, TC) et V ∈ Γ∞(C,E)), le transport paralle`le pre´serve
le sous-fibre´ E. Soit W (2) l’ouvert dans W (1) de´fini par
W (2) := {w+v ∈ F ⊕E | c = τC(w+v) et Tpt7→Expc(tw)(1)
(
v
) ∈W (1)∩E}∩W (1),
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et soit Wˆ (2) l’ouvert (τ × id)−1W (2) du fibre´ retire´ τ∗TC sur Mˇ . Evidemment,
Mˇ ⊂ Wˆ (2). Alors l’application
Φˆ : Wˆ (2) → Mˇ × C : (m,w + v) 7→
(
m,ExpExpτ(m)(w)
(
Tpt7→Expτ(m)(tw)(1)
(
v
)))
(5.31)
est bien de´finie et de classe C∞. Pour (m, 0c) ∈ τ∗TC, y ∈ TmM et w+v ∈ Fc⊕Ec
on calcule
T(m,0c)Φˆ(y,w + v) = (y, Tcτy + w + v),
et Φˆ est donc un diffe´omorphisme local dans un ouvert de Wˆ (2) qui contient Mˇ . De
la meˆme fac¸on utilise´e pour la construction des voisinages tubulaires (voir [76]),
on peut re´tre´cir Wˆ (2) jusqu’a` ce qu’on obtienne un ouvert Wˆ (3) avec Mˇ ⊂ Wˆ (3) ⊂
Wˆ (2) tel que la restriction de Φˆ a` Wˆ (3) est un diffe´omorphisme sur un ouvert
Uˆ (3) de Mˇ ×C. Soit gE (resp. gF ) une me´trique de´finie positive dans le fibre´ τ∗E
(resp. τ∗F ). D’apre`s le lemme 1.1 il existe h1, h2 ∈ C∞(Mˇ,R) a` valeurs strictement
positives telles qu’on a
Mˇ ⊂ Wˆ
:= {v = (m,w + v) ∈ τ∗(F ⊕ E) | gE(v, v) < h1(m) et gF (w,w) < h2(m)}
⊂ Wˆ (3).
Alors la restriction de l’application Φˆ (voir l’e´q. (5.31)) a` Wˆ est un diffe´omorphisme
sur un ouvert Uˆ de Mˇ ×C qui contient (τ × id)−1(∆C). On regarde la submersion
surjective τ∗TC → τ∗F qui consiste en projetant fibre-par-fibre le fibre´ vectoriel
τ∗(F ⊕ E) sur le sous-fibre´ τ∗F le long du sous-fibre´ E. Soit ψ la restriction de
cette projection a` Wˆ . Par construction il vient que l’ouvert ψ(Wˆ ) de τ∗(F ) est
e´gal a`
ψ(Wˆ ) = {(m,w) ∈ τ∗F | gF (w,w) < h2(m)} =:W = Wˆ ∩ τ∗F.
Puisque τ∗F est une sous-varie´te´ ferme´e de τ∗TC, il vient que W est une sous-
varie´te´ ferme´e de Wˆ . Soit Φ :W → Mˇ × C l’application
Φ(m,w) =
(
m,Expτ(m)(w)
)
. (5.32)
Il s’ensuit que la restriction du diffe´omorphisme Φˆ : Wˆ → Uˆ a` W est e´gale a` Φ
(car c’est le cas ou` la composante v ∈ E est toujours nulle en (5.31)). Alors
EˆC := Φ(W ) = Φˆ(W )
est une sous-varie´te´ ferme´e de l’ouvert Uˆ de Mˇ×C. Soit p : Uˆ → EˆC la submersion
surjective
p := Φ ◦ ψ ◦ Φˆ−1.
Pour tout m ∈ Mˇ , soit τ∗(F ⊕ E)m la fibre sur m du fibre´ τ∗(F ⊕ E). Alors
l’intersection Wˆ ∩ τ∗(F ⊕E)m est donne´e par le produit carte´sien Wm×W ′m avec
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Wm := {w ∈ τ∗(F )m | gF (w,w) < h2(m)} et W ′m := {v ∈ τ∗(E)m | gE(v, v) <
h1(m)}. Evidemment, Wm et W ′m sont des ouverts dans τ∗(F )m et τ∗(E)m, re-
spectivement. Soit Φˆm : Wm ×W ′m → C la restriction de pr2 ◦ Φˆ a` Wm × W ′m
et Um := Φˆm(Wm ×W ′m) ⊂ C. Puisque pr1 ◦ Φˆ est e´gale a` la projection canon-
ique τ∗TC → Mˇ et puisque tous les espaces tangents a` la sous-varie´te´ Wm ×W ′m
sont dans le noyau de l’application tangente de pr1 ◦ Φˆ il vient que Φˆm est un
diffe´omorphisme, donc tous les Um sont des ouverts de C. Puisque Um contient
τ(m) ∈ C il vient que les Um recouvrent C. Donc (Um, Φˆ−1m )m∈Mˇ est un atlas
de C. Puisque ∇V V ′ ∈ Γ∞(C,E) quels que soient V, V ′ ∈ Γ∞(C,E) il vient que
pour tout c ∈ C la partie Pc := {Expc(v) | v ∈ Zc} (ou` Zc est une boule ouverte
de centre 0 ∈ Ec et de rayon strictement positif suffisamment petit) donne une
sous-varie´te´ inte´grale de C dont le fibre´ tangent est donne´ par la restriction de E
a` Pc. Par conse´quent, (Um, Φˆ
−1
m )m∈Mˇ consiste en cartes distingue´es de la varie´te´
feuillete´e C : la plaque de (Um, Φˆ
−1
m ) passant par c = Φˆm(w, v) ∈ Um est donne´ par
{Φˆm(w, v′) | v′ ∈ W ′m ⊂ Em}. On voit rapidement que les fibres de la submersion
p sont donne´es par
p−1
(
p(m, c)
)
=
{(m′, c′) ∈ Uˆ | m′ = m et c, c′ appartiennent a` la meˆme plaque de Um}.
quel que soit (m, c) ∈ Uˆ . Ceci montre que la relation d’e´quivalence ∼ dans Uˆ de´finie
par “(m, c) ∼ (m′, c′) lorsque m = m′ et c, c′ appartiennent a` la meˆme plaque de
Um” a un espace quotient E
C qui s’identifie a` EˆC en choisissant l’unique e´le´ment
de l’intersection de la classe d’e´quivalence [m, c] de (m, c) avec la sous-varie´te´ EˆC .
On va de´signer la projection canonique Uˆ → EC e´galement par p. De plus, puisque
la restriction de la projection τ∗F → Mˇ a` W ⊂ τ∗F est une submersion φ′ sur Mˇ ,
il en est de meˆme avec φˆ := φ′ ◦ Φ−1 : EˆC → Mˇ . La varie´te´ fibre´e φˆ : EˆC → Mˇ
peut donc eˆtre identifie´e avec φ : EC → Mˇ ou` φ([m, c]) := m quel que soit m ∈ Mˇ ,
autrement dit
φ ◦ p = pr1.
Ensuite on regarde la restriction de la 2-forme ferme´e pr∗1ω−pr∗2̟ a` l’ouvert Uˆ de
M ×C. Visiblement, cette 2-forme est pre´symplectique et son fibre´ caracte´ristique
consiste en des espaces tangents aux plaques dans tous les Um. Par conse´quent, la
varie´te´ quotient EC est munie d’une forme symplectique ωC telle que
p∗ωC =
(
pr∗1ω − pr∗2̟
)|Uˆ .
Soit P la structure de Poisson associe´e a` ω et soit P˜ ∈ Γ∞(C,Λ2F ) l’unique champ
de bivecteurs tel que
̟♭ P˜ ♯ = PF ∗ et P˜
♯ ̟♭ = PF .
ou` PF de´signe la projection TC → F le long de E et PF ∗ de´signe la projection
T ∗C → F ∗ le long de E∗. Alors la structure de Poisson PC associe´e a` ωC est
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donne´e par PC ◦ p = Tp⊗ Tp(P(1) − P˜(2)), alors
Tφ⊗ Tφ(PC ◦ p) = T (φ ◦ p)⊗ T (φ ◦ p)(P(1) − P˜(2))
= Tpr1 ⊗ Tpr1
(
P(1) − P˜(2)
)
= P ◦ pr1 = P ◦ φ ◦ p,
et φ est une application de Poisson car p est surjective.
2. Soit ˆ : C → Mˇ × C le plongement c 7→ (i(c), c). Alors l’image de ˆ est
une sous-varie´te´ ferme´e de Uˆ et il vient pr1 ◦ ˆ = i. On de´finit j : C → EC par
j(c) := p
(ˆ
(c)
)
. Alors j est de classe C∞ et
φ ◦ j = φ ◦ p ◦ ˆ = pr1 ◦ ˆ = i,
donc j est un plongement de C dans EC . Il est e´vident que ˆ(C) est une sous-
varie´te´ isotrope de la sous-varie´te´ pre´symplectique
(
Uˆ , (pr∗1ω − pr∗2̟)|Uˆ
)
, alors
0 = ˆ∗(pr∗1ω − pr∗2̟)|Uˆ . Par conse´quent,
j∗ωC = ˆ∗p∗ωC = ˆ∗(pr∗1ω − pr∗2̟)|Uˆ = 0
donc j(C) est une sous-varie´te´ isotrope de (EC , ωC) et puisque dimEC = dimM+
dimC − (dimM − dimC) = 2dimC il s’ensuit que j(C) est une sous-varie´te´
lagrangienne de (EC , ωC).
3. Supposons que κAM (C,E) = 0. Alors il existe une connexion adapte´e (F,∇)
sur C telle que PF
(
R(V,X)Y
)
= 0 quels que soient V ∈ Γ∞(C,E) et X,Y ∈
Γ∞(C, TC) pour le tenseur de courbure R de ∇, voir l’e´qn (4.38) et le the´ore`me
4.5. En outre, ∇̟ = 0. Soit ∇˜ la connexion symplectique sur (Mˇ, ω|Mˇ ) induite par
∇, voir le the´ore`me 4.3. Alors le produit carte´sien Mˇ×C est muni d’une connexion
∇ˆ de´finie par ∇ˆX˜+X(Y˜ +Y ) := ∇˜X˜ Y˜ +∇XY quels que soient X˜, Y˜ ∈ Γ∞(Mˇ , TMˇ)
et X,Y ∈ Γ∞(C, TC). On va noter la restriction de ∇ˆ a` l’ouvert Uˆ de Mˇ × C
par le meˆme symbole ∇ˆ. Evidemment, ∇ˆ(pr∗1ω − pr∗2̟)|Uˆ = 0. De plus, le sous-
fibre´ KerTφ de T Uˆ est visiblement donne´ par pr∗2E, i.e. par {(0m, vc) | (m, c) ∈
Uˆ , vc ∈ Ec}. On peut toujours repre´senter un vecteur tangent vc ∈ pr∗2E par
la valeur en c d’un champs de vecteurs V ∈ Γ∞(C,E). Le fibre´ tangent de Uˆ
se de´compose comme T Uˆ = pr∗1TMˇ ⊕ pr∗2F ⊕ pr∗2E. Soit P1 la projection sur le
sous-fibre´ pr∗1TMˇ ⊕ pr∗2F le long du sous-fibre´ pr∗2E. Avec X˜, Y˜ ∈ Γ∞(Mˇ , TMˇ) et
X,Y ∈ Γ∞(C, TC) il vient que
P1
(
Rˆ(V, X˜ +X)(Y˜ + Y )
)
= P1
(
R(V,X)Y
)
= PF
(
R(V,X)Y
)
= 0.
D’apre`s le lemme 4.2 on peut conclure qu’il existe une unique connexion ∇′ sur
EC telle que la submersion p est une application affine (car les fibres de p sont
connexes). Soit B le sous-fibre´ KerTφ de TEC et A ⊂ TEC le fibre´ orthogonal a` B
par rapport a` ωC . L’e´quation φ ◦ p = pr1 implique que Tp(pr∗2TC) = Tp(pr∗2F ) =
B. Puisque p est une submersion on a Tp(T Uˆ) = TEC . Soit (m, c) ∈ Uˆ et (z, x) ∈
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T(m,c)Uˆ = TmM × TcC. Soit T(m,c)p(z, x) ∈ Ap(m,c). Alors quel que soit (0, v) ∈
(pr∗2E)(m,c) il vient
0 = ωCp(m,c)
(
T(m,c)p(z, x), T(m,c)p(0, v)
)
= (p∗ωC)(m,c)
(
(z, x), (0, v)
)
= ωm(z, 0) −̟c(x, v) = −̟c(x, v),
alors x ∈ Ec, donc T(m,c)p(x) = 0. Alors
Tp(pr∗1TM) = A.
La de´composition T Uˆ = (pr∗1TM ⊕ pr∗2F ) ⊕ pr∗2E de´finit un rele`vement hori-
zontal X ′ 7→ X ′h des champs de vecteurs sur EC aux champs de vecteurs dans
Γ∞
(
Uˆ , (pr∗1TM⊕pr∗2F )|Uˆ
)
. Puisque p est affine on a Tp ∇ˆX′hY ′h = ∇′X′Y ′ ◦p. On
calcule que ∇′ pre´serve A et B car ∇ˆ pre´serve pr∗1TM et pr∗2TC. En outre, il vient
que les tenseurs de courbure Rˆ de ∇ˆ et R′ de∇′ sont p-lie´s, i.e. Tp Rˆ(X ′h, Y ′h)Z ′h =
R′(X ′, Y ′)Z ′ ◦ p quels que soient X ′, Y ′, Z ′ ∈ Γ∞(EC , TEC). Soit (m, c) ∈ Uˆ .
Soit x′ ∈ Ap(m,c) et y′, z′ ∈ Bp(m,c) et soient x˜ ∈ TmM , y, z ∈ TcC tels que
T(m,c)p(x˜) = x
′, T(m,c)p(y) = y
′ et T(m,c)p(z) = z
′. Soit PB la projection de TE
C
sur B le long du fibre´ A. Alors
PB
(
R′p(m,c)(x
′, y′)z′
)
= PB
(
T(m,c)p
(
Rˆ(m,c)(x˜, y)z
))
= 0
car Rˆ(m,c)(x˜, y)z = R˜m(x˜, 0)0 +Rc(0, y)z = 0. Alors le 1-cocycle d’Atiyah-Molino
de la varie´te´ pre´symplectique (EC , ωC |B×B) relatif a` ∇′ s’annule, donc la classe
d’Atiyah-Molino κAM (E
C , A) est nulle. ✷
La varie´te´ fibre´e EC construite dans la de´monstration du the´ore`me pre´ce´dent
a comme fibres des ‘morceaux locaux des espaces re´duits’ et est diffe´omorphe
a` un voisinage ouvert de la section nulle du fibre´ vectoriel τ ∗F . Cette con-
struction sera appele´e la fibration en espaces re´duits locaux sur Mˇ .
5.3 Quantification des sous-varie´te´s co¨ısotropes a` classe
d’Atiyah-Molino nulle
Les conside´rations pre´ce´dentes permettent de montrer l’existence des repre´-
sentations des star-produits dans le cas particulier important suivant :
The´ore`me 5.6 Soit (M,ω) une varie´te´ symplectique et i : C → M une sous-
varie´te´ co¨ısotrope ferme´e de M . Soit E ⊂ TC le sous-fibre´ caracte´ristique de
la varie´te´ pre´symplectique (C,̟ := i∗ω). De plus, soit ∗ un star-produit sur
M et [∗] sa classe de Deligne. On suppose que les e´nonce´s suivants soient
vrais :
1. La classe d’Atiyah-Molino κAM(C,E) s’annule.
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2. i∗[∗] = 0.
Alors il existe une repre´sentation diffe´rentielle de ∗ sur C.
De´monstration: On conside`re un voisinage tubulaire τ : Mˇ → C de C (ou` Mˇ
est un ouvert de M qui contient C). De plus, on conside`re la fibration en espaces
re´duits locaux φ : EC → Mˇ , voir le the´ore`me 5.5. Puisque par construction la
sous-varie´te´ C est un re´tracte par de´formation de Mˇ et de EC , la cohomologie de
de Rham de EC et de Mˇ est isomorphe a` celle de C. Alors la restriction de la
classe de Deligne de ∗ a` Mˇ s’annule. D’apre`s le the´ore`me 5.5, la classe d’Atiyah-
Molino du sous-fibre´ (KerTφ)ω
C
de TEC s’annule car κAM (C,E) s’annule. On
peut choisir un star-produit ∗C sur EC tel que
[∗C ] = [ω
C ]
ν
+ φ∗
(
[∗]− [ω]
ν
)
.
D’apre`s le the´ore`me 5.4, il existe une quantification Φ de l’application de Pois-
son φ, c.-a`-d. un homomorphisme diffe´rentiel d’alge`bres associatives sur K[[ν]] de(C∞(Mˇ,K)[[ν]], ∗) dans (C∞(EC ,K)[[ν]], ∗C). De plus, d’apre`s le the´ore`me 5.5 il
existe un plongement j de la sous-varie´te´ co¨ısotrope C en tant que sous-varie´te´
lagrangienne de EC avec φ ◦ j = i. Il vient que
j∗[∗C ] = j∗ [ω
C ]
ν
+ j∗φ∗
(
[∗]− [ω]
ν
)
= 0 + i∗[∗]− i∗ [ω]
ν
= 0 + 0− 0 = 0
car j(C) est une sous-varie´te´ lagrangienne (j∗ωC = 0) et, par hypothe`se, i∗[∗] =
0, donc i∗ [ω]ν = 0. Alors, d’apre`s le corollaire 3.2 il existe une repre´sentation
diffe´rentielle ρC de
(C∞(EC ,K)[[ν]], ∗C) sur la sous-varie´te´ lagrangienne j(C) de
EC . Puisque la restriction f 7→ f |Mˇ de C∞(M,K) dans C∞(Mˇ,K) induit une
homomorphisme diffe´rentiel de star-produits, l’application ρ : C∞(M,K)[[ν]] →
D
(C∞(C,K), C∞(C,K))[[ν]], de´finie par
ρ(f) := ρC
(
Φ(f |Mˇ )
)
est une repre´sentation diffe´rentielle de ∗ sur j(C), donc sur C. ✷
On y voit le cas particulier suivant, de´ja` traite´ implicitement dans [13],
Lemma 27 et Theorem 32 (ou` la transformation d’e´quivalence S apparaˆıt
comme de´formation de l’application de restriction i) :
Corollaire 5.2 Soit (M,ω) une varie´te´ symplectique et Φ : G ×M → M
l’action propre et symplectique (Φ∗gω = ω ∀g ∈ G) du groupe de Lie connexe
sur M . Soit g l’alge`bre de Lie de G et soit J : M → g∗ une application
moment pour l’action de G. Soit 0 une valeur re´gulie`re de J et soit la sous-
varie´te´ co¨ısotrope C := J−1(0) de M non vide. Alors il existe un star-produit
repre´sentable sur M .
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De´monstration: Il est clair que l’action de G pre´serve C et y est propre. D’apre`s
le corollaire 4.4 la classe d’Atiyah-Molino de la varie´te´ feuillete´e C s’annule, et le
the´ore`me pre´ce´dent 5.6 s’applique. ✷
6 Exemples
6.1 Le fibre´ cotangent du 2-tore
L’exemple qu’on va discuter dans ce paragraphe se trouve plus ou moins
dans [13, p.135-137] : SoitM := T ∗T 2 donne´e par {(eiϕ, eiψ, p, J) ∈ S1×S1×
R2 | ϕ, ψ, p, J ∈ R} munie de la forme symplectique dϕ ∧ dp + dψ ∧ dJ . On
conside`re la sous-varie´te´ de codimension 1 (alors co¨ısotrope)
C := {(eiϕ, eiψ, p, J) ∈M | J = 0}. (6.1)
L’ide´al annulateur I est visiblement donne´ par
I = C∞(M,K)J = {fJ ∈ C∞(M,K) | f ∈ C∞(M,K)}, (6.2)
son normalisateur N (I) par
N (I) =
{
f ∈ C∞(M,K)
∣∣∣ ∂f
∂ψ
= 0 =
∂f
∂J
}
+ I, (6.3)
et l’espace re´duit Mr est symplectomorphe a` T
∗S1 donne´ par {(eiϕ, p) ∈
S1×R | ϕ, p ∈ R} et muni de la forme symplectique canonique dϕ∧ dp. Soit
µM : C∞(M,K)⊗ C∞(M,K)→ C∞(M,K) la multiplication point-par point,
et on conside`re d’abord le star-produit
∗ = µM ◦ e−2ν
(
∂
∂p
⊗ ∂
∂ϕ
+ ∂
∂J
⊗ ∂
∂ψ
)
. (6.4)
Ceci est le star-produit sur T ∗T 2 de type standard, voir l’e´qn (2.12), donc
la classe de Deligne de ∗ s’annule. On voit toute suite que ∗ est un star-
produit adapte´ a` C qui est projetable, donc le commutant de la repre´sentation
ρ(f)i∗g = i∗(f ∗ g) est isomorphe a` (C∞(Mr,K)[[ν]], ∗r) avec
∗r = µMr ◦ e−2ν
(
∂
∂p
⊗ ∂
∂ϕ
)
. (6.5)
ou` µMr de´signe la multiplication point-par-point dans C∞(Mr,K).
On conside`re maintenant la transformation d’e´quivalence S
S := e2iνp
∂
∂J (6.6)
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En utilisant le fait que p ∂
∂J
est une de´rivation de la multiplication point-par-
point et les identite´s[
p
∂
∂J
⊗ id+ id⊗ p ∂
∂J
,
∂
∂p
⊗ ∂
∂ϕ
+
∂
∂J
⊗ ∂
∂ψ
]
= − ∂
∂J
⊗ ∂
∂ϕ[
p
∂
∂J
⊗ id + id⊗ p ∂
∂J
,
∂
∂J
⊗ ∂
∂ϕ
]
= 0
on montre que le star-produit ∗′ := S(∗) est donne´ par
∗′ = µM ◦ e−2ν
(
∂
∂p
⊗ ∂
∂ϕ
+ ∂
∂J
⊗( ∂
∂ψ
−2iν ∂
∂ϕ
)
)
. (6.7)
Visiblement, ∗′ est e´galement adapte´ a` C. En choisissant g(eiϕ, eiψ, p, J) =
Jeiψ et h(eiϕ, eiψ, p, J) = eiϕ on a g ∈ I ⊂ N (I) et h ∈ N (I), mais
(g ∗′ h)(ϕ, ψ, p, J) = (J − 4ν2)ei(ϕ+ψ) 6∈ N (I),
donc ∗′ n’est pas projetable. En outre, on voit que la repre´sentation ρ′ de
∗′ de´finie par ρ′(f)i∗g = i∗(f ∗′ g) a un commutant tre`s petit : soit h un
e´le´ment de l’ide´alisateur de I[[ν]] par rapport a` ∗′, N∗′(I) (voir l’e´qn (3.5)).
En particulier on a
0 = i∗(J ∗′ h) = i∗
(
Jh− 2ν
(
∂h
∂ψ
− 2iν ∂h
∂ϕ
))
, alors
∂i∗h
∂ψ
= 2iν
∂i∗h
∂ϕ
.
Ceci donne
∂i∗h0
∂ψ
= 0 (6.8)
∂i∗h1
∂ψ
= 2i
∂i∗h0
∂ϕ
(6.9)
...
...
...
∂i∗hr+1
∂ψ
= 2i
∂i∗hr
∂ϕ
(6.10)
Evidemment, l’e´qn (6.8) implique que i∗h0 ne de´pend pas de ψ. Dans l’e´qn
(6.9), l’inte´gration sur S1 (parame´tre´ par ψ) fait disparaˆıtre le membre de
gauche, tandisque le membre de droite est multiplie´ par 2π. Il s’ensuit que
i∗h0 ne de´pend pas non plus de ϕ. Alors le membre de droite de l’e´qn (6.9)
s’annule, alors i∗h1 ne de´pend pas de ψ. Par re´currence, il s’ensuit que toutes
les fonctions i∗hr ne de´pendent ni de ψ ni de ϕ. Il est clair que si i
∗h = P ∗h˜
(ou` h ∈ C∞(R,K)[[ν]] et P : C → R est la projection sur la variable p le long
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de φ et ψ), alors i∗J ∗′ h = 0.
D’un autre coˆte´, puisque ∗′ est adapte´ les e´le´ments de I[[ν]] sont de la forme
gJ = g ∗′ J . Donc si i∗h = P ∗h˜, alors J ∗′ h ∈ I[[ν]], et puisque I[[ν]] est un
ide´al a` gauche il vient que (gJ)∗′ h = (g ∗′ J)∗′ h = g ∗′ (J ∗′ h) ∈ I[[ν]], donc
h ∈ N∗′(I). Par conse´quent
Hom(∗′,ρ′)(C,C) ∼=
(N∗′(I)/I[[ν]])opp ∼= C∞(R,K)[[ν]],
et ceci peut eˆtre regarde´e comme une sous-alge`bre commutative propre de(C∞(T ∗S1,K)[[ν]], ∗r) qui n’est donc pas isomorphe a` une de´formation de
l’alge`bre re´duite.
Finalement, le meˆme phe´nome`ne du trop petit commutant arrive quand
on choisit un star-produit avec une classe de Deligne non nulle, par exemple
∗′′ = µM ◦ e−2ν
(
∂
∂p
⊗ ∂
∂ϕ
+ ∂
∂J
⊗( ∂
∂ψ
−2iν ∂
∂p
)
)
. (6.11)
La classe de Deligne de ∗′′ est un multiple non nul dans K[[ν]] de la classe
[dϕ∧ dψ]. On obtient les meˆmes e´quations pour le calcul du commutant que
pour ∗′, en remplac¸ant ϕ par p dans les e´quations (6.8), (6.9) et (6.10), alors
on reste avec les fonctions de la variable ϕ, donc
Hom(∗′′,ρ′′)(C,C) ∼=
(N∗′′(I)/I[[ν]])opp ∼= C∞(S1,K)[[ν]].
6.2 Encore l’espace projectif complexe comme re´duc-
tion quantique . . .
Dans ce paragraphe, je vais rediscuter l’exemple de l’espace projectif com-
plexe en tant que varie´te´ re´duite pour illustrer des star-produits re´ductibles.
La construction a e´te´ de´ja` faite dans [21], [20] et [108] ; ici j’ajoute la con-
struction des star-produits adapte´s.
On conside`re la varie´te´ M := Cn+1 \ {0} (munie des coordonne´es com-
plexes z := (z1, . . . , zn+1) et la forme symplectique ω := i
2
∑n+1
k=1 dz
k ∧ dz¯k).
Soit π la projection canonique de M sur l’espace projectif complexe CP (n)
comme espace quotient de l’action du groupe C \ {0}. Soit x : M → R la
fonction z 7→ |z|2 := ∑n+1k=1 z¯kzk. Soit C la sous-varie´te´ {z ∈ M | x(z) = 1}
qui est co¨ısotrope parce qu’elle est de codimension 1. Il est bien connu que
la varie´te´ symplectique re´duite Mred = C/F est donne´ par l’espace projectif
complexe, et les fibres de la projection canonique p : C → Mred co¨ıncident
avec les orbites de l’action du sous-groupe U(1) de C\{0} sur C. On conside`re
le star-produit suivant sur M pour F,G ∈ C∞(M,K)[[λ]] :
F ∗G :=
∞∑
r=0
λr
r!
n+1∑
i1,...,ir=1
∂rF
∂zi1 · · ·∂zir
∂rG
∂z¯i1 · · ·∂z¯ir (6.12)
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ou` on a utilise´ le parame`tre formel λ := −4iν de [21]. Une fonction R dans
C∞(M,K)[[λ]] est dite radiale lorsqu’il existe une fonction ϕ ∈ C∞(R+ \
{0},K)[[λ]] telle que R = ϕ ◦ x. Soient E :=∑n+1k=1 zk ∂∂zk et E¯ :=∑n+1k=1 z¯k ∂∂z¯k
deux ope´rateurs d’Euler. On voit facilement que i(E − E¯) est le champ de
vecteurs fondamental de l’action de U(1) sur M et que 1
2
(E + E¯) s’identifie
avec x ∂
∂x
quand on e´crit M ∼= (R+ \ {0})× C et utilise x comme variable le
long du premier facteur. On calcule
(F ∗R)(z) =
∞∑
r=0
λr
r!
n+1∑
i1,...,ir=1
zi1 · · · zir ∂
rF
∂zi1 · · ·∂zir (z)
∂rϕ
∂xr
(
(x(z)
)
=
∞∑
r=0
λr
r!
x(z)r
((1
x
E
)r
F
)
(z)
∂rϕ
∂xr
(
(x(z)
)
. (6.13)
En particulier, pour deux fonctions radiales R1 = ϕ1 ◦ x et R2 = ϕ2 ◦ x on
obtient
R1 ∗R2 =
∞∑
r=0
λrxr
r!
∂rϕ1
∂xr
(x)
∂rϕ2
∂xr
(x) =:
(
ϕ1 ⋆ ϕ2
)
(x) (6.14)
avec la notation de [21, p.361]. Soit D = 1 +
∑
r=1 λ
rdr une se´rie formelle
dans K[[λ]]. Dans le meˆme travail [21] on avait montre´ l’existence d’une se´rie
SD d’ope´rateurs diffe´rentiels sur R
+ \ {0} qui e´tablie un isomomorphisme
entre ⋆ et la multiplication point-par-point, i.e. qui est telle que
SD(ϕ1 ⋆ ϕ2) = (SDϕ1)(SDϕ2). (6.15)
SD est de´finie par son symbole, c.-a`-d. par ses valeurs sur des fonctions ex-
ponentielles : soit α ∈ K et eα(x) := eαx, alors
SD(eα) = eD ln(1+λα)/λ et S
−1
D (eα) = e(exp(λα/D)−1)/λ, (6.16)
voir [21] et [20] pour des preuves (dans [21] la se´rie D pouvait de´pendre de
x, ce qu’on ne fait pas ici pour avoir une formule explicite pour S−1D ). Si l’on
remplace dans l’e´qn (6.15) ϕ1 par S
−1
D (ϕ) et ϕ2 par eα on obtient l’e´quation
de se´ries d’ope´rateurs diffe´rentiels sur R+ \ {0}
(eD ln(1+λα)/λ(x))
−1SD ◦
∞∑
r=0
λrαrxr
r!
∂r
∂xr
◦ S−1D = id. (6.17)
Si l’on regarde α comme un parame`tre formel dans cette e´quation, alors les
coefficients de αmλn sont des ope´rateurs diffe´rentiels sur R+ \{0} dont les co-
efficients sont des fonctions rationnelles en x. Cette sous-alge`bre d’ope´rateurs
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diffe´rentiels est isomorphe a` l’alge`bre A engendre´e par des mots ξ, ξ−1 et η
avec les relations ξξ−1 = 1 = ξ−1ξ, ηξ − ξη = 1 et ηξ−1 − ξ−1η = −ξ−2
ou` on a identifie´e ξ avec x et η avec ∂
∂x
. Mais on peut e´galement envoyer
les ge´ne´rateurs ξ, ξ−1 et η sur x, x−1 et l’ope´rateur 1
x
E dans l’alge`bre des
ope´rateurs diffe´rentiels sur M parce qu’on a les meˆmes relations, surtout
1
x
E(xF ) − x( 1
x
E(F )) = F : par conse´quent, l’e´quation (6.17) est toujours
satisfaite pour l’ope´rateur SˆD ou` on a remplace´
∂
∂x
par 1
x
E (et non pas par
1
2x
(E + E¯) comme dans [21]). Il vient
(eD ln(1+λα)/λ(x))
−1SˆD ◦
∞∑
r=0
λrαrxr
r!
(
1
x
E
)r
◦ Sˆ−1D = id, (6.18)
et donc
SˆD
(
F ∗ (eα ◦ x)
)
=
(
SˆDF
)(
SˆD(eα ◦ x)
)
(6.19)
quels que soient F ∈ C∞(M,K)[[λ]] et α ∈ K. Il s’ensuit que pour le star-
produit ∗ˆD de´fini par SˆD(∗) on a
F ∗ˆDR = FR
quels que soient F ∈ C∞(M,K)[[λ]] et R radiale. En particulier
F ∗ˆD(x− 1) = F (x− 1),
alors l’ide´al annulateur I[[λ]] de C (dont les e´le´ments sont des multiples de
(x − 1) (voir par exemple [21])) est un ide´al a` gauche pour ∗ˆD, donc ∗ˆD est
un star-produit adapte´ a` C.
De plus, puisque x est U(1)-invariant et 1
x
E commute avec Y = i(E − E¯) il
vient que la transformation d’e´quivalence SˆD est U(1)-invariante. Il s’ensuit
que ∗ˆD est U(1)-invariant parce que ∗ l’est. Par conse´quent, le sous-espace
C∞(M,K)U(1)[[λ]] de toutes les se´ries formelles a` coefficients dans l’espace des
fonctions U(1)-invariantes sur M est une sous-alge`bre par rapport a` ∗ˆD. En
outre, puisque 1
x
Ef = 1
2x
(E + E¯)f pour toutes fonction U(1)-invariante f ,
il s’ensuit que le star-produit ∗ˆD restreint a` C∞(M,K)U(1)[[λ]] co¨ıncide avec
le star-produit ∗˜ de´fini dans [21]. Il est clair que l’ide´alisateur de Lie de I,
N (I), co¨ıcide avec
N (I) = C∞(M,K)U(1) + I
et puisque pour tout f ∈ C∞(M,K)U(1)[[λ]] on a d’apre`s [21]
(x− 1)∗ˆDf = (x− 1)∗˜f = (x− 1)f ∈ I[[λ]]
il vient que N (I)[[λ]] est une sous-alge`bre de (C∞(M,K)[[λ]], ∗ˆD), alors ∗ˆD
est un star-produit projetable. Puisque
N (I)/I = C∞(M,K)U(1)/(C∞(M,K)U(1) ∩ I) ∼= C∞(CP n,K)
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et la restriction du star-produit ∗ˆD a` C∞(M,K)U(1)[[λ]] co¨ıncide avec ∗˜ de´fini
dans [21] il s’ensuit que l’alge`bre quotient C∞(CP n,K)[[λ]] est munie d’un
star-produit re´duit ∗D qui est e´gal au star-produit ∗Dµ de [108] (pour D ar-
bitraire et µ = −1). Pour le cas D = 1 ce star-produit re´duit apparaˆıt
e´galement dans [21]. Si D 6= D′, alors les star-produits re´duits ∗D et ∗D′ sont
non e´quivalents (voir par exemple [108] pour une de´monstration). Puisque
H2dR(CP
n,K) ∼= K il vient que l’ensemble de toutes les classes de Deligne des
star-produits sur CP n est en bijection avec toutes les se´ries formelles D.
On a donc le phe´nome`ne suivant : bien que –pour D 6= D′– les deux star-
produits projetables ∗D et ∗D′ soient e´quivalents, ils ne le sont pas par rapport
a` une transformation d’e´quivalence adapte´e selon la proposition 3.4. Pour le
changement de transformations d’e´quivalence SD′S
−1
D on voit explicitement
qu’elle ne pre´serve pas l’ide´al annulateur : on calcule
SD′S
−1
D eα = eD′
D
α
, (6.20)
alors, avec ∗ˆD′ = SˆD′
(
Sˆ−1D (∗ˆD)
)
, on voit aise´ment que
SˆD′Sˆ
−1
D = e
(
ln(D′/D)
)
E , (6.21)
alors (puisque Ex = x)
SˆD′Sˆ
−1
D (x) =
D′
D
x, (6.22)
et finalement pour tout F ∈ C∞(M,K)[[λ]] on a
SˆD′Sˆ
−1
D
(
F (x− 1)) = (SˆD′Sˆ−1D (x)(F ))(D′D x− 1) (6.23)
graˆce a` l’e´qn (6.21) et le fait que E est une de´rivation pour la multiplica-
tion point-par-point. Ceci montre pour ce changement de transformations
d’e´quivalence que l’ide´al annulateur n’est pas pre´serve´, car x− 1 est envoye´
sur (D′x/D)− 1 qui n’appartient pas a` I[[λ]] pour D 6= D′.
On voit aussi que le the´ore`me 3.2 et son corollaire 3.1 ne s’appliquent pas
a` cet exemple car
H1v (S
2n+1,K) ∼= H1dR(S1,K) ∼= K 6= {0}.
7 Proble`mes ouverts
Les proble`mes suivants me semblent inte´ressants :
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1. Chaque morphisme de star-produits est-il diffe´rentiel (compare la de´fi-
nition 2.2) ? J’ai l’impression qu’il devrait y avoir des re´ponses positives
au moins pour des applications de Poisson M ′ →M ‘bien comporte´es’
par une construction ordre-par-ordre en utilisant l’e´quation de mor-
phisme et le the´ore`me de Hochschild-Kostant-Rosenberg (voir par ex-
emple [69], [30], [101], [89], [63]) pour la cohomologie de Hochschild de
C∞(M,K) a` valeurs dans C∞(M ′,K).
2. Chaque repre´sentation de star-produits sur C∞(C,K)[[ν]] est-elle diffe´-
rentielle (compare la de´finition 2.6) ? J’ai la meˆme impression que pour
le proble`me pre´ce´dent : l’identite´ de re´pre´sentation pose un proble`me
cohomologique ordre-par-ordre ; et il s’agit de calculer la cohomologie
de Hochschild de C∞(M,K) a` valeur dans D1(C∞(C,K); C∞(C,K)).
3. Pour le proble`me ge´ne´ral perse´ve´rant de quantifier les applications mo-
ment, je ne connais pas d’exemple pour la situation assez e´le´mentaire
suivante : soient f0 et g0 deux polynoˆmes sur R
2n (muni de la struc-
ture symplectique canonique) dont les diffe´rentielles df0 et dg0 soient
inde´pendants sur un ouvert et qui commutent par rapport au crochet
de Poisson, i.e. {f0, g0} = 0. Trouve-t-on toujours un star-produit
∗ sur R2n et des termes d’ordre supe´rieur f1, . . . et g1, . . . tels que
f ∗ g − g ∗ f = 0 pour f := ∑∞r=0 νrfr et g := ∑∞r=0 νrgr, ou y a-
t-il un contre-exemple ?
4. Je ne connais pas d’exemple concret non plus pour une sous-varie´te´
co¨ısotrope ferme´e C d’une varie´te´ symplectique (M,ω) telle que l’ob-
struction (4.45) du the´ore`me 4.6 –qui implique la classe d’Atiyah-Molino
du feuilletage de C– ne soit pas nulle pour tout choix de 2-formes
ferme´es α0 et α1.
5. Meˆme proble`me pour la quantification des morphismes de Poisson entre
deux varie´te´s symplectiques, comparer l’e´quation (5.30) du the´ore`me
5.3 : il faudrait construire un exemple concret.
Re´fe´rences
[1] Abraham, R., Marsden, J. E. : Foundations of Mechanics, second edition.
Addison Wesley Publishing Company, Inc., Reading Mass. 1985.
[2] Arnal, D., Cortet, J. C., Molin, P., Pinczon, G. :Covariance and Geomet-
rical Invariance in ∗-Quantization. J. Math. Phys. 24.2 (1983), 276–283.
[3] Arnal, D., Manchon, D., Masmoudi, M. : Choix des signes pour
la formalite´ de Kontsevitch. Pacific J. Math. 203 (2002), 23-66,
math.QA/0003003.
123
[4] Baklouti, A., Dhieb, S., Manchon, D. : Orbites coadjointes et varie´te´s
caracte´ristiques. math.RT/0302171, 2003.
[5] Bates, S., Weinstein, A. : Lectures on the Geometry on Quantization.
Berkeley Mathematics Lecture Notes, Volume 8, 1995.
[6] Bayen, F., Flato, M., Frønsdal, C., Lichnerowicz, A., Sternheimer, D. :
Deformation Theory and Quantization. Annals of Physics 111 (1978),
part I : 61-110, part II : 111-151.
[7] Bertelson, M., Cahen, M., Gutt, S. : Equivalence of Star-Products.
Class.Quant.Grav. 14 (1997), A93-A107.
[8] Bonneau, P. : Fedosov Star-Products and 1-Differentiable Deformations.
math.QA/9809032, septembre 1998.
[9] M. Bordemann, G. Ginot, G. Halbout, H.-C. Herbig, S. Wald-
mann : Star-repre´sentations sur des sous-varie´te´s co-isotropes,
math.QA/0309321, septembre 2003.
[10] Bordemann, M., Neumaier, N., Pflaum, M., Waldmann, S. : On repre-
sentations of star product algebras over cotangent spaces on Hermitian
line bundles, J. Funct. Analysis 199 (2003), 1-47, math.QA/9811055.
[11] Bordemann, M. : Sur l’existence d’une prescription d’ordre naturelle
projectivement invariante, math.DG/0208171.
[12] Bordemann, M. : The deformation quantization of certain super-Poisson
brackets and BRST cohomology. Dans : Dito, G., Sternheimer, D. :
Confe´rence Moshe´ Flato 1999. Volume II. Kluwer, Dordrecht, 2000, 45-
68.
[13] Bordemann, M., Herbig, H.-C., Waldmann, S. : BRST cohomol-
ogy and Phase Space Reduction in Deformation Quantisation, Com-
mun.Math.Phys. 210 (2000), 107-144.
[14] Bordemann, M. : (GNS) Representations and (KMS) States in Defor-
mation Quantization, Contribution au ‘XVII-th Workshop on Geomet-
ric Methods in Physics’ a` Bia lowiez˙a, Pologne, 3.7.-9.7.1998 : Schlichen-
maier, Martin, Ali, S.T., Strasburger, A., Odzijewicz, A. (Ed.) : Coherent
States, Quantization and Gravity, Proceedings of the XVII-th Workshop
On Geometrc Methods in Physics, Warsaw University Press, Varsovie,
2001.
[15] Bordemann, M., Walter, M. : Quantum Integrable Toda-Like Systems in
Deformation Quantization. Lett. Math. Phys. 48 (1999), 123-133.
[16] Bordemann, M., Neumaier, N., Waldmann, S. : Homogeneous Fedosov
Star Products on Cotangent Bundles II : GNS Representations, the
124
WKB Expansion, traces, and applications, J. Geom. Phys. 29 (1999),
199-234.
[17] Bordemann, M., Neumaier, N., Waldmann, S. : Homogeneous Fedosov
Star Products on Cotangent Bundles I : Weyl and Standard Order-
ing with Differential Operator Representation, Comm. Math. Phys. 198
(1998), 363-396.
[18] M. Bordemann, H. Ro¨mer, S. Waldmann : A Remark on Formal KMS
States in Deformation Quantization, Lett. Math. Phys. 45 (1998), 49-61.
[19] M. Bordemann, S. Waldmann : Formal GNS Construction and States in
Deformation Quantization, Comm. Math. Phys. 195 (1998), 549-583.
[20] M. Bordemann, M. Brischle, C. Emmrich, S. Waldmann : Subalgebras
with Converging Star Products in Deformation Quantization : An Alge-
braic Construction for CP n, J. Math. Phys. 37 (1996), 6311-6323.
[21] M. Bordemann, M. Brischle, C. Emmrich, S. Waldmann : Phase Space
Reduction for Star Products : An Explicit Construction for CP n,
Lett. Math. Phys. 36 (1996), 357-371.
[22] Bott, R. : Lectures on characteristic classes and foliations. Dans Bott,
R., Gitler, S., James, I.M. : Lectures on Algebraic and Differential Topol-
ogy, LNM 279, Springer, Berlin, 1972, 1-94.
[23] Bro¨cker, T., Ja¨nich, K. : Einfu¨hrung in die Differentialtopologie. Springer
Verlag, Berlin 1973.
[24] Bursztyn, H., Waldmann, S. : Deformation Quantization of Hermitian
Vector Bundles. Lett. Math. Phys. 53 (2000), 349–365.
[25] Bursztyn, H., Waldmann, S. : On Positive Deformations of ∗-Algebras.
In : Dito, G., Sternheimer, D. (Ed.) : Confe´rence Moshe´ Flato 1999.
Quantization, Deformations, and Symmetries. [45], 69–80.
[26] Bursztyn, H., Waldmann, S. : ∗-Ideals and Formal Morita Equivalence
of ∗-Algebras. Int. J. Math. 12.5 (2001), 555–577.
[27] Bursztyn, H., Waldmann, S. : Algebraic Rieffel Induction, Formal Morita
Equivalence and Applications to Deformation Quantization. J. Geom.
Phys. 37 (2001), 307–364.
[28] Bursztyn, H., Waldmann, S. : Bimodule deformations, Picard groups
and contravariant connections. Pre´publication (Freiburg FR-THEP
2002/10) math.QA/0207255 (juillet 2002), 32 pages, a` paraˆıtre dans K-
Theory.
[29] Bursztyn, H., Waldmann, S. : The characteristic classes of Morita equiv-
alent star products on symplectic manifolds. Commun. Math. Phys. 228
(2002), 103–121.
125
[30] Cahen, M., DeWilde, M., Gutt, S. : Local cohomology of the algebra
of C∞-functions on a connected manifold. Lett. Math. Phys. 4 (1980),
157-167.
[31] Cahen, M., Gutt, S. : Regular ∗-representations of Lie Algebras.
Lett.Math.Phys. 6 (1983), 395-404.
[32] Calogero, P., Ragnisco, O, Marchioro, C : Exact solutions of the classi-
cal and quantal one-dimensional many-body problems with the two-body
potential Va(x) = g
2a2/ sinh2(ax). Lett. Nuovo Cimento 13 (1975), 383-
387.
[33] Cannas da Silva, A., Hartshorn, K., Weinstein, A. : Lectures on Ge-
ometric Models for Noncommutative Algebras. University of Berkeley,
1998.
[34] Cattaneo, A., Felder, G. : Coisotropic submanifolds in Poisson Geometry
and Branes in the Poisson Sigma Model math.QA/0309180, septembre
2003.
[35] Cattaneo, A., Felder, G. : A path integral approach to the Kontsevitch
quantization formula. Commun.Math.Phys. 212 (2000), 591-611.
[36] Cattaneo, A., Felder, G., Tomassini, L. : From local to global deformation
quantization of Poisson manifolds. Duke Math. Journal 115 (2002), 329-
352, math.QA/0012228.
[37] Cartan, H., Eilenberg, S. : Homological Algebra. Princeton University
Press, Princeton, 1956.
[38] Connes, A. : Noncommutative Differential Geometry. Academic Press,
San Diego, 1994.
[39] Connes, A., Flato, M., Sternheimer, D. : Closed Star Products and Cyclic
Cohomology. Lett.Math.Phys. 24 (1992), 1-12.
[40] Deligne, P. : De´formations de l’alge`bre des fonctions d’une varie´te´ sym-
plectique : comparaison entre Fedosov et DeWilde, Lecomte. Sel.Math.,
New series 1 (4) (1995), 667-697.
[41] DeWilde, M., Lecomte, P.B.A. : Star-products on cotangent bundles.
Lett. Math. Phys. 7 (1983), 235-241.
[42] DeWilde, M., Lecomte, P.B.A. : Existence of star-products and of formal
deformations of the Poisson Lie Algebra of arbitrary symplectic mani-
folds. Lett. Math. Phys. 7 (1983), 487-49.
[43] DeWilde, M., Lecomte, P.B.A. : Formal Deformations of the Poisson Lie
Algebra of a Symplectic Manifold and Star Products. Existence, Equiv-
alence, Derivations. Dans : Hazewinkel, M., Gerstenhaber, M. (eds.)
126
Deformation Theory of Algebras and Structures and Applications. Dor-
drecht, Kluwer, 1988.
[44] Dimakis, A., Mu¨ller-Hoissen, F. : Stochastic differential calculus,
the Moyal ∗-product, and noncommutative differential geometry.
Lett.Math.Phys. 28 (1993), p. 123-137.
[45] Dito, G., Sternheimer, D. : Confe´rence Moshe´ Flato 1999. Volume I, II.
Kluwer, Dordrecht, 2000, 45-68.
[46] Drinfel’d, V. : On constant quasiclassical solutions of the Yang-Baxter
Quantum Equation. Sov.Math.Doklady 28 (1983), 667-671.
[47] Dubois-Violette, M. : Syste`mes dynamiques contraints : l’approche ho-
mologique. Ann. Inst. Fourier 37, No.4, 45-57 (1987).
[48] Duval, C., Lecomte, P.B.A., Ovsienko, V. : Conformally equivariant
quantization : existence and uniqueness. Ann. Inst. Fourier, Grenoble
49, 6 (1999), 1999-2029.
[49] Fedosov, B. : Formal Quantization. Some Topics of Modern Mathematics
and Their Applications to Problems of Mathematical Physics, Moscow
(1985), 129-136.
[50] Fedosov, B. : A Simple Geometrical Construction of Deformation Quan-
tization. J. of Diff. Geom. 40 (1994), 213-238.
[51] Fedosov, B. : Reduction and eigenstates in deformation quantization.
Dans : Demuth, M., Schrohe, E., Schulze, B.-W. (e´d.) : Pseudodiffer-
ential calculus and mathematical physics, vol 5, in Advances in Partial
Differential Equations, 277-297. Akademie Verlag, Berlin, 1994.
[52] Fedosov, B. : Deformation Quantization and Index Theory. Akademie
Verlag, Berlin, 1996.
[53] Fedosov, B. : Nonabelian reduction in Deformation Quantization.
Lett. Math. Phys. 43 (1998), 137-154.
[54] Fish, J., Henneaux, M., Stasheff, J., Teitelboim, C. : Existence, unique-
ness and cohomology of the classical BRST charge with ghosts of ghosts.
Commun. Math. Phys. 120 (1989), 379–407.
[55] Gerstenhaber, M. : The Cohomology Structure of an Associative Ring.
Ann. Math. 78 (1963), 267-288.
[56] Gerstenhaber, M. :On the deformation of rings and algebras. Ann.Maths
79 (1964), 59-103.
[57] Gerstenhaber, M. : On the deformation of rings and algebras II.
Ann.Maths 84 (1966), 1-19.
127
[58] Gerstenhaber, M. : On the deformation of rings and algebras III.
Ann.Maths 88 (1968), 1-34.
[59] Gerstenhaber, M. : On the deformation of rings and algebras IV.
Ann.Maths 99 (1974), 257-276.
[60] Glo¨ßner, P. : Star-Product Reduction for Coisotropic Submanifolds of
Codimension 1. Pre´publication Faculte´ de Physique de l’Universite´ de
Freiburg FR-THEP-98/10, math.QA/9805049, mai 1998.
[61] Gotay, M. : On coisotropic imbeddings of presysmplectic manifolds.
Proc. Am. Math. Soc. 84 (1982), 111-114.
[62] Gutt, S. : An explicit ∗-product on the cotangent bundle of a Lie group.
Lett.Math.Phys. 7 (1983), 249-258.
[63] Gutt, S., Rawnsley, J. : Equivalence of star products on a symplec-
tic manifold ; an introduction to Deligne’s Cˇech cohomology classes.
J.Geom.Phys. 29 (1999), 347-399.
[64] Gutt, S., Rawnsley, J. : Natural star products on symplectic manifolds
and quantum moment maps. math.SG/0304498v2.
[65] Haag, R. : Local Quantum Physics. Springer Verlag, Berlin, 1992.
[66] Halbout, G. (Ed.) : Deformation Quantization, tome 1 in IRMA Lectures
in Mathematics and Theoretical Physics. Walter de Gruyter, Berlin, New
York, 2002.
[67] Henneaux, M., Teitelboim, C. : Quantization of Gauge Systems. Prince-
ton University Press, New Jersey, 1992.
[68] Heß, H. : Symplectic connections in geometric quantization and factor
orderings. Dissertation (Fachbereich Physik, Freie Universita¨t Berlin,
F.R.G., 1981).
[69] Hochschild, G., Kostant, B., Rosenberg, A. : Differential forms on reg-
ular affine algebras. Trans. Am. Math. Soc. 102 (1962), 383-408.
[70] Kamber, F., Tondeur, P. : Foliated Bundles and Characteristic Classes.
Lecture Notes in Mathematics 493, Springer, Berlin 1975.
[71] Kimura, T. : Prequantum BRST Cohomology. Contemp. Math. 132
(1992), 439-457.
[72] Kola´rˇ, I., Michor, P., Slova´k, J. : Natural Operations in Differential Ge-
ometry. Springer, Berlin, 1993.
[73] Kontsevitch, M. : Deformation Quantization of Poisson Manifolds. I.
Pre´publication IHES, q-alg/9709040, septembre 1997.
[74] Kowalzig, N., Neumaier, N., Pflaum, M. : Phase space re-
duction of star-products on cotangent bundles. Pre´publication
arXiv :math.SG/0403239v1, mars 2004.
128
[75] Lam, T.Y. : Lectures on Modules and Rings. Springer Verlag, New York,
1999.
[76] Lang, S. : Differential and Riemannian Manifolds. New York - Berlin -
Heidelberg, Springer Verlag, 1995.
[77] Landsman, N.P., Pflaum, M., Schlichenmaier, M. (e´diteurs) : Quantiza-
tion of Singular Symplectic Quotients. Birkha¨user, Basel, 2001.
[78] Lecomte, P.B.A., Ovsienko, V.Y. : Projectively Equivariant Symbol Cal-
culus. Lett.Math,Phys. 49 (1999), 173-196.
[79] Lichnerowicz, A. : De´formations d’alge`bres associe´es a` une varie´te´ sym-
plectique (les ∗ν-produits. Ann. Inst. Fourier 32 (1982), 157-209.
[80] Loday, J.-L. : Cyclic Homology. Springer, Berlin, 1992.
[81] Lu, J.-H. : Moment Maps at the Quantum Level.
Comm. Math. Phys. 157 (1993), 389-404.
[82] Marsden, J.E., Rat¸iu, T. : Reduction of Poisson manifolds.
Lett.Math.Phys. 11 (1986), 161-169.
[83] Marsden, J.E., Weinstein, Alan : Reduction of symplectic manifolds with
symmetry. Rep. on Math. Phys. 5 (1974), 121-130.
[84] Molino, P. : Classe d’Atiyah d’un feuilletage et connexions transversales
projetables. C.R.Acad.Sc. Paris 272 (1971), 779-781.
[85] Molino, P. : Classes caracte´ristiques et obstruction d’Atiyah pour les
fibre´s principaux feuillete´s. C.R.Acad.Sc. Paris 272 (1971), 1376-1378.
[86] Molino, P. : Proprie´te´s cohomologiques et proprie´te´s topologiques des
feuilletages a` connexion transverse projetable. Topology 12 (1973), 317-
325.
[87] Molino, P. : La classe d’Atiyah d’un feuilletage comme cocycle de
de´formation infinite´simale. C.R.Acad.Sc. Paris 278 (1974), 719-721.
[88] Molino, P. : Riemannian foliations. Birkha¨user, Boston, Basel 1988.
[89] Nadaud, F. : On continuous and differential Hochschild cohomology.
Lett. Math. Phys. 47 (1999), 85-95.
[90] Neroslavski, O., Vlassov, A.T. : Sur les de´formations de l’alge`bre des
fonctions d’une varie´te´ symplectique. C.R.Acad.Sc. Paris I 292 (1981),
71-73.
[91] Nest, R., Tsygan, B. : Algebraic Index Theorem. Commun.Math.Phys.
172 (1995), 223-262.
[92] Nest, R., Tsygan, B. : Algebraic Index Theorem for Families. Adv.Math.
113 (1995), 151-205.
129
[93] Neumaier, N. : Klassifikationsergebnisse in der Deformationsquan-
tisierung. The`se de doctorat a` la faculte´ de physique de l’Universite´
de Fribourg-en-Brisgau, RFA, octobre 2001.
[94] Neumaier, N. : Local ν-Euler Derivations and Deligne’s Charac-
teristic Class for Fedosov Star-Products and Star-Products of Spe-
cial Type. Commun. Math. Phys. 230 (2002), 271-288, voir aussi
math.QA/9905176v2.
[95] Olshanetzky, M. A., Perelomov, A. M. :Quantum integrable systems re-
lated to Lie algebras. Phys. Rep. 94 (1983), 313-404.
[96] Omori, H., Maeda, Y., Yoshioka, A. : Weyl manifolds and Deformation
Quantization. Adv.Math. 85 (1991), 224-255.
[97] Omori, H., Maeda, Y., Yoshioka, A. : Existence of a Closed Star-Product.
Lett.Math.Phys. 26 (1992), 285-294.
[98] Palais, R. : On the Existence of Slices for Actions of non-compact Lie
Groups. Ann.Math. 73 (1961), 295-323.
[99] Pflaum, M. : Analytic and Geometric Study of Stratified Spaces. LNM
1768, Springer, Berlin 2001.
[100] Pflaum, M. : The normal symbol of Riemannian manifolds. New York
J. Math. 4 (1998), 97-125.
[101] Pflaum, M. : On Continuous Hochschild Homology and Cohomology
Groups. Lett. Math. Phys. 44 (1998), 43-51.
[102] Schirmer, J. : A star-product for Grassmann manifolds. Pre´publication
Faculte´ de physique de l’universite´ de Freiburg, q-alg/9709021, septem-
bre 1997.
[103] Sjamaar, R., Lerman, E. : Stratified symplectic spaces and reduction.
Ann. Math. 134 (1991), 375-422.
[104] Sternheimer, D. : Deformation Quantization : Twenty Years Af-
ter. Dans : Rembielin´ski, J. (e´d.) Particles, Fields, and Gravitation.
( Lo´dz´ 1998). AIP Press, New York, 1998, p. 107-145 ; voir aussi
math.QA/9809056.
[105] Tondeur, P. : Foliations on Riemannian Manifolds. Springer, New York,
1988.
[106] Tondeur, P. : Geometry of Foliations. Birkha¨user, Basel, 1997.
[107] Vaisman, I. : Lectures on the Geometry of Poisson Manifolds.
Birkha¨user, Basel, 1994.
[108] Waldmann, S. : A Remark on Nonequivalent Star Products via Reduc-
tion for CPn. Lett.Math.Phys. 44 (1998), 331-338.
130
[109] Waldmann, S. : Locality in GNS Representations of Deformation Quan-
tization. Commun.Math.Phys. 210 (2000), 467-495.
[110] Waldmann, S. : Morita equivalence of Fedosov star products and de-
formed Hermitian vector bundles. Lett. Math. Phys. 60 (2002), 157–170.
[111] Waldmann, S. : On the representation theory of deformation quantiza-
tion. In : Halbout, G. (Ed) : Deformation quantization. [66], 107–133.
[112] Weinstein, A. : Symplectic manifolds and their Lagrangian submani-
folds. Adv. Math. 6 (1971), 329-346.
[113] Weinstein, A. : Lectures on symplectic manifolds. Dans
C.B.M.S. Conf. Series, Am. Math. Soc. no. 29, Providence, R.I.
1977.
[114] Weinstein, A. : Coisotropic calculus and Poisson groupoids.
J.Math.Soc.Japan 40 (1988), 705-727.
[115] Weinstein, A. : Deformation Quantization, Se´minaire Bourbaki. Vol.
1993/94. Aste´risque 227 (1995), Exp. No. 789, 5, p. 389-409.
[116] Weinstein, A., Xu, P. : Hochschild cohomology and characteristic classes
for star-products. Dans : Khovanskij, A., Varchenko, A., Vassiliev, V.
(ed.) : Geometry of differential equations. Dedicated to V. I. Arnold on
the occasion of his 60th birthday, 177–194. Am. Math. Soc., Providence,
R.I. 1998.
[117] Widom, H. : A Complete Symbolic Calculus for Pseudodifferential Op-
erators. Bull. Sc. Math. 104 (1980), 19–63.
[118] Xu, P. : Fedosov ∗-Products and Quantum Momentum Maps. Commun.
Math. Phys. 197 (1998), 167–197.
131
