in g j , ν j := (ν j1 , . . . , ν jr ). For µ ∈ Z r let F µ O C n ,0 be the ideal generated by all z q such that < p l , q >≥ µ l for all l. This defines a multi-index filtration; we have F µ ′ ⊂ F µ for all µ ≤ µ ′ , i.e. with µ l ≤ µ ′ l for all l, F µ · F µ ′ ⊂ F µ+µ ′ . Let 1 := (1, . . . , 1), then dim F µ /F µ+1 < ∞. Let us introduce the series L(t) := dim F µ /F µ+1 t µ , where t = (t 1 , . . . , t r ), and the Poincaré series P (t) := (t 1 −1)···(tr −1) t 1 ···tr−1
L(t).
The reason is the following: if V = ⊕W µ is a graded vector space and F µ = ⊕W µ ′ where µ ′ ≥ µ we have P (t) = dim W µ t µ . See [CDG] . Therefore, the Poincaré series in the present case is P O C n ,0 (t) = If g i = c iq z q let in j 1 ,...,js g i be the initial part c iq z q where we take only those q with < p j 1 , q >= ν ij 1 , . . . , < p js , q >= ν ijs . Theorem 1.1: Assume that for all s ≥ 1, 1 ≤ j 1 < . . . < j s ≤ r the following holds: in j 1 ,...,js g 1 , . . . , in j 1 ,...,js g k define a subspace of (C n , 0) of codimension ≥ k − s + 1. Then P O Y,0 (t) = (1 − t ν 1 ) · · · (1 − t ν k )P O C n ,0 (t).
Special cases: a) k = 1: Only s = 1 is relevant but the hypothesis is fulfilled since the initial part is non-trivial. So the only assumption is g = 0. See Lemahieu [L] . b) k = 2: In the case s = 1 we have a weak non-degeneracy condition. The case s = 2, however, involves a heavy assumption: we need for all j 1 < j 2 that in j 1 ,j 2 g 1 or in j 1 ,j 2 g 2 is non-trivial. This implies that the corresponding facets of the Newton polyhedron of g 1 or those of g 2 intersect. If this holds for g 1 and all j 1 < j 2 this means that the Newton polyhedron of g 1 is "bistellar", cf. Lemahieu.
The important step in the proof is the following: . . = ζ r = 1 we obtain the desired exact sequence (*). In fact, we have commutative diagrams of the form
Now we prove (**). It is sufficient to show that G 1 = . . . = G k = 0 defines in {ζ j 1 = . . . = ζ js = 0, ζ j = 0 for j = j 1 , . . . , j s } a subset of dimension ≤ n + r − k, i.e. of codimension ≥ k − s. The subset is invariant under the action of the torus (C * ) r , so we have to show the estimate for the codimension with ζ j = 1 for j = j 1 , . . . , j s . But this is true for s = 0 because g 1 , . . . , g k define a complete intersection, for s ≥ 1 by hypothesis of our Lemma (the codimension being even ≥ k − s + 1). So we have (**).
(ii) It remains to show the exactness of
It is sufficient to show that there is an exact sequence
(***) The last part of this sequence is
So in this case
which can be used in order to replace h byh such thath l ∈ F µ ′ +e j −ν l O C n ,0 , in contradiction to the maximality of µ ′ . Now (***) is proved in an analogous way as (*) but here we really use the hypothesis of the Lemma. More precisely: we have
. Note that we have commutative diagrams
Without loss of generality let j = r. We may replace g i by in r g i in (***). Then we repeat the construction above with r − 1 instead of r, and p 1 , . . . , p r−1 . We replace in r g i by multiquasihomogeneous functionsG i , we must show thatG 1 , . . . ,G k define a complete intersection in (C n+r−1 , 0). As above we need that for 1 < j 1 < . . . < j s ≤ r − 1, in j 1 ,...,js,r g 1 = . . . = in j 1 ,...,js,r g k = 0 defines a subset of codimension ≥ k − s. This is true by hypothesis.
Remark:
The structure of the proof may be more transparent if we first stick to a baby version of Lemma 1.2. Define
The difficulty is thatF µ+1 →F µ might not be injective but it has a finite index. We can take the negative of the index in order to define the series L and P and have: Lemma 1.3: Assume that for all 1 ≤ j 1 < . . . < j s ≤ r the following holds: in j 1 ,...,js g 1 , . . . , in j 1 ,...,js g k define a subspace of (C n , 0) of codimension ≥ k − s. Then we have an exact sequence
In particular, the Poincaré series forF is
Proof: Here we can content ourselves with the proof of (*) in Lemma 1.2.
Proof of Theorem 1.1: We get a corresponding exact sequence as in Lemma 1.2 with F µ replaced by F µ+1 or by F µ /F µ+1 , similarly for the other indices. This yields the statement of Theorem 1.1 with L instead of P . Now we can conclude for P .
The filtration which was considered in Theorem 1.1 was introduced by Lemahieu [L] . The filtration considered by is different: it coincides with the one above if µ is a multiple of a standard unit vector e j , in general F µ is replaced by F µ 1 e 1 ∩ . . . ∩ F µrer . The question answered by Lemahieu in the hypersurface case is under which condition both filtrations coincide.
Theorem 1.4: Assume furthermore that for s ≥ 2, 0 < j 1 < . . . < j s ≤ r the following holds:
Special case: k = 1. Then only s = 2 is relevant, and we need that in j 1 ,j 2 g = 0 for all j 1 < j 2 . This holds if and only if the Newton polyhedron is bistellar, as predicted by Lemahieu [L] .
Proof of Theorem 1.4: We may assume µ ∈ N r . It is sufficient to look at the case where µ is not a scalar multiple of a standard unit vector, so µ is of the form µ ′ + e j + e l with µ ′ ∈ N r , j < l. By induction it is sufficient to show that the induced filtration on O Y,0 satisfies the condition F µ+e j +e l = F µ+e j ∩ F µ+e l . This condition is equivalent to the exactness of the sequence
So we have to show that the Koszul resolution induces an exact sequence for
. This is shown in a similar way as (*) or (***) in the proof of Lemma 1. In fact,
. Note that we have commutative diagrams with exact rows:
Suppose without loss of generality that j = r − 1, l = r. Then we work with C n+r−2 instead of C n+r . Replace in r−1,r g i by a multiquasihomogeneousĜ i . We must show thatĜ 1 = . . . =Ĝ k = 0 defines a complete intersection in (C n+r−2 , 0), which follows from the hypothesis (with j s−1 = r − 1, j s = r).
Now we compare with the result of Kushnirenko [K] . There k = n, ν 1 = . . .
ν with l ∈ N. If we specialize Theorem 1.1 to this case we get a much weaker result than Kushnirenko since he does not impose any condition on the Newton polyhedron, the essential point is a non-degeneracy condition.
The disadvantage in the approach above is that from the Newton polyhedron we used only a partial information, concerning the facets. So we will take toric varieties into account.
Multi-index Newton filtrations via toric varieties
Let g 1 , . . . , g k , ∆ be as in §1. We may use a toric variety X associated with the Newton polyhedron ∆, cf. [KKMS] or [O] . Let us start with the corresponding fan: it is a collection of cones whose union is R n + . The edges (i.e. one-dimensional faces) are generated by e 1 , . . . , e n , p 1 , . . . , p r . The additional information is which of them span a cone of the fan. Choosing some simplicial subdivision we replace it by a new fan. We have a corresponding toric variety X and a proper birational mapping π : X → C n . Let D := π −1 ({0}) be the exceptional divisor.
From now on we work in the complex analytic category, otherwise we write X alg instead of X. Now X alg is the union of affine toric varieties X alg σ , where σ is a cone of the fan. Note that O(X alg σ ) is spanned by all z q , q ∈ Z n , such that
an be the sheaf of meromorphic functions on X which are holomorphic on
is the union of all F µ , and the sheaves F µ are equivariant with respect to the action of the torus (
. . , r, h µ |σ linear for all cones σ of the fan. Then h µ is well-defined because the fan was assumed to be simplicial. Now
Note that h µ does not have to be a support function in the sense of [O] p.66 since we cannot guarantee that h µ (N n ) ⊂ Z. In particular, F µ does not need to be invertible. Note, however, that for
We want to restrict to conditions which hold for a generic choice of the coefficients of the g i .
For every cone σ of the fan, spanned by e i 1 , . . . , e i l , p j 1 , . . . , p js , let in σ g i be the part involving only those z q such that
Let ∆ i be the convex hull of (supp g i ) + N n , Γ i the union of the compact faces
Lemma 2.1: Suppose that the coefficients of the functions g i at z q , q ∈ S i , are chosen generically. Then g 1 = . . . = g k = 0 defines in (C n , 0) a complete intersection with isolated singularity, and for every cone σ of the fan, spanned by e i 1 , . . . , e i l , p j 1 , . . . , p js , with s ≥ 1 the functions in σ g i , i = 1, . . . , k, define a submanifold of (C * ) n of codimension k.
Proof:
We restrict the canonical projection onto C S 1 × . . . × C S k to this submanifold; the regular values for all σ altogether yield the desired generic choice of coefficients. Now fix σ. On X σ we may trivialize F ν i . We regardĝ 1 , . . . ,ĝ k as sections of F µ |X σ ; taking a trivialization we can consider them as functionŝ g 1 , . . . ,ĝ k on X σ . The restriction of the latter to the minimal orbit defined by σ is smooth of codimension k by assumption. We get smoothness of {ĝ 1 = . . . =ĝ k = 0} in a neighbourhood outside D because the subdivision of X into orbits is a Whitney-regular stratification. Altogether we obtain that X ∩ {g 1 = . . . = g k = 0} has an isolated singularity at 0.
In the following lemma we can restrict ourselves to a weaker hypothesis.
Lemma 2.2: Suppose that we have the following condition: For every cone σ of the fan, spanned by e i 1 , . . . , e i l , p j 1 , . . . , p js , s ≥ 1, the functions in σ g i , i = 1, . . . , k, define a subspace of (C * ) n of codimension ≥ k − l − s. Then we have an exact sequence:
Proof: It is sufficient to prove the exactness for the restriction to X σ ∩ D, σ as above (with s ≥ 1, otherwise X σ ∩ D = ∅). Without loss of generality assume that (i 1 , . . . , i l ) = (1, . . . , l) and (j 1 , . . . , j s ) = (1, . . . , s). Let us look at the filtration F
Similarly as in the proof of Lemma 1.2 we introduce on
be the subspace where c acts as multiplication by c µ . Then we have: F σ µ ≃ A(µ). Let G i be defined as in the proof of Lemma 1.2. Then we have to show that we have an exact sequence:
This follows from the exactness of the sequence 0 → A → . . . → ⊕A → A → A/(G 1 , . . . , G k ) → 0 which holds as soon as we show that G 1 , . . . , G k is a regular sequence on A. It is sufficient to look at the orbits with respect to the torus action. The minimal orbit is given by z 1 = . . .
We may pass to the subset given by z l+1 = . . . = z n = ζ s+1 = . . . = ζ r = 1. Now we have to prove that in σ g i , i = 1, . . . , k, define a subset of the same codimension in (C * ) n−l or also in (C * ) n . But this follows from the assumption. For the other orbits it means to pass to faces of σ because the fan of X is supposed to be simplicial. Lemma 2.3: Suppose that we have the condition: For every cone σ of the fan, spanned by e i 1 , . . . ,
Proof: a) With the notations before we have the following commutative diagram:
So it is sufficient to show that the multiplication by
Here we have to look at the dimensions of sets and just need the hypothesis. Alternative: use b). b) Here we argue as in part (ii) of the proof of Lemma 1.2.
As a corollary we obtain:
Theorem 2.4: Suppose that we have the hypothesis of Lemma 2.3. a) We have an exact sequence:
µ , and let P,P be defined analogously. Of course,
Proof: a) Because of Lemma 2.3a) we have a short exact sequence of complexes on D (we omit to write the restriction to D):
Since the two first complexes are exact by Lemma 2.2 the last one is exact, too. b) follows from a).
In order to apply Theorem 2.4 it is useful to develop a formula for L(t). We introduce numbers χ I and n I,µ : Let σ 1 , . . . , σ l be the maximal cones of the fan which defines X. Put I µ,q :=
. . , r}. Let m I,ν be the number of all Λ ⊂ {1, . . . , l} such that #Λ = ν and λ∈Λ J λ ⊂ I. Put χ I := ν>0 (−1) ν−1 m I,ν . On the other hand, let n I,J,µ be the number of all q such that I = I µ,q and J = I µ+1,q .
Theorem 2.5:
We will see that n I,J,µ < ∞ as soon as χ I = χ J , so the sum is well-defined.
Proof: For a cone σ of the fan, generated by e i 1 , . . . , e i l , p j 1 , . . . , p js , X σ is affine, so χ(X σ , F µ )(q) = dim H 0 (X σ , F µ )(q) = 1 if < p j 1 , q >≥ µ j 1 , . . . , < p js , q >≥ µ js , q i 1 ≥ 0, . . . , q i l ≥ 0; otherwise we get 0. Since X σ 1 , . . . , X σ l form an affine covering of X and X σ λ 1 ∩ . . . ∩ X σ λν = X σ λ 1 ∩...∩σ λν we have:
Since F µ /F µ+1 is coherent on the compact space D there are for each µ only finitely many q such that χ Iµ,q = χ I µ+1,q . This implies our assertion. Now let us return to our original question. Here we compare the filtration F µ of §1 with the filtration given by 
Recall that we are working in the complex analytic category: if we pass to the complex algebraic one we put an index "alg". Lemma 2.6: Suppose that the following holds: For every cone σ of the fan, spanned by e i 1 , . . . , e i l , p j 1 , . . . , p js , s ≥ 1, the functions in σ g i , i = 1, . . . , k, define a smooth complete intersection in (
Proof: As we have seen in Lemma 2.1, (Y, 0) is a complete intersection with isolated singularity. a) Note that Y is a complete intersection of dimension ≥ 2 with an isolated singularity, hence normal by the Serre criterion for normality [H] 
Remark: a) Assume k = 1, n ≥ 3. Then the spaces D Theorem 2.7: Suppose that we have the assumption of Lemma 2.3 and
b) The coefficients of the following series at t µ coincide:
Remark: a) Note that the relation between (i) and (ii) is not obvious because we cannot apply Lemma 1.3. If n > k the filtration in (iii) is the generalized divisorial filtration, see Lemma 2.6.
Proof: a) First we show that there is an exact sequence: 0
Then we prove that we have the same exact sequence with µ + 1 instead of µ.
Moreover we show the injectivity of
Using a short exact sequence of sheaf complexes we obtain a). It remains to prove (*), its analogue with µ + 1 instead of µ, and (**).
In order to show (*) we prove that there is a commutative diagram with exact rows:
For s > 0 and every 
The mapping extends to a Galois covering p : X → X with the same Galois group G. Now G acts on the sheaf p alg * F alg M µ ′ which admits a corresponding decomposition p
We obtain a corresponding action on the cohomology groups, so: (H s 
The latter is the ideal in C[z 1 , . . . , z n ] generated by all z q with < p j , q >≥ µ ′ j for all j. Altogether we obtain:
). We apply this to µ ′ := µ−ν j 1 −. . .−ν js , µ as in the hypothesis, 1 ≤ j 1 < . . . < j s ≤ k. Note that h µ ′ is convex, because h µ ′ = h µ−ν 1 −...−ν k + h ν j s+1 +...+ν j k with {1, . . . , k} = {j 1 , . . . , j k }, and the latter two functions are convex. So the vertical arrows are isomorphisms except possibly for the last one.
Using Lemma 2.2 we conclude that the lower row is exact: Let us look at the complex of sheaves G · :
which constitutes a left resolution of (
On the other hand, we have seen that the sheaves G l are acyclic, so:
Altogether we obtain the exactness of the lower row. So the upper row is exact up to F µ . It is clear then that the whole upper row is exact, so the last vertical arrow has to be an isomorphism, too. This shows (*). Now we show the same with µ + 1 instead of µ.
Choose µ ′ such that h µ ′ is convex. If σ is a cone of the fan as above, F µ ′ +1 (X σ ) is generated by all z q with
Finally (**) follows from Lemma 2.3a); note that we have shown above the bijectivity of the last vertical arrow. b) follows from a). Note that it was shown above that
One-index Newton filtration
The methods introduced at the beginning can also be used in connection with the results of Kushnirenko [K] as well as Bivià-Ausina, Fukui and Saia [BFS] about the one-index Newton filtration.
Here we need a more serious assumption about the Newton polyhedra than before. For instance, we may suppose that ν 1 , . . . , ν k are scalar multiples of each other, so ν i = ρ i ν for some ρ i > 0, ν ∈ N n . Then put ∆ := {q | < p, q >≥ ν j , j = 1, . . . , r}. We gain some generality, however, if we follow the proposal made in [BFS] and start from ∆. So let ∆ be a Newton polyhedron in the following sense: ∆ is the convex hull of S ∪ R n + , where S is some subset of N n which intersects each of the coordinate axes. The compact facets of ∆ are again of the form {< p j , q >≥ ν j }, j = 1, . . . , r, with p j ∈ N n . Let us fix a simplicial fan with edges generated by e 1 , . . . , e n , p 1 , . . . , p r , and let X be the corresponding toric variety.
r} takes values in Z.
Then letF l be the ideal in O C n ,0 generated by all z q such that ψ(q) ≥ l, i.e. < p j , q >≥ l M ν j for all j. (We could take M minimal but this is not important). We can introduce corresponding sheavesF l on X, similarly as in §2.
If σ is a cone of the fan, generated by e i 1 , . . . , e i l , p j 1 , . . . , p js , let in σ g i be the part of g i involving only those z q with q i 1 ≥ 0, . . . , q i l ≥ 0, < p j 1 , q >≥
Lemma 3.1: Suppose that we have the same hypothesis as in Lemma 2.2. a) There is a commutative diagram with exact rows
There is an exact sequence
Proof: It is sufficient to show a).
We proceed as in the proof of Theorem 2.7. In fact we will show that H i (D,F l ) = 0, i = 0, n − 1: We concentrate on the case i = 0. As in the proof of Theorem 2.7, we have
. We will show that again it is sufficient to look at the case M|l.
Look at the Galois covering (C
The mapping extends to a Galois covering p : X → X (with Galois group G, too, of course). As in the proof of Theorem 2.7, we have an action on p alg * F alg M l and its cohomology groups, we have (p
inv , so it is sufficient to look at the case M|l. So we suppose from now on that M|l. The advantage is thatF l is then a line bundle. Now if l ≥ 0 we know that h l is convex, so H i (X alg ,F alg l ) = 0. So assume l < 0. Then lh is concave, with h := h 1 . This implies for q ∈ Z n the following: the set A l q := {p ∈ |X| | < p, q >≥ lh(p)} is convex. Let i > 0. As in the proof of Theorem 2.7,
. By [KKMS] p. 42, we have for the part corresponding to the character q:
As we have seen, A l q is convex, so A l q ∩ H, too. Now h|(∂|X|) ≡ 0 because the cones contained in ∂|X| are generated by standard unit vectors. If such a cone is generated by e i 1 , . . . , e i l , we have that p ∈ σ belongs to A 
. Look at the long exact sequence:
is contractible or empty, as we saw above. So ) and p which lie outside the interior of |X|. Now look at the commutative diagram
The right vertical arrow is bijective: this follows from the commutative dia-
where the horizontals and the right vertical are bijective. Similarly, the left vertical of the first diagram is bijective, too, as well as the upper horizontal: we have that H i (H, H \ C * p ) = 0 for all i. So (*) is proved. Collecting these results we see the following. We distinguish four cases:
Let G · be similarly defined as in the proof of Theorem 2.7. As shown loc.cit. we have:
We have a spectral sequence which converges to this hypercohomology with
. By the cohomology calculation above we have E pq 1 = 0 unless p ∈ {0, . . . , k}, q ∈ {0, n − 1}. Therefore we have a long exact sequence
see [CE] XV Theorem 5.11. Now for i < k ≤ n we have E i−n,n−1 2 = 0,
. So we get that the lower row of the diagram in a) is exact:
The vertical arrows are still isomorphisms. Obviously this implies our lemma.
Remark: Assume furthermore that k ≤ n − 2. Then the last vertical arrow of the commutative diagram with exact upper row:
is bijective, i.e. the lower row is exact, too. b) If k = n − 1, the last vertical of the commutative diagram with exact upper row:
is injective, i.e. the lower row is exact, too.
Proof: We start from the proof of Lemma 3.1. We have furthermore:
Lemma 3.2: Suppose that we have the same hypothesis as in Lemma 2.3. a) We have an exact sequence 0
Proof: a) Suppose first that k ≤ n − 1. We have a commutative diagram
The lower row is injective by Lemma 2.3. The vertical arrows are injective by the preceding Remark. Therefore the upper row must be injective, too.
So we obtain our result by a short exact sequence of sheaf complexes. The case k = n is covered by [BFS] p. 72; in the special case treated by Kushnirenko see [K] Théorème 2.8. b) We must show that the sequence
We proceed similarly as in the proof of Lemma 1.2. Assume that h ∈F l represents an element of the kernel of the second map. Then we can write h = g i h i with h i ∈ O C n ,0 . Choose l ′ ≤ l maximal such that h i ∈F l ′ −ρ i for all i. We must show that l ′ = l. Suppose that l ′ < l: By a) we have an exact sequence
. . , h k ) represents an element of the kernel of the second map, so we can find an inverse image in the first group which can be used in order to modify (h 1 , . . . , h k ) in such a way that we have l ′ + 1 instead of l ′ , contradiction.
Remark: For k ≤ n − 1, l ≥ ρ 1 + . . . + ρ k the proof can be simplified, as in the proof of Theorem 2.7.
Lemma 3.3: Let P l be the coefficient of
is the Poincaré series of O C n ,0 with respect to the oneindex filtrationF . Furthermore, let M l be the set of all q ∈ N n such that < p j , q >≥ l for all j. Then:
The proof is straightforward. Remark: a) We can also compute the Poincaré series with respect to the filtration H 0 (D,F l /(ĝ 1 , . . . ,ĝ k ) ∩F l ): For k ≤ n − 2 this filtration coincides withF l , see Remark a) after Lemma 3.1. The case k = n is uninteresting because of Lemma 2.6c). For k = n − 1 the Poincaré series for H 0 (D,F l /(ĝ 1 , . . . ,ĝ k ) ∩F l ) may be computed with Theorem 2.4, since the upper cohomology groups vanish: the support of the sheaf is concentrated upon a one-dimensional set, its intersection with D is zero-dimensional. b) By Theorem 2.7, we get in the case k = n thatQ l = 0 for l ≥ ρ 1 + . . . + ρ n ; note that the third series there is 0. Cf. Theorem 3.4: we know a priori at least thatQ l = 0, l ≫ 0,Q is a polynomial.
Appendix: Remarks on irreducibility
Here we want to prove an assertion of [EG2] (see Remark after Lemma 2.6) and discuss the difficulties which arise when trying to generalize it.
Let g be a non-degenerate Laurent polynomial in n variables. Let ∆ be the convex hull of supp g. Assume that ∆ is full, i.e. dim ∆ = n.
Proof: This follows from a Lefschetz theorem of Oka, see [Ok] V Cor. 4.6.1.
Let F 0 be the dual fan to ∆, F a refinement, and X the corresponding toric variety. Then ∆ corresponds to a line bundle on X, and g can be regarded as a global section g in the latter. Let Y be the zero locus of g.
Corollary 4.2: For n ≥ 2, Y is non-empty and irreducible, and Y is the closure of (C * ) n ∩ {g = 0} in X.
Proof: Assume first that X is smooth, so Y is a smooth hypersurface in X.
Assume that Y is not irreducible, i.e. not connected: then there is a connected component Y i which is contained in the complement of (
If X is not smooth there is a modification π :X → X,X smooth toric. Let Y be correspondingly defined, thenỸ is irreducible, hence Y = π(Ỹ ), too. The rest is clear.
Remark: a) The assumption that ∆ is full is unnecessary if we replace the condition n ≥ 2 by dim ∆ ≥ 2. Use [Ok] V Th. 4.6 here. Note that F 0 is no longer a fan but at least a cone decomposition. b) For the statement about Y being the closure the assumption n ≥ 2 is not necessary. Now let g be a convenient polynomial in n variables which is non-degenerate at 0. Let ∆ be the convex hull of supp g + N n . Let F be a refinement of the dual fan to ∆ and X the corresponding toric variety. Then we have a toric modification π : X → C n . Let Y be the strict transform of g −1 ({0}). Proof: Let σ be the corresponding facet. Then σ is full with respect to the hyperplane which contains σ. So σ corresponds to an (n − 1)-dimensional toric variety D -the closure of the orbit which corresponds to σ. Note that dim D ≥ 2. Let τ be the edge which is dual to σ. Then in τ g defines a smooth non-degenerate hypersurface in D, namely Y ∩ D. So we can apply Theorem 4.1.
The attempt to pass from hypersurfaces to complete intersections involves heavy restrictions.
Let g 1 , . . . , g k be Laurent polynomials which define a non-degenerate complete intersection in (C * ) n , see [Ok] p. 107. Let ∆ i be the Newton polyhedron of g i . Then we have the following generalization of Theorem 4.1: Theorem 4.4: Assume that ∆ 1 , . . . , ∆ k are full. Then H j ((C * ) n , (C * ) n ∩ {g 1 = . . . = g k = 0}; Z) = 0 if n − k ≥ 1, j ≤ 1.
Proof: Use [Ok] V Cor. 4.6.1 again.
Let F be a fan which refines the dual fan to ∆ := ∆ 1 + . . . + ∆ k and X the corresponding toric variety. Note that ∆ i correesponds to a line bundle on X, and we have a section g i in it which corresponds to g i . Then g 1 , . . . , g k define a complete intersection Y in X.
Corollary 4.5: For n − k ≥ 1, Y is non-empty and irreducible, and Y coincides with the closure of (C * ) n ∩ {g 1 = . . . = g k = 0} in X.
The proof is analogous to the one of Corollary 4.2.
Remark: We may weaken the assumption that all Newton polyhedra are full: Assume that dim(∆ 1 + . . . + ∆ j ) = dim ∆ j , 2 ≤ j ≤ k, and dim ∆ j > j, j = 1, . . . , k. Then apply [Ok] V Theorem 4.6. We get a corresponding modification of Corollary 4.5. Now let us pass to a generalization of Theorem 4.3.
Theorem 4.6: Assume that the set of edges (i.e. one-dimensional cones) of the dual fan to ∆ i does not depend on i. (This holds, for example, if ∆ 1 , . . . , ∆ k are similar to each other, or if the dual fans to ∆ 1 , . . . , ∆ k coincide.) Then we get the assertion of Theorem 4.3 provided that we replace the assumption n ≥ 3 by n − k ≥ 2.
Proof: Suppose that σ is a corresponding facet. For each i there is a facet σ i of ∆ i such that σ and σ i are contained in parallel hypersurfaces. So we can pass to the toric variety O τ , where τ is dual to σ, and study the complete intersection defined by in τ g 1 , . . . , in τ g k . The corresponding Newton polyhedra σ 1 , . . . , σ k are full -so we can apply Corollary 4.5.
It is difficult to weaken the hypothesis of Theorem 4.6. Anyhow we have a partial result for the case k = 2:
Remark: Let k = 2 and assume that n ≥ 4 and that for every facet σ 2 of ∆ 2 of the form {q ∈ ∆ 2 | < p, q >≥ s 2 } we have that dim σ 1 ≥ 2, where σ 1 = {q ∈ ∆ 1 | < p.q >≥ s 1 } and s 1 = min{< p.q > | q ∈ ∆ 1 }, and vice versa. Then we get the assertion of Theorem 4.6.
For the proof note the following: Let us fix facet σ of ∆. Without loss of generality we can assume that there is a facet σ 2 of ∆ 2 with the same normal vectors. Let σ 1 be as above and τ dual to σ. Then we pass to O τ . The Newton polyhedra of in τ g 1 and in τ g 2 are σ 1 resp. σ 2 , so the dimension is ≥ 2 resp. n − 1 ≥ 3. By the Remark after Corollary 4.5 we obtain our statement.
Example: Put g 1 (z) := z 1 + z 2 + z 3 + z 
