Involutions on moduli spaces of vector bundles and GIT quotients by Vargas, Néstor Fernández
ar
X
iv
:1
80
2.
00
65
4v
1 
 [m
ath
.A
G]
  2
 Fe
b 2
01
8
INVOLUTIONS ON MODULI SPACES OF VECTOR BUNDLES
AND GIT QUOTIENTS
NÉSTOR FERNÁNDEZ VARGAS
Abstract. Let C be a hyperelliptic curve of genus g ≥ 3. We give a new
description of the theta map for moduli spaces of rank 2 semistable vector
bundles with trivial determinant. In orther to do this, we describe a fibration
of (a birational model of) the moduli space, whose fibers are GIT quotients
(P1)2g//PGL(2). Then, we use recent results of Kumar to identify the restric-
tion of the theta map to these GIT quotients with some explicit osculating pro-
jection. As a corollary of this construction, we obtain a birational equivalence
between the ramification locus of the theta map and a fibration in Kummer
(g − 1)-varieties over Pg.
1. Introduction
Let C be a complex smooth curve of genus g ≥ 3. Let SUC(r) be the moduli
space of semistable vector bundles of rank r with trivial determinant on C. This
moduli space is a normal, projective, unirational variety of dimension (r2−1)(g−1).
The study of the projective structure of the moduli spaces of vector bundles in
low rank and genus has produced some beautiful descriptions, frequently meeting
constructions issued in the context of classical geometry.
For example, in the case of a hyperelliptic curve C, Desale and Ramanan [14]
characterize the quotient SUC(2)/i∗ of the moduli space of rank 2 vector bundles
by the map i∗ induced by the hyperelliptic involution i. They show that there exists
two quadrics Q1 and Q2 in the (2g+1)-dimensional projective space such that the
quotient SUC(2)/i∗ is isomorphic to the variety of g-dimensional linear subspaces
contained in Q1, belonging to a fixed system of maximal isotropic spaces, and
intersecting Q2 in quadrics of rank ≤ 4. Some other beautiful results regarding the
projective structure of SUC(r) can be found in [26] and [24].
The natural map αL : SUC(r) 99K |L|
∗ induced by the determinant line bundle
L on SUC(r) is determined by the rΘ linear series on the Jacobian variety Jac(C).
More precisely, let Picg−1(C) be the Picard variety of divisors of degree g − 1 over
C. For every E ∈ SUC(r), let us define
θ(E) := {L ∈ Picg−1(C) | h0(C,E ⊗ L) 6= 0}.
If θ(E) is not equal to Picg−1(C), we have that θ(E) is a divisor in Picg−1(C) lying
in the linear system |rΘ|, where Θ is the canonical divisor in Picg−1(C). This way,
we obtain a rational map
θ : SUC(r) 99K |rΘ|
which is canonically identified to αL [6].
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Let us now fix r = 2. In this setting, the map θ is a finite morphism [27].
When g = 2, the map θ is an isomorphism onto P3 [22]. For g ≥ 3, the map θ
is an embedding if C is non-hyperelliptic, and it is a 2:1 map if C is hyperelliptic
[14, 4, 11, 17] (see Section 2.1 for more details). If g ≥ 3, the singular locus
Sing(SUC(2)) is the locus of decomposable bundles L⊕L−1, with L ∈ Jac(C). The
map Jac(C) → SUC(2) defined by L→ L⊕ L−1 identifies the Kummer variety of
Jac(C) with the singular locus of SUC(2).
The goal of this paper is to describe the geometry associated to the map θ in the
case r = 2 and C hyperelliptic. In the non-hyperelliptic case, the paper [1] outlines
a connection between the moduli space SUC(2) and the moduli space M0,n of
rational curves with n marked points. A generalization of [1] has been given in
[10]. In the present work, the link with the moduli space of curves offers also a new
description of the θ-map if C is hyperelliptic.
Let C be a hyperelliptic curve of genus g ≥ 3. Let D be an effective divisor of
degree g on C. The first result of the present work is an extension of [1, Theorem
1.1] to the hyperelliptic setting:
Proposition 1.1. There exists a fibration pD : SUC(2) 99K |2D| ∼= Pg whose
general fiber is birational to M0,2g. Moreover, we have:
(1) For every generic divisor N ∈ |2D|, there exists a 2g-pointed projective
space P2g−2N and a rational dominant map hN : P
2g−2
N 99K p
−1
D (N) such that
the fibers of hN are rational normal curves passing by the 2g marked points.
(2) The family of rational normal curves defined by hN is the universal family
of rational curves over the generic fiber M0,2g.
The 2g-pointed space P2g−2N appears naturally as a classifying space for certain
extension classes. More precisely, consider extensions
(e) 0→ OC(−D)→ Ee → OC(D)→ 0.
These are classified by the projective space
P3g−2D := PExt
1(OC(D),OC(−D)) = |K + 2D|
∗,
where K is the canonical divisor on C. Since the divisor K+2D is very ample, the
linear system |K + 2D| embeds the curve C in P3g−2D . The projective space P
2g−2
N
is defined as the span in P3g−2D of the 2g marked points p1, . . . , p2g on C defined by
the effective divisor N ∈ |2D|.
Our aim is to describe the map θ restricted to the generic fibers of the fibration
pD. To this end, the following construction is crucial:
Let p, i(p) be two involution-conjugate points in C; and consider the line l ⊂
P3g−2D secant to C and passing through p and i(p). We show that this line intersects
the subspace P2g−2N in a point. Moreover, the locus Γ ⊂ P
2g−2
N of these intersections
as we vary p, i(p) is a rational normal curve passing by the points p1, . . . , p2g.
It follows from Proposition 1.1, the map hN contracts the curve Γ onto a point
P ∈ p−1D (N)
∼=M0,2g.
In the article [18], Kumar defines the linear system Ω of (g − 1)-forms on P2g−3
vanishing with multiplicity g− 2 at 2g− 1 general points. He shows that Γ induces
a birational map iΩ : P2g−3 99KMGIT0,2g onto the GIT quotient of the moduli space
M0,2g. The partial linear system Λ ⊂ Ω of forms vanishing with multiplicity g − 2
at an additional general point e ∈ P2g−3 induces a rational projection κ :MGIT0,2g 99K
|Λ|∗. In particular, κ is an osculating projection centered on the point w = iΩ(e).
Kumar also shows that the map κ is 2:1. We describe birationally the restrictions
of θ to the fibers p−1D (N)
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Theorem A. The map θ restricted to the fibers p−1D (N) is Kumar’s osculating
projection κ centered at the point P = hN (Γ), up to composition with a birational
map.
Furthermore, Kumar shows that the image of κ is a connected component of the
moduli space SUCw(2), where Cw is the hyperelliptic 2:1 cover of P
1 ramifying over
the 2g points defined by w. He also proves that the ramification locus of the map κ
is the Kummer variety Sing(SUC(2)) = Kum(Cw) ⊂ SUCw(2). These results due
to Kumar combined with Theorem A allow us to describe the ramification locus of
the map θ:
Theorem B. The ramification locus of the map θ is birational to a fibration over
|2D| ∼= Pg in Kummer varieties of dimension g − 1.
The fundamental tools in our arguments are the classification maps
fL : PExt
1(L−1, L) 99K SUC(2),
where L is a line bundle (in this paper, we will use L = OC(−D)). More precisely,
the map fL associates to the equivalence class of a extension (e) the vector bundle
Ee ∈ SUC(2) sitting in the sequence. Consequently, the base locus of fL is the
locus of unstable classes in PExt1(L−1, L).
The use of classification maps constitutes a classical approach to the study of
moduli spaces of vector bundes. For example, they have been used by Atiyah [3] to
study vector bundles over elliptic curves, and by Newstead [23] to study the moduli
space of rank 2 semistable vector bundles with odd determinant in the case g = 2.
In [1] and [8], they have been used to study the moduli space SUC(2) when C is a
curve of genus g ≥ 2, non-hyperelliptic if g > 2.
We conclude by giving account of the situation in low genus. Let ϕL := θ ◦ fL.
A precise examination of the base locus of the restriction map ϕL|P2g−2
N
leads to the
following result:
Theorem C. Let C be a hyperelliptic curve of genus 3, 4 or 5. Then, for generic
N , the restriction of ϕL to the subspace P
2g−2
N is exactly the composition κ ◦ hN .
Notation. Let Pn = P(Cn+1) denote the n-dimensional complex projective space.
Throughout this paper, a form F of degree r on Pn will denote element of the vector
space H0(Pn,OPn(r)) = Sym
r(Cn+1)∗. If we fix a basis x0, . . . , xn of (Cn+1)∗, F is
simply a homogeneous polynomial of degree r on x0, . . . , xn.
Acknowledgements. This work is part of my PhD thesis. I would like to deeply
thank my PhD advisors Michele Bolognesi and Frank Loray for their great support
and guidance.
2. Moduli of vector bundles
We briefly recall here some results about moduli of vector bundles. For a more
detailed reference, see [5].
2.1. Moduli of vector bundles and the map θ. Let C be a smooth genus g
algebraic curve with g ≥ 2. Let us denote by Picd(C) the Picard variety of degree d
line bundles on C. The Jacobian of C is Jac(C) = Pic0(C). The canonical divisor
Θ ⊂ Picg−1(C) is defined set-theoretically as
Θ := {L ∈ Picg−1(C) | h0(C,L) 6= 0}.
Let SUC(2) be the moduli space of semistable rank 2 vector bundles on C with
trivial determinant. This variety parametrizes S-equivalence classes of such vector
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bundles, where the S-equivalence relation is defined as follows: every semistable
vector bundle E admits a Jordan-Hölder filtration
0 = E0 ( E1 ( E2 = E
such that the quotients E1 = E1/E0 and E2/E1 are stable of slope equal to the
slope of E. The vector bundle
gr(E) := E1 ⊕ (E2/E1)
is the graded bundle associated to E. By definition, two semistable vector bundles
E and E′ on C are S-equivalent if gr(E) ∼= gr(E′). In particular, two stable bundles
are S-equivalent if and only if they are isomorphic.
The Picard group Pic(SUC(2)) is isomorphic to Z, and it is generated by a line
bundle L called the determinant bundle [16]. For every E ∈ SUC(2), let us define
the theta divisor
θ(E) := {L ∈ Picg−1(C) | h0(C,E ⊗ L) 6= 0}.
In the rank 2 case, θ(E) is a divisor in the linear system |2Θ| ∼= P2
g
−1 (this is
not true in general in higher rank), which leads to the definition of the theta map
θ : SUC(2) −→ |2Θ|.
If θ is a morphism, then we have that θ is finite. Indeed, since the linear system
|L| is ample, the map θ cannot contract any curve. It is known that the map θ is a
morphism if r = 2; r = 3 and g = 2 or 3; or r = 3 and C is generic [27]. The map
θ is not a morphism if r ≫ 0 [27, 13], and it is generically injective for C general
and g ≫ r [12].
Let us now fix r = 2. In particular, the map θ is a finite morphism. If C is not
hyperelliptic, θ is known to be an embedding [11, 17]. This is also the case in genus
2, where θ is actually an isomorphism onto P3 [22]. If C is hyperelliptic of genus
g ≥ 3, we have that θ factors through the involution
E 7→ i∗E
induced by the hyperelliptic involution i, embedding the quotient SUC(2)/i
∗ into
|2Θ| [14, 4].
2.2. The classifying maps. Let D be a general degree g effective divisor on C.
Let us consider isomorphism classes of extensions
(e) 0→ OC(−D)→ Ee → OC(D)→ 0.
These extensions are classified by the (3g − 2)-dimensional projective space
P3g−2D := PExt
1(OC(D),OC(−D)) = |K + 2D|
∗,
where K is the canonical divisor of C. The divisor K + 2D is very ample and
embeds C as a degree 4g − 2 curve in P3g−2D . Let us define the rational surjective
extension map
fD : P
3g−2
D 99K SUC(2)
which sends the extension class (e) to the vector bundle Ee. The composition map
ϕD := θ ◦ fD : P
3g−2
D 99K |2Θ|
has been described by Bertram in [7]. More precisely, Theorem 2 of [7] gives an
isomorphism
H0(SUC(2),L) ∼= H
0(P3g−2D , I
g−1
C (g)),(1)
where IC is the ideal sheaf of C. Consequently, we have the following characteri-
zation:
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Theorem 2.1 (Bertram [7]). The map ϕD is given by the linear system |I
g−1
C (g)|
of forms of degree g vanishing with multiplicity at least g − 1 on C.
Let us denote by Secn(C) the variety of (n+ 1)-secant n-planes on C. We have
that the singular locus of Secn+1(C) is the secant variety Secn(C) for every n. The
linear system |Ig−1C (g)| is characterized as follows:
Proposition 2.2 ([1, Lemma 2.5]). The linear system |Ig−1C (g)| and |ISecg−2(C)(g)|
on P3g−2D are the same.
Proof. We reproduce here the proof for the reader’s convenience. The elements of
both linear systems can be seen as symmetric g-linear forms on the vector space
H0(C,K + 2D)∗. Let F , G be such forms. Then, F belongs to |Ig−1C (g)| (resp. G
belongs to |ISecg−2(C)(g)|) if and only if
F (p1, . . . , pg) = 0 for all pk ∈ C such that pi = pj for some 1 ≤ i, j ≤ g
G(p, . . . , p) = 0 for any linear combination p =
g−1∑
k=1
λipi, where pi ∈ C.
One can show that these conditions are equivalent by exhibiting appropriate choices
of λi. 
2.3. The exceptional fibers of fD. Since dimSUC(2) = 3g− 3, the generic fiber
of fD has dimension one. The set of stable bundles for which dim(f
−1
D (E)) > 1
is a proper subset of SUC(2). In order to study this subset, and following [1], we
introduce the "Serre dual" divisor
B := K −D
with deg(B) = g − 2. As in the previous paragraphs, the isomorphism classes of
extensions
0→ OC(−B)→ E → OC(B)→ 0
are classified by the projective space
P3g−6B := PExt
1(OC(B),OC(−B)) = |K + 2B|
∗.
We also have the rational classifying map fB : P
3g−6
B 99K SUC(2) defined in the
same way as fD.
Proposition 2.3. Let E ∈ SUC(2) be a stable bundle. Then
dim(f−1D (E)) ≥ 2 if and only if E ∈ fB(P
3g−6
B ).
Proof. Let E be a stable bundle. Then, by Riemann-Roch and Serre duality theo-
rems, the dimension of f−1D (E) is given by
h0(C,E ⊗OC(D)) = h
0(C,E ⊗OC(B)) + 2g − 2(g − 1)
= h0(C,E ⊗OC(B)) + 1
Thus, dim(f−1D (E)) > 2 if and only if there exists a non-zero sheaf morphism
OC(−B)→ E. This is equivalent to E ∈ fB(P
3g−6
B ). 
If g > 2, the divisor |K+2B| embeds C as a degree 4g− 6 curve in P3g−6B (recall
that PExt1(OC(B),OC(−B)) = |K + 2B|∗). Again by Theorem 2.1, the map
ϕB is given by the linear system |I
g−3
C (g − 2)|. Moreover, Pareschi and Popa [25,
Theorem 4.1] proved that this linear system has projective dimension
(∑g−2
i=0
(
g
i
))
−
1 .
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Let us denote by Pc the linear span of θ(fB(P
3g−6
B )) in |2Θ|. Since the map θ is
finite, Pc has projective dimension
[∑g−2
i=0
(
g
i
)]
−1, and Proposition 2.3 also applies
to ϕD: the fibers of ϕD with dimension ≥ 2 are those over Pc.
3. The projection in |2Θ|
In this Section, we describe the projection with center Pc, seen as a linear sub-
space of |2Θ|.
Let pPc be the linear projection in |2Θ| with center Pc. Recall that dimPc =[∑g−2
i=0
(
g
i
)]
−1. We can check that the supplementary linear subspaces of Pc in |2Θ|
are of projective dimension g. Thus, the image of pPc is a g-dimensional projective
space. Let us write
SUgsC (2) := SUC(2) \ (Kum(C) ∪ ϕD(P
3g−6
B ))
where gs stands for general stable bundles. Recall that the spaceH0(C,E⊗OC(D))
has dimension 2 for E ∈ SUgsC (2). Consequently, we can pick two sections s1 and
s2 that constitute a basis for this space.
Theorem 3.1. The image of the projection pPc can be identified with the linear sys-
tem |2D| on C, in such way that the restriction of the projection pPc to θ(SU
gs
C (2))
coincides with the map
θ(SUgsC (2))→ |2D|
θ(E) 7→ Zeroes(s1 ∧ s2)
Proof. This result was proved in [1] for C non hyperelliptic, but the proof extends
harmlessly to the hyperelliptic case. The Picard variety Picg−1(C) contains a model
C˜ of C, made up by line bundles of type OC(B + p), with p ∈ C. The span of
C˜ inside |2Θ|∗ corresponds to the complete linear system |2D|∗. Moreover, the
linear span of C˜ is the annihilator of Pc. In particular, the projection pPc |θ(SUgsC (2))
determines a hyperplane in the annihilator of Pc, which is a point in |2D|. We have
that this projection is given as
pPc |θ(SUgsC (2)) : θ(SU
gs
C (2))→ |2D|
θ(E) 7→ ∆(E),
where ∆(E) is the divisor defined by
∆(E) := {p ∈ C | h0(C,E ⊗OC(B + p)) 6= 0}.(2)
Equivalently, we have that ∆(E) = θ(E) ∩ C˜. Since θ(E) = θ(i∗E), we directly
obtain from this equation that ∆(E) = ∆(i∗E). Finally, an easy Riemann-Roch
argument shows that that ∆(E) is the divisor of zeroes of s1 ∧ s2. 
Recall that the linear system |K+2D| embeds the curve C in the projective space
P3g−2D . Let N ∈ |2D| and consider the linear span 〈N〉 ⊂ P
3g−2
D . The annihilator of
〈N〉 is the vector space H0(C, 2D+K −N), which has dimension g. In particular,
the linear span 〈N〉 has dimension (3g − 2)− g = 2g − 2. Let us write
P2g−2N := 〈N〉 ⊂ P
3g−2
D .
We will study the classifying map ϕD by means of the restriction maps ϕD|P2g−2
N
when N vary in the linear system |2D|.
Notation. For simplicity, let us write ϕD,N for the restriction map ϕD|P2g−2
N
.
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Proposition 3.2. Let N in |2D| be a general divisor on C ⊂ P3g−2D . Then, the
image of
ϕD,N : P
2g−2
N 99K θ(SUC(2))
is the closure in θ(SUC(2)) of the fiber over N ∈ |2D| of the projection pPc .
Proof. Let (e) ∈ P3g−2D be an extension
(e) 0→ OC(−D)
ie−→ Ee
pie−→ OC(D)→ 0.
By [20, Proposition 1.1], we have that e ∈ P2g−2N if and only if there exists a section
α ∈ H0(C,Hom(OC(−D), E))
such that Zeroes(pie ◦ α) = N . This means that α and ie are two independent
sections of Ee ⊗OC(D) with Zeroes(α ∧ ie) = N . Consequently, θ(Ee) = ϕD,N (e)
is projected by pPc on N ∈ |2D| by Theorem 3.1. Hence, the image of ϕD,N is
contained in p−1
Pc
(N).
Conversely, by the proof of Theorem 3.1, we have that for every bundle E ∈
SUgsC (2), θ(E) is projected by pPc to a divisor ∆(E) ∈ |2D|. The argument used
above implies that the fiber ϕ−1D (θ(E)) = f
−1
D (E) of such bundle is contained in
P2g−2∆(E). Consequently, the fiber of a general divisor N ∈ |2D| by pPc is contained in
the image of ϕD,N . 
4. The restriction map
In this section, we describe the restriction map ϕD,N for a generic N ∈ |2D|.
Let us define the following secant varieties in P3g−2D :
SecN := Secg−2(C) ∩ P2g−2N
Secn(N) :=
⋃
M⊂N
#M=n+1
span{M}
Note that, since the points of N are already in P2g−2N , we have Sec
g−2(N) ⊂ SecN .
Lemma 4.1. The restriction map ϕD,N is given by the linear system |ISecN (g)|.
Proof. This is a direct consequence of Theorem 2.1 and Proposition 2.2. 
4.1. The map hN . Let hN be the rational map defined by the complete linear
system |ISecg−2(N)(g)|. In [9], the author describes this map and relates it to the
GIT and Mumford-Knudsen compactifications of the moduli space M0,2g. In the
next paragraphs we briefly recall some of these results.
Let Z be a rational normal curve in P2g−2N passing through the points of N . This
curve uniquely determines a configuration of 2g points in P1.
The following Theorem is a translation of results from [9, Theorem 4.3 and
Proposition 4.5] to our situation.
Theorem 4.2. The image of hN is canonically isomorphic to the GIT moduli space
MGIT0,2g of ordered configurations of 2g points in P
1. The map hN contracts every
rational normal curve Z passing through the 2g points N to a point z in MGIT0,2g.
This point represents an ordered configuration of the 2g points N on the rational
curve Z.
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Since the map hN is defined by a linear subsystem of |ISecN (g)|, we have that
ϕD,N factors through hN :
(3)
P2g−2N M
GIT
0,2g
|ISecN (g)|
hN
ϕD,N
Let us now study the complete base locus SecN of the restriction map ϕD,N . By
definition, the points in SecN are given by the intersections 〈Lg−1〉 ∩ P
2g−2
N , where
Lg−1 is an effective divisor of degree g − 1 and 〈Lg−1〉 is its linear span in P
3g−2
D .
If Lg−1 is contained in N , it is clear that 〈Lg−1〉 ⊂ Sec
g−2(N) ⊂ P2g−2N .
Lemma 4.3. Let Lg−1 be an effective divisor on C of degree g − 1, not contained
in N . Then,
〈Lg−1〉 ∩ P
2g−2
N 6= φ if and only if dim |Lg−1| ≥ 1.
Moreover, if the intersection is non-empty, we have that
dim(〈Lg−1〉 ∩ P
2g−2
N ) = dim |Lg−1| − 1.
Proof. First, let us suppose that Lg−1 and N have no points in common. The
vector space V := H0(C, 2D +K − Lg−1) is the annihilator of the span 〈Lg−1〉 in
P3g−2D . By the Riemann-Roch theorem, we see that V has dimension 2g, hence
dim〈Lg−1〉 = (3g − 2)− 2g = g − 2.
Let d be the dimension of the span 〈Lg−1, N〉 of the points of Lg−1 andN . Since the
dimension of P2g−2N = 〈N〉 is 2g−2, we have that d ≤ (g−2)+(2g−2)+1 = 3g−3,
where the equality holds iff 〈Lg−1〉 ∩ P
2g−2
N is empty.
In particular, this intersection is non-empty iff d ≤ 3g−4. Since dim |K+2D|∗ =
dimP3g−2D = 3g − 2, this is equivalent to the annihilator space
W := H0(C, 2D +K − Lg−1 −N) = H
0(C,K − Lg−1)
being of dimension ≥ 2. By Riemann-Roch and Serre duality, we obtain that this
condition is equivalent to dim |Lg−1| ≥ 1.
More precisely, let us suppose that 〈Lg−1〉 ∩ P
2g−2
N is non-empty and let e :=
dim(〈Lg−1〉 ∩ P
2g−2
N ). Then, we have that
d = 3g − 3− (e+ 1),
and the annihilator space W is of dimension 2 + e. Again by a Riemann-Roch
computation, we conclude that e = dim |Lg−1| − 1.
Finally, if Lg−1 and N have some points in common, we have to count them only
once in the vector space W to avoid requiring higher vanishing multiplicity to the
sections.

From this Lemma, we conclude that Secg−2(N) is a proper subset of SecN if and
only if there exists a divisor Lg−1 not contained in N with dim |Lg−1| ≥ 1. By the
Existence Theorem of Brill-Noether theory (see [2, Theorem 1.1, page 206]) this
is equivalent to g ≥ 4 in the non-hyperelliptic case. We will discuss the first low
genera cases in Section 7.
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Figure 1. The situation in genus 3. The curves Γ and C intersect
along the divisor D, of degree 6. The secant lines l cutting out the
hyperelliptic pencil define the curve Γ.
4.2. A rational normal curve. We have seen that the secant variety Secg−2(N)
is part of the base locus SecN of the map ϕD,N , and that this inclusion is strict for
g ≥ 4 in the non-hyperelliptic case.
In the hyperelliptic case, we have an additional base locus for every genus, which
appears due to the hyperelliptic nature of the curve. This locus arises as follows:
for each pair P = {p, i(p)} of involution-conjugate points in C, consider the hy-
perelliptic secant line l in P3g−2D passing through the points p and i(p). Let QP be
the intersection of the line l with P2g−2N . Let us define Γ ⊂ P
2g−2
N as the locus of
intersection points QP when we vary the pair P .
Lemma 4.4. The locus Γ ⊂ P2g−2N is a rational normal curve in P
2g−2
N . Moreover,
Γ passes through the 2g points N ⊂ C.
Proof. Let us start by showing that the intersection is non-empty for every pair
{p, i(p)}. Since dim |p+ i(p)| = dim |h| = 1, the intersection l∩P2g−2N is non-empty
by Lemma 4.3.
Let us show that this intersection is a point, i.e. that the line l is not contained
in P2g−2N . Recall that P
3g−2
D = |2D + K|
∗. If the points p and i(p) are both not
contained in the divisor N , the vector space
V := H0(C, 2D +K −N − (p+ i(p)) = H0(C, 2D +K −N − h)
is exactly the annihilator of the span 〈l,P2g−2N 〉 in P
3g−2
D . In particular, the codi-
mension of 〈l,P2g−2N 〉 in P
3g−2
D is the dimension of V . By Riemann-Roch and Serre
duality, we get that dim V = g−2, thus dim〈l,P2g−2N 〉 = 3g−2− (g−2) = 2g. This
means that the intersection l ∩ P2g−2N is a point.
For the case p ∈ N and i(p) 6∈ N , let us remark that the the annihilator of the
span 〈l,P2g−2N 〉 is now the vector space H
0(C, 2D +K −N − i(p)). Since
h0(C, 2D +K −N − i(p)) < h0(C, 2D +K −N),
we conclude that the line l is not contained in P2g−2N . The case {p, i(p)} ⊂ N is
excluded by our genericity hypotheses on N . To summarize, we deduce that the
locus Γ is a curve in P2g−2N .
10 INVOLUTIONS ON MODULI SPACES OF VECTOR BUNDLES AND GIT QUOTIENTS
Let q be a point of N . Then, q is a point of the plane P2g−2N . Consequently,
the line passing through q and i(q) intersects the plane P2g−2N at q. Thus, we have
that Γ passes through the points of N . Moreover, it is clear that N is the only
intersection of Γ and C, i.e. Γ ∩ C = N .
Let us prove now that Γ is a rational normal curve. Since Γ is defined by the
hyperelliptic pencil, it is clear that Γ is rational. Moreover, since the divisor D is
generic, the span of any subset of 2g − 1 points of D is P2g−2N . Thus, it suffices to
show that the degree of Γ ⊂ P2g−2N is precisely 2g − 2. Let us write
N = q1 + · · ·+ q2g
with q1, . . . , q2g ∈ C. By the previous paragraph, Γ passes by these 2g points. Let
us consider a hyperplane H of P2g−2N spanned by 2g−2 points of N . Without loss of
generality, we can suppose that these points are the first 2g−2 points q1, . . . , q2g−2.
To show that the degree of Γ is 2g − 2, we have to show that the intersection of Γ
with H consists exactly of the points q1, . . . , q2g−2.
The intersection l∩H is empty if and only if the linear span 〈l, H〉 of l and H in
P3g−2D is of maximal dimension 2g− 1, i.e. of codimension g− 1 in P
3g−2
D . Consider
the divisors
DH = q1 + · · ·+ q2g−2 and Dl = q + i(q) .
As before, if {p, i(p)}∩{q1, . . . , q2g−2} is empty, the vector space W = H0(C, 2D+
K − DH − Dl) is the annihilator of the span 〈l, H〉 in P
3g−2
D . In particular, the
codimension of 〈l, H〉 in P3g−2D is given by the dimension of W . Again by Riemann-
Roch and Serre duality theorems, we can check that
dimW = h0(C,−2D +DH +Dl) + g − 1.
Thus, the codimension of 〈l, H〉 in P3g−2D is greater than g − 1 if and only if
h0(C,−2D +DH +Dl) > 0. Since deg(−2D+DH +Dl) = 0, this is equivalent to
−2D+DH +Dl ∼ 0. Since N = q1 + · · ·+ q2g ∼ 2D, we have that
−2D+DH +Dl ∼ 0 ⇐⇒ p+ i(p) ∼ q2g−1 + q2g
⇐⇒ h ∼ q2g−1 + q2g
⇐⇒ i(q2g−1) = q2g.
By our genericity hypothesis on N , the last condition is not satisfied. Consequently,
we conclude that the line l intersects the hyperplane H iff {p, i(p)}∩{q1, . . . , q2g−2}
is non-empty, i.e. iff p or i(p) is one of the qk for k = 1, . . . , 2g − 2. In particular,
Γ ∩H = {q1, . . . , q2g−2}
as we wanted to show.

Hence, the curve Γ is contracted by the map hN to a point PN ∈ MGIT0,2g . The
point PN represents a hyperelliptic curve CN of genus g−1 together with an ordering
of the Weierstrass points N on the rational curve Γ.
Let us now illustrate the geometric situation by explaining in detail the first case
in low genus.
5. The case g = 3
Let C be a hyperelliptic curve of genus 3. In this setting, we have that the
map θ factors through the involution i∗, and embeds the quotient SUC(2)/〈i
∗〉 in
P7 = |2Θ| as a quadric hypersurface (see [4] and [14]). Let D be a general effective
divisor of degree 3. The projective space P7D, as defined in Section 1, parametrizes
the extension classes in Ext1(OC(D),OC(−D)). The classifying map ϕD is given
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in this case by the complete linear system |I2C(3)| of cubics vanishing on C with
multiplicity 2. According to Proposition 2.2, this linear system coincides with the
linear system |ISec1(3)| of cubics vanishing along the secant lines of C. Recall
from Section 4.2 that among these lines we have the secant lines l passing through
involution-conjugate points. These form a pencil given by the linear system |h|.
The image of the projection of θ(SUgsC (2)) from Pc = P
3 ⊂ |2Θ| is also a P3, that
is identified with |2D| by Theorem 3.1. Let N ∈ |2D| be a generic reduced divisor.
By Proposition 3.2, the closure of the fiber p−1
Pc
(N) is the image via ϕD of the P4N
spanned by the six points of N .
5.1. The restriction to P4N . The base locus of the restriction map ϕD,N = ϕD|P4N
is SecN = Sec1(C) ∩ P4N by Lemma 4.1. The secant variety Sec
1(N) ⊂ SecN is the
union of the 15 lines passing through pairs of the 6 points of N . According to
Lemma 4.3, the further base locus SecN \ Sec1(N) is given by the intersections
of P4N with the lines spanned by degree 2 divisors L2 on C not contained in N
satisfying dim |L2| ≥ 1. By Brill-Noether theory, there is only one linear system
of such divisors on a genus 3 curve, namely the hyperelliptic linear system |h|
(see, for example, [2], Chapter V). We will review these ideas in Section 7). This
linear system defines, by the intersections with P2g−2N of the lines spanned by the
hyperelliptic pencil, the curve Γ that we introduced in Section 4.2. Hence, we have
that SecN = {15 lines} ∪ Γ, and the restriction map ϕD,N factors as
P4N M
GIT
0,6 ⊂ P
4
P3
hN
ϕD,N
p
where hN is the map defined by the complete linear system |ISec1(N)(3)| of cubics
vanishing along the 15 lines defined by the points of N , and p is the projection with
center the image via hN of the further base locus Γ. According to Theorem 4.2,
the image of hN is the GIT moduli space MGIT0,6 if N is generic and reduced. It is
a classic result that this moduli space is embedded in P4 as the Segre cubic S3 (see
for instance [15]). This 3-fold arises by considering the linear system of quadrics
in P3 that pass through five points in general position, thus it is isomorphic to the
blow-up of P3 at these points, followed by the blow-down of all lines joining any
two points. The curve Γ ⊂ P4N is a rational normal curve by Lemma 4.4, hence Γ
is contracted to a point P by hN again by Theorem 4.2.
By [7] and Lemma 4.1, the linear system |OS3(1)| of hyperplanes in S3 is pulled
back by hN to |ISec1(N)(3)| on P4N . The linear system |OS3(1)− P | of hyperplanes
in S3 passing through P is pulled back to the complete linear system |ISecN (C)|
defining ϕD,N . Hence, the map p is the linear projection with center P . Since S3
is a cubic, the projection p is a 2:1 map. We will see in the next Section that this
will be also the case for higher genus.
The point P in MGIT0,6 represents a rational curve with 6 marked points. Let C
′
be the hyperelliptic genus 2 curve constructed as the 2:1 cover of this rational curve
ramified in these 6 points. According to Theorem 4.2 of [18], the Kummer variety
Kum(C′) is contained in the image of p, and it is precisely the branching locus of
pi.
Let us recall that, by definition, the map ϕD factors globally through the 2:1
map θ introduced in Section 2, and the preimages of the map θ are of the form E,
i∗E. We will see in Section 6 that the map p defined above is exactly the restriction
of the map θ to the image of P4N by fD. In particular, the ramification locus of the
map θ is birational to a fibration over |2D| ∼= P3 in Kummer varieties of dimension
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2. Moreover, these facts also hold for higher genus, except that we will have to
compose with a birational morphism (see Theorem 6.5).
5.2. The global map ϕD. In the genus 3 setting, the linear system |2D| is a P3.
By Proposition 3.2, the image of P4N by ϕD is the closure of the fiber p
−1
Pc
(N). For
each point N in |2D|, this image is P3 = |I2C(3)|
∗, which is the image of the Segre
variety MGIT0,6 under the projection with center P . Thus, the image of the global
map ϕD birational to a P3-blundle over |2D| = P3. In fact, this image is also a
quadric hypersurface in P7 [14].
6. The general case
Now let us describe the geometric situation for a hyperelliptic curve C of ar-
bitrary genus. We start by showing that the factorization of the restriction maps
ϕD,N outlined in the lasts Sections holds also in the global setting.
6.1. The global factorization. The map ϕD is not everywhere defined, since
some of the bundles sitting in the sequences classified by P3g−2D are unstable. In [7],
the author constructs the resolution ϕ˜D of the map ϕD as a sequence of blow-ups
P˜3g−2D
...
P3g−2D |2Θ|
blg−1
ϕ˜D
bl1
ϕD
along certain secant varieties C = Sec0(C) ⊂ Sec1(C) ⊂ · · · ⊂ Secg−1(C) ⊂ P3g−2D .
This chain of morphisms is defined inductively as follows: the center of the first
blow-up bl1 is the curve C = Sec
0(C). For k = 2, . . . , g− 1, the center of the blow-
up blk is the strict transform of the secant variety Sec
k−1(C) under the blow-up
blk−1.
Recall that the map ϕD is the composition of the classifying map fD and the
2:1 map θ. Thus, the map fD lifts to a map f˜D which makes the following diagram
commute:
(4)
P˜3g−2D SUC(2)
|2Θ|
f˜D
ϕ˜D
θ
When C has genus 3 we have already described a factorization of the restriction
map ϕ˜D|P2g−2
N
, that was constructed in Section 5.1. We will show in the next section
that the factorization of Section 5.1 is actually the fiberwise version of Diagram 4,
i.e. when we fix N ∈ |2D| generic and we consider the restriction ϕD,N . Recall
that the image of f˜D|P2g−2
N
inside SUC(2) is the fiber of pPc over N (see Theorem
3.1 and Proposition 3.2). This remains true for g ≥ 4, as we will see after extending
the description of Section 5.1 to higher genus.
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6.2. Osculating projections. We recall here a generalization of linear projections
that will allow us to describe the map p in higher genus. For a more complete
reference, see for example [21]. Let X ⊂ PN be an integral projective variety of
dimension n, and p ∈ X a smooth point. Let
φ : U ⊂ Cn −→ CN
(t1, . . . , tn) 7−→ φ(t1, . . . , tn)
be a local parametrization of X in a neighborhood of p = φ(0) ∈ X . For m ≥ 0,
let Omp be the affine subspace of C
N passing through p ∈ X and generated by the
vectors φI(0), where φI is a partial derivative of φ of order ≤ m.
By definition, the m-osculating space Tmp X of X at p is the projective closure
in PN of Omp . The m-osculating projection
Πmp : X ⊂ P
N
99K PNm
is the corresponding linear projection with center Tmp .
6.3. The further base locus of ϕD,N and the map piN . We define the further
base locus of ϕD,N as the set
SecN
′
:= SecN \{Γ ∪ Secg−2(N)}.
This locus is non-empty for g ≥ 4 due to the existence of effective divisors Lg−1 in
the conditions of Lemma 4.3, as we will see in Section 7.
Lemma 6.1. Let Q be a r-form in Pn vanishing at the points P1 and P2 with
multiplicity l1 and l2 respectively. Then, Q vanishes on the line passing through P1
and P2 with multiplicity at least l1 + l2 − r.
Proof. See, for example, [19, page 2]. 
Let N1 := |ISecN (g)| be the linear system that defines ϕD,N . The forms in
N1 vanish with multiplicity g − 1 along the points of C (see Lemma 2.2). By
Lemma 6.1, these forms vanish then with multiplicity (g − 1) + (g − 1)− g = g − 2
along the secant lines l cutting out the hyperelliptic pencil. Thus, these forms
vanish with multiplicity g − 2 on the curve Γ. Let us also define the linear system
N3 := |ISecg−2(N)(g)|, and consider the partial linear system N2 ⊂ N3 of forms
vanishing (with multiplicity 1) along Secg−2(N), and with multiplicity g − 2 on Γ.
By our previous observation, we have the following inclusions of linear systems:
N1 ⊂ N2 ⊂ N3.
These inclusions yield a factorization
(5)
P2g−2N M
GIT
0,2g ⊂ N3
∗ N2
∗
N1
∗
hN
ϕD,N
piN
lN
The first map hN is the one defined in Section 4.1, its image is the moduli space
MGIT0,2g . According to Theorem 4.2, this map contracts the curve Γ to a point hN (Γ).
The map piN coincides with the map p defined in Section 5.1 when g = 3.
Proposition 6.2. The map piN is the (g−3)-osculating projection Π
g−3
P with center
the point P = hN (Γ).
Proof. From the definition of the linear systems N2 and N3, the base locus of the
map piN is the point hN (Γ) . In particular, the map piN is an osculating projection of
some order with respect to this point. Since the forms inN2 vanish with multiplicity
g − 2 along Γ, the order the projection piN is g − 3. 
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6.4. The Kumar factorization. By the results of Section 4.1, the map hN con-
tracts the curve Γ to a point PN in MGIT0,2g representing an ordered configuration of
the 2g marked points N . This point in turn corresponds to a hyperelliptic genus
(g− 1) curve CN together with an ordering of the Weierstrass points. In the paper
[18], Kumar describes a generalization of the construction outlined in Section 6.3.
Let Ω be the linear system of (g − 1)-forms in P2g−3 vanishing with multiplicity
g − 2 at 2g − 1 general points e1, . . . , e2g−1 ∈ P2g−3. Kumar shows that the ratio-
nal map iΩ induced by Ω maps birationally P2g−3 onto the GIT quotient MGIT0,2g .
Furthermore, let w = iΩ(e0) be a general point in MGIT0,2g . This point represents
a hyperelliptic curve Cw of genus g − 1, together with an ordering of the Weier-
strass points. The partial linear system Λ ⊂ Ω of (g − 1)-forms vanishing with
multiplicity g − 2 at all points e0, . . . , e2g−1 ∈ P2g−3 induces a rational projection
κ :MGIT0,2g → |Λ|
∗, and Kumar shows that this map is 2:1 onto a connected compo-
nent of the moduli space SUCw(2) of rank 2 semistable vector bundles with trivial
determinant over the curve Cw. Furthermore, Kumar proves that the map κ is
ramified along the Kummer variety Kum(Cw) ⊂ SUCw(2):
P2g−3 MGIT0,2g
SUCw(2)
iΩ
iΛ
κ
Theorem 6.3. The map piN coincides with the Kumar map κ. In particular, the
map piN is 2:1.
Proof. Let S =MGIT0,2g . As in Section 5.1, the linear system |OS(1)| of hyperplanes
in S is pulled back by hN to the linear system N3 = |ISecg−2(N)(g)|. According to
Proposition 6.2, the linear system |OS(1)− (g− 2)P | of hyperplanes in S vanishing
in P with multiplicity g − 2 is pulled back to the linear system N2 defining piN ◦
hN . Recall that the map κ is also given by the linear system of hyperplanes in S
vanishing in P with multiplicity g − 2. In particular, the map κ coincides exactly
with the map piN up to birationality. 
We will show in the next Section that the map lN is actually birational, and that
the map piN coincides with the restriction of the map θ.
6.5. The global description. The resolution map ϕ˜D of ϕD factors through the
map θ as shown in Diagram 4. When restricted to P2g−2N for a divisor N , we have
also shown that the restriction map ϕD,N factors through the 2:1 map piN . Now
we link these two factorizations:
Theorem 6.4. Let N ∈ |2D| be a generic effective divisor. Then, the restriction
map θ|
fD(P2g−2N )
is the map piN modulo composition with a birational map.
Proof. Let us place ourselves on the open set SUgsC (2) ⊂ SUC(2) of general stable
bundles. One observes that the factorization ϕ˜D = θ ◦ f˜D of Diagram 4 is the Stein
factorization of the map ϕ˜D along P˜
3g−2
D . Indeed, the map θ is 2:1 as explained in
Section 1. Moreover, the preimage of a generic stable bundle E by the map fD is
the P1 arising as the projectivisation of the space of extensions of the form
e : 0→ OC(−D))→ E → OC(D)→ 0.
In particular, the fibers of f˜D over SU
gs
C (2) are connected.
The restriction of ϕ˜D to P
2g−2
N factors through the maps hN and piN (see Diagram
5), followed by the map lN . According to Theorem 4.2, the fibers of hN are rational
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normal curves, thus connected. Moreover, the map piN is 2:1 by Theorem 6.3. By
unicity of the Stein factorization, we have our result.
Comparing with the factorization ϕ˜D = θ ◦ f˜D, we see that lN cannot have
relative dimension > 0. Hence, lN is a finite map. Since the degree of the map
θ in the Stein factorization is 2, which is equal to the degree of piN , we have that
lN cannot have degree > 1. In particular, we have that the map lN is a birational
map. 
From this description and the arguments of Section 6.4 yields the following result:
Theorem 6.5. The ramification locus of the map θ is birational to a fibration over
|2D| ∼= Pg in Kummer varieties of dimension g − 1.
7. Further base locus
Recall from Section 4 that the base locus of the restriction map ϕD,N is the
intersection SecN = Secg−2(C) ∩ P2g−2N of the secant variety of (g − 2)-dimensional
secant planes of C with P2g−2N . The subvarieties Sec
g−2(N) and Γ of SecN yield
the factorization of ϕD,N through the maps hN and piN of Proposition 6.2. Let us
now describe the set of further base locus
SecN
′
= SecN \{Γ ∪ Secg−2(N)}.
This set is empty for g = 3, hence the map ϕD,N is exactly the composition of
hN and piN , as described in Section 5. In higher genus, the existence of non-empty
additional base locus SecN corresponds to the fact that, in higher genus, the map
ϕD,N is not exactly the composition of the maps hN and piN . In other words, the
map lN is non-trivial in higher genus.
This supplementary base locus is given by the intersections of (g−2)-dimensional
(g− 1)-secant planes of C in P3g−2D with P
2g−2
N out of Sec
g−2(N) and Γ. According
to Lemma 4.3, these intersections are given by effective divisors Lg−1 on C of degree
g − 1, not contained in P2g−2N , and satisfying dim |Lg−1| ≥ 1. Also by Lemma 4.3,
we obtain dim(〈Lg−1〉 ∩ P
2g−2
N ) = dim |Lg−1| − 1.
We will now give account of the situation in low genera.
Case g = 4. In this case, the divisor N is of degree 8 and the map
ϕD|N : P6N ⊂ P
10
D 99K |2Θ| = P
15
is given by the linear system |I3C(4)|. This map factors through the map piN which
coincides with the 1-osculating projection Π1P , where P = hN (Γ).
We are looking for degree 3 divisors L3 with dim |L3| ≥ 1. These satisfy all
dim |L3| = 1 and are of the form
L3 = h+ q for q ∈ C,
where h is the hyperelliptic divisor. Let p be a point of C. Then L3 = p+ i(p) + q.
Since dim |L3| = 1, the secant plane P2L3 in P
10
D spanned by p, i(p) and q intersects
P6N in a point. But this point necessarily lies in Γ, since the line passing through p
and i(p) is already contained in this plane. Hence, we do not obtain any additional
locus, and the map lN is the identity map.
Case g = 5. In this case, the divisors L4 of degree 4 are all of the form
L4 = h+ q + r for q, r ∈ C,
and satisfy dim |L4| = 1. Thus, the corresponding secant P3L4 spanned by p, i(p),
q and r intersects P8N in a point. As before, this point lies in Γ, thus we do not
obtain any additional locus.
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Case g = 6. Here we have, as in the genus 5 case, the divisors of the form
L3 = h+ q for q ∈ C,
which do not give rise to any additional base locus. But there is a new family of
divisors
L5 = 2h+ r for r ∈ C.
These divisors satisfy dim |L5| = 2. In particular, the intersection of the P4L5
spanned by p, i(p), q, i(q) and r, for p, q ∈ C with P10N is a line m in P
10
N . The line
l1 (resp. l2) spanned by p and i(p) (resp. q, i(q)) intersects Γ in a point p˜ (resp.
q˜). In particular, the line m is secant to Γ and passes through p˜ and q˜. Since every
point of Γ comes as an intersection of a secant line in C with P10N , we obtain the
following description of the base locus of ϕD,N :
Proposition 7.1. Let C be a curve of genus g = 6. Then, the base locus of the
restriction map ϕD,N is the ruled 3-fold Sec
1(Γ).
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