We apply recent results in Markov chain theory to Hastings and Metropolis algorithms with either independent or symmetric candidate distributions, and provide necessary and su cient conditions for the algorithms to converge at a geometric rate to a prescribed distribution . In the independence case (in IR k ) these indicate that geometric convergence essentially occurs if and only if the candidate density is bounded below by a multiple of ; in the symmetric case (in IR only) we show geometric convergence essentially occurs if and only if has geometric tails. We also evaluate recently developed computable bounds on the rates of convergence in this context: examples show that these theoretical bounds can be inherently extremely conservative, although when the chain is stochastically monotone the bounds may well be e ective.
Hastings and Metropolis algorithms and Markov chains s:int
The Hastings and Metropolis algorithms ( 6, 10] ) allow simulation of a probability density (x) which is only known up to a factor: that is, when only (x)= (y) is known. This is especially relevant when is the posterior distribution in a Bayesian context: see 3, 20, 19, 14, 21, 4] for a more detailed introduction. In this paper we are concerned with the rate of convergence of these algorithms for distributions on IR k , and in particular with nding conditions under which the convergence is geometrically fast. In order to describe the Hastings and Metropolis algorithms, we rst consider a candidate transition kernel Q(x; A); x 2 IR k ; A 2 B(X), satisfying Q(x; A) 0; Q(x; IR k ) = 1 which generates potential transitions for a discrete time Markov chain evolving on X = IR k equipped with the Borel -algebra B(X). We usually assume that Q(x; ) is absolutely continuous with density q(x; y) with respect to Lebesgue measure Leb , except perhaps for an atom Q(x; fxg) > 0, although this is not necessary and the results below will hold in more general contexts also. In the Hastings algorithm, introduced in 6], a \candidate transition" generated according to the law Q is then accepted with probability (x; y) given by 
Thus actual transitions of the Hastings chain, which we shall denote by = f n ; n 2 Z Z + g, take place according to a law P with transition density p(x; y) = q(x; y) (x; y); y 6 = x (e:p) ( 2) and with probability of remaining at the same point given by P(x; fxg) = Z q(x; y) 1 ? (x; y)] Leb (dy):
(e:p1) (3) With this choice of we have that satis es (A) = Z (dx)P(x; A) for all A 2 B(X):
(e:pi) ( 
4)
The Metropolis algorithm, which dates back to 10], is a special case of Hastings, utilising a symmetric candidate transition Q: that is, one for which q(x; y) = q(y; x). The questions we address here are whether the n-step transition probabilities of , de ned by P n (x; A) = P( n 2 Aj 0 = x); n 2 Z Z + ; x 2 X; A 2 B(X) converge to at a geometric rate, and if so what bounds can be placed on that rate. As has been observed often (cf 19, 21, 5] ) the Hastings algorithms (and other algorithms of the Markov chain Monte Carlo type, such as the Gibbs sampler) can often be analysed using the theory of '-irreducible Markov chains: that is, chains for which there exists a measure ' such that '(A) > 0 ) X n P n (x; A) > 0; x 2 X:
(e:varp) (5) For chains with the structure (2) and (3), it is simple to check t:lem1 Lemma 1.1 The chain is -irreducible if (y) > 0 ) q(x; y) > 0; x 2 X:
(e:irred) (6) Weaker but less simple conditions are possible (see 5, 14, 15] , amongst others).
The theory of '-irreducible chains is described in Nummelin 13] or Meyn and Tweedie 11] . As discussed there, in order to develop criteria for rates of convergence, we need the concepts of small sets and aperiodicity. It is known 11, Chapter 5] that for a '-irreducible chain, any set A with '(A) > 0 contains a small set: that is, a set C such that for some > 0 and n > 0, and some probability measure concentrated on C, P n (x; ) ( );
x 2 C:
The chain is called aperiodic if, for some one (and then every) small set with '(C) > 0 the g.c.d. of the n for which (7) holds is one.
Again, these concepts are easy to verify for Hastings chains under suitable conditions. (8) Thus C is small and since (7) holds for n = 1 the chain is automatically aperiodic. u t
The crucial observation in the Hastings context is now that, from (4), we have that the distribution is invariant for . Consequently, as discussed in 11], Chapter 13, it follows immediately that in the '-irreducible aperiodic case, for -a.e. initial condition x 2 X kP n (x; ) ? k ! 0 (e:ergo-4)
where we de ne the total variation norm of a signed measure by k k = sup A2B(X) j (A)j:
From 11] we now outline two results which will enable us to analyse convergence properties of Hastings algorithms. First we note that although the convergence in (9) is not in general uniform in the starting point of the chain, there is a useful class of chains for which such uniformity does hold: that is, for which there exists a sequence r(n) ! 0 as n ! 1 such that for all x kP n (x; ) ? k r(n):
(e:op-1a) ( (e:op-3ab) (11) (ii) The whole state space X is small: that is, for some > 0 and some m 1, and some probability measure , P m (x; A) (A);
x 2 X; A 2 B(X):
(e:ros) (12) (iii) For some small set C we have sup x2X E x C ] < 1 where C is the rst return time to C.
(iv) is uniformly ergodic.
When any of (i){(iv) hold the convergence in (10) is geometrically fast and for any x, we can bound the rate of convergence using (12) by kP n (x; ) ? k (1 ? ) n=m] :
(e:op-1bb) (13) In the next two sections we shall apply this result to the Hastings algorithm with Q chosen independently of x, and to the Metropolis algorithm in which Q is chosen to be symmetric.
Except on compact spaces, however, most chains are not uniformly ergodic: this is intuitively clear from Theorem 1.3 (iii). Even so it is possible to nd conditions under which the convergence in (9) takes place at a geometric rate even if there is dependence on the initial state 0 . The following theorem is taken from 11], Chapters 15 and 16. (e:gerd-2) (15) (iii) The chain is geometrically ergodic in the sense that there is a function V 1, nite -a.e.
(which can be taken as the V in (i)), and constants r > 1 and R < 1 such that for all n 2 Z Z + and all x such that V in (14) is nite kP n (x; ) ? k V RV (x)r ?n (e:op-1) (16) where for any signed measure the V -norm is de ned as k k V = sup jgj V j R (dy)g(y)j.
It is valuable to note explicitly that this result shows (a) When (14) holds for an everywhere nite function V , then (16) and thus also (9) hold for all rather than almost all x;
(b) The theorem covers convergence, not just of total variation norms and hence of expectations of bounded functions, but also typically of unbounded moments: it ensures that for all functions g V , we have E x g( n )] ! E g( n )] in a uniform manner, and in very many cases (see Section 5 for example) V will be such that this covers higher order moments in the usual sense.
We apply both the necessary and su cient aspects of the drift condition (14) to the Metropolis algorithm in Theorem 3.2 and Theorem 3.3, whilst the necessity of (15) is applied in Theorem 2.1 in the case of Q independent of x. In the related Gibbs sampling framework, Chan 5] has also recently exploited (14) . In later sections we also address the question of bounding the rate of convergence in a computable way in (16) using some new Markov chain methods.
Convergence of Hastings independence algorithms
We rst consider the simplest algorithm de ned by (2) . This is the independence case in which q(x; y) = q(y); x; y 2 X:
To save complications we assume (x) > 0 and q(x) > 0 for all x so that the acceptance probabilities here take the form (x; y) = minf (y)
q(x) q(y) ; 1g:
We prove, using Theorem 1.3 and Theorem 1.4 
Conversely, if ess inf fq(y)= (y)g = 0 in -measure then the algorithm is not even geometrically ergodic.
Proof Suppose that (19) holds. For xed x, either we have (x; y) = 1 in which case p(x; y) = q(y) (y); or else p(x; y) = q(y) (y)
In either case (12) holds and the result follows from Theorem 1.3.
Suppose now that (19) fails, so that (D n ) > 0 for all n where D n = fx : q(x) (x) n ?1 g: Suppose the chain is geometrically ergodic, and let C be a small set satisfying (15) . Since the chain is -irreducible by construction, for any n there is at least one x n 2 C and some m 2 Z Z + such that P xn ( m 2 D n ; C > m) > 0: Thus we have P(x; fxg) 1 ? 2=n for every x 2 D n , and so by iterating P x ( C k) (1 ? 2=n) k :
Thus the radius of convergence of
is smaller than n=(n ? 2). But now from (21) it follows that for x n we also have that E xn z C ] diverges outside n=(n ? 2). Since we can take n arbitrarily large, it follows that (15) cannot hold for any > 1. Thus we have a contradiction and the chain is not geometrically ergodic. u t
The su ciency of (19) was noted in 21], but the necessity appears to be new. The fact that without this bound the chain may tend to \stick" in regions of low density is of considerable practical importance, and is not merely a curiosity: seemingly sensible procedures give this behaviour, as the following example illustrates.
Example 1: Estimating Normal Densities Using Independent Normal Candidates
Consider the situation in which is a N(0; 1) distribution. If we do not know the true mean, but do know that the underlying distribution is Normal, then one choice for the candidate density might be an independent Normal density centred at some known xed value: so, for example, Q(x; ) might be taken as a N(1; 1) distribution for each x.
The acceptance ratios then follow from the calculation that (y)= (x)] q(x)=q(y)] = e x?y : hence R x = (x; 1) so that moves to the right are possibly rejected, but moves to the left are always accepted, due to the relative positions of the means of the candidate and target distributions. Now the condition (19) fails in this example; and we nd that the chain moves to the negative axis with positive probability, and then leaves the sets (?1; ?n] more and more slowly if it enters them, and the algorithm cannot converge geometrically quickly.
If on the other hand we know the mean but not the variance of then we might take Q(x; ) to be a N(0; 2 ) distribution for some known 2 > 1. Then we have that q(x)= (x) ?1 and we can use (20) to nd that convergence occurs at rate at least (1 ? ?1 ) n , thus quantifying the role of choosing a close to the true value. Considering the j-step densities, we thus have from (12) that we can nd some non-empty set C 0 , and 0 > 0, such that we would have m X j=1 q j (x; y) 0 for y 2 C 0 and for every x. But then by symmetry of Q and its iterates, we would have for y 2 C 0 that P m j=1 q j (y; x) 0 for every x, which is impossible since the space is not bounded.
u t
This result holds in general for asymmetric candidate distributions also. To see this intuitively consider the equivalent condition in Theorem 1.3 (iii). Note that the Hastings algorithm will move more slowly to hit a set C in the \centre" (due to moves \away") than a random walk that rejects all moves \away": it is well-known 11] that for all random walks the number of steps needed to reach the centre of the space is essentially linear in the distance from the centre, and so the number of steps needed for the Hastings algorithm to reach the centre of the space is also unbounded: and so Theorem 1.3 (iii) cannot hold for such algorithms. Although, as just shown, symmetric or Metropolis algorithms are not uniformly ergodic in general, Theorem 1.4 can provide useful criteria for geometric ergodicity under some widely used conditions. In the remainder of this section we shall consider only distributions on IR. Some of the results can be extended, although not simply, to higher dimensions, and this has been done recently in 15]
Let us de ne the class M of densities with the properties that (x) is continuous and (x) > 0 for all x 2 IR. Call such a density log-concave in the tails if there exists > 0 and some x 1 such that for all y x x 1 , log (x) ? log (y) (y ? x) ;
and similarly all y x ?x 1 log (x) ? log (y) (x ? y) :
t:loggeo Theorem 3.2 Suppose (x) 2 M is log-concave in the tails, and symmetric. Then for any Q which satis es (23) with continuous density q(x) > 0 the Metropolis algorithm is geometrically ergodic, with kP n (x; ) ? k V Rr ?n V (x) for some R < 1; r > 1 and V (x) = e sjxj for any s < , where is as in (25) and (26).
If is not symmetric then the same conclusion holds provided that the candidate density satis es also q(x) b exp(? jxj) for some nite b.
Proof The positivity and continuity conditions on and q ensure that Lemma 1.1 and Lemma 1.2 hold. Hence every compact set of positive measure is small and so it su ces to check (14) with C = ?x; x] for some x > 0. For each x de ne again the sets A x = fy : (x) (y)g; R x = fy : (x) > (y)g for the acceptance and (possible) rejection regions for the chain started from x. If 2 M, and is log concave in the tails, these sets are relatively simple. We have immediately from the construction of the algorithm that when is symmetric then there exists x 0 such that A x = fjyj jxjg for jxj > x 0 , whilst in the non-symmetric case there exists x 0 such that for x > x 0 the set (x; 1) R x and the set (?x; x) A x ; and similarly for x < ?x 0 the set (?1; x) R x and the set (x; ?x) A x . Let us choose a suitably large x x 0 _ x 1 , where x 1 is the point at which log-concavity begins; the other properties of x become apparent below. We rst consider the case of symmetric . We will apply Theorem 1.3 (ii) using the test function V (x) = e sjxj for any s < . The last two terms in (29) total less than 2 R 1 x q(x) Leb (dx), and so for large x can be made arbitrarily small. Thus by symmetry we will have drift towards C = (?x ; x ) as in (14) (dz) and since the integrand on the right is positive and increasing as z increases, we nd that for suitably large x , x in (29) is strictly less than one as required. For 0 x x , the right hand side of (27) For negative x the same calculations are valid by symmetry, and so (14) holds and the result is proved. In the case of non-symmetric , the proof is similar. We need now however to control the term (for u t This theorem shows that a criterion for geometric ergodicity in Re is that the target distribution have exponentially decreasing tails. In higher dimensions this also seems plausible, and in 15] we show that if indeed decreases exponentially as one moves away from the origin, then the Metropolis algorithm is geometrically ergodic, provided also that has smooth contours in an explicit way. Without the extra contour condition, the chain can fail to be geometrically ergodic. We now show in IR, geometric convergence essentially only occurs if the tails of decrease exponentially. 
and let^ x denote the rst hitting times on (?1; x) of the one-sided random walk. Then we have P y ( x m) P y (^ x m) (e:uni1)
by a stochastic monotonicity argument since, starting from y > x, the Metropolis chain is always (in distribution) stochastically larger than the one-sided random walk.
The one-sided random walk with law (32) has mean increment =2. By a standard random walk argument we have that for large y E y ^ x ] 2 (y ? x):
The stochastic ordering (33) implies that E y x ] E y ^ x ], and so it follows from (31) that for all large y and some > 0 that V (y) exp( 2" + (y ? x)): A symmetric argument for the left tail shows that for large values of ?y we also have V (y) exp( 2" + (?y + x)):
Finally we use the fact that, since V satis es the drift condition (14) 
The next theorem gives the explicit form for these bounds which we can use when conditions permit. 
and also that the atom is strongly aperiodic: that is, for some P( ; ) > : 
here the three bounds (1) 
The result using (1) the results using (2) or (3) follow from (42) of 12], and require that we know at least a lower bound on p(2), and for (3) that we also know ( ). This will sometimes be the case but in general we have only the coarse bound in (40) available.
The stochastic monotonicity result holds also for non-monotone V with the same rate n , but the constant is slightly messier. This version is from Theorem 2.3 of 18]: the main thrust of the result is proved as Theorem 3.1 of 7]. The value of as a bound on the rate of convergence is in many cases best possible, as is also shown in 7].
There have recently been a number of other results found for rates of convergence of Markov chains. Rosenthal 16] uses an elegant coupling method to give bounds on the total variation norm, although they do not cover convergence of unbounded functions of the chain. Baxendale 2] has set of bounds, used methods related to those in 12]. Neither of these seem to be uniformly better than those we will apply here 8]. Amit 1] considers quite di erent approaches in an L 2 , as do Schervish and Carlin 17], but these appear rather more specialised in implementation. We illustrate Theorem 4.1 with an application to a distribution concentrated on the non-negative integers Z Z + . This gives some idea of the di erence in e ectiveness of the two bounds given by (43) and (39).
Example 2: Estimating a geometric distribution using a symmetric candidate
Suppose that is the geometric distribution given by 
To use Theorem 4.1 (ii) we need to minimise and this occurs at = 1= p p, which gives a value of min = p p + (1 ? p)=2. From Theorem 4.1 (ii), min gives a best value (for this choice of geometric functions V ) of the bound on the rate of convergence.
At zero we then get the value of b in (36) given by b = (1 ? p p)=2 and we can also use (39) to get upper bounds on the rate of convergence, ignoring the stochastic monotonicity structure, since we know = p(0; 0) in this case; we also know that (0) = 1 ? p and p(2) = p=4, so that we can use the version of the bounds with #(2) and #(3) using (41) One can also look at this e ect by de ning N " ( ) to be the number of steps needed to bring the total variation distance below a given speci ed ": that is, by setting N"( ) = ": This is tabulated below for the three bounds and for values of " = 0:01 and " = 0:001. The techniques illustrated by this example extend to more general monotone decreasing , since the stochastic monotonicity will continue to hold provided that also (i+1)= (i) is non-increasing.
Thus the e ective rate of convergence results using Theorem 4.1 (ii) can be applied to a reasonable class of target distributions, and for these realistic and usable bounds can be found. 
then for any 2 (#; 1), and all x 2 X kP n (x; ) ? k V V (x)(1 + C ) ? # n ; n 2 Z Z + :
(e:rhos-c)
The value C could be improved with more knowledge of the model in a similar manner to the improvement through using (2) or (3) in place of (1) We will apply (14) for the small set C = (?x ; x ) for some x > 0 to be chosen. The terms b c ; c ; ; b; ; M C then follow as in (48), (49) The symmetric model just considered is based on a zero-mean random walk candidate. We conclude by considering a modi ed or adaptive chain which moves relatively quickly to the centre of the space; this is similar to a model analysed by Schervish and Carlin 17] , which was shown to converge at rate 1/2, and we might hope to nd a faster theoretical rate of convergence here.
Again take as N(0; 1), and now let us choose the candidate density by Q(x; ) = N(x=2; 1). It is straightforward to calculate that the acceptance region A x is again jyj jxj, and that the acceptance probabilities for transitions outside this region are given by (x; y) = e (x 2 ?y 2 )=8 :
We now consider the same steps for calculating M C , and use the two test functions V 1 (y) = 1 + sjyj V 2 (y) = exp(sy 2 ) in order to see whether a steeper or slower choice of V gives a tighter bound. Using V 1 , a best value of M C = 2:4 10 6 was obtained at x = 1:55; C = 0:98. As expected, this was improved using V 2 , for which the minimum value of M C was 7: Clearly at the moment the bounds developed in the last two sections are not useful for practical purposes, except in the stochastically monotone case. It is possible to construct variants of standard algorithms that are stochastically monote in some specialised cases, but these are rather arti cial 9]. The bounds found in Section 5 are also unfortunately relatively close to the best that can be expected using this method of bounding, as can be seen by consideration of the role of C and in the expressions concerned: more details are in 9].
By carrying out the computations above we are able to indicate the type of function V which provides an indicator of the \moments" that will converge in the sense of (16) . In the case of Example 2 we had an obvious choice of V and of , but this is not always the case when using (39): it is perhaps counterintuitive that one chooses a value of C so close to unity in the rst part of Example 3, but this ensures a very low value of b C and the interplay between the values of b and in (39) give the \best" values above. These computations indicate the approach to using the bounds: all methods we know of require similar computation. It is hard to assess how accurate bounds of this nature may be. We saw in Example 3 that they are likely to be inaccurate by several orders of magnitude, and numerical work in 9] shows that the convergence of speci c moments may well be much faster. Nonetheless, they do have the virtue that they are \honest" bounds. If we can improve the theoretical methods in ways that use the structure of individual models a little more, as was done in constructing the rather more accurate constants #(2) and #(3) in Theorem 4.1, then we can expect to give some insight into the amount of iteration that really is needed to achieve convergence in the Hastings-Metropolis algorithm.
