Algorithm configurators are automated methods to optimise the parameters of an algorithm for a class of problems. We evaluate the performance of a simple random local search configurator (Param-RLS) for tuning the neighbourhood size k of the RLS k algorithm. We measure performance as the expected number of configuration evaluations required to identify the optimal value for the parameter. We analyse the impact of the cutoff time κ (the time spent evaluating a configuration for a problem instance) on the expected number of configuration evaluations required to find the optimal parameter value, where we compare configurations using either best found fitness values (ParamRLS-F) or optimisation times (ParamRLS-T). We consider tuning RLS k for a variant of the R function class (R *), where the performance of each parameter value does not change during the run, and for the O M function class, where longer runs favour smaller k. We rigorously prove that ParamRLS-F efficiently tunes RLS k for R * for any κ while ParamRLS-T requires at least a quadratic one. For O M ParamRLS-F identifies k = 1 as optimal with linear κ while ParamRLS-T requires a κ of at least Ω(n log n). For smaller κ ParamRLS-F identifies that k > 1 performs better while ParamRLS-T returns k chosen uniformly at random.
INTRODUCTION
General purpose heuristics, such as evolutionary algorithms, have the advantage that they can generate high quality solutions to optimisation problems without requiring much knowledge about the problem at hand. All that is required to apply a general purpose heuristic is a suitable representation for candidate solutions and a measure (the fitness function) that allows us to compare the quality Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. GECCO '19, July [13] [14] [15] [16] [17] 2019 , Prague, Czech Republic © 2019 Association for Computing Machinery. ACM ISBN 978-x-xxxx-xxxx-x/YY/MM. . . $15.00 https://doi.org/10.1145/nnnnnnn.nnnnnnn of different solutions against each other. However, it is well understood that different design choices and different settings of their numerous parameters (e.g., mutation rate, crossover rate, selective pressure and population size for generational genetic algorithms (GAs)) may considerably affect their performance and in turn the quality of the identified solutions. In particular, the capability of heuristics to identify high quality solutions in a short time depends crucially on the use of suitable parameter settings [19] .
Traditionally the design and parameter tuning of the algorithm for the problem at hand has mainly been done manually. Typically, the developer chooses some algorithmic designs and values for the associated parameters and executes them on instances of the problem. Refinements to the previous choices are then made according to how well each algorithm/parameter configuration has performed.
However, such a procedure (or a similar one) is a time-consuming and error-prone process. From a scientific research point of view, it is also biased by personal experience hence difficult to reproduce. Consequently it has become increasingly common to use automated and principled methodologies for algorithm development. In the literature, researchers have typically referred to the automated optimisation of algorithm performance as automated parameter tuning and automated algorithm configuration [47] . Recently more ambitious methodologies have emerged such as automated construction of heuristic algorithms [22, 29] automated algorithm generation [25] and hyper-heuristics [8] .
Although automating the algorithmic design has gained significant momentum in recent years, the idea has been around for over thirty years. In 1986 Grefenstette used a GA to optimise the parameters of another GA [24] . Since then several other heuristic methodologies have been employed to optimise algorithmic parameters including hill-climbing [23] , beam search [39] , Iterated local search (ParamILS) [25] , gender-based GAs [2] and more traditional GAs (EVOCA) [44] . Recently more sophisticated methodologies have appeared based on racing [38] approaches for comparing several configurations in parallel and integrating statistical testing methods [7] . These include the popular irace configurator [37] . Also surrogate models have been introduced to predict the computational cost of testing specific configurations in order to avoid poor choices. Popular examples of surrogate-based configurators are sequential parameter optimisation (SPOT) [5, 6] and the sequential model-based algorithm configuration (SMAC) [26] .
While varying in several algorithmic details, all algorithm configurators generally aim to evolve better and better parameter values by evaluating the performance of candidate configurations on a training set of instances and using some perturbation mechanism (e.g., iterated local search in ParamILS or updating the sampling distributions in irace) to generate new ones based on the better performing ones in the previous generation. The overall aim is that the ultimately identified parameter values perform well (generalise) on unseen instances of the tackled problem. Many of the mentioned algorithm configurators have gained widespread usage since they have often identified better parameter values compared to carefully chosen default configurations [5, 6, 25, 26, 37] .
Despite their popularity, there is a lack of theoretical understanding of such configurators. For instance, it is unclear how good the identified parameters are compared to optimal ones for a given target algorithm and optimisation problem. In particular, if optimal parameter values may be identified by a given configurator, no indications are available regarding how large the total tuning budget should be for the task. Similarly, it is unclear how long should each configuration be run for (i.e., cutoff time) when evaluating its performance on a training set instance.
In this paper, we take a first step towards establishing a theoretical grounding of algorithm configurators. Similarly to the time complexity analysis of other fields [3] we begin by analysing simplified algorithms and problems with the aim of building up a set of mathematical techniques for future analyses of more sophisticated systems and to shed light on for which classes of problems more sophistication is required for good performance.
We consider a simple hillclimbing tuner, which we call Param-RLS because it is a simplified version of the popular ParamILS tuner. The tuner simply mutates the value of one of its parameters chosen uniformly at random to create an offspring configuration which will be accepted if it performs at least as well as its parent on the training set. Regarding configuration performance evaluations, we consider two versions of ParamRLS. One, called ParamRLS-T, compares the average runtimes required by the different configurations to identify the optimal solution of the target instances. If the instance is not solved by a configuration, then the cutoff time is returned multiplied by a penalty factor called penalisation constant. The other version instead compares the number of times that solutions of better fitness are identified within the cutoff time by the different configurations and breaks ties by preferring the configuration that took less time to identify them. We call this version ParamRLS-F. We analyse time-based comparisons because they are typically used in ParamILS, and we compare them with the latter strategy.
While the tuner is very simple, the mathematical methods developed for its analysis are quite sophisticated and can be built upon for the analysis of more complicated algorithm configurators since the performance comparison of (at least) two parameter configurations is at the heart of virtually any parameter tuner. To the best of our knowledge, this is the first time that a rigorous time complexity analysis of algorithm configurators has been performed. The only related theoretical work regards the performance analysis of (online) parameter control of randomised search heuristics during the function optimisation phase [1, 12, 16, 30, [34] [35] [36] 43] .
We will analyse the number of iterations required by ParamRLS to identify optimal parameter values with overwhelming probability (w. o. p.) 1 for the randomised local search (RLS k ) algorithm, where k, the only parameter, is the local search neighbourhood size (i.e., k bits are flipped without replacement in each iteration). Our aim is to characterise the impact of the cutoff time on the performance of the tuner. We will perform the analysis for two wellknown black-box benchmark function classes: a modified version of R (called R *) and O M 2 [18] . Since for both black box function classes, a given parameter configuration will have the same performance for all instances, these classes allow us to avoid the problems of deciding how many instances should be used in the training set (i.e., one instance suffices) and of evaluating the generalisation capabilities of the evolved parameters (i.e., the performance will be the same for all instances). Hence, we can concentrate on the impact of the cutoff time in isolation.
The two function classes have also considerably different characteristics. For R *, each parameter value has the same improvement probability independent of the position of the candidate solution in the search space. For O M , however, it is better to flip fewer bits the closer the candidate solution is to the optimum. This implies that for R * the optimal parameter value is the same independent of how long the algorithm is run for i.e., k = 1 will have better performance even for very small cutoff times as long as a sufficient number of comparisons between different configurations are performed. For O M , short runs of RLS k with larger values of k finds better solutions, whereas for longer runs smaller values of k perform better.
Our analysis shows that ParamRLS-F can efficiently identify that k = 1 is the optimal parameter value for R * independent of the cutoff time as long as the performance for each parameter configuration is evaluated a sufficient number of times. For O M , instead, ParamRLS-F identifies that k = 1 is the optimal parameter for any cutoff time greater than 4n. If the cutoff time is considerably smaller, then ParamRLS-F will identify that the optimal value is k > 1. On the other hand, ParamRLS-T returns a parameter value chosen uniformly at random for any function containing up to an exponential number of optima if the cutoff time is smaller than (n ln n)/2. We show that for R * the cutoff time for ParamRLS-F has to be at least quadratic in the problem size. This paper is split into three main sections. In Section 2, we provide a formal description of the algorithm configuration problem and of the algorithms and optimisation function classes considered in this paper. In Section 3 we present our analysis of ParamRLS for RLS k and R * . In Section 4 we analyse ParamRLS for RLS k and O M . Some proofs are omitted due to space restrictions.
PRELIMINARIES 2.1 The Algorithm Configuration Problem
Informally, given an algorithm A, its set of parameters θ A = {P 1 , . . . , P N P } and an optimisation problem P, the algorithm configuration problem is that of identifying the set of parameter values θ * for which A achieves best performance on P. We call the algorithm solving the configuration problem the configurator and the algorithm to be tuned (A) the target algorithm 3 .
More formally, we use Θ to denote the parameter configuration space of A (i.e., the search space of all feasible parameter configurations) and we denote a specific configuration by θ ∈ Θ. The performance of different configurations for the problem P is evaluated on a training set of instances Π which should be representative of the problem. Finally, let cost be a measure of the performance of running A(θ) over the training set Π. Then the algorithm configuration problem is that of finding
The cost function estimates the performance of algorithm A on a training set of problem instances Π. To do so the following decisions need to be made:
• Which instances (and how many) should be used in the training set Π; • Cutoff time κ: the amount of time that the algorithm A is run on each instance π i ∈ Π; • Runs r : the number of times the evaluation (of duration κ)
should be repeated for each instance π i ∈ Π; • Metric: the quantity that is measured to evaluate how well A(θ) performs on each π i ∈ Π; • How to aggregate the measure of performance over all instances. Since for the two instance classes considered in this paper (see Section 2.4) one random instance suffices for perfect generalisation 4 , we do not need to worry about the choice of the training set nor how to aggregate performances over it. We will consider two different metrics:
(1) The time required for A(θ) to find the optimal solution of an instance π i . If the optimum is not found before the cutoff time κ, then p · κ is taken as the time to reach the optimum, where p is a penalty constant. This metric is commonly used in ParamILS [25] . ; (2) The fitness of the best solution found within the cutoff time. Let T be the number of tested configurations before the optimal configuration θ * is identified. We call this the number of evaluated configurations, or the number of evaluations. Then the total tuning time will be B = T · |Π| · κ · r .
Our aim in this paper is to estimate, for each metric, how the cutoff time κ and the number of runs r impact the number of evaluated configurations T and the total tuning time B for a simple configurator called ParamRLS.
The Configurator: ParamRLS
We design our simple configurator following the framework laid out for ParamILS [25] :
(1) Initialise the configurator with some initial configuration θ; (2) mutate θ by modifying a single parameter and accept the new configuration θ ′ if it results in improved performance; (3) repeat Step 2 until no single parameter change yields an improvement. Essentially we follow the above scheme where we initialise the configurator choosing a configuration uniformly at random from 4 Perfect generalisation means that the algorithm configuration will work equally well on problem instances that are not in the training set.
Algorithm 1 ParamRLS (A, Θ, Π, κ, r ) 1: θ ←initial parameter value chosen uniformly at random 2: while termination condition not satisfied do 3: θ ′ ← mutate(θ) 4: θ ← eval(A, θ, θ ′ , κ, r ) 5: return θ Θ and we change the acceptance criterion to accept a new configuration if it performs at least as well as its parent. Note that we occasionally refer to the current value of θ in Algorithm 1 as the active parameter. Concerning Step 2, ParamILS applies an Iterated Local Search procedure.
We instead consider the following two more simple random local search operators and, thus, call the algorithm ParamRLS:
• ±1: the chosen parameter value is increased or decreased by 1 uniformly at random; • ±{1, 2}: the chosen parameter value is increased or decreased by 1 or by 2 uniformly at random.
The first operator has previously been analysed for the optimisation of functions defined over search spaces with larger alphabets than those that can be represented using bitstrings [11] . The second one slightly enlarges the neighbourhood size. For both operators we use the interval-metric such that any mutation that oversteps a boundary is considered infeasible. The resulting configurator is described in Algorithm 1. The termination condition may be either a predetermined number of iterations without a change in configuration (i.e., the solution is likely a local or global optimum) or a fixed number of iterations. In this paper we calculate the number of iterations until the configurator identifies the optimal configuration and will not leave it with overwhelming probability, hence we also provide bounds on the termination criterion. If the configurator uses the fitness-based metric for performance evaluation described in the previous section, then we will call the algorithm ParamRLS-F while if it uses the time-based metric, then we will refer to it as ParamRLS-T. The two evaluation procedures are described respectively in Algorithm 2 and in Algorithm 3. In Algorithm 3, we denote the capped optimisation time for A(θ) on π i with cutoff time κ and penalty constant p as CappedOptTime(A(θ, π i ), κ, p).
The Target Algorithm: RLS k
In this paper we will evaluate the ParamRLS configurator for tuning the RLS k algorithm which has only one parameter k. RLS k differs from conventional RLS in that the latter flips exactly one bit per iteration whereas RLS k flips exactly k bits per iteration, selected without replacement. Our aim is to identify the time required by our simple tuner to identify the best value for the parameter k. We provide the pseudocode for RLS k in Algorithm 4. We define the permitted values for k as the range 1, . . . , ϕ.
The Function Classes R * and O M
We will analyse the performance of ParamRLS for tuning RLS k for two optimisation problems with considerably different characteristics. One where the performance of each parameter configuration does not change throughout the search space and another where Fitness ← A(θ, π i ) fitness after κ iterations;
7:
Fitness ′ ← A(θ ′ , π i ) fitness after κ iterations; 8: Impro ementTime ←time of last impr of A(θ, π i )
9:
Impro ementTime ′ ←time of last impr of A(θ ′ , π i ) 
and A(θ ′ , π i )} 2: R ← 0 3: while R < r do 4:
else return a uniform choice of θ or θ ′ Algorithm 4 RLS k for the maximisation of a function f 1: initialise x {according to initialisation scheme} 2: while termination criterion not met do 3: x ′ ← x with k distinct bits flipped
according to the cutoff times different configurations will perform better.
For the first problem we consider a modified version of the standard R benchmark problem [18] . The conventional R function consists of a gradient of increasing fitness with the increase of the number of 0-bits in the bitstring that leads towards the 0 n bit string (i.e., Z M ). From there a path of n points, consisting of consecutive 1-bits followed only by 0-bits, may be found that leads to the global optimum (i.e. the 1 n bit string). To achieve the sought behaviour and at the same time simplify the analysis, we remove the Z M part by assuming that the algorithm is initialised in the 0 n bit string. This technique was used by Jansen and Zarges in order to simplify their early fixed budget analyses [27] . As a result any bit string not in the form 1 i 0 n−i will be rejected. We call our modified function R *:
Since we are using RLS k to optimise R *, it will not always be possible to reach the optimum (i.e. 1 n ). The optimal value of R * which we are able to reach when using RLS k is in fact ⌊ n k ⌋. In this work, we will consider reaching this value as having optimised the function.
The black box optimisation version of R * consists of 2 n functions. For each a ∈ {0, 1} n the fitness of a solution x for the corresponding function can be calculated using the following XOR transformation: R * a (x) := R * (x 1 ⊕ a 1 . . . x n ⊕ a n ) [17] . For convenience of analysis we will use the R * 0 n function displayed above where the path starts in the 0 n bit string and terminates in the 1 n bit string. The best parameter value for RLS k for a random instance will naturally be optimal also for any other instance of the black box class.
The second optimisation problem we will consider is the wellstudied O M benchmark function. Its black box class consists of 2 n functions each of which has a different bit string as global optimum and the fitness of each other bit string decreases with the Hamming distance to the optimum. We tune the parameter for only one instance since the identified optimal parameter will naturally also be the best parameter for any of the other 2 n instances. In particular, we will use the instance: O M (x) = n i =1 x i .
A General Result for ParamRLS-T
In this section we show that for ParamRLS-T the cutoff time has to be at least superlinear in the instance size or it will not work. We can show that, for any κ ≤ (n ln n)/2 and any function with up to an exponential number of optima, ParamRLS-T with overwhelming probability will return a parameter value chosen uniformly at random, for any polynomial number of evaluations and runs per evaluation. In Section 3 we will show that κ has to be at least quadratic for ParamRLS-T to identify the optimal configuration of RLS k for R *.
T 2.1. For RLS k on any function with up to exp( √ n/log 2 n) optima, ParamRLS-T with cutoff time κ ≤ (n ln n)/2, local search operator ±1 or ±{1, 2}, and any polynomial number of evaluations T and runs per evaluation r , will return a value for k chosen uniformly at random, with overwhelming probability.
P
. Note that RLS k belongs to the class of unary unbiased black-box algorithms as defined in [32] . Then [31, Theorem 20] (applied with δ := 1/2) tells us that all RLS k algorithms require at least (n ln n)/2 iterations to reach the optimum, with probability 1− exp(−Ω( √ n/log n)). By the union bound, the probability that none of the T ·r total runs of RLS k reaches the optimum within (n ln n)/2 iterations is at least 1 − T · r · exp(−Ω( √ n/log n)), which is again overwhelming for any polynomial choices of T and r . This implies that the tuner has no information to guide the search process, and therefore accepts the new value of k with probability 0.5. It is easy to show that the tuner returns a value for k uniformly at random.
PARAMRLS FOR RLS k AND RIDGE*
In this section we will prove that ParamRLS-F identifies the optimal parameter k = 1 for RLS k and R * for any cutoff time. If the cutoff time is large enough i.e., κ = ω(n), then even just one run per configuration evaluation suffices. For smaller cutoff times, ParamRLS-F requires more runs per configuration evaluation to identify that RLS 1 is better than any other RLS k for k > 1. We will show this for the extreme case κ = 1 for which n 3/2 runs per evaluation suffice for ParamRLS-F to identify the correct parameter w.o.p. On the other hand, ParamRLS-T will return a random configuration for any κ < n 2 /2. The range of parameter values goes up to ϕ = √ n; larger values of k degrade to random search.
Analysis of RLS k on R *
In this section we analyse how the performance of RLS k for R * changes with the parameter k.
During a single iteration, it is only possible to increase the fitness of an individual by exactly k since we must flip exactly the first k zeroes in the bit string (any other combination of flips will mean that the string is no longer in the form 1 i 0 n−i and will be rejected). We call an iteration in which we flip exactly the first k zeroes in the bit string a leap. There are n k possible ways in which we can flip k bits and exactly one of these combinations flips the first k zeroes. Therefore the probability of making a leap at any time T is 1/ n k . By the waiting time argument, we wait n k iterations in expectation to make a single leap. Since we need to make ⌊ n k ⌋ leaps in order to reach the optimum, we wait ⌊ n k ⌋ n k iterations in expectation until we reach the optimum. The optimisation time is also highly concentrated around the expectation, with deviations by (say) a factor of 2 having an exponentially small probability. The following lemma follows directly from Chernoff bounds. We can now consider the relative performance of RLS a and RLS b on R *, for some a < b. We first derive a general bound which can be applied to any two random processes with probabilities of improving which stay the same throughout the process. We derive a lower bound on the probability that the process with the higher probability of improving is ahead at some time t. We apply this to RLS a and RLS b on R *. L 3.4. Let A and B be two random processes which both take values from the non-negative real numbers, and both start with value 0. At each time step, A increases by some real number α ≥ 0 with probability p a , and otherwise stays put. At each time step, B increases by some real number β ≥ 0 with probability p b , and otherwise stays put. Let 
Using the above in (1) and Pr(Bin(t, q)
(using the Binomial Theorem)
Applying this lemma allows us to derive a lower bound on the probability that RLS a wins against RLS b (a < b) with a cutoff time of κ. Additional arguments for small κ/ n a show that the probability that RLS a wins is always at least 1/2.
, in an evaluation with a single run on R * with cutoff time κ, RLS a wins against RLS b with probability at least
P RLS F Performance Analysis
Using the above lemmas, we now consider the cutoff time required before ParamRLS returns k = 1 in expectation.
The following theorem shows that one run per configuration evaluation suffices for large enough cutoff times. Note that it is not sufficient for the active parameter merely to be set to the value 1, since it is still possible for it to then change again to a different value. We therefore require that the active parameter remains at 1 for the remainder of the tuning time. We calculate this probability in the same theorem.
P
. By Lemma 3.5, the probability that RLS a beats RLS b in an evaluation with any cutoff time is at least 1/2. We can therefore model the tuning process as the value of the active parameter performing a lazy random walk over the states 1, . . . , ϕ. We pessimistically assume that the active parameter decreases and increases by 1 with respective probabilities 1/4 and that it stays the same with probability 1/2.
Using standard random walk arguments [20, 21] , the expected first hitting time of state 1 is at most 2ϕ 2 . By Markov's inequality, the probability that state 1 has not been reached in 4ϕ 2 steps is at most 1/2. Hence the probability that state 1 is not reached during ⌊T /4ϕ 2 ⌋ periods each consisting of 4ϕ 2 steps is 2 − ⌊T /4ϕ 2 ⌋ = 2 −Ω(T /ϕ 2 ) .
Once state 1 is reached, we remain in state 1 unless there is a run where RLS 2 beats RLS 1 . By Lemma 3.5, this event happens in a specific evaluation with probability at most 2 −Ω(κ/n) + 2 −Ω(n) . By a union bound over at most T evaluations, the probability that this ever happens is at most T · (2 −Ω(κ/n) + 2 −Ω(n) ).
We now show that even for extremely small cutoff times i.e., κ = 1, the algorithm can identify the correct configuration as long as sufficient number of runs are executed per configuration evaluation. T 3.7. Consider ParamRLS-F for RLS k on R * with T evaluations, each consisting of n 3/2 runs with cutoff time κ = 1. Assume we are using the local search operator ±1. In expectation the tuner requires at most 2ϕ 2 evaluations in order to set the active parameter to k = 1. If the tuner is run for T ≥ 4ϕ 2 evaluations then it returns the value k = 1 with probability at least
P . Define X r as the number of runs out of r runs, each with cutoff time κ = 1, in which RLS 1 makes progress. Define Y r as the corresponding variable for RLS 2 . Let T = n 3/2 . By Chernoff bounds, we can show that P(X r > √ n/2) ≥ 1 − exp(−Ω( √ n)). We can also show that, again by Chernoff bounds, P(Y r < √ n/2) ≥ 1 − exp(−Ω( √ n)). Therefore, with overwhelming probability, RLS 1 has made progress in more of these n 3/2 runs than RLS 2 . That is, with overwhelming probability, RLS 1 wins the evaluation.
It is easy to show that, for a < b, RLS a beats RLS b with probability at least 1/2. This means that we can make the same pessimistic assumption about the progress of the value of the active parameter as we do in the proof of Theorem 3.6. The remainder of the proof is identical.
P RLS T Performance Analysis
We conclude the section by showing that, unless the cutoff time is large, ParamRLS-T returns a value of k chosen uniformly at random for RLS k on R *. T 3.8. Consider ParamRLS-T for RLS k on R * with ϕ ≤ √ n, local search operator ±1 or ±{1, 2}, cutoff time κ ≤ n 2 /2, andT evaluations consisting each of r runs. With overwhelming probability, for any polynomial choices of T and r , the tuner will return a value for k chosen uniformly at random.
P
. For all k ≤ √ n, we have κ ≤ n k ⌊n/k⌋/2. By Lemma 3.3 with probability at least 1 − exp(−Ω(n)), no RLS k with k ≤ √ n will have reached the optimum of R * within κ iterations. Thus, with probability at least 1 − r · T · (exp(−Ω(n))), no configuration reached the optimum of R * in any of the r runs in any of the T evaluations. In this case, we can simply use the random walk argument as used in the proof of Theorem 3.6, but in this case the value of the active parameter will not settle on k = 1, meaning that ParamRLS-T will return a value for k chosen uniformly at random.
If instead the cutoff time is large enough (i.e. κ = Ω(n 2 )), then ParamRLS-T will identify the optimal parameter value of k = 1 if sufficiently many evaluations are performed.
PARAMRLS FOR RLS k AND ONEMAX
In this section we analyse the performance of ParamRLS when configuring RLS k for O M . If RLS k is only allowed to run for few fitness function evaluations, then the algorithm with larger parameter values for k performs better than with smaller ones. On the other hand, if more fitness evaluations are allowed, then RLS 1 will be the fastest at identifying the optimum. Our aim is to show that ParamRLS-F can identify whether k = 1 is the optimal parameter choice or whether a larger value for k performs better according to whether the cutoff time is small or large. Hence, to prove our point it suffices to consider the configurator with the following parameter vector: k ∈ [1, 2, 3, 4, 5] which also simplifies the analysis. We will prove that ParamRLS-F identifies that k = 1 is optimal for any κ ≥ 4n even for single runs per configuration evaluation. This time is shorter than the expected time required by any configuration to optimise O M (i.e., Θ(n ln n)). If, instead, the cutoff time is smaller than 0.03n, then ParamRLS-F will identify that k > 1 is a better choice, as desired.
The following lemma gives bounds on the expected progress towards the optimum in one step. 
In particular, for s ≥ k,
It is well known that RLS 1 has the lowest expected optimisation time on O M for all RLS k . It runs in expected time n ln n ± O(n), which is best possible for all unary unbiased black-box algorithms [13, 14] up to terms of ±O(n). It is also known [13, 14] that, regardless of the fitness of the individual, flipping 2c bits never gives higher expected drift than flipping 2c + 1 bits (for any positive integer c). For this reason, we use the local search operator ±{1, 2}.
k = 1 is Optimal for Large Cutoff Times
For large cutoff times, ParamRLS-F is able to identify the optimal parameter value k = 1. The analysis is surprisingly challenging as most existing methods in the runtime analysis of evolutionary algorithms are geared towards first hitting times. Results on the expected fitness after a given cutoff time (fixed-budget results) are rare [15, 27, 28, 33, 40] and do not cover RLS k for k > 1.
The following lemma establishes intervals [ℓ i , u i ] such that the current distance to the optimum is contained in these intervals with overwhelming probability. 
Then, with overwhelming probability at the end of period i for 0 ≤ i ≤ 80, the current distance to the optimum is in the interval
P . We prove the statement by induction. At time 0, the current distance to the optimum is in [n/2 − n 3/4 , n/2 + n 3/4 ] with overwhelming probability by Chernoff bounds. Now assume that at the end of period i−1, the current distance is in [ℓ i −1 , u i −1 ]. In order to determine the next lower bound ℓ i on the distance, we temporarily assume that at the end of period i − 1, we are precisely at distance ℓ i −1 . This assumption is pessimistic here since starting period i closer to the optimum can only decrease the distance to the optimum at the end of period i.
During period i, since the current distance can only decrease and the expected progress is non-decreasing in the distance, the expected progress in each step is at most ∆ k (ℓ i −1 ). By the method of bounded martingale differences [46, Theorem 3 .67], the total progress in n/20 steps is thus at most n/20
Hence we obtain ℓ i = ℓ i −1 − n 20 ∆ k (ℓ i −1 ) −o(n) as a lower bound on the distance at the end of period i, with overwhelming probability.
While the distance in period i is at least ℓ i , the expected progress in every step is at least ∆ k (ℓ i ). Again using the method of bounded differences, by the same calculations as above, the progress is at least n/20 · ∆ k (ℓ i ) − o(n) with overwhelming probability. This es- We conclude that for every κ ≥ 4n, smaller parameters win with overwhelming probability. = Ω(n) for all considered algorithm pairs. We then show that, as long as D a,b t ≤ n 1/4 , the distance has a tendency to increase. We then apply the negative drift theorem [41, 42] in the version for self-loops [45] to show that with overwhelming probability D a,b t does not drop to 0 until RLS a has found an optimum (s t, a < a). Details are omitted due to space restrictions.
We are now able to derive the expected number of evaluations required for the tuner to return k = 1 for RLS k on O M with a large enough cutoff time(for these results to hold, we assume that we use a local search operator of ±{1, 2}). T 4.5. For ParamRLS-F tuning RLS k for O M , with cutoff time κ ≥ 4n, ϕ = 5, local search operator ±{1, 2}, T evaluations and r runs per evaluation, with T and r both polynomial, then in expectation we require at most 8 evaluations before the active parameter is set to k = 1 for the first time. If T = Ω(n ε ) for some constant ε > 0 then the tuner returns the parameter k = 1 w. o. p.
P
. We use a similar technique to that used in the proof of Theorem 3.6. In this case, however, we split the state space of the value of the active parameter into just three states: (1), (2, 3) , and (4, 5). We know from Theorem 4.4 that RLS 3 beats RLS 4 and RLS 5 with overwhelming probability in a run with cutoff time κ ≥ 4n. Let us assume that this always happens. Then the transition probability from state (4, 5) to state (2, 3) is at least 1/4, since this is the probability that we evaluate RLS 5 against RLS 3 or RLS 4 against RLS 3 . In all other cases, depending on whether RLS 4 beats RLS 2 , we either move to state (2, 3) or stay in state (4, 5) . By a similar argument, the transition probability from state (2, 3) to state (1) is at least 1/4, and with probability at most 3/4 we remain in state  (2, 3) . Therefore, in the worst case (where the initial choice for the parameter k puts us in state (4, 5)), we require, in expectation, at most 8 evaluations before we hit state (1).
A Chernoff bound for geometric random variables [10, Theorem 1.14] tells us that the probability that we require more than T evaluations to hit state (1) when starting from state (4, 5) is at most exp(−(T − 8) 2 /(16T )) = exp(−Ω(T )). If T = Ω(n ε ) for some constant ε > 0 then w. o. p. T evaluations are sufficient. Recall that we still need the probability that we remain in state (1) after hitting it for the first time. In the worst case, this means that we require that RLS 1 beats RLS 2 or RLS 3 for all T ·r runs within the tuning process. Recall that w. o. p. RLS 1 beats RLS 2 and w. o. p. RLS 1 beats RLS 3 . By Theorem 4.4 and the definition of overwhelming probabilities, the probability that we remain in state (1) after hitting it for the first time is therefore at least 1 − T · r · exp(−Ω(n ε ′ )) for some constant ε ′ > 0.
k > 1 is Optimal for Small Cutoff Times
We now show that if the cutoff time is small, then ParamRLS-F identifies that k = 1 is not optimal anymore as desired. L 4.6. For cutoff time κ ≤ 0.03n the probability that RLS 1 beats RLS 3 is at most 4e −Ω(κ 2 /n) + e −Ω(κ) . The same holds for the probability that RLS 2 beats RLS 3 . 5
P
. Let s t, 1 be the distance to the optimum in RLS 1 and s t, 3 be the distance to the optimum in RLS 3 at time t. Let ε > 0 be a constant chosen later, then by Chernoff bounds,
We assume in the following that this is the case. Then RLS 3 wins if in κ steps RLS 3 's progress exceeds that of RLS 1 by at least εκ.
Define D t := (s t +1, 3 − s t, 3 ) − (s t +1, 1 − s t, 1 ) to be the difference in the progress values made by the two algorithms. Along with the drift bounds from Lemma 4.1,
Note that the leading constant in κ is chosen as 0.03
. This implies that for t ≤ 0.03n we always have s t, 1 ≤ n/2 + εκ ≤ n/2 + εn and s t, 3 ≥ n/2 − εκ − 0.09n. We bound the latter using εκ ≤ εn and 0.09n = 3γn − 3(γ − 0.03)n ≤ 3γn − 2εn if we choose ε small enough, we have s t, 3 ≥ n/2 − εn − (1/2 − 1/ √ 6)n + 2εn = n/ √ 6 + εn. Using these inequalities,
5 Note that the result is only meaningful for κ = Ω( √ n) as otherwise we get a trivial probability bound of 4e
. By the method of bounded differences [46, Theorem 3.67] , this is at most exp(−Ω(κ 2 )/Θ(κ)) = exp(−Ω(κ)). T 4.7. When tuning RLS k for O M , the probability that ParamRLS-F with cutoff time κ ≤ 0.03n, local search operator ±1 or ±{1, 2} and ϕ = 5 returns the value k = 1, for any number of evaluations T , is at most T · (4e −Ω(κ 2 /n) + e −Ω(κ) ).
. In order for ParamRLS-F to return a value of k = 1, it is necessary for RLS 1 to beat either RLS 2 or RLS 3 in at least one evaluation. In the best case scenario, each evaluation in the tuning process will be either RLS 2 or RLS 3 against RLS 1 , since this maximises the number of opportunities in which RLS 1 has to win one of these evaluations. Using the upper bounds on the probabilities of RLS 1 beating RLS 2 and RLS 3 (see Lemma 4.6), the union bound tells us that the probability that RLS 1 wins any one of these T evaluations is at most T · (4e −Ω(κ 2 /n) + e −Ω(κ) ).
CONCLUSIONS
We have shown that the cutoff time only slightly impacts the performance of ParamRLS-F. ParamRLS-F can identify that k = 1 is the optimal parameter value for both optimisation problems for large enough cutoff times. Surprisingly, for such cutoff times, a single run per configuration evaluation is sufficient to achieve the desired results. While we do not expect this to be the case for harder optimisation problems, it is promising that for the simple unimodal problems considered herein multiple configuration evaluations are not necessary. Furthermore the required cutoff times of κ = ω(n) and κ = 4n, respectively for R * and O M , are considerably smaller than the expected time for any parameter configuration to optimise either problem (i.e., Ω(n 2 ) and Ω(n log n) respectively for the best configuration (k = 1)). On the other hand, if the cutoff times are small ParamRLS-F identifies that for R * the optimal parameter value is still k = 1 as long as sufficient runs are performed to evaluate the performance of parameter configurations. We prove this effect for the extreme value κ = 1 for which n 3/2 runs suffice to always identify the better configuration w.o.p. Note that n 3/2 runs lasting one generation each are still considerably smaller than the time required for any configuration to identify the optimum of R *. Concerning O M , instead, for cutoff times smaller than κ = 0.03n we proved that ParamRLS-F identifies that k = 1 is not the best parameter, as desired (i.e., RLS 3 will produce better solutions than RLS 1 if the time budget is small).
The impact of the cutoff time on ParamRLS-T, instead, is very big. The configurator cannot optimise the single parameter of RLS k applied to any function, even functions with up to exponentially many optima, if the cutoff time is smaller than κ = (n ln n)/2 independent of the number of runs per configuration evaluation. For small cutoff times, even if the tuner happens to set the active parameter to the optimal value, it will not be identified as optimal, making it unlikely that it stays there for the remainder of the tuning process. For the unimodal R * function at least a quadratic cutoff time is required.
A PROOFS OMITTED FROM THE MAIN PART
This appendix contains proofs omitted from the main part due to space constraints.
A.1 Proof of Lemma 3.5
P
. Using the notation from Lemma 3.4, we have p a = 1/ n a
Lemma 3.4 tells us that RLS a is ahead of RLS b with probability at least
The above argument ignores that progress stops once a global optimum is reached. If RLS a reaches a global optimum and RLS b does not, RLS a still wins. We use the union bound to include a term reflecting the possibility that RLS b finds the global optimum. By Lemma 3.3, if κ ≤ n b ⌊n/b⌋/2, the probability that RLS b does find the optimum is at most exp(−⌊n/b⌋/6). This proves the claimed bound for κ ≤ n b ⌊n/b⌋/2. For larger κ we argue that by Lemma 3.3, the probability that RLS a finishes within the first 1), respectively. So the probability that they both occur is at least
for large enough n. Hence, in all cases where at least one algorithm makes progress, RLS a is more likely to win than RLS b . In all other cases there is a tie and the probability that RLS a is declared winner is 1/2. This proves a lower bound of 1/2 for the probability that RLS a wins.
A.2 Full proof of Lemma 3.7 P . Define X r as the number of runs out of r runs, each with cutoff time κ = 1, in which RLS 1 makes progress. Define Y r as the corresponding variable for RLS 2 . Let T = n 3/2 . By Chernoff bounds, we can show that P(X r > √ n/2) ≥ 1 − exp(−Ω( √ n)). We can also show that, again by Chernoff bounds, P(
Let B denote the event that RLS b beats RLS a in a run with cutoff time κ = 1. Since RLS b making progress is a necessary condition for event B to take place, we have Pr(B) ≤ 1/ n b . For large enough n, we have that
which implies that P(A) ≥ P(B). This means that, for any 1 ≤ x ≤ r the probability that RLS a wins x runs in an evaluation is at least the probability that RLS b wins x runs. Observing that if an evaluation does not end in a draw then the winner must have won more runs than its competitor, we see that, since, P(A) ≥ P(B), the winner must be RLS a with probability at least 1/2. This means that we can make the same pessimistic assumption as we do in the proof of Theorem 3.6. The remainder of the proof is identical.
A.3 Proof of Lemma 4.1 P . We first compute the probability of flipping a certain number of bits in a bit string using RLS k . If the bit string currently has Hamming distance s to the optimum, then the probability that a k-bit mutation flips exactly i bits that disagree with the optimum and k − i bits that agree with the optimum is
This corresponds to a hypergeometric distribution with parameters s and n. If a k-bit mutation flips i disagreeing bits and k − i agreeing bits, the distance to the optimum decreases by i − (k −i) = 2i −k. This is only accepted if 2i − k ≥ 0, and progress is only made if 2i − k > 0 or, equivalently, i > ⌊k/2⌋. The claim then follows from (2) and the definition of the expectation.
By [14, Lemma 27] we have ∆ 2 (s) = 2∆ 3 (s)/3 and ∆ 4 (s) = 4∆ 5 (s)/5, hence we only need to show the claims for ∆ 1 (s), ∆ 3 (s), and ∆ 5 (s). The formula ∆ 1 (s) = s/n follows immediately. For ∆ 3 (s) we have
A.4 Proof of Lemma 4.3
In order to prove Lemma 4.3, we first show the following result. 
The inequalities ℓ i, 2 ≥ ℓ i, 3 and ℓ i, 4 ≥ ℓ i, 5 follow from the fact that for even k, ∆ k (s) ≤ ∆ k+1 (s) for all distances s [9, Lemma 27] .
The other results essentially follow from Lemma 4.2 along with the drift bounds from Lemma 4.1. The equality for u i, 1 follows immediately from ∆ 1 (ℓ i −1, 1 ) = ℓ i −1, 1 /n. The lower bound for ℓ i, 3
and, likewise, the lower bound
Along with a factor of n/20, the term −O(1/n) leads to an error term of −O(1) that is absorbed in the −o(n) term. P L 4.3. We first argue that it is safe to focus on the leading constants in the recurrences given in Lemma A.1, that is, that the terms of o(n) can essentially be neglected. Since the drift ∆ k (s) is non-decreasing in s, we have ∆ k (s −o(n)) ≤ ∆ k (s) and thus any negative small order terms in the terms ℓ i, 1 /20, 3ℓ i, 3 /(20n), and 10ℓ i, 5 /(20n) can be ignored. Every application of a recurrence formula from Lemma A.1 subtracts another term of −o(n). But since we only consider a constant number of applications, the total error term is still −o(n).
For the upper bounds, it is also not hard to show that ∆ k (s + o(n)) ≤ ∆ k (s)+o(1) for k ∈ {1, 3, 5}, which introduces an additional +o(n) term in each application of a recurrence. By the previous arguments, the total error in a constant number of applications sums up to +o(n).
This implies that, modulo small order terms, the distance to the optimum in any period can be bounded by considering the leading constants c ℓ,i,k in ℓ i,k and c u,i,k in u i,k , when taking the inequalities as equalities. Then c ℓ, 0,k = c u, 0,k = 1/2 for all k and We solved these recurrences numerically by implementing the above formulas in Java. The resulting leading constants were (see Table 1 for the complete output; we also show c ℓ, 80, 1 and c u, 80, 5 defined similarly, though we do not need them): Noticing that these intervals are non-overlapping, with gaps of order Ω(1), implies the claim for the stated comparisons of bounds for RLS 1 , RLS 3 , and RLS 5 , even when taking into account error terms of o(n). The results for RLS 2 and RLS 4 follow immediately from these results along with Lemma A.1.
The additional statement about the distance being at most 0.17n follows since all c u, 80,k values are less than 0.17 − Ω(1).
A.5 Negative Drift Application in the Proof of Theorem 4.4
In the following we give details omitted from the proof of Theorem 4.4.
P .
For cutoff times larger than 4n, it is possible for the algorithms that lag behind to catch up after time 4n. To this end, we define the distance between two algorithms RLS a , RLS b with a < b as D a,b t := s t,b − s t, a , where s t, a and s t,b refer to the respective distances to the optimum at time t. Initially we have D a,b t = Ω(n) for all considered algorithm pairs. We will apply the negative drift theorem [41, 42] in the version for self-loops [45] to show that with overwhelming probability D a,b t does not drop to 0 until RLS a has found an optimum (s t, a < a).
Consider the situation where D a,b t has decreased to a value at most n 1/4 . We then argue that (s t, a ) ).
For RLS 1 and RLS 3 the above expectation is at least (using Lemma 4.1 and s t, 1 ≤ 0.17n) = Ω (∆ 3 (s t, 3 )) The statement also follows for even b as ∆ b (s) < ∆ b +1 (s).
We also have ∆ k (s)/k ≤ Pr(s t +1,k < s t,k ) ≤ ∆ k (s) for all k, s. (s t, a ) ). Together, this implies that the first condition of the negative drift theorem with self-loops [45] is satisfied with respect to D a,b t and the interval [0, n 1/4 ]. The second condition is trivial as the jump length is bounded by b = O(1). Applying said theorem yields that probability of RLS b catching up to RLS a before RLS a finds an optimum in 2 Ω(n 1/4 ) generations is e −Ω(n 1/4 ) . By Markov's inequality, the probability that RLS a has not found an optimum within this time is e −Ω(n 1/4 ) as well. Summing up all failure probabilities proves the claim.
A. 6 Comparison of RLS 2 and RLS 3 in Lemma 4.6 P L 4.6 RLS 2 RLS 3 . Let s t, 2 be the distance to the optimum in RLS 2 and s t, 3 be the distance to the optimum in RLS 3 at time t. Let ε > 0 be a constant chosen later, then by Chernoff bounds,
