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Abstract
In this work an introduction to Libstatmech is presented and applications especially to
astrophysics are discussed. Libstatmech is a C toolkit for computing the statistical mechanics of
fermions and bosons, written on top of libxml and gsl(GNU Scientific Library). Calculations of
Thomas-Fermi Screening model and Bose-Einstein Condensate based on libstatmech demonstrate
the expected results. For astrophysics application, a simple Type Ia Supernovae model is established
to run the network calculation with weak reactions, in which libstatmech contributes to compute the
electron chemical potential and allows the weak reverse rates to be calculated from detailed balance.
Starting with pure 12C and T9 = 1.8, we find that at high initial density (ρ ∼ 9× 109g/cm3) there
are relatively large abundances of neutron-rich iron-group isotopes (e.g. 66Ni, 50Ti, 48Ca) produced
during the explosion, and Ye can drop to ∼ 0.4, which indicates that the rare, high density Type Ia
supernovae may help to explain the 48Ca and 50Ti effect in FUN CAIs.
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Chapter 1
Introduction
The most neutron-rich stable iron-group isotopes (namely, 48Ca, 50Ti, 54Cr, 58Fe, and
62,64Ni) present an important challenge for nucleosynthesis theory, Galactic chemical evolution stud-
ies, and for our understanding of the birth of the Solar System. With the exception of 48Ca, they
are significantly produced by slow neutron capture in massive stars (the weak s-process) (e.g., [13]).
Such processing occurs primarily in the large helium-burning convective core that follows core hy-
drogen burning. As the star converts 4He into 12C and 16O, abundant 14N left over from hydrogen
burning is converted to 22Ne by the reaction sequence 14N +α→18F + γ, 18F→18O + e+ + νe, and
18O+α→22 Ne+γ. The 22Ne thus produced then serves as a neutron source: 22Ne+α→25 Mg+n.
Pre-existing nuclei (from previous generations of stars whose ashes were incorporated into the star
under consideration) then capture these neutrons to make heavier elements. Such s-processing
also occurs in helium burning environments in low-mass stars during their asymptotic-giant branch
phases, but chemical evolution studies show that massive stars dominate the s-process contribution
to the iron group (e.g., [13]).
The short beta-decay half of 45Ca (162.2 days) and even shorter half of 47Ca (4.536 days)
prevent 48Ca from being produced in the same environment. The site of 48Ca synthesis is suspected
to be a subset of thermonuclear supernovae (type Ia supernovae) that achieve high enough densities
to have significant electron capture during the explosion (e.g., [10, 14]). Because the matter in
these explosions has low entropy per nucleon (typically less than 0.1 kB , where kB is Boltzmann’s
constant, per nucleon), the nuclear abundances are characterized by an overabundance of heavy
nuclei relative to nuclear statistical equilibrium. This permits production of abundant 48Ca when
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nuclear statistical equilibrium would require even larger production of 66Ni, an isotope with nearly
the same degree of neutron richness [6].
The type Ia supernovae that make 48Ca also make 50Ti, 54Cr, and the other neutron-rich
iron-group isotopes. The yields depend in large measure on the degree of neutron-richness achieved
during the explosion. This, in turn, depends on the weak interaction rates on the nuclei. The
interesting challenge for nucleosynthesis theory, then, is to understand the complex dynamics of
the nuclear abundances as they shift due to both weak interactions and changing temperature and
density.
Because the neutron-rich iron-group isotopes are made in at least two different sites, they
also present a challenge to Galactic chemical evolution studies. Massive stars live and die quickly on
astronomical timescales. For example, a star 25 times as massive as the Sun may be born, live, and
die in a core-collapse supernova event over a time span of only 7 million years (e.g., [13]). A type
Ia supernova is thought to be the explosion of a white dwarf star that has accreted enough mass to
trigger a thermonuclear runaway that disrupts the entire star. The white dwarf formed from a lower
mass star (less than roughly eight times the mass of the Sun) and then had to accrete matter from
a companion star. The timescale for this to happen is hundreds of millions of years. The build up
of abundance of an isotope like 50Ti in the Galaxy is coming from two different sources operating
on two different timescales while the build up of the 48Ca abundance is apparently happening only
on the longer timescale. The interesting challenge for Galactic chemical evolution is, then, to follow
the relative build up of these isotopes over time, especially 48Ca compared to its sister neutron-rich
iron-group species.
These differing formation scenarios and different production timescales for the neutron-rich
isotopes may have significant implications for the very early history of the Solar System. Calcium-
aluminum-rich inclusions (CAIs), are refractory mineral inclusions found in primitive meteorites.
They appear to be the first solid condensates (that is, the oldest “rocks”) in the Solar System (e.g.,
[1, 3]). A small subset of CAIs are known as FUN (Fractionated and Unknown Nuclear effects)
CAIs. FUN CAIs (and smaller grain hibonites) show roughly correlated anomalies in 48Ca and 50Ti
[9, 11]. The anomalies are roughly correlated in the sense that CAIs or hibonites that show excesses
(relative to average Solar composition) of 48Ca tend also to show excesses of 50Ti while those that
show deficits of 48Ca also show deficits of 50Ti. A possible explanation for this is that the precursor
dust of the Solar System had a heterogeneous (but correlated) distribution of theses isotopes. As
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this precursor dust gathered to form the FUN CAIs, some sampled an excess of the dust with large
quantities of the neutron-rich iron-group isotopes while others sampled a deficit of that dust. The
challenge for Solar System studies is to characterize the precursor dust and mixing in the early Solar
nebula to understand the origin of the FUN CAIs.
These elements may all be related. The rareness of the type Ia supernova events may lead
to a heterogeneous distribution of the neutron-rich iron-group isotopes in the dust in the Galaxy.
Processing of that dust in the interstellar medium will tend to homogenize the isotopes as supernova
shocks sputter atoms from the dust which then reaccrete onto other dust grains. If that homogeniza-
tion process is not too efficient, however, the precursor dust in the Solar System might indeed have
been quite isotopically heterogeneous so that the anomalies in the FUN CAIs could be understood.
Unraveling the details of the history of the neutron-rich iron-group isotopes is clearly a large
problem that will require years, if not decades, of work. In this thesis I contribute to this grand
problem by focusing on the issue of production of these isotopes in type Ia supernovae. In particular,
I developed some tools to study the nucleosynthesis in low-entropy explosive environments in which
electron capture is changing the degree of neutron richness.
To carry out this project, I had to first develop a set of tools to compute the statistical
mechanics of fermions. The result was libstatmech, which I describe in §2. With libstatmech, Prof.
Bradley Meyer (my advisor) and I were able to develop libnuceq, a library for computing a variety
of nuclear statistical equilibria. With libnuceq, I could then compute weak nuclear interaction rates
from detailed balance. This was important because it allowed me to evolve nuclear reaction networks
into weak nuclear statistical equilibrium, as described in §3. Finally, I applied the network code to a
simple (zero dimensional) model of a type Ia supernova and followed the nucleosynthesis in §4. My
hope is that the tools and insights I have developed can be applied to studies of nucleosynthesis in
more detailed models of type Ia supernova, for example, those computed at the FLASH Center [7].
3
Chapter 2
libstatmech
2.1 Introduction to Libstatmech
Libstatmech is a library of C codes for computing the statistical mechanics of fermion and
boson gases. It is written on top of libxml (GNOME C xml toolkit) and gsl (GNU Scientific Library).
It was released Aug 2009 at http://www.webnucleo.org/home/modules/libstatmech. The
authors are Tianhong Yu and Bradley S. Meyer.
With libstatmech users can create fermions and bosons and calculate their thermodynamic
quantities numerically with either default integrands (fully relativistic, non-interacting particles) or
user-supplied ones or with user-defined functions (estimate Coulomb interaction with thermal motion
somewhere, like star). Users can also define their own thermodynamic quantities as functions or
integrands. A well-documented API allows users to incorporate libstatmech into their own codes,
and examples in the libstatmech distribution demonstrate the API.
Here is a simple example to show how libstatmech works. Given electron’s rest mass,
its multiplicity (2 for electron), and its charge, the pressure of an electron gas can be calculated
with input electron number density and temperature. The calculation takes both relativistic and
degenerate situation into account.
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2.2 Default Integrands
This section presents the default integrands used in libstatmech. They are for non-interacting,
fully relativistic fermions and bosons (see A). The key parameters are m, the particle rest mass, g,
the particle multiplicity, T , the Temperature, h¯, Planck’s constant divided by 2pi, c, the speed of
light in vacuum, and k, Boltzmann’s constant. We use GSL defined values of these constants (see
the GSL documentation) in all cases. We choose the cgs system of units. The other parameters are
α and γ. These are defined as follows:
α =
µ−mc2
kT
≡ µ
′
kT
, (2.1)
where µ is the full chemical potential and µ′ is the chemical potential less the particle’s rest mass
energy, and
γ =
mc2
kT
. (2.2)
2.2.1 Fermions
In deriving our integrands, we considered fermions and anti-fermions and assumed them to
be in annihilation equilibrium with the photon field. Thus, for example, we assumed the reaction
e+ + e− ⇀↽ γ+ γ, where the γ represents a photon. Because the photon has zero chemical potential,
the equilibrium implies
µe+ = −µe− . (2.3)
We may then write in terms of chemical potentials less the rest mass:
µ′e+ = −µ′e− − 2mc2, (2.4)
where m is the electron rest mass. On division by kT , this then becomes
αe+ = −αe− − 2γ. (2.5)
The resulting integrands are the following (refer to Jason Brown’s thesis [2]):
Number Density:
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ne+e− =
(mc2)3g
2pi2(h¯c)3γ3
∫ ∞
0
(x+ γ)
√
x2 + 2γx
[
1
1 + exp(x− α) −
1
1 + exp(x+ 2γ + α)
]
dx (2.6)
Pressure:
Pe+e− =
(mc2)4g
2pi2(h¯c)3γ4
∫ ∞
0
(x+ γ)
√
x2 + 2γx {ln(1 + exp[α− x]) + ln(1 + exp[−x− 2γ − α])} dx
(2.7)
Energy Density:
e+e− =
(mc2)4g
2pi2(h¯c)3γ4
∫ ∞
0
(x+ γ)2
√
x2 + 2γx
[
1
1 + exp(x− α) +
1
1 + exp(x+ 2γ + α)
]
dx (2.8)
Entropy Density:
se+e− =
k(mc2)3g
2pi2(h¯c)3γ3
∫ ∞
0
(x+ γ)
√
x2 + 2γx (2.9)
[
x− α
1 + exp(x− α) + ln[1 + exp(α− x)] + ln[1 + exp(−x− 2γ − α)] +
x+ 2γ + α
1 + exp(x+ 2γ + α)
]
dx
(2.10)
In the equations above, ne+e− denotes the net electron number density (ne−−ne+). Because
we will get electron number density from ρNAYe, where ρ is the mass density of materials, NA is
the Avogadro constant and Ye is electron numbers per nucleon in the system of interest, which will
be calculated by net positive charge in the system as we will see later.
All other quantities with subscript e+e− indicate the sum of contribution from electrons
and positrons.
2.2.2 Bosons
In the absence of evidence for a conserved boson number, we neglected the anti-bosons. The
resulting integrands are the following (derived in B):
Number Density:
n =
(kT )3g
2pi2(h¯c)3
∫ ∞
0
(x+ γ)
√
x2 + 2γx
exp(x− α)− 1 dx (2.11)
Pressure:
P = − (kT )
4g
2pi2(h¯c)3
∫ ∞
0
(x+ γ)
√
x2 + 2γxln[1− exp(α− x)] dx (2.12)
Energy Density:
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 =
(kT )4g
2pi2(h¯c)3
∫ ∞
0
(x+ γ)2
√
x2 + 2γx
exp(x− α)− 1 dx (2.13)
Entropy Density:
s = − (kT )
3g
2pi2(h¯c)3
∫ ∞
0
(x+ γ)
√
x2 + 2γx
{
ln[1− exp(α− x)] + α− x
exp(x− α)− 1
}
dx (2.14)
As we will see later, we will do a root finding to get chemical potential with input number
density and temperature. And then use the calculated chemical potential to get all other quantities.
The functions in libstatmech to calculate a quantity are described in C.
2.3 Numerical Calculation of the Integrals
The integration variable for quantity integrands is, in effect, the magnitude of the particle
momentum converted to energy in units of kT ; thus, the full range of integration is from zero to
∞. Users may reset the integral lower limit with the updateIntegralLowerLimit API routines. The
integrals are computed with Gnu Scientific Library (GSL) routines. It is efficient, when the µ′/kT >
0, to integrate from the lower limit to µ′/kT and then from µ′/kT to∞. The former integral is done
with the GSL routine gsl integration qags while the latter is done with gsl integration qagiu.
When µ′/kT ≤ 0, the full integration is done with gsl integration qagiu.
Numerical integration of a quantity continues until the approximation to the integral satisfies
the absolute tolerance abs and relative tolerance rel. By default these are both 10−8 but the user
may update them with the updateQuantityIntegralAccuracy() API routines. The default values
provide an excellent compromise between accuracy and speed, and most users should probably
not need to change them. Users who need the routines to be fast (up to ∼ 3 times faster than
the default calculations) and who can sacrifice some accuracy may wish to increase the tolerance
numbers (tolerances of 10−2 lead to results that are still typically accurate up to about four decimal
places).
2.4 Inversion of the Number Density Integral
It is often the case that one knows the temperature and number density for a gas of fermions
or bosons and seeks the chemical potential. To do this, one must invert the number density integral;
that is, given T and n, the temperature and number density, one must find the µ′/kT such that
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the integral of the number density agrees with n. libstatmech does this by finding the root of the
function
f = n0 − n(T, µ′/kT,X), (2.15)
where n0 is the given number density, n is the result of the integration [or, more generally, the
function plus integral that gives the number density as computed from computeQuantity()], and X
represents other parameters to the number density. The root is µ′/kT . To find this root, libstatmech
uses the Brent solver in GSL. Iteration proceeds until the root achieves a relative tolerance of 10−12.
This tolerance is set by the parameter D EPS ROOT in Libstatmech.h. Our experience is that the
chosen value works well.
2.5 Temperature Derivatives of Thermodynamic Quantities
Users may compute temperature derivatives of thermodynamic quantities with the com-
puteTemperatureDerivatives() API routines. The temperature derivatives are computed with the
GSL routine gsl deriv central. The step size for the differentiation is a fraction 0.001 of the temper-
ature at which the derivative is desired. This fraction may be changed by setting D STEP FRACTION
in Libstatmech.h to a different value.
2.6 Example: Screening
This example demonstrates how to add a user-defined potential to the integrand.
The Thomas-Fermi model is a quantum mechanical theory for the electronic structure of
many-body systems. For simplicity, we will just apply a Yukawa potential to the electrons in an
atom to describe the screening effect.
The Yukawa potential is a function of radius away from a charge:
φ(r) =
Ze
r
e−r/r0 (2.16)
where Z is the atomic number, e is the proton charge, r0 is a parameter to describe how the potential
drops with radius. Because the potential contributes to the energy of an electron, the number density
integral for electrons in the presence of the charge becomes a function of the radius (compare to
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eq(2.6)):
n(r) =
(mc2)3g
2pi2(h¯c)3γ3
∫ ∞
0
(x+ γ)
√
x2 + 2γx
[
1
1 + exp(x− µ′/kT − eφ(r)/kT )
]
dx (2.17)
Here the minus sign in the potential energy means that the interaction with positive charged nucleus
lowers the electron’s energy level.
To find the chemical potential, we consider that the nuclei are separated by a distance 2R
and thus associate a sphere of radius R with each nucleus. Because of charge neutrality, we then
have the constraint ∫ R
0
n(r)e dr = Z. (2.18)
We root find on this equation to get the chemical potential (µ′/kT in the integral).
We use e2 = αh¯c in the example, where α is the fine-structure constant, h¯ is Planck’s
constant divided by 2pi, and c is the speed of light in vacuum. We use the GNU Scientific Library
values for these constants (in cgs units).
Figure 2.1 shows how the electron number density drops with radius under the Yukawa
potential. Electrons tend to stay where the potential energy is lower. The curves with different
r0 shows that the electrons penetrate deeper with smaller r0 (the percentage of electrons near the
nucleus is higher).
2.7 Example: Bose-Einstein Condensate
This example describes an libstatmech application to boson systems.
2.7.1 Bose-Einstein Condensate
At low temperature or high number density, a boson gas tends to collapse into the lowest
quantum state (ground state), which is a Bose-Einstein condensate. To calculate thermodynamic
quantities in this situation, we need to add the ground state function to the integral and set the
integral lower limit to the first excited state energy. These examples demonstrate how to add an
user-supplied thermodynamic function and how to set a new integral lower limit.
For our system, we consider ideal bosons in a box with sides of equal length L and volume
V = L3. The single-particle states for the bosons are plane waves with momentum ~p = 2pih¯~n/L,
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Figure 2.1: Number densities vs radius. For atomic number = 1 and atomic radius = 2 (Bohr
radius), the electron densities get larger at smaller radius.
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where ~n is a vector whose components nx, ny, and nz are 0 or ±integers. The ground state thus has
momentum zero, and we consider the energy to be that less the rest mass energy. We may derive
the thermodynamic quantities from the grand canonical potential (see, for example, [12])
Ω = kBT
∑
r
ln
(
1− eβ(µ′−′r)
)
, (2.19)
where kB is Boltzmann’s constant, T is the temperature, β = 1/kBT , µ′ is the chemical potential
less the rest mass, ′r is the energy of the single-particle state r less the rest mass, and the sum runs
over all single-particle states r. Since we assume uniform density over volume V , the number density
is given by
n = − 1
V
∂Ω
∂µ′
. (2.20)
By considering all single-particle states r such that r = 0, we thus find the ground-state number
density:
n0 =
g
V
1
exp(−α)− 1 (2.21)
where g is the boson particle’s multiplicity and α = µ′/kT , which is always negative. The entropy
density is given by
s = − 1
V
∂Ω
∂T
; (2.22)
hence, the ground-state entropy density is
s0 = −kB g
V
[
ln (1− eα) + α
e−α − 1
]
. (2.23)
Finally, the pressure is
P = −Ω/V ; (2.24)
hence, the ground state pressure is
P0 = −kBT
V
g ln (1− eα) . (2.25)
Since the ground state single-particle energy is zero and the particles are considered to be non-
interacting, the energy density of the ground state is zero.
The boson condensate examples in the libstatmech distribution include these functions,
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which are then set by the API routine Libstatmech Boson updateQuantity(). Once the functions
are set, they are applied during quantity calculations.
2.7.2 Integral Lower Limit
The non-condensate part of thermodynamic quantity calculations are still computed with
the default integrands. Since the ground state quantities are now calculated separately, however,
we need to set the integral lower limit to the first excited state energy over kBT . We do this by
considering the particle in this state to be non-relativistic:
E1 =
p2
2m
=
h¯2(2pi/λ)2
2m
=
2(h¯pi)2
mV 2/3
(2.26)
x1 = E1/kT =
2(h¯pi)2
mV 2/3kT
(2.27)
The new integral lower limit is set in the examples with the API routine
Libstatmech Boson updateIntegralLowerLimit().
2.7.3 Results
We may use the boson example codes in the libstatmech distribution to explore Bose-Einstein
condensation in some detail. The examples use both the ground-state boson functions defined above
and the default integrands with the lower integral limit x1. For example, with the function and the
integral together the number density is:
n =
g
V
1
exp(−α)− 1 +
(kT )3g
2pi2(h¯c)3
∫ ∞
x1
(x+ γ)
√
x2 + 2γx
exp(x− α)− 1 dx (2.28)
When α (the chemical potential less rest mass over kT ) is a large negative number, the
function term is small compared to the integral and is negligible. When α is increasing toward zero,
the function term starts to dominate. At this point almost all the particles will collapse into the
ground state. This happens at low temperatures or high number densities. Figures 2.2 and 2.3
below show results from the distribution examples for a system volume V = 1 cm for a boson with
multiplicity g = 3 and a rest mass of mc2 = 1 MeV. Figure 2.2 shows the ratio of the number of
particles N0 in the ground state relative to the total number of particles N as a function of the total
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number density of particles in the box of volume V . Since the temperature and volume are fixed,
it is clear that adding particles to the system eventually causes condensation in which most of the
particles are in the ground state. The number density at which condensation occurs increases for
higher temperature because the probability to excite a given boson to the first excited state is higher
for higher T .
Figure 2.2: Ground state fraction vs number density at different temperatures. N0 is the number of
particles in the ground state, while N is the total particle number.
Condensation also occurs when the temperature is lowered for fixed number density. Figure
2.3 shows this for several number densities. As the temperature is lowered, a temperature is reached
at which the fraction of particles in the ground state rises quickly. This is the phase transition to
the condensate.
The critical temperature Tc at which the phase transition occurs may be computed for
non-relativistic bosons to be
Tc =
2pih¯2
mkB
(
n
gζ(3/2
)2/3
, (2.29)
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Figure 2.3: Ground state fraction vs temperature at different number densities. N0 is the number
of particles in the ground state, while N is the total particle number.
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where ζ(3/2) is the Riemann zeta function of argument 3/2 [12]. Figure 2.4 shows N0/N as a
function of T/Tc as computed with a libstatmech example code. It is clear that condensation does
indeed occur at Tc. Figure 2.5 shows the specific heat capacity as a function of T/Tc as computed
from a libstatmech example code with g = 3 and mc2 = 100 MeV. The cusp in the curve at T = Tc
is the signal of the phase transition. As T increases above Tc, the specific heat capacity settles down
towards 3kB/2, as expected for a non-relativistic, ideal gas.
Figure 2.4: Ground state fraction as a function of the temperature relative to the critical temperature
for an ideal boson gas with mc2 = 100 MeV and g = 3.
Figure 2.6 shows the pressure of an ideal boson gas with mc2 = 100 MeV and g = 3 as
a function of the number density for a fixed temperature of 100 K. Below the condensation, the
pressure is proportional to the number density, as expected for an ideal, non-relativistic gas. Once
the number density exceeds the critical number density, the pressure becomes constant as a function
of number density. This surprising result is due to the fact that, as the number of particles increases
towards infinity, the number of particles not in the ground state becomes a constant. To understand
this, consider a two-state system with a probability p for a single particle not to be in the ground
15
Figure 2.5: Specific heat capacity as a function of temperature for the ideal boson gas.
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state. The particles are indistinguishable; therefore, the probability to have m out of a total of N
particles not in the ground state is P (m) = Npm, where N is a normalization constant. This means
that
N
N∑
m=0
pm = 1. (2.30)
If N → ∞, then N = 1 − p. The total number of particles not in the ground state for large N is
thus ∑
m>0
(1− p)mpm = (1− p)p d
dp
∑
m=0
pm = (1− p)p/(1− p)2 = p/(1− p). (2.31)
This becomes a negligible fraction of N as N →∞. Nevertheless, it is these particles that carry the
energy, pressure, and entropy; hence, these quantities become constant as a function of the number
density when the condensation occurs.
Figure 2.6: Pressure as a function of number density for an ideal gas of bosons with mass mc2 = 100
MeV and g = 3 at T = 100 K. Once condensation occurs, the pressure is independent of the number
density.
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Chapter 3
Weak Statistical Equilibrium
For a typical weak nuclear reaction β-decay i→ j+e−+ ν¯e we may get the forward reaction
rate λforward from laboratory or theoretical nuclear physics models. The reverse rates λreverse (e.g.
electron capture rate e− + j → i + νe) are generally endothermic in the laboratory and have to be
calculated from nuclear models as well (e.g., [5]). While the models are in general quite good, there
is no guarantee that the forward and reverse rates are related in such a way that a nuclear reaction
network will evolve, given sufficient time, into weak statistical equilibrium (WSE). An equilibrium
means that after a sufficient time of evolution, the abundances of all species in the system present
get their stable values which depend only on temperature, density, electron abundance and nuclear
properties of each species (mass, multiplicity).
With libstatmech and libnuceq (see Appendix D), we can compute reverse weak rates on
nuclei from detailed balance, as we do with the strong and electromagnetic rates. This permits us
to evolve a reaction network dynamically into the full weak equilibrium. To demonstrate how to
apply detailed balance, let’s consider the β-decay above. At some certain temerature and density if
the two species i and j are in weak statistical equilibrium, we should have
λforwardY
WSE
i = λreverseY
WSE
i (3.1)
In the equation the superscript WSE stands for the value in weak statistical equilibrium, and Yi is
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defined as number of species i per nucleon:
Yi ≡ Ni
Nnucleon
(3.2)
which is refered to ”abundance” and is a useful quantity in such studies. So eq(3.1) can be interpreted
as the consumption rate of species i equals the production rate at equilibrium. And if we can calculate
both YWSE , the reverse rate then can be computed from the forward one.
To get Yi from other quantities, we start from the chemical potential of classical particles
(nuclei can be considered as classical particles as the temperature won’t get up to nuclei mass level,
T9 ∼ 1, kT ∼ 0.1MeV):
µi = mic2 + kT ln
(
Yi
YQi
)
(3.3)
where YQi is the quantum abundance per nucleon and is given by
YQi = Gi
1/λ3thermal,i
nnucleon
=
Gi
ρNA
(
mikT
2pih¯2
)3/2
(3.4)
In the equation above, nnucleon = ρNA is nucleon number density (i.e. baryon number
density). λthermal denotes the thermal de Broglie wavelength of a free ideal gas, and 1/λ3thermal,i
is like number density of species i when the average interparticle spacing is the thermal de Broglie
wavelength. So the quantum abundance YQi is like the number of species i per nucleon when
quantum effects start to become important, and it is just a function of temperature, density, mass
and multiplicity of species i. Comparing Yi and YQi helps us to tell whether the gas is ideal or not.
For WSE condition we YWSEi for eq(3.3):
YWSEi = YQie
µWSE
i
−mic2
kT (3.5)
With the result derived in appendix D
µWSEi = Aiµ
WSE
n + Ziµ
WSE
e (3.6)
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and the fact Ai = Aj we have
λreverse
λforward
=
YWSEi
YWSEj
=
YQi
YQj
e(Zj−Zi)µ
WSE
e /kT e−Q/kT (3.7)
where Q = mic2 −mjc2 is just the Q-value (mass difference) of the reaction. With libstatmech we
can easily compute the chemical potential of electron at weak statistical equilibrium and thereby
compute reverse rates from forward ones.
A crucial point concerns how the weak rates are computed. These are typically given as
two-dimensional tables [4, 8] in terms of T9 = T/109 K and ρYe, where ρ is the mass density in
(g/cc) and Ye is the electron fraction
Ye =
∑
i,nuc
ZiYi. (3.8)
To compute the forward rate, one supplies T9 and ρY e and interpolates the rate. To compute the
reverse rate, we need the WSE at the same T and ρYe instead of at a particular T9 and ρ, as is
normally done. Once the proper WSE is computed, we can compute the reverse rate from the
forward one.
The importance of using detailed balance can be seen in Figure 3.1. Here we evolved a
nuclear reaction network at fixed temperature and density using rates from the tables in [4]. The
solid curve shows the evolution of Ye when reverse rates are computed from detailed balance while the
dashed curve shows what happens if both forward and reverse rates are taken from the tables. The
calculation with detailed balance evolves to the correct WSE value for Ye while the calculation using
the tables for both forward and reverse rates does not. This indicates a slight imbalance in the tables
between the forward and reverse rates. That such an imbalance is present is not surprising. The
rates are computed from incomplete nuclear data. Furthermore, the beta-decay rates, for example,
must properly account for Pauli blocking of the final electron state. This is difficult to compute
accurately.
An example to demonstrate the role of WSE in network calculation is given here. Let’s put
pure 12C in a box with initial temperature of 6×109K and let it evolve. At such a high temperature
carbon burning will happen and the system will evolve to equilibrium among all species.
Figure 3.2 shows that the number of heavy nuclei drops, i.e. more heavier nuclei were formed
to reduce the total number. Yh is big at the beginning that means it tends to have fewer heavy
20
Figure 3.1: Evolution of a nuclear reaction network starting with pure 12C at fixed T9 = T/109 K
= 6 and mass density ρ = 9× 109 g/cc with weak interaction rates on nuclei from the tables in [4].
The solid curve shows the evolution of Ye when reverse rates are computed from detailed balance
while the dashed curve shows the evolution when reverse rates are simply taken from the tables. The
network with the reverse rates computed from detailed balance evolves to the correct WSE while
the one with both forward and reverse rates taken from the tables does not.
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nuclei. And it gets to zero at the end meaning the system is in equilibrium then.
Figure 3.2: Abundance of heavy nuclei (Yh) vs time for a single zone evolution starting with pure
12C and without weak interaction (Ye not changing). Yh drops from 0.833 (1/12 for 12C) to 0.0179
( 1/56 for 56Ni) to make more heavier species, i.e. to reduce the number of heavy nuclei (atomic
number is greater or equal to 6). 56Ni dominates the final abundances since it is the most stable
species with Ye = 0.5.
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Figure 3.3: Abundance of heavy nuclei (Yh) vs time for a single zone evolution starting with pure
12C and with weak interaction (Ye can change). Comparing with Figure(3.2), it is shown that at
high density Yh can drop even more to make heavier species (e.g. 70Ni). That’s because at high
density electron capture rates get higher and thus make more neutron-rich isotopes.
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Figure 3.4: Chemical potential of heavy nuclei vs time of evolution of a single zone without weak
interaction starting with pure 12C. It starts at a high value, meaning that the system has too many
heavy nuclei and tends to combine some together to reduce the total number of heavy nuclei. After
this procedure, µh gets to zero, indicating that the system is in equilibrium.
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Figure 3.5: Chemical potential of heavy nuclei vs time of evolution of a single zone with weak
interaction. The interesting behavior is that at high density, µh gets near to zero first and bump
up away from equilibrium. At the end it comes back to zero to achieve equilibrium. Details of this
process will be explored in the following figures.
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Figure 3.6: YZ vs Z at t=0.089s of the evolution in Figure(3.5). It is almost right before the bump.
We can see that the network is in QSE and already NSE, but far from WSE meaning that the weak
interactions have not started much yet.
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Figure 3.7: YZ vs Z at the peak of the bump. The net work is still in QSE, but starts to move
away from NSE and move closer to WSE. In this stage, weak reactions start to make a significant
contribution. The electron abundance is reduced and thus the nuclear equilibrium needs to change
its distribution and that needs time, which has comparable time scale with weak reactions. So the
network evolves to NSE and WSE at the same time.
27
Figure 3.8: YZ vs Z dwon the hill. Both NSE and WSE get closer to network abundances.
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Figure 3.9: YZ vs Z at the end. The network evolves to all the equilibria. The time scale of this
process is about 104 seconds. Although the network is under a competition of NSE and WSE, it
seems to always fit QSE.
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These figures show that during the evolution to equilibrium, the network experiences a time
that the weak reactions start to become important and nuclear equilibrium does not have enough
time to respond to the change of Ye. This is really an interesting phonomenon.
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Chapter 4
Simple SNIa Model
In this chapter I will develop a simple Type Ia supernovae model and apply libstatmech to
calculate the reverse weak reaction rates during the explosion.
4.1 Hydrodynamics
The simple SNIa model is a 1-zone, 0-D model. We let the white dwarf (to be exploded) be
a uniform, isotropic sphere with radius R. Thus the temperature and density do not depend on the
radius of the white dwarf.
Start from the momentum equation:
dv
dt
= −1
ρ
dP
dr
− GM(r)
r2
(4.1)
where v is the velocity at radius r and M(r) is the mass inside radius r.
For simplification, we assume that the pressure gradient dPdr does not change much from the
center to the surface. So
dP
dr
≈ Psurface − Pcenter
R
≈ −P
R
(4.2)
where we assume the pressure at the surface Psurface is 0 and we will use the pressure at the center
Pcenter as a the pressure of whole star. Although it seems a contradiction that a uniform pressure
star has pressure gradient, it is OK for a 1-zone model which could be expanded into multi-zone in
the future. In fact, even a 1-zone model the error is just with a factor of order 1.
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For the initial conditions, let’s make the acceleration small (dv/dt ≈ 0) at the beginning.
Then from eq(4.1) and eq(4.2) we have the relationship:
GM(R)
R20
= −1
ρ 0
dP
dr
=
1
ρ0
P0
R0
(4.3)
where the subscript 0 stands for the initial values (t = 0). Then also for the surface, plug r = R and
eq(4.3) into eq(4.1), leading the acceleration to
dv
dr
=
R3
ρ0R30
P
R
− P0R0
ρ0R2
(4.4)
where ρ = ρ0
R30
R3 was applied. For easier calculation later we define
x ≡ R
R0
(4.5)
and
y ≡ v
R0
(4.6)
Then we get the two first order ordinary differential equations for hydrodynamics:
dx
dt
= y (4.7)
dy
dt
=
P0
ρ0R20
[
P
P0
x2 − 1
x2
]
(4.8)
4.2 Thermodynamics
Now for thermodynamic part, we start from the differential form of free energy f(T, v, {Yi})
and entropy per nucleon s(T, v, {Yi}):
df = −sdT − Pdv +
∑
i
µidYi (4.9)
ds =
∂s
∂T
dT +
∂s
∂v
dv +
∑
i
∂s
∂Yi
dYi (4.10)
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Here the extensive properties f, s, v(volume per nucleon, inverse of nucleon number density ρNA)
are normalized to per nucleon. The sum is over all species (including electron) in the system.
Multiply T to eq(4.10) and apply the Maxwell relations below,
∂2f
∂v∂T
= −
(
∂s
∂v
)
T,{Yi}
= −
(
∂P
∂T
)
v,{Yi}
(4.11)
∂2f
∂Yi∂T
= −
(
∂s
∂Yi
)
v,T
=
(
∂µi
∂T
)
v,{Yi}
(4.12)
we have
Tds = T
∂P
∂T
dv −
∑
i
T
∂µi
∂T
dYi + cV dT (4.13)
where
cV = T
∂s
∂T
(4.14)
is heat capacity per nucleon. Then we take time derivative of eq(4.13) and apply Q = Tds+
∑
i µidYi
and dv = d(1/nnucleon) = d
(
1
ρNA
)
= 2x
2
ρ0NA
dx, leading to
dT
dt
=
1
cV
[
dQ
dt
− 3x
2T
ρ0NA
(
∂P
∂T
)
y +
∑
i
(
T
µi
∂T
− µi
) dYi
dt
]
(4.15)
This is the first order ordinary differential equation for temperature, together with eq(4.7) and
eq(4.8) forming a full series of equations that determine the behavior of the white dwarf.
There are three terms in the bracket on the rhs of eq(4.15) that determine how temperature
changes. The first term is the heat loss mostly by neutrinos which we do not take into account
in this simple model. The second term is basically the pressure work (e.g. for classical particles
T ∂P∂T = P ). The third term is the energy generation part, which will be discussed in detail later in
§4.4.
4.3 Oscillation Without Energy Generation
Now let’s consider first a white dwarf without energy generation. We can imagine that the
white dwarf may oscillate to some amplitude around its equilibrium point. Until we turn on the
energy generation (e.g. carbon burning) the oscillation would be stable. We can even simplify the
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problem here with a polytrope model (see appendix E) that let
P = P0x−5 (4.16)
then we will have a simple-harmonic-like oscillation with frequency ω =
√
P0
ρ0R20
.
Figure(4.1) shows the oscillation of a polytrope white dwarf model that consist of pure 12C.
In the figure, T90 indicates the initial temperature in 109K, which is 1 billion Kelvin. Initial density
is 108g/cm3. Initial radius is 108cm. And we give the white dwarf a small inward kick, i.e. initial
velocity (y) is -0.02. And it behaves well with the predicted oscillating time period ∼ 1.32s.
Figure 4.1: x vs time of polytrope model with pure 12C. The star behaves like a stable sim-
ple harmonic oscillation with frequency ω =
√
P0/(ρ0R20) ≈ 4.75(rad/s), (P0 is computed to be
2.254e25(dynes/cm2)), corresponding to period of ∼ 1.32(s), which is about right.
Figure(4.2) shows the oscillation with a real pressure calculated by libstatmech, but without
energy generation. The white dwarf oscillates well except that the frequency seems small compared
to the polytrope one. That’s because a polytrope is not quite accurate.
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A white dwarf is supported by mainly the degenerate pressure of electrons, which only
depends on the its number density. When we turn the carbon burning on (start energy generation),
the temperature will increase, however the pressure won’t respond much and the white dwarf won’t
expand and cool down back. Thus the heat will accumulate until the temperature gets high enough to
ignite intense carbon burning (the reaction rate of carbon burning is quite sensitive to temperature,
∼ T 40), which explodes the whole star. And we will see the scenario in the following section.
Figure 4.2: x vs time of simple SNIa model with pure 12C. The calculation here is not running the
network, i.e. no energy generation. The time period is longer than that of Figure(4.1).
4.4 Energy Generation
Now we are going to add energy generation to the SNIa model.
Let’s look at the energy generation part in eq(4.15).
 =
∑
i
(
T
µi
∂T
− µi
) dYi
dt
=
∑
i∈nuc
(
T
µi
∂T
− µi
) dYi
dt
+
(
T
µe
∂T
− µe
) dYe
dt
(4.17)
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From eq(3.3) we can write the temperature derivative of the species i’s chemical potential
as
∂µi
∂T
= k ln
(
Yi
YQi
)
− kT ∂ lnYQi
∂T
=
µi −mic2
T
− 3
2
k − kT ∂ lnGi
∂T
(4.18)
Then the nuclear part in eq(4.17) then becomes
nuclear =
∑
i∈nuc
(
−mic2 − 32kT − kT
2 ∂ lnGi
∂T
)
dYi
dt
(4.19)
So the energy changes in baryon include mass change, kinetic energy change and nuclear
energy change (see appendix).
Let’s write mass in the form of mass excess ∆ (which is commonly used in nuclear physics):
mic
2 = Aimuc2 + ∆i (4.20)
where mu is atomic mass unit (muc2 ≈ 931.494 MeV). To keep the mass conserved we need
∑
i
Ai
dYi
dt
=
d
dt
∑
i
AiYi = 0 (4.21)
The total nucleon number does not change with time (
∑
iAiYi = 1) and only the mass excess terms
left in the summation in eq(4.19).
Now let’s look at the electron part in eq(4.17),
dYe
dt
=
d
dt
∑
i
ZiYi =
∑
i
Zi
dYi
dt
(4.22)
where Ye ≡ Ye−−Ye+ =
∑
i ZiYi is the net electron number per nucleon. Then the energy generation
 becomes
 =
∑
i
[
−∆i − 32kT − kT
2 ∂ lnGi
∂T
+ Zi
(
T
∂µe
∂T
− µe
)]
dYi
dt
(4.23)
With the help of libstatmech, we can easily calculation ∂µe∂T and µe. Thus we are able to compute
the energy generation during a finite time ∆t.
The energy released will heat up the white dwarf slowly. However if the temperature reached
to some certain value, the nuclear burnings will become enormously strong and take over, blowing
the entire white dwarf.
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4.5 Explosion and Nucleosynthesis
To solve the three first order ordinary differential equations (4.7, 4.8, 4.15), which deter-
mine the evolution of size, velocity and temperature, we used gsl odeiv step rk4, the 4th order
(classical) Runga-Kutta methods.
For each timestep, we evolve the the three equations first. And the run the network to get
the energy generation and abundance changes. We use both x, y, T and species abundances to
control the timestep.
Here is a typical calculation. In figure(4.3) we can see that the white dwarf starts to explode
at about 1 second after we give an initial kick. The time is just around the oscillation tiem period.
Figure 4.3: Radius vs time, Ia model. White dwarf starts to explode around 1 second.
In figure(4.5) we can see that the neutron-rich iron-group isotopes dominate even before the
stage of the explosion. The interesting result is that 50Ti and 48Ca get mass fraction values above
or around 10 percent of the total, which is really a large amount of yield. The result shows that
with more accurate weak rate, we can get lower Ye and more neutron-rich isotopes, which may be
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Figure 4.4: Temperature (T9) vs time, Ia model. Temperature shoots up at about 10−7 second due
to energy release from intense nuclear reactions.
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Figure 4.5: Nucleosynthesis of Ia model, neutron-rich iron-group isotopes. Ye drops to ∼ 4.331.
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useful to explain the FUN CAIs problem in the future.
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Chapter 5
Conclusions
In this thesis I have given a detailed instruction of libstatmech, a library released online and
free to use. I have described how people can calculate the reverse rate of weak nuclear interaction
from detailed balance on top of libstatmech and libnuceq. And finally I have applied the network
code (mainly using libnucnet) to a simple model of a thermonuclear supernova have followed the
nucleosynthesis during the explosion.
Although libstatmech is created for calculating nuclear network equilibrium, it can certainly
be used in other aspects that need the thermodynamic properties in the system of interest. It is
open source, easy to incorporate with other code and pretty light in size. I hope more people would
take benefit of it.
The main achievement that is new in this work is that we calculated the weak reverse rate
from the detailed balance. With the help of libstatmech and libnuceq, we now are able to handle the
electron chemical potential change in each timestep in simulations, for both single zone calculation
and our simple Type Ia supernova model. This allows us to evolve nuclear reaction networks into
weak nuclear stastistical equilibrium, which has not been done by others before.
We achieved a low Ye value about 0.4 in our simple Ia calculation, which resulted in more
neutron-rich iron-group isotopes and that is important to understand the meteorites and early solar
system. Which would be the next step of my research.
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Appendix A Fermions and Bosons
Fermions and bosons are stored as Libstatmech Fermion and Libstatmech Boson struc-
tures, respectively in libstatmech. To create a fermion or boson, the user must supply the particle’s
name, its rest mass in MeV, its multiplicity (usually 2J + 1, where J is the particle’s spin), and its
charge (in units of the proton’s charge). When a fermion or boson is created, it automatically has
attached to it four thermodynamic quantities, namely, the number density, the pressure, the energy
density, and the entropy density. These quantities are computed in cgs units. Once a fermion or
boson is created, a user may compute one of the four thermodynamic quantities by the API routine
Libstatmech Fermion computeQuantity() or Libstatmech Boson computeQuantity(). These rou-
tines will compute the various quantities by numerical integration of the default integrands, which
are those for fully relativistic, non-interacting particles (see §2.2 for the definition of these integrals).
The user may also invert the number density integrand to compute the chemical potential. The four
standard quantities are identified by the strings “number density”, “pressure”, “energy density”, and
“entropy”, which may also be set by the defined parameters S NUMBER DENSITY, S PRESSURE,
S ENERGY DENSITY, and S ENTROPY DENSITY.
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Appendix B Boson Integrals
Here I use similar method for fermion integrals to derive boson integrals.
Start from Grand potential Ω(T, V, µ),
dΩ = −SdT − PdV −Ndµ (1)
The coefficients are immediately given by
S = −
(
∂Ω
∂T
)
V,µ
P = −
(
∂Ω
∂V
)
T,µ
N = −
(
∂Ω
∂µ
)
T,V
(2)
and
Ω(T, V, µ) = −kBT lnZG (3)
where ZG is grand partition function and
ZG =
∞∏
i=1
∑
n=0
(e−β(µ−i))n (4)
For fermion the sum over n is from 0 to 1. However for boson each state can hold as many particles
as to infinity. So
ZG =
∞∏
i=1
∞∑
n=0
(e−β(µ−i))n =
∞∏
i=1
(1− eβ(µ−i))−1 (5)
Then,
Ω = −kBT ln
∞∏
i=1
(1− eβ(µ−i))−1 = kBT
∞∑
i=1
ln(1− eβ(µ−i)) (6)
and
∑
i → g
∫
d3n = gV (2pi)−3
∫
d3k. Then we substitute k using 2 = h¯2k2Bc
2 +m2c4 and take the
derivatives to get the boson integrals eq(2.11 - 2.14).
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Appendix C User-Supplied Functions and Integrands for Ther-
modynamic Quantities
If a user wishes to use a function or an integrand other than the default version to compute
a thermodynamic quantity, he or she must supply those. To supply a function for a thermodynamic
quantity of a fermion, the user writes a routine with the prototype
double
fermion_function(
Libstatmech__Fermion *p_fermion,
double d_T,
double d_mukT,
void *p_user_data
);
Here, p fermion is a pointer to a libstatmech fermion structure, d T is the temperature in K,
d mukT is the µ′/kT , the chemical potential (less the rest mass, that is, µ′ = µ−mc2, where µ is
the full chemical potential) divided by kT , where k is Boltzmann’s constant, and p user data is a
pointer to a user-defined structure carrying extra data into the routine. The user’s routine need not
be named fermion function. Analogously, a user-supplied function for a boson thermodynamic
quantity has the prototype
double
boson_function(
Libstatmech__Boson *p_boson,
double d_T,
double d_mukT,
void *p_user_data
);
For both the fermion and boson function, the user’s routine must return the thermodynamic quantity
for the input temperature, µ′/kT , and other user data.
A user may also supply an integrand for a thermodynamic quantity. Here the respective
prototypes are
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double
fermion_integrand(
Libstatmech__Fermion *p_fermion,
double d_x,
double d_T,
double d_mukT,
void *p_user_data
);
and
double
boson_integrand(
Libstatmech__Boson *p_boson,
double d_x,
double d_T,
double d_mukT,
void *p_user_data
);
The input parameters are the same as for the functions. The additional parameter d x is the
integration variable.
Once the user has written an appropriate function and integrand, he or she updates them for
the fermion or boson. For example, to update the pressure for a fermion p fermion with function
my pressure function and my pressure integrand, the user calls
Libstatmech__Fermion__updateQuantity(
p_fermion,
S_PRESSURE,
(Libstatmech__Fermion__Function) my_pressure_function,
(Libstatmech__Fermion__Integrand) my_pressure_integrand
);
Now when the user calls Libstatmech Fermion computeQuantity for p fermion and for the pres-
sure, libstatmech will compute the pressure by first evaluating my pressure function for the input
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temperature, chemical potential, and other data and will add to it the result of the numerical integra-
tion of the integrand my pressure integrand. If either the function or integrand is set to NULL, it will
not be used in the calculation of the quantity. If the integrand is set to DEFAULT INTEGRAND,
the integrand will be reset to the default for that quantity.
The user may also define his or her own quantity (other than one of the four standard ones).
To do so, the user writes the appropriate function and integrand and then sets the quantity for the
fermion or boson with the updateQuantity() routine but with the string giving the quantity name
set appropriately. The quantity is then computed by calling computeQuantity with that quan-
tity name. For example, suppose we have a fermion pointed to by p fermion. Now we write
a Libstatmech Fermion Function my enthalpy function and a Libstatmech Fermion Integrand
my enthalpy integrand that follow the appropriate prototypes. To compute the enthalpy at a tem-
perature of 103 K and µ′/kT = −23 with no extra data, we set the quantity enthalpy and then
compute it:
Libstatmech__Fermion__updateQuantity(
p_fermion,
"enthalpy",
(Libstatmech__Fermion__Function) my_enthalpy_function,
(Libstatmech__Fermion__Integrand) my_enthalpy_integrand
);
fprintf(
stdout,
"The enthalpy density is %g (ergs/cc)\n",
Libstatmech__Fermion__computeQuantity(
p_fermion,
"enthalpy",
1000.,
-23.,
NULL
);
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Examples in the libstatmech distribution further demonstrate how to supply user-defined
functions and integrands and how to apply them to thermodynamic quantities.
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Appendix D Constraints of NSE and WSE
Helmoholtz free energy f per nucleon is
df = −sdT − Pdv +
∑
i
µidYi (7)
where s is the entropy per nucleon, P is the pressure, µi is the chemical potential of species i, and Yi
is the abundance of species i per nucleon. To compute the equilibrium, we assume fixed temperature
and volume; thus,
df =
∑
i
µidYi (8)
The sum on i is over nuclear species and electrons. Charge neutrality requires that Ye, the number
of electrons per nucleon, equal the number of protons in the system:
∑
i
ZiYi = Ye. (9)
We thus may write
df =
∑
i
(µi + Ziµe) dYi, (10)
where now the sum on i is only over nuclear species.
Equilibrium occurs for a free energy minimum (df = 0). This equilibrium is, however,
subject to constraints. The basic constraint on nucleosynthetic systems is that the total number of
nucleons is fixed: ∑
i
AiYi = 1 (11)
We add an undetermined Lagrange multiplier λ to handle the constraint and seek
d(f − λg) = 0 (12)
where
g =
∑
i
AiYi − 1 (13)
This yields ∑
i
(µi + Ziµe − λAi) dYi = 0 (14)
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The addition of the Lagrange multiplier allows us to vary each term in the above equation separately.
If we consider the neutron (Z = 0, A = 1), we find
µn = λ. (15)
From the proton we find
µp + µe = µn. (16)
For general species i, we then find
µi = Ziµp +Niµn (17)
Eqs. (15), (16), and (17) embody weak statistical equilibrium (WSE), as applied to a nucleosynthetic
system. Eq. (16) says that there is no net thermodynamic cost in converting a neutron into a proton
and electron (we assume neutrinos have zero chemical potential). Eq. (17) says that there is no
net thermodynamic cost in converting nuclide i, with charge Zi and mass Ai, into its constituent
neutrons and protons.
For regular nuclear statistical equilibrium (NSE), weak reactions are slow and, hence, Ye is
a constant and is thus an additional constraint:
∑
i
ZiYi = Ye (18)
where Ye is a fixed value. We now let g1 =
∑
i ZiYi and g2 =
∑
iAiYi − 1 and apply Lagrange
multipliers:
df − λ1dg1 − λ2dg2 = 0 (19)
∑
i
(µi + Ziµe − λ1Zi − λ2Ai)dYi = 0 (20)
For neutrons, we find λ2 = µn. For protons we get λ1 = µp − µn + µe. In general, we find
µi = λ1Zi + λ2Ai − Ziµe = Ziµp +Niµn. (21)
For NSE, the nuclei and break apart into constituent neutrons and protons without any thermody-
namic cost, but the total number of protons is fixed.
The final relevant equilibrium is QSE in which the total number of heavy nuclei (defined as
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those nuclei with Z ≥ 6) is fixed. An additional constraint is thus,
∑
i,Zi≥6
Yi = Yh (22)
where Yh is a fixed number. Upon applying three Lagrange multipliers, we find for the heavy nuclei
that
µi = µh + Ziµp +Niµn (23)
where µh is a chemical potential associated with all the heavy nuclei. If µh is positive, then there
are too many heavy nuclei compared to what NSE required. Spontaneous evolution of the system
then would tend to disintegrate some heavy nuclei. By contrast, if µh is negative, the spontaneous
evolution is to assemble new heavy nuclei from neutrons, protons, and alpha particles.
To study nuclear statistical equilibria relevant for nucleosynthesis, Prof. Bradley Meyer and
I wrote libnuceq, a C toolkit for computing arbitrary nuclear statistical equilibria. The user defines
equilibrium constraints by an XPath expression. It can easily compute WSE, NSE, and QSE, as well
as more complicated equilibria, given the appropriate input nuclear data. It is open-source software
and will be publicly released soon.
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Appendix E Frequency of an Oscillating Polytrope
The polytrope approximation of an oscillating star is derived here.
In stellar model, a polytrope refers to a solution of the Lane-Emden equation ( refer to text
book ) in which the pressure depends on the density in the form
P = Kργ = Kρ
n+1
n (24)
where P is pressure, K is a constant, ρ is the density, γ is adiabatic index and n is called polytropic
index. A degenerate white dwarf model is well described by a polytrope with n = 1.5. Now
P
P0
=
ρ
ρ0
5/3
= x−5 (25)
Apply this to 4.8 we have
dy
dt
= ω2
(
1
x3
− 1
x2
)
(26)
where ω =
√
P0
ρ0R20
and will be the frequency of a simple harmonic approximation showed below.
For small displacement δx about x = 1, we can rewrite the hydrodynamic equations (4.7)
and (4.7) as
d(1 + δx)
dt
=
d(δx)
dt
= y (27)
and
dy
dt
= ω2[(1 + δx)−3 − (1 + δx)−2] = −ω2δx (28)
where small δx approximation is used: (1 + δx)−3 − (1 + δx)−2 = 1− 3δx− (1− 2δx) = −δx. The
result is just a simple harmonic oscillation. If we set initial δx = 0
δx = δxmax sinωt (29)
y = δxmaxω cosωt = y0 cosωt (30)
So the amplitude of the oscillation is like y0/ω.
Also we notice that ω =
√
P0
ρ0R20
≈ csR , where cs =
√
P/ρ is the sound speed. So the
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frequency of an oscillating polytrope is just like that of a sound wave traveling from the center to
the surface of the star.
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