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Abstract
This thesis is to propose efficient and robust algorithms based on Linear
Decision Rule (LDR), which expand the applicability of the existing LDR
methods. Representative and complex operation models are analyzed and
solved by the proposed approaches. The research motivation and scope are
provided in Chapter 1.
Chapter 2 introduces the generic LDR method and the contributions of
this thesis to the LDR literature. To extend the LDR method to nonlinear
objectives, two methods are proposed. The first is an iterative LDR (ILDR)
method that tackles general concave differentiable nonlinear terms in the ob-
jective function. The second treats quadratic terms in the objective function
by a Second-Order Cone approximation. The details and implementation of
the proposed methods are presented in Chapter 3 and Chapter 4.
Chapter 3 utilizes the Robust Optimization approach to derive an ILDR
solution for a multi-period hydropower generation problem that has a non-
linear objective function. The methodology results in tractable second-order
cone formulations. The performance of the ILDR approach is compared with
the Sampling Stochastic Dynamic Programming (SSDP) policy derived using
historical data.
In Chapter 4, a joint pricing and inventory control problem of a perishable
product with a fixed lifetime is analyzed. Both the backlogging and lost-
sales cases are discussed. The analytic results shed new light on perishable
inventory management, and the proposed approach provides a significantly
simpler proof of a classical structural result in the literature. Two heuristics
were proposed, one of which is a modification and improvement of an exist-
ing heuristic. The other one is an LDR based approach, which approximates
the dynamics and the objective function by robust counterparts. The robust
counterpart for the backlogging case is tight, and it leads to a satisfactory
performance of less than 1% loss of optimality. Although the robust coun-
ii
terpart for the lost-sales case is not tight in the current numerical study, the
gap between the LDR method and the SDP benchmark is less than 5% on
average.
Chapter 5 summarizes the contributions of the thesis and discusses about
potential improvements. One important working project, an approximate
dynamic programming based on LDR (ADP-LDR) approach, is introduced
for future research.
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Chapter 1
Introduction
The research in this thesis is motivated by the complexity of dynamic deci-
sion making under uncertainty and the limitations of the existing stochastic
optimization solutions. Thus the intention of this thesis is twofold: to design
generic methodologies for dynamic decision making under uncertainty and
to model, analyze, and solve representative operation models.
1.1 Characterizing the Difficulties of Dynamic Decision
Making under Uncertainty
Dynamic decision making problems arise in many settings, from the control
of an aircraft to the management of a retailer’s supply chain. In some en-
gineering settings, the status of the system is continuously monitored and
the decisions/actions can be made at any time in a continuous space. These
problems are usually addressed by “control theory”. Alternatively, many
other operation models, especially those for business management, consider
discrete time decision making and only review the status of the system at
discrete times. This thesis addresses problems in the latter setting. Given
its generality, Dynamic decision making under uncertainty often faces four
difficulties.
First, it is important to study dynamic decision making. Single period
optimization does not solve all problems especially those concerning future.
For example, a product may be very popular when it is introduced because
it is a new technology electronic device or a fresh food product. Its value
decreases as it becomes older. On the contrary, for instance, a product may
become more popular as consumers become more familiar with it and get
used to it. To plan the production, distribution and pricing of this product,
its entire lifetime should be considered. The planning horizon can be long and
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multiple decisions need to be made at different stages. Thus a multi-stage
model is needed.
Second, it is important to incorporate randomness in the model, because
randomness widely exists and so do the techniques to measure, collect, and
access observations of randomness (i.e. data). Given the length of the plan-
ning horizon, randomness usually comes up in operation models. Explicitly
modeling uncertainties leads to more realistic models. Some randomness is
from the physical world. For example, river flows of the coming week are
stochastic. Others can come from human behaviors. Humans as consumers
have been greatly liberalized by consistent gains in productivity and the
market has become highly diversified because of the innovation of manu-
facturers. Thus consumers have increasing freedom when consuming. This
freedom combined with the nature of human behavior, leads to drastic uncer-
tainties in the market. It may be argued that all parties in the supply chain,
including the manufacturers, have more freedom due to the development of
economy and technology. However, rational participants should transfer this
freedom into profit by making correct decisions under uncertainty.
Uncertainties can be classified into two categories based on whether they
will be revealed within the planning horizon. The degree of noise in the mea-
surements of a physical instrument remains unknown until a more accurate
physical instrument is applied. This type of uncertainty is not considered to
be revealed by the planning horizon in this thesis. However, many other un-
certainties will be revealed. For example, the reservoir inflows, the demand
and supply capacities are revealed in the next stage. Recent advances in
information technologies such as Enterprise Resource Planning (ERP) sys-
tems and Radio-Frequency Identification (RFID) tags have enabled compa-
nies to gather information about the observation of these revealed uncertain-
ties from its supply chain more effectively and make real-time adjustment
with a smaller amount of cost.
Third, the complex dynamic decision making under uncertainty problems
usually lead to high dimensional state space in the model and put the “curse
of dimensionality” obstacle on the path of solving these problems. Due to
two factors, the dimension of the state variable in such problems is large.
One reason is that the complexity of this problem requires a high dimen-
sional variable to properly describe the state. For instance, a supermarket
sells various categories of product; there are various brands and expiration
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dates for each product category. At any time, a state variable in a space of
thousands of dimensionality is needed to describe the inventory of this super-
market. Actually, the supermarket also has a pipeline inventory that is being
transported from their suppliers. The second reason is that the uncertainties
are usually correlated. Time series analysis in our study by auto-regressive-
moving-average (ARMA) and seasonal ARMA models show the data need to
be modeled with a lag greater than 1. To properly incorporate this correla-
tion in Stochastic Dynamic Programming (SDP), the dimension of the state
variable can be significantly increased.
Lastly, the objective function in operation models can be nonlinear. For
instance, to optimize the profit, we need to include the revenue term which
is the product of sales and price. Sales and price are both affected by the
operation policy, especially in a dynamic setting where the variables in the
current stage are usually functions of the decisions in the past. Non-linearity
in the complex stochastic dynamic setting is not trivial to tackle.
1.2 Research Scope
In the previous section, the difficulties of dynamic decision making under
uncertainty have been characterized as: dynamic, stochastic, high dimen-
sion, and non-linearity. This research focuses on developing algorithms and
modeling methodologies to tackle these difficulties.
The uncertainties can be modeled in two approaches. The first assumes
a probability distribution and optimizes the expected value of the objective
function. This is a large and active research field. One good introduction
can be found from (Birge and Louveaux 2011). The second approach is dis-
tributionally robust and its result does not depend on the assumption of a
specific distribution function. Instead, it only assumes the uncertainty’s dis-
tribution belongs to a family of distributions that share certain properties:
such as the support, the mean, and the covariance matrix. The problem
is reformulated to optimize the outcome when the true distribution is the
“worst” distribution member in this family. Notice that the outcome can
be the expected value or the worst-case value. The former is a typical form
of objective function in Stochastic Optimization; and the latter is a typical
Robust Optimization objective function. Interested readers can refer to the
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book (Ben-Tal et al. 2009) for comprehensive theory in Robust Optimization.
There isn’t an absolute boundary between Stochastic and Robust Optimiza-
tion. The methodology developed in this thesis belongs to their intersection:
using the philosophy and skills of Robust Optimization to solve Stochastic
Optimization problems.
The dynamics are modeled by discrete time multi-stage models. We focus
on the second category of uncertainties, which are due to be revealed within
the planning horizon and the decision to be made after the observation of the
revealed uncertainties are called recourse decisions. The recourse decision
should not be modeled as static variables because they are contingent on
uncertainties revealed by the time this new decision is being made. To be
more precise, the recourse decision is a function of the existing information.
Although more realistic, modeling dynamic decision making in this way will
exponentiate the complexity of resulting optimization problem. To solve it, a
tractable approximation is needed. Linear Decision Rule (LDR) is a natural
choice to approximate the recourse decision. There has been active research
on this topic. This thesis answers some interesting research questions and
proposes more versatile approaches which extend the capability of algorithms
based LDR.
The approaches proposed in this thesis are applied to representative and
difficult operation models and this forms the second line of our research. The
models we selected are not only suitable for our methodology, but are also
among those that raise interesting questions and draw attention from the
research community. One application is about reservoir operations. The un-
certain inflows are correlated and the objective function is nonlinear. Then
another proposed method is applied to perishable inventory control and pric-
ing. This is the first LDR approach that solves coordinated inventory control
and pricing problems. Analysis and simplified proof are also obtained to char-
acterize the properties of this complex dynamic system. Finally, to improve
the accuracy, we propose the LDR based approximate dynamic programming
approach (ADP-LDR). It is one of the most important research projects that
I will continue to work on in the future.
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1.3 Organization of the Thesis
Chapter 2 introduces the generic LDR method and our new approaches and
findings. Existing LDR method is restricted to linear models: linear objective
and linear constraints, except for the positive and negative parts: (·)+ =
max(0, ·) and (·)− = −min(0, ·). Iterative Linear Decision Rule (ILDR)
is proposed to solve a more general stochastic optimization problem with
nonlinear objective function. When the nonlinear term is quadratic, such as
the revenue term in coordinated pricing and inventory control problem. A
neat second-order cone approximation is proposed.
Chapter 3 utilizes ILDR to solve the multi-stage reservoir operation prob-
lem. The methodology results in tractable linear or nonlinear (Second-Order
Cone) formulations. Both single and multi-reservoir systems are studied and
the latter is an interesting and difficult problem recognized by the water re-
source research community. The performance of the ILDR approach is com-
pared with the Sampling Stochastic Dynamic Programming (SSDP) policy
derived using historical data. The results show that the ILDR outperforms
the SSDP policy when tested on generated data. At the same time the ILDR
performs as well as the SSDP policy when tested on historical data. These
results indicate that the proposed approach is both tractable and robust to
the probability distribution of the uncertain data.
In Chapter 4, a joint pricing and inventory control problem of a perishable
product with a fixed lifetime is analyzed. This is the first study of coordinated
pricing and inventory control by LDR. The details of the SOC treatment of
the quadratic term in the objective function is presented. Both the lost-sale
and backlogging cases are discussed. Our analytic results shed new light on
perishable inventory management, and our approach provides a significantly
simpler proof of a classical structural result in the literature. Moreover, we
identify bounds on the optimal order-up-to levels and develop an effective
heuristic policy. Numerical results show that our heuristics perform well in
both stationary and non-stationary settings. Finally, we show that our ap-
proach also applies to models with random lifetimes and inventory rationing
models with multiple demand classes.
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Chapter 2
Development on Linear Decision Rules
2.1 Background and Literature Review
Chapter 1 introduces the background and difficulties of dynamic decision
making under uncertainty that we are addressing: dynamic, stochastic, “curse
of dimensionality”, and possible non-linearity in objective functions.
SDP is one of the most classical and versatile approaches for dynamic de-
cision making under uncertainty. It models the dynamic through Bellman’s
recursion. If the uncertainty distribution is known, the transition proba-
bility can be calculated and the problem can be solved by induction. For
infinite horizon, forward induction through value iteration or policy iteration
can find the optimal policy in a stationary setting. By stationary setting,
it means the parameters and uncertainty distributions are the same for all
time periods. For finite horizon problems, SDP can solve them by backward
induction in both the stationary and non-stationary settings. However, SDP
requires full knowledge of the uncertainties’ distribution functions. To avoid
estimating the probability density function (PDF) explicitly, SSDP was intro-
duced, which uses the sample time series directly to construct the transition
probability. Unfortunately, both SDP and SSDP suffer from the “curse of
dimensionality” (Labadie 2004). When the time series of the uncertainties
throughout the planning horizon is correlated, statistical models of lag great
than one are needed to properly model the uncertainty process. This will
further increase the dimension of the problem. Therefore, SDP and SSDP
only apply to small-scale problems.
To tackle the “curse of dimensionality” and avoid reliance on complete
distribution knowledge assumptions, Soyster (1973) introduces Robust Op-
timization (RO), which draws considerable attention in the past decade. As
indicated by its name, RO provides optimal policy that immunizes against
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all possible outcomes, i.e., to optimize the worst case. It is directly related
to the first category of uncertainties described in Chapter 1 and the policy is
static. To properly model the dynamic and the recourse decisions, Ben-Tal
et al. (2004) introduce the Adjustable Robust Counterpart (ARC). Optimal
decisions from ARC are functions and the function value can be adjusted
after the decision makers observe the realization of the uncertainties in pre-
vious time periods. For most dynamic systems, finding the optimal policy
in a general functional space is not tractable. Ben-Tal et al. (2004) propose
Affinely-Adjustable Robust Counterpart (AARC) which models recourse deci-
sions as affine functions of the uncertainties. Chen and Zhang (2009) propose
Extended Affinely-Adjustable Robust Counterpart (EAARC) where the deci-
sion variables are modeled as piece-wise linear functions of the uncertainties.
The decision variables in AARC are referred to Linear Decision Rule (LDR)
in this thesis. For linear systems, LDR leads to tractable formulations. To
improve the performance of LDR, Deflected Linear Decision Rule (DLDR)
is introduced by Chen et al. (2008). In terms of loss of optimality, Bertsi-
mas et al. (2010) prove LDR policy is optimal for a certain class of min-max
robust optimization problems. For the stochastic optimization, which opti-
mizes the expectation of a function, Kuhn et al. (2011) propose a primal-dual
approach of LDR to find both the upper and lower bounds of the optimal
objective value for simple linear dynamic systems. Bertsimas et al. (2011)
extend LDR by approximating the recourse decisions as polynomial functions
and the resulted formulation is a semidefinite programming problem, while
the previous RO approaches reformulated the original problems into Linear
Programming or Second-Order Cone (SOC) problems.
Contributions to the related literature While the existing LDR ap-
proaches have provided complex algorithms and proofs to tackle the dynamic,
stochastic, and high-dimensional difficulties, they require the system to be
linear except for the positive parts (piece-wise linear) in the objective func-
tion and the performance should be further improved. There are also many
interesting analytic questions to be answered. In this thesis, we study the
generic LDR method and propose, (1) iterative LDR and (2) LDR for coor-
dinated pricing and inventory control. (1) and (2) extend the LDR method
to problems with nonlinear objective functions, which are implemented on
two complex operation models.
Notations in this section: Matrix is denoted by upper case letters. Vectors
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are denoted by lower case letters. Subscripts are used to identify the com-
ponent of a vector. If the component of a vector is also a vector, multiple
subscripts are used to denote the component of a vector, for example (·)ij.
2.2 General Model
Modeling a stochastic dynamic decision making problem is not a trivial task
because it combines the evolution of the dynamic system, the evolution of the
exogenous uncertainty, the sequential decision process, and the interaction
between them. In this section, we present a general setting in which our
methodologies will be developed. A more comprehensive description of how
to frame such problems can be found in Powell (2011).
We only discuss about the finite horizon problem with T time periods. At
the beginning of time period t, the dynamic system is in state st and an
exogenous uncertainty process has just revealed the realizations of the un-
certainties [ξt−1,1, ξt−1,2, . . . , ξt−1,nt−1 ]
′, where the first subscript t− 1 in ξt−1,j
indicates that this uncertainty occurs in period t− 1; the second subscript j
means ξt−1,j is the jth uncertainty in period t−1; there are nt−1 uncertainties
in period t− 1.
Define
ξ(t−1) , [ξ1,1, ξ1,2, ξ1,n1 , ξ2,1, . . . , ξ2,n2 , . . . , ξt−1,1, ξt−1,nt−1 ]′,
and ξ(t−1) consists of all the uncertainties that can be observed by the end of
time period t− 1. Notice that the parenthesis in the subscript of ξ(t−1) is to
separate it from ξt−1 which is the t−1th element of ξ , ξ(T ). Let m ,
∑T
t=1 nt
and ξ ∈ Rm. Similar to ξt, st, xt can also be vectors and multiple subscripts
are used to represent its elements. For instance, st,i is the i
th component of st.
Denote by s and x, the vectors whose components are st and xt respectively.
Notice that ξ, ξt and ξ(t) is defined differently from those for s and x. This
is because, for the simplicity of notations, the uncertainties always enter the
calculation as a one-dimensional vector in our development.
Based on the observable information of st and ξ(t−1), the decision maker
chooses a decision xt = xt(st, ξ(t−1)). After this decision xt is made, the
system evolves from st to st+1 by a transition function st+1 = st+1(st, xt, ξ(t)).
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Here we only consider linear transition functions. While the system evolves,
a value gt is obtained from operating the system in period t. gt can be any
differentiable concave function. The decision maker need to consider all the
remaining planning horizon when searching for an optimal policy. A policy is
a sequence of decisions that will be made through out the planning horizon.
At the beginning of period t, the policy is
[xpit (st, ξ(t−1)), x
pi
t+1(st+1, ξ(t)), . . . , xT (sT , ξ(T−1))].
Here the superscript pi ∈ Π in xpit (st, ξ(t−1)) is an identifier of the candidate
policy. Since xpit (st, ξ(t−1)) can be any function of st and ξ(t−1), Π is an infinite
dimension space and it is uncountable. To summarize, the mathematical
abstraction of the problem can be written as
f0(s0) = max
pi∈Π
E[
T∑
t=1
γtgt(st, x
pi
t (st, ξ(t−1)), ξ(t))|s0] (2.1a)
s.t. st = st(st−1, xpit−1, ξ(t−1)), t = 1, . . . , T, (2.1b)
st ∈ St, t = 1, . . . , T. (2.1c)
where s0 is the initial state of the system and St characterizes the physical
and operational restrictions on st.
When the uncertainty distribution can be accurately estimated, formula-
tion (2.1) also accurately models the dynamic decision making problem.
To understand this general setting better, we apply it on a single-product
multi-period inventory control problem. At the beginning of the tth time
period, the inventory manager observes the inventory stock yt and previous
periods’ demands d1, d2, . . . , dt−1. Based on these observations, the manager
places an order of xt at variable cost ct. We assume there is no lead time
and the demand dt is realized at the end of period t and the inventory at
beginning of period t + 1 becomes yt+1 = yt + xt − dt. If yt+1 > 0, it means
there is excess inventory, which incurs a holding cost ht per unit. On the
other hand, if yt+1 < 0, each unit of unsatisfied demand is backlogged with
a per-unit backlogging penalty cost bt. To minimize the inventory cost, the
following problem can be formulated:
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min
x
T∑
t=1
E(ctxt + hty+t+1 + bty−t+1) (2.2a)
s.t. yt+1 = yt + xt − dt, t = 1, . . . , T, (2.2b)
0 ≤ xt ≤ xmax, t = 1, . . . , T, (2.2c)
where xmax is the supplier’s capacity and x = [x1, x2, . . . , xT ]
′.
The demand dt is affected by nt uncertain factors ξt,1, ξt,2, . . . , ξt,nt . We
assume dt is an affine function of [ξt,1, ξt,2, . . . , ξt,nt ]
′.
dt = αt,0 +
nt∑
i=1
αt,iξt,i.
2.3 Development in Linear Decision Rule
Finding the optimal policy in {xpit (st, ξ(t−1))}pi∈Π is usually intractable be-
cause Π is infinite and uncountable. Thus a natural simplification is to
restrict the candidate policy to certain form of functions, for example, linear
or polynomial functions. Therefore decision variables become the parameters
of those functions of restricted formats, which belong to a finite dimensional
space. When the state transition equation is linear or piece-wise linear, linear
functions are good candidates to approximate the original decision variables.
Definition 2.3.1. An LDR is an affine function of the exogenous uncertainty
process and the initial state variables of the system. A general LDR can be
written as:
y(ξ) = y0 +
m∑
i=1
yiξi, (2.3)
here m =
∑T
t=1 nt.
Notice that, some of the coefficients yi’s are assigned to be zeros if ξi can
not be observed when the decision y is made.
Since we only consider linear state transition equations and the LDR ap-
proximation of xt(st, ξ(t−1)) is a linear function of the observed uncertainties,
the state variable st will also be affinely dependent on the values of the ob-
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served uncertainties. And both of them are linear functions of the initial
state s0 and the uncertainties ξ.
2.3.1 Assumptions on Uncertainties
Although it has been claimed that LDR policies are immunized against inac-
curate uncertainty assumptions, the LDR approach still requires some readily
available distributional information. The smallest and largest value can be
observed or estimated. These two values lead to the range of the uncertainty
value which is called the box support. The mean values and convariance
matrix can also be calculated given sufficient amount of data.
Assumption 2.3.1. It is assumed that ξi is not degenerate, i.e., not single-
valued and it is bounded. The support of ξ, denoted by W , can be written as,
W = {ξ|ξi ∈ [ξi, ξi], ξi < ξi, i = 1, 2, . . . ,m}.
Assumption 2.3.2. It is further assumed that the expectation and covari-
ance matrix of ξ are known as ξˆ and Σ respectively.
2.3.2 Four Basic Formats and the Corresponding Robust
Counterparts
In this section, we follow the existing literature and assume gt only contains
terms that are linear combinations of s, x, and ξ and the positive parts
of those linear combinations. It is not difficult to see (through the more
concrete example (2.2)) that, after plugging LDR into (2.1), a general LDR
y(ξ) = y0 +
∑m
k=1 y
kξk exists in the following four basic formats:
E[y0 +
m∑
k=1
ykξk], (2.4a)
E[(y0 +
m∑
k=1
ykξk)
+], (2.4b)
y0 +
m∑
k=1
ykξk = 0, (2.4c)
y0 +
m∑
k=1
ykξk ≥ 0.. (2.4d)
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From assumption 2.3.2, the expectation in format (2.4a) is given as, E[y0+∑m
k=1 y
kξk] = y
0 +
∑m
k=1 y
kξˆk. The tractable counterparts for formats (2.4b),
(2.4c) and (2.4d) require additional techniques.
Proposition 2.3.1. If two linear decision rules are equal, their coefficients
are also equal for each ξk respectively. That is, y
0 +
∑m
k=0 y
kξk = 0 is
equivallent to yi = 0, i = 0, 1, . . . ,m.
Proof. Notice that ξ = [ξ1, . . . , ξm]. By Assumption 2.3.1, for any k ∈
{1, 2, . . . ,m}, there exists another uncertainty vector ξ′ which is only dif-
ferent from ξ by the component ξk. Thus we have y(ξ) = y(ξ
′) = 0 which
leads to yk(ξk − ξ′k) = 0 thus yk = 0.
Proposition 2.3.2. (2.4d) is equivalent to the robust counterpart:
y0 +
T∑
k=1
(yk
ξ
k
+ ξk
2
+
ξk − ξk
2
θk) ≤ 0, −θk ≤ yk ≤ θk,
where θk is an artificial variable.
Proof. This has been shown in Ben-Tal et al. (2004).
In terms of (2.4b), a simpler but still tight upper bound for E[(y0 +∑m
k=1 y
kξk)
+] can be obtained. Theorem 2 of (Goh and Sim 2010), which
is a generalization of Theorem 1 in (Chen et al. 2008), can serve this pur-
pose:
Proposition 2.3.3. Let F be the family of all distributions P such that the
uncertainty vector ξ has mean ξˆ and covariance matrix Σ, i.e.
F = {P : EP(ξ) = ξˆ,EP((ξ − ξˆ)(ξ − ξˆ)′) = Σ}.
Then pi(y0, y) is a tight upper bound for EP[(y0 + y′ξ)+] over all distributions
P ∈ F, where
pi(y0, y) , 1
2
(y0 + y′ξˆ) +
1
2
√
(y0 + y′ξˆ)2 + y′Σy,
and y = [y1, . . . , ym]′.
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2.3.3 Formulating as a Second-Order Cone Problem
After applying Proposition 2.3.1, Proposition 2.3.2, and Proposition 2.3.3
on the four basic formats of expressions in LDR formulation, (2.1) can be
formulated (see the reformulations in Chapter 3 and 4 for details of how it
can be done) into a Second-Order Cone Problem (SOCP) whose standard
form can be written as:
min
u
cTu (2.5a)
s.t. cTi u+ di ≥ ‖Aiu+ bi‖2, i = 1, . . . ,m′, (2.5b)
Fu = g. (2.5c)
where the decision variable is u ∈ Rn, which consists of the intercepts and
coefficients of the uncertainties in LDRs. Problem (2.5) has constant param-
eters Ai ∈ Rmi×n, bi ∈ Rmi , ci ∈ Rn, di ∈ R, F ∈ Rp×n, and g ∈ Rp.
Because of the linearity of the state transition equation, s0 only has additive
relation with the LDRs. The decision variables of (2.5) are the coefficients
and intercepts of the LDRs, therefore s0 enters problem (2.5) in bi, di or g in
the form of
∑mi
j=1 s0j + constant.
2.3.4 LDR Approaches to Address Problems with Nonlinear
Objective functions
Until now, we only allow linear terms and their positive parts in the objective
function. In this section, we generalize the existing LDR method to nonlinear
objective functions. If it is a general differentiable concave function, the
Iterative LDR method is proposed. If the objective function only contains
quadratic terms other than the linear terms and positive parts, we propose
a new SOC approximation. To introduce these two methods, especially the
second one, a concrete problem and model are needed. Therefore, we leave
the detailed development to Chapter 3 and Chapter 4. Under the above
general setting, the iterative linear decision rule (ILDR) can be introduced
as follows.
Iterative Linear Decision Rule: For the nonlinear but differentiable
and concave terms in the objective function gt(st, xt, ξ(t)), we can use its first
order Taylor’s expansion as its linear approximation. However, the Taylor’s
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expansion depends on the expansion point (s˜t, x˜t, ξ˜(t)) which is not trivial
to find. We propose the following Algorithm 1 which gives both the LDR
reformulation and the best point (s˜∗, x˜∗, ξ˜∗) for Taylor’s expansion.
Algorithm 1 Iterative Linear Decision Rule
1: Choose any feasible (s, x, ξ) as the starting point (s˜0, x˜0, ξ˜0). One possible
one is the middle of the ranges of s, x, and ξ. Expand g at (s˜0, x˜0, ξ˜0).
Set iteration counter it = 0. Set error > tolerance where tolerance is
predefined.
2: while error > tolerance do
3: Solve the LDR reformulation problem f it with parameters (s˜it, x˜it, ξ˜it)
and get the optimal rule xit.
4: Implement xit with a uncertainty realization trajectory of ξˆ. And find
the trajectory of s and x in this implementation: sit+1 and xit+1.
5: Calculate the relative difference between (sit+1, xit+1) and (sit, xit).
Assign this relative difference to error.
6: it← it+ 1
7: end while
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Chapter 3
Robust Stochastic Optimization for Reservoir
Operation
Reservoirs are built to regulate variable water inflows for water uses (e.g. wa-
ter supply and hydropower generation) and flooding control. Unfortunately,
many reservoirs fail to provide the level of economic benefits to justify their
high investment (World Commission on Dams 2000) due to various factors
and obstacles. Some are from institutional restrictions, for example, the
safety and environmental regulations ( as identified by Oliveira and Loucks
(1997)) which are beyond the scope of this chapter. Labadie (2004) char-
acterizes the difficulties in optimizing large-scale reservoir operation prob-
lems as “high-dimensional, dynamic, nonlinear, and stochastic”. The reser-
voir operation optimization problem is “among the most intractable classes
in numerical computation” (Escudero 2000). These difficult problems have
been studied by various methods. Early approaches include Stochastic Dy-
namic Programming (SDP) (Stedinger et al. 1984) and chance-constrained
linear programming (ReVelle et al. 1969, Takeuchi 1986), as reviewed in (Yeh
1985). Bhaskar and Whitlatch (1987) conclude that the policies from SDP
achieve lower average annual losses while maintaining equal or higher re-
liability levels when compared to policies derived from chance-constrained
linear programming methods. While SDP is designed to solve dynamic and
stochastic problems and to be flexible with nonlinear objective functions, it
requires full distributional information, i.e., the PDF of reservoir inflows. To
avoid estimating the probability density function (PDF) explicitly, Sampling
Stochastic Dynamic Programming (SSDP) was introduced to the reservoir
management literature by Kelman et al. (1990), which uses the sample time
series directly to construct the transition probability. However both SDP
and SSDP suffer from the “curse of dimensionality” (Labadie 2004). To
build the transition probability matrix, it usually requires statistical models
with long lag correlations. This is because inflows from the current time pe-
riod are correlated with inflows from the previous “lag” time periods and the
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consideration of the correlation is necessary in stochastic reservoir operation
studies, for instance, studying the effect of droughts. To incorporate the long
lag correlation, a high order (for example, autoregressive models with many
autoregressive terms) is needed, which leads to high-dimensional state space
in SDP and causes a heavy computational burden. Moreover, both SDP and
SSDP approaches require the state space discretization of state space. Reser-
voir operation optimization problems usually have a long planning horizon to
include the entire seasonal cycle. Suppose the inflow and each state variable
are discretized into d segments and the planning horizon is T , the objective
function would be evaluated O(Tdlag+1) times in SDP and SSDP.
Many studies tried to tackle the “curse of dimensionality”. To list a few,
Trezos and Yeh (1987) propose a stochastic differential dynamic program-
ming approach to maximize the electricity production without discretizing
the state space to avoid the “curse of dimensionality”; Cervellera et al. (2006)
propose an approach based on efficient discretization of the state space and
approximation of the value functions over the continuous state space by
means of a flexible feed-forward neural network. Tilmant et al. (2008) pro-
pose a sampled hyperplane which suggests an outer approximation to the
benefit-to-go function. However all these methods heavily depend on the ac-
curacy of the uncertainty distribution assumption. This chapter proposes a
new method which does not rely on the full knowledge of PDF and attempts
to address computational difficulties for a certain class of reservoir operation
optimization problems.
To tackle the “curse of dimensionality”, avoid the risk of arbitrary assump-
tion on the uncertainty distribution function, and maintain the capability
for accurately maximizing concave nonlinear objective functions, distribu-
tionally robust Iterative Linear Decision Rule (ILDR) is proposed in this
chapter. With ILDR, every decision variable is modeled by a linear func-
tion (LDR) of the hydrologic variables. One example of an LDR for release
at time t can be written as rt = r
0
t +
∑t−1
k=1 r
k
t qk where qk, k ≤ t − 1 are
the inflows that have been observed; rkt , k = 0, 1, . . . , t − 1 are the coeffi-
cients that will be determined by solving the optimization problem. With
LDR, the observed realizations of the uncertainties are dynamically adopted,
and thus new information revealed from the uncertain process is utilized to
achieve a good performance. The LDR leads to a Second-Order-Cone prob-
lem (SOCP) which is tractable and can be efficiently solved by interior point
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methods. The existing LDR approach in RO literature requires a piecewise
linear objective and linear constraints. ILDR is designed to solve problems
with nonlinear objective functions. The case studies show that problems
with concave nonlinear objectives can be successfully solved. Since only the
bounds, mean, and the covariance of the inflows are needed in the ILDR
formulation, the proposed method is immunized against inaccurate PDF as-
sumptions required by SDP. Compared to SSDP, ILDR does not need to
construct transition probability and thus it is not heavily dependent on time
series data. Thus when the test data set is different from the sample data
set, ILDR may outperform SSDP.
The proposed ILDR method is closely related to the nonprobabilistic RO
literature. RO can be classified into two categories, probabilistic RO (Mul-
vey et al. 1995) and nonprobabilistic RO. The former quantifies uncertainty
by probability distribution functions and the latter seeks an optimal solu-
tion that is feasible for any realization of the uncertainty and optimizes the
worst case scenario. Although nonprobabilistic RO immunizes the solution
very well, it can be too conservative. To overcome this drawback, Ben-Tal
et al. (2004) introduce the Adjustable Robust Counterpart (ARC), to model
the decisions that are made after decision makers observe the uncertainties
in previous time periods. These decisions are called recourse decisions. In
general the ARC is not tractable, however a tractable formulation is obtained
when the recourse decisions are modeled as a linear function of the uncer-
tainties, i.e. Affinely-Adjustable Robust Counterpart (AARC). The decision
variable in AARC is modeled by LDR. To capture the asymmetry of the
uncertainty distribution, Chen et al. (2007) define forward and backward de-
viations and use them to derive better approximations of chance constraints.
To further improve the performance, Chen et al. (2008) propose Deflected
Linear Decision Rule (DLDR). Chen and Zhang (2009) propose Extended
Affinely-Adjustable Robust Counterpart (EAARC), where the decision vari-
ables are modeled as piece-wise linear functions of the uncertainties. The
essential idea of these approaches is to model and incorporate the distribu-
tional information while maintaining the tractability.
It is necessary to notice that the ILDR method in this study is different
from the well known scenario-based RO, which belongs to probabilistic RO.
One recent application provided by Escudero (2000) studies a multi-period
reservoir planning problem by generating a multistage scenario tree and a
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solution is calculated for each scenario. Similar to SDP, this scenario-based
RO also requires the assumption of the uncertainty distribution and thus it
is subject to the risk of inaccurate PDF assumption. Another disadvantage
of scenario-based RO is the potential loss of tractability. As pointed out by
Watkins and McKinney (1997), “One disadvantage of RO is the potential
size and complexity of the resulting model. As a result, special solution
algorithms may be required”.
It is also necessary to mention that the ILDR presented in this study is
different from the traditional LDR in reservoir management literature, as
introduced by ReVelle et al. (1969). First, in (ReVelle et al. 1969), the rules
are linear functions of the state variables while in this study the LDR is a
function of the uncertainties. Second, our method utilizes the distributional
information of the uncertainty, such as the support (The support of an un-
certainty is the smallest closed set whose complement has zero probability),
mean and covariance matrix which can be easily obtained from the historical
data, while the traditional LDR may not be able to include the information
of uncertainties distribution; even when they are able to, they require a com-
plete specification of the distribution. Third, the proposed formulation ends
up with a tractable conic optimization problem instead of a linear program-
ming problem as in the traditional LDR. Fourth, as an extension of LDR,
we generalize the LDR as a piece-wise linear functions of the uncertainties.
This is not the first study of reservoir operations by nonprobabilistic RO.
Housh et al. (2012) apply the static version of the nonprobabilistic RO within
a folding horizon framework to a multi-year management of water supply
system. Folding horizon is a concept in multiple periods optimization. The
optimal policy is for all the periods in the optimization horizon but only
the first one (few) period(s) in the optimal policy is implemented. A new
optimization is conducted at the end of the last period that has been imple-
mented; the second implementation follows the second optimization, and so
forth. However, to the best of our knowledge, this work represents the first
study of reservoir operation by adjustable nonprobabilistic RO. Moreover,
the proposed ILDR method is an extension to the existing adjustable non-
probabilistic RO literature because it allows nonlinear objective functions.
Parameterization-Simulation-Optimization (PSO), (Economou 2003), is
another parameterized rule method for reservoir management. Unlike LDR
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approaches, which parameterizes decisions into linear or piece-wise linear
functions, PSO can parametrize them into any general functions. It uses
sample paths to simulate the system with the parametrized decision rules.
The simulation output forms an optimization problem of the parameters,
which is then solved by some proper optimization methods. The PSO ap-
proach has some advantages over the proposed method. First, because it does
not require linearity of the objective functions, state transition equations, or
the constraints, it can be applied onto more general problems. Second, it
can be easily extended to multi-objective problems, for example, through
evolutionary algorithms (Pianosi et al. 2011). Finally, by proper choices of
the decision rules, it can be viewed as an improvement of the management
system, which increases its acceptability to actual decision-makers (Oliveira
and Loucks 1997). However, as all simulation or scenario-based approaches,
PSO requires a large data set to make the simulation meaningful. PSO usu-
ally provides an approximate solution to the optimization problem, while the
proposed method gives a nearly exact one. Thus there is a trade-off between
having an approximate solution to a more general problem (PSO) or an exact
solution to a more restricted problem (ILDR). In the conclusion section, po-
tential improvements are suggested to extend the proposed method to more
general problems.
In summary, the proposed method is preferred when the objective is con-
cave and the constraints are linear, all the four difficulties (high-dimensional,
dynamic, nonlinear, and stochastic) exist with the problem; especially when
the distribution of the inflows is unknown or the inflows are correlated with
long lag or the scale of the problem is large. Two case studies are provided
to illustrate the advantage of the proposed method. One is a single reservoir
study on the Three Gorges Reservoir (TGR) in China. As a single reser-
voir problem with a nonlinear objective function, it can be solved by SSDP.
The proposed method performs as well as SSDP when tested with histori-
cal inflows and outperforms SSDP when they are simulated with generated
inflows. The PDF of the generated inflows is different from the recorded
historical data but still maintains the same mean and covariance matrix.
The proposed method is only compared with SSDP because SSDP gives the
most accurate results and accommodate nonlinear objective functions the
best among existing methods. The second study is a multiple-reservoir case
from the Central Valley Project system (CVP) in the United States. In this
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case study, since SSDP is no longer applicable due to computational time
and computer memory limitations, the objective value from a deterministic
optimization problem, OP, is used as the benchmark. In OP, all the future
inflows are revealed. Thus the objective value of OP represents the highest
that could possibly be obtained. Our proposed method achieves more than
95% of that of OP in the multi-reservoir case study.
The remaining of this chapter is organized as follows. Section 2 introduces
the reservoir optimization problem. Section 3 uses hydro-power generation
maximization problem to introduce the ILDR method. In section 4, the ILDR
approach is tested with two case studies. Throughout the chapter, bold lower
case letters denote vectors and upper case letters represent matrices. For
a general variable x, overline x¯ and underline x denote the upper and lower
bounds of x, respectively; xˆ represents the expected value of x.
3.1 Reservoir Optimization Problem
For simplicity, a single reservoir optimization problem is used to introduce our
approach, which is then applied on a multi-reservoir system. The reservoir
starts with s1 representing the storage. T releases will be made throughout
the planning horizon which is divided into T time periods with exactly one
release in one period. During time period t, the amount of inflow is a random
variable qt whose value is not revealed until the beginning of time period
t − f + 1. Here f ≥ 0 is the number of periods into the future that can be
accurately forecasted. f = 0 means there is no forecast. At the beginning of
time period t, a release rt is decided based on the available information. This
information includes the realized and forecasted inflows q1, q2, . . . , qt−1+f and
the storage volumes s1, . . . , st. Thus rt can be viewed as a function that
maps the available information to a release in the amount of rt. Here the
function name and its value are both denoted by rt to keep the notations
in the chapter concise. rt is restricted by a maximum and minimum bound
release, rt ≤ rt ≤ rt. During period t, an economical benefit of bt(rt, st) is
generated. Here bt is a function of st and rt. The goal is to maximize the
sum of expected benefits in all periods:
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Eq[
T∑
t=1
bt(rt, st) + bT+1(sT+1)],
where bT+1(sT+1) is the terminal condition that prevents the optimization
from leaving only the minimum required water (sT+1) at the end of the
planning horizon.
To summarize, the multi-period stochastic optimization problem for reservoir
operations can be formulated as
max
r
Eq[
T∑
t=1
bt + bT+1(sT+1)] (3.1a)
s.t.st+1 = st + qt − rt, (3.1b)
rt ≤ rt ≤ rt, t = 1, 2, . . . , T, (3.1c)
st ≤ st ≤ st, t = 1, 2, . . . , T + 1. (3.1d)
where constraint (3.1d) is based on regulations for safety, floods, and drought
control; r is a policy consisting of T releasing decisions r , [r1, r2, . . . , rT ]′.
Each of its components, rt, is a function of the information that is available
when rt is decided. This functional relationship can be described in greater
details using the state transition equation (3.1b). At the beginning of period
1, the optimal release depends on s1. If f ≥ 1, r1 also depends on q1, . . . , qf .
Based on (3.1b), one can recursively find that both rt and st are determined
by s1 and q1, . . . , qt−1+f .
To simplify the notation, define q0 = s1 and the hydrologic variable available
to the decision maker at the beginning of period t, denoted by qt, can be
written as
qt , [q0, q1, q2, . . . , qt−1+f ]′. (3.2)
Thus
rt , rt(qt), (3.3)
st , st(qt). (3.4)
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Dyer and Stougie (2006) show that the model represented by (3.1) is in-
tractable even when the exact distribution is known and the benefit function
is linear. In addition, as indicated by Labadie (2004), the benefit function
bt(·) can be highly nonlinear especially for the case of maximizing hydro-
power generation.
Because of the uncertainties and the fact that the policy is a vector of
functions, problem (3.1) has infinite dimension. But if we restrict (3.3) to
be linear on qt, it becomes a linear decision rule (LDR). Because of the
linearity of state transition equation and (3.4), st will also be an LDR. This
restriction reduces the dimension of decisions’ functional space from infinite
to finite. The optimization reduces to search for the optimal coefficients of
qt for rt. This leads to a tractable Second-Order Cone Problem (SOCP) as
to be shown in section 3.2.3.
3.2 Iterative Linear Decision Rule Approach
Although formulating the problem by LDR utilizes the linearity of the state
transition equation and leads to a tractable optimization problem, it requires
the objective function to be linear. In this section, we introduce an iterative
LDR (ILDR) approach which solves problems with nonlinear objective func-
tions such as the reservoir operation problems considered herein. A hydro-
power generation planning problem is chosen to illustrate how ILDR solves
a high-dimensional, nonlinear, dynamic and stochastic problem of reservoir
operation.
Hydro-power Generation Problem: The dam blocks water in the
reservoir to reach a certain height above the turbine. This height creates
water head which is used to turn the turbines of the power plants. The
larger the head and the faster water flows through the turbines, the more en-
ergy is generated. This energy corresponds to the benefit in the optimization
problem. In time period t, it is
bt = min(ht, b
max
t ), (3.5)
where
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ht = K(rt − rt)(zt − et). (3.6)
In (3.6), K is a constant coefficient depicting generating efficiency and
unit conversion; zt is the reservoir water elevation determined by st; et is the
tail water elevation and a function of rt; b
max
t is the per period maximum
output under equipped turbines. rt is subtracted from rt because rt is from
navigation lock and evaporation and does not generate any power. Both ht
and bt are functions of rt and st.
ht = ht(rt, st),
bt = bt(rt, st).
These nonlinear relations vary for different reservoirs. Analysis of the geo-
graphic data shows that the elevation-storage curve for TGR could be esti-
mated as a quadratic function:
zt(st) ≈ −0.017s2t + 2.359st + 109.529, (3.7)
and et follows a linear function of rt:
et(rt) ≈ 0.022rt + 62.870, . (3.8)
With (3.7) and (3.8) plugged into (3.6), we can explicitly write bt as a non-
linear function of rt and st. In terms of bT+1(sT+1), the potential benefit
from the terminal water storage sT+1, its value depends on how the water
is managed in the future. We assume the next cycle will be planned by a
similar optimization, and a valid estimation would be:
bT+1(sT+1) =
∑T
t=1 bt
s1
sT+1. (3.9)
Because bt is nonlinear, bT+1 is also a nonlinear function of s and r.
3.2.1 Taylor Approximation
Arbitrary nonlinearity in the objective function often leads to non-solvable
optimization problems. This also applies to the existing LDR approach, and
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ILDR is proposed to tackle this limitation. ILDR obtains an optimization
problem Z∗, which can be solved by the existing LDR approach and the
resulting optimal policy is also near optimal for the original problem with a
nonlinear objective function. To do so, ht(st, rt) is approximated by its first-
order Taylor expansion. At point (s˜t, r˜t), this linear approximation, denoted
by h˜t(st, rt, s˜t, r˜t) is,
h˜t(st, rt, s˜t, r˜t)
, ht(s˜t, r˜t) + (st − s˜t)∂ht
∂st
(s˜t, r˜t) + (rt − r˜t)∂ht
∂rt
(s˜t, r˜t).
Following h˜t, b˜t can be defined as
b˜t(st, rt, s˜t, r˜t) , min(h˜t(st, rt, s˜t, r˜t), bmaxt ). (3.10)
If we further fix
∑T
t=1 bt
s1
in (3.9) as α˜, problem (3.1) becomes
Z = max
r
Eq[
T∑
t=1
b˜t + α˜sT+1] (3.11a)
s.t. st+1 = st + qt − rt, (3.11b)
rt ≤ rt ≤ rt, t = 1, 2, . . . , T, (3.11c)
st ≤ st ≤ st, t = 1, 2, . . . , T + 1. (3.11d)
Problem (3.11) can be effectively approximated as a tractable SOCP prob-
lem by the existing LDR approach and this claim will be discussed in sec-
tion 3.2.3. The parameters that identify (3.11) are r˜ , [r˜1, r˜2, . . . , r˜T ]′,
s˜ , [s˜1, s˜2, . . . , s˜T ]′, and α˜. Each set of these parameters defines a prob-
lem Z(r˜, s˜, α˜), which can be solved by the existing LDR approach.
The question is how to find r˜∗, s˜∗, α˜∗ such that the solution for Z(r˜∗, s˜∗, α˜∗)
approximates the solution of (3.1). Yoo (2009) also uses Taylor expansion
to linearize the hydro-power generation function, but he assumes that the
expansion points (r˜∗, s˜∗, α˜∗ in our study) are known before the optimization
and this leads to an over simplified problem.
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3.2.2 Iteration Scheme
The principles of the iteration are first explained, which are followed by the
description of the iteration process. Finally, each step of the iteration process
is explained.
A candidate set of parameters r˜, s˜, and α˜ determines a candidate optimiza-
tion problem Z(r˜, s˜, α˜), and the solution of Z(r˜, s˜, α˜) is a release policy. If
this policy is applied to a sample path of inflows, realized values of r, s, and
α =
∑T
t=1 bt
s1
can be calculated. For concave objective functions, if the param-
eters, r˜, s˜, and α˜, are correctly chosen, they should be close to their realized
values, r, s, and α. To understand this, consider the deterministic case under
which there exists a static optimal vector r∗ and the corresponding s∗. If
parameters r˜ and s˜ chosen are different from r∗ and s∗, the gradient at (r˜, s˜)
is nonzero and it points towards (r∗, s∗). The Taylor’s approximation is the
same as the tangent line and the optimization problem with this Taylor’s
expansion will give a solution on the direction from (r˜, s˜) towards (r∗, s∗). If
we expand the nonlinear objective at this solution, a new trial starts. This
iteration will eventually stop when the expansion point (r˜, s˜) is close enough
to the origin point of the gradient, which is also the optimal value (r∗, s∗).
Following the discussion on this deterministic case, we design the iteration
for the stochastic optimization problem as follows.
(0) Start with initial parameters [r˜01, r˜
0
2, . . . , r˜
0
T ]
′ = [qˆ1, qˆ2, . . . , qˆT ]′
and α˜0 = 0, [s˜01, s˜
0
2, . . . , s˜
0
T ]
′ = [ s1+s1
2
,
s2+s2
2
, . . . ,
sT+sT
2
]′, where
qˆt is the average inflow in time period t. Set it = 0 and go to
step (1).
(1) Solve the problem Zit (see formulation (3.13)) with parameters
α˜it, [s˜it1 , s˜
it
2 , . . . , s˜
it
T ]
′ and [r˜it1 , r˜
it
2 , . . . , r˜
it
T ]
′ to obtain the optimal
release policy rit = [rit1 (q1), r
it
2 (q2), . . . , r
it
T (qT )]
′. Go to step (2).
(2) Implement the optimal rule rit from step (1) with the inflows
[qˆ1, qˆ2, . . . , qˆT ]
′ and calculate the storage and release in each of
the T periods. Assign them to [s˜it+11 , s˜
it+1
2 , . . . , s˜
it+1
T+1]
′ and
[r˜it+11 , r˜
it+1
2 , . . . , r˜
it+1
T ]
′ respectively. Calculate the approximated
generation [b˜it1 , b˜
it
2 , . . . , b˜
it
T ]
′ and real generation [bit1 , b
it
2 , . . . , b
it
T ]
′.
α˜it+1 =
∑T
t=1 b
it
t
T
. Go to step (3).
(3) Calculate the iteration error δit as the sum of the four relative
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errors in (3.12). δit , δits + δitr + δitb + δitb˜ , where
δits ,
√∑T+1
t=1 (s˜
it+1
t −s˜itt )2√∑T+1
t=1 (s
it
t )
2
, δitr ,
√∑T
t=1(r˜
it+1
t − r˜itt )2√∑T
t=1(r
it
t )
2
,
δitb ,
√∑T
t=1(b
it+1
t −bitt )2√∑T
t=1(b
it
t )
2
, δit
b˜
,
√∑T
t=1(b˜
it+1
t − b˜itt )2√∑T
t=1(b˜
it
t )
2
.(3.12)
Record the error from linearization δitL ,
√∑T
t=1(b˜
it
t −bitt )2√∑T
t=1(b
it
t )
2
. Go to
step (4).
(4) If δit > tolerance, set it = it + 1 and go to step (1). Otherwise,
stop.
It can be seen that, there are four series of convergences:
• [rit1 , rit2 , . . . , ritT ]′ converges to [r∗1, r∗2, . . . , r∗T ]′,
• [sit1 , sit2 , . . . , sitT , sitT+1]′ converges to [s∗1, s∗2, . . . , s∗T , s∗T+1]′,
• [b˜it1 , b˜it2 , . . . , b˜itT ]′ converges to [b˜∗1, b˜∗2, . . . , b˜∗T ]′,
• [bit1 , bit2 , . . . , bitT ]′ converges to [b∗1, b∗2, . . . , b∗T ]′.
In step (0), the initial parameters can be any feasible values and we choose
the most simple and natural ones. The sample path in step (2) does not
have to be [qˆ1, qˆ2, . . . , qˆT ]
′ for all the iterations, but the numerical study
shows slower convergence (more iterations) when different sample paths are
used in different iterations. The intuition is that if the inflow sample path is
different by iteration, the optimal release will approach to the optimal value
under that inflow sample path; the effect of “average” inflow will not reflect
until a sufficient number of sample paths (iterations) are implemented.
The approximated generation [b˜it1 , b˜
it
2 , . . . , b˜
it
T ]
′ is calculated by formula (3.10)
and true generation [bit1 , b
it
2 , . . . , b
it
T ]
′ is calculated by (3.5) and (3.6). In step
(3), the iteration error δit is designed such that sit, rit, bit, and b˜it all con-
verge when the iteration stops. Furthermore, in the numerical study with
tolerance = 0.001, we observe that δitL is also less than the tolerance when the
iteration stops. This means [b˜∗1, b˜
∗
2, . . . , b˜
∗
T ]
′ is close to [b∗1, b
∗
2, . . . , b
∗
T ]
′ and the
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Taylor’s approximation is also converging to the original hydropower func-
tion. Furthermore, α˜it automatically converges to α˜? when [bit1 , b
it
2 , . . . , b
it
T ]
′
converges to [b∗1, b
∗
2, . . . , b
∗
T ]
′.
3.2.3 Linear Decision Rule Formulation
In iteration it, Zit is formulated as:
max
r
Eq[
T∑
t=1
ut + b˜T+1(sT+1)] (3.13a)
s.t. st+1 = st + qt − rt, t = 1, 2, . . . , T, (3.13b)
rt ≤ rt ≤ rt, t = 1, 2, . . . , T, (3.13c)
st ≤ st ≤ st, t = 1, 2, . . . , T + 1, (3.13d)
ut ≤ h˜t, ut ≤ bmaxt , t = 1, 2, . . . , T. (3.13e)
where constraint (3.13e) follows from the fact that b˜t = min(h˜t, b
max
t ) is a
concave piecewise linear function of st and rt. Constraint (3.13d) is from
the physical limitations of the reservoir. It integrates some other functions
of the reservoir, such as flood control and irrigation. Modeling it as a hard
constraint in the robust optimization formulation would mean st must stay
in [st, st] under any circumstances. This can make the optimization over con-
servative. Alternatively, they can be modeled as soft constraints — penalties
in the objective function. And the penalty coefficient M is set to be suffi-
ciently large such that the maximum possible gain in energy generation by
violating those constraints is less than the penalty of the violation. In fact,
constraint (3.13d) is rarely violated in the numerical experiments and the
violation amount is less than 0.001 units. After the above reformulation,
the problem becomes
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max
r∈R
Eq[
T∑
t=1
(ut −M(st+1 − st+1)+ −M(st+1 − st+1)+)+
α˜?(s¯T+1 − (s¯T+1 − sT+1)+)] (3.14a)
s.t. st+1 = st + qt − rt,∀t = 1, 2, . . . , T, (3.14b)
ut ≤ h˜t,∀t = 1, 2, . . . , T, (3.14c)
ut ≤ bmaxt ,∀t = 1, 2, . . . , T, (3.14d)
rt ≥ rt,∀t = 1, 2, . . . , T, (3.14e)
rt ≤ rt,∀t = 1, 2, . . . , T, (3.14f)
u, r, s ≥ 0. (3.14g)
The notation (x)+ = max(0, x) and the term α˜?(s¯T+1 − (s¯T+1 − sT+1)+) is
from
b˜T+1(sT+1) = α˜
? min(sT+1, s¯T+1) = α˜
?(s¯T+1 − (s¯T+1 − sT+1)+).
It has been discussed that rt and st are functions of the hydrologic variable
qt in equations (3.3) and (3.4). bt is a function of rt and st and thus a
function of the qt. ut inherits from bt the dependency on qt. These “wait and
see” decisions in a multi-period stochastic optimization problem are called
recourse decisions and their coefficient matrix in the equality constraint is
called recourse matrix. In formulation (3.14), rt, st, ut are all recourse decision
variables. The coefficient matrix corresponding to rt, st, ut in constraints
(3.14b) is the recourse matrix. Since all the entries in the recourse matrix are
constant numbers, the problem is a fixed recourse problem. These recourse
decisions are functions which are in an infinite dimensional space. The idea
of LDR is to restrict them as linear functions of the hydrologic variable qt
and the recourse decisions would be in a finite dimensional space. To be
specific,
rt(qt) = r
−1
t +
t−1+f∑
k=0
rkt qk, (3.15)
where r−1t , r
0
t , . . . , r
t−1+f
t are the decision variables in the LDR formulation.
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The superscript −1, 0, . . . , k, . . . , t − 1 + f correspond to the intercept and
the coefficients of qt. Similarly, the LDR for the other variables are defined
as:
st(qt) = s
−1
t +
t−1+f∑
k=0
skt qk, (3.16a)
ut(qt) = u
−1
t +
t−1+f∑
k=0
ukt qk. (3.16b)
Plugging (3.15), (3.16a) and (3.16b) into formulation (3.14) will give the ini-
tial LDR formulations whose decision variables are the coefficients in (3.15),
(3.16a) and (3.16b). The searching space is no longer an infinite-dimensional
functional space. In addition to this dimension reduction, recent advance in
RO has developed techniques which can successfully solve the LDR reformu-
lation of (3.1) with a linear benefit function bt(·). These techniques and the
related assumptions have been introduced in Chapter 2.
After finding the robust counterparts based on Section 2.3 of Chapter 2,
we have the following theorem.
Theorem 3.2.1. Under Assumption 1 and 2, there exists a Second-Order
Cone problem ZLDR which is a tight and tractable approximation for Z˜. ZLDR
can be formulated by the LDR techniques.
Proof. Apply Proposition 1,2 and 3 to formulation (3.14), the expressions
and constraints with uncertainties can be converted into their deterministic
counterparts. Thus formulation (3.14) becomes
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ZˆSOCP = max
T∑
t=1
(y−16T+t+1 +
t−1+f∑
k=0
yk6T+t+1qˆk)−
T∑
t=1
M(piut +Mpi
`
t)− αpi + α˜?s¯T+1,
(3.17a)
s.t. W tyt = ht, ∀t ∈ {0, . . . , T}, (3.17b)
y−1t +
T∑
k=0
(ykt
q
k
+ qk
2
+
qk − qk
2
θkt ) ≤ 0, −θkt ≤ ykt ≤ θkt ,
k ∈ {1, . . . , T}, t ∈ {1, 2, . . . , 7T + 1}, (3.17c)
1
2
√
(y−14T+t+1 − s¯t+1 + y′4T+t+1qˆ)2 + y′4T+t+1Σy4T+t+1 ≤
pi`t −
1
2
(−y−14T+t+1 − y′4T+t+1qˆ), t ∈ {1, 2, . . . , T}, (3.17d)
1
2
√
(st+1 − y−14T+t+1 − y′4T+t+1qˆ)2 + y′4T+t+1Σy4T+t+1 ≤
piut −
1
2
(−st+1 + y−14T+t+1 + y′4T+t+1qˆ), t ∈ {1, 2, . . . , T},
(3.17e)
1
2
√
(sT+1 − y−15T+1 − y′5T+1qˆ)2 + y′5T+1Σy5T+1 ≤
pi − 1
2
(−sT+1 + y−15T+1 + y′5T+1qˆ). (3.17f)
where yt = [y
1
t , y
2
t , . . . , y
T
t ]
′ and yt = [yt1, y
t
2, . . . , y
t
7T+1]
′. W t and ht is con-
structed by comparing the coefficients on the two sides of equality constraints
in formulation (3.14).
Since a Second-Order Cone problem can be solved efficiently in practice
and in polynomial time in theory, our distributionally robust LDR provides
a tractable method to solve the nonlinear, dynamic and stochastic reservoir
operations problem.
3.2.4 Segregated Linear Decision Rules
While the Linear Decision Rule formulation (3.17a) in the Appendix leads
to a tractable SOCP, the linear restriction on the solution space can make
its performance substantially undermined or even result in infeasible formu-
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Figure 3.1: An example of segregation with Nt = 7 and τ
t
4 ≤ qt ≤ τ t5.
lations (see, e.g., Example 1 in (Chen and Zhang 2009)). To improve the
performance and maintain tractability, a larger solution space is considered,
where each candidate policy y is a piecewise linear function of q. Based
on the work by Chen et al. (2008) and Goh and Sim (2010), each original
uncertainty qt, t = 0, . . . , T can be segregated into multiple uncertainties.
Suppose the support of qt is [qt, q¯t], where qt can be −∞ and qt can be
+∞. Given a partition (τ t0, τ t1, . . . , τ tNt) of [qt, q¯t] with qt = τ t0 < τ t1 < . . . <
τ tNt−1 < τ
t
Nt
= qt, the segregated uncertainties from qt can be written as
ζt , {ζtj(qt)}Ntj=0:
ζtj(qt) =

1, if j = 0,
τ tj−1, if qt ≤ τ tj−1, j = 1, . . . , Nt,
τ tj , if qt ≥ τ tj , j = 1, . . . , Nt,
qt, otherwise, j = 1, . . . , Nt,
where we write “(qt)” in ζ
t
j = ζ
t
j(qt) to emphasize the dependency of ζ
t
j on qt.
Figure 3.1 shows an example with Nt = 7 and τ
t
4 ≤ qt ≤ τ t5. Notice that
the partition points (τ t0, τ
t
1, . . . , τ
t
Nt
) are not necessarily evenly distributed.
After segregation, there will be T uncertainty vectors ζt, t = 1, . . . , T , which
are stacked together as a vector ζ. It is not difficult to see qt =
∑Nt
j=1 ζ
t
j −∑Nt−1
k=1 τ
t
k , Ftζ where Ft = [0, . . . , 0,−
∑Nt−1
k=1 τ
t
k, 1, 1, . . . , 1, 0, . . . , 0]. A ma-
trix F can be constructed such that the tth row of F is the row vector Ft,
thus q = Fζ. The LDR on the segregated uncertainties ζ can be written as
β0 +
∑N
i=1
∑Ni
j=1 βijζ
i
j which can be seen as a piecewise linear function of the
original uncertainty q since β0 +
∑T
t=1
∑Nt
j=1 βtjζ
t
j = β0 +
∑T
t=1
∑Nt
j=1 βtjζ
t
j(qt).
Thus the solution space of y is enlarged and the flexibility of the rules and
feasibility of the model are improved. The Segregated LDR formulation is
basically the same as the LDR formulation except that the primitive uncer-
tainties q are replaced by the segregated uncertainties Fζ. And the expecta-
tion vector and covariance matrix for segregated LDR are calculated by the
segregated data.
A natural way to choose the segregation partition, (τ t0, τ
t
1, . . . , τ
t
Nt
), is to
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select the points which make each interval (τ tj , τ
t
j+1) cover the same number of
data points. This will automatically ensure that there are more segregation
points for the part of support of qt where the probability density is higher.
The numerical experiments also show this choice of segregation partition
performs well. The number of segregation points Nt for uncertainty qt can
be different for different t and Nt can be assigned with a larger value for the
qt which has larger standard deviation.
3.3 Numerical Study
In the numerical study, the computation environment for both case studies
consists of Intel R©CoreTMi7-3770K Processor, 16 GB of RAM, Windows 7
Professional 64 Bit operating system, Matlab R2011a, IBM ILOG CPLEX
12.4 and ROME (Robust Optimization Made Easy) developed by Goh and
Sim (2011).
3.3.1 Single Reservoir Case Study: the TGR
The TGR is a vital project for water resources development of China’s longest
river, the Yangtze River. This reservoir receives inflow from a 4.5× 103 km
long channel with a contributing drainage area of 106 km2, see Figure 3.2.
The average annual run-off at the dam site is 4.51×105 Million Cubic Meter
(MCM). The TGR is to date the largest multi-purpose hydro-development
project ever built in the world and it has an annual power-generation capacity
of 84.7 billion kwh (kilowatt-hours) in 2011. Eight policies and their perfor-
mance are analyzed and compared. The benchmark policy, SP , is calculated
by SSDP which uses all the historical inflows data to derive the transition
probability matrix. This gives the most advantage to SSDP when tested with
inflows in history. Policy LRi is from ILDR where i ∈ {1, 2, . . . , 5} represents
the number of segregation for each uncertainty. LR0 is from the static RO
which is not adjustable. This can be easily done by assigning zeros to all the
coefficients of uncertainties. MP is the myopic policy which releases water as
much as possible and only leaves enough water to meet the minimum storage
requirement of the next period.
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Figure 1. The location of the Three Gorges Reservoir basin in China.Figure 3.2: The location of the Three Gorges Reservoir basin in China.
The performance of the policies is described by the average annual elec-
tricity generation, βn =
∑n
i=1Bi
n
where Bi =
∑T
t=1 b
i
t is the sum of electricity
generated in all the T periods of year i; n is the number of years that are
studied. For historical data n = 123 and for generated data n = 20, 000.
Consecutive years of operation is studied. To be specific, the storage at the
end of year i is used as the initial storage of year i + 1. The initial state of
each year, s1, affects the optimal policy of that year. By virtue of the struc-
ture of LDR we have developed, the first period storage s1 can be treated as
uncertain and affect the optimal policy as an independent variable.
Numerical Study with Recorded Stream Inflows in History
The data for TGR is used in this section. Even though the TGR was not
constructed until the year of 2003, the inflows data from upstream rivers have
been collected every 10 days for 123 years. A 10-day interval, “dekadal”, is
a commonly used Chinese unit of time, called “Xun” in Chinese and each
month is divided into three dekadals. Thus T = 36 for all the numerical
experiments in this chapter. Table 1 summarizes the performance comparison
of the eight policies implemented with recorded inflows of this 123 years.
The second column is the computation time in seconds; Column 3 is the
number of iterations needed, column three is the average generation. Column
4 compares the standard deviation of the annual generation. The comparison
with SSDP is measured in percentage for both column 4 and column 5.
The myopic policy leads to the worst performance which indicates careful
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modeling and calculation is needed for the planning.
It shows in Table 3.1 that the ILDR formulations can be solved within much
shorter time than SSDP. To achieve 96.8% of electricity generation under the
SSDP policy, LR0 takes around 1.5% of the time cost by SSDP. When the
number of segregation increases to 2, 99.9% optimality is achieved and less
than 30% of the SSDP time is needed. When the segregation increases to 3,
the performance of ILDR catches up with that of SSDP.
Even with historical inflows which provide the most advantage to SSDP,
the ILDR can perform as well as SSDP. This is because, due to the prob-
lem of curse of dimensionality, SSDP can only include the storage of one
period in the state variable and estimates transition probability matrix by
assuming a Markovian process which corresponds to AR(1) model. Statisti-
cal analysis, (Shumway and Stoffer 2011), shows that the inflows to TGR is
best described by a ARIMA(4, 1, 4)×(1, 1, 1)36 model, where (4, 1, 4) are the
nonseasonal parameters: the order of the autoregressive part is 4, the order
of integrated part is 1, and the order of moving average part is 4; (1, 1, 1)
are the corresponding seasonal parameters; and 36 specifies the length of a
cycle.
Figure 3.3 compares the histogram of the policies. The top dotted line
connects the maximum annual generation in 123 years under each policy. The
bottom dotted line connects the minimum annual generation. The dashed
line in the middle connects the average generation. Six representative policies
are included in this figure. The myopic policy gives the worst performance.
The static robust optimization LR0 is not as good as the ones on its right
hand side because it is too conservative. The third histogram is for SSDP
which spreads the broadest range and has more than one instances in each
“bar”. The last three histograms are for the adjustable RO. As it can be
seen, their histograms’ ranges are similar to that of SSDP. The lowest bar
looks like a line segment because there is only one instance falling inside of
that bar. So the worst case scenarios with adjustable ILDR are fewer than
those under SSDP.
Actually, the setting of the problem as discussed above gives the most
advantage to SSDP because the simulation is run by the same data from
which SSDP is derived. Later on, the eight policies are compared in generated
data that still has the same mean and covariance as the historical inflows.
Distributional Robustness
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Rule Time (s) Iteration β123(% of SP) STD(% of SP)
SP 1668.83 92.54(100.0%) 7.77(100.0%)
MP 0 82.24 (88.9%) 7.19(92.5%)
LR0 1.84 14 89.56 (96.8%) 7.58(97.5%)
LR1 15.64 5 92.15(99.6%) 7.80(100.4%)
LR2 61.01 8 92.42(99.9%) 7.47(96.1%)
LR3 117.22 5 92.73(100.2%) 7.67(98.7%)
LR4 201.46 5 92.74(100.2%) 7.62(98.1%)
LR5 273.54 5 92.69(100.2%) 7.61(98.0%)
Table 3.1: Policies comparison with consecutive historical inflows.
In this section, three different distributions are tested,
(1) Bootstrapping: sampling 20, 000 times from the 123 years with
replacement. This repeats the history and keeps both the mean
and covariance of [q1, q2, . . . , qT ] the same as the historical data.
(2) Truncated normal: These artificial inflows follow a truncated
normal distribution with the same mean vector and covariance
matrix as the recorded inflows. The truncation is to ensure all
the generated inflows are positive.
(3) Exponentially distributed inflows: These inflows are sampled
from an exponential distribution which has the same mean and
covariance matrix as the historical inflows.
From Table 3.2 it can be seen that, under the generated inflows, the ad-
justable ILDRs (LRi, i ≥ 1) almost always obtain better performance than
SSDP. In the Bootstrapping case, the results are very similar to the ones
in the study using historical inflows. This is because bootstrapping simply
reorders and repeats the years in history. When the inflows follow truncated
normal distribution, LR3, LR4 and LR5 generate 1.6% more electricity. This
will count for almost 1.6 billion kwh of electricity given the scale of TGR.
With the inflows following exponential distribution, the expected annual elec-
tricity generation from SSDP and ILDR policies are similar. The advantage
of ILDR can be clearly seen from the standard deviation column. This advan-
tage is also shown in Figure 3.6 where the potential spills (infeasibility) from
SSDP and LR4 policies are compared. It is called potential spills because
these spills will happen if the policy from optimization is strictly followed; but
they are actually avoided by adjusting the release from the optimal policy.
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Figure 3.3: Histogram comparison of the policies with consecutive historical
inflows.
The adjustment is described in section A.1 of the Appendix. The potential
spills occur because the testing inflows are not identical to the historical data
which generates the policies.
Another point worth mentioning is the relationship between the perfor-
mance and the number of segregated pieces. While making the policy ad-
justable to uncertainties significantly improves the performance, increasing
the number of uncertainty pieces does not always make the performance bet-
ter. For instance LR4 is better than LR5 in some cases. So it suggests that
in practice, a small number of segregation pieces should be used first and
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Figure 3.4: The performance comparison of the policies on TGR with his-
torical inflows..
the number of segregation can be increased until the performance stops im-
proving. One reason for this phenomenon is related to the accuracy of the
mean and covariance of the uncertainties. With segregated uncertainties,
the uncertain vector locates in a spanned space of higher dimension. Even
though the observed uncertainties can also be expanded in the same way:
one observed instance of q1 leads to N1 “observed” segregated uncertainties
by calculating ζ1j (q1), j = 1, . . . , N1. N1 − 1 of these “observed” segregated
uncertainties lies on the segregation points p1j . When N1 = 5, there are only
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Rule Distribution Mean(% of SP) STD(% of SP)
SP Bootstrapping 92.64(100.0%) 7.69(100.0%)
LR0 Bootstrapping 86.03(97.24%) 7.38(95.91%)
LR1 Bootstrapping 92.23(99.56%) 7.71(100.2%)
LR2 Bootstrapping 92.49(99.84%) 7.62(99.09%)
LR3 Bootstrapping 92.81(100.2%) 7.57(98.50%)
LR4 Bootstrapping 92.82(100.2%) 7.53(97.89%)
LR5 Bootstrapping 92.77(100.1%) 7.52(97.77%)
SP Normal 90.98(100.0%) 7.80(100.0%)
LR0 Normal 89.60(98.49%) 7.54(96.65%)
LR1 Normal 92.11(101.2%) 7.19(92.18%)
LR2 Normal 92.11(101.3%) 7.69(98.65%)
LR3 Normal 92.48(101.6%) 7.94(101.81%)
LR4 Normal 92.46(101.6%) 7.94(101.86%)
LR5 Normal 92.39(101.6%) 7.90(101.24%)
SP Exponential 119.72(100.0%) 3.75(100.0%)
LR0 Exponential 116.56(97.4%) 3.51(97.4%)
LR1 Exponential 120.78(100.9%) 3.43(91.5%)
LR2 Exponential 119.09(99.5%) 3.34(89.1%)
LR3 Exponential 119.72(100.0%) 3.10(82.7%)
LR4 Exponential 119.89(100.1%) 3.13(83.3%)
LR5 Exponential 119.76(100.0%) 3.15(83.9%)
Table 3.2: Policy Comparison with Consecutive Generated Inflows
around 20 (out of 123) “observations” of ζ1j (q1) for each j which may not be
enough to derive reliable statistics. Thus the information in the expanded
space is essentially no more than that in the original uncertainty space. So
the mean vector and covariance matrix of larger size are not accurate when
the number of segregation is too high.
3.3.2 Multireservoir Case Study: the CVP
To illustrate how our method can be extended to multi-reservoir system,
the model for Shasta-Trinity subsystem of Central Valley Project (CVP)
is borrowed and modified from (Tejada-Guibert et al. 1995). The major
difference is that Tejada-Guibert et al. (1995) consider the value of electricity
as a function of demand while in our study, the electricity price is static. This
case study is a “proof-of-concept” and it does not intend to be applied in
reality.
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The CVP is a federal water management project in California which diverts
water from northern California and provides water to irrigation and munic-
ipal demand sites in the Central Valley. Hydro-energy generation is also an
important function of CVP. As shown in Figure 3.5, the Shasta-Trinity con-
sists of three reservoirs, Clair Engle, Shasta and Whiskeytown, numbered
by 1, 2, and 3; and five power plants, Trinity, Shasta, Francis Carr, Spring
Creek, and Keswick, numbered with 1 to 5, respectively. Similar to the single
reservoir model, the storage of reservoir is denoted by si and inflow is denoted
by qit, i = 1, 2 and t = 1, 2, . . . , 12. The monthly data for these inflows from
October 1912 to October 2012 are calculated from the records of stations
MSS, PSH and TNL of this reservoirs system. Notice that even though
the inflows data includes recent years, all other parameters are adopted from
(Tejada-Guibert et al. 1995) and may not reflect the current status of the
CVP. Because each power plant i has a capacity Ki,t in period t, the water
travels through the turbines at this power plant, ui,t is restricted:
ui,t =

min(r1,t,
Ki,thtot,t
Efi,t
), if i = 1, 3, 4,
min(r2,t,
K2,thtot,t
Ef2,t
), if i = 2,
min(r2,t + u4,t,
K5,thtot,t−θt
φt
), if i = 5,
where Efi,t is the energy factor associated with plant i in period t; htot,t is
the total number of operation hours in period t; φt and θt are the energy
coefficients of Keswick power plant in period t. Efi,t, htot,t, φt, and θt are all
constant parameters.
The Whiskeytown reservoir has sufficient storage capability and it only
releases water through the turbines of plant 4, the maximum possible amount
of water that can enter plant 5 is u4,t+r2,t which is also the water to meet the
downstream demand wt. Because the first purpose of this reservoir system
is water supply, we characterize the water shortage by SWt , max(0, γdwt−
u4,t − r2,t) and the importance of meeting the demand can be controlled by
γd. Following (Tejada-Guibert et al. 1995), the power generation at plant i
in period t is ui,tE
f
i,t and the system’s benefit in period t is defined as
bt =
5∑
i=1
ui,tE
f
i,t − ρSWt,
where ρ controls the weight of supplying water in the objective.
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To summarize, the stochastic optimization problem for this multi-reservoir
system is
Z˜∗CV P = max
r∈R
Eq1,[
12∑
t=1
5∑
i=1
ui,tE
f
i,t − ρmax(0, γdwt − u4,t − r2,t)] (3.18a)
s.t. s1,t+1 = s1,t + q1,t − r1,t, ∀t = 1, 2, . . . , 12, (3.18b)
s2,t+1 = s2,t + q2,t − r2,t, ∀t = 1, 2, . . . , 12, (3.18c)
ui,t ≤ Ki,thtot,t
Efi,t
, ui,t ≤ r1,t, i = 1, 3, 4,∀t = 1, 2, . . . , 12,
(3.18d)
u2,t ≤ K2,thtot,t
Ef2,t
, u2,t ≤ r2,t,∀t = 1, 2, . . . , 12, (3.18e)
u5,t ≤ r2,t + u4,t, u5,t ≤ K5,thtot,t − θt
φt
,∀t = 1, 2, . . . , 12,
(3.18f)
s1 ≤ s1,t ≤ s1,t, s2 ≤ s2,t ≤ s2,t, ∀t = 1, 2, . . . , 13, (3.18g)
r, s,u ≥ 0. (3.18h)
Notice that, the hydropower generation function in this case study is piece-
wise linear instead of polynomial as in the TGR case study. Because this case
study is adopting the model from (Tejada-Guibert et al. 1995), however, a
similar iteration can be done if the power generation function is polynomial.
Observing that, all the terms involving uncertainties, ri,t, si,t, and ui,t are
in the four formats (2.4a)–(2.4d) that have equivalent deterministic robust
counterpart, this problem is ready to be converted into a SOCP by applying
ILDR. Because SSDP suffers from the “curse of dimensionality” when applied
to a multi-reservoir system, OP is used as the benchmark. Assume γd = 1,
which means the regular water demand is exactly matched. The weight for
water demand is ρ = 0.15 and the weight for power generation (million kwh)
is 1. Table 3.3 compares the performance of six policies implemented on
the historical inflows from October 1912 to October 2012. The structure of
Table 3.3 is similar to that of Table 3.1 and Table 3.2 except for the column
“shortage rate” which characterizes the percentage of periods when the water
demand is not satisfied. LR0 is ignored because it is not a feasible problem if
the LDR is not adjustable. OP is from a deterministic optimization with all
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the inflows from October 1912 to October 2012 given. Thus OP represents the
maximum possible objective value that can be achieved. In Table 3.3, it can
be seen that ILDR models the water demand term, max(0, γdwt−u4,t−r2,t),
very well and only LR3 leads to 0.8% of shortage. The performance of LRi
improves as the number of segregation increases. It can be seen from the
numerical results that the gap between ILDR and OP for a multi-reservoir
system is similar to the gap between ILDR and OP for a single reservoir
system.
Rule Inflows Time (s) β100(% of OP) Shortage Rate STD(% of OP)
OP History 151.3 617.96(100.0%) 0.0% 92.67(100.0%)
LR1 History 9.51 564.7(91.4%) 0.0% 105.7(114.1%)
LR2 History 36.03 584.95(94.7%) 0.0% 117.13(126.4%)
LR3 History 76.1 585.17(94.7%) 0.8% 124.84(134.7%)
LR4 History 131.73 584.82(94.6%) 0.0% 124.49(134.3%)
LR5 History 200.09 585.97(94.8%) 0.0% 123.69(133.5%)
OP Normal 152.7 637.04(100.0%) 0.0% 48.83(100.0%)
LR1 Normal 0 594.45(93.3%) 0.0% 69.76(142.8%)
LR2 Normal 0 604.97(95.0%) 0.0% 74.5(152.5%)
LR3 Normal 0 606.77(95.2%) 0.0% 78.07(159.8%)
LR4 Normal 0 613.24(96.3%) 0.0% 80.41(164.6%)
LR5 Normal 0 614.15(96.4%) 0.0% 79.61(163.0%)
OP Exponential 159.6 622.31(100.0% 0.0% 79.61(100.0%)
LR1 Exponential 0 581.42(93.4%) 0.0% 70.69(88.8%)
LR2 Exponential 0 590.49(94.9%) 0.0% 67.67(85.0%)
LR3 Exponential 0 593.65(95.4%) 0.0% 71.67(90.0%)
LR4 Exponential 0 596.27(95.8%) 0.0% 73.75(92.6%)
LR5 Exponential 0 595.82(95.7%) 0.0% 73.53(92.4%)
Table 3.3: Policies comparison with Trinity-Shasta inflows from October 1912
to October 2012, recorded and artificially generated.
3.4 Conclusions
In this chapter, reservoir operation optimization problems under uncertainty
and with nonlinear objective functions are addressed. These problems are
difficult because they are usually high-dimensional, dynamic, nonlinear and
stochastic. The distributionally robust Linear Decision Rule (LDR) is in-
troduced and extended to Iterative Linear Decision Rule (ILDR), which is
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Figure 3.5: The schematic diagram of the Shasta-Trinity subsystem.
tested with both the single reservoir and multi-reservoir systems, and the
performance of the proposed method is satisfactory compared to the SSDP
and “OP” benchmarks. The complexity and accuracy of ILDR can be ad-
justed by the number of segregation. The techniques and formulations of
ILDR developed in this chapter can be used to solve other similar problems.
For non-concave objectives, the proposed method does not converge at a
single set of parameters {r˜∗, s˜∗, α˜∗}. In an artificial case study with a non-
concave objective function, we observe that the iteration process converges
to two sets of parameters, {r˜∗1, s˜∗1, α˜∗1} and {r˜∗2, s˜∗2, α˜∗2}, which may lead to two
possible local optimal solutions. This is predicted behavior since local solvers
can only find local optimal solutions when maximizing non-concave problems.
Nevertheless, one can search for the global maximum by exploring the set of
local maxima. This set could be obtained by employing multi-start optimiza-
tion procedure (Ugray et al. 2007) that starts the local solver from a variety of
starting points (generally the starting points are random) which converge to
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different solutions. The global maximum solution is obtained from the best
local solution. This procedure potentially broadens the capability of the pro-
posed method. Bertsimas et al. (2011) extend the linear decision rules to
polynomial rules and the formulation ends with a sum-of-square (essentially
a semi-definite programming) problem. Although the objective in Bertsimas
et al. (2011) is piece-wise linear, the more general polynomial decision rules
approach can be modified to solve reservoir operation problems with non-
concave objective functions. However this polynomial decision rule approach
involves exponentially growing number of polynomials as the degree of the
polynomials increases. On the contrary, the proposed ILDR can be devel-
oped with moderate efforts through ROME (Goh and Sim 2011) as shown
in this study. The application of the mathematical optimization problem to
both single and multi-reservoir systems is tractable. The tractability of the
problem is obtained without compromising with the goodness of the optimal
policy as illustrated in the results, i.e., the proposed method performs as
good as SSDP. Moreover, the results demonstrate that the policy obtained
from ILDR is distributionally robust in the sense that it performs well even
if the PDF is not fully known in advance.
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Figure 3.6: Potential spills (infeasibility) from SSDP and LR4.
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Chapter 4
Coordinating Inventory Control and Pricing
Strategies for Perishable Products
4.1 Introduction
The U.S. grocery industry is a very competitive market where more than
two-thirds of industrial stores are supermarkets. The majority of sales rev-
enue of grocery stores and supermarkets comes from perishables such as food
items (e.g., meats and poultry, produce, dairy, and bakery products), phar-
maceuticals (e.g., drugs and vitamins), and cut flowers. For instance, Food
Market Institute (2006) reports that perishables accounted for 50.12% of the
total 2005 supermarket sales revenue of about $383 billion. The number was
even higher in 2010 at 50.62% of $444 billion total sales revenue.
In grocery retailing, spoilage from perishables represents a major threat to
the profitability of supermarkets. As quoted in a white paper of Power-ID,
a radio frequency identification (RFID) technology company, “A survey by
the National Supermarket Research Group found that a 300-store grocery
chain loses about $34 million a year due to spoilage. On an industry-wide
level, losses due to spoilage and shrinkage translate into $32 billion for chilled
meats, seafood, and cheese; $34 billion for produce; and $5.4 billion for phar-
maceutical and biomedical products (EPCGlobal).” 1 Thus, effective inven-
tory management of perishables is crucial for the success in grocery retailing.
The 2012 National Supermarket Shrink Survey reveals that “there exists a
clear thread of practices associated with the control of inventory, inventory
turnover and inventory management with resulting shrink loss levels. Top
performing companies report having 26% lower inventory levels results in
30% more inventory turns and 15% lower shrink than companies without
clear and consistently executed inventory control practices.”2
1http://www.power-id.com/Data/pdf/PowerTMP White Paper.pdf, accessed on Jan
20, 2012.
2http://www.retailcontrol.com/articles/time-to-get-your-stock-levels-in-line-and-
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Pricing is another important and effective lever to manage the profitabil-
ity of perishables in retailing. Of course, it is a double-edged sword. A poor
pricing strategy can also easily damage the profitability of a firm. For ex-
ample, Tesco, the largest grocery retailer in the UK, failed to revive its sales
despite spending £500 million on price cuts and as a result its CEO quit3.
Compared to those simple pricing strategies that may change prices dramat-
ically, it could be more appropriate to adjust the price in a dynamic fashion,
which enables price changes according to the availability of inventory and
products’ residual shelf lives.
The advances of information technologies such as RFID tags allow retailers
to accurately track product flows and make pricing and inventory decisions
dynamically to better align supply with demand. The emergence of online
grocery stores (e.g., AmazonFresh - a subsidiary of the Amazon.com) further
facilitates the adoption of dynamic pricing strategies. A recent industry
study sponsored by IBM (Webber et al. 2011) highlights that dynamic pricing
can help retailers to effectively reduce food wastage by enabling the retailer
to be more reactive to things like unexpected weather. This report also
provides a case study which describes how a Dutch grocery retailer Albert
Heijn experimented the integrated dynamic pricing and inventory control
policies in one of its stores.
Similar issues are also faced by blood banks and pharmacies (Karaesmen
et al. 2011, Pierskalla 2004). According to the 2009 national blood collection
and utilization survey report, 4.7% of all components of blood processed for
transfusion were outdated in 2008 in the United States. In particular, the
outdated whole-blood-derived (WBD) platelets accounted for 24.4% of all
WBD platelets processed in 2008 (The American Association of Blood Banks
(AABB) 2009). Karaesmen et al. (2011) point out that there is pressing need
for research in the coordination of pricing and inventory management in blood
supply chains, which further confirms the relevance of our work.
A key feature of perishable inventory systems is that a product has a finite
shelf-life and hence the inventories of different ages for the same product may
co-exist on the same shelf. Different from the durable inventory systems, the
joint inventory and pricing strategies for a perishable product need to take
into account the levels of the inventories of different ages and how inventories
overall-inventory-under-control/, accessed on 13 August, 2012
3http://www.bbc.co.uk/news/business-17378409, accessed on Aug 13, 2012
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are issued.
The majority of the perishable inventory literature assumes first-in-first-
out (FIFO) issuing policy (Nahmias 2011). This assumption is reasonable
for blood inventory systems in which the blood banks have the luxury of
determining inventory issuing policy. It also applies to some grocery retail-
ers who only display the oldest items on the shelves to force customers to
purchase oldest inventories first. Under the FIFO issuing policy, retailers
often post a single price for all the units of a product at any point in time
and may vary the price over time. It is natural for online grocery stores such
as AmazonFresh to adopt this pricing strategy and inventory issuing policy.
Intuitively, given the same total inventory level, the more aged inventory, the
more likely the seller will set a lower price to turn the inventory over more
quickly and reduce outdating (Nahmias 1982). Our model also assumes that
the retailer can decide how to issue inventories and always post a single price
at any point in time.
Nevertheless, some retailers would allow customers to choose items of dif-
ferent ages on the same shelves. In such a circumstance, if all the items are
charged the same price, one can expect that customers will choose the fresh-
est items, resulting last in first out (LIFO) sequence. In practice, retailers
such as Bruegger’s Bagels offer discounts for aged items while keeping regular
prices for fresh ones. Some other retailers such as Chesapeake Bagel choose
to dispose of old inventory as new inventory is available for sales. See Fergu-
son and Koenigsberg (2007) and Li et al. (2012) for more empirical evidences
and discussions on different pricing and inventory control strategies.
In this chapter, we analyze a joint inventory and pricing control problem
for a retailer to manage a perishable product in a periodic-review inventory
system. At the beginning of each period, the retailer decides how much to
order and sets a single price for inventories of different ages. We assume that
the retailer can decide how to issue inventories. At the end of each period,
the retailer decides how much ending inventory to dispose of, including the
inventory expiring in this period and possibly some of the inventory yet to
expire. Demand in each period depends on the current price plus an additive
random perturbation. The objective is to maximize the total expected dis-
counted profit over the planning horizon taking into account linear ordering
cost, inventory holding and backlogging or lost-sales penalty cost and dis-
posal cost. We deal with both the backlogging and lost-sales cases and allow
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for positive replenishment lead time.
The problem is extremely complicated even when selling prices are fixed.
Unlike standard inventory models with backlogging in which it suffices to use
inventory position (total stock on hand and on order minus backorders) to
describe the system state, one has to use a state vector to record the inventory
levels of all ages and the outstanding orders in perishable inventory systems.
Indeed, the structural analysis for perishable inventory models with zero lead
time and exogenous demand in the literature has been long and intricate (see,
e.g., Nahmias 1975 and Fries 1975). To highlight the complexity, note that
“The main theorem requires 17 steps and is proven via a complex induction
argument” (Nahmias 2011, page 10) and for models with discrete demand,
a separate argument of using a sequence of continuous demand distributions
to approximate the discrete demand distribution is needed (Nahmias and
Schmidt 1986).
To deal with the complexity, we employ the concept of L\-concavity to
perform the structural analysis. Specifically, we prove that the optimal order
quantity is nonincreasing in both outstanding and on-hand inventory levels
and is most sensitive to the newly placed order and least sensitive to the
oldest on-hand inventory with bounded sensitivity. On the contrary, the
optimal price is most sensitive to the oldest on-hand inventory and least
sensitive to the youngest order with bounded sensitivity.
Our analysis allows for both continuous and discrete decision variables and
thus provides a unified approach for models with both continuous and discrete
demand. Both backlogging and lost-sales cases are analyzed. In particular,
in the lost-sales case, we propose a new regularity condition on demand
models using the concept of L\-concavity and identify sufficient conditions
on demand models to ensure that the expected inventory-truncated revenue
is L\-concave, which in turn ensures the L\-concavity of the optimal profit
function. We further extend our analysis and results to the case with random
lifetime and an inventory rationing model.
Note that the concept of L\-convexity/concavity, developed by Murota
(2003) in discrete convex analysis and first introduced into the inventory
management literature by Lu and Song (2005), was used by Zipkin (2008)
to establish the optimal structural policy of lost-sales inventory models with
positive lead time. It was later extended by Huh and Janakiraman (2010)
to serial inventory systems, and by Pang et al. (2012) to inventory-pricing
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models with positive lead time. Unlike these papers, the dynamics of the
state variables in our perishable inventory system are much more compli-
cated. Consequently, our analysis is significantly involved and requires the
development of new preservation properties of L\-concavity.
In addition to the structural analysis, we develop analytical bounds on the
optimal order-up-to levels and propose two heuristic policy which applies to
both stationary and non-stationary problems.
Contribution to Related Literature
Our research is mostly related to three streams of literature: (1) Dynamic
inventory control for perishable products, (2) combined dynamic pricing and
inventory control and (3) LDR application on inventory control.
Dynamic inventory control for perishable products with fixed-lifetime was
studied by Nahmias and Pierskalla (1973) in a two-period lifetime setting
with zero lead time and demand uncertainty. Nahmias (1975) and Fries
(1975) analyze the case with multi-period lifetime and zero lead time. They
characterize the structure of the optimal policy and show that the optimal
order quantity is decreasing in the levels of on-hand inventory of different
ages and the sensitivity is bounded and monotone in the ages of on-hand in-
ventory. Note that in their models only the excess inventory that expires at
the end of the current period is disposed of. As we mentioned earlier, their
analysis is lengthy and difficult to be generalized. Given the complexity,
the literature thereafter focuses more on developing heuristics; see Nahmias
(1982), Nahmias (2011) and Karaesmen et al. (2011) for excellent reviews
of the early and recent developments. Recently, Xue et al. (2012) study a
perishable inventory model with a secondary market where the excess inven-
tory can be cleared with certain salvage value. They provide some structural
properties and then propose a heuristic policy. This chapter generalizes this
literature to allow for positive lead time and endogenous demand. As far
as we know, it is the first attempt to perform the structural analysis for
perishable inventory systems with positive lead time.
Our work is also closely related to the growing research stream on coor-
dinated pricing and inventory management. Significant progress has been
made in the past decade on nonperishable products (see, for example, Feder-
gruen and Heching 1999; Chen and Simchi-Levi 2004a, 2004b, 2006; Huh and
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Janakiraman, 2008, Song et al. 2009). This literature demonstrates great
benefits from pricing and inventory coordination and provides fundamental
understanding of the structures of optimal policies. We refer to Yano and
Gilbert (2003), Elmaghraby and Keskinocak (2003), Chan et al. (2004), and
Chen and Simchi-Levi (2012) for some recent surveys.
Recognizing the importance of pricing decisions, Nahmias (1982) notes
that determining pricing policies for perishable items under demand uncer-
tainty was an open problem. Partially due to the complexity we discussed
earlier, there are only a few papers that analyze perishable inventory models
with joint pricing and inventory decisions (Karaesmen et al. 2011). Among
them, Ferguson and Koenigsberg (2007) consider a two-period joint pricing
and inventory control problem, addressing the impact of the competition
between new inventory and leftover inventory in the second period on the
first-period inventory and pricing decisions.
Li et al. (2009) consider a dynamic joint pricing and inventory control
problem for a perishable product over an infinite horizon, assuming linear
price-response demand model, backlogging and zero lead time. They charac-
terize the structure of the optimal policy of a two-period lifetime problem and
then develop a base-stock/list-price heuristic policy for stationary systems
with multi-period lifetime. The infinite-horizon lost-sales case is analyzed in
Li et al. (2012) in which the seller does not sell new and old inventory at the
same time and at the end of a period the seller can decide whether to dispose
of or carry all ending inventory until it expires. A replenishment decision
is made at the beginning of a period if there is no inventory carried over to
the current period. They propose a stationary structural policy consisting of
an inventory order-up-to level, state-dependent price and inventory clearing
decisions, and develop a fractional programming algorithm to compute the
optimal policy amongst the class of proposed structural policies. It is not
clear whether the proposed policy is optimal among the admissible policies.
This chapter characterizes the structure of the optimal policy of perishable
inventory systems, and is a significant generalization of these papers since
we allow for positive lead time, arbitrary lifetime, both backlogging and lost-
sales cases, and unrestricted ordering decisions.
The literature about LDR algorithms have been discussed in Chapter 2
and omitted here to avoid repetition.
In summary, our contribution to the literature is threefold. Firstly, we
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generalize the perishable inventory models to allowing coordinated pricing,
inventory control and disposal decisions, and positive lead time. Secondly,
we further develop the structural results of L\-concavity which significantly
simplify the structural analysis for perishable inventory systems and we gen-
eralize the regularity conditions of demand functions for lost-sales inventory-
pricing models, using the concept of L\-concavity. Thirdly, we develop robust
counterparts for the nonlinear revenue terms in the objective and extend LDR
to coordinated pricing and inventory control.
Structure
The remainder of this chapter is organized as follows. In the next section, we
summarize and develop some preliminary technical results. In Section 4.2,
we describe the model and formulate the problem as a dynamic program. In
Section 4.3, we perform the structural analysis for the backlogging case, fol-
lowed by the lost-sales case in Section 4.4. In Section 4.5, we develop bounds
on optimal replenishment decision, propose an effective heuristic policy, and
perform a numerical study. In Section 4.6, we develop the robust counter-
parts for both the backlogging model and the lost sales model. Numerical
studies are performed and satisfying results are obtained.
Throughout this chapter, we use decreasing, increasing, and monotonicity
in a weak sense. Let < denote the real numbers and <+ the nonnegative
reals, Z the integers, and Z+ nonnegative integers. In addition, we define
<¯ = < ∪ {∞}, e ∈ <n a vector whose components are all ones, and for
x, y ∈ <n, x+ = max(x, 0), x ∧ y = min(x, y) and x ∨ y = max(x, y) (all
operations are taken componentwise).
Preliminaries
In this section, we summarize and develop some important technical results
that will be used in our analysis. We first introduce the concept of L\-
convexity/concavity which can be defined on either real variables or integer
variables. In the following, we use the notation F to denote either the real
space < or the set with all integers Z, and notation F+ to denote the set of
nonnegative elements in F . Following Murota (2003,2009) and Simchi-Levi
et al. (2014), L\-convexity can be defined as follows.
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Definition 4.1.1 (L\-Convexity). A function f : Fn → <¯ is L\-convex if
for any u,v ∈ F , α ∈ F+
f(u) + f(v) ≥ f((u+ αe) ∧ v) + f(u ∨ (v − αe)),
where we note that e ∈ <n is a vector whose components are all ones. A
function f is L\-concave if −f is L\-convex.
In the above definition, if f(u) = +∞ or f(v) = +∞, the inequality
is assumed to hold automatically. Thus, for an L\-convex function f , its
effective domain V = dom(f) = {x ∈ Fn|f(x) < +∞} is an L\-convex set,
i.e., it satisfies the following condition
∀ u,v ∈ V and α ∈ F+, (u+ αe) ∧ v ∈ V and u ∨ (v − αe) ∈ V .
We sometimes say a function f is L\-convex on a set V with the understanding
that V is an L\-convex set and the extension of f to the whole space by
defining f(v) = +∞ for v 6∈ V is L\-convex.
One can show that an L\-convex function restricted to an L\-convex set
is also L\-convex. In addition, the above definition is equivalent to saying
that g(v, ξ) := f(v − ξe) is submodular in (v, ξ) ∈ Fn × S, where S is the
intersection of F and any unbounded interval in <. We can also prove that
the Hessian of a smooth L\-convex function is diagonally dominant.
The next three lemmas are slight generalizations of those developed by
Zipkin (2008).
Lemma 4.1.1. If f : Fn → <¯ is an L\-convex function, then g : Fn×F → <¯
defined by g(x, ξ) = f(x− ξe) is also L\-convex.
Lemma 4.1.2. Assume that A is an L\-convex set of Fn ×Fm and f(·, ·) :
Fn ×Fm → <¯ is an L\-convex function. Then the function
g(x) = inf
(x,y)∈A
f(x, y)
is L\-convex over Fn if g(x) 6= −∞ for any x ∈ Fn.
Lemma 4.1.3. Let g(x, ξ) : Fn×F → <¯ be L\-convex, and ξ(x) be the largest
optimal solution (assuming existence) of the optimization problem f(x) =
minξ∈F g(x, ξ) for any x ∈ dom(f). Then ξ(x) is nondecreasing in x ∈
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dom(f), but ξ(x+ ωe) ≤ ξ(x) + ω for any ω > 0 with ω ∈ F and ξ(x) + ω ∈
dom(f).
To address perishable inventory models, we need to develop some addi-
tional structural properties.
Let
Vn,k = {(s1, . . . , sn) ∈ Fn : s1 ≤ . . . ≤ sk}
and
V+n,k = {(s1, . . . , sn) ∈ Fn : 0 ≤ s1 ≤ . . . ≤ sk}.
Note that both sets are L\-convex.
The following lemma will be useful for the analysis of the backlogging case.
Lemma 4.1.4. Assume that f : Fn → <¯ is an L\-convex function. If f
is nondecreasing in its first k (1 ≤ k ≤ n) variables for s ∈ V+n,k, then the
function
fˆ(s1, ..., sn, sn+1) := f((s1−sn+1)+, ..., (sk−sn+1)+, sk+1−sn+1, ..., sn−sn+1)
is L\-convex for (s1, ..., sn, sn+1) ∈ Vn+1,k.
Proof. Proof. Let
f˜(s1, ..., sn) := f(s
+
1 , ..., s
+
k , sk+1, ..., sn).
Since f is nondecreasing in its first k (1 ≤ k ≤ n) variables for s ∈ V+n,k, we
have that for any s ∈ Vn,k,
f˜(s1, ..., sn) = min
vi≥si,i=1,...,k,0≤v1≤...≤vk
f(v1, . . . , vk, sk+1, . . . , sn).
In the above minimization problem, the set associated with the constraints
is L\-convex and the objective function is L\-convex. Therefore, Lemma
4.1.2 implies that f˜(s1, ..., sn) is L
\-convex for s ∈ Vn,k. This, together with
Lemma 4.1.1, implies that fˆ(s1, ..., sn, sn+1) = f˜(s− sn+1e) is L\-convex for
(s1, ..., sn, sn+1) ∈ Vn+1,k.
The following lemma will be useful to address the lost-sales model with
positive lead time.
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Lemma 4.1.5. Assume that f : Fn → <¯ is an L\-convex function. If f(s)
is nondecreasing in all variables for s ∈ V+n,n, then the function
g(s1, ..., sn, sn+1) := f((s1−sn+1)+, ..., (sk−sn+1)+, sk+1−sk∧sn+1, ..., sn−sk∧sn+1)
is L\-convex on the L\-convex set Vn+1,n.
Proof. Proof. Notice that
g(s1, ..., sn, sn+1) = fˆ(s1, ..., sn, sk ∧ sn+1),
where f˜ is defined in Lemma 4.1.4. As we show in Lemma 4.1.4, f˜ is L\-
convex. Since f(s) is nondecreasing in all variables, we have that fˆ(s1, ..., sn, sn+1)
is nondecreasing in sn+1 and thus
g(s1, ..., sn, sn+1) = min
v≤sk,v≤sn+1
fˆ(s1, ..., sn, v),
which is clearly L\-convex on Vn+1,n.
4.2 The Model
Consider a periodic-review single-product inventory system over a finite hori-
zon of T periods. The product is perishable and has a finite lifetime of ex-
actly l periods. The replenishment lead time is k periods with k < l. In each
period, a single price is charged for inventories of different ages, which are
equally useful to fill consumer’s price-sensitive demand. Demand is always
met to the maximum extent with the on-hand inventory and we assume that
unmet demand is either backlogged or lost. We assume that the retailer
has the power or mechanism to determine how inventory is issued, and can
also decide how much inventory to be carried over to the next period and
how much inventory in addition to that at the end of its lifetime to be in-
tentionally disposed of. The objective is to dynamically determine ordering,
disposal and pricing decisions in all periods so as to maximize the total ex-
pected discounted profit over the planning horizon.
For convenience, we assume that the age of the inventory is counted from
the period when the replenishment order is placed. If l = 1, k = 0, then
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the model reduces to a newsvendor model in the lost-sales case. If l = ∞,
then it becomes a standard non-perishable inventory model. We assume for
now that the costs and demand distributions are stationary. Nonstationary
systems are discussed later.
The demand takes an additive form as is commonly used in the literature
(see, e.g., Petruzzi and Dada 1999, Chen and Simchi-Levi 2004a,b). That is,
the demand in period t is given as follows:
dt := D(p) + t, (4.1)
where D(p) is the expected demand in period t and is strictly decreasing in
the selling price p in this period, and t is a random variable with zero mean.
We assume that {t, t ≥ 1} are independently and identically distributed
over time with a bounded support [A,B], (A ≤ 0 ≤ B). Let F (·) be the
probability distribution function of t. The selling price p is restricted to an
interval [p, p]. To ensure nonnegativity, we assume that D(p¯) + A ≥ 0.
Note that the monotonicity of the expected demand function implies a one-
to-one correspondence between the selling price p and the expected demand
d ∈ D ≡ [d, d], where d = D(p) and d = D(p). For convenience, we use the
expected demand instead of the price as the decision variable in our analysis.
To provide a unified modeling framework for both backlogging and lost-
sales cases, letR(d, y) be the expected revenue for any given expected demand
level d and on-hand inventory level y. In the backlogging case, we have
R(d, y) = P (d)d, where P (d) is the inverse function of D(p). In the lost-sales
case, we have R(d, y) = P (d)E[min(d+ t, y)], where the sales are truncated
by on-hand inventory level. We now introduce a unified regularity condition
on the demand model for both the backlogging and lost-sales cases.
Assumption 4.2.1. R(d, y) is continuous and L\-concave in (d, y) ∈ D×<+.
In the backlogging case, Assumption 4.2.1 is equivalent to the requirement
that the expected revenue P (d)d is concave in d, i.e., the expected revenue
has a decreasing margin with respect to the expected demand level. This con-
cavity assumption is commonly seen in the pricing literature (see, e.g., Chen
and Simchi-Levi 2004a,b). However, in the lost-sales case, the concavity of
the unconstrained revenue P (d)d cannot even guarantee the joint concavity
of the inventory-truncated revenue R(d, y). In this case, Assumption 4.2.1
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implies that the marginal value of the expected revenue is decreasing not
only in the demand level but also in the on-hand inventory level. In ad-
dition, the higher the inventory level, the higher the marginal revenue of
increasing demand level. In other words, the demand and on-hand inventory
are complementary to each other. In fact, Assumption 4.2.1 requires stronger
conditions, which will be discussed in more details in Section 4.4. Neverthe-
less, this condition generalizes the conventional concavity assumption on the
expected revenue in the pricing literature.
The sequence of events in period t is as follows.
1. At the beginning of the period, the order placed k periods ago is re-
ceived (if k ≥ 1) and the inventory levels of different residual useful
lifetimes are observed.
2. Based on the inventory levels of different residual useful lifetimes, an
order is placed and will be delivered at the beginning of period t + k.
When k = 0, the order is delivered immediately. At the same time, the
selling price pt of period t is determined.
3. During period t, demand dt arrives, which is stochastic and depends
on the selling price pt, and is satisfied by on-hand inventory.
4. Unsatisfied demand is either backlogged or lost and the remaining in-
ventory with zero useful lifetime has to be discarded. Meanwhile, un-
used inventory with positive useful lifetimes can be either intentionally
discarded or carried over to the next period. In the latter case, their
lifetimes decrease by one.
Each order incurs a variable cost c. Inventory carried over from one period
to the next incurs a holding cost of h+ per unit, and demand that is not
satisfied from on-hand inventory incurs a cost of h− per unit which represents
the backlogging cost or the lost-sales penalty cost. Inventory that is disposed
of incurs a disposal cost of θ per unit. Let γ ∈ [0, 1] be the discount factor.
The system state after receiving the order placed k periods ago but before
placing an order can be represented by an (l − 1)-dimensional vector s =
[s1, ..., sl−1].
For the backlogging case, when si ≥ 0, si represents the level of on-hand
inventory with residual lifetime no more than i periods. When si < 0, −si
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represents the shortfall of inventory with residual lifetime no more than i
periods, defined as the additional units that should have been ordered l − i
periods ago to make si zero. In particular, sl−k is the net inventory level
and sl−1 is the inventory position of the system. Later on we will see that
for i < l − k, the exact value of si will not affect our optimization model if
si < 0; however, the way we specify s˜ is convenient for our analysis. The
state variables satisfy the condition that s1 ≤ s2 ≤ ... ≤ sl−1 and the set of
feasible states is given by
Fb = Vl−1,l−1.
Alternatively, the system state can also be represented by the vector x =
[x1, ..., xl−1] where x1 = s1, xi = si − si−1 for i = 2, ..., l − 1. Here, x1
represents the level for the on-hand inventory with residual lifetime no longer
than one period (if x1 > 0) or the shortfall for the inventory with residual
lifetime no longer than one period (if x1 < 0), and xi represents the size of
the order placed l − i periods ago, i = 2, ..., l − 1.
For the lost-sales case, si is the total amount of inventory with residual
lifetimes no more than i periods, i = 1, ..., l − 1. In particular, sl−1 is the
system inventory position and sl−k is the net on-hand inventory level. The
state variables satisfy the condition that 0 ≤ s1 ≤ s2 ≤ ... ≤ sl−1 and the set
of feasible states is given by
Fl = V+l−1,l−1.
In the literature, it is common to denote the system state by an (l − 1)-
dimensional vector x = [x1, ..., xl−1] where xi is the amount of inventory on
hand (for i ≤ l − k if k ≥ 1 and i ≤ l − 1 if k = 0) or on order (for i > l − k
if k ≥ 1) of age l − i. Clearly,
s1 = x1, s2 = s1 + x2, ..., sl−1 = sl−1−1 + xl−1.
It is straightforward to check that the feasible sets Fl and Fb are both
L\-convex. Hence, although both s and x can represent the system state, it
is more convenient to use s to perform the structural analysis.
Let sl be the order-up-to level and a be the amount of on-hand inventory
to be depleted or the realized demand of period t, whichever is greater. We
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have that
s1 ∨ dt ≤ a ≤ sl−k ∨ dt.
When demand is greater than the total on-hand inventory level sl−k, the
above inequalities imply that a = dt. Otherwise, they imply that s1 ∨ dt ≤
a ≤ sl−k, which in turn implies that (1) the firm satisfies the demand to
the maximum extent, and (2) in addition to the inventory at the end of
life, the firm could also intentionally dispose of some more inventory that
will expire in later periods. We also note that since on-hand inventory can
be intentionally disposed of, it is not difficult to show that it is optimal to
deplete on-hand inventory sequentially with increasing useful lifetimes, i.e.,
FIFO depletion policy is optimal.
We next derive the system state at the beginning of the next period before
ordering, denoted by s˜. We first consider the backlogging case. The dynamics
of the state are expressed by
s˜ = [s2 − a, ..., sl−k − a, sl−k+1 − a, ..., sl − a]. (4.2)
Note that sl−k is the total on hand inventory if sl−k ≥ 0 and the amount of
backorders if sl−k < 0. When sl−k ≥ dt, a is the amount of on-hand inventory
that is depleted. When sl−k < dt, a = dt.
For the lost-sales case, if a ≤ sl−k, then s˜i = (si+1 − a)+ for i = 1, . . . , l −
k − 1, and s˜j = sj+1 − a for j = l − k, ..., l − 1; if a ≥ sl−k, then s˜i = 0 for
i = 1, . . . , l − k − 1, and s˜j = sj+1 − sl−k for j = l − k, ..., l − 1. Combining
the two cases, the dynamics of system state for the lost-sales case evolve as
follows:
s˜ = [(s2 − a)+, ..., (sl−k − a)+, sl−k+1 − sl−k ∧ a, ..., sl − sl−k ∧ a]. (4.3)
We are now ready to present the unified model formulation for both the
backlogging and lost-sales cases. Let fˆt(s) be the profit-to-go function when
the system state is specified by s ∈ S (= Fb or Fl in the backlogging case and
the lost sales case respectively) at the beginning of period t before ordering.
We can write the optimality equation as follows:
fˆt(s) = max
sl≥sl−1,d∈D
{R(d, sl−k) + E[gˆt(s, sl, d|t)]} ,
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where
gˆt(s, sl, d|t) = max
s1∨dt≤a≤sl−k∨dt
{−c(sl − sl−1)− θ(a− dt)
−h+(sl−k − a)+ − h−(a− sl−k)+ + γfˆt+1(s˜)}.
Here the four terms in the maximization problem defining gˆt represent the
ordering cost, disposal cost, inventory holding cost, and backlogging cost
or lost-sales penalty cost, respectively. Also recall that dt = d + t. For
simplicity, we assume that fˆT+1(s) = csl−1, i.e., inventory (or unfilled orders)
at the end of the planning horizon is salvaged (or filled) with a unit price
(or cost) equal to the unit ordering cost. From the above formulation, one
can see that for i < l − k, the exact value of si does not really matter for
the optimization model if si < 0. That is, fˆt(s1, ..., sl−k−1, sl−k..., sl−1) =
fˆt(s
+
1 , ..., s
+
l−k−1, sl−k, ..., sl−1).
It is more convenient to work with a slightly modified profit-to-go function.
Define for s 6∈ S, ft(s) = +∞ and for s ∈ S, ft(s) = fˆt(s) − csl−1 for all t.
Then for s ∈ S, fT+1(s) = 0 and the optimality equation can be rewritten
as follows:
ft(s) = max
sl≥sl−1,d∈Dt
Gt(s, sl, d) (4.4)
with
Gt(s, sl, d) = R(d, sl−k) + E [gt(s, sl, d|t)] ,
where
gt(s, sl, d|t) = max
s1∨dt≤a≤sl−k∨dt
{φt(s, sl, d, a|t)}, (4.5)
φt(s, sl, d, a|t) = γcs˜l−1 − csl − θ(a− dt)− h+(sl−k − a)+
−h−(a− sl−k)+ + γft+1(s˜). (4.6)
Denote by slt(s), dt(s) the optimal order-up-to inventory position and de-
mand level decisions and at(s, sl, d) the optimal inventory depletion solution
for any given (s, sl, d).
The following monotonicity property applies to both the backlogging and
lost sales cases.
Lemma 4.2.1. For t = 1, ..., T + 1 and any s ∈ S, ft(s) is nonincreasing in
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s1, ..., sl−k−1, respectively.
Proof. Proof. By induction. The statement is clearly true for t = T + 1.
Assume that it holds for t+1. Then, γft+1(s˜) is nonincreasing in s2, ..., sl−k−1
and so are φt(s, sl, d, a|t) and gt(s, sl, dt|t). Note that the feasible set of a
subject to the constraint s1 ∨ dt ≤ a ≤ sl−k ∨ dt becomes smaller as s1
increases, which implies that gt(s, sl, d|t) is nonincreasing in s1. It is obvious
that the monotonicity of gt(s, sl, d|t) is preserved under the expectation
over t and the maximization operations in (4.4). Thus, the desired result
holds.
Remark 4.2.1. FIFO issuing rule is typically assumed in the literature with-
out allowing disposals of inventory that is not outdated. For example, Nah-
mias (2011) argues that FIFO issuing rule is most cost-efficient and results
in minimum outdating. However, we find that FIFO issuing rule may not al-
ways be optimal if inventory cannot be disposed of intentionally. To see this,
consider the classic perishable inventory model in Nahmias (1975). Assume
that the lifetime is 3, the replenishment lead time is zero, the discount factor
is one, and the demand is one with probability q and zero with probability
1 − q. Consider a two-period planning horizon with initial state s = (1, 2).
Suppose the realized demand in period 1 is one. According to the FIFO rule,
the old inventory is used to meet the demand and the fresh inventory is car-
ried over to the next period, yielding the total expected cost h++(1−q)θ. Now
consider a policy under which the demand is met with the fresh inventory and
the old inventory is disposed of. Then under this policy the expected cost is
θ+q(h−+c) which is strictly smaller than h+ +(1−q)θ if h+ > q(θ+h−+c).
Therefore, when unit holding cost is sufficiently large, FIFO rule may not be
optimal. It is appropriate to point out that when there is no holding cost, the
firm has no incentive to intentionally dispose of any fresh inventory until it
expires and FIFO rule is indeed optimal.
Remark 4.2.2 (Secondary Market). In practice, there may exist a sec-
ondary market where the firm can clear some inventories that have not ex-
pired with some salvage value (see, e.g., Xue et al. 2012). Our analysis can
be readily extended to address this situation. Let pis be the salvage value per
unit of inventory. Assume that the firm decides how much inventory to dis-
pose of and how much inventory to clear in the salvage market at the end of
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each period if there is excess on-hand inventory. Clearly, the firm will only
dispose of the expired inventory. Using our notations, the amount of disposals
is (s1− dt)+ and the amount of clearing inventory is a− dt− (s1− dt)+. The
term −θ(a− dt)+ in (4.6) is then replaced by pis(a− dt)− (θ+ pis)(s1− dt)+.
The subsequent analysis applies immediately.
4.3 The Backlogging Case
In this section, we analyze the backlogging case. We first perform the struc-
tural analysis, and then present conditions under which it is optimal to dis-
pose of to the minimum amount or the maximum amount at the end of each
period.
Without loss of generality, we assume that c ≤ h−/(1− γ), which implies
that it is cheaper to purchase a unit now than to carry this backorder and
purchase a unit in the next period while experiencing a backorder. This
eliminates the speculative motive for intentionally carrying the backorders.
Recall that in the backlogging case we have R(d, sl−k) = P (d)d and
φt(s, sl, d, a|t) = −(1−γ)csl−γca−θ(a−dt)−h+(sl−k−a)+−h−(a−sl−k)++γft+1(s˜).
We now employ the properties of L\-concavity to characterize the structure
of the optimal policy.
Theorem 4.3.1 (Monotonicity Properties of Backlog Model).
For t = 1, ..., T + 1, the functions ft(s), gt(s, sl, d|t) and φt(s, sl, d, a|t) are
L\-concave in s, (s, sl, d) and (s, sl, d, a), respectively. Thus, the optimal
order-up-to level slt(s) and the optimal demand level dt(s) are nondecreasing
in s (i.e., the optimal price pt(s) is nonincreasing in s), and for any ω ≥ 0
slt(s+ ωe) ≤ slt(s) + ω, and dt(s+ ωe) ≤ dt(s) + ω. (4.7)
Given the realized demand dt, the optimal depletion decision at(s, sl, d|t) is
nondecreasing in (s, sl, d) and for any ω ≥ 0
at(s+ ωe, sl + ω, d+ ω|t) ≤ at(s, sl, d|t) + ω. (4.8)
Proof. Proof. It can be shown by induction that L\-concavity is preserved
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in the dynamic programming recursion. The statement is obviously true for
t = T + 1. Assume that it holds for t+ 1.
We first show that φt(s, sl, d, a|t) is L\-concave in (s, sl, d, a). The system
dynamics (4.2) together with Lemma 4.1.1 immediately imply that ft+1(s˜) is
L\-concave for (s, sl, a) ∈ Vl+1,l. The other terms in φt(s, sl, d, a|t) are all L\-
concave in their variables. Thus, φt(s, sl, d, a|t) is L\-concave for(s, sl, d, a) ∈
Vl+2,l.
We next show that gt(s, sl, d|t) is L\-concave in (s, sl, d) ∈ Vl+1,l. The idea
is to use Lemma 4.1.2 to show that L\-concavity can be preserved under the
optimization problem (4.5). Unfortunately, the constraint in (4.5), s1 ∨ dt ≤
a ≤ sl−k∨dt, is not L\-convex. Interestingly, we can prove that this constraint
a ≤ sl−k ∨ dt can be removed, i.e., gt(s, sl, d|t) = g˜t(s, sl, d|t), where
g˜t(s, sl, d|t) = max
a≥s1∨dt
{φt(s, sl, a, d|t)}.
Although a > sl−k ∨dt does not have any physical meaning, it is well defined
mathematically. We show φt(s, sl, a, d) is decreasing in a for a ≥ sl−k ∨ dt.
Suppose that a′ > a ≥ sl−k ∨ dt. Let δ = a′ − a. At the beginning of
period t + 1, we observe that the state s˜ = (s2 − a, ..., sl − a) and the state
s˜′ = (s2 − a′, ..., sl − a′) have the same on-order inventory profiles while the
later has δ more units of backorders. We now consider two systems starting
with states s˜ and s˜′ at the beginning of period t + 1, referred to systems
1 and 2 respectively. For system 1, construct a policy that mimics exactly
the optimal policy of system 2 except that the first δ units of deliveries to
system 1 are intentionally disposed of (instead of being used to satisfy the
backorders). Then, the two systems end up with the same state. Clearly,
under the constructed policy, the additional cost incurred in system 1 is no
more than θδ. Due to the suboptimality of the constructed policy, we have
fˆt+1(s˜
′)− θδ ≤ fˆt+1(s˜), or, equivalently, ft+1(s˜′)− ft+1(s˜) ≤ (θ + c)δ.
Here we can actually replace the right hand side with a smaller number
when we also take into account the difference of backorder costs. However,
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the above inequality suffices for our purpose and implies that
φt(s, sl, a
′, d|t)− φt(s, sl, a, d|t) = −(γc+ θ + h−)δ + γ[ft+1(s˜′)− ft+1(s˜)]
≤ −(γc+ θ + h−)δ + γ(θ + c)δ
< 0. (4.9)
That is, φt(s, sl, a, d) is strictly decreasing in a as a ≥ sl−k ∨ dt. Thus, it is
never optimal to set a > sl−k ∨ dt and hence gt(s, sl, d|t) = g˜t(s, sl, d|t).
It is easy to check that the set {(s1, d, a) : a ≥ s1 ∨ dt} = {(s1, d, a) :
a ≥ s1, a ≥ dt} is L\-convex. From Lemma 4.1.2, we have g˜t(s, sl, d|t) and
hence gt(s, sl, d|t) are L\-concave in (s, sl, d). Since L\-concavity is preserved
under expectation and a single variable function is L\-concave, the objective
function in the optimization problem (4.4) is L\-concave. This, together with
L\-convexity of the set associated with the constraints in the optimization
problem (4.4) and Lemma 4.1.2, implies that ft(s) is L
\-concave in s.
By Lemma 4.1.3, we know that the optimal order-up-to level slt(s) and
the optimal demand level dt(s) are nondecreasing in s and the inequalities in
(4.7) hold (the existence of optimal solutions is straightforward to check and
is thus omitted). The monotonicity of P (d) implies that the optimal price
pt(s) is nonincreasing in s. The desired results hold.
The inequalities in (4.7) imply that the optimal pricing and ordering de-
cisions have bounded sensitivity. That is, a unit increase in some or all of
the state variables will increase the order-up-to inventory position level slt(s)
and the optimal demand level dt(s) by at most one unit. The rates of the
increase in decision variables are slower than that of the increase in state
variables. These inequalities also provide insight into how the freshness of
the inventory affects the inventory and pricing decisions. Comparing the
states s and s + ei, the latter has one more unit of inventory with residual
lifetime of i periods but one less unit of inventory with residual lifetime of
i + 1 periods, i = 1, ..., l − 2. These monotonicity properties imply that the
fresher the inventory in the system, the less inventory to order and the higher
price to charge.
The inequalities of (4.8) imply that the optimal depletion decisions also
have bounded sensitivity. Furthermore, since slt(s) and dt(s) are increasing
in s, the optimal depletion decision under the optimal policy, at(s, slt(s), dt(s)|t),
is increasing in s and satisfies at(s+ωe, slt(s+ωe), dt(s+ωe)|t) ≤ at(s, slt(s+
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ωe), dt(s + ωe)|t) + ω for any t and ω > 0. That is, the higher the total
on-hand inventory level or the more aged the inventory in the system, the
more inventory to deplete and to dispose of.
We now translate the structural properties of the optimal decisions with
respect to s back to that with respect to x. Let xˆlt(x) and dˆt(x) be the
optimal order quantity and demand level with respect to x, respectively.
The following corollary is implied by Theorem 4.3.1. The proof is identical
to Theorem 2 of Pang et al. (2012) and it is therefore skipped.
Corollary 4.3.1 (Monotone Sensitivity). For t = 1, ..., T + 1 and for
any ω ≥ 0, the following inequalities hold:
−ω ≤ xˆlt(x+ ωel−1)− xˆlt(x) ≤ ... ≤ xˆlt(x+ ωe1)− xˆlt(x) ≤ 0, (4.10)
0 ≤ dˆlt(x+ ωel−1)− dˆlt(x) ≤ ... ≤ dˆlt(x+ ωe1)− dˆlt(x) ≤ ω. (4.11)
Corollary 4.3.1 reveals that the optimal order quantity and demand level
have bounded and monotone sensitivity. In particular, the inequalities in
(4.10) imply that the optimal order quantity decreases in the inventory level
of each age and the sensitivity decreases in age. That is, it is more sensitive
to the younger inventory or outstanding order and least sensitive to the
oldest order. The inequalities in (4.11) show that the optimal demand level
increases in the level of inventory of each age and the sensitivity increases
in age as well. In particular, it is most sensitive to the inventory close to
expiration. That is, the more inventory to expire the more discount the seller
should offer to induce more sales and avoid the disposals.
Remark 4.3.1 (Non-stationary Backlog Systems). So far we have restricted
our attention to the stationary systems. In fact, when the system is non-
stationary and the system parameters are time varying, indexed with the sub-
script t, under a very mild condition that γct + θt + h
−
t ≥ γ(ct+1 + θt+1), we
still have that φt(s, sl, a
′, d) < φt(s, sl, a, d) for a′ > a ≥ sl−k ∨ dt. Therefore,
the above analysis and results hold.
The previous analysis addresses the general case where the disposal deci-
sion is endogenous, i.e, the seller can dispose of any on hand inventory which
is yet to expire. However, the majority of perishable inventory models assume
that only the excess inventory expiring in the current period is disposed of.
In other words, the inventory is disposed of to the minimum extent. In the
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following, we identify two sufficient conditions under which it is optimal to
dispose of the inventory to the minimum extent or to the maximum extent.
The following proposition shows that when the disposal cost is sufficiently
high, it is optimal to deplete/dispose of to the minimum extent.
Proposition 4.3.1 (Minimum Disposal). Suppose that θ ≥ h+/(1 − γ).
For all t, the optimal depletion decision is always equal to dt ∨ s1.
Proof. Proof. The proposition is straightforward since the disposal cost is
greater than the net present value of holding the unit forever, i.e., h+/(1 −
γ) =
∑∞
i=1 γ
i−1h+. Therefore the seller has no incentive to intentionally
dispose of the inventory before it expires.
The next proposition shows that when the disposal cost is sufficiently low,
it is optimal to deplete/dispose of to the maximum extent.
Proposition 4.3.2 (Maximum Disposal). Suppose the replenishment lead
time is zero, i.e., k = 0. If γc+ θ ≤ h+, then for all t, the optimal depletion
decision is always equal to dt ∨ sl.
Proof. Proof. Recall that when lead time is zero, ft(s) is nonincreasing in
s, which implies that ft+1(s˜) is nondecreasing in a. It is straightforward to
verify that under the condition γc + θ ≤ h+, φt(s, sl, a, d|t) is increasing in
a when dt < sl and dt ∨ s1 ≤ a ≤ sl. The desired result holds.
This proposition states that it is economical to deplete all the on-hand
inventory (i.e., dispose of all the excess inventory) instead of leaving it until
it expires when holding one unit inventory costs more than disposing it now
and ordering one new unit in the next period.
4.4 The Lost-Sales Case
This section addresses the lost-sales case. For simplicity, we restrict our
attention to the setting with zero lead time (k = 0).
When unmet demand is lost, and thus the sales are truncated by the on-
hand inventory. Recall that in the lost-sales case R(d, sl) = P (d)E[min(d +
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t, sl)] and
φt(s, sl, d, a|t)
= −(1− γ)csl − γca− θ(a− dt)− h+(sl − a)+ −
(h− − γc)(a− sl)+ + γft+1(s˜), (4.12)
= −csl + h−(sl − a)− (h+ + h− − γc)(sl − a)+ − θ(a− dt) +
γft+1(s˜), (4.13)
where
s˜ = [(s2 − a)+, ..., (sl−1 − a)+, (sl − a)+].
We assume that h+ + h− ≥ γc which implies that the cost of carrying a
unit of inventory to the next period while facing lost sales is larger than the
potential salvage value of the inventory.
To analyze the structure of the optimal policy, we need the concavity
property of the revenue function R(d, y). Due to the lost sales, the sales are
truncated by the on-hand inventory level. Thus, the concavity of the uncon-
strained revenue in the backlogging model cannot ensure the joint concavity
of R(d, y) in the lost-sales case. A stronger condition is required to ensure
the joint concavity.
Recently, Kocabiyikoglu and Popescu (2011) introduced the concept of
lost-sales rate (LSR) elasticity, defined as %(d, y) = − P (d)
P ′(d)
F ′(y−d)
F¯ (y−d) , to measure
the relative sensitivity of lost-sales probability (Pr(d + t ≥ y) = F¯ (y − d))
with respect to inventory level y and price p, where F¯ (·) = 1− F (·). In the
newsvendor model, they show that when the unconstrained revenue pd(p, t)
is concave in price and the lost-sales rate elasticity is greater than one, then
the expected truncated revenue is jointly concave and submodular in price
and inventory decisions. However, Pang (2011) points out that Kocabiyikoglu
and Popescu’s (2011) analysis cannot be readily extended to the dynamic set-
ting and it is more convenient to work on the inverse demand function using
the expected demand level as the decision variable. He identifies two sufficient
conditions which ensure that R(d, sl) is jointly concave and supermodular in
(d, sl):
(C1) P
′′
(d)d+ P ′(d) ≤ 0 for all d ∈ D; and
(C2) %t(d, y) ≥ 1 for all d ∈ D and y ≥ 0.
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Condition (C1) is slightly stronger than concavity. Table 4.1 below sum-
marizes some common demand models. One can observe that, except iso-
elasticity demand, all the others satisfy (C1).
Demand model dt(p) Pt(d) P
′′
(d)d+ P
′
(d) P
′′
(d)d+ 2P
′
(d)
linear a− bp (a− d)/b −1/b −2/b
log ln(a− bp) a−ed
b
−1+d
b
ed −2+d
b
ed
logit e
a−bp
1+ea−bp
a+ln(1/d−1)
b
− 1
b(1−d)2 − 2−db(1−d)2 − 1bd
exponential ea−bp a−ln(d)
b
0 − 1
bd
iso-elasticity ap−b (d/a)−1/b a1/b(1/b)2d−1−1/b a1/b 1−b
b2
d−1−1/b
Table 4.1: Demand models (a > 0, b > 0)
Condition (C2) was first developed by Kocabiyikoglu and Popescu (2011).
Note that %(d, y) = d × −P (d)
dP ′(d) × F
′(y−d)
F¯ (y−d) where
−P (d)
dP ′(d) is the price elasticity
of demand and F
′(y−d)
F¯ (y−d) is the hazard rate of the random shock. Thus, (C2)
essentially requires that price elasticity and hazard rate are sufficiently large
for any given d ∈ D. In particular, if d ≥ 1, and both price elasticity and
hazard rate are greater than one, then (C2) holds. We refer to Kocabiyikoglu
and Popescu (2011) for a detailed justification for the bounded LSR elasticity.
The following proposition shows that conditions (C1) and (C2) are suffi-
cient for Assumption 4.2.1.
Proposition 4.4.1. Suppose (C1) and (C2) hold. For t = 1, · · · , T , R(d, y)
is L\-concave in (d, y).
Now we are ready to characterize the structure of the optimal policy for
the lost-sales model.
Theorem 4.4.1 (Monotonicity Properties of Lost-sales Model).
Suppose that (C1) and (C2) hold and the replenishment lead time is zero
(k = 0). For t = 1, ..., T , the functions ft(s), gt(s, sl, d) and φt(s, sl, d, a|t)
are L\-concave in s, (s, sl, d) and (s, sl, d, a), respectively. The joint pric-
ing, inventory replenishment and depletion policy has the same monotonicity
properties as those shown in Theorem 4.3.1.
Proof. Proof. First, applying Lemma 4.2.1, we know that ft(s) is nonincreas-
ing in s for all t. Then, by Lemma 4.1.4, the L\-concavity of ft+1 implies
that ft+1(s˜) is L
\-concave in (s, sl, d, a). Furthermore, by Proposition 4.4.1,
R(d, sl) is L
\-concave in (d, sl) under conditions (C1) and (C2). Following
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the induction arguments of the proof of Theorem 4.3.1, the desired results
hold.
Lemma 4.4.1 shows that under conditions (C1) and (C2) the lost-sales
model could have the same optimal policy structure as that of the backlogging
model. Correspondingly, the monotone sensitivity property of the optimal
policy as that characterized in Corollary 4.3.1 also holds in the lost-sales
case.
Note that it is not difficult to show that the results of Propositions 4.3.1
and 4.3.2 hold for the lost-sales case under the same conditions. That is, when
the disposal cost is sufficiently high such that θ ≥ h+
1−γ , it is optimal to deplete
to the minimum extent; and when the lead time is zero, the depletion cost is
sufficiently low and the holding cost is sufficiently high such that γc+θ < h+,
it is optimal to deplete all the excess on-hand inventory.
Remark 4.4.1 (Depleting Decision Made Before Demand Is Realized). So
far we assume that the depleting decision is made after demand is realized.
It may also be interesting to consider the case that the depleting decision
is made before demand is realized which at least can provide a lower bound
to the profit function of the lost-sales model studied above. Let a be the
amount of inventory to be depleted that is determined jointly with pricing and
replenishment decisions at the beginning of a period. Assume that s1 ≤ a ≤
sl−k. If a is greater than the demand, a− dt units of inventory are disposed
of. Otherwise, dt − a units of demand are lost. The amount of inventory to
be carried over to the next period is sl−k − a. Then, the recursive optimality
equation can be written as
f˜t(s)
= max
sl≥sl−1,d∈Dt,s1≤a≤sl−k
{R(d, a)− h+(sl−k − a)− h−E[(dt − a)+]− θE[(a− dt)+]
−c(sl − sl−1) + γf˜t+1[(s2 − a)+, (s3 − a)+, ..., (sl−k − a)+, sl−k+1 − a, ..., sl − a]}.
Using the following facts: (1) R(d, a) is L\-concave under conditions (C1)
and (C2), (2) all the other cost-related terms are L\-concave, (3) if f˜t+1 is L
\-
concave and decreasing in s1, ..., sl−k−1, then the last term is also L\-concave,
and (4) the constraint set forms an L\-convex set, we can show that f˜t(s) is
L\-concave and decreasing in s1, ..., sl−k−1, and the optimal policy structure
is similar to that characterized by Theorem 4.3.1.
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4.5 Heuristics One
One of the most significant features of L\-convexity is that it ensures the local
optimum to be the global optimum and a steepest descent-type polynomial-
time algorithm can be used to find the optimal solution (Murota 2005). Nev-
ertheless, the computation for the perishable model still suffers from the curse
of dimensionality. In this section, we first derive analytical bounds on the
optimal inventory and demand level decisions and propose a heuristic to the
perishable inventory management problem. We then perform a numerical
study to assess the performance of the heuristic policies against the optimal
policy. We restrict our discussions to the case with zero lead time.
4.5.1 Bounds
We first find bounds on the optimal order-up-to levels. For simplicity, we
assume that θ ≥ h+/(1 − γ) which ensures that the inventory is always
depleted to the minimum extent. This is in line with the perishable inventory
literature and it allows us to focus on the replenishment and pricing decisions.
When at = dt ∨ s1, we have
φt(s, sl, dt ∨ s1, d|t) = γcs˜l−1 − csl − θ(dt ∨ s1 − dt)
−h+(sl − dt ∨ s1)+ − h−(dt ∨ s1 − sl)+ + γft+1(s˜)
= vt(sl, dt)− θ˜(s1 − dt)+ + γft+1(s˜),
where for the backlogging case
vt(sl, dt) = −(1− γ)csl − γcdt − h+(sl − dt)+ − h−(dt − sl)+,
and for the lost-sales case
vt(sl, dt) = −csl − (h+ − γc)(sl − dt)+ − h−(dt − sl)+,
with θ˜ = θ + γc− h+.
Define
St(d) = arg max
sl≥0
{Πt(sl, d) = R(d, sl) + E[vt(sl, d+ t)]},
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and
St(d) = arg max
sl≥0
{Π˜t(sl, d) = R(d, sl) + E[vt(sl, d+ t)]− γcs˜l−1
−(γh+ + γ2h+ + ...+ γl−2h+ + γl−1θ˜)E[(sl − dt)+]}.
Note that St(d) represents a myopic solution considering the expected dis-
posal cost to the minimum extent, whereas St(d) is a myopic solution as-
suming that all the excess inventory is intentionally held until it expires l
periods later. The next theorem shows that St(d) and St(d) provide upper
and lower bounds on the inventory decisions for any given d. Note that St(d)
is the ordering decision without taking into account the possible disposal
and holding costs associated with the ordered inventory, which encourages
ordering more, while St(d) is obtained by charging the maximum possible
holding and disposal costs, which overly penalizes the ordering decision and
hence leads to a lower order quantity.
Theorem 4.5.1 (Bounds). Suppose that the starting inventory level of the
planning horizon is zero. For all t, for any given demand level d,
St(d) ∨ sl−1 ≤ slt(s, d) ≤ St(d) ∨ sl−1.
Proof. Proof. We first prove the upper bound. To this end, consider two
inventory decisions s′l > sl. Let s˜ and s˜
′ be the corresponding starting
states of period t + 1. Note that Gt(s, sl, d) = Πt(sl, d) + γE[ft+1(s˜)]. The
monotonicity of ft+1 implies that
Gt(s, s
′
l, d)−Gt(s, sl, d) ≤ Πt(s′l, d)− Πt(sl, d). (4.14)
Thus, Πt(sl, d) increases in sl when Gt(s, sl, d) increases in sl. By the con-
cavity of Πt(sl, d) and Gt(s, sl, d) in sl, we know that slt(s, d) ≤ S¯t(d)∨ sl−1.
We next turn to the lower bound. Consider two inventory decisions s′l > sl.
Let s˜ and s˜′ be the corresponding starting states of period t + 1. At the
beginning of period t + 1, the state s˜′ has δ = s˜′l−1 − s˜l−1 more units of
inventory of age 1 (or fewer units of backorders) than s˜ does. Construct a
policy (for state s′) such that the δ units of excessive inventory (if exist) are
intentionally held until they expire at the end of period t + l − 1, incurring
holding costs in periods t+1, ..., t+ l−2 and disposal cost in period t+ l−1,
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while the rest of the system is operated as if the starting state of period t+ 1
were s˜. The total profit incurred by the policy from period t+1 to the end of
the planning horizon is exactly fˆt+1(s˜)−(h++γh++...+γt+l−3h++γt+1−2θ˜)δ.
Thus
fˆt+1(s˜)− (h+ + γh+ + ...+ γt+l−3h+ + γt+1−2θ˜)δ ≤ fˆt+1(s˜′),
which implies that
ft+1(s˜) + cs˜l−1 − (h+ + γh+ + ...+ γt+l−3h+ + γt+1−2θ˜)δ ≤ ft+1(s˜′) + cs˜′l−1.
Therefore, we have
Gt(s, s
′
l, d)−Gt(s, sl, d)
≥ Πt(s′l, d)− Πt(sl, d)− γc(s˜′l−1 − s˜l−1) + γ[−(h+ + ...+ γt+l−3h+ + γt+1−2θ˜)δ]
= Π˜t(s
′
l, d)− Π˜t(sl, d),
which implies that Gt(s, sl, d) is increasing in sl as Π˜t(sl, d) increases in sl.
Thus, slt(s, d) ≥ St(d) ∨ sl−1. The desired results hold.
Remark 4.5.1. The preceding analysis is based on stationary model param-
eters and independent and identically distributed demands. Thus, the bounds
are in fact independent of time. When the system is non-stationary, we still
have St(d) ∨ sl−1 ≤ slt(s, d) ≤ St(d) ∨ sl−1, where St and St are both time-
dependent.
4.5.2 Heuristics
We now develop a one-dimensional approximation where the expected dis-
posal cost associated with each order is discounted to the period the order
is placed. Since the future demand depends on the future prices, we need to
approximate the future demand levels or pricing decisions.
Federgruen and Heching (2002) point out that the optimal price path can
be closely approximated by the optimal price path under deterministic mod-
els. Using this observation, we approximate the expected demand levels (and
the corresponding prices) in the future periods with the optimal demand lev-
els derived from the corresponding deterministic models, which are also called
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the optimal risk-less prices. That is, in any period t, the demand levels of
next l − 1 periods are approximated by d¯t+i, i = 1, ..., l − 1 where
d¯t+i = arg max
d∈D
{(Pt+i(d)− c)d}.
The corresponding demands are therefore approximated by d¯t+i + t+i, i =
1, ..., l − 1
Let x and y be the inventory levels before and after ordering. Define
Bt(y, d) = E
(y − d− d¯t+1 − ...− d¯t+l−1 − l−1∑
i=0
t+i
)+ .
Given the demand approximation developed above, the expected amount of
inventory to be disposed of at the end of period t+l−1, denoted by Ot(x, y, d)
satisfies
Bt(y − x, d) ≤ Ot(x, y, d) ≤ Bt(y, d)−Bt(x, d) ≤ Bt(y, d).
The expected disposal can be approximated by its upper bound Bt(y, d).
That is, all the inventory after ordering is treated as new inventory that can
serve the demand in the next l − 1 periods. Then, the optimality equations
for the approximate model can be expressed by the following: Starting from
vT+1(x) = 0,
vt(x) = max
y≥x,d∈D
G˜t(y, d) (4.15)
where
G˜t(y, d) = Πt(y, d)− γl−1θ˜Bt(y, d) + γE[vt+1(y˜t)].
For the backlogging case, y˜t = y − d − t. For the lost sales case, y˜ =
(y − d− t)+
Using the standard induction argument and applying Assumption 4.2.1,
one can easily show that G˜t(y, d) is jointly concave and supermodular in
(y, d) and f˜t preserves the nonincreasing and concave properties. Therefore,
the base-stock/list-price policy is optimal.
When the system is stationary, one may expect that the optimal price is
stable as well. Thus, we can use the current demand level to approximate the
future demand levels, i.e., dt+i = d+ t, i = 1, ..., l− 1 where d is the current
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demand level (see, e.g., Federgruen and Heching 1999). Then, expected
inventory disposal can be replaced by
Bt(y, d) = E
(y − l × d− l−1∑
i=0
t+i
)+ .
Using this approximation, one can show that a myopic base-stock list-price
policy is optimal for the stationary approximate model and the optimal so-
lution is obtained by solving the following problem:
max
y≥x,d∈D
{
Πt(y, d)− γl−1θ˜Bt(y, d)
}
. (4.16)
For convenience, we call the above heuristic policy H1. It is easy to show
that for any given d, the optimal order-up-to level, denoted by yH1(d), is in
[St, St].
Li et al. (2009) follow Nahmias (1976) to approximate the expected dis-
posal with a tighter upper bound: Bt(y, d)−Bt(x, d). They suggest a myopic
stationary policy by solving
max
y≥x,d∈D
{
Πt(y, d)− γl−1θ˜[Bt(y, d)− E[Bt(y − d− t, d)]]
}
. (4.17)
We call this heuristic policy H2. It is easy to show that for any given d the
optimal order-up-to level of H2, denoted by yH2(d), is greater than yH1(d).
It is notable that if we use Bt(y, d) − Bt(x, d) to approximate the expected
disposal (to replace Bt(y, d) in (4.15) by Bt(y, d) − Bt(x, d)) then the base-
stock list-price policy is not optimal (since the optimal order up to level must
be dependent on the inventory level). This is why we choose to approximate
the disposal cost by Bt(y, d).
4.5.3 Numerical Study
Our numerical study aims to evaluate the performance of the heuristics in
comparison with that of optimal policies and assess the value of dynamic
pricing in both infinite-horizon and finite-horizon settings. The study is
restricted to the backlogging cases with zero lead time. It is notable that al-
though the preceding analysis is focused on finite-horizon settings, the results
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can be readily extended to infinite-horizon settings.
In the following numerical study, we first consider an infinite-horizon set-
ting under the long-run average profit criterion. Compared to the total ex-
pected discounted profit criterion, the long-run average profit criterion pro-
vides a single performance indicator (i.e., long-run average profit) which is
independent of the initial system states and is therefore commonly used in the
literature to compare the performance of different policies. We then consider
a finite-horizon setting with both stationary and nonstationary demands. To
compare the performance of different policies, the performance indicator is
chosen as the total expected discounted profits over the planning horizon
with a common starting state at zero. Finally, we examine the performance
of the heuristics for cost-minimization problems under the long-run average
cost criterion. For simplicity, we require that only the expired inventory is
disposed of under different policies. Note that such a treatment is optimal
under the discounted profit criterion when θ ≥ h+/(1− γ). Under the long-
run average profit (or cost) criterion, although it may be optimal to dispose
of some inventory that is yet to expire at some states, our numerical study
shows that the impact of such a restriction on the long-run average profits
(or costs) is negligible for the instances we analyze.
Infinite-Horizon Setting
We first compare the performance of different policies under the infinite-
horizon setting with the long-run average profit criterion.
Following Li et al. (2009), we adopt the test case parameters from Feder-
gruen and Heching (1999). The demand function is specified as an additive
linear model dt = α − βp + t, where p ∈ [p, p], and t follows a truncated
normal distribution with zero mean and satisfies the nonnegativity condition
α − βp + t ≥ 0. The expected demand level is chosen from [d, d], where
d = α− βp and d = α− βp. Note that an up-tail truncated normal distribu-
tion has a positive mean σ φ(A/σ)
1−Φ(A/σ) for any given truncating point A, where Φ
and φ are standard normal distribution and density functions. For the nor-
mally distributed random variable Z with zero mean and standard deviation
σ, we find the smallest point a ≥ −d such that A − σ φ(A/σ)
1−Φ(A/σ) ≥ −d. Let
t = {Z|Z ≥ A} − σ φ(A/σ)1−Φ(A/σ) , where {Z|Z ≥ A} represents the up-tail trun-
cation of Z from A. Clearly, t has a zero mean and satisfies the inequality
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t ≥ −d, which ensures the nonnegativity condition of the demand.
The system parameters are specified as follows. Three lifetimes are con-
sidered: l = 2, 3, 4. For any l, we first set the base case as
[α, β, c.v., θ, c, h+, h−, p, p] = [174, 3, 1, 10, 22.15, 0.22, 10.78, 25, 44].
We then vary the parameters c.v., h− and θ, respectively, such that c.v. ∈
{0.6, 0.8, 1.0, 1.2, 1.5}, h− ∈ {1.98, 4.18, 10.78, 21.78}, θ ∈ {5, 10, 20}, and
h−/(h− + h+) ∈ {90%, 95%, 98%, 99%}. In total, 33 instances are reported.
For each instance, we compute the optimal policy, the fixed-price policy
and the heuristic policies H1 and H2, and the corresponding long-run average
profits. In particular, when computing the fixed-price policy, we first compute
the inventory policy for each given expected demand level d, and then find
the optimal demand level that leads to the maximum average profit.
The system state is discretized with step size 1. We apply the standard
value iteration approach to compute the long-run average profit per period
and the optimal policies. The value iteration algorithm is terminated when
three-digit accuracy is obtained. See Bertsekas (1995) for the detailed intro-
duction to the value iteration approach under the long-run average cost or
reward criterion. When computing the optimal policies, for each iteration,
given any state, we conduct linear search for the optimal order-up-to level
and the demand level. It is worthwhile to mention that the properties of
L\-concavity allow us to further reduce the search space. In particular, L\-
concavity ensures that the local optimum is globally optimal and the steepest
accent method can be used (instead of searching the whole decision space).
The monotonicity properties of the state-dependent policies ensure that the
optimal solutions of smaller state can serve as lower bounds of the solutions
of larger states, which helps further reduce the computational effort.
Let dFP be the optimal expected demand level under fixe-price policy, and
(sHil , d
Hi) be the optimal myopic base stock and demand levels under the
heuristic policy Hi, i = 1, 2. The performance of different policies is mea-
sured by the percentage profit loss ρu = V
∗−V u
V ∗ × 100%, u ∈ {FP, H1, H2},
where V ∗, V FP , V H1 and V H2 are the long-run average profits under the op-
timal policy, fixed-price policy, H1 and H2 heuristics, respectively. To gain
insight into the role of dynamic pricing in reducing the wastes arising from
the disposals, we also compute the average disposal costs per period under
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different policies, denoted by DCu, u ∈ {∗,FP, H1, H2}. The percentage of
the average disposal cost in the average profit under policy u is denoted by
δu = DC
u
V u
× 100%.
Table B.1 below reports the performance of the optimal, fixed-price and
heuristic policies, and the corresponding static policy parameters for the 33
instances, indexed from 1 to 33. Table B.2 reports the corresponding disposal
costs and their percentage ratios in profits. For ease of reading, we use ‘-’
to represent the same value of the corresponding parameter in the base case.
The observations are summarized as follows.
• Table B.1 shows that the long-run average profit under the optimal pol-
icy decreases in the coefficient of variation, the unit backlogging cost,
and the unit disposal cost, respectively, while it increases in the prod-
uct lifetime. The percentage profit losses of the fixed-price policy and
the heuristics have the same monotone patterns as the optimal policy,
which implies that dynamic pricing policy becomes more advantageous
to the fixed-price policy and the heuristics when the coefficient of varia-
tion, the unit backlogging, or the unit disposal cost becomes larger. In
the extreme case when the lifetime is infinite, our model reduces to the
durable inventory model and the heuristic policies become the optimal
base-stock list-price policies (see, e.g., Federgruen and Heching 1999).
A natural conjecture arising from these observations is that when the
lifetime becomes sufficiently long, the performance of fixed-price and
heuristic policies will converge to that of the optimal policy.
• The heuristic policies H1 and H2 perform pretty well against the op-
timal policy. The percentage profit losses of most of the instances are
below 1%, which is in line with the observations of Li et al. (2009).
In particular, when the lifetime is 4 periods and the coefficient of vari-
ation is 0.6, the percentage profit losses of heuristics are only 0.01%.
Comparing the two heuristics, the average profits and the optimal pol-
icy parameters (when taking integer values) are the same for most
instances with only a few exceptions (e.g., instances 3, 8, 9) in which
H2 performs slightly better than H1.
• The expected demand levels under the fixed-price policy or the heuris-
tics tend to be smaller as the lifetime increases. On the other hand,
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the order-up-to levels under H1 and H2 policies tend to be larger as
the lifetime increases. This implies that the retailer should offer lower
prices and order less when the product lifetime is shorter. That is,
perishability reduces profit margins and service levels.
• Table B.2 compares the average disposals under different policies. One
can observe that both the average disposal cost and the percentage
of the disposal cost in profit under the optimal policy are lower than
that under the fixed-price policy, which implies that dynamic pricing
indeed reduces the disposal wastes. The heuristic policies yield lower
average disposal costs than those of the optimal policy and fixed-price
policy for most of the instances. For all the policies, it appears that
both the average disposal cost and the percentage of the disposal cost
in profit increase in the coefficient of variation, the backlogging cost,
and the unit disposal cost. But when the lifetime increases the average
disposal cost decreases. This is because the likelihood to dispose of the
inventory becomes smaller when the product lifetime becomes longer.
• It is also worthwhile to mention that when the lifetime becomes longer
the time to compute the optimal policy increases exponentially. For
example, for the base cases with l = 2, 3, 4, the computing times for
the optimal policies are 5 seconds, 283 seconds and 28 minutes, respec-
tively, using Matlab 7.0 on a personal computer with an Intel Core Duo
3.00GHz CPU.
In summary, these numerical results show that in the infinite-horizon set-
ting, both the heuristics perform very well. The errors of the approximations
are ignorable in comparison with the possible errors in calibrating the price-
responsive demand functions.
Finite-Horizon Setting
We next examine the performance of the heuristic policy H1 in a finite-
horizon setting with nonstationary demand. Note that under H1 the base-
stock/list-price policy is optimal and the optimal policy parameters can be
obtained by solving the optimality equations (4.15).
Specifically, we consider a five-period horizon, T = 5. The time-varying
demand functions are specified as dt = κtα − βp, t = 1, ..., 5, where κt is a
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time-varying seasonality factor such that κt = 1.2 − 0.1 × (t − 1), i.e., the
market size falls over time from 1.2α to 0.8α with a slope of 0.1α. This slope
indicates how fast the demand falls over time. The smaller the slope, the
more stable the demand process. The average market size per period is α.
With all the other parameters being equal to those in the infinite-horizon
setting, we vary c.v., h− and θ, respectively. As the discounted profits are
state-dependent, for the purpose of comparison, we assume that the decision
criterion is to maximize the total discounted profit over the planning horizon
with the initial inventory level being zero, denoted by the l-dimensional vector
0. The discount factor is γ = 0.95. Clearly, for all the tested instances, we
have θ > h+/(1− γ), which ensures that it is optimal to only dispose of the
expired inventory at the end of each period.
Similar to the infinite-horizon setting, the performance indicators of the
heuristic policies can be defined as the percentage profit losses at the common
starting state 0,
ρu =
fˆt(0)− fˆut (0)
fˆt(0)
× 100%, u ∈ {FP,H1},
where fˆt, fˆ
FP
t and fˆ
H1
t are the discounted profit-to-go functions under the
optimal, fixed-price, and heuristic policies respectively. Let DC∗, DCFP and
DCH1 be the corresponding discounted disposal costs with the starting state
0 under different policies.
The numerical results are reported in Table B.5. To examine the effect
of demand variability on the value of dynamic pricing, we further consider
two scenarios: (1) the market size falls from 1.1α to 0.9α with a slope 0.05α
while keeping the average market size per period at α, and (2) the market
size remains constant at α. The corresponding percentage profit losses under
the FP policy are denoted by ρFPI and ρ
FP
II respectively. They are presented
in the last two columns of Table B.5. We have the following observations.
• Consistent with the observations in the infinite-horizon setting, the
discounted profit of the optimal policy decreases in the coefficient of
variation, the unit backlogging cost, and the unit disposal cost respec-
tively while it increases in the product lifetime. The magnitudes of the
discounted disposal costs in the finite-horizon setting with nonstation-
ary demand are much larger than those in the infinite-horizon setting.
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• For the fixed-price policy, as the coefficient of variation, the unit back-
logging cost, or the unit disposal cost increases, or the lifetime becomes
shorter, the performance becomes worse (i.e., dynamic pricing becomes
more valuable) and the discounted disposal cost becomes larger. The
magnitudes of the percentage losses and the increased disposal costs
(against the optimal policy) are much larger than those in the infinite-
horizon setting. This implies that the value of dynamic pricing and its
role in reducing wastes are much more significant when the demand is
nonstationary.
• For the H1 heuristic policy, the percentage profit loss and the dis-
counted disposal cost also increase in the unit backlogging cost, or the
unit disposal cost, and decreases in the lifetime. But, when coefficient
of variation increases the percentage profit loss of H1 becomes smaller.
That is, in the finite-horizon setting with nonstationary demand, H1
may perform better as the demand variation increases, which is differ-
ent from the infinite-horizon setting.
• When the slope of the seasonality factor κt falls from 0.1 to 0 while
keeping the average market size per period at α, the percentage profit
losses fall quickly; see columns ρFP , ρFPI and ρ
FP
II . As a smaller slope
implies a more stationary demand process and a smaller the percentage
profit loss implies a higher value of dynamic pricing, our results imply
that the more variable the demand process, the higher the value of
dynamic pricing.
In summary, the value of dynamic pricing becomes much more significant
in the finite-horizon setting with nonstationary demand. Compared with the
fixed-price policy, the heuristic policy H1 still performs well while keeping a
simple policy structure.
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4.6 Heuristics Two: Linear Decision Rules
Approximations
4.6.1 LDR Approximation for Linear Demand Model
In this section, LDR formulations and solutions are developed for coordinated
pricing and inventory control of perishables. To the best of our knowledge,
this is the first study of coordinated pricing and inventory control by Linear
Decision Rules.
Instead of only having one uncertainty in one demand dt, LDR can accom-
modate more complex demand models. Assume that the demand is of the
following linear form:
dt(p) = αt − βp+ t = αt − βp+ Ztξ = d¯t + Ztξ,
where ξ = [1, ξ1, ξ2, . . . , ξN ] , [1, ξ˜] represents the uncertainties in the sys-
tem that affect the decision making and Zt is a row vector which represents
the correlations of the uncertainties in ξ on the demand. The integrated
uncertainty in demand, t = Ztξ, satisfies E[t] = 0. When there is only one
uncertain factor in each time period, we have N = T and t = ξt.
In the backlogging model, the expected revenue per period is
Rt(s
l
t, d¯t) =
αt − d¯t
βt
E[d¯t + Ztξ] =
αt − d¯t
βt
d¯t.
In the lost-sales model, the expected revenue per period is
Rt(s
l
t, d¯t) =
αt − d¯t
βt
E[min(slt, d¯t+Ztξ)] =
(αt − d¯t)d¯t
βt
−αt − d¯t
βt
E[(d¯t+Ztξ−slt)+].
4.6.2 Linear Decision Rules Approximation for Backlogging
Case
This section considers a finite horizon problem with T time periods in the
planning horizon. In time period t there are an ordering cost ct, a holding
cost h+t and a backlogging cost h
−
t . The retailer needs to decide an order
up to level st,l, expected demand level d¯t, and inventory usage at. Similar to
Heuristic 1, at is no less than s
1
t , which is the inventory that is expiring. If
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at > d¯t+Ztξt, it means the inventory allocated in time period t is more than
enough to satisfy the demand d¯t + Ztξt, and a disposal cost of θt is paid for
each unit of the at − d¯t − Ztξt inventory that is depleted.
The problem can be written as
max
sl,a,d¯
T∑
t=1
γt−1E[
αt − d¯t
βt
(d¯t + Ztξt)− (ct − γct+1)slt − γctat−
θt(at − d¯t − Ztξt)+ − h+t (slt − at)+ − h−t (at − slt)+] (4.18a)
s.t. sit = s
i+1
t−1 − at−1, i = 1, 2, . . . , l − 1, (4.18b)
at ≥ s1t , (4.18c)
at ≥ d¯t + Ztξt, (4.18d)
d¯t ≥ α− βp, (4.18e)
d¯t ≤ α− βp, (4.18f)
sit ≥ si−1t , i = 2, . . . , l, (4.18g)
slt, at ≥ 0, (4.18h)
t = 1, 2, . . . , T, (4.18i)
where sl = [sl1, s
l
2, . . . , s
l
T ], a = [a1, a2, . . . , aT ] and d¯ = [d¯1, d¯2, . . . , d¯T ].
To derive the tractable reformulation by the LDR approach, the recourse
decisions are assigned affine dependency on observed uncertainties.
at(ξ) = a
0
t +
t∑
i=1
aiti , Atξ, (4.19)
dt(ξ) = d
0
t +
t−1∑
i=1
diti , Dtξ, (4.20)
slt(ξ) = s
l,0
t +
t−1∑
i=1
sl,it i , Sltξ, (4.21)
and At, Dt and S
l
t are all row vectors. Notice that ξ = [1, ξ˜] and this
notation can incorporate the intercepts in the above LDRs. To reflect the
non-dependency on unobserved uncertainties, certain entries of At, Dt, and
Slt are preassigned as zeros. Due to the dynamics of s, the inventory level in
each time period is also affinely depending on the uncertainties and we can
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write them in LDR formats,
skt (ξ) = s
k,0
t +
t−1∑
i=1
sk,it i , Skt ξ, k = 1, 2, . . . , l − 1. (4.22)
Assumption 4.6.1. We assume the linear hull of the support of ξ coincides
with RN . And a special case can be the product of box uncertainty supports
W = {ξ|ξ
j
≤ ξj ≤ ξj, ξj < ξj, j = 1, 2, . . . , N}.
Assumption 4.6.2. We assume the mean of ξ, denoted by ξˆ, is known or
can be accurately estimated. It is also assumed that the covariance matrix of
ξ˜ denoted by Σ, is known.
After plugging in (4.19), (4.20), (4.21) and (4.22) into (4.18), an initial
LDR formulation can be written as:
max
Sjt ,At,Dt
T∑
t=1
γt−1E
[αt −Dtξ
βt
(Dtξ + Ztξ)− (ct − γct+1)Sltξ − γctAtξ−
θt((At −Dt − Zt)ξ)+ − h+t ((Slt − At)ξ)+ − h−t ((At − Slt)ξ)+
]
(4.23a)
s.t. Sit − Si+1t−1 + At−1 = 0, i = 1, 2, . . . , l − 1, (4.23b)
(At − S1t )ξ ≥ 0, (4.23c)
(At −Dt − Zt)ξ ≥ 0, (4.23d)
Dtξ ≥ α− βp, (4.23e)
Dtξ ≤ α− βp, (4.23f)
Sitξ ≥ Si−1t ξ, i = 2, . . . , l, (4.23g)
Sltξ ≥ 0, Atξ ≥ 0, (4.23h)
t = 1, 2, . . . , T, (4.23i)
The equality constraint (4.23c) is equivalent to (4.18c) because of the defini-
tion of W .
Even though the decision variables in formulation (4.23) belong to a finite
dimensional space. (4.23) is still intractable due to the difficulty to calculate
the expectation of the LDR positive parts and LDR quadratic terms in the
objective function and the inequality constraints. For example, the inequality
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constraint (At−Dt−Zt)ξ ≥ 0 consists of infinite number of constraints since
the uncertainty has infinite number of realizations.
4.6.3 Approximating E[(·)+]
Theorem 1 of (See and Sim 2010) discusses the approximations and bound for
E[(·)+] which utilize the uncertainty support, mean, covariance matrix and
Directional deviations. Their bound is given in a very complicated program
which is a combination of several bounds each of which is developed given
a different combination of distribution information. Interested readers may
refer to section 5 of (Goh and Sim 2010) for more details and pay special
attention to Theorem 4. In our study, we only use the first three common
statistics: support, mean and covariance. The positive part terms in our
objective function can be approximated by utilizing Theorem 1 of (Chen
et al. 2008).
Theorem 4.6.1. Let F be a family of distributions P such that the mean of
the uncertainty vector equals to ξˆ and the uncertainty vector has covariance
matrix Σ. Then pi(r) is a tight upper bound for EP[(r′ξ)+] over all distribu-
tions P ∈ F, where
pi(r) , 1
2
(r′ξˆ) +
1
2
√
(r′ξˆ)2 + r˜′Σr˜,
and r˜ ∈ RT is the sub-vector of r ∈ RT+1, r = [r1, r˜]′. This notation is used
because only ξ˜ is uncertain in ξ.
Using Theorem 4.6.1, we can approximate E[((At−Dt−Zt)ξ)+], E[((At−
Slt)ξ)
+] and E[((Slt − At)ξ)+] by replacing them with slack decision variable
p1t , p
2
t , and p
3
t and add the constraints:
p1t ≥ pi1t (At −Dt − Zt)
p2t ≥ pi2t (At − Slt)
p3t ≥ pi3t (Slt − At)
where pi1t is the tight upper bound of E[((At −Dt − Zt)ξ)+], pi2t is the tight
upper bound of E[((At−Slt)ξ)+] and pi3t is the tight upper bound of E[((Slt−
At)ξ)
+].
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4.6.4 Converting the Inequality Constraints
Each inequality constraint consists of infinite constraints, each of which corre-
sponds to a realization of the uncertainty. This is computationally intractable
and to overcome this difficulty, its robust counterpart is needed. For certain
types of uncertainty support, such as box or ellipsoid support, it is not dif-
ficult to find the tractable deterministic equivalence to the linear inequality
constraints, for instance, at(ξ) ≥ dt(ξ) + Ztξt.
For boxed uncertainty set W and a general inequality constraint in LDR
format can be written as,
y0 +
N∑
k=1
ykξk ≥ 0, ∀ξk ∈ [ξk, ξk]. (4.24)
Ben-Tal et al. (2004) show that (4.24) is equivalent to the following robust
counterpart:
y0t +
N∑
k=1
(ykt
ξ
k
+ ξk
2
+
ξk − ξk
2
θkt ) ≤ 0, −θkt ≤ ykt ≤ θkt , k = 1, . . . , N.
where θk is the variable to be determined.
4.6.5 Converting the Quadratic Term
The major difficulty is the quadratic term
T∑
t=1
E
[
αt −Dtξ
βt
(Dtξ + Ztξ)
]
=
T∑
t=1
(
E
[
αt
βt
(Dtξ + Ztξ)
]
− E
[
Dtξξ
′Z ′t
βt
]
− E
[
Dtξξ
′D′t
βt
])
Since the expectation of each uncertainty ξk is known to be E[ξk] = ξˆk, the
first term E
[
αt
βt
(Dtξ + Ztξ)
]
= αt
βt
(Dt + Zt)ξˆ is just a linear function of the
decision variables in the vector Dt. Similarly, the covariance matrix M is
known which makes the second term E
[
Dtξξ
′Z′t
βt
]
=
DtMZ′t
βt
also linear in Dt.
The term E
[
Dtξξ
′D′t
βt
]
makes the problem a quadratically constrained quadratic
program (QCQP) which is equivalent to a SOC problem (Lobo et al. 1998)
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when the QCQP is convex. We can use the following lemma to convert it to
the second-order cone format.
Lemma 4.6.1. The matrix M , E[ξ′ξ] ∈ R(T+1)×(T+1) is symmetric positive
definite and there exists a matrix V ∈ R(T+1)×(T+1) such that M = V V ′ and
for any qt ≤ 0, E[Dtξξ′D′t] + qt ≤ 0 is equivalent to∥∥∥∥∥ 1+qt2V ′D′t
∥∥∥∥∥
2
≤ 1− qt
2
.
Proof. :Because of Assumption 4.6.1, M is positive definite. By Cholesky
decomposition we can find a matrix V such that M = V V ′ and
E[d2t ] + qt
= E[Dtξξ′D′t] + qt
= DtE[ξξ′]D′t + qt
= DtV V
′D′t + qt.
By the definition of ‖·‖2, it is straightforward to show that DtV V ′D′t+qt ≤ 0
is equivalent to
∥∥∥∥∥ 1+qt2V ′D′t
∥∥∥∥∥
2
≤ 1−qt
2
.
By applying Lemma 4.6.1, we can add the constraint
∥∥∥∥∥ 1+qt2V ′D′t
∥∥∥∥∥
2
≤ 1−qt
2
. and
replace −E
[
ξ′D′tDtξ
βt
]
by qt
βt
in the objective function.
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max
Sjt ,At,Dt,θ
j
t
T∑
t=1
γt−1
[αt
βt
(Dt + Zt)ξˆ − DtMZ
′
t
βt
+
qt
βt
− (ct − γct+1)Sltξˆ−
γctAtξˆ − θtp1t − h−t p2t − h+t p3t
]
(4.25a)
s.t. Sit − Si+1t−1 + At−1 = 0, i = 1, 2, . . . , l − 1, (4.25b)
(At − S1t )ξ ≥ 0, (4.25c)
(At −Dt)ξ − ξt ≥ 0, (4.25d)
Dtξ ≥ α− βp, (4.25e)
Dtξ ≤ α− βp, (4.25f)
Sitξ ≥ Si−1t ξ, i = 2, . . . , l, (4.25g)
Sltξ ≥ 0, Atξ ≥ 0, (4.25h)
p1t ≥ pi1t (At −Dt − Zt) (4.25i)
p2t ≥ pi2t (At − Slt) (4.25j)
p3t ≥ pi3t (Slt − At) (4.25k)
t = 1, 2, . . . , T. (4.25l)
Here in (4.25), the inequality constraints containing ξ should be replaced by
the corresponding approximations.
4.6.6 Linear Decision Rules Approximation for Lost-Sales
Case
In the lost-sales case, the unmet demand is lost, the sales are truncated by the
on-hand inventory so the inventory is always nonnegative and the dynamic
is:
s˜t = [(s
2
t − a)+, ..., (sl−1t − a)+, (slt − a)+].
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The revenue is R(dt, s
l
t) = P (d¯t)E[min(d¯t+Ztξt, slt)] and the objective would
be to maximize
T∑
t=1
γt−1E
[
R(dt, s
l
t) + φt(st, s
l
t, dt, at|t)
]
=
T∑
t=1
γt−1E
[
P (dt) min(dt + t, s
l
t)− (ct − γct+1)slt − γctat − θt(at − dt)+ −
h+(slt − at)+ − (h−t − γct)(at − slt)+
]
=
T∑
t=1
γt−1E
[
P (dt) min(dt + t, s
l
t)− ctslt + h−t (slt − at)−
(h+t + h
−
t − γct)(slt − at)+ − θt(at − dt)+
]
. (4.26)
Here we assume that h+t +h
−
t ≥ γct which implies that the cost of carrying a
unit of inventory to the next period while facing lost sales is larger than the
potential salvage value of the inventory.
The most significant difference between the backlogging model and the
lost-sales model is the revenue function P (dt)E[min(dt + t, slt)]. For time
period t, a slack variable rt can be introduced to replace the revenue term
in the objective function of (4.26) and at the mean time the following two
constraints are added:
rt ≤ E[P (d¯t)(dt + t)], (4.27)
rt ≤ E[P (d¯t)slt]. (4.28)
(4.27) can be treated in a similar way as it is done in the backlogging setting.
rt ≤ αt
βt
(Dt + Zt)ξˆ − DtMZ
′
t
βt
+
qt
βt
.
To write (4.28) in the second-order cone format, notice that
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E[P (d¯t)slt] (4.29)
= E
[αt −Dtξ
βt
Sltξ
]
(4.30)
=
αtS
l
tξˆ
βt
− E
[Dtξξ′Slt ′
βt
]
(4.31)
=
αtS
l
tξˆ
βt
− DtMS
l
t
′
βt
(4.32)
=
αtS
l
tξˆ
βt
− 2
Dt
2
V V ′Slt
′
βt
(4.33)
≤ αtS
l
tξˆ
βt
−
Dt
2
V V ′Dt
2
′
+ SltV V
′Slt
′
βt
(4.34)
where the last inequality is from the fact: 2Dt
2
V V ′Slt
′
= 2(Dt
2
V, SltV ) ≤
(Dt
2
V, Dt
2
V )+(Slt, S
l
t), where (·, ·) is the inner product operator. The terms in
the last equation can be converted into second-order cone format by Lemma
1.
4.6.7 Numerical Results
In this section, two ten-period problems are solved by the LDRs formulation
and the stochastic dynamic programming (SDP) method. One of them has
backlogging demand and the other one has lost-sales demand. The SDP
results are served as the benchmark. For both the backlogging and lost-sales
settings, some of the system parameters are fixed as follows:
[α, β, c, p, p] = [174, 3, 22.15, 25, 44].
We vary the other parameters c.v., h− and θ, In table 4.2 and 4.3, the perfor-
mances for LDR and SDP approaches are compared. With the backlogging
model, the loss of optimality is almost always within one percent. On the
contrary, the performance for lost-sales cases is not as good as that for the
backlogging case because the robust counterpart for the lost-sales case in-
volves another layer of approximation.
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Case ID l CV h− θ ρ∗ ρLDR LDR loss LDR time(s)
1 2 0.6 1.98 5 932.69 933.56 0.00% 0.52
2 2 0.2 1.98 5 956.17 953.51 0.28% 0.54
3 2 0.4 1.98 5 948.22 942.93 0.56% 0.54
4 2 0.6 1.98 1 934.56 933.56 0.11% 0.54
5 2 0.2 4.18 1 949.70 947.54 0.23% 0.53
6 2 0.4 4.18 1 931.57 925.41 0.66% 0.53
7 2 0.6 4.18 1 892.55 893.14 0.00% 0.53
8 2 0.4 4.18 10 930.76 922.53 0.88% 0.53
9 2 0.2 21.78 5 944.68 941.04 0.39% 0.53
10 2 0.2 1.98 10 956.17 953.51 0.28% 0.53
11 2 0.4 1.98 10 948.21 942.93 0.56% 0.53
12 2 0.4 21.78 10 888.78 878.79 1.12% 0.53
13 2 0.4 4.18 5 931.25 924.13 0.76% 0.53
14 2 0.2 4.18 10 949.70 947.55 0.23% 0.53
15 3 0.6 1.98 5 938.68 933.57 0.55% 0.61
16 3 0.2 1.98 5 956.17 953.51 0.28% 0.61
17 3 0.4 1.98 5 948.29 942.93 0.57% 0.59
18 3 0.8 1.98 5 920.30 922.41 0.00% 0.59
19 3 0.2 4.1800 5 949.70 947.55 0.23% 0.59
20 3 0.4 4.1800 5 933.32 931.29 0.22% 0.58
21 3 0.6 4.1800 5 911.25 903.77 0.82% 0.59
22 3 0.8 4.1800 5 874.74 866.87 0.90% 0.59
23 3 0.6 4.1800 1 911.30 904.87 0.71% 0.59
24 3 0.2 1.98 10 956.17 953.51 0.28% 0.60
25 3 0.4 1.98 10 948.29 942.93 0.57% 0.59
26 3 0.6 1.98 10 938.62 933.57 0.54% 0.59
27 3 0.8 1.98 10 919.69 922.12 0.00% 0.59
28 3 0.2 4.18 10 949.70 947.55 0.23% 0.58
29 4 0.2 1.98 5 956.1743 953.51 0.28% 0.64
30 4 0.4 1.98 5 948.2911 942.92 0.57% 0.64
31 4 0.8 1.98 5 922.4887 922.98 0.00% 0.68
32 4 0.2 4.18 5 949.7013 947.55 0.23% 0.66
33 4 0.4 4.18 5 933.8052 931.31 0.27% 0.64
34 4 0.6 4.18 5 916.2301 914.12 0.23% 0.66
35 4 0.8 4.18 5 888.5611 883.95 0.52% 0.65
36 4 0.6 4.18 1 933.8057 931.97 0.20% 0.65
37 4 0.2 1.98 10 956.1743 953.51 0.28% 0.64
38 4 0.4 1.98 10 948.2911 942.93 0.57% 0.66
39 4 0.6 1.98 10 939.1262 933.57 0.59% 0.65
40 4 0.8 1.98 10 922.2563 922.79 0.00% 0.66
41 4 0.2 4.18 10 949.7013 947.55 0.23% 0.65
Table 4.2: Case studies by LDR for backlogging models
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Case ID l CV h− θ ρ∗ ρLDR LDR loss LDR time(s)
1 2 0.2 15.68 5 1570.84 1533.23 2.39% 1.15
2 2 0.4 15.68 5 1521.33 1476.64 2.94% 1.17
3 2 0.6 15.68 5 1366.94 1303.44 4.65% 1.15
4 2 0.8 15.68 5 1181.08 1076.16 8.88% 1.17
5 2 0.2 15.68 10 1570.84 1533.23 2.39% 1.15
6 2 0.4 15.68 10 1511.81 1472.85 2.58% 1.15
7 2 0.6 15.68 10 1334.62 1288.24 3.47% 1.21
8 2 0.8 15.68 10 1115.31 1033.75 7.31% 1.20
9 2 0.2 31.68 5 1570.52 1516.74 3.42% 1.14
10 2 0.4 31.68 5 1514.73 1443.42 4.71% 1.16
11 2 0.6 31.68 5 1327.37 1251.71 5.70% 1.15
12 2 0.8 31.68 5 1103.71 1082.59 1.91% 1.13
13 2 0.2 31.68 10 1570.52 1516.73 3.42% 1.14
14 2 0.4 31.68 10 1503.45 1439.65 4.24% 1.14
15 2 0.6 31.68 10 1287.67 1197.47 7.01% 1.16
16 2 0.8 31.68 10 1033.85 1015.35 1.79% 1.15
17 3 0.2 15.68 5 1570.84 1533.23 2.39% 1.77
18 3 0.4 15.68 5 1565.56 1489.36 4.87% 1.37
19 3 0.6 15.68 5 1493.26 1437.69 3.72% 1.41
20 3 0.8 15.68 5 1370.62 1271.49 7.23% 1.32
21 3 0.2 15.68 10 1570.84 1533.23 2.39% 1.53
22 3 0.4 15.68 10 1565.49 1489.36 4.86% 1.39
23 3 0.6 15.68 10 1486.35 1435.23 3.44% 1.44
24 3 0.8 15.68 10 1353.02 1261.08 6.80% 1.43
25 3 0.2 31.68 5 1570.52 1516.73 3.42% 1.37
26 3 0.4 31.68 5 1555.65 1456.15 6.40% 1.33
27 3 0.6 31.68 5 1456.25 1387.45 4.72% 1.47
28 3 0.8 31.68 5 1311.14 1220.76 6.89% 1.59
29 3 0.2 31.68 10 1570.52 1516.72 3.43% 1.65
30 3 0.4 31.68 10 1555.54 1456.15 6.39% 1.59
31 3 0.6 31.68 10 1451.54 1385.01 4.58% 1.64
32 3 0.8 31.68 10 1292.37 1209.30 6.43% 1.58
Table 4.3: Case studies by LDR for lost-sales models
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4.7 Conclusion
In this chapter, we address a joint pricing and inventory control problem
for stochastic perishable inventory systems with positive lead time. Both
the backlogging and lost-sales cases are studied. We employ the concept of
L\-convexity and develop new preservation properties to show some mono-
tonicity properties of the optimal policies. Unlike previous work which uses
a sequence of models with continuous demand distributions to approximate
the discrete demand distributions, our analysis allows for both continuous
and discrete decision variables and thus provides a unified approach to deal
with models with both continuous and discrete demand distributions. We
also develop analytical bounds and propose two heuristic policies. The first
one is an improvement upon an existing heuristic algorithm. The second one
is based on LDR approach. For both the backlogging and lost-sales cases, ro-
bust counterparts are developed in the form of second-order cones. Numerical
study shows that both heuristic policies perform very well. Although there is
an additional layer of approximation in the robust counterparts of the lost-
sales model, the loss of optimality for lost-sales case study is still within 5%
on average.
Our models assume that inventories of any age can be disposed of purposely
and customers are not sensitive to the ages of inventories, which ensures that
FIFO inventory issuing rule is optimal. The FIFO assumption is particularly
applicable to the contexts where organizations (e.g., online retailers, blood
banks and pharmacies) themselves fully control which inventory units are
used to meet the demand. Nevertheless, there are contexts in which other
inventory issuing policies are more plausible. For example, when customers
are very sensitive to the ages of inventories (e.g., a self-service grocery store
where customers can make choices among units of different ages on the same
shelf) or when the freshest units are committed to be supplied first (e.g., some
blood centres and hospitals may have such service level agreements, Nahmias
2011), the last-in-first-out (LIFO) inventory issuing policy is appropriate.
When different prices are charged for inventories of different ages, it is then
critical to model the consumer choice behavior. Taking into account these
issues in perishable inventory models remains a significant challenge which
deserves further exploration.
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Chapter 5
Conclusion
5.1 Conclusion
In this thesis, dynamic decision making under uncertainty models and algo-
rithms based on LDR are studied. Existing LDR approaches require linear
or piece-wise linear (positive parts and negative parts) objective functions.
These restrictions limit the applications. In response to the above limitation,
two approaches are proposed and tested with complex operation models.
The first approach is iterative LDR (ILDR) which systematically approx-
imates the nonlinear objective function by a sequence of linear functions.
For concave objective functions, ILDR converges to an optimization prob-
lem, whose solution is a near optimal solution to the original problem. The
performance of ILDR has been shown within one percent of the performance
from the optimal solution, which is derived from SSDP. The distributionally
robustness advantage of ILDR provides a better performance than bench-
mark policy when the testing data has a PDF different from the PDF of the
training data. This ILDR algorithm has been applied on the single-reservoir
and multi-reservoir systems and successfully solves these complex problems
in reservoir management research. When the objective function is not only
nonlinear but also non-concave, the ILDR approach may not converge and a
multi-start procedure based on LDR is proposed for potential improvement.
The multi-start procedure is designed by noting that: more general nonlinear
objective functions lead to multiple local optimal solutions. The multi-start
approach can systematically search through the local optima and find the
global solution.
The second approach is about approximating quadratic terms in the objec-
tive function by second-order cones. For the linear demand and backlogging
setting, this approximation is tight and the numerical results show a loss
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of optimality less than one percent. For the linear demand and lost-sales
setting, although the approximation contains an additional layer and the
performance gap between the proposed approach and the benchmark policy
is within 5% on average. This proposed approach is implemented on a prob-
lem for coordinated pricing and inventory control of perishables. To the best
of our knowledge, this is the first LDR approach that solves a revenue man-
agement problem. Besides the LDR algorithm, the concept of L\-convexity
is employed to develop new preservation properties and show monotonicity
properties of the optimal policies. This new analysis allows for both contin-
uous and discrete decision variables and thus provides a unified approach to
deal with models with both continuous and discrete demand distributions.
5.2 Approximate Dynamic Programming based on
LDR
Besides extending the applicability of the LDR approaches, another research
project has been undertaken to improve the accuracy of LDR approaches.
The approximate dynamic programming based on LDR (ADP-LDR) algo-
rithm is proposed to serve this purpose. To introduce ADP-LDR, we first
need to obtain the following property of an LDR reformulation.
Theorem 5.2.1. The optimal value of (2.5), denoted by V (s0) is a convex
function of s0.
Proof. Define C(s0) as the feasible set of (2.5) given parameter s0 and C(u, s0) :=
{(u, s0)|u ∈ C(s0), u ∈ Rn}. C(s0) is the intersection of a second order cone
and a hyperplane which is convex. Due to the existing form of s0 in C(u, s0),
we can always rewrite (2.5b) as c˜Ti [u; s0] + d˜i ≥ ‖A˜i[u; s0] + b˜i‖2 which is a
second order cone of [u; s0]. Here [u; s0] is a column vector by connecting two
column vectors u and s0.
As shown above, both C(u, s0) and C(s0) are convex, by Proposition 1.2.15
of (Simchi-Levi et al. 2014), the optimal value of (2.5) as a function of s0,
denoted by V (s0), is a convex function.
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5.2.1 Basics of Approximate Dynamic Programming
Bellman’s equation is a powerful tool in solving dynamic decision making
problems. The value-to-go function can be defined as,
fk = E[
T∑
t=k
γtgt(st, x
pi
t (st, ξt−1), ξt)|sk],
and the Bellman’s equation can be written as
ft(st) = max
pit∈Πt
[gt(st, x
pi
t (st, ξt−1), ξt) + E[ft+1(st+1(st, xt, ξt))]. (5.1)
If (5.1) can be solved for each step t, formulation (2.1) can be solved recur-
sively by backward induction as discussed by Puterman (2005). However, in
most situations, the recursive backward induction on Bellman’s equation is
computationally intractable because of the well-known “curse of dimension-
ality”.
When it is intractable to solve (2.1) by recursion on the original Bellman’s
equation, the computational burden is mainly from the second term of the
right hand side of (5.1), the optimal value-to-go of period t+ 1. To calculate
this term more efficiently, approximate dynamic Programming (ADP) algo-
rithms are introduced to approximate E[ft+1(st+1)] by fˆt+1(st+1(st, xt, ξt)).
ADP is a broad topic and interested readers can refer to the excellent book
by Powell (2011) for a more comprehensive discussion on this method.
5.2.2 Algorithm of Approximate Dynamic Programming
based on LDR
Similar to the existing ADP method, to design an ADP-LDR algorithm, two
major tasks need to be accomplished.
(i) For each (st, xt), approximate ft+1(st+1(st, xt)) by fˆt+1, the LDR refor-
mulation of ft+1.
(ii) Solve the approximate Bellman’s equation.
For task (i), we extend the existing LDR method by proposing the tech-
nique of treating initial state as uncertainty. The existing LDR is an explicit
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function of realized uncertainties and its dependency on initial state is im-
plicit. This thesis proposes to explicitly model LDR as affine functions of
realized uncertainties and the initial state, where the initial state is treated as
a degenerate uncertainty. The optimal policy from optimizing E[ft+1(st+1)] is
then a function of initial state st+1. Because st+1 = st+1(st, xt), the optimal
policy is eventually a function of (st, xt). This makes solving the approximate
Bellman’s equation a deterministic one stage optimization problem. This is
an abstract description of treating initial state as uncertainty. A concrete
and detailed application of this technique can be found in Chapter 3.
For task (ii), notice that the approximate Bellman’s equation is unlikely
to have an explicit function. Thus, searching is needed to find the optimal
xt. We have proved in Theorem 5.2.1 that, the LDR reformulation of the
value-to-go function ft+1, fˆt+1, is convex in st+1 and thus also convex in st, xt
because st+1 is a linear function of st, xt. If the value function of the current
period gt is also convex, searching can be done efficiently. If the problem is
more general and no efficient searching exist, the searching space of decisions
would be greatly expanded and the number of searching steps would also be
significantly increased. In this situation, using LDR to calculate the future
cost can still be expensive. Therefore, for a specific model, customized ADP-
LDR may be needed.
In summary, ADP-LDR potentially improves the accuracy of existing LDR
approaches. However, future research is needed to analyze and improve it.
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Appendix A
Simulation and Benchmark Development for
Chapter 3
A.1 Adjustment after Optimization
The idea is to adjust the policy from the optimization whenever it violates
the constraints in the simulation. There are two types of possible violations:
(a) violations of the constraints for rt;
(b) violations of the constraints for st;
First, rt has to be between its lower and upper bounds because they are
physical hard constraints, that is r˜t = max(min(rt, rt), rt), here the “tilde”
sign on the top of a decision variable means that this decision has been
adjusted. After these two constraints are satisfied, rt is adjusted based on
the optimal solution and the type of violations from constraints on s. To be
more specific:
(1) if st+1 > st+1, then
r˜t = min(rt, qt − st+1 + st),
s˜t+1(r˜t) = st + qt − r˜t,
(2) if st+1 < st+1, then
r˜t = max(rt, qt − st+1 + st),
s˜t+1(r˜t) = st + qt − r˜t,
(3) if rt > rt, then
r˜t = rt,
s˜t+1(r˜t) = st + qt − r˜t,
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(4) if rt < rt, then
r˜t = rt,
s˜t+1(r˜t) = st + qt − r˜t.
By virtue of the above adjustment, the constraints for both rt and st can
always be satisfied in the numerical experiments.
A.2 Sampling Stochastic Dynamic Programming
The following sampling stochastic dynamic programming (SSDP) approach
is derived to generate a benchmark policy for comparison purpose. The
discretizations in the SSDP are made bushier until the performance stops
improving thus the policy from SSDP is considered optimal.
Vt = max
st+1
E[Bt(st+1, st, qt) + Vt+1], t = 1, 2, . . . , T − 1, (A.1)
and VT = maxsT+1 E[BT ]. Unlike in the LDR formulations, where the optimal
policy is in the form of optimal water release rt, in SSDP model st+1 is used
as the decision variable and it is a function of the previous storage level st
and water inflow qt:
st+1 = st+1(st, qt), (A.2)
The inflow qt in each time period t is uncertain and qt ∈ [I t, I t] where
−∞ < I t ≤ I t < +∞. qt is discretized into Nq intervals by dividing points
q0t , q
1
t , . . . , q
Nq
t , qt = q
0
t ≤ q1t ≤ . . . ≤ qNqt = qt. Denote P it as the probability
of qt ∈ [qit, qi+1t ) for i = 0, 1, . . . , Nq−1 and PNqt is the probability of qt = qNqt .
Denote P i,jt as the probability of qt+1 ∈ [qj−1t+1 , qjt+1) given qt ∈ [qi−1t , qit]. Both
P it and P
i,j
t can be determined by the historical streamflow data; st is the
average storage level in time period t and st must be in an interval of [st, st]
which is discretized into NS smaller intervals.
By backward induction, the optimal rule st+1 is calculated as a discrete
function of storage level and water inflow in time period t. For exam-
ple, the optimal rule s∗T+1(sT , qT ) = s
∗
T+1(s
i
T , q
j
T ) is easy to calculate for
all the combinations of i ∈ {0, 1, . . . , Ns} and j ∈ {0, 1, . . . , Nq}. Thus
97
s∗T+1(s
i
T , q
j
T ) is obtained to maximize BT (s
∗
T+1(s
i
T , q
j
T ), s
i
T , I
j
T ) for all the pos-
sible (i, j) which gives a discrete function from {s0T , . . . , sNST }×{q0T , . . . , qNqT }
to {s0T+1, . . . , sNST+1} and VT (siT ) =
∑Nq
j=0 P
j
TBT (s
∗
T+1(s
i
T , q
j
T ), s
i
T , I
j
T ). Here
the “(siT )” in VT (s
i
T ) is to emphasize that the value of VT is affected by the
value of siT . Next, s
∗
T (s
i
T−1, q
j
T−1) ∈ {s0T−1, . . . , sNST−1} for all possible (i, j) are
determined by solving the following problem:
VT−1(siT−1) = max
sT
Nq∑
j=0
P jT−1[BT−1(sT (s
i
T−1, q
j
T−1), s
i
T−1, I
j
T−1)
+
Nq∑
k=0
P j,kT−1BT (s
∗
T+1(sT , q
k
T ), sT , I
k
T )]
Continue the above process until time period 1 is finished.
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Appendix B
Additional Numerical Results for Chapter 4
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id l c.v. h
−
h++h− θ V
∗ ρFP dFP ρH1 (dH1, sH1l ) ρ
H2 (dH2, sH2l )
1 2 1 0.98 10 846.13 1.06% 58 1.39% (59, 69) 1.39% (59, 69)
2 − 0.6 − − 899.46 0.68% 57 0.85% (58, 73) 0.85% (58, 73)
3 − 0.8 − − 868.43 0.92% 58 1.25% (59, 71) 1.16% (58, 70)
4 − 1.2 − − 830.30 1.15% 58 1.52% (59, 67) 1.52% (59, 67)
5 − 1.5 − − 814.31 1.21% 58 1.62% (59, 65) 1.62% (59, 65)
6 − − 0.90 − 926.19 0.24% 55 0.28% (55, 55) 0.28% (55, 55)
7 − − 0.95 − 899.38 0.51% 56 0.64% (57, 55) 0.60% (56, 54)
8 − − 0.99 − 790.80 1.58% 60 2.41% (61, 80) 2.23% (61, 81)
9 − − − 5 851.49 0.85% 58 1.31% (59, 70) 1.21% (58, 69)
10 − − − 20 838.05 1.45% 59 1.76% (59, 66) 1.76% (59, 66)
11 − 1.5 0.99 20 717.00 2.78% 62 3.82% (63, 77) 3.82% (63, 77)
12 3 1 0.98 10 921.66 0.63% 57 0.74% (57, 92) 0.74% (57, 92)
13 − 0.6 − − 945.22 0.20% 55 0.22% (55, 90) 0.22% (55, 90)
14 − 0.8 − − 933.05 0.44% 56 0.56% (57, 92) 0.53% (57, 93)
15 − 1.2 − − 912.09 0.76% 57 0.98% (58, 92) 0.98% (58, 92)
16 − 1.5 − − 901.01 0.90% 58 1.12% (58, 91) 1.12% (58, 91)
17 − − 0.90 − 945.60 0.15% 55 0.17% (55, 71) 0.17% (55, 71)
18 − − 0.95 − 936.97 0.32% 56 0.37% (56, 80) 0.37% (56, 80)
19 − − 0.99 − 906.71 0.94% 58 1.26% (59, 102) 1.19% (59, 103)
20 − − − 5 922.92 0.53% 57 0.65% (57, 93) 0.65% (57, 93)
21 − − − 20 919.77 0.83% 57 1.00% (58, 91) 1.00% (58, 91)
22 − 1.5 0.99 20 869.66 1.87% 60 2.32% (61, 103) 2.32% (61, 103)
23 4 1 0.98 10 940.93 0.21% 55 0.20% (55, 107) 0.20% (55, 109)
24 − 0.6 − − 950.80 0.01% 54 0.01% (54, 101) 0.01% (54, 101)
25 − 0.8 − − 946.04 0.10% 55 0.11% (55, 107) 0.11% (55, 107)
26 − 1.2 − − 936.03 0.32% 56 0.38% (56, 110) 0.38% (56, 110)
27 − 1.5 − − 929.69 0.43% 56 0.54% (57, 113) 0.54% (57, 113)
28 − − 0.90 − 950.36 0.03% 54 0.03% (54, 87) 0.03% (54, 87)
29 − − 0.95 − 946.64 0.09% 54 0.10% (55, 98) 0.10% (55, 98)
30 − − 0.99 − 935.80 0.34% 56 0.40% (56, 117) 0.38% (56, 118)
31 − − − 5 941.18 0.17% 55 0.20% (55, 109) 0.20% (55, 109)
32 − − − 20 940.55 0.28% 59 0.33% (56, 108) 0.32% (56, 109)
33 − 1.5 0.99 20 917.86 0.93% 57 1.09% (58, 121) 1.09% (58, 121)
Table B.1: Long-Run Average Profits Per Period
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id l c.v. h
−
h++h− θ DC
∗ δ∗ DCFP δFP DCH1 δH1 DCH2 δH2
1 2 1 0.98 10 9.67 1.14% 13.24 1.58% 9.65 1.16% 9.65 1.16%
2 − 0.6 − − 6.60 0.73% 8.85 0.99% 7.04 0.79% 7.04 0.79%
3 − 0.8 − − 8.78 1.01% 11.66 1.36% 8.50 0.99% 9.23 1.08%
4 − 1.2 − − 10.16 1.22% 13.71 1.67% 9.80 1.20% 9.80 1.20%
5 − 1.5 − − 8.78 1.01% 11.66 1.36% 8.50 0.99% 9.23 1.08%
6 − − 0.90 − 1.50 0.16% 2.23 0.24% 1.57 0.17% 1.57 0.17%
7 − − 0.95 − 3.64 0.40% 5.33 0.60% 3.59 0.40% 4.04 0.45%
8 − − 0.99 − 17.74 2.24% 22.95 2.95% 16.24 2.10% 17.37 2.24%
9 − − − 5 5.99 0.70% 7.68 0.91% 5.23 0.62% 5.66 1.67%
10 − − − 20 13.62 1.63% 19.39 2.35% 14.87 1.81% 14.87 1.81%
11 − 1.5 0.99 20 28.18 3.93% 39.64 5.69% 27.10 3.93% 27.10 3.93%
12 3 1 0.98 10 2.30 0.25% 4.14 0.45% 3.26 0.36% 3.26 0.36%
13 − 0.6 − − 0.81 0.09% 1.53 0.16% 1.35 0.14% 1.35 0.14%
14 − 0.8 − − 1.63 0.17% 3.14 0.34% 2.11 0.23% 2.31 0.25%
15 − 1.2 − − 2.73 0.30% 5.04 0.56% 3.31 0.37% 3.31 0.37%
16 − 1.5 − − 3.07 0.34% 5.53 0.62% 3.89 0.44% 3.89 0.44%
17 − − 0.90 − 0.47 0.05% 0.86 0.09% 0.72 0.08% 0.72 0.08%
18 − − 0.95 − 1.05 0.11% 1.86 0.20% 1.42 0.15% 1.42 0.15%
19 − − 0.99 − 3.71 0.41% 6.80 0.76% 4.45 0.50% 4.79 0.53%
20 − − − 5 1.42 0.15% 2.38 0.26% 1.77 0.19% 1.77 0.19%
21 − − − 20 3.11 0.34% 6.97 0.76% 4.62 0.51% 4.62 0.51%
22 − 1.5 0.99 20 7.30 0.84% 14.87 1.74% 9.86 1.16% 9.86 1.16%
23 4 1 0.98 10 0.45 0.05% 1.14 0.12% 0.83 0.09% 0.91 0.10%
24 − 0.6 − − 0.05 0.01% 0.11 0.01% 0.11 0.01% 0.11 0.01%
25 − 0.8 − − 0.23 0.03% 0.52 0.05% 0.46 0.05% 0.46 0.05%
26 − 1.2 − − 0.65 0.07% 1.50 0.16% 1.10 0.12% 1.10 0.12%
27 − 1.5 − − 0.86 0.09% 2.11 0.23% 1.39 0.15% 1.39 0.15%
28 − − 0.90 − 0.07 0.01% 0.17 0.02% 0.15 0.02% 0.15 0.02%
29 − − 0.95 − 0.18 0.02% 0.49 0.05% 0.34 0.04% 0.34 0.04%
30 − − 0.99 − 0.75 0.08% 1.74 0.19% 1.38 0.15% 1.49 0.16%
31 − − − 5 0.27 0.03% 0.62 0.07% 0.50 0.05% 0.50 0.05%
32 − − − 20 0.63 0.07% 1.94 0.21% 1.27 0.14% 1.39 0.15%
33 − 1.5 0.99 20 1.99 0.22% 6.04 0.66% 3.84 0.42% 3.84 0.42%
Table B.2: Average Disposal Costs Per Period
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id l c.v. h
−
h++h− θ fˆ1(0) DC
∗ ρFP DCFP ρH1 DCH1 ρFPI ρ
FP
II
1 2 1 0.98 10 4030.01 36.35 7.06% 52.83 5.25% 11.91 2.88% 1.14%
2 − 0.6 − − 4254.17 26.84 6.32% 39.32 13.10% 2.29 2.37% 0.65%
3 − 0.8 − − 4120.29 34.40 6.79% 48.46 10.21% 4.86 2.69% 0.96%
4 − 1.2 − − 3968.62 37.51 7.24% 54.21 0.92% 34.57 2.99% 1.26%
5 − 1.5 − − 3908.39 36.76 7.39% 53.83 0.35% 60.80 3.09% 1.35%
6 − − 0.90 − 4580.56 1.13 4.77% 1.52 0.44% 1.41 1.34% 0.02%
7 − − 0.95 − 4385.61 8.73 5.36% 13.07 1.81% 4.55 1.78% 0.26%
8 − − 0.99 − 3671.74 77.92 9.26% 107.76 8.72% 28.19 4.29% 2.43%
9 − − − 5 4050.30 22.43 6.82% 30.31 4.75% 6.83 2.67% 0.94%
10 − − − 20 399.49 51.30 7.51% 81.66 6.27% 19.48 3.26% 1.54%
11 − 1.5 0.99 20 3352.01 122.58 11.40% 186.14 2.81% 276.49 5.84% 4.27%
12 3 1 0.98 10 4275.98 7.95 6.37% 19.03 8.10% 0.08 2.10% 0.26%
13 − 0.6 − − 4419.89 3.71 5.49% 11.30 12.58% 0.01 1.55% 0.04%
14 − 0.8 − − 4338.89 6.52 6.05% 18.67 11.56% 0.03 1.86% 0.15%
15 − 1.2 − − 4228.68 8.91 6.57% 21.50 4.15% 0.39 2.27% 0.36%
16 − 1.5 − − 4178.09 9.45 6.67% 23.45 2.65% 0.64 2.38% 0.45%
17 − − 0.90 − 4591.46 0.13 4.76% 0.15 0.29% 0.00 1.32% 0.00%
18 − − 0.95 − 4460.42 1.78 5.11% 4.58 2.33% 0.02 1.45% 0.03%
19 − − 0.99 − 4112.85 16.89 7.70% 43.24 14.34% 0.32 2.75% 0.65%
20 − − − 5 4280.44 5.07 6.23% 10.51 7.47% 0.05 1.98% 0.21%
21 − − − 20 4269.36 10.96 6.62% 31.10 9.02% 0.15 2.30% 0.37%
22 − 1.5 0.99 20 3918.44 29.29 9.52% 78.71 3.73% 7.90 3.92% 1.57%
23 4 1 0.98 10 4340.39 1.22 5.76% 8.24 7.70% 0.00 1.54% 0.01%
24 − 0.6 − − 4445.33 0.25 5.09% 2.21 9.54% 0.00 1.37% 0.00%
25 − 0.8 − − 4387.17 0.77 5.46% 5.63 9.56% 0.00 1.45% 0.00%
26 − 1.2 − − 4303.57 1.58 5.98% 9.87 5.29% 0.00 1.62% 0.02%
27 − 1.5 − − 4262.57 1.90 6.21% 11.23 4.54% 0.00 1.73% 0.04%
28 − − 0.90 − 4592.30 0.00 4.76% 0.00 0.18% 0.00 1.32% 0.00%
29 − − 0.95 − 4475.38 0.14 4.96% 1.03 1.95% 0.00 1.36% 0.00%
30 − − 0.99 − 4237.33 3.01 6.77% 15.33 14.02% 0.00 1.86% 0.05%
31 − − − 5 4341.07 0.77 5.67% 4.57 7.29% 0.00 1.51% 0.01%
32 − − − 20 4339.40 1.62 5.91% 13.87 8.36% 0.00 1.59% 0.02%
33 − 1.5 0.99 20 4107.71 6.06 8.07% 33.36 7.73% 0.00 2.56% 0.26%
Table B.3: Finite-Horizon Models with Non-Stationary Demand
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id l c.v. h
−
h++h− θ C
FP DCFP ρH1 DCH1 sH1l ρ
H2 DCH2 sH2l
1 2 1 0.98 10 1329.39 14.62 0.24% 11.32 61 0.24% 11.32 61
2 − 0.6 − − 1270.30 9.79 0.12% 8.34 67 0.12% 8.34 67
3 − 0.8 − − 1305.02 13.49 0.24% 10.00 63 0.17% 10.81 64
4 − 1.2 − − 1346.42 15.74 0.34% 10.64 58 0.26% 11.53 59
5 − 1.5 − − 1363.36 15.98 0.27% 11.58 57 0.27% 11.58 57
6 − − 0.90 − 1236.55 2.25 0.02% 1.84 44 0.02% 1.84 44
7 − − 0.95 − 1267.01 5.44 0.09% 4.04 50 0.09% 4.04 50
8 − − 0.99 − 1395.38 27.52 0.61% 19.72 69 0.48% 20.97 70
9 − − − 5 1321.39 8.80 0.32% 6.11 62 0.25% 6.58 63
10 − − − 20 1342.43 22.94 0.22% 17.74 57 0.22% 17.74 57
11 − 1.5 0.99 20 1484.95 49.12 0.71% 33.67 62 0.57% 36.04 63
12 3 1 0.98 10 1247.11 5.20 0.13% 3.82 85 0.13% 3.82 85
13 − 0.6 − − 1217.16 1.70 0.02% 1.48 88 0.02% 1.48 88
14 − 0.8 − − 1232.76 3.70 0.06% 2.97 87 0.06% 2.97 87
15 − 1.2 − − 1258.90 6.24 0.21% 4.22 83 0.16% 4.55 84
16 − 1.5 − − 1272.20 7.27 0.22% 4.93 82 0.17% 5.31 83
17 − − 0.90 − 1216.03 0.97 0.01% 0.81 69 0.01% 0.81 69
18 − − 0.95 − 1226.78 2.25 0.06% 1.58 75 0.04% 1.74 76
19 − − 0.99 − 1267.95 8.91 0.29% 6.32 92 0.22% 6.75 93
20 − − − 5 1244.36 2.97 0.15% 2.06 86 0.11% 2.23 87
21 − − − 20 1251.81 8.42 0.16% 6.00 82 0.12% 6.52 83
22 − 1.5 0.99 20 1320.79 21.60 0.51% 14.06 87 0.42% 15.02 88
23 4 1 0.98 10 1221.47 1.34 0.03% 0.99 105 0.03% 0.99 105
24 − 0.6 − − 1209.33 0.11 0.00% 0.11 101 0.00% 0.11 101
25 − 0.8 − − 1214.96 0.63 0.01% 0.50 104 0.01% 0.50 104
26 − 1.2 − − 1227.78 1.92 0.06% 1.41 105 0.04% 1.52 106
27 − 1.5 − − 1235.90 2.63 0.08% 1.92 105 0.08% 1.92 105
28 − − 0.90 − 1209.91 0.17 0.00% 0.17 88 0.00% 0.17 88
29 − − 0.95 − 1214.22 0.49 0.01% 0.38 95 0.01% 0.43 96
30 − − 0.99 − 1228.51 2.30 0.05% 1.87 113 0.05% 1.87 113
31 − − − 5 1220.78 0.72 0.03% 0.54 106 0.02% 0.59 107
32 − − − 20 1222.67 2.28 0.03% 1.82 104 0.03% 1.82 104
33 − 1.5 0.99 20 1255.48 8.03 0.20% 5.51 110 0.16% 5.90 111
Table B.4: Average Costs and Disposal Costs Per Period for Cost-
Minimization Problems
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id l c.v. h
−
h++h− θ fˆ1(0) DC
∗ ρFP DCFP ρH1 DCH1 ρFP1 ρFP2 ρFP3 ρFP4
1 2 1 0.98 10 5329.75 75.31 8.41% 103.46 4.27% 32.78 2.13% 0.06% 0.00% 1.14%
2 − 0.6 − − 5682.56 57.03 7.59% 84.07 12.48% 6.44 1.75% 0.12% 0.00% 0.65%
3 − 0.8 − − 5469.35 70.85 8.12% 98.54 9.33% 13.58 1.99% 0.14% 0.00% 0.96%
4 − 1.2 − − 5236.48 76.47 8.59% 105.00 0.57% 82.95 2.21% 0.16% 0.00% 1.26%
5 − 1.5 − − 5146.59 75.41 8.76% 104.28 0.50% 120.68 2.28% 0.17% 0.00% 1.35%
6 − − 0.90 − 6251.46 2.85 5.03% 4.01 0.43% 3.77 0.62% 0.00% 0.00% 0.02%
7 − − 0.95 − 5933.13 18.67 6.01% 26.49 1.54% 12.80 1.00% 0.02% 0.00% 0.26%
8 − − 0.99 − 4716.94 157.61 11.39% 213.31 7.68% 70.20 3.75% 0.46% 0.01% 2.43%
9 − − − 5 5371.05 45.60 8.07% 61.31 3.87% 18.23 1.89% 0.10% 0.00% 0.94%
10 − − − 20 5266.40 106.72 9.03% 160.30 4.92% 54.59 2.58% 0.30% 0.00% 1.54%
11 − 1.5 0.99 20 4193.53 250.42 14.35% 356.79 3.97% 527.97 5.69% 1.08% 0.06% 4.27%
12 3 1 0.98 10 5729.95 23.95 7.95% 54.32 7.72% 1.85 1.77% 0.15% 0.00% 0.26%
13 − 0.6 − − 5981.59 12.48 6.90% 33.37 13.00% 0.20 1.22% 0.06% 0.00% 0.04%
14 − 0.8 − − 5837.25 19.89 7.56% 47.39 11.51% 0.59 1.56% 0.12% 0.00% 0.15%
15 − 1.2 − − 5651.70 26.22 8.20% 58.61 3.44% 6.20 1.91% 0.17% 0.00% 0.36%
16 − 1.5 − − 5570.42 27.79 8.45% 62.39 2.25% 8.26 2.03% 0.20% 0.00% 0.45%
17 − − 0.90 − 6274.47 0.69 4.98% 1.88 0.31% 0.07 0.58% 0.00% 0.00% 0.00%
18 − − 0.95 − 6063.09 6.01 5.90% 15.61 2.11% 0.57 0.89% 0.02% 0.00% 0.03%
19 − − 0.99 − 5418.29 48.75 10.11% 103.54 14.01% 4.88 2.87% 0.46% 0.01% 2.43%
20 − − − 5 5743.17 14.74 7.65% 31.56 7.25% 1.05 1.57% 0.09% 0.00% 0.21%
21 − − − 20 5710.08 33.11 8.49% 89.23 8.50% 3.07 2.16% 0.29% 0.02% 0.37%
22 − 1.5 0.99 20 5072.16 84.13 12.56% 201.20 2.78% 58.92 4.60% 0.93% 0.09% 1.57%
23 4 1 0.98 10 5873.44 5.76 7.34% 26.94 8.16% 0.00 1.26% 0.07% 0.00% 0.01%
24 − 0.6 − − 6055.50 1.78 6.22% 16.16 10.35% 0.00 0.81% 0.01% 0.00% 0.00%
25 − 0.8 − − 5954.38 3.93 6.92% 21.29 10.21% 0.00 1.07% 0.04% 0.00% 0.00%
26 − 1.2 − − 5811.11 6.81 7.61% 29.89 5.38% 0.03 1.40% 0.10% 0.00% 0.02%
27 − 1.5 − − 5743.19 7.87 7.88% 33.28 4.81% 0.03 1.53% 0.12% 0.00% 0.04%
28 − − 0.90 − 6278.91 0.04 4.93% 0.60 0.25% 0.00 0.54% 0.00% 0.00% 0.00%
29 − − 0.95 − 6104.15 1.05 5.62% 7.25 2.13% 0.00 0.72% 0.01% 0.00% 0.00%
30 − − 0.99 − 5676.63 12.84 9.13% 58.49 14.93% 0.02 1.97% 0.16% 0.00% 0.05%
31 − − − 5 5876.64 3.61 7.15% 15.05 7.81% 0.00 1.15% 0.05% 0.00% 0.01%
32 − − − 20 5868.77 7.74 7.68% 44.28 8.79% 0.00 1.47% 0.13% 0.01% 0.02%
33 − 1.5 0.99 20 5432.96 25.53 11.13% 107.80 7.32% 1.16 3.19% 0.49% 0.03% 0.26%
Table B.5: Finite-Horizon Models with Non-stationary Demand
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