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ABSTRACT
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CONNECTED OPERATORS FOR UNSUPERVISED IMAGE
SEGMENTATION
by Oliver Nicholas Baumann
Image segmentation forms the ﬁrst stage in many image analysis procedures includ-
ing image sequence re-timing and the emerging ﬁeld of content based retrieval. By
dividing the image into a set of disjoint connected regions, each of which is homoge-
neous with respect to some measure of the image content, the scene can be analysed
and metadata extracted more eﬃciently, and in many cases more eﬀectively, than
on a pixel by pixel basis. Though a great number of segmentation techniques ex-
ist (and continue to be developed,) many of them fall short of the requirements
of these applications. This thesis ﬁrst deﬁnes these requirements and reviews es-
tablished segmentation methods describing their qualities and shortfalls. Selecting
the watershed transform and connected operators from those techniques reviewed
a number of novel adaptations are introduced, developed and shown to produce
pleasing results both in terms of a new evaluation metric and subjective appraisal.
Finally, the use of the image segmentation is shown to improve established methods
of image noise removal using the discrete wavelet transform.
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xxChapter 1
Introduction
1.1 Context and Motivation
In the last 30 years the ﬁeld of image processing has received considerable attention.
In particular the use of digital computers for the representation, processing and
analysis of images has become a vast and very popular ﬁeld of signal processing with
applications including automatic inspection, medical image analysis and object or
pattern recognition. These applications are high-level in that they attempt to derive
semantic knowledge of the image content, a problem which given a matrix of pixels
is not trivial. As such, many of these high-level applications require processing
techniques which simplify image content by grouping pixels into disjoint regions
which are meaningful with respect to image content. These processing techniques
are broadly referred to as image segmentation.
Two basic types of segmentation exist; complete, in which the disjoint regions of
the segmentation correspond directly with objects in the image, and partial, where
regions are deﬁned as being homogeneous with respect to one or more properties such
as grey level, colour, shape or motion. Partial segmentations are of most interest to
this study because they are highly versatile and require little or no prior knowledge
1of the image content. They are used extensively as a pre-processing stage to higher
level image processing tasks including object recognition, image coding and in the
case of image sequences, the estimation of motion vectors and re-timing. It may seem
paradoxical that motion vectors can be both a criterion for, and an application of
image segmentation but in fact segmentation and motion estimation are interlinked
problems, in that a good motion estimate can help greatly in obtaining a good
segmentation while a good segmentation will undoubtedly help in producing a good
motion ﬁeld.
A considerable number of established techniques exist for the partial segmentation
of still images, most of which fall into three main groups referred to as global, edge
and region based methods. Global segmentation methods as the name suggests use
only global knowledge of the image to separate it into a number of regions. This
knowledge usually takes the form of a histogram and a number of methods exist
for separating the image into regions based on the diﬀerent modes thereof. Such
methods take no account of local information and as such often result in a relatively
small number of regions which are not necessarily spatially connected. In this thesis
we constrain our attention to segmentations which produce connected regions.
Edge based methods seek to deﬁne regions of the segmentation by resolving their
boundaries. The ﬁrst stage usually involves the application of a low-level edge de-
tector such as the Sobel or Prewitt operators which highlight discontinuities in the
image producing an estimate of ﬁrst derivative or the Laplacian operator which
estimates the second derivative of the image function. The ﬁrst- or second-order
gradient image is then subjected to some form of thresholding or zero-crossing de-
tection the result of which, it is hoped, is a set of closed contours the interiors
of which are homogeneous with respect to grey level. In fact these methods are
highly susceptible to noise and frequently miss edges of distinct homogeneous re-
gions and/or create contours where no region boundaries exist. More successful edge
based methods such as the Hough transform attempt a complete segmentation and
require a considerable amount of prior knowledge about the objects to be segmented
and/or user interaction. This reduces the generality of the method which for this
research is undesirable.
It is region based methods which form the most signiﬁcant line of investigation of this
2research. Rather than deﬁning segments by their boundaries, region based methods
deﬁne the segments directly. There are two basic philosophies for the generation
of region based segmentations, splitting and merging, which can be used alone or
in unison. Splitting algorithms start with one region representing the entire image
which is split into quadrants whose homogeneity with respect to the chosen property
is assessed. A decision is made to split the image if the homogeneity of each region
is improved. The process is repeated for each new region until the homogeneity of
each region is within the desired limits. The use of quadrants, while convenient,
places undesirable restrictions on the shape of regions. One further drawback is
that the splitting of regions relies on a global assessment of the homogeneity which
ignores local information and can lead to ambiguous region deﬁnitions.
Split-and-merge approaches represent the image as a quad-tree pyramid structure
allowing image quadrants to be both split in four, as with splitting techniques,
and merged with neighbouring regions if the homogeneity of the union is improved.
Though this partially overcomes the global criterion assessment problem associated
with splitting, the quad-tree structure still restricts region shape.
Merging algorithms begin with an initial segmentation which will tend to have a
very large number of regions and may even deﬁne each pixel of the image as a
distinct region. Traditionally, regions are then merged such that the homogeneity
criterion is maintained or improved. One popular method for producing the initial
segmentation is the watershed transform for which homogeneity requires that every
member pixel belongs to the same catchment basin in that it is connected to the
regional minimum of that segment by a path in which the grey level monotonically
decreases. It is common for the watershed transform to be applied to the gradient
image providing a segmentation image whose segments have natural boundaries
which in many cases correspond to edges in the image. In fact, the watershed
algorithm has been used very extensively to obtain partial segmentations and a
section of this thesis is devoted to the development of schemes which aim to improve
these results. Apart from being intuitively suitable for partial segmentation, region
based segmentation methods are inherently robust in the presence of noise. It is for
this reason that these methods form the basis of study for this research.
The set of operators referred to as connected operators are of particular interest
3as in two dimensions they have been shown to be remarkably versatile. Connected
operators are initiated by a partition of the image which can be based upon any
criterion such as ﬂat grey level or some measure of colour space. The operator then
merges these regions based upon the measurement of some property of each region.
For example, the initial partition may consist of regions which are ﬂat with respect
to grey level, the operator may require that if a region is both a regional maximum
and smaller than a given threshold then that region is given the grey level of the
highest neighbour. Such a ﬁlter is the morphological operator of area opening. The
set of morphological operators are in fact a subset of connected operators. They
aﬀect the image depending on local shape structures and are capable of removing
image details such as texture information whilst maintaining the basic contour and
shape information.
This research investigates the application of a number of existing connected opera-
tors to image segmentation. A metric for the evaluation of the resulting segmenta-
tions is proposed and novel post-processing connected operators, which are shown to
improve results are developed. Having shown the segmentation evaluation metric to
be useful in selecting a suitable segmentation form a number of possibilities, a con-
nected operator is speciﬁcally designed to minimise the metric measure with mixed
success. Further, the application of connected operators at various stages of the
watershed technique are shown to give improvements over traditional approaches.
Finally, a spatially adaptive wavelet based de-noising strategy using the segmenta-
tion techniques developed is proposed and shown to oﬀer signiﬁcant improvements
over global methods.
The contributions made by this research are as follows.
• A metric for the evaluation of image segmentations is proposed and developed
to allow control of the degree of segmentation to suit various images and
applications.
• The use of connected operators at various stages of the watershed technique
is shown to reduce its tendency to over-segment.
• A novel operator which produces a segmentation by minimising our evaluation
metric is proposed.
4• Segmentation of the kind proposed in this thesis is applied to the method of
wavelet noise reduction and shown to improve the increase in output signal to
noise ratio over the un-segmented noise reduction scheme.
• A post-processing connected operator for the improvement of segmentations
resulting from existing connected operators is developed.
• A study of the use of connected and morphological operators for the removal
of impulsive noise from grey scale images is presented.
1.2 Layout of the Thesis
This thesis begins with a review of the techniques available for the segmentation of
still images including global, edge, region and morphological techniques. Of these,
the region based techniques are deemed most suitable for development and more
speciﬁcally connected operators and the watershed algorithm. As such Chapter 3
introduces a unifying framework, that of the lattice of partitions, and deﬁnes these
image operators in the context thereof.
In Chapter 4 we ﬁrst introduce an objective segmentation evaluation metric and
demonstrate that connected operators can be used for the segmentation of images
but for the issue of localised over-segmentation. This is addressed with the intro-
duction of novel operators for its mitigation which are shown to improve results
both in terms of the new metric and subjective appraisal. The ﬁnal section of this
chapter introduces a novel connected operator the aim of which is to minimise the
evaluation metric.
Chapter 5 introduces two novel methods by which the tendency of the watershed
transform to over-segment can be indirectly controlled. Of these the method of
gradient smoothing is shown to produce segmentations which meet our requirements.
This method is then demonstrated to increase the performance of established noise
reduction techniques which use the wavelet decomposition.
Finally, the conclusions of our research and suggestions for further work are pre-
sented in Chapter 6.
5Chapter 2
A Review of Partial
Segmentation Techniques
Segmentation is the splitting of an image into regions or segments each of which has
some signiﬁcance with regard to the image function. The most basic requirements of
a segmentation are that the segments Ri are disjoint, in that they do not overlap, and
that the union of the segments represents the entire domain of the image function
under study D. These requirements are summarised in the following deﬁnition:
Deﬁnition 1 (Partition of a Space (Segmentation)) A partition P of a space,
D, is a set of connected components or partition classes, {Ri}, which are disjoint,
Ri ∩ Rj = ∅ i 6= j, and the union of which is the entire space,
S
i Ri = D.
Regions of a complete segmentation are required to correlate with objects, as humans
perceive them. For partial segmentation, though a reasonable correlation with ob-
jects may be hoped for, segments are required only to be homogeneous with respect
to some property. This homogeneity is a fairly loose concept and not necessarily
just grey level ‘ﬂatness’. Complete segmentation often requires semantic knowl-
edge of the scene content making techniques for their production highly application
speciﬁc. Our attentions concentrate on techniques for the partial segmentation of
images since they usually require no semantic knowledge and are therefore very
versatile.
6This chapter introduces the main methods of partial image segmentation of still
images documented in the literature. In order to give direction to our study, we
must outline some properties which we believe the resulting segmentation images
must have. The ﬁrst requirement is that each segment consists of a set of connected
pixels. Though the notion of a connected set is open to some interpretation, this
criterion imposes the constraint that a single segment should not represent more than
one remote region. The second criterion relates to the boundaries of the segments.
Though it may be reasonable for a single object in the image to be represented
by several segments, it is usually less desirable to have several objects in the same
segment. As such we require that the edges of segments correspond well with object
boundaries. We also wish for the number of segments to be considerably less than
the number of pixels in the image for any improvement over pixel level motion
estimation to be signiﬁcant. One further restriction we place on the technique
regards the information which is made available to it. The method of segmentation
must use only the information in a grey level image or intensity function i.e. no
knowledge of object in the scene or user interaction. We restrict our study to
the use of grey level information for segmentation, though the techniques may be
extended to take advantage of other colour spaces with more than one dimension.
And ﬁnally we require that the process be as computationally eﬃcient as possible.
These requirements are summarised below.
• The information required for the segmentation must be derived from the image
intensity (grey scale) function.
• The technique must require no semantic knowledge of the scene or user inter-
action.
• Segments must comprise connected sets of pixels.
• Segment boundaries should correspond well with object boundaries.
• Computational load must be kept to a minimum.
The conditions given above are required of segmentations used in many applications
including but not limited to the estimation of motion vectors, object recognition
and content based retrieval (as permitted by the MPEG-7 standard), the latter
7two being relatively new ﬁelds of study. A discussion of more generic criteria for a
segmentation are discussed in the context of the segmentation evaluation metric in
Chapter 4.
Partial segmentation techniques fall into three main categories, global, edge and
region based methods, to each of which a section of this chapter is devoted, covering
the most established algorithms in the ﬁeld. The ﬁnal section of this chapter details
the widely used morphological technique of the watershed transform which is neither
entirely edge nor entirely region based.
2.1 Global Segmentation Methods
Global segmentation methods use only global information about the image, this
information usually takes the form of the intensity or grey level histogram but the
histogram may equally be based upon the gradient (see section 2.2) or texture [1]
of the image function. Using the grey level histogram, the image is split into two
or more regions the comprising pixels of which all have a similar grey level. Figure
2.1(a) shows an image of a mineral sample having three distinct phases appearing as
black, grey and light grey to white. The grey level histogram, given in Figure 2.1(b),
displays three signiﬁcant modes lying in the approximate ranges; 0-50, 51-150, and
151-255. These modes correspond with the three phases of the sample and as such,
splitting the image into three regions each consisting of pixels having grey levels in
the three ranges results the image presented in Figure 2.1(c). Such a segmentation
is valid in that it conforms with Deﬁnition 1 and in this application is of some use,
however the regions which are deﬁned are not necessarily connected.
In the example given above, the band thresholds were chosen by visual inspection of
the histogram but methods exist for the automatic determination of band thresholds
which include searching for minima [2], and modelling the histogram as a mixture
of Gaussian distributions [1]. Whilst these methods remove the need for interaction,
they do not solve the problem of disconnected segments.
It is clear that global segmentation techniques are unsuccessful in meeting our re-
quirements. As such, we now concentrate on methods which exploit local knowledge
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Figure 2.1: The original image of a section of polished granite (a), the histogram
thereof (b), and the result of thresholding the image based upon the three dominant
modes (c).
90
Edge
First Derivative
Second Derivative
(a)
Figure 2.2: A synthetic one-dimensional edge and the ﬁrst and second derivatives
thereof.
in the image.
2.2 Edge Based Segmentation Methods
The ﬁrst step in any edge based segmentation is edge detection. Though methods
for the detection of edges in colour images have been proposed [1,3], the most es-
tablished methods involve highlighting rapid changes in the image intensity function
(grey level) in order to produce a binary edge image with pixel values corresponding
to the states ‘edge’ or ‘not edge’. It is to the methods of edge detection that we
restrict the discussion of this section.
The majority of edge detection methods assume a step edge model in which edges
of objects are assumed to correspond with rapid, high contrast changes in grey
level which in turn correspond to features in the ﬁrst- and second-order gradient
of the image. Figure 2.2 shows a one dimensional discontinuity along with its ﬁrst
and second order gradient functions. Though the levels of the derivatives have been
accentuated for illustrative purposes, it is clear that the location of the discontinuity
is signiﬁed by the peak in the ﬁrst derivative and the zero-crossing in the second.
The gradient of a continuous function in two-dimensions f(x,y) is given by equation
2.1 and the second derivative, frequently referred to as the Laplacian, by equation
102.2.
|∇f(x,y)| =
s
∂f
∂x
2
+

∂f
∂y
2
(2.1)
∇2f(x,y) =

∂2f
∂x2

+

∂2f
∂y2

(2.2)
However, the partial derivatives of discrete data cannot be obtained directly, and so
must be approximated by diﬀerences.
Several methods exist for the estimation of the ﬁrst derivative of a digital image, all
of which rely on the convolution of the signal with a number of kernels each respond-
ing more strongly to a gradient in one speciﬁc direction such kernel sets include the
Sobel and Prewitt operators [1]. The gradient magnitude is most commonly evalu-
ated using the Euclidean norm of the results of all the convolutions and the gradient
direction by the kernel responding most strongly or some trigonometric calculation
based on the contribution of orthogonal kernels. Where edges exist, their direction
can be arranged to lie perpendicular to the gradient direction and it can therefore
be useful in edge linking. Having estimated the gradient, the image is subjected to
a thresholding in which pixels having an associated gradient higher than a speciﬁed
value are given the label ‘edge’ and those below the value ‘not edge’. It is the de-
termination of this threshold value that poses most diﬃculty. Figure 2.3(a) shows a
section of the original image of ‘girl’, the gradient magnitude of which is calculated
by taking the Euclidean norm of the convolutions of the image with the vectors
[1,0,−1] and [1,0,−1]T, Figure 2.3(b). This image is subject to thresholding at
levels equal to one quarter and one twentieth of the maximum value, the results of
which are shown in Figures 2.3(c) and 2.3(d) in which the ‘edge’ state is shown in
black. It is clear from the results that the higher of the two thresholds misses impor-
tant edges including those of the back of the head of the toy and although the lower
threshold detects more of these edges in the image function, it has also detected
a number of discontinuities which do not correspond to object boundaries and the
thickness of those edges detected for a higher threshold has increased. Thick edges
are undesirable because pixels deﬁned as edges are not part of any region and in
order to extract a tessellation as required by Deﬁnition 1 each ‘edge’ pixel must be
assigned a region. Edges greater than a single pixel in width leave some ambiguity as
to the exact location of the edge and so correlation of edges with object boundaries
is compromised. Thin edges on the other hand being of single pixel thickness can
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Figure 2.3: A section of the original image of ‘girl’ (a), the normalised gradient
thereof (b) and examples of thresholding the gradient image at one quarter (c) and
one twentieth (d) of its range.
12f x ( )
x
Quantisation
Error
Soft Edge
Step Edge
(a)
x
grad( ( )) f x
(b)
Figure 2.4: A synthetic one-dimensional signal (a) and the gradient thereof (b).
easily be assigned to a region without loosing edge accuracy. Only in very few cases,
where objects are very distinct from the background but are otherwise homogeneous
with respect to grey level does the result of gradient thresholding give results which
can be used directly to form a segmentation. This is due to the fact that edge
detection strategies requiring the estimation of the gradient are highly sensitive to
quantisation error and noise whilst being relatively insensitive to soft edges. Figure
2.4(a) shows a synthetic one dimensional signal with three features; quantisation
error or noise, a soft edge or ramp and a sharp or step edge. It should be noted
that the latter is highly unlikely to occur in real images due to the ﬁnite sampling
grid and anti-aliasing requirements. Figure 2.4(b) shows the gradient of the signal
calculated by convolution with the kernel [−1,1]. Whilst the sharp edge gives rise
to a large peak in the gradient function, the soft edge gives no higher a response
than the quantisation noise. Thresholding the gradient of this function will result in
either the detection of all three features or only the step edge. While methods such
as non-maximal suppression and hysteretic thresholding [1] can improve the stan-
dard gradient thresholding techniques, reducing their response to noise, thinning
13the regions of state ‘edge’ and increasing the correlation between detected edges
and object boundaries, the resulting images still suﬀer from the problem that the
lines deﬁned as edges do not form closed contours from which a tessellation of re-
gions can be easily extracted. Even more computationally expensive methods such
as edge relaxation when applied to gradient thresholding results suﬀer from this
problem. The drawbacks of ﬁrst order gradient thresholding including thick edges,
and a tendency to produce open contours are overcome to some extent by methods
which use the second order gradient or Laplacian of the image.
It has been demonstrated that the second derivative of an image function has a zero-
crossing at every extremum of the ﬁrst derivative (Figure 2.2). As such, detecting
the zero-crossings in the Laplacian of an image function will result in huge over-
detection, particularly in the presence of noise or quantisation error. One method
of reducing the sensitivity is to smooth the image using a linear ﬁlter prior to
estimating the second derivative. The method discussed here is due to Marr and
Hildreth [4]. The ﬁlter of choice is that of the linear Gaussian ﬁlter, being the
optimal compromise between spatial support and frequency bandwidth. The eﬀect
of convolving the Gaussian kernel with the image function is to remove noise and
soften edges. The second derivative or Laplacian of the smoothed image is then
estimated. An expression for the complete process is given in Equation 2.3.
∇2 [G(x,y,σ) ∗ f(x,y)] (2.3)
But, since all the operators are linear and therefore associative, we can change the
order of convolution and the Laplacian operator such that we have:

∇2G(x,y,σ)

∗ f(x,y) (2.4)
This considerably reduces the complexity of the operation as the Laplacian of Gaus-
sian (LoG) can be computed analytically [1] to be:
LoG(x,y,σ) =

∇2G(x,y,σ)

=
1
πσ4

2 −
x2 + y2
2σ2

e
−
x2+y2
2σ2 (2.5)
Examples of the LoG kernel are given in Figure 2.5 for values of σ equal to 1 and
4. Figure 2.6(a) shows the original image of girl along with the results of the zero-
crossing detection after convolution with a LoG kernel with σ equal to 2, 4 and 6.
The Laplacian of Gaussian method of edge detection appears to have some very
desirable properties, the lines in the edge image are thin and though no constraint
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Figure 2.5: Surface plots of the Laplacian of Gaussian kernels for σ equal to 1 (a)
and 4 (b).
is placed on the shape of the lines, they tend to form closed contours and may
therefore potentially deﬁne a segmentation. However, closer inspection reveals that
for large σ the edges are very smooth causing discrepancies between ‘edge’ states
and object boundaries at sharp corners, whilst a large number of insigniﬁcant edges
are detected when σ is small, the texture of the carpet in the image of ‘girl’ for
example.
In conclusion, whilst many techniques exist of the detection and reﬁnement of edges
in an image, those based upon the ﬁrst derivative suﬀer badly from noise and quan-
tisation error and fail to produce the closed contours necessary for deﬁning a seg-
mentation. This is due in part to the fact the operators which estimate the image
gradient are relatively insensitive to soft edges which are more likely to occur than
the model step edge. Second order gradient methods have a tendency to produce
thin, closed contours, but there is a trade of between the accuracy of the edge
locations and the noise rejection.
15(a) (b)
(c) (d)
Figure 2.6: The original image of girl (a) and the zero-crossing detection of the
Laplacian of Gaussian with σ equal to 2 (b), 4 (c) and 6 (d)
162.3 Region Based Segmentation Methods
The techniques discussed in the previous section aimed to deﬁne regions of the
segmentation by locating their boundaries. This section introduces a number of
established methods which deﬁne regions directly by grouping pixels according to
the properties of the local neighbourhood. Region based methods have a number
of advantages over both global and edge based techniques; they are capable of pro-
ducing connected regions without the problems associated with broken or poorly
located edges and are also inherently robust to the presence of noise. We begin
by introducing the general philosophy of region based segmentation techniques and
then describe the established methods of region splitting, split-and-merge and region
merging giving examples. Also included is an introduction to connected and mor-
phological operators which, though not traditionally considered region based seg-
mentation techniques share many properties with region merging algorithms without
the high computational cost.
The aim of all region based techniques is to produce regions which satisfy a ho-
mogeneity criterion, the general form of which is given by Equation 2.6, in which
H(Ri) is a measure of homogeneity evaluated over region Ri and T is a threshold
above which a region is regarded as homogeneous.
H(Ri) ≥ T i = 1,2,... S (2.6)
Typical measures of homogeneity include reciprocals of the variance σ given by
Equation 2.7 or the range calculated by subtracting the smallest value in the region
from the largest.
σ(f) =
1
|Ri|
X
x,y∈Ri
(f(x,y) − ¯ Ri)2 (2.7)
Where |Ri| is the number of pixels and ¯ Ri is the mean grey level in region Ri. The
reciprocal of these measures is taken so as to arrive at inequalities of the form of
Equations 2.8 and 2.6. Though the result of a regime which sought only to satisfy
Equation 2.6 would, by deﬁnition, describe a valid partial segmentation, many region
based segmentation techniques aim for the segmentation to be maximal in that the
merging of two adjacent regions will necessarily result in a region for which the
homogeneity criterion does not hold. Such methods aim to satisfy the expression
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Figure 2.7: An example image segmentation with labelled regions (a) and the cor-
responding quadtree (b)
which is given in general from by Equation 2.8.
H(Ri ∪ Rj) < T i 6= j and Ri adjacent to Rj (2.8)
Region based segmentation techniques arrive at a solution by continuously evaluat-
ing H(Ri). Splitting algorithms ﬁrst evaluate the homogeneity of the entire image
and if it falls below the threshold, the image is split into four quadrants. This pro-
cess it then repeated for each of the regions until all regions satisfy Equation 2.6. So
called split-and-merge algorithms add a merging stage in order to achieve a result
which satisﬁes Equation 2.8. Conversely, region merging methods begin with an
initial partition for which each region is already homogeneous, traditionally these
partitions represent individual pixels. Partitions are then merged until Equation
2.8 is satisﬁed for all adjacent regions. We now discuss the methods of splitting,
split-and-merge and region merging in detail.
Region splitting and split-and-merge algorithms can be conveniently described by
the quadtree representation (Figure 2.7). At the top-most layer of the tree (layer
zero) is a single region consisting of the entire image. A homogeneity threshold T is
usually chosen such that the whole image is not regarded as homogeneous in that it
generally does not satisfy Equation 2.6. As such, the region is split into four equal
quadrants, each of which is described by a node in the next layer of the quadtree
(layer one). In our example, the homogeneity of regions 1 and 2 (Figure 2.7(a))
satisﬁes Equation 2.6 and as such the associated nodes have no further children
and are referred to as leaf nodes. Regions 0 and 3 of our example fail satisfy the
18homogeneity test and are again split into four quadrants, 00-03 and 30-33. The
process of splitting into quadrants regions for which the homogeneity criterion is
not met continues until all leaf nodes of the quadtree are associated with regions of
the image which satisfy Equation 2.6 and are therefore regarded as homogeneous.
The regions represented by the leaf nodes correspond to segments of the image as
calculated by a pure splitting regime. The choice of threshold T, will clearly eﬀect
the number of regions in the resulting segmentation, a very high threshold will
produce few, large regions, whilst a lower value will produce more, smaller regions.
Figure 2.8(a) shows a section of the image ‘girl’, for the full image see Figure 2.6(a).
Figure 2.8(b) is the result of splitting the image using the quadtree representation
described above with a homogeneity criterion which requires that the variance of
the quadrant in terms of grey level must be below 100 1. Figure 2.8(e) shows the
outline of the regions of the segmentation. Figures 2.8(c) and 2.8(d) show the results
of using a variance threshold of 500 and 1000 respectively with Figures 2.8(f) and
2.8(g) showing the respective region outlines. For all three segmentation images, the
grey level for each segment has been determined by the mean of the original image
inside that segment. Such images shall hereafter be referred to a mean replaced
images. For variance threshold of 100, the image appears slightly blocky with a
loss of textural information and detail in some areas, for example the wallpaper
and the girl’s clothing, an eﬀect which can be more easily observed in the outline
image of Figure 2.8(e). The outline image clearly shows that the segmentation has
a large number of small segments in areas of high contrast, (and therefore grey
level variance) such as the girl’s hair and eyes, whilst regions of the image with low
contrast such as the wallpaper are represented by larger blocks.
Increasing the threshold to 500 results in an increase in the average block size, though
there remain a large number of small segments at high contrast discontinuities such
as the foot of the puppet (top left hand corner), the meeting of carpet and wallpaper
in the lower right and the features of the girls face. At the same time, regions of
the image which are relatively plain, such as the jumper of the girl and the back of
the stuﬀed toy in the lower left corner, have been included in single segments of the
result. Though this is desirable, it is unfortunate that the rectangular nature of the
1The units of grey level variance are the square of the units of the intensity function and will
therefore depend on a number of factors relating to the image acquisition.
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Figure 2.8: A section of the original image ‘girl’ (a), the segmentations produced
using the splitting algorithm with a variance threshold of 100 (b), 500 (c) and 1000
(d) and the region outlines thereof; (e), (f) and (g) respectively.
20segments prevents the segment from masking the region perfectly.
Finally, the result of using a variance threshold of 1000 given in Figure 2.8(d) and
2.8(g) show a further increase in the average size of segments. It is clear though
that the segments bear little if any correlation with objects in the image. Though
this is not necessary for a partial segmentation, it is often desirable. It should
be noted that while segments are homogeneous and thus satisfy the expression in
Equation 2.6, there is no guarantee that the expression in Equation 2.8 is met by
all adjacent regions and thus there is the potential for a single homogeneous object
to be represented by more than one segment, particularly for strict homogeneity
criteria such as σ < 100. In order to achieve a result which satisﬁes Equation 2.8
one can introduce a merging stage in which adjacent regions whose union meets the
homogeneity criterion are merged.
Returning to the quadtree representation, addition of a merging stage allows regions
represented by leaf nodes of diﬀerent parents to merge provided the homogeneity
criterion of the image function under the region of support of the resulting region is
met. Figure 2.9 shows the results of such a scheme using a variance threshold for the
homogeneity criterion as in the previous example. The same thresholds have also
been used such that the segmentation images due to the split-and-merge algorithm
can be regarded as merged versions of those of Figure 2.8. Close inspection of
Figures 2.8(g) and 2.9(f) reveals that all the boundaries of the outline image for the
split-and-merge algorithm are present in the pure splitting outline. Diﬀerences arise
because of the boundaries removed in the merging stage. This holds for all variance
thresholds.
The addition of a merging stage has unsurprisingly increased the average size of the
segments for a given variance threshold. It has also improved to some extent the
correlation of segment boundaries with the boundaries of objects in the scene by
allowing segments to have more complex shapes. Unfortunately, the improvement is
not suﬃcient, segment boundaries are still very blocky and segments have a tendency
to include more than one distinct region of the image. Of course, it is not necessary
to use the same homogeneity criterion for the merging stage as for splitting. Though
the resulting method is not strictly regarded as split-and-merge as the result is no
longer maximal with respect to a single homogeneity criterion, the results from
21(a) (b) (c)
(d) (e) (f)
Figure 2.9: The resulting segmentations of the section of girl given in Figure 2.8(a)
using a split-and-merge algorithm using a variance threshold of 100 (a), 500 (b) and
1000 (c).
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Figure 2.10: The segmentations produced using the split-and-merge type algorithm
with a variance threshold of 100 and mean diﬀerence threshold of 10 (a), 20 (b) and
30 (c) along with the region outlines thereof; (d), (e) and (f) respectively.
this scheme are often preferable to those which are based on a single homogeneity
criterion.
Figure 2.10 shows the results of a split-and-merge type algorithm in which the
standard splitting technique used in the previous examples is followed by a merging
step in which regions are merged provided the mean grey levels of the image function
inside the regions are suﬃciently close. The results given use a variance threshold
of 100 and mean diﬀerence thresholds of 10, 20 and 30 respectively. It is clear
from these results that merging using the diﬀerence in mean values results in more
realistic region boundaries. In order to increase the smoothness of the resulting
contours using this method, the threshold for the variance in the splitting stage can
be decreased. The result is a more stringent homogeneity criterion using which
23the splitting stage produces more, smaller regions. Indeed, in the limit as the
homogeneity criterion requires that regions be completely ﬂat with respect to grey
level, the splitting phase will result in regions comprising single pixels and the split
and merge technique described becomes a pure merging method, it is toward such
methods that we now turn our attention.
Region merging techniques have direct comparisons with region growing methods
[5] in which a small seed region of the image is grown by iteratively examining the
neighbours of each pixel in the region and assessing them for inclusion in the region.
Such region growing methods are used extensively for the interactive segmentation
of single objects in a scene whereby the user selects a region inside the object to
be segmented. Pixels which neighbour the selected region are assessed for inclusion
based upon some measure of the likelihood that they belong inside the region. Two
such schemes are referred to single linkage and centroid linkage region growing tech-
niques [2]. Single linkage region growing will include in the region a neighbouring
pixel if the diﬀerence in grey level between that pixel and the nearest neighbour
inside the region is less than a given threshold. Centroid linkage region growing
includes in the region any neighbouring pixel whose grey level is close enough to
the mean of all pixels already included in the region. The growing of the region
ceases once no more neighbours can be included. Clearly, the growing of a single
region is not suﬃcient for automated image segmentation and as such an arbitrary
number of regions must be grown in such a way that they do not overlap, but ﬁll
the entire domain of the image. The strategy used in [2] involves scanning the
image, left to right, top to bottom. In the case of a single linkage regime, if the
diﬀerence between the current pixel and any of its causal neighbours (those which
have already been scanned) is less than a given threshold then the pixel is included
in the region of the corresponding pixel. If the threshold is met by more than one
pixel, then all regions to which those pixels belong are merged. If no neighbouring
pixels are similar enough, then the pixel deﬁnes a new region. The centroid linkage
regime is similar but rather than comparing the grey levels of individual pixels, the
grey level of the current pixel is compared with the mean grey levels of the regions
associated with the causal neighbours. Figures 2.11 and 2.12 show examples of the
application of single and centroid linkage region growing techniques for the section
of the image ‘girl’ presented in Figure 2.8(a). It is clear that region merging has
improved the shape of the contours and even for these relatively simple examples,
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Figure 2.11: Single linkage segmentation of a section of the image ‘girl’ using a grey
level threshold of 2 (a), 4 (b), and 6 (d) along with the corresponding outline images
(d), (e) and (f) respectively.
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Figure 2.12: Centroid linkage segmentation of a section of the image ‘girl’ using a
grey level threshold of 5 (a), 10 (b), and 20 (d) along with the corresponding outline
images (d), (e) and (f) respectively.
26the regions correspond relatively well with homogeneous regions of the image. More
complex statistical measures of a regions properties can be used to assess the like-
lihood of a pixel’s inclusion and whilst these may produce more desirable results in
which segments have improved correlation with object regions, the computational
load increases signiﬁcantly. This is a major drawback of pure region merging tech-
niques which start at the pixel level. One method of improving the eﬃciency of
region merging algorithms is to begin not at the pixel level but with some arbitrary
partition as in the splitting regime described previously. One such partition is that
due to the watershed algorithm discussed in the following section, another is to
partition the image into ﬂat zones or regions in which the grey level is constant. It
is the partition of ﬂat zones which forms the basis of connected operators a set of
operators capable of image simpliﬁcation and for which highly eﬃcient algorithms
have been developed [6–9]. A particular set of connected operators referred to as
morphological operators appear earliest in the literature and are quoted as being
capable of removing image detail whilst preserving essential shape information Har-
alick1987. Morphological operators for image processing have received considerable
attention in the literature [10–14] and more recently their relationship with region
merging algorithms has been studied [15]. The dual operators of opening and closing
suppress local maxima and minima respectively using order statistic ﬁlters [12]. A
full description of morphological and connected operators is given in the following
Chapter but the results for the open-closing (an opening followed by a closing) of
the image ‘girl’ for square structuring elements of three diﬀerent sizes are presented
in Figure 2.13. The result of the open-closing is that both maxima and minima are
removed from the image leaving behind a smoothed version of the original. This
smoothing is very diﬀerent from the smoothing achieved by linear ﬁltering in that
much of the edge information is preserved. Segments may then be taken to be
regions in which the grey level is constant.
Region merging methods do not use the quadtree structure and as such do not
suﬀer from the problems of splitting or split-and-merge techniques. Because they
are region based they do not suﬀer the problems with regard to the sensitivity to
noise of edge based techniques. Of all the partial segmentation techniques discussed
in this chapter, region merging methods appear to have all the desirable properties
of a segmentation technique capable of fulﬁlling the required criteria. A full review
of these operators including further examples of their use in image segmentation is
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Figure 2.13: The results of open-closing a section of the image ‘girl’ using a square
structuring element of size 3 × 3, (a), 5 × 5, (b) and 7 × 7 (c) and corresponding
outlines (d), (e) and (f) respectively.
28reserved for subsequent chapters.
The ﬁnal section of this chapter introduces the watershed transform which can be
regarded as both a method of edge detection [16] and region based segmentation
[17].
2.4 The Watershed Transform
The watershed algorithm is the morphological operator most commonly associated
with image segmentation [17]. In geographical topography, a watershed is a ridge
which divides regions drained by diﬀerent river systems. The North American Con-
tinental Divide provides a classic example of a watershed line dividing the catchment
basins of the Atlantic Ocean to the west and the Paciﬁc Ocean to the east. In math-
ematical morphology, the watershed transform identiﬁes the catchment basins of an
image considered as a topographical relief with height proportional to grey level.
The deﬁnition of a watershed for both continuous and digital functions based upon
topographical distance is given in [18], which states that each catchment basin is
associated with a regional minimum2 of the image grey level and consists of the
set of points which are topographically closer to the associated minimum than any
other.
The authors of [17] present a more pragmatic approach referred to as the ﬂooding
scheme in which the image represented as a topological relief is pierced at each of
its regional minima (Figure 2.14(a)) and submerged into a ‘lake’ thus ﬁlling each
catchment basin from its associated minima (Figure 2.14(b)). The speed at which
submersion takes place is slow enough for the water to have reached the same level
in each basin, though methods in which the ﬂuid is considered viscous have been
proposed [19]. To avoid catchment basins merging, a dam is built everywhere wa-
ters associated with diﬀerent minima meet (Figure 2.14(c)), these dams correspond
with the crests of the terrain and after complete submersion of the relief the lines
described by the dams in aerial view represent the watersheds (Figure 2.14(d)). An
algorithm for the fast computation of watershed lines using the ﬂooding scheme is
presented in [20] and it is this algorithm which is used throughout this research.
2A regional minimum is a region of uniform height without lower neighbours.
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Figure 2.14: An arbitrary image function viewed as a relief with regional minima
marked with dots (a), after partial ﬂooding (b) and after continued ﬂooding (c).
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Figure 2.15: A synthetic black and white image (a), and the watershed thereof (b).
The morphological gradient of the image (c), and corresponding watershed (d).
Figure 2.15(a) shows a simple synthetic image with white taking a high value and
black a low value. As such, the three black regions at the centre of the image and
the background represent regional minima and therefore each have a corresponding
catchment basin. Figure 2.15(b) shows the watershed of the image, black represent-
ing the watershed lines and each grey level uniquely deﬁning a catchment basin. It
is clear from Figure 2.15(b) that the watersheds lie entirely within the white region
and describe lines which are in a sense optimal in that they remain equidistant from
all inﬂuencing minima.
The example given above shows how an image can be segmented into regions which
correspond to topological catchment basins. For the partial segmentation of images
however, the watershed algorithm is more frequently used on the gradient estimate of
31the image [17]. Considered topologically, the gradient of an image takes high values
where the grey level changes rapidly and low values in ﬂat regions. Since it is likely
that the grey level gradient will be high at object boundaries, locating the crests of
the gradient image should locate object edges in the image. Figure 2.15(c) shows
the morphological gradient of the image given in Figure 2.15(a). For a given image
function, f(x,y), the morphological gradient gradM(f) is calculated by subtracting
the grey scale erosion from grey scale dilation of the image (see Chapter 3,) and
hence, each pixel of the result is assigned a value equal to the diﬀerence between the
maximum and minimum values in the neighbourhood described by the structuring
element k.
gradM(f,k) = f ⊕g k − f 	g k (2.9)
Where ⊕g and 	g are grey scale dilation and erosion respectively and are deﬁned
in the following chapter. In practice, this method of evaluating the gradient of an
image diﬀers little from those presented in the previous sections but is used here to
follow [17]. In our example, the structuring element used is a square of size 5 × 5
pixels. Note that the image given in ﬁgure 2.15(c) has been normalised in order
to make visible the regions of high gradient which in this idealised case correspond
perfectly with the edges of the black ellipses. Performing the watershed operation
on the morphological gradient yields the image given in Figure 2.15(d) from which it
is clear that the regions deﬁned by the catchment basins correspond perfectly with
the regions of the image.
It is rarely, if ever, the case that real images which we may wish to segment are as free
from noise and quantisation error as was the previous example. As demonstrated
previously in the case of edge detection, gradient operators are highly sensitive
to such disturbances in that a large number of peaks and troughs will appear in
the gradient image frequently resulting in vast over-segmentation by the watershed
transform. Figure 2.16(a) shows the image of Figure 2.15(a) with the addition of
Gaussian distributed white noise with a mean of 0 and a variance of 0.01 times the
range of the image which in this case is 0-255. Figure 2.16(b) shows the watershed of
the morphological gradient of the noisy image, note that the shading of individual
regions has been omitted due to their number; the watershed lines are shown in
black. It is clear from this ﬁgure that the addition of noise has resulted in far
32Figure 2.16: The image of Figure 2.15(a) corrupted by Gaussian noise (a) and the
outline of the watershed of the morphological gradient thereof (b).
too many regions being identiﬁed. Close inspection shows that along with all the
boundaries of unwanted regions, the edges of the objects have been successfully
identiﬁed.
Methods for reducing the over-segmentation of the watershed transform can be
summarised under the following titles:
• Watershed From Markers [17,21]
• Region Merging [22]
• Improved Gradient Estimation [3,23,24]
The problem of over-segmentation due to the sensitivity of gradient operators is
tackled by the authors of [17] in their study of electrophoresis gels. It is observed
that the gradient of the noise contains a large number of regional minima, each of
which necessarily deﬁnes a catchment basin and hence a region of the segmentation
achieved by means of the watershed transform. The solution to over-segmentation
in terms of the immersion model is to pierce not all regional minima, but only
those of greatest signiﬁcance (being the minima associated with the objects and the
background). The ﬂooding simulation continues as described previously, but water
breaching a divide between two minima is allowed to ﬁll the new minima provided it
does not already contain water originating from a diﬀerent pierced minima. Dams
and hence watersheds are constructed at the meeting point of waters from diﬀerent
holes and hence the number of regions deﬁned in the result is equal to the number of
33original holes. This type of watershed algorithm is referred to as a watershed from
markers and is described in detail in [17]. The drawback of this method of reducing
the number of regions identiﬁed in the segmentation is that more processing or
possibly user interaction is required to identify the markers and this processing will
be highly dependant upon the application.
The authors of [22] propose a scheme in which the image is subjected to noise
reduction prior to calculation of the gradient. It is also proposed that the gradient
image be thresholded so as to further reduce the tendency to over-segment. Problems
incurred in the thresholding of the gradient image have been addressed in previous
section and similar eﬀects are observed in thresholding the gradient image prior
to calculation of the watersheds. This problem is addressed in [24] in which the
response of the morphological gradient to soft edges is enhanced whilst leaving the
response to noise relatively low by taking a multi-scale approach. The authors go on
to propose methods by which the resulting regions of the watershed transform can be
merged with their neighbours based on the evaluation of a homogeneity criterion as
in standard region merging algorithms. The improvement of the gradient image and
the application of connected operators to region merging of the watershed transform
form the basis of Chapter 5 of this thesis.
2.5 Summary
In this chapter, we have introduced the concept of an arbitrary partial segmentation
being a complete set of disjoint, non-overlapping regions (Deﬁnition 1) inside each
of which the image is regarded as homogeneous with respect to some measure based
up the grey level information. We have seen how split-and-merge techniques deﬁne a
partition of the image domain in the splitting stage. A model of the grey level (such
as the mean) is then associated with each region and regions are then merged based
upon the diﬀerence in these models. Region growing methods begin with the initial
partition deﬁned by the grid of the domain, each pixel being represented by a single
partition. The merging order, being the order in which partitions are analysed for
merging, has in our examples been that of the raster scan and merging is again based
upon some measure of distance in the grey level domain. In the case of centroid
34linkage region growing a model for each region, again based on the mean, is used in
the merging criterion. Connected operators begin with the partition of ﬂat zones.
In the opening (resp. closing) of an image, regional maxima (minima) are merged
with their lower (higher) neighbours if they are removed in the erosion (dilation) of
the image by the structuring element used. Finally, the watershed algorithm has
initial partitions which correspond with pixels, regional minima (or markers in the
case of watershed from markers) are then grown based upon a model of the partition
being the notion of a unique catchment basin and a merging criterion based upon
the image gradient. In the sequel a unifying framework, the lattice of partitions,
which incorporates all the region based segmentation methods described thus far.
Particular attention is given to morphological and connected operators as these, it
will be shown, can be used to obtain segmentations possessing the properties we
require.
35Chapter 3
The Lattice of Partitions,
Morphological and Connected
Operators
In the previous chapter we introduced the concepts of segmentation, region based
spatial clustering, morphological and connected operators and the watershed algo-
rithm. All of the techniques utilise the same basic merging strategy consisting of
the following components ﬁrst proposed in this context in [25]:
• An initial partition
• A merging order
• A region model
This basic framework allows all the methods to be conveniently modelled using the
region adjacency graph (RAG) with regions of the partition represented by nodes
and their connectivity to other regions by links between these nodes. Using the
RAG as a basic model, this chapter uniﬁes these region based methods under the
framework of the lattice of partitions and develops the methods of mathematical
morphology and connected operators for image segmentation.
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Figure 3.1: A simple partition (a) and the associated region adjacency graph (RAG)
(b) along with the partition (d) and RAG (d) after merging regions 2 and 3.
Figure 3.1 shows a simple partition and the associated RAG before and after the
merging of two regions. Initially the nodes of the RAG may represent regions deﬁned
after the splitting stage of a split-and-merge algorithm, the pixels in the case of
merging and watershed techniques or ﬂat zones for connected operators. As regions
are merged nodes of the tree are also merged and the corresponding links removed.
The RAG model for region merging allows for the conception of a partition lattice.
A full theoretical treatment of complete lattices can be found in [26]. The deﬁnition
of a lattice is based upon the notion of a partially ordered set.
Deﬁnition 2 (The partially ordered set) Given a non empty set L, a binary
relation (≤) on L is called partial ordering if the properties of reﬂexivity, anti-
symmetry and transitivity hold for any pair of elements. The set L for which the
partial ordering holds, denoted (L,≤) is called a partially ordered set.
37Partial ordering (as opposed to complete ordering) implies that while the binary
order operation may hold for some element pairs, any two elements may be such
that neither is either greater than, less than or indeed equal to the other. This
rather paradoxical statement can be qualiﬁed by way of an example.
Consider the set of all integer numbers Z. We deﬁne the ordering x ≤ y, where x and
y are elements of Z, in the usual way. It is clear that for any pair of elements either
x ≤ y or y ≤ x and as such the ordering is complete. If however we extend the set to
ZN and deﬁne the ordering relation such that (x1,x2,...xN) ≤ (y1,y2,...yN) ⇐⇒
xi ≤ yi ∀ i then there exist pairs of elements for which the ordering does not
hold. For example, in the case Z2 we can deﬁne two integer couples x = [1,2] and
y = [3,1]. Since for the ﬁrst element, x1 < y1 and for the second x2 > y2 we can
say that neither couple is greater than the other and they are clearly not equal.
A complete lattice is a partially ordered set, each subset of which possesses a supre-
mum ∨ and inﬁmum ∧, being a lowest upper and greatest lower bound respectively.
Deﬁnition 3 (The lattice) A partially ordered set L is called a lattice if every
ﬁnite subset of L has a supremum and inﬁmum. Furthermore, the lattice is a
complete lattice if every subset of L has a supremum and inﬁmum.
We now deﬁne our partition lattice as being the set of all possible partitions Pi of
the image domain, the set of regions of partition Pi being denoted as {Rn
i }. The
ordering of the lattice is given according to the following relation:
Deﬁnition 4 (Order relation for partitions) Partition Pi is smaller (or ﬁner)
than partition Pj if all points belonging to a given region of partition Pi also belong
to a single region of region of partition Pj. Formally, Pj ≤ Pi ⇐⇒ ∀ x,y ∈
Rn
i , ∃ m such that x,y ∈ Rm
j .[25]
It should be noted that since the ordering relation is partial, two arbitrarily chosen
partitions may not be comparable (as in the example above). Partitions which can
be compared however represent a hierarchy of partitions, the largest consisting of a
single region (the entire image) and the smallest being the partition whose regions
each correspond to a pixel in the image. Having stated that the lattice of partitions
is indeed a lattice the interpretation of a inﬁmum and supremum of a subset thereof
38must be clariﬁed. Any two pixels x,y belong to the same region of the supremum of
a set of partitions if they also belong to the same region in at least one other other
partitions in the set.
Deﬁnition 5 (The supremum of a set of partitions) A partition is a supre-
mum of a set of partitions ∨{Pi} if and only if all pairs of points in a given region
of the supremum also appear in the same region of at least one of the partitions in
the set.
Conversely, the inﬁmum of a set of partitions is such that it falls lower than or equal
to the lowest partition of the set according to the order relation, i.e. ∧{Pi} ≤ Pi ∀ i.
Deﬁnition 6 (The inﬁmum of a set of partitions) A partition is an inﬁmum
of a set of partitions ∧{Pi} if and only if all pairs of points in a given region of the
inﬁmum also appear in the same region of all the partitions in the set.
Note that the resulting partition need not be in the original set. By duality the
supremum of a set of partitions can be deﬁned thus [26]: In a similar but dual
statement to that made previously we can say that whilst the supremum need not
be a partition of the original subset, it is at least equal to and potentially greater
than the highest partition therein in terms of the order relation.
Having deﬁned the lattice of partitions, it is now possible to discuss the properties
of operators acting on the elements thereof. An operator ψ acting on a partition Pi
may have following properties:
• ψ is increasing if and only if it is order preserving in that order of the out-
puts is the same as the order of the inputs. More formally, ∀Pi,Pj, Pi ≤
Pj,⇒ ψ(Pi) ≤ ψ (Pj). In the case of connected operators and region merging
algorithms, this property is not easy to maintain.
• ψ is anti-extensive if the output partition is smaller (in terms of the order
relation) than the input partition. i.e. Pi ≤ ψ {Pi}. Thus an anti-extensive
operator must split the partition such that more regions are present in the
result than in the original. Conversely an extensive operator is one for which
39the output partition is greater than or equal to the input, i.e. ψ {Pi} ≤ Pi
requiring that the operator merges regions of the partition upon which it acts.
• ψ is idempotent if the result is such that a second application of the operator
yields no further change in the partition. Formally: ∀Pi, ψ(ψ(Pi)) = ψ(Pi).
The implication of this in terms of merging algorithms is a stable termination
of the merging process.
• ψ is morphological if it is increasing and idempotent.
• ψ is an opening (resp. closing) if it is an anti-extensive (resp. extensive)
morphological operator.
Thus we can describe the splitting stage of the split and merge algorithm as an
increasing, anti-extensive, idempotent operator acting upon subset of the lattice of
partitions. Similarly, the merging stage is an increasing, extensive, idempotent op-
erator acting upon the same hierarchical subset of the lattice. Connected operators
which we have described in terms of the partition of ﬂat zones are both increasing
and extensive, since they merge regions of the partition.
Having introduced a convenient framework for the discussion of morphological and
connected operators, the remainder of this chapter is concerned with the introduc-
tion of these operators in the image domain. We begin by introducing the basic
axioms of mathematical morphology in image processing, these being the binary
set operations of erosion and dilation. We then extend these to grey scale images
and show how they can be used sequentially to form openings, closing and the dual
sequential open-closing and close-opening ﬁlters. These are then shown to have po-
tential in image segmentation but for the constraint of the size and shape of the
structuring element. Methods of overcoming this constraint, geodesic transforms,
attribute morphology and ﬁlters by reconstruction are then introduced and deﬁned
under the title of connected operators.
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Figure 3.2: A simple binary image with fourground pixels denoted by black dots
(a), and a binary structuring element with centre marked by a cross (b).
3.1 Mathematical Morphology for Image Processing
Consider the binary image X represented as a set of co-ordinate couples whose vec-
tors positions in the digital Euclidean plane (Z2)1 correspond with the pixels of the
image regarded as foreground. This image representation allows for the manipu-
lation of the image via common set operations such as union, intersection and set
diﬀerence (see Appendix A). We deﬁne in the same way a structuring element B
usually having a considerably smaller domain than the image under study. Figure
3.2 shows a simple binary image with foreground pixels marked with black dots,
along with a 2 × 1 full structuring element with the cross marking the origin.
Deﬁnition 7 (Binary set dilation) The dilation of X by B, denoted X ⊕ B is
the set of points given by the addition of all elements of X with all elements of B:
X ⊕ B = {c ∈ Z2 | c = x + b for some x ∈ X and some b ∈ B} (3.1)
This can also be described as the set of points described by the union of all translates
of X by the elements of B, an operation frequently referred to as Minkowski addition
[10,13]. Formally:
X ⊕ B =
[
b∈B
Xb (3.2)
1Much of the theory presented here is applicable to continuous functions in many dimensions,
however, we choose to restrict our attention to those in digital spaces and here in only two dimen-
sions.
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Figure 3.3: The binary image of ﬁgure 3.2(a) after dilation by the structuring ele-
ment of ﬁgure 3.2(b).
Erosion is the morphological dual of dilation with respect to complementation in that
the erosion of the foreground set X is identical to the dilation of the set describing
the background or complement, Xc.
Deﬁnition 8 (Erosion of a binary set) Erosion of a binary image set X by the
structuring element B is denoted X 	 B and is given by the following:
X 	 B =

c ∈ Z2 | c + b ∈ X ∀b ∈ B
	
(3.3)
This can be interpreted as the set of points in X for which the translation of the
structuring element Bx is completely enclosed in X. Formally, this can be written
using the intersection of translates:
X 	 B =
\
b∈B
X−b (3.4)
This is not to be confused with Minkowski subtraction used by the authors of [13]
and [14] in which the translation of the image set is by b and not −b. Figure 3.4
gives the erosion of the binary image set of Figure 3.2(a) by the structuring element
of Figure 3.2(b).
The properties of erosion and dilation have been discussed extensively in the liter-
ature [10,13,14,26]. It suﬃces here to say that dilation grows foreground regions
whilst shrinking the background and conversely, erosions shrinks the foreground
thus growing the background. They are not however inverse operators in that the
dilation of an eroded binary set is not necessarily equal to the original set. Figure
3.5 shows the dilation of the binary image set given in Figure 3.4, itself the erosion
of the original image set (Figure 3.2(a)). This alternating, dual operation is in fact
a morphological opening.
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Figure 3.4: The binary image of ﬁgure 3.2(a) after erosion by the structuring element
of ﬁgure 3.2(b).
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Figure 3.5: The dilation of the binary image set given by Figure 3.4.
Deﬁnition 9 (Opening) The opening of a set X by a structuring element B is
denoted X ◦ B and given by:
X ◦ B = (X 	 B) ⊕ B (3.5)
The eﬀect of opening a binary image is to remove foreground components which are
completely removed by erosion and therefore cannot be reconstructed in the dilation.
The dual operator (again with respect to complementation) is that of closing.
Deﬁnition 10 (Closing) The closing of a set X by a structuring element B is
denoted X • B and given by:
X • B = (X ⊕ B) 	 B (3.6)
Being the dual of opening, the eﬀect of closing is to add to the foreground set
any components which are added in dilation and cannot be removed by subsequent
erosion. Figure 3.6 shows a simple binary image along with the opening and closing
thereof with a square structuring element of size 5×5. Note the removal of the thin
foreground components in the opening and the thin background components in the
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Figure 3.6: A simple binary image (foreground shown in black) (a), and the opening
(b) and closing (c) thereof with a 5 × 5 square structuring element.
closing. We can in fact correlate the size of the removed components and the size
of the structuring element used in the operation, though this relationship may not
be immediately obvious. The erosion of a foreground component being at all points
smaller than the structuring element in at least one axis results in its complete
removal, regardless of its absolute size in pixels. Thus a vertically orientated line of
width 2 pixels and length 100, will be completely removed by structuring element
of dimensions 3 × 1. Hereafter, a feature of the image being ‘smaller’ than the
structuring element will imply that it is at all points smaller than the structuring
element in at least one axis.
In the extension of the operators of dilation, erosion, opening and closing to operate
on grey scale images, it is reasonable to expect them to aﬀect not foreground and
background (since these are rather more complex notions) but on maxima and min-
ima in the grey level function. The extension of the basic morphological operators to
grey scale is a natural consequence of the umbra homomorphism theorem, a method
described in [10] and [13]. It can be shown that the grey scale operators of dilation
and erosion can be expressed as a maximum of sums and a minimum of diﬀerences
respectively.
Deﬁnition 11 (Grey scale dilation as a maximum of sums) Given the grey
scale image set f and the grey scale structuring element k, the grey scale dilation
44of f by k is given by:
(f ⊕g k)(x) = max
u∈k
x−u∈f
{f(x − u) + k(u)} (3.7)
Note the use of the subscript g to denote that the operation is grey scale. A grey
scale image set consists of elements which themselves have three associated values.
The ﬁrst two, denoted by the vector x, represent the position in the image domain
and the third, y, the grey level (see Appendix A). In the above deﬁnition, the
notation f(x) returns the grey level of the function f at location x. We can deﬁne
grey scale erosion:
Deﬁnition 12 (Grey scale erosion as a minimum of diﬀerences) Given the
grey scale image set f and the grey scale structuring element k, the grey scale erosion
of f by k is given by:
(f 	g k)(x) = min
u∈k
{f(x + u) − k(u)} (3.8)
Note that for both erosion and dilation, the structuring element not only describes
a neighbourhood as in the binary case, but also has a height. The use of non-ﬂat
structuring elements has been shown to be useful in some applications including
the computation of the distance transform [8]. Such operators tend to introduce
topological features into the image function, an eﬀect which is undesirable for our
purposes and as such we restrict our attention to ﬂat structuring elements. The
expressions for grey scale dilation and erosion thus reduce to the following:
f ⊕g k = max
u∈K
x−u∈F
{f(x − u)} (3.9)
f 	g k = min
u∈K
{f(x + u)} (3.10)
These have been compared with order statistic, median and stack ﬁlters in [11].
The duality relationship for binary erosion and dilation holds for the grey scale
case with the complementation of a grey scale image being inversion of the image
function. Inversion of a grey scale image is computed by subtracting the image
function from the maximum attainable value (255 in the unsigned 8-bit case) thus
swapping bright for dark. Figure 3.7 shows a section of the image ‘girl’ eroded
and dilated by square and circular structuring elements. It is clear from Figures
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Figure 3.7: A section of the original image of ‘girl’ (a) along with the grey scale
erosions with a square structuring element of sizes 3 × 3 (b) and 9 × 9 (c) and the
grey scale dilations by a circular structuring element of radii 1 (d) and 4 (e).
463.7(b) and 3.7(c) that erosion increases the sizes of dark regions (regional minima of
the image function) whilst decreasing the size of bright regions (regional maxima)
by an amount proportional to structuring element size. The dilation of the image
(Figures 3.7(d) and 3.7(e)) has the dual eﬀect in that it decreases the size of regional
minima whilst increasing the size of regional maxima. Diﬀerent shaped structuring
elements of equivalent size have been used in these examples to illustrate the eﬀect
of structuring element shape on the dilation. Note that in the dilation, regional
minima have been expanded to take on the shape of a square whilst in the erosion,
maxima have taken on a circular form. This is an unfortunate consequence of the
standard morphological operators and will be discussed in more detail in the sequel.
Continuing the analogy with binary morphological operations, we can deﬁne grey
scale opening and closing.
Deﬁnition 13 (Grey scale opening) The grey scale opening of an image func-
tion f by a structuring element k is given by:
f ◦g k = (f 	g k) ⊕g k (3.11)
Deﬁnition 14 (Grey scale closing) The grey scale closing of an image function
f by a structuring element k is given by:
f •g k = (f ⊕g k) 	g k (3.12)
Thus opening is capable of removing regional maxima by ﬁrst eroding the image and
thus shrinking the maxima and then dilating the image so as to partially reconstruct
features of the image which are not entirely removed by the erosion. In the initial
erosion, maxima smaller than the structuring element are removed completely and
as such are not reconstructed in the dilation. The larger the structuring element,
the larger the maximum size of removed extrema. By duality, the closing of a grey
scale image removes regional minima smaller than the structuring element. Figure
3.8 shows the section of the image of ‘girl’ given in Figure 3.7(a) after opening and
closing with the same structuring elements as in the erosion and dilation examples
from which the maxima and minima suppression is clear.
The morphological operators of erosion, dilation, opening and closing have been
used extensively in many image processing applications including noise removal [12],
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Figure 3.8: A section of the original image of ‘girl’ (a) along with the grey scale
opening with a square structuring element of sizes 3 × 3 (b) and 9 × 9 (c) and the
grey scale closing with a circular structuring element of radii 1 (d) and 4 (e).
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Figure 3.9: The section of the image of ‘girl’ presented in Figure 3.7(a) after open-
closing with ﬂat, circular structuring elements of radii 1 (a), 4 (b), 10 (c), and 20
(d).
multi-scale decomposition (sieves) and pattern recognition [27] and for the compu-
tation of the watershed transform [9]. By performing an opening followed by a
closing, morphological operators are capable of removing both regional maxima and
regional minima smaller than the structuring element used. Figure 3.9 shows the
result of such an operation using ﬂat, circular structuring elements of various sizes
on the section of the image of ‘girl’. By way of comparison, we include in Figure
3.10 the result of the linear ﬁlter with a ﬂat, circular kernel of radius 10. Direct
comparison of this image with that of Figure 3.9(c) shows that the morphological
ﬁlter has not only further smoothed the image, but also to some extent preserved the
edges of objects. This property of smoothing whilst preserving edges suggests that
the morphological operation of open-closing (and indeed close-opening) is suited to
image segmentation. Figure 3.11 shows the outline image of the open-closing of a
49Figure 3.10: The result of performing a linear ﬁltering operation the section of the
image of ‘girl’ presented in Figure 3.7(a) using a ﬂat, circular kernel of radius 10.
Figure 3.11: The outline of the open-closing of a section of the image ‘girl’ presented
in Figure 3.9(b).
section of the image ‘girl’ presented in Figure 3.9(b). The outline image is taken to
be 1 (represented here as black) where the gradient of the open-closing is non-zero
and 0 (white) elsewhere. It is clear from the outline image that the boundaries of
homogeneous regions of the open-closing do not correspond particularly well with
objects in the image and there is a large dependence on the shape of the structuring
element, the outline appearing to consist of overlapping circular regions the size
and shape of which matches that of the the structuring element used. Though this
tendency detracts from their useful application to image segmentation, the concept
of suppressing regional minima and maxima in the image as a segmentation strategy
is valuable.
Methods for overcoming the eﬀect of the dependence of the result on the structuring
element in grey scale morphology are referred to collectively as adaptive since the
structuring element eﬀectively changes as a function of spatial location. The litera-
ture reports that the concepts of adaptive morphological operators were developed
50under three separate titles; geodesic transforms [8,9], attribute morphology [28] and
ﬁlters by reconstruction [29]. Geodesic transforms operate under the constraint of
a subset of the image domain. For example, geodesic dilation of the binary set
A by the structuring element B under the set S, denoted A ⊕gS B, for example
dilates the foreground objects of A in the usual way provided the result does not
expand beyond the boundary of the set S. Such geodesic transforms been shown to
have applications in the determination of topographical image features, including
the watersheds, and in particular, eﬃcient algorithms have been developed for bi-
nary reconstruction. Filters by reconstruction are a direct consequence of geodesic
transforms, which, along with attribute morphology and under the title connected
operators, have been shown to be capable of image segmentation [30].
Attribute morphology as deﬁned in [28] is based on the concept of a maximum of
openings [31] in which an image is opened using several diﬀerent structuring ele-
ments and the maximum of all results at each pixel location (eﬀectively the grey
level supremum) is taken to be the grey level of the result. The minimum of closings
describes the dual operator. One classical attribute opening is that of area opening
[28], the concept of which is that regional extrema below a given size threshold are
suppressed in that they are given a grey level equal to the highest neighbouring
pixel. For a size threshold of a, this is achieved by ﬁrst opening the image with all
possible structuring elements having a connected pixels and then taking the pixel-
wise maximum. The number of possible conﬁgurations for a = 2 is 4, for a = 3, 20
and the number for a = 4 runs into the hundreds. Clearly, exhaustive computation
of the the openings is not possible. The authors of [28] propose an eﬃcient algorithm
for area opening / closing within the context of attributes, a later improvement (in
terms of speed) is presented in [6]. The authors of [32] extend the use of attribute
morphology in proposing an opening which uses not simply area as a criterion for
merging, but any measure of a connected region. Recent work using attribute mor-
phology includes that presented in [33] in which attribute morphology is used for
the removal of noise in image sequences. Though approached from a slightly dif-
ferent theoretical background, attribute morphology produces results which can be
achieved using connected operators and as such further discussion is entered into
under this title.
51The ﬁrst grey scale ﬁlter by reconstruction to be presented in the literature is that
of opening by reconstruction [29]. In the binary case, the image is eroded by a
particular structuring element resulting in the shrinking of all, and complete removal
of some foreground connected components. The remaining components are then
dilated geodesically with respect to the original image to idempotence [8]. This
reconstruction imposes the restriction that a connected component of the foreground
set may be either completely retained or completely removed, but may not otherwise
be altered. The result is that the shape of the structuring element determines only
those features which are removed and does not appear in the opened image as in the
grey scale case of Figure 3.11. The dual operator, closing by reconstruction can be
calculated by ﬁrst inverting the foreground and background and re-inverting after
ﬁltering. This has an identical eﬀect on the image background as opening with the
foreground. The technique for the extension to grey scale images is presented in
the following section. The authors of [34] show that ﬁlters by reconstruction belong
to the class of connected operators and as such work in both attribute morphology
and ﬁlters by reconstruction has been developed more recently under this title [35].
It is to connected operators that we now turn our attention.
3.2 Connected Operators
Connected operators form a set of operators in image processing that do not remove
image components of speciﬁc frequencies like linear ﬁlters, they act upon the ﬂat
zones of the image. We begin this section by deﬁning connected operators in the
binary case. We then extend the deﬁnition to grey scale images by means of the
deﬁnition of the partition of ﬂat zones, discussed previously in terms of the partition
lattice.
In order to deﬁne connected operators for binary images, we must ﬁrst introduce
some terminology. The fundamental principles of set theory, upon which the fol-
lowing relies, are presented in Appendix A. A digital, binary, still image can be
represented by a mapping of two dimensional domain D ∈ Z2 onto the binary set
{0,1}. Thus, each value in the domain of the image is permitted to take a value of
0 or 1. The set of points (pixels) in the domain taking a value of 1 are often referred
52to as the foreground and the set of pixels taking a value of zero as background.
The complementation of a binary image can now be deﬁned as the swapping fore-
ground for background or alternatively performing a logical NOT operation on each
pixel. The set diﬀerence operator \, returns a binary image taking a value of 1
where the two operand images are diﬀerent. Finally we introduce the concept of a
pair of connected pixels and a connected component. When using a square grid for
the domain of the image there are two basic connectivities which can be observed,
referred to as four- and eight-connectivity. In four connectivity, pixels to the left,
right up and down are considered connected, whilst those on the diagonals are not.
Eight-connectivity permits pixels in the diagonal neighbourhood to be considered
connected. Thus, two foreground (background) pixels are said to be connected if
there can be found between them a path of connected foreground (background) pix-
els. This leads to the concept of a connected component, being a group of foreground
or background pixels which are all connected.
The deﬁnition of a connected operator for binary image sets can now be deﬁned as
follows.
Deﬁnition 15 (Connected Operators for Binary Image Sets) A binary set
operator ψ is said to be connected if for any binary image set A, the set diﬀerence
A \ ψ(A) consists exclusively of connected components of A or its complement Ac.
That is to say that the operator serves only to remove or preserve connected com-
ponents of either the foreground or the background. It is clear from this deﬁnition
that binary set operation performed on each level set in opening by reconstruction
is a connected operator since it can only preserve exactly or remove completely con-
nected regions associated with the foreground of the image. In its current form, this
deﬁnition cannot be extended to grey scale image functions directly, we must ﬁrst
deﬁne binary connected operators in terms of the lattice or partitions. A partition
Pi being a set of regions (often referred to as partition classes), {Rn
i }, obeying Deﬁ-
nition 1 is created such that each region deﬁnes a connected component of either the
foreground or the background of the image. Figure 3.12(a) shows a simple binary
image a possible partition of which is given in Figure 3.12(b). Returning to the
ordering relation used to deﬁne the lattice of partitions, a partition Pi is said to be
ﬁner than another Pj if all points belonging to one partition class Rn
i ∈ Pi belong
53(a)
Ri
1
Ri
2
Ri
3
Ri
4
(b)
Figure 3.12: A simple binary image (a) and a possible partition thereof (b).
to one and only one partition class of Pj, Rm
j ∈ Pj. We may now deﬁne binary
connected operators in terms of the ordering of the partitions of operand and result.
Deﬁnition 16 (Connected Operators in Terms of Partitions) A grey scale
operator, ψ, is said to be connected if, when acting on a set, A, the partition
associated with ψ(A) is less ﬁne than that associated with A.
Thus for binary images, the ‘ﬁneness’ of the partition associated with the result
can only be less than that associated with the original image if partitions are either
completely removed or completely preserved. This can be extended to grey scale
images by choosing a suitable method of partition. The authors of [34] show that
the partition of ﬂat zones constitutes one such method of partition, ﬂat zones being
the largest connected areas of the image function for which the image grey level is
constant. The implication of this choice of partition is that connected operators
operate on only a subset of the lattice of partitions. We may now deﬁne connected
operators for grey scale images.
Deﬁnition 17 (Connected Operators for Grey Scale Functions) An opera-
tor, Ψ , acting on a grey scale function, f, is said to be connected if the partition of
ﬂat zones associated with Ψ(f) is less ﬁne that the partition of ﬂat zones associated
with f.
The eﬀect of connected operators on grey scale images has been described previously
in terms of the merging of homogeneous regions, the above deﬁnition formalises this
notion. Considerable attention has been paid to the design of new connected opera-
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Figure 3.13: A schematic of the stages of a grey scale ﬁlter by reconstruction,
decomposition, binary ﬁlter / reconstruction and stacking.
tors, we shall discuss a number of these shortly, however we shall ﬁrstly concentrate
on the extension of binary connected operators to operate on grey scale images.
Figure 3.13 describes the arrangement by which any binary connected operator may
be extended to act upon grey scale images. It consists of three distinct stages;
decomposition, ﬁltering and stacking. In the ﬁrst, the image with N grey levels
is decomposed as a set of N binary images, each of which, Sµ=1,2,...N−1, takes the
value 1 at pixel locations where the grey level of the original image is higher than µ
and 0 elsewhere. Formally, each level set of an image f(x) is given by the following:
Sµ(x) =
(
1 ∀f(x) ≥ µ
0 otherwise
(3.13)
Figure 3.14 shows the image ‘peaks’ with superimposed threshold levels of 150 and
50 along with the corresponding level sets, black representing the value 1 and white,
0. Note that the surface representation has been rotated relative to the image in
order to allow the minor peaks to be observed. This convention has been adopted
whenever the image of ‘peaks’ is represented as a surface plot.
In the second stage, each level set is operated on by the binary connected operator
ψ(Sµ). In the case of opening by reconstruction the operator ψ involves the erosion
and reconstruction procedure described previously. In general though, we may wish
to analyse each foreground connected component of the level set separately. The
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Figure 3.14: The image of ‘peaks’ with superimposed threshold level and the corre-
sponding level sets for values of 150, (a) and (b) and 50, (c) and (d).
56connected components of the level set Sµ can be deﬁned as follows:
CSµ(p) =

q | PSµ(p,q)
	
(3.14)
Where PSµ(p,q) is an unbroken path between points p and q consisting of fore-
ground pixels of the level set Sµ. Thus associated with each point of the image p
is a set of pixels CSµ(p) which belong to the same connected component of Sµ as
p. Each foreground pixel of the binary image set can now be preserved or removed
based on some measure of the connected component to which it belongs. We shall
discuss such measures shortly.
Once all level sets have been operated on, the complete set of ﬁltered binary images
are stacked such that the grey level of the result is given by the maximum value
µ for which the level set Sµ is non-zero. This can be formalised by the supremum
operation:
Ψ(f) =
_
l


\
µ<l
ψ(Sµ)

 (3.15)
It should be noted that the opening by reconstruction used thus far as illustration of
these methods is such that if a connected component of the level set Sµ is removed
then all connected components of level sets associated with higher grey levels η > µ
which ‘hit’ the connected component are also necessarily removed. The term ‘hit’
implies that the intersection of the two connected components does not result in the
empty set. Such operators are termed increasing.
Deﬁnition 18 A connected operator acting on a grey scale image is increasing if
and only if the following inclusion relation holds.
ψ(Sη) ⊆ ψ(Sµ) ∀ η ≥ µ (3.16)
This is not to be confused with increasing in terms of the lattice of partitions and
requires in most cases that the function from which the levels sets are derived is single
valued, as is the case for image functions. This method describes the application of
binary opening operators to grey scale images. Grey scale closings can be calculated
either by using the corresponding closing binary connected operator in the ﬁltering
phase, or by inverting the image prior to performing the opening as described, the
eﬀect is identical.
57This method is described for generalised connected operators in [29,30] and [36]
in which the authors refer to three classical connected operators, opening by re-
construction, area opening and the λ-max operator. Also proposed in [36] is the
complexity operator. Having already discussed opening by reconstruction, we shall
now introduce the operators of area opening, λ-max and the complexity criteria
connected operator.
In the binary case, area opening removes from the foreground any connected com-
ponents with an area, in pixels, less than a given threshold. In the application of
this operator to the level sets of a grey scale image, the decision to retain a pixel
p in the foreground level set is made on the basis that the area of the connected
component |CSµ|, given in practice by the length of the set of connected pixels, is
less than the threshold.
Sµ ◦a (a) =

p | |CSµ(p)| < a
	
(3.17)
Note that the area opening operator is increasing both in terms of the level set
ordering (Deﬁnition 18) and in terms of the lattice of partitions since it is order
preserving. Also, in terms of the lattice of partitions, it is idempotent and anti-
extensive, making it a morphological operator. The eﬀect of performing an area
opening on a grey scale image is to truncate peaks of the image such that no re-
gional maxima exist with an area less than the area threshold a. Figures 3.15(a)
and 3.15(b) show the original image of ‘peaks’ and a representative surface plot
respectively. Corresponding plots for the image of ‘peaks’ after area opening with
an area threshold of 100 pixels are given in Figures 3.15(c) and 3.15(d). The dual
operator, area closing removes from the binary image or level sets of a grey scale
image connected components of the background of size less than a.
Sµ •a (a) =
n
p | |CSc
µ(p)| < a
o
(3.18)
Where Sc
µ is the complement of the level set Sµ. The literature reports that area
openings and closing (often collectively termed area operators) have been used ex-
tensively in such areas as edge detection [37], scale space classiﬁcation [38] and image
simpliﬁcation for compression [39]. Appendix B demonstrates a novel use of area
operators in the removal of impulsive noise from images, and in the next chapter,
we investigate the use of area open-closing for image segmentation.
In [36], the λ-max operator is presented as an increasing connected operator in which
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Figure 3.15: The image of ‘peaks’ (a), a surface representation thereof (b) and the
corresponding visualisations for the image after area opening with an area threshold
of 100 (c) and (d).
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Figure 3.16: The image of ‘peaks’ after application of the λ-max operator with
λ = 10 (a), a surface representation thereof (b) and λ = 50 (c) and (d).
connected components of a level set Sµ are removed if their intersection with the
level set Sµ+λ results in the empty set. This can be formalised thus:
Sµ ◦λ−max (λ) =

p | CSµ(p) ∩ Sµ+λ 6= ∅
	
(3.19)
The result is the reduction in grey level of these maxima by λ grey levels. Figure
3.16 presents images and surface plots of the image ‘peaks’, the original of which
is presented in Figure 3.15(a) after application of the λ-max operator for λ = 10
and λ = 50. Comparison of the surface plots with those presented in Figure 3.15
demonstrates the diﬀerence between the two operators. Whilst both have truncated
the peaks (bright regions) of the image, for the area opening, the area of each
remaining plateau is equal to the parameter a, while for the the λ-max operator,
60each peak has been reduced by at most λ grey levels.The λ-min operator describes
the dual operator in which regional minima of low contrast are removed.
Sµ •λ−min (λ) =
n
p | CSc
µ(p) ∩ Sc
µ+λ 6= ∅
o
(3.20)
However in a later paper [40], the authors describe a λ-max operator in terms of the
max-tree, a convenient framework for the design and implementation of connected
operators which diﬀers subtly from the above deﬁnition. Without entering into a
full discussion of the max-tree representation, the operator removes from the binary
level set Sµ any connected component whose intersection with the level set Sµ+λ
results in the empty set, as in the previous deﬁnition. The operator diﬀers in its
treatment of connected components of the level sets below µ in that any connected
component of the level set Sµ−h, h = 1,2...µ with which the union of the removed
component CSµ results in the connected component CSµ is also removed. The eﬀect
of this operator, which we shall refer to as the adaptive λ-max operator is best
illustrated by a simple one-dimensional example. Figure 3.17(a) shows the level sets
of a simple one-dimensional signal. Figure 3.17(b) shows the result of the λ-max
connected operator for λ = 2, note that only the connected components of the top
two level sets have been removed. Figure 3.17(c) shows the result of the adaptive
λ-max operator for λ = 2 in which not only have the connected components of the
level set for µ = 6 and 7 been removed, but also those connected components below
µ = 6 for which the union with with the component removed at µ = 6 results in said
component. That is, whereas the λ-max operator for λ = 1 reduces by one grey level
the height of regional maxima, the adaptive λ-max operator can be said to remove
completely regional maxima, giving the associated pixels a grey level equal to the
highest grey level of its neighbours. Thus, the value of λ changes as a function of
the image contrast, hence we refer to it as adaptive. This subtle, but signiﬁcant
diﬀerence implies that the adaptive λ-max operator is best implemented with an
iterative algorithm, the value of λ describing the number of required iterations. By
duality, the adaptive λ-min operator can be deﬁned. These operators are compared
with area and standard morphological operators for the removal of impulsive noise
and also, in the next chapter image segmentation.
The complexity operator, as the name suggests, removes from the level set any con-
nected component having a complexity greater than a given threshold. The authors
of [36] propose a complexity measure calculated as the ratio of the connected com-
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(a) Original. (b) λ-max. (c) Adaptive λ-max.
Figure 3.17: The level set decomposition of a simple one-dimensional signal (a) and
the resulting level sets after application of the λ-max (b) and adaptive λ-max (c)
connected operators.
ponents perimeter to its area, C =


CSµ

/|(CSµ| where the area, | | is calculated as
before and the perimeter, h i is the number of pixels in the connected component
that neighbour a background pixel of the level set. Unlike the area and λ-max op-
erators, the complexity of a connected component of the level set Sµ being high,
resulting in its removal, does not necessarily imply that a connected component of
a higher level set which hits said connected component will also be removed. The
complexity operator is therefore non-increasing. The use of non-increasing criteria
for connected component removal raises issues with regard to the stacking process
i.e. if a connected component of the level set Sµ is removed, what should become of
all the connected components of higher level sets which hit the removed component.
This problem, along with three simple solutions as presented in [40] are given for a
one dimensional signal in Figure 3.18. The original signal is shown in Figure 3.18(a)
with the connected components of each level set shown with dashed lines. The con-
nected components remaining after ﬁltering each level set with some non-increasing
operator are shown in ﬁgure 3.18(b). Figure 3.18(c) gives the resulting signal using
what is termed a direct decision which follows that according to Equation 3.15. The
result is a signal with large jumps in grey level. Figure 3.18(d) shows the result
of a minimum decision in which connected components above the lowest removed
are ignored in the stacking procedure. Finally, the maximum decision, in which the
original signal is preserved up to the maximum retained connected component is
shown in Figure 3.18(e). One further method for making the decision to preserve or
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Figure 3.18: A simple one dimensional signal with the binary connected components
superimposed (a), the level sets retained after ﬁltering (b) and the signals resulting
from a direct decision (c), a minimum decision (d) and maximum decision (e).
63remove a connected component presented in [40] involves a viterbi optimisation and
is shown to have desirable results. Recent advances by the authors of [36,41–43]
involve the use of the max-tree, in the context of which they develop a number of
interesting connected operators two of which, an operator based on entropy and
another on motion, we shall brieﬂy discuss here.
For both the entropy and motion operators, the decision to retain a connected
component of a level set is not based solely on the properties of that binary connected
component, but on the section of the image under its region of support. In the case
of the entropy operator [40], the grey scale probability density function PCSµ(µ)
is estimated by normalising the grey scale histogram from which the entropy is
estimated according to:
H(CSµ) = −
X
µ
PCSµ(µ)log2[PCSµ(µ)] (3.21)
The entropy of the region can be thought of as an indication of the amount of
information in that region. Regions of low entropy can therefore be removed without
greatly eﬀecting the information content of the image.
The motion operator ﬁrst proposed in [42] and developed in [43] uses the motion
of image regions between consecutive frames of an image sequence to assess the
inclusion criterion. The operator applies to the area of the image under the region of
support of the connected component a speciﬁed motion model. If, after application
of this model the diﬀerence between the translated block and the next frame of
the image sequence falls below a speciﬁed threshold it can be assumed that that
region obeys the applied motion model and the associated connected component is
removed from the level set. Thus, regions of the image obeying the speciﬁed motion
model are removed form the image. The entropy and motion based operators have
been included as examples of connected operators that have not been extended from
binary operators. In the sequel, we investigate a novel connected operator which not
only uses grey level information, but also does away with the level set formulation
in that it merges homogeneous regions based on their individual properties.
643.3 Summary
In this chapter, we began by introducing the lattice of partitions, a framework under
which the region based techniques shown to have potential in the previous chapter
could be uniﬁed. Morphological operators are then deﬁned for both binary and grey
scale images and examples are given which demonstrate their property of image
smoothing whilst preserving edges. It is demonstrated that whilst this property ap-
pears to make such operators well suited to image segmentation, the homogeneous
regions of the resulting images have a shape which is highly dependent upon the
shape of the structuring element used. Three adaptive methods which overcome
the problem are then presented of which attribute morphology and ﬁlters by re-
construction are further developed under the title connected operators. Examples
of classical connected operators including area and λ-max operators are discussed
and in Appendix B shown to have application in the removal of impulsive noise
from grey scale images. In the following chapter, we develop the classical connected
operators for image segmentation and show that they can be used to produce novel
segmentation methods which produce encouraging results.
65Chapter 4
Connected Operators for Partial
Image Segmentation
In the previous chapter, connected operators were introduced and several examples
including the area, λ-max and adaptive λ-max open-closing operators were shown to
have application in the removal of salt and pepper noise from grey scale images. In
this chapter, we ﬁrst introduce a novel metric for the objective evaluation of a partial
segmentation based on the coding cost and then, using this metric demonstrate
that connected operators can be used as a segmentation tool but suﬀer from over-
segmentation of regions we shall refer to as transition zones. We present two novel
connected operators which act to remove these transition zones and improve the
result of the segmentation in the context of the proposed metric. We then present an
adaptation of the metric which permits some control over the degree of segmentation
achieved. Finally we present one further novel operator which is designed for the
minimisation of the metric and present some results.
664.1 A New Metric for the Objective Evaluation of a
Partial Segmentation
A very important question in the ﬁeld of partial image segmentation is how the
success of the result can be quantiﬁed. The ability to attach to a segmentation a
measure of ‘goodness’ allows parameters of a segmentation, such as the area thresh-
old or λ in the example of connected operators, to be optimised. It also allows
segmentations produced using diﬀerent algorithms to be compared quantitatively.
Several authors [44–48] use a hand-segmented ‘ground truth’ image in which the out-
lines of objects or signiﬁcant regions in the image are given by human inspection,
while others use the human psychovisual evaluation of the resulting segmentation
[49]. Such methods of segmentation evaluation have a highly subjective element
in the human inspection and, in any case, base their evaluation on the location of
segment boundaries disregarding the information inside segments. The method due
to [50] diﬀers from these in that it is apparently an objective measure using the ex-
pression given in Equation 4.1 to evaluate the segmentation Pf of an image function
f(x) of dimensions M ×N in which I is the number of segments, Ai and ei are the
area and average colour error of segment Ri.
Π(Pf) =
1
1000(M × N)
√
I
I X
i=1
e2
i √
Ai
(4.1)
The lower the measure Π(Pf), the better the segmentation. Though objective in its
calculation, this measure is empirical in that is has been established as a measure
which is found to give subjectively pleasing results. A second shortcoming is that as
the error between image content and segment value approaches zero, the
e2
i √
Ai term
decreases more rapidly than the
√
I term increases and as such the algorithm favours
segmentations with larger numbers of regions, a problem highlighted in [51]. The
authors of [51] present an adaptation of this metric which attempts to overcome this,
but in either case the absence of a tuning parameter suggests that the segmentation
for which Π is a minimum is ‘the best’ and does not take into account the fact that,
for example, more, or less regions may be required depending on the scene content
and the application. This may seem to lead to a rather circular argument as if there
is a parameter in the evaluation metric, then we must choose this parameter, and the
very reason for the metric is to remove any subjective appraisal of the segmentation.
This stalemate can be mitigated by considering that the parameter for the metric
67need only be selected once and thereafter segmentations evaluated using the metric
may be compared using a consistent measure.
Having highlighted the desirable properties of a metric for segmentation evaluation,
we must identify the desirable properties of a segmentation upon which a metric
should be based. The criteria we present here are very general and not speciﬁc to
one single application, such as motion estimation, and therefore diﬀer from those
given in Chapter 2. One established set of such criteria is due to [2] which we
recapitulate here.
• Segments should be uniform and homogeneous with respect to some charac-
teristic such as grey level or texture.
• Segment interiors should be simple and without many small holes.
• Neighbouring segments should be signiﬁcantly diﬀerent with respect to the
characteristic on which they are uniform.
• Segment boundaries must be simple and spatially accurate.
With these in mind, we present a novel metric for the evaluation of an image seg-
mentation based upon the cost of coding the image using the mean replaced segmen-
tation image (in which each segment is ﬁlled with the mean grey level of the image
under its support) as an approximation to the original. It should be noted that
the presented metric applies equally well to segmentations of colour images, but for
consistency we restrict our study to grey scale images. The underlying principle of
the metric is that the lower the cost of coding the image using the segmentation the
better the segmentation. This has analogies with the minimum description length
principle in which one seeks the shortest model required to describe a stationary,
random data set [52,53]. It will be demonstrated that the coding cost is related to
the number and location of segments, the fundamental properties of any segmenta-
tion, and in a later section, that the introduction of a single weighting parameter
allows the metric to favour segmentations with particular properties as the scene
content and application may require.
The coding cost is evaluated through a simple coding scheme analysing individu-
ally three components taken from the original image and the segmentation. These
68comprise the following;
• The outline of the segmentation; being an image describing the location of
segment boundaries.
• The set of values describing the mean grey level of the original image inside
each of the segments.
• The error image; taking for each pixel in the image domain a value equal to
the diﬀerence between the mean of the segment in which that pixel lies and
the value of that pixel in the original image.
From these three components we can perfectly reconstruct the image by applying
the mean values to the regions deﬁned by the outline and adding to this the error
image. This underlines the fact that the implied coding scheme is lossless. The
theoretical minimum cost of the lossless coding of the error image and the segment
means is calculated via the entropy and expressed in bits per pixel. The theoretical
limit imposed by the entropy does not apply to the outline image as there is a
signiﬁcant degree of spatial redundancy, i.e. neighbouring pixels are likely to have
similar values. As such we propose a simple scheme which exploits to some extent
this redundancy and show that using this scheme we can achieve results lower than
the raw entropy predicts. The total cost of coding the image using the segmentation
is given by the sum of the coding costs of the three components.
4.1.1 The Segmentation Outline
We choose to present the outline of a segmentation by an image containing four
levels, (0 to 3). These values are determined in raster scan fashion. A value of 0
indicates that the pixels to the right and below are of the same segment, 1 indicates
that the pixel to the right belongs to a diﬀerent segment but the pixel below is of
the same segment, 2 indicates that the pixel below is of a diﬀerent segment but
the pixel to the right is of the same segment and 3 indicates that both the pixel
below and the pixel to the right are of diﬀerent segments. Pixels lying on the right
hand and lower edges of the image are given values which assume that edge of the
image represents a segment boundary. It will be seen that this ensures consistency
69between the sum of coding costs of all three components and the entropy of the
original image. The result of the allocation (Io) is then a complete description of
the segmentation outline having the same dimensions as the original image which
we shall denote M × N.
The spatial redundancy in this full image is reduced by calculating a single 8-bit
value derived from each 2×2 block of Io. The result is an image Ior having dimensions
M
2 × N
2 . The following equation describes this operation.
Ior(i,j) = Io(2i,2j) + 4Io(2i + 1,2j) + 16Io(2i,2j + 1) + ...
...64Io(2i + 1,2j + 1), 0 < i <
M
2
, 0 < j <
N
2
(4.2)
The values of the compressed outline image, which lie in the range 0 < Ior(i,j) <
255, are unique for any particular combination of pixels in the outline image Io and
as such the uncompressed outline image can be perfectly reconstructed. It should be
noted that the compression operation assumes that the image dimensions are even
values although images with odd dimensions can be accommodated with a small
loss of eﬃciency. The entropy of the compressed outline image Hor is calculated
according to Equation 4.3 where por(k) is the probability of a pixel having a value
value 0 < k < 256 and is derived from the normalised histogram.
Hor = −
255 X
0
por(k)log2 por(k) (4.3)
The outline entropy is high if there are an equal number of each pixel value in the
outline image, such as is the case in a segmentation with very complex boundaries
and low if all pixels have the same value. In the limit as each segment represents
a single pixel, the entropy of the outline image is zero (considering that the edges
have been regarded as boundaries). In the opposite extreme of a single segment,
the outline entropy approaches zero, but does not reach it on account of the pixel
values at the right hand and lower edges.
In order to express the outline entropy in terms of the minimum number of bits
required to represent each pixel of the original image, we introduce the outline
coding cost Cor, such that
Cor =
1
4
Hor (4.4)
A similar coding cost Co can be derived for the interim outline image having a
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Figure 4.1: The coding cost of the interim outline image Co and the outline image
exploiting spatial redundancy Cor for the image of ‘girl’ after segmentation using
the adaptive λ-max operator as a function of λ.
probability distribution po(0 < k < 3).
Co = Ho = −
3 X
0
po(k)log2 po(k) (4.5)
Note the absence of a normalisation factor due to the fact that the interim outline
image has the same dimensions as the original image and as such the entropy already
has the units of bits per pixel. Figure 4.1 shows the coding costs Co and Cor, for
the segmentation outline of the image of ‘girl’ having been segmented using the
adaptive λ-max open-closing operator as a function of λ. The results clearly show
that the coding cost of the outline image after exploitation of the spatial redundancy
Cor is signiﬁcantly lower than the coding cost of the interim outline image Co. It is
suggested that even more eﬃcient coding strategies such as run length encoding may
be employed which further exploit spatial redundancy to reduce this cost, however
a full study is not entered into here.
The cost of coding the outline of the segmentation in this way leads to a measure
which is high if the segment outlines are very complex and lower for simple outlines.
Indeed, the outline coding cost is zero when segments represent single pixels, but
as Figure 4.1 demonstrates it rises rapidly with increasing λ as segment boundaries
become more complex reaching a peak while λ < 10. As segments become larger
71and the boundaries become less complex, the outline coding cost falls steadily, ap-
proaching zero when the segmentation has a single segment (λ = 128). Thus this
component of our metric directly addresses the property of having simple bound-
aries described in the introduction to this chapter. The outline coding cost is also
instrumental in addressing the criteria of having no similar neighbouring segments
and many holes inside regions. After the initial rise (demonstrated in Figure 4.1),
the majority of pixels lie inside segments and as such have the same outline image
pixel value. This leads to a peak in the probability distribution and hence a lower
entropy. The entropy can be reduced further by assigning segment boundary pixels
to segment interiors (merging regions) such that the outliers of the distribution join
the dominant mode. Therefore, merging regions reduces the outline entropy, be
these holes or neighbouring segments with similar mean grey levels.
4.1.2 Segment Mean Values
Each segment of the segmentation has associated with it a set of pixels Ri. In
calculating the mean replaced segmentation image the pixels in each region are
given a grey level equal to the mean grey value of the associated pixels in the
original image. The entropy of these mean values for an eight bit grey scale image,
is calculated according to Equation 4.6 where 0 ≤ mk < 256 are the grey level
values and p(mk) is the probability of a segment having an associated mean value
of mk, i.e. the number of segments having that mean grey level. In many cases
this will be a rounded mean as grey levels must take integer values in order for the
discrete entropy calculation to be applied but this does not inhibit the metric as
the error image, which must also consist of discrete values is calculated according
to this rounded mean. The result Hm, is the minimum number of bits per segment
required to code the mean values.
Hm = −
255 X
mk=0
p(mk)log2 p(mk) (4.6)
As for the outline component, we wish to express the cost of coding the segment
means in terms of a number of bits per pixel of the original and as such, the means
coding cost Cm is deﬁned as
Cm =
Ns
MN
Hm (4.7)
72Where Ns is the number of segments and M × N is the dimension of the original
image. The factor Ns
MN indicates that the cost of coding the segment means will
be high for large numbers of segments (relative to the number of pixels) and so
to some extent this component of the total coding cost penalises segmentations
with many segments. The entropy Hm will also be highest for the pixel segment
segmentation as the probability distribution is likely to be relatively ﬂat. As the
image is segmented such that segments become larger and fewer, the probability
distribution will tend to cluster around particular values and the entropy will drop.
In this way, a segmentation having two neighbouring segments with very similar grey
levels will have not only a higher outline coding cost as mentioned in the previous
section, but also a higher cost of coding the means, and thus the segmentation will
necessarily have a higher total coding cost than one in which the two regions were
represented by a single segment. If the coding cost of the means is calculated for
the segmentation in which each segment represents a single pixel, the entropy of the
mean values is identical to that of the original image and for a segmentation with
only one segment, the means coding cost is zero.
The coding cost of the means therefore addresses the criteria of segment interiors
having no small holes and neighbouring segments having signiﬁcantly diﬀerent mean
grey levels.
4.1.3 Error Coding Cost
The error image is calculated by subtracting the grey level of every pixel from the
rounded mean of the segment in which that pixel lies and as such, in the case of an
8-bit image, can take any value from -255 to 255. The cost of coding the error is
equal to the entropy of this error image which is calculated according to Equation
4.8, in which ek are the set of all error values present in the error image, and p(ek)
is the probability of a pixel in the error image having a value of −255 ≤ ek ≤ 255
derived once again from the normalised histogram.
Ce = He = −
255 X
ek=−255
p(ek)log2 p(ek) (4.8)
The error coding cost is thus high if regions are not homogeneous in which case the
error image has a relatively broad and ﬂat probability distribution. A distribution
73Figure 4.2: A 256 × 256 pixel image of 16 × 16 pixel blocks each having a random
grey level.
in which error values are clustered around zero, indicating that regions are largely
homogeneous, will have a considerably lower coding cost and in the limit as segments
represent single pixels, the error for each pixel and therefore the error coding cost are
zero. Thus the error coding cost addresses the last criteria of region homogeneity.
The total cost of coding the image, expressed in bits per pixel is thus given by the
following.
Ctot = Cor + Cm + Ce (4.9)
To illustrate this coding scheme, we apply it to a carefully selected example. Figure
4.2 shows a 256 × 256 pixel image which has been split into 16 × 16 blocks, each
block being assigned a random, 8-bit grey level based on a Gaussian distribution,
the entropy of which without segmentation is evaluated to be 2.33 bits per pixel.
The component and total coding costs are then calculated for a set of segmentations,
each consisting of regular m × m pixel blocks where m = 21,2,...,8. Figure 4.3 shows
the coding costs as a function of block size m. For a segment size of one pixel, we
see that the outline coding cost is zero due to the fact that all pixels of the outline
image have been assigned a value of 3. The error coding cost is also zero since
the mean value for each segment is the pixel value of the original, a status which
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Figure 4.3: The component and total coding costs of the segmented block image as
a function of segment size (m).
continues with increasing segment size until the size is greater than the block size
of the original image. The sole contribution to the total coding cost for single pixel
segments is the coding cost of the means which in fact equals the entropy of the
original image.
Increasing the block size has the initial eﬀect of increasing the outline coding cost
as the probability distribution of Ior becomes broader. This reaches a maximum at
a block size of 4, after which it decreases steadily until there is a single segment for
which it approaches zero since the vast majority of pixels of the outline image (with
the exception of those at the right hand and lower edge) have the same value, 0. The
means coding cost however falls with increasing segment size due to the decreasing
number of segments Ns for m < 16 and also for the change in the probability
distribution for m > 16. For a single segment (m = 256) there is only one mean
value and as such the means coding cost drops to zero. The error coding cost
increases sharply after the segment size exceeds that of the blocks in the original
image, the result is an increase in the hitherto decreasing total coding cost creating
a minimum when segment size corresponds exactly with the block size, indicating
that the optimum block size for this segmentation scheme is 16 as one might expect.
In the following sections we will use the coding cost metric presented above to
optimise the parameters of various connected operators. The introduction of a
75weighting parameter which allows the metric to be tuned to suit a speciﬁc image or
application is presented after demonstrating the un-weighted metric on real images
segmented by the application of connected operators.
4.2 Area λ-max and adaptive λ-max Open-closing
This section demonstrates that the property of removing regional extrema whilst
preserving important shape information makes connected operators suitable for im-
age segmentation. We begin by selecting the parameter of the connected operator,
a or λ for which the metric is lowest and demonstrate that these segmentations
comprise two types of zone; ﬂat zones, which correspond well with the interiors of
signiﬁcant regions, and transition zones which prevent segment boundaries corre-
sponding well with the boundaries of signiﬁcant regions.
When applying connected operators to the segmentation of images, segments are
taken to be regions for which the grey level is constant. The raw image can there-
fore already be regarded as a segmentation, in the worst case each pixel represents
a segment as in the region merging techniques described in Chapter 2. Real im-
ages however, usually have some regions in which the grey level does not vary in
which case an initial segmentation is the partition of ﬂat zones. Throughout the
following sections, the segmentation images will be presented in both mean replaced
and binary outline form in which pixels on the edges of segments are considered
foreground, displayed as black, and those inside the segment background, displayed
as white. It should be noted that the outline images are necessarily up-sampled
by a factor of three to allow single pixel segments to be outlined accurately, but
for presentation they have been rescaled accordingly. In order to enable a direct
comparison of the various operators, plots of the coding cost measures are presented
as a function of the resulting number of segments and not the operator parameter
such as λ or area threshold, a.
Figure 3.7(a) shows a section of the original image of girl which will be used for
illustrative purposes throughout this section. It should be noted however that the
algorithms have been applied to the whole image (Figure B.1(a)). Figure 4.5 shows
the coding cost measures for the image of ‘girl’ after application of the area open-
76Figure 4.4: A section of the original image of ‘girl’.
closing operator as a function of the number of segments. Since the theoretical
upper bound is given by the total number of pixels in the image (414,720 for this
720 × 576 image,) the area thresholds used in the computation of the segmentations
are logarithmically spaced at 1, 2, 3, ...10, 20, 30, ...100, 200, 300... etc. pixels. A
measurement is included which corresponds to the evaluation of the coding cost
measures using the original image as the segmentation image.
The total coding cost curve of Figure 4.5 describes a clear minimum being just
below that of the un-segmented image. It has been observed in the application
of this technique to other images that the global minimum coding cost occasionally
corresponds to that of the un-segmented image. The cost then rises with a decreasing
number of segments before dropping again to describe a second, well deﬁned local
minimum. It is suggested that more eﬃcient methods of coding the outline image
will in some cases reduce this problem, but in any case the initial segmentation
can be disregarded as it does not usually represent a useful result. The minimum
(circled in Figure 4.5) in this case has a total coding cost of 6.57 bits per pixel and
occurs when there are 49,896 segments. This corresponds to an area threshold of
2000 pixels. A section of the mean replaced and outline images for an area threshold
of 2000 are given in Figure 4.6.
Figure 4.7 shows the coding cost measures for segmentations produced using the
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Figure 4.5: The coding cost measures for the area open-closing of the image of ‘girl’
as a function of the number of segments present in the segmentation.
(a) (b)
Figure 4.6: The section of the image of ‘girl’ presented in Figure 4.4 after application
of the area open-closing operator with area threshold 2000 (a) and the corresponding
outline image (b).
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Figure 4.7: The coding cost measures for the λ-max open-closing of the image of
‘girl’ as a function of λ.
λ-max operator as a function the number of regions. As with the area open-closing,
λ is increased from 1 to the value at which only one region remains. Unlike the
area open-closing however for an 8-bit image the maximum value for which this is
achieved is 128 and as such the chosen values are linearly spaced. In this example,
the minimum coding cost of 6.46 bits per pixel is achieved with 79,123 regions using
λ = 23, a section of the mean replaced and outline images for which are given in
Figure 4.8.
Figure 4.9 shows a plot of the coding cost measures for the adaptive λ-max operator.
The minimum in the total coding cost has a value of 6.39 bits per pixel with 90,115
regions for which the corresponding value of λ is 11. A section of the mean replaced
and outline images are presented in Figure 4.10. A comparison of the total coding
cost of all three connected operators is presented in Figure 4.11 from which we see
clearly that the lowest coding cost is achieved by the adaptive λ-max operator but
this minimum is associated with a larger number of regions than the minima of the
other methods. In deﬁning the desirable properties of a segmentation metric we
required it to allow a direct, quantitative comparison of segmentation algorithms
as well as the optimisation of algorithm parameters. We have also stated that the
properties of a segmentation, and in particular the number of segments, will vary
depending on the application. Therefore, in order to compare algorithms it is only
79(a) (b)
Figure 4.8: The section of the image of ‘girl’ presented in Figure 4.4 after application
of the λ-max open-closing operator with λ = 23 (a) and the corresponding outline
image (b).
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Figure 4.9: The coding cost measures for the adaptive λ-max open-closing of the
image of ‘girl’ as a function of λ.
80(a) (b)
Figure 4.10: The section of the image of ‘girl’ presented in Figure 4.4 after ap-
plication of the adaptive λ-max open-closing operator with λ = 11 (a) and the
corresponding outline image (b).
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Figure 4.11: The total coding cost measures for the area, λ-max and adaptive λ-max
open-closing of the image of ‘girl’ as a function of the number of segments.
81reasonable to compare the total coding costs of segmentations with equal numbers
of segments. Figure 4.11 shows that for segmentations with fewer than 125,000
segments the adaptive λ-max operator yields lower coding costs while for Ns >
125,000 the λ-max operator performs better. Since in the majority of applications,
a segmentation with 125,000 segments will be considered a vast over-segmentation we
can conclude that the adaptive λ-max operator is most suitable for the segmentation
of this image.
We note from the outline images presented in this section that the suppression of
regional extrema leads to two distinct types of region in the segmentation; ﬂat zones,
described by the larger segments, and transition zones in which large numbers, of
often single pixel segments, proliferate. The ﬂat zones correspond well with the
interiors of objects, but the transition zones prevent the boundaries of these segments
from corresponding well with object boundaries. The existence of these transition
zones is due to the corresponding pixels of the original image lying in regions which
are neither maxima or minima such as low gradient edges at object boundaries,
and as such are unaﬀected by the connected operator until the parameter (area
threshold or λ) is increased to such an extent that they are included in the larger ﬂat
zones. Figure 4.12 shows the mean replaced and outline images for the segmentation
achieved by applying the adaptive λ-max operator with λ = 50. We note that whilst
the transition regions have been reduced, the ﬂat regions have increased so as to
breach signiﬁcant object boundaries such as the top edge of the toy on the table.
In the following section we propose a number of new connected operators designed
speciﬁcally to clean up the transition zones resulting in a reduction in the number of
regions and better correspondence of segments boundaries with the edges of signif-
icant regions. It will also be shown that these post-processing connected operators
improve the performance of the segmentations with respect to the metric.
4.3 New Connected Operators for Post-processing
In the previous section it was demonstrated that the process of suppressing regional
extrema has the eﬀect of producing ﬂat regions which correspond well with the
interiors of signiﬁcant regions of the image scene and transition zones which tend to
82(a) (b)
Figure 4.12: The section of the image of ‘girl’ presented in Figure 4.4 after ap-
plication of the adaptive λ-max open-closing operator with λ = 50 (a) and the
corresponding outline image (b).
form large ‘belts’ of small segments at object boundaries. It was demonstrated that
there is a trade oﬀ between the size of the transition zones and the tendency for the
regions to leak between signiﬁcant areas. In the following section we propose two
connected operators which aim to clean up the segmentation by merging regions
smaller than a given threshold with their neighbours regardless of their topology.
The ﬁrst operator we propose scans the image left to right top to bottom merging
any ﬂat region consisting of a single pixel with its largest neighbouring ﬂat region.
If a ﬂat region has no neighbours larger than itself, it is likely to be in the middle
of a transition zone and is left for the next iteration. The process is continued
until idempotence, i.e. all single pixel regions have been merged with their largest
neighbours. The size of the ﬂat regions to merge is then increased by one pixel and
the whole process repeated. This continues until a speciﬁed area threshold a has
been met. The algorithm is written in pseudo-code below.
for size=1,2,...a
{
repeat to idempotence
{
83(a) (b)
Figure 4.14: The section of the image of ‘girl’ presented in Figure 4.4 after applica-
tion of the adaptive λ-max open-closing operator with λ = 14 and the area-merging
connected operator with a = 3 (a) and the corresponding outline image (b).
timisation, choosing ﬁrst a suitable value for λ by application of the adaptive λ-max
operator only and then applying the area-merging operator to determine an optimal
value of a. It is clear that by introducing the area-merging post-processing step we
have signiﬁcantly reduced both the total coding cost and the number of of segments
associated with the optimal segmentation.
Figure 4.14 shows the mean replaced and outline image of the segmentation which
corresponds to the minimum of Figure 4.13. We note from these images that the
edges of segments are not as tidy as we may wish them to be, suggesting that some
segments in the transition regions have been merged with the wrong ﬂat region.
The second connected operator proposed here attempts to overcome this by merging
segments in the transition zones with ﬂat segments based upon their relative grey
levels.
The pseudo-code for the second operator is identical to the ﬁrst, but rather than
merging a ﬂat region of less than 1,2,...a pixels with the largest neighbouring ﬂat
region, the small region is merged with the neighbouring segment with the closest
grey level. Note that here the grey levels of segments are deﬁned by the connected
85(a) (b)
Figure 4.16: The mean replaced (a) and outline image (b) of a section of the seg-
mentation of the image of ‘girl’ after application of the adaptive λ-max open-closing
operator with λ = 8 and the area-merging connected operator with a = 20 (a).
The minimum total coding cost using the adaptive λ-max and grey scale-merging
algorithms is 5.50 bits per pixel and occurs when λ = 8, a = 20 and the resulting
segmentation has 5,651 segments. Such a low coding cost suggests that using this
scheme the image could potentially be compressed without loss by values approach-
ing 31% its original size. This compares favourably with propriatory lossless ﬁle
compression utilities which, for the image ‘girl’ in 8-bit RAW1 format can achieve
23% compression. The mean replaced and outline images corresponding to this
minimum are given in Figure 4.16. The minimum of the surface occurs at such a
low value of λ as to suggest that the application of the adaptive λ-max operator
is unnecessary, however, Figure 4.17 shows the coding cost measures after applying
the grey level-merging operator only on the image ‘girl’ the minimum of which has
a total coding cost of 5.69 bits per pixel.
Whilst many of the segment edges of Figure 4.16 correspond well with object edges,
the segmentation corresponding to the minimum total coding cost may still be re-
1The RAW format as its name suggests consists of the pixel values written in raster scan, no
header information, such as image dimentions is saved.
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Figure 4.17: The coding cost measures for the grey scale-merging connected operator
only as a function of area threshold a.
garded as an over-segmentation. As such we propose the introduction of a constant,
α into the calculation of the total coding cost which penalises segmentations with
large numbers of segments by increasing the relative importance of both the segment
means coding cost Cm and the outline coding cost Co. The weighted total coding
cost is now calculated according to the following.
Ctot,w = α(Cm + Co) + (1 − α)Ce (4.10)
A value of α = 0.5 will result in values for λ and a as seen previously, however
increasing the value of α will tend to shift the minimum of the total coding cost
towards a result with a smaller number of segments. This method allows the se-
lection of a suitable segmentation dependent on only one parameter which can be
tuned for a particular image and / or application. Figure 4.18 shows the weighted
total coding cost as a function of λ and a for the segmentation of the image ‘girl’
using α = 0.6, from which it is clear that the minima is located at higher values of
both λ and a when compared with Figure 4.15. It should be noted that the colour
information in Figure 4.18 has been clipped to allow resolution of the minimum.
Figures 4.19 and 4.20 show sections of the mean replaced and outline images for the
segmentations of the image of ‘girl’ which correspond to the minima of the weighted
total coding cost surface for α = 0.6 and α = 0.75 respectively. Values of the
number of segments, un-weighted coding costs, λ and a are presented along with
88(a) (b)
Figure 4.20: The mean replaced (a) and outline image (b) of a section of the
segmentation of the image of ‘girl’ produced using the adaptive λ-max and grey
scale-merging operators. The result presented corresponds to the minimum of the
weighted total coding cost surface for α = 0.75.
90similar measures for other images in Table 4.1.
Figure 4.21 shows mean replaced and outline image of the complete segmentation
corresponding to the minimum weighted coding cost for the adaptive λ-max and grey
scale-merging operators applied to the image of ‘girl’ with α = 0.6. The resulting
values of λ and a are 14 and 80 respectively. Results for other images are presented
in Appendix C. Note that no attempt has been made to ‘tune’ α to give subjectively
pleasing results but that the segmentation results for a given value of α are highly
dependant upon the image content. A value of α = 0.75 for the image of ‘boat’ for
example, results in a single region (and is therefore not presented in the Appendix)
whilst the same value for the image of ‘lenna’ results in 55 segments. We note from
Table 4.1 that increasing the value of α above 0.5 has the eﬀect of decreasing the
number of segments in the optimal segmentation of all our test images coupled with
a corresponding increase in the un-weighted coding costs. We also observe increases
in both λ and a. With regard to the objectives of this thesis, the segmentations
resulting from the adaptive λ-max and grey level-merging operators (see Appendix
C and Figures 4.16, 4.19, 4.20 and 4.21) comprise connected regions of pixels whose
boundaries (with the correct tuning of α) correspond well with object boundaries.
We can see that in cases where the contrast is low, such as the image of ‘toys’, a
lower value of α may be required in order to prevent segments from breaching object
boundaries.
In the following section we introduce an operator which aims to minimise our eval-
uation metric by using a drop in the segmentations coding cost as a criteria for
merging regions which are initialised as the partition of ﬂat zones.
4.4 A Coding Cost Minimising Connected Operator
Starting with the partition of ﬂat zones as the initial segmentation the algorithm
associates with each segment a value equal to the mean of the image inside that
segment. Scanning the segments from left to right, top to bottom, each segment is
merged with each of its direct neighbours individually and the rounded mean of the
new region evaluated. It may be the case that a number of regions neighbouring the
new one have the same mean as the newly calculated one and as such these are also
91(a)
92(b)
Figure 4.21: The image of ‘girl’ after application of the adaptive λ-max open-closing
and the grey scale-merging connected operator with α = 0.6 (a) and the correspond-
ing outline image (b).
93No. of Segments Coding Cost (Ctot) λ / a
‘boat’ (256 × 256)
Original 50,501 6.384 - / -
α = 0.5 998 6.087 13 / 4
α = 0.6 216 6.132 30 / 44
α = 0.75 1 6.764 96 / 1
‘clown’ (256 × 256)
Original 45,792 7.119 - / -
α = 0.5 2,447 5.529 6 / 8
α = 0.6 1,484 5.643 9 / 13
α = 0.75 30 6.531 61 /185
‘girl’ (720 × 576)
Original 316,108 7.227 - / -
α = 0.5 5,651 5.500 8 / 20
α = 0.6 1,306 5.614 14 / 80
α = 0.75 164 6.181 58 /199
‘lenna’ (256 × 256)
Original 54,398 7.572 - / -
α = 0.5 725 6.191 16 / 30
α = 0.6 253 6.235 23 / 83
α = 0.75 55 6.563 60 /197
‘toys’ (256 × 256)
Original 53,449 6.943 - / -
α = 0.5 725 5.739 12 / 31
α = 0.6 329 5.799 19 / 63
α = 0.75 9 6.601 80 /192
‘tree’ (256 × 256)
Original 62,976 7.616 - / -
α = 0.5 54 7.510 74 /144
α = 0.6 28 7.550 87 /198
α = 0.75 15 7.664 100/195
Table 4.1: A table of the number of segments, un-weighted coding cost and values
of λ and a for the adaptive λ-max and grey scale-merging connected operators
evaluated for values of α = 0.5, 0.6 and 0.75 acting on various images. The resulting
segmentations are presented in Appendix C.
94included in the new region. The total coding cost is then evaluated for each merge
and the merge giving the greatest reduction is kept for the next iteration. The new
region is marked as ‘merged’ to prevent subsequent regions merging with it. If none
of the merges yields a reduction in the total coding cost then no merge is made.
In this way, each region is permitted to merge with at most one neighbour (not
including those with the same mean value) on each iteration. Once all regions in
the segmentation have been scanned and possibly merged, the process begins again.
This continues to idempotence, i.e. no more regions can be merged to yield a drop
in the total coding cost. Note that this method is not optimal as to be so would
require an exhaustive test of all possible segment merges which is not practicable
for even modest numbers of segments. The pseudo-code for the algorithm is given
below.
Beginning with the partition of flat zones (current segmentation):
do
{
-repeat flag=0
for each segment (current segment)
{
-add to stack all neighbouring segments
-current best segmentation=current segmentation
while stack is not empty
{
-merge current segment with segment on stack
-merge new segment neighbours with identical means
(new segmentation)
-evaluate total coding cost of new segmentation
if total coding cost of new segmentation <=
total coding cost of current best segmentation
{
-current best segmentation=new segmentation
-repeat flag=1
}
}
-current segmentation= current best segmentation
}
}
while repeat flag==1
Figure 4.22 shows sections of the mean replaced image and segment outline resulting
from the coding cost minimising operator for the image of ‘girl’. The segmentation
has 14,000 segments and a total coding cost of 5.294 bits per pixel. This compares
95(a) (b)
Figure 4.22: Sections of the mean replaced (a) and segment outline (b) of the image
of ‘girl’ after application of the coding cost minimising operator.
favourably with the un-weighted coding cost of the adaptive λ-max and grey scale-
merging scheme of the previous chapter, but has signiﬁcantly more regions.
The number of segments can be reduced by evaluating the weighted total coding cost
according to equation 4.10 with α > 0.5, thus penalising large numbers of segments
and increasing the tendency of the algorithm to merge segments. Sections of the
mean replaced and outline images of the segmentations due to the operator acting
on the image of ‘girl’ for α = 0.6 and α = 0.75 are presented in Figures 4.23 and
4.24 respectively from which we see that increasing α has had the eﬀect of reducing
the number of segments whilst maintaining their correspondence with object bound-
aries. The coding costs and exact number of segments for these segmentations are
presented in Table 4.2.
The complete mean replace and outline images of the segmentation resulting from
the application of the weighted coding cost minimising operator on the image of
‘girl’ with α = 0.6 are presented in Figure 4.25.
More examples of the coding cost minimising connected operator are given in Ap-
pendix D. The results correspond to values of α = 0.5,0.6 and 0.75 which have been
96(a) (b)
Figure 4.23: A section of the mean replaced (a) and outline images (b) due to the
segmentation of the image ‘girl’ using the weighted coding cost minimising operator
with α = 0.6.
(a) (b)
Figure 4.24: A section of the mean replaced (a) and outline images (b) due to the
segmentation of the image ‘girl’ using the weighted coding cost minimising operator
with α = 0.75.
97(a)
98(b)
Figure 4.25: The mean replaced image of ‘girl’ after application of the weighted
coding cost minimising operator with α = 0.6 (a) and the corresponding outline
image (b).
99No. of Segments Coding Cost (Ctot) No. of Iterations
‘boat’ (256 × 256)
Original 50,501 6.384 -
α = 0.5 30,358 6.126 40
α = 0.6 631 5.881 50
α = 0.75 46 6.325 321
‘clown’ (256 × 256)
Original 45,792 7.119 -
α = 0.5 7,914 5.298 40
α = 0.6 1,217 5.359 72
α = 0.75 97 6.197 254
‘girl’ (720 × 576)
Original 316,108 7.227 -
α = 0.5 14,000 5.294 70
α = 0.6 2,807 5.410 125
α = 0.75 140 6.130 909
‘lenna’ (256 × 256)
Original 54,398 7.572 -
α = 0.5 4,151 5.914 53
α = 0.6 502 5.992 72
α = 0.75 38 6.572 74
‘toys’ (256 × 256)
Original 53,449 6.943 -
α = 0.5 1,890 5.508 40
α = 0.6 320 5.618 36
α = 0.75 47 6.153 83
‘tree’ (256 × 256)
Original 62,976 7.616 -
α = 0.5 62,976 7.616 -
α = 0.6 62,552 7,559 15
α = 0.75 1 7.649 310
Table 4.2: A table of the number of segments, un-weighted coding cost and number
of iterations required for the coding cost minimising connected operator evaluated
for values of α = 0.5, 0.6 and 0.75 acting on various images. The resulting segmen-
tations are presented in Appendix D.
100chosen arbitrarily, though of course the degree of segmentation required is depen-
dant on the image content. It is interesting to observe that perceptually the mean
replaced images for α = 0.5 do not diﬀer signiﬁcantly from the originals suggesting
that the error image may be replaced by dither or even discarded completely if a
lower coding cost were sought for image compression applications. Based upon these
results Table 4.2 presents values for the number of segments and the un-weighted
total coding cost Ctot and the number of iterations to idempotence for the three seg-
mentations of diﬀerent images, the values for the original image are also included.
Note that for the image of ‘boat’ the total coding cost for α = 0.6 is lower than
that for α = 0.5, highlighting the sub-optimal nature of the algorithm. Also, mean
replaced and outline images of the segmentations of ‘tree’ for α = 0.75 have been
omitted as the resulting segmentation consists of a single segment suggesting that a
suitable value of α for this highly textured image may lie in the range 0.6 < α < 0.75.
Comparison of Tables 4.1 and 4.2 reveals that in most cases the un-weighted cod-
ing cost of the segmentations produced using the coding cost minimising operator
are lower than those of the adaptive λ-max open-closing and grey scale-merging
operators as one might expect. This said, the results presented in Appendix D
and Figures 4.22, 4.23 and 4.24 show that though the segments are connected and
their boundaries correspond relatively well with signiﬁcant regions, the correspon-
dence is not as high as that achieved by the results of the adaptive λ-max and grey
scale-merging operators. This could potentially be improved by imposing further
constraints on the merging of regions such as a grey level distance threshold as in the
grey level-merging algorithm but we leave this for future work. Also recommended
for further investigation are methods for improving the computational eﬃciency as
in its current form the algorithm is considerably slower than the other techniques
presented.
4.5 Summary
This chapter has introduced a novel metric for the evaluation of an arbitrary partial
segmentation based upon the cost of coding the image using that segmentation.
It was then shown, using this metric to identify the ‘best’ segmentation that the
connected operators of area, λ-max and adaptive λ-max open-closing are applicable
101to image segmentation but the existence of low gradient edges results in highly
over-segmented regions which we have referred to as transition zones. A pair of
novel post-processing operators which ﬁt into the deﬁnition of connected operators
were then proposed for the mitigation of said transition zones. Of these, the grey
scale-merging operator was shown to perform well in terms of the reduction in
coding cost and the location of segment boundaries. The metric was modiﬁed to
allow for a tuning parameter α which indirectly controls the number of segments
in the segmentation corresponding to the minimum of the weighted total coding
cost surface. This was shown to improve the performance of connected operators
according to the criteria laid down in Chapter 2. A novel connected operator in
the form the coding cost minimising operator was developed using the total coding
cost of the segmentation as a merging criterion and it was shown that the results
were encouraging. Finally the operator was modiﬁed using the weighted evaluation
metric and shown to give results which outperform those obtained previously in
terms of the un-weighted total coding cost but in which the segment boundaries
correspond less well with the edged of homogeneous regions.
In the sequel, we introduce two novel schemes for image segmentation based on im-
proving the watershed transform presented in Section 2.4 using connected operators.
102Chapter 5
Improving the Watershed
Transform using Connected
Operators
In Chapter 2 we introduced the watershed algorithm and demonstrated its tendency
to over-segment the image, particularly in the presence of noise. In this chapter we
propose two distinct methods which, using connected operators reduce this over-
segmentation. The ﬁrst involves using the now familiar adaptive λ-max operator
as a pre-processing stage, reducing the level of noise and therefore the number of
non-zero values in the gradient image. We compare this technique with those of
linear Gaussian and median ﬁltering. The second uses the operator to smooth the
gradient image directly and again the results are compared with traditional image
smoothing ﬁlters.
5.1 Image Smoothing
The watershed transform associates with every regional minima a catchment basin
and in so doing deﬁnes a region of the resulting segmentation. It is not surprising
then, that in noisy images with many small changes in grey level, and hence regional
103minima in the gradient image, that the transform has a tendency to over-segment.
By reducing the noise in the image prior to calculation of the gradient, we can reduce
this tendency. We propose the use of the adaptive λ-max connected operator for this
purpose and compare the results, in the context of our metric and objectives, with
those produced by both Gaussian linear and median ﬁlters. We choose the adaptive
λ-max open-closing over the area and λ-max open-closings because it converges to
ﬂat zones and as such removes image detail more quickly in terms of increasing λ.
The details of the three strategies for segmentation we shall consider are as follows.
Gaussian linear ﬁltering is performed by convolving the image with a two dimen-
sional, square Gaussian kernel of size nl ×nl, 0 ≤ nl ≤ 100. The kernel is computed
such that the Gaussian has decayed by approximately 40dB before truncation. In
calculating the median ﬁltered image, the median grey level is taken over a square
neighbourhood of size nm × nm, 0 ≤ nm ≤ 100. Values of λ in the adaptive λ-
max open-closing are taken to be such that 0 ≤ λ ≤ 100. It should be noted that
the maximum size of nl, nm and λ do not necessarily produce results with a single
segment but experimentation has shown that further increase produces no signif-
icant improvement in the results. After smoothing the image the morphological
gradient, being the minimum value in a 3 × 3 neighbourhood subtracted from the
maximum value in the same neighbourhood, is calculated. This method follows that
described in [17] and Section 2.4. The watershed transform is then performed using
the algorithm presented in [20] a discussion of which is also given in 2.4.
Figure 5.1 shows the total coding cost as calculated according to Equation 4.9 as
a function of the number of regions for the segmentations of the image of ‘girl’.
Note that the plot is presented in the form of a scatter chart owing to the fact that
linear and median ﬁlters of diﬀerent sizes are capable of producing segmentations
with identical numbers of regions. We note from this diagram that the adaptive λ-
max open-closing produces the lowest total coding cost of the three schemes. This
distinction is conﬁrmed by observation of the mean replaced and outline images of
the segmentations for the three schemes corresponding to the respective minima,
Figures 5.2, 5.3 and 5.4.
Many of the segment boundaries in all these images correspond well with object
boundaries, however for some applications all the results may be regarded as over-
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Figure 5.1: The total coding cost Ctot of the segmentations of the image ‘girl’
produced by smoothing the image using linear Gaussian, median and adaptive λ-
max open-closing prior to computation of the gradient and watersheds, plotted as
a function of the number of segments.
(a) (b)
Figure 5.2: Sections of the mean replaced and outline images of the segmentation
of the image of ‘girl’ using a linear Gaussian smoothing ﬁlter with nl = 12 prior to
gradient and watershed calculation.
105(a) (b)
Figure 5.3: Sections of the mean replaced and outline images of the segmentation
of the image of ‘girl’ using a median smoothing ﬁlter with nm = 5 prior to gradient
and watershed calculation.
(a) (b)
Figure 5.4: Sections of the mean replaced and outline images of the segmentation
of the image of ‘girl’ using the adaptive λ-max open-closing with λ = 14 prior to
gradient and watershed calculation.
106(a) (b)
Figure 5.5: Sections of the mean replaced and outline images of the segmentation of
the image of ‘girl’ using the linear Gaussian ﬁlter prior to gradient and watershed
calculation with α = 0.9 in selection and a corresponding value of nl = 33.
segmented. We can, as before introduce the weighting factor to the calculation of
the total coding cost evaluating it according to Equation 4.10.
Figure 5.5 presents the mean replaced and outline images of the segmentation of
‘girl’ produced by smoothing the with a linear Gaussian ﬁlter selected with α = 0.9.
Though this may seem rather high when compared with those chosen previously,
the images demonstrate that as we increase α the edges fail to correspond with
object edges and the number of segments does not drop signiﬁcantly. This is also
demonstrated by the lower limit of the points of the scatter chart. Experimentation
has shown that very similar results are achieved by increasing α for the median
ﬁlter.
Figures 5.6 and 5.7 show sections of the segmentations resulting from the λ-max
smoothing strategy using values of α = 0.6 and 0.75 respectively. We note from
these images that for a value of α = 0.6 some regions of the image contain many
segments while others relatively few. Increasing the value of α merges some of these
segments but also results in single segments being associated with several objects.
Experimentation with various images and values of α have shown that this problem
107(a) (b)
Figure 5.6: Sections of the mean replaced and outline images of the segmentation of
the image of ‘girl’ using the adaptive λ-max open-closing with α = 0.6 in selection
and a corresponding value of λ = 20.
(a) (b)
Figure 5.7: Sections of the mean replaced and outline images of the segmentation of
the image of ‘girl’ using the adaptive λ-max open-closing with α = 0.75 in selection
and a corresponding value of λ = 64.
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Figure 5.8: The total coding cost Ctot of the segmentations of the image ‘girl’ pro-
duced by smoothing the image gradient using linear Gaussian, median and adaptive
λ-max open-closing prior to computation of the watersheds, plotted as a function
of the number of segments.
is hard to overcome and results are not subjectively as pleasing as those obtained
previously with either the adaptive λ-max and grey scale-merging operators or the
coding cost minimising operator. And so we move to our ﬁnal segmentation scheme.
5.2 Gradient Smoothing
The second scheme proposed here involves the same techniques of image smoothing
applied in the previous section, but rather than use these for the pre-processing of
the image, they are applied to the gradient image prior to the watershed transform.
Figure 5.8 shows a plot of the total coding cost Ctot as a function of the number
segments for the segmentations produced by smoothing the gradient of the image
of ‘girl’ prior to taking the watershed transform. In this case, the values of nl, nm
and λ used to produce the segmentation range from 1 to 50. The results, presented
as before in the form of a scatter chart, show that as with the image smoothing
scheme, the adaptive λ-max open-closing has produced results with the lowest of
the three coding costs. We also observe that the number of regions at which this
minimum occurs is signiﬁcantly lower than for the image smoothing scheme. The
109(a) (b)
Figure 5.9: Sections of the mean replaced and outline images of the segmentation
of the image of ‘girl’ using a linear Gaussian smoothing ﬁlter with nl = 7 on the
gradient image prior to watershed calculation.
mean replaced and outline images for the linear Gaussian, median and adaptive
λ-max operators are presented in Figures 5.9, 5.10 and 5.11 respectively.
As before, the results for the linear and median ﬁlters are over-segmented and ap-
plying the weighted coding cost calculation with α > 0.5 yields results in which the
segment boundaries have arbitrary locations. The results for the adaptive λ-max
however appear to meet our objectives and respond well to increasing values of α.
Application of the weighted coding cost calculation to these segmentation results,
for values of α = 0.6 and 7.5, are presented in Figures 5.12 and 5.13.
The mean replaced and outline images for the segmentations resulting from the
application of this scheme using α = 0.5, 0.6 and 0.75, to the image set used in the
previous chapter are presented in Appendix E and the values of un-weighted coding
cost, segment numbers and λ are tabulated in Table 5.2.
110(a) (b)
Figure 5.10: Sections of the mean replaced and outline images of the segmentation
of the image of ‘girl’ using a median smoothing ﬁlter with nm = 3 on the gradient
image prior watershed calculation.
(a) (b)
Figure 5.11: Sections of the mean replaced and outline images of the segmentation
of the image of ‘girl’ using the adaptive λ-max open-closing with λ = 3 on the
gradient image prior to watershed calculation.
111(a) (b)
Figure 5.12: Sections of the mean replaced and outline images of the segmentation
of the image of ‘girl’ using the adaptive λ-max open-closing on the gradient image
with α = 0.6 in selection and a corresponding value of λ = 5.
(a) (b)
Figure 5.13: Sections of the mean replaced and outline images of the segmentation
of the image of ‘girl’ using the adaptive λ-max open-closing on the gradient image
with α = 0.75 in selection and a corresponding value of λ = 8.
112No. of Segments Coding Cost (Ctot) λ
‘boat’ (256 × 256)
Original 50,501 6.384 -
α = 0.5 252 6.389 6
α = 0.6 252 6.389 6
α = 0.75 44 6.641 34
‘clown’ (256 × 256)
Original 45,792 7.119 -
α = 0.5 563 6.317 2
α = 0.6 206 6.396 6
α = 0.75 35 6.598 23
‘girl’ (720 × 576)
Original 316,108 7.227 -
α = 0.5 2,929 5.879 3
α = 0.6 1,646 5.930 5
α = 0.75 799 6.048 8
‘lenna’ (256 × 256)
Original 54,398 7.572 -
α = 0.5 467 6.617 3
α = 0.6 137 6.737 7
α = 0.75 60 6.868 12
‘toys’ (256 × 256)
Original 53,449 6.943 -
α = 0.5 345 5.979 4
α = 0.6 345 5.979 4
α = 0.75 4 6.716 30
‘tree’ (256 × 256)
Original 62,976 7.616 -
α = 0.5 181 7.618 17
α = 0.6 1 7.648 70
α = 0.75 1 7.648 70
Table 5.1: A table of the number of segments, un-weighted coding cost and λ for
the adaptive λ-max image smoothing scheme with α = 0.5, 0.6 and 0.75 acting on
various images. The resulting segmentations are presented in Appendix E.
113The values of total coding cost presented in the table are higher than those due
to the segmentations using either the adaptive λ-max and grey scale-merging or
coding cost minimising schemes, though the results are subjectively pleasing in that
they appear to meet our criteria for a segmentation. Finally, Figure 5.14 presents
the complete mean replaced and outline images for the segmentation of the image
of ‘girl’ using the gradient smoothing scheme corresponding to minimum weighted
coding cost with α=0.75.
The ﬁnal section of this chapter investigates the use of the adaptive λ-max open-
closing / grey scale-merging operator and the gradient smoothing segmentation
schemes in a novel application, namely noise removal using wavelets.
5.3 Image Segmentation for Improved Noise Reduction
Using Wavelets
Image noise reduction is a highly active ﬁeld of image processing with several appli-
cations including restoration and archiving [54]. In particular the use of the wavelet
transform has been shown to be very powerful in this respect [55–59]. In this sec-
tion we propose the use of the segmentation schemes developed in this thesis in an
adaptation of the methods described in [56].
The basic principle of noise reduction using wavelets has three distinct stages. First,
the image is decomposed into the wavelet components each of which is then sub-
jected to a non-linear function often referred to as shrinkage, thresholding or coring.
Once each component has been processed, the image is reconstructed by application
of the inverse wavelet transform. The many variants of this method diﬀer in their
choice of wavelet transform, thresholding scheme and the adaptation of the thresh-
olding parameters to the subject image. The decimated wavelet transform, though
applicable to noise reduction using this scheme, has been shown to yield lower levels
of noise reduction and higher levels of distortion than its un-decimated counterpart
[58]. As such, it is the un-decimated wavelet transform which we shall use as the
basis of this study.
114(a)
115(b)
Figure 5.14: The mean replaced image of ‘girl’ after application of the adaptive
λ-max gradient smoothing scheme with α = 0.75 (a) and the corresponding outline
image (b).
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Figure 5.15: A schematic of the frequency decomposition of an image using wavelets.
5.3.1 The Un-decimated Discrete Wavelet Transform
Probably the most popular transform for signal analysis is the Fourier transform
which attempts to decompose the signal as a possibly inﬁnite summation of sinu-
soidal basis functions. These basis functions, by deﬁnition have inﬁnite support and
as such are unsuited to the decomposition of transient signals. Image functions, in
which discontinuities proliferate have many, spatially localised or transient features
and as such the use of the Fourier transform is often regarded as unsuitable [55]. The
solution is to choose basis functions with ﬁnite support. One such decomposition
technique is the wavelet transform.
The wavelet decomposition eﬀectively decomposes the image using a bank of ﬁlters
consisting of two basic designs, high pass Hhp and low pass Hlp. In the application
of the wavelet transform to images, these must be applied in both horizontal and
vertical directions. Each component then has an associated frequency band in both
horizontal and vertical directions as depicted in Figure 5.15 each band (square) of
which represents a component. Component 1, frequently referred to as the HH com-
ponent is derived by ﬁltering the image twice (once in each direction) with the ﬁlter
H1
hp. Component 2, the HL component has been ﬁltered ﬁrst with H1
lp in the hori-
zontal direction and then H1
hp in the vertical. Component 3, the LH component is
derived by ﬁrst ﬁltering the image with the H1
lp in the vertical direction followed by
H1
hp in the horizontal. Component 4, being that associated with the bands compris-
117ing 5 through 12 in Figure 5.15 is the result of ﬁltering the image in both horizontal
and vertical directions using the ﬁlter H1
lp and is termed the LL component. In the
decimated case, the resulting images are decimated or sub-sampled, while in the
un-decimated case, zeros are inserted between the ﬁlters coeﬃcients (hence the su-
perscript notation) and the decimation is not performed. Components 6 to 8 (being
that comprising bands 9 to 12) are derived in similar fashion, but the ﬁlter H1
lp has
a zero interleaved between each of its coeﬃcients, resulting in the ﬁlters H2
lp and
H2
hp. Calculation of the components 9 to 12 follows this pattern with the ﬁlters
H3
lp and H3
hp with additional zeros inserted. The complete ﬁlter bank is depicted in
Figure 5.16 in which the second subscript refers to the direction in which the ﬁlter
is applied. Note that only three levels of decomposition are applied as it has been
shown that up to three, the noise reduction improves dramatically but beyond this
yields littel improvement [55].
Traditional schemes require a set of synthesis ﬁlters in the reconstruction stage
however, in [55], the author proposes combining the analysis and synthesis ﬁlters
allowing the components to be summed directly in the reconstruction stage. The
author goes on to show that the properties of this scheme are better suited to noise
reduction. The impulse response of the basic ﬁlters we use are given below.
H1
hp =
[1,0,−9,16,−9,0,1]
32
H1
lp =
[−1,0,9,16,9,0,−1]
32
(5.1)
Having described how the image can be decomposed into its wavelet components
we now discuss the method of removing the noise from these components.
5.3.2 Noise Removal using Image Segmentation
In the removal of noise from the wavelet components we use a soft thresholding
function of the following form in which Wj(x) is the jth wavelet component and θ
is the thresholding parameter.
Wsoft = f(Wj,θ) =
(
sign[Wj][|Wj| − θ] |Wj| > θ
0 |Wj| ≤ θ
(5.2)
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Figure 5.16: The wavelet ﬁlter bank and noise removal scheme.
119In the method described in [56] the authors prescribe to each wavelet component a
diﬀerent threshold based upon the measured noise properties. In the ﬁrst instance,
the standard deviation of the noise ˆ σn is estimated using the median absolute devi-
ation (MAD) of the HH component WJ, as described by Equation 5.3.
ˆ σn = 1.483med|WJ| (5.3)
The standard deviation of the noise free image in the jth component is then esti-
mated according to Equation 5.4.
ˆ σs,j = max



0,
s
1
MN − 1
X
m,n
Wj



(5.4)
This approximation assumes that the noise is spatially uncorrelated. A suitable
choice of the thresholding parameter θ is evaluated according to the following ex-
pression.
θ =
ˆ σ2
n
ˆ σs,j
(5.5)
A large value of θ will suppress more noise, but also introduce more distortion that
a low value and as such accurate estimation is critical. The authors of [56] go on
to describe a scheme in which this method is applied adaptively by evaluating θ
as a function of pixel context. The method proposed here can be regarded as an
extension of this.
If the contaminating noise is assumed to have spatially stationary characteristics the
signal to noise ratio (SNR) is not constant but varies with image content. As such
by evaluating the thresholding value as a function of the local statistics we can apply
more aggressive thresholding in regions where the SNR is low. The local statistics
are estimated by evaluating ˆ σs,j for each segment of a segmentation. By using a
segmentation in which the segment boundaries follow natural discontinuities in the
image it is hoped that the noise reduction can be increased without the introduction
of perturbing artefacts.
Speciﬁcally the adaptive λ-max gradient smoothing technique is used and the gain
in signal to noise ratio evaluated for various values of λ. It should be noted that the
segmentation techniques are applied to the noisy image as it is assumed that the
original image, which we have contaminated artiﬁcially with white Gaussian noise
120(a) (b)
Figure 5.17: A section of the original image of ‘girl’, before (a) and after (b) addition
of white Gaussian noise of standard deviation σn = 15.
of standard deviation 15, is not known. Figure 5.17 shows the section of the image
of ‘girl’ used throughout before and after contamination.
Figure 5.18 shows the noise reduction, calculated according to the gain in signal to
noise ratio identical to that used in our study of impulsive noise removal (Equation
B.1) but reiterated here in context.
SNRgain = 10log10
MSE[f(m,n),g(m,n)]
MSE[f(m,n),Ψ(g(m,n))]
(5.6)
In which f(m,n) is the original, pristine image, g(m,n) the noisy image and Ψ
refers to the noise removal scheme presented above. This clearly shows that using
the segmentation has produced a signiﬁcant increase in the signal to noise ratio over
applying the scheme to the whole image, the increase for which is given by the point
for which only one segment exists. The exact value is 6.9dB and occurs when there
are 163 segments which, in terms of our segmentation scheme has a corresponding
value of λ = 12. The segment outline and enhanced image corresponding to the
maximum of Figure 5.18 are given in Figure 5.19. We note from the segmentation
outline that the segmentation corresponding to the ‘best’ noise reduction is in fact an
over-segmentation. It is suggested that methods of segmentation basing themselves
on the statistical properties of the image, such as those proposed in [60] may produce
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Figure 5.18: The gain in signal to noise ratio SNRgain as a function of the number
of segments produced using the adaptive λ-max gradient smoothing segmentation
scheme.
(a) (b)
Figure 5.19: The segmentation outline (a) and enhanced image (b) corresponding
the the best SNRgain obtained using the adaptive λ-max gradient smoothing seg-
mentation scheme for the section of the image of ‘girl’.
122No. of SNRgain /dB SNRgain /dB
Segments (‘best’) (Single Segment) λ
‘boat’ (256 × 256) 645 5.419 4.792 5
‘clown’ (256 × 256) 615 6.942 6.189 5
‘girl’ (256 × 256) 163 6.876 6.456 12
‘lenna’ (256 × 256) 746 6.289 5.441 4
‘toys’ (256 × 256) 428 6.888 6.483 7
‘tree’ (256 × 256) 768 2.059 1.890 4
Table 5.2: A table of the number of segments, corresponding value of λ and the SNR
gains for the ‘best’ and single segment cases. The resulting images are presented in
Appendix F.
further improvement. Results of applying this noise reduction scheme to several
images corrupted by white Gaussian noise with σn = 15 are presented in Appendix
F. Values of the number of segments, λ and SNR gain for the ‘best’ noise reduction,
along with the SNR gain achieved by the scheme without segmentation for these
images are presented in Table 5.2.
We note from the table that an improvement in the SNR gain over the scheme
without segmentation has been achieved without the introduction of undesirable
artefacts in the enhanced images. Research into more suitable segmentation schemes
for this application has not been conducted but is suggested for future work.
5.4 Summary
This chapter has introduced two schemes by which the watersheds tendency to
over-segment can be indirectly controlled. In the ﬁrst, the image is smoothed using
the adaptive λ-max open-closing prior to the calculation of the gradient and the
results are shown to compare favourably with he use of the linear Gaussian and
median ﬁlters both in terms of our metric and the objectives of this thesis but
it was noted that the number of segments may too high for many applications.
Though the introduction of the weighted coding cost was shown to improve this,
experimentation has shown that a suitable value of α is rather hard to obtain.
123The second scheme also uses the adaptive λ-max open-closing as a smoothing func-
tion, but in this case it is applied to the gradient image. Once again results show
improvement over the use of linear and median ﬁlters applied in the same way. In-
troduction of the weighted coding cost calculation was shown to allow tuning of this
scheme producing results which meet the objectives of this thesis albeit with un-
weighted total coding cost values higher than those obtained in the previous chapter.
Results for the application of this scheme to various images were presented.
Finally it was shown that the use of an image segmentation in the established method
of noise removal using the wavelet decomposition improves the noise reduction in
terms of the gain in signal to noise ratio.
124Chapter 6
Conclusions
Image segmentation is a particularly active research topic within the ﬁeld of im-
age processing. The motivations behind the research are twofold. High-level, or
complete segmentation aims to identify as segments, objects within the scene, while
partial segmentation aims to segment the image into regions which are homogeneous
with respect to some property such as grey level, colour or texture. Partial segmen-
tations are often used as pre-processing steps to higher-level image processing tasks,
including complete segmentation, allowing subsequent processing to be performed
at a segment rather than pixel level, considerably reducing computation load and
often, as in the case of motion estimation, improving results. It is because of the
wide ranging applications of partial image segmentation that we choose them to
form the basis of this research.
In order to give direction to our review of the numerous partial image segmentation
techniques which are presented in the literature it was necessary to specify the desir-
able properties a segmentation. We chose to base these properties on the application
of motion estimation though it is stressed that these properties are applicable to a
number of image processing tasks. We recapitulate these properties here.
• The information required for the segmentation must be derived from the image
intensity (grey scale) function.
• The technique must require no semantic knowledge of the scene or user inter-
125action.
• Segments must comprise connected sets of pixels.
• Segment boundaries should correspond well with object boundaries.
• Computational load must be kept to a minimum.
With these criteria in mind, Chapter 2 categorised the established techniques of
image segmentation into global, edge and region based methods. Global methods,
basing their deﬁnition of segments on the image histogram, were shown to produce
segments which were not connected and as such these techniques failed to meet our
criteria.
Edge based methods aim to locate edges in the image through the processing of ﬁrst
and second order gradient estimates. It was demonstrated that ﬁrst order gradient
thresholding methods are highly sensitive to noise in the image leading to a trade oﬀ
between locating non-existent edges and missing those which are present. A second
draw back of these techniques is that they do not directly deﬁne closed contours
from which connected regions may be derived, a problem overcome to some extent
by second order methods.
Estimation of the second derivative of a Gaussian smoothed image via the Laplacian
operator was shown to produce closed contours, but as the degree of smoothing was
increased, so as to suppress detection of insigniﬁcant edges, the contours correlated
less well with the edges of homogeneous regions. As such we terminated our inves-
tigation of edge based segmentation methods and proceeded with those which aim
to identify segments segments directly.
Region based segmentation techniques can themselves be subdivided into the cate-
gories of splitting, split and merge, and region merging algorithms, all of which follow
the same basic philosophy of deﬁning segments based on the local homogeneity of
the image. We also include under the title of region based methods, morphological
and connected operators.
The techniques of splitting and split and merge, basing their analysis on a convenient
structure referred to as the quadtree, suﬀer from the fact that segment boundaries
126are highly geometrical and therefore do not correspond well with the natural bound-
aries of homogeneous regions in the image. Placing stringent homogeneity criteria
on the splitting stage and altering the criterion of the merging stage was demon-
strated to improve this to some extent but in the limit it was observed that the split
and merge technique equates to region merging.
The region merging techniques of single and centroid linkage region growing were
introduced and demonstrated to produce relatively pleasing results but for the draw-
back of computational eﬃciency. This can be overcome with the use of connected
operators and it is these which are singled out for further investigation.
The ﬁnal section of Chapter 2 deﬁnes the watershed algorithm and demonstrates
that its application to the gradient image produces many segments, some of which
have boundaries which correlate very well with homogeneous regions. The one
drawback relates again to the presence of noise in estimating the gradient and sub-
sequently the technique produces large numbers of segments.
Of all the techniques reviewed, region growing, and in particular connected operators
and the watershed transform demonstrate potential for techniques which meet out
criteria and are as such developed in the following chapters.
Chapter 3 develops the techniques of morphological and connected operators for
segmentation in the context of a unifying framework, being the lattice of partitions.
In particular the image operators referred to as open-closings are shown to have
properties which make them suitable for image segmentation. Classical morpho-
logical open-closings are introduced through the operations of erosion and dilation
and it is demonstrated that the results are highly dependant on the shape and
size of the structuring element used in these operations. Three so called adaptive
methods given the titles geodesic transforms, attribute morphology and ﬁlters by
reconstruction promise to overcome the constraints of the structuring element and
are developed under the title of connected operators. Speciﬁcally, the area, λ-max
and adaptive λ-max operators are described within the context of the level set de-
composition. As a slight deviation, Appendix B demonstrates the application of
several operators to the removal of impulsive noise from grey scale image. A novel
adaptation of the classical morphological open-closing ﬁlter in which orthogonal
structuring elements are used in the opening and closing stages is shown to perform
127better than using a square structuring element in terms of the increase in signal
to noise ratio. The best increase however is given by the adaptive λ-max operator
which signiﬁcantly outperforms the traditional median ﬁlter.
Chapter 4 begins with the introduction of a novel metric for the objective evaluation
of an arbitrary partial image segmentation based on the cost of coding the image
without loss using said segmentation. It is demonstrated, using a simple block image,
that the metric can be used for the selection of segmentation algorithm parameters
by minimising the coding cost. This method is then applied to the area, λ-max and
adaptive λ-max open-closing operators for the selection of an optimum value of area
threshold and λ. Comparing segmentations with equal numbers of segments reveals
that for a reasonable number the adaptive λ-max operator performs better than the
other two in terms of the coding cost.
Inspection of the mean replaced and outline images of the segmentations resulting
from the application of the open-closing operators shows regions consisting of many
small segments, we refer to as transition zones. These transition zones prevent good
correspondence of segment boundaries with the edges of homogeneous regions in
the image. The development of two novel connected operators, the area- and grey
scale-merging operators mitigate this eﬀect considerably. Of these, the grey scale-
merging operator yields the greatest reduction in coding cost as well as providing
superior correlation of segment boundaries with the edges of homogeneous regions
in the image.
A weighting factor was introduced to the metric penalising segmentations with high
outline and means coding costs and this is shown to allow control over the number
of segments present in the segmentation deemed ‘best’ in terms of the coding cost.
The ﬁnal section of Chapter 4 develops a novel connected operator which aims to
minimise the coding cost of the segmentation by iteratively merging segments if the
resulting segmentation yields a drop in the coding cost. The result is a segmentation
algorithm which performs better, in terms of the coding cost, than those previously
analysed. The use of the weighted metric in the algorithm is once again shown to
allow control over the number of segments produced.
Chapter 5 introduced two novel schemes for the assuagement of the watershed trans-
128forms tendency to over-segment the image. These take the form of applying con-
nected operators, and speciﬁcally the adaptive λ-max open-closing, to either the
image, as a pre-processing stage, or to the gradient image prior to computation of
the watershed transform. The results of these non-linear smoothing operators are
compared, in both schemes, with linear Gaussian and median ﬁlters.
It was demonstrated that the application adaptive λ-max operator to the image
prior to gradient calculation produces segmentations with lower associated coding
costs than either linear or median ﬁlters. The weighted metric was introduced to
allow segmentations with fewer segments to correspond with the minimum coding
cost but experimentation has shown that linear and median ﬁlters do not perform
at all well under these conditions. The adaptive λ-max scheme performs better in
terms of segment boundary location, but the segmentations contains regions with
highly variable sizes.
In the application of the ﬁlters to the gradient image, the adaptive λ-max operator is
once again shown to produce segmentations with lower coding costs than the others.
Introduction of the weighted metric produces segmentations corresponding to the
minimum coding cost with fewer segments, as before, but in the case of linear and
median ﬁlters the segment boundaries do not correspond at all well with edges in
the image. The minimal coding cost results for the adaptive λ-max operator using
the weighted metric are very pleasing, the segments showing good correlation with
signiﬁcant regions in the image.
Finally, a novel, spatially adaptive variant of the popular wavelet based method of
noise removal is introduced. The method uses the concept that if the noise is spa-
tially uncorrelated, and the image function varies over the image, then the signal to
noise ratio will also vary. As such application of a spatially varying threshold in the
coring function applied to the wavelet components will improve the increase in signal
to noise ratio. The statistics of the image and hence the coring function threshold
are therefore estimated on a segment by segment basis, using the adaptive λ-max
gradient smoothing segmentation scheme. The results demonstrate an improvement
over methods in which the statistics are estimated over the entire image.
1296.1 Further Work
Though work in the application of connected operators to image segmentation in
general is highly recommended, a number of speciﬁc topics, identiﬁed throughout
this thesis, are deemed worthy of special attention.
It was noted in the development of the segmentation metric presented in Chapter
4 that the simple compression scheme employed for the exploitation of spatial re-
dundancy in the outline image may not be minimal. This implies that the entropy
of the compressed image may still not represent the minimum cost of coding the
segmentation outline which in turn eﬀects the total coding cost. As such, methods
which seek to exploit the spatial redundancy further should be investigated.
In applying the metric to the optimisation of segmentation algorithm variables, a
large number of segmentations must be computed before the one giving minimal
total coding cost can be identiﬁed. An in depth study of the nature of the coding
cost surface and optimisation techniques based upon this study are recommended.
The ﬁnal section of Chapter 4 introduced a connected operator which seeks to min-
imise the coding cost associated with the segmentation by merging regions provided
the result has a lower coding cost. In so doing, the coding cost of the segmenta-
tions at every stage must be evaluated explicitly. The result is a very ineﬃcient
algorithm. If an implicit relationship between the coding cost and the regions which
are proposed for merging can be derived the computational eﬃciency will almost
certainly be increased. This will allow for the introduction of more constraints on
the merging criteria, such as grey level diﬀerence.
The ﬁnal section of Chapter 5 introduced a novel, spatially adaptive variant of the
wavelet de-noising technique in which the statistics of the image are evaluated on a
segment by segment basis. Though the segmentations achieved using the gradient
smoothing watershed scheme presented earlier in the chapter were shown to yield
an improvement in the increase in signal to noise ratio it is suggested that a partial
segmentation scheme in which an estimate of the signal to noise ratio is used as a
homogeneity criterion may produce further improvement.
130Appendix A
Fundamentals of Set Theory
A.1 Introduction
This Appendix serves as a glossary for the symbols and terms of set theory which
are used extensively throughout this report. Much of this work can be found in [61]
and [62].
A.2 Sets, Elements and Set Equality
A set is a collection of deﬁnitive distinct object of our perception or of our thought,
which are called elements of the set[61]. A null or empty set contains no elements
and is given the symbol ∅. ∅
The examples throughout this section concentrate on sets of integers as this leads
naturally to the representation of digital images, however the operations may be
applied equally well to any element type. A set A may consist for example of the
integers 1,2 3 and 4 and would be written enclosed in braces and separated by
commas thus:
A = {1,2,3,4}
The integers 1,2,3 and 4 are elements of the set A, this inclusion can be expressed
131as n ∈ A and reads; “n is and element of A”, where n = 1,2,3,4. Conversely, the ∈
integer 6 is not an element of A, this is expressed as 6 / ∈ A. The symbol ∀ reads “for / ∈
all”, for example, “for all a ∈ A” is written ∀a ∈ A. Taking as the domain the set of
all integers, Z, the set of integers m ∈ Z for which m / ∈ A is called the complement
of the set A and is denoted by Ac. c
The set B is deﬁned as:
B = {4,3,2,1}
It is clear that A and B contain the same elements and as such the sets are said to
be equal and we write A = B. The equality relation for non-empty sets is reﬂexive, =
symmetric and transitive, i.e.
1. A = A
2. if A = B then B = A
3. if A = B and B = C then A = C
If the elements of a set A such that a ∈ A, are deﬁned as having some property
P(a), the notation A = {a|P(a)}, often called set-builder notation is used. The set {|}
A deﬁned above could equally have been deﬁned as:
A = {a ∈ Z | a ≥ 1 and a ≤ 4}
where Z is the set of all real integers.
A.3 Subsets, Union and Intersection
A set C is said to be a proper subset of A, denoted by C ⊆ A if every element ⊆
of B is also an element of A but not every element of A is an element of B. For
example the set C = {1,2,3} is a proper subset of the set A deﬁned in the previous
examples. A set C is said to be an improper subset of a set A, denoted C ⊂ A if all ⊂
the elements of C appear in A and all the elements of A appear in C, thus C=A. A
set A is said to be a superset of C, denoted A ⊇ C, if all the elements of C are also ⊇
132elements of A but not all the elements of A are elements of C. Finally, the empty
set, ∅, is a subset of all sets.
The union of two sets, A and B, denoted by A∪B, is the set of elements belonging ∪
to either of the two sets. Consider the sets A = {1,2,3,4} and B = {3,4,5,6}. The
union of the sets is given by:
A ∪ B = {1,2,3,4,5,6}
The intersection of two sets, A and B, denoted by A ∩ B is the set of elements ∩
belonging to both sets, A and B. The intersection of the sets A and B used in the
previous example is given by:
A ∩ B = {3,4}
If two sets have no similar elements, their intersection is the empty set and the sets
are said to be disjoint.
The operations of union and intersection obey the commutative, associative and
distributive laws of standard algebra i.e.
1. Commutative:
A ∪ B = B ∪ A
A ∩ B = B ∩ A
2. Associative:
(A ∪ B) ∪ C = A ∪ (B ∪ C)
(A ∩ B) ∩ C = A ∩ (B ∩ C)
3. Distributive:
A ∩ (B ∪ C) = (A ∩ B) ∪ (A ∩ C)
133A.4 Set Subtraction, Cartesian Product, Functions and
Mapping
The subtraction of, or diﬀerence between, two sets A and B is given the notation
A \ B and results in the set containing those elements which belong to the set A \
but not set B. It can be deﬁned formally using the intersection and complement
operations thus:
A \ B = A ∩ Bc (A.1)
The cartesian product of two sets A and B takes the elements a ∈ A, and b ∈ B
and returns the set of couples, (a,b). More formally:
A × B = {(a,b) | a ∈ A and b ∈ B} (A.2)
For example, let A = 1,2,3 and B = 4,5,6, the cartesian product is given by: ×
A × B = {(1,4),(2,4),(3,4),(1,5),(2,5),(3,5),(1,6),(2,6),(3,6)}
A function f taking as its domain the set A and mapping it onto a codomain B, is
a relation between the sets A and B with the property that for each a ∈ A, there
exists only one ordered pair (a,b) ∈ f where b ∈ B. The mapping is written as
f : A → B and the relation (a,b) ∈ f is more usually expressed in function notation :→
as f(a) = b. The range of the function is given by f[A] = {f(a) | a ∈ A}. For
example, the addition of two positive integers (belonging to the set of all positive
integers, Z+) can be expressed as the mapping of the Cartesian product of two sets
of all positive integers onto the set of positive integers i.e. + : (Z+ × Z+) → Z+.
This can be thought of as the mapping of the matrix of all integer couples onto the
vector of all integers thus:


 
 

(0,0) (1,0) (2,0) ···
(0,1) (1,1) (2,1) ···
(0,2) (1,2) (2,2) ···
. . .
. . .
. . .
...


 
 

−→
h
0 1 2 ···
i
The action of the addition function of the couple (3,6) ∈ (Z+ ×Z+) can be written
in function notation as +((3,6)) = 9 or in set notation as ((3,6),9) ∈ +.
134We now have at our disposal the tools necessary to develop morphological operations
but must ﬁrst describe the representation of images by sets and how the operations
thus far described eﬀect images.
A.5 Images as Sets
The types of ‘images’ to which morphological operations may be applied range from
the most basic binary images, with a two dimensional domain and binary range, to
colour image sequences being deﬁned over up to six dimensions. The most convenient
space in which to deﬁne images is that of Euclid. Euclidean space of N dimensions,
referred to as Euclidean N-space is given the symbol EN and is the common space
in which the Cartesian co-ordinate system is deﬁned. The digital equivalent of
Euclidean N-space is deﬁned only at integer co-ordinates and is given the symbol
ZN. While the focus of this report is images deﬁned in the digital domain, many of
the operations apply where the space is both continuous and digital, and therefore
no distinction is made and the symbol EN is used. We have seen, in the examples
of preceding sections that sets can consist of integer elements. The representation
of digital1 images by sets requires that each of the elements is itself an ordered set
of integers referred to as an N-tuple, where N is the number of elements in the set
and must be greater the two. An N-tuple is a couple for N = 2, a triple for N = 3,
a quad for N = 4 and so on. Couples for example can represent the cartesian cross
product of the two Euclidean space dimensions used as the domain of still images,
(0,0), (1,0) etc. as seen in the example of set functions.
A.5.1 Set Operations on Binary Images
Binary images are represented using a set of couples, the values of which represent
the cartesian co-ordinates of foreground2 pixels. Since, by deﬁnition a binary image
can be either foreground or background, the set of all foreground pixels constitutes
1The use of the term ‘digital’ images implies that the image is deﬁned in digital space and since
images in continuous space are not discussed, shall hereafter be assumed.
2Throughout this report, foreground shall be given the value of 1 and represented by black
regions, while background will be given the value zero and represented by white regions.
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Figure A.1: A simple binary image with foreground pixels denoted by black dots.
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Figure A.2: The complement of the binary image given in ﬁgure A.1.
a complete description of the image, the extent of the background being unbounded.
For example, ﬁgure A.1 shows a binary image whose corresponding set, A, is given
by:
A = {(0,0)(0,1)(1,1)(1,2)(2,1)(2,2)(3,2)(4,1)}
The unbounded image background becomes a problem when we wish to take the set
complement, that is the set containing all the background pixels. The complement
of the set given above, for the domain shown in ﬁgure A.1 is given by the following;
Ac = {(0,2)(0,3)(1,0)(1,3)(2,0)(2,3)(3,0)(3,1)(3,3)(4,0)(4,2)(4,3)}
The image corresponding to the set given above is shown in ﬁgure A.2, note that is
is simply the inverse of the original image.
Consider the two binary images given in ﬁgure A.3(a) and A.3(b), let us denote the
corresponding sets as A and B respectively. These two sets are not disjoint since
they have overlapping regions but neither is a subset of the other owing to the fact
that no one set entirely encloses the other. The set union, A ∪ B, and intersection,
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Figure A.3: Two binary images
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Figure A.4: The union (a) and intersection (b) of the two binary Images given in
ﬁgure A.3.
A∩B, of the two sets are show in ﬁgures A.4(a) and A.4(b) respectively. Note that
the intersection operation results in an image whose foreground area is smaller than
either A or B, while in the image resulting from the union operation the foreground
area is greater than in either of the initial sets.
Another set operation relevant to the manipulation of image sets is that of transla-
tion. The translation of a set A, by a vector x, denoted by Ax is given by:
Ax = {a + x | a ∈ A} (A.3)
The eﬀect of this on a binary image set is that the image is shifted by the vector x.
137A.5.2 Set Operations on Grey Scale Images
Increasing the dimension of the space to E3, such that each element of the set
representing the image is a triple allows the representation of three types of image,
binary solids, binary image sequences and grey scale images. For binary solids, the
third integer represents the position of the foreground pixel in the third Cartesian
dimension, for sequences it represents time and for grey scale images the grey value.
Grey scale volumes or sequences can be represented using quad elements, the ﬁrst
three of which represent position or position plus time and the fourth the grey value.
When deﬁning the set operations for grey scale still images, it is common for the
triple to be split up into two components, x, a vector describing the position of the
pixel in the image, and y, the third element of the triple describing the grey value.
The image given in ﬁgure A.5 is a grey scale image created using Matlabs ‘peaks’
function. The set f, corresponding to the highlighted section is as follows;
f = {...(9,9,154),(9,10,129),(9,11,123),(9,12,149),...
...(10,9,137),(10,10,120),(10,11,121),(10,12,149),...
...(11,9,130),(11,10,119),(11,11,122),(11,12,145),...
...(12,9,150),(12,10,144),(12,11,142),(12,12,150),...}
The complement of a grey scale set is basically the inverted (black for white) image.
The practical implementation for this will depend on the system employed. In the
example above, the ‘peaks’ image has an 8-bit colour range meaning that it can only
take vales in the range 0 (black) to 255 (white). In general, The complement of the
image is given by subtracting the grey value for each pixel from the largest available
value i.e 255. In general, the maximum value an image described using an N-bit
range can attain is 2N −1. The set operation for grey scale complementation in the
general case is given below.
fc =

(2N − 1) − y | ∀(x,y) ∈ B
	
(A.4)
The set complement for the image ‘peaks’ is given along with the enlarged and
labelled section in ﬁgure A.5.2.
138(a)
154 129 123 149
137 120 121 149
130 119 122 145
150 144 142 150
(b)
Figure A.5: Grey scale image of ‘peaks’ (a) and a enlarged and labelled section
(highlighted) thereof (b).
(a)
101 126 132 106
118 135 134 106
125 136 133 110
105 111 113 105
(b)
Figure A.6: The complement of the image ‘peaks’ (a), and the enlarged and labelled
section thereof (b).
139(a) (b)
(c)
Figure A.7: A high resolution image of ’peaks’ (a), a 180o rotation thereof, (b), and
the union of the two images (c).
The set theoretic operations of union and intersection are also deﬁned for grey scale
images. The union of two images f and g is given by the maximum value of either
image at each pixel location. The set operation can be deﬁned as follows;
f ∪ g = {max{yf,yg} | ∀(x,yf) ∈ f and (x,yg) ∈ g} (A.5)
Figure A.7 shows a higher resolution image of ‘peaks’ used in the previous example,
a 180o rotation thereof and the union of the two images.
Correspondingly, the intersection of the two images is achieved by taking the mini-
mum grey value achieved by either image at each pixel. The set theoretic operation
can be deﬁned as:
f ∩ g = {min{yf,yg} | ∀(x,yf) ∈ f and (x,yg) ∈ g} (A.6)
140Figure A.8: The intersection of the images of ‘peaks’ given in ﬁgures A.7(a) and
A.7(b).
Figure A.8 shows the result of performing the intersection operation on the original
and rotated images of ‘peaks’ given in ﬁgures A.7(a) and A.7(b).
A.6 Summary
This appendix has introduced the basic concepts of a set, how they can be deﬁned
explicitly or conditionally and how sets relate to each other in terms of subsets,
supersets and disjoint sets. The various operations required for morphology have
been introduced including union, intersection and complementation and the concept
of a set representing a two dimensional plane has been introduced. This has been
developed into the representation of both binary and grey scale images using sets.
In general, binary images deﬁned over n dimensions can be described completely by
a set of N-tuples of length n, and grey scale images in n dimensions can be described
completely using an N-tuple of length n + 1 , the ﬁrst n of which describe position
and possibly time and are often revered to as a vector (x), leaving the (n + 1)th
for the grey value, referred to throughout this report as y. The set operations of
complementation, union, intersection and translation have been applied to example
images.
141Appendix B
Impulsive Noise Removal Using
Morphological and Connected
Operators
It is well established in image processing that the removal of impulsive noise, un-
like additive noise is not well suited to linear ﬁlters. The traditional method for
the removal of such noise is the median ﬁlter [1]. In this section we compare the
performance of the median ﬁlter with several strategies based upon the operators
described in this chapter, namely morphological open-closing, area open-closing, the
λ-max / λ-min or λ-max open-closing and the adaptive λ-max / λ-min or adaptive
λ-max open-closing operators.
Figure B.1(a) shows the original image of ‘girl’ and Figure B.1(b) the same image
after 10% of the images pixels have been currupted by salt and pepper noise in that
they have been set to either black (0) or white (in this 8-bit example 255). The
performance of the ﬁltering strategies will be presented in terms of the increase in
signal to noise ratio SNRgain, calculated according to the following expression:
SNRgain = 10log10
MSE[f(x),g(x)]
MSE[f(x),Ψ(g(x))]
(B.1)
Where f(x) is the original image function, g(x) the noisy image and Ψ the noise
142(a)
(b)
Figure B.1: The original image of ‘girl’ (a) and the same image of corrupted by 10%
impulsive noise (b).
143reduction operator. MSE, the mean square error is calculated by the following:
MSE[f(n,m),g(n,m)] =
1
NM
N−1 X
n=0
M−1 X
m=0
[f(n,m) − g(n,m)]2 (B.2)
where N and M are the horizontal and vertical dimensions of the image respec-
tively. Using this measure of noise reduction we reward the removal of noise whilst
penalising distortion that is necessarily introduced in any ﬁltering process.
The median ﬁlter replaces the grey level of each pixel with the median grey level in
the speciﬁed neighbourhood of said pixel. Taking for each pixel the central value
of the set of ordered values, the ﬁlter has the eﬀect of smoothing the image whilst
preserving the ‘sharpness’ of the edges. In this study, a median ﬁlter of size n will
imply that a square neighbourhood of size n×n has been used. Note also that only
odd values of n have been used as neighbourhoods of even dimensions do not permit
symmetry. A plot of SNRgain as a function of size is given in Figure B.2 from which
it is clear that the median ﬁlter is most eﬀective for this particular image when the
median is taken over a 3 × 3 neighbourhood giving an increase of 17.8dB. Larger
neighbourhoods introduce distortion artefacts and as such limit SNRgain. Figure B.3
shows the noisy image of ‘girl’ after median ﬁltering using a 3 × 3 neighbourhood
from which it is clear that most of the noise has been successfully removed, but also
ﬁne textures such as the fur of the stuﬀed toys have lost some of their deﬁnition.
The morphological open-closings used will be of two types, the ﬁrst using a square
structuring element as in the median ﬁlter, but the second will use orthogonal line
structuring elements for the opening and closing stages; a novel adaptation which
signiﬁcantly improves the noise reduction. In order to analyse the eﬀect of mor-
phological ﬁlter on the noisy image, we concentrate on the section given in Figure
B.4(a). A section of the noisy image after opening with a 3 × 3 square structuring
element is given in ﬁgure B.4(b) in which we note that although the ‘salt’ noise,
consisting of regional maxima, has been removed, other regional maxima relating
to image information have also been removed and the ‘pepper’ noise has increased
in size. This is due to the fact that in the erosion not only are regional maxima
shrunk in size, but by duality regional minima are enlarged and the pixels between
closely spaced ‘pepper’ pixels are given the grey level 0. Once these bridges have
been formed it is not possible for the dilation operation to remove them and we are
eﬀectively throwing away the information present in the original image. The result
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Figure B.2: The increase in signal to noise ratio SNRgain as a function of neighbour-
hood, structuring element size, area or λ.
Figure B.3: The noisy image of ‘girl’ presented in Figure B.1(b) after median ﬁltering
with a 3 × 3 neighbourhood.
145(a) (b) (c)
Figure B.4: An enlarged section of the corrupted image of ‘girl’ (a), the opening (b)
and open-closing (c) thereof.
(a) (b) (c)
Figure B.5: An enlarged section of the corrupted image of ‘girl’ (a), the opening
thereof by a 1×3 structuring element and (b) and open-closing with orthogonal line
elements of length 3 (c).
is that in closing the image with a 3×3 structuring element the ‘pepper’ noise made
larger by the opening cannot be removed and in some cases is made worse (Figure
B.4(c)). Note that a similar eﬀect will result in the close-opening of the image, but
it is the ‘salt’ noise which will remain. One method of improving the removal of
impulsive noise is to use orthogonal line structuring elements. Figure B.5(b) shows
the result of opening the same section of the image ‘girl’ as in the previous example
with a structuring element of size 1 × 3. Note that all the ‘salt’ noise has been
removed as in the previous example but also that the ‘pepper’ noise has not been
enlarged in the horizontal direction and thus can in the most part be easily removed
using a structuring element of dimensions 3 × 1 as in ﬁgure B.5(c). The increase
in signal to noise ratio as a function of structuring element size n, describing struc-
turing elements of size n × n in the square case and line structuring elements of
146length n in the orthogonal case, is given on the same plot as the results for the
median ﬁlter in Figure B.2. It is clear from these traces that orthogonal structuring
element strategy outperforms the square, the square technique having a maximum
increase of 12.0dB using a 2 × 2 structuring element and the orthogonal strategy
resulting in an increase of 12.8dB using structuring elements of length 4. However,
it is clear from Figure B.2 that neither morphological strategy performs better than
the median ﬁlter. Figure B.6 shows the noisy image of ‘girl’ after morphological
ﬁltering with a square structuring element of size 2 and orthogonal structuring ele-
ments of length 4. It is noted that the square structuring element has left signiﬁcant
amounts of ‘pepper’ noise in the image. Whilst the orthogonal structuring elements
have been more successful in this respect, the distortion of the image is signiﬁcant,
most notably in the suppression of highlights such as those on the plastic rings.
The results for the area open-closing of the noisy image are also presented in terms
of the increase in signal to noise ratio as a function of area in ﬁgure B.2. It may
be expected that since impulsive noise aﬀects isolated pixels, an area threshold of 1
should result in the maximum removal of both ‘salt’ and ‘pepper’ whilst disturbing
image content the least. However, closer inspection of the noisy image (Figure
B.1(a)) shows that the impulsive noise has in fact aﬀected several image regions of
more than one pixel in size. As such, the best increase according to our measure
is achieved for an area threshold of 5 and yields a 19.9dB increase, more than 2dB
greater than the median ﬁlter. Figure B.7 shows the result of performing an area
open-closing with this area threshold.
Using the λ-max operator regional maxima with a grey level diﬀerence from their
highest neighbouring region greater than λ are decreased by λ grey levels. The
λ-min operator has the dual eﬀect on regional minima. By performing the λ-max
and λ-min operators in succession we have another open-closing ﬁlter capable of
removing salt and pepper noise. The drawback of this ﬁlter is that regional extrema
are suppressed by only λ grey levels and as such a large value of λ is required. This
is notable in the plot of SNR increase as a function of λ presented in Figure B.2 in
which the noise reduction has not reached a maximum before λ = 10. Figure B.8
shows the plot of noise reduction as a function of λ for values of λ up to 100. The
maximum noise reduction is achieved for λ = 64 and provides an increase of 2.8dB,
a value far below those achieved thus far. This value is due simply to the fact that
147(a)
(b)
Figure B.6: The noisy image of ‘girl’ after morphological ﬁltering with a square
structuring element of size 2 (a), and orthogonal structuring elements of length 4
(b).
148Figure B.7: The noisy image of ‘girl’ after application of an area open-closing with
area threshold 5.
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Figure B.8: The increase in signal to noise ratio SNRgain after application of the
λ-max ﬁlter to the image of ‘girl’ corrupted with 10% impulsive noise as a function
of λ.
149Figure B.9: The noisy image of ‘girl’ after ﬁltering with the λ-max / λ-min ﬁlter
with λ = 64.
a value of λ = 64 results in signiﬁcant distortion of the image information, a fact
which is clear from Figure B.9 in which the noise is still clearly visible.
The ﬁnal strategy we shall employ involves the application of the adaptive λ-max
and adaptive λ-min operators. In the case of the adaptive λ-max operator, regional
maxima are suppressed not only by λ grey levels, but by their diﬀerence in grey level
from their highest neighbour. The adaptive λ-min operator has the dual eﬀect on
the image’s regional minima. The results of the application of the adaptive λ-max
/ λ-min operators are presented in Figure B.2 from which it is clear that the ﬁlter
outperforms all other strategies giving an increase of 20.8dB. The noisy image of
girl after ﬁltering using this strategy is presented in Figure B.10.
The maximum attainable noise reduction for each noise reduction strategy are pre-
sented along with the parameter used to achieve it in Table B.1
150Figure B.10: The noisy image of ‘girl’ after ﬁltering with the adaptive λ-max /
λ-min ﬁlter with λ = 1.
Method Parameter SNRgain
Median Filter 3 × 3 17.9dB
Morphological Square SE 2 × 2 12.0dB
Morphological Orth. Line SEs 1 × 4 / 4 × 1 12.8dB
Area open-closing a = 5 19.9dB
λ-max / λ-min λ = 64 2.8dB
Adaptive λ-max / λ-min λ = 1 20.8dB
Table B.1: A table of maximum noise reduction attainable for various strategies
acting upon the ‘noisy’ image of ‘girl’ presented in Figure B.1(a).
151Appendix C
Additional Results of the
Adaptive λ-max and Grey Scale
Merging Operators
This appendix contains further examples of segmentations achieved using the adap-
tive λ-max operator followed by the grey scale-merging operator as presented in
Section 4.3. The results are chosen to correspond with the minima of the weighted
total coding cost surfaces for the stated value of α. The result of the segmentation
of the image ‘boat’ with α = 0.75 is omitted since is describes a single region (see
Table 4.1. All the original images are 256 × 256 pixels and though the resulting
outline images are necessarily larger, they have been scaled accordingly.
152(a) Original
(b) α = 0.5 Mean replaced. (c) α = 0.5 Outline.
153(d) α = 0.6 Mean replaced. (e) α = 0.6 Outline.
Figure C.1: The original image of ‘boat’ (a) and the mean replaced and outline
images for α = 0.5, 0.6 and 0.75 (b) to (g).
154(a) Original
(b) α = 0.5 Mean replaced. (c) α = 0.5 Outline.
155(d) α = 0.6 Mean replaced. (e) α = 0.6 Outline.
(f) α = 0.75 Mean replaced. (g) α = 0.75 Outline.
Figure C.2: The original image of ‘clown’ (a) and the mean replaced and outline
images for α = 0.5, 0.6 and 0.75 (b) to (g).
156(a) Original
(b) α = 0.5 Mean replaced. (c) α = 0.5 Outline.
157(d) α = 0.6 Mean replaced. (e) α = 0.6 Outline.
(f) α = 0.75 Mean replaced. (g) α = 0.75 Outline.
Figure C.3: The original image of ‘lenna’ (a) and the mean replaced and outline
images for α = 0.5, 0.6 and 0.75 (b) to (g).
158(a) Original
(b) α = 0.5 Mean replaced. (c) α = 0.5 Outline.
159(d) α = 0.6 Mean replaced. (e) α = 0.6 Outline.
(f) α = 0.75 Mean replaced. (g) α = 0.75 Outline.
Figure C.4: The original image of ‘toys’ (a) and the mean replaced and outline
images for α = 0.5, 0.6 and 0.75 (b) to (g).
160(a) Original
(b) α = 0.5 Mean replaced. (c) α = 0.5 Outline.
161(d) α = 0.6 Mean replaced. (e) α = 0.6 Outline.
(f) α = 0.75 Mean replaced. (g) α = 0.75 Outline.
Figure C.5: The original image of ‘tree’ (a) and the mean replaced and outline
images for α = 0.5, 0.6 and 0.75 (b) to (g).
162Appendix D
Additional Results of the
Entropy Minimising Operator
This appendix contains further examples of segmentations achieved using the en-
tropy minimising operator as presented in Section 4.3. The results presented corre-
spond to values of α = 0.5, 0.6 and 0.75 though results for the image of ‘tree’ are
omitted since they are as the original for α = 0.5 and a single region for α = 0.75
(see Table 4.2). All the original images are 256×256 pixels and though the resulting
outline images are necessarily larger, they have been scaled accordingly.
163(a) Original
(b) α = 0.5 Mean replaced. (c) α = 0.5 Outline.
164(d) α = 0.6 Mean replaced. (e) α = 0.6 Outline.
(f) α = 0.75 Mean replaced. (g) α = 0.75 Outline.
Figure D.1: The original image of ‘boat’ (a) and the mean replaced and outline
images for α = 0.5, 0.6 and 0.75 (b) to (g).
165(a) Original
(b) α = 0.5 Mean replaced. (c) α = 0.5 Outline.
166(d) α = 0.6 Mean replaced. (e) α = 0.6 Outline.
(f) α = 0.75 Mean replaced. (g) α = 0.75 Outline.
Figure D.2: The original image of ‘clown’ (a) and the mean replaced and outline
images for α = 0.5, 0.6 and 0.75 (b) to (g).
167(a) Original
(b) α = 0.5 Mean replaced. (c) α = 0.5 Outline.
168(d) α = 0.6 Mean replaced. (e) α = 0.6 Outline.
(f) α = 0.75 Mean replaced. (g) α = 0.75 Outline.
Figure D.3: The original image of ‘lenna’ (a) and the mean replaced and outline
images for α = 0.5, 0.6 and 0.75 (b) to (g).
169(a) Original
(b) α = 0.5 Mean replaced. (c) α = 0.5 Outline.
170(d) α = 0.6 Mean replaced. (e) α = 0.6 Outline.
(f) α = 0.75 Mean replaced. (g) α = 0.75 Outline.
Figure D.4: The original image of ‘toys’ (a) and the mean replaced and outline
images for α = 0.5, 0.6 and 0.75 (b) to (g).
171(a) Original
(b) α = 0.6 Mean replaced. (c) α = 0.6 Outline.
Figure D.5: The original image of ‘tree’ (a) and the mean replaced and outline
images for α = 0.5 (b) and (c).
172Appendix E
Additional results for the
Gradient Smoothing Watershed
Segmentation Scheme
This appendix presents further examples of the segmentations produced using the
gradient smoothing and watershed transform segmentation scheme presented in Sec-
tion 5.2 for values of α = 0.5, 0.6 and 0.75. Images for the segmentation of the image
of both ‘boat’ and ‘toys’ using α = 0.6 have been omitted as the results are identical
to those produced using α = 0.5. Images for the segmentations of the image of ‘tree’
for α = 0.6 and 0.75 are omitted as they result in a single region. All the original
images are 256 × 256 pixels and though the resulting outline images are necessarily
larger, they have been scaled accordingly.
173(a) Original
(b) α = 0.5 Mean replaced. (c) α = 0.5 Outline.
174(d) α = 0.75 Mean replaced. (e) α = 0.75 Outline.
Figure E.1: The original image of ‘boat’ (a) and the mean replaced and outline
images for α = 0.5 and 0.75 (b) to (e).
175(a) Original
(b) α = 0.5 Mean replaced. (c) α = 0.5 Outline.
176(d) α = 0.6 Mean replaced. (e) α = 0.6 Outline.
(f) α = 0.75 Mean replaced. (g) α = 0.75 Outline.
Figure E.2: The original image of ‘clown’ (a) and the mean replaced and outline
images for α = 0.5, 0.6 and 0.75 (b) to (g).
177(a) Original
(b) α = 0.5 Mean replaced. (c) α = 0.5 Outline.
178(d) α = 0.6 Mean replaced. (e) α = 0.6 Outline.
(f) α = 0.75 Mean replaced. (g) α = 0.75 Outline.
Figure E.3: The original image of ‘lenna’ (a) and the mean replaced and outline
images for α = 0.5, 0.6 and 0.75 (b) to (g).
179(a) Original
(b) α = 0.5 Mean replaced. (c) α = 0.5 Outline.
180(d) α = 0.75 Mean replaced. (e) α = 0.75 Outline.
Figure E.4: The original image of ‘toys’ (a) and the mean replaced and outline
images for α = 0.5 and 0.75 (b) to (e).
181(a) Original
(b) α = 0.6 Mean replaced. (c) α = 0.6 Outline.
Figure E.5: The original image of ‘tree’ (a) and the mean replaced and outline
images for α = 0.5 (b) and (c).
182Appendix F
Additional Results of Wavelet
Based Noise Removal
This appendix presents further results of the wavelet based noise reduction scheme
presented in Section 5.3 using both the adaptive λ-max gradient smoothing and
adaptive λ-max open-closing / grey scale-merging segmentation strategies. All im-
ages are contaminated by Gaussian white noise of standard deviation 15 prior to
segmentation and subsequent noise reduction.
F.1 Adaptive λ-max Gradient Smoothing Segmentation
183(a) (b)
(c) (d)
Figure F.1: The original image of ‘boat’ (a) the contaminated image (b) and the
outline (c) and enhanced images (d) corresponding to the ‘best’ noise reduction.
184(a) (b)
(c) (d)
Figure F.2: The original image of ‘clown’ (a) the contaminated image (b) and the
outline (c) and enhanced images (d) corresponding to the ‘best’ noise reduction.
185(a) (b)
(c) (d)
Figure F.3: The original image of ‘lenna’ (a) and the outline (b) and enhanced
images (c) corresponding to the ‘best’ noise reduction.
186(a) (b)
(c) (d)
Figure F.4: The original image of ‘toys’ (a) the contaminated image (b) and the
outline (c) and enhanced images (d) corresponding to the ‘best’ noise reduction.
187(a) (b)
(c) (d)
Figure F.5: The original image of ‘tree’ (a) the contaminated image (b) and the
outline (c) and enhanced images (d) corresponding to the ‘best’ noise reduction.
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