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Abstract 
Language identification (LI) is a phase of natural language processing. Although LI is formerly studied, there is still much work 
to do for better performance. The purpose of this study is to present low dimensional feature set which is built from letters and 
diacritics and suitable classification algorithm (C-SVC, MLP or LDA) with it for high performance. In addition, a weight factor 
has been integrated to language identification system for increasing the performance. Experiments have been done on ECI 
corpus. Weight factor has increased the classification accuracies. The most accurate and the fastest method is C-SVC for our 
feature set. 
© 2011 Published by Elsevier Ltd. 
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1. Introduction 
      With the development of the internet, trade relations have increased and language identification for unknown 
languages have become necessary. Language identification can be divided into two parts as written language 
identification and spoken language recognition. This study is related to written language identification. Approaches 
to written language identification are linguistic and statistical. In this separation, classification and the other machine 
learning techniques are considered in statistical approach. These approaches have some advantages and 
disadvantages. For example, linguistic approaches include special words and characters (alphabets of languages) 
related to language in addition syntactical structures. This approach works with knowledge-based on language rules 
based. Statistical approaches works with frequencies and distributions of words and characters that constitute the 
language. Statistical methods do not give much knowledge to linguists. However, these approaches help for the 
mathematical modelling of languages. Linguistic methods need linguists and language experts. Namely, linguistic 
methods are not generalized and they don’t have generalization abilities. However, in these methods, special 
keywords of languages increase language identification performance. Statistical methods are not interested in the 
meaning of documents. They are usually content-free. The biggest disadvantage of the statistical methods is failure 
in the discrimination of similar languages [1]. If we combine the advantages of these approaches, we can build new 
language identification systems that are faster and more accurate.  
There are two objectives of this study. First, to put forward a hybrid feature set that combines the advantages of 
linguistic and statistical approaches. Second, to find the machine learning method which gives the most successful 
results in the language identification problem. For comparison, utilized machine learning methods are SVM 
(Support Vector Machines), MLP (Multi Layer Perceptron) and LDA (Linear Discriminant Analysis). Hybrid 
feature set contains letters and some diacritics. Diacritics maintain linguistic knowledge for feature set. Statistical 
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methods are used for transformation of letter and diacritics. Thus, two approaches merge in a single system. In 
addition to that, the effect of a factor called weighting factor has been examined. 
2. Related Works 
Up to now various researches are studied in language identification. In 1988, Beesley [2] studied with four 
languages (English, Spanish, French and Portuguese) and used 2, 3, 4 and more letters for language identification. 
Dunning [3] studied on English and Spanish and developed language identification system by using Bayesian 
classifier. In that study, where character strings are used, 92% identification accuracy is reached for 50 KB training 
data and 20 byte test data. The final performance for 500 byte has 99.9% accuracy. Moreover, accuracy is 97% for 5 
KB training data and 500 byte test data. Combrinck and Botha [4] represented a text based language identification 
system for 12 languages. System is based on transition vectors. Transition vector occurs from one or more 
characters. The most frequent character strings are used like n-grams. System builds histograms from a lot of hits for 
transition vectors of each language. Adams and Resnik [5] proposed a system that adds language labels for all 
documents dynamically and tokenize World Wide Web pages. For this reason, all 5-grams have been extracted from 
220 KB training data and the reached accuracy is 98.68% for the test data of 100-500 byte. With same training data, 
another test has been done and the accuracy has been 98.32% for 3-grams. Prager [6] proposed Linguini system that 
uses a vector space based classifier. Cosine similarity function has been used for determining language from the 
given feature vector. Linguini uses produced dictionaries from training texts. Features are character level n-grams, 
words, and a combination of these. When the system runs with only character n-grams, 4-grams give the best results. 
In case of using words, longer words give better results than smaller ones. Xafopoulos et al. [7] have proposed an 
HMM (Hidden Markov Model) based language identification system for character strings. This system does 
automatic language detection on web documents. In the experiments, English, German, French, Spanish and Italian 
are used. For 140 byte test data 99% accuracy is reached. Another language identification study that is proposed by 
Takci and Soğukpınar [8], a centroid-based text categorization algorithm has been used for four languages. These 
languages are English, French, German and Turkish. For 500 KB training data, 98% accuracy has been reached. 
Their method uses 22 letters. When the size of test data gets small, accuracy falls. 
3. Our Feature Set and Weighting Factor 
Our model will support nine languages and our feature set will be built from letters and diacritics of nine 
languages. Each document which is to be classified is transformed into a document letter frequency vector. 
Dimensions of this vector are suitable to our feature set which is obtained from nine languages. Using our feature set 
will give better result than using alphabet of single language such as Roman alphabet. By using our feature set, 
related letters will be able to be utilized in language identification and better performance will become available. In 
addition, a factor called weighting factor will be used for better performance. This factor is novel. In our study each 
letter will be presented by a different weight. The weighting factor of the letter which passes in more languages 
(nine languages) will be smaller. Weighting is useful for more successful discriminations. The effect of the weight 
factor will be examined in the experiments. 
 
‘A’, ‘À’, ‘Á’, ‘Â’, ‘Ã’, ‘Ä’, ‘Å’, ‘Æ’, ‘B’ , ‘C’, ‘Ç’, ‘D’, ‘E’, ‘È’, ‘É’, ‘Ê’, ‘Ë’, ‘F’, ‘G’, ‘Ğ’, ‘H’, ‘İ’, ‘I’,  ‘Ì’, ‘Í’ , ‘Î’, 
‘Ï’, ‘J’, ‘K’, ‘L’, ‘M’, ‘N’, ‘Ñ’, ‘O’, ‘Ò’, ‘Ó’, ‘Ô’, ‘Õ’, ‘Ö’, ‘P’, ‘Q’, ‘R’, ‘S’, ‘Ş’, ‘T’, ‘U’, ‘Ù’, ‘Ú’, ‘Û’, ‘Ü’, ‘V’, 
‘W’, ‘X’, ‘Y’, ‘Ÿ’, ‘ß’, ‘Ø’, ‘Z’, ‘’’’ 
 
Fig.1. Our feature set 
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3.1. Integration of  Weight Vector 
Integration of weighting factor is important because some letters is more valuable than the others. Weight values 
are obtained from letter frequencies of training documents. And these values are used in classification or detection 
phase. Integration of weight factor has two phases: finding of weight coefficients (ci) and integration of these 
weights to system is the first phase. Obtaining dij values is the second phase.  
Mathematical notation  
 
iÆ language index 
jÆ document index  
kÆ letter index 
lÆ #language 
niÆ #training documents in ith language  
mÆ# letters 
ciÆweight factor vector for ith language 
cikÆ weight factor for kth letter in ith language 
frijÆ frequency vector for jth document in ith language  
dijÆ weighted frequency vector for jth document in ith language 
 
Weight value of each letter is computed separately and when all weights are found, language weight vector is 


















c                  (1) 
 
Language weight vector consists of a set of the values which is obtained in equation 1. In fact, the calculated 
frequencies in equation 1 can be called inter-frequency. With this equation, weights of the infrequent letters 
increases. Frequent letters increase the denominator of equation 1 and weight value decreases whereas denominator 
is small for infrequent letters and weight values for them increases. 
 
ci=(ci1, ci2, …, cim)                   (2) 
 
Transformed values are obtained with equation 3. Equation 3 is the end phase of integration.  
 
dij= frij x ci                                                                                                                                                                                                                                                     (3) 
The effect of increased and decreased weight values are integrated to system. Thus, more successful results are 
obtained. 
4. Our Method 
Our method was evaluated on European Corpus Initiative (ECI) multilingual corpus [9], which is one of the most 
widely used corpora in language identification studies. Before obtaining experimental data, some irrelevant parts of 
data are cleaned from data. Punctuation marks, space character, digits etc. are cleaned away. Documents of each 
language are divided into texts of different sizes. Document text sizes are; 30, 60, 90, 100, 120, 180 and 500 
characters. For each size, 200 texts are prepared. Training and test data ratio is 70% and (1265 documents) and 30% 
(543 documents) respectively. 
Since our proposed method is letter based, the feature set consists of letters. This includes letters and diacritics. 
Diacritics contain language related information. These increase the classification accuracy.  
There are several methods for data transformation but we have summarized them. According to feature set, each 
text is transformed into relative frequency. In addition, in this study weight factor is a component of transformation.   
A suitable model is necessary for presentation of the transformed data.  Thus, vector space model has been 
selected as presentation model [10]. Then, each training and test data will be presented by document frequency 
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vector. Dimensions of the document frequency vector save the count of letter repetition. This operation is done on 
training and test data in the same way. One difference between training and test documents is that, training 
documents have a language label. 
4.1. Classification Algorithms 
In this study, language identification has been dealt as a classification problem and the problem has been solved 
by helping three classification algorithms. First of them is a kernel based classification algorithm (SVM – Support 
Vector Machines), the other one is neural net based algorithm (MLP – MultiLayer Perceptron) and the last one is a 
statistical based classifier (Linear Discriminant Analysis). In the data mining phase, performances of classification 
algorithms and feature set have been measured. 
C-SVC (SVM for classification): Kernel methods are one class of algorithms for pattern recognition. The best 
known of these type algorithms is support vector machines. SVM is a supervised classification method [11]. 
Sometimes SVM is also used for textual data classification [12].  SVM is more comprehensible than neural nets and 
its performance is higher. 
MLP (multilayer perceptron): Multilayer perceptron is a feed forward neural net model [13]. MLP has been 
developed for nonlinear cases. There are at least three layers in MLP. These are input, hidden and output layers. 
Owing to nonlinear activation functions, it can easily classify nonlinear data. Since MLP is an appropriate method 
for classification, it can be used for language identification. 
LDA (linear discriminant analysis): Linear discriminant analysis is a supervised method and it is used in machine 
learning and statistical applications. It finds linear composition of features. The best discrimination of two or more 
classes is found by using LDA. This method is sometimes used as linear classifier and sometimes for dimension 
reduction [14]. Because of suitable properties of the method LDA, it has been used for Language Identification. 
5. Result and Evaluation 
Data which is used from ECI corpus is used in experiments. A machine learning software which is called Tanagra 
1.4.2 [15] is used for data mining tests. Each algorithm was tested for different size texts. In the evaluation of 
experimental results, cross validation tests are applied. The results are shown in the Table 2’s left part. In addition 
weight factor is applied same test data and the results have given in Table 2’s right part. 
 
Table 2. Before weight factor (Accuracy Rate %) and After Applying Weight Factor (Accuracy Rate %) 
  
                                                                          Before Weight Factor (Accuracy Rate %)                                                        After Applying Weight Factor (Accuracy Rate %) 
Language Method < 30 60 90 100 120 180 180 > <30 60 90 100 120 180 180> 
 C-SVC 80,50 94,00 98,50 98,00 98,00 100,00 100,00 99,00 99,50 100,00 100,00 100,00 100,00 100,00 
English MLP 75,50 91,00 96,50 98,00 99,00 100,00 100,00 94,00 99,50 100,00 100,00 100,00 100,00 100,00 
 LDA 77,00 91,50 98,00 96,50 99,00 100,00 100,00 90,00 98,00 99,00 99,50 100,00 100,00 100,00 
                
 C-SVC 80,00 92,50 98,00 99,00 97,50 99,00 100,00 96,50 99,00 100,00 100,00 100,00 100,00 100,00 
French MLP 76,50 88,00 97,00 98,50 99,00 99,50 100,00 95,50 96,50 100,00 100,00 100,00 98,00 100,00 
 LDA 73,50 85,50 94,00 94,50 95,00 97,50 99,54 
 
87,50 95,00 99,50 99,50 100,00 100,00 98,00 
 C-SVC 72,50 93,00 95,00 97,01 98,50 100,00 100,00 89,50 100,00 100,00 99,50 100,00 100,00 100,00 
German MLP 65,50 87,00 95,00 95,52 97,00 97,50 100,00 90,50 99,00 97,00 99,00 99,00 100,00 98,00 
 LDA 60,50 83,50 91,50 96,02 96,50 100,00 100,00 92,50 99,00 100,00 99,50 100,00 100,00 99,00 
                
 C-SVC 72,00 87,50 94,50 96,02 95,00 99,50 100,00 95,00 98,50 100,00 99,00 100,00 100,00 100,00 
Dutch MLP 66,00 85,50 97,00 94,53 94,50 97,00 100,00 92,50 99,50 98,50 99,00 99,50 99,50 100,00 
 LDA 77,00 89,00 94,50 95,02 96,00 99,00 100,00 
 
92,50 99,50 100,00 98,50 99,50 100,00 100,00 
 C-SVC 72,00 86,00 93,50 95,02 96,50 98,00 99,50 86,50 97,50 100,00 99,00 100,00 100,00 100,00 
Italian MLP 64,00 82,50 94,00 92,04 95,50 97,00 99,50 88,50 97,50 100,00 99,00 100,00 100,00 99,00 
 LDA 80,00 88,00 93,50 93,53 97,50 99,00 99,50 
 
96,00 99,50 100,00 99,50 100,00 100,00 100,00 
 C-SVC 76,00 89,00 92,50 98,00 95,00 98,00 100,00 91,50 97,50 97,50 98,50 99,00 100,00 99,50 
Portuguese MLP 70,50 90,50 94,00 95,50 94,50 97,50 99,54 92,50 95,50 98,00 98,50 98,00 98,50 96,50 
 LDA 67,00 81,50 88,00 99,00 88,50 95,00 99,09 
 
84,00 95,50 97,00 97,50 98,50 99,00 100,00 
 C-SVC 94,50 98,50 99,00 99,50 99,00 100,00 100,00 98,00 99,50 100,00 99,00 100,00 100,00 100,00 
Turkish MLP 89,50 97,50 99,00 99,50 100,00 96,00 100,00 97,00 99,50 100,00 98,50 100,00 99,00 100,00 
 LDA 87,00 97,50 99,00 98,51 100,00 100,00 100,00 
 
97,00 99,00 100,00 97,50 100,00 100,00 100,00 
 C-SVC 71,00 81,50 93,50 95,00 96,00 99,00 100,00 85,50 98,00 99,50 96,50 99,50 100,00 100,00 
Spanish MLP 58,50 79,00 92,00 89,50 92,50 91,50 100,00 82,00 90,00 95,50 94,00 96,50 96,00 99,50 
 LDA 53,50 70,00 88,50 83,50 91,00 95,50 99,54 67,50 85,00 96,50 93,50 98,00 99,00 100,00 
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 C-SVC 79,00 96,00 98,00 98,98 99,50 100,00 100,00 99,00 99,50 100,00 99,00 100,00 100,00 100,00 
Swedish MLP 85,00 93,50 98,00 98,98 99,50 98,50 100,00 96,00 99,50 100,00 98,00 100,00 100,00 100,00 
 LDA 80,50 92,50 96,00 97,45 97,50 99,00 99,09 89,50 99,50 99,00 97,50 99,50 100,00 99,00 
 
These values are applicable but accuracy is bad for short texts. Especially if text sizes are shorter than 100 byte 
then results are not good. Applying weight factor has increased language identification success in short texts. Table 
2 shows the differences in accuracy between tests carried out with and without weight factor. 
Accuracy is a performance criterion. According to accuracy, the best classification algorithm for the proposed 
feature set is C-SVC. The other performance criterion is speed. 1800 test documents with lengths of 500 bytes are 
classified by using three classification algorithms and algorithms’ runtimes are saved. Average process times are 
shown in Table 3. 
Table 3. Process Times for Methods 
 
Method  Process Time  
C-SVC 5588 ms 
MLP 20689 ms 
LDA 5278 ms 
       
According to speed, the best methods are LDA and C-SVC. MLP is the slowest of them. The best method for 
accuracy and the fastest one is C-SVC. 
6. Conclusion 
Up to now, in language identification studies, experiments have been done for different feature sets and different 
sized texts.  In this study novel feature set has been proposed and this feature set has been used for three 
classification algorithms. Proposed feature set is not successful in short texts. Therefore weight factor has been 
integrated to system. Experiments show that proposed novel feature set is usable and weight factor increases 
classification accuracy. Moreover, the most suitable classification algorithm with our proposed feature set is C-SVC. 
Our proposal for language identification is hybrid feature set, weight factor accessory and SVM algorithm. 
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