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Abstract
In this thesis, a new state-space model and motion control algorithm are developed
from first principles for the improvement of the seakeeping performance of high-speed
vessels equipped with lifting appendages that are actively controlled in regular and
random waves.
A ship at sea can experience all the translational and rotational modes of motion
that are undesirable, yet unavoidable. These motions have been of great concern to
the navies and other organizations engaged in shipping for decades and need to be
dealt with through the use of a control system. In this work, a new general purpose
state-space control-oriented time domain model for the ship motions is introduced. A
discrete auto-regressive state-space model is developed using the state-of-the-art lin-
ear seakeeping simulation method SWAN. Novel features of this state-space model are
its ability to capture all free-surface memory effects present in the seakeeping prob-
lem, its coupling with the theoretical framework of Linear Quadratic (LQ) controllers
and its efficient implementation.
The development from first principles of a reliable ship motion control simulation
method based on SWAN and its coupling with LQ controllers used to actively regulate
the angle of attack of lifting appendages, circumvents the need to perform sea trials
or model experiments that are harder, time-consuming and expensive to carry out.
The performance of the method is illustrated for a catamaran vessel fitted with
bow and stern hydrofoils. Simulations of the vessel motions were performed with and
without the effect of the controller in regular and random waves. It is concluded that
the combination of the proposed state-space model with the LQ controller was very
effective in reducing the undesired motions of the vessel in waves over a wide range
of wave frequencies and ship speeds.
Thesis Supervisor: Paul D. Sclavounos
Title: Professor of Naval Architecture
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Chapter 1
Introduction
A ship at sea can experience all the translational and rotational modes of motion that
are undesirable, yet unavoidable. These motions have been of great concern to the
navies and other organizations engaged in shipping for decades. The sea state has
considerable effects on the ship response that may result in slamming, mechanical fa-
tigue, seasickness, even reliability problems with the use of military systems onboard.
Depending on the hull type, the roll motion for monohulls and heave/pitch motions
for twin- and multi-hulls are of concern in the design of high-speed passenger ferries
and commercial ships carrying sensitive cargo, as well as military ships performing
critical tasks whatever the sea conditions are. The ideal situation would be to have no
motions at all except progress at the desired speed in the right direction. Therefore
the undesirable motions need to be dealt with through the use of a control system.
Over the years, many control systems have been developed and tried. Among
them, the active stabilizer systems are the ones that gained greater attention due
to the fact that their effectiveness increases as the vessel speeds up. Note that high
speed has recently become a standard in modern shipping. Active stabilizer systems
use one or more pairs of hydrofoil shaped fins projecting from the vessel's bilge area or
placed under the keel with struts along the hull. No matter how the configuration is,
the main idea stays the same. The control system senses what movement is needed to
return the vessel to its equilibrium position, and signals to rapid operating hydraulic
cylinders to alter the angle of the fins accordingly. The angle of the fins in the water
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flow determines how much force they produce and whether this force is upward or
downward.
How the control signal is determined is a vital process of any control system. It
depends on several factors including the control-oriented mathematical system model,
the control mechanism model, and the control algorithm. The designer decides what
control algorithm to be employed based on the performance criterion chosen. But, the
accuracy of control-oriented mathematical model of the system is the key to obtaining
the most appropriate control signal out of the control algorithm for the motion control
system. Since the control signal for the real ship system will be produced based on
the mathematical model of it, it is highly necessary for the mathematical model to
represent the dynamics of the real system as realistically as possible. Here is one of
our biggest problems: The mathematical models used in the control algorithms have
been and still are not satisfactory enough due to the complexity of the ship motions
and the assumptions made during model generation processes.
In this thesis, a new technique to generate a satisfactory control-oriented time do-
main mathematical model of ship motions for the controller design is developed. The
controller designs will be performed for high-speed monohull/catamaran combining
the new technique with SWAN (Ship Wave ANalysis), a state of the art seakeeping
panel code, and LQ regulators to develop robust and efficient active motion con-
trol systems. First, it will be shown that the new technique produces a superior
mathematical model of the system that is, all the same, suitable to be used in con-
trol algorithms. Then, the effectiveness of the newly-generated active motion control
systems will be set forth.
Direct experiments on ships as well as scaled-down model tests, while they are
valuable, are time consuming and expensive, even dangerous. Also it is not practical
at all to wait for an extreme event to occur in real life. That makes reliable simulation
tools very handy and valuable for the motion control studies. The modifications in
SWAN will result in a code that is robust and reliable for controlled ride simulations
for high-speed monohulls and catamarans in the time domain as will be explained in
chapter 6.
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In chapter 2, brief overviews of the seakeeping problem, optimal control theory
with emphasis on LQ regulators, SWAN panel method code, and autoregressive mod-
els are given to supply required background information.
In chapter 3, a review of state of the art in ship motion modeling and ship motion
control systems are given and organized by ideas.
In chapter 4, a concise statement of the problem is given and justification of my
thesis problem is shown by comparing it with the state of the art works. A further
discussion of why it is worthwhile to answer this question is also made.
In chapter 5, the solution to the ship motion modeling problem is given in detail.
Discussions on the selection of truncation time and discrete system time step are
included. Several free decay tests are performed to prove that it is a valid model.
In chapter 6, the solution to the motion control problem is given. The numerical
works on Matlab to form the autoregressive-type state-space model and to design
the LQ regulator as well as the improvements/modifications on SWAN leading to
SWAN-LQ are detailed.
In chapter 7, the conclusions, a summary of my contributions, a brief future work
sections are covered.
Remaining pages are for appendices and bibliography.
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Chapter 2
Background Information
This chapter is intended to provide background material needed to follow the thesis
for the readers without enough experience in any of the related areas.
2.1 Ship Seakeeping in the Time Domain
2.1.1 The Equations of Motion in the Time Domain
Before we start by formulating the complete mathematical problem, we make a major
assumption: 'linearity of the system'. Here, as Cummins [1] explained: "Linearity
implies that if the ship were subjected to a sum of two excitations, both sinusoidal at
the same frequency, the total response would be the sum of the separate responses".
Ogilvie [2] extended this assumption to cover excitations of any nature. "In particular,
if a ship is given an impulse of some kind, it will have a certain response lasting much
longer than the duration of the impulse. If the ship experiences a succession of
impulses, its response at any time is assumed to be the sum of its responses to the
individual impulses, each response being calculated with an appropriate time lag from
the instant of the corresponding impulse. ...In a sense, we find that the existence of
the free surface causes the physical system to have a 'memory': What happens at one
instant of time affects the system for all later times".
With the case of a ship with no forward speed, following Cummins, we let x
13
X3
Heave
Yaw
- - - - - - - - No. Uship
Surge
-* x
Roll
Figure 2-1: Coordinate System
represent the position vector of a point on the hull surface, S, measured in a fixed
reference system, and let x' be the position vector of the same point on S, measured
in a reference system moving with the hull. The transformation between these coor-
dinate systems, assuming the body motions are small and neglecting the second-order
quantities, can be expressed :
6
x - x' = aj (x, t),
j=1
where
ae (x, t) = X(t)i,
(y (t)[ij-3 X X],
where j(t) is the deflection in surge, sway, heave,
for j = 1, 2,..., 6.
j = 1, 2, 3
j= 4, 5, 6,
roll, pitch, and yaw, respectively,
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Sway
Pitch
X2
The velocity potential, .1(x, t) 1, must satisfy the following boundary conditions:
a radiation condition
6
= n- Z (x, t), on the hull,
j=1
2 =, onX 3 =0,at2 + z '-=0,0
for Xz 2 -+ 00,
IV4 -+ 0, X3 1 -+ oo.
By virtue of linearization, we can apply all boundary conditions on fixed domains.
For the problem stated above, Cummins proposed a solution in the following form.
6 6
Ob(XI t) :j(tV(x)=1 ()j (X) + Xj (X, t - T) j (-r) dr,j=1 j=1
where Oj (x) and Xj (x, t) have to satisfy the following conditions:
- 0,
On
n -i,
n -ij-
(2.2)
on x 3 = 0,
j = 1,2,3,
on So, (2.3)
3 x , j = 4,5,6,
with So is the mean position of the hull, and
a2 O+Xg = 0, onX 3 =0,at2  Ox3
ax = 0, on So
on
at+g aX
X O
= 0,
= 0,
(2.4)
onX3 = 0, for t= 0
for all x when t = 0,
It is not hard to show that the proposed solution 2.2, together with the conditions
2.3 and 2.4 satisfies the boundary conditions stated in equation 2.1. Even though
Cummins did not propose any method to determine those potentials at that time,
'4 is defined such that its gradient equals to the velocity vector.
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(2.1)
we can calculate them using numeric techniques as explained shortly in section 2.3.
In the case when the ship has forward speed, the solution is more complicated in
practice, but the approach is the same. The difficulty is due to the fact that the body
condition must be satisfied on the exact, instantaneous hull surface. Without going
into the details, we just state that a solution can be written, for non-zero forward
speed case, in the following form as stated in Cummins [1]:
6 6
<1(x,t) 1-Vx1 +VO(x)+EZ (t)1/ 3 (x) + Z gj(t)P2(x) (2.5)
j=1 j=1
6 6
+E x1i(x, t - ) j() dT + X2)(X, t -7) j(r) d,
j=1 j=1
The solution for non-zero speed case is analogous to the zero-speed case with
some corrective terms in the potential. In order to write the equations of motions, we
must calculate the pressure distribution on the hull and integrate it to find the forces
and moments. Anywhere in the fluid domain, the pressure is given by Bernoulli's
Equation:
- = &---- 9X3 + IV2 _ _ (V)2. (2.6)
p at 2 2
Using the solution in the equation 2.5 and assuming small motions, Bernoulli's
Equation 2.6 can be approximated, after some reduction, to first order by:
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- -Xg3 + V o (Vpoo)2
6E j 0i 2
j=1
- (t) [i 2 3 (x) + (-V0  + Vpo -* #jx
-Z)2 () + (-V a + VOX -V) ij -
j=1zf V aT+[V+(-V V 02j (X)] XijXt7)T
- J (r) [ +(-V +Vpo- V)] X2j(X, t - ) dTj=1 a x
The terms in the lines of the equation 2.7 represent steady pressure, acceler-
ation pressure, velocity pressure, displacement pressure, and convolution pressures
due to velocity and displacement, respectively. Cummins calculated the force and
moment components with respect to the moving axes and then transformed them in
the steadily translating Newtonian system using standard transformations. The form
of these forces and moments is as follows:
Xit) = - 6 pijj(t) + bij j(t) + cij (t) + j (T)Kij (t - -r) dT]
j=1 -
(2.8)
where Xi (t) represents the total hydrodynamic and hydrostatic force and moment
on the ship due to its own motions, piuj is a constant depending on ship geometry,
bij and cij are constants depending on ship geometry and forward speed, and Kij
is a function of ship geometry, forward speed, and time. Note that none of these
quantities depends on the past history of ship motions.
If we add the forces and moments in equation 2.8 to the forces and moments due
to incident waves, F(t), the equations of motion becomes:
17
6Zmijy (t) = Xi(t) + F (t), (2.9)
j=1
where mij is generalized mass.
Ogilvie [2] rewrites the equation 2.9 by combining the equation 2.8 in the following
form:
6 
t[(mij + [ij) j(t) + bij j(t) + cij j(t)+ j j(T) Ki2 (t - T) di. = F(t) (2.10)
j=1 _0
Looking at the equation 2.10, we can say, for convenience, that pij is the impulsive
added mass, bij and cij are the damping and restoring coefficients, respectively.
2.1.2 The Relations between Time and Frequency Domain
Descriptions
We should note that the so-called second order differential equations with frequency
dependent coefficients used to describe the ship motions, as in the following equation,
are not really differential equations, but basically a frequency-domain description.
6
Z [aij i (t) + bij ij (t) + cj x M(t)] = fi(t), i = 1, ... , 6 (2.11)
j=1
They are valid only if the right hand side varies sinusoidally over an infinite time
interval at a single frequency and if the constant coefficients on the left hand side have
the appropriate values for that frequency. These equations describe the frequency-
domain characteristics of the system.
Let us assume that the exciting forces are sinusoidal at frequency w. After enough
time, we can expect that all motions will be sinusoidal in time. We can write the
motions in time:
(t= cos(Wt + Ej),
where j and ej are constants. If we substitute this description into the equation 2.10,
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noting that the convolution integral in equation 2.10 can be written as
I tf .t j(r) Kij(t T) dT = 0j t -- r) Ki (r) dr
-00
=w j [cos(wt +Ej) jKi(,r) sinwTdr
- sin(wt + Ej) j Ki(r) cos wr dT],
the left hand side of the equation 2.10 becomes:
6
6 Cos(Wt + E[) -W2(M + [ij) + cj + wj Kij(-r) sin w dT
j=1
6 r
+ E jsin(Wt + fj) I-wbij - w o Kij (r) COS or drlj=1
6 r 1
6 Zj(t) m+ i - f ]Kij(T) sinwTdT (2.12)
j=1
+ 6(t) bij + f f Kij() coswTdT]
j=1
6
+ E (t) ci.
j=1
We can easily see that the expression above and the left hand side of the equation 2.11
are same. Thus, it is clear that the equation 2.10 reduces to equation 2.11 in the case
where the forcing, thus oscillations, are sinusoidal. Having seen that the time domain
and frequency domain descriptions are equivalent if all functions depend sinusoidally
on time, we can show that the same is true for non-sinusoidal excitations by taking
the Fourier transforms of equation 2.10 assuming that all motions die out after some
time and all displacements approach zero asymptotically:
6
E[-w 2 (mij + Pij) + iw (bij + F{Kij}) + cij] Yf{} = F{FI
j=1
We want to expend the equation 2.10 by applying the well-known property of Fourier
19
Transforms2 to Ki2 (t). The modified equation turns out to be:
[-w2 (mW + psj - -F8{Kj}) + iw(bij + Fc{Kij}) + c].F{ej} = F{Fj} (2.13)
j=1
The equation 2.13 is equivalent to equation 2.11 when we let xj(t) = eiwt Fj{j},
fi(t) = ei' t F{F} in the equation 2.11 and multiply the equation 2.13 by eiwt. This
equality means, in Ogilvie's words, that "the Fourier transform of the equation of
motions in time (equation 2.10) is equivalent to breaking the forcing function into
its frequency components and determining the response to each of these components.
This is analogous to the common knowledge in control theory about the relationship
between the time domain and frequency domain description of a linear system".
Looking at the equations 2.12 and 2.13, we can define the added mass and damping
coefficients in the following manner:
4i3 = P- 1f Kij (t) sinwt dt (2.14)W0
being added mass coefficient and
b = bij +J Ki (t) cos wt dt (2.15)
0o
being damping coefficient. Note that the frequency dependence enters through the
integral terms and the integrals in the above equations are the sine and cosine trans-
forms of the same function, Ki2 (t).
2.1.3 The Relations among Added Mass, Damping, and Ker-
nel Terms
From the Fourier transform theory, either of these transforms uniquely determines the
inverse transform, if Kij(t) is well behaved. Namely, if either transform is known, the
function Kij (t) can be found, and from Ki3 (t) the other transform can be determined.
2The Fourier transform of a causal system can be written as Y{f} = Ye{f} - iF,{f}
20
For example, if we know the p* for any single frequency and the damping coefficients
for all frequencies, it is possible to obtain the added mass for any frequency.
Ogilvie shows that if fo"' Kij (T) d7 is absolutely convegent, then by virtue of
Riemann-Lebesgue lemma, we can write the following:
lim Kij(T) sin wTdT = lim Kij (T) cos wTdT = 0.
W_+00 f** W 0f
In the light of above equality, the equation 2.15 results in
bij = b(o).
The Kernel function can be achieved by the inverse cosine transform and given by
Kij (t) =- j [b*i (w) - bij] cos wt dw. (2.16)
7 fo
The added mass, inserting the equation 5.1.1 into the equation 2.14, becomes
P[ (w) =Jti - 2 f sin wtj [b* (w') - bij] cos w't dw' dt. (2.17)
7W0 f0
It is known that whenever the system response obeys a linear law, and there is a clear
causality relation between the input and output, these formulas are valid. In the ship
motions problem, both the linearity and the causality are valid, so are the formulas.
The details of the derivations of these formulas and their validity range can be found
in the work of Ogilvie [2]. It is also important to note here that these properties are
valid for both zero and non-zero forward speed cases.
2.2 The Basics of Optimal Control Theory
This thesis is dealing with an optimal control problem in marine engineering world.
Thus, we find it useful to give the reader some brief exposure to optimal control
theory, specifically to Linear Quadratic control following the derivations of Kirk [3].
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More detailed and comprehensive coverage can be found in Stengel [4], Kirk [3], Ogata
[5], Lewis [6], and Anderson [7].
In Kirk's words: "The objective of optimal control theory is to determine the
control signals that will cause a process to satisfy the physical constraints and at the
same time minimize or maximize some performance criterion".
2.2.1 The Main Formulation
An optimal control problem formulation consists of three parts:
" A mathematical model of the system
" A statement of the physical constraints
" A description of performance criterion (cost).
2.2.1.1 Mathematical Model of the System
The modeling process is a nontrivial part of any control problem. The basic idea
is to achieve the simplest possible mathematical model that adequately predicts the
responses of the physical system to all anticipated inputs. If Xi )(t), X 2 t), ... , X,, (t)
are the states of the system (vessel responses in the present study) at time t, and
ui(t), U2 (t), ..., Um(t), are the feedback control inputs to the system at time t, then we
can write n first-order differential equations to describe the system:
I (t) = a,(xi (t), X2 (t), ..., n(t), U1(t), U2 (t), ... , UmM),1()
2 (t) = a2 (X1(t), 2(t),7 ..., Xn(t), Ui(t), U2(t), ...,7 Um M),1)
(2.18)
n (t) = an(Xl(t), X2(t), ..., X,(t), Ul(t), U2(t), ..., Um(t),i t).-
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We can define the state vector as
xi(t)
X2 (t)
x~t)(t
and the control vector as
Ui(t)
u2 (t)
Um(t)
Then, it is desirable to write the states equations 2.18 in the following compact form:
- (t) = a(x(t), u(t), t). (2.19)
Here, we have a generalized model such that the derivative of the state values is the
nonlinear function of state, control, and time.
Kirk defines the state of a system as "a set of quantities xi(t), X 2 (t), ... , x,(t) which
if known at t = to are determined for t > to by specifying the inputs to the system
for t > to". Systems can be linear, nonlinear, time-invariant, and time-varying. We
will use linear and time-invariant systems, for the study of ship motions, in the form
*(t) = Ax(t) + Bu(t), (2.20)
where A and B are n x n and n x m constant matrices. Similarly, the output states
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can be written in a linear, time-invariant form
y(t) = Cx(t) + Du(t), (2.21)
where C and D are q x n and q x m constant matrices. In our study, unless otherwise
stated, the outputs are all available for measurement, that is y(t) = x(t).
Before commenting on the physical constraints, it is useful to make four basic defi-
nitions. Considering that the system is described by the equation 2.19 for to < t < tf:
A history of control values during the interval [to, tf] is denoted by u and is called
a control history. Similarly, a history of state values in the same interval is denoted
by x and is called a state trajectory. Since our goal is to control the system, the
controllability of the system is quite important as it is a necessary condition for the
existence of the solution. Formally, if there is a finite time t, > to and a control
u(t), t E [to, ti], which transfers the state xo to the origin at time t1 , the state xo is
said to be controllable at time to. If all values of xo are controllable for all to, the
system is completely controllable. A linear, time-invariant system
E A B AB A 2B : - : An-1B (2.22)
has a rank n. If by observing the output y(t)during the finite time interval [to, t1 ] the
state x(to) = xo can be determined, the state xo is said to be observable at time to.
If all states xo are observable for every to, the system is said completely observable.
Analogous to the controllability, a linear, time-invariant system is observable if and
only if n x qn matrix
G [ CT ATCT (AT)2CT ... (AT)n-lCT (2.23)
has a rank n. In our study, the assumption of y(t) = x(t) guarantees the observability
all the time.
Modelling part of the control of the ship motions is one of the most important key
contribution of this study due to the reasons explained in the next sections.
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2.2.1.2 Statement of the Physical Constraints
Having defined the mathematical model, the next step is to define the physical con-
straints on the state and control values. The state constraints can be the boundary
conditions, such as the initial and the final values. The control constraints can be
the maximum or minimum value of the control action to be used. We can make
another set of definitions here to make these concepts more precise: A control history
which satisfies the control constraints during the entire time interval [to, tf] is called
an admissible control. Denoting the set of admissible controls by U, the notation
u E U means that the control history u is admissible. A state trajectory which sat-
isfies the state variable constraints during the entire time interval [to, tf] is called an
admissible trajectory. Denoting the set of admissible trajectories by X, the notation
x E X means that the trajectory x is admissible. The concept of admissibility is an
important concept since it reduces the range of values that can be assumed by the
states and controls. We need to investigate only those trajectories and controls that
are admissible, rather than considering all possible control histories and trajectories.
2.2.1.3 Description of the Performance Criterion
A quantitative performance measure is needed to evaluate the performance of the
system. We call it optimal control that minimizes or maximizes the performance
measure. For some problems, selecting a performance measure is very straightfor-
ward, whereas it may become a trial-and-error process for the designer for some other
systems. In general, we can assume that the performance measure of the system in
of the the following form:
J = h(x(tf), t1 ) + J g (x(t), u(t), t) dt, (2.24)
where to and t1 are the initial and final time, h and g are scalar functions. The
state trajectory starts with initial state and continues to be updated by applying the
control signal u(t) for t E [to, tf]; The performance measure assigns a unique real
number to each trajectory of the system. In selecting a performance measure, Kirk
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[3] says,
the designer attempts to define a mathematical expression which when
minimized indicates that the system is performing in the most desirable
manner. Thus, choosing a performance measure is a translation of the
system's physical requirements into mathematical terms.
Different considerations requires different form of performance measures. For exam-
ple, a minimum-time problem, which is to transfer a system from an arbitrary initial
state to a specified target set in minimum time, requires a performance measure of
the following form:
J = tf - to = tf dt.
to
To concentrate on our line of study, let us consider tracking problems. The goal is
to maintain a system state x(t) as close as possible to the desired state r(t) in the
interval [to, tj]. Let us start with a basic performance measure for the problem:
J = [[x(t) - r(t)]T Q[x(t) - r(t)]] dt, (2.25)
to
where Q is a real symmetric n x n positive semi-definite matrix. The matrix elements
are selected to weight the relative importance of different components of the state
vector. For example, assuming that Q is a constant diagonal matrix, qj, > q22 means
that we are penalizing the state x1 more relative to the state x 2. In most engineering
problems, the control action is not free and the amount of control is limited. This
consideration changes the equation 2.25 into a more general form:
ftf [[x(t) - r(t)]T Q[x(t) - r(t)] + [uT (t)Ru(t)]] dt, (2.26)
to
where R is a real symmetric m x m positive definite matrix. Similarly, the matrix
elements are selected to weight the relative importance of different components of the
control vector. If it is desired that the states be close to their desired values at time
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tf, a new component is added to the performance measure, resulting
J = [x(tf)-r(tf)]TH[x(tf)-r(tf)]+J [[x(t) - r(t)]T Q[x(t) - r(t)] + [uT(t)Ru(t)]] dt,
(2.27)
where H is a real symmetric n x n positive semi-definite matrix.
Here, we define a regulator problem as a special case of tracking problem where
r(t) = 0 for all time. Note that we use quadratic forms in performance measures
with some weighting matrix. The reason is that the positive and negative deviations
are equally undesirable. For example, we desire neither positive nor negative heave
displacement while on ship at the sea. Then, the performance measure for regulator
problem can be written as
J = xT(tf)Hx(tf) + [xT(t)Qx(t) + uT(t)Ru(t)] dt. (2.28)
to
It still remains the designer's job to choose the better control when there are equal
or more than two distinct admissible control history that cause admissible state his-
tories. By changing the values of elements of Q and R matrices, the designer places a
heavier or lighter penalty on state and control elements. All of the resultant trajecto-
ries are optimal for a different performance measure. One has to find the performance
measure for which the optimal control results in most-desired state trajectory.
The interpretation of the numerical value of the performance measure is not always
clear. If we multiply every weighting factor in the performance measure by a positive
constant g, the value of the measure would be g times its original value, but the
optimal control and trajectory would not change at all. It may be possible to adjust
the weighting factors by different amounts and still retain the same optimal control
and trajectory. The physical interpretation of the value of the performance measure
is also not clear. For example, the minimum value of a performance measure such as
elapsed time has a definite physical significance, whereas it has no physical meaning
when the performance measure contains a combination of different physical quantities
such as the displacement in meters and the amount of energy used in watt.
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2.2.2 Statement of the Optimal Control Problem
Kirk's statement of optimal control problem:
Find an admissible control u* which causes the system
x(t) = a(x(t), u(t), t).
to follow an admissible trajectory x* that minimizes the performance mea-
sure
J = h(x(tf), tf) + f g(x(t), u(t), t) dt.
Then, u* is called an optimal control and x* an optimal trajectory.
We are assuming that such an optimal control control exists, unique or non-unique.
Stating that u* causes the performance measure to be minimized means that
J= h(x*(tf), tf) + tf g(x*(t), u*(t), t) dt
5 h(x(tf), t1 ) + f g(x(t), u(t), t) dt, (2.29)
for all u E U, that make x E X. This inequality clearly states that we are looking
for a global minimum of J, since the optimum control and its trajectory cause the
performance measure to have an equal or smaller value than the performance measure
for any other admissible control and trajectory.
2.2.3 Form of the Optimal Control
We can define the optimal control law, or the optimal policy as a function f, that
relates the optimal control at time t to the state at time t and the time itself:
u* (t) = f(x(t), t).
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For practical purposes we can rewrite the above relation in the following form:
u*(t) = Fx(t), (2.30)
where F is an m x n real matrix. Then, the optimal control law becomes linear,
time-invariant feedback of the states (a closed-loop control). The optimal control
can be open-loop or closed-loop, but the closed-loop controls are preferred in most
engineering problems for well-known reasons.
2.2.4 Dynamic Programming as a Method of Solution
The search for the control function that minimizes or maximizes the chosen perfor-
mance measure can be done by various methods, such as dynamic programming,
and the minimum principle of Pontryagin (variational approach). We will follow the
method of dynamic programming developed by R.E. Bellman [8], [9], [10]. Dynamic
Programming is applicable to wide variety of optimal control problems that have no
closed-form solutions as opposed to LQR problem. That's why, we find it useful to
follow Dynamic Programming as the solution method. Dynamic Programming gives
us computer-amenable solutions, and for some cases closed-form solutions. In this
method, the optimal control or policy is achieved by using a concept called "the prin-
ciple of optimality". The principle of optimality is a property of an optimal policy
and defined in the following statement of Bellman [8] : "An optimal policy has the
property that whatever the initial state and initial decision are, the remaining deci-
sions must constitute an optimal policy with regard to the state resulting from the
first decision". Dynamic programming is a computational technique which converts
an optimal control or policy problem into making sequences of decisions that define
an optimal policy and trajectory.
2.2.4.1 The Recurrence Relation of Dynamic Programming
In this section, we develop the derivations by applying the dynamic programming to a
control problem following the work of Kirk [3]. Consider an nth-order time-invariant
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system described by the state equation
*(t) = a(x(t), u(t)). (2.31)
We are seeking the optimal control law that minimizes a general performance measure
J = h(x(tf)) +
to
g(x(t), u(t)) dt.
We first approximate the continuously operating system by a discrete system by
considering N equally spaced time increments in the interval 0 < t < tf
x(t + At) = x(t) + At a(x(t), u(t)). (2.33)
Using a shorthand notation for x(kAt) gives
x(k + 1) = x(k) + At a(x(k), u(k)), (2.34)
which will be denoted by
x(k + 1) A aD(x(k), u(k)). (2.35)
Similarly operating on the performance measure 2.32, we obtain
J = h(x(NAt)) +
that becomes for small At,
/; At g dt + fi7AAt I(N)Atg dt,(N-1)At
J ~ h(x(N)) + At Og(x(k), u(k)),
which will be denoted by
N-I
J = h(x(N)) + Z gD(x(k), u(k)).
k=0
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(2.32)
(2.36)
(2.37)
(2.38)
Now the problem becomes a discrete one and it is required to determine the optimal
control law u*(x(0), 0), u*(x(1), 1),..., u*(x(N -1), N -1) for the system given by
equation 2.35 and the performance measure given by equation 2.38. The derivation
starts with defining
(2.39)
JNN is the cost of reaching the final state value x(N). Next, the cost of operation
between N - 1 to N, JN-1,N is defined. It is dependent only on x(N - 1) and u(N)
since x(N - 1) is a related to u(N - 1) and x(N - 1) through the state equation 2.35.
Thus, we can write
JN-1, N(x(N - 1), u(N - 1)) A gD(x(N - 1), u(N - 1)) + h(x(N))
9D(x(N - 1), u(N - 1)) + JNN(x(N))
9D(x(N - 1), u(N - 1)) (2.40)
JNN(aD(x(N - 1), u(N - 1)))
The optimal cost is then becomes
J v-1, N (x(N - 1)) (2.41)
Smin {gD(x(N - 1), u(N - 1)) + JNN(aD(x(N - 1), u(N - 1)))
u(N-1)
We denote the minimizing control by u*(x(N - 1), N - 1)) since we know that the
optimal choice u(N - 1) will depend on x(N - 1). The cost of operation over the last
two intervals is given by
JN-2, N-1 (x(N - 2), u(N
= 9D(x(N - 2),
= gD(x(N - 2),
- 2), u(N - 1))
u(N - 2)) + gD(x(N - 1), u(N - 1)) + h(x(N))
u(N - 2)) + JN-1,N(x(N - 1), u(N - 1)) (2.42)
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JNN(x(N)) --' h(x(N));
It is clear that JN-2, N-I is the cost of a two-stage process with initial state x(N - 2).
The optimal policy for these two intervals is found from
N--2 , N (x(N - 2)) (2.43)
A min {gD(x(N - 2), u(N - 2)) + JN-1,N(x(N - 1), u(N - 1))}
u(N-2), u(N-1)
Here, we use the principle of optimality to make the process simpler. It says that
whatever the initial state x(N - 2) and initial decision u(N - 2), the remaining
decision u(N - 1) must be optimal with respect to the value of x(N - 1) that results
from application of u(N - 2); therefore,
JN- 2 , N(x(N - 2)) = min {gD(x(N - 2), u(N - 2)) + J-1, N(x(N - 1))} (2.44)u(N-2)
The fact that x(N - 1) is related to x(N - 2) and u(N - 2) by the
enables us to rewrite J-2,N depending only on x(N - 2):
state equation
N--2 , N (x(N - 2)) (2.45)
= min {9D(x(N - 2), u(N - 2)) + J*-1,Na(D(x(N - 2), u(N - 2)))}.
u(N-2)
Continuing backward following the same approach and by applying principle of opti-
mality, we can obtain the result for a K-stage process:
JN-K, N(x(N - K)) (2.46)
Smin {gD(x(N - K), u(N - K)) + J*-(K-1), N(aD(x(N - K), u(N - K)))}.
u(N-K)
2.2.4.2 An Analytic Solution: LQR
If the system and performance measure have certain properties, then the approach
explained in the last section gives us a closed-form solution. That is, if the system is
linear and defined as:
ic(t) = Ax(t) + Bu(t), (2.47)
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and the cost is defined as before:
We also define a value function V as
V(x(t), u(t)) = Ig (x(r), u(r)) dr. (2.49)
Dynamic Programming principle gives
V(x(t), u(t)) = min {g(x(t), u(t))6t + V(x(t + 6t), u(t + 6t))}
U
(2.50)
The value function at time t is calculated from the value function at time t + 6t
and the differential component of g(x(t), u(t))6t. If V is smooth and has no explicit
dependence on t, then
V(x(t + it), u(t + it)) = V(x(t), u(t)) + aV + H.O.T.
= V(x(t), u(t)) + a (Ax(t) + Bu(t))6t.
Inserting the above in equation 2.50 and making cancellations gives
u(t)) + OV (Ax(t) + Bu(t)) . (2.52)
Assuming a quadratic form of the value function:
(2.53)
where P is a symmetric, positive definite matrix. The derivative of the value function
in terms of P becomes
av
= xT(t)P (2.54)
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J=j g (x(t), u(t)) dt. (2.48)
(2.51)
0 = min gxt)(
1
V (X(t), U W)) = _x (t)Px(t),
and the equation 2.52 becomes a function of x, u, and P only as:
0 = min {g(x(t), u(t)) + xT (t)P(Ax(t) + Bu(t))}. (2.55)
Linear Quadratic Regulator problems employs a quadratic cost function in the fol-
lowing form:
g(x(t), u(t)) = IxT(t)Qx + T(t)Ru(t), (2.56)
where Q and R are both symmetric and positive definite. These matrices are set by
the user following an iterative procedure and serve as the tuning mechanism for the
controller. Following the substitution of this form in equation 2.55 and setting the
derivative with respect to u to zero, we have
0 = u(t)TR + x(t)TPB
u(t) = --R-BTPx(t)
(2.57)
(2.58)
The optimal gain matrix for the feedback control is given by
L = R-1BTP. (2.59)
and the optimal control is given by
u(t) = -Lx(t), (2.60)
Using this solution and the quadratic cost function in equation 2.55, we have
1 10 = -xT(t)Qx(t) - -X-T(t)PBR-lBTP2 2 + xT(t)PAx(t).
By equating xT(t)PAx(t) to jxT(t)PAx(t) + jxT(t)ATPx(t), we form the algebraic
Riccati Equation (ARE) that gives the solution of P:
0 = PA + ATP - PBRlBTP+Q. (2.62)
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(2.61)
As a concluding remark, it is noted that LQR has very desired robustness properties.
2.3 Ship Wave ANalysis (SWAN) Program
SWAN is a computer program for the analysis of the steady and unsteady zero-speed
and forward-speed free surface flows past ships which are stationary or cruising in
water of infinite or finite depth or in a channel.
SWAN solves the steady and unsteady free-surface potential flow problems around
ships using a three-dimensional Rankine Panel Method in the time domain by dis-
tribution of quadrilateral panels over the ship hull and the free surface. The free
surface conditions implemented in SWAN linearize the steady and unsteady wave
disturbances about the double-body flow. The numerical solution algorithms were
derived after a rational stability analysis, which leads to convergent, accurate and
efficient wave flow simulations free of numerical dissipation.
The numerical solution to the 3-D potential flow problem is performed by solving
the linearized boundary value problem. The details and applications of SWAN can
be found in Sclavounos et al. [11], Thomas [12], Ulusoy [13], Purvin [14], Borgen [15],
and Kring [16].
2.4 Autoregressive Modeling
Assume that we have a process which can be described by a state vector x(t) of
dimension n. For example, this process can be the motion history of a vessel. In
this case, if the vessel is free to move in heave and pitch mode, state vector x(t)
would contain the velocity and displacement in the two modes and it would have a
dimension of 4.
If an observer is measuring x(t) at discrete time intervals At, then the time history
of x takes the form of a time series x(At) , x(2At), . .. , x(kAt) where k is the current
time step. We can denote the values of x at these time instants as x1 , X2,..., Xk.
Assume now that the values x 1 , , ... are being measured and stored. An au-
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toregressive model of order M is a method of predicting the current value of the state
vector Xk based on the M previous values (measurements) of x. In its simplest form,
an autoregressive model of order M can be written:
M
Xk =I: Asxk_ + Wk, (2.63)
8=1
hence,
Xk - Xk = Wk, (2.64)
and
M
k AsXk-s- (2.65)
8=1
In the previous equations, ick is the autoregressive model's prediction for the value
of Xk and Wk is the prediction error at timestep k. The matrix coefficients A, i =
1, ... , M are of dimension n by n and express the influence of the past measurements
of x on the current prediction *k. Specifically, A1 expresses the influence of the
previous time step value Xk1, A2 the influence of Xk-2 and so on.
There are known statistical criterions to derive the matrix coefficients A of the
model as in Ohtsu [17]. Since we have enough knowledge of the system, in this study
the derivations will not be performed by a statistical fitting method, but by following
physical and dynamical modeling of SWAN.
It is important to note that autoregressive modelling will be used in this study
for it enables us to deal with the convolution integrals in the equations of motion
properly, not for state prediction purposes. In addition, an autoregressive model can
be transformed into an state-space model by known techniques.
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Chapter 3
Review of State-of-the-Art of Ship
Motion Control
Given background information in the previous chapter, this chapter contains the
major ideas and works on the ship motion control up to date.
We know that it is essential to have accurate modeling and simulation of ship mo-
tion in seaway to test applications of ship motion control strategies that are designed
to improve their functions with adequate reliability and economy. It is noteworthy
what Perez and Blanke [18] point in their recent work: On one extreme, the state
of the art in simulation of marine vehicles incorporates sophisticated models to de-
scribe the motion of the ship in different environments. These models are based on
free-running model tests data, databases, and numerical simulation based on Compu-
tational Fluid Dynamics Methods (CFDM). These models are typically too complex
to be used for testing control strategies. On the other extreme, the literature on
marine control applications report very simple models utilized to design the control
algorithms. The latter models usually describe the sea state and the motion of the
vessel by filtered white noise, i.e., shaping filters. A quick glance over the literature
give us a better idea on the models used in the motion control studies.
A big step in mathematical modeling of ship motions was taken with the short
work by Tick [19]. In many derivations of ship-motion equations the result appears as
a second-order linear differential equation with sinusoidal driving force and frequency-
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dependent coefficients. It is the purpose of his paper to show that such descriptions
actually represent systems which are described in time domain as integral equations,
and set forth some conditions under which they may be approximated by differential
equations.
Following him a few years later Cummins [1] published his paper where he de-
scribed the relations between the impulse response functions and the ship motions in
time domain clearly. Our mathematical model is the forced representation of the ship
response by a system of second order differential equations with frequency dependent
coefficients which permit the mathematical model to fit the physical model if the
excitation is purely sinusoidal. And it becomes almost meaningless if we don't have
a well defined frequency. He further makes the point that a Fourier analysis of the
exciting force permits the model to be retained, but physical reality is almost lost
in the infinity of equations required to represent the motion. Later in his work, he
describes the equation of motion of the ship which is subject to an arbitrary set of
exciting forces.
Ogilvie [2] gathered all the knowledge on modeling of the ship motions in his
comprehensive work which is still used as a fundamental reference in understanding
ship motions.
Asseo [20] studied optimal control application to a hydrofoil boat to minimize pas-
senger discomfort induced by ocean waves. He described the motions by using linear
state equations and defined both a quadratic and nonquadratic performance index
including quadratic state values. In his work, the stochastic version of dynamic pro-
gramming that was developed by Bellman [21] is used to generate the instantaneous
values of the feedback gains. He concludes his work with a remark that nonlinear
control law does not necessarily yield a better solution compared to a linear control
law.
Triantafyllou et al. [22] are among control theorists who state that it requires
significant effort to calculate and contain the convolution kernels in the modeling
of ship motions. They studied the estimation of ship motions at the landing area
of a ship using Kalman filters. In these studies, the complexity of modeling of the
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wave induced motions is recognized, caused by the structure-fluid interaction that
introduces memory effects. They point that such a model leads to a representation
including the kernels that require significant effort to calculate. For this reason,
this later representation is not popular with hydrodynamicists and integro-differential
equations (differential equations with frequency dependent coefficients ) used instead.
In their optimal control study using fins and a rudder, Shao et al. [23] find a
fit of each transfer function of process and disturbance from frequency response as a
practical modeling method. They employ LQG optimal controllers where they use
Kalman filters to achieve the best linear estimate of the states. In their conclusion
section, they state two reasons which prevent the optimal controllers from obtaining
the optimal performance in practice:
" The algorithms are based on the mathematical model describing the ship mo-
tion, which is always changing with environments,
" In order to get the linear analytical solution for the optimal control, we shall
assume that there are no constraints on the magnitude of the control vector.
But in practice, the nonlinear nature of actuators introduce angle limitations
and speed limitations, with which phase lag introduced and the performance of
the system rapidly deteriorates.
They propose the construction of an expert system, in which rules and all kinds of
controllers are stored to cover the changing environments, admitting the fact that
the construction of such a system is rather difficult and time-consuming and does not
guarantee the optimal performance for all time and conditions.
Fortuna and Muscato [24] present some results regarding the implementation of
an automatic roll reduction system for a monohull ship. They design two different
compensators for the roll effect: The first one was designed by using classical domain
techniques, whereas the second one an adaptive LQ (Linear Quadratic) compensator.
For this compensator, adaptation was performed by using a multilayer perceptron
neural network. In their work, they accept that a second-order linear model is a good
approximation of the transfer function between the torque due to the waves and the
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roll. They perform some identification tests to validate their model. Their remarks
on controller gains put some light on how to design optimal controllers. A controller
designed for heavy sea conditions to avoid saturation will result in a small gain. By
adopting the same controller when the sea is calm, the potentiality of the system
would not be fully exploited. They propose to design an adaptive LQ controller of
the gain scheduling type to get the best performance from the roll-reduction system
for all sea conditions. Constructing a state-space model of the ship using the roll,
the rate of the roll, and the wing angle as state variables, and also defining a cost
function in the form of
J = (xTQx + u2) dt
where Q is a nonnegative weighting matrix, they achieve the optimum gains for the
controller. Note that with this choice, the robustness of the regulator is ensured by
the fact that an optimal regulator always guarantees a phase margin of 60 degrees.
They employ a neural network to interpolate the suitable gains for the controller at
any time from the estimation of the sea conditions.
A unique technique in ship motion control was proposed by Ohtsu [17]. He employs
an effective statistical method to identify a time domain autoregressive model to
actual irregular time series data of an actual ship navigating on irregular sea. The
identified model can be used in the design of marine control systems. The data
includes both the state values and the control values, hence the resulting model is
called a control-type autoregressive model, that is in the form of
M M
Xn = E AmXn-m + E BmYn-m + Un.
m=1 m=1
He adds that in modern control theory state-space models are used as a standard
formulation and therefore a series of transformations are needed to obtain a state-
space model of the above control-type autoregressive model. After making necessary
transformations, he designs an LQ type optimum controller to be used in the control
system. It might be thought advantageous that the technique does not require any
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knowledge of the physical structure or dynamical characteristics of the ship, but it
should also be noted that you can only employ this technique after you have the
ship built. You can not employ it during the design phase or on a generic ship for
example. The second point to be noted is that the optimal control solution is only
good for the given data realization. Namely, if the ship encounters a different sea
state the controller will not be operating optimally. And finally, it is not easy and
desirable to carry out such real ship tests in various sea states. Nonetheless, the
idea of autoregressive modeling (not using statistical identification techniques but
following analytic and physical considerations) is very powerful and will be explained
and used in this thesis work as a tool.
Liut [25] explored roll reduction using active fins controlled by a neural-network
controller. He uses the computer code LAMP as the hydrodynamic model of the ship.
To create realistic fin forces, he developed a hydrodynamic model of fin stabilizers
by means of an unsteady, vortex-lattice method named FINS. Then, he adapts FINS
to work interactively with LAMP. He designs a neural-network controller to actuate
fins in order to reduce the rolling response of the ship. The training of the neural-
network proceed until a minimum in the rolling response is achieved. He points that
the optimal sets of weights for different conditions are different, but the same training
procedure can be applied to find them all. We note that he uses neural-network to de-
termine the gains in an iterative procedure and the quality of the gains are dependent
on the hydrodynamic model used. The iterative procedure takes reasonably longer
time when dealing with multi states (since LAMP should be run for each iterative
step) and the controller designed is based on no explicit performance criteria, whereas
the powerful aspect of this technique is the fact that he directly uses the computer
code LAMP as his model.
A powerful and comprehensive frequency-domain control technique for foil cata-
marans is introduced by Lee and Rhee [26]. They state their main idea as obtaining
the robustness of the control system with respect to the ship-motion dynamics in
irregular sea waves which is not easily described in a manageable time-domain plant
model. The time-domain equations of motion including convolution integrals make
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for some complications and difficulties in control-system design for ship motion regu-
lation, specifically how the plant model can be described from the integro-differential
equations. They choose to avoid this difficulty using the frequency-domain analysis
as discussed shortly below. The most notable point in their work is the idea that the
spectral analysis method might be useful for estimating the ship motions in irregular
waves from the regular wave results. As a consequence, it is also true that a ship-
motion regulator would preserve robustness, including robust stability and robust
performance, in irregular sea waves, provided that the control system ensures robust-
ness with respect to all regular wave components of the irregular waves. To avoid
another difficulty with dealing with the equations of motion in frequency-domain or
regular sea waves (that are the equations of mass-spring-damper system with fre-
quency dependent coefficients), the authors consider designing a constant coefficient
control system and how control and estimator gains can be determined with respect
to the frequency dependency of the hydrodynamic coefficients. For this purpose, a
nominal plant for the ship-motion dynamics is described by a linear time-invariant
system by selecting a design frequency Wd and the frequency dependencies are treated
as modeling uncertainties. They propose that a nominal plant may be selected so that
the uncertainties could be as small as possible. They say it is a viable option sice the
variations of the frequency-dependent hydrodynamic coefficient within a frequency
range in which the ship motions are mostly excited in seaway are small. But it is
also pointed that, for multi-hull ships such as catamaran, the gain tuning procedures
are somewhat difficult because the hydrodynamic properties are significantly variable
due to the hydrodynamic interactions between hulls and this situation requires more
profound and precise analysis to design a motion regulator. Later in their work,
a constant coefficient controller is designed using the linear quadratic (LQ) control
theory and the estimator is designed by a low-pass filter. They state for clarifica-
tion that the linear time-invariant system cannot describe transient motions caused
by successive excitation of irregular waves, but have sense only for steady harmonic
oscillations in a regular wave train. All the same,the ship is stable without motion
regulations by forces of nature because the ship would be buoyant on the water and it
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is a matter of course that a stabilizing motion regulator should enhance the stability
of the ship to enhance the disturbance rejection. Therefore, they claim the transient
motions can be no problem and easily overcome by robustness of feedback loop. Some
information on the sizing of the hydrofoils used are given: Their sizes are determined
such that they give enough control energy, but those sizes are not adequate to exert
enough force to lift the ship. Finally, they conclude from the results of regular and
irregular wave tests that the motion regulator which is designed based on the above
assumptions is valid.
Sclavounos and Borgen [27] study the seakeeping performance of a foil-assisted
high-speed mono-hull vessel using a state-of-the-art three-dimensional Rankine Panel
Method. In their work, the vessel is equipped with a bow hydrofoil acting as a passive
heave and pitch motion control device in waves. They develop the formulation of
the seakeeping of ships equipped with lifting appendages and study the mechanism
responsible for the reduction of the heave and pitch motions of high-speed vessels
equipped with hydrofoils. In addition, the reduction of the roll motion of high-speed
vessels, the design of optimal active motion control mechanisms, and the coupling of
the hull form and the lifting appendage for high-speed monohull vessels are discussed.
A neural optimal controller to improve the heave and pitch motion response of a
twin-hull vessel operating in regular head seas is developed in the work of Kenevissi
et al. [28]. They use a time domain model (ignoring the impulse and hence the result-
ing transient at each time step) for the vessel dynamics in the presence of active fin
control. Also, an on-line switching procedure is introduced to select among a number
of linear quadratic regulator optimal controllers, designed for different operating con-
ditions of the vessel, to improve the system robustness. They suggest that although
the on-line switching offered better robustness and performance characteristics, in
between switching operating points, it still remains suboptimal. Therefore, an ar-
tificial neural network (ANN) controller is developed as an alternative and initially
trained to emulate the same level of control at a number of design operating points,
as a Neural Optimal Controller (NOC). They state that the practical difficulties in
applying an on-line switching procedure are no longer present and, more importantly,
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the ANN has been capable of nonlinear generalization to give a near optimal solution
away from the trained operating conditions. Their paper has a detailed literature
review section for the curious reader.
Esteban et al. [29], [30], [31] have performed several studies on motion control
of fast ferries using actively controlled flaps and a T-foil. Their research comprises
two main steps in general: to develop a tool for control design in the form of a
computer-based simulation and to use this tool to develop satisfactory controllers.
Regarding the modeling of ship motions, they use a control-oriented model that is
based on experimental and simulated data, in the form of transfer functions. They
used a MATLAB routine to fit the transfer functions to the frequency domain data
of the ship collected in a towing tank and the model is developed for pitch and
heave motions in heading seas only. They prefer using transfer functions since the
transfer functions exhibit clear advantages for automatic control analysis and can be
translated to SIMULINK block diagrams, to build simulation environments. It looks
a wise choose for their study since they use SIMULINK to develop an interactive
control environment. Two saturation points are noted with the use of actuators:
one for the positions of the foils (+150) and the other for the rotational velocity
( 13.50/s). They report two problems with the control application, the cavitation
problems and excessive motion reversing of the actuators (excessive gain), followed
by their remarks on future works to correct those problems as well as studies on other
headings.
Chatzakis and Sclavounos [32] study active motion control mechanisms of high-
speed hydrofoil vessels, aiming at the significant reduction of the vessel motions in
regular and random waves. They develop a 2-D panel code for the study of motions
of the submerged hydrofoils in regular and random waves. Regarding control system,
they found that a linear quadratic optimal controller can attenuate the vessel motion
responses significantly. In their study the seakeeping equations of motions are cast
into a linear state-space form which does not include memory effects. However, motion
control simulation results show that this model performs well for the design and
performance of hydrofoil vessel control laws.
44
In a very recent work, Kristiansen [33], [34] presents a method for generating a
new and efficient time-domain formulation of the equations of motion for a vessel with
frequency-dependent hydrodynamic coefficients where state-space models are used.
This method leads to a model formulation that is well suited for controller design and
simulation. The program package WAMIT, that does not support the presence of a
steady forward speed, is used in simulations to calculate the hydrodynamic coefficients
and frequency-dependent added mass and damping. The main idea of his work is to
replace the computationally expensive convolution terms in the equations of motion
with a state-space representation of low order. He proposes the convolution term is
first converted to a high order state-space model and then converted to a low order
state-space model that will approximate the convolution term with sufficient accuracy.
The resulting formulation for the equations of motion, with the notation he uses, is
in the following form:
6 6 6 6
(k+ ajk k ~ bjkk Cjkqk ~ ik A !y + 74
k=1 k=1 k=1 k=1
jk = Ajkkjk + Bjk4k
Pjk = Cjkjk + Djk~k
where btjk denotes the convolution term fto Kk (t - a) k(o-)du. Finally, the system
identification and model reduction techniques are used with the help of MATLAB
routines to calculate the proper values of A, B, C, and D matrices.
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Chapter 4
Statement of Work
In this chapter, a concise statement of the problem is given, followed by justification
by direct reference to literature showing that it has not been answered properly yet.
Finally, a short discussion of why it is worthwhile to solve this problem follows.
4.1 Problem Statement
In order to study the motion control strategies efficiently and reliably, it is necessary
to develop proper time-domain control-oriented models of the ship motions. The
time-domain equations of motion of ship include convolution integrals that are re-
sponsible for the memory effects exist in ship-wave interaction. One should both
include these convolution integrals in the model and at the same time develop these
models preferably in the form of state-space for easy and advantageous handling for
simulation and control purposes. And finally, it should be practical; it shouldn't be
very tedious to construct, and the run time using a regular PC should be short enough
to employ it for design purposes. Then, an effective and efficient simulation method
to analyze the control strategy should also be developed.
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4.2 Justification of Work
Several authors preferred to work in the frequency domain. Some of them find transfer
functions for a single heading in regular waves, but these applications are good for
given strict conditions that have almost no practical values. The most comprehensive
active control work performed in frequency domain is by Lee and Rhee [26] where they
assume controller robustness and validity based on an analogy between the control
analysis in irregular waves and the work of Price and Bishop [35] on the analysis
of ship motion in irregular waves from the regular wave results. But one should
note that the instantaneous control action is more important than the statistical
properties of the same action when we are dealing with time-domain active control
of ship motions. For almost the same reason, the statistical modeling and control of
ship motions fall short. The model is, at most, a reasonable representation of the ship
motion for the conditions out of which a model is created. For example, a statistical
model created by the data collected from a ship in irregular sea state will not be an
acceptable model when the ship is in regular waves or in a different sea state. In these
evaluation, it is considered that a better control strategy can be developed by having
a better model of the system, since the control law will be calculated based on the
information on the system and the actuators. To clarify this point: Let us assume
that we calculate the control strategy (controller gains) for the same system twice
using two different models (one is an almost perfect model, whereas the other one is
just a barely acceptable model) of the system otherwise all other data and techniques
stay same. We expect to have two different set of controller gains where the one
achieved using the better model producing better control solution compared to the
other one. Considering the fact that it is impractical to have a variable model and a
corresponding variable control strategy in real-time applications, it is best if the off-
line calculations are valid for the system's various operating conditions. That is why
the time-domain equations of motion with convolution integrals play an important
role in simulation and control studies on ship motions. Even though they are not
perfect, they are valid for both regular and irregular waves with zero and non-zero
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forward speed when the system is considered linear. As seen in the literature, most
authors agreed on this, but followed other methods for various reasons explained.
Another problem arise when one achieved the control strategy: How to study the
control action? It is probably the last option to construct a real controller and the
actuator set on board and to have controlled rides in different sea states, or it is even
not an option for practical reasons. Then, we are left with three choices.
" First, we can use the basic control-oriented models we built for achieving the
controller gains to simulate and study the controlled ship motions. This is de-
sirable for various reason such as they take much less time to run on a computer
and changing the ship and sea conditions is easy for different runs. But, there
are several drawbacks as well. Most importantly, how much does the model
represent the real world? How reliable is it? Since the controller is designed
based on the model, the control application is expected to prove great. But that
is a computational world that may or may not be a good representation of the
real world. The major reason behind constructing basic control-oriented models
is that they enable us to employ well-known mathematical techniques to find
the best possible control strategy given some performance measure. But, the
significant assumptions made during their construction void their validity as a
reliable simulation tool. In short, the validity of such works are questionable.
" Secondly, we can use comprehensive ship motions models that are Computa-
tional Fluid Dynamics Methods, such as panel codes. The codes like SWAN-2
can give superior time-domain simulation results in any given sea state. The
implementation of control system in these codes is the important point. Liut's
work [25] is a good example of this kind of study. He successfully implemented
a fin controller to a well-known ship motion panel code. But, he used the code
itself during the determination of control strategy which makes this approach
more time consuming and condition dependent.
" Our final option is to use small scale model tests on a towing tank. This option
is better than the real ship application option, but compared to computational
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tools it is not very practical as well.
4.3 Motivation
Looking at the literature and considering the shipping industry and navy's desire, it
is obvious that there is a need to develop effective and valid time-domain control-
oriented modeling technique for ship motions in irregular sea states for the improve-
ment of the seakeeping performance of high-speed vessels.
It is our goal that this control algorithms are applicable for the conventional
monohulls, fast twin- or multi-hulls. The mathematical model is derived from the first
principles including wave memory effects with minimal assumptions based on linear
time domain seakeeping theory. This technique will take the convolution integrals
into account and yet it will be computationally practical, at the same time, being
state-space, suitable for well-developed system and control analysis methods.
The simulation results will be reliable so that the developed model can be used for
the controlled run simulations as well, avoiding the need for lengthy panel code runs.
In addition, an efficient and reliable simulation tool for control studies is aimed.
The coupling of state-of-the-art seakeeping code SWAN and widely used optimal
controller, LQ regulator, gives us what we need. For added complexity and flexibility,
necessary modifications and extensions are performed in the time domain panel code
SWAN leading to SWAN-LQ version so that it can effectively simulate the active fin
controlled runs for any desired ship, speed, and sea state combinations.
A Linear Quadratic Regulator (LQR) is employed for control purposes due to the
reasons explained in section 2.2.4.2 where the optimal gains are calculated off-line
and fed into the controller.
This study will fill the gaps in both control-oriented time-domain ship motions
modeling and in an efficient motion simulation method for actively controlled ships
in regular and irregular seas. Overall, a rational approach to ship motion time-
domain control-oriented modeling from the first principles was aimed together with
the development of a reliable and efficient controlled ride simulation environment.
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The framework can be repeated easily regardless of the ship type and speed as well
as the controller used.
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Chapter 5
Solution of the Ship Motion
Modeling Problem
This chapter is devoted to the generation of discrete autoregressive model for the
equations of motion of a ship, followed by the formulation of the state-space model
from autoregressive model by using transformations. An analysis of the final model
and a comparison of the model simulation results with the ones from SWAN will be
included for verification purposes.
5.1 Autoregressive Form of the Ship Equations of
Motion
In this section, the idea of a new control-oriented formulation for ship equations of
motion is introduced. This formulation borrows the form of linear autoregressive
models that are mainly used for prediction purposes. A brief information on autore-
gressive models was given in section 2.4 in order to familiarize the reader and we only
include the general form here to recall:
M
Xk =s AsXk-s + Wk-
s=1
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Below, we will show how to calculate the coefficients of an autoregressive model of
given order for a vessel.
The autoregressive coefficients A can be determined in more than one way, de-
pending on the specific problem and the available information. In many cases, the
dynamical system under investigation is extremely complex and sufficiently accurate
information is not available. In these cases the coefficients Ai of the autoregressive
model are statistically determined using the series of measurements of actual data
from the process. This is the standard method of creating autoregressive models and
many examples exist in the literature (see for example Akaike [36] or Ohtsu [17]).
Another method of creating a linear autoregressive model is to derive its coef-
ficients from the actual dynamics of the system, if sufficient information exists. In
this subsection, such a model for a general vessel is created through the manipulation
of the seakeeping equations of motion and the use of a robust seakeeping CFD tool
(SWAN). This model could be used for any kind of floating vessel provided that suf-
ficiently accurate information of the vessel exists, through experiments or numerical
simulation.
Following our previous discussion, it would be desirable to cast the seakeeping
equations of motion in the form of a linear autoregressive model in order to take
account of the hydrodynamic memory effects.
For simplicity's sake, we will use the matrix notation to deal with the full 6 degrees
of freedom problem. We start the derivation by writing the seakeeping equations of
motion in the following form:
, [(mns + pig ) j(t ) + bij j (t ) + cij j (t ) + t (7-) Kij (t - 7-) drj = F ( t )
j=1 ~00
We can convert this equation into the following compact form:
M N(t) + B N(t) + C E(t) + / E(r) K(t - r) d-r = F(t) (5.1)
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by denoting
Mi 1 1 + 11
M 2 1 + 121
mil + 1il
K(t) =
C 11
C2 1
Cil
K,(t)
K21(t)
K 1 (t)
and
e(t) =
when i= j= 1,2,- -, 6. To create an
M 12 + Ap12
M22 + P22
mi2 + 1i2
C1 2
C2 2
Ci 2
K 12 (t)
K22 (t)
Ki2(t)
F1 (t)
F2(t)
F(t)
.-. Mij+ PIj
n 2j + 123
*''Mij + piij
b1i
b2j
bij
Clj
.-. K1 (t)
-...- K2 (t)
... Ki (t)
autoregressive model, we employ standard
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bn
b21
bi1
time discretization methods to convert the continuous equation into a discrete one:
=k - +H.OT- =k -______
-At + H.O.T. A (5.2)
ba = -'k-1 + 'k-1 At + H.O.T. = k-1 + -k-1 At, (5.3)
and
j (-r) K(t - r) dr = j (t - T) K(T) d0 2 k-, K, At
-- oo 08=0
S
ZNkg-s Ks At (5.4)
s=O
where s = 0, 1, 2, ... , S. Note that the calculation of Kernel function values can be
achieved by the inverse cosine transform and given by
Kij (t) = - j [b*g (w) - b* (oo)] cos wt dw. (5.5)
7r 0
For valid practical reasons, the damping values b (w) were calculated in the frequency
range 0.05 < w < 20 rad/s using 0.05 rad/s intervals. SWAN was used for these cal-
culations. In the following subsections, we show both the general characteristics of
Kernel functions and why it is acceptable to discretize and properly truncate the
convolution integrals (see eqn. 5.4) in the formulation.
At this point we can define a state vector for the problem:
X=.
Using the equations (5.2), (5.3), and (5.4), we can cast the equations of motion (5.1)
in a discrete form approximate to first order:
S
Xk = sXk-s + WFk, (5.6)
S=1
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Where
(G)-' (M - CAt2 - K1 At2 )] [(G) 1 (-CA t)]
A At 0 1 0
L 0 At 0 1
and
[(G)-' (-KiAt'
Ai[
0 0
L L0 0 J
for2 < i < S, and G = (M +BAt+K At2).
force is dimensioned appropriately and will be
control force in this formulation, we can say
ambient wave excitation forces (Xk). Hence:
0
0
0
0
0 0
0 0
The coefficient W of the total external
explicitly defined below. Assuming no
that the external force F is equal to
WFk = W'Xk.
In a formulation without any control force, the equation (5.6) takes the final form:
S
Xk E AsXk-s + W/ Xk,
s=1
(5.7)
where Xk is the state vector for the current time step. We should note that, we
do not employ this technique for state prediction purposes as it is mainly for, but
only for modeling purposes that will enable us to put our memory system into a
discrete autoregressive state-space model. In the following section, we will show how
to convert this autoregressive model into a regular state space model. Without this
conversion, we can not easily use the autoregressive model for LQ control purposes,
since it requires a model in the form of a space-state (as in equation ( = Ax + Bu).
The autoregressive coefficients can be determined in a straightforward manner from
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equations (5.2), (5.3), and (5.4). The main difference from the standard way of creat-
ing autoregressive models is that the coefficients have been derived by discretization
of the vessel equations of motion instead of being derived from fitting to measured
data. This type of model could be used in any attempt to derive state-space models
for the control of floating vessels.
5.1.1 Kernel Functions
In the previous section, the calculation of Kernel function values was performed by
the inverse cosine transform and given by
Ki (t ) = - j [b* (w) - b* (oo)] cos wt dw.
The calculation of the convolution term in the form of (r) Ki3 (t - r) dr is
only practical for reasonable integral limits. Since the system is causal, the lower
limit of the integral is effectively zero. The upper limit of the integral is related
to the characteristics of the kernel functions. The figures 5-1, 5-2, 5-3, and 5-4
depict the behaviors of those function for various modes of motion for a monohull
and the studied catamaran vessel that is detailed in section 5.3.1. Attention should
be given to two points: First, the major characteristic difference between the kernel
functions of a monohull and a catamaran. The unsteady and random-looking behavior
of the catamaran kernel functions is due to the interaction of the two hulls and
the behavior of the trapped water between those hulls for different frequencies of
oscillations. Second, one should immediately see the effect of ship forward speed on
kernel functions. The increased speed causes the kernel functions to decay much faster
to its settling state. The ship goes away from the disturbed water area faster as she
goes faster and consequently the kernel functions decay faster obeying the physical
reality.
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Figure 5-1: Kernel (Impulse Response) Functions as functions of time (VT ahp = 0) for
a Monohull
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Figure 5-2: Kernel (Impulse Response) Functions as functions of time (Vhip = 0) for
the Catamaran
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Vhi, [knots] Truncation Time [s]
0 50
14 25
28 5
Table 5.1: Convolution Integral Truncation Times
5.1.2 Truncation of Discretized Convolution Integral
Since the general characteristic of Kernel functions is having a large finite value at
initial time and then dying out quickly within 10 - 15s (valid for the current ship
and varies with the ship and speed), it is fair to assume that the upper limit of
the convolution integral can be set to 10 - 15s and increase of the limit does not
effect the simulation outcome. Note that these characteristics are hull shape and
speed dependent. In fact, the figure 5-5 proves our argument. These figures compare
the pitch displacement simulation results. We only change the upper limit of the
convolution integral and see how the resulting simulation compares to SWAN. We
see that an upper limit of 10 - 15s ensures superior simulation results as expected
since it is the kernel function's settling time. This valid truncation enable this model
to have a manageable size, not a prohibitively large size. In fact, due to the reason
just explained, the truncations shown at the table 5.1 have been applied during this
study.
5.2 Converting an Autoregressive Model into a Reg-
ular State-Space Model
In the previous section, we achieved to form an autoregressive model that can capture
all the memory effects. In this section, we put the autoregressive model into a regular
state-space model so that we can utilize common matrix techniques and use the
model in control algorithms. Following Akaike's work, we define a new vector Z in
the following way:
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-+- eWAN2
+ Autoregressive Model
5
+Autoregressive Model
0 ~0
Zk = ( Zk-1 + V Xk_1
where
Zk =
Xk
Xk-1
Xk-2
Xk-n+1
Xk-n
I
0
0
0
and V is a column vector with
02
0
I
0
0
03
0
0
I
0
0
0
S - 0
n + 1 elements
W'
0
V= 0
0
where
W' = G- 1.
The P matrix consists of n pieces of
hydrodynamics metrics as shown below:
# matrices that contain the hydrostatic and
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On+1
0
0
0
0
[(G)-- (M - CAt2 - K1 At2 )] [(G)' (-CAt)]
41=At 0 1 0
0 At 0 1
and
[(G)-l (-Ki At2] 00
0 0
0 0 0 0
0 0 0 0
for2K i < S, where G= (M+BAt+KoAt2).
5.3 Verification of the Model
This section serves as a verification of the introduced model. A generic catamaran is
created. Following the technique detailed in earlier sections, an autoregressive model
is formulated. Then, the corresponding state-space formulation is derived.
Since the heave and pitch motions are of primary concern for catamarans, several
free decay tests are performed comparing the heave and pitch motion results from the
state-space model with SWAN outputs. A no-incident-wave condition is used for this
specific study to make the comparison easy. The ship is given an initial displacement
and/or velocity in any modes of motion at t = 0, and then is left free. It undergoes
all free modes of motion and finally all motions die out. The verification process is
repeated for zero and non-zero forward ship speed. As seen in the figures, the model
simulations are identical with the ones of SWAN, proving that the proposed model is
valid.
5.3.1 Ship Principal Particulars
This section supplies the principal particulars of the generic catamaran. The values
presented in table 5.2 were determined considering the common catamarans cur-
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Particular Value Unit
Loo 47.5 m
LWL 44.5 m
B 10.4 m
T 1.7 m
V 313 m 3
A 320800 kg
CGL -2.05 m
k_ 12.06 m
Table 5.2: Generic Catamaran Principle Particulars
rently used in various seas. It should be noted that the studied generic catamaran has
proportional hull and foil dimensions compared to a real foil-assisted passenger ferry
catamaran, thus should be considered as a realistic test case. The figure 5-6 and figure
5-7 picture the studied catamaran and its computational domain in SWAN.
To point out one practical consideration on the active motion control system with
pivoting hydrofoils: The power requirement for the operation of the active motion
control system is relatively insignificant thanks to the very efficient electro-hydraulic
actuator systems that are used to pivot the hydrofoil flaps. When feasible, the piv-
oting point is chosen such that the resulting moment and consequently the power
requirement will be minimal due to the fact that the lift force of an hydrofoil focuses
at the quarter-cord point. Thus, the power requirement will be least when the pivoting
point is located at or close to the quarter-cord from the leading edge. Furthermore,
the power requirements for similar systems that are actually being used presently
onboard are almost negligible for the reasons above. For example, 1000 KW is the
utmost for a similar system built on a big passenger ferry with an installed power of
36000 KW.
5.3.2 Comparisons with SWAN Simulations
Here, we include sample free decay test simulation results, both from SWAN and the
proposed model.
This result shown in figure 5-8 and figure 5-9 is of an initial condition run, where
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Figure 5-6: Catamaran 2-D View
Z
Figure 5-7: Catamaran 3-D View
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Figure 5-8: Heave Displacement Comparison, 3 = -3 ! at time t = 0 s.
Pitch Displacement
0.6
-- SWAN2
Autoregressive Model
0.4
0.2-
-0.2
-0.4-
-0.6
-0.8 0 5 10 15
time [s]
Figure 5-9: Pitch Displacement Comparison, 6 = -3 ! at time t = 0 s
67
0
Heave Displacement
1 -+-SWAN2
- Autoregressive Model
0.5-
T
0-
-0.51
0 5 10 15
time [s]
Figure 5-10: Heave Displacement Comparison, = 0.2 d, 3 = 1 m at time t = 0 s.
there is an initial heave velocity = -3 g at time t = 0 s, otherwise in a calm water
with no incident waves while ship has no forward speed.
This result shown in figure 5-10 and figure 5-11 is of an initial condition run, where
there is an initial heave velocity 5 = 0.2 1, a = 1 m at time t = 0 s., otherwise in
a calm water with no incident waves while ship advancing with a forward speed of
28 knots.
The results prove that the proposed model performs as well as SWAN, capturing
all memory effects related to the problem. A frequency domain or a transfer function
model do not simulate the transient dynamics of the system, whereas the proposed
model does with and without ship forward speed.
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Chapter 6
Solution of the Motion Control
Problem and SWAN-LQ
This chapter is devoted to the details of the numerical works on Matlab to form the
autoregressive-type state-space model and then to design the LQ regulator as well as
the improvements/modifications on SWAN leading to SWAN-LQ.
6.1 Control Study
A control study was performed on the generic catamaran introduced in the previous
section. The control-oriented autoregressive model and its corresponding state-space
model are formulated such that they can include the controller effects. Several runs
are performed with and without the LQ controller in regular and random waves. Since
heave and pitch motions are of primary importance for catamarans, displacement and
velocity histories of those motions are given,
6.1.1 The Foil-Assisted Catamaran Particulars
To create control forces and moments, the catamaran is fitted with a pair of hy-
drofoils, one at bow and the other at stern. The dimensions of the hydrofoils are
determined realistically, that is there are hydrofoil-assisted catamarans using similar
70
30
>% 20
10
0
-10
-20
-30
-60 -40 -20 0 20 40 60
X
Figure 6-1: Hydrofoil-Assisted Catamaran Layout
control surfaces in active service. For study purposes, foils with planform area of
15 m2 and an aspect ratio of 15 have initially been used. The figure 6-1 depicts the
foil-vessel arrangement.
6.1.2 Formulation of the Control-Oriented AR Model
We revisit our discrete autoregressive model:
S
Xk = AsXk-s + WFk, (6.1)
8=1
The coefficient W of the exciting force is dimensioned and valued appropriately and
will be explicitly defined below. Furthermore, we can decompose the external force
F into control and ambient wave disturbance terms. The control force in this case is
a flap-induced force, and hence the flap angles form the control vector (for example,
assuming a two-foil model):
f ore
Uk ~
6
aft k
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where, iVore and aft are the forward and aft flap angles respectively. The external
force term is then analyzed:
F = Fcontroi + Fwave
and hence
WFk = r'(Fcontro1)k +W' Fk
= r* [fre + W'Xk
Eaf t-k
where * takes appropriate values as explained in the next section. Equation (5.6)
takes the final form: S
Xk AXk-s + P*Uk + W'Xk, (6.2)
s=1
and the resulting autoregressive-type linear model is:
S
Xk E AsXk-s + L*Uk, (6-3)
s=1
where Xk is the state vector for the current time step. In the following section, we
will show how to convert the autoregressive model (equation 6.3) into a regular state
space model. The autoregressive coefficients can be determined in a straightforward
manner from equations (5.2), (5.3), and (5.4) as in the previous section. The flap
induced forces can be linearized using Prandtl's lifting line theory I and this will
make it easier to achieve r* values in the next section.
6.1.3 Converting an Control-Oriented Autoregressive Model
into a Regular State-Space Model
In the previous section, we achieved to form an autoregressive model that can capture
all the memory effects. In this section, we are going to put the autoregressive model
-L = CLipU 2S with CL ~ 27ra/(1 + 2)
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into a regular state-space model so that we can utilize common matrix techniques and
use the model in control algorithms. We know that the LQR formulation requires us
to have system model in the form of X(t) = Ax(t) + Bu(t) or its discrete counterpart.
We want to end up with a similar model at the end of this section. Repeating the
work of section 5.2, we define a new vector Z in the following way:
Zk = 4Zk-1 + LUk-1 (6.4)
where
Zk =
$1
I
0
0
0
02
0
I
0
0
Xk
Xk-1
Xk-2
Xk-n+1
Xk-n
03
0
0
I
0
0
- - 0
- - 0
n+I
0
0
0
0
and
and r is a column vector with n + 1 elements
r*
0
0
0
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where
I* = G- 1 dFcontro
du
The <b matrix consists of n pieces of q matrices that contain the hydrostatic and
hydrodynamics metrics as shown below:[(G)- (M - CAt2 - K1 At2 )] [(G)- (-CAt)]
1=At 0 1 0
0 At 0 1
and
[(G)- (-Ki t2)
0 0
0 0 0 0
L L0 0 1 L0 0 1
for2< i < S, where G= (M+BAt+KoAt2).
Note that the optimal control law for each time step is define by:
Uk = -LZk_1
6.2 SWAN-LQ
The solution of the motion control problem has been performed in two steps by the use
of Matlab and Fortran coding. All of the off-line calculations, including the model
derivation and optimal gain matrix, have been done in Matlab. 3-D time domain
seakeeping panel method code SWAN has been improved by new subroutines so that
it can simulate the motions of the ships which have actively controlled lifting surfaces.
The development of the matrix autoregressive-type state-space model including
wave memory effects was achieved through the of a set of Matlab codes written.
The frequency dependent damping coefficients which are required in Kernel function
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derivations, revisiting equation 5.52, have been calculated as a solution of the radia-
tion problem simulated by SWAN. This model development was followed by the LQ
regulator design with proper selection of Q and R weighting matrices. As stated
earlier, the Linear Quadratic Regulator problem is a pure mathematical constrained
optimization. The optimal gain matrix based on the weighting matrices and the con-
strained equation is always optimal provided that the system is controllable, Q is
positive semi-definite, and R is positive definite. But, this optimality is a mathe-
matical optimality and barely means that the cost integral will be minimized by the
gain matrix. One should note that the solution of the mathematical optimization
problem does not necessarily gives a physically optimal solution due to the fact that
the mathematical formulation and the physical problem does not match perfectly.
It is the designer's job to tune the Q and R matrices so that the outcome of the
physical process, here the ship motions, is as desired. Maximum magnitudes for each
of the state variables and the control variable are imposed on the system as a set of
specifications and the LQ regulator will need to shape the trajectories so that these
specifications are satisfied if that is possible. For a given set of Q, R weighting ma-
trices, the LQR control is optimal and unique. But, more than one set of matrices
will allow the specifications to be satisfied, therefore the solution to this problem is
not unique. Any initial choice of weighting matrices that have Q symmetric positive
semi-definite and R symmetric and positive definite is acceptable. Using Bryson's
rule will often shorten the design process by requiring fewer iterations to reach the
final design. The Bryson's rule for the initial guess of the weighting matrices is given
as:
1
qi = 2
q max
1
ri 2 
.2
imax
where the (max and the ujimax are the maximum allowable magnitude of the state
and the control variables. The optimal feedback gain matrix is one the input values
to SWAN-LQ. Even though it is very common that only the current state values are
2 Kij (t) = Zf [V b (w) - b -(oo)] cos wt dw
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taken into account in controller designs, the history of the state values (Zk) and the
memory effects (included in 4) explicitly are taken into account in the derivation of
the optimal gain matrix in this study as seen in equation 6.2:
Zk = Zk-1 + rUk-1
where
Zk =
Xk
Xk-1
Xk-2
Xk-n+1
Xk-n
qi i
I
0
0
0
The q matrices explicitly contain
(K).
[(G)~ (M -
[At
0
and
... O~n
- - 0
- - 0
02
0
I
0
0
03
0
0
I
0
d-+1
0
0
0
0
the memory effects in terms of Kernel functions
CAt2 - K1At2)] [(G) 1 (-CAt)]
0 1 0
At 0 1
76
[(G)- (-K At 2 )] [ ]
0 0
0 0 0 0
L L0 0 10 0
for 2 < i < S. The determination of S is related to the convergence time of the
Kernel (impulse response) functions and the discrete system time step. To capture
the memory dynamics fully, one should choose a truncation time which is equal or
slightly larger than the convergence time of the Kernel functions. It changes with the
ship forward speed. As seen on figure 5-3 and figure 5-3, a truncation time of 25 s
and 5 s is enough for V/hip = 14 knots and Vhip = 28 knots cases respectively. To
determine the proper time step, one should consider both the stability of the discrete
system and the computational feasibility. A too large time step can easily cause
instabilities in the system while a too small time step can cause serious computational
burden. These considerations led to a time step of dt = 0.05 s in this study with a S
value of 500 and 100 for 14 knots and 28 knots cases respectively. It means that the
autoregressive-type state-space model takes the past 500 (or 100) states into account
to capture the memory dynamics of the system.
The instantaneous values of the angle of attack of the hydrofoils are products of
the gain matrix and the instantaneous state values as described in equation 2.60.
The ship motions of interest are observed under the influence of control action and
necessary changes in weighting matrices are performed. Attention was given to the
limits of the fin motions as will explain in the next section where the fin angular
motions are plotted together with the controlled ride motion histories to show that
the control action in fact is realizable (figure 6-4 to figure 6-17).
SWAN-LQ models the lifting appendages as point forces. The Prandtl's lifting
line theory is used to calculate the point forces as:
1
L = CL PU2 S,2
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where CL ~ 27ra/(1 + -). The location, area, aspect ratio and initial angle of attack
of the foils can be defined. A new Fortran subroutine in SWAN-LQ reads the optimal
feedback gain matrix which was previously calculated off-line as explained in previous
section. SWAN-LQ determines, at each time step, the optimal angle of attack of all
the hydrofoils. The forces and moments due to the hydrofoils are calculated at each
time step considering their current angle of attack. If, due to excessive motion, the
angle of attack of the hydrofoils exceeds 150 SWAN-LQ does not produce any force
assuming the occurrence of stall phenomenon. Then, SWAN-LQ adds these forces
and moments to the global forces and moments at each time step and calculate the
resultant ship motions. Regardless of the type of the run, controlled or bare hull,
SWAN-LQ produces both time domain motion histories and the frequency domain
motion RAO values as will be seen in the next section.
6.3 Controlled Ride Results
Simulations were performed to see the effect of the controller on ship motions. The
generic catamaran was used for study purposes. The outline of the study is follows:
The heave and pitch motions of the catamaran without any control in regular seas
are simulated. Then, the same simulations are repeated with the controller in action.
The controller gains are calculated by LQR algorithm that is employing the proposed
control-oriented state-space model.
Few iterations may be necessary to tune the Q and R weighting matrices so that
the system operates optimally in a sense that is defined by the designer. Also, special
attention was given to the selection of Q and R to obey the physical constraints.
There are two saturations, one for the positions of the foils ( 150) and the other
for the rotational velocity ( 13.50/s). The proper selection of Q and R weighting
matrices ensured that the motions of the hydrofoils are within allowable practical
limits.
The following Q, R, and L values are given here as an example for the case of
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Vhip= 28 knots:
1000 0 0 0
0 10000 0 0
0 0 100 0
0 0 0 1000
25 0
R=
0 25
5.6436 -9.3111 1.2841 -1.0408
L=
2.9502 17.9586 0.4329 2.2347
where the qu and q33 penalize the heave motion while q2 2 and q44 penalize the pitch
motion. The r1l and r22 drive the amount of control used in terms of the angle of
attack of the foils. The first row of the L matrix determines the angle of attack of
the forward foil as a function of the foil dimensions, foil locations, ship speed, heave
and pitch states. The second row performs for the rear foil in an identical manner.
The figure 6-2, 6-3 compare the heave and pitch motion reduction of the studied
catamaran in regular bow waves (# = 1800) with due to employed control system,
while the figures 6-6, 6-7 do the similar comparison in irregular waves (H11 3 = 3 m
and /3 = 1800).
Similarly, the figure 6-10, 6-11 compare the heave and pitch motion reduction
of the studied catamaran in regular bow waves (# = 1350) with due to employed
control system, while the figures 6-14, 6-15 do the similar comparison in irregular
waves (H1/3 = 3 m and / = 1350).
Another common way of depicting the seakeeping characteristics of a vessel is to
analyze its Response Amplitude Operators (RAO). Using SWAN, the heave and Pitch
RAOs are calculates for the catamaran in a range of frequency of waves (Twave =
3s, 4s, ... , 13s). Figures 6-18 and 6-19 compare the RAOs for no control, fixed
foil control, and active foil control cases, while figures 6-20 and 6-21 do the same
comparison for 14 knots.
The flowcharts detailing the off-line and on-line calculations performed during
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these studies can be found in figure 6-22 and figure 6-23. The off-line chart depicts
the steps taken to calculate the optimal gain matrix. Initially, SWAN is used as a
computational tool to calculate the mass, added mass, and restoring coefficients of the
studied vessel for the given speed. Then, the impulse response function of interest are
calculated by cosine transformation of the damping values as in equation 5.4 using a
short Matlab code. These information is enough to construct the q matrices forming
the autoregressive model. Another Matlab code transforms this autoregressive model
into a state-space model using appropriate time step (in this study we accepted a
time step of dt = 0.05 s). Selection of time step is important: Too large time step
can easily deteriorate the validity of the discrete system whereas too small time step
can be prohibitive from a computation point of view. It is now the designer's job
to determine the control surfaces to be used. One should consider not only the
force/moment generated, but also the structural and operational concerns as well as
the drag penalty. After deciding the control surfaces and their location, we start
calculating the optimal gain matrix. Initially, the weighting matrices are determined
based on the Bryson's rule. The optimal gain matrix is then fed into the feedback
controller before the controlled-ride simulations start. Based on the performance
of the system, we ma need to change the weighting matrices such that the system
performs as we desire. Here one should note that the LQR gives optimal control in a
mathematical sense, not in a physical sense, which means that the optimal control out
of an LQR does not necessarily give us the optimal physical system performance. It is
the designer's job to find the appropriate weighting matrices that eventually give the
physically optimal solution. The on-line calculation chart depicts how the controlled-
ride simulations with SWAN is performed. After fixing the weighting matrices and
calculating the optimal gain matrix, the runs with the controller in action can be
performed. A subroutine in SWAN code takes these values as an input and then
determines the real-time control signal that is the angle of attack of each foils. The
forces and moments due to the presence of the foils are calculated at each time step
(which is 0.025 s for most of the runs) and adds these forces and moments to the
global forces and moments to calculate the overall motions of the ship. The changes
80
of system output can easily be seen by considering the changes in the system matrix
(which can be considered as the transfer function): At the beginning, we had a system
described by
Z(k) = 4 Z(k - 1).
When we add control to the system in the form of
Fcontrot (k) = r u(k),
where u(k) = L Z(k - 1), the controlled system can be rewritten as
Z(k) = (4 - rL) Z(k - 1).
As seen here, the addition of the control force directly changes the transfer function
of the system. The LQR guarantees that (provided appropriate weighting matrices)
this change is always positive in a sense that the modified system will be more stable.
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Chapter 7
Conclusions
7.1 Summary and Conclusions of Current Study
In this work, we developed a general purpose control-oriented time domain model for
the ship motions. The significant parts of this model are the ability to capture the
hydrodynamics memory effects and all the same the availability to be implemented
in common digital controllers due to its state-space form.
A discrete autoregressive-type model was created where the coefficients of the
model were determined by physical and dynamical considerations using a reliable
seakeeping panel code SWAN. The convolution integrals, thus memory effects, was
included in the formulation by discretization and proper truncation. The model
coefficients were adjusted such that the discretized integrals were included accurately.
The free decay tests proved that the proposed model correctly simulates the vessels
motion in time domain, including its transient motions.
Since the goal was to use the proposed model for control purposes, it was modified
to include the control surface effects. In formulation, it was considered that the ves-
sel employs a pair of hydrofoils or fins for motion control purpose. The formulations
assume a linear operation regime for the control surfaces in order to avoid tedious
computations. That is, Prandtl's lifting line theory was used in estimating the gener-
ated forces by foils. Hereby, we composed a control-oriented model that is as robust
and efficient as SWAN; all the same, that can be run in Matlab or a similar program
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using a regular PC, taking much less time compared to a CFD seakeeping code.
For control study purposes, a generic catamaran was created and fitted with a
pair of hydrofoils. The corresponding control-oriented model was derived. Using
the model and the Linear Quadratic Regulator algorithm, the optimal gains for the
controller were achieved. Several test runs were performed with and without control
effect in regular and irregular waves. It was seen that the combination of proposed
model and the LQR controller was very effective in reducing the undesired motions
of the vessel in waves.
This work shows the best possible way to model the ship system with memory for
control purposes as well as how to couple this model with optimal controllers.
7.2 Summary of Contributions
The followings are the key contributions of this thesis:
" I developed novel matrix autoregressive-type control-oriented state-space model
including wave memory effects for ship motions from first principles using linear
time domain seakeeping theory. It is not restricted to mono-hulls, but is valid
for twin- and multi-hulls as well.
" I managed to couple this autoregressive-type state-space model model with LQR
algorithms.
" I have shown that the proper modeling and controller design avoid the need for
considering the excitation due to seastate.
" I have developed a new time domain seakeeping simulation tool for active motion
control studies (SWAN-LQ) by performing necessary modification and improve-
ments on the Fortran source code.
" Time-domain realtime control applications were performed on a fast catamaran
in regular & irregular waves with remarkable results.
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" It was shown that the proposed technique is applicable to real vessel control
systems.
" It was shown that it is applicable to all types of vessels equipped with lifting
appendages.
" SWAN-2, a robust and reliable time domain seakeeping panel code, was en-
hanced so that it can handle hydrofoil-assisted vessels for design and study of
control systems.
" The rational framework I developed is easy to be applied to all types of vessels
equipped with lifting appendages, including fast multi-hulls or novel hulls, re-
gardless of the vessel type, vessel speed, sea conditions, controllers, or control
surfaces studied, even for rudder roll motion reduction studies.
7.3 Future Research
We believe that a more realistic interaction between the lifting foils and the ship
should be included in the final controlled ride simulations in order to use this tool
more efficiently and reliably for use in realistic design studies.
In practice, the non-linear nature of ship motions and also the measurement errors
of the sensors onboard requires the use of Linear Quadratic Gaussian (LQG) Regu-
lator. The benefits of using proposed methods should be studied in LQG algorithms.
The wave excitation forces have been considered as disturbance forces in this study
and they didn't effect the calculation of optimal gain for the controller. With the
advancement of sensing and forecasting technology, one should consider feedforward
control where the wave excitation forces affect the optimal gain.
Using dynamic programming, optimal control applications can be extended to
include ship optimal routing problem, that doesn't have a closed-form solution as
opposed to LQR problems, together with ship motion control in predicted sea condi-
tions.
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Another important study to be done is model tests. The model tests always give
more insight and information when we deal with new applications. The scaling of
the ship and the control surfaces will be similar. It would be very useful to compare
model test results with the results of computational simulation in order to evaluate
the practical validity of such a simulation technique.
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