Neural networks can be used to identify phases and phase transitions in condensed matter systems via supervised machine learning. Readily programmable through modern software libraries, we show that a standard feed-forward neural network can be trained to detect multiple types of order parameter directly from raw state configurations sampled with Monte Carlo. In addition, they can detect highly nontrivial states such as Coulomb phases, and if modified to a convolutional neural network, topological phases with no conventional order parameter. We show that this classification occurs within the neural network without knowledge of the Hamiltonian or even the general locality of interactions. These results demonstrate the power of machine learning as a basic research tool in the field of condensed matter and statistical physics.
Condensed matter physics is the study of the collective behavior of massively complex assemblies of electrons, nuclei, magnetic moments, atoms or qubits [1] . This complexity is reflected in the size of the classical or quantum state space, which grows exponentially with the number of particles. This exponential growth is reminiscent of the "curse of dimensionality" commonly encountered in machine learning. That is, a target function to be learned requires an amount of training data that grows exponentially in the dimension (e.g. the number of image features). Despite this curse, the machine learning community has developed a number of techniques with remarkable abilities to recognize, classify, and characterize complex sets of data. In light of this success, it is natural to ask whether such techniques could be applied to the arena of condensed-matter physics, particularly in cases where the microscopic Hamiltonian contains strong interactions, where numerical simulations are typically employed in the study of phases and phase transitions [2, 3] . We demonstrate that modern machine learning architectures, such as fully-connected and convolutional neural networks [4] , can provide a complementary approach to identifying phases and phase transitions in a variety of systems in condensed matter physics. The training of neural networks on data sets obtained by Monte Carlo sampling provides a particularly powerful and simple framework for the supervised learning of phases and phase boundaries in physical models, and can be easily built from readily-available tools such as Theano [5] or TensorFlow [6] libraries.
Conventionally, the study of phases in condensed matter systems is performed with the help of tools that have been carefully designed to elucidate the underlying physical structures of various states. Among the most powerful are Monte Carlo simulations, which consist of two steps: a stochastic importance sampling over state space, and the evaluation of estimators for physical quantities calculated from these samples [3] . These estimators are constructed based on a variety of physical impetuses; e.g. the ready availability of an analogous experimental measure like a specific heat; or, the encoding of some more abstract theoretical device, like an order parameter [1] . However, unique and technologically important states of matter may not be straightforwardly identified with standard estimators. Indeed, for some highly-coveted phases such as topologically-ordered states [1, 7] , positive identification may require prohibitively expensive (and experimentally challenging [8] ) measures such as the entanglement entropy [9, 10] .
Machine learning, already explored as a tool in condensed matter and materials research 0.8 [ [12] [13] [14] [15] [16] [17] , provides an alternate paradigm to the above approach. The ability of modern machine learning techniques to classify, identify, or interpret massive data sets like images, videos, genome sequences, internet traffic statistics, natural language recordings, etc. foreshadows their suitability to provide physicists with similar analyses on the exponentially large data sets embodied in the state space of condensed matter systems. We first demonstrate this on the prototypical example of the square-lattice ferromagnetic Ising model,
We set the energy scale J = 1; the Ising variables σ z i = ±1 so that for N lattice sites, the state space is of size 2 N . Standard Monte Carlo techniques can efficiently provide samples of configurations for any temperature T , weighted by the Boltzmann distribution. The existence of a well-understood phase transition at temperature T c [11] , between a high-temperature paramagnetic phase and a low-temperature ferromagnetic phase, allows us the opportunity to attempt to classify the two different types of configurations without the use of Monte Carlo estimators (e.g. the magnetization). Instead, we construct a fully connected feed-forward neural network, implemented with TensorFlow [6] , to perform supervised learning directly on the raw configurations sampled by a Monte Carlo simulation (see Figure 1 ). The neural network is composed of an input layer with values determined by the spin configurations, 100-unit hidden layer of sigmoid neurons, and an analogous output layer. We use a cross-entropy cost function supplemented with an L2 regularization term to prevent overfitting. The neural network is trained using the Adam method for stochastic optimization [18] . As Illustrated in Figure 1 In Figure 2 we present the output layer neurons averaged over the test set as a function of temperature for L = 30. We estimate the critical temperature based on the crossing point of the low-and high-temperature outputs to be T c /J = 3.63581, which is close to the exact thermodynamic T c /J = 4/ ln 3 ≈ 3.640957 [19] -a discrepancy easily attributed to finite-size effects. Further, the same strategy can be repeated, using instead our toy neural network. Again, without any knowledge of the critical temperatures on the square or triangular lattices, we estimate T c /J = 3.63403, differing from the true thermodynamic critical T c by less than 1%.
We turn to the application of such techniques to problems of greater interest in modern condensed matter, such as disordered or topological phases, where no conventional order parameter exists. Coulomb phases, for example, are states of frustrated lattice models where local energetic constraints lead to extensively degenerate classical ground states, which are highly-correlated "spin liquids" without a bulk magnetization or other local order parameter.
We consider a two-dimensional square ice Hamiltonian given by H = J v Q These results indicate that the learning capabilities of neural networks go beyond the simple ability to encode order parameters, extending to the detection of subtle differences in higher-order correlations functions. As a final demonstration of this, we examine an Ising lattice gauge theory, one of the most prototypical examples of a topological phase of matter [7, 20] . The Hamiltonian is given by H = −J p i∈p σ z i where the Ising spins live on the bonds of a two-dimensional square lattice with plaquettes p, as shown in the inset of Figure 3 (C). The ground state is again a degenerate manifold [7, 21] (Figure 3(C) ), with exponentially-decaying spin-spin correlations that makes it much more difficult to distinguish from the high temperature phase.
Just as in the square ice model, we have made an attempt to use the neural network in sets that violate an extensive fraction of the local energetic constraints of the theory, we conclude that the discriminative power of the CNN relies on the detection of these satisfied constraints. Furthermore, test sets with defects that retain most local constraints but disrupt non-local features, like the extended closed-loop gas picture or the associated topological degeneracy [7] , indicate that local constraints are the only features that the CNN relies on for classification of the ground state. In view of these observations, we construct a simplified analytical toy model of our original CNN designed to explicitly exploit local constraints in the classification task. Such a model discriminates high-temperature from ground states with an accuracy of 100%. Details of the behavior of the CNN with various test sets, as well as the details of the analytical model, are contained in the supplementary material.
We have shown that neural network technology, developed for engineering applications such as computer vision and natural language processing, can be used to encode phases of matter and discriminate phase transitions in correlated many-body systems. In particular, we have argued that neural networks encode information about conventional ordered phases by learning the order parameter of the phase, without knowledge of the energy or locality conditions of Hamiltonian. Furthermore, we have shown that neural networks can encode basic information about the ground states of unconventional disordered models, such as square ice model and the Ising lattice gauge theory, where they learn local constraints satisfied by the spin configurations in the absence of an order parameter. These results indicate that neural networks have the potential to faithfully represent ground state wave functions.
For instance, ground states of the toric code [1, 7] can be represented by convolutional neural networks akin to the one in Figure 4 (see the supplementary materials for details). We thus anticipate adoption to the field of quantum technology [23] , such as quantum error correction protocols and quantum state tomography [24] . The ability of machine learning algorithms to generalize to situations beyond their original design anticipates future applications such as the detection of phases and phase transitions in models vexed with the Monte Carlo sign problem [3] , as well as in experiments with single-site resolution capabilities such as the modern quantum gas microscopes [25, 26] . As in all other areas of "big data", we expect the rapid adoption of machine learning techniques as a basic research tool in condensed matter and statistical physics in the near future. and bias vector given by
where 0 < < 1 is the only free parameter of the model. The arguments of the three hidden layer neurons, in terms of the weight matrix, bias vector, and a particular Ising configuration
where
σ i is the magnetization of the Ising configuration. In Figure 5 A strategy to gain intuition for how these neural networks operate is to produce a lowdimensional visualization of data used in the training. We consider the t-distributed stochastic neighbor embedding (t-SNE) technique [27] where high-dimensional data is embedded in two or three dimensions so that data points close to each other in the original space are also positioned close to each other in the embedded low-dimensional space. Figure 6 displays a t-SNE visualization of the Ising configurations used the training of our ferromagnetic model.
The two low-temperature blue regions correspond to the two ordered states with spins polarized either up or down. The high-temperature red region identifies the paramagnetic state.
The resulting neural networks, which are functions defined over the high-dimensional state space, become trained so that the low-temperature output neuron takes a high value in the cool region (and vice versa), crossing over to a low value as the system is warmed through the orange hyperplane. This allows the classification of a state in terms of the neuron values.
Appendix C: Details of the convolutional neural network of the Ising lattice gauge theory
The exact architecture of the convolutional neural network (CNN) [4] , schematically described in Figure 4 , is as follows. The input layer is a two-dimensional Ising spin configuration with N = 16 × 16 × 2 spins, where σ i = ±1. The first hidden layer convolves 64 2 × 2 filters on each of the two sublattices of the model with a unit stride, no padding, with periodic boundary conditions, followed by rectified linear unit (ReLu). The final hidden layer is a fully-connected layer with 64 ReLu units, while the output is a softmax layer with two outputs (correponding to T = 0 and T = ∞ states). To prevent overfitting, we apply a dropout regularization in the fully-connected layer [28] . Our model has been implemented using TensorFlow [6] .
Since our CCN correctly classifies T = 0 and T = ∞ states with 100% accuracy, we would like to scrutinize the origin of its discriminiative power by asking whether it discerns the states by the presence (or absence) of the local Hamiltonian constraints or the extended closed-loop structure. Our strategy consists in the construction of new test sets with modified low temperature states, as detailed below. First, we consider transformations that do not destroy the topological order [21] of the T = 0 state but change the local constraints of the original Ising lattice gauge theory. As shown in the configurations in Figure 7 In view of the conclusion above, we now present a toy model that uses a streamlined version of our original CNN constructed to explicitly detect satisfied energetic local constraints.
The convolutional layer contains 16 2×2 filters per sublattice with unit stride in both directions and periodic boundary conditions. The convolutional layer is fully connected to two perceptron neurons in the output layer, as described below. A schematic representation of the toy CNN is presented in Figure 8 . The values of the filters W yxsf are presented in Table   C , where x and y represent the spatial indices of the convolution, and s and f label the Table C ) detect satisfied plaquettes, while the remaining 16 (f = 9 through f = 16, right red column in Table C) detect unsatisfied plaquettes. The bias of the convolutional layer is a 16-dimensional vector
T , where 0 < δ 1 is a small parameter. The outcome of the f s=A s=B f s=A s=B corresponds to the value of O 0 after a feed-forward pass of the neural network for a given a input configuration σ z 1 , ..., σ z N . Our model bears resemblance with the construction of the ground state of the toric code in terms of projected entangled pair states in that local tensors project out states containing plaquettes with odd parity [29] . These observations suggest that convolutional neural networks have the potential to represent ground states with topological order.
