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We present some explicit matrix formulas for a ﬁnite state Markov chain. The ﬁrst gives
sums of probabilities along some general subsets of paths. Another formula yields the
probability mass function (pmf) of the random variable which adds costs along subsets
of paths. We then discuss how these formulas can be used to eﬃciently compute expected
values of a function of the sum of costs along paths, as well as related applications. We
conclude by describing a procedure allowing us to avoid using Monte Carlo simulation in
stochastic approaches to solving some general boundary value problems. Instead, we show
how to evaluate the relevant expected values exactly for discretizations of the original
continuous problem.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
In this paper, we show how some elementary computations with ﬁnite state Markov chain transition matrices lead to
interesting and promising applications. The computations and sample applications are based on two observations. The ﬁrst
one is that the product of the transition matrix interlaced with projections on states of interest gives probabilities along
corresponding subsets of paths. This observation is the discrete analog of the construction of Wiener measure (see [26,27]
and [28]; in addition, the paper [5] is an early survey on Wiener measure and its applications to integration in functional
spaces). Some of the underlying ideas are implicitly present in discussions of ﬁrst passage times, see [8–12] and [18];
a continuous version appears in [24] (where it is used to construct a measure on a certain product space). Our second
observation is a discrete version of the Feynman–Kac formula (the paper [4] is a good overview; see also [3,16,17] and [2]).
After attaching complex exponential factors to each entry in the transition matrix, powers of the resulting “complexiﬁed”
matrix give sums of products of certain exponential factors multiplied by the corresponding path probabilities. We are
making matrix multiplication keep track of values attached to each segment of a path, as well as the probabilities of the
paths, and are thus in a position to calculate integrals of functions of additive (or multiplicative) “costs” on paths.
In one of the proposed applications later in this note, the two observations are combined to yield an effective computa-
tional method for evaluating the expected value (over paths) of a function of the sum of path attributes; each path starts at
a speciﬁc point within a subset of states, and ends when the path exits the given subset for the ﬁrst time. We also describe
some sample problems for which our methods may be of use.
In another application, we propose a variant of the occasionally used approach to calculate solutions to a large class of
Dirichlet–Poisson boundary value problems via diffusion. Our method ﬁnds the exact solution for each discretization of the
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and thus require a large number of trials to achieve good accuracy.
2. Notation
In what follows, A will be an N × N Markov matrix, with entries amn:
A = 〈amn〉Nm,n=1,
where the amn are non-negative and, for each m,
∑
n amn = 1. We let S = {s1, s2, . . . , sN } be a ﬁnite set of states (or data
points) lying in some Euclidean or more general space, and we think of the amn as giving the transition probabilities from
state sm to state sn in one tick of the clock. (See, for example, [18] or [8] for a discussion of ﬁnite state Markov chains.)
C will denote an N × N matrix with real entries, not necessarily non-negative,
C = 〈cmn〉Nm,n=1.
No Markov property is assumed for C . We will think of the cmn as the cost, or some other attribute, associated with the
“edge”, or transition, from state sm to state sn .
For t real, AC (t) will denote the following N × N matrix:
AC (t) =
〈
eicmntamn
〉N
m,n=1. (1)
We will let D denote the operator 1i
d
dt , so:
DAC (t) =
〈
eicmntcmnamn
〉N
m,n=1. (2)
Note that for k = 0,1, . . . ,
Dk AC (t) =
〈
eicmntckmnamn
〉N
m,n=1. (3)
For X a subset of the set of states S , the N × N matrix P X will denote the following projection: all entries of P X are 0
except for diagonal entries (k,k), when sk ∈ X ; the latter entries are equal to 1. So, for an N × 1 vector v , P X v sets to 0 all
components of v with an index j for which s j /∈ X , and leaves the other components alone. P X is an analog of multiplication
by a characteristic function (for the continuous situation) discussed in Chapter 4, Section 4 of [24].
Finally, 1 will denote the N × 1 column vector where each entry is 1; eTm will denote the 1× N row vector with the mth
component 1, and all others 0; and, for a set of states X , X¯ will denote the complement of X with respect to S .
3. Two observations
We make the following two observations:
Observation 3.1. For X1, X2, . . . , Xk subsets of S , the product:
eTmAP X1 AP X2 · · · AP Xk1=
∑
amj1a j1 j2 · · ·a jk−1 jk , (4)
where the sum is over j1 such that s j1 ∈ X1, j2 such that s j2 ∈ X2, . . . , and jk such that s jk ∈ Xk , is the sum of products
of transition probabilities along paths consisting of k + 1 states, where the ﬁrst state is sm , the second state is in X1, . . . ,
and the k + 1st state is in Xk . (The analogous product for the continuous situation is used in Chapter 4, Section 4 of [24] to
deﬁne a certain product measure.)
Observation 3.2. For k = 1,2, . . . , the m,n entry of [AC (t)]k , where AC (t) is deﬁned by Eq. (1), is:∑
j1, j2,..., jk−1
ei(cmj1+c j1 j2+···+c jk−1n)tamj1a j1 j2 · · ·a jk−1n. (5)
Thus, the attributes along “edges” are added in the exponential, while the transition probabilities are multiplied as usual.
These two elementary observations are the heart of our paper. In subsequent sections, we explore some applications of
these formulas.
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For our ﬁrst application, suppose a particle starts at a speciﬁed state sm , and we let it travel for k ticks of the clock,
where we suppose k = 2p , some positive integer p. For a transition from state sq to state sr (in one tick of the clock), we
let cqr be a real number denoting some cost of transitioning from sq to sr ; or perhaps some distance between sq and sr ;
or some other quantity which is additive along a path. In such a situation, given a function f :R → R, it may well be of
interest to evaluate the expected value of the function f of the particle’s travels during the ﬁrst k ticks of the clock (starting
from the state sm), i.e. we would like to evaluate the following sum:
E
(
f (sum of costs over k ticks)
)= ∑
j1, j2,..., jk∈S
f (cmj1 + c j1 j2 + · · · + c jk−1 jk )amj1a j1 j2 · · ·a jk−1 jk . (6)
Due to the functional factor in front of the path probability terms, the above sum would seem to require O(Nk) calculations,
a prohibitively large number even if N is small, say 10, and k is 64.
Using (5), it is easy to see that:
E
(
f (sum of costs over k ticks)
)= eTm
∞∫
−∞
fˆ (t)
[
AC (t)
]k
1dt, (7)
where fˆ (t) is the Fourier transform of f . Now, using the ideas in [1], for any t , [AC (t)]2p can be evaluated eﬃciently (within
a speciﬁed error), given some mild conditions on the transition probabilities in A: for example, a particle may only jump
to a few states with non-negligible probability (in one tick). Suppose fˆ is, say, piecewise smooth and with good decay at
inﬁnity (or if instead of f we can ﬁnd a function h such that hˆ is piecewise smooth and with good decay at inﬁnity, and
h equals f on a region in R which contains all possible sums of the costs for k transitions). Then, instead of calculating
the expected value exactly using Eq. (6), we discretize the integral in Eq. (7) suﬃciently to have error bounded by some
speciﬁed  , and then compute eﬃciently (again, to within a speciﬁed error) each of the terms in the discretization using
the proposed methods in [1].
Note that in Eq. (7) the dependence on the starting state sm appears in the most trivial way as the leading matrix
factor eTm . If we let the particle start at another state, the main part of the calculation need not be repeated. Thus, the (ap-
proximate) evaluation of the integral essentially gives the expected value of f (sum of costs over k ticks) from any starting
state.
Further note that if cqr > 0 for all q and r, and we are given a function g :R+ → R, we can carry out the above procedure
by using c˜qr = ln cqr , and f (x) = g(ex), to evaluate:
E
(
f (sum of new costs)
)= E(g(product of original costs)).
In this section, we are proposing evaluating a sum consisting of prohibitively many easy terms in a manageable number
of operations. The price we pay is that we will only be obtaining an approximate result, but the speciﬁed precision can be,
in practical terms, arbitrarily small.
As a possible speciﬁc application, we consider the following sample problem. Suppose that we are considering a network
of N cities, and a ﬂeet of trucks delivering goods between the cities. From each city, and each day, there is a ﬁxed proportion
of trucks going from the city to neighboring cities to make deliveries. When a particular truck arrives at its destination city
for that day, it unloads its cargo, and waits for the next day to be loaded and sent to another city. We assume that every
truck’s destination is chosen at random in accordance with the transition probabilities associated with its current city (and
that these transition probabilities do not change from day to day). To make real time match the Markov clock, we assume
that due to the logistics of loading, driving, and unloading, each truck has only one destination each day. We let ci j , the cost
of going from city i to city j, be the distance between the respective cities. We suppose there is some function f which
gives the depreciated value of a truck in terms of its mileage; we further suppose f is smooth and decaying, and can even
reach 0 for taxation reasons. We want to calculate the expected value of the depreciated value of a truck after k transitions
between cities, starting from some particular city sm , say. We thus want to know the following quantity, see Eq. (6):∑
j1, j2,..., jk
f (cmj1 + c j1 j2 + · · · + c jk−1 jk )amj1a j1 j2 · · ·a jk−1 jk . (8)
A discretization of Eq. (7) may well be more tractable computationally.
5. Second application
Let X be a non-empty subset of the set of states S , with X 	= S . We would like to calculate the expected value, variance,
and higher moments of a random variable with extends the concept of ﬁrst passage time (see [8] or [18] for discussions
of ﬁrst passage time and related concepts). More precisely, starting at any sm ∈ X , we will let the particle travel until it
exits X for the ﬁrst time, i.e. until it lands on one of the states in X¯ . As the particle travels, it will accumulate the “costs”
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accumulated along such a path. This random variable is thus an extension (due to its feature of accumulating costs) of the
usual concept of ﬁrst passage time to a state (or ﬁrst exit time from X ). In contrast with our ﬁrst application, no function f
appears (except, implicitly, power functions for the moments), and the number of ticks of the clock is not ﬁxed but depends
on how long the particle moves around the states of X before exiting. In the third application, which follows this section,
we will incorporate a function f explicitly.
Our approach is to compute the Fourier transform of the random variable described above (which incorporates the costs).
In probabilistic terminology, we will calculate the characteristic function (i.e. Fourier transform) of the random variable. In
the literature, the ﬁrst few moments seem to be usually obtained by considering functional relations satisﬁed by the mo-
ments (see [18,9] and [10]). [In [9] and [10], the author ﬁnds moments for ﬁrst passage times of semi-Markov processes.
His results cover the case of a random variable analogous to the one described above (movement is from one speciﬁed state
to another speciﬁed state, rather than from a subset of states to its complement), if we interpet the cmn as the deterministic
time to transition from state sm to state sn .] The advantage of having the characteristic function is the ease and directness
with which moments can be calculated, along with the attendant explicit identiﬁcation of the probability mass function.
The authors of this paper have presented the probability mass function of the ﬁrst passage time (without the costs) in [6]
and [7].
Let’s proceed with computing the characteristic function for the ﬁrst exit time from X . Choose an sm ∈ X . As we will see
below, just as in the ﬁrst application, the dependence on sm only appears “trivially” in the front. Changing the starting state
to another one in X will only lead to changing the ﬁrst (row matrix) factor in front; the bulk of the calculation need not be
repeated. First observe that, based on Observation 3.1, the quantity:
eTm(AP X )
k AP X¯1
gives the probability that a particle (starting at state sm) will land on states in X for the ﬁrst k ticks of the clock, and then
exit X and land on a state in X¯ on the k + 1st tick. Let Ym denote the random variable which gives the time for the ﬁrst
exit from X (starting at sm ∈ X ). We thus have that:
Prob(Ym = k + 1) = eTm(AP X )k AP X¯1, k = 0,1,2, . . . . (9)
Now, let Ym,C be the random variable which gives the cost accumulated by a particle starting at sm until its ﬁrst
exit from X . In other words, if a particular path of the particle is given by the states sm, s j1 , s j2 , . . . , s jp−1 , s jp , where
sm, s j1 , s j2 , . . . , s jp−1 are in X , and s jp ∈ X¯ , the value of Ym,C is cmj1 + c j1 j2 + · · · + c jp−1 jp . Note that if every cmn = 1,
Ym,C = Ym , so Ym,C is a more general version of the ﬁrst passage time to X¯ (or ﬁrst exit time from X ). The function we
want to compute is:
Hm(t) ≡
∞∑
k=0
eTm
(
AC (t)P X
)k
AC (t)P X¯1
= eTm
[ ∞∑
k=0
(
AC (t)P X
)k]
AC (t)P X¯1 (10)
(see Section 2 and Observation 3.2).
To ensure that the deﬁnition of Hm(t) makes sense, we state the following:
Proposition 5.1. If A has the property that for every i, j there exists an n such that a(n)i j > 0, where a
(n)
i j is the i, j entry of A
n, i.e. every
state j is eventually reachable from every state i, then:
(1) I − AC (t)P X is invertible for every t, and
(2) ‖(AC (t)P X )k‖ → 0, as k → ∞, uniformly in t.
We will give the proof of this proposition at the end of this section. Using the proposition, we see that the deﬁnition of
Hm(t) makes sense and that we can sum the geometric series deﬁning Hm(t) to obtain:
Hm(t) = eTm
I
I − AC (t)P X AC (t)P X¯1. (11)
Note that if every entry of C is 1, i.e. all costs are uniformly 1, using that A1 = 1 and that AC (0) = A, by the Markov
property of A, we see that:
Hm(0) = eTm
I
I − AP X AP X¯1= e
T
m
I
I − AP X A(I − P X )1
= eTm
I
I − AP X (I − AP X )1= e
T
m1= 1,
i.e. the sum
∑∞
k=0 Prob(Ym = k + 1) = 1, as it should.
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Hm(t) given by Eq. (10), and remembering that D ≡ 1i ddt , we see that:
DkHm(t)
∣∣
t=0 = E
(
Ykm,C
)
, (12)
the expected value of the kth moment of Ym,C . So Hm(t) is the characteristic function of Ym,C .
To evaluate DkHm(t) at t = 0 more easily, we rewrite Hm(t) slightly, starting with Eq. (11):
Hm(t) = eTm
I
I − AC (t)P X AC (t)P X¯1
= eTm
I
I − AC (t)P X
[(
I − AC (t)P X
)− I + AC (t)P X + AC (t)P X¯ ]1
= eTm1− eTm
I
I − AC (t)P X
[
I − AC (t)(P X + P X¯ )
]
1
= 1− eTm
I
I − AC (t)P X
(
I − AC (t)
)
1, (13)
using that P X + P X¯ = I . Noting that AC (0) = A, and (I − A)1 = 0, and using Eq. (12), it is then an easy matter to calculate
E(Ym,C ), the expected cost of the particle’s travels (the particle starts from the state sm and stops when it ﬁrst exits X ):
E(Ym,C ) = eTm
I
I − AP X 〈clnaln〉1, (14)
where 〈clnaln〉 is the N × N matrix with l,n entry equal to clnaln . This is a rather simple and very explicit formula for
E(Ym,C ). Note in particular the linear dependence of E(Ym,C ) on the costs provided by C , as we would expect.
Another simple calculation yields:
E
(
Y 2m,C
)= 2eTm II − AP X 〈clnaln〉P X
I
I − AP X 〈clnaln〉1+ e
T
m
I
I − AP X
〈
c2lnaln
〉
1; (15)
thus it is easy to calculate the variance of Ym,C . Note that computation of various moments of random variables like Ym
appear, for example, in [18,9], and [10]; the computations there are based on functional relations satisﬁed by the moments
rather than construction of the characteristic function.
We ﬁnish this section by giving a proof of Proposition 5.1:
Proof of Proposition 5.1. First, some notation: for any two matrices B and C , with (possibly) complex entries, B  C will
mean that the absolute value of every entry of B is less than or equal to the absolute value of the corresponding entry
of C . Note that if C has non-negative entries, then B  C implies ‖B‖ ‖C‖, where, for a square matrix D , ‖D‖ denotes the
norm of D as on operator on l2. Also observe that AC (t) A (see Section 2 for the deﬁnition of AC (t)).
Now, choose some j so that s j /∈ X . Let P j denote the projection P {s j} . Clearly, P X  I − P j . Let n1,n2, . . . ,nN be integers
so that a(nk)kj > 0 for k = 1,2, . . . ,N (see the statement of Proposition 5.1). Let M = max{n1,n2, . . . ,nN }. We have:[
AC (t)P X
]pM+l  {[A(I − P j)]M}p Al. (16)
We will now show that there exists a 0< δ < 1, such that
1
1− δ
[
A(I − P j)
]M
is sub-Markov, i.e.
1
1− δ
[
A(I − P j)
]M  E,
some E Markov.
We check that, for each row, the row sum of [A(I − P j)]M is less than or equal to 1 − δ, some 0 < δ < 1. Consider an
arbitrary k, 1 k N . Then, the kth row sum of [A(I − P j)]M satisﬁes:
etk
[
A(I − P j)
]M
1= etk
[
A(I − P j)
]nk[A(I − P j)]M−nk1
 etk
[
A(I − P j)
]nk1
 etk Ank (I − P j)1
= etk Ank1− etk Anke j
= 1− a(nk),kj
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nk . But by the deﬁnition of nk , a
(nk)
kj > 0. Thus, δ = min{a(n1)1 j ,a(n2)2 j , . . . ,a(nN )Nj } > 0 works.
So we’ve shown that, for any p, l positive,[
AC (t)P X
]pM+l  (1− δ)p E p Al. (17)
We have the following simple lemma:
Lemma 5.1. For any Markov matrix D, ‖D‖√N.
Proof. Since 0 dij  1 for all i, j, and
∑
j di j = 1 for all i, we have:
∣∣(Dv)i∣∣∑
j
di j|v j|
(∑
j
d2i j
)1/2(∑
j
v2j
)1/2

(∑
j
di j
)1/2
‖v‖ = ‖v‖.
So
∑
i(Dv)
2
i  N‖v‖2, hence ‖Dv‖
√
N‖v‖. 
Since Ep Al is Markov, so that ‖Ep Al‖ √N by the lemma, from Eq. (17) we see that ‖(AC (t)P X )k‖ → 0, as k → ∞,
uniformly in t .
Thus, in particular, 1 is not an eigenvalue of AC (t)P X , so I − AC (t)P X is invertible for every t .
This concludes the proof of Proposition 5.1. 
6. Third application
We can combine the discussions in the ﬁrst and second applications above to obtain the following. Suppose fˆ is, say,
piecewise smooth and with good decay at inﬁnity (or we can substitute an h for f with hˆ piecewise smooth and with good
decay at inﬁnity as discussed in the ﬁrst application). Again, let X ⊆ S with X 	= S , and let sm ∈ X . Then, setting P to be
the set of paths which start at sm and continue until the ﬁrst exit from X (P is the set of paths considered in the second
application), we have:
E
(
f (sum of costs along a path in P))= eTm
∞∫
−∞
fˆ (t)
I
I − AC (t)P X AC (t)P X¯1dt. (18)
To approximate this integral, we discretize in t . Then, we need to calculate II−AC (t)P X AC (t)P X¯1 for each of ﬁnitely many
values of t . Now, for some ﬁxed t , let B = AC (t)P X , and let v = AC (t)P X¯1. Then, note that:
I
I − B v =
[
(I + B)(I + B2)(I + B4)(I + B8) · · ·]v, (19)
since ‖Bk‖ → 0, as k → ∞, using Proposition 5.1. (Note that since ‖Bk‖ → 0, all eigenvalues of B have absolute values less
than 1. So all entries of Bk will converge to 0 with speed of convergence depending on by how much the eigenvalue of the
corresponding Jordan block is less than 1 in absolute value, and the size of the Jordan block.)
Since the exponents of B in Eq. (19) increase as powers of 2, it will not take a large p so that every entry of B2
p
is 0
to desired tolerance. Then, we use the methods of [1] to compute B2, B4, B8, . . . , B2
p
eﬃciently, and evaluate Eq. (19) from
the right: [I + B2p ]v , then apply I + B2p−1 to the resulting vector, and so on until the ﬁnal application of I + B .
We now describe two possible applications. The ﬁrst one concerns ﬁnding expected energy of a tornado upon its ﬁrst
exit from a “safe” region into a populated area.
We discretize a region on a map where a tornado is likely to occur, and model the movement of a tornado funnel as
a Markov process, transitioning from one location to another with certain ﬁxed probabilities, in one tick of the clock. We
suppose that each location has nonzero transition probabilities only to the nearest grid points around it (in one tick of the
clock), and that the distance on the ground from each location to the next site is constant (uniform grid). We let A denote
the transition matrix, which need not be symmetric if there is wind blowing across the region in a certain direction tending
to push the funnel in that direction, and the cost matrix C will have each entry ci j = 1, where 1 is the distance from a grid
point to any point the funnel can reach in one tick.
We assume that the funnel cloud itself has approximately uniform velocity of travel along the ground, but that as the
funnel travels, the destructive energy of the tornado is decreasing since the funnel’s rotation is slowing down with time. The
energy, or the rotational velocity, is some non-linear function of the distance the funnel cloud has traveled from its starting
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locations. Finally, we suppose the funnel cloud is observed starting from sm , one of the grid points in X .
It may well be of interest to calculate the following quantity, representing the expected energy of the tornado as it exits
the “safe” region given by the grid points X for the ﬁrst time (see Eq. (9)):
eTm
∞∑
k=0
f (k + 1)(AP X )k AP X¯1, (20)
where f is the energy of the cloud as a function of distance traveled from the starting point sm .
Although the ci j ’s are all 1, the above sum is still a costly computation if the matrix A is large and f does not decay too
swiftly. A discretization of our proposed integral formula (18),
eTm
∞∫
−∞
fˆ (t)
I
I − eit AP X e
it AP X¯1dt (21)
(using that ci j = 1 to see that AC (t) = eit A) may be advantageous.
Another application, with varying costs, is the following. Suppose some particle is generated inside an anisotropic region
ﬁlled with elastic scatterers. Our particle performs a random walk as it scatters from one scatterer to another, until exiting
the region at some time. We suppose the traveling particle has constant speed, and has some property which is decaying
with time. In this set-up there are two “clocks”. One is real time passing as the particle scatters this way and that, with
time between scatterings being shorter in regions where the scatterers are more dense, and longer in less dense regions.
The other “clock” is the one counting how many collisions have occurred, i.e. the power of the transition matrix A which
gives probabilities of hitting a scatterer starting from a given scatterer. As in the tornado example, we assume that in each
density region, the traveling particle can hit only a nearest neighbor in one tick of the Markov clock, and all the nearest
neighbors are the same distance from the current scatterer. The different density of the medium is reﬂected in the distance
between a scatter and its nearest neighbors being shorter in regions of higher density. Our costs, ci j , will be the distances
between a scatterer i and a scatterer j which the particle can reach next; hence, ci j will be proportional to the actual time
between visiting two successive scatterers.
We let X denote the scatterers inside some sub-region of interest, and X¯ the scatterers outside the sub-region; f will
be the function giving some property of the particle as a function of distance the particle travels before exiting the set X
for the ﬁrst time. We may want to evaluate the expected value of f , and this is given by Eq. (18), where
AC (t) =
〈
eici jtai j
〉
. (22)
7. Fourth application
As our ﬁnal application, we present a variation of the known methodology to solve certain boundary value problems by
stochastic methods. Such methods are discussed in, for instance, [13–15,19–21,23] and [25]. A simple approach described
in [21] is to simulate (many) discretized random walks at a particular scale, and compute sample expected values connected
with the random walk to approximate the solution to the continuous problem at that scale; we give more details below.
A more sophisticated approach is to use some variation of the so-called “walk on spheres” method to avoid simulating all
the internal moves of the walker, but to generate the walker’s successive positions on boundaries of spheres (inside the
domain) which approach the domain’s boundary (see [14] and [15]). As far as we have seen in the literature, Monte Carlo
simulation is used in all of these approaches to approximate the relevant expected values of certain random walks. The
problem with Monte Carlo methods is that, generally speaking, such methods converge only on the order of the reciprocal
of the square root of the number of trials, thus requiring a large number of simulations to achieve good accuracy.
We propose to not use Monte Carlo simulation to approximate the relevant expected values. Rather, using the ideas
developed in this paper, we offer a way to calculate the expected values exactly for discretizations of the original continuous
boundary value problem. As a beneﬁt of our approach, we obtain the value of the solution to the discretized problem at
each node inside the domain.
This section is organized as follows. First we give a background description of a stochastic method to solve some general
boundary value problems. We then describe how the methods of this paper allow us to avoid using Monte Carlo simulation.
We begin by giving some details of a stochastic approach to solve certain boundary value problems. The description
below follows very closely parts of Chapter 9 in [22]. Some statements are excerpted verbatim from that work, with minor
changes in some labels.
Let D be a domain in Rn , and let L denote a partial differential operator on C2(Rn) of the form:
L =
n∑
bi(x)
∂
∂xi
+
n∑
aij(x)
∂2
∂xi∂x j
, (23)i=1 i, j=1
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each bi(x) is Lipschitz. Suppose L is uniformly elliptic in D (i.e. all the eigenvalues of the symmetric matrix 〈aij(x)〉 are
positive and stay uniformly away from 0 in D). Then, for g ∈ Cα(D), some α > 0, and g bounded, and for φ ∈ C(∂D), the
function w deﬁned below solves the following Dirichlet–Poisson problem:
Lw = −g in D and
lim
x→y, x∈D w(x) = φ(y), for all regular points y ∈ ∂D. (24)
(Regular points in this context are deﬁned in [22] and turn out to be the same as the regular points in the classical sense,
i.e. the points y on ∂D where the limit of the generalized Perron–Wiener–Brelot solution coincides with φ(y), for all
φ ∈ C(∂D).)
Now we deﬁne w . We choose a square root σ(x) ∈ Rn×n of the matrix 2〈aij(x)〉, i.e.
1
2
σ(x)σ T (x) = 〈aij(x)〉. (25)
Next, for b = 〈bi(x)〉, let Xt be an Itô diffusion solving:
dXt = b(Xt)dt + σ(Xt)dBt , (26)
where Bt is n-dimensional Brownian motion. Then,
w(x) = Ex
[
φ(Xτ )
]+ Ex
[ τ∫
0
g(Xu)du
]
, for x ∈ D, (27)
is a solution of (24). Here, the expected values are over paths starting from x ∈ D , and τ is the ﬁrst exit time from D .
We use the discussions in our previous applications to calculate the discretized versions of Ex[φ(Xτ )] and
Ex[
∫ τ
0 g(Xu)du]. We consider a discretized version of the domain D (together with some border region outside D) as
our set of states S . We will let X denote the points which are contained in D , and X¯ the other points. (Here, to have
consistent notation with our previous applications, X denotes a subset of states, which is quite different from the diffusion
Xt .)
Let’s look at how we propose to evaluate a discretized version of Ex[φ(Xτ )]. For a point in D , i.e. sm ∈ X , we wish to
evaluate the expected value of the given function φ at the last state of each path that starts at sm and continues until its
ﬁrst exit from X . The random walk is governed by a discretized version of Xt . The situation is very similar to what was
discussed in the second application (see Eqs. (9), (10), and (11), take t = 0); we conclude that the expected value on the
discretized domain D (together with a border region outside D) is given by:
∞∑
k=0
eTm(AP X )
k AP X¯ v = eTm
I
I − AP X AP X¯ v, (28)
where instead of considering the column vector 1 as the rightmost vector, we use the vector v which we need to deﬁne.
Looking at Eq. (28), since P X is a projection, and sm ∈ X , (28) can be equivalently written as:
eTm
I
I − P X AP X P X AP X¯ v. (29)
(Note, by the way, that if A is symmetric, so is II−P X AP X .) Considering the term P X AP X¯ v on the right of (29), we see we
only need to specify v j for j such that s j /∈ X (due to the P X¯ in front of v) but so that there are states in X which can
transition to s j with non-negligible probability in one tick of the clock (due to the P X in front of A). So we see we only
need to specify v j for, essentially, only those s j at the boundary of the domain D . Set v j = φ(x j), where x j is, say, the
nearest point to s j on the boundary of D .
Now for the Ex[
∫ τ
0 g(Xu)du] term. The discrete version of this term can again be evaluated by the methods of our
second application, by computing:(
eTm
I
I − AP X 〈clnaln〉1
)
	t, (30)
where cmn = g(sn) for sn ∈ X and cmn = 0 for sn ∈ X¯ (see Eq. (14)). Note that letting cmn equal g(sn) has precisely the result
of collecting the sum of the g values on the traversed states until exiting from X , the states inside D .
Several observations on computational complexity are in order. If the discretization of the random walk is done to
O(h) of the continuous process, and since the integral in Ex[
∫ τ
0 g(Xu)du] is discretized to order h, our calculations for
the expected values in the discrete case can only be expected to be correct to order h. However, since everything is done
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true solution to the original (continuous) Dirichlet–Poisson problem. Hence, we can use Richardson extrapolation to reduce
the error.
One downside of our proposal is that if we are in, say, two dimensions (and the domain D is bounded), the N × N
matrices involved will have N of the order of (area of D)/h2, where h is the discretization in one dimension. Each random
walk in the basic Monte Carlo approach in, for example, [21], requires only order 1/h simulations to ﬁnish. So even using
the approach suggested in [1], we need to do at least O(1/h2) computations for our method, while a Monte Carlo approach
requires KO(1/h) computations, where K is the number of trials.
However, things are better than they seem for our proposal. To have 10−5 accuracy, the basic Monte Carlo method would
require on the order of 1010 trials. Also, since one can reasonably hope to use Richardson extrapolation for our method, we
don’t need particularly tiny h’s. Finally, and possibly most importantly: as mentioned before, the dependence of our method
on the starting point inside D is “trivial”—it appears only in the factor of eTm in front. Thus, selecting a different point in our
set of states would just require selecting the corresponding entry in the column vectors to the right of the eTm term. Hence,
our method yields the value of the solution to the discretized boundary value problem at every point on the grid and, in
the limit, we can approach any point of the original domain D .
8. Conclusions
In this paper, we have described two observations about ﬁnite state Markov chain transition matrices. The ﬁrst is that we
can explicitly express sums of probabilities along certain general subsets of paths. The second observation is that attaching
exponentials to each entry in the transition matrix allows us to easily express the Fourier transform of the random variable
of the sum of costs along certain paths.
We have presented some applications of these ideas, including explicit formulas to calculate moments of the random
variable which is the sum of costs along paths which start in a speciﬁed subset of states and end when they exit the subset
for the ﬁrst time. We have also described eﬃcient evaluation of the expected value of a function of a sum of costs for a
ﬁxed number of transitions, as well as for the ﬁrst exit time from a subset of states, and suggested some sample problems
where our approach may be helpful.
Our ﬁnal application is to propose a variant of the occasionally used random walk approach to calculate solutions to a
large class of Dirichlet–Poisson boundary value problems. We ﬁnd the exact expected values of certain random variables
(associated with random walks on discretizations of the continuous problem), without resorting to Monte Carlo simulation.
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