The concept of molecular coding of neural information has been steadily progressing during the last decade. The most promising but highly controversial approach is the bioassay method. It has allowed the isolation, identification and synthesis of what may be the first known element of the hypothetical code. The code is probably based on the molecular labeling system that controls the organization of the brain during embryonic life. Elucidation of the code and of the underlying chemical processes would represent a considerable advance in our knowledge of brain function.
The concept of molecular coding of neural information has been steadily progressing during the last decade. The most promising but highly controversial approach is the bioassay method. It has allowed the isolation, identification and synthesis of what may be the first known element of the hypothetical code. The code is probably based on the molecular labeling system that controls the organization of the brain during embryonic life. Elucidation of the code and of the underlying chemical processes would represent a considerable advance in our knowledge of brain function.
Chemistry is a latecomer in the study of the nervous system. The belief that neural function is based on a physical, essentially electrical, process is so strongly anchored in tradition that the introduction of chemical mechanisms has always met with strong resistance. The participation of nerve tissue in normal metabolic processes to fulfill its energy requirements was doubted for a long time. It took a quarter of a century for the chemical mediation of synaptic transmission to gain acceptance. It is, therefore, not surprising that the idea of a molecular code for the processing of neural information has met with stubborn opposition. There are allusions in the older literature to the possibility of memory being recorded in molecular structures [t, 2] but definite hypotheses could only be formulated when biochemical knowledge reached a certain development and the concept of information became clarified. This point was reached in the late t940's and coincided with the beginnings of molecular genetics. For the first time, it seemed possible to conceive that information could be coded in terms of molecular structures, to be stored, processed and retrieved for biological expression. The hypotheses put forward at that time concerning chemical mechanisms in memory and learning [3] [4] [5] were influenced by the early ideas of molecular biology, and the same influence was obvious on the first experimental approach to the problem in 1959 by Hyd6n [61. As the observations accumulated during the 1960% various patterns of possible mechanisms were emerging. The history of this period was summarized recently in this journal by Domagk and Zippel [7] and I shall emphasize here only those points that are relevant to the molecular coding in the brain.
Experimental Evidence
The quest for the chemical correlates of learning and memory has been following three main avenues of approach:
7 a Naturwissenschaften 1972 t) Attempts to detect by means of chemical analysis or isotope incorporation, chemical changes associated with the acquisition and retention of information.
2) Study of the effect of inhibitors of nucleic acid and protein metabolism on learning and memory.
3) Detection of information-specific substances in the brain by means of behavioral bioassays.
The /irst approach, initiated by Hyd6n's elegant experiments [6] involving RNA analysis in single neurons, was subsequently adapted in other laboratories to include incorporation of labeled nucleotides or nucleotide precursors into RNA [8, 9] or amino acids into protein [t 0, t 1 ] in the whole brain. Although the interpretation of the results of these experiments is to some extent controversial (see a critical review of these experiments by Booth [12] ), they indicate that learning is correlated with increased RNA and protein synthesis, possibly involving changes in the qualitative composition of these substances. If one accepts these conclusions, two important questions still have to be answered: a) are the chemical changes in the brain essential for the retention of information and b) are they specific for a given information.
The experiments using metabolic inhibitors gave an affirmative answer to the first question. It was shown in a number of laboratories (see review by Cohen [t3] ) that inhibitors of protein synthesis (puromycin, cycloheximide) and probably an inhibitor of DNA-RNA transcription, actmomycin D, can impair the consolidation of information by preventing its becoming a part of the long-term memory pool. The second question, which concerns the specificity of the molecular changes, cannot be answered by the chemical methods available at present because the information-coded material is probably present in the brain in extremely small quantities in the midst of a multitude of other substances. It is this difficulty that tile third approach, the behavioral bioassay method, is supposed to circumvent.
It is somewhat unfortunate that when this method was initiated Et4], under the name of "memory transfer", the publicity given to it in the lay press emphasized its sensational aspects. In fact, the bioassay.is a time-honored procedure often used in the past under circumstances where a chemical process was suspected and the active substance could not be detected by its chemical properties. The whole hormone concept, for example, was founded on the demonstration, by means of their biological actions, of substances being re!eased into circulation by endocrine glands. The chemical identification of these substances came much later and was possible only because their purification could be guided by the bioassays. , revived the controversy. Because of the failure of several laboratories to confirm one of these experiments, attempts were made to discredit tile whole approach. In spite of this condemnation, more and more workers were attracted to the problem and successful bioassays have now been reported from at least 33 laboratories throughout the world. It would be impossible to survey all these experiments here; for their evaluation the reader is referred to recent critical reviews [2o-22] . The overall conclusion of these reviews is that, in spite of the many imperfections of the bioassays, they alone have at present the sensitivity and specificity required for the solution of the problem of molecular coding in the nervous system. in the donor heart slowed down the heart and stopped it (E). When the fluid bathing the donor heart was applied to the recipient heart (bottom), it reproduced the effect of vagal stimulation (E'). It was, therefore, assumed to contain a substance released at the nerve endings (N'),-Right: Application of the same principle to the molecular coding problem. Top: Donor animals received information (I) resulting in a learned behavior (B). Bottom: An extract made of their brain, administered to recipient animals, produced, without learning, a behavior (B'} similar to that acquired by the donors. It can be assumed that the change of behavior was due to the presence in the brain extract of information I in chemically coded form, I'
Isolation and Identi/icatio~ o/Specific Behavior-Inducing Substances
Many experiments have suggested that acquisition and retention of information are correlated with the appearance in tile brain of specific substances. This specificity has been disputed [23] but some of our results [24] , those of Rosenblatt [25] and especially the experiments of Zippel and Domagk [26, 27] on color and taste discrimination, bring definite evidence in its favor. Up to the present, we have partially purified and characterized six behavior-inducing substances.
Each of them induces only one behavioral pattern out of the several for which they were tested and they also present differences in their chemical properties. They are all peptides but they are not all inactivated by the same proteolytic enzymes (Table 1 ). One of these substances has now been completely identified and reproduced by synthesis. It was shown in t968 [28] that the innate dark preference of rodents can be converted into dark avoidance by subjecting the animals to electric shocks when they take refuge in the dark. An extract made from the brains of trained donors injected into untrained recipients which have never been shocked in the dark elicits the same dark avoidance. We repeated these experiments, confirmed their results [29] , and trained over 6000 rats to accumulate enough material for the isolation of the active substance. We knew that it was a comparatively small molecule because it could be dialyzed through cellophane membranes. It was also probable that the activity required some intact peptide linkages since the substance was inactivated by trypsin. It has, however, been claimed by several groups of workers (see the reviews quoted above [20] [21] [22] ) that the substances responsible for the transfer of information were RNA sequences. We tested, therefore, an "RNA" extract of the trained rat brain [30] . The extract was active but it was not inactivated by ribonuclease, only by trypsin. We were subsequently able to separate the active material from RNA by dialyzing it at low pH. The successive steps of purification, shown in Fig. 2 , were guided by bioassays of the various fractions obtained. Normal, untrained rat brains were submitted to the same procedures to serve as controls in the assays. The final spot obtained by thin-layer chromatography in which all the bioIogical activity was concentrated was absent from the control preparation ( Fig. 3 )-Preliminary identification of the substance was done by the microdansylation method [31, 32] . This extremely sensitive procedure allowed us, by using nonegram amounts of material, to determine the amino acids present in the peptide and its N-terminal group. A quantitative amino acid analysis confirmed these findings and gave the/ollowing composition: 4 glutamic acid (Glu), 3 aspartic acid (Asp), 3 glycine (Gly), 2 serine (Set), alanine (AIa), lysine (Lys) and tyrosine (Tyr). The N-terminal group was Set. Sequence of the fifteen amino acids was determined with the help of Dr. D. M. Desiderio [33] by a mass spectrometric method using the whole peptide and its tryptic fragments. The sequence A shown in Fig. 4 , obtained by mass spectrometry, contains three uncertain positions because asparagine (Ash) and glutamine (Gln) couId have been deamidated by the ionization of the compound. To determine the uncertain positions, designated by the symbols Asx and Glx, some of the possible variants were synthesized. Peptides B and C had only a fraction of the biological activity of the natural compound but peptide D, synthesized by Dr. W. Parr [34] , satisfied all the chemical and biological criteria of identity with the peptide extracted from brain. I gave the name scot@hobin (from the Greek a~oro~--~ dark and ~0o~o~ = fear) to this substance.
In preliminary experiments done in my laboratory by Dr. S.R. Burzynski [35] scotophobin could be detected in ~25 mg of brain by means of the dansyl method. Fig. 5 shows the presence of dansylscotophobin in the brain of a trained rat and its absence from the brain of an untrained rat. If the method can The active fraction obtained after gel filtration was dansylated and chromatographed [32] . The spot indicated by the arrow was found absent from untrained brain. It has the same Rf value as synthetic scotophobin chrornatographed under identical conditions. The material applied was equivalent to t25 mg of wet weight of brain be further improved, it can be of great help in the identification of behavior-inducing substances. My laboratory is at present engaged in tile isolation of several more of these substances. Work is furthest advanced on a substance extracted from the brain of rats habituated to a sound stimulus. An extract of their brain injected to recipients induces habituation to the same stimulus [i8]. The first phase of tile purification of the active material has been completed and complete identification of the compound may be forthcoming within a few months. We are collecting material for the study of two other substances extracted from goldfish brain. The experiments are based on tile observations of Zippel and Domagk [26] in which they induced a change in tile color preference of goldfish by treating them with extracts of brain from appropriately trained donor fish. We have adapted their procedure for mass training of large numbers of donors. Half of these are being trained to avoid blue and prefer green and the other half for the opposite task I36]. We shall probably need between ten and twenty thousand donors for each task. It is hoped that the differences in the structure of the two peptides will throw some light on the way in which information is recorded in these molecules. Finally, we are starting to train donors for a learned motor skill. Shashoua [9] has shown that fish can learn to swim normally with a float attached to them that pulls them upward. It was shown in my laboratory that this skill can be acquired without any training by recipients of extracts prepared from the brain of trained fish [37] . The most urgent need is to identify, within the next few years, a large number of the behavior-inducing substances to establish their role in the molecular code of the nervous system. In the meantime it may be useful to discuss some of the speculations regarding this code against the background of the present state of our knowledge.
Coding in the Nervous System
A code is a system of signals into which the data of the universe are converted to be conveniently handled by information processing machines. Codes, like languages, have their alphabet, their vocabulary and their rules of grammar and syntax. Their biological role is now fully recognized in the field of genetics and we know that all the information necessary to form a living organism is recorded in the DNA code of the genome. The four-letter alphabet of this code forms three-letter words which, after transcription into the similar RNA code, are translated into one of the twenty amino acids. These represent another alphabet that can form a practically infinite number of different proteins, each with a distinctive "meaning", representing different enzyme actions, structures characteristic of the species and even of the individual, and perhaps, as we shall see in a moment, records of specific neural information. While the genetic code is now an established fact, the existence of a code of acquired, particularly neural, information has only recently been recognized. In most cases, this code is still viewed in terms of electrical patterns recorded from the nervous system [38] . It is, of course, well known that information travels along nerve fibers in terms of electric pulses and that 59. Jg., Heir 3, 1972 G. Ungar: Molecular Coding of Information in the Nervous System 89 the intensity of the stimulus impinging upon each neuron is converted into frequencies, but definite knowledge stops at this point. As soon as wave forms are recorded from complex structures, their meaning becomes obscure and one can doubt whether they have any meaning at all. We were warned a long time ago by Erlanger and Grasser [39] that the electrical phenomena are like the ticking of a clock; they indicate that the machine works but they do not tell us how it works. We can add to this that, as the ticking can only tell us teat the clock runs and whether it runs fast or slow but not the time of day, so the electric phenomena cannot tell us what the actual information is that is being transmitted by the nerve. Much of what is recorded from nerve tissue or whole brain may be valuable information for the observer but it may not be information at all, only noise, for the nervous system [38] . It is probable that electrical patterns recorded from the brain have meaning only in the context of the neural pathways in which they circulate. It has been known for almost t50 years that tile most important elements of neural information are built into the structure of the nervous system. In t826, Johannes Mtiller formulated his ,,law of specific energies" [40] according to which the modality of a sensation is independent of the nature of the stimulus and is determined only by the central connections of the nerve in which it is conducted. In other words, any stimulation of the optic nerve, be it mechanical or chemical, will be perceived as light, that of the acoustic nerve as sound, etc. It is known now that the specificity of information carried by neural pathways can be extended to the microscopic scale. Not only are the impulses propagated by the optic nerve always interpreted as visual sensations but each fiber of the nerve carries stimuli corresponding to a specific point of the retina. The concepts of "local sign" and "receptive field" firmly established by Sherrington [4t] for the somatosensory nerves take this neuronal specificity for granted. In other sensory modalities where spatial information is unimportant, fibers become specialized for stimulus qualities. In the acoustic nerve each fiber corresponds to a sound frequency and in the olfactory and gustatory nerves to an elementary quality of smell or taste. The combination of simple stimuli conducted by the specific neurons can account for the most complex and most finely nuanced perceptions. It is, therefore, reasonable to state that the most important elements of information are encoded in the structure of the nervous system. Each neuron has its receptive field or quality and its distinctive central connections which define narrowly the type of information it can carry. The electrical wave pattern can tel1 us only whether the neuron fires or not and, if it does fire, what the intensity of the stimulus is. The organization of the pathways is just as specific for the neural elements involved in efferent impulses. Each muscle fiber has its distinctive central connections with various levels of the brain and, here again, the combination of the unit activities is capable of expressing the most complex behavioral patterns. The high degree of differentiation of the sensory and motor pathways is hardly a matter of controversy.
Tile "'connectionist'" view begins to be questioned in the area between the input and the output, where learning takes place, where information is supposed to be stored, and where the behavioral response is being decided. Lashley's well-known failure to find the "engram" in brain circuits [42] accredited the idea that the connections were unimportant and that information could be propagated by electric fields travelling across masses of brain tissue. The "field" or "mass" theory still survives in various forms and for a detailed discussion of the whole problem the reader is referred to John's monograph [43] and other reviews ~44, 45]. The connectionist view undoubtedly contains a paradox: how can the ability to learn be reconciled with a specifically prewired brain. Predetermined connections can explain the stereotyped instinctive behavior of some lower organisms and the reflex activity of the vertebrate nervous system. Learning, however, requires the possibility of creating new connections so that a given stimulus can elicit a response different from the innately determined one. This does not negate the existence of specific connections, it only requires the existence of a system of cells capable of linking the innate pathways. Such cells are being studied under the name of modifiable neurons [46] , called memory neurons by Szilard [47] . The role of these cells is to create acquired circuits by combining the existing pathways for the processing of learned information. Lashley's failure to erase memory traces can be explained by the assumption that the memory circuit is replicated at a number of hierarchic levels. Interruption of one, two or three of the levels decreases the precision of remembering without abolishing it completely. This discussion suggests that neural information is most likely to be recorded in a structural code, that is, in terms of the pathways that conduct the corresponding impulses. The electrical patterns of these impulses may represent only the quantitative elements of information. It is within this framework that the molecular hypotheses will now be discussed.
Molecular Hypolheses
According to Eigen and de Maeyer [48] , the chemical correlates of learning can be interpreted in the following ways :
(a) The chemical changes would be necessary only for the establishment and maintenance of new synaptic connections; i.e., for neuronal growth or increased transmitter synthesis. In this case "the storage of psychological information would not be fundamentally on a molecular level", since the chemical change would be the same irrespective of the information acquired.
b) The chemical change would represent the actual record of information on the model of the genetic code in a manner largely independent of neural organization.
c) The molecules would "affect intercellular interactions"; i.e., they would be necessary for the consolidation of new synaptic junctions. The information storage would take place at both the molecular and synaptic levels.
G. Ungar: Molecular Coding of Information in the Nervous System
Nafurzvisse~schafXen There can hardly be any doubt that non-specific chemical processes involved in ion transport and in the synthesis, storage and disposal of neurotransmitters play a role in learning and memory [49, 50] . The efficacy of a synapse depends on the amount of transmitters available and the ability of their being released at the presynaptic ending. It also depends on the state of the receptors at the postsynaptic site, its excitability and its ability to dispose of the transmitters. These processes, presumably identical at each synapse involved in learning, could not account for the long-term retention of information because they would not leave any mark by which the synapses could be recognized by the nerve impulses. To explain long-term memory, any chemical change has to be distinctive and persistent. The results of the bioassay method suggest that the chemical processes associated with learning are specific for the information. The second type of hypothesis mentioned above assumes that experience is translated into molecular structures stored in neurons, glial elements [51, 52] or perhaps even in somatic ceils [53] . These hypotheses, which often call themselves" non-neurological", speculate in the framework of the field theory and deny the importance of neurM connections. They have to contend with the difficulty of explaining how "experience" is translated into molecular structure and how this code is "read out" to express itself in behavior. It is hard to believe that the intricate network of neural connections, whose degree of organization is so obviously related to the development of mental functions can be so utterly useless and devoid of meaning. It is the third type of hypothesis that seems, to me at least, the most compatible with our present knowledge of the nervous system. New neural circuits are probably created by the mechanism of the simultaneous firing of units belonging to the pathways involved in the information acquired. The new circuit thus established may be maintained temporarily by the reverberation of the electrical phenomena but, for a memory to enter the long-term store, the synapses have to be marked somehow so that the nerve impulses recognize them. These theories are sometimes called "signpost" hypotheses because the coded molecules are supposed to act like road signs on a highway [54, 55] . They can also be compared to the color codes which, in complex electrical circuits, help to recognize the elements that are to be connected together. The hypothesis is illustrated by the acquisition of a Pavlovian conditioned response. At le/t, before conditioning, the unconditioned stimulus S~ elicits the unconditioned response (Ra). The innate circuit of this unconditioned reflex is marked by label a. If a conditioned stimulus (Sb) is applied simultaneously with or shortly before Sa, the neurons marked a and b will fire at the same time. By the contact of these neurons with "modifiable" or "memory" neurons (M) a new connection will be created so that Sb can elicit the conditioned response Rb. A 1 right, the situation after conditioning when the labels of the two pathways are assumed to have combined to form the code ab representing the new connection. Probably thousands of these connections are established simultaneously in each task
The principle of neurospecificity can no doubt explain the organization of the neural pathways during embryonic life so that at birth all the pathways are provided with molecular markers. The question is whether this system of recognition molecules can also serve as a basis for a molecular hypothesis of learning and memory. In Szilard's hypothesis the congenital labeling system can create new connections by a process called "transprinting". This phenomenon takes place with the help of the "memory ~deuro14s" which can develop antibody-like substances for the labels of the "congenitally-determined neurons" in contact with them. Rosenblatt's ideas [46] are similar to Szilard's by assuming the existence of an "adhesive molecular complex ... made up of constituents released by the pre-and postsynaptic cells when they are jointly active". The hypothesis I put forward in t968 [54] and modified gradually [49, 57] is summarized in Fig. 6 . It assumes the possibility that in the course of transprinting the labels of the pathways involved can merge and/orm a "composite word" or a "senteme" that encodes the newly formed synapse between them. I estimated the number of specific innate pathways in the human brain to be of the order of 107 . These pathways could combine between themselves to form a number of circuits more than sufficient to encode the experience of a lifetime. It is possible that pathway chemospecificity is based on the general biological process by which cells belonging to the same type recognize each other. Since neurons undergo a far greater differentiation than any other ceils, the recognition system could operate for the creation of specific synaptic connections. It is recognized that the substances responsible for the aggregation of homotypic cells are proteins [582. One can assume, therefore, that the 59Jg., Heft 3, 1972 H. Hikino and T. Takemoto: Arthropod Moulting Hormones from Plants 91
peptides that label the pathways are the distinctive sites of these proteins. Roberts and Flexner proposed an ingenious hypothesis for the development of neural chemospecificity [59] . If the hypothesis of a molecular code is confirmed in experimental animals, the concept will still have to be applied to man. The existence of language, a system of symbolic communication is unique in our species; it has its own distinctive centers and circuits mostly in the left hemisphere of the brain. The fact that our brain is capable of handling symbols, instead of raw sensory data, certainly influences the mechanism by which information is coded. This and other problems will have to be faced as they arise. In the meantime, a considerable amount of work will have to be done to identify more coded molecules and to try to gain some insight into the rules which govern their formation and the mechanism by which they direct the processing of information in the brain.
