Abstract. The problem under investigation is the heat equation in the upper half-plane, to which the di usion in the longitudinal direction has been suppressed, and augmented with a nonlinear oblique derivative condition. This paper proves global existence and qualitative properties to the Cauchy Problem for this model, furthering the study 18] of the self-similar solutions. The qualitative behaviour of the solutions exhibits a strong analogy with the porous medium equation: propagation with compact support and nite speed, free boundary relation and time-asymptotic convergence to self-similar solutions.
Introduction
Let R 2 + bethe upper half-plane R 2 + = f(z x) 2 R R + g 1 and set ; = ft > 0 z 2 R x = 0 g (1) We are interested in the problem u t ; u xx = 0(t z x) 2 R + R 2 + u x = uu z (t z x) 2 ;
with the condition at 1 u(t ;1 x ) = 1 u(t +1 x ) = 0
This equation occurs in the modelling of a plasma opening switch. Consider a plasma injected in the half-plane R 2 + through an anode placed on the axis fx = 0g. It can bedescribed as a uid in the setting of electron magnetohydrodynamics. Let u bethe magnetic eld, propagating in the plasma. If certain conditions are ful lled the eld is a solution of the system (2) after a rescaling. The key here is the boundary condition on the anode. This electrode is a perfect conductor so the electric eld is perpendicular to it, which gives, with Ohm's law, the nonlinear condition u x = uu z on fx = 0 g.
For the modelling, see 12], 16].
The goal of this paper is to study existence and qualitative properties, furthering 17] -the problem with full di usion -and 18] -self-similar solutions for (2)-(3). It was already noticed in 12], 18] that the self-similar problem had some resemblance with the porous medium equation u t = ( u 3 3 ) zz (t > 0 z > 0) (4) posed on ;. In particular, the support of the self-similar solution, restricted to the portion of the boundary fz > 0 x = 0 g is compact.
We w ould like to extend this analogy to the full Cauchy problem. To back this impression, let us do the following heuristics: setting (t z) = u(t z 0) we write t = u xx (t z 0) 00 = 00 (uu z ) x (t z 0) = ( uu zx (t z 0) + 2 z = ( z ) z + 2 z = (
The second line of this series of equalities is utterly wrong, but we will prove there is some truth in these heuristics. The porous medium equation, posed on the half line, with xed condition at the boundary, has among othersthe following features:
Finite speed propagation and compactly supported solutions, existence and global stability of self-similar solutions 3], 4], linear behaviour of the function p = u 2 near the free boundary and free boundary relation 2].
Although Problem (2) is essentially a 1D problem -this statement will be reinforced in the next section, when we derive an integral equation for uthe methods developed in 2] -to get the existence and the smoothness of the free boundary -d o not seem to apply here. They indeed heavily rely on the well-known Aronson-B enilan estimate 1]:
p ; C t : The spirit of this study will therefore be more in the spirit of the multi-D papers 8], 9]. Indeed, the multi-D porous medium equation u t = ( u 3 3 ) besides having compactly supported solutions and nite speed of propagation, enjoys free boundary smoothness properties. The main tools are rescalings through a double homogeneity property of the pressure, Harnack inequalities and an iteration argument. They also rely on the Aronson-Benilan estimate, but we will see that this di culty m a y bebypassed in the present context.
All in all, the main theorem of this paper is 
Then Problem (2)-(3) has a unique global classical solution. Moreover there is a C 1 function (t) such that for all (t z x) 2 R + R 2 + ), u(t z x) > 0 if and only if z < (t), the function u is smooth on its positivity set -except, perhaps, on the line fx = 0 g. Moreover the 'pressure' function p = u 2 (6) is smooth up to the boundary of its positivity set. The proof of this result will take most of the paper. A by-product of this theorem is a strong comparison principle that will allow u s t o p r o ve the next Theorem 1.2 Assume the initial datum to satisfy the assumptions of Theorem (1.1). There exists z 0 2 R such that lim t!+1 u(t z p t x p t) = (z + z 0 x )
Finally, we will complete the analogy with the porous medium equation by deriving a free boundary relation.
Theorem 1.3 (Free boundary relation) Assume the initial datum to satisfy
the assumptions of Theorem (1.1). The following relation is valid for all t > 0: p t (t (t) 0) = 1 4 p 2 z (t (t) 0): (8) As a consequence the speed of the interface is given by _ (t) = ; 1 4 p z (t (t) 0):
The plan of this paper is as follows. Because it seem hard to construct solutions to (2)-(3) in a direct fashion, we approximate the problem by just replacing the condition u = 0 at +1 by u = ". If we believe there is some element of truth in the porousmedium heuristics, then we should befacing a strictly parabolic nonlinear di usion problem -or at least, something quite equivalent -a n d w e will indeed see that this is what happens. A cornerstone of the section will be a comparison principle for the classical solutions, that will remain valid for pointwise limits of classical solutions. The outcome of the section will be a global viscosity solution to (2)-(3).
We will pause in Section 3 to examine some special solutions, namely: travelling waves and self-similar solutions. The latter were studied at length in 18], but we will take this occasion to prove that they are viscosity solutions -a rather necessary property if we wish to compare them to other viscosity solutions.
The study of the free boundary really starts in Section 4. We will basically prove in this section the results corresponding to 8]: the free boundary is Lipschitz and nondegenerate. The spirit of the proofs will more or less be t h e s a m e a s i n 8 ] , b u t w e w i l l h a ve to devote an extra e ort to prove a class of Harnack inequalities suited to our problem. Section 5 will adapt the iteration technique of 9] to the present context and yield Theorem 1.1. Finally, Theorems 1.2 and 1.3 will be proved in Section 6.
Smooth approximations
As shown by the heuristics of the introduction, the nonlinear oblique derivative boundary condition acts as a nonlinear e ective di usion at the boundary. Therefore it is not absurd to think that the problem will be regularized if, instead of asking u to go to 0 as z ! +1, we require it to go to some constant " > 0. This will indeed yield a smooth solution u " , and a solution to Problem (2) will be de ned as a limit of the above approximation process. This will in particular provide uniqueness and comparison principles. Let us therefore investigate the solutions u l ; l + of the problem u t ; u xx = 0(t z x) 2 R + R 2 + u x = uu z (t > 0 z 2 R x = 0 ) (10) with the conditions at 1 u(t ;1 x ) = l ; u(t +1 x ) = l + 0 < l + l ; : (11) For commodity, the subscript l ; l + will be deleted, except in the last paragraph of this section. The 'pressure' p = u 2 satis es the equation The organisation of the section is the following: rst, we derive the homogeneity and comparison principles for the positive solutions of (10) then we prove a global existence result to the Cauchy Problem for (10)- (11) . We e n d the section by de ning the solutions to Problem (2).
Notations
In the whole paper, we will de ne the following boxes: B ; h (t 0 z 0 ) = f;h < t ; t 0 < 0 ;h < z ; z 0 < h g B + h (t 0 z 0 ) = f0 < t ; t 0 < h ;h < z ; z 0 < h g B h (t 0 z 0 ) = B + h (t 0 z 0 ) B ; h (t 0 z 0 )
Homogeneity, comparison principle
We begin with homogeneity considerations, and notice that equation (10) has the same two-parameter family of homogeneities as the porous medium equation. Namely: Proposition 2.1 Let u be a solution of (10) . Then, for all nonzero b and c, the function c b u ( t  b 2  z  c  x  b  ) is also a solution to (10) . Similarly, if p is a solution of (12), then 
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The basis of the whole theory is that two smooth solutions of (10)-(11) which compare at the time t = 0 will also compare at all later time. We n o t e here that, because we expect an interface to the solution of the initial problem (2), we cannot talk yet about smooth solutions, even for the pressure p, that we only expect to be Lipschitz. Because u 1 and u 2 are smooth, the boundary term is controlled by the two volume integrals of (v + ) 2 and ((v + ) x ) 2 , and we conclude with Gronwall's Lemma. Then we send to 0. To prove that @ z u i 0, we set this time v = @ z u i and we note that v + = 0 at t = 0 . The boundary condition is this time v x = u i v z + v 2 multiplying by v + , i n tegrating by parts and using the smoothness of v yields v + 0.
We point out that the assumption @ z u 0 0 is most certainly unnecessary. It simpli es, however, the proof of this proposition, which is important enough to deserve a self-contained proof. On the other hand, Proposition 2.2 is not quite su cient to handle all the comparisons that we are going to make i n t h e sequel of the paper. Therefore we generalize it to the Proposition 2.3 Let u 1 and u 2 be respectively a weak sub-solution and a weak super-solution for (10) , with initial data u 0i , such that @ z u i 0 in the distributional sense, there exist two constants (a i ) i2f1 2g such that u i is smooth on ft 0 z a i x 0g and ft 0 z a i x 0g, u 01 u 02 .
Then we have u 1 u 2 . PROOF. One should rst note that, under the assumptions of the proposition, the function z 7 ! u 2 (t z 0) is continuous for all t > 0. If it were not so, the bounded term u x would have to beless than -in the distribution sense -uu z , which carries a Dirac measure this is a contradiction. Then we may argue just as in Proposition 2.2.
The reason why we need this proposition is that we shall have to handle self-similar solutions, which behave exactly in the fashion described by Proposition 2. (18) In Proposition 2.5 we take c = b = 1 + " Proposition 2.5 implies that the only solution of (10) To see this, we rst set x = 0, which implies the result at the boundary. The corollary is true in the whole domain because both u t and u z satisfy the 1D heat equation. All in all, we see that a lower estimate for u z will imply a bound for u in Lipschitz norm. Moreover, this will imply that the level sets of u will have nite, controlled speeds. 
let us set (t z) = u(t z 0), the function satis es the integral equation sectorial operator and analytic semigroup techniques, which do not seem to localize easily. Because we do need local smoothness results in the rest of the paper, we think that it is useful to present a complete independent existence theory.
The proof of Theorem 2.9 comprises two s t e p s : rst, existence of a maximal solution second, uniform estimates proving the existence of the solution for all times. The rst step is relatively standard. The second step goes as follows: formulation (23) Given equation (22), this formulation resembles much to a nonlinear parabolic equation of the form t = ( 2 z ) z + l o wer order terms which brings us back to the porous medium equation -but, this time, with a solution that is bounded away from 0. The standard way to prove regularity for such an eqution is (i) to prove a gradient estimate, so that the term 2 zz appears as a term of the form a(t z) zz with a H older (ii) apply Schauder estimates combined to a suitable frozen coe cients technique 15]. This is exactly the general scheme that we are going to follow, up to the fact that expanding and di erentiating (24) -in order to reproduce, as closely as possible, a parabolic equation -produces speci c terms whose H older norms have to be estimated separately. Lemma 2.10 There i s a t max > 0 such that Problem (10)- (11) 
For the proof of this lemma, the following preliminary is needed.
Lemma 2.12 Consider f(t z) 2 C 2+ 1+ 2 (R + R) such that f(0 z ) = 0.
Then we have k@ 1=2 f z k 2 + k@ 1=2 fk 2 Ckfk 2+ 1+ 2 :
(27) PROOF. The nontrivial part concerns of course the H older norm of @ 1=2 f z .
We break the di erence @ 1=2 f z (t z) ; @ 1=2 f z (t 0 z 0 ) i n to the sum of three inte- Only I 1 will be evaluated, the two others being treated similarly. We i n tegrate by parts and obtain
Then the integral is broken into two regions: 
If T > 0 is small enough, the C 2+ 1+ =2 norm of the linear terms terms in may b e estimated by T k k 2+ 1+ =2 . Lemma 2.11 then ensures that T is a contraction on a suitably small ball of C 2+ 1+ =2 ( 0 T ] R).
To prove that we have t max = +1, we need a priori estimates. They are broken into two steps: rst, a Lipschitz bound then the nal C 2+ 1+ =2 bound.
Lemma 2.13 Assume the assumptions of Theorem 2.9 to hold. There is a constant C(l ; l + ) such that any classical solution of Problem (10)- (11) Remark 2.16 There is in this problem not a full regularizing e ect as there would be in a di usion equation there is instead a memory e ect preventing a parabolic equation type bootstrap. The term preventing the bootstrap is @ e t@ 2 u 0 , which remains even after localization, and for which there is no smoothing e ect in z. For instance, assume that u 0 (z x) has a discontinuity line fz = 0 g. The maximum regularity that we may recover with such a term is Lipschitz regularity in z. However, the derivative discontinuity will remain located at the line fz = 0g. This is why the z-derivative of the self-similar solution is discontinuous at the point (z = 0 x = 0 ) -see 18] . To prove the proposition, we will need a lemma quite similar in spirit to Lemma 2.12. by the maximum principle. Hence this quantity is under control, provided the quantity given by equation (32) is also controlled.
Then we apply the parabolic L p estimates, that tell us
For h small enough, we have the desired control. Now, undoing the scaling, we c o ver the ball B r (t 0 z 0 ) with a nite number of balls of radius h and apply the just found estimate in each of them.
A rst consequence of the above considerations is that, because p can bechosen large enough, we h a ve a c o n trol on u z in C =2 norm. Let us now redo the scaling (40) and scan back the terms @ J 1 and @ J 2 , given by (43).
-Application of Lemma 2.17, (ii) -with a := u, b = ( + hu)v yields the estimate k@ J 11 k =2 C(1 + hkv k =2 ):
-Because now the function u z is bounded in C =2 , the remaining terms are also bounded in C =2 . Lemma 2.17, (ii) applies once again.
Then we apply the parabolic Schauder estimates, that tell us
This ends the proof of the proposition.
PROOF OF THEOREM 2.9. On the one hand, we have a local existence theorem with a maximum life time t max for the solution u. On the other hand, Proposition 2.15 tells us that the C 2+ 1+ =2 norm of u is estimated up to t max . This means t max = + 1.
The fact that u is C 1 if u 0 is C 1 can now be inferred from a standard botstrap procedure.
Construction of a solution to the original problem
Coming back to the notations of the beginning of this section, we c a l l u " the unique solution of the Cauchy Problem for (10), with l ; = 1 + " and l + = ". Thus we build a nonincreasing sequence of smooth functions, which therefore converges pointwise and in L 1 loc (R 2 + ) to some function u(t z x). Let us list the obvious properties of u: we have 0 u 1, the function u is nondecreasing in t and nonincreasing in z and x the function u is C 1 in x for x > 0 -not up to the boundary -and convex in x. These facts have several consequences. The rst one is the The limits (3) at 1 hold because it is possible to trap u between two similarity solutions that are known to exist -see next section.
Proposition 2.19 is rather anecdotical: rst, because we will prove that u is a classical solution on its positivity set, with a free boundary relation. Second, because such a formulation does not allow u s t o p r o ve a comparison principle, which is the cornerstone of the theory. This is why we are not going to dwell any longer on the notion of weak solution. Viscosity solutions to the porous media equation have already been de ned in Ca arelli- Vazquez 7] and have been proved to have comparison properties. We could, if we wished so, give intrinsic de nitions to our equation, but we will not do so. The de nition of viscosity solution that we will adopt is the following:
De nition 2.20 Let u 0 be a smooth initial datum satisfying: u z 0, u x 0, u xx 0, u 0 (;1 x ) = 1 -uniformly in x -and there exists z 0 > 0 such that u 0 (z 0) = 0 for z z 0 .
A viscosity solution to (2) with initial datum u 0 is the pointwise limit, as " ! 0, of the family (u " ) " of classical solutions of (10), with initial data u " (0) such that u " (0) has limit " as z ! +1, 1 + O(") as z ! ;1, and such that (u " (0)) " converges uniformly to u 0 as " ! 0.
First, we notice that the limit does not depend on the approximation of u 0 . Indeed, (u " (0)) " and ( u " (0)) " betwo approximating sequences of u 0 for all > 0 we may nd a s e q u e n c e (" n ) n such that u "n (0) ũ "n (0) + hence if u andũ are the corresponding limits we have u ũ + . The de nition therefore implies immediately the following result, which is the conclusion of this section.
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Theorem 2.21 The Cauchy Problem (2) has a unique viscosity solution.
Moreover, two viscosity solutions of Problem (2) that compare initially will compare at all later times.
3 Special solutions 3.1 Self-similar solutions A self-similar solution of Problem (10) . To see that it is a viscosity solution, let us construct "-approximations " of M we drop the subscript M . We notice that " is still discontinuous across the x-line, but we may restrict ourselves to the construction of " on R 2 + the condition at point (0 0) is " = 1 + ". We extend " by 1 + " for negative z. The condition at +1 becomes (+1 x ) = ", uniformly in x. A super-solution " is given by the 21 solution 1+" of the linear problem of the next paragraph. A subsolution is given by " = + ", and we have " " . Hence there is a solution " , which is smooth from Theorem 1 . 1 o f 1 8 ] .
Finally, w e notice that all "-approximations of Problem (46)- (47) are nonincreasing in z hence all viscosity solutions of this problem have this property. Hence a viscosity solution of (46)- (47) 
The last information that we need about the self-similar solutions is their behaviours near z = z M . given by " (t) = 2(1 ; ") 2 z 1 t. Let us de ne t " > 0 such that we have, for all t t " : p 2(z 1 ; t) ; L (t) (1 ; ") p 2z 1 (t): (58) This is indeed possible, since (t) is an increasing function and because of the inequlity L (t) C tmax 0 s t (s). Now, as in 5], we lift and " on the interval 0 t " ]. We have (t) = Q(t 0) and " (t) = Q " (t 0), the functions Q(t z) a n d Q " (t z) being initially 0 and satisfying the singular heat equation
We now claim that, for every > 0 small enough, we have Q(t + z) Q " (t z). Indeed, setting R(t z) = Q(t+ z);Q " (t z) w e h a ve, due to (58):
Because we have 1 (z 0) > 0 for z < z 1 we have Q(t + 0) Q( 0) > 0. Hence the denominator in the right handside of the equation is nonsingular, and the maximum principle applies to yield r(t 0. Sending to 0 yields (t) " (t) on 0 t " ] and we may obtain, by the same method: (t) " (t) : = 2(1 + ") 2 z 1 t. This ends the proof of the proposition. The property we are interested in, and that will be useful when we prove Harnack inequalities, is the positivity of the function . It will indeed act as a barrier function. 
The notations are the same as in Propsition 67, up to the fact that z 1 has beenreplaced by z 0 .
This time, the equation is linear in '. Using the inequality L'(t) C t ' (t) and the Generalized Gronwal Lemma, we infer '(t) = 0 for t > 0. This is a contradiction.
Travelling waves
Travelling wave solutions to Problem have the form u(t z x) = l(z ; V t x ).
What really matters to us is their behaviours at x = 0 let us therefore investigate under which conditions we have solutions of the form l(z 0 
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PROOF. We rst have to show that l can be approximated from above b y a sequence of classical solutions (l " ) " of (67) such that l " (+1 z ) = ". To see this we rst remark that we m a y limit ourselves to the boundary problem in a quarter plane (z x) 2 R + R + , with the conditions l " (0 0) = 1 l " (+1 x ) = " (68) the last condition being uniform with respect to x. Indeed, assume that (67)-(68) to be solved then we extend the constructed solution -that we n o w call l -b y noticing that an integral equation for (z) : = l(z 0) is given by = e ;z@xx l(0 :
the integrator being understood with respect to the negative z variable. Equation (69) Then, we see that l " (resp. l " ) is a sub-(resp. super-) solution to our problem. Hence there is a solution l " V tending to " uniformly in x as z != 1, which i s b e t ween l " and l " . Hence l " V " hence it can be proved to be smooth -see Section 3 of 18] .
Uniqueness can be proved as above, by remembering that: (i) a viscosity solution is a weak solution, nonincreasing in z (ii) due to its de nition, a viscosity solution is smooth on its positivity set. This implies the convergence of (l " ) " to l. 4 The free boundary and p are Lipschitz and nondegenerate
We now have the basic tools that will be needed throughout the paper, namely: existence and uniqueness of a solution having a comparison principle, and special solutions that we will be able to compare to that solution. We initiate in this section the study of the free boundary, and all the considerations will concern the pressure p = u 2 . Indeed, it can obviously beseen with Section 3 that u is most unlikely to beLipschitz, whereas we found two examples -travelling waves and self-similar solutions -where the pressure is Lipschitz, and has linear growth at the free boundary. The goal of the section is to prove that this fact is general.
Let us summarize Section 2: we h a ve obtained a global viscosity solution u(t z x) t o t h e C a u c hy Problem for (2)-(3), which is nonincreasing in z and x, nondecreasing in t, and convex in x. Using Proposition (2.3), we m a y p u t u between two self-similar solutions -say, a z-translate of 1;" and a z-translate of 1+" -and infer that, for all t 0, the function z 7 ! u(t z 0) is compactly supported in R + . Therefore there is a function (t) such that u(t z x) > 0 for z < (t) -we have u(t z 0) > 0 for z < (t), then this property extends to x 6 = 0 b y the strong maximum principle -and u(t z x) = 0 for z > (t).
The plan of the section is the following: rst, we prove that the interface is Lipschitz, and that p is globally Lipschitz. Note that, in doing so, we shall have to prove the continuity o f p across the interface.
Then we will pause in order to prove a class of Harnack inequalities, and conclude the section by the nondegeneracy of p. This section roughly corresponds to Reference 8] in the study of the porous medium eauqtion, and the results are qualitatively the same. >From Proposition 2.7 once again, we infer the existence of 0 2 0 t 0 , such that t 0 ; 0 is controlled from below, and such t h a t u( 0 z 0 0) 1 3 . Arguing as above, we obtain that the set Z( 0 ) is also an interval of length at least r( 0 ), this last quantity beingalso under control. Therefore we may apply Proposition 2.14, and infer that u is under control.
To prove our proposition, we only have to prove the same property for all values of u between 0 and 1 2 . Let us choose such a and pick h > 0 be such that := h 2 0 1 2 . Then we remark that, due to the homogeneity considerations of Section 2.1, the function p h de ned by
is such that its square root satis es the original problem (2). Moreover, its Lipschitz constant i s the same as that of p. We n o w only have to repeat the above argument.
Harnack inequalities
The goal of this paragraph is to prove Harnack t ype inequalities for ;p z and p t : namely, i f p is controlled from below i n a g i v en region, and ;p z (resp. p t )
is controlled from below at one point in this region, then ;p z (resp. p t ) is controlled from below in the whole region. In parabolic equations, Harnack inequalities are often established directly -for they are one possible step towards H older estimates. Another way to obtain them is to establish the H older estimates rst, then a strong maximum principle. This is what we choose to do in this paragraph.
The situation is the following. Let us pick ( t 0 z 0 ) 2 R + R + and a small h > 0. We consider the rescaled function p: . There exists C > 0, independent of h, such that ku z k C =2 ( ;r r] 2 R + ) k + ku t k C =2 ( ;r r] 2 R + ) C:
(77) Equation (77) is also valid for any smooth "-approximation of u, with a constant C independent of h and ". PROOF. Let (u " ) ">0 bea smooth "-approximation of u inequality (77) will beproved for u " . This will imply its validity f o r u. We drop the superscript " . Let us set u(t z x) = Z +1 z u(t z 0 x ) dz 0 : (78) Thenũ satis es the same problem as u in R 2 + , but the boundary condition at x = 0 becomesũ For n large enough, we have z n 2]z 0 ; z 0 + . We may assume, without loss of generality, t h a t z n < z 0 . Let us choose such a large n t h e n v(t z x) w(t z x), where w t ; w xx = 0 (t z x) 2]t 1 t n ]z n z 0 + r R + w x = ; 1 where t min > 0 is a little larger than the minimal time required by the free boundary to start moving. Hence all the constants in the next section will depend on t min , b u t we will not mention this dependence.
Subsolutions
Assume the free boundary of u in the (t z)-plane to belocated at the point (t = 0 z = 0). Let us denote by l(t z x ) a travelling wave with speed V 0 .
Lemma 5.1 Assume that the interfaces of l and u coincide at time t = 0 and V 0 < _ (t) for ;1 t 1. given by u " 2 (t z x) = (1 + ")u(t + " z z x) (103) is a subsolution to (2) . PROOF. Obviously, the heat equation inside R 2 + is satis ed. As for the boundary condition we have @ x u " 2 ; u " 2 @ z u " 2 = ( 1 + ")u x ; (1 + ") 2 (uu z ; " uu t ) = ;"(1 + ")uu z ; " (1 + ") 2 uu t But we know that ;u t C u z hence @ x u " 2 ; u " 2 @ z u " 2 0 for 1 2C .
The iteration
Let (t 0 z 0 ) = ( ;1 (z 0 ) z 0 ) bea free boundary point. In order to initiate the sequence of iterations leading to the C 1 estimate for at (t 0 z 0 ), we rst notice that Theorem 4.7 has led us to the following situation. By translating and rescaling we m a y assume (t 0 z 0 ) = ( 0 0). For all 2 0 1] let us consider the rectangle R 0 ( ) = f ;1 (;1) t ;1 (1) ;1 ; z 1g
We denote by L a common upper bound for p t and ;p z in R 0 , and by a common lower boundforp t and ;p z in R 0 .
Hence we have 
We have, for all (t z) 2 R 1 : @ p(t z 0) = jrp(t z 0)j cos a(rp(t z 0) ) = jrp(t z 0)j cos(a(rp(t z 0) ~ n ) + a( n )) = c o s a( n )@~ n ; ĵ rp(t z 0)j sin a(rp(t z 0) ~ n ) s i n a( n ) q cos n ; ĵ rp(t z 0)j sin a( n )
for a possibly di erent q, that can anyway b e c hosen independent o f n. Therefore we have @ p(t z 0) 0 i f a n d only if tg a( ~ n ) L qtg n :
Accordingly, let us set n+1 = n + 1 2 Arctg ( L qtg n ) n+1 = n e i( n+1 ; n)=2
We have @ p(t z 0) 0 in R 1 for all 2 ( n+1 n+1 ). Moreover, we may see that the sequence ( n ) n converges geometrically to 2 . Also, scaling back, we have proved the following property: 8 2 ( 
