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ABSTRACT 
Corrosion of materials is still an unresolved problem affecting a multitude of 
industries. One of the grand challenges facing the corrosion community is the development 
of high-fidelity models for corrosion in actual service environments. The difficulties arise 
since corrosion involves transfer of metal atoms between the solid and solution phases thus 
making the system non-adiabatic. Interfacial transfer of atoms increases the chance of 
establishing systemic feedback between chemical reactions and transport processes, which 
results in chemical oscillation and periodic patterns on the corroding surfaces. Oscillating 
behavior in electrochemical measurements and pattern formation on corroding surfaces 
have been reported in certain solution environments in corrosion research. However, these 
corrosion phenomena have been interpreted incorrectly based on linear chemical and 
transport dynamics. 
This work presents metal oxide formation in concentric wave patterns and/or in 
discrete solid bands during corrosion of carbon steel. It establishes that these oxide 
formations are a Liesegang phenomenon occurring via strongly coupled reaction-diffusion 
kinetics, requiring a slow transport medium. Transition metal ions easily form hydroxides 
which, being hygroscopic, grow in colloidal forms or a hydrogel network. Formation of 
this slow transport medium induces systemic feedback between FeII/FeIII redox reactions 
and hydrolysis and diffusion of metal cations, and also between the processes in the gel 
medium and metal oxidation at the surface. Metal hydrogel formation has never previously 
been identified as the key condition for feedback processes and oscillation to arise in 
corrosion. This work is the first to demonstrate unequivocally that non-uniform deposition 
of metal oxides during corrosion can occur via strongly coupled solution reaction and 
 iii 
transport processes, and not simply as a result of metallurgical non-uniformity and/or 
localized solution environments. This study expands our understanding of corrosion by 
exploring the individual processes and their non-linear interactions thus providing more 
insights into the development of a corrosion dynamics model. 
In the presence of systemic feedback, the overall corrosion dynamics cannot be 
expressed by a linear combination of individual elementary processes involved. To develop 
a reliable corrosion model when strong systemic feedback can exist, it is important to 
identify the key elementary processes that control the overall corrosion rate and to establish 
the kinetics of the elementary processes as a function of solution parameters. This study is 
a step toward developing such a model. 
 
KEYWORDS 
Radiation Chemistry × Corrosion × Carbon Steel × Chemical Wave × Nonlinear Dynamics × 
Pattern Formation × Systemic Feedback × Iron Oxide Wave × Reaction-Diffusion Kinetics 
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SUMMARY FOR LAY AUDIENCE 
Major corrosion-related failures, in aircraft carriers and nuclear waste containers, 
for example, can have huge economic and social impacts. For such applications, it is 
difficult to predict and simulate the environments that the materials will experience during 
their long service lifetimes. Building the high-fidelity corrosion models required is still 
considered to be an intractable problem.  
This work presents metal oxide formation in concentric wave patterns and/or in 
discrete solid bands during corrosion of carbon steel. It establishes that these oxide 
formations are a Liesegang phenomenon occurring via strongly coupled reaction-diffusion 
kinetics, requiring a slow transport medium. Transition metal ions easily form hydroxides 
which, being hygroscopic, grow in colloidal forms or a hydrogel network. Formation of 
this slow transport medium induces systemic feedback between FeII/FeIII redox reactions 
and hydrolysis and diffusion of metal cations, and also between the processes in the gel 
medium and metal oxidation at the surface. Metal hydrogel formation has never previously 
been identified as the key condition for feedback processes and oscillation to arise in 
corrosion. This work is the first to demonstrate unequivocally that non-uniform deposition 
of metal oxides during corrosion can occur via strongly coupled solution reaction and 
transport processes, and not simply as a result of metallurgical non-uniformity and/or 
localized solution environments. 
The work presented here suggests that the major barrier to high-fidelity model 
development is the failure to account for systemic feedback. The findings of this work 
challenge existing methodologies and practices for corrosion testing and modelling but also 
have wider implications for other processes involving metal/solution interfaces, such as 
 v 
nanoparticle growth, solid electrolyte degradation and remediation of metal-contaminated 
wastewater. 
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Chapter 1 
 
Introduction 
 
1.1 BACKGROUND AND MOTIVATION 
Nuclear energy is a cost-efficient, low-carbon-emitting energy source that is an 
essential component of the energy strategies of many countries. About 23 percent of 
Canada’s (and 60 percent of Ontario’s) electricity is produced by nuclear.[1–3] CANDU 
(CANada Deuterium Uranium) reactors use UO2 pellets for fuel, fabricated from natural 
uranium containing 0.7 atomic percent of fissile 235U. The high-density ceramic pellets 
encased in zircaloy cladding are welded together to produce a fuel bundle 0.1 m in diameter 
and 0.5 m in length. The UO2 fuel undergoes nuclear fission and neutron activation 
processes in the reactor core generating radionuclides.[4,5] Used nuclear fuel is highly 
radioactive and requires careful management, as the residual radioactivity can last a very 
long time. It takes about one million years for its radioactivity to drop to the level of natural 
uranium.[6] Figure 1.1 shows the typical life of a nuclear fuel bundle. Upon removal from 
the reactor core after their useful service lifetime, the used fuel bundles are moved to a 
spent fuel bay where they are stored underwater for several years. The water pools provide 
radiological shielding for workers and also keep the bundles from overheating. The bundles 
are then transferred to dry storage and will be kept at the reactor sites for up to 100 years 
before their planned permanent disposal.[4,5,7] As of 2019, Canada has an inventory of 2.9 
million used nuclear fuel bundles and about 90,000 additional bundles are generated 
annually.[6]  
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Figure 1.1   Life of a nuclear fuel bundle from the reactor to permanent disposal.[6,7] 
 
 Canada’s long-term disposal plan for used nuclear fuel involves a deep geological 
repository (DGR). Key to the DGR design concept is the use of multiple natural and 
engineered barriers to isolate the nuclear waste from the environment (Figure 1.2).[8] The 
used fuel container (UFC) is a major engineered barrier that must be resistant to long-term 
corrosion.[8–10] One concern regarding the structural integrity of the current UFC design is 
localized corrosion of carbon steel (CS). The current Canadian UFC design involves a Cu-
coated carbon steel vessel consisting of a pressure-vessel-grade CS pipe coated with Cu. 
The ends are capped with Cu-coated hemispherical CS heads, which will be laser welded 
on site, followed by the application of a Cu coating over the welded region. Moisture 
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trapped inside a UFC could condense as a water droplet over a small area or within the gap 
between the hemispherical head and the body (Figure 1.3).[8,10]  
 
 
Figure 1.2   The multiple-barrier system that will contain and isolate used nuclear fuel, 
proposed by the Nuclear Waste Management Organization (NWMO).[9] 
 
 
 
Figure 1.3   Schematics of UFC[9] and water condensation near weld region. 
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The UFC will be exposed to a continuous flux of g-radiation emitted from the decay 
of radionuclides in the used fuel. In the metal, collision with the Compton scattered 
electrons ionizes and excites the metal atoms. The ionized hole-electron pair thus produced 
can recombine instantly in the conduction band before it can be displaced from the metal 
matrix. Therefore, the radiation energy absorbed by the metal container is dissipated as 
thermal energy and does not induce chemical changes.[11,12] In high dielectric constant 
media such as humid air and liquid water, however, the ionized species are stabilized and 
can move away from each other, given sufficient kinetic energy. They can then undergo 
various chemical reactions. This makes the corrosion system more complicated by 
producing additional redox active species in the initially pure water condensed from humid 
air in the UFC.[12–16]  
Despite extensive corrosion studies, CS corrosion dynamics in small stagnant 
solution volumes, and particularly in the presence of ionizing radiation, are not well enough 
understood to predict the long-term integrity of the UFC design. The UFC interior 
environment is very different from those commonly studied in conventional corrosion tests. 
The small solution volumes are expected to be rapidly saturated with the initial corrosion 
products, and the reactions of dissolved metal cations and metal hydroxide/oxide formation 
and growth can be complex. These chemical processes can strongly affect the corrosion 
dynamics. These effects can be significantly amplified in the presence of ionizing radiation, 
which generates a highly oxidizing environment. Hence, corrosion in the UFC environment 
may evolve very differently from that observed under typical laboratory corrosion test 
conditions that utilize large volumes of highly conductive solutions. Prediction of long-
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term corrosion rates based on simple extrapolations from empirical data may not yield valid 
results. 
 The work presented in this thesis project will demonstrate that carbon steel 
corrosion in a small volume of stagnant water cannot be described by linear (or serial) 
combinations of the rates of the different processes involved in corrosion. There can be 
strong feedback loops between different elementary corrosion processes including 
interfacial electrochemical reactions, solution reactions and mass transport processes. 
Existing corrosion rate analysis and modelling practices are based on linear 
dynamics, and do not consider systemic feedback. In the conventional understanding of 
corrosion, concentric oxide patterns are interpreted as localized corrosion phenomena 
arising from variation in metallurgical structure and local environment. The effect of bulk 
solution properties on the corrosion rate is assumed to follow linear dynamics, with one 
stable steady state. Our recent research findings overturn these assumptions. 
 
1.2 THESIS OBJECTIVES AND METHODS 
To develop a reliable corrosion model for systems with the possibility of strong 
systemic feedback, it is important to identify the key elementary processes that control the 
overall corrosion rate, and to establish the kinetics of the elementary processes as a function 
of solution parameters. This study is a step toward developing such a model.  
The kinetics of carbon steel corrosion were studied in the presence and absence of 
gamma radiation by performing coupon exposure tests as a function of time, followed by 
post-test analyses of dissolved metal ions in solution, and the morphology and chemical 
composition of oxides formed on the surface. Electrochemical measurements and 
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numerical simulations were also performed. The solution parameters that influence both 
the reaction kinetics and the mass transport processes were investigated. The variables 
studied in this work were solution volume to metal surface area ratio (V/A), pH, ion 
mobility in solution, solution convective condition, the presence of g-radiation and 
chemically added H2O2, oxygen content, and temperature.  
 
1.3 THESIS OUTLINE 
 
- In Chapter 1, the background and the objective of this thesis work are discussed. 
- In Chapter 2, a literature review and technical background in the areas of corrosion, 
radiation, reaction kinetics, and chemical oscillation are presented. 
- In Chapter 3, experimental details and techniques are described. 
- In Chapter 4, metal oxide formation in concentric wave patterns, which is evidence 
of strongly coupled reaction-diffusion kinetics and systemic feedback, is examined. 
The gel-like nature of metal hydroxides as the required condition for these 
phenomena is discussed.  
- In Chapter 5, the experimental and numerical simulations of the wave patterns are 
presented, and the mechanism of the pattern formation is discussed.  
- In Chapter 6, the evolving kinetics of carbon steel corrosion are studied by 
examining the rates of metal dissolution and decomposition of hydrogen peroxide, 
the key radiolytically-produced oxidant. The effects of chemically-added and 
radiolytically-produced hydrogen peroxide are compared.  
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- In Chapter 7, the time-dependent corrosion behaviour of carbon steel in small 
volumes of pure water is studied in the absence and presence of g-radiation and 
compared with chemically-added hydrogen peroxide.  
- In Chapter 8, the metal-solution interfacial transfer behaviour is examined under 
different mass transport conditions.  
- In Chapter 9, the impact of systemic feedback on corrosion and the implications for 
long-term model development are discussed and conclusions are made.  
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Chapter 2 
 
Background and Literature Review 
 
2.1 MICROSTRUCTURE OF CARBON STEEL  
Carbon steel (CS) is an iron-based alloy with carbon as the main alloying element. 
It is an important material for industry and constitutes about 90% of global steel production.  
Carbon steel is relatively inexpensive to manufacture compared with other steels and can 
be produced with a large range of mechanical properties. These properties are highly 
dependent on the carbon content and microstructure of the carbon steel.  
CS is classified into three major categories based on the weight percentage of 
carbon in the material: low-carbon steel (< 0.25 wt.% C), medium-carbon steel (between 
0.25 and 0.6 wt.% C) and high-carbon steel (between 0.6 and 1.4 wt.% C).[1–4] In this study 
the CS material used contains 0.35 wt.% carbon. At low temperature, CS contains grains 
of different types, according to the phase diagram (Figure 2.1).  
It contains α-Fe (ferrite), in which carbon has a maximum solubility of 0.022 weight 
percent. The remainder of the carbon (up to 2 wt.% C) is located in cementite (Fe3C) or 
pearlite grains.  Cementite is a hard, brittle alloy of iron with high carbon content, while 
pearlite has an eutectoid composition with alternating α-ferrite and cementite in a lamellar 
structure. 
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Figure 2.1   Fe-C phase diagram based on temperature (C) vs % carbon.[3]  
 
2.2 AQUEOUS CORROSION OF CARBON STEEL 
Aqueous corrosion is an electrochemical process. When CS comes in contact with 
an aqueous solution, the iron atoms are oxidized, which is coupled to the reduction of water 
as shown in reactions (2.1). The main driving force for this reaction is the difference in the 
electrochemical potentials of the two reacting phases (metal surface and water).[4–8] 
 
Fe(s)   ®   Fe2+(aq)  +  2e-                                                                (2.1a) 
2H2O(s)  +  2e-   ®   2OH-(aq)  +  H2(g)                                           (2.1b) 
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Due to the law of conservation of charge the number of electrons transferred in each half 
of this redox process must be equal. Since the charge in this system is mobile (electrons in 
the metal phase and ions in the solution phase), metal oxidation and solution reduction do 
not necessarily have to occur at the same atomic sites. The ferrous ions formed by the 
electrochemical reactions have two possible pathways: diffusion into the bulk aqueous 
solution or oxide formation on the surface. The predominance of a particular pathway is 
determined by the oxide properties and solution parameters.  
The pH of the solution affects the solubility of dissolved iron. The ferrous ions 
undergo hydrolysis as shown in reactions (2.2a-c):[9] 
 
               Fe2+(aq)  +  H2O   D   Fe(OH)+(aq)  +  H+   (2.2a) 
               Fe(OH)+(aq)  +  H2O   D   Fe(OH)2(aq)  +  H+   (2.2b) 
               Fe(OH)2(aq)  +  H2O   D   Fe(OH)3-(aq)  +  H+   (2.2c) 
 
Fe2+(aq) and its charged hydrolysis products are stable in solution but the neutral hydrolysis 
product, Fe(OH)2(aq), can precipitate and then grow as hydroxide /oxide particles (2.3). 
 
               Fe(OH)2(aq)   ®   Fe(OH)2(s)   (2.3) 
 
The ferrous cations can also undergo further oxidation to produce ferric cations. Similar to 
the ferrous species, the ferric cations can undergo hydrolysis reactions (2.4a-d).[9] 
 
               Fe3+(aq)  +  H2O   D   Fe(OH)2+(aq)  +  H+   (2.4a) 
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               Fe(OH)2+(aq)  +  H2O   D   Fe(OH)2+(aq)  +  H+   (2.4b) 
               Fe(OH)2+(aq)  +  H2O   D   Fe(OH)3(aq)  +  H+   (2.4c) 
               Fe(OH)3(aq)  +  H2O   D   Fe(OH)4-(aq)  +  H+   (2.4d) 
 
At any given time, the total amount of dissolved iron is the sum of the dissolved ferrous 
and ferric species present in solution. Figure 2.2 shows the maximum solubility of the total 
ferric and ferrous species as a function of pH at 25 oC.[9] 
 
 
Figure 2.2   Solubilities of hydrolyzed ferrous and ferric species as a function of pH at 
25 °C.[9] 
 
Solubility minima for the total ferrous and ferric species occur at pH 8.4 and 12, 
respectively. At higher temperatures the solubility minima shift to lower pH, and the 
maximum solubility increases by less than an order of magnitude.[10] 
 The pH also has an effect on the rate of the hydrolysis reactions occurring near the 
surface. At higher pH the formation of Fe(OH)2(s) is promoted as higher concentrations of 
hydroxide anions induce more rapid iron hydrolysis. Overall, pH influences the rate at 
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which local saturation is attained via iron hydrolysis, and affects the amount of Fe(OH)2(s) 
that precipitates from solution onto the surface. 
 
2.3 CORROSION RESEARCH - CURRENT STATUS 
2.3.1 Corrosion Dynamics 
Corrosion is an electrochemical process. For an electrochemical process occurring 
on a chemically inert electrode (conducting or semi-conducting), the electrode acts simply 
as an electron transfer medium.[5] A corroding metal acts not only as an electron transfer 
medium, but also participates in electrochemical redox reactions that donate or accept 
metal cations as well as electrons. Having transferred to the solution phase (via solid oxide, 
if present), metal cations transport from the metal surface region to the bulk solution. While 
diffusing they can undergo solution reactions that produce solid products such as metal 
oxides that can precipitate and re-dissolve.[11,12] 
Existing corrosion rate analysis methods and models consider the electrochemical 
redox reactions at the metal surface, the solution transport of oxidants and metal cations, 
and charge transport through an oxide layer, if present.[13–18] However, the solution 
reactions of metal cations in the diffusion layer, which can have a significant effect on the 
electrochemical redox reactions and solution transport, have not been considered. Our 
research has found that in fact, the solution reactions and transport of initial and 
intermediate corrosion products (metal cations and OH-) in the diffusion layer can have a 
considerable impact on corrosion dynamics.[11,12] 
Existing models assume that corrosion in a given solution environment evolves to 
a single stable steady state, at which the rates of metal oxidation at the metal surface and 
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transport of metal cation from the metal surface to the bulk solution (via solid oxide, if 
present) become equal. Different models differ in their formulation of the rate equations of 
these processes (see section 2.3.2). Our research has found that due to continuous transfer 
of metal atoms the solution reactions and transport of metal cations evolve with time, and 
the system progresses through more than one stable steady state. The steady state reached 
after long times may not be the most thermodynamically stable state. Under certain solution 
conditions, the corrosion system can even oscillate between different steady states over a 
sustained period. In corrosion systemic feedback may not be established until sufficient 
intermediate corrosion products can be formed and their concentrations increase.[11,12] 
 
2.3.2 Existing Corrosion Models 
Existing models (e.g., mixed potential model) for non-passive metals and alloys 
assume that interfacial charge transfer at the metal surface is accomplished primarily by 
electrons attaching or detaching from a dissolved redox pair, while the solution redox 
species transport the charges from the metal surface to the bulk solution and vice versa. 
The interfacial transfer of metal atoms is assumed to occur at whatever rate is required for 
charge conservation and mass balance during the electron transfer; metal cation solution 
transport is assumed to never be rate-controlling.  
In the presence of a passive oxide layer, some existing models[13–18] also consider 
the transport of electrons/holes and ions/vacancies (metal cations and/or oxygen anions) 
through the oxide layer in formulating the overall charge transfer from the metal to the 
solution phase or vice versa. Different models differ in their detailed descriptions of charge 
transport processes and the factors influencing their rates. In these models the overall 
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charge transfer rate from the metal to the bulk solution via an oxide layer is obtained by 
simply adding the transport rates of the individual charge carriers, each having a different 
transport coefficient. The transport coefficients of different ions and ion vacancies through 
an oxide layer are typically determined empirically from polarization current 
measurements. For an alloy containing many metal elements, extracting the individual 
transport coefficients is nearly impossible.  
While these models describe the charge transport processes in extreme detail, they 
assume that the same oxide grows over the course of corrosion, independent of solution 
environment. In some models the defect density, which determines the potential drop over 
the oxide, is allowed to change with time, eventually reaching a single stable steady state. 
But most existing models only deal with the corrosion rate at a single stable steady state, 
in which the overall charge transfer rate from the metal-oxide interface to the oxide-
solution interface becomes equal to the charge transport rate from the oxide surface to the 
bulk solution.        
 
2.3.3 Dynamics of Closed versus Open Systems 
In corrosion, the total number of metal atoms transferred to the solution phase 
continues to change with time, i.e., the solution phase is an open system. Unlike a closed 
system (such as a solution in a glass beaker) which evolves to reach one and only one 
equilibrium state, the dynamics of an open system can evolve to one or more steady state(s). 
A steady state said to be reached when the activities of chemical species stay constant with 
time. In an open system, chemical species in the reaction volume are produced or removed 
by mass transport/flux processes as well as chemical reactions. Hence, the dynamics at 
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steady state are a function of reaction kinetics and fluxes of chemicals in and out the 
reaction volume. 
A closed system subject to a perturbation from equilibrium (e.g., non-equilibrium 
distribution of chemicals at the onset of reaction) always reverts to the one and only 
equilibrium state. In an open system this is not always the case. When subjected to a 
perturbation (such as increasing or decreasing mass fluxes), the system can revert to the 
original steady state, in which case the steady state is considered stable. But it is also 
possible for the original steady state to collapse and the system to move to a new stable 
steady state. The stability may be short-lived. Liesegang or other oscillation phenomena 
are due to the system oscillating between two steady states.[19–28]  
In an open system, the reaction kinetics of a chemical species can be strongly 
coupled with its flux in and out of the reaction volume, which can lead to sustained cyclic 
feedback loop(s) between the different processes. Such systemic feedback generates 
oscillations and/or periodic patterns in observable quantities, referred to as chemical waves. 
[19–24,29–31] Chemical waves in space and time are common occurrences in nature. Liesegang 
rings are a typical example and they are formed when a solution containing dissolved 
species continuously flows through a slow transport medium such as gel or porous rock, 
causing solid products to periodically precipitate and re-dissolve.[25-28,32–39] 
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2.4 IRON OXIDES  
2.4.1 Magnetite (Fe3O4) 
 Magnetite is a black oxide containing both FeII and FeIII. Magnetite is unique in the 
family of iron oxides as it is the only oxide with a mixed iron oxidation state. Magnetite 
has an inverse spinel crystal structure. It consists of a face-centred cubic arrangement of 
O2- anions, with FeIII cations occupying tetrahedral interstices and octahedral interstices, 
and FeII cations limited to the octahedral sites. Magnetite has a band gap of 0.1 eV and is 
electronically conductive.[40] 
 
2.4.2 Lepidocrocite (γ-FeOOH) 
 Lepidocrocite is an oxyhydroxide and can exhibit coloration from yellowish to a 
reddish-brown. It has an orthorhombic structure. It consists of cubic close-packed O2-/OH- 
groups with FeIII occupying half of the octahedral sites between these oxy/hydroxy groups, 
but stacked in two adjacent rows with two empty rows of octahedral sites. The structure is 
held together by the weaker hydrogen bonds, which gives the oxide its flaky behaviour on 
the macroscale. Lepidocrocite has a band gap of 2.06 eV. [40] 
 
2.4.3 Maghemite (γ-Fe2O3) 
 Maghemite is another inverse spinel and it has the same structure as magnetite. In 
magnetite the interstitial sites are filled with FeII and FeIII. Maghemite consists of a face-
centred cubic array of O2- anions with FeIII occupying all the tetrahedral interstices and 
most of the octahedral interstices. Maghemite can be considered as an FeII-deficient 
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magnetite, or conversely, magnetite can be considered as maghemite doped with FeII. As a 
result, the conversion between magnetite and maghemite can be very facile. Maghemite 
has a band gap of 2.03 eV. [40] 
 
2.4.4 Hematite (α-Fe2O3) 
 Hematite has a corundum structure and is extremely stable. Hematite consists of a 
hexagonal close-packed array of oxygen ions, with two thirds of the octahedral sites filled 
with FeIII cations. It has a red colour when finely divided and black or sparkly grey when 
coarsely divided. Hematite forms from higher temperature aqueous systems, and has a band 
gap of 2.2 eV. [40] 
 
2.4.5 Goethite (α-FeOOH) 
 Goethite is an oxyhydroxide with an orthorhombic unit cell with colour from 
yellowish to reddish to dark brown or black. Goethite is made of an hexagonal close-packed 
array of OH- and O2- ions with FeIII occupying half the octahedral sites. The structure can 
be thought of as two double chains of face sharing FeIII-O6 octahedra with a double layer 
of vacant sites adjacent to them. These chains are connected to the layer of FeIII above 
through corner-sharing octahedra. Goethite can form in most aqueous systems provided 
they have a source of FeIII. [40] 
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2.5 RADIATION BACKGROUND 
2.5.1 Radiation Chemistry and Photochemistry 
Radiation chemistry involves the study of the chemical effects produced in systems 
exposed to high-energy ionizing radiation, such as alpha (α) or beta (b) particles, or gamma 
(γ) or X-ray electromagnetic radiation. Radiation chemistry differs significantly from 
photochemistry which employs lower energy infrared (IR), ultraviolet (UV) or visible 
sources.  These lower energy sources in the eV energy range can induce vibrational or 
electronic excitations in the target molecules. These types of interactions involve a photon 
interacting with a single molecule and the frequency of the radiation can be tuned to interact 
with a selected molecular group.  Due to the high specificity of the interactions involved, 
photochemistry of solutions may be described as a solute-oriented process in which the 
bulk solution remains unaffected by the presence of the radiation (Figure 2.3a).[41–43] 
 
 
Figure 2.3   The differences between photochemistry and radiation chemistry are 
highlighted in the mechanisms of their interactions with matter. (a) Photochemistry 
proceeds by exciting only specific dissolved molecules (b) while radiation chemistry 
randomly ionizes and excites species along the radiation track.[41] 
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In contrast, high energy ionizing radiation (keV-MeV range) excites or ionizes a 
large number of molecules indiscriminately along the radiation track.  Since all molecules 
are equally likely to interact with the radiation, the bulk solution is most affected.  As a 
result, radiation chemistry of solutions can be described as a solvent-oriented process 
(Figure 2.3b). [41–43] 
 
2.5.2 Types of Ionizing Radiation  
Ionizing radiation includes high-energy charged particles (e.g. a and b particles), 
fast electrons from accelerators and electromagnetic radiation (e.g. X- and g-rays).  
Ionizing radiation transfers its energy to an interacting medium mainly by colliding non-
discriminately with the electrons bound to atoms and molecules in the medium.  Due to its 
high kinetic energy each radiation particle undergoes a series of collisions before it loses 
most of its kinetic energy and thermalizes. [41–43] 
Alpha-particles, the nuclei of helium atoms, are emitted by radioactive nuclei and 
have discrete energies that are characteristic of the radioisotope decay process.[41–45] The 
a-particles interact with electrons within a medium, primarily through inelastic collisions, 
along the radiation path. Due to their large size in comparison with the electrons they 
perturb, only small amounts of energy are lost with each collision, and the large α-particles 
are not easily deflected from their paths. However, the large collision cross section with 
electrons prevents these particles from penetrating deeply into the medium, resulting in a 
very dense collection of excited and ionized particles along a short stretch of the radiation 
track (Figure 2.4a). [41–43] 
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Beta-particles are high-energy electrons or positrons that interact through inelastic 
collisions with electrons along their paths and have a large penetration depth.[41–45] Unlike 
α-particles, b-particles from a particular radioactive element are not emitted with uniform 
energy but with energies ranging from zero to a maximum value (Eb) that is characteristic 
of the element. Since b-particles share the same mass as the electrons with which they 
interact, the particles can lose up to half of their energy with each collision, and can be 
deflected through a large angle. b-particles can interact with additional electrons to lose 
their remaining energy. Also, the electrons with which the b-particles interacted can 
propagate the electron ejection process, but with reduced efficiency through each cascade. 
Therefore, these particles create a low-density collection of ions or excited molecules along 
their radiation tracks (Figure 2.4b).[41–43] 
Gamma rays are electromagnetic radiation with energies in the range of 40 keV to 
4 MeV and have the largest penetration depth of the ionizing radiation types described 
here.[41–45] A given gamma radiation source emits g-rays of specific energies. Gamma-rays 
transfer most of their energy by Compton scattering if their energy exceeds 0.01 MeV.[41–
45] Compton scattering is a phenomenon in which the g-ray interaction with matter causes 
electron ejection from the molecule and the resulting g-ray photon emerges with a reduced 
energy.  The most probable Compton scatterings are either near 100% energy transfer or 
near 0% energy transfer. Due to the low probability of the inelastic Compton scattering, 
the penetration depth of g-radiation is large relative to all other radiation forms (Figure 
2.4c).[41–43] Each ejected electron from these high-energy collisions acts similarly to a b-
particle and prolongs the collision effect by transferring its kinetic energy.   
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Figure 2.4   The penetration depth (in water) and the density of the clusters of ions and 
excited molecules along the radiation track differs for each type of ionizing radiation.[41] 
 
The difference between b and g-radiation lies mainly in the different initial energy 
transfer mechanism; for b-particles the energy is transferred via elastic and inelastic 
collisions between the fast electron (b) and bound electrons and for g-radiation it is via 
photon-electron interaction (i.e., elastic and inelastic Compton scattering).[41–45] The g- 
scattering electron (a ‘hot’ primary electron) is very much like a b-particle (fast electron), 
which is why the chemical effects induced by b and g-radiation in water (for the same 
absorbed energy) are essentially the same. Because gamma rays must first interact with 
atoms and molecules to create a primary fast electron, they have a much greater penetration 
depth than b-particles. High-energy electrons, b-particles or the primary electrons from g-
radiation will be collectively referred to as radiation particles hereafter.   
The rate of energy transfer per unit of penetration depth through a medium is 
referred to as the linear energy transfer (LET) rate. The LET rate is important in 
determining the density of ions and electronically excited molecules that are formed along 
the radiation track. Since this density can affect further collisions/reactions of species in 
the track, it will have consequences for the yields of radiolysis products that reach the bulk 
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phase (after diffusing out of the localized zone near the track) where they can undergo bulk 
chemical reactions. The physical and chemical processes that determine the energy transfer 
rate, the ionization efficiency, and chemical decomposition yields that follow the energy 
transfer, are reviewed below. 
 
2.5.3   Primary Radiolysis Processes 
Due to their high initial energy, each radiation particle undergoes many collisions 
while it loses its energy, and eventually becomes “thermalized”. The multiple interactions 
are not selective (dependent on the atomic nature of the target matter) and instead depend 
only on the relative abundance of electrons in the interacting matter. This is important when 
irradiating dilute solutions. The total mass of the solutes in such solutions is very much less 
than the mass of the surrounding water. Hence, the probability of an incident electron 
interacting with solute impurities is very small compared to the probability of interacting 
with the bulk water phase. For this reason, chemical processes induced by low LET 
radiation are often referred to as solvent-oriented processes (as opposed to solute-oriented 
processes). The amount of low LET energy absorbed by a solution can be simply expressed 
in units of energy absorbed per mass, Gray (Gy), where 1 Gy = 1 J×kg−1, and the mass is 
determined by the volume of the absorbing solvent and its density.    
The average energy transferred from a radiation particle to a water molecule, per 
collision, typically ranges from 60 to 100 eV.[41–45] This amount of energy is a very small 
fraction of the initial energy of the radiation particle (of the order of 1 MeV), so the 
collisions do not slow the particle or change the radiation path appreciably (except at the 
very end of the track). The radiation particle moves in a straight line that is referred to as a 
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radiation track. The initial consequence of each energy transfer collision is ionization or 
electronic excitation of a water molecule. The result is creation of ion pairs (H2O•+ and 
e−hot) or electronically excited water molecules (H2O*) along the radiation track. The 
electron of this ion pair is labelled as ‘hot’ because it has a kinetic energy that is sufficient 
to excite or ionize one or more neighbouring water molecules (the 60 - 100 eV transferred 
in a collision is well in excess of the ionization energy of a water molecule (12.6 eV).[41–45] 
Secondary (or the tertiary) ionization caused by this ‘hot’ electron will occur very near the 
first ionization that created the ‘hot’ electron, resulting in a cluster of 2-3 ion pairs (or 
excited water molecules) near the radiation track. This cluster is referred to as a “spur”, 
Figure 2.5.[41,43] Any electronically excited water molecules that arise as a result of a hot 
electron impact have the option of being stabilized (by de-excitation collisions with other 
water molecules), dissociating into an ion pair (with a low energy electron), or separating 
into free radical fragments (such as •OH and •H). 
 
 
Figure 2.5   The radiation track of a fast electron (spur size not to scale).[41] 
 
1 µm
Radiation track (fast electron)
in liquid water at 25 oC
Spur = 2-3 ions/excited species≡
e–
H2O•+ e–
 
 
 25 
The formation of spurs along a radiation track is an important parameter in 
determining the chemical yields of radiolysis products. The spur density along the track 
depends mainly on the collision rate of the radiation particle with the bound electrons in 
the water molecules. For low LET b- and g-radiation, the inelastic collision mean free path 
of the radiation (the primary electron) in liquid water at 25 oC is about 1 µm, while the spur 
size is about 20 nm (see Figure 2.5).[41–45] The density of spurs is important. If they are 
close enough together the ions and radicals in a spur can interact with those of an adjacent 
spur before they diffuse into the bulk water phase. If the spur density is sufficiently high, 
these interactions can lead to a lower net decomposition rate of water (per absorbed energy 
unit) and a higher ratio of molecular to radical primary radiolysis products (see Table 2.1). 
In liquid water at 25oC and 1 atm the large distance between the spurs on a radiation track 
means that such interactions will be negligible. (This is not the case for high LET a-
radiation, where the spurs overlap considerably.)   
 
Table 2.1   Primary radiolysis yields* in liquid water at 25 oC, a-versus g-radiolysis.[41,43] 
* The G-values are in units of µmol·J-1. 
 
The electrons formed in a spur will typically have sufficient kinetic energy to move 
away from their H2O+ counter cations. This process is referred to as expansion of the spur. 
As the spur expands, the ‘dry’ electrons that arose from the water molecule ionization will 
be solvated and become hydrated electrons (•eaq-). The water cations and any excited water 
Radiation H2O •eaq- H+ •OH •H •HO2 H2 H2O2 
g –  0.41 0.26 0.26 0.27 0.06 0 0.04 0.07 
a – 0.26 0.02 0.02 0.02 0.01 0.008 0.12 0.11 
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molecules in the spur will interact with other solvent water molecules. Various intra- and 
inter-molecular energy transfer processes will occur that can lead to bond formation and 
bond breaking as illustrated in Figure 2.6.   
The electrons, ions and radicals within the spur continually experience Coulombic 
attractions to each other. This can lead to recombination of ions or radicals, thereby 
reducing the net chemical decomposition caused by absorption of radiation energy. These 
processes are referred to as geminate recombination. When the water decomposition 
products have moved outside the range of influence of Coulombic attraction of their 
partners (ions or radicals), the radiation products are said to be “out-of-spur” and they can 
be considered as free ions and free radicals.[41,43] 
 
 
Figure 2.6   Schematics of water radiolysis as a function of time following absorption of 
radiation energy as a pulse, and the expansion of spurs with time.[43] 
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The Coulombic influence of counter ions diminishes as the spur expands and the 
counter ions and radicals are no longer distinguishable from other ions and radicals formed 
in other neighbouring spurs or already present in the bulk phase. Once the system reaches 
this stage, the subsequent physical and chemical processes of these ‘free’ species can be 
treated as ordinary bulk phase chemistry. The time frame during which spur expansion 
occurs is approximately 100 ns in liquid water at 25 oC. The species present at this stage 
are normally referred to as ‘primary’ radiolysis products and their concentrations per unit 
absorbed energy are primary radiolysis yields. In this sense primary does not refer to the 
first species created upon interaction of a radiation particle with a water molecule but rather 
to the starting point of the chemical evolution of the irradiated system.  
 
2.5.4 Aqueous Reactions of Radiolysis Products 
After they are formed and have migrated into the bulk phase, the primary water 
radiolysis products will undergo homogeneous bulk phase chemical reactions. These will 
include reactions with other water radiolysis products, water modules and water 
dissociation ions (H+ and OH-), and with any solute species that may be present (such as 
O2 from air in contact with the water, or dissolved metal ions).[43] These reactions can be 
described very effectively using simple, classical rate equations. Nevertheless, the 
chemical kinetics are complex because, even for a simple system containing only water (H 
and O), there are a surprisingly large number of species (molecules, ions and radicals) 
present. It requires a quite large set of closely coupled reactions to model the chemical 
system (as schematically shown in Figure 2.7). About 50 elementary reactions are required 
to describe the radiolysis kinetics of a pure water system.[46–51] 
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With a continuous, steady-state radiation flux, water molecules are continuously 
interacting with radiation particles to form primary radiolysis products. After irradiation is 
initiated, the concentrations of these water radiolysis products increase rapidly. However, 
these species very rapidly begin to react with each other and other species in the system 
and the chemical kinetics reach a pseudo-steady state on a time scale that is of the order of 
minutes (quite long in comparison to the time scale in which primary radiolysis products 
are formed - µs after deposition of a particle’s energy). It is the pseudo-steady state 
concentrations of reactive species and not the primary radiolytic yields of reactive species 
that are crucial in evaluating the corrosion of reactor materials.[52–63] Once the steady state 
is reached, back-reactions of acid-base equilibria become important and some cyclic 
(autocatalytic) reaction sequences can be established.[43,49,51] The steady-state 
concentrations of reactive species arising from radiolysis cannot be easily predicted by a 
simple assessment of individual reactions and their reaction rates.  
 
 
Figure 2.7   A schematic of water radiolysis reaction mechanism under long-term (>ms) 
continuous irradiation.[43] 
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2.6 REACTION KINETICS 
For an elementary reaction: 
                            A + B ® C + D   (2.5) 
                            e.g. (Fe0 + H2O2 ® Fe2+ + 2 OH-) (2.6) 
If the reaction is homogenous (i.e., concentration does not vary spatially, e.g. the average 
concentration in a small volume of the diffusion layer or in the interfacial region). The rate 
equation is: 
 
              −0[1]2
03
= − 0[5]2
03
= 0[6]2
03
= 0[7]2
03
= 𝑘15 ∙ [𝐴]3 ∙ [𝐵]3 (2.7) 
 
where [𝐴]3 is the concentration of A (more precisely, chemical activity) at time t and 𝑘15 
is the second order rate constant for the reaction of A with B producing C and D. 
This differential rate equation is difficult to solve analytically, except for under 
specific conditions such as [𝐴]< = [𝐵]<. However, we can get an approximate solution 
when [𝐴]< ≫ [𝐵]< . Because  [𝐴]3 ≈ [𝐴]<  at all reaction times 𝑡 (as is the case for the 
chemical activity of Fe0 which, being solid, is one), the rate equation can be approximated 
as: 
 
 −0[1]2
03
= − 0[5]2
03
= 0[6]2
03
= 0[7]2
03
≈ 𝑘15 ∙ [𝐴]< ∙ [𝐵]3 ≈ 𝑘1@ ∙ [𝐵]3 (2.8) 
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where 𝑘1@  is the pseudo 1st order rate constant and has a unit of s-1. This 1st order differential 
rate equation can be solved analytically, and this analytical solution gives the integrated 
rate equations for the concentrations of reactants and products: 
 
 [𝐵]3 ≈ [𝐵]< ∙ exp(−𝑘1@ ∙ 𝑡)	   or     𝑙𝑛[𝐵]3 ≈ 𝑙𝑛[𝐵]< − 𝑘1@ ∙ 𝑡 (2.9) 
 [𝐶]3 ≈ [𝐶]< + ([𝐵]< − [𝐵]3) ≈ [𝐶]< + [𝐵]< ∙ (1 − exp(−𝑘1@ ∙ 𝑡)) (2.10) 
 
The analytical solution for reactant B states that the slope of the plot of 𝑙𝑛[𝐵]3 versus 𝑡 
will be −𝑘1@ . For product, C or D, that is not the case; the slope of the plot of 𝑙𝑛[𝐶]3 versus 
𝑡 will not give  𝑘1@ , a common mistake. (For product concentration, 𝑙𝑛 L1 −
[6]2M[6]N
[5]N
O ≈
−𝑘1@ ∙ 𝑡. 
 If there is only one reaction path, then the concentrations (or chemical activities) of 
reactants and products follow the rate equations derived above. If there is more than one 
reaction (elementary step) for species B, the rate of change in the concentration of B must 
consider all of the elementary steps. If the rate equation of each elementary step is 
independent of other elementary steps, and the individual steps follow the pseudo 1st order 
kinetics, that is the rate constant, 𝑘1′, is characteristic of the reaction, independent of other 
steps, we can further approximate the rate equation for B as: 
 
 −0[5]2
03
≈ 𝑘QRSTUVV@ ∙ [𝐵]3 (2.11) 
 
For elementary steps occurring in parallel, 
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 𝑘QRSTUVV@ = ∑𝑘#@  (2.12) 
 
For those occurring in series, 
 
 Y
Z[\]^_``
a = ∑
Y
Z#
a  (2.13) 
 
One of the interesting chemical kinetic systems is when one elementary step is a reversible 
process such that the reversible process is in quasi-equilibrium or at steady state, during 
the overall reaction. For example, 
 
     A + B ⇄ C + D (2.14) 
     C + E ® F (2.15) 
Such as    Fe0 + H2O2 ⇄ Fe2+ + 2 OH- 
     Fe2+ + 2 OH- ® Fe(OH)2 
 
If we assume all reactions follow pseudo 1st order reaction kinetics: 
 
 −0[5]2
03
≈ 𝑘15 ∙ [𝐴]< ∙ [𝐵]3 − 𝑘67 ∙ [𝐶]3 ∙ [𝐷]< ≈ 𝑘1@ ∙ [𝐵]3 − 𝑘7@ ∙ [𝐶]3 (2.16) 
 −0[6]2
03
≈ −(𝑘15 ∙ [𝐴]< ∙ [𝐵]3 − 𝑘67 ∙ [𝐶]3 ∙ [𝐷]<) + 𝑘6d ∙ [𝐶]3 ∙ [𝐸]< 
             ≈ (𝑘1@ ∙ [𝐵]3 − 𝑘7@ ∙ [𝐶]3) − 𝑘d@ ∙ [𝐶]3 (2.17) 
     0[f]2
03
≈ 𝑘6d ∙ [𝐶]3 ∙ [𝐸]< ≈ −𝑘d@ ∙ [𝐶]3       (2.18) 
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The sum of Eqs. (2.16) and (2.17) yields, 
 
 −L0[5]2
03
+ 0[6]2
03
O ≈ 𝑘d@ ∙ [𝐶]3 ≈
0[f]2
03
 (2.19) 
 
If the net production of C via reaction (2.14) is slow, such that 
 
       ugS3 ≈ 𝑘1@ ∙ [𝐵]3 − 𝑘7@ ∙ [𝐶]3 ≈ uh − uT (2.20) 
 
where ugS3 , uh  and uT  represent the net rate, the forward rate and the reverse rate of 
reaction (2.14). For a reversible process, the net rate can be very small when uh and uT are 
large (think of a pH buffer system where acid-base equilibrium keeps the proton 
concentration constant). If the net rate of reaction (2.14) is smaller than the subsequent 
reaction (2.15), then we can further apply the steady-state approximation for the 
intermediate species C:   
 
  0[6]2
03
≈ 0 ≈ 𝑘1@ ∙ [𝐵]3 − 𝑘7@ ∙ [𝐶]3 − 𝑘d@ ∙ [𝐶]3 (2.21a) 
 
That is, when [𝐶]3 changes very slowly (pseudo steady state),  
 
 [𝐶]3 ≈ L
Zj
a
Zk
a lZm
a O ∙ [𝐵]3 ≠ 𝐾Sp ∙ [𝐵]3 (2.21b) 
where   𝐾Sp ≈
Zq
Z^
≈ Zj
a
Zk
a  .  (2.21c) 
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The rate equation (2.19) can then be expressed as: 
 
 −L0[5]2
03
+ 0[6]2
03
O ≈ −L1 + Zj
a
Zk
a lZm
a O ∙
0[5]2
03
≈ L Zj
a
Zk
a lZm
a O ∙ 𝑘d@ ∙ [𝐵]3 (2.22a) 
 −0[5]2
03
≈ L Zj
a
Zj
a lZk
a lZm
a O ∙ 𝑘d@ ∙ [𝐵]3 ≈ 𝑘QRSTUVV@ ∙ [𝐵]3 (2.22b) 
 
This differential equation can be solved analytically: 
 
 [𝐵]3 ≈ [𝐵]<@Sp ∙ exp(−𝑘QRSTUVV@ ∙ 𝑡)	   (2.23a) 
 [𝐵]<@Sp ≈ s
Y
Ylt]u
v ∙ [𝐵]<	   (2.23b) 
 
where [𝐵]< represents the concentration of B initial added and [𝐵]<@Sp is the concentration 
at time 0 assuming that reaction (2.14) achieves equilibrium instantaneously (faster than 
the subsequent reaction).  
The overall process of reaction (2.14) and (2.15) is: 
 
 A + B ® (C + D) ® F 
 
The rate equation of the overall process is: 
 
−L0[5]2
03
+ 0[6]2
03
O ≈ 0[f]2
03
≈ L Zm
a ∙Zj
a
Zk
a lZm
a O ∙ [𝐵]3 ≈ s
Y
Ylt]u
v ∙ [𝐵]< ∙ exp(−𝑘QRSTUVV@ ∙ 𝑡) (2.24) 
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2.7 CHEMICAL OSCILLATION AND PATTERN FORMATION 
Reaction-diffusion wave phenomena have been observed in many disciplines of 
science including developmental biology, chemistry, geomorphology, plant biology, 
ecology and sociology, but have never been reported in corrosion research. Chemical 
waves in space and time are common occurrences and have also been observed as 
oscillating reactions such as the Belousov-Zhbotinsky (BZ) (or chemical clock) reactions 
and Turing pattern formation.[21,64–68]  
The Lotka-Volterra model of predator and prey interaction well demonstrates the 
feedback between the rabbit population and the lynx population.[19,69–72] Although this 
model does not apply to a real chemical system, the underlying principles are the same. In 
this model, X is the population of rabbits. They breed and reproduce autocatalytically. A is 
the amount of grass, which is in great excess compared with its consumption by the rabbits 
(constant supply). Y is the population of lynxes, that requires rabbits to reproduce. The 
lynxes eventually die and produces P which is the number of dead lynxes. This model 
consists of three irreversible steps and the net reaction is the conversion of grass to dead 
lynxes.[19]  
 
𝐴 + 𝑋	 → 2𝑋     (2.25) 
𝑋 + 𝑌	 → 2𝑌     (2.26) 
						𝑌	 → 𝑃     (2.27) 
 
For this system, the rate equations can be written as:  
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0|
03
= 	𝑘|𝑎𝑥	 − 	𝑘𝑥𝑦     (2.28) 
0
03
= 	𝑘𝑥𝑦	 − 	𝑘0𝑦     (2.29) 
 
The number of lynxes and rabbits will oscillate because of the nonlinear terms, kyxy.  
 
 
Figure 2.8   Oscillating populations of rabbits and lynxes in the Lotka-Volterra model of 
predator and prey interaction.[19] 
 
The rabbits reproduce because grass is in constant supply. The lynx population will 
also increase but only after the rabbit population has grown. Once the lynx population gets 
too high, rabbits will be eaten more rapidly and their population will begin to decrease, 
which in turn, will lead to a decrease in the lynx population. A key feature of this kind of 
system, is autocatalysis feedback. When there is a feedback loop in a chemical system, the 
concentration of some species affects the rate of its own production.[19]  
In the presence of transport processes such as diffusion and flow, chemical systems 
that exhibit temporal oscillations can also show a spatial periodicity.[34] The B-Z reaction 
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is one of the well-known chemical oscillation reactions involving non-homogeneous 
spatial distribution of aqueous chemical species.[19,67,73,74] In such system, the aqueous 
species diffuse uniformly once the feedback cycles shut down and the periodic patterns 
eventually dissipate. These wave patterns can be permanent if a precipitation reaction is 
involved in the reaction-diffusion system.[74,75] In nature oscillation patterns are observed 
over vast ranges of size and duration, from fungal colonies to banded rock 
formations[27,32,33,36–39] and the Liesegang ring is one of the examples of those permanent 
patterns. The Liesegang phenomenon is a manifestation of chemical waves and typically 
occurs when a solution containing dissolved species diffuses into a slow-transport medium 
such as a gel or a porous material, causing solid products to periodically precipitate and re-
dissolve.[25,27,34,35,76] It is produced when two soluble species with a partially soluble 
product react while diffusing through a slow-transport medium (e.g., potassium-
bichromate and silver-nitrate reacting in gelatin to produce silver-chromate solid 
product).[27] Since its first appearance in Liesegang’s paper in 1897, researchers used many 
compounds to produce the Liesegang ring, including lead carbonate, bismuth (III) 
chromate, cupric iodate, silver iodate, calcium oxalate, mercuric carbonate and the list goes 
on. Many different reaction media was also employed, and some researcher even observed 
the periodic precipitation phenomena in a tube filled with gaseous species.[26,77–79]  
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Chapter 3 
 
Experimental Techniques 
 
This chapter describes the imaging methods and analytical techniques that were 
used for the work presented in this thesis. Any additional experimental details and 
information that are specific to each chapter are provided in the appropriate experimental 
sections of those chapters. 
 
3.1 ELECTROCHEMICAL TECHNIQUES 
In this study a conventional three-electrode electrochemical cell consisting of a 
working electrode (WE), a counter electrode (CE) and a reference electrode (RE) was used 
as shown in Figure 3.1.  
 
 
Figure 3.1   A schematic of the three-electrode electrochemical cell. 
 
CE
WE
RE
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A platinum-mesh (Alfa Aesar, 99.9%, 1.5 × 2 cm2) was used as the counter electrode (CE) 
due to its high activity, negligible by-product production and a larger surface area 
compared to the working electrode. A saturated calomel electrode (SCE, Fisher Scientific) 
was used as the reference electrode (RE) for experiments performed without radiation. For 
radiation experiments, an Hg/HgO reference electrode (Radiometer Analytical) was used. 
In this study a CS sample was used as the working electrode. The counter and the reference 
electrodes are separated from the main cell compartment by porous glass frits to avoid side 
product contamination. A potentiostat is used to both control and measure the potential and 
current. In the electrochemical cell the reaction current passes between the working 
electrode and the CE. In the potentiostat, the WE and RE are connected through a circuit 
with a high impedance voltmeter that ensures negligible current flows through the external 
measurement circuit between the WE and RE.[1,2] Therefore, the potential of the RE 
remains stable. All potentials reported here are quoted on the SCE scale (0.242 V vs. SHE). 
 
3.2 SURFACE ANALYSIS TECHNIQUES 
3.2.1 Optical Microscopy 
In this study a digital microscope was used to analyse the topography and 
morphology of CS coupon surfaces exposed to different solution environments. A Leica 
DVM6A digital microscope (Figure 3.2) was used to obtain the optical micrographs. 
This digital microscope is a microscope without an eyepiece. A digital camera acts 
as the detector and images are displayed on a computer screen. The microscope produces 
images by focusing on a particular part of the sample using glass optics. The digital 
microscope can produce high resolution, multi-focus, and 3D images of the surface 
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morphology. Digital microscopy provides the advantage of real-colour imaging of the 
samples and is easy to operate under normal conditions - i.e. samples can be imaged 
without subjecting them to extreme conditions, such as high-vacuum.[3]  
 
 
Figure 3.2   The Leica DVM6A digital microscope used to obtain optical images. 
 
3.2.2 Scanning Electron Microscopy (SEM) 
 SEM was used to analyze the morphology of the oxides formed on the corroded CS 
coupons. SEM analysis was performed using a LEO (Zeiss) 1540XB FIB/SEM microscope 
at the Western Nanofabrication Facility. 
In this technique a beam of incident electrons interacts with the atoms on the surface 
of the sample. The electrons undergo a variety of elastic and inelastic collisions that 
generate back-scattered and secondary electrons (Figure 3.3).  
 
 
 
 46 
 
Figure 3.3   An illustration of Scanning Electron Microscopy (SEM).[4] 
 
Back-scattered electrons are electrons that either bounce directly off the surface or 
penetrate the substrate surface and later escape from the substrate. Secondary electrons are 
low energy electrons that are ejected from the atoms of the substrate and escape from the 
surface. These electrons gain their energy from the inelastic collisions of the incident 
electron beam of the sample surface. Both back-scattered and secondary electrons are 
collected by a detector and converted to an image. Contrast in the image arises from 
variations in the number of back-scattered or secondary electrons reaching the detector 
from different points of the sample surface.[4,5] The system is operated under vacuum to 
allow the electrons (both incident and secondary) to pass from the source to the sample and 
from the sample to the detector without excess loss due to interactions with gaseous 
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molecules. The resolution of an image taken by SEM is much higher than that of an optical 
microscope, and images with a much greater depth of field are formed.  
Cross-sections of the sample surface were performed using a focussed ion beam 
(LEO 1540XB), exposing both the oxide and underlying metal substrate. The cross-
sections were then imaged with the scanning electron microscope. 
 
3.2.3 Raman Spectroscopy 
The composition of the oxides formed on the CS surface was characterized using 
Raman Spectroscopy. A Renishaw Model 2000 Raman spectrometer equipped with a 
MellesGriot 35 mW HeNe laser at 633 nm was used to probe the surface.  The laser was 
run at 25% power in order to maximize the detection of the scattered light without 
permanently damaging or changing the surface oxide. 
This technique is based on the use of light, or photons, to determine characteristic 
energy transitions within molecules.[5–7] A laser is used to distort the electron cloud around 
a molecule and induce a change in its polarizability. The laser excites the molecule into a 
virtual state, and light is re-emitted from the molecule due to different relaxation processes 
(Figure 3.4).   
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Figure 3.4   An illustration of Rayleigh Scattering, Stokes and Anti-Stokes Scattering.[5] 
 
Rayleigh scattering is an elastic scattering process in which the re-emitted photons have 
the same wavelength as the laser source. Raman scattering is an inelastic process that 
produces light that is shifted in wavelength compared to the laser source. These shifts arise 
from the different relaxation transitions between the virtual state and the ground electronic 
state. Stokes lines are produced by the relaxation from the ground vibrational state in the 
virtual state to the first excited vibrational state in the ground electronic state. Anti-stokes 
lines are produced by the relaxation from the first excited vibrational state in the virtual 
state to the ground vibrational state of the ground electronic state. Raman spectroscopy is 
used to identify vibrational modes that are either inactive or difficult to determine using 
other spectroscopic techniques. In the case of aqueous corrosion, Raman spectroscopy is 
favoured over infrared spectroscopy since water has a weak scattering probability and no 
major interference will be observed from water vibrations. 
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3.3 SOLUTION ANALYSIS TECHNIQUES 
3.3.1 UV-VIS Spectrophotometry 
In this study UV-Visible (UV-Vis) spectrophotometry was used to analyze the 
concentration of hydrogen peroxide in the test solutions. All UV-VIS measurements were 
performed using a diode array UV spectrophotometer (BioLogic Science Instruments). 
UV-Vis absorption spectroscopy uses electromagnetic radiation in the ultraviolet 
(UV, 190-380 nm) and visible (Vis, 380-750 nm) regions and is commonly used for 
quantitative analysis.[5,8] In this technique, electrons in the target molecule are 
electronically excited by the absorption of light. The wavelength of light absorbed 
corresponds to the energy difference of the transition. A UV-Vis spectrophotometer 
consists of a light source, a sample cell, and a diode array detector. The spectrophotometer 
measures the intensity of beam of light before and after the light passing through the sample 
cell. The ratio of amount of light of the incident radiation (Io) and the transmitted radiation 
(I) is called transmittance or absorbance. The concentration of an absorbing species is 
quantitatively determined using the Beer-Lambert law that gives the relationship between 
absorbance and concentration. Absorbance is dependent on concentration of the sample (c) 
expressed as mol.L-1, the path length of the measuring cell (𝑙) (usually in centimeters), and 
the extinction coefficient (𝜀 ) of the sample under study expressed in units of L.mol-1.cm-1 
(Equation 3.1). 
 
𝐴 = 	 𝑙𝑜𝑔 [

= 	𝜀	𝑐	𝑙      (3.1) 
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3.3.2 Inductively Coupled Plasma - Optical Emission Spectrometry (ICP-OES) 
This technique was used to analyze the concentration of dissolved metals in 
solution. The amount of iron dissolved into the solution during corrosion was analyzed 
using a PerkinElmer Avio 200 Inductively Coupled Plasma - Optical Emission 
Spectrometer (ICP-OES). 
ICP-OES combines a high temperature ICP (inductively-coupled plasma) source 
with a spectrometer to determine the levels of trace elements in a sample (Figure 3.5).  
 
 
Figure 3.5   An illustration of inductively coupled plasma Optical Emission 
Spectrometry (ICP-OES).[9] 
 
The digested solutions are introduced by a peristaltic pump and nebulized in a spray 
chamber. The resultant aerosol particles are pass into a plasma “flame”. In ICP-OES, the 
light emitted by the excited atoms and ions in the plasma is measured to obtain information 
about the sample. Because the excited species in the plasma emit light at several different 
wavelengths, the emission from the plasma is polychromatic. This polychromatic radiation 
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is separated into individual wavelengths so the emission from each excited species can be 
identified and its intensity can be measured.[5,8] 
 
3.4 GAMMA IRRADIATOR 
  In this work irradiation of samples was carried out in a 60Co gamma cell (MDS 
Nordion) which provided uniform absorption dose rate of 2.5 kGy×h-1, where 1 Gy = 1 J 
absorbed per kg of water. The sample vials were placed in a custom-designed sample 
holder to ensure a uniform radiation dose to all of the samples throughout the irradiation 
period (Figure 3.6). Individual vials were removed from the irradiation chamber at regular 
time intervals to allow for aqueous phase and surface analysis.    
 
 
Figure 3.6   The custom-designed sample holder and 60Co gamma cell.  
    
   The 60Co radiation source has a half-life of 5.3 years and emits two characteristic 
g-photons with energies of 1.332 MeV and 1.173 MeV.[10] 
 
60Co  ®  60Ni  +  2 g-photons  +  b-particle     (3.2) 
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A b-particle is also emitted with energy of 0.318 MeV, but this particle is easily blocked 
from entering the irradiation chamber by the metal shielding around the chamber.  
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Chapter 4 
 
Chemical Waves and Pattern Formation in Corrosion of  
Carbon Steel 
 
4.1 INTRODUCTION 
Corrosion is an interfacial charge and mass transfer process. Unlike 
electrochemical processes occurring on inert electrodes it involves transfer of not only 
electrons, but also metal atoms (as ions), between the metal and solution phases.[1–4] Solid 
metal atoms are oxidized to soluble cations, coupled with reduction of solution species at 
the metal-solution interface (process 1), followed by transport of the metal cations from 
the surface to the bulk solution (process 2): 
 
(1) Interfacial charge and mass transfer at the metal surface:  
 Ox half-reaction: 2 Fe0(m) ⇄ 2 Fe2+ + 4 e- (4.1a) 
 Red half-reaction: O2 + 2 H2O + 4 e- ⇄ 4 OH- (4.1b) 
 Overall reaction:  2 Fe0(m) + O2 + 2 H2O ⇄ 2 Fe2+ + 4 OH- (4.1c) 
 
where the subscript (m) represents the metal phase; the species without phase 
designations are all solvated species.  
 
(2) Solution transport of reactants and products: 
  Fe2+|z=0  ®®  Fe2+|z=sol (4.2a) 
  O2|z=sol  ®®   O2|z=0 (4.2b) 
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  OH-|z=0  ®®  OH-|z=sol (4.2c) 
 
where subscript z represents the distance from the metal surface, with z = 0 at the 
metal surface and z = sol in the bulk solution.  
 
The overall transfer may occur via a solid oxide or polymeric barrier, if present.[5–13] 
Having transferred to the solution phase, metal cations diffuse from the metal surface to 
the bulk solution. Depending on the corrosion conditions, the initially dissolved metal 
cations can also undergo chemical reactions in the solution phase which produce solid 
oxide products that can grow as stable oxides over time or dissolve back into the solution. 
It is well accepted that oxide deposits can have a significant effect on the corrosion rate. 
Nevertheless, the mechanism of metal oxide growth during corrosion has not been 
definitively established.[5–13] 
In corrosion, metal atoms are continuously transferred into and out of the solution 
volume of the interfacial region. Such an open chemical system may not approach a single 
stable steady state. Instead the corroding system may continue to evolve through different 
quasi-stable states as the initial and intermediate corrosion products accumulate and 
undergo additional reactions. This increases the probability of establishing a feedback loop 
between these additional reactions and solution transport processes (process 2).[14–17] This, 
in turn, increases the probability of establishing a feedback loop between the interfacial 
charge transfer (process 1) and solution processes. A steady state of an evolving system 
can therefore collapse under the right conditions, allowing the establishment of a new 
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steady state. Oscillation between different steady states can also occur, with the transition 
from one to another depending on the solution environment. 
These oscillations can result in periodic patterns in observable quantities, often 
referred to as “chemical waves”.[14–16,18,19] Chemical waves in space and time are common 
occurrences and have also been observed as oscillating reactions such as the Belousov-
Zhbotinsky (or chemical clock) reactions and Turing pattern formation.[20–22] The 
Liesegang phenomenon is another manifestation of chemical waves and typically occurs 
when a solution containing dissolved species diffuses into a slow-transport medium such 
as a gel or a porous material, causing solid products to periodically precipitate and re-
dissolve.[23–29] In nature Liesegang phenomena occur over vast ranges of size and duration, 
from fungal colonies to banded rock formations.[27,30–35] Examples of Liesegang bands in 
geology are compared with those produced in the laboratory in Figure 4.1.  
 
 
Figure 4.1   Liesegang bands found in rocks from (a) Arkansas, USA[31] and (b) 
Hawkesbury River, Australia[32] and (c) the laboratory-generated bands using gelatin 
containing 0.1 M FeSO4 solution and 2 M NaOH solution. 
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Existing corrosion mechanisms and/or dynamic models do not consider such 
systemic feedback.[36–41] Consequently, they often fail to adequately determine corrosion 
rates as a function of solution parameters and over time scales beyond the tested ranges. 
Development of high-fidelity models for corrosion in actual service environments and 
methodologies for accelerating corrosion tests are still major challenges in corrosion 
research.[42,43] 
In this chapter we present clear examples of chemical waves induced by systemic 
feedback during corrosion of carbon steel (CS), considered one of the simplest alloys in 
terms of corrosion behavior. The chemical wave phenomenon described here involves 
concentric circular patterns and discrete layers of deposited iron hydroxides and oxides. 
The gel-like morphologies of the hydroxide/oxide phase formed during CS corrosion are 
also presented. This work is the first to establish that oxide formation in concentric ring 
patterns on corroded surfaces is a Liesegang phenomenon that arises from systemic 
feedback between the chemical reactions and transport processes of metal cations in 
solution.  
 
4.2 EXPERIMENTAL 
4.2.1 Material and Solution 
 The carbon steel (CS) used in this study was SA-106 Gr. C (composition in wt.%: 
0.35 C, 0.29-1.06 Mn, 0.035 P, 0.035 S, 0.1 Si, 0.4 Cr, 0.4 Cu, 0.15 Mo, 0.4 Ni, 0.08 V and 
balance Fe). The CS rod was cut into circular discs 1 cm in diameter and 3 mm in height. 
Prior to each test, the coupons were polished using a series of fine SiC papers up to 2500 
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grit, then polished using a 1 µm diamond suspension, and finally washed with deionized 
water and dried under flowing argon gas. 
 All solutions were prepared with Type I water purified using a NANOpure 
Diamond UV ultra-pure water system (Barnstead International) to give a resistivity of 18.2 
MW×cm. The hydrogen peroxide (H2O2) test solution was prepared prior to each experiment 
by dilution from a 3 wt.%, stock H2O2 solution (Fisher Chemical). 
 
4.2.2 Coupon Exposure Test Procedure 
 The freshly polished and argon-dried CS coupons were placed in individual vials 
and exposed to the test solution (pure water or H2O2 solution) for the desired time. The 
solutions were naturally aerated by being prepared under air, and no aerating gases were 
used. Thus, there was no convective flow of solution (stagnant). At the end of each 
experiment the coupons were carefully removed from the test solution and dried under 
vacuum. For de-aerated tests, preparation of the test vial was performed inside an Ar-
purged glove box using solutions pre-purged with Ar.  
 
4.2.3 Crevice Test Procedure 
Crevice tests were performed using rectangular CS coupons (0.5 × 0.5 × 2 cm) 
covered with glass slides. Between the coupon and the glass slide, two 0.1 mm thick spacers 
(99.9% gold) were placed on both sides of the longer edges. After the sample was placed 
in the test vial, 0.5 mL of pure water was carefully added through the crevice ensuring 
complete coverage, and the excess water was collected at the bottom of the vial. The vial 
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was then placed in an autoclave and irradiated at 80 °C for 7 days. During this time, the 
water vapour in the air condensed into droplets of water on the coupon. 
 
4.2.4 Irradiation 
 All radiation exposure tests were performed using a 60Co gamma cell irradiator (220 
Excel, MDS Nordion). The absorbed radiation dose rate in the irradiation chamber during 
the experiments was 2.5 kGy×h-1, where 1 Gy = 1 J absorbed per kg of water. The individual 
vials containing the CS coupons were placed in a circular sample holder to ensure that all 
samples received the same dose during the exposure time.  
 
4.2.5 Post Test Analyses 
 For the dissolved iron content, the test solution was digested using TraceMetalä 
grade nitric acid (Fisher Chemical) and analyzed using a PerkinElmer Avio 200 ICP-OES. 
For the hydrogen peroxide tests, solutions were analyzed using a diode array UV 
spectrophotometer (BioLogic) and concentrations were determined by the Ghormley tri-
iodide method. Oxide composition was analysed using Raman spectroscopy (Renishaw 
model 2000) with a laser excitation wavelength of 633 nm and spatial resolution of ~1 µm. 
The morphology of the oxide particles was examined using optical microscopy (Leica 
DVM 6A digital microscope) and SEM (LEO (Zeiss) 1540XB) equipped with a focused 
ion beam. 
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4.3 RESULTS AND DISCUSSION 
 The data presented in this chapter are a compilation of the oxide wave patterns 
formed under many different exposure conditions. Details of each systematic set of 
experiments and their dependence on specific parameters are discussed in later chapters. 
The gel-like morphologies of iron hydroxides and the in-situ progression images are also 
presented. The mechanisms of the wave propagation and the pattern formation will be 
discussed in Chapter 5.  
 
4.3.1 Oxide Wave Patterns on Corroded Surfaces 
 On the surfaces of CS coupons corroded at neutral to slightly acidic pHs, oxide 
deposits of different colours were observed in concentric ring patterns under a wide range 
of conditions. A few examples of these patterns imaged by optical microscope are 
presented in Figure 4.2, with more in the figures presented throughout this thesis. The 
parameters include solution volume (ranging from 2 mL to 500 mL), presence of 
g-radiation, concentrations of chemically added hydrogen peroxide, and duration of 
exposure time (from 15 min to 7 d). 
 The concentric circular patterns with alternating ring bands of different metal 
oxides are the trace of chemical oscillation - iron oxide waves that propagate with time. 
Under all studied conditions, the oxide patterns present on CS corroded for shorter 
durations are nearly perfect concentric circles, some of which have grown as large as 
hundreds of microns in diameter. The initiation of these oxide waves is a random event and 
the probability of this event happening depends on the solution environment.[44–46] The 
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variable sizes of the oxide patterns observed after a specific duration are the result of 
different initiation times. As they propagate, the oxide waves also intersect and form 
interference patterns. 
 
 
Figure 4.2   Optical micrographs of the surfaces of CS coupons (1 cm in dia.) corroded 
for different durations in aerated solutions, showing circular wave patterns: The key 
corrosion parameters (duration, solution volume and H2O2 concentration) are noted at the 
top. The top row shows lower magnification images and the bottom row shows higher 
magnifications of the areas highlighted with squares. 
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The number density and average size of the oxide patterns increase with corrosion 
time at different rates depending on the physical and chemical properties of the solution 
(convective or diffusive conditions, solution volume to metal surface area ratio, type and 
concentration of oxidant, pH and ionic strength).  
 Other types of wave-produced patterns observed are oxide layers consisting of 
differently coloured sub-layers, and discrete oxide bands separated by void volumes. 
Figure 4.3(a) shows the optical image, SEM and cross section of the pits observed at the 
center of a large circular pattern on a corroded CS coupon after removing the loose oxides 
from the surface. The coupon was corroded by exposing to 2 mL of 0.5 mM H2O2 solution 
for 1 day. In this sample, distinct solid oxide layers with uniform thicknesses separated by 
void volumes were observed under a collapsed or cracked surface layer that covers a much 
wider area. The cracks in the surface layer occur on the boundary between the pearlite 
phase (having a lamellar structure of alternating cementite (iron carbide) and ferrite)[47] and 
the α-Fe phase.  
Figure 4.3(b) shows a second example of the oxide layer structure observed at the 
mouth of a wet crevice formed by CS and glass. The cross-section of this oxide deposit is 
exposed due to the asymmetry of the crevice mouth (glass extending further than metal 
surface) covered by a water droplet. Note that this sample was exposed to humid air in the 
presence of a continuous flux of g-radiation. Gamma-radiation affects corrosion behavior 
by lowering the pH and producing redox-active species in solution.[48–51] Hence, g-radiation 
can increase the probability of establishing feedback loops between solution reactions and 
transport and also between the solution processes and interfacial charge transfer. An 
analysis of the oxides covering the mouth of the crevice revealed that they had formed in 
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distinct layers over a void filled with water free of corrosion products adjacent to the metal 
surface. This formation is a result of slow diffusion of Fe2+(aq) and OH- ions through the 
water droplet allowing them to deposit in a Liesegang-type band structure. Experimental 
simulation of this type of oxide band structure and characterization details are presented in 
Chapter 5. 
 
 
Figure 4.3   SEM and optical micrographs of the oxide layers formed (a) on CS corroded 
submerged under 2 mL, 0.5 mM H2O2 solution for 1 day, (b) at the mouth of a wet 
crevice formed by CS-glass exposed to humid air in the presence of g-radiation at 2.5 
kGy/h. 
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4.3.2 Characterization of Oxides in Wave Patterns 
 The morphology and composition of the oxide formed in concentric ring patterns 
on corroded CS surfaces were investigated using a combination of optical microscopy, 
SEM and Raman spectroscopic techniques.  
Iron oxide/hydroxide particles have characteristic colours, depending on the iron 
oxidation state and crystalline phase.[52] Ferrous hydroxide is green, ferric hydroxide is 
brownish yellow, magnetite (mixed FeII/FeIII oxide, Fe3O4) and maghemite (g-Fe2O3) are 
black, lepidocrocite (g-FeOOH) is yellow to orange and hematite (α-Fe2O3) is red. Note 
that the colour of oxides can be different depending on the particle size.[52] The colours of 
iron oxide powder samples (Alfa Aesar) seen under the optical microscope are presented 
in Figure 4.4. 
 
 
Figure 4.4   Colours of different iron oxides (Alfa Aesar) observed by optical 
microscopy. 
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The highly hydrated, often amorphous nature of corrosion products makes their 
characterization particularly difficult. Although formation of a pure single-phase oxide 
during corrosion is not likely, oxide colour provides qualitative information on the main 
oxidation state of iron and the extent of hydration and hydroxylation (i.e., hydroxide, 
oxyhydroxide or oxide). Shown in Figure 4.5 are the cases when the characterization of 
oxide composition can be more readily achievable using optical microscopy than any other 
techniques. In Figure 4.5(a), the oxide layers are very thin and stacked together. Under the 
optical microscope, the layered structure of the oxides (translucent yellow FeIII oxide layer 
on top of the black magnetite) is easily detectable. Also, no significant difference in the 
oxide morphologies can be seen across the very clear colour boundary. On the other hand, 
in the SEM images the large granular oxides appear to be mixed and amorphous, and no 
distinction can be made as shown in Figure 4.5(b). 
 
 
Figure 4.5   Differently coloured region of corroded surfaces examined by optical 
microscopy and SEM. 
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Optical microscopy allows imaging of real colour as well as the morphology of 
oxides and the samples can be analyzed immediately after removal from the test solution 
without drying. Figure 4.6 shows a comparison of the images of oxide ring patterns taken 
using an optical microscope and SEM. The optical image clearly shows the alternating 
orange and black bands which provide qualitative information of the oxidation states of the 
iron.  
 
 
Figure 4.6   Oxide waves imaged by optical microscopy and SEM. 
 
The morphology and composition of the oxides formed in the yellow and black 
bands were further investigated using SEM and Raman spectroscopic techniques. The SEM 
micrographs presented in Figure 4.7 confirm that the black bands consist mostly of 
octahedral magnetite (Fe3O4) crystals and the yellow bands of mostly needle-like 
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lepidocrocite (g-FeOOH).[52,53] The boundary region between the black and yellow bands, 
which has a smoother surface morphology, consists of approximately equal numbers of 
magnetite and lepidocrocite crystals, but the average sizes of individual crystals are smaller 
than those in the black or yellow bands. The Raman spectra of these oxide bands further 
confirm the characterizations of black and yellow bands as consisting mainly of magnetite 
and lepidocrocite respectively.  
 
 
Figure 4.7   Optical and SEM micrographs of various magnifications of the oxide bands 
present on CS (1 cm in dia.) corroded for 5 h in 0.5 L of 0.1 mM H2O2 solution: Raman 
spectra of the black and yellow bands are also compared with those of standard magnetite 
and lepidocrocite powder samples. 
 
4.3.3 Liesegang Pattern Formation Via Ostwald Ripening 
Ostwald ripening, often referred to simply as “coarsening”, is described as "the 
dissolution of small crystals (or sol particles) and the redeposition of the dissolved species 
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on the surfaces of larger crystals (or sol particles)” by IUPAC definition.[54–57] Ostwald 
ripening describes a crystal growth phenomenon in which larger crystals grow larger at the 
expense of smaller crystals. The driving force for this process is the change in interfacial 
energy of the particles.[55–57]  Small particles have a larger surface area to volume ratio than 
large particles and hence, have larger  interfacial energy.[58–60] As the system tries to lower 
its overall energy, it is more favorable for the ions that constitute the crystals to desorb 
from the surface of the smaller particles and diffuse to and adsorb on the surface of the 
larger particles, as schematically shown in Figure 4.8. The overall effect of this process is 
that, the smaller particles shrink while the larger particles grow, and the overall average 
size of the particles increase. Therefore, although the formation of smaller particles is 
kinetically favoured in short term, transformation of these particles into larger ones is 
thermodynamically more favoured. 
 
 
Figure 4.8   Schematic representation of particle growth in solution by Ostwald ripening. 
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In a closed chemical system, the total mass of the particles in the crystal growth 
medium is maintained during Ostwald ripening. In an open system in which a solution 
containing the crystal constituent ions are continuously transported through, the different 
adsorption-desorption isotherms from particles of different sizes and the transport of the 
ions can lead to growth and transport of bands of aggregated crystal particles, known as 
the Liesegang pattern which is a common occurrence in nature. The Liesegang patterns 
observed in nature include the banded textural features of geological materials such as 
agates, geodes, malachite’s and certain rock formation. It occurs when a solution 
containing dissolved species diffuses into a slow-transport medium such as a gel or a 
porous material, causing solid products to periodically precipitate and re-
dissolve.[19,23,24,28,29,61] 
Typical Liesegang bands are monochromatic because they only have one reaction-
diffusion wave propagation front. And the separation between the distinct bands occur 
through the Ostwald ripening (Figure 4.9). The overall particle mass increases due to 
continuous injection of crystal constituent ions (represented by Mn+ and X- in the figure). 
The overall transport of the dissolved species is in the direction of solution diffusion. Small 
crystals or colloid particles (precipitates) continue to form because of the continuous 
injection of the ions. Particle growth by Ostwald ripening within the diffusion length of 
desorbed ions occurs in parallel. The larger particles grow by absorbing the smaller 
particles around them – leaving a volume void of crystals. The net transport of the larger 
particles is slower than the smaller colloidal particles. The colloidal particles that have been 
formed further away from the large particles will undergo the similar Ostwald ripening 
process of the first band. 
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Corrosion continuously transfers metal atoms from the solid metal to the solution 
phase, making the solution phase or the metal oxide growth medium an open system. In a 
corroding system, Mn+ and OH- are continuously produced at the metal-solution interface 
and these ions are transported from the interface to the bulk solution due to the 
concentration gradients of Mn+ and OH-. When [Mn+] reaches its saturation limit, Mn+ can 
precipitate with OH- as metal hydroxides which then transform to thermodynamically 
more stable oxides. Depending on the metal oxidation rate versus the ion transport rate the 
oxide particles grow and aggregates in Liesegang patterns.  
In the cases reported in this work, each individual ring within a single wave pattern 
consists of two differently coloured bands. The different colours within each band indicate 
that there are two wave propagation fronts - the greenish ferrous hydroxide production 
front and the brownish orange ferric hydroxide production front. That is, due to the very 
different solubilities of ferrous and ferric species, the Ostwald ripening in this case is very 
strongly coupled with these redox reactions. We refer this process as “redox-assisted 
Ostwald ripening”. The wave patterns consisting of not just one type of oxide but many 
sublayers of different oxides, are the result of this redox-assisted Ostwald ripening. 
 
4.3.4 Observed Gel-Like Morphologies of Iron Hydroxides 
 In order for the oscillating behaviour to arise the kinetics of diffusion and 
oxidation/precipitation of initially soluble metal cations must be strongly coupled, and this 
requires a slow diffusion-rate medium.[25,27] Transition metal ions easily form hydroxides 
which, being hygroscopic, grow in colloidal forms and/or a hydrogel network.[51,54–56] This 
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hydrogel network provides the slow transport medium in which the oxidation/precipitation 
reactions and the solution transport processes can be strongly coupled.   
In this section, a few examples of the gel-like morphology of the hydroxide/oxide 
formed on the corroded CS under a wide range of conditions are shown. Figure 4.10 shows 
the optical images of CS samples corroded with pure water and chemically added H2O2 for 
different volumes and exposure times. The images were captured immediately after 
removing the coupons from the test solution. The gel-like morphology was thus observed 
before the samples dried out. These images show that during corrosion, when the CS 
sample is in contact with the aqueous phase, the hydroxide/oxide formed has a gel-like 
morphology. Below, for comparison, are the images of Fe(OH)2 hydrogel produced by 
mixing saturated FeSO4 and 2 M NaOH solutions. The colour of this freshly prepared 
hydrogel is green, but later changes to yellowish orange as it becomes oxidized when 
exposed to air for longer periods of time. Nevertheless, the two sets show similar textures 
and morphologies.  
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Figure 4.10   Optical micrographs of highly hydrated, translucent gel-like morphologies 
of iron hydroxides observed during corrosion tests, and Fe(OH)2 hydrogel formed by 
mixing FeSO4 and NaOH solutions. 
 
Figure 4.11 shows an example of the oxide layer formed on a CS sample exposed 
to a 1 mm layer of pure water and g-radiation for 3 days.  In-situ monitoring of gel-layer 
formation and growth during corrosion was not possible. However, translucent wafer-like 
layers (thickness typically less than 1 µm) were observed on corroded CS sample. The 
optical and SEM images of these layers show cracks that expose extensive formation of 
granular oxides, separated by a void volume from the thin overlying layer. The underside 
of this layer is also covered with granular oxides. Although the hydroxide layers with 
wafer-like morphology are no longer liquid or gelatinous by the time we examine them 
under SEM, such morphology requires a viscous liquid precursor. 
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Figure 4.11   Optical and SEM images of a thin, translucent oxide layer formed on a CS 
surface corroded under a 1 mm layer of pure water for 3 days under radiation. 
 
Figure 4.12 shows the growth of stalactite-like iron oxide formations on CS 
exposed to different water thicknesses over a 7-d period. The CS coupons were down-
facing and exposed to aerated pure water, with the water layer thickness controlled using 
glass spacers, as shown in the figure. The total volume of the bulk solution was 30 ml and 
with the spacer the height of the water layer exposed to the coupon surface varied from ‘no 
spacer’ to 2.8 mm. The solution was kept stagnant (without any purging or agitation) during 
the 7-d exposure time.  The top-down view shows the diffusion of the corrosion products 
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into the bulk solution. As the water thickness increases, more diffusion of the species into 
the bulk solution is observed. The side views show the stalactite-like hydroxide/oxide 
morphology, which requires iron hydroxides to be deposited as colloids. The hydrated 
corrosion product is seen hanging down due to the orientation of the coupon. The 
morphology of the oxide (g-FeOOH) pattern indicates that the growth of the oxide occurs 
in a slow transport (gel-like) medium. 
 
 
Figure 4.12   Hydrogel growth in different sized gaps: Coupons were immersed in 30 mL 
of pure water for 7 days. The first row shows the top-down view and bottom row shows 
the cross-section view. 
 
The time profiles of the CS coupon surfaces exposed to different water layer 
thicknesses are shown in Figure 4.13. In this case the CS coupon was exposed to the test 
solution (pure aerated water) face-up, as shown in the Figure. These images were taken in-
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situ on a single coupon without removing the coupon from the test solution. With the 
minimal water thickness (no glass spacer) the CS surface remains relatively clean and no 
granular corrosion products are observed. The diffusion of yellow corrosion products into 
the test solution was also negligible. In the case with 1.76 mm water thickness the 
formation of concentric ring patterns are observed which later grow in diameter, then in 
height. With 2.80 mm water thickness, more initiation points of the oxide wave patterns 
are initially observed, and diffusion of yellow oxides into the nearby solution is visible, 
and most extensive of the three thicknesses.  
 
 
Figure 4.13   In-situ observation of gel-like oxide growth in crevice conditions, with 
different gap sizes. 
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The patterns observed in Figure 4.13 are similar to that shown in Figure 4.12 
(coupon right-side facing down). Initially, the hydrogel spreads radially (2-D) covering the 
whole coupon surface. Once the hydrogel covers the whole surface, it then grows in 
thickness. The hydroxides within the hydrogel later undergo conversion into granular 
oxides. 
Figure 4.14 shows the optical image of the hydroxide/oxide layer formed on a CS 
coupon during an open circuit measurement in stagnant pure water. The top panel shows 
the in-situ optical images taken during the experiment at different times. The development 
of the hydroxide/oxide layer is observed after 1 d and with more time the gel-layer is 
observed hanging down, due to the orientation of the coupon. The optical and SEM images 
of the coupon after 7 d of exposure time are shown in the second panel. These images show 
a smooth layer covering the coupon, with the development of circular wave patterns in 
particular areas. Granular oxides were visible on the underside of this layer. The details of 
the oxide growth mechanism will be discussed in the later chapters. 
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Figure 4.14   Smooth outer surface and granular particles inside iron hydroxide grown on 
carbon steel. 
 
The accumulation and reactions of the initial corrosion products in the solution near 
the metal surface have a strong effect on the rates of the elementary steps, interfacial charge 
transfer at the metal-(oxide)-solution interface(s) and the solution transport of redox 
species from the interface to the bulk solution and vice versa. Hence, the overall rate of 
metal oxidation (or corrosion) depends also on transport of dissolved redox active species 
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to and from the surface. The gravitational force does not directly affect interfacial charge 
transfer (redox half-reactions, metal oxidation and solution reduction in the near surface 
region) but it affects the growth and spread of hydrogel on metal surface. Consequently, 
depending on how a metal surface is oriented, the growth and surface coverage by hydrogel 
can be different hence indirectly affecting the interfacial processes. A systematic study on 
the effect of geometric orientation is still to be carried out, but the results of preliminary 
experiments are shown in Figure 4.15. The effects of different surface conditions on the 
interfacial processes, due to different spatial orientation of the coupons, are seen as 
different corrosion potential profiles.  
 
 
Figure 4.15   Effect of geometric orientation on the interfacial processes. 
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4.4 CONCLUSIONS 
 The safety assessment of metal structures for used nuclear fuel containers requires 
prediction of corrosion rates over long periods of time. For such applications, it is difficult 
to predict and simulate the environments that the materials will experience during their 
long service lifetimes. Building the high-fidelity corrosion models required is still 
considered to be an intractable problem. Existing models assume that corrosion evolves to 
a single stable steady state, at which the rates of metal oxidation and transport of metal 
cation from the metal surface to the bulk solution become equal.  Such models have not 
been successful in predicting long-term corrosion rates.  
This study has shown that carbon steel corrosion in a small volume of stagnant 
water can progress through more than one stable steady state due to the continuous flux of 
metal atoms through the solution system, and consequently evolving solution reactions and 
transport processes. Examples of chemical wave patterns and oscillating behaviours that 
arise during corrosion of carbon steel were presented. Under these continuously changing 
system conditions (open system), corrosion cannot be described by linear (or a serial) 
combinations of the rates of the different processes involved. There can be strong feedback 
between electrochemical oxidation of the metal, solution transport, and reactions of 
intermediate corrosion products, and precipitation and dissolution of corrosion products, 
metal hydroxides and oxides. Solution conditions affect the strength of the feedback or 
coupling of different processes. The overall corrosion (metal oxidation) rate may evolve 
very differently with small changes in these parameters and alter the corrosion pathway in 
some cases. To develop a reliable corrosion model when strong systemic feedback exists, 
it is important to decouple the elementary processes involved in each stage. 
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In a slow transport medium, the coupling between these elementary reactions is 
amplified and the system can oscillate between different steady states. This work suggests 
that non-uniform deposition of metal oxides during corrosion can occur via strongly 
coupled solution reaction and transport processes, and not simply as a result of 
metallurgical non-uniformity and/or localized solution environments. 
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Chapter 5 
 
Simulation of Iron Oxide Waves in Hydrogel 
 
5.1 INTRODUCTION 
 In corrosion, the total number of metal atoms transferred to the solution phase 
continues to change with time, i.e., it is an open system. Unlike a closed system which 
evolves to reach one and only one equilibrium state, the dynamics of an open system can 
evolve to one or more steady state(s). A steady state is reached when the activities of 
chemical species stay constant with time.  
In an open system, chemical species in the reaction volume are produced and/or 
removed by mass transport/flux processes as well as chemical reactions. Hence, the 
dynamics at steady state are a function of both the reaction kinetics and the fluxes of 
chemicals in and out the reaction volume. A closed system subject to a perturbation from 
equilibrium (e.g., non-equilibrium distribution of chemicals at the onset of reaction) always 
reverts to the one and only equilibrium state. In an open system this is not always the case. 
Subject to a perturbation (like increasing or decreasing mass fluxes), the system can revert 
to the original steady state, in which case the steady state is considered stable. But the 
steady state could also collapse and the system move to a new stable steady state. The 
stability may be short-lived.[1,2]  
In an open system, the reaction kinetics of a chemical species can be strongly 
coupled with its flux in and out the reaction volume, which can lead to a sustained cyclic 
feedback loop(s) between the different processes. Such systemic feedback generates 
oscillations and/or periodic patterns in observable quantities, referred to as chemical 
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waves.[3–9] Chemical waves are often observed under slow diffusion conditions because 
their formation requires strong coupling between chemical reactions and solution transport 
processes.[10–16]  
The observation of oxide deposits in wave patterns during corrosion indicates that 
a gelatinous (or highly viscous) layer is formed in the early stages of corrosion that permits 
strong coupling between the redox reactions and transport of metal species, leading to 
chemical oxide wave patterns. Oxide formation in wave pattern under various corroding 
conditions, and the gel-like morphologies of the metal hydroxide precursor were presented 
in Chapter 4. In this chapter, experimental evidence of systemic feedback in corrosion, 
which results from the accumulation and reactions of the initial corrosion products in the 
solution phase near the metal surface is presented. The oxide waves were reproduced using 
Fe2+ and OH-, the two initial corrosion products, in the complete absence of metallographic 
structure. Wave pattern formation was simulated by reaction of Fe2+ with diffusing OH- in 
gelatin and by allowing two aqueous solutions containing either Fe2+ or OH- to diffuse into 
each other, and the results were compared to the corrosion-formed wave patterns. 
Numerical simulations of the wave propagation and the effect of systemic feedback are 
also presented.  
This work is the first to demonstrate that oxide formation in concentric ring patterns 
on corroded surfaces is a Liesegang phenomenon that arises from systemic feedback 
between the chemical reactions and transport processes of the metal cations in solution. 
Metal-hydroxide hydrogel formation is the key condition for systemic feedback in 
corrosion, a fact which has never previously been identified. The hydrogel provides a slow 
transport medium that allows the kinetics of diffusion and precipitation of initially soluble 
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metal cations to be coupled strongly, resulting in oscillation between different quasi-stable 
states. A mechanism based on reaction-diffusion kinetics and “redox-assisted Ostwald 
ripening” for the oxide formation and growth in Liesegang patterns during corrosion is 
presented.  
 
5.2 EXPERIMENTAL 
5.2.1 Materials and Solutions 
 The carbon steel (CS) used in this study was SA-106 Gr. C (composition in wt.%: 
0.35 C, 0.29-1.06 Mn, 0.035 P, 0.035 S, 0.1 Si, 0.4 Cr, 0.4 Cu, 0.15 Mo, 0.4 Ni, 0.08 V and 
balance Fe). The CS rod was cut into circular discs 1 cm in diameter and 3 mm in height. 
Prior to each test, the coupons were polished using a series of fine SiC papers up to 2500 
grit, then polished using a 1 µm diamond suspension, and finally washed with deionized 
water and dried under flowing argon gas. 
All solutions were prepared with Type I water purified using a NANOpure 
Diamond UV ultra-pure water system (Barnstead International) to give a resistivity of 18.2 
MW×cm. The saturated FeSO4 solution was prepared from reagent grade FeSO4×7H2O 
(Sigma-Aldrich). The gel medium containing Fe2+ was prepared by dissolving 1.5 wt.% of 
Type B gelatin (EMD Chemicals Inc.) in Type 1 water at 40 °C. To this mixture FeSO4 
was added to give Fe2+ concentration of 0.03 M. The solution was then poured onto a petri 
dish and left for 24 h at room temperature to set. The 2 M sodium hydroxide solution was 
prepared from reagent grade NaOH (Fisher Chemical) and Type 1 water. 
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5.2.2 Coupon Exposure Test Procedure 
The freshly polished and argon-dried CS coupons were placed in individual vials 
and exposed to the test solution (pure water or H2O2 solution) for the desired time. The 
solutions were naturally aerated by being prepared under air, and no aerating gases were 
used. Thus, there was no convective flow of solution (stagnant conditions). At the end of 
each experiment the coupons were carefully removed from the test solution and dried under 
vacuum. 
 
5.2.3 Crevice Test Procedure 
 Crevice tests were performed using rectangular CS coupons (0.5 × 0.5 × 2 cm) 
covered with a glass slide. Between the coupon and the glass slide, two 0.1 mm thick 
spacers (99.9% gold) were placed on both sides of the longer edges. After the sample was 
placed in a test vial, 0.5 mL of pure water was carefully added through the crevice ensuring 
complete coverage, and the excess water was collected at the bottom of the vial. The vial 
was then placed in an autoclave and irradiated at 80 °C for 7 days. During this time, the 
moisture vapor in the air condensed into droplets of water on the coupon. 
 
5.2.4 Irradiation 
 All radiation exposure tests were performed using a 60Co gamma cell irradiator (220 
Excel, MDS Nordion). The absorbed radiation dose rate in the irradiation chamber during 
the experiments was 2.5 kGy×h-1, where 1 Gy = 1 J absorbed per kg of water. The individual 
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vials containing the CS coupons were placed in a circular sample holder to ensure that all 
samples received the same dose during the exposure time. 
 
5.2.5 In-Situ and Post Test Analyses 
 Oxide composition was analysed using Raman spectroscopy (Renishaw model 
2000) with a laser excitation wavelength of 633 nm and spatial resolution of ~1 µm. The 
morphology of the oxide particles was examined using optical microscopy (Leica DVM 
6A digital microscope) and SEM (LEO (Zeiss) 1540XB) equipped with a focused ion 
beam. 
 
5.3 RESULTS AND DISCUSSION 
5.3.1 Two-Dimensional Wave Pattern Simulation in Gelatin 
Chemical waves are often observed under slow diffusion conditions because their 
formation requires strong coupling between chemical reactions and solution transport 
processes.[10–16] Hence, oxide waves were simulated by diffusing a solution containing OH- 
into gelatin prepared with solution containing Fe2+. Here, the gel network structure 
provides the slow-transport condition, and the concentration of Fe2+ in the mobile phase is 
uniform across the gel medium. To simulate the uniform thin layer of ferrous hydroxide 
gel formed on the CS surface, a thin gelatin layer containing 0.03 M Fe2+ was prepared by 
pouring FeSO4 gelatin solution into a petri dish and leaving it to set for one day, resulting 
in a very uniform 3 mm gel layer. To mimic the Liesegang ring pattern observed during 
corrosion, droplets of 2 M NaOH solution were carefully placed on top of the 
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Fe2+-containing gelatin layer. Note that during corrosion production of Fe2+(aq) by metal 
oxidation is accompanied by production of 2 OH- (or consumption of 2 H+) by solution 
reduction, independent of oxidant or pH at the metal-solution interface (process 1), 
followed by transport of the metal cations from the surface to the bulk solution (process 
2):[17–20] 
 
      (1) Interfacial charge and mass transfer at the metal surface:  
 Ox half-reaction: 2 Fe0(m) ⇄ 2 Fe2+ + 4 e- (5.1a) 
 Red half-reaction: O2 + 2 H2O + 4 e- ⇄ 4 OH- (5.1b) 
 Overall reaction:  2 Fe0(m) + O2 + 2 H2O ⇄ 2 Fe2+ + 4 OH- (5.1c) 
 
where the subscript (m) represents the metal phase; the species without phase 
designations are all solvated species.  
 
      (2) Solution transport of reactants and products: 
  Fe2+|z=0  ®®  Fe2+|z=sol (5.2a) 
  O2|z=sol  ®®   O2|z=0 (5.2b) 
  OH-|z=0  ®®  OH-|z=sol (5.2c) 
 
where subscript z represents the distance from the metal surface, with z = 0 at the 
metal surface and z = sol in the bulk solution.  
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This experiment was also repeated using OH- solutions of other concentrations 
(0.1 M, 1 M and saturated), which showed similar progressions. In this chapter, we present 
the 2 M case which showed rings with clearer boundaries.  
 Figure 5.1 shows snapshots from a video recording of the propagation of a single 
oxide wave through the gel medium containing 0.1 M Fe2+. As soon as the NaOH came 
into contact with the gelatin layer, it started to diffuse out in a circular ring pattern forming 
greenish Fe(OH)2(aq) product. While diffusing out the colour and the colour intensity (solid 
product density) of the initially greenish product changed to different shades of yellowish-
brown, resulting in the formation of multi-layer bands. The green colour indicates the 
formation of ferrous hydroxide and the yellowish brown represents ferric hydroxide. This 
conversion from ferrous to ferric hydroxide occurs due to the oxygen trapped within the 
gelatin medium and added OH- as the exposure time increases.  
 
 
Figure 5.1   Propagation of oxide waves on gelatin. A droplet (10 μL) of 2 M NaOH 
solution was added to gelatin prepared with 0.1 M FeSO4 solution.  
 
The interference patterns observed on the CS surface were simulated by adding 
several droplets of OH- adjacent to each other. The oxide waves formed in the gelatin and 
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on a corroded CS coupon are compared in Figure 5.2. The size of the ring pattern depends 
on the size of the OH- droplet added to the gelatin layer. The first ring is bigger since the 
size of the OH- droplet was larger (20 µL) compared to the two subsequent drops (10 µL) 
that were added 5 min after the first drop. The droplets developed in a similar manner, 
merging with the first ring and forming the interference pattern with time. Most of the ring 
patterns observed on the CS surface were easily imitated using the gel experiment in the 
petri dish.  
Although the widths and colours of individual rings are different, the oxide wave 
patterns formed in the two different reaction media are similar. Individual waves consist of 
concentric rings of green and orange to brown colours and they form similar interference 
patterns when they merge. During the initial 20 minutes of the experiment the outer circular 
band of the ring remained green due to the presence of more Fe2+ ions in the gelatin medium. 
Eventually the ferrous hydroxide was all converted to the yellowish-brown ferric hydroxide 
rings.  
These experiments provide a better mechanistic understanding of how these ring 
patterns are formed during corrosion. The difference between the gel experiments and the 
corroding CS samples is that for the CS corrosion there will be a continuous injection of 
Fe2+(aq) and OH- that allows the ring to expand along with the oxidation of more soluble 
ferrous ions to ferric hydroxide and oxides.  
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Figure 5.2   Comparison of Liesegang rings formed on carbon steel corroded in 2 mL 0.5 
mM H2O2 for 30 min. and Liesegang rings simulated by adding 2 M NaOH solution on 
gelatin prepared with 0.03 M FeSO4 solution. 
 
In this experiment, the solution containing OH- diffuses slowly in a circular pattern 
(2-D radial diffusion) in gelatin, in which Fe2+(aq) is initially distributed uniformly. The 
reaction products of Fe2+(aq) and OH- precipitate and re-dissolve in the gel forming solid 
oxide rings while the OH- solution is diffusing. The ring patterns and band colours indicate 
that the solid product at a given radius varies between ferrous hydroxide, FeII/FeIII 
hydroxides, mixed FeII/FeIII oxides and FeIII oxides. The observation of mixed FeII/FeIII and 
FeIII oxides further indicates that the Liesegang ring formation involves precipitation and 
redissolution of not only one initial solid product from Fe2+(aq) and OH-, but also oxidation 
products of FeII (either as dissolved or precipitated species) to FeIII. Both FeII and FeIII 
species then undergo precipitation and redissolution cycles as the solution continues to 
diffuse radially from the center of the ring patterns.  
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Typical Liesegang bands are monochromatic because they only have one reaction-
diffusion wave propagation front and the separation between the distinct bands occur 
through the Ostwald ripening. In the cases reported in this work, each individual ring within 
a single wave pattern consists of two differently coloured bands. The different colours 
within each band indicate that there are two wave propagation fronts - the greenish ferrous 
hydroxide production front and the brownish orange ferric hydroxide production front. 
That is, due to the very different solubilities of ferrous and ferric species, the Ostwald 
ripening in this case is very strongly coupled with these redox reactions. We refer this 
process as “redox-assisted Ostwald ripening”. The wave patterns consisting of not just one 
type of oxide but many sublayers of different oxides, are the result of this redox-assisted 
Ostwald ripening. A schematic representation of this process is shown in Figure 5.3. 
 
 
Figure 5.3   A schematic representation of redox-assisted Ostwald ripening. 
 
Shown in Figure 5.4 are the progression of oxide bands with different chemical 
compositions. The differently coloured sublayers form due to the different diffusion rates 
 
 
 95 
of iron oxides/hydroxides and their conversion to more stable oxides. More details about 
the mechanism of this multi reaction-diffusion front propagation, and the numerical 
simulation results, are discussed in section 5.3.4. 
 
 
Figure 5.4   Liesegang banding via redox-assisted Ostwald ripening. 
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 In the gelatin the diffusion of OH- into Fe2+ occurs at a rate similar to the rates of 
their solution reactions to produce solid hydroxides. The strong coupling between the 
diffusion and the reactions results in oxide formation in Liesegang patterns. In ordinary 
solution chemistry, two non-viscous solutions usually mix too quickly to allow the 
establishment of a feedback loop between diffusion of soluble species and solid product 
formation. The observation of oxide deposits in Liesegang patterns thus indicates that a 
gelatinous (or highly viscous) layer is formed in the early stages of corrosion, which 
spreads uniformly across the CS surface (or at least over the areas covering the emerging 
waves) before the oxide waves are initiated and propagate as concentric circles. 
Thus, we investigated the formation of hydrogel by adding a non-viscous aqueous 
OH- solution to another non-viscous aqueous Fe2+ solution as described in section 5.3.2. 
 
5.3.2 Hydrogel Formation from the Mixing of Fe2+ and OH- Solutions 
5.3.2.1   Two-Dimensional Mixing 
Initially during corrosion Fe2+(aq) and OH- are continuously produced and their 
concentration increases with time near the metal-solution interface. Once the concentration 
of Fe2+(aq) reaches its solubility limit, this can result in the formation of a uniform Fe(OH)2 
gel layer near the metal surface. We investigated the formation of hydrogels when a non-
viscous aqueous OH- solution is added to another non-viscous aqueous Fe2+ solution. 
Figure 5.5 shows the progression of the greenish gel after adding successive OH- droplets 
onto a thin layer of water saturated with FeSO4. Due to the turbulence generated during 
addition of the OH- droplets, the hydrogel did not form in perfect concentric circles. 
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Nevertheless, the test clearly shows that the formation and spread of ferrous hydroxide gel 
is nearly instantaneous. 
The green color suggests that the gel consists mainly of Fe(OH)2. It is well 
established that transition metal cations undergo hydrolysis; e.g. for ferrous ion: 
 
 Hydrolysis: Fe2+ + n OH- ⇄ Fe(OH)m2-m + (n – m) OH-  where m = 1, 2 or 3 (5.3) 
 
The neutral hydrolysis product, Fe(OH)2, is not stable in water and hence aggregates and 
precipitates out of the solution phase. Nevertheless, because it is hygroscopic it is known 
to form not a pure solid phase but a hydrogel network in water:[21–24] 
 
 Hydrogel: n Fe(OH)2 + m H2O  ®®  Fen(OH)2n(H2O)m (5.4) 
 
Droplets of NaOH were added every 30 seconds and the progression of the gel layer 
was recorded at 5 seconds after the addition of each droplet using an optical microscope. 
This experiment clearly shows that the formation of the hydrogel network is very fast when 
the solution is saturated with Fe2+(aq) ions. This supports the assertion that during corrosion, 
once the Fe2+ concentration reaches the saturation limit the formation of the hydrogel 
occurs very rapidly, since OH- ions are also produced at the same rate as Fe2+ ions are 
produced. The gel-like nature of the ferrous hydroxide is confirmed by the fact that the 
greenish layer formed does not disperse into the remaining solution. The observation of the 
formation of an orange layer within the green layer confirms that oxidation of ferrous 
hydroxide to ferric hydroxide in the gel layer is occurring. With the addition of a second 
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droplet the greenish gel layer spreads, and this behaviour is consistent with the suggestion 
that a gel layer can easily spread on the surface of a corroding CS surface forming a smooth 
uniform layer.  
 
 
Figure 5.5   Hydrogel was formed on a Petri dish by adding 2 M NaOH solution onto a 
thin layer of saturated FeSO4 solution. 
 
Ferrous hydroxide is hygroscopic and known to form a hydrogel network in 
water.[21–24] In the gel, the oxidation of FeII to FeIII is accelerated, further stabilizing the 
network as ferric ions add more rigidity to the structure. The diffusion front of OH- always 
precedes the formation of visibly green hydrogel creating its concentration gradient. The 
[OH-] gradient in the Fe2+ solution should be shallower than in the Fe2+ gelatin, as in a 
solution the initial OH- diffusion is not impeded by the pre-existing gel network. The 
addition of each droplet creates a discrete greenish band, and the colour deepens from the 
center as more Fe(OH)2 with a trace of FeIII accumulates. The colour intensity also 
increases with time as the FeIII content gradually increases in the hydrogel. 
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In-situ monitoring of gel-layer formation and growth during corrosion was not 
possible. However, translucent wafer-like layers (thickness typically less than 1 µm) were 
often present on corroded CS. In Figure 5.6, the optical and SEM images of these layers 
show that cracks in them expose extensive formation of granular oxides, separated by a 
void volume from the thin layer. The underside of the layer is also covered with granular 
oxides. Although the wafer-like layers are no longer viscous by the time we examine them 
under SEM, such morphology requires a viscous liquid precursor. 
 
 
Figure 5.6   (a) Optical images of a thin layer of 0.1 M FeSO4 solution taken every 5 s 
after addition of 4 drops of 2 M NaOH solution over 1 min, and (b) translucent wafer-like 
layers present on a CS coupon corroded for 3 d in pure water in the presence of 
g-radiation. The two images on the left are optical images and the two on the right are 
SEM images. 
 
To simulate the hydrogel formation and spread over a corroding coupon surface, 
two separate solutions containing OH- and Fe2+ were mixed by injecting them 
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simultaneously into 5 ml water in a small plexiglass cell as shown in Figure 5.7. This 
simulation mimics the corroding CS where Fe2+(aq) and OH- are continuously produced at 
the metal-solution interface. The formation of green hydroxide gel was almost 
instantaneous when the two solutions mixed. At pH 10.6 the hydrogel forms as colloidal 
particles and disperses into the solution, whereas at pH 14 the hydrogel forms a rigid 
network that does not easily mix with water and spreads across the bottom of the cell almost 
immediately. This simulation clearly indicates that a gel layer can be easily formed during 
corrosion and spreads on the surface forming a smooth uniform layer, as observed in 
Figure 5.6. 
 
 
Figure 5.7   Hydrogel formed by the mixing of saturated FeSO4 and 2 M NaOH solutions 
(0.5 mL each) injected into 5 mL water over 1 min. 
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5.3.2.2   One-Dimensional Mixing 
The formation of the ferrous hydrogel and its effect on oxide wave propagation 
were further investigated by diffusing an OH- solution into a saturated Fe2+ solution in a 
glass tube, i.e., in a 1-D diffusion geometry. For this experiment saturated ferrous sulfate 
solution was carefully added to half of the glass vial (1.5 cm in diameter) without allowing 
it to flow down the sides of the vial. To this 2 M NaOH was gently added by allowing it to 
flow down the inside wall of the vial with minimal shaking. When the two solutions mixed 
a greenish gel layer quickly formed at the interface. The progression of the gel layer was 
recorded as a function of time as shown in Figure 5.8.  
 
 
Figure 5.8   Hydrogel formed by mixing 2 M NaOH solution and saturated FeSO4 
solution and evolution of oxide bands. 
 
In the upper solution, the diffusing species is Fe2+ in a volume of relatively uniform 
OH- concentration. In the lower solution, the diffusing species is OH- in a volume of 
relatively uniform Fe2+ concentration. The ratio of [Fe2+] to [OH-] affects the rate of 
hydrolysis and hydrogel formation (processes 5.3 and 5.4). An increase in [OH-] increases 
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the rates of both hydrolysis of Fe2+ to form Fe(OH)2 and the precipitation of Fe(OH)2 as 
hydrogel. On the other hand, an increase in [Fe2+] also increases the hydrolysis rate but has 
no effect on the solubility.  
The Fe(OH)2 hydrogel can form if the total concentration of dissolved Fe2+ species 
(Fe2+ + Fe(OH)+ + Fe(OH)3-) is above its solubility limit which decreases with [OH-] when 
pH < 12).[21] Thus, although [Fe2+] is lower, supersaturation of Fe2+ is reached faster in the 
upper solution than in the lower solution. The Fe(OH)2 hydrogel formation is nearly instant 
at the interface but propagates very quickly into the upper solution. In the lower solution, 
the hydrolysis of Fe2+ and the Fe(OH)2 hydrogel formation are slower because of the lower 
[OH-] and hence, the lower fraction of supersaturation.  
With time, as the two solutions containing Fe2+(aq) and OH- continued to diffuse 
into each other, the Fe(OH)2 hydrogel network widened but still maintained the distinct 
interface between the two solutions. At the interface the greenish gel layer became more 
rigid with time. In the upper layer, ferrous hydroxide started to convert into orange ferric 
hydroxide and then to more stable ferric oxyhydroxide, goethite. A black layer was 
observed in between the orange and the greenish gel layers which indicates the formation 
of mixed FeII/FeIII hydroxides and oxide (magnetite). See Figure 5.10 for characterization 
details. 
As the Fe(OH)2 production-diffusion front continues to propagate, the FeII in the 
hydrogel is oxidized to FeIII. The net production rate of Fe(OH)3 depends on the steady-
state concentrations of FeII and FeIII as well as oxidant in the mixed hydroxide gel network. 
Because the steady-state concentration of FeII in the hydrogel depends on its production 
via hydrolysis of Fe2+ and precipitation of Fe(OH)2 as well as its oxidation to FeIII, the ratio 
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of [FeII] to [FeIII] in the mixed FeII/FeIII hydrogel network is higher in the upper solution 
than in the lower solution. Note that the oxidation of Fe2+ to Fe3+ by O2 in aqueous solution 
is known to be slow.[25] But in the hydrogel network, electron transfer between FeII and 
FeIII is faster, resulting in faster oxidation. 
The different ratios of [FeII] to [FeIII] in the mixed FeII/FeIII hydrogel network 
induce growth of different oxides. The higher ratio in the upper solution favours the 
conversion of the amorphous hydroxides to mixed FeII/FeIII oxide crystals (magnetite), 
while the lower ratio in the lower solution favours the conversion of predominantly FeIII 
hydroxide to FeOOH: 
 
 Magnetite production:  Fe(OH)2 + 2 Fe(OH)3 ®® Fe3O4 + 4 H2O (5.5) 
 FeOOH production: Fe(OH)3 ®® FeOOH + H2O (5.6) 
 
Magnetite is thermodynamically more stable and its formation hinders FeIII 
hydroxide formation. The ferric concentration in the hydroxide gel network also influences 
the type of FeIII oxyhydroxide crystal (a-FeOOH, or g-FeOOH) produced from ferric 
hydroxide.[26] The different solid products (oxides) further affect the propagation of the 
hydrogel production-diffusion front and the Fe(OH)3 production-diffusion front. The net 
effect in the upper solution is the development of clearly separated bluish-green hydroxide, 
a black magnetite band and a yellow goethite (a-FeOOH) band. In the lower solution, 
magnetite formation is negligible and distinct bands of yellow to orange ferric 
oxyhydroxide (a-FeOOH to g-FeOOH) develop, separated by clear solution bands. The 
clear gaps between these ferric hydroxide bands widen with time. 
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In the 1-D diffusion test the formation and growth of hydrogel and oxide bands 
progresses differently in the upper and the lower solutions. In the upper solution, the green 
gel network spreads very quickly and non-uniformly, and then evolves into two discrete 
bands: a bluish black band consisting of mixed FeII/FeIII hydroxide/oxide and a yellowish 
orange band consisting mainly of FeIII oxyhydroxide (a-FeOOH). In the lower solution, 
the colour remains relatively uniform across the whole volume, but changes gradually from 
greenish yellow to yellow and then orange. Discrete orange bands, separated by clear 
solution, develop over long durations in the orange coloured solution. These observations 
can be explained by the same Liesegang banding mechanism proposed for the oxide rings, 
presented in Figure 5.2. However, in this case the reaction-diffusion fronts are travelling 
in one direction (1-D). The differing oxide band formation in the upper and the lower 
solutions can be attributed to different rates of propagation of the different reaction-
diffusion fronts. 
 
5.3.3 Evolution of Oxide Bands in Carbon Steel Corrosion 
In all the solution environments studied, the oxide patterns on CS corroded for 
shorter durations are nearly perfect concentric circles with small thickness. This indicates 
that the hydrogel spreads laterally ahead of oxide growth and conversion within the gel 
network. Eventually the hydrogel layer spreads and covers the metal surface, as do solid 
oxide deposits.  
The hydrogel is permeable; the bulk solution containing oxidant can diffuse in 
while solution can transport Fe2+(aq) and OH- from the metal surface out to the bulk solution. 
After the hydrogel covers the surface the net transport of Fe2+(aq) and OH- is in the direction 
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vertical to the metal surface. Therefore, solid oxide growth and conversion to different 
oxides now occurs more easily in the vertical direction than in the lateral direction. The 
evolution of oxide bands observed from the 1-D mixing of the two solutions presented in 
Figure 5.8 represents the oxide growth at this later stage of corrosion.  
Two different examples of such oxide layers observed on corroded CS are 
presented in Figure 5.9. One example shows distinct solid oxide layers with uniform 
thicknesses separated by void volumes. These layers are typically observed under a 
collapsed or cracked surface layer that covers a much wider area. The cracks in the surface 
layer occur on the boundaries of the pearlite phase (having a lamellar structure of 
alternating cementite and ferrite) and the α-Fe phase. These observations indicate that this 
surface layer is the oxide layer formed from the initial uniformly spread hydrogel layer. 
The layers below are the Liesegang oxide bands developed with time as the solution 
diffuses in and out of the initial oxide layer. This oxide layer formation is similar to the 
Liesegang band formation in the lower solution in the 1-D solution mixing experiment. 
The other example shown in Figure 5.9 is the oxide layer structure observed over 
the mouth of a wet crevice formed by CS and glass that was exposed to humid air. In this 
case the water layer over the crevice mouth was very thin, and this case is more closely 
related to the oxide band formation observed in the upper solution of the 1-D mixing 
experiment. Note that the oxide layer structure presented in Figure 5.9(b) was observed on 
CS corroded in the presence of a continuous flux of g-radiation. Gamma-radiation affects 
corrosion behavior by lowering the pH and producing redox-active species in solution.[27–
29] Hence, g-radiation can increase the probability of establishing feedback loops between 
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solution reactions and transport and also between the solution processes and interfacial 
charge transfer. 
 
 
Figure 5.9   Comparison of the oxide bands simulated by mixing FeSO4 solution and 
NaOH solution and the oxide bands formed on corroded carbon steel surfaces. 
 
This comparison of the oxide layers formed on corroded surfaces and those formed 
by 1-D diffusion of OH- solution into Fe2+(aq) solution demonstrates that the phase 
composition and morphology of oxide change with time in a given solution environment 
and their evolution also depends on solution parameters, regardless of metallographic 
structure. 
The chemical compositions of the oxides present in the coloured layers were also 
confirmed by Raman spectroscopy (Figure 5.10). Comparison with the spectra of standard 
iron oxides confirms that the orange layer consists mainly of goethite, the black layer is 
magnetite, and the greenish blue layer is a mixture of highly hydrated amorphous FeII/FeIII 
species and FeIII oxyhydroxide (b-FeOOH). The sharp peak at 1000 cm-1 is attributed to 
the sulphate from the FeSO4 solution. Note that our assignment for the broad peak around 
350 cm-1 to mixed FeII/FeIII hydroxides and FeIII oxyhydroxide cannot be unequivocally 
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confirmed due to the lack of standard samples. However, akageneite which is a chloride-
containing FeIII oxide-hydroxide mineral has strong but broad Raman shifts at 299, 387 
and 413 cm-1. In akageneite the crystal structure of b-FeOOH is stabilized by the presence 
of Cl-.[30] 
 
 
Figure 5.10   Raman spectra of differently colored areas of simulated oxide bands 
compared to that of oxide bands formed on corroded carbons steel 
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5.3.4 Reaction-Diffusion Model in Corrosion: A Numerical Simulation 
The mechanism of Liesegang banding involving more than one reaction-diffusion 
front was explored by computational model simulation using COMSOL Multiphysics. 
Numerical simulations were performed using the transport of diluted species and chemistry 
modules in COMSOL Multiphysics v5.0. Time-dependent diffusion of a droplet of 2 M 
NaOH into a gel consisting of 0.03 M FeSO4 was simulated with Fick’s second law of 
diffusion as implemented in COMSOL. A one-dimensional, axisymmetric geometry was 
employed due to the spherical symmetry in the gel experiment. The droplet was drawn as 
an interval extending from r = 0 with radius 2.5 mm. The total geometry was 50 mm in 
length. Radial symmetry was implemented at r = 0 while a no flux boundary was enforced 
at the edge of the simulation length (Figure 5.11). Solution-phase diffusion and reactions 
of all species were formulated as follows with rate constants listed in Table 5.1. 
 
 
Figure 5.11   Schematic descriptions of (a) the simulation geometry and physics (not to 
scale) and (b) the net transport direction of the reacting species and chemical reactions. 
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Diffusion and reaction of hydroxide and ferrous ion respectively: 
[]
3
= 𝐷
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|
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&fS-'
3
= 𝐷fS-
U &fS-'
|
− 𝑘Y[𝑂𝐻M][𝐹𝑒l]    (5.8) 
 
Production of ferrous hydroxide and subsequent conversion to ferric hydroxide: 
[fS()]
3
= 𝑘Y[𝑂𝐻M][𝐹𝑒l] − 𝑘[𝐹𝑒(𝑂𝐻)]   (5.9) 
[fS()]
3
= 𝑘[𝐹𝑒(𝑂𝐻)]     (5.10) 
 
where Dapp is defined by Equation (5.11) or (5.12) below and DOH-, DFe2+ k1 and k2 are 
given in Table 5.1. For equation (5.10), the oxygen content and its transport are assumed 
to be high/fast enough to minimize any significant concentration changes/gradients. At the 
top of the reaction mixture, oxygen concentration is in equilibrium with the gas phase, the 
concentration of which is described by Henry’s law. Due to this quasi-equilibrium, the 
oxygen concentration along the entire length of the simulation space can be assumed to be 
constant. Hence the rate equation can be simplified to k2. 
As the experiments were performed in gelatin, apparent diffusion coefficients were 
implemented in the model. Considering the gelatin content in the experiment was 1.5 wt.%, 
we assume an approximate permeability (εgelatin) of 0.9 allowing for the calculation of an 
apparent diffusion coefficient from the aqueous diffusion coefficient for each species. 
𝐷U = 𝐷 ∗ 𝜖SVU3g     (5.11) 
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In the case where we describe systemic feedback, we replace the diffusion coefficient of 
OH− and Fe2+ with apparent diffusion coefficients, which are further reduced based on the 
permeability (𝜖(&𝐹𝑒|	(𝑂𝐻)'.) of gelatinous ferrous and ferric hydroxides. 
𝐷U = 𝐷 ∗ 𝜖SVU3g ∗ 𝜖(&𝐹𝑒|	(𝑂𝐻)'.   (5.12) 
Using similar concentrations to those in the gel diffusion experiment, synthesized 
Fe(OH)3/FeOOH xerogels have been found to possess a porosity (P) of approximately 
0.3.[31] Based on such literature porosity values, we then assumed a linear dependence of 
porosity on gel concentration ranging from 1 to 0.3 as the total concentration of ferrous 
and ferric hydroxides increased from 0 to 30 mM. The permeability was then calculated 
using the Bruggeman equation (5.13).[32] 
𝜖 = 𝑃Y.     (5.13) 
Table 5.1   Constants used in numerical model of diffusion of OH- into Fe2+-containing 
gelatin. 
Symbol Description Value 
DFe2+ Diffusion coefficient of Fe2+ 7.19 ´ 10-10 m2/s [33] 
DOH- Diffusion coefficient of OH− 5.27 ´ 10-9 m2/s [33] 
k1 Rate constant for Fe(OH)2 formation 10-4 m6/(s·mol2) 
k2 Rate constant for Fe(OH)3 formation 10-3 s-1 
εgelatin Permeability of gelatin 0.9 
 
 
 
 111 
The simulation results for oxide wave propagation over a short duration (< 20 min) 
are presented in Figure 5.12. For short-term propagation, the elementary processes 
considered in the model are the diffusion of Fe2+ and OH- (processes 5.2a and 5.2c), their 
reaction to produce solid Fe(OH)2 (process 5.14), and oxidation of Fe(OH)2 to Fe(OH)3 
(process 5.15). At longer times, these hydroxides convert to more stable oxides and 
oxyhydroxides but these longer-term processes are not included in the short-term modeling 
for clarity.  
 
 Fe(OH)2 production: Fe2+ + 2 OH- ⇄ Fe(OH)2      (5.14) 
 Fe(OH)3 production:  4 Fe(OH)2 + O2 + 2 H2O ⇄ 4 Fe(OH)3 (5.15) 
 
The simulation results demonstrate that the solid Fe(OH)2 production front 
propagates radially from the center into the Fe2+-containing volume as OH- diffuses out 
and reacts with Fe2+. Fe2+ diffusion in the opposite direction also occurs but at a much 
slower rate (Figure 5.11b). As the reaction-diffusion (Fe(OH)2 production - OH- diffusion) 
front continues to propagate radially, oxidation of Fe(OH)2 to Fe(OH)3 also takes place. 
That is, a second reaction-diffusion (Fe(OH)3 production - OH- diffusion) front follows the 
Fe(OH)2 production front at a delayed time. The net result is oxide wave formation by two 
different reaction-diffusion fronts moving at different rates; the outer ring consisting of 
mainly Fe(OH)2 (green) and the inner ring consisting of mainly Fe(OH)3 (brownish orange). 
The two oxide rings are not clearly separated at short times. However, as Fe(OH)2 
is formed and converts to the less hygroscopic Fe(OH)3, the diffusion of OH- into Fe2+ 
through the hydroxide rings becomes more sluggish. Hence, both reaction-diffusion fronts 
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propagate at progressively slower rates, but the Fe(OH)3 production-diffusion front slows 
down faster than the Fe(OH)2 production-diffusion front, resulting in clearer separation 
between the two oxide rings with time. The progression of the oxide-band separation can 
be seen from the simulated concentration profiles of Fe(OH)2 and Fe(OH)3 as a function of 
time.  
 
 
Figure 5.12   COMSOL simulation showing (a) the changing concentrations of the OH-, 
Fe2+, Fe(OH)2 and Fe(OH)3, (b) the radius of circular diffusion fronts with and without 
feedback effect (“With FB”/”No FB”) compared with the experimental results and (c) the 
concentrations of Fe(OH)2 and Fe(OH)3 at a given radius compared with the experimental 
results after 10 and 20 minutes. The vertical lines indicate the initial interface between 
OH- and Fe2+. 
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In the model the diffusion coefficients of Fe2+ and OH- through the growing 
hydroxide layer were formulated as a function of the concentrations of Fe(OH)2 and 
Fe(OH)3 to take into account the systemic feedback between processes (5.2), (5.14) and 
(5.15). Without this systemic feedback, the diffusion coefficient is constant throughout the 
process and the oxide wave propagates at a much faster rate than the actual experimental 
results without developing clear oxide-band separation.  
Shown in Figure 5.13 are the comparison of the numerically simulated surface map 
showing the concentrations of FeII and FeIII species at 20 minutes and a snapshot of the 
experimental simulation presented in Figure 5.1. The size of the two patterns are different 
because the volume of OH- droplets used to create these patterns were different. 
Nevertheless, the two patterns show very similar progressions of the differently coloured 
reaction fronts - the faster green Fe(OH)2 propagation front, followed by the brownish 
orange Fe(OH)3 formation fronts. 
 
 
Figure 5.13   Numerical and experimental simulations of oxide wave band propagations 
showing different progressions of Fe(OH)2 and Fe(OH)3 bands and their separation due to 
different diffusion rates. The simulated concentration surface map was reproduced using 
the data shown in Figure 5.12c. 
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5.4 CONCLUSIONS 
We observed that oxide deposits form and grow in concentric wave patterns during 
CS corrosion under a wide range of conditions. We compared the oxide wave patterns with 
those formed when a OH- solution was added onto a gelatin, or aqueous solution, 
containing Fe2+(aq).  
In the presence of OH-, the hydrolysis of Fe2+(aq) to Fe(OH)2 is accelerated and a 
hydrogel network quickly forms. This hydrogel network slows down the subsequent 
transport of Fe2+(aq) and OH- to the bulk solution. During the slow, but continual diffusion 
through the growing hydrogel layer, the dissolved species undergo cyclic redox and 
precipitation-dissolution processes to eventually yield thermodynamically more stable 
mixed FeII/FeIII (Fe3O4) and FeIII oxides (α-FeOOH, g-FeOOH and α-Fe2O3).  
The comparison clearly demonstrates that oxide waves present on corroded CS are 
a Liesegang phenomenon that occurs when a solution(s) containing dissolved species 
diffuses through a slow transport medium, causing solid products to periodically precipitate 
and re-dissolve. In the hydrogel, the diffusion of Fe2+(aq), Fe3+(aq) and OH- occur on a time 
scale similar to that of the precipitation-dissolution of solid oxides resulting in the coupling 
of the two processes and solid oxide formation in Liesegang patterns. 
We further established that the main oxide formed at a specific time and space is 
determined by the rates of diffusion of Fe2+(aq), Fe3+(aq) and OH-, oxidation of FeII to FeIII 
species, and oxide particle growth in the hydrogel network. The metal oxide particles grow 
in solution by dissolution and precipitation cycles, known as Ostwald ripening. Because 
the oxide growth in this work also involves redox reactions between ferrous and ferric ions, 
we refer to the oxide growth observed in our study as redox-assisted Ostwald ripening.      
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     In CS corrosion the initial stable products in solution are Fe2+(aq) and OH-. Their 
concentrations in the solution next to the metal surface initially increase at a rate 
determined by metal oxidation that is coupled with solution reduction at the metal surface, 
and transport of Fe2+(aq) and OH- from the metal surface into the bulk solution. As corrosion 
progresses, [Fe2+(aq)] and [OH-] at the metal surface increase with time. Under fast transport 
and high metal cation solubility conditions such that the [Fe2+(aq)] cannot accumulate to its 
solubility limit, the corrosion system may reach and remain at a steady state.  
This study, however, clearly demonstrates that under oxidizing conditions and at a 
pH higher than mildly acidic, the solution near the metal surface becomes saturated with 
Fe2+(aq) very quickly, forming a hydrogel network. Once a hydrogel network starts to spread 
and thicken the overall transfer of Fe2+(aq) and OH- from the metal surface to the bulk 
solution through the hydrogel layer slows down considerably. This can, in turn, impede 
further oxidation of Fe0(m) to Fe2+(aq) at the metal surface while promoting the oxidation of 
FeII to less soluble FeIII in the hydrogel network. In the hydrogel network the oxidation can 
be coupled more effectively with the transport of the metal cations. Different solid oxide 
products, from mixed FeII/FeIII (Fe3O4) and FeIII oxides (α-FeOOH, g-FeOOH and α-Fe2O3), 
can form along the diffusion path at a given time, and they evolve with time. A schematic 
of the corrosion progression is presented in Figure 5.14.  
In conclusion, we have presented unprecedented experimental evidence of systemic 
feedback in corrosion, which results from the accumulation and reactions of the initial 
corrosion products in the solution phase near the metal surface. The work presented here 
suggests that the major barrier to high-fidelity model development is the failure to account 
for systemic feedback. 
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Figure 5.14   Corrosion progression of Fe including the electrochemical oxidation (red) 
and metal cation dissolution/precipitation (blue) steps. 
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Chapter 6 
 
Effects of g-Radiation Versus Hydrogen Peroxide on Carbon Steel 
Corrosion: A Kinetic Study 
 
6.1 INTRODUCTION 
As described in chapter 1, the UFC and its environment will be exposed to a 
continuous flux of g-radiation. Radiation energy absorbed by metal container dissipates 
mainly as heat and does not induce chemical changes in the metal.[1,2] However, water 
condensed on the surface of the container is decomposed to redox active species such as 
H2O2 that can strongly influence the corrosion of materials.[1–3] 
 
H2O    •OH,  •eaq-,  •H,  H2,  H2O2,  H+                                       (6.1) 
 
The radiolysis kinetics of liquid water at ambient temperature have been 
extensively studied as a function of solution parameters and are well understood.[4–9] The 
effect of g-radiation on the corrosion of carbon steel and other metals has been previously 
studied under limited combination of solution redox and transport conditions using 
electrochemical techniques and coupon tests.[10–21] These studies have shown that the key 
radiolysis product for corrosion is H2O2.  
The effect of g-radiation on the types of oxides growth and the evolution of 
corrosion potential during carbon steel corrosion have been successfully simulated using 
chemically added H2O2 under high ionic strength, fast mass transport conditions.[14,17] 
g
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Nevertheless, the evolving dynamics of carbon steel corrosion under slow mass transport 
condition, where the coupling between reaction and diffusion kinetics can be facilitated 
and the systemic feedback be amplified, has not been studied.  
In this chapter, the kinetics of metal dissolution and H2O2 decomposition in 
stagnant, low ionic strength solution are examined and four distinct stages of carbon steel 
corrosion dynamics are discussed.  
Hydrogen peroxide is a stronger oxidant than dissolved oxygen[22] and as discussed 
in chapter 5, the coupling between the diffusion and redox reactions occur more easily in 
more oxidizing environment. Therefore, the presence of hydrogen peroxide and increase 
in its concentration under stagnant solution condition can induce strong systemic feedback. 
Hydrogen peroxide can also serve as either oxidant or reductant depending on the nature 
of the corroding surface[14,17] and can establish a catalytic cycle between different redox 
reactions and thereby, significantly altering overall metal oxidation rate. Systemic 
feedback requires that the overall process consists of more than one rate determining steps 
and the condition that diffusion kinetics can effectively couple with reaction kinetics.[23–25] 
The kinetics of CS corrosion in H2O2 solution were studied by simultaneously 
measuring the changes in the concentration of H2O2 using the UV-VIS spectroscopic 
technique, and the amount of iron dissolved into the solution using Inductively Coupled 
Plasma-Optical Emissions Spectroscopy (ICP-OES), after time dependent coupon 
exposure tests. The oxides formed on the coupon surface were also analyzed using optical 
microscopy. The effects of solution volume per unit surface area (V/A) and initial H2O2 
concentration ([H2O2]0) on the evolution of corrosion kinetics are investigated. The effects 
of g-radiation on the corrosion dynamics of CS were also studied for different volume per 
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surface area (V/A) values, and the results are compared to those obtained with chemically 
added H2O2.  
 
6.2 EXPERIMENTAL 
6.2.1 Materials and Solutions 
The carbon steel (CS) used in this study was SA-106 Gr. C (composition in wt.%: 
0.35 C, 0.29-1.06 Mn, 0.035 P, 0.035 S, 0.1 Si, 0.4 Cr, 0.4 Cu, 0.15 Mo, 0.4 Ni, 0.08 V and 
balance Fe). The CS rod was cut into circular discs 1 cm in diameter and 3 mm in height. 
Prior to each test, the coupons were polished using a series of fine SiC papers up to 2500 
grit, then polished using a 1 µm diamond suspension, and finally washed with deionized 
water and dried under flowing argon gas. 
All solutions were prepared with Type I water purified using a NANOpure 
Diamond UV ultra-pure water system (Barnstead International) with a resistivity of 18.2 
MW×cm. The hydrogen peroxide (H2O2) test solution was prepared prior to each experiment 
by dilution from a 3 wt.%, stock H2O2 solution (Fisher Chemical).  
 
6.2.2 Coupon Exposure Test Procedure 
The freshly polished and argon-dried CS coupons were placed in individual vials 
and exposed to the test solution (pure water or H2O2 solution) for the desired time. The 
solutions were naturally aerated by being prepared under air, and no aerating gases were 
used. Thus, there was no convective flow of solution (stagnant). At the end of each 
experiment the coupons were carefully removed from the test solution and dried under 
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vacuum. For a de-aerated test, preparation of the test vial was performed inside an Ar 
purged glove box using pre-purged solution. 
 
6.2.3 Irradiation 
All radiation exposure tests were performed using a 60Co gamma cell irradiator (220 
Excel, MDS Nordion). The absorbed radiation dose rate in the irradiation chamber during 
the experiments was 2.5 kGy×h-1, where 1 Gy = 1 J absorbed per kg of water. The individual 
vials containing the CS coupons were placed in a circular sample holder to ensure that all 
samples received the same dose during the exposure time.  
 
6.2.4 Post Test Analyses 
The morphologies of the oxides formed on the coupon surfaces were examined 
using optical microscopy (Leica DVM 6A digital microscope), which provides information 
about how the surface morphology and the spatial distribution of oxide deposits evolve as 
corrosion progresses.  
 The concentration of H2O2 was measured using a UV-VIS spectrophotometric 
method. All UV-VIS measurements were performed using a diode array UV 
spectrophotometer (BioLogic Science Instruments). The concentration of H2O2 was 
measured immediately after the duration of the experiment to minimize the thermal 
decomposition of H2O2 in the solution. The concentration of hydrogen peroxide was 
determined by the Ghormley tri-iodide method where H2O2 oxidizes I- to I3- in the presence 
of an ammonium molybdate catalyst.[26,27] The I3- has a maximum absorption at 350 nm 
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with a molar extinction coefficient of 25500 M-1×cm-1. Using this method, the detection 
limit for [HO] was 3 ´ 10-6 M.[7,8] 
The amount of iron dissolved in solution was analyzed using a PerkinElmer Avio 
200 Inductively Coupled Plasma-Optical Emission Spectrometer (ICP-OES). Immediately 
after experiments all test solutions were thoroughly stirred and collected for ICP-OES 
analysis. Prior to the solution analysis the samples were digested using nitric acid (Trace 
analytical grade, Fisher Scientific) to dissolve any colloidal particles present. Therefore, 
the measured dissolved iron concentration may include any colloid particles if they were 
present in the solution.  Using this technique, the detection limit for iron was determined 
to be 0.1 ppb. 
 
6.3 RESULTS AND DISCUSSION 
6.3.1 The Kinetics of Metal Dissolution and Hydrogen Peroxide Decomposition 
As described in chapters 4 and 5, corrosion involves multiphase interactions. Solid 
metal is oxidized, coupled with the reduction of dissolved oxidant, resulting in transfer of 
metal atoms from the solid metal to the solution phase, and the dissolved metal cations can 
later grow on the metal surface as solid metal hydroxides and oxides. 
The kinetics of CS corrosion in H2O2 solution were studied by simultaneously 
measuring the changes in [HO] , [Fe2+]  and oxides formed on the surface. Because 
corrosion involves interfacial transfer of metal atoms, the chemical reactions and mass 
transport processes that determine the overall corrosion rate (metal loss rate) can continue 
to evolve with time. This is the key reason why systemic feedback can develop more easily 
in corrosion and at later stages, compared to other chemical processes and why oxide waves 
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are observed ubiquitously on corroding surfaces. The evolution of corrosion kinetics 
observed for a CS coupon with surface area 0.785 cm2 in a 10 mL solution initially 
containing 0.5 mM H2O2 is discussed first. The effects of solution volume per unit surface 
area (V/A) and initial H2O2 concentration ([H2O2]<) on the evolution of corrosion kinetics 
are discussed in the next section.  
Figure 6.1 presents the time-dependent behaviours of [H2O2]3 and &Fe2+'3 during 
corrosion of CS with [H2O2]< = 0.5 mM and V/A = 12 ± 1 mL×cm-2. Also shown in the 
figure are the optical micrographs of the CS surfaces corroded for different durations. The 
relative changes in [H2O2]3  and &Fe2+'3  with time show four stages, each with its own 
particular kinetic behaviour. 
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Figure 6.1   Time-dependent behaviours of [H2O2]3 and &Fe2+'3 with [H2O2]< = 0.5 mM 
and V/A = 12 ± 1 mL×cm-2 with their respective optical micrographs. 
 
6.3.1.1   Kinetic Stage 1 
In the experiments with 10 mL solution, the first meaningful measurements of 
[H2O2]3, &Fe2+'3 and surface morphology were made at 45 min. In the first 45 min, the 
overall decrease in [H2O2]3  (−∆[H2O2]3 ) is nearly the same as the overall increase in 
&Fe2+'
3
 (∆&Fe2+'
3
). We will refer to this kinetic stage as Stage 1, in which: 
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 −∆[H2O2]3 	= 	∆&Fe2+'3  (6.2a) 
where  −∆[H2O2]3 	= 	 [H2O2]< − [H2O2]3  (6.2b) 
 ∆&Fe2+'
3
	= 	 &Fe2+'
3
	− 	&Fe2+'
<
	= 	 &Fe2+'
3
 (6.2c) 
  
 For corrosion with [H2O2]< = 0.5 mM and V/A = 12 ± 1 mL×cm-2, Stage 1 is no 
longer than 45 minutes. (The corrosion kinetic behaviour observed under different V/A and 
[H2O2]<  solution conditions will be presented in section 6.3.2.) In Stage 1, ∆&Fe2+'3  is 
equal to −∆[H2O2]3 and the surface morphology observed by optical microscope shows 
negligible presence of granular oxides. These observations indicate that in Stage 1 the 
elementary steps of corrosion involve the oxidation of Fe<() to soluble Fe2+ coupled with 
the reduction of H2O2 to OH- on the metal surface (reaction 6.3), followed by transport of 
Fe2+ and OH- from the surface to the bulk solution (process 6.4). These steps are also 
schematically illustrated in Figure 6.2.  
 
 Electrochemical redox reactions on the surface (z = 0): 
 Ox half-reaction: Fe0(m) ® Fe2+ + 2 e- (6.3a) 
 Red half-reaction: H2O2 + 2 e- ® 2 OH- (6.3b) 
 Overall reaction:  Fe0(m) + H2O2 ® Fe2+ + 2 OH- (6.3c) 
 
where subscript (m) is used to emphasize that the metal atom in the interfacial region 
is bound to the metal phase, and the other species without phase designations are all 
solvated species. 
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 Solution transport of reactants and products: 
 Fe2+|z=0  ®®  Fe2+|z=sol (6.4a) 
 H2O2|z=sol  ®®   H2O2|z=0 (6.4b) 
 OH-|z=0  ®®  OH-|z=sol (6.4c) 
 
where subscript z represents the distance from the metal surface; z = 0 at the metal 
surface and z = sol in the bulk solution. 
 
If corrosion involved only these two elementary steps the corrosion rate would be 
constant with time; see further discussion in the following section. However, the near 
constant ∆&Fe2+'
3
 from 45 min to 6 h indicates that the net production rate of Fe2+  is 
negligible before the system reaches different kinetic stage (Stage 2) after 45 min. Neither 
the exact duration of Stage 1, nor the corrosion rate during it could be determined due to 
the lack of data in &Fe2+'
3
 as a function of time prior to 45 min. Nevertheless, the 
experimental results indicate that in Stage 1 (t < 45 min), overall metal dissolution is the 
same as overall consumption of H2O2. Note that the metal dissolution is the production of 
Fe2+ in the bulk solution and is different from corrosion rate, which is the overall metal 
loss rate including oxide formation. From this observation it can be deduced that their rates 
should be the same, albeit larger than those determined from ∆&Fe2+'
3
/∆𝑡  and 
−∆[H2O2]3/∆𝑡 at ∆𝑡 = 45 min since the system might have already reached Stage 2 before 
t = 45 min.  
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Figure 6.2   A schematic of proposed mechanism of carbon steel corrosion in hydrogen 
peroxide in early stages. 
 
6.3.1.2   Kinetic Stage 2 
Following the initial changes in Stage 1, &Fe2+'
3
 remains nearly constant, whereas 
[H2O2]3 continues to decrease with time between 45 min and ~ 6 h. Note that at certain 
times [H2O2]3 fluctuates about its average time-dependent behaviour. Such fluctuation is 
expected for the chemical species involved in phase transition processes and/or equilibrium 
reactions.[28–30] 
During this period of no net metal dissolution (∆&Fe2+'
3
 = 0), the optical images 
show concentric rings of alternating colours that are randomly distributed across the CS 
coupon surface. Our studies (that are discussed in detail in chapters 4 and 5) have 
established that these concentric rings result from chemical waves, which deposit 
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alternating bands of different metal oxides. Extensive analyses using Raman and XPS for 
chemical and elemental compositions, and optical and SEM for oxide morphology have 
identified the green compound as Fe(OH)2, the yellow as Fe(OH)3, the black as Fe3O4 
(⇄Fe3(O)n(OH)8-2n), the orange as g-FeOOH, and the red as a-FeOOH/a-Fe2O3.[13,17,31,32] 
Depending on their ratio and degree of hydration of the hydroxides/oxides in a ring, the 
colour of the ring varies from blue, green, yellow, black, brown or orange to red.[33,34]  
In chapters 4 and 5 we established that metal oxide formation in concentric wave 
patterns during corrosion is a Liesegang phenomenon. Liesegang phenomena are a 
common occurrence in nature[35–37], and typically occur when the reaction kinetics of a 
partially soluble species can strongly couple with its diffusion kinetics.[23,24,38] Hence, 
Liesegang ring formation typically requires a slow transport medium. Transition metal ions 
easily form hydroxides which, being hygroscopic, grow in colloidal forms and/or a 
hydrogel network.[39–42]  
Formation of this slow transport medium induces systemic feedback between 
chemical reactions and mass transport processes. The observation of differently coloured 
rings within each oxide wave further indicates that wave formation involves not only 
diffusion and reaction of OH- and Fe2+ to produce a hydrogel network consisting of 
Fe(OH)2, but also oxidation of FeII species to mixed FeII/FeIII and FeIII hydroxides/oxides. 
Based on the mechanism proposed for oxide wave propagation from the previous 
studies, the elementary steps of corrosion in Stage 2 include, in addition to processes (6.3) 
and (6.4) (see schematic in Figure 6.2): 
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 Hydrolysis: 
 Fe2+ + 3 OH- ⇄ Fe(OH)+ + 2 OH- ⇄ Fe(OH)2 + OH- ⇄ Fe(OH)3- (6.5) 
 Hydrogel formation: 
 Fe2+(aq) ®® Fe(OH)2(gel) (6.6)  
 
where Fe2+(aq) represent the sum of all of dissolved ferrous ions (all species involved 
in the hydrolysis equilibria (6.5)), and Fe(OH)2(gel) represents ferrous hydroxide 
precipitated or condensed as a hydrogel network. Hereafter, Fe2+(aq) will be simply 
represented by Fe2+ and Fe(OH)2(gel) by Fe(OH)2, and the phase designations (aq) and 
(gel) will be used only when clarification is needed.  
 
 Redox reactions in the hydrogel network: 
 Ox half-reaction: 2 Fe(OH)2 + 2 OH- ⇄ 2 Fe(OH)3 + 2 e- (6.7a) 
 Red half-reaction: H2O2 + 2 e- ® 2 OH- (6.7b) 
 Overall reaction:  2 Fe(OH)2 + H2O2 ® 2 Fe(OH)3 (6.7c) 
 
Note that the iron redox half-reaction is reversible. H2O2 can be also oxidized to O2 on the 
solid FeIII/FeII oxide site, coupled with the kinetically reversible conversion between FeII 
and FeIII in the Fe3O4/g-Fe2O3 oxide.[14,17,43] In Stage 2, the reverse reaction rate is too slow 
to couple with the oxidation of H2O2 to O2, but this autocatalytic decomposition of H2O2 
becomes important in Stage 3; see further discussion below. The elementary steps involved 
in Stage 1 and Stage 2 are schematically presented in Figure 6.2. The ferric species also 
undergo phase-partitioning and hydrolysis equilibria similar to reactions (6.5) and (6.6), 
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but their contribution to the overall corrosion rate is not significant and hence can be 
ignored. 
The proposed elementary steps in Stage 2 predict no net dissolution of ferrous ion 
when hydrolysis followed by hydrogel formation (reactions 6.5 and 6.6) can catch up with 
the oxidation of Fe0(m) to Fe2+ at the surface, z = 0 (reaction 6.3). During corrosion, Fe2+ 
and OH- are continuously introduced in the solution in the interfacial region (reaction 6.3), 
but also continuously transported out of the interfacial region into the bulk solution 
(process 6.4). Hence, depending on pH and solution transport conditions, the solution in 
the interfacial region can become saturated with Fe2+. When this occurs, precipitation of 
the hydrolyzed Fe2+ as colloidal Fe(OH)2 and hydrogel formation are accelerated.  
Note that the oxidation of Fe2+(aq) to Fe3+(aq) by O2 in aqueous solution is known to 
be very slow, but in the gel network electron hopping between FeII and FeIII is faster, 
resulting in faster oxidation.[44–48] The oxidation of FeII to FeIII further stabilizes the 
network as ferric ions add more rigidity to the structure. Therefore, as the hydrogel network 
forms and spreads radially, its oxidation can more effectively suppress the transport of Fe2+ 
from the surface to the bulk solution (process 6.4), further promoting hydrolysis and 
hydrogel formation. This cyclic feedback between different processes induces the rapid 
transition from Stage 1 to Stage 2.  
 The proposed steps can also explain the development of oxide waves. Within the 
hydrogel network, the oxidation of Fe2+/Fe(OH)2 to Fe3+/Fe(OH)3 makes the net radial 
diffusion of Fe2+ and OH- progressively more difficult. Hence, once the oxidation of 
ferrous to ferric species starts at specific locations, oxide waves propagate from those 
locations radially within the thin hydrogel layer. Redox reactions of ferrous and ferric 
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species can be strongly coupled with hydrolysis, redissolution and diffusion of Fe2+, which 
results in oxide formation and growth in Liesegang ring patterns. 
In Stage 2, the consumption of H2O2 occurs via reactions (6.3b) and (6.7b). Hence, 
although &Fe2+'
3
 remains nearly constant with time, [H2O2]3 continues to decrease. The 
overall H2O2 consumption rate in Stage 2, extracted from the linear regression analysis of 
the [H2O2]3  versus 𝑡  plot from 1 to 6 h, is 0.63 µM×h-1 which corresponds to 
8 × 10-3 µmol·cm-2×h-1. 
 
6.3.1.3   Kinetic Stage 3 
Stage 3 is reached when the concentration of ferric ion in the hydrogel is sufficient 
for its reduction to ferrous ion to effectively couple with the oxidation of H2O2 to O2. Thus, 
in addition to processes (6.3) to (6.7), the elementary steps in Stage 3 include redox 
coupling reactions (6.8) and oxide crystal or particle growth (see schematic in Figure 6.3): 
 
 Redox coupling in the hydrogel network: 
 Red half-reaction: 2 Fe(OH)3 + 2 e- ® 2 Fe(OH)2 + 2 OH- (6.8a) 
 Ox half-reaction: H2O2 ®  O2 + 2 H+ + 2 e- (6.8b) 
 Overall reaction:  2 Fe(OH)3 + H2O2 ® 2 Fe(OH)2 + O2 + 2 H2O (6.8c) 
 
 Oxide particle deposition: 
 Fe(OH)2 + 2 Fe(OH)3 ®® Fe3(O)n(OH)8-2n + n H2O ®® Fe3O4 + 4 H2O  (6.9) 
 Fe(OH)3 ®® g-FeOOH  (6.10) 
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 Ostwald ripening: 
 smaller oxide crystals ⇄ soluble ions ®® soluble ions ⇄ larger crystals (6.11) 
 
  Note that any electrochemical redox half-reaction between a redox pair at the 
surface is a quasi-reversible process. The degree of reversibility depends on the net change 
in the chemical activity of the redox pair. The reduction of Fe(OH)3 to Fe(OH)2 is too slow 
compared to the oxidation half-reaction of Fe0 ® Fe2+/Fe(OH)2 in Stage 2, in which the 
concentration of ferric ion in the hydrogel is low.  
  In Stage 3, the combination of reactions (6.7) and (6.8) establish a catalytic cycle 
of H2O2 decomposition, while causing no net change in the ferrous and ferric 
concentrations in the hydrogel network. Hydrogen peroxides is not directly involved in the 
solid oxide particle growth step; (6.9) - (6.11). However, depending on the relative 
production rates of Fe2+/Fe(OH)2 and Fe3+/Fe(OH)3, metal oxide grows preferentially as 
magnetite (black) and/or lepidocrocite (orange). In the forced hydrolysis oxide nanoparticle 
synthesis, it is known that the phase composition of metal oxide growth depends on the 
initial concentration of metal cation in solution.[49] Metal oxidation coupled with H2O2 
reduction (reaction 6.3) continues to produce Fe2+ which then quickly converts to Fe(OH)2 
and Fe(OH)3 in the interfacial region. The redox coupling of reactions (6.7) and (6.8) 
maintains a relatively constant ratio of ferrous to ferric ions in the hydrogel. Because Fe2+ 
is continuously produced by oxidation of metal but also consumed continuously by 
hydrolysis and precipitation as Fe(OH)2, the overall production of Fe2+ is negligible. The 
overall production of Fe(OH)2 and Fe(OH)3 and their transformation to solid oxide crystals 
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in the hydrogel continues in Stage 3. The net result is that the mixed hydroxide gel layer 
remains relatively constant but granular oxide growth becomes significant. In Stage 3 the 
oxide growth become more localized because the overall productions of Fe(OH)2 and 
Fe(OH)3 leading up to this stage vary across the surface. 
In Stage 3, overall consumption of H2O2 occurs via reactions (6.3), (6.7) and (6.8), 
and overall metal oxidation occurs via reactions (6.3) to (6.8). The rates of individual steps, 
reactions (6.7) and (6.8) may be fast, but the net oxidation of Fe2+/Fe(OH)2 to Fe3+/Fe(OH)3 
is negligible. Hence, [Fe2+] in solution does not change significantly whereas the overall 
consumption of H2O2 is significant. In Stage 3 the total amount of H2O2 consumed does 
not correspond to the total amount of oxidized metal.  
 
6.3.1.4   Kinetic Stage 4 
Ferric ions are less soluble than ferrous ions, and crystalline metal oxides are more 
stable than gelatinous metal hydroxides, and while the spinel oxide (magnetite) is 
conductive, the other hydroxides and oxides are less conductive.[33] The net effect is that 
the redox coupling between reaction (6.7) and (6.8) becomes less effective. Reaction (6.3) 
and transport processes (6.4) through the porous hydrogel continue, but the further 
deposition of ferrous and ferric hydroxides and their conversion to stable oxides slow down. 
Hence, the overall amount of dissolved Fe2+ is nearly the same as the overall amount of 
H2O2 consumed. The net oxidation of Fe0 leading to the production of hydroxides and 
oxides is small, but they continually change their morphology as the redox-assisted 
Ostwald ripening continues in the direction of the concentration gradient of metal cations 
and OH-. 
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Figure 6.3   A schematic of the proposed mechanism of corrosion of CS in later stages. 
 
6.3.2 Effects of V/A and [H2O2]< on Corrosion Kinetics 
The overall corrosion process consists of elementary rate determining steps (RSD) 
ranging from electrochemical and chemical reactions and mass transport. The rates of 
electrochemical redox reactions occurring in the interfacial region (reaction 6.3) and in the 
hydrogel layer (reactions 6.7 and 6.8) will be affected by the concentrations of not only 
oxidant but also ferrous and ferric ions in the interfacial regions. These concentrations in 
the interfacial regions are not the same as the bulk solution concentrations, and the transport 
rates of oxidant and ferrous and ferric ions can have a significant effect on the overall 
corrosion process.  
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In small stagnant solution volumes, the diffusion length may not be negligible 
compared to the bulk solution depth and hence, the overall mass transport rate can change 
with time more rapidly in a smaller volume. In smaller volumes, metal cations can 
accumulate faster and the corrosion kinetics may progress beyond Stage 1 in short time, 
resulting in faster hydrogel formation and also change in the oxidants/metal cation 
transport rates. The effects of V/A and [H2O2]<  on the time-dependent behaviours of 
−∆[H2O2]3 and &Fe2+'3 can provide further insight into the corrosion mechanism. 
A limited study on the effect of V/A and [H2O2]< was carried out, and the results 
are presented in Figure 6.4 and Figure 6.5. Figure 6.4 shows the time-dependent 
behaviours of −∆[H2O2]3 and &Fe2+'3 during corrosion of CS with [H2O2]< = 0.5 mM and 
V/A = 38 ± 2 mL×cm-2. Figure 6.5 shows the time-dependent behaviours of −∆[H2O2]3 
and &Fe2+'
3
 during corrosion of CS with [H2O2]< = 1.5 mM and V/A = 12 ± 1 mL×cm-2. 
Both are compared with [H2O2]< = 0.5 mM and V/A = 12 ± 1 mL×cm-2 on their respective 
graphs. Each figure includes the optical micrographs of the CS surfaces corroded for 
different durations for [H2O2]< = 0.5 mM and V/A = 38 ± 2 mL×cm-2 (Figure 6.4) and 
[H2O2]<  = 1.5 mM and V/A = 12 ± 1 mL×cm-2 (Figure 6.5). The relative changes in 
[H2O2]3 and &Fe2+'3 with time show four stages, each characterized by its particular kinetic 
behaviour.  
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Figure 6.4   Effect of V/A: Evolutions of −∆[H2O2]3, &Fe2+'3 (also plotted in ∆(𝑚-)3) 
and surface morphologies observed for 10 mL vs. 30 mL [H2O2]< = 0.5 mM solution. 
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Figure 6.5   Effect of initial H2O2 concentration: Evolutions of −∆[H2O2]3, &Fe2+'3 and 
surface morphologies observed for 10 mL [H2O2]< = 0.5 mM vs. 1.5 mM solution. 
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The observed effect of V/A and [H2O2]<  in each stage can be summarized as 
follows. In Stage 1 (< 1 h), the effect of V/A or [H2O2]<  on the kinetics of H2O2 
decomposition or Fe2+ dissolution is difficult to establish due to its short duration, and 
limited data. However, the −∆[H2O2]3 and &Fe2+'3 reached at the end of this stage or their 
values in Stage 2 provide some insight into their kinetics. As described above, oxide 
formation is negligible in Stage 1, and the overall corrosion process consists primarily of 
elementary processes (6.3) and (6.4). In this case, the corrosion, or metal loss, rate 
(mol Fe×cm-2×s-1) is the same as the metal dissolution rate: 
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where (𝑚-)3 = ∫([Fel]3,¨dV. = 𝑉 ∙ [Fel]3 (6.13)  
 
Therefore, the same &Fe2+'
3
 reached in Stage 2 for the two different V/A solutions means 
the overall corrosion (metal loss) over the duration of Stage 1 is larger with a larger V/A. 
The increase in overall metal loss with V/A can result from either an increase in metal 
dissolution over the same duration or an increase in the duration of Stage 1 with the same 
metal dissolution rate.  
 The rate of metal oxidation half-reaction (6.3a) or H2O2 reduction half-reaction at 
the metal surface does not depend on V/A but only on the concentrations of &Fe2+'
3
 and 
[H2O2]3 in the surface region (z = 0). Their concentrations in the surface region depend on 
not only the redox reactions on the surface but also their diffusion rates between the metal 
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surface and the bulk phase. Mass diffusion rate is proportional to concentration gradient 
and the proportionality constant, or the mass transport rate coefficient, should be constant 
under the same stagnant conditions. As discussed in the previous section, [Fel]3 in the 
surface region, [Fel]3,¬­g3 is at its saturation limit in Stage 2. The observation of the 
same bulk concentration [Fel]3 in Stage 2 independent of V/A then indicates that the bulk 
concentration of [Fel]3  controls the Fe2+ concentration gradient between the metal 
surface and the bulk solution by the time the system reaches Stage 2. The rate of metal 
oxidation in solution containing same [H2O2]0 should be similarly independent of V/A, but 
for a higher V/A will take longer to reach the same bulk dissolved metal concentration. 
 In Stage 1, the main decomposition path for H2O2 is reaction (6.3b). Mass 
conservation during corrosion further dictates that:  
 
 u QTT@¡3Y = −
Y
1
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0L¢H2O2O2
03
 (6.14) 
where −(𝑚H2O2.3 = 𝑉 ∙ [H2O2]< − ∫([H2O2]3dV) = 𝑉 ∙ (−∆[H2O2]3) (6.15) 
 
The observations that [Fel]3 reached at the onset of Stage 2 is independent of V/A, while 
−∆[H2O2]3 is inversely proportional to V/A, are consistent with Stage 1 lasting longer for 
higher V/A. However, the duration is shorter than 1 h in both volumes and hence, the effect 
of V/A on the corrosion rate and the duration of Stage 1 is difficult to quantify. The 
observation that the same [Fel]3  is reached independent of V/A indicates that the 
corrosion rate is independent of V/A but the duration of Stage 1 is proportional to V/A. 
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 An increase in [H2O2]0 will increase the metal oxidation rate. The observation of 
similar [Fel]3 reached in Stage 2 for a higher [H2O2]0 confirms that the overall corrosion 
rate in Stage 1 is controlled by the diffusion of Fe2+ from the surface to the bulk solution. 
The diffusion rate is determined by the bulk concentration of [Fel]3  since the 
concentration of Fe2+ in the surface region is the same at the saturation limit. With the 
higher corrosion rate, the duration of Stage 1 is expected to be shorter in a higher [H2O2]0 
solution.    
In Stage 2 (1 - 6 h), [Fel]3  remains nearly constant with time, whereas 
−∆[H2O2]3 continues to increase with time. The steady-state value of [Fel]3 is nearly 
independent of V/A, and the rate of H2O2 consumption (M∆
[H2O2]2
®3
) is nearly independent of 
V/A. In this stage, the overall corrosion process consists of elementary steps (6.3) to (6.7). 
In this stage, the corrosion rate (mol Fe×cm-2×s-1) is no longer the same as the metal 
dissolution rate, but: 
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In Stage 2, it was observed that 
0(¢£¤-.2
03
≈ 0 independent of V/A.  Hence, the corrosion 
rate can be further approximated to: 
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In this stage the main decomposition paths for H2O2 are reactions (6.3b) and (6.7b). Mass 
conservation dictates that: 
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 The observations that the slope of −∆[H2O2]3 versus 𝑡 is independent of V/A while 
−∆[H2O2]3 at the onset of Stage 2 is inversely proportional to V/A indicate that the overall 
oxidation rate of Fe(OH)2 to Fe(OH)3 in the hydrogel increases with V/A. This is due to 
the increase in steady state chemical activity of Fe(OH)2 in the hydrogel in solution volume 
saturated with Fe2+ near the surface which results in a larger volume of the hydrogel 
network by the end of Stage 1. In Stage 2, the overall corrosion rate can be determined 
from the H2O2 decomposition rate, and this rate in units of mol Fe×cm-2×s-1 is observed to 
increase with V/A. 
As Fe(OH)3 accumulates in the hydrogel, there is a sharp increase in the rates of 
−∆[H2O2]3  and [Fel]3 , following which [Fel]3  reaches another pseudo steady state, 
whereas −∆[H2O2]3 continues to increase but at a progressively lower rate in Stage 3. 
It is difficult to determine the effects of [H2O2]0 in Stage 2 at this point, due to lack 
of data. However, corrosion appears to progress similarly in Stage 2. The steady-state value 
of [Fel]3 and the rate of increase in −∆[H2O2]3 were observed to be nearly independent 
of [H2O2]0. These observations further support the hypothesis that the overall corrosion 
rate depends on the Fe2+ saturated volume, which then determines the volume of the 
hydrogel network and the concentration (or chemical activity) of Fe(OH)2 in the gel that 
can be oxidized to Fe(OH)3. Hence, increasing [H2O2]0 does not directly affect the 
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corrosion rate but indirectly affects the rate by influencing the chemical activity of Fe(OH)2 
in the gel in Stage 2. The overall consumption of H2O2 should be the same as the overall 
oxidation of Fe(OH)2 to Fe(OH)3 over the duration of Stage 2. 
 The transition from Stage 2 to Stage 3 occurs over a short period, and neither V/A 
nor [H2O2]0 have a significant effect on the duration of the transition. These observations 
are consistent with the proposed mechanism involving the coupling between redox 
reactions (6.7) and (6.8) in the hydrogel network, which accelerates H2O2 decomposition, 
and increases the redissolution of ferrous ion from Fe(OH)2 into the solution. The redox 
half reactions (6.7b) and (6.8b) can couple to yield the overall decomposition of H2O2, 
reaction (6.19).  
 
H2O2 decomposition: 
 Red half-reaction: H2O2 + 2 e- ® 2 OH- (6.7b) 
 Ox half-reaction: H2O2 ®  O2 + 2 H+ + 2 e- (6.8b) 
 Overall reaction:  2 H2O2 ® O2 + 2 H2O (6.19) 
 
The net rates of H2O2 redox half reactions, (6.7b) and (6.8b), depend on [H2O2]3 in the 
hydrogel and not on V/A, as discussed above.  
 In Stage 3, the coupled redox reactions are in quasi equilibrium while solid oxide 
formation from the Fe(OH)2 and Fe(OH)3 in the hydrogel becomes the dominant corrosion 
path. Thus, in Stage 3, the corrosion rate cannot be extracted from the H2O2 decomposition 
rate or the metal dissolution rate. 
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 After a considerable amount of ferric oxyhydroxide/oxide has formed, the redox 
coupling between reactions (6.7) and (6.8) is no longer effective. In Stage 4, net production 
of Fe(OH)2 and Fe(OH)3 is negligible (they are continuously formed but also precipitate as 
oxide crystals). Hence, the corrosion rate is the sum of metal dissolution and metal 
hydroxide/oxide growth: 
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 In Stage 4 the main decomposition paths for H2O2 are reactions (6.3b) and (6.7b). 
Mass conservation dictates that: 
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In Stage 4, the overall corrosion rate can then be determined from the slope of the 
−∆[H2O2]3 versus 𝑡 plot and this rate is independent of V/A and [H2O2]0. The difference 
between the H2O2 decomposition rate and the metal dissolution rate is the metal oxide 
growth rate.  
 
6.3.3 Effect of V/A under g-radiation 
In this section, the corrosion kinetics of CS were further investigated by exposing 
the samples to g-radiation for different volume per surface area (V/A) values. One main 
difference compared to the chemically added H2O2 case is that under radiation, H2O2 is 
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continuously produced and the concentration reaches steady state. Figure 6.6 shows the 
concentration of H2O2 measured in solution as a function of time without and with CS 
coupons for different V/A. In all cases the H2O2 concentration initially increases reaching 
a steady state and the steady state level is maintained over longer times. Without a CS 
coupon the steady-state concentration reached was ~ 2 ´ 10-4 M. In the presence of a 
coupon the concentration was slightly lower, remaining at ~ 8 ´ 10-5 M. 
 
Figure 6.6   Concentrations of radiolytically produced hydrogen peroxide in CS 
immersed test solutions of different volumes. 
 
The time-dependent concentrations of Fe2+ in the solution, and the evolving surface 
morphologies for different V/A are shown in Figure 6.7. The corrosion progression is 
slightly faster in 10 mL while there is no significant difference between 30 and 50 mL 
during the first 5 hours. At longer times, the dissolved Fe2+ concentration is higher and 
continues to increase in 10 mL. Although the [Fe2+] in the solution phase is maintained at 
a lower level, the coupon surfaces are covered with more granular oxides that precipitated 
out from the solution in 30 and 50 mL.  
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Figure 6.7   Effect of solution volume on carbon steel corrosion under radiation. 
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Figure 6.8 shows the evolution of Fe2+ measured under radiation compared to 
0.5 mM chemically added H2O2 case for V/A = 12 ± 1 mL×cm-2. Initially the amount of 
Fe2+ dissolved into solution is similar to the chemically added case up to about 48 h. With 
increase in time the Fe2+ in solution keep increasing in the radiation case due to the steady 
state concentration of H2O2 maintained under radiation. With chemically added H2O2 once 
the H2O2 is used up during corrosion the redox assisted Ostwald ripening of the iron 
hydroxide/oxide in Stage 3 cannot be sustained for longer time. 
 
 
Figure 6.8   Effects of chemically added versus radiolytically produced hydrogen 
peroxide. 
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Figure 6.9 shows the comparison of the surface morphologies of CS coupon 
corroded under continuous flux of radiation versus with chemically added hydrogen 
peroxide, both in 10 mL pure water solution. Concentric rings of alternating colours are 
distributed across the CS coupon surface. Under radiation the number density of the ring 
patterns observed was higher than in its absence. More details about the size and the 
number density of ring patterns are presented in Chapter 7. At longer times, more magnetite 
was observed on the surface. Under radiation, since the concentration of H2O2 is 
maintained at a steady-state level, redox coupling in the hydrogel network, reactions (6.7) 
and (6.8), can be accelerated resulting in the formation of more magnetite on the surface.  
 
 
Figure 6.9   Evolution of surface morphologies of coupons corroded under radiation 
compared to that of coupons corroded in chemically added 0.5 mM H2O2. 
(V/A = 12.7 mL×cm-2 for both cases) 
 
6.4 CONCLUSIONS 
The kinetics of CS corrosion in H2O2 solution were studied by measuring the 
changes in the concentration of H2O2, the amount of dissolved iron and the change in the 
morphology of the CS surfaces as corrosion progressed. This time-dependent study clearly 
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shows that the corrosion of CS progress through four different kinetic stages. Stage 1 
mainly involves the oxidation of Fe0(m) to soluble Fe2+ coupled with the reduction of H2O2 
to OH-, followed by transport of Fe2+ and OH- from the surface to the bulk solution. In 
stage 2 the hydrolysis of Fe2+ and the formation of Fe(OH)2 hydrogel is accelerated which 
suppresses transport of Fe2+ from the surface to the bulk solution. Within the hydrogel 
network, the oxidation of Fe(OH)2 to Fe(OH)3 starts at specific locations, resulting in the 
development of oxide waves within the thin hydrogel layer. Stage 3 occurs when the 
concentration of ferric ion in the hydrogel is sufficient to allow reduction to ferrous ions to 
couple effectively with the oxidation of H2O2, followed by oxide crystal or particle growth 
via an Ostwald ripening process. Depending on the relative production rates of Fe(OH)2 
and Fe(OH)3, metal oxide grows as magnetite (black) and/or lepidocrocite (orange). In 
Stage 4 the net production of hydroxides and oxides is small, but they continually change 
their morphology via the redox-assisted Ostwald ripening process.  
 The effects of V/A and [H2O2]0 were also studied to provide further insight into the 
corrosion mechanism. The preliminary results show that the corrosion rate is independent 
of V/A but the duration of stage 1 is proportional to V/A. The rate of oxidation of Fe0 to 
Fe2+ and the transport rate to bulk solution does not depend on the type and concentration 
of oxidant. In stage 2 the overall oxidation of Fe(OH)2 to Fe(OH)3 in the hydrogel increases 
with V/A, due to a higher accumulation of Fe2+ in the interfacial region, resulting in a larger 
hydrogel network. The duration of stage 2 and the steady state [Fe2+] are independent of 
[H2O2]0, as iron diffusion through the hydrogel layer to the bulk solution is impeded. In 
stage 2, the overall corrosion rate can be determined from the H2O2 decomposition rate, 
and this rate is observed to increase with V/A.  
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 In Stage 3, the coupled redox reactions are in quasi equilibrium and solid oxide 
formation from the Fe(OH)2 and Fe(OH)3 in the hydrogel becomes the dominant corrosion 
path. Stage 3 involves self-decomposition of H2O2 and the rate of −∆[H2O2]3 depends on 
[H2O2]0. As H2O2 is rapidly depleted via an auto-catalytic cycle, the net oxidation rate of 
Fe0 to Fe2+, then to Fe3+ remains low. Therefore, the actual corrosion rate is expected to be 
significantly lower than −∆[H2O2]3 . In this stage the surface morphology changes 
continuously between green (Fe2+), black (mixed FeII/FeIII), and yellow (FeIII), but 
eventually proceeds towards the formation of more stable crystalline ferric species. In 
Stage 4 the net production of Fe(OH)2 and Fe(OH)3 is negligible, the overall corrosion rate 
can be determined from the slope of the −∆[H2O2]3  versus 𝑡  plot, and this rate is 
independent of V/A and [H2O2]0.  
 The effect of V/A under radiation was also studied and compared to the chemically 
added hydrogen peroxide cases. The V/A values did not show a significant effect on the 
steady state concentration of radiolytically produced hydrogen peroxide under radiation 
although the concentrations were slightly lower when coupons were immersed, compared 
to a blank solution irradiated. The dissolved Fe amount was higher in 10 mL solution than 
in 30 and 50 mL, but more investigation is needed to compare the actual corrosion rates 
including solid particles. Under radiation, the auto catalytic decomposition of hydrogen 
peroxide on FeII/FeIII site can sustain more effectively for longer time as hydrogen peroxide 
is continuously replenished by radiation, resulting in more black magnetite formation.  
 In this chapter, we examined both [H2O2] and [Fe2+], as well as the metal’s surface 
morphology to describe four distinct kinetic stages of corrosion. Although preliminary, the 
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results of this work clearly show that the corrosion kinetics evolves over time which 
supports the non-linear nature of corrosion dynamics.  
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Chapter 7 
 
Effect of Radiation on the Corrosion Dynamics of Carbon Steel 
in Small Stagnant Volumes 
 
7.1 INTRODUCTION 
The used nuclear fuel container, UFC and its environment will be subjected to a 
constant flux of ionizing radiation (a- and b-particles and g-photons) that are emitted 
during radioactive decay of fission products trapped in the used fuel matrix.[1–3] The 
energies of individual particles and photons from decay of fission products are less than 10 
MeV, and typically less than 1 MeV. When the radiation particles and photons pass through 
matter, they transfer their energy to the matter by colliding with bound electrons and hence 
ionizing the atoms and molecules on their paths. The average energy transferred per 
collision is of the order of 100 eV and hence, it requires tens of thousands of collisions to 
stop the radiation. (The gamma photon initially transfers its energy by Compton scattering. 
The Compton scattered electron, which gains most of the energy of the original gamma 
photon, are like b-particles and undergo many further collisions with bound electrons.) 
Unlike low energy electromagnetic radiation (e.g. light), the interaction of ionizing 
radiation with matter is indiscriminate, i.e., independent of chemical nature. Hence, 
radiation-induced processes are considered solvent-oriented processes, as opposed to the 
solute-oriented process induced by low energy radiation.[4–7] 
The frequency of collision depends on the charge and mass of the radiation particle. 
For gamma photons it also depends on the probability of Compton scattering, and this 
probability follows Beer-Lambert’s law, similar to the absorption of low-energy 
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electromagnetic radiation, e.g., UV, Vis and Infrared. The collision frequency also depends 
on the density of bound electrons, which is nearly proportional to the atomic mass and 
hence the density of the interacting matter.[4–6] The overall consequence of the dependences 
of collision frequency on radiation particle and density of interacting medium is that  a- 
and b-particles with energy less than 10 MeV are easily stopped by the UO2 fuel matrix 
and fuel cladding made of Zirconium alloy. Hence, for corrosion of the proposed UFC 
containers the main radiation of concern is g-radiation.[1] 
Both the container metal and its environment will be exposed to g-radiation. 
Radiation energy absorbed by the container metal dissipates mainly as heat and does not 
induce chemical changes in the metal.[4,6] This is because the collision of the Compton-
scattered electron ionizes and excites a metal atom but the ionized metal atom and electron 
(or the hole-electron pair) in the metal matrix quickly recombine before the ionized metal 
atom can be displaced from the metal matrix. However, in high dielectric constant media 
such as humid air and liquid water condensed on the metal surface, ionized molecules and 
atoms and electrons with sufficient kinetic energy can overcome the Coulombic attraction 
between them and hence, move away from each other. The ionized or excited molecules 
and atoms can then undergo chemical reactions, such as decomposition and reaction with 
each other and other solute species.  
The continuous flux of radiation also makes the solution system more complex by 
producing redox active species such as HNO3 and H2O2. The chemical composition of 
initially pure water condensed from humid air inside UFC immediately changes upon 
exposure to g-radiation.[1,4–7] These additional redox species can not only complicate the 
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metal-solution redox reactions but also alter solution pH, which has a significant effect on 
metal solubility.[8] 
 The radiolysis kinetics of liquid water and humid air have been extensively studied 
both experimentally and through the use of radiolysis kinetic modelling.[2,9–14] The 
corrosion of carbon steel and other alloys in the presence of g-radiation under a wide range 
of solution conditions has been studied previously.[15-26] Gamma-radiolysis creates a 
homogeneous distribution of both reducing and oxidizing species in the solution phase that 
allows fast, homogeneous nucleation leading to the formation of metal oxide nanoparticles 
with narrow size distributions.[13,27–32] During a corrosion process, nanoparticle formation 
can influence the rate of solution transport of ferrous and ferric ions produced at the metal 
or the metal hydroxide gel surface to the bulk solution, and also affect oxide precipitation 
and growth. 
In this chapter the effect of gamma radiation on the corrosion dynamics of CS in 
small water volume is studied under stagnant conditions with pure water and the results are 
compared to chemically added H2O2. Systemic feedback can develop between chemical 
reactions and transport processes inducing autocatalytic reaction cycles, even when the 
metal surface is exposed to a homogeneous and steady-state solution environment (a large 
solution volume, continuous gas purging and high ionic strength).[1,15] However, the 
probability of developing and sustaining such systemic feedback increases in stagnant and 
thin layer solutions such as water droplets and solutions in the crevices or gaps near the 
welded areas. Also, the solubility of a transition metal cation strongly depends on its 
oxidation state and pH. Hence, the solution redox environment and pH can affect the 
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hydroxide/oxide formation and growth in a non-linear manner. This non-linear effect will 
be amplified in small volumes and stagnant water in the presence of g-radiation.  
The evolution of CS corrosion was studied by performing coupon exposure tests in 
a small water volume (less than 2 mL) under stagnant conditions as a function of exposure 
time and oxidizing conditions (chemically added H2O2, and the presence or absence of g-
radiation). The corrosion dynamics were studied by simultaneously analyzing the amount 
of iron dissolved into the solution and the oxides formed on the coupon surface. The extent 
of corrosion was also investigated by removing the oxides formed on the surface by 
sonication and analyzing the cross section. 
 
7.2 EXPERIMENTAL 
7.2.1 Materials and Solutions 
 The carbon steel (CS) used in this study was SA-106 Gr. C (composition in wt.%: 
0.35 C, 0.29-1.06 Mn, 0.035 P, 0.035 S, 0.1 Si, 0.4 Cr, 0.4 Cu, 0.15 Mo, 0.4 Ni, 0.08 V and 
balance Fe). The CS rod was cut into circular discs 1 cm in diameter and 3 mm in height. 
Prior to each test, the coupons were polished using a series of fine SiC papers up to 2500 
grit, then polished using a 1 µm diamond suspension, and finally washed with deionized 
water and dried under flowing argon gas. 
 All solutions were prepared with Type I water purified using a NANOpure 
Diamond UV ultra-pure water system (Barnstead International) to give a resistivity of 18.2 
MW×cm. The hydrogen peroxide (H2O2) test solution was prepared prior to each experiment 
by dilution from a 3 wt.%, stock H2O2 solution (Fisher Chemical). 
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7.2.2 Coupon Exposure Test Procedure 
 The freshly polished and argon-dried CS coupons were placed in individual vials 
and exposed to the test solution (pure water or H2O2 solution) for the desired time. The 
solutions were naturally aerated by being prepared under air, and no aerating gases were 
used. Thus, there was no convective flow of solution during the experiments (stagnant 
conditions). At the end of each experiment the coupons were carefully removed from the 
test solutions and dried under vacuum. For de-aerated tests, preparation of the test vial was 
performed inside an Ar purged glove box using solutions that had been purged with Ar 
immediately prior.  
 
7.2.3 Irradiation 
 All radiation exposure tests were performed using a 60Co gamma cell irradiator (220 
Excel, MDS Nordion). The absorbed radiation dose rate in the irradiation chamber during 
the experiments was 2.5 kGy×h-1, where 1 Gy = 1 J absorbed per kg of water. The individual 
vials containing the CS coupons were placed in a circular sample holder to ensure that all 
samples received the same dose during the exposure time.  
 
7.2.4 Post Test Analyses 
 For the dissolved iron content, the test solution was digested using TraceMetalä 
grade nitric acid (Fisher Chemical) and analyzed using a PerkinElmer Avio 200 ICP-OES 
instrument. For the hydrogen peroxide tests, concentrations were determined by the 
Ghormley tri-iodide method using a diode array UV spectrophotometer (BioLogic), and 
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oxide compositions were analysed using Raman spectroscopy (Renishaw model 2000) with 
a laser excitation wavelength of 633 nm and spatial resolution of ~1 µm. The morphology 
of the oxide particles was examined using optical microscopy (Leica DVM 6A digital 
microscope) and SEM (LEO (Zeiss) 1540XB) equipped with a focused ion beam.  
 
7.3 RESULTS AND DISCUSSION 
7.3.1 Corrosion Progression in 2mL 0.5 mM Hydrogen Peroxide Solution 
 The evolution of the surface morphologies of CS coupons corroded in 2 mL 
0.5 mM H2O2 for 7 days is shown in Figure 7.1 below.  
 
 
Figure 7.1   Evolution of surface morphology of CS corroding in 2 mL 0.5 mM H2O2. 
 
The very distinct circular pattern started to form as early as 15 minutes after 
exposure. Prior to the pattern formation, the entire coupon surface was covered with a 
greenish iron hydroxide gel layer. The rapid formation of Fe(OH)2 hydrogel layer upon the 
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accumulation and saturation of Fe2+ and OH- near the metal surface has been established 
in chapters 4 and 5.[8,33–35]  
Over the 7-day period, there is an evolution in the colours of the oxides and the size 
and number density of the ring patterns. The overall colour of the oxide changes from 
bright yellow to darker orange with some more reddish regions indicating that the oxides 
are converting into more stable crystalline FeIII species. The average size of the ring 
patterns up to 1 h is sub-millimetre, but they later merge and grow into structures several 
millimetres wide. As their sizes grow larger, the number density per unit area also 
decreases with time. Table 7.1 summarizes the key features indicating changes in average 
behaviour over time, in 2 mL chemically added H2O2 solution.  
 
Table 7.1   Summary of surface morphology characteristics at early vs. later stages. 
 
15 min 7 d 
Overall colour Bright yellow Reddish orange 
Ring average diameter ~ 0.2 mm ~ 4 mm 
Ring number density > 127/cm2 < 6.4/cm2 
 
The average size of wave patterns depends on how oxidizing the solution 
environment is under a given mass transport condition. In more oxidizing environment, the 
conversion of Fe2+ to less soluble Fe3+ is faster and diffusion of these species becomes 
slower hence wave propagation stops earlier. In the absence of radiation, the average size 
of the ring patterns is larger than that observed in the presence of radiation (shown in 
Figure 7.6 and Figure 7.7).  
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Initially, the wave propagation is two-dimensional, and the circular patterns are thin 
and smooth on the surface. The oxide waves propagate as perfect concentric circles and 
those that start adjacent to each other can merge together. This happens within the thin 
diffusion layer once it is saturated with Fe(OH)2, and each pattern initiation is a local event. 
As corrosion progresses, more Fe2+ and OH- accumulate at the interfacial region hence the 
hydrogel layer also grows thicker in which granular oxides start to form. As the bulk 
volume (2 mL) also becomes saturated and involved in the interfacial process, a ripening 
process begins. The initially clearly defined boundaries of ring patterns diminish and the 
dissolved species re-deposit on active sites leaving only a few mature rings. The sequence 
of this morphological evolution is shown in Figure 7.2.  
 
 
Figure 7.2   Transition from initially formed smaller patterns to a large structure. 
 
By this stage, the rings develop not only radially in diameter, but also build up in height 
with a periodic elevation profile along the radial direction, forming a massive ‘structure’. 
Two examples that show the elevation profiles of periodically deposited oxide patterns are 
presented in Figure 7.3. Continuous in-situ monitoring of the wave propagation and 
evolution of morphology was not possible, so the images shown are different regions of 
coupons from separate time dependent tests. Although different regions of a coupon can 
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show many characteristic morphologies at the same time, the average time dependent 
behaviour can be summarized as shown in Figure 7.2.  
 
 
Figure 7.3   Elevation profiles of periodic patterns formed on CS corroded (a) submerged 
under 2 mL pure water for one day in the presence of g-radiation at 2.5 kGy/h, (b) 
hanging upside-down in 500 mL pure water for two days. 
 
Since this amplification process is a solution process (i.e. not a local event), the 
substrate metal is not expected to exhibit unusually severe corrosion at the centre or along 
the boundaries of the circular patterns. To further investigate this, a separate set of coupons 
that were corroded under the same conditions were sonicated in ethanol for 5 min to expose 
the underlying surfaces. The optical images of the coupons before and after sonication is 
shown in Figure 7.4.  
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Figure 7.4   Morphologies of the substrate metal underneath the heavily covered oxides. 
 
The oxide layer becomes more compact and binds tighter to the surface with 
increasing exposure time. Hence, the oxides on the 3 d and 7 d coupons could not be easily 
removed. In Figure 7.4, (b1) and (b2) are the boundary region where the bare metal surface 
and extensive oxide-covered area are separated by a distinct borderline. Inside the 
boundary, there is a slightly more dissolution making the characteristic pearlite structure 
on the oxide-covered area more visible. Nevertheless, corrosion is not severe and the 
difference in the depth of the dissolution fronts on the two sides is hardly noticeable.  
The center of a large concentric pattern that is ~3 mm in diameter is shown in 
Figure 7.4 (b3) where a pit with a maximum depth of 5.48 µm was observed. Assuming 
that the pit is a right circular cone, the approximate mass of metal loss is ~8.6 × 10-9 g, a 
sixteen-thousandth of the total oxidized metal (data given in Figure 7.6) and certainly far 
less than the amount of oxides forming the pattern encircling the pit. This confirms that the 
formation of concentric wave patterns does not necessarily indicate localized corrosion.  
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These pits are observed not just at the centers of circular patterns but all over the 
surface and some of them grow larger. However, they are not the direct results of non-
uniformity of metallurgical properties, but rather random active sites that trigger the initial 
waves. More details and examples of these pits are presented in Chapter 9.  
 Shown in Figure 7.5 are the time-dependent concentrations of H2O2 and total 
oxidized Fe (including dissolved species and solid oxide particles dispersed in the solution, 
and solid oxide layer on the coupon surface) shown as concentration after digestion. Due 
to the small volume, H2O2 is depleted fast and half of the initial amount is used within the 
first hour. The total oxidized Fe steadily increases almost linearly until 72 h, because the 
oxide layer continues to grow. However, the dissolved Fe amount in the solution is 
expected to fluctuate in the early stages and then flatten in the later stages, as discussed in 
Chapter 6.  
 
 
Figure 7.5   Time-dependent [H2O2] and [Fe]Total in a 2 mL solution with 
[H2O2]0 = 0.5 mM. 
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 It has been known that the key water radiolysis product that affects corrosion 
process under radiation is hydrogen peroxide.[19,22] The effect of radiation in corrosion 
environment can be simulated by chemically adding hydrogen peroxide in the solution but 
there are some differences between the radiolytically produced and chemically added 
hydrogen peroxide. Under radiation, the H2O2 concentration reaches a steady state 
concentration of ~ 2 ´ 10-4 M in 6 hours with a dose rate of 2.5 kGy×h-1, as discussed in 
Chapter 6 (section 6.3.3). The radiolytically produced H2O2 is continuously replenished 
uniformly all throughout the solution from near-metal surface to the bulk volume. When 
chemically added, the metal is initially exposed to a higher H2O2 concentration but the 
H2O2 near the metal surface is rapidly depleted. The hydrogen peroxide is then replenished 
by diffusion from bulk solution to the interfacial region, unlike instant replenishment by 
water radiolysis under ionizing radiation. Eventually as corrosion progresses the H2O2 
concentration in the bulk solution is also depleted. 
A small volume of highly concentrated H2O2 solution provides a unique 
environment in which oxidation and interfacial transfer of Fe2+ can effectively couple. 
Initially, with the pristine metal surface and high concentration of H2O2, both the oxidation 
of metallic Fe0 to Fe2+ and the subsequent mass transfer/transport can occur fast. As the 
hydrogel layer forms and grows thicker, the injection of Fe2+ from the metal to the solution 
phase and its diffusion within the gel layer slow down. Since a significant amount of the 
initial H2O2 can be used up in short time in the small volume, the oxidation of FeII species 
in the gel layer also slows down due to the low H2O2 concentration. Therefore, the coupling 
between redox reactions and diffusion process is sustained for a longer period of time and 
a steady propagation of oxide waves is promoted in the early stages under these conditions. 
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The results are well-defined wave patterns with clearer boundaries and periodicity 
compared to that observed under other conditions.  
In Figure 7.6, the total oxidized Fe amounts in pure water and 0.5 mM H2O2 
solution are compared. A slight divergence was observed between these two sets of 
conditions from 24 h to 96 h, but after 7 days, the total oxidized Fe was the same. Assuming 
a linear slope, the corrosion rate is 3.6 µg×cm-2×h-1 or 4.5 × 10-3 µm×h-1. Also shown in the 
figure is the evolution of surface morphology of CS corroded in 2 mL pure water.  
 
 
Figure 7.6   (a) Total oxidized Fe in pure water and 0.5 mM H2O2 and (b) evolution of 
surface morphology of CS corroded in 2 mL pure water. 
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The large circular patterns are similar to those formed in 0.5 mM H2O2 solution at 
a later stage after all the H2O2 was depleted. It is also notable that formation of black 
magnetite was not observed (for 7 days, image not shown), whereas in H2O2 solution 
magnetite formation was visible after 12 h. As will be demonstrated in the next section 
(section 7.3.2), extensive magnetite forms on irradiated coupons owing to the continuous 
production of H2O2.  
 
7.3.2 Corrosion Progression in 2 mL Pure Water under Radiation 
 The evolution of the surface morphologies of coupons corroded under radiation 
with different cover gases is shown in Figure 7.7. As described earlier, black magnetite 
formation is visible under radiation in aerated solutions from day 2. Note that the iron redox 
half-reaction is reversible. While being a strong oxidant, H2O2 can be also oxidized to O2 
on the solid FeIII/FeII oxide site, coupled with the kinetically reversible conversion between 
FeII and FeIII in the Fe3O4/g-Fe2O3 oxide, when the concentration of ferric ion in the 
hydrogel is sufficient.[19,22,36] 
 
Oxidation of Fe2+ coupled with H2O2 reduction: 
 Ox half-reaction: 2 Fe(OH)2 + 2 OH- ⇄ 2 Fe(OH)3 + 2 e- (7.1a) 
 Red half-reaction: H2O2 + 2 e- ® 2 OH- (7.1b) 
 Overall reaction:  2 Fe(OH)2 + H2O2 ® 2 Fe(OH)3 (7.1c) 
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Reduction of Fe3+ coupled with H2O2 oxidation: 
 Red half-reaction: 2 Fe(OH)3 + 2 e- ® 2 Fe(OH)2 + 2 OH- (7.2a) 
 Ox half-reaction: H2O2 ®  O2 + 2 H+ + 2 e- (7.2b) 
 Overall reaction:  2 Fe(OH)3 + H2O2 ® 2 Fe(OH)2 + O2 + 2 H2O (7.2c) 
 
Owing to this catalytic redox cycle, the concentration of Fe2+ is maintained at a higher level 
with continuous H2O2 production in the presence of radiation. The different ratios of [FeII] 
to [FeIII] in the mixed FeII/FeIII hydrogel network induce growth of different oxides. The 
larger ratio under radiation favours the conversion of the amorphous hydroxides to mixed 
FeII/FeIII oxide crystals (magnetite), while the smaller ratio in the absence of radiation 
favours the conversion of predominantly FeIII hydroxide to FeOOH. 
 
 Magnetite production:  Fe(OH)2 + 2 Fe(OH)3 ®® Fe3O4 + 4 H2O (7.3) 
 FeOOH production: Fe(OH)3 ®® FeOOH + H2O (7.4) 
 
Magnetite is thermodynamically more stable and its formation hinders FeIII hydroxide 
formation. Therefore, extensive magnetite formation is observed under radiation. 
 
 
 
 170 
 
Figure 7.7   Evolution of surface morphology under radiation. 
 
Another characteristic morphology with radiation is the small-sized, high number 
density patterns and the absence of large rings, similar to the early stages of H2O2 solution 
case. Under de-aerated conditions, oxide formation was not significant for the 7 d test 
period.  
The characterizations of the oxides are shown in Figure 7.8. In de-aerated solutions, 
the surface was mostly clean with the pearlite structure exposed by dissolution and some 
lepidocrocite on the edge of the coupons. In aerated solutions, granular oxide formation 
was extensive. The Raman analyses indicate that the black area consists mostly of 
maghemite converted from magnetite and the yellow area consists mostly of lepidocrocite.  
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Figure 7.8   Optical micrographs and Raman spectra of oxides formed under (a) 
deaerated, and (b) aerated conditions in the presence of radiation. 
 
 The surface underneath the thick oxides on the aerated coupons were also examined 
for possible local damage. Figure 7.9 shows the FIB cuts across the regions of different 
surface morphologies. There is no significant difference in the surface levels of the 
substrate metal across the region (a) which traverses different oxide colours, or across the 
heavily covered versus clean region (b). This confirms that there is no selective damage on 
the coupons and that the surface morphologies are the results of solution processes.  
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Figure 7.9   SEM and FIB Cross section images of regions showing different surface 
morphologies separated by distinct boundaries. 
 
 Total oxidized Fe amounts under aerated and de-aerated conditions are compared 
in Figure 7.10. Within the first 5 hours, for the aerated case total oxidized Fe fluctuates 
with a generally increasing trend, whereas the dissolution in de-aerated solutions is not 
significant. At longer times for aerated solutions the total oxidized Fe steadily increases as 
the oxides build up in thicker layers.  
 
 
Figure 7.10   Total oxidized Fe under aerated vs. de-aerated conditions in 2 mL pure 
water under radiation. 
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Table 7.2   Corrosion rates calculated for different exposure time for 2 and 21 % O2. 
 
0 - 5 h 5 - 120 h 
21 % Oxygen 8 µg×cm-2×h-1 8.3 µg×cm-2×h-1 
2 % Oxygen 2 µg×cm-2×h-1 3.3 µg×cm-2×h-1 
 
Shown in Figure 7.11 are the images of coupons corroded under the same 
conditions (2 mL pure water, Rad, aerated) dried, with oxides remaining (a), and with 
oxides removed by sonication (b). After removing the loose oxides, the marks of black 
magnetite still remained on the surface but the high magnification images show no 
particular localized attack on the substrate metal.  
 
 
Figure 7.11   Coupons corroded in aerated, 2 mL pure water, under radiation with (a) 
oxides on and (b) oxides removed by sonication. 
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7.3.3 Effects of Radiation and Solution Volume on Short-Term Exposure 
 To investigate the combined effects of radiation and solution volume to surface area 
ratio, coupon exposure tests were performed in shrink tubes with different water volumes 
in the absence and presence of radiation. Figure 7.12 shows the setup of this experiment.  
 
 
Figure 7.12   Experimental setup for shrink tube corrosion tests. 
 
As the water volumes were small, corrosion progressed faster than in 2 mL solution 
cases. Figure 7.13 shows the time dependent concentration and the total mass of dissolved 
Fe. They show fluctuating behaviours with increasing trends during the first 20 minutes. 
After this stage, the values increase steadily but at different rates. In the absence of 
radiation, the concentrations are about two times lower in the volumes that are two times 
larger under the same exposure conditions (i.e. the amounts of dissolved Fe are the same 
regardless of the solution volume).  
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Figure 7.13   Dissolved Fe concentrations and total amounts including colloidal 
nanoparticles. 
 
Since the accumulation and reactions of initial corrosion products occur in the 
diffusion layer, the V/A ratio doesn’t show significant effect on the corrosion rates. This 
can affect the corrosion rate or the duration of certain kinetic stages at longer times when 
the bulk volume becomes involved by contributing to the concentration gradients. Within 
the short exposure time (< 2 h), there was no significant difference. Under radiation, the 
solution environment is more oxidizing and corrosion progress is faster. Although not 
extensive, the effect of V/A starts to show from 40 min. Under radiation, the precipitation 
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of dissolved Fe species as nanoparticles is promoted by water radiolysis products and this 
process is faster in smaller water volume. The time dependent surface morphologies are 
shown in Figure 7.14.  
 
 
Figure 7.14   Optical images of coupons corroded in shrink tube under aerated condition 
with and without radiation. 
 
As described in previous sections, the No Rad cases show the development of large 
circular patterns while under radiation, the oxides form small dots that are evenly 
distributed covering the whole surface.  
 To confirm that the different surface morphologies are not the reflection of local 
variations in substrate metal, a few spots with the circular oxide deposits were examined 
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by FIB/SEM. The cross sections of the two spots from different coupons are shown in 
Figure 7.15. Their exposure times, solution depths, and oxidizing conditions (Rad/No Rad) 
are all different. The radius of the outer circle of the oxide pattern is about 125 µm in 
Figure 7.15(a), about 10 times larger than Figure 7.15(b). Despite of their very different 
surface morphologies, the cross section show that the depths of the pits are similar. More 
investigation on the non-uniformity of the surface morphologies and cross section images 
are presented in Chapter 9. 
 
 
Figure 7.15   Optical and SEM images of two different surface morphologies and cross 
section. 
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7.4 CONCLUSIONS 
 In the previous chapters we have shown that strong systemic feedbacks can develop 
between chemical reactions and transport processes inducing autocatalytic reaction cycles 
even when the metal surface is exposed to a uniform solution environment. This chapter 
investigated on the systematic studies on the effects of the physical and chemical 
parameters of solutions on the corrosion dynamics of CS exposed to non-uniform solution 
environments, such as those encountered in water droplet and crevice corrosion.  
 The evolution of CS corrosion in small volume water under stagnant condition was 
studied as a function of exposure time, cover gas, and the presence or absence of g-radiation. 
The results showed that the reactions and transport of corrosion products do not progress 
homogeneously even during uniform corrosion of CS. The spatial distribution of deposited 
corrosion products continually evolve as corrosion progresses. This evolution is controlled 
mainly by the solution reaction and transport dynamics of metal oxidation products and not 
by spatial variation in surface reactivity. The Liesegang rings of metal hydroxides/oxides 
may form earlier near the sites with higher surface reactivities, such as impurity inclusion 
sites, but new rings can develop continuously from the less active sites. With time the rings 
developed at different times can merge together, creating new patterns through dissolution 
and precipitation cycles of metal cations. That is, localization of corrosion product 
deposition arises from the chemical reactions and transport of metal cations in solution. 
The sites of high concentrations of corrosion product deposits particularly at long corrosion 
times do not represent the sites of high corrosion rates. The periodic patterns in the spatial 
distribution of oxide deposits indicate strong systemic feedback or autocatalytic cycle. 
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However, they may arise from the coupling between the chemical reactions and mass 
transport processes in solution and not necessarily directly involving metal oxidation. 
Small changes in the solution reaction and transport environments can enhance or 
suppress the feedback. Investigating the dependence of the systemic feedback as a function 
of solution environments can provide a better insight that how corrosion dynamics may 
evolve over long duration. Because the systemic feedback develops when the chemical 
reactions and mass transport in solution can couple effectively, the experimental 
parameters that can be varied to induce systemic feedback include those not only affecting 
metal oxidation rate such as oxidant type and concentration but also those affecting the 
transport behavior of corrosion products such as pH, ion mobility and solution volume to 
surface area and diffusion boundary. 
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Chapter 8 
 
Interfacial Transfer Behaviour under Different Mass Transport 
Conditions 
 
8.1 INTRODUCTION 
 Corrosion is an interfacial charge and mass transfer process involving oxidation of 
solid phase metal atoms coupled with reduction of solution species. Solid metal atoms are 
oxidized to soluble cations, coupled with reduction of solution species at the metal-solution 
interface (process 1), followed by transport of the metal cations from the surface to the bulk 
solution (process 2)[1–5]:  
 
(1) Interfacial charge and mass transfer at the metal surface:  
 Ox half-reaction: 2 Fe0(m) ⇄ 2 Fe2+ + 4 e- (8.1a) 
 Red half-reaction: O2 + 2 H2O + 4 e- ⇄ 4 OH- (8.1b) 
 Overall reaction:  2 Fe0(m) + O2 + 2 H2O ⇄ 2 Fe2+ + 4 OH- (8.1c) 
 
where the subscript (m) represents the metal phase; the species without phase 
designations are all solvated species.  
 
(2) Solution transport of reactants and products: 
  Fe2+|z=0  ®®  Fe2+|z=sol (8.2a) 
  O2|z=sol  ®®   O2|z=0 (8.2b) 
  OH-|z=0  ®®  OH-|z=sol (8.2c) 
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where subscript z represents the distance from the metal surface, with z = 0 at the 
metal surface and z = sol in the bulk solution. 
 
Initially, the driving force for corrosion is the difference between the equilibrium 
potentials (Eeq) of the two half reactions (8.1a and 8.1b), and the potential of the net reaction 
(8.1c) is referred to as the corrosion potential (Ecorr). It should be noted that Ecorr represents 
how far away the electrochemical reaction system is from its thermodynamic equilibrium 
state, and not the driving force for the reaction. The thermodynamic driving force for a 
metal oxidation half-reaction, that is coupled with an oxidant reduction half-reaction, is 
proportional to 𝑛𝐹 ∙ ∆𝐸Sp  where ∆𝐸Sp  is the difference between the Eeq values of the 
coupled half-reactions. Although Ecorr depends on ∆𝐸Sp, it is not a chemical potential of a 
thermodynamic state, but that of a dynamic system at a given time. That is, 𝑛𝐹 ∙ 𝐸 QTT 
represents an electrochemical potential along the reaction coordinate of the coupled redox 
reactions at time t during corrosion. 
On a naturally corroding surface the magnitude of the anodic current must be the 
same as that of the cathodic current, and this condition dictates the corrosion potential. The 
anodic current at Ecorr is thus the corrosion current (icorr).[5–8] Although Ecorr itself does not 
provide accurate information about the icorr, studies showed that at neutral to slightly acidic 
pH, the increase in Ecorr correlates well with the increase in icorr.[9]  
The electron transfer in each redox half-reaction occurs on the surface of the metal, 
which serves as an electron transfer medium. The interfacial charge and mass transfer may 
not necessarily occur on the same potential plane (or the same interface) in the presence of 
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a layer of corrosion products or surface oxide. The accumulation and chemisorption of the 
corrosion products in the interfacial region during corrosion affect the effective 
overpotential (driving force) and the mass transport limiting current hence affecting Ecorr 
and icorr. [5–11] In this case, the net rate of each half-reaction depends on the electron transfer 
rate coefficient and the concentrations of the redox pair (Fe0(m) and Fe2+ for metal oxidation, 
O2 and H+/OH- for solution reduction) at the metal surface. These concentrations at the 
metal surface are different from those in the bulk solution. As discussed in Chapter 4, the 
accumulation and reactions of the initial corrosion products in the solution near the metal 
surface have a strong effect on the rates of the elementary steps, interfacial charge transfer 
at the metal-(oxide)-solution interface(s) and the solution transport of redox species from 
the interface to the bulk solution and vice versa. Hence, the overall rate of metal oxidation 
(or corrosion) depends also on the transport of dissolved redox active species to and from 
the surface.  
 The ionic strength and the stirring conditions of the solution do not directly affect 
interfacial charge transfer (redox half-reactions, metal oxidation and solution reduction in 
the near surface region) but rather affect the mass transport properties of the solution.[12–16] 
The different concentration gradients of redox active species that arise from different mass 
transport conditions can induce different time-dependent behaviours. Interfacial reactions 
and mass transfer processes may not reach a single stable steady state but can continue to 
evolve to different steady states. When the chemical properties of the interfacial region are 
continuously evolving (under dynamic conditions), variations in the time-dependent 
behaviours of measurable parameters are expected.  
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 In this chapter, the progression of interfacial processes in carbon steel corrosion 
was studied by examining the corrosion potential (Ecorr) measured under different mass 
transport solution conditions. 
 
8.2 EXPERIMENTAL 
8.2.1 Materials and Solutions 
 The carbon steel (CS) used in this study was SA-106 Gr. C (composition in wt.%: 
0.35 C, 0.29-1.06 Mn, 0.035 P, 0.035 S, 0.1 Si, 0.4 Cr, 0.4 Cu, 0.15 Mo, 0.4 Ni, 0.08 V and 
balance Fe). The CS rod was cut into circular discs 1 cm in diameter and 1 cm in height. 
Each disc was sealed with Teflon or Parafilm and only one circular face with a surface area 
of 0.785 cm2 was exposed to the test solution. Prior to each test, the open disc face was 
abraded using 180 grit SiC paper and washed with deionized water and dried under flowing 
argon gas. 
 All solutions were prepared with Type I water purified using a NANOpure 
Diamond UV ultra-pure water system (Barnstead International) to give a resistivity of 18.2 
MW×cm. The hydrogen peroxide (H2O2) test solution (0.1 mM and 0.5 mM) was prepared 
prior to each experiment by dilution from a 3 wt.%, stock H2O2 solution (Fisher Chemical). 
 
8.2.2 Corrosion Potential Measurement Procedure 
 Corrosion potential (Ecorr) was measured using the CS sample as the working 
electrode (WE) and a saturated calomel electrode (SCE, Fisher Scientific) as the reference 
electrode (RE). For radiation experiments, a Hg/HgO reference electrode (Radiometer 
Analytical) was used. All potentials reported here are relative to the SCE scale (0.242 V 
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vs. SHE). For tests under stagnant aerated conditions, the solution was naturally aerated by 
being exposed to open air, and no aerating gas was used. For tests under stagnant deaerated 
conditions, the solution was purged with Ar gas (Praxair, ultrahigh purity) for one hour 
prior to tests and the headspace of the sealed cell was purged without agitating the solution 
during the measurements. For tests involving non-stagnant conditions, either compressed 
air (Praxair, breathing grade) or Ar gas was bubbled through the solution, which also 
resulted in gentle stirring conditions. A BioLogic VMP-300 Multipotentiostat and EC-
Labâ software were used for experiment control and data analysis.  
 
8.2.3 Irradiation 
 All radiation exposure tests were performed using a 60Co gamma cell irradiator (220 
Excel, MDS Nordion). The absorbed radiation dose rate in the irradiation chamber during 
the experiments was 2.5 kGy×h-1, where 1 Gy = 1 J absorbed per kg of water. 
 
8.2.4 Post Test Analyses 
 Test solutions were digested using TraceMetalä grade nitric acid (Fisher Chemical) 
and the dissolved iron content was analyzed using a PerkinElmer Avio 200 ICP-OES 
instrument. The morphology of the oxide particles was examined using optical microscopy 
(Leica DVM 6A digital microscope). 
 
 
 
 
 
 188 
8.3 RESULTS AND DISCUSSION 
8.3.1 Effects of Solution Ionic Strength and Agitation 
 Neither ionic strength nor solution agitation have a direct effect on interfacial 
charge transfer. However, they affect the mass transport rate and hence create different 
concentration gradients of redox species in the interfacial region. Figure 8.1 shows the 
time profiles of Ecorr development in pure water (low ionic strength) and 0.01 M borate 
buffer solution (high ionic strength), with the Eeq values of associated Fe oxidation 
reactions also shown for comparison. Ionic strength affects ion mobility - how rapidly Fe2+ 
and OH- can move through solution. Pure water has a resistivity of 18.2 MW×cm and 
movement of charged species is impeded.  
 
 
Figure 8.1   Effect of solution ionic strength on the electrode/solution interfacial 
behaviour under stagnant conditions shown through the evolution of Ecorr, with the Eeq 
values of associated Fe oxidation reactions shown for comparison. 
 
In aerated solutions, the final Ecorr reached at the end of the 48 h test periods is 
nearly independent of other solution parameters. The final value is above the Eeq of the 
 
 
 189 
redox half reaction involving oxidation of Fe0 to Fe(OH)2, and above that of Fe(OH)2 
oxidation to Fe3O4. Although the final values are similar, the solution parameters (solution 
agitation, ionic strength, and V/A) significantly affect the evolution of Ecorr prior to 
reaching the final steady state. In high ionic strength (buffered) solutions, Ecorr reaches the 
steady state within 4 hours under stagnant conditions. Pure water under stagnant conditions 
provides a slower mass transport environment in which the Ecorr changes most gradually 
before reaching the final steady state. The initial value starts above the Eeq of 
Fe(OH)2/Fe(OH)3 and drops to a value below this Eeq within 2 hours. This is followed by 
a slow decrease (1st pseudo steady state) before it transitions more rapidly to the 2nd pseudo-
steady-state at around 24 hours. In de-aerated solutions, the Ecorr values remain lower than 
the Eeq of Fe0/Fe(OH)2, and dissolution continues. The surfaces of the CS electrodes were 
clean, without any extensive oxide formation after the 48 h test period (images not shown).  
Note that comparison of the measured Ecorr with the potential ranges of the stability 
regions of iron oxides/hydroxides and dissolved metal (of a specific concentration) using 
Pourbaix diagrams is not applicable in this case. A Pourbaix diagram shows the most stable 
thermodynamic state as a function of electrode potential and pH for a closed 
electrochemical system. The stability regions in the Pourbaix diagram are typically defined 
using the standard electrochemical potential, 𝐸Q, not 𝐸Sp. For a half-reaction involving a 
solid redox pair, 𝐸Q = 𝐸Sp because the chemical activities of pure solid species are 1.0. For 
an electrochemical half-reaction on a chemically inert electrode, once the half-reaction 
system reaches a steady state (quasi-equilibrium) which exhibits a specific 𝐸¹º value, the 
relative position of the 𝐸¹º  value on the Pourbaix diagram can provide qualitative 
information on the driving force of the half-reaction at that steady state. In corrosion, metal 
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cations are continuously injected into the solution in contact with the metal and the total 
mass of metal atoms in the interfacial region can change continuously with time. 
Depending on the metal cation transport conditions, the total mass of metal atoms in the 
solution phase may not remain constant but change as corrosion progresses.  
During corrosion, the system is trying to approach the thermodynamic equilibrium 
(or steady) state, but the thermodynamic state continually evolves. Evolution from one 
steady state to another is not instantaneous because it depends on the rate of change in total 
mass. Some steady states may not be thermodynamically the most stable, but sufficiently 
(meta-) stable, to last over the test duration. Under these conditions, the relative position 
of 𝐸º»¼¼ on the Pourbaix diagram constructed with a different total mass of metal atoms 
will not provide the driving force for metal oxidation. 
Figure 8.2 shows the effect of solution agitation under different aeration and ionic 
strength conditions. In aerated buffer solutions, Ecorr reaches the steady state almost 
immediately when the solution is stirred. There was no significant difference for the de-
aerated pure water cases. Agitating the solution promotes faster mixing of the diffusion 
layer into the bulk solution, but does not affect ion mobility within the diffusion layer.  
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Figure 8.2   Effect of solution agitation on the electrode/solution interfacial behaviour 
under stagnant conditions as evidenced by the evolution of Ecorr, with the Eeq of 
associated Fe oxidation reactions shown for comparison. 
 
Ionic strength has a greater effect on retarding the time to reach the final steady 
state than solution stagnation. Under fast mass transport conditions (buffered, agitated), the 
corrosion products are rapidly carried away from the metal surface into the bulk solution, 
preventing their accumulation and the formation of an extensive hydrogel network. 
Therefore, continuous dissolution of Fe2+ is sustained and the Ecorr stays at -0.65 VSCE, the 
Eeq of Fe0/Fe(OH)2. In high ionic strength but stagnant solutions, the Ecorr starts from a 
value near the Eeq of Fe0/Fe(OH)2, which is followed by a slow increase over 5 h to the 
final value of -0.6 VSCE (Eeq of Fe(OH)2/Fe3O4). Under the slowest mass transport 
conditions (pure water, stagnant), the Ecorr starts at -0.3 VSCE, close to the Eeq of 
Fe(OH)2/Fe(OH)3. This might be due to the fast, almost immediate formation of hydrogel 
at the metal surface. However, in bulk solution Fe(OH)2 and Fe(OH)3 can continuously 
dissolve, shifting the dominant surface reaction back to the dissolution of Fe2+. The Ecorr 
then drops rapidly within 2 hours followed by a slower gradual decrease over a 24 h period 
to reach the final value of -0.6 VSCE.  
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Under fast mass transport conditions, the interfacial oxidation of metal cations is 
also faster and sustained for a longer period of time. The dissolved metal content in the test 
solutions is expected to be higher under these conditions. Figure 8.3 shows the results of 
solution analyses.  
 
 
Figure 8.3   Effect of different mass transport conditions on the dissolved metal contents 
measured after 48 h corrosion under different mass transport conditions. 
 
 The duration of the transition stage before evolving to the final steady state is also 
expected to be longer when the bulk solution volume is larger. The bulk concentrations of 
corrosion products in larger solution volumes increase at a slow rate and the concentration 
gradient between the bulk solution and diffusion layer is sustained for a longer period of 
time. The volume dependent behaviour of the interfacial processes is shown in Figure 8.4.  
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Figure 8.4   Effect of bulk solution volume on the duration of the ECORR transition period 
and time-dependent dissolved Fe content in aerated pure water under stagnant conditions. 
 
In smaller water volumes, hydrogel formation and oxidation of Fe2+ to Fe3+ and 
mixed Fe2+/Fe3+ in the hydrogel is faster. Ecorr approaches the Eeq of Fe(OH)2/Fe3O4 (-0.65 
VSCE) more rapidly, and remains at the final steady state value of -0.6 VSCE. The duration 
of the 1st pseudo-steady-state decreases proportionally with solution volume. Figure 8.5 
shows the optical images of electrodes corroded in 30 mL and 500 mL aerated pure water 
under stagnant conditions, illustrating the faster progression for 30 mL.  
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Figure 8.5   Optical images of CS electrodes corroded in 30 mL and 500 mL aerated pure 
water under stagnant conditions. 
 
In Figure 8.5 (b), the high magnification optical images of coupons corroded in 
500 mL solution show the formation of periodic wave patterns, which is a characteristic 
feature of systems with coupled reaction-diffusion kinetics. As discussed in previous 
chapters in detail, these patterns are often observed in small solution volumes in which 
feedback between redox reactions and diffusion processes can easily arise due to the rapid 
accumulation and saturation of corrosion products. However, in this case, the non-agitated 
pure water provides a similar slow-diffusion environment due to its low ionic strength and 
stagnant conditions, and periodic patterns are observed despite the large solution volumes. 
 
8.3.2 Effect of [H2O2] under Different Mass Transport Conditions 
 In high ionic strength solutions, [H2O2] has a negligible effect on Ecorr under both 
aerated and de-aerated conditions, while the dissolved metal content was higher with added 
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H2O2. Figure 8.6 shows that both the time-dependent behaviour and final steady-state 
values of the ECORR are almost same, independent of the hydrogen peroxide concentration 
under any given conditions with different cover gases. The final Ecorr value in Ar-purged 
solution is close to the Eeq of Fe0/Fe(OH)2, as oxide formation is not significant in de-
aerated conditions. In aerated solutions, in contrast, the final Ecorr is close to the Eeq of 
Fe(OH)2/Fe3O4, indicating solid oxide formation. 
The optical images of the electrodes corroded in high ionic strength solutions under 
radiation are shown in Figure 8.7. In the de-aerated case, the formation of a protective 
oxide layer is not likely, and metal dissolution is more severe. Faster dissolution from the 
a-phase left the characteristic pearlite structure clearly visible as a black texture.  
 
 
Figure 8.6   Effect of [H2O2] on Ecorr and dissolved metal content measured after 48 h 
corrosion under high ionic strength conditions. 
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Figure 8.7   Optical images of electrodes corroded in high ionic strength solution under 
radiation. 
 
 In low ionic strength solutions, ion transport is slow and accumulation of corrosion 
products can happen, unlike in high ionic strength solutions. Although the pH change in 
the bulk solution volume is not detectable, the production and accumulation of OH- can 
immediately change the pH near the metal surface. The increase in Ecorr with increasing 
[H2O2] in de-aerated solution could be attributed to the higher pH maintained in the 
diffusion layer under continuous dissolution conditions. In aerated solutions, the Ecorr value 
during the first 12 hours is inversely proportional to [H2O2], the inverse of the de-aerated 
solution case (Figure 8.8). These conditions (aerated, stagnant, low ionic strength) are 
where fast and extensive oxide formation is possible. All Ecorr values start high, close to 
the Eeq of Fe(OH)2/Fe(OH)3, then decrease, approaching the Eeq of Fe(OH)2/Fe3O4 and 
Fe0/Fe(OH)2. In the presence of high concentration or continuous replenishment of H2O2, 
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the metal surface is exposed to a highly oxidizing environment and the hydrolyzed Fe2+ 
and Fe3+ are rapidly converted into solid mixed FeII/FeIII oxides. In lower [H2O2] solution 
(0.1 mM), the Ecorr still decreases faster than in pure water but the final steady state value 
remains between the Eeq of Fe(OH)2/Fe(OH)3 and that of Fe(OH)2/Fe3O4. The lower [H2O2] 
provides a less oxidizing solution environment than the two previous cases and the 
conversion of hydrolyzed Fe species into solid oxides is slower in the hydrogel. While the 
solid oxide formation is being delayed, the concentrations of aqueous Fe2+ and Fe3+ 
hydroxides are remain high. They can then undergo a facile Fe(OH)2/Fe(OH)3 equilibrium 
reaction cycle coupled with an auto-catalytic H2O2 decomposition cycle, keeping the Ecorr 
closer to the Eeq of Fe(OH)2/Fe(OH)3.  
 
 
Figure 8.8   Effect of [H2O2] on Ecorr and dissolved metal content under low ionic 
strength conditions. 
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Figure 8.9 shows the surface progression for the cases of pure water, 0.1 mM H2O2 
and the presence of radiation. Note that for these experiments, the coupons were not mirror 
polished and the coarse grooves formed during polishing prevented the formation of large 
and clear initial wave patterns. The coupon corroded under radiation is extensively covered 
with orange g-FeOOH in contrast with the 0.1 mM H2O2 case and, metal dissolution into 
solution is also lower. This confirms the faster conversion of oxides into more stable and 
less soluble FeIII species. 
 
 
Figure 8.9   Optical images of coupons corroded under different oxidizing conditions in 
stagnant, low ionic strength, aerated solutions. 
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8.4 CONCLUSIONS 
 In this chapter, the effect of the solution mass transport conditions on the metal 
electrode-solution interfacial behaviour was investigated by monitoring the Ecorr profiles. 
Two solution parameters affecting the transport processes were studied: solution agitation 
and ionic strength.  
As the ionic strength can affect the ion mobility, not only in the bulk solution but 
also in the diffusion layer near the metal surface, it has a more significant effect than 
solution agitation. The duration of the transition period before reaching the final steady 
state Ecorr value was shorter and the final value was reached faster under faster mass 
transport conditions (agitated, high ionic strength > stagnant, high ionic strength > agitated, 
low ionic strength > stagnant, low ionic strength).  
In high ionic strength solutions, the effect of hydrogen peroxide concentration was 
on the Ecorr profiles was not significant, since surface oxide formation was minimal. In low 
ionic strength solutions, extensive accumulation of corrosion products and solid oxide 
formation is possible. Hydrogen peroxide can undergo various redox reactions, including 
the autocatalytic decomposition of H2O2 coupled with Fe2+/Fe3+ redox reactions (details in 
Chapter 6) and the Ecorr values vary within the range of the Eeq values of the redox reactions 
(Fe0/Fe(OH)2, Fe(OH)2/Fe(OH)3 and Fe(OH)2/Fe3O4), depending on [H2O2]0, over the 
course of 48 h evolution.  
Electrochemical techniques measure electron transfer processes at the metal-
solution interface. These electron transfer processes are directly affected by overpotential 
values, or how oxidizing the corroding environment is. The solution transport parameters 
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discussed in this work are not the electron transfer rate-controlling parameters. However, 
in corrosion, mass transport and electron transfer processes are strongly coupled and 
solution transport conditions can indirectly dictate the interfacial transfer behaviours. 
Separating and formulating the quantitative effects of individual solution parameters on 
metal oxidation rates require extensive computational model analysis, which will be carried 
out in the near future.  
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Chapter 9 
 
Summary and Conclusions: Systemic Feedback in Carbon Steel 
Corrosion and Implications for Corrosion Research 
 
9.1 SYSTEMIC FEEDBACK IN CARBON STEEL CORROSION 
Corrosion is a complex process involving many electrochemical and chemical 
reactions that are coupled with the interfacial transfer and solution transport of metal 
cations. In carbon steel corrosion, Fe2+ and OH- are simultaneously produced at the metal 
surface and diffuse to the bulk solution. Their concentrations in the solution next to the 
metal surface are determined by the rates of interfacial charge transfer at the metal surface, 
and transport of Fe2+ and OH- from the metal surface to the bulk solution. The diffusion 
rates of Fe2+ and OH- depend on their concentration gradients and mass transport 
coefficients. Hydrogel formation, a key condition for reaction-diffusion kinetics to couple, 
strongly depends on the oxidizing and transport conditions of the solution. 
As corrosion progresses, [Fe2+(aq)] and [OH-] at the metal surface increase with time. 
Hence, [Fe2+(aq)] at or near the surface can quickly reach its saturation limit even though 
the bulk solution is far below the saturation concentration. The increase in [OH-] shifts the 
hydrolysis equilibrium of the ferrous ion towards the formation of Fe(OH)2 hydrogel. The 
hydrogel network slows down the subsequent transport of Fe2+(aq) and OH- to the bulk 
solution. This can, in turn, impede further oxidation of Fe0(m) to Fe2+(aq) at the metal surface 
while promoting the oxidation of FeII to less soluble FeIII in the hydrogel network. Under 
these conditions, oxidation can become more effectively coupled with transport of the 
metal cations and chemical oscillation is induced.  
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This work has shown that the formation of Liesegang bands during carbon steel 
corrosion involves more than one reaction-diffusion front. As the reaction-diffusion front 
involving Fe2+ and OH- forming solid Fe(OH)2 propagates, oxidation of Fe(OH)2 to 
Fe(OH)3 also takes place. This generates a second reaction (Fe(OH)3 production)-diffusion 
front that follows the Fe(OH)2 production-diffusion front after a delay. During the slow but 
continuous diffusion through the growing hydrogel layer, the Fe(OH)2 and Fe(OH)3 then 
slowly undergo cyclic redox and precipitation-dissolution processes to eventually yield 
thermodynamically more stable mixed FeII/FeIII (Fe3O4) and FeIII oxides (α-FeOOH, g-
FeOOH and α-Fe2O3). That is, oxide growth by Ostwald ripening (in a slow diffusing 
medium) is strongly coupled with the redox reactions of ferrous and ferric species due to 
their very different solubilities. We refer to this process as “redox-assisted Ostwald 
ripening”. The result of this redox-assisted Ostwald ripening is Liesegang bands consisting 
of not just one type of oxide but bands of ferrous, ferric and mixed hydroxides and oxides. 
A schematic of the corrosion progression is presented in Figure 9.1.  
 
 
Figure 9.1   Corrosion progression of Fe, including the electrochemical oxidation and 
metal cation dissolution/precipitation steps.  
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Since hydrogel formation, OH- and Fe2+(aq) transport, and oxide growth and 
conversion are all strongly coupled, small changes in oxidizing and solution transport 
environments can lead to the formation of oxides that differ greatly in composition, 
thickness and uniformity. Slight differences in surface morphology and topography can 
then be amplified even more via prolonged redox-assisted Ostwald ripening to create 
striking patterns as shown in Figure 9.2.  
 
 
Figure 9.2   Elevation profiles of Liesegang bands formed on CS corroded (a) submerged 
under 2 mL pure water for one day in the presence of g-radiation at 2.5 kGy/h, and (b) 
hanging upside-down in 500 mL pure water for two days. 
 
Such spatial variation in oxide thickness is often misinterpreted as a localized 
phenomenon caused by variation in redox reactivity of the metal surface resulting from 
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microstructural variations. This study has shown that in this case spatial variations in oxide 
thickness and type are actually the result of a feedback loop that develops between different 
solution processes. These processes can have a significant effect on the electrochemical 
redox reactions and solution transport processes but have been neglected in previous 
studies. Existing corrosion mechanisms have yet to establish the type of oxide and its 
growth dynamics as a function of solution environmental parameters such as oxidant 
concentration, pH, ionic strength, temperature, convective flow rate and ratio of solution 
volume to surface area. The effects of individual solution parameters on the overall 
corrosion dynamics are not independent of each other, and not taking this into account can 
lead to incomplete, or even incorrect analyses of corrosion systems. 
Two examples indicating this type of evolution of surface morphologies, 
independent of the microstructure of the substrate metal, are given below (Figure 9.3 and 
Figure 9.4). Shown in Figure 9.3 are the SEM and optical micrographs of the substrate 
metal after removing the oxides. Before removing the oxides, the surface had extensive 
growth of oxides and pattern formation after 3-day corrosion in 5 mL pure water. The 
images on the left show the boundary between the pearlite phase (having a lamellar 
structure of alternating cementite (iron carbide) and ferrite) and the α-Fe phase exposed 
after dissolution. The gaps between cementite structures are filled with amorphous oxides 
which would have been viscous hydrogel that spread into the gaps. Cementite structure, 
providing narrow crevice-like conditions, is known to be a potential initiator for micro-
galvanic corrosion. These results show that no accelerated dissolution or preferential 
corrosion is taking place in the pearlite structure and confirms that the phase-composition 
and morphology of oxide change with time and that their evolution depends on solution 
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parameters, independent of metallographic structure. On the right-hand side are the images 
of small cavities found on the dissolved surface. They were observed uniformly across the 
surfaces that experienced dissolution. These microscale pits are also often regarded as 
potential localized corrosion initiation sites that create an aggressive pitting environment. 
However, the SEM images show clear crystalline inner structure with no sign of irregular 
penetrations. This indicates that the hollow was created by pure dissolution of inclusions.  
 
 
Figure 9.3   Investigation of the damage to substrate metal after removing heavy oxides. 
The coupon was corroded in 5 mL pure water for 72 h and had extensive oxide growth 
and pattern formation before removing the oxides. To examine the substrate metal, the 
coupon was sonicated in ethanol. 
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 Figure 9.4 shows another investigation into the substrate metal damage, for a 
coupon corroded in a large solution volume (3 days, 700 mL pure water). After removing 
the oxides, the marks of the wave patterns still remained as a thin layer of residual 
magnetite with ~1 µm thickness. The FIB cut across the boundary between the yellow and 
black regions of a wave pattern shows no indications of localized corrosion. At the centers 
of the circular patterns, there were always one or more hollow inclusion sites. The example 
shown in Figure 9.4 is before the inclusions had completely dissolved out. The 
composition of the inclusions was mainly manganese and sulfur, as shown by EDX. The 
depths of these inclusion sites were between 10-50 µm, which is about the typical grain 
size of carbon steel.  
 
 
Figure 9.4   Investigation on the substrate metal underneath circular patterns.  
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 These observations confirm that the dissolution of metal occurs (nominally) 
uniformly and oxide growth and conversion evolve according to the solution environment, 
independent of the metallographic properties. Variations in microstructure such as 
inclusions can initiate faster dissolution at first, but their effect soon diminishes. 
 
9.2 IMPLICATIONS FOR CORROSION RESEARCH 
 The lack of mechanistic understanding of oxide growth during corrosion is reflected 
in the way corrosion dynamics are conventionally modelled. In existing corrosion rate 
models, the elementary steps (interfacial mass and charge transfer, solution transport, and 
subsequent oxide growth) are assumed to occur in sequence without any feedback between 
the different processes. The overall corrosion rate is then determined based on linear 
dynamics of the sequential processes, i.e., the possible effect of a later step on the rate of a 
preceding process is ignored. These models also assume that a corrosion system approaches 
a single stable steady state and remains at that state once reached. Hence, a lot of effort has 
been expended first in identifying the rate determining step(s) (RDS) at the steady state 
and then in accurately formulating the rate equation of the RDS as a function of corrosion 
parameters.  
In corrosion interfacial charge transfer is one of the RDS. Because the redox 
properties of the metal are key parameters controlling this charge transfer step, the effect 
of metallurgical structure on corrosion has been studied in detail. These studies have often 
falsely attributed the observation of non-uniform distribution of oxide deposits across 
corroding metal surfaces to spatial variations in the redox activity of the metal surface. In 
previous models of the corrosion of passive alloys in the presence of a surface oxide layer, 
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the interfacial charge transfer rate has been formulated using the transport rates of 
ions/vacancies and electrons/holes through the solid oxide layer with each charge carrier 
having a different transport coefficient. While these models examine the interfacial charge 
transfer kinetics in extreme detail, they often fail to recognize that the solution transport 
and reactions of corrosion products in the metal-solution interfacial region can also have a 
significant impact on the corrosion dynamics.  
In an open system, the reaction kinetics of a chemical species can become strongly 
coupled with its flux in and out the reaction volume, resulting in sustained cyclic feedback 
loop(s) between the different processes. Such systemic feedback generates oscillations 
and/or periodic patterns in observable quantities, referred to as chemical waves.  
A closed system subjected to a perturbation from equilibrium (e.g., non-
homogeneous distribution of chemicals at the onset of reaction) always reverts to its one 
and only equilibrium state. An open system subjected to a perturbation, however, may not 
reach the steady state that is thermodynamically the most stable. A steady state is reached 
when the activities of chemical species stay constant with time. In an open system, 
chemical species in the reaction volume are continuously produced or removed not just by 
chemical reactions, but also by mass transport/flux. Hence, the dynamics at steady state are 
a function of both reaction kinetics and the fluxes of chemical species in the system. A 
steady state of an evolving system can therefore collapse allowing a new steady state to be 
established. The system may not stay in one steady state for long but oscillate between 
different steady states, and the transition from one to another depends on the solution 
environment. Liesegang and other oscillation phenomena are due to oscillation between 
two steady states.  
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In corrosion, the total number of metal atoms in the solution phase continues to 
change with time. The dynamics of a corrosion system evolve with time due to the 
continuous transfer of metal atoms in and out the solution volume of the interfacial region, 
i.e., it is an open system. The CS corrosion system may not reach and remain at one stable 
steady state but may instead evolve towards a new steady state over time. Under certain 
solution conditions the CS corrosion system can oscillate between two stable steady states 
but may eventually settle into one of them. However, under the right combinations of 
oxidizing and transport conditions oscillation can persist for a long time, generating oxide 
wave patterns.  
When mass transport is fast and metal cation solubility is high, [Fe2+] cannot 
accumulate to its solubility limit, and the corrosion system may actually reach a single 
stable steady state. However, the work presented here demonstrates that under certain 
conditions, the system behaves differently. Because Fe2+ and OH- are simultaneously 
produced at the metal surface the [Fe2+] near the surface can quickly reach its saturation 
capacity, accelerating the production of mixed FeII/FeIII hydrogel. The slow transport 
within the gel network allows feedback between the diffusion, redox reactions and 
precipitation/redissolution to establish. This results in oxide growth in Liesegang patterns. 
Such concentric patterns are often misinterpreted as localized phenomena caused 
by variations in surface reactivity and metallurgical structure. This study has shown that it 
is more likely that they are the result of a feedback loop that develops between different 
solution processes. The findings of this work challenge existing methodologies and 
practices for corrosion testing and modeling that do not consider the solution reactions in 
the diffusion layer. These reactions can have a significant effect on the electrochemical 
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redox reactions and solution transport processes but have been neglected in previous 
studies. Furthermore, when a system oscillates between two different reactions each 
leading to a different corrosion path, extrapolation of long-term corrosion rates using 
conventional methodologies can be very misleading as the two paths may diverge greatly 
from each other. 
The oxide waves formed on corroded surfaces are a clear indication that the system 
oscillates between two different quasi-stable steady states for a sustained period. Chemical 
oscillation can cease with time and/or with small changes in solution parameters, and the 
system may revert to the initial steady state or approach a new steady state that follows 
very different chemical dynamics from those of the initial state.  
Formation of chemical waves is possible only under specific solution conditions 
because systemic feedback between electrochemical reactions, chemical reactions, solution 
transport and particle precipitation must be established and sustained for an extended 
period. In the presence of continuous catalytic cycles between different processes, accurate 
determination of the production rates of corrosion products (dissolved metal cations and 
metal oxide deposits) and their spatial distributions at specific times is nearly impossible. 
However, the parameters that are associated with the oscillating behaviour can be identified 
with reasonable accuracy. Due to the sensitivity of the strength of systemic feedback to 
solution parameters, the rates of formation and propagation of oxide waves can be used to 
develop a high-fidelity corrosion model as a function of solution parameters. 
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9.3 CONCLUSIONS 
In conclusion, this work has presented unprecedented experimental evidence of 
systemic feedback in corrosion, which results from the accumulation and reactions of the 
initial corrosion products in the solution phase near the metal surface. The initial corrosion 
products, metal cation and OH-, can rapidly form a hydrogel network near the metal surface. 
In the hydrogel, the redox reactions and transport of metal species can become strongly 
coupled, leading to chemical oscillation behaviours. 
The work presented here suggests that the major barrier to high-fidelity model 
development is the failure to account for systemic feedback. In the presence of systemic 
feedback, small changes in solution parameters can induce significant changes in the 
overall corrosion dynamics. The effects of individual solution parameters (e.g., pH, oxidant 
concentration, ratio of solution volume to surface area) on the overall corrosion dynamics 
are not independent of each other.  
Developing a high-fidelity corrosion model as a function of solution parameters 
will require the following steps: (1) identifying the individual elementary processes that 
could contribute to determination of corrosion rate; (2) establishing and formulating the 
independent kinetics of these processes; and (3) determining the overall corrosion rate by 
coupling the independent rate and flux equations. Investigating the solution conditions that 
induce oscillatory behaviour and/or periodic patterns will be an essential part of this 
process of model development, potentially allowing some of the kinetic parameters to be 
extracted.  
The findings of this work challenge existing methodologies and practices for 
corrosion testing and modelling but also have wider implications for other processes 
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involving metal/solution interfaces, such as nanoparticle growth, solid electrolyte 
degradation and remediation of metal-contaminated wastewater. Future attempts to 
develop high-fidelity corrosion models should take this fundamentally different 
understanding of the corrosion system into consideration. 
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Appendix A 
ELECTROCHEMICAL EQUILIBRIUM POTENTIALS 
 
 
Figure A-1   The electrochemical equilibrium potentials (VSCE) for iron redox reactions 
and various concentrations of H2O2 shown as a function of pH. 
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Appendix B 
CREVICE CORROSION TEST REPORT 
 
Canada’s long-term disposal plan for used nuclear fuel involves a deep geological 
repository (DGR). Key to the DGR design concept is the use of multiple natural and 
engineered barriers to isolate the nuclear waste from the environment. The used fuel 
container (UFC) is a major engineered barrier that must be resistant to long-term corrosion. 
One concern regarding the structural integrity of the current UFC design is localized 
corrosion of CS. The current Canadian UFC design involves a Cu-coated carbon steel 
vessel consists of a pressure-vessel-grade CS pipe coated with Cu that would be laser 
welded on site to Cu-coated hemispherical CS heads at both ends, followed by Cu coating 
over the welded region. Moisture trapped inside a UFC could condense as a water droplet 
over a small area or within the gap between the hemispherical head and the body.  
 
 
Figure B-1   Schematics of the NWMO Mark II used fuel container and the cross section 
showing possible water condensation near weld region. 
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 The inside UFC environment will be exposed to continuous flux of g-radiation. 
Despite extensive corrosion studies CS corrosion dynamics in small stagnant solution 
volumes particularly in the presence of ionizing radiation are not well understood to assess 
the integrity of the UFC design. 
 The environment inside the UFC is initially humid and exposed to a continuous 
flux of g-radiation emitted from the decay of radionuclides in the used fuel. Our current 
understanding of CS corrosion in small, stagnant water volumes that could accumulate in 
the gaps, even without radiation present, is limited. Because corrosion in a small volume 
quickly saturates the solution with dissolved metal ions, reactions of dissolved metal 
cations and metal hydroxide/oxide formation and growth can be extensive. This can be 
greatly exacerbated in the presence of ionizing radiation, which generates a highly 
oxidizing environment. These chemical processes can strongly affect corrosion dynamics. 
Hence, the corrosion in the gaps of the CS vessel may evolve very differently from that 
observed for corrosion in a large water volume, and prediction of long-term corrosion rates 
based on measurements made in large water volumes may not be appropriate. 
In this report, carbon steel corrosion in limited water volumes was studied by 
performing coupon exposure tests as a function of time, followed by post-test surface 
analyses by optical microscopy. The CS used in this work was cut from the prototype Mark 
II container provided by NWMO and the composition is shown in Table B-1.  
 
Table B-1   Elemental composition of SA-106 Gr. C carbon steel sample. 
Element C Mn P S Si Cr Cu Mo Ni V Fe 
Composition 
in wt.% 
0.35 0.29-
1.06 
0.035 0.035 0.1 0.4 0.4 0.15 0.4 0.08 balance 
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Appendix B-1   Crevice Radiation Exposure Test at 80	°C 
Test Conditions: Small volume (500 µL) crevice experiment at 80 °C, under radiation.  
Duration of test: 7 days 
 
For the crevice test, one surface of a rectangular CS coupon (0.5 × 0.5 × 2 cm) was 
covered with a glass slide. Between the coupon and the glass slide, two 0.1 mm thick 
spacers (99.9% gold) were placed on both sides of the longer edges. After the sample was 
placed in a test vial, 0.5 mL of pure water was carefully added through the crevice making 
sure it is wet and the excess water was collected at the bottom of the vial. The vial was then 
placed in an autoclave and irradiated at 80 °C for 7 days. 
 
 
Figure B-2   Test sample prepared with CS, glass slide (as the crevice former) and gold 
wire.  
 
Crevice was formed between a 0.5 × 0.5 × 2 cm coupon and a glass slide tightened 
by 99.9 % gold wire. The size of crevice (water volume) was controlled by inserting 0, 1, 
2, 4 layers of gold foil spacers (0.05 mm thick). After the sample was put into a vial, 0.5 
mL of pure water was added through the crevice making sure it is wet (Figure B-3).  
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Figure B-3   Sample setup prepared with the gold spacers inserted (a), and the test setup 
in a quartz vial (b). 
 
 Shown in Figure B-4 are the pictures of coupons showing the crevice side opened 
up after the test. The crevice surface remains relatively clean and these results are 
consistent with the previously reported data.[1] In argon, very thin, dark oxide films with 
the thin-film interference (rainbow colours) were observed. The coupons exposed in the air 
showed more severe corrosion on the boldly exposed area but oxide formation on the 
within the crevice was similar to the de-aerated cases.  
Figure B-5 shows the high magnification optical images of the crevice surfaces for 
the “No spacers” cases where the crevice size is less than 0.03 mm. Under de-aerated 
conditions, a thin translucent oxide film was found in the crevice and the formation of 
granular oxides was not observed. In air, some granular oxide particles (magnetite and 
lepidocrocite) were observed although not significant. A thin layer of translucent oxide 
film was also observed, similar to the de-aerated case. These thin oxide films are the 
hydroxide gel layers that formed in the crevice where the solution volume was occluded 
and rapidly saturated with the corrosion products, Fe2+ and OH-. The cracks on the 
hydrogel layer were formed during the drying process.  
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Figure B-4   Crevice Surfaces after 7-d exposure in irradiated water at 80 °C. 
 
 
Figure B-5   High-magnification optical images of the crevice surfaces tested without 
spacers under radiation at 80 °C. 
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 Shown in Figure B-6 are the crevice surfaces of the samples tested with different 
sizes of gold spacers inserted. The thin oxide layer formed from the dried hydroxide gel 
was observed on all samples. The formation of granular Fe3O4 and g-FeOOH oxide 
particles were more significant with a larger crevice size, and under aerated conditions.  
 
 
Figure B-6   High-magnification optical images of the crevice surfaces tested with 
different sizes of spacers under radiation at 80 °C. 
 
This study confirms that the inverse crevice corrosion occurs when the solution 
volume is limited. The overall oxidation of CS progresses from production of mainly 
soluble ferrous species to production of mainly insoluble ferric species. This progression 
is faster in a smaller water volume. The different corrosion behaviours on the bold and the 
crevice surfaces can be attributed to development of different water chemistry in the 
crevice and in the bulk solutions during corrosion progress. Diffusion of redox species and 
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corrosion products in the crevice volume will be much more restricted. Due to the small 
water volume inside a crevice, corrosion could rapidly saturate the solution with Fe2+ 
favoring the formation of hydrogel. 
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Appendix B-2   Weld Region Immersion Test at 25	°C 
Test Conditions: Weld regions of Mark II UFC samples were fully immersed in pure water.  
Parameters: Cover gas (Ar/air), Radiation (absence/presence) 
Duration of test: 5 days 
 
For the weld-region immersion test, samples were cut from the Mark II UFC 
prototype with the vessel and the hemispherical head welded together. The 5 × 1 × 0.5 cm 
samples were then put into vials filled with 10 mL of pure water (Figure B-7). After the 
tests, the weld region was cut open to investigate the crevice surface (Figure B-8).  
 
 
Figure B-7   Sample preparation and experimental setup for weld-region immersion test.  
 
 
Figure B-8   Crevice surfaces near the weld region cut open after test 
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No significant differences were observed from the samples exposed to different 
cover gas and radiation conditions. Shown in Figure B-9 are the crevice surface of a sample 
exposed to radiation under aerated conditions. Inside the crevice, there are fine grooves on 
the metal surface generated from the machining process of the container. The solution 
introduced into the crevice flows along these grooves from the edge to the center of the 
crevice. Due to the metal dissolution and oxide formation, the grooves are filled with 
corrosion products as shown in Figure B-10.  
 
 
Figure B-9   Crevice surface after 5-d exposure in irradiated water. 
 
Figure B-10   Optical images of the oxides filling the grooves in the crevice. 
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 As corrosion progresses, the accumulation of corrosion products reduces the size 
of the void volume of the grooves, which act as the water channels. This can effectively 
block the channel and stop further introduction of the solution into the crevice, 
subsequently impeding the overall corrosion process. The reduced sizes of these grooves 
after 5-day immersion test under radiation are compared with the ones on a pristine sample 
in Figure B-11.  
 
 
Figure B-11   Comparison of the crevice surfaces of a pristine sample and the sample 
corroded in aerated pure water under radiation for 5 days.  
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Appendix C 
IRRADIATION TEST AT 80 °C 
 
Test Conditions: Sample coupons were immersed in different volumes of aerated pure 
water, under radiation at 80 °C.  
Parameters: Solution volume (2, 3, 4, 5 mL) 
Duration of test: 7 days 
 
The environment inside the UFC is initially hot and humid, exposed to a continuous 
flux of g-radiation. In this experiment, CS coupons were immersed in small, stagnant 
volume of pure water and irradiated for 7 days at 80 °C.  
Shown in Figure C-1 are the optical images of the coupons with oxides on and 
oxides removed (sonicated). The surfaces are covered mostly with black magnetite (Fe3O4) 
and some red FeIII oxides due to the preferred conversion of Fe(OH)2 into Fe3O4 via 
Schikorr reaction. The high magnification images of the sonicated samples show no sign 
of localized corrosion.  
The solution analysis results shown in Figure C-2 indicate that the different 
solution volumes within the tested range does not have a significant effect on the rates of 
metal dissolution and oxide formation.  
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Figure C-1   Optical images of coupons corroded in different volumes of aerated pure 
water under radiation at 80 °C. 
 
 
Figure C-2   Total oxidized Fe content and concentrations for different volumes. 
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