Abstract. Harmony search algorithm is an intelligent optimization algorithm. The function converges to its optimal solution with increased iterations and completes the optimization by adjusting the solution variables repeatedly in harmony memory. The original steps and processes of harmony search algorithm are given, and an improved harmony search algorithm is proposed, the search efficiency is improved.
Introduction
Harmony search (HS) algorithm is a novel intelligent optimization algorithm proposed by Korean scholars Geem Z W et al. in 2001 [1] .Algorithm simulates a process that musicians adjustment band of each instrument in the tones, relying on his own memory in the music creation, and finally the tones reach a wonderful harmony state. At present, the method has been widely applied in clustering analysis [2] ; Multi-objective optimization [3] .structure finite element model updating [4] ; the design of parameters of PID control [5] and other issues. Research shows that HS has a better optimization effect than genetic algorithm and simulated annealing algorithm .
Original harmony search algorithm
The steps of original HS algorithm can be divided into the following five parts: initialize algorithm parameters; initialize memory; create a new harmony; update the harmony memory; determine the termination conditions [6] . The original HS algorithm is carried out as follows.
Initialization of parameters
The parameters of HS algorithm mainly include: harmony memory size (HMS), harmony memory considering rate (HMCR), pitch adjusting rat (PAR), fine-tuning bandwidth (bw).At the same time the termination conditions and the constraint condition of optimization problem also needs to be set. A non-constraint optimization problems can generally be described as:
where f(x)is the objective function, X is a vector consisting of decision variables. The original HS algorithm basically considers the objective function only. If the problem has equality and/or inequality constraints and a solution vector violates any of them, either the resulting infeasible solution will be abandoned or its objective function value will have a certain penalty score added.
. Initialization of harmony memory
The process of harmony memory (analogy to the genetic algorithm population) initialization is to initialize every dimensions of harmony vectors in the value range ,as shown in the following form.
The harmony memory form is as follows: 
Generation of new harmony vectors
This is the most core part, generated harmony vectors is a new solution vectors. New harmony is produced mainly by the following three ways: (1) learning from harmony memory ;(2) fine-tuning a tone;(3) generating a new tone randomly .
In producing a new harmony X*=[x 1 * , x 2 * , x 3 * ], a random number rand 1 is generated among the interval (0, 1), and then the generation of the variables is as following:
Second, if the new harmony x i * is from HM, it should be fine-tuned, specific operation is as following:
( )
Update of harmony memory
After new harmony vectors generated, it's evaluated firstly with the objective function. If it is superior to the worst harmony in new harmony memory, then replaces the worst in harmony memory. The specific operation is as following:
Determination of termination conditions
Repeat the above two steps until the termination criterion (maximum iterative steps) is satisfied. Original HS algorithm process is shown in figure 1. 1.In the original harmony algorithm, the values of PAR and bw is fixed, cannot give consideration to both global optimal solution and local optimal solution search, the performance of search algorithm will be impacted. PAR can enhance the capacity of local search of algorithm when its value is small , on the contrary, it contribute to adjust the search area around the harmony memory and make the algorithm search space expand to the whole solution space gradually. bw help to fine search in local area when its value is small, otherwise, it can make the algorithm to jump out of local optimum. At the beginning of the search algorithm, smaller PAR contribute to quick search in better area, at the later period of the algorithm, the larger par is conducive to jump out of local optimal algorithm, therefore, PAR should be changed from small to large. For bw , larger bw is conducive to the search in a larger scope at the beginning, in the late algorithm search , smaller bw is conducive to the fine search on a small scale. Hence, bw should be changed from large to small. Therefore, this paper puts forward a parameter dynamic update strategy: to set the value ranges of PAR and bw; at the beginning of the iteration, to choose greater parameters for updating in order to ensure the diversity of harmony memory; after a certain period of time, to choose the smaller for updating in order to improve the accuracy of the algorithm Adaptive Parameter Adjusting HS, APAHS). Specific update formula is as following:
where K and k denote the maximum number of iterations and the kth-iteration, respectively. PAR min and PAR max indicate the minimum and maximum pitch adjusting rates, respectively. bw min and bw max indicate the minimum and maximum bandwidths. The dynamic curve of PAR and bw is shown in figure 3 In the original harmony algorithm, when rand 1 <HMCR, a new harmony will be randomly selected from harmony memory. To a certain extent, the random choice is not conducive to update harmony memory in a better direction, thus to make sure it is towards a better direction, using the best harmony in harmony memory and fine-tuning at the same time, then comparing with the best, choosing the best one and updating(Best Harmony Evolution HS,BHEHS).
3.when rand 2 <PAR, the new harmony need be fine-tuned, the value added is random in the original harmony algorithm. For fine-tuning to the better orientation, a approach to adjust the orientation is given below :first, to calculate the average value of HM, if the new harmony x i * >average(x i ),then bw is minus from x i * ,otherwise, bw is plused to x i * .
Improved algorithm (AB-HS) uses the dynamic update PAR and bw to generate new harmony and evolve the best harmony of every generation. So algorithm optimization precision and convergence speed are improved. Improved harmonic algorithm flow chart is shown in figure 2 .
Typical function simulation experiment and result analysis
To test the search performance of the improved harmony search algorithm, we use the original HS algorithm [6] as a reference object, and optimize the minimum of the following three benchmark functions: The conclusions acquired from figure 5 and table 1: 1) From search results of the original HS algorithm, the optimization results are deviated from expected global optimal value for the defect of premature and local convergence; For high dimensional complex function optimization problems, the method is difficult to obtain ideal optimization results.
2) The comparison shows that the best,average and worst values precision and standard deviation of improved algorithm are better than the original algorithms; Improved algorithm improve the search ability of HS algorithm, and is more stable compared with the original algorithm.
Conclusion
This paper puts forward an improved harmony search algorithm, the difference between it and the original harmony search algorithm is that it adjusts the parameters and evolve the best harmony in every generation. The results of typical function extremum optimization show that the method is able to greatly enhance the optimization ability of the basic harmony search algorithm.
