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Abstract
For the iterated Prisoner’s Dilemma, there exist Markov strategies
which solve the problem when we restrict attention to the long term
average payoff. When used by both players these assure the coopera-
tive payoff for each of them. Neither player can benefit by moving uni-
laterally any other strategy, i.e. these are Nash equilibria. In addition,
if a player uses instead an alternative which decreases the opponent’s
payoff below the cooperative level, then his own payoff is decreased as
well. Thus, if we limit attention to the long term payoff, these good
strategies effectively stabilize cooperative behavior. We characterize
these good strategies and analyze their role in evolutionary dynamics.
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1 The Iterated Prisoner’s Dilemma
The Prisoner’s Dilemma is a two person game that provides a simple model
of a disturbing social phenomenon. It is a symmetric game in which each of
the two players, X and Y, has a choice between two strategies, c and d. Thus,
there are four outcomes which we list in the order: cc, cd, dc, dd, where, for
example, cd is the outcome when X plays c and Y plays d. Each then receives
a payoff. The following 2× 2 chart describes the payoff to the X player. The
transpose is the Y payoff.
X\Y c d
c R S
d T P
(1.1)
Alternatively, we can define the payoff vectors for each player by
SX = (R, S, T, P ) and SY = (R, T, S, P ). (1.2)
Davis [6] and Straffin [17] provide clear introductory discussions of the
elements of game theory.
Either player can use a mixed strategy, randomizing by choosing c with
probability pc and d with the complementary probability 1− pc.
A probability distribution v on the set of outcomes is a non-negative
vector with unit sum, indexed by the four states. That is, vi ≥ 0 for i =
1, ..., 4 and the dot product < v ·1 > = 1. For example, v2 is the probability
that X played c and Y played d. In particular, v1 + v2 is the probability X
played c. With respect to v the expected payoffs to X and Y, denoted sX
and sY , are the dot products with the corresponding payoff vectors:
sX = < v · SX > and sY = < v · SY > . (1.3)
The payoffs are assumed to satisfy
T > R > P > S and 2R > T + S. (1.4)
We will later use the following easy consequence of these inequalities.
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Proposition 1.1 If v is a distribution, then the associated expected payoffs
to the two players, as defined by (1.3), satisfy the following equation.
sY − sX = (v2 − v3)(T − S). (1.5)
So we have sY = sX iff v2 = v3.
In addition,
1
2
(sY + sX) ≤ R, (1.6)
with equality iff v = (1, 0, 0, 0). Hence, the following statements are equiv-
alent.
(i) 1
2
(sY + sX) = R.
(ii) v1 = 1.
(iii) sY = sX = R.
Proof: Dot v with SY −SX = (0, T−S, S−T, 0) and with
1
2
(SY +SX) =
(R, 1
2
(T + S), 1
2
(T + S), P ). Observe that R is the maximum entry of the
latter. ✷
In the Prisoner’s Dilemma, the strategy c is cooperation. When both
players cooperate they each receive the reward for cooperation (= R). The
strategy d is defection. When both players defect they each receive the
punishment for defection (= P ). However, if one player cooperates and the
other does not, then the defector receives the large temptation payoff (= T ),
while the hapless cooperator receives the very small sucker’s payoff (= S).
The condition 2R > T + S says that the reward for cooperation is larger
than the players would receive by dividing equally the total payoff of a cd or
dc outcome. Thus, the maximum total payoff occurs uniquely at cc and that
location is a strict Pareto optimum, which means that at every other outcome
at least one player does worse. The cooperative outcome cc is clearly where
the players “should” end up. If they could negotiate a binding agreement
in advance of play, they would agree to play c and each receive R. However,
the structure of the game is such that, at the time of play, each chooses a
strategy in ignorance of the other’s choice.
This is where it gets ugly. In game theory lingo, the strategy d strictly
dominates strategy c. This means that, whatever Y’s choice is, X receives a
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larger payoff by playing d than by using c. In the array (1.1) each number
in the d row is larger than the corresponding number in the c row above it.
Hence, X chooses d, and for exactly the same reason, Y chooses d. So they
are driven to the dd outcome with payoff P for each. Having firmly agreed
to cooperate, X hopes that Y will stick to the agreement because X can then
obtain the large payoff T by defecting. Furthermore, if he were not to play
d, then he risks getting S when Y defects. All the more reason to defect, as
X realizes Y is thinking the same thing.
The payoffs are often stated in money amounts or in years reduced from
a prison sentence (the original “prisoner” version), but it is important to un-
derstand that the payoffs are really in units of utility. That is, the ordering in
(1.4) is assumed to describe the order of desirability of the various outcomes
to each player when all the consequences of each outcome are taken into ac-
count. Thus, if X is induced to feel guilty at the dc outcome, then the payoff
to X of that outcome is reduced. Adjusting the payoffs is the classic way
of stabilizing cooperative behavior. Suppose prisoner X walks out of prison,
free after defecting, having consigned Y, who played c, to a 20 year sentence.
Colleagues of Y might well do X some serious damage. Anticipation of such
an event considerably reduces the desirability of dc for X, perhaps to well
below R. If X and Y each have threatening friends, then it is reasonable
for each to expect that a prior agreement to play cc will stand and so they
each receive R. However, in terms of utility this is no longer a Prisoner’s
Dilemma. In the book which originated modern game theory, Von Neumann
and Morgenstern [19], the authors developed an axiomatic theory of utility
which allows us to make sense of such arithmetic relationships as the second
inequality in (1.4). We won’t consider this further, but the reader should
remember that the payoffs are numerical measurements of desirability.
This two person collapse of cooperation can be regarded as a simple model
of what Garret Hardin [7] calls the tragedy of the commons. This is a similar
sort of collapse of mutually beneficial cooperation on a multi-person scale.
In the search for a way to avert this tragedy, attention has focused upon
repeated play. X and Y play repeated rounds of the same game. For each
round the players’ choices are made independently, but each is aware of all
of the previous outcomes. The hope is that the threat of future retaliation
will rein in the temptation to defect in the current round.
Robert Axelrod devised a tournament in which submitted computer pro-
grams played against one another. Each program played a fixed, but un-
known, number of rounds against each of the competing programs, and the
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resulting payoffs were summed. The results are described and analyzed in his
landmark book [4]. The winning program, Tit-for-Tat, submitted by game
theorist Anatol Rapaport, consists, after initial cooperation, in playing in
each round the strategy used by the opponent in the previous round. A
second tournament yielded the same winner. Axelrod extracted some inter-
esting rules of thumb from Tit-for-Tat and applied these to some historical
examples.
At around the same time, game theory was being introduced by John
Maynard Smith into biology in order to study problems in the evolution of
behavior. Maynard Smith [11] and Sigmund [13] provide good surveys of
the early work. Tournament play for games, which has been widely explored
since, exactly simulates the dynamics examined in this growing field of evo-
lutionary game theory. However, the tournament/evolutionary viewpoint
changes the problem in a subtle way. In evolutionary game theory, what
matters is how a player is doing as compared with the competing players.
Consider this with just two players and suppose they are currently consider-
ing strategies with the same payoff to each. Comparing outcomes, Y would
reject a move to a strategy where she does better, but which allows X to do
still better than she. That this sort of altruism is selected against is a major
problem in the theory of evolution. However, in classical game theory the
payoffs are in utilities. Y simply desires to obtain the highest absolute pay-
off. The payoffs to her opponent are irrelevant, except as data to predict X’s
choice of strategy. It is the classical problem that we will mainly consider,
although we will return to evolutionary dynamics in the last section.
I am not competent to summarize the immense literature devoted to these
matters. I recommend the excellent book length treatments of Hofbauer and
Sigmund [9], Nowak [12] and Sigmund [14]. The latter two discuss the Markov
approach which we now examine.
The choice of play for the first round is the initial play. A strategy is a
choice of initial play together with what we will call a plan: a choice of play,
after the first round, to respond to any possible past history of outcomes
in the previous rounds. A memory-one plan bases its response entirely on
outcome of the previous round. The Tit-for-Tat plan (hereafter, just TFT )
is an example of a memory-one plan.
With the outcomes listed in order as cc, cd, dc, dd, a memory one plan for
X is a vector p = (p1, p2, p3, p4) = (pcc, pcd, pdc, pdd) where pz is the proba-
bility of playing c when the outcome z occurred in the previous round. If
Y uses the memory-one plan q = (q1, q2, q3, q4) then the response vector is
5
(qcc, qcd, qdc, qdd) = (q1, q3, q2, q4) and the successive outcomes follow a Markov
chain with transition matrix given by:
M =


p1q1 p1(1− q1) (1− p1)q1 (1− p1)(1− q1)
p2q3 p2(1− q3) (1− p2)q3 (1− p2)(1− q3)
p3q2 p3(1− q2) (1− p3)q2 (1− p3)(1− q2)
p4q4 p4(1− q4) (1− p4)q4 (1− p4)(1− q4)


. (1.7)
We use the switch in numbering from the Y plan q to the Y response vector
because switching the perspective of the players interchanges cd and dc. This
way the “same” plan for X and for Y is given by the same vector. For
example, TFT for X and for Y is given by p = q = (1, 0, 1, 0), but the
response vector for Y is (1, 1, 0, 0). The plan Repeat is given by p = q =
(1, 1, 0, 0) with the response vector for Y equal to (1, 0, 1, 0). This plan just
repeats the previous play, regardless of what the opponent did.
We describe some elementary facts about finite Markov chains, see, e.g.,
Chapter 2 of Karlin and Taylor [10].
A Markov matrix like M is a non-negative matrix with row sums equal
to 1. Thus, the vector 1 is a right eigenvector with eigenvalue 1. For such
a matrix, we can represent the associated Markov chain as movement along
a directed graph with vertices the states, in this case, cc, cd, dc, dd, and with
a directed edge from the ith state zi to the j
th state zj when Mij > 0, that
is, when we can move from zi to zj with positive probability. In particular,
there is an edge from zi to itself iff the diagonal entry Mii is positive.
A path in the graph is a state sequence z1, ..., zn with n > 1 such that
there is an edge from zi to zi+1 for i = 1, ..., n−1. A set of states I is called a
closed set when no path that begins in I can exit I. For example, the entire
set of states is closed and for any z the set of states accessible via a path that
begins at z is a closed set. I is closed iffMij = 0 whenever zi ∈ I and zj 6∈ I.
In particular, when we restrict the chain to a closed set I, the associated
submatrix of M still has row sums equal to 1. A minimal, nonempty, closed
set of states is called a terminal set. A state is called recurrent when it lies
in some terminal set and transient when it does not. The following facts are
easy to check.
• A nonempty, closed set of states I is terminal iff for all zi, zj ∈ I, there
exists a path from zi to zj .
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• If I is a terminal set and zj ∈ I, then there exists zi ∈ I with an edge
from zi to zj .
• Distinct terminal sets are disjoint.
• Any nonempty, closed set contains at least one terminal set.
• From any transient state there is a path into some terminal set.
Suppose we are given an initial distribution v1, describing the outcome
of the first round of play. The Markov process evolves in discrete time via
the equation
vn+1 = vn ·M, (1.8)
where we regard the distributions as row vectors.
In our game context, the initial distribution is given by the initial plays,
pure or mixed, of the two players. If X uses initial probability pc and Y uses
qc, then
v1 = (pcqc, pc(1− qc), (1− pc)qc, (1− pc)(1− qc)). (1.9)
Thus, vni is the probability that outcome zi occurs on the n
th round of
play. A distribution v is stationary when it satisfies vM = v. That is, it is a
left eigenvector with eigenvalue 1. From Perron-Frobenius theory (see, e.g.,
Appendix 2 of [10]) it follows that if I is a terminal set, then there is a unique
stationary distribution v with vi > 0 iff i ∈ I. That is, the support of v is
exactly I. In particular, if the eigenspace ofM associated with the eigenvalue
1 is one dimensional, then there is a unique stationary distribution, and so a
unique terminal set which is the support of the stationary distribution. The
converse is also true and any stationary distribution v is a mixture of the
vJ ’s where vJ is supported on the terminal set J . This follows from the fact
that any stationary distribution v satisfies vi = 0 for all transient states zi
and so is supported on the set of recurrent states. On the recurrent states
the matrix M is block diagonal. Hence, the following are equivalent in our
4× 4 case.
• There is a unique terminal set of states for the process associated with
M .
• There is a unique stationary distribution vector for M .
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• The matrix M ′ = M − I has rank 3.
We will call M convergent when these conditions hold. For example, when
all of the probabilities of p and q lie strictly between 0 and 1, then all the
entries of M given by (1.7) are positive and so the entire set of states is the
unique terminal state and the positive matrix M is convergent.
The sequence of the Cesaro averages { 1
n
Σni=1 v
i} of the outcome distribu-
tions always converges to some stationary distribution v. That is,
Limn→∞
1
n
Σnk=1 v
k = v. (1.10)
Hence, using the payoff vectors from (1.2) the long run average payoffs for
X and Y converge to sX and sY of (1.3) with v this limiting stationary
distribution.
When M is convergent, the limit v is the unique stationary distribution
and so the average payoffs are independent of the initial distribution. In the
non-convergent case, the long term payoffs depend on the initial distribu-
tion. Suppose there are exactly two terminal sets, I and J , with stationary
distribution vectors vI and vJ , supported on I and J , respectively. For any
initial distribution v1, there are probabilities pI and pJ = 1− pI of entering
into, and so terminating in, I or J , respectively. In that case, the limit of
the Cesaro averages sequence for {vn} is given by
v = pIvI + pJvJ , (1.11)
and the limits of the average payoffs are given by (1.3) with this distribution
v. This extends in the obvious way when there are more terminal sets.
When Y responds to the memory-one plan p with a memory-one plan q,
we have the Markov case as above. We will also want to see how a memory-
one plan p for X fares against a not necessarily memory-one response by Y.
We will call such a response pattern a general plan to emphasize that it need
not be memory-one That is, a general plan is a choice of response, pure or
mixed, for any sequence of previous outcomes. Hereafter, unless we use the
expression “general plan”, we will assume a plan is memory-one.
If Y uses a general plan, then the sequence of Cesaro averages need not
converge. We will call any limit point of the sequence an associated limit dis-
tribution. We will call sX and sY , given by (1.3) with such a limit distribution
v, the expected payoffs associated with v.
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Call a plan p agreeable when p1 = 1 and firm when p4 = 0. That is, an
agreeable plan always responds to cc with c and a firm plan always responds
to dd with d. If both p and q are agreeable, then {cc} is a terminal set for
the Markov matrix M given by (1.7) and so v = (1, 0, 0, 0) is a stationary
distribution with fixation at cc. If both p and q are firm, then {dd} is
a terminal set for M and v = (0, 0, 0, 1) is a stationary distribution with
fixation at dd. Any convex combination of agreeable plans (or firm plans) is
agreeable (respectively, firm).
An agreeable plan together with initial cooperation is called an agreeable
strategy.
The plans TFT = (1, 0, 1, 0) and Repeat = (1, 1, 0, 0) are each agreeable
and firm. The same is true for any mixture of these. If both X and Y use
TFT , then the outcome is determined by the initial play. Initial outcomes
cc and dd lead to immediate fixation. Either cd or dc results in period 2
alternation between these two states. Thus, {cd, dc} is another terminal set
with stationary distribution (0, 1
2
, 1
2
, 0). If a · TFT + (1 − a)Repeat is used
instead by either player (with 0 < a < 1 ), then eventually fixation at cc
or dd results. There are then only two terminal sets instead of three. The
period 2 alternation described above illustrates why we needed the Cesaro
limit, i.e. the limit of averages, in (1.10) rather than the limit per se.
Because so much work had been done on this Markov model, the exciting
new ideas in Press and Dyson [15] took people by surprise. They have inspired
a number of responses, e.g., Stewart and Plotkin [16] and especially, Hilbe,
Nowak and Sigmund [8]. I would here like to express my gratitude to Karl
Sigmund whose kind, but firm, criticism of the initial draft directed me to this
recent work. The result is both a substantive and expository improvement.
Our purpose here is to use these new ideas to characterize the plans that
are good in the following sense.
Definition 1.2 A plan p for X is called good if it is agreeable and if for any
general plan chosen by Y against it and any associated limit distribution, the
expected payoffs satisfy
sY ≥ R =⇒ sY = sX = R. (1.12)
The plan is called of Nash type if it is agreeable and if the expected payoffs
against any Y general plan satisfy
sY ≥ R =⇒ sY = R. (1.13)
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A good strategy is a good plan together with initial cooperation.
By Proposition 1.1, sY = sX = R iff the associated limit distribution is
(1, 0, 0, 0). In the memory-one case, (1, 0, 0, 0) is a stationary distribution
iff both plans are agreeable. It is the unique stationary distribution iff, in
addition, the matrix M is convergent. If p is not agreeable, then (1.12) can
be vacuously true. For example, if X plays AllD = (0, 0, 0, 0), then for any
Y response P ≥ sY and the implication is true.
When both players use agreeable strategies, i.e. agreeable plans with
initial cooperation, then the joint cooperative payoff is achieved. The pair of
strategies is a Nash equilibrium exactly when the two plans are of Nash type.
That is, both players receive R and neither player can do better by playing
an alternative plan. A good plan is of Nash type, but more is true. We will
see that with a Nash equilibrium it is possible that Y can play an alternative
which still yields R for herself but with the payoff to X smaller than R. That
is, Y has no incentive to play so as to reach the joint cooperative payoff. On
the other hand, if X uses a good plan, then the only responses for Y that
obtain R for her also yield R for X.
The plan Repeat = (1, 1, 0, 0) is an agreeable plan that is not of Nash
type. If both players use Repeat, then the initial outcome repeats forever. If
the initial outcome is cd, then sY = T and sX = S.
For a plan p, we define the X Press-Dyson vector p˜ = p − e12, where
e12 = (1, 1, 0, 0). Considering the utility of the following result of Hilbe,
Nowak and Sigmund, its proof, taken from Appendix A of [8], is remarkably
simple.
Theorem 1.3 Assume that X uses the plan p with X Press-Dyson vector p˜.
If the initial plays and the general plan of Y yields the sequence of distribu-
tions {vn}, then
Limn→∞
1
n
Σnk=1 < v
k · p˜ > = 0,
and so < v · p˜ > = v1p˜1 + v2p˜2 + v3p˜3 + v4p˜4 = 0
(1.14)
for any associated limit distribution v.
Proof: Let vn12 = v
n
1 + v
n
2 , the probability that either cc or cd is the
outcome in the nth round of play. That is, vn12 =< v
n ·e12 > is the probability
that X played c in the nth round. On the other hand, since X is using the plan
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p, pi is the conditional probability that X plays c in the next round, given
outcome zi in the current round. Thus, < v
n · p > is the probability that X
plays c in the (n+1)st round, i.e. it is vn+112 . Hence, v
n+1
12 −v
n
12 = < v
n · p˜ >.
The sum telescopes to yield
vn+112 − v
1
12 = Σ
n
k=1 < v
k · p˜ > . (1.15)
As the left side has absolute value at most 1, the limit (1.14) follows. If a
subsequence of the Cesaro averages converges to v, then < v · p˜ > = 0 by
continuity of the dot product. ✷
To illustrate the use of this result, we examine TFT = (1, 0, 1, 0) and
another plan which has been labeled in the literature Grim = (1, 0, 0, 0). We
consider mixtures of each with Repeat = (1, 1, 0, 0).
Corollary 1.4 Let 1 ≥ a > 0.
(a) The plan p = aTFT + (1− a)Repeat is a good plan with sY = sX for
any limiting distribution.
(b) The plan p = aGrim+ (1− a)Repeat is good.
Proof: (a) In this case, p˜ = a(0,−1, 1, 0) and so (1.14) implies that
v2 = v3. Thus, sY = sX . From this (1.12) follows from Proposition 1.1.
(b) Now p˜ = a(0,−1, 0, 0) and so (1.14) implies that v2 = 0. Thus,
sY = v1R+ v3S + v4P and this is less than R unless v3 = v4 = 0 and v1 = 1.
When v1 = 1, sY = sX = R, proving (1.12). ✷
In the next section we will prove the following characterization of the
good plans.
Theorem 1.5 Let p = (p1, p2, p3, p4) be an agreeable plan other than Repeat.
That is, p1 = 1 but p 6= (1, 1, 0, 0).
The plan p is of Nash type iff the following inequalities hold.
T −R
R − S
· p3 ≤ (1− p2) and
T −R
R− P
· p4 ≤ (1− p2). (1.16)
The plan p is good iff, in addition, both inequalities are strict.
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Corollary 1.6 In the compact convex set of agreeable plans, the set {p equals
Repeat or is of Nash type } is a closed convex set with interior the set of
good plans.
Proof: The X Press-Dyson vectors form a cube and the agreeable plans
are the intersection with the subspace p˜1 = 0. We then intersect with the
half-spaces defined by
T −R
R − S
p˜3 + p˜2 ≤ 0 and
T − R
R − P
p˜4 + p˜2 ≤ 0. (1.17)
The result is a closed convex set with interior given by the strict inequalities.
Notice that these conditions are preserved by multiplication by a positive
constant a ≤ 1 or by any larger constant so long as ap˜ remains in the cube.
Hence, Repeat with p˜ = 0 is on the boundary. ✷
It is easy to compute that that
det


R R 1 0
S T 1 1
T S 1 1
P P 1 0


= −2(R − P )(T − S). (1.18)
Hence, with e23 = (0, 1, 1, 0), we can use {SX ,SY , 1, e23} as a basis for R
4.
For a distribution vector v we will write v23 for v2+ v3 = < v · e23 >. From
Theorem 1.3, we immediately obtain the following.
Theorem 1.7 If p is a plan whose X Press-Dyson vector p˜ = αSX +βSY +
γ1+δe23 and v is a limit distribution when Y plays some general plan against
p, then the average payoffs satisfy the following Press-Dyson Equation.
αsX + βsY + γ + δv23 = 0. (1.19)
The most convenient cases to study occur when δ = 0. Press and Dyson
called such a plan a Zero-Determinant Strategy (hereafter ZDS) because of an
ingenious determinant argument leading to (1.19). We have used Theorem
1.3 of Hilbe-Nowak-Sigmund instead.
This representation yields a simple description of the good plans.
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Theorem 1.8 Assume that p = (p1, p2, p3, p4) is an agreeable plan with X
Press-Dyson vector p˜ = αSX + βSY + γ1 + δe23. Assume that p is not
Repeat, i.e. (α, β, γ, δ) 6= (0, 0, 0, 0). The plan p is of Nash type iff
max(
δ
(T − S)
,
δ
(2R− (T + S))
) ≤ α. (1.20)
The plan p is good iff, in addition, the inequality is strict.
Remark: Observe that T − S > 2R− (T + S) > 0. It follows that if
δ ≤ 0, then p is good iff δ
(T−S)
< α. On the other hand, if δ > 0, then p is
good iff δ
(2R−(T+S))
< α.
In the next section, we will investigate the geometry of the {SX ,SY , 1, e23}
decomposition of the Press-Dyson vectors and prove the theorems.
2 Good Plans and The
Press-Dyson Decomposition
We begin by normalizing the payoffs. We can add to all a common number
and multiply all by a common positive number without changing the rela-
tionship between the various strategies. We subtract S and divide by T −S.
So from now on we will assume that T = 1 and S = 0.
The payoff vectors of (1.2) are then given by
SX = (R, 0, 1, P ), SY = (R, 1, 0, P ), (2.1)
and from (1.4) we have
1 > R >
1
2
, and R > P > 0. (2.2)
After normalization Theorem 1.5 becomes the following.
Theorem 2.1 Let p = (p1, p2, p3, p4) be an agreeable plan other than Repeat.
That is, p1 = 1 but p 6= (1, 1, 0, 0).
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The plan p is of Nash type iff the following inequalities hold.
1− R
R
· p3 ≤ (1− p2) and
1− R
R− P
· p4 ≤ (1− p2). (2.3)
The plan p is good iff, in addition, both inequalities are strict.
Proof: We first eliminate the possibility p2 = 1. If 1 − p2 = 0, then
the inequalities would yield p3 = p4 = 0 and so p = Repeat, which we have
excluded. On the other hand, if p2 = 1, then p = (1, 1, p3, p4). If against
this Y plays AllD = (0, 0, 0, 0), then {cd} is a terminal set with stationary
distribution (0, 1, 0, 0) and so with sY = 1 and sX = 0. Hence, p is not
of Nash type. Thus, if p2 = 1, then neither is p of Nash type, nor do the
inequalities hold for it. We now assume 1− p2 > 0.
Observe that
sY −R = (v1R + v2 + v4P ) − (v1R + v2R + v3R + v4R)
= v2(1−R) − v3R − v4(R− P ).
(2.4)
Hence, multiplying by the positive quantity (1− p2), we have
sY >= R ⇐⇒ (1−p2)v2(1−R) >= v3(1−p2)R + v4(1−p2)(R−P ),
(2.5)
where this notation means that the inequalities are equivalent and the equa-
tions are equivalent.
Since p˜1 = 0, equation (1.14) implies v2p˜2 + v3p˜3 + v4p˜4 = 0 and so
(1− p2)v2 = v3p3 + v4p4. Substituting in the above inequality and collecting
terms we get
sY >= R ⇐⇒ Av3 >= Bv4 with
A = [p3(1−R)− (1− p2)R] and B = [(1− p2)(R− P )− p4(1−R)].
(2.6)
Observe that the inequalities of (2.3) are equivalent to A ≤ 0 and B ≥ 0.
The proof is completed by using a sequence of little cases.
Case(i) A = 0, B = 0 : In this case, Av3 = Bv4 holds for any strategy for
Y. So for any Y strategy, sY = R and p is of Nash type. If Y chooses a plan
that is not agreeable, then {cc} is not a closed set of states and so v1 6= 1.
From Proposition 1.1, sX < R and so p is not good.
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Case(ii) A < 0, B = 0 : The inequality Av3 ≥ Bv4 holds iff v3 = 0. If
v3 = 0, then Av3 = Bv4 and so sY = R. Thus, p is Nash.
Case(iia) B ≤ 0, any A: Assume Y chooses a plan that is not agreeable
and is such that v3 = 0. For example, if Y plays AllD = (0, 0, 0, 0), then no
state moves to dc. With such a Y choice, Av3 ≥ Bv4 and so sY ≥ R. As
above, v1 6= 1 because the Y plan is not agreeable. Again sX < R and p is
not good. Furthermore, v3 = 0, v1 < 1, p2 < 1, and (1 − p2)v2 = v4p4 imply
that v4 > 0. So if B < 0, then Av3 > Bv4 and so sY > R. Hence, p is not
Nash when B < 0.
Case(iii) A = 0, B > 0: The inequality Av3 ≥ Bv4 holds iff v4 = 0. If
v4 = 0, then Av3 = Bv4 and sY = R. Thus, p is Nash.
Case(iiia) A ≥ 0, any B: Assume Y chooses a plan that is not agreeable
and is such that v4 = 0. For example, if Y plays (0, 1, 1, 1), then no state
moves to dd. With such a Y choice, Av3 ≥ Bv4 and so sY ≥ R. As before,
v1 6= 1 implies sX < R and the plan is not good. Furthermore, v4 = 0, v1 <
1, p2 < 1, and (1 − p2)v2 = v3p3 imply that v3 > 0. So if A > 0, then
Av3 > Bv4 and so sY > R. Hence, p is not Nash when A > 0.
Case(iv) A < 0, B > 0: The inequality Av3 ≥ Bv4 implies v3, v4 = 0. So
(1− p2)v2 = v3p3 + v4p4 = 0. Since p2 < 1, v2 = 0. Hence, v1 = 1. That is,
sY ≥ R implies sY = sX = R and so p is good. ✷
Remarks: (a) Since 1 > R > 1
2
, it is always true that 1−R
R
< 1. On the
other hand, 1−R
R−P
can be greater than 1 and the second inequality requires
p4 ≤
R−P
1−R
. In particular, if p2 = 0, then the plan is good iff p4 <
R−P
1−R
.
For example, the plan (1, 0, 0, 1) is, in the literature, labeled Pavlov, or
WinStay, LoseShift. This plan always satisfies the first inequality strictly,
but it satisfies the second strictly, and so is good, iff 1−R < R− P .
(b) In Case(i) of the proof, the payoff sY = R is determined by p indepen-
dent of the choice of strategy for Y . In general, plans that fix the opponent’s
payoff in this way were described by Press and Dyson [15] and, earlier, by
Boerlijst, Nowak and Sigmund [5], where they are called equalizer strategies.
The agreeable equalizer plans have p˜ = a(0,−1−R
R
, 1, R−P
R
) with 1 ≥ a > 0.
Christian Hilbe suggests a nice interpretation of the above results:
Corollary 2.2 Let p be an agreeable plan with p2 < 1.
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(a) If p is good, then using any plan q that is not agreeable forces Y to
get a payoff sY < R.
(b) If p is not good, then by using at least one of the two plans q =
(0, 0, 0, 0) or q = (0, 1, 1, 1), Y can certainly obtain a payoff sY ≥ R, and
force X to get a payoff sX < R.
(c) If p is not Nash, then by using at least one of the two plans q =
(0, 0, 0, 0) or q = (0, 1, 1, 1) Y can certainly obtain a payoff sY > R, and
force X to get a payoff sX < R.
Proof: (a) If p is good, then sY ≥ R implies sY = sX = R which requires
v = (1, 0, 0, 0). This is only stationary when q as well as p is agreeable.
(b) and (c) follow from the analysis of cases in the above proof. ✷
Remark: If p2 = p1 = 1, then the plan p is not Nash. As observed in the
proof of Theorem 2.1 above, if Y plays q = (0, 0, 0, 0), then cd is a terminal
set with stationary distribution v = (0, 1, 0, 0) and so with sY = 1, sX = 0.
However, if, in addition, p4 = 0, e.g. if X uses Repeat, then dd is also
a terminal set. Thus, if X plays p with 1 − p4 = p2 = p1 = 1 and Y
always defects, then fixation occurs immediately at either cd with sY = 1
and sX = 0, or else at dd with sY = sX = P . The result is determined by
the initial play of X.
We now consider the Press-Dyson representation, using the normalized
payoff vectors of (2.1). If p˜ = αSX + βSY + γ1+ δe23 is the X Press-Dyson
vector of a plan p, then it must satisfy two sorts of constraints.
The sign constraints require that the first two entries be nonpositive and
the last two be nonnegative. That is,
(α + β)R + γ ≤ 0,
β + γ + δ ≤ 0,
α + γ + δ ≥ 0,
(α + β)P + γ ≥ 0.
(2.7)
Lemma 2.3 If p˜ = αSX + βSY + γ1 + δe23 satisfies the sign constraints,
then
α + β ≤ 0 and γ ≥ 0,
α + β = 0 ⇔ γ = 0.
(2.8)
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Proof: Subtracting the fourth inequality from the first we see that (α+
β)(R − P ) ≤ 0 and so R − P > 0 implies α + β ≤ 0. Then the fourth
inequality and P > 0 imply γ ≥ 0. The first and fourth imply α + β = 0 iff
γ = 0. ✷
Remark: Notice that both p˜1 and p˜4 vanish iff α + β = γ = 0. These
are the cases when the plan p is both agreeable and firm.
In addition, the entries of an X Press-Dyson vector have absolute value at
most 1. These are the size constraints. If a vector satisfies the sign constraints
then, multiplying by a sufficiently small positive number, we obtain the size
constraints as well. Any vector in R4 that satisfies both the sign and the size
constraints is an X Press-Dyson vector. Call p a top plan if |p˜i| = 1 for some
i. For any plan p, other than Repeat, which has X Press-Dyson vector 0,
p = a(pt) + (1 − a)Repeat for a unique top plan pt and a unique positive
a ≤ 1. Equivalently, p˜ = ap˜t.
Observe that p is agreeable iff p˜1 = 0 and so iff (α + β)R + γ = 0. In
that case, β = −α− γR−1. Substituting into (1.19), we obtain the following
corollary of Theorem 1.7.
Corollary 2.4 If p is an agreeable plan with X Press-Dyson vector p˜ =
αSX + βSY + γ1 + δe23, then the payoffs with any limit distribution satisfy
the following version of the Press-Dyson Equation.
γR−1sY + α(sY − sX) − δv23 = γ. (2.9)
Now we justify the description in Theorem 1.8. Notice that if we label
by SX
0 and SY
0 our original payoff vectors before normalization then SX
0 =
(T−S)SX+S1,SY
0 = (T−S)SY +S1 and so if (α, β, γ, δ) are the coordinates
of p˜ with respect to the basis {SX ,SY , 1, e23} then (α
0, β0, γ0, δ0) = (α/(T −
S), β/(T − S), γ − (α + β)S/(T − S), δ) are the coordinates with respect to
{SX
0,SY
0, 1, e23}. In particular, α >= kδ iff α
0 >= kδ0/(T − S) for any
k. Furthermore, the constant k = T−S
2R−(T+S)
is independent of normalization.
So it suffices to prove the normalized version of the theorem which is the
following.
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Theorem 2.5 Assume that p = (p1, p2, p3, p4) is an agreeable plan with X
Press-Dyson vector p˜ = αSX + βSY + γ1 + δe23. Assume that p is not
Repeat, i.e. (α, β, γ, δ) 6= (0, 0, 0, 0). The plan p is of Nash type iff
max(δ, (2R − 1)−1δ) ≤ α. (2.10)
The plan p is good iff, in addition, the inequality is strict.
Proof: Since β = −α− γR−1, we have
(1− p2) = −p˜2 = −β − γ − δ = α +
1− R
R
γ − δ,
p3 = p˜3 = α+ γ + δ, p4 = p˜4 =
R− P
R
γ.
(2.11)
The inequality (1 − R)p3 ≤ R(1 − p2) becomes (1 − R)(α + γ + δ) ≤
Rα+(1−R)γ−Rδ. This reduces to δ ≤ (2R−1)α. Similarly, the inequality
(1−R)p4 ≤ (R − P )(1− p2) reduces to δ ≤ α. ✷
Remarks: (a) Thus, when δ ≤ 0, p is good iff δ < α. When δ > 0, p is
good iff δ
2R−1
< α.
(b) From the proof we see that the equalizer case, when both inequalities
of (2.3) are equations, occurs when δ = α = (2R− 1)−1δ. Since 2R− 1 < 1,
this reduces to 0 = δ = α.
In the ZDS case, when δ = 0, we can rewrite (2.9) as
κ · (sX − R) = sY −R (2.12)
with κ = αR
γ+αR
. Thus, the condition α > 0 is equivalent to 0 < κ ≤ 1. In [8]
these plans are introduced and called complier strategies. The equation and
the condition κ > 0 make it clear that such plans are good. In addition, if
sY < R, then it follows that sX ≤ sY with strict inequality when γ > 0 and
so κ < 1. The strategy ZGTFT-2 analyzed in Stewart and Plotkin [16] is
an example of a complier plan. When X plays a complier plan, then either
both sX and sY are equal to R, or else both are below R. This is not true
for good plans in general. If X plays the good plan Grim = (1, 0, 0, 0) and
Y plays (0, 1, 1, 1), then fixation at dc occurs with v = (0, 0, 1, 0) and so with
sY = 0 (< R as required by Corollary 2.2 ), but with sX = 1 > R.
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Let us look at the geometry of the Press-Dyson representation.
We begin with the exceptional plans which are defined by γ = α+β = 0.
The sign constraints yield α = −β ≥ |δ| and p˜ = (0, δ − α, δ + α, 0). As
remarked after Lemma 2.3, the exceptional plans are exactly those plans that
are both agreeable and firm. In the xy plane with x = p˜2 and y = p˜3 they
form a square with vertices:
Repeat ( p˜ = (0, 0, 0, 0) ), Grim ( p˜ = (0,−1, 0, 0) ),
TFT ( p˜ = (0,−1, 1, 0) ), and what we will call Lame ( p˜ = (0, 0, 1, 0)).
Thus, Lame = (1, 1, 1, 0). The top plans consist of the segment that connects
TFT with Grim together with the segment that connects TFT with Lame.
On the Grim − TFT segment δ − α = −1 and 0 ≤ δ + α ≤ 1. That is,
δ = α − 1 and −1
2
≤ δ ≤ 0. By Theorem 2.5, the plans in the triangle with
vertices Grim, TFT and Repeat are all good except for Repeat itself.
On the Lame − TFT segment −1 ≤ δ − α ≤ 0 and δ + α = 1. That is,
δ = 1−α and 1
2
≥ δ ≥ 0. Such a plan is the mixture tTFT +(1− t)Lame =
(1, 1− t, 1, 0) with t = 2α−1. By Theorem 2.1, this plan is good iff t > 1−R
R
.
The plan on the TFT −Lame segment with t = 1−R
R
, and so with 2α = R−1,
we will call Edge = (1, 2R−1
R
, 1, 0). The plans in the TFT − Edge− Repeat
triangle that are not on the Edge− Repeat side are good plans. The plans
in the complementary Edge− Lame −Repeat triangle are not good.
Now assume γ > 0, and define
α¯ = α/γ, β¯ = β/γ, δ¯ = δ/γ. (2.13)
with the sign constraints
−P−1 ≤ α¯ + β¯ ≤ −R−1,
β¯ ≤ −1− δ¯ ≤ α¯.
(2.14)
For any triple (α¯, β¯, δ¯) that satisfies these inequalities, we obtain an X Press-
Dyson vector vector p˜ = αSX + βSY + γ1 + δe23 that satisfies the size
constraints as well by using (α, β, γ, δ) = γ · (α¯, β¯, 1, δ¯) with γ > 0 small
enough. When we use the largest value of γ such that the size constraints
hold, we obtain the top plan associated with (α¯, β¯, δ¯). The others are mix-
tures of the top plan with Repeat. For a plan with this triple the Press-Dyson
Equation (1.19) becomes
α¯sX + β¯sY + δ¯v23 + 1 = 0. (2.15)
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The points (x, y) = (α¯, β¯) lie in the Strategy Strip. This consists of
the points of the xy plane with y ≤ x and that lie on or below the line
x+ y = −R−1 and on or above the line x+ y = −P−1. Then δ¯ must satisfy
−1 − x ≤ δ¯ ≤ −1 − y. Alternatively, we can fix δ¯ to be arbitrary and
intersect the Strategy Strip with the fourth quadrant when the origin is at
(−1− δ¯,−1− δ¯), i.e. the points with y ≤ −1 − δ¯ ≤ x.
Together with the exceptional plans those with (α¯, β¯) on the line x+ y =
−R−1 are exactly the agreeable plans. Together with the exceptional plans
those on the line x+ y = −P−1 are exactly the firm plans.
Let us look at the good ZDS’s, i.e. the good plans with δ = 0. In the
exceptional case with γ = 0, the top good plan is TFT . When δ = 0 and
γ > 0, the good plans are those that satisfy α¯ + β¯ = −R−1 and α¯ > 0. As
mentioned above, these are the complier plans.
Proposition 2.6 Given α¯ > 0, the associated agreeable ZDS top plan is
given by
p = (1,
2R− 1
R(α¯ + 1)
, 1,
R − P
R(α¯ + 1)
). (2.16)
Proof: The agreeable plan p with γ, α¯ > 0 and δ¯ = 0 has X Press-Dyson
vector
p˜ = (0,−γ(α¯ +R−1 − 1), γ(α¯+ 1), γ(1− P ·R−1)). (2.17)
With α¯ fixed, the largest value for γ so that the size constraints hold is
(α¯ + 1)−1 . This easily yields (2.16) for the top plan. ✷
When δ¯ = 0, the vertical line α¯ = 0 intersects the strip in points whose
plans are all the equalizers, as discussed by Press and Dyson [15] and by
Boerlijst, Nowak and Sigmund [5]. Observe that with δ¯ = 0 and α¯ = 0 the
Press-Dyson Equation (2.15) becomes β¯sY + 1 = 0, and so sY = −β¯
−1
regardless of the choice of strategy for Y. The agreeable case has β¯ = −R−1.
The vertical line of equalizers cuts the line of agreeable plans, separating it
into the unbounded ray with good plans and the segment with plans that
are not even of Nash type.
Finally, we call a plan p generous when p2 > 0 and p4 > 0. That is,
whenever Y defects there is a positive probability that X will cooperate. The
complier plans given by (2.16) are generous.
20
Proposition 2.7 Assume that X plays p, a generous plan of Nash type. If
Y plays plan q of Nash type and either (i) q is generous, or (ii) q3 + q4 > 0,
then {cc} is the unique terminal set for the associated Markov matrix M.
Thus, M is convergent.
Proof: Since p and q are both agreeable, {cc} is a terminal set for M.
Since p is of Nash type, it is not Repeat and so (2.3) implies that p2 < 1.
For the first case, we prove that if p1 = 1, p2 < 1, p4 > 0 and q satisfies
analogous conditions and not both p and q are of the form (1, 0, 1, a), then
M is convergent.
Recall that Y responds to cd using q3 and to dc using q2.
The assumptions p4, q4 > 0 imply that there is an edge from dd to cc, and
so that dd is transient. There is an edge from dc to dd if p3 < 1 since q2 < 1.
If p3 = 1 and q2 > 0, then there is an edge to cc. There remains the case
that p3 = 1, q2 = 0 with the only edge from dc going to cd. Similarly, there
is an edge from cd to either dd or cc except when p2 = 0, q3 = 1. Thus, the
only case when M is not convergent is when both p and q are of the form
(1, 0, 1, a). In that case, {cd, dc} is an additional terminal set. In particular,
if either p2 or q2 is positive, then {cc} is the only terminal set. This completes
case (i). It also shows that if p is generous and q4 > 0, thenM is convergent.
To complete case(ii), we assume that p is generous and q3 > 0. Since
p2 > 0 and q3 > 0, there is an edge from cd to cc and so cd is transient. Since
p4 > 0, there is an edge from dd either to cc or to cd and so dd is transient.
Finally, q2 < 1 implies there is an edge from dc to cd or to dd. Thus, dc is
transient as well. ✷
This result indicates the advantage which the good plans that are gener-
ous have over the good exceptional plans like Grim and TFT . The latter are
firm as well as agreeable. Playing them against each other yields a noncon-
vergent matrix with both {cc} and {dd} as terminal sets. Initial cooperation
does lead to immediate fixation at cc, but an error might move the sequence
of outcomes on a path leading to another terminal set. When generous good
plans are used against each other, {cc} is the unique terminal set. Even-
tual fixation at cc occurs whatever the initial distribution is, and if an error
occurs, then the strategies move the successive outcomes along a path that
returns to cc. It is easy to compute the expected number of steps Tz from
transient state z to cc.
Tz = 1 + Σz′pzz′Tz′, (2.18)
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where we sum over the three transient states and pzz′ is the probability of
moving along an edge from z to z′. Thus, with M′ = M− I, we obtain the
formula for the vector T = (T2, T3, T4):
M′t ·T = −1. (2.19)
where M′t is the invertible 3 × 3 matrix obtained from M
′ by omitting the
first row and column.
Consider the case when X and Y both use the plan given by (2.16), so that
p = q = (1, p2, 1, p4). The only edges coming from cd connect with cc or with
dc and similarly for the edges from dc. Symmetry will imply that Tcd = Tdc.
So with T this common value we obtain from (2.18) T = 1 + (1 − p2)T .
Hence, from (2.16) we get
T = Tcd = Tdc =
1
p2
=
α¯+ 1
2− R−1
. (2.20)
Thus, the closer the plan is to the equalizer plan with α¯ = 0 the shorter the
expected recovery time from an error leading to a dc or cd outcome. From
(2.18) one can see that
Tdd = 1 + 2p4(1− p4) · T + (1− p4)
2 · Tdd. (2.21)
We won’t examine this further as arriving at dd from cc implies errors on the
part of both players.
Of course, one might regard such departures from cooperation not as
noise or error but as ploys. Y might try a rare move to cd in order to pick
up the temptation payoff for defection as an occasional bonus. But if this is
strategy rather than error, it means that Y is departing from the good plan
to one with q1 a bit less than 1. Corollary 2.2(a) implies that Y loses by
executing such a ploy.
3 Competing Zero Determinant Strategies
We now examine the ZDS’s in more detail. Recall that a plan p is a ZDS when
δ = 0 in the Press-Dyson decomposition of the X Press-Dyson vector p˜ =
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p− e12. With the normalization (2.1) the inverse matrix of ( SX SY 1 e23 )
is
−1
2(R− P )


−1 R− P P − R 1
−1 P −R R − P 1
2P 0 0 −2R
1− 2P P −R P − R 2R− 1


(3.1)
and so if p˜ = αSX + βSY + γ1 + δe23,
2(R− P )δ = (2P − 1)p˜1 + (R − P )(p˜2 + p˜3) − (2R− 1)p˜4. (3.2)
Thus, for example, if R + P = 1, both AllD with p˜ = (−1,−1, 0, 0) and
AllC with p˜ = (0, 0, 1, 1) are ZDS.
The exceptional ZDS’s, which have γ = 0 as well as δ = 0, are mixtures
of TFT and Repeat. Otherwise, γ > 0 and we can write p˜ = γ(α¯SX +
β¯SY + 1). When (α¯, β¯) lies in the ZDSstrip defined by
ZDSstrip = {(x, y) : x ≥ −1 ≥ y and −R−1 ≥ x+y ≥ −P−1 }, (3.3)
then the sign constraints are satisfied. The size constraints hold as well
when γ > 0 is small enough. For Z with P ≤ Z ≤ R the intersection of the
ZDSstrip with the line x+ y = −Z−1 is a value line in the strip.
Lemma 3.1 Assume that (α¯, β¯) in the ZDS strip, with α¯+ β¯ = −Z−1. We
then have −β¯ ≥ max(1, |α¯|) and −β¯ = |α¯| iff α¯ = β¯ = −1. If (a¯, b¯) is also
in the strip then D = β¯b¯ − α¯a¯ ≥ 0 with equality iff α¯ = β¯ = a¯ = b¯ = −1.
Proof: By definition of Z, −β¯ = α¯+Z−1 > α¯. Also, the sign constraints
imply −β¯ ≥ 1 ≥ −α¯, and so −β¯ ≥ −α¯ with equality iff α¯ = β¯ = −1.
D ≥ (−β¯)(−b¯) − |α¯||a¯| ≥ 0 and the inequality is strict unless α¯ = β¯ = a¯ =
b¯ = −1. ✷
Remark: Because R > 1
2
it is always true that −R−1 > −2, but −2 ≥
−P−1 iff 1
2
≥ P . Hence, (−1,−1) is in the ZDSstrip iff 1
2
≥ P .
For a ZDS we can usefully transform the Press-Dyson equation (2.15).
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Proposition 3.2 Assume that X uses plan p with X Press-Dyson vector
p˜ = γ(α¯SX + β¯SY + 1), γ > 0. Let −Z
−1 = α¯+ β¯ , so that P ≤ Z ≤ R.
For any general plan played by Y,
α¯Z(sX − sY ) = (sY − Z). (3.4)
If κ = α¯Z/(1 + α¯Z), then 1 > κ and κ has the same sign as α¯. For any
general plan played by Y,
κ(sX − Z) = (sY − Z). (3.5)
Proof: Notice that 1 + α¯Z = −β¯Z ≥ Z ≥ P > 0. Multiplying (2.15) by
Z and substituting for β¯Z easily yields (3.4) and then (3.5). ✷
If α¯ = 0, which is the equalizer case, sY = Z and sX is undetermined.
When α¯ > 0, the payoffs sX and sY are on the same side of Z, while they
are on opposite sides when α¯ < 0. To be precise, we have the following.
Corollary 3.3 Assume that X uses a plan p with X Press-Dyson vector
p˜ = γ(α¯SX + β¯SY + 1), γ > 0. Let −Z
−1 = α¯ + β¯. Assume that Y uses
an arbitrary general plan.
(a) If α¯ = 0 then sY = Z. If α¯ 6= 0 then the following are equivalent
(i) sY = sX .
(ii) sY = Z.
(iii) sX = Z.
(b) If sY > sX then


α¯ > 0, ⇒ Z > sY > sX .
α¯ = 0, ⇒ Z = sY > sX .
α¯ < 0, ⇒ sY > Z > sX .
(3.6)
(c) If sX > sY then


α¯ > 0, ⇒ sX > sY > Z.
α¯ = 0, ⇒ sX > sY = Z.
α¯ < 0, ⇒ sX > Z > sY .
(3.7)
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Proof: (a) If α¯ = 0 then sY = Z by (3.4). If α¯ 6= 0 then (i) ⇔ (ii) by
(3.4) and (ii) ⇔ (iii) (3.5).
(b), (c) If α¯ 6= 0 then by (3.4) sY − Z has the same sign as that of
α¯(sX − sY ). ✷
For Z = R (3.5) is (2.12). When α¯ > 0 these are the complier strategies,
i.e. the generous, good plans described in Proposition 2.6.
For Z = P, α¯ > 0 the plans are firm. These were considered by Press
and Dyson who called them extortion strategies. The name comes from the
observation that whenever Y chooses a strategy so that her payoff is above
P , the bonus beyond P is divided between X and Y in a ratio of 1 : κ. They
point out that the best reply against such an extortion play by X is for Y is
to play AllC = (1, 1, 1, 1) which gives X a payoff above R. At first glance, it
seems hard to escape from this coercive effect. I believe that the answer is
for Y to play a generous good plan like the compliers above. With repeated
play, each player receives enough data to estimate statistically the strategy
used by the opponent. Y’s good plan represents a credible invitation for X to
switch to an agreeable plan and receive R, or else be locked below R. Hence,
it undercuts the threat from X to remain extortionate.
In order to compute what happens when both players use a ZDS, we need
to examine the symmetry between the two players. Let Switch : R4 → R4
be defined by Switch(x1, x2, x3, x4) = (x1, x3, x2, x4). Notice that Switch
interchanges the vectors SX and SY . If X uses p and Y uses q then recall that
the response vectors used to build the Markov matrixM are p and Switch(q).
Now suppose that the two players exchange plans so that X uses q and Y
uses p. Then the X response is q = Switch(Switch(q)) and the Y response is
Switch(p). Hence, the new Markov matrix is obtained by transposing both
the second and third rows and the second and third columns. It follows that
if v was a stationary vector for M, then Switch(v) is a stationary vector for
the new matrix. Hence, Theorem 1.3 applied to the X Press-Dyson vector
q˜ implies that 0 =< Switch(v) · q˜ >=< v · Switch(q˜) > . Furthermore, if
q˜ = aSX + bSY + g1+ δe23, then Switch(q˜) = bSX + aSY + g1+ δe23.
For a plan q, we define Y Press-Dyson vector ˜˜q = Switch(q˜) = Switch(q)−
e13, where e13 = (1, 0, 1, 0). For any general plan for X and any limiting dis-
tribution v when Y uses q we have < v · ˜˜q >= 0. The plan q is a ZDS
associated with (a¯, b¯) in the ZDSstrip when˜˜q = g(b¯SX + a¯SY +1) with some
g > 0.
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Now we compute what happens when X and Y use ZDS plans associated,
respectively, with points (α¯, β¯) and (a¯, b¯) in the ZDS strip. This means that
for some γ > 0, g > 0, p˜ = γ(α¯SX + β¯SY + 1) and˜˜q = g(b¯SX + a¯SY + 1).
We obtain two Press-Dyson equations which hold simultaneously
α¯sX + β¯sY = −1,
b¯sX + a¯sY = −1.
(3.8)
If α¯ = β¯ = a¯ = b¯ = −1, which we will call a Vertex plan = γ(2(1 −
R), 1, 0, 1−2P ), then the two equations are the same. Following the Remark
after Lemma 3.1, a Vertex plan can occur only when P ≤ 1
2
. Clearly, {cd}
and {dc} are both terminal sets when both players use a Vertex plan and so
the payoffs depend upon the initial plays. If the two players use the same
initial play as well as the same plan, then sX = sY and the single equation
of (3.8) yields sX = sY =
1
2
.
Otherwise, Lemma 3.1 implies that the determinant D = β¯b¯ − α¯a¯ is
positive and by Cramer’s Rule we get
sX = D
−1(a¯ − β¯), sY = D
−1(α¯− b¯),
and so sY − sX = D
−1[(α¯ + β¯) − (a¯ + b¯)].
(3.9)
Notice that sX and sY are independent of γ and g.
Thus, when both X and Y use ZDS plans from the ZDS strip, these long-
term payoffs depend only on the plans and so the results are independent of
the choice of initial plays.
Proposition 3.4 Assume that p˜ = γ(α¯SX + β¯SY + 1) and ˜˜q = g(b¯SX +
a¯SY + 1). Let α¯ + β¯ = −Z
−1
X and a¯ + b¯ = −Z
−1
Y . Assume that (−1,−1) is
not equal to both (α¯, β¯) and (a¯, b¯).
(a) The points (α¯, β¯), (a¯, b¯) lie on the same value line x + y = −Z−1, i.e.
ZX = ZY , iff sX = sY . In that case, ZX = sX = sY = ZY .
(b) sY > sX iff ZX > ZY .
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(c) Assume ZX > ZY . The following implications hold.


α¯ > 0, ⇒ ZX > sY > sX .
α¯ = 0, ⇒ ZX = sY > sX .
α¯ < 0, ⇒ sY > ZX > sX .


a¯ > 0, ⇒ sY > sX > ZY .
a¯ = 0, ⇒ sY > sX = ZY .
a¯ < 0, ⇒ sY > ZY > sX .
(3.10)
Proof: We are excluding by assumption the case when both players use
Vertex plans and so we have D > 0.
(a) Assume ZX = ZY . From (3.9) we see that sY − sX = 0.
When sX = sY Corollary 3.3(a) implies that sX = sY = ZX . By using the
XY symmetry we see that the common value is ZY as well. Hence, ZX = ZY
and the points lie on the same line.
(b) Since D > 0, (b) follows from (3.9).
(c) From (b), sY − sX > 0. The first part follows from (3.6) with Z =
ZX . The second follows from (3.7) by using the XY symmetry with α¯, β¯, Z
replaced by a¯, b¯, ZY . ✷
Remark: If both players use a Vertex plan and the same initial play,
then (a) holds with ZX = ZY =
1
2
.
4 Dynamics Among Zero Determinant Strate-
gies
In this section we move beyond the classical question which motivated our
original interest in good strategies. We consider now the evolutionary dy-
namics among memory one strategies. We follow Hofbauer and Sigmund [9]
Chapter 9 and Akin [2].
The dynamics that we consider takes place in the context of a symmetric
two-person game, but generalizing our initial description, we merely assume
27
that there is a set of strategies indexed by a finite set I. When players X and
Y use strategies with index i, j ∈ I, respectively, then the payoff to player
X is given by Aij and the payoff to Y is Aji. Thus, the game is described
by the payoff matrix {Aij}. We imagine a population of players each using
a particular strategy for each encounter and let πi denote the ratio of the
number of i players to the total population. The frequency vector {πi} lives
in the unit simplex ∆ ⊂ RI, i.e. the entries are nonnegative and sum to 1.
The vertex v(i) associated with i ∈ I corresponds to a population consisting
entirely of i players. We assume the population is large so that we can regard
π as changing continuously in time.
Now we regard the payoff in units of fitness. That is, when an i player
meets a j player in an interval of time dt, the payoff Aij is an addition to
the background reproductive rate ρ of the members of the population. So
the i player is replaced by 1 + (ρ + Aij)dt i players. Averaging over the
current population distribution, the expected relative reproductive rate for
the subpopulation of i players is ρ+ Aipi, where
Aipi = Σj∈ I πjAij and
Apipi = Σi∈ I πiAipi = Σi,j ∈ I πiπjAij .
(4.1)
The resulting dynamical system on ∆ is given by the Taylor-Jonker Game
Dynamics Equations introduced in Taylor and Jonker [18].
dπi
dt
= πi(Aipi − Apipi). (4.2)
This system is an example of the replicator equations studied in great
detail in Hofbauer and Sigmund [9].
We will need some general game dynamic results for later application.
Fix the game matrix {Aij}.
A subset A of ∆ is called invariant if π(0) ∈ A implies that the entire
solution path lies in A. That is, π(t) ∈ A for all t ∈ R. An invariant point is
is an equilibrium.
Each nonempty subset J of I determines the face ∆J of the simplex con-
sisting of those π ∈ ∆ such that πi = 0 for all i 6∈ J. Each face of the
simplex is invariant because πi = 0 implies that
dpii
dt
= 0. In particular, for
each i ∈ I the vertex v(i), which represents fixation at the i strategy, is an
equilibrium. In general, π is an equilibrium when, for all i, j ∈ I, πi, πj > 0
imply Aipi = Ajpi. This implies that Aipi = Apipi for all i such that πi > 0.
That is, for all i in the support of π.
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An important example of an invariant set is the omega limit point set of
an orbit. Given an initial point π ∈ ∆ with associated solution path π(t), it
is defined by intersecting the closures of the tail values.
ω(π) =
⋂
t>0
{π(s) : s ≥ t}. (4.3)
By compactness this set is nonempty. A point is in ω(π) iff it is the limit of
some sequence {π(tn)} with {tn} tending to infinity. The set ω(π) consists
of a single point π∗ iff Limt→∞π(t) = π
∗. In that case, {π∗} is an invariant
point, i.e. an equilibrium.
Definition 4.1 We call a strategy i∗ an evolutionarily stable strategy (here-
after, an ESS) when
Aji∗ < Ai∗i∗ for all j 6= i
∗ in I. (4.4)
We call a strategy i∗ an evolutionarily unstable strategy (hereafter, an EUS)
when
Aji∗ > Ai∗i∗ for all j 6= i
∗ in I. (4.5)
The ESS condition above is really a special case of a more general notion,
see page 63 of [9], and is referred to there as a strict Nash equilibrium. We
will not need the generalization and we use the term to avoid confusion with
the strategies of Nash type considered in the previous sections.
Proposition 4.2 If i∗ is an ESS then the vertex v(i∗) is an attractor, i.e.
a locally stable equilibrium, for the system (4.2). In fact, there exists ǫ > 0
such that
1 > πi∗ ≥ 1− ǫ =⇒
dπi∗
dt
> 0. (4.6)
Thus, near the equilibrium v(i∗), which is characterized by πi∗ = 1, πi∗(t)
increases monotonically, converging to 1 and the alternative strategies are
eliminated from the population in the limit.
If i∗ is an EUS then the vertex v(i∗) is a repellor, i.e. a locally unstable
equilibrium, for the system (4.2). In fact, there exists ǫ > 0 such that
1 > πi∗ ≥ 1− ǫ =⇒
dπi∗
dt
< 0. (4.7)
Thus, near the equilibrium v(i∗) πi∗(t) decreases monotonically, until the
system enters, and then remains in, the region where πi∗ < 1− ǫ.
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Proof: When i∗ is an ESS, Ai∗i∗ > Aji∗ for all j 6= i
∗. It then follows for
ǫ > 0 sufficiently small that πi∗ ≥ 1 − ǫ implies Ai∗pi > Ajpi for all j 6= i
∗. If
also 1 > πi∗ , then Ai∗pi > Apipi. So (4.2) implies (4.6).
The EUS case is similar. Notice that no solution path can cross ∆∩{πi∗ =
1− ǫ} from {πi∗ < 1− ǫ}. ✷
Definition 4.3 For J a nonempty subset of I we say a strategy i weakly
dominates a strategy j in J when i, j ∈ J and
Ajk ≤ Aik for all k ∈ J, (4.8)
and the inequality is strict either for k = i or k = j. If the inequalities are
strict for all k then we say that i dominates j in J.
We say that i ∈ J dominates a sequence {j1, ..., jn} in J when i dominates
j1 in J and for p = 2, ..., n, i dominates jp in J \ {j1, ..., jp−1}.
When J equals all of I we will omit the phrase “in J”.
For i, j ∈ I, define the set Qij and on it the real valued function Lij by
Qij = {π ∈ ∆ : πi, πj > 0}
Lij(π) = ln(πi)− ln(πj).
(4.9)
Lemma 4.4 (a) If i weakly dominates j then dLij/dt > 0 on the set Qij.
(b) If i dominates j in J then there exists ǫ > 0 such that dLij/dt > 0
on the set Qij ∩ {π ∈ ∆ : Σk 6∈J πk ≤ ǫ}.
Proof: Observe that
dLij/dt = Aipi − Ajpi = Σk∈ Iπk(Aik − Ajk) (4.10)
(a) Since πi, πj > 0 in Qij and Aik−Ajk ≥ 0 for all k with strict inequality
for k = i or k = j, it follows that the derivative is positive.
(b) Define
m = min{Aik −Ajk : k ∈ J} > 0,
M = max{|Aik − Ajk| : k 6∈ J},
πJ = Σk∈ Jπk,
πk|J = πk/πJ for k ∈ J.
(4.11)
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Observe that Σk 6∈ Jπk = 1− πJ.
For any π ∈ Qij
Aipi − Ajpi = πJΣk∈ J πk|J(Aik −Ajk) + Σk 6∈ Jπk(Aik −Ajk)
≥ πJm − (1− πJ)M.
(4.12)
So if ǫ is chosen with 0 < ǫ < m/(m + M) then Aipi − Ajpi > 0 when
π ∈ Qij ∩ {π ∈ ∆ : (1− πJ) ≤ ǫ}. ✷
Lemma 4.5 If π(t) is a solution path with π(0) ∈ Qij and there exists T ∈ R
such that dLij/dt > 0 on the set Qij ∩ {π(t) : t ≥ T}, then
Limt→∞ πj(t) = 0. (4.13)
Proof: By assumption, Lij(π(t)) is a strictly increasing function of t for
t ≥ T . Thus, as a t tends to infinity Lij(π(t)) approaches ℓ = sup{Lij(π(t)) :
t ≥ T} with Lij(π(T )) < ℓ ≤ +∞.
We must prove that πj = 0 on the omega limit set. Assume instead that
π∗ ∈ ω(π(0)) with π∗j > 0. If π
∗
i were 0 then Lij(π(t)) would not be bounded
below on {π(t) : t ≥ T}. Hence, π∗ lies in Qij with ℓ = Lij(π
∗) < ∞. So
on the invariant set ω(π(0)) ∩ Qij , which contains π
∗ and so is nonempty,
Lij would be constantly ℓ < ∞. Since this set is invariant, dLij/dt would
equal zero. This contradicts our assumption that the derivative is positive
on ω(π(0)) ∩Qij . ✷
Proposition 4.6 For i ∈ I, let π(t) be a solution path with πi(0) > 0
(a) If i weakly dominates j then Limt→∞ πj(t) = 0.
(b) If i dominates the sequence {j1, ..., jn} then for j = j1, ..., jn, Limt→∞ πj(t) =
0.
Proof: (a) If πj(0) = 0, then πj(t) = 0 for all t and so the limit is 0.
Hence, we may assume πj(0) > 0 and so that π(0) ∈ Qij. By Lemma 4.4 (a),
dLij/dt > 0 on Qij and so Lemma 4.5 implies Limt→∞ πj(t) = 0.
(b) We prove the result by induction on n.
By part (a) Limt→∞ πj(t) = 0. for j = j1.
Now assume the limit result is true for j = j1, ..., jp−1 with 1 < p ≤ n.
We prove the result for j = jp.
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Let J = I \ {j1, ..., jp−1} . By assumption, i dominates jp in J. Hence,
with j = jp Lemma 4.4 (b) implies there exists ǫ > 0 such that dLij/dt > 0
on the set Qij ∩ {π ∈ ∆ : Σk 6∈Jπk ≤ ǫ}.
By induction hypothesis, there exists T such that Σk 6∈ Jπk(t) ≤ ǫ for all
t ≥ T . Hence, {π(t) : t ≥ T} ⊂ {π : Σk 6∈Jπk(t) ≤ ǫ}.
As in part (a), we can assume π ∈ Qij and then apply Lemma 4.5 to
conclude Limt→∞ πj(t) = 0. This completes the inductive step. ✷
Now we specialize to the Iterated Prisoner’s Dilemma. By a strategy we
will mean a plan p together with an initial play, pure or mixed. Recall that
a good (or agreeable) strategy is a good (resp. agreeable) plan together with
initial cooperation.
To apply the Taylor-Jonker dynamics to our case, we suppose that I
indexes a finite collection of strategies. We then use
Aij = sX so that Aji = sY . (4.14)
That is, when the X player uses the i strategy and the Y player uses the
j strategy then the players receive the payoffs sX and sY , respectively, as
additions to their reproductive rate. When the associated Markov matrix is
convergent, there is a unique terminal set, and the long term payoffs, sX , sY
depend only on the plans and not on the initial plays.
Theorem 4.7 Let I index a finite set of strategies for the Iterated Prisoner’s
Dilemma. Suppose that associated with i∗ ∈ I is a good strategy pi∗. If for
no other j ∈ I is the plan pj agreeable, then i∗ is an ESS for the associated
game {Aij : i, j ∈ I} and so the vertex v(i
∗) is an attractor for the dynamic.
Proof: Since i∗ is associated with an agreeable strategy, Ai∗i∗ = R. Since
pi
∗
is good and pj is not agreeable for j 6= i∗, it follows from Corollary 2.2(a)
that Aji∗ < R for j 6= i
∗. Thus, i∗ is an ESS. ✷
There are other cases of ESS which are far from good.
Lemma 4.8 (a) Assume that X uses a plan p = (p1, p2, 0, 0) with p1, p2 < 1.
If Y uses any plan q which is not firm, then
sY < P < sX . (4.15)
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(b) Assume that X uses a plan p = (1, p2, 0, 0) with p2 < 1. If Y uses any
plan q which is neither firm nor agreeable, then (4.15) holds.
(c) Assume P < 1
2
and that X uses a firm, non-exceptional ZDS with
α¯ < 0. If Y uses any plan q which is not firm, then (4.15) holds.
Proof: (a) and (b) Since p3 = p4 = 0 the set {dc, dd} is closed. If q4 > 0
then {dd} is not closed and so is not a terminal set.
(a) Since p2 < 1 there is an edge from cd to either dc or dd. Hence, cd is
transient. Similarly, p1 < 1 implies cc is transient. Hence, for any stationary
distribution v, v1 = v2 = 0. Since q is not firm, q4 > 0 and so v4 < 1. Hence,
sY = v4P < P and sX = v3 + v4P = (1− v4) + v4P > P .
(b) As before p2 < 1 implies that cd is transient. Now q is not agreeable
and so q1 < 1. This implies there is an edge from cc to the transient state cd
and so cc is transient. The proof is completed as in (a).
(c) Because P < 1
2
, the smallest entry in 1
2
(SX + SY ) is P and so
1
2
(sX +
sY ) ≤ P can only happen when v4 = 1 which implies sX = sY = P . This
requires that Y play a firm plan so that {dd} is a terminal set. Compare
Proposition 1.1.
From (3.5) we see that with α¯ + β¯ = −Z−1 and κ = α¯Z/(1 + α¯Z)
1
2
(1 + κ)(sX − Z) = (
1
2
(sX + sY ) − Z). (4.16)
When Z = P , P < 1
2
and −1 ≥ α¯ imply that (1+κ) = (1+2α¯P )/(1+ α¯P ) >
0. Hence, sX ≤ P implies
1
2
(sX + sY ) ≤ P . Since the Y plan is not firm, this
does not happen. Hence, sX > P . Since κ < 0, (3.5) implies that sY < P .
✷
Theorem 4.9 Let I index a finite set of strategies for the Iterated Prisoners
Dilemma.
(a) Suppose that associated with i∗ ∈ I is a plan pi∗ = (p1, p2, 0, 0) with
p1, p2 < 1 together with any initial play. If for no other j ∈ I is the plan p
j
firm, then i∗ is an ESS for the associated game {Aij : i, j ∈ I}.
(b) Suppose that associated with i∗ ∈ I is a plan pi∗ = (1, p2, 0, 0) with
p2 < 1 together with any initial play. If for no other j ∈ I is the plan p
j either
agreeable or firm, then i∗ is an ESS for the associated game {Aij : i, j ∈ I}.
(c) Assume that P < 1
2
. Suppose that associated with i∗ ∈ I is a firm,
non-exceptional ZDS with α¯ < 0 together with any initial play. If for no
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other j ∈ I is the plan pj firm, then i∗ is an ESS for the associated game
{Aij : i, j ∈ I}.
Proof: (a) If both players use pi
∗
then there is an edge from dc to dd
and so dc, cd and cc are all transient. Thus, {dd} is the unique terminal set
and so Ai∗i∗ = P regardless of the initial plays. By Lemma 4.8(a) Aji∗ < P
for all j 6= i∗.
(b) If both players use pi
∗
then there are edges from cd to dd and from
dc to dd. The two terminal sets are {cc} and {dd}. Hence, R ≥ Ai∗i∗ ≥ P .
This time Lemma 4.8(b) implies Aji∗ < P for any j 6= i
∗.
(c) Ai∗i∗ = Zi∗ = P since the i
∗ plan is firm. Lemma 4.8(c) implies
Aji∗ < P for any j 6= i
∗. ✷
Thus, pi
∗
= AllD = (0, 0, 0, 0) with any initial play is an ESS when played
against plans which are not firm. If pi
∗
= Grim = (1, 0, 0, 0) then with any
initial play i∗ is an ESS when played against strategies which are neither
agreeable nor firm.
At the other extreme we have the following.
Theorem 4.10 Let I index a finite set of strategies for the Iterated Prison-
ers’ Dilemma. Assume that P < 1
2
. Suppose that associated with i∗ ∈ I is
an extortionate plan pi∗ together with initial defection. That is, pi
∗
is a firm
ZDS with α¯ > 0. If for no other j ∈ I is the plan pj firm, then i∗ is an EUS
for the associated game {Aij : i, j ∈ I} and so the vertex v(i
∗) is a repellor
for the dynamic.
Proof: Because P < 1
2
, the smallest entry in 1
2
(SX + SY ) is P and so
sX , sY ≤ P implies sX = sY = P and this can only happen when v4 = 1
which requires that Y play a firm plan so that {dd} is a terminal set. Compare
Proposition 1.1.
Since the i∗ strategy is firm with initial defection, Ai∗i∗ = P .
If Y uses any plan which is not firm then (3.5) with z = P and α¯ > 0
shows that if sY ≤ P then sX ≤ P as well. Because P <
1
2
this can only
happen when sX = sY = P and v4 = 1. But the Y plan is not firm. It follows
that sY > P . Thus, for any j 6= i
∗, Aji∗ > Ai∗i∗ . This says that strategy i
∗
is an EUS. ✷
We now specialize to the case when all the strategies indexed by I are
ZDS’s with the exceptional strategies excluded. We can thus regard I as
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listing a finite set of points (α¯i, β¯i) in the ZDSstrip and, except for the Vertex
plans, we may disregard the initial plays. We define Zi = −(α¯i+ β¯i)
−1. That
is, the point (α¯i, β¯i) lies on the value line x+ y = −(Zi)
−1.
X uses p associated with (α¯i, β¯i) when p˜ = γi(α¯iSX + β¯iSY + 1) and
Y uses q associated with (α¯j, β¯j) when ˜˜q = γj(β¯jSX + α¯jSY + 1) for some
γi, γj > 0. Notice the XY switch.
If both players use a Vertex plans with the same initial plays, then
(α¯i, β¯i) = (−1,−1) and Aii =
1
2
= Zi. Recall that (−1,−1) lies in the
ZDSstrip iff P ≤ 1
2
.
Otherwise, we apply (3.8) with (α¯, β¯) = (α¯i, β¯i) and (a¯, b¯) = (α¯j, β¯j).
Then from (3.9) we get, for i 6= j
Aij = sX = Kij(α¯j − β¯i)
with Kij = Kji = (β¯iβ¯j − α¯iα¯j)
−1 > 0.
(4.17)
Note that these payoffs are independent of the choice of γi, γj as well as the
initial plays.
By Proposition 3.4(a)
Aii = Zi for all i ∈ I. (4.18)
We begin with some degenerate cases. For convenience, we exclude the
Vertex plans.
First, if all of the points (α¯i, β¯i) lie on the same value line x+ y = −Z
−1,
i.e. all the Zi’s are equal, then by Proposition 3.4 (a) Aij = Z for all i, j and
so dpi
dt
= 0 and every population distribution is an equilibrium. In general, if
for two strategies i, j Aij = Aji = Z then by Proposition 3.4(a) both points
lie on x + y = −Z−1 and it follows that Aii = Ajj = Z as well. In general,
if IZ = {i : Zi = Z} contains more than one i ∈ I then the dynamics is
degenerate on the face ∆IZ of the simplex.
Second, if all of the points satisfy α¯i = 0 then all the strategies are
equalizer strategies. In this case the payoff matrix need not be constant but
Aij depends only on j. This implies that for all i Aipi = Apipi and so again
dpi
dt
= 0 and every population distribution is an equilibrium.
We will now see that the line α¯ = 0 separates different interesting dynamic
behaviors.
Theorem 4.11 Let I index a set of non-exceptional ZDS plans. Thus, each
i ∈ I is associated with a point (α¯i, β¯i) in the ZDS strip and α¯i+β¯i = −(Zi)
−1.
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Assume either
Case (+): α¯i > 0 for all i ∈ I and for some i
∗ ∈ I, Zi∗ > Zj for all
j 6= i∗;
or
Case (-): α¯i < 0 for all i ∈ I and for some i
∗ ∈ I, Zi∗ < Zj for all j 6= i
∗.
The strategy i∗ is an ESS and if πi∗(0) > 0 then the solution path converges
to the vertex v(i∗).
Proof: List the strategies j1, ...., jn of I \ {i
∗} so that in Case(+) Zj1 ≤
Zj2 ≤ ... ≤ Zjn < Zi∗ and in Case(-) Zj1 ≥ Zj2 ≥ ... ≥ Zjn > Zi∗ . For both
cases we apply Proposition 3.4. It first implies that if Zi = Zj then
Aii = Zi = Aji = Aij = Zj = Ajj. (4.19)
Case(+) If Zi > Zj, then, because α¯i, α¯j > 0, Proposition 3.4 implies that
Aii = Zi > Aji > Aij > Zj = Ajj. (4.20)
Hence, if Zi > Zk ≥ Zj then Aii > Aji and Aik > Akk ≥ Ajk.
It follows that i∗ dominates the sequence {j1, ..., jn}. Hence, Proposition
4.6 (b) implies that Limt→∞πj(t) = 0 for j = j1, ..., jn when πi∗(0) > 0.
Consequently, πi∗(t) = 1−Σ
n
p=1 πjp(t) tends to 1. That is, π(t) converges to
v(i∗).
Case(-) If Zi < Zj, then, because α¯i, α¯j < 0, Proposition 3.4 implies that
Aij > Zj = Ajj > Aii = Zi > Aji. (4.21)
It again follows that i∗ dominates the sequence {j1, ..., jn} and conver-
gence to v(i∗) again follows from Proposition 3.4.
In both cases, it is clear that i∗ is an ESS. ✷
Thus, when only α¯ > 0 ZDS plans are competing with one another, the
ones on the highest value line win. Among α¯ < 0 ZDS plans the ones on the
lowest value line win.
The local stability of an ESS good strategy will not be global when both
signs occur. To illustrate this, consider the case of two strategies indexed by
I = {1, 2}. Letting w = π1, it is an easy exercise to show that (4.2) reduces
to
dw
dt
= w(1− w)[(A11 −A21)w + (A12 −A22)(1− w)]. (4.22)
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Proposition 4.12 Assume that Z1 > Z2 and that α¯1 · α¯2 < 0. There is
an equilibrium population π∗ = (w∗, (1−w∗)) which contains both strategies.
with
w∗/(1− w∗) = (A22 − A12)/(A11 − A21). (4.23)
This equilibrium is stable if α¯1 < 0 and is unstable if α¯1 > 0.
Proof: If α¯1 < 0 and α¯2 > 0 then Proposition 3.4 implies that A11−A21 =
Z1 − A21 < 0 and A12 − A22 = A12 − Z2 > 0. Reversing the signs reverses
the inequalities. The result then easily follows from equation (4.22). Just
graph the linear function of w in the brackets and observe where the result
is positive or negative. ✷
Question 4.13 Suppose we restrict to the case where I indexes ZDS’s lying
on different value lines to avoid degeneracies. We ask:
• How large a population can coexist? If N is the size of I, the number
of competing strategies, then for what N do there exist examples with
an interior equilibrium, that is, an equilibrium π such that πi > 0 for
all i ∈ I? When is there a locally stable interior equilibrium? For how
large an N can permanence occur (see [9] Section 3), that is, the bound-
ary of ∆ be a repellor? The Brouwer Fixed Point Theorem implies that
such a permanent system always admits an interior equilibrium. When
an interior equilibrium does not exist there is always some sort of dom-
inance among the mixed strategies of the game {Aij}. See [1] and [3].
• Can there exist a stable, closed invariant set containing no equilibria,
e.g. a stable limit cycle?
There is alternative version of the dynamics which explicitly considers
for X not the payoff sX but the advantage that X has over Y. That is, the
addition to the growth rate is given not by sX but by the difference sX − sY .
This amounts to replacing Aij by the anti-symmetric matrix Sij = Aij−Aji so
that the game becomes zero-sum. In this case, we define ξi = −Z
−1
i = α¯i+β¯i.
Thus, ξi varies in the interval [−P
−1,−R−1]. Define ξpi = Σi∈ I πiξi. From
(4.17) we get
Sij = Kij(ξj − ξi), (4.24)
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where we let Kii = 1 for all i ∈ I.
Since {Sij} is antisymmetric, Spipi = 0.
For this system the behavior is always like the α¯ < 0 case for the previous
system.
Theorem 4.14 Let I index a finite list of non-exceptional ZDS strategies,
with at most one using a Vertex plan. For the system with
dπi
dt
= πi(Sipi − Spipi) = πiSipi, (4.25)
we have
dξpi
dt
≤ 0,
with equality iff πi, πj > 0 =⇒ ξi = ξj.
(4.26)
Assume now that Zi∗ < Zj, or equivalently ξi∗ < ξj for all j 6= i
∗. The
strategy i∗ is an ESS and if πi∗(0) > 0 then the solution path converges to
the vertex v(i∗).
Proof: Because Kij is symmetric and positive,
dξpi
dt
equals
−Σi,j ∈ I πiπjKijξi(ξi − ξj) =
−
1
2
[Σi,j ∈ I πiπjKijξi(ξi − ξj)− Σi,j ∈ I πjπjKijξj(ξi − ξj)]
= −
1
2
Σi,j ∈ I πiπjKij(ξi − ξj)
2 ≤ 0.
(4.27)
Equality holds iff πiπj(ξi − ξj)
2 = 0 for all i, j ∈ I. That is, when ξi = ξj for
all i, j with πi, πj > 0.
If ξi < ξj then
Sij > 0 = Sjj = Sii > Sji. (4.28)
If ξi < ξk ≤ ξj, then Sik > Skk ≥ Sjk. Let {j1, ..., jn} list I \ {i
∗} with
ξj1 ≥ .... ≥ ξjn. As in Case(-) of Theorem 4.11 it follows that i
∗ dominates the
sequence {j1, ..., jn}. If πi∗(0) > 0 then π(t) converges to v(i
∗) by Proposition
3.4. ✷
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