ABSTRACT: The functions of many proteins are regulated through allostery, whereby effector binding at a distal site changes the functional activity (e.g., substrate binding affinity or catalytic efficiency) at the active site. Most allosteric studies have focused on thermodynamic properties, in particular, substrate binding affinity. Changes in substrate binding affinity by allosteric effectors have generally been thought to be mediated by conformational transitions of the proteins or, alternatively, by changes in the broadness of the free energy basin of the protein conformational state without shifting the basin minimum position. When effector binding changes the free energy landscape of a protein in conformational space, the change affects not only thermodynamic properties but also dynamic properties, including the amplitudes of motions on different time scales and rates of conformational transitions. Here we assess the roles of conformational dynamics in allosteric regulation. Two cases are highlighted where NMR spectroscopy and molecular dynamics simulation have been used as complementary approaches to identify residues possibly involved in allosteric communication. Perspectives on contentious issues, for example, the relationship between picosecond−nanosecond local and microsecond−millisecond conformational exchange dynamics, are presented.
INTRODUCTION
The functions of many proteins are regulated through allostery, whereby effector binding at a distal site changes the functional activity (e.g., substrate binding affinity or catalytic efficiency) at the active site ( Figure 1a ). Since the introduction of the word "allosteric" by Monod and Jacob 1 in 1961, allosteric studies have mainly focused on thermodynamic properties, in particular, substrate binding affinity. Changes in substrate binding affinity by allosteric effectors have generally been thought to be mediated by conformational transitions of the proteins (Figure 1b, left) , as illustrated by Monod, Wyman, and Changeux (MWC) using the T to R quaternary conformational transition of hemoglobin. 2 An alternative idea, considered by Wyman and Allen 3 as early as 1951 and popularized by Cooper and Dryden, 4 is that an allosteric effector may simply change the broadness of the free energy basin of the protein conformational state, rather than shifting the basin to a distinctly different region in conformational space (Figure 1b, right) . This type of allostery, known as entropically driven, has gained considerable attention, as many allosteric proteins show only subtle structural differences before and after binding effectors (see ref 5 for a reappraisal of such structural differences). Recently a change in the broadness (as opposed to the minimum position) of the free energy basin of the ligand-binding domain was proposed to underlie the partial agonism of a ligand-gated ion channel. 6, 7 When effector binding changes the free energy landscape of a protein in conformational space, the change affects not only thermodynamic properties but also dynamic properties, including the amplitudes of motions on different time scales (Figure 1c ) and rates of conformational transitions.
Whereas the functional consequences (e.g., an increase in substrate binding affinity) of allosteric binding can be directly measured, the mechanisms of action are concluded with the help of inference and simplification. Allosteric mechanisms have been delineated by two types of pathways. The first type, referred to as transition pathway here, connects the end states of an allosteric transition, for example, a conformational change upon allosteric binding (Figure 2 ). In the induced-fit pathway, the allosteric transition proceeds with the effector first binding loosely to the protein in the apo conformation and the protein then switching to the bound conformation. Alternatively, in the conformational-selection (also known as population-shift) pathway, 9 ,10 the apo protein first switches to the bound conformation and the effector then binds. There has been much debate about transition pathways in defining allosteric mechanism. 11, 12 However, the historical debate between the MWC model 2 and the model of Koshland, Nemethy, and Filmer (KNF), 13 though sometimes presented as representing conformational selection and induced fit, respectively, is not really about transition pathways. Rather, this debate is about the origin of binding cooperativity in hemoglobin (and other oligomeric proteins). MWC attributed the free energy of cooperation to a concerted change in quaternary structure but KNF to sequential changes in tertiary structures that affect intersubunit physical interactions. Another point of contention is whether the detection of a minor population of conformations characteristic of the effector-bound form when the protein is free of the effector can be taken as proof of the conformational-selection pathway. As has been argued, 11, 14 every conformation has an equilibrium probability according to the Boltzmann distribution; whether bound conformations can be detected depends on the sensitivity of the experimental probe and therefore should not dictate the mechanism of allosteric transition.
In any event, strictly speaking, transition pathways are irrelevant when thermodynamic properties of allostery are considered. That is because, fundamentally, thermodynamic properties depend only on end states, not on transition pathways connecting them. By contrast, kinetic properties do depend on transition pathways. 15 In particular, the relative contributions of induced-fit and conformational-selection pathways to the rate of protein−effector binding can be measured. 14, 16 The relative contributions of the two pathways depend on both intrinsic factors, in particular the rates of conformational transition, 14, 17 and extrinsic factors, in particular effector concentration. 14, 16 With increasing rates of conformational transition or effector concentration, the induced-fit pathway becomes dominating.
The second type of pathway concerns the communication between the allosteric site and the active site ( Figure 2 ). Perutz 18 presented an early model of communication pathway for hemoglobin, based on structure comparison and structure− function correlation. In this model, oxygen binding to the T conformation triggers movement of the iron into the heme plane, realignment of the neighboring helices, and breakage of intersubunit salt bridges, thereby shifting the quaternary equilibrium toward the R conformation (in line with the MWC model; see refs 19 and 20 for subsequent development Transition pathways connecting the end states of allosteric binding and communication pathways from the allosteric site to the active site. The allosteric transition illustrated here is a conformational change, with apo and bound conformations represented by gray and blue shading, respectively. Transition pathways, indicated by brown arrows, are mainly concerned with kinetic intermediates: the inducedfit pathway passes through the intermediate in which the effector is loosely bound with the protein in the apo conformation, whereas the conformational-selection pathway passes through the intermediate in which the apo protein adopts the bound conformation. Communication pathways, indicated by green arrows, are concerned with intermediate residues through which the allosteric site is coupled with the active site. The two types of pathways thus differ in their emphases but are not orthogonal to each other. In the induced-fit transition pathway, the conformational change initiated by loose effector binding propagates to the active site while the effector consolidates its binding. In the conformational-selection pathway, stabilization of the bound conformation starts at the allosteric site and propagates to the active site.
of allosteric models for hemoglobin). Many workers (though with notable exceptions) 21 presume that networks of residues that exhibit spatial correlations in conformations or temporal correlations in motions mediate the communication between allosteric and active sites. One may identify these communication pathways by comparing residue-specific differences in conformations and dynamics between the apo form, effectorbound form, and ternary complex with both effector and substrate bound. NMR spectroscopy has now been established as a powerful tool for characterizing allosteric communication, due to its ability to provide atomic-level information on chemical environment and on picosecond−nanosecond local (backbone or side chain) and microsecond−millisecond conformational exchange dynamics. 22−28 In principle, long molecular dynamics simulations can provide all the details regarding the communication between allosteric and active sites, and simulations longer than a microsecond are beginning to shed light on communication mechanisms. 29−31 Computational studies are still mostly based on submicrosecond simulations or on contact analysis or elastic network modeling of static crystal structures. 32 Notably, allosteric communication has been assumed to involve evolutionarily conserved 33 or positionally correlated 34 networks of residues. The complementarity of computational and experimental approaches, NMR spectroscopy in particular, in studying allostery can be easily appreciated.
In recent years there has been intense interest in the potential roles of conformational dynamics in allosteric regulation. In referring to entropically driven allostery, a number of workers have used the word dynamic (e.g., ref 4) , but what was really meant is just that proteins are not static but, under equilibrium fluctuation, can sample an ensemble of conformations. 20, 35 The extent of conformational sampling in a (meta)stable state is measured by conformational entropy, which, like all thermodynamic properties, is microscopically determined by the shape of the free energy basin in conformational space. Beyond thermodynamic properties, dynamic properties characterizing time-dependent processes are also observables, including the time scales, amplitudes, and spatial−temporal correlations of internal motions as well as rates of conformational transitions. Microscopically, dynamic properties are governed by the equations of motion and are dictated by not only free energy basins but also barriers, along with dynamic parameters (e.g., effective diffusion coefficients).
Given the latter strict sense of the word dynamic, there may be three views on conformational dynamics as it relates to allostery. The first view is that allosteric regulation should be limited to thermodynamic properties only; any effect on conformational dynamics is a mere byproduct. 36 For example, an allosteric effector may increase the substrate binding affinity by reducing side-chain flexibility, leading to a lower conformational entropic cost or preorganization of the active site. 25, 37 As a consequence, the amplitudes of the picosecond−nanosecond orientational dynamics of the side chains may also be reduced.
The second view is that, even if conformational dynamics does not dictate the final thermodynamic outcome, characterizing it can lead to a fuller understanding of allosteric regulation. 38 As already noted, the rates of conformational transitions are a key determinant of transition pathways. Conformational dynamics may also be involved in mediating allosteric communication. 24, 25, 39 Absent such involvement, conformational dynamics may still be helpful in identifying communication pathways, as illustrated by the residues with suppressed subnanosecond side-chain dynamics in the last example.
The third view is that allosteric regulation also extends to kinetic properties, and surely conformational dynamics is a determinant of these properties. In particular, enzyme kinetics is characterized by two parameters, the turnover number k cat and the Michaelis constant K M . These parameters in turn are determined by the rate constants of the three basic steps of the enzyme-catalyzed reaction: substrate binding, chemical transformation of substrate into product, and product release. Allosteric effectors have been suggested to affect millisecond time scale dynamics implicated in these basic steps and thereby modulate the corresponding rate constants. 40−43 In this review we aim to assess the roles of conformational dynamics in allosteric regulation. We highlight two proteins for which NMR spectroscopy and molecular dynamics simulation have been used as complementary approaches to identify residues possibly involved in allosteric communication, for example, by following effector-induced changes in dynamic properties or positional correlations. We also present our perspectives on several contentious issues, such as the relationship between picosecond−nanosecond local and microsecond−millisecond conformational exchange dynamics, and on future developments, including designing molecular dynamics simulations to test ideas about allosteric communication.
APPROACHES FOR CHARACTERIZING ALLOSTERIC
COMMUNICATION Effector-induced changes in conformational dynamics and positional correlations, probed by NMR spectroscopy and molecular dynamics simulation, respectively, are often used to characterize allosteric regulation. Below we give some basic ideas behind these experimental and computational approaches, hopefully to allow the reader better appreciation of the results to be covered in section 3.
NMR Relaxation and Conformational Dynamics
Different types of NMR relaxation experiments can report conformational dynamics on different time scales. 44 The magnetization arising from nuclear spins can be decomposed into a longitudinal component (i.e., parallel to the static magnetic field B 0 ) and a transverse component. In two classical experiments, one observes time-dependent recovery of the equilibrium value of the longitudinal component and timedependent decoherence of the transverse component. The main mechanisms that contribute to longitudinal and transverse relaxation for a nuclear spin S (e.g., backbone 15 N) involve magnetic dipole−dipole interaction (e.g., with backbone amide 1 H, referred to as spin I) and chemical shift anisotropy (CSA) of the S spin. 45 These act as time-dependent (due to stochastic molecular motions) perturbations to the Hamiltonian of the S spin. The dipolar contribution depends on the magnitude (r IS ) and direction of the internuclear vector, whereas the CSA contribution depends on the magnitude (Δσ S ) of the CSA and orientation of the CSA tensor. For a backbone amide 15 N− 1 H spin pair, the 15 N CSA tensor is usually nearly axially symmetric and the symmetry axis is nearly collinear with internuclear vector. Here we assume axial symmetry and collinearity along a unit vector n.
Because of stochastic molecular motions, n is a randomly fluctuating variable, but the correlation ⟨n(t)·n(0)⟩, between n at a given moment and n a time interval t later, upon averaging over the time course of the molecule and also over an ensemble of molecules, is a smooth, generally decaying function of t. Both the dipolar and CSA contributions to NMR relaxation can be expressed in terms of the spectral density function, which is a Fourier transform of another time-correlation function of the vector n:
where P 2 (x) = (3x 2 − 1)/2. The resulting longitudinal and transverse relaxation rates are
where
⟩ and c = Δσ S ω S /√3, with μ 0 denoting the vacuum permeability, ℏ denoting reduced Planck's constant, and γ X and ω X (= γ X B 0 ) denoting the gyromagnetic ratio and Larmor frequency, respectively, of spin X. Backbone
15
N R 1 and R 2 measurements thus mainly probe orientation dynamics of the NH bond vector and the peptide plane, which typically occur on the picosecond−nanosecond time scale. In a hypothetical situation where the protein is a rigid body, orientation dynamics of the unit vector n is solely due to the overall rotational tumbling of the protein ( Figure  3a) . The time-correlation function is then
where τ c = 6D is the rotational correlation time, typically on the order of 10 ns, and D is the overall rotational diffusion coefficient (assumed to be isotropic). Generally the unit vector also experiences local orientational dynamics (Figure 3b ), which often is much faster than and consequently can be decoupled from the overall rotation, resulting in a timecorrelation function
where τ e is the effective correlation time for local orientational dynamics and 2 , known as the order parameter, reflects the fact that, in the body-fixed reference frame, the local orientational dynamics may not completely randomize the direction of n. Upon removing the overall rotation, the timecorrelation function decays not to zero but to
where Y 2m (θ,ϕ) are spherical harmonics and θ, ϕ, and n α are the polar and azimuthal angles and Cartesian components, respectively, of the unit vector n in the body-fixed frame. By using eq 5 to fit R 1 and R 2 data, one obtains information on the time scale (i.e., t e ) and amplitude (i.e., − 1 2 ) of the fast local dynamics. The order parameter can also be directly calculated from molecular dynamics simulations according to eq 6b. 47, 48 As illustration (Figure 3b ), consider the local orientational dynamics that is modeled as diffusion in a cone spanning a polar angle θ 0 . Evaluation of eq 6a leads to
The conformational entropy associated with motion in the cone is
By eliminating cos θ 0 , one can directly relate the order parameter to conformational entropy
where k B is Boltzmann's constant. Summing the entropies derived from order parameters at different sites in the protein provides a measure of the total conformational entropy. If these calculations are done for the apo and effector-bound forms, the difference can be interpreted as the effector-induced change in protein conformational entropy. 51 If the S spin can stochastically exchange between two chemical environments (labeled 1 and 2), as occurs when the protein switches between two conformations, the exchange will contribute to dephasing of the transverse magnetization and hence enhance R 2 , because spins in the two environments have different precession frequencies ( Figure 3c ). Relative to the difference Δν between the resonance frequencies ν 1 and ν 2 in the two environments, the exchange rate k ex (sum of forward and backward transition rates k 1 and k 2 ) falls into three regimes. In the fast-exchange regime (i.e., k ex ≫ 2πΔν ≡ Δω), the NMR spectrum of spin S has a single peak, positioned at the population average of ν 1 and ν 2 . With enhancement by chemical exchange, the transverse relaxation rate becomes
where R̅ 2 0 is the population average of the transverse relaxation rates in the two environments when exchange is absent and p 1 and p 2 are equilibrium population fractions in the two environments. In the slow-exchange regime (i.e., k ex ≪ Δω), the NMR spectrum of spin S has two peaks, positioned at ν 1 and ν 2 , and the transverse relaxation rates in the two environments are increased by k 1 and k 2 , respectively. In the intermediate-exchange regime, the two peaks coalescence, with a broadened line shape. This exchange broadening can often lead to loss of NMR signal. Hence, just like R 2 values that are higher than can be accounted for by overall rotational tumbling and local orientational dynamics, broadened line shapes and unobserved resonances are often interpreted as indicating microsecond−millisecond conformational exchange. However, spin relaxation experiments are generally not suited for quantitative characterization of conformational exchange kinetics (i.e., determination of transition rates).
Although the different precession frequencies at the two environments lead to dephasing of the transverse magnetization (Figure 3c ), a 180°radio frequency pulse applied in a transverse direction has the effect of rephasing, and thereby suppressing, exchange-mediated transverse relaxation. This is the essence of a Carr−Purcell−Meiboom−Gill relaxation dispersion (CPMG RD) experiment, where one employs a pulse sequence in which 180°pulses are separated by periods (of duration 2τ cp ) during which relaxation occurs. 52, 53 By varying τ cp , one observes a range of effective transverse relaxation rates (R 2,eff ), and only when τ cp → ∞ is the effect of chemical exchange fully exhibited. That is, R 2,eff is dispersed or spread out as a function of τ cp (or its inverse). In particular, in the fast-exchange regime, R 2,eff approaches the value given by eq 10 when τ cp → ∞ but approaches R̅ 2 0 when τ cp → 0. A formula that bridges these two limits of τ cp in the fast exchange regime is 54 τ ω τ 
Fitting the dependence of observed R 2,eff on τ cp to eq 11 yields k ex and
The conformational exchange that is of practical interest is one between a major state and a minor state (i.e., p 1 ≫ p 2 ). A general formula, valid in all three exchange regimes, has been derived for R 2,eff (τ cp ) of the major state. 55, 56 Fitting experimental data can yield the transition rates k 1 and k 2 (and hence the population fraction of the minor state) as well as Δω. The latter is equivalent to the difference in chemical shift between the major and minor states and thus contains structural information about the minor state (chemical shifts in the major state are directly observable). In favorable cases, this information can be used to validate structural models of the minor state. 42 However, the nature of the conformational changes from the major state to the minor state is often poorly defined by CPMG RD experiments, although the millisecond time scale of k ex suggests that the conformational changes must be more than local (Figure 3d ).
Path and Community Analysis
To model protein stability and function in general and allosteric communication in particular, terminologies, ideas, and methods from graph theory 57 have been extensively borrowed and expanded. Typically the protein (composed of N residues) is mapped to a weighted graph, in which each node represents a residue ( Figure 4) . Two graph properties of interest are the shortest path between two nodes and the partitioning of the graph into communities.
Earlier graph models used the static crystal structure of the protein to specify the weights between nodes. In the simplest version, 58 two nodes were assumed to form an edge and assigned a weight 1 if the distance between two representative atoms of the corresponding residues was within a cutoff; otherwise the weight was 0. (For later reference, the edges in a protein comprise the contact map.) In graph theory, 57 these internode weights define the adjacency matrix: 
The sum of the ith row (or column) elements of is the degree, that is, the number of edges formed by node i. Denoting the diagonal matrix of degrees as , the difference
is known as the Laplacian matrix, which, upon multiplying by a spring constant, happens to coincide with the Hessian matrix of the Gaussian network model 59 (a form of elastic network model). If a value of 1 for the path length of each edge is assumed here, then the total length of a path along connected edges is just the number of edges involved. Any two nodes can be connected by multiple paths; the shortest paths between residues in the allosteric site and residues in the active site may be especially important for allosteric communication. Atilgan et al. 58 calculated the average of shortest path lengths of a given residue to other residues in a protein and found that average shortest path lengths are highly correlated with amplitudes of residue position thermal fluctuation predicted by the Gaussian network model. Intuitively, hub residues (i.e., those with high degrees) should have both small average shortest path lengths and low amplitudes of thermal fluctuation.
Instead of directly using a cutoff in interresidue distance for specifying edges, Brinda and Vishveshwara 60 used the interresidue interaction strength
where n ij is the number of atom−atom contacts between residues i and j within a distance cutoff and n i and n j are normalization factors. (15) as the probability that a random walker through the graph makes a jump from node i to node j. The resulting stationary probabilities of the random walker on the nodes were used to find the probabilities for partitioning each node into different communities. The latter probabilities were further used to define the entropy for partitioning of the node. Nodes with high entropies are shared with high probabilities among multiple communities. These "messenger" nodes may be critical for intercommunity communication in allosteric regulation. For the chaperonin GroEL−GroES complex, these nodes also had small amplitudes in the lowest-frequency mode (i.e., global mode) of the Gaussian network model; the latter occur in hinge regions for interdomain global motions. It remains to be determined whether messenger nodes coincide with another group of residues, also proposed for allosteric communication; the latter residues are identified by a large response in a normal mode of interest when the spring constants for the edges from these residues are perturbed. 63 For path length, rather than a constant value of 1 for each edge, Chennubhotla and Bahar 62 introduced the definition = − l log( ) ij ij (16) such that high transition probability corresponds to short path length and vice versa. Sethi et al. 34 took a major step by using information from molecular dynamics simulations to define the contact map and the path lengths of edges. An edge was formed between two residues, i and j, when the distance between their heavy atoms was below a cutoff for a specified fraction of the simulation time. More importantly, the path lengths of the edges were defined by the (normalized) covariance matrix of the residue positions: (17) in analogy to eq 16. The covariance matrix itself is given by
where x i = r i − ⟨r i ⟩ are displacements from mean residue positions. When residues i and j are highly correlated in displacement from their mean positions, | | → 1 ij and, according to eq 17, the path length l ij → 0. Conversely, when the two residues have totally uncorrelated displacements, | | → 0 ij and l ij → ∞. The total length of a path along connected edges is the sum of the path lengths of the individual edges ( Figure 4a) ; the shortest path between nodes i and j is the path that has the minimum total length among all possible paths connecting i and j. 64 Sethi et al. 34 used the Girvan−Newman algorithm 65 to partition the graph into communities, within which edges are dense but between which edges are sparse (Figure 4b ). The Girvan−Newman algorithm uses edge betweenness, defined as the number of shortest paths that cross a particular edge, for partitioning. The betweenness of an intercommunity edge is high because all the intercommunity shortest paths must cross it (or any small number of other such edges). In contrast, the betweenness of an intracommunity edge is low because many other neighboring edges can provide alternatives for shortest paths. The Girvan−Newman algorithm is an iterative procedure, in which the edge with the highest betweenness is cut and the betweennesses of the remaining edges are recalculated, until every node becomes isolated and hence a community of its own. The partitioning finally chosen is the one with optimal modularity, where the fraction of intracommunity edges maximally exceeds the expected value if the edges are randomly placed between nodes in the graph. Nodes linked by intercommunity edges are termed critical, since all the intercommunity shortest paths cross these edges (Figure 4b ). Critical nodes serve a similar role as the messenger nodes of Chennubhotla and Bahar. 62 Rivalta et al. 66 took the approach of Sethi et al. 34 but redefined the edge path lengths in terms of a generalized correlation matrix introduced by Lange and Grubmuller,
where ij are the mutual information. The latter, (20) measures the deviation of the joint probability density p(x i ,x j ) of displacements x i and x j from the product p i (x i )p j (x j ) of the two marginal probabilities, which is the expected probability density if x i and x j are totally uncorrelated. We remark that the covariance matrix and its generalization measure residue−residue positional correlation during equilibrium fluctuation. Mutual information, expressed in terms of a probability density in conformational space, can be easily recognized as an equilibrium property. The covariance matrix is similarly an equilibrium property, not a dynamic property, even though sometimes it is referred to as the dynamic crosscorrelation matrix. Calculation of ij from molecular dynamics trajectories, by averaging over snapshots, may give it a dynamic appearance, but the time sequence of the snapshots has no effect: the result is the same if the snapshots are scrambled.
Likewise, even though path and community analysis based on residue−residue positional correlation is referred to as dynamical network analysis, 32, 34, 66, 68 strictly speaking, no dynamical information is involved. Given that molecular dynamics simulations used to prepare for path and community analysis typically are submicrosecond in length, and therefore cannot sample microsecond−millisecond conformational exchanges, the information supplied is only quasi-equilibrium. That is, the average is limited to a single conformational state (or a substate therein; Figure 3d ).
It is of interest to note that exchange between conformational states has recently been investigated by building Markov state models from molecular dynamics simulations. 30, 31, 69 In these models, microstates are obtained by clustering snapshots according to structural similarity, and transition probabilities between microstates are estimated from molecular dynamics trajectories.
CASE STUDIES OF DYNAMIC EFFECTS IN ALLOSTERIC REGULATION
As noted in the preceding section, allosteric communication is generally thought to be mediated by groups of residues that exhibit effector-induced changes in conformational dynamics or positional correlations. The two types of residues can be identified by NMR spectroscopy and molecular dynamics simulation, respectively. Information from the two approaches can be combined to develop allosteric mechanisms, as illustrated below.
Pin1
Pin1 is a peptidyl−prolyl cis/trans isomerase (PPIase) that acts on phosphoSer/Thr-Pro [p(S/T)P] motifs present in mitotic phosphoproteins, 70 thereby controlling their fates. 71 The fulllength Pin1 consists of an N-terminal WW domain (residues 1−39) and the C-terminal PPIase domain (residues 50−163) (Figure 5a ). Both domains can selectively bind p(S/T)Pcontaining substrate motifs, but only the PPIase domain can isomerize the peptidyl−prolyl bond, 72, 73 at a catalytic site lined by three loops (labeled as catalytic loop, β5-α4, and β6-β7 in Figure 5a ). In addition to other roles, several lines of evidence suggest that substrate−WW binding allosterically regulates the PPIase activity. First, the substrate affinity and catalytic activity of the isolated PPIase domain are different from those of the full-length protein. 26, 72, 73 Second, crystal structures of Pin1 show that the two domains are tightly packed against each other, although the linker between them is disordered ( Figure  5a) . 74−76 Third, NMR studies showed that binding of both substrates and a nonpeptidic ligand [poly(ethylene glycol)] to the WW domain resulted in tighter coupling between the two domains. 77, 78 The allosteric communication in Pin1 has been investigated in recent studies based on NMR spectroscopy 26,79−81 and molecular dynamics simulations.
37,82
Namanja et al. 26, 79 obtained the order parameters ( axis 2 ) for methyl symmetry axes from measurements of methyl 2 D relaxation rates. They found that binding of two substrates, one with sequence FFpSPR and the other a pTP-containing peptide from the mitotic phosphatase Cdc25C, both resulted in increases in axis 2 in three regions (Figure 5b ): WW−PPIase interface, interface of α1 helix with PPIase core, and catalytic site. Namanja et al. proposed that these residues, with suppressed subnanosecond methyl orientational dynamics, formed a hydrophobic conduit for interdomain allosteric regulation. Other methyls also exhibited compensatory decreases in axis 2 upon peptide binding, with unknown functional implications; more such methyls were found in Cdc25C-bound Pin1 than in FFpSPR-bound Pin1. It should be noted that less than a third of Pin1 residues contain methyls.
To gain a sense of the effect of peptide binding on microsecond-millisecond dynamics, Namanja et al. 26, 79 measured methyl 13 C longitudinal and transverse relaxation rates and looked for residues with high values for their product, R 1; 13 C R 2; 13 C , which may indicate contributions from conformational exchange. Upon FFpSPR binding, the number of residues exhibiting R 1; 13 C R 2; 13 C increases was more than that for decreases, 83 implicating enhancement of exchange dynamics. Residues with increased R 1; 13 C R 2;
13 C map to the WW−PPIase interface and to the interface of α1 and α2 helices with the PPIase core. However, the nature of the minor state with which the major state exchanges remains elusive, if the elevated R 1; 13 C R 2; 13 C indeed reflects conformational exchange. For Cdc25C, the trend in R 1; 13 C R 2;
13 C changes was apparently reversed, with more decreases than increases. Recent CPMD RD data provided validation of reduced exchange dynamics upon binding Cdc25C and were interpreted as reflecting weakened interdomain contact. 81 To gain detailed insight into allosteric communication in Pin1, we carried out molecular dynamics simulations of Pin1 in apo form as well as bound with several peptides, either at the WW site or the catalytic site or both sites. 37, 82 In the 100 ns simulations, FFpSPR binding at the WW site resulted in decreases in root-mean-square fluctuation (RMSF), indicating suppression of subnanosecond local dynamics, in the three loops lining the catalytic site, to the level exhibited when a trans-locked alkene isostere of FFpSPR was bound to both WW and catalytic sites. The FFpSPR-induced reduction in RMSF for the catalytic-site loops is a clear indication of allosteric communication between the two binding sites. The communication evidently was unidirectional, as a cis-locked alkene isostere bound only at the catalytic site did not produce loss in flexibility in the WW domain.
We used the graph-partitioning method of Brinda and Vishveshwara, 60 which is based on residue−residue physical proximity, to identify allosteric pathways. The partitioning produced two clusters of paths for FFpSPR-bound Pin1. The first emanates from the WW backside and propagates through the interdomain interface and the PPIase domain core to the β5-α4 and β6-β7 loops; the second emanates from the WW front pocket and propagates through the bound peptide, the α1 helix, and the latter's interface with the PPIase core to the catalytic loop. The first cluster of paths preexists in apo Pin1, but the second cluster is broken as the gap between the α1 helix and the WW front pocket is too wide without the bound peptide (Figure 5b ). In essence, the bound peptide serves as a bridge to complete the second cluster of paths from the WW site to the catalytic site.
We also applied the community analysis method of Sethi et al., 34 which is based on both physical proximity and positional correlation. The overall conclusion was the same, but new insight emerged. The WW front pocket, β5-α4 loop, and β6-β7 and catalytic loops are located in three different communities (numbered 1, 2, and 3, respectively, in Figure 5c ,d, left and middle). In apo Pin1, community 1 is not directly linked to either community 2 or 3. In FFpSPR-bound Pin1, community 1 is enlarged to include the whole WW domain and the Nterminal region of the peptide. It is now directly linked to community 3, with the N-terminal residues of the peptide providing critical nodes for linkage. Moreover, the enlarged community 1 becomes directly and strongly linked to community 2. The strengthened coupling between these communities thus explains the allosteric communication.
The foregoing analyses suggested that FFpSPR elicits allosteric effects by serving as a bridge to connect the α1 helix and the WW domain. To test this idea, we carried out simulations in which subsets of residues in different regions of apo Pin1 were artificially restrained to limit conformational fluctuations and monitored the RMSF of catalytic-site loops. The RMSF was hardly changed with restraint of the WW domain or within the PPIase core, and only partially reduced with restraint of the PPIase core and α1 helix interface, but RMSF was fully reduced when four residues from the WW domain were added into the restraint. Importantly, the reference conformation in these restraints was taken from the simulation of apo Pin1. So these restrained simulations directly demonstrated the idea 4 that merely restricting the fluctuations around a mean structure can generate allosteric effects, while also showing that restrictions in different regions of a protein are not equally effective.
Our followup study 82 showed that, compared to FFpSPR, Cdc25C more tightly interacted with the WW domain but less so with the α1 helix and the PPIase core. As a result, community 1 lost direct linkage to communities 2 and 3 (as in apo Pin1), and the suppression of subnanosecond local dynamics (as indicated by RMSF) was not as effective, in line with NMR studies.
26,79 NMR 80 and molecular dynamics simulation 37 studies of the I28A mutant, within the WW− PPIase interface, provided additional evidence that weakened intercommunity coupling leads to reduced suppression of subnanosecond local dynamics. Note that when the cis-locked alkene isostere is bound at the PPIase catalytic site, the bridge between the α1 helix and the WW domain is missing, and hence communication from PPIase to WW domain is ineffective. This provides a simple explanation for the apparent unidirectionality of allosteric communication between WW and catalytic sites.
Why should the amplitude of subnanosecond local dynamics be related to intercommunity coupling, which is based on physical proximity and positional correlation? To illustrate this point, let us consider the local dynamics of the unit vector n, shown in Figure 3a ,b, in two extremes. In one extreme, local dynamics is fully quenched, with the unit vector rigidly attached to the protein so that the order parameter 2 is 1. Of course this unit vector would be fully correlated with any other such unit vector since they both follow the same overall tumbling of the protein. The correlation time of n is that of overall tumbling, that is, τ c , which is on the order of 10 ns. In the other extreme, the local dynamics completely randomizes the orientation of n, resulting in = 0
2
. Obviously n would be totally uncorrelated with any other such unit vector. Now the correlation time of n (see eq 5 with = 0 2 ) is τ c τ e /(τ c + τ e ) ≈ τ e , since τ c ≫ τ e , which is subnanosecond. So in this example, increased intercommunity coupling is correlated with quenching of fast, subnanosecond dynamics and emergence of slower, 10 ns dynamics. To further explore the relationship between intercommunity coupling and dynamics on fast and slow time scales, we introduced a dynamic model of allostery (Figure 5c,d, right) . This model was inspired by the molecular dynamics simulation and community analysis results for Pin1 summarized above (Figure 5c ,d, left and middle) but highly simplified. We modeled a representative internal coordinate from each of communities 1, 2, and 3 as undergoing diffusive motion in a harmonic potential. The strength of coupling between the internal coordinates was tunable, from very weak for apo Pin1 to very strong for the FFpSPR-bound form. This model predicts that, with weak coupling, the internal coordinates have a single-exponential time-correlation function with a short correlation time (e.g., subnanosecond). However, with strong coupling, the time-correlation function is a double exponential; one exponential has a short correlation time and a small amplitude, while the second exponential has a long correlation time (e.g., microsecond−millisecond) and a large amplitude. That is, with increasing intercommunity coupling, the fast motion is suppressed and replaced by slow motion. Internal coordinates from the different communities also become highly correlated. The slow motion may represent conformational exchange, insofar as the latter requires intercommunity correlated motions (Figure 3d) .
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Our model suggests that, with strengthened intercommunity coupling, suppression of fast local dynamics may be expected along with initiation of slow conformational exchange dynamics. The NMR results summarized above provide some support. With FFpSPR, axis 2 data indicated suppression of local dynamics, whereas R 1; 13 C R 2; 13 C data indicated enhanced conformational exchange. With Cdc25C, both effects were moderated. It appears that allosteric activators like FFpSPR, by strengthening intercommunity coupling, in particular through providing critical nodes, may elicit disparate dynamic responses on fast and slow time scales.
Imidazole Glycerol Phosphate Synthase
Imidazole glycerol phosphate synthase (IGPS) is a bifunctional enzyme with active sites located in two separate domains named HisH and HisF (which are associated noncovalently in bacteria but are covalently linked in eukaryotes; Figure 6 ). HisH catalyzes the hydrolysis of glutamine into glutamate and ammonia, using a conserved catalytic triad consisting of Cys84, His178, and Glu180 (Thermotoga maritima IGPS numbering), located ∼10 Å away from the HisH−HisF interface. This reaction starts with thioester bond formation between glutamine and Cys84, with the resulting oxyanion tetrahedral intermediate stabilized by the backbone amide of Val51, part of a conserved PGVG motif. The ammonia product then travels down a 20 Å hydrophobic tunnel formed by the β strands of the HisF (β/α) 8 barrel to the second active site at the bottom, where it combines with metabolite N′-[(5′ -phosphoribulosyl)-formimino]-5-aminoimidazole-4-carboxamide ribonucleotide (PRFAR) to yield two products that enter the histidine and purine biosynthetic pathways. Coordination of the two reactions is achieved through PRFAR serving as an allosteric effector. Binding of PRFAR to the HisF active site enhances the k cat of HisH by ∼5000-fold. 84 The long PRFAR molecule, with the two ends near residues Val100 and Leu222, respectively, bisects the bottom of the HisF (β/α) 8 barrel with β1/α1, β2/ α2, and β3/α3 on one side and β5/α5, β6/α6, and β7/α7 on the other side (referred to as side R and side L, respectively). 66 The allosteric effects of PRFAR binding were studied by both NMR spectroscopy and molecular dynamics simulations. 28, 40, 66, 68 From CPMG RD experiments on backbone 15 N and alanine methyl 13 C, Lipchock et al. 40 found no evidence of HisF exchange dynamics in apo IGPS. Methyl- H dipolar cross-correlated relaxation rates of HisF ILV residues did not indicate a significant overall change in subnanosecond dynamics upon PRFAR binding. It was unknown whether PRFAR had any effect on fast dynamics of other side chains or the protein backbone.
In the crystal structure of apo IGPS, the peptide plane between Gly50 and Val51 of HisH is in an orientation opposite to what would provide stabilization to the oxyanion tetrahedral intermediate, with the Gly50 carbonyl oxygen instead of the Val51 amide proton pointing to the negatively charged oxygen atom of the would-be tetrahedral intermediate. 85 The Val51 amide instead hydrogen-bonds to the carbonyl of Pro10. The 1 H, 15 N NMR spectrum of Lipchock et al. 40 for HisH in apo IGPS showed a sharp cross peak for Gly50, which was broadened beyond detection upon titration with PRFAR. This observation showed that PRFAR-stimulated millisecond exchange dynamics extended across the HisF−HisH interface and into the active site of HisH. Lipchock et al. 40 proposed that this exchange dynamics allowed the Gly50−Val51 peptide Figure 6 . Structure of IGPS. Side L and side R are shown in light orange and magenta, respectively, for HisF and in gray and green, respectively for HisH. HisF side L consists of residues 101−220, and HisH side R consists of β1−β4 strands, α1, α2, α2′, and α4 helices, and Ω-loop. The bound PRFAR in HisF is shown as cyan spheres, and the catalytic triad and PGVG motif are labeled, as are some secondary structure elements (α1−α3 and loop1 in HisF and α1, α2, α2′, and Ω-loop in HisH).
plane to flip and thus present the stabilizing amide proton of Val51.
Rivalta et al. 66 reported 100 ns molecular dynamics simulations of apo and PRFAR-bound IGPS. PRFAR binding resulted in an overall decrease in RMSF in HisF, especially its loop 1 (residues 16−30), but not in HisH. The decrease in RMSF means that the amplitudes of local subnanosecond dynamics were suppressed. The PRFAR-induced changes in positional correlation, as captured by the generalized correlation matrix calculated from mutual information, were heterogeneous. Positional correlations were reduced in HisF side L (residues 101−220) and in the HisH catalytic triad and surrounding residues, including the PGVG motif. However, correlations were enhanced within and between HisF side R (including loop1, α2 and α3 helices, and β3 strand) and HisH elements on the same side (including β1−β3 strands, α1 helix, and intervening Ω-loop) (Figure 6 ).
Using the generalized correlation matrix to define edge pass lengths, Rivalta et al. 66 carried out community analysis. One of the most notable changes induced by PRFAR binding was the strengthened coupling between a community in HisF and a community in HisH, both on side R ( Figure 6 ). The HisF community included β2/β3 strands and α2/α3 helices; the HisH community included β1−β4 strands, α1, α2, α2′, and α4 helices, and Ω-loop. The two communities were linked by edges between residues in HisF α2/α3 helices and in HisH α1 helix and Ω-loop. The strengthened intercommunity coupling was in line with the increased positional correlations between these elements.
In these molecular dynamics simulations, the HisH Val51− Pro10 hydrogen bond was stable in apo IGPS but unstable in the PRFAR-bound form. Concomitantly, the Gly50−Val51 peptide plane partially rotated, which the authors suggested as an early sign of an anticipated full flip of the peptide plane in the millisecond time scale.
The foregoing NMR and computational results appear to be qualitatively consistent with the predictions of our simple dynamic model of allostery (Figure 5c,d, right) . That is, upon PRFAR binding, the coupling between two communities across the interdomain interface was strengthened, while the amplitudes of subnanosecond local dynamics were suppressed (as indicated by reduced RMSF) and millisecond exchange dynamics was stimulated (as revealed by NMR spectroscopy). However, instead of the disparate responses of fast and slow dynamics that we emphasize, Rivalta et al. 28, 66 appear to suggest that fast and slow dynamics go hand in hand. According to them, disruptions of residue−residue interactions on the nanosecond time scale "may represent the initial loosening of the protein core that precedes the wholesale enhancement of ms motions observed by solution NMR." Clearly, the nature of millisecond exchange dynamics, although beyond the scope of submicrosecond molecular dynamics simulations, deserves further studies.
Vanwart et al. 68 also carried out molecular dynamics simulations and community analysis for apo and PRFARbound IGPS. Their focus was how different representatives of residues positions, for example, Cα atom versus residue center of mass, affected community partitioning. The latter representative was recommended.
PERSPECTIVES
We have assessed the potential roles of conformational dynamics in the allosteric regulation of two proteins. From NMR spectroscopy, a hydrophobic conduit was proposed for interdomain communication in Pin1, based on suppressed sidechain subnanosecond dynamics upon effector binding; 26, 79 effector-stimulated millisecond conformational exchange dynamics was proposed to allow for a peptide plane flip anticipated for IGPS activation. 40 From molecular dynamics simulation and community analysis, effector binding was found to strengthen the coupling between communities across the interdomain interfaces in both Pin1 37,82 and IGPS. 66 It is clear that characterizing the conformational dynamics in these proteins has led to better understanding of their allosteric regulation. It is also clear that NMR spectroscopy and molecular dynamics simulation are highly complementary in developing allosteric mechanisms.
Much remains to be learned. One contentious issue is the relationship between fast local dynamics and slow conformational exchange dynamics. One view is that stimulation of the slow dynamics may be accompanied by suppression of the fast dynamics, both of which are related to strengthening of intercommunity coupling. 82 An opposite view is that disruptions of residue−residue interactions, mediated by strong fast dynamics, may precedes enhancement of slow exchange dynamics. One can fault the first view for the simplicity of the theoretical model used to predict it and the second view for making inference across 6 orders of magnitude in time. It might be possible to settle this issue through theoretical models that have more molecular ingredients.
Many workers have invoked the term allosteric signal. If there is such a signal, can one experimentally measure its speed of propagation? A recent experiment on a ligand-gated ion channel has the appearance of such a measurement, in which a brief application of an agonist was followed by single-channel recordings of currents through the transmembrane channel. 86 The delayed response in currents might be construed as indicating the time needed for propagating an allosteric signal from the ligand-binding domain to the transmembrane channel. However, following the common practice in single-channel electrophysiology, the current response was fit to a kinetic model, with rate constants for agonist binding and unbinding and for conformational transitions of the multidomain channel protein (including opening and closing of the transmembrane channel). It certainly is more insightful to interpret the delay in current response as due to events including agonist binding and channel closed-to-open transition than as due to the propagation of some allosteric signal. Pump−probe molecular dynamics simulations, in which selected atoms are pumped by oscillating forces, 87 and time-resolved femtosecond crystallography enabled by X-ray free electron lasers 88, 89 might be able to shed light on issues surrounding allosteric signal.
From the apo form to the ternary complex, the same free energy change is accumulated whether effector binding is followed by substrate binding or vice versa. Accordingly, the change in free energy for substrate binding by the prebinding of an effector is the same as the change in free energy of effector binding by prebinding of the substrate (both equal to the free energy of cooperation). This thermodynamic reciprocity implies that allosteric communication is always bidirectional. Our molecular dynamics simulations evidently showed unidirectional allosteric communication in Pin1: while substrate binding to the WW domain resulted in suppression of local dynamics in the PPIase catalytic-site loops, substrate binding to the PPIase did not produce suppression of the local dynamics in the WW domain. Note that this unidirectionality does not violate thermodynamic reciprocity because the former concerns only the events of binding a single ligand (at either the WW or catalytic site), whereas the latter involves simultaneous occupation of both sites. This unidirectionality in Pin1 comes about because the WW-bound substrate serves as a bridge to strengthen interdomain communication, whereas this bridge is missing when the substrate is bound to the PPIase. Unidirectional allosteric communication was also seen in molecular dynamics simulations of sortase A, where allosteric activation appears to be mediated by the disorder-to-order transition of a long loop. 90 Yet another example was revealed by NMR spectroscopy for communication between the two cAMP binding sites (named A and B) in the RIα subunit of protein kinase A. 91, 92 Upon site A binding, spectral changes spread to the whole protein, but upon site B binding, spectral changes were confined to the B domain only. Examples like these can serve as important test cases for validating ideas about allosteric communication.
Are allosteric proteins endowed with special structural, energetic, or dynamic properties, or can any protein potentially be allosteric? The latter view, argued by Gunasekaran et al., 93 seems to have support. For example, dynamic and conformational changes in response to Val to Ala mutations in a small protein, eglin c, previously not known to be allosteric, were detected at sites as far as 16 Å away. 94 Moreover, screening with compound libraries identified secondary binding sites on many proteins, and binding of small molecules to these newly identified sites modulated protein functions. 95 On the other hand, not all dynamic and conformational changes in an allosteric protein are equal in mediating allosteric communication. It is important to design control systems to validate proposed mechanisms of allosteric communication.
Such validation can be very effectively done by designed molecular dynamics simulations. Our simulations with artificial restraints on Pin1 offered a glimpse into the potential of this approach. To make our idea about the critical importance of the α1−WW bridge experimentally testable, we introduced an α1−WW cross-link, and our molecular dynamics simulations of this construct indeed showed suppression of fast dynamics for the catalytic-site loops, similar to the effect induced by substrate−WW binding. 82 This predicted effect on fast dynamics awaits experimental test. On another front, a method called accelerated molecular dynamics, designed to artificially reduce free energy barriers, has already met with success in exploring the roles of microsecond−millisecond time-scale dynamics in allosteric communication. 43 While this review has focused on structured proteins, allostery in intrinsically disordered proteins and proteins with intrinsically disordered regions is emerging as an exciting frontier. 90, 96, 97 Conformational dynamics in these proteins can be anticipated to play even greater roles in allosteric communication, although they are only starting to be appreciated. 90 
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