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1 Introduction
If X is a variety, then X is affine if and only if Hi(X,F) = 0 for all coherent
sheaves F and for all positive i. This paper deals with the following natural
question:
Question: Classify all smooth varieties X (over C) with Hi(X,ΩjX) = 0 for
all j and for all positive i.
Of course if dimX = 1 such an X is affine. Here we deal with the
case of surfaces and completely classify them. This question was raised by
T. Peternell [8]. Our theorem is as follows:
Theorem 1.1 Let Y be a smooth surface with Hi(Y,Ωj) = 0 for all j and
i > 0. Then Y is one of the following.
1. Y is affine.
2. Let C be an elliptic curve and E the unique non-split extension of OC
by itself. Let X = P(E) and D the canonical section. Y = X −D.
3. Let X be a projective rational surface with an effective divisor D = −K
with D2 = 0, O(D)|Dis non-torsion and the dual graph of D be D˜8 or
E˜8. Y = X −D.
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Remark. I do not know whether the surfaces in the last case of the theorem
are Stein. It is well known that in the second case they are Stein.
Acknowledgements. The paper of Peternell was brought to my attention by
R. R. Simha. I thank him. I have benefitted by many discussions I had with
V. Srinivas and K. Paranjape. In particular, when I was unable to settle
some of the cases, it was Srinivas who suggested that I use formal de Rham
cohomology and showed me how. I thank both of them.
2 Some preliminary lemmas
We assume that Y is a smooth surface, satisfying the hypothesis of the The-
orem. Most of the lemmas in this section are standard and many of the
statements and proofs can be found in the literaure. We include them here
only for completeness. See also Peternell’s paper [8].
Lemma 2.1 Y contains no complete curves.
Proof: If C ⊂ Y is a complete irreducible curve, then one has an exact
sequence,
0−→A−→Ω1Y−→Ω
1
C−→0,
where A is coherent. Since H2(Ω2Y ) = 0, Y is not projective. If X is a smooth
projective completion of Y and if Z = X − Y , for any coherent sheaf F on
X we have an exact sequence,
H2Z(F)
α
→ H2(X,F)→ H2(Y,F)→ 0.
By formal duality (see [5] Chapter III, Theorem 3.3)
H2Z(F)
∗ ∼= H0(X̂, Ĝ)
where G = Hom(F , ωX), ωX is the dualising sheaf (which in our case is just
the canonical bundle) and ‘̂′ denotes completion along Z. Since Z 6= ∅, for any
locally free sheaf G the canonical map H0(X,G)→ H0(X̂, Ĝ) is injective and
hence α above which is just the dual of this map is surjective for locally free
sheaves and thus H2(Y,F) = 0 for locally free sheaves. Since any coherent
sheaf is the quotient of a locally free sheaf we see that H2(Y,F) = 0 for
all coherent sheaves and in particular H2(Y,A) = 0. Since H1(Ω1Y ) = 0 by
hypothesis, we get H1(Ω1C) = 0 which is absurd. ✷
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Lemma 2.2 Let X be a smooth projective completion of Y . Then X − Y is
a union of divisors.
Proof: First since Y contains no complete curves, X − Y cannot be of di-
mension zero. We want to show that X − Y has no isolated points. If P
is such an isolated point, let Y ′ = Y ∪ {P}. So Y ′ is not complete and
Y = Y ′ − {P}. Writing the local cohomology exact sequence for O one has,
0 = H1(Y,OY )→ H
2
{P}(O)→ H
2(Y ′,OY ′) = 0
The first zero by hypothesis and the last zero since Y ′ is not complete. But
the middle term is infinite dimensional, since
H2{P}(O) = lim
−→
n
Ext2(OnP ,OY ′) = lim
−→
n
H0(Ext2(OnP ,OY ′))
where OnP = O/M
n, M the ideal sheaf defining P ∈ Y ′. This leads us to a
contradiction. ✷
We may assume that X − Y = ∪ni=1Ei and no Ei is exceptional of the
first kind. From now on we will also assume that Y is not affine.
Lemma 2.3 Let D be any effective divisor on X with suppD = ∪Ei. If V
is a vector bundle on X, then
H1(Y, V|Y ) = 0 ⇔ lim
−→
n
H1(X, V (nD)) = 0.
Proof: Writing the local cohomology sequence we see that H1(Y, V|Y ) = 0 is
equivalent to,
lim
−→
n
H1(Ext 1(OnD, V ) = H
2(X, V ) and lim
−→
n
H0(Ext 1(OnD, V ))→→H
1(X, V ).
We have Ext 1(OnD, V ) = V (nD)|nD. We have a commutative diagram,
0 → V → V (nD) → V (nD)|nD → 0
|| ↓ ↓
0 → V → V ((n+ l)D) → V ((n + l)D)|(n+l)D → 0
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This gives the following exact sequence,
lim
−→
n
H0(V (nD)|nD)
α
→ H1(X, V )→ lim
−→
n
H1(V (nD))→
lim
−→
n
H1(V (nD)|nD)
β
→ H2(X, V )→ lim
−→
n
H2(V (nD)) = 0
From this it follows that lim
−→
n
H1(V (nD)) is zero if and only α is surjective
and β is an isomorphism which in turn is equivalent to H1(Y, V|Y ) = 0. ✷
Lemma 2.4 X − Y = ∪ni=1Ei is connected.
Proof: If C ⊂ X is any effective divisor, H2C(K)→→H
2(X,K) = C where
K is the canonical bundle. If X − Y = D = D1 + D2 and D1 ∩ D2 = ∅
then H2D(K) = H
2(K) = C since Hi(Y,KY ) = 0 for i = 1, 2; but H
2
D(K) =
H2D1(K) ⊕ H
2
D2
(K), both summands of which are at least one dimensional.
This is a contradiction. ✷
Next we analyse the intersection form of the Ei’s.
Lemma 2.5 If D is any divisor with suppD ⊂ ∪Ei then D
2 ≤ 0.
Proof: If not there exists a G =
∑
aiEi with G
2 > 0. Writing G = G1−G2,
with Gi’s effective,we see that 0 < G
2 = G21 − 2G1G2 +G
2
2. Since G1G2 ≥ 0
we see that G21 > 0 or G
2
2 > 0. So we may assume that G is effective. Let
G = G1 + G2 be the Zariski decomposition of G. Then G1 is arithmetically
effective and for any curve E ⊂ G2, G1 · E = 0. So 0 < G
2 = G21 + G
2
2.
The intersection form on suppG2 is negative definite and so G
2
1 > 0. Thus
we may assume that G is effective and G · E ≥ 0 for all curves E ⊂ suppG
(actually we may assume that G is arithmetically effective).
Now let E1, . . . , Ek be the divisors in suppG such that G ·Ei = 0. Write
G = A+B with B consisting of all the Ei’s. We will show that there exists
an effective divisor G′ which has the property that G′ · E > 0 for every
E ⊂ suppG′. The proof is by induction on k, the number of components of
B. For any Ei since G·Ei = 0 we see that B·Ei ≤ 0. If B·Ei = 0 for all i, then
suppA∩suppB = ∅ and hence A will do the job. So assume that there exists
at least one Ei with Ei ·B < 0, say E1. Consider G
′ = mG−B. For large m,
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G′ is effective and for all E ⊂ suppA, G′ ·E > 0. Also G′ ·Ei = −B ·Ei ≥ 0.
But E1 ·G
′ = −E1 · B > 0. This gives the induction step.
Next we show that suppG can be taken to be ∪ni=1Ei. If there is an E
outside the support of G, since ∪ni=1Ei is connected there is such an E with
G ·E > 0. Now consider G′ = mG+E for large m. Then G′2 > 0, G′ ·E ′ > 0
for all E ′ ⊂ suppG and G′ · E > 0. Thus by an easy induction we are done.
If C is any curve we get that G ·C > 0 since Y contains no complete curves.
Thus G is ample, by the Nakai-Moisezhon criterion. Hence Y is affine, a
contradiction. ✷
Lemma 2.6 The intersection form is not negative definite. There exists a
unique (effective) divisor D =
∑
aiEi with gcd(ai) = 1 generating the kernel
of this intersection form.
Proof: If the intersection form is negative definite, then by corollary 2.11,
Chapter I, §2 [1] we get an effective divisor D =
∑
aiEi with ai > 0 and
D · Ei < 0 for all i. It is easy to see from this that
h0(OD(nD)) = 0 for n > 0 and h
1(OD(nD))→∞ as n→∞.
Thus from the exact sequence
0→ O((n− 1)D)→ O(nD)→ OD(nD)→ 0,
one gets H1(O((n−1)D)) →֒ H1(O(nD)) for all n > 0 and H1(O(nD)) 6= 0 for
large n. Thus lim
−→
n
H1(nD) 6= 0 contradicting our hypothesis that H1(Y,OY ) =
0 by lemma [2.3].
Thus the intersection form is not negative definite. Then by Chapter V,
§3.5 [2] we get the result. ✷
From now on we fix such a divisor D =
∑
aiEi, as the generator of the
kernel of the intersection form.
Corollary 2.7 Let G be any divisor with suppG ⊂ suppD and assume that
G · E = 0 for all E ⊂ suppG. Then G = nD for some n.
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Proof: If G · E = 0 for all E ⊂ suppD we are done by the lemma. So
assume that there exists an E ⊂ suppD such that G · E 6= 0. Then for any
n, we have
(nG+ E)2 = 2n(G · E) + E2
and this can be made positive by choosing n sufficiently large or small ac-
cording to the sign of G · E. This contradicts lemma [2.5]. ✷
Lemma 2.8 H0(OX(mD)) = C for all m.
Proof: If h0(mD) > 1 for some m, write the Zariski decomposition (see [9])
mD = D1 +D2. If E ⊂ suppD2 then D1 ·E = 0. If E ⊂ suppD − suppD2,
then since E · D = 0 and E · D2 ≥ 0 we see that D1 · E ≤ 0. But D1 is
arithmetically effective and hence D1 · E = 0. Thus D1 · E = 0 for every
E ⊂ suppD. Then D1 = qD for some rational number q. Then D2 = 0 and
hence for large m, D has no base components and since D2 = 0 it has no
base points by a theorem of Zariski [9]. If C ∈|mD |, a general member, then
C does not meet D which is not possible by lemma 2.1. ✷
Lemma 2.9 H0(OD) = C.
Proof: If D has only one component, this is trivial. If h0(OD) > 1, we
can choose a maximal divisor D1 ⊂ D such that if we write D = D1 +
D2, then h
0(OD2(−D1)) 6= 0. Let E ⊂ suppD2. By maximality we get
h0(OD2−E(−D1−E)) = 0 and hence h
0(OE(−D1)) 6= 0. ThereforeD1·E ≤ 0.
This implies D2 · E ≥ 0 since D · E = 0. But D
2
2 ≤ 0 by negative semi-
definiteness. So D2 · E = 0 for all E ⊂ suppD2 and thus D2 = nD, n ∈ Z
by corollary [2.7]. This is a contradiction. ✷
Lemma 2.10 Let L ∈ Pic0D, i.e., L is a line bundle on D which has degree
zero when restricted to each irreducible component of D. Then H0(L) 6= 0 if
and only if L ∼= OD.
Proof: Let 0 6= s ∈ H0(L). If s did not vanish on any component of D we
would be done. So choose D1 maximal such that D = D1 + D2 and s = 0
in L|D1. So s ∈ H
0(L⊗ OD2(−D1)). As before for any E ⊂ suppD2, we see
that H0(L⊗OE(−D1)) 6= 0 by maximality of D1. Thus D1 ·E ≤ 0 which in
turn implies that D2 · E ≥ 0. Again by lemma [2.5] we see that D2 · E = 0
for all such E. So again by corollary [2.7], D2 = nD for some n. ✷
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Lemma 2.11 If K denotes the canonical bundle of X, then K · E ≥ 0 for
all E ⊂ suppD.
Proof: If suppD contains more than one curve, then since D ·E = 0 for all
curves in suppD and suppD is connected we see that E2 < 0 for all these
curves. If K ·E < 0 for one of these, then it would be exceptional of the first
kind which we have assumed to be not the case. So if the lemma is false, then
D must be irreducible. Since D2 = 0 we see that D ∼= P1 and D ·K = −2.
By the Riemann-Roch formula one sees that h0(nD) → ∞ as n → ∞. So
choose the smallest integer n such that h0(nD) > 1. Then we get a G ∼ nD
and by our choice of n, G ∩D = ∅. This contradicts lemma [2.1]. ✷
3 Torsion case
From the previous lemma, we have two possibilities. Either L = OD(D) is
torsion or non-torsion. We will separately analyse the two cases. In this
section we will look at the case when it is torsion. Let p = ord L.
Lemma 3.1 Let m ≥ 1 be any integer and assume that for all l with 1 ≤
l < m, OlD(D) is p-torsion. Then h
0(OmD) = a where m = ap − b with
0 ≤ b < p.
Proof: If m ≤ p, we must show that h0(OmD) = 1. For m = 1 this is just
lemma [2.9]. We have
0→ L1−m → OmD → O(m−1)D → 0.
If m > 1, then L1−m is not trivial since p > m− 1 ≥ 1. So
1 ≤ h0(OmD) ≤ h
0(O(m−1)D) = 1
by induction. So we are done.
Now assume that m > p. We have
0→ O(m−p)D(−pD) = O(m−p)D → OmD → OpD → 0.
Since H0(OpD) = C, H
0(OmD)→→H
0(OpD). So
h0(OmD) = h
0(O(m−p)D) + 1 = a
by induction. ✷
7
Lemma 3.2 Let m be as in the previous lemma. Then for any s ≤ t ≤ m
one has H0(OtD)→→H
0(OsD).
Proof: If s ≤ p, then H0(OsD) = C and ‘1’ in H
0(OtD) maps to ‘1’in
H0(OsD). So assume that s > p. Consider,
0 → O(t−p)D = O(t−p)D(−pD) → OtD → OpD → 0
↓ ↓ ||
0 → O(s−p)D = O(s−p)D(−pD) → OsD → OpD → 0
By induction H0(O(t−p)D)→→H
0(O(s−p)D). Since H
0(OpD) = C , the map
H0(OtD)→ H
0(OpD) is surjective. This implies the surjectivity of H
0(OtD)→
H0(OsD). ✷
Lemma 3.3 Let m and p be as above. Then OmD(D) is either p-torsion or
non-torsion.
Proof: H0(OmD)→→H
0(O(m−1)D) by the previous lemma. Thus H
0(O∗mD)→
H0(O∗(m−1)D) is also surjective. Thus we get
0→ H1(OD((1−m)D))→ Pic mD → Pic (m− 1)D.
Since H1(OD((1−m)D)) is a vector space over a field of characteristic zero,
the proof is clear. ✷
Lemma 3.4 OmD(D) is not torsion for some m.
Proof: If not then by the previous lemma it is p-torsion for all m. Consider
for a fixed a,
0→ O(aD)→ O(rpD)→ O(rp−a)D(rpD) = O(rp−a) → 0
with r >> 0. Since H0(mD) = C for all m we see that H0(O(rp−a)D) →֒
H1(O(aD)) for all r >> 0. By lemma [2.6] h0(O(rp−a)D) → ∞ as r → ∞.
But h1(aD) is constant independent of r. This is impossible. ✷
Let k be the integer such that OlD(D) is p-torsion for l < k and OkD(D)
is not torsion. By hypothesis k ≥ 2.
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Lemma 3.5 If l ≥ k andm ≥ l−k+1, then h0(Old(mD)) = h
0(O(k−1)D(m−
l + k − 1)D)).
Proof: We have
0→ O(l−1)D((m− 1)D)→ OlD(mD)→ OD(mD)→ 0
If H0(O(l−1)D((m− 1)D)) = H
0(OlD(mD)), we would be done by induction.
If not H0(OlD(mD))→ H
0(OD(mD) is non-zero. Then OD(mD) ∼= OD and
since H0(OD) = C we see that OlD(mD) ∼= OlD. This is contrary to our
hypothesis that l ≥ k. ✷
Lemma 3.6 K · E = 0 for E ⊂ suppD.
Proof: By lemma [2.11] we already know that K ·E ≥ 0 for all E ⊂ suppD.
Thus to prove the lemma, it suffices to show that K ·D = 0. Consider
0→ O(mD)→ O((m+ l)D)→ OlD((m+ l)D)→ 0.
and take l sufficiently large and l ≥ k. Then we get, h0(OlD((m + l)D)) =
h1(O(mD)), by lemma [2.3]. h0(OlD((m+l)D)) = h
0(O(k−1)D((m−k+1)D))
by the previous lemma. Since O(k−1)D(D) is p-torsion, h
0(O(k−1)D((m− k +
1)D)) can take only finitely many values as m varies and hence h1(mD) is
bounded. Now the Riemann-Roch theorem implies that K ·D = 0. ✷
Lemma 3.7 pg = 0, q = 1 and D is smooth and irreducible.
Proof: For large s, H1(OX)→ H
1(O(sD)) is zero by lemma [2.3]. So we get
H0(O(sD)|sD) = H
1(OX) by lemma [2.8]. If further s ≥ k, then by lemma
[3.5], we get q = h0(O((k − 1)D)|(k−1)D).
0→ O(mD)→ O((m+ l)D)→ O((m+ l)D)|lD → 0
gives, for sufficiently large l ≥ k,
h1(mD) = h0(O((m+ l)D)|lD) = h
0(O((m+ k − 1)D)|(k−1)D)
by lemma [3.5]. If m = ap, we get that h1(apD) = h0(O((k − 1)D)|(k−1)D) =
q, for all a >> 0. By the Riemann-Roch theorem we have, 1 − h1(apD) =
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1 − q + pg and thus pg = 0. Thus for all large l, h
1(lD) = q. If q = 0, then
let l = ap, a >> 0. We have from the exact sequence,
0→ O((ap− 1)D)→ O(apD)→ OD → 0
since H1((ap−1)D) = 0 for large a, h0(apD) ≥ 2, contradicting lemma [2.6].
So q ≥ 1.
Consider X
pi
−→ Alb X . Since pg = 0, π(X) is a curve. Since Y contains
no complete curves by lemma [2.1], π(D) cannot be a point. If the genus
of π(X) ≥ 2 then π(D) is a point since any component of D has arithmetic
genus at most one. So q = 1 and D−→ Alb X is surjective. If D is not
irreducible then each component E of D has self-intersection negative since
D · E = 0. Since E · K = 0, E ∼= P1 and then π(D) is a point. So D is
irreducible. IfD is not smooth, since its arithmetic genus is one, its geometric
genus must be zero and hence again π(D) will be a point. So D must be a
smooth elliptic curve. ✷
Lemma 3.8 X is ruled.
Proof: If not h0(mK) 6= 0 for some m > 0. Write mK =
∑
niFi. If Fi 6= D
then since D ·K = 0, Fi ∩ D = ∅ and hence Fi ⊂ Y which is not possible.
So mK = nD for some integer n and if the surface is not ruled, then n ≥ 0.
Hence K2 = 0 and H0(O(−aK − bD)) = 0 for all a, b > 0. For any positive
integer l we have an exact sequence,
0→ O(lK + (l − 1)D)→ O(lK + lD)→ OD → 0
If l ≥ 2 then by duality, H2(lK + (l − 1)D) = H2(lK + lD) = 0 and hence
H1(lK + lD)→→H1(OD) = C. By the Riemann–Roch theorem one sees that
h0(lK + lD) ≥ 1 for all l ≥ 2. For any such l let us write lK + lD = Dl =
alD+G with D not in the support of G. Since the complement of D contains
no complete curves while D ·G = 0, G must be zero. Since mK = nD with
m > 0 and n ≥ 0 one sees that al+1 > al. Then
K +D = Dl+1 −Dl = (al+1 − al)D
and hence K is effective. This is a contradiction. ✷
10
Lemma 3.9 X is minimal.
Proof: We have an exact sequence,
0→ O(2K +D)→ O(2K + 2D)→ OD → 0
If H2(2K + D) 6= 0 then by duality H0(−K − D) 6= 0. As before we see
that −K − D = aD for some non-negative integer a. Then K2 = 0 which
implies, (since the minimal model also hasK2 ≤ 0 by Noether’s formula) that
X is minimal. So assume that H2(2K + D) = 0 which in turn implies that
H2(2K+2D) = 0 and H1(2K+2D)→→H1(OD) = C. Thus H
1(2K+2D) 6= 0.
Now by Riemann–Roch theorem one sees that H0(2K + 2D) 6= 0. As before
2K + 2D = aD for some non-negative integer a. Thus again K2 = 0 and
hence X is minimal. ✷
Now let X = PE(V ), V a rank two vector bundle on E.
Lemma 3.10 V is indecomposable.
Proof: If V is decomposable, we may assume that V = O⊕L with degL ≤ 0.
Let G be the section corresponding to O →֒ V . Then G|G ∼= L. Let F be a
fiber. Write D ≡ aF + bG. Then a ≥ 0 and a > 0 if G 6= D. But G 6= D
since there is a disjoint section. So a > 0. 0 < G · D = a + b degL. Also
b > 0. 0 = D2 = 2ab + b2 degL. So 2a + b degL = 0. But 2a + 2b degL >
0⇒b degL > 0, a contradiction. ✷
Finally we see that X = PE(V ) with a non-split exact sequence
0→ OE → V → L→ 0.
degL = 0 or 1. It was shown by A. Neeman in [7] that degL = 1 cannot
occur. So degL = 0. But the sequence does not split implies that L = OE .
Let G be the canonical section and write D ≡ aF + bG where F is a fiber
as before. If D 6= G, then 0 < G · D = a and 0 < F · D = b. But then
0 = D2 = 2ab a contradiction. So D must be the canonical section.
It is easy to check that in the above situation, Hi(Y,Ωj) = 0 for i > 0
and j ≥ 0.
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4 Non-torsion case
In this section we will analyse the case when D|D is non-torsion. So from
now on let us assume this.
Lemma 4.1 For any E ⊂ suppD, K · E = 0, D = −K and X is rational.
Proof: From the exact sequence,
0→ O(mD)→ O((m+ 1)D)→ O((m+ 1)D)|D → 0,
since H0(O((m+ 1)D)|D) = 0 for every m ≥ 0 by lemma [2.10], we see that
H1(mD) →֒ H1((m + 1)D). But since the direct limit of these inclusions is
zero we see that H1(mD) = 0. Now by the Riemann–Roch theorem we see
that K · D = 0. Since D is connected and contains no exceptional curve of
the first kind this implies that K ·E = 0 for all E ⊂ suppD. Also H1(O) = 0.
Consider,
0→ K → K +D → KD → 0.
Since q = 0, we get H0(K+D)→→H0(KD). Since χ(OD) = 0 and h
0(OD) = 1,
we see that h0(KD) = 1. So by lemma [2.9], KD ∼= OD and the section ‘1’
lifts to H0(K +D). So K +D =
∑
biFi where the Fi’s are disjoint from D.
Since there are no such curves Fi by lemma [2.1], we see that K = −D. So
pn(X) = h
0(−nD) = 0 and thus X is rational. ✷
Lemma 4.2 D = D˜8 or E˜8.
Proof: We have the de Rham complex,
0→ OY → Ω
1
Y → OY → 0
By a theorem of Grothendieck, [4], we see that since H0(OY ) = C, H
2(Y,C)
is at most one-dimensional. We have a long exact sequence,
0 = H1(X,C)→ H1(D,C)→ H2c(Y )→ H
2(X,C)→ H2(D,C)→
H3c(Y )→ H
3(X,C) = 0.
Since the components of D are linearly independent in Pic X , (otherwise
H0(Y,OY ) 6= C), we see that H
2(X,C)→→H2(D,C). H2(X,C) = C10 since
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K2 = 0. H3c(Y ) = 0⇒H1(Y ) = 0⇒H
1(Y ) = 0. If H2(X) → H2(D) is an
isomorphism then D will support a divisor with positive self-intersection,
which we know is not the case. Thus H2c(Y ) 6= 0. But H
2
c(Y ) = H2(Y ) =
H2(Y ) has dimension atmost one. So H2(Y ) = C and H0(Ω1Y ) = 0. Also
H1(D,C) = 0 and D has exactly nine components. Then by [3] we see that
D is either D˜8 or E˜8. ✷
Theorem 4.1 Let X be a rational surface with an effective divisor D ⊂ X,
D = D˜8 or E˜8, D = −K, D
2 = 0 and D|D is non-torsion. Let Y = X −D.
Then Hi(Y,ΩjY ) = 0 for all j and all i > 0.
Proof: Since Y is non-complete, H2(Y,Ωj) = 0 for all j. We will show
that H1(X, nD) = 0 ∀n ≥ 0 and lim
−→
n
H1(X,Ω1(nD)) = 0. The statement
for K follows by duality since D = −K. Since D|D is non-torsion one sees
immediately that H0(nD) = C for all n ≥ 0. The Riemann–Roch theorem
then gives that H1(nD) = 0.
Let X denote the formal completion of X along D. We have the formal
de Rham complex,
0→ ÔX → Ω̂
1
X
→ Ω̂2
X
→ 0
The hypercohomology of this complex computes the singular cohomology of
D (see Chapter 4, Theorem 1.1, [6]). We have H1(D,C) = 0 and H2(D,C) =
C9. We have a spectral sequence
Ep,q1 = H
q(Ω̂p
X
)⇒Hp+q(D).
First I claim that Ep,q1 = 0 if p < 0 or q < 0 or p ≥ 2 or q ≥ 2. The first two
cases are obvious.
Hq(Ω̂p
X
) = lim
←−
n
Hq(Ωp|nD)
and if q ≥ 2 each term on the right is zero, since dimD = 1. So the only
case left is when p ≥ 2. Of course it is trivial when p ≥ 3. So let us assume
that p = 2.
Hq(Ω̂2
X
) = lim
←−
n
Hq(K|nD)
and since K|D = −D|D is non-torsion we get the result. The same reasoning
also gives,
E0,01 = H
0(ÔX) = C E
0,1
1 = H
1(ÔX) = C.
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Thus we see that Ep,q2 = E
p,q
∞ for all p, q. Since E
2,1
1 = 0 we have an exact
sequence,
0→ E0,12 → E
0,1
1
d
→ E1,11 → E
1,1
2 → 0.
Since H0(ÔX) = C one sees that E
1,0
2 = E
1,0
1 . Since H
1(D) = 0, one gets
E1,02 = 0 = E
0,1.
2 Thus the map
d : H1(ÔX)→ H
1(Ω̂1
X
) (1)
is injective and H0(Ω̂1
X
) = 0. Since E0,22 = E
2,0
2 = 0, one sees that H
2(D,C) =
E1,12 and hence, H
1(Ω̂1
X
) = C10.
The injectivity of d in 1 above shows that C = H1(O(n+1)D)
d
−→ H1(Ω1|nD)
is injective for large n. Since H1(O(n+1)D) parametrises line bundles of degree
zero on (n + 1)D, we see that any non-trivial line bundle of degree zero on
(n + 1)D has non-zero class in H1(Ω1|nD). Thus for large n the class of D in
H1(Ω1X) goes to a non-zero element in H
1(Ω1|nD). I claim that this implies
the map H1(Ω1X) → H
1(Ω1|nD) is injective. Since X is rational we may find
a basis for H1(Ω1X) by the classes of elements of Pic X . So if Ei form the
components of D and H is a general hyperplane of X , then their classes form
a basis for H1(Ω1X). Assume that an element L =
∑
xiEi + xH goes to zero
in H1(Ω1|nD). One easily sees that the degree of this element should be zero
restricted to any component of D. Thus L ·D = 0 which implies x = 0. Now
since L ·Ei = 0, one finds that L = aD for some complex number a. But we
know that no non-zero multiple of D goes to zero and so a = 0.
Thus H0(Ω1|nD)→→H
1(Ω(−nD)) for all large n. But H0(Ω̂1
X
) = 0 implies
lim
←−
n
H1(Ω(−nD)) = 0 and by duality, lim
−→
n
H1(Ω(nD)) = 0. Thus by lemma
[2.3], H1(Ω1Y ) = 0. ✷
We finally exhibit such surfaces as in the Theorem. The existence of such
surfaces with no condition on D|D is standard. We just follow a similar recipe
for our case too.
First we construct such surfaces with D + K = 0. In the case of E˜8 we
take a smooth elliptic curve C and L a flex, in P2. Taking the pencil of
curves given by C and 3L and resolving its base points one sees that the
member of the pencil containing the proper transform D of 3L is of E˜8 type
and D +K = 0. In the case of D˜8 we start with a smooth quadric Q and a
tangent L to it in P2. By Bertini, one sees that for a general linear form M
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the curve C = L3 +MQ is smooth elliptic. Take the linear pencil given by
C and LQ and resolve its base points. We end up with a surface with a fiber
D of the pencil of the required type and D +K = 0.
Unfortunately in both the above cases D|D is trivial. Next we modify
these surfaces. Since D + K = 0, there is an exceptional curve meeting D
exactly once. Blow this down to obtain a surface with D′+K still zero where
D′ is the image of D but K2 = 1. It is clear that h0(D′) = 2 and let P be
the base point of this linear system. If we blow up P we will get back to the
surface we started with. Let E be the irreducible component of D containing
P . Then E2 = −1 and it occurs with multiplicity one in D. Let Q 6= P be
any point of E which is smooth on D. (This means that we have to avoid
the unique pont of intersection of E with the rest of the components of D).
Blow up Q and call the new divisor D′′. I claim that D′′ has all the required
properties. Notice that by choice of Q, h0(D′′) = 1.
Clearly D′′ has the appropriate configuration and D′′+K = 0. The only
thing we need to verify is that D′′|D′′ is non-torsion. Notice that PicD
′′ = Ga
and hence D′′|D′′ is torsion is equivalent to it being trivial. Also D
′′
|D′′ is
trivial is equivalent to h0(D′′) = 2 which is not the case. This completes the
construction.
Remark: In the construction above we saw that for each choice of Q, we got
a surface with the required properties. I do not know whether these surfsces
are isomorphic. In other words does there exists a family parametrised by
Ga of such surfaces?
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