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Abstract
In 1974, Takahasi and Mori proposed the double exponential transformation for e1cient evaluation of
integrals of an analytic function with end point singularity. Recently, it has turned out that the double expo-
nential transformation is also useful for various kinds of Sinc methods. In the present paper, we consider the
Sinc-collocation method for two-point boundary value problems to show that the method can be considerably
enhanced when incorporated with the double exponential transformation technique.
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1. Introduction
The double exponential formula (DE formula), which is a quadrature formula based on the double
exponential transformation (DE transformation), was 8rst proposed by Takahasi and Mori [13] in
1974 in order to compute integrals with end point singularity such as
I =
∫ 1
−1
dx
(2− x)(1− x)1=4(1 + x)3=4 : (1.1)
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double exponential formula, ERF-rule,
TANH-rule, TSH3-rule, IMT -rule
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Fig. 1. Error of various formulas when applied to
∫ 1
−1
d x
(2−x)(1−x)1=4(1+x)3=4 .
For an integral over (−1; 1),∫ 1
−1
f(x) dx;
the DE transformation and the DE formula are given by
x =  (t) = tanh
(	
2
sinh t
)
;
and
h
N+∑
k=−N−
f( (kh)) ′(kh)
= h
N+∑
k=−N−
f
(
tanh
(	
2
sinh kh
)) (	=2) cosh kh
cosh2((	=2)sinh kh)
;
respectively. The DE formula has been widely used in the last three decades and is now recognized
to be one of the most e1cient quadrature formulas [6,7]. To illustrate how e1cient the DE formula
is, we cite the numerical result from [13] (see Fig. 1), where a variety of quadrature formulas
obtained by variable transformation including the DE formula are applied to problem (1.1).
The eGectiveness of the DE transformation technique in numerical integration naturally suggests
that the DE transformation technique could be useful in other numerical methods. Indeed, it has been
demonstrated in [7,12] that the use of the DE transformation technique in the Sinc methods developed
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by Stenger and his school [3,5,9,10] yields highly e1cient numerical methods for interpolation,
quadrature, approximation of transforms, and solution of integral, diGerential, and partial diGerential
equations.
In the present paper, we consider the Sinc-collocation method for two-point boundary value prob-
lems, and show that the Sinc-collocation method gets considerably enhanced when incorporated with
the DE transformation technique. To be speci8c, we consider the Sinc-collocation method for the
following simple two-point boundary problem with the zero Dirichlet boundary condition:
y′′(x) + (x)y′(x) + (x)y(x) = (x); x∈ (a; b);
y(a) = y(b) = 0: (1.2)
It is known that, for this problem, the standard Sinc-collocation method 1 with n collocation points
converges at the rate of exp(−√n) with some ¿ 0 under certain mild conditions. We here show
that the Sinc-collocation method incorporated with the DE transformation converges at the rate of
exp(−′n= log n) with some ′¿ 0, though under rather stringent conditions.
The paper is organized as follows. In Section 2, we describe the Sinc-collocation method for the
two-point boundary problem on the entire interval (−∞;∞) together with known error analysis. In
Section 3, we deal with the two-point boundary problem on the general interval [a; b], for which the
Sinc-collocation method is incorporated with variable transformation techniques. In Section 4, we
demonstrate via numerical examples that the Sinc-collocation method is remarkably enhanced when
combined with the DE transformation technique. Final comments are made in Section 5.
2. Sinc-collocation method on the entire interval (−∞;∞)
In this section, we treat the Sinc-collocation method for the approximate solution of the following
two-point boundary value problem on the interval (−∞;∞),
Ly(x) ≡ y′′(x) + (x)y′(x) + (x)y(x) = (x); x∈ (−∞;∞);
lim
x→±∞y(x) = 0: (2.1)
2.1. Description of the Sinc-collocation method
Following [5,9], we describe the Sinc-collocation method for the two-point boundary value problem
(2.1).
We assume an approximate solution yn(x) to (2.1) of the form
yn(x) ≡
N∑
j=−N
wjS(j; h)(x); n= 2N + 1; (2.2)
where S(j; h)(x) designates the Sinc function:
S(j; h)(x) ≡ sin[(	=h)(x − jh)]
(	=h)(x − jh) (2.3)
1 By the “standard Sinc-collocation method” we mean the Sinc-collocation method developed by Stenger and his school.
242 M. Sugihara / Journal of Computational and Applied Mathematics 149 (2002) 239–250
Note that yn(x) satis8es the boundary condition in (2.1) because
lim
x→±∞ S(j; h)(x) = 0:
The coe1cients {wj} are determined from the requirement:
Lyn(kh) = (kh); k =−N;−N + 1; : : : ; N − 1; N; (2.4)
which yields a system of linear equations in {wj}. The explicit form of the system of equations is
obtained from the substitution of (2.1) and (2.2) into (2.4) as
N∑
j=−N
{(2)jk =h2 + (kh)(1)jk =h+ (kh) (0)jk }wj = (kh);
k =−N;−N + 1; : : : ; N − 1; N; (2.5)
where
(0)jk ≡ S(j; h)(kh) =
{
1 if j = k;
0 if j 	= k;
(1)jk ≡ hS ′(j; h)(kh) =


0 if j = k;
(−1)k−j
(k − j) if j 	= k;
(2)jk ≡ h2S ′′(j; h)(kh) =


−	
2
3
if j = k;
−2(−1)k−j
(k − j)2 if j 	= k:
We can solve (2.5) by the Gaussian elimination.
2.2. Convergence analysis
Before stating theorems, let us introduce notation and de8nitions.
Denition 2.1. Let Dd denote the in8nite strip region of width 2d (d¿ 0) in the complex plane:
Dd ≡ {z ∈C| |Im z|¡d}:
For 0¡¡ 1; let Dd() be de8ned by
Dd() = {z ∈C| |Re z|¡ 1=; |Im z|¡d(1− )}:
Let H 1(Dd) be the set of functions analytic in Dd such that
lim
→0
∫
@Dd()
|f(z)| | dz|¡∞:
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The following theorem shows that the Sinc-collocation method converges at the rate of exp(−√n),
if the solution of problem (2.1) decays single exponentially.
Theorem 2.2 (Bialecki [1], Stenger [9]). Assume that problem (2.1) has a unique solution y(x);
and that the solution y(x) is analytic on the real line. Furthermore assume with positive constants
!; " and d that
(1)  and  are analytic and bounded in the strip region Dd;
(2)  takes real values on the real line;
(3) Re{2(x)− ′(x)}6 0 for all x∈R;
(4)  belongs to H 1 (Dd) and decays single exponentially on the real line; that is;
|(x)|6 ! exp(−"|x|) for all x∈R;
(5) y belongs to H 1 (Dd) and decays single exponentially on the real line; that is;
|y(x)|6 ! exp(−"|x|) for all x∈R:
Then we have
sup
−∞¡x¡∞
|y(x)− yn(x)|6 cN 5=2 exp[− (	d"N )1=2];
where the mesh size h in the Sinc-collocation method is taken as
h=
(
	d
"N
)1=2
:
In the case where the solution decays double exponentially, we can prove the following theorem,
which shows that the Sinc-collocation method converges at the rate of exp(−′n=log n).
Theorem 2.3. Assume that problem (2.1) has a unique solution y(x); and that the solution y(x) is
analytic on the real line. Furthermore assume with positive constants A; B; !; "; ) and d that
(1) ; ′ and  are analytic in the strip region Dd; and their absolute values on the real line are
bounded from above as follows:
|(x)|; |′(x)|; |(x)|6A exp(B|x|) for all x∈R;
(2) y; ′y and y belong to H 1(Dd);
(3)  takes real values on the real line;
(4) Re{2(x)− ′(x)}6 0 for all x∈R;
(5)  belongs to H 1 (Dd) and decays double exponentially on the real line; that is;
|(x)|6 ! exp(−" exp()|x|)) for all x∈R;
(6) y belongs to H 1 (Dd) and decays double exponentially on the real line; that is;
|y(x)|6 ! exp(−" exp()|x|)) for all x∈R:
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Then we have
sup
−∞¡x¡∞
|y(x)− yn(x)|6 c(logN )NB=)+3=2 exp
[ −	d)N
log(	d)N=")
]
;
where the mesh size h in the Sinc-collocation method is taken as
h=
log(	d)N=")
)N
:
Remark 2.1. The double exponential decay treated in Theorem 2.3 is extremal in that a func-
tion that decays more rapidly must vanish. To be more precise; the following theorem is known;
which has recently been obtained in establishing the optimality of the double exponential quadrature
formulas [11].
Theorem 2.4. If a function f(z) satis9es the following two conditions:
(1) f(z) belongs to H 1 (Dd);
(2) the decay rate on the real line satis9es
f(x) = O(exp(−" exp()|x|))) as |x| → ∞;
where "¿ 0 and )¿	=(2d);
then f ≡ 0.
3. Sinc-collocation method on a general interval [a; b]
The two-point boundary value problem (1.2) on a general interval [a; b] is now treated.
3.1. Description of the Sinc-collocation method
The basic idea of the Sinc-collocation method on the interval [a; b] is to transform the problem,
with a properly selected variable transformation, to the interval (−∞;∞) and then to solve the
transformed problem on [a; b] by the Sinc-collocation method on the interval (−∞;∞) described in
Section 2.2. A more formal description of the Sinc-collocation method on the interval [a; b] follows.
Step 1: With an adroitly selected variable transformation x =  (,) such that
 : (−∞;∞)→ (a; b);
transform problem (1.2) to that on the interval (−∞;∞); the resulting problem is given by
y˜′′(,) + ˜(,)y˜′(,) + ˜(,)y˜(,) = ˜(,); ,∈ (−∞;∞);
lim
,→±∞
y˜(,) = 0; (3.1)
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where y˜(,) = y( (,)), and
˜(,)≡  ′(,)( (,))−  ′′(,)= ′(,);
˜(,)≡ ( ′(,))2( (,));
˜(,)≡ ( ′(,))2( (,)):
Step 2: Apply the Sinc-collocation method on the interval (−∞;∞) to the transformed problem
(3.1).
Remark 3.1. In the self-adjoint case of (1.2):
y′′(x) + (x)y(x) = (x); x∈ (a; b);
y(a) = y(b) = 0; (3.2)
the transformed problem (3.1) is not self-adjoint; which gives rise to a non-symmetric system of
linear equations. To circumvent this unwelcome situation; a symmetrization technique is developed
[2]. By considering Y (,) ≡ ( ′(,))−1=2y( (,)) instead of y( (,)) in step 1; we can get a self-adjoint
boundary problem:
Y ′′(,) + N (,)Y (,) = S(,); ,∈ (−∞;∞);
lim
,→±∞
Y (,) = 0; (3.3)
where
N (,) ≡ ( ′(,))1=2 d
d,
{
1
 ′(,)
d
d,
( ′(,))1=2)
}
+ ( ′(,))2( (,));
S(,) ≡ ( ′(,))3=2( (,)):
This yields a symmetric system of linear equations.
Remark 3.2. Closely related to the above remark; it should be mentioned that Ng has recently
developed fast iterative solvers of the symmetric system of linear equations obtained by the above
symmetrization of the Sinc-collocation method [8]. He employs the preconditioned conjugate gradient
method with banded matrices as preconditioners.
3.2. Convergence analysis
For the convergence of the Sinc-collocation method on the interval [a; b], combined with a variable
transformation, the following two theorems immediately follow from Theorems 2.2 and 2.3.
Theorem 3.1 (Bialecki [1], Stenger [9]). Assume that problem (1.2) has a unique solution y(x);
and that y(x) is analytic on the interval (a; b). Furthermore; assume that there exists a
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variable transformation z =  (.) such that the transformed problem satis9es assumptions (1)–
(5) in Theorem 2.2 with some !; " and d. Then we have
sup
a¡x¡b
|y(x)− y˜ n( −1(x))|6 cN 5=2 exp[− (	 d"N )1=2]:
where y˜ n(,) is the approximate solution to the transformed problem obtained by the Sinc-collocation
method on the interval (−∞;∞) with mesh size
h=
(
	d
"N
)1=2
:
Theorem 3.2. Assume that problem (1.2) has a unique solution y(x); and that y(x) is analytic on
the interval (a; b). Furthermore; assume that there exists a variable transformation z =  (.) such
that the transformed problem satis9es assumptions (1)–(6) in Theorem 2.3 with some A; B; !; "; )
and d. Then we have
sup
a¡x¡b
|y(x)− y˜ n( −1(x))|6 c(logN )NB=)+3=2 exp
[ −	 d)N
log(	d)N=")
]
;
where y˜ n(,) is the approximate solution to the transformed problem obtained by the Sinc-collocation
method on the interval (−∞;∞) with mesh size
h=
log(	 d)N=")
)N
:
The Sinc-collocation method based on Theorem 3.1 is what we call the standard Sinc-collocation
method, which is dealt with in textbooks on Sinc methods [5,9]. On the other hand, the variable
transformation assumed in Theorem 3.2 is what we call a DE transformation, and Theorem 3.2
aGords a foundation for the Sinc-collocation method incorporated with the DE transformation.
4. Numerical examples
We show two examples on the interval [0; 1] to illustrate how the Sinc-collocation method is
enhanced when incorporated with the DE transformation technique. The formulas required for the
assembly of the transformed diGerential equation (3.1) are summarized in Table 1.
Example 4.1. We 8rst consider the problem
y′′(x)− 3
4x2
y(x) =−3√x; x∈ (0; 1);
y(0) = y(1) = 0; (4.1)
which appears in [4; Example 3.1]. This problem has a regular singular point at x = 0; and has
the exact solution y(x) = x(3=2)(1− x). We apply both the standard Sinc-collocation method and the
Sinc-collocation method incorporated with DE transformation.
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Table 1
Components for the transformed diGerential equation (3.1):
y˜′′(,) +
{
 ′(,)( (,))−  
′′(,)
 ′(,)
}
y˜′(,) + ( ′(,))2( (,))y˜(,) = ( ′(,))2( (,))
i  i (,)  ′i (,) −  
′′
i (,)
 ′i (,)
1 12 tanh
,
2 +
1
2  1(,)(1−  1(,)) 2 1(,)− 1
2 12 tanh
(
	
2 sinh ,
)
+ 12 (	 cosh ,) 2(,)(1−  2(,)) (	 cosh ,)(2 2(,)− 1)−tanh ,
The standard Sinc-collocation method: With some calculation we can verify that this problem
meets all the assumptions in Theorem 3.1. In fact, with the variable transformation:
x =  1(,) ≡ 12 tanh
,
2
+
1
2
; (4.2)
the transformed problem, which is given by
y˜′′(,) + (2 1(,)− 1)y˜′(,)− 34 (1−  1(,))2y˜(,)
=− 3( 1(,))5=2(1−  1(,))2; ,∈ (−∞;∞);
lim
,→±∞
y˜(,) = 0;
satis8es all the assumptions in Theorem 2.2 with " = 1 and d¡	. (We here omit the value of
!, for it is irrelevant to both the order of magnitude of the error estimate and the selection of the
mesh size h. For the same reason we will do so in the following.) Using "= 1; d= 	=2, we apply
the Sinc-collocation method on the interval (−∞;∞) to the transformed problem. Fig. 2 shows
the error in the approximate solution, which is denoted by Standard-Sinc. (We estimate the error
sup0¡x¡1 |y(x)− y˜ n( −1(x))| by computing the absolute error between y(x) and y˜ n( −1(x)) at 1000
equally spaced points in (0; 1).) In Fig. 2 we observe that the error behaves like exp(−√n), as
expected from Theorem 3.1.
The Sinc-collocation method with the DE transformation: With elaborate calculation we can
also show that problem (4.1) meets all the assumptions in Theorem 3.2. In fact, with the variable
transformation:
x =  2 (,) ≡ 12 tanh
(	
2
sinh ,
)
+
1
2
(4.3)
the transformed problem, which is given by
y˜′′(,) + {(	 cosh ,)(2 2(,)− 1)− tanh ,}y˜′(,)− 34 (	 cosh ,)2(1−  2(,))2y˜(,)
=− 3(	 cosh ,)2( 2(,))5=2(1−  2(,))2; ,∈ (−∞;∞);
lim
,→±∞
y˜(,) = 0;
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Fig. 2. Errors in the Sinc-collocation solutions of the problem (4.1).
satis8es all the assumptions in Theorem 2.3 with B=2; "=	=2; )=1 and d¡	=2. Using "=	=2; )=
1; d=	=4, we apply the Sinc-collocation method on the interval (−∞;∞) to the transformed problem.
The error in the approximate solution is denoted by DE-Sinc in Fig. 2. We there observe that the
error converges to zero like exp(−′n=log n), as expected from Theorem 3.2.
Example 4.2. Consider the problem
y′′(x) +
1
6x
y′(x)− 1
x2
y(x) =−19
6
√
x; x∈ (0; 1);
y(0) = y(1) = 0; (4.4)
which appears in [5; Chapter 4]. This problem has a regular singular point at x=0; and has the exact
solution y(x)=x3=2(1−x); which is the same as in Example 4.1. The exact solution is approximated
by both the standard Sinc-collocation method and the Sinc-collocation method incorporated with DE
transformation.
The standard Sinc-collocation method: It is proved that the problem transformed by the variable
transformation (4.2), which is given by
y˜′′(,) +
11 1(,)− 5
6
y˜′(,)− (1−  1(,))2y˜(,)
=− 19
6
( 1(,))5=2(1−  1(,))2; ,∈ (−∞;∞);
lim
,→±∞
y˜(,) = 0;
satis8es all the assumptions except (3) in Theorem 2.2 with "= 1 and d¡	. The Sinc-collocation
method on the interval (−∞;∞) is applied to the transformed problem, where the parameters "
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Fig. 3. Errors in the Sinc-collocation solutions of the problem (4.4).
and d are chosen as " = 1; d = 	=2. The error in the approximate solution is shown in Fig. 3 by
Standard-Sinc. It is observed that the error converges to zero at the rate of exp(−√n), though the
transformed problem does not meet all the assumptions in Theorem 2.2.
The Sinc-collocation method with the DE transformation: It is shown that the problem trans-
formed by the variable transformation (4.3), which is given by
y˜′′(,) +
{
(	 cosh ,)
(
11 2(,)− 5
6
)
− tanh ,
}
y˜′(,)− (	 cosh ,)2(1−  2(,))2y˜(,)
=− 19
6
(	 cosh ,)2( 2(,))5=2(1−  2(,))2; ,∈ (−∞;∞);
lim
,→±∞
y˜(,) = 0;
satis8es all the assumptions except (4) in Theorem 2.3 with B = 2; " = 	=2; ) = 1 and d¡	=2.
With " = 	=2; ) = 1; d = 	=4, the Sinc-collocation method on the interval (−∞;∞) is applied to
the transformed problem. The error in the approximate solution is shown in Fig. 3 by DE-Sinc. It is
observed that the convergence rate of exp(−′n=log n) is achieved, though the transformed problem
does not meet all the assumptions in Theorem 2.3.
5. Final comments
A variety of numerical experiments, not included in the present paper, suggest that assumption (3)
in Theorem 2.2 and assumption (4) in Theorem 2.3 are not mandatory. To establish the convergence
theorems without these assumptions is an important future work.
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The Sinc-collocation method incorporated with the DE transformation proposed in this paper can
be extended not only to boundary-value problems for higher-order ordinary diGerential equations, but
also to boundary-value problems for partial diGerential equations. This is left for future investigations.
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