Abstract The lateral inhibition in accumulative computation (LIAC) algorithm has proved to be an efficient method for moving object segmentation in gray-level video sequences. This paper reviews the main steps and features of the LIAC algorithm, and assesses the suitability of applying the LIAC algorithm to the segmentation of color videos. Two widely used color spaces, namely RG B and H L S, are used for validating the LIAC algorithm, and a comparison is provided after performance evaluation of the algorithm in both color spaces.
using latent SVM formalisms. In a recent paper, a new color space, called the RG B color ratio space, is proposed and defined according to a reference color such that an image can be transformed from a conventional color space to the RG B color ratio space [6] . Another recent technique [3] copes with contour detection and image segmentation integrated in the so called algorithm gPb-owt-ucm. Combining motion and color is also a well-known option [4] . An approach is proposed where color segmented regions are used to constrain the motion fitting [1] . Another approach also combines color and motion information in an attempt to fuse color segmentations with motion estimates obtained using block correlations [25] . Another paper exploits color information for both background subtraction and shadow detection to improve moving object segmentation and background update [7] . Another framework takes as input two label fields [16] , a quickly estimated and to-be-refined segmentation map and a spatial region map that exhibits the shape of the main objects of the scene. Another recent approach combines morphological, color and textural feature [5] . Now, lateral inhibition in accumulative computation (LIAC) has proved to be an efficient method for moving object segmentation in gray-level video sequences [22] and has been implemented in real time [9] . Due to its versatility, the LIAC method has been applied successfully to dynamic visual attention [19] in surveillance applications [18] in order to monitor human activities [11] . Also some works have provided enhancements through the inclusion of genetic algorithms [21] and stereoscopy [20] . The current paper reviews two widely used color spaces-RG B and H L Sand assesses the suitability of using the LIAC method in both color spaces. The choice of a color model is of great importance for many computer vision algorithms. The RG B model specifies colors using three primary intensities-red (R), green (G) and blue (B)-which can be plotted along the axes of a unit cube. The H L S model is based on the perceptual variables hue (H ), luminance (L) and saturation (S); it is one of several related color spaces based on polar coordinates.
The rest of the paper is structured as described next. Section 2 introduces the LIAC method in the motion detection task in color videos. Section 3 introduces a set of examples which enable comparing the performance of the LIAC method in two well-known color spaces, namely, RG B and H L S. Lastly, Sect. 4 offers the most important discussion and conclusions.
Lateral inhibition in accumulative computation (LIAC)
The problem we are stating by means of LIAC is the discrimination of moving objects capable of holding our attention in a scene. Motion allows to obtain gradually all moving objects' shapes through a mechanism called accumulative computation. Then, the algorithm fuses spots obtained by means of neurally inspired lateral inhibition (LI) and thresholding. Figure 2i shows the result of applying LIAC to the sequence after frame number 136. The input images will be used as a running example for a better understanding of the proposed method. The complete LIAC architecture is shown in Fig. 1 , where the reader may have a first contact with the modules of the method. From [12] , we cite and reformulate the most impor- tant concepts and equations of the LIAC method for the motion detection task on videos. The adaptation of the LIAC algorithm to color video requires to expand from one unique gray-level component to three color components of the color space used, be it RG B or H L S. In the equations adapted for the color spaces (r/g/b) and (h/l/s) are used for the three components of the color spaces RG B and H L S, respectively. Also (κ) stands generically for r, g, or b, and h, l, or s, when the same equation applies to all color components. Next, each one of the modules is described in detail. Also, the influence of the most important parameters of the LIAC algorithm are briefly explained. A more detailed explanation of the parameters is available in a previous work [12] .
Spatial quantization
The module performs an uniform quantization of the color input image C(x, y; t) segmenting each component κ of the color, that is to say C κ i (x, y; t), into a preset group of bands (N ). A high value of N usually enables to better discriminate the whole shapes of the moving non-rigid objects. Nevertheless, a too high value of this parameter may include some image background into the shapes. This may even lead to fuse more than one different shape into one single silhouette. Now, there is a clear difference in RG B and H L S color spaces. In the RG B color space, we have Eq. (1) for each one of the color components:
where i ∈ [0..N − 1] is the band and C r/g/b (x, y; t) is the r, g or b component of the color input image at time instant t. Notice that the value of quantization step Q differs depending on the color space. For instance, r, g and b components range from values 0 to 255. Therefore, the value 256 is used in the formula. However, in the H L S color space, remember that the h component ranges from 0 • to 360 • , whereas the s and l components range from 0 to 100 %. Thus, we have Eqs. (3) and (4), with Q calculated as shown in Eq. (2) . 
Temporal motion detection
Now, a charge or discharge due to motion detection is performed. This module has been designed to obtain the accumulated charge q κ i (x, y; t) on a quantization basis in 3 layers (color components), and each one of them will memorize the value of the accumulative computation present at time scale t for each pixel (x, y). Indeed, the accumulated charge value at each band i (i = 0, . . . , N − 1), q κ i , related to motion detection at each input image pixel is obtained, as shown in the following formula: 
where λ κ +th i and λ κ −th i are defined to relax the division into bands for RG B (and in a similar way for H L S) as:
where range = 256 for r, g and b components; range = 360 for h component; range = 100 for l and s components.
At each pixel (x, y), we are in front of three possibilities: v dm when motion goes on being detected in consecutive intervals t and t − Δt. Of course, the permanence value cannot get off a minimum value v dis . Notice that the discharge of a pixel by a quantity of v dm is the way to stop maintaining attention to a pixel of the image that did capture our interest in the past. As it will be seen later on, if a pixel is not directly or indirectly bound by means of lateral inhibition mechanisms to a maximally charged pixel, v sat , it goes down to the total discharge with time.
The results for the running example may be found in Fig.  2d and in more detail in Fig. 3d . The influence of v dm is as follows. Different values of the discharge value due to motion detection offer different trails of the movement in the consecutive output images. When lowering the value of v dm , more information of the history of the movement is obtained through the offered trail.
Spatio-temporal recharging
Lateral inhibition is thought here to reactivate the accumulated charge with an extra charge v rv of those pixels which are partially loaded (charge different from v dis and v sat ) and directly or indirectly connected to maximally charged pixels (whose charge is equal to v sat ). Thus, v rv is the recharge value. Initially, the new charge values Q κ i are initialized to the charge values provided at the previous step, q κ i . Spatio-temporal recharging occurs in steps after t and before the next frame. The value of Δτ will determine the number of times the value at each pixel is calculated in accordance with the distance of the connectivity.
In order to explain the notion of this step, we will say that the activation toward the lateral modular structures (up, down, right and left) is based on the following basic ideas: (1) All modular structures with maximum accumulated charge value v sat (saturated) output the charge toward the neighbors. (2) All modular structures with a non-saturated charge value allow passing this information through them if activated by some neighbor (they behave as transparent structures to the charge passing). (3) The modular structures with minimum permanence value v dis (discharged) stop the passing of the charge information toward the neighbors (they behave as opaque structures). Therefore, we are in front of an explosion of lateral activation which begins at the structures with accumulated charge set to v sat , and spreads lineally toward all directions, until a structure appears in the pathway with a complete discharge. One important issue is that the recharge at each pixel takes place at most once. The variable r is used for controlling this fact. Passing the charge to the neighbors is performed by using the variable o.
Initially, the values for variables o and r are setup depending on the charge value of each pixel (x, y), as follows: -For pixels with maximum accumulated charge value v sat : o κ i (x, y) = 1 -to let passing the charge r κ i (x, y) = 0 -to not accept a recharge -For pixels with minimum accumulated charge value v dis : o κ i (x, y) = 0 -to not let passing the charge r κ i (x, y) = 0 -to not accept a recharge -For pixels with intermediate accumulated charge value
The spread of charge toward the neighbors, starting from the pixels with maximum accumulated charge value v sat , may be formulated as: 
i (x, y) = 1 -to let passing the charge r κ i (x, y) = 0 -to not accept a recharge From this point on, as the pixel will not be recharged again:
i (x, y) = 0 -to not let passing the charge r κ i (x, y) = 0 -to not accept a recharge This scheme is repeated until it is not possible to recharge any more pixels or the next frame arrives. See the results for the running example in Fig. 2e . Notice that the recharge has 123 as secondary effect, recovering part of the history of motion. The accumulated charge of each pixel will be offered to the following module as output.
Spatio-temporal homogenization
In this module, the charge is distributed among all the connected neighbors holding a minimum charge (greater than v dis ), once again by means of lateral inhibition mechanisms. Θ κ i , the homogenized charge value, is initialized to Q κ i . This occurs according to Eq. (6) .
where
The explanation of this data clustering-based method is as follows. Starting from the values of the accumulated charge values in each pixel on a band basis, we will see how it is possible to obtain all the parts of a moving object. A part of an object is just the union of pixels that are together and in a same band. The charge is homogenized among all the pixels that pertain to the same band and that are directly or indirectly united to each other. This way, a double objective will be obtained:
1. Diluting the charge due to the false image background motion along the other pixels of the background. So, there should be no presence of the motion characteristic of the background, but we will rather keep motion of the objects present in the scene. 2. Obtaining a parameter common to all the pixels of the part of the object in a surrounding window with a same band.
See the result of the homogenized accumulated charges on the running example at Fig. 2f. 
Spatial fusion
During this step, we take the maximum value of all outputs of the i bands, as described in Eq. (7), to show the detected blobs associated to a moving object as obtained for each color component (see Fig. 2g ):
2.6 Spatial band fusion
The final output segmentation result is obtained as a logical AND of the three Θ partial outputs, that is:
Also, you may take a look at Fig. 2h .
Spatial post-processing
This module performs a binarization with threshold Θ obj [see Eq. (9)]. Values over threshold are set to max (255) and below threshold are set to min (0). Once the image is binarized, some morphologic operations leading to eliminate image noise are performed. Firstly, an erosion is performed in order to eliminate isolated and small spots [see Eq. (10)]. This is done a number of times n o . And, secondly, a dilation operation is computed (a number of times n c ) to enhance the remaining spots [see Eq. (11)].
Θ o (x, y; t) = Θ b (x, y; t)
Finally, spots are filtered based on their features, such as height, width and compactness. For this purpose, minimum and maximum values are established: h min and h max for the height, w min and w max for the width, and c min and c max for the compactness. Visually, we have the result shown on Fig. 2i. 
Data and results
A qualitative and quantitative comparison of the performance of the LIAC algorithm in color video for RG B and H L S color spaces is provided in this section. Also, a quantitative comparison between color-based and gray-level-based LIAC is introduced. Firstly, Sect. 3.1 introduces the metrics used for the quantitative assessment of the LIAC performance. Then, in Sect. 3.2 the two input data video sequences used as case studies, namely BEHAVE and CAVIAR, are described.
Lastly, some qualitative and quantitative results are offered in Sects. 3.3 and 3.4, respectively.
Metrics definition and setup
Before explaining the metrics to evaluate the performance of the algorithm in the color spaces, let us define the basic concepts used for their calculation. First of all, we have to highlight that all the metrics are related to the bounding boxes of the moving objects detected by the LIAC algorithm. In agreement with the computer vision community, we accept the following standard definitions: -True Positive (TP): the system has detected a real situation (bounding box exists in reference data and algorithm results). -False Positive (FP): the system has detected a situation that is not real (bounding box exists only in algorithm results). -False Negative (FN): a real situation has been missed by the system (bounding box exists only in reference data).
The previous data provide input to some of the most accepted metrics. These are:
-Precision: indicates the true positives ratio over the whole set of detections (true positives + false positives).
Precision = T P T P + F P
-Recall: approximates the probability of the positive label being true; in other words, it assesses the effectiveness of the algorithm on a single class. A recall of 100 % means that the test recognizes all positives.
Recall = T P T P + F N
-F-score: is a measure of a test's accuracy. It considers both the precision and the recall of the test to compute the score. The F-score can be interpreted as a weighted average of the precision and recall (see Eq. (14)), where an F-score reaches its best value at 1 and worst score at 0.
We have experimentally established that a spot detected by the LIAC algorithm (and represented as its bounding box) matches a bounding box existing in the reference data if F-score > 0.15. This minimum F-score value ensures that bounding boxes in algorithm result and reference data with low overlapping areas are discarded, and considered as a false positive (FP) plus a false negative (FN).
A threshold F-score of 0.15 was experimentally selected. This value is motivated through the two reasons explained next. Firstly, let us point out the motion direction trails generated by the LIAC algorithm (see Fig. 4a , where the green box corresponds to the detected blob including the trail due to accumulative computation and the blue box corresponds to the ground truth). Due to the trails, the bounding boxes of the detected objects use to be greater than the real objects contained. Indeed, the bounding boxes not only contain the moving object at its current location, but also a part of the moving object in some previous locations depending on the LIAC parameters established and the speed of the moving object. This imposes a low value of the F-score threshold to avoid a number of missed detections.
Secondly, there is the situation of little overlapping between the ground truth and the detected objects. This is motivated due to two possible reasons. In first place, there is the typical problem of moving objects only partially detected (e.g. due to occlusions or to bad segmentation performance in some specific lightning conditions; see Fig. 4b, c) . In this case, a too low value of the F-score threshold does not work properly. Indeed, if the F-score threshold is too low, a small overlapping can be considered as a hit (see Fig. 4c, d ). This kind of small overlapping may be caused by the intersection between the trails of two objects or the overlapping of a false positive with the ground truth. Author's personal copy
Input videos description

BEHAVE and CAVIAR scenarios
In first place, we have tested the LIAC algorithm in the BEHAVE Interactions Test Case Scenario 0 (see http:// groups.inf.ed.ac.uk/vision/BEHAVEDATA/), composed of 11, 200 image frames. The data set comprises of various scenarios of people acting out various interactions. The data are captured at 25 frames per second. The resolution is 640 × 480. A lot (but not all) of the video sequences have ground truth bounding boxes of the humans in the scene. In the BEHAVE Interactions Test Case Scenario 0, there are five subsequences: grouped humans with little motion, groups with median motion, a vehicle crossing the scenario, a cyclist crossing the scenario and humans crossing the scenario.
Then, we have tested the algorithm in the CAVIAR Test Case Scenario "Walk1" (see http://homepages.inf.ed.ac.uk/ rbf/CAVIARDATA1/). For the CAVIAR project, a number of video clips were recorded acting out the different scenarios of interest. These include people walking alone, meeting with others, window shopping, entering and exiting shops, fighting and passing out and leaving a package in a public place. The first section of video clips (including the "Walk1" scenario) was filmed with a wide angle camera lens at the entrance lobby of the INRIA Labs at Grenoble, France. The resolution is half-resolution PAL standard (384 × 288 pixels, 25 frames per second). In CAVIAR, we may find only one type of subsequence, where some persons are crossing the scenario. Table 1 shows the values used for the most important parameters of the LIAC algorithm. Recharge value (v rv ) 3 1 3 1
Number of erosions (n o ) 1 2
Number of dilations (n c ) 3 5
Minimum height (h min ) 3 0 2 0
Maximum height (h max ) 500 70
Minimum width (w min ) 3 0 2 0
Maximum width (w max ) 500 70
Minimum compactness (c min ) 1 1
Maximum compactness (c max ) 100 100
Ground truth files description
In order to evaluate the performance of the algorithm, we have used the reference data provided by the BEHAVE and CAVIAR projects as ground truth files. It has been necessary to implement a tool for transforming the data models of both projects into a common model, capable of providing the data needed to perform the performance assessment. The selected model is the one used in the OTCBVS Benchmark Dataset Collection [8] (see http://www.cse.ohio-state.edu/otcbvs-bench/). Here, each frame indicates the number of objects and the rectangle containing each object, (x min , y min , height, width). The overall structure of the original ground truth files is the following one:
-Ground truth for BEHAVE: organizes the sequence in an XML file on the basis of the objects that are present. For each object, the frame ranges where the object appears are provided, as well as the position of the object in each frame range. -Ground truth for CAVIAR: provides much more information on the objects. Firstly, for each frame, CAVIAR provides information at object and at group of objects level. And, for each object or group, it indicates its position, height and width, and some other features related to the activities performed. It also gives the orientation in the vertical axis.
Let us also highlight that a direct comparison of the algorithm results and the reference data has not been possible. This is due to two reasons. In first place, the ground truth files (CAVIAR and BEHAVE) only contain information about the persons, and not about other kinds of moving objects that might be detected from their motion. Nevertheless, the LIAC algorithm will detect the moving vehicle, which would be classified as false positive when matched toward the ground truth. Therefore, this case, for instance, has not been considered when obtaining the statistics, although it is shown as a result of the algorithm segmentation. In second place, the ground truth data offer the positions of the people even if they are motionless during some time. As the LIAC algorithm is motion-based, it is not able to detect these people unless they move a sufficient distance. This is why for every non-detected human, we consider the possibilities that the human has not changed its position since the previous frame (he/she is stationary) or that the position has only varied slightly (he/she is quite still). For this last case, a tolerance of ±2 pixels at each corner of the bounding box is assumed.
Qualitative comparison between RG B-and H L S-based LIAC
Some qualitative results for the BEHAVE Test Case Scenario 0 are offered in Fig. 5 . significant outputs. In the input video frames, red and yellow bounding boxes stand for moving objects as segmented in the RG B and H L S color spaces, respectively. Figure 5a shows frames 9,303, 9,320, 9,333, 9,359 and 9,363 containing a moving car and people moving slowly. In Fig. 5b , we have frames 3,684, 3,692, 3,704, 3,713 and 3,728 , where you may observe a moving cyclist and some stationary people. As you may easily observe in the figure, generally LIAC in RG B color space has a better performance than LIAC in H L S in all subsequences. Indeed, in RG B, a greater number of moving objects is detected. This is the case even in sequences with little motion (see Fig. 5e ), where in RG B produces a greater number of true positives. In Fig. 5b , we may observe that the LIAC algorithm is capable of detecting the cyclist in both color spaces with a great precision, while the humans are ignored as they have too little motion. In the last frame shown, both bounding boxes coincide. In   Fig. 5a , the algorithm tends to unite the grouped persons, independently of the color space used. Also in this case the performance has better hits (true positives) in the RG B color space.
Quantitative comparison between RG B-and H L S-based LIAC
After calculating the metrics introduced previously, we get the results shown in Table 2 . Again, it is easy to observe that the LIAC algorithm in the RG B color space outperforms the algorithm in H L S color space. Table 2 , the results largely suffer from illumination changes in the tested environment. CAVIAR images belong to an indoor data set (with quite constant illumination), while BEHAVE videos are composed of outdoor images (with important illumination changes). The results of the LIAC algorithm using gray-level images show how high illumination changes lower the algorithm performance. This is translated into the results with an F-score of 0.79 and values of precision and recall of 0.79 and 0.66, respectively, produced by high false positives and negatives rates. At this point, it is worth explaining that blobs in the L component are often discarded since their shadows are sometimes included within the proper area of the blob, resulting on a height higher than h max or a width above w max . For this reason, some blobs are discarded, provoking false negatives. The AND operation between the three color components results in a reduction of the object area, since the H and S components might contain more accurate representations of the object's area and location. The new width and height of the object after this operation enable the blob to be within the acceptable ranges of width and height, leading to a higher number of true positives. Notice that the running parameters are the same for all input videos (color or gray-level) as offered in Table 1 . 
Comparison with other approaches
In first place, based on the quantitative results shown in [26] and [15] , we establish the following qualitative comparison. As you may observe, our approach in RGB color space offers a ratio of true positives around 97 %. In most cases, this result is better than the results provided in the before mentioned papers processing outdoor sequences. Moreover, taking into account the numerical results provided in [26] , it seems clear that our approach throws excellent results. Now, the validity of this proposal is assessed through a quantitative comparison with a state-of-the-art technique that has proved to offer good results, namely background/ foreground segmentation based on a mixture of Gaussians (MoG) [27] . One important feature of this algorithm is that it selects the appropriate number of Gaussian distribution for each pixel. It provides good adaptability to varying scenes due illumination changes etc. As shown in Table 3 , the LIAC RG B version outperforms the MoG one with a wide margin. In the case of the CAVIAR data set, both RG B and L versions of LIAC offer competitive results in comparison with the MoG-based approach. Moreover, when comparing the average F-score for our best performing LIAC alternative, 0.969, to the one from MoG, 0.918, some advantage of our approach is emphasized. Notice that values in bold show the best results obtained.
A qualitative comparison with other well-known approaches has also been included in order to highlight the performance of our proposal. There are two main reasons that do not enable presenting a strong quantitative comparison with other approaches. Firstly, the results provided within the different experiments do not show which criteria have been considered when selecting a hit from the overlapping area between the ground truth data and the detected region. And, secondly, as the processed sequences are also different from one paper to another, it is impossible to establish a fully objective comparison.
Conclusions
This paper is motivated by the results obtained during the last few years by LIAC for moving object segmentation in gray-level video sequences. Nowadays, color video is commonly used in many applications, such as visual surveillance. Therefore, we have studied the suitability of using the LIAC method in two widely used color spaces (RG B and H L S). Firstly, the LIAC algorithm for motion detection in color video has been introduced. Then, the performance of LIAC algorithm in both color spaces has been compared. For this purpose, some videos from the BEHAVE and CAVIAR test cases, as well as their respective reference data, have been tested for color spaces RG B and H L S. Also, the tests have been performed on the L component of the video images. It has been demonstrated (qualitatively and quantitatively) that the LIAC algorithm has an overall better behavior in RG B color space over H L S color space and gray level.
