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ABSTRACT
Optical Spectroscopy and Magnetic Field Profile Measurements on the Self Magnetic
Pinch Diode
by
Sonal Patel
Chair: Ronald M. Gilgenbach
The Self-Magnetic Pinch (SMP) diode has been tested at Sandia National Laboratories
on the RITS-6 accelerator for use as a flash x-ray radiography source. The diode consists of
a hollow cathode that emits electrons through an approximately 1-cm vacuum A-K gap onto
a high-Z material. The electron beam pinches from its own magnetic field as it traverses
the gap. Plasmas form on the electrode surfaces and expand into the gap, decreasing the
diode impedance over time.
Visible spectra of the electrode plasma have been taken during the radiation pulse using
a high resolution spectrometer and a lens coupled fiber array focused across the anode
surface of the diode. Electron temperatures have been determined from C III/ C IV line
ratios. Electron densities have been estimated from Stark broadened line emission and
densities have been estimated from several different ionization states. These measurements
suggest that a large axial density gradient is present on the diode surface, with densities
varying by up to an order of magnitude within ~1 mm of the anode target surface.
Zeeman splitting measurements of C IV suggest magnetic fields of 3-5 T a few mm
from the diode axis. These results differ from LSP simulations of the beam current, and
suggest that a significant fraction of the total current density may be outside the few mm
xvi
x-ray source diameter. Several dopants have also been characterized for Zeeman splitting,
intensity, and their effect on the SMP diode performance. Zeeman splitting was measured
on the Al III 4s-4p transition and this line may be used in the future to further spatially
isolate these measurements. Additionally, it was found that salt coatings on the diode
lengthened the radiation pulse. Finally, measurements of the C IV Zeeman line splitting on
the anode surface represent the first experimental estimates of current distribution within a
diode.
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CHAPTER 1
Introduction
Flash radiographic sources typically produce high energy x-rays through bremsstrahlung
interactions which are used to image fast hydrodynamic events which has applications for
stockpile stewardship. The Radiographic Integrated Test Stand (RITS) at Sandia National
Labs (SNL) [1] was developed as a test bed for such sources, and several radiographic
diodes have been investigated over the past decade, such as the rod pinch diode [2], the
paraxial diode [3], and the self- magnetic pinch (SMP) diode [4–6], the focus of this thesis.
The SMP diode consists of a hollow cylindrical cathode and a planar anode. The cath-
ode emits electrons through an approximately 1 cm vacuum A-K gap onto a high Z ma-
terial. The electron beam pinches from its own magnetic field as it traverses the gap and
consequently, bremsstrahlung x-rays are produced from a source smaller (<3 mm) than
the cathode diameter. Within a few nanoseconds the electron beam increases the anode
surface temperature to >400 C [6] and desorbs hydrocarbon contaminants. Electrode plas-
mas expand into the anode-cathode (AK) gap, decrease the diode impedance over time,
and eventually short the diode [5]. In order to limit electrode plasma expansion early in
the current pulse an aluminum foil, which is transparent to the electron beam, is typically
placed over the high atomic number (Z) target material, such as tungsten, tantalum, or gold.
Dense surface plasmas that form on the anode have a direct effect on the diode per-
formance. Plasma expansion of the anode plasma into the A-K gap eventually shorts the
diode, and effectively ends the radiation pulse which reduces the dose. Additionally, the
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dense anode surface plasma can potentially cause the beam to defocus at the target. [7, 8].
Backstreaming ions from the surface plasma and plasma expansion into the AK gap cause
the beam focus to shift upstream of the target. This results in an overfocused beam at the
target and therefore a larger x-ray source diameter. Therefore, characterizing the electrode
plasma composition, densities, and temperatures, is critical to understanding gap closure
mechanisms on time scales (10’s of nanoseconds) within the diode.
In addition to lengthening the x-ray radiation pulse and therefore maximizing the dose,
minimizing the x-ray source spot size is also desired in order to limit image blur. The source
diameter depends on the beam current and its self-magnetic field, since the resulting J×B
force drives the beam toward the axis. Estimates of the diode current were previously
limited to B-dot current monitors and simulations. B-dots, described in detail in Chapter
3, measure the magnetic flux through a wire loop and must be placed outside the AK gap.
Therefore they are unable to measure the current distribution within the diode.
Non-perturbing methods of measuring magnetic fields include Faraday rotation and
Zeeman splitting. Faraday rotation requires an external light source with a known polariza-
tion direction, such as a laser. When the laser interacts with the magnetic field, its polariza-
tion angle will rotate. For the case of an azimuthal magnetic field, the Faraday rotation for
a laser beam travelling radially across the field lines, will be reversed on either side of the
axis, and polarimetry techniques are often used to deduce the polarization angle [9]. How-
ever, since the polarization angle is proportional to
∫
neB · dl [10], the data represent an
integrated measurement along the line of sight. Consequently, measurements along large
density or B-field gradients cannot be used to approximate local magnetic fields. Addition-
ally, a line integrated electron density is required, but can be obtained using interferometry
along the same line of sight as the Faraday rotation measurements [10].
In contrast, Zeeman splitting, the technique explored in this thesis, can be used to infer
local magnetic fields within a plasma. The Zeeman effect was first discovered in 1896 by
Pieter Zeeman who measured broadening of the sodium D lines in an external magnetic
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field. By this time Lorentz had already theorized that charged particles, acting as harmonic
oscillators bound to the nucleus, are responsible for emitted light. In the presence of a
magnetic field, he suggested, these particles experience both the harmonic force and the
Lorentz force. The subsequent motion can be decomposed into three components, the
original linear oscillation, and two circular oscillations in opposing directions, resulting
in three spectral lines. Zeeman was also able to estimate the charge to mass ratio of the
charged particles using this theory, which became a key piece of evidence for the electron
[11].
Shortly after the discovery of the Zeeman effect, with higher resolution measurements,
it was found that most spectral lines split into more than three components. This effect,
although more common than normal Zeeman splitting, was termed the anomalous Zeeman
effect. Though empirical rules were able to predict the line splitting, it was not until the
development of quantum mechanics and the discovery of electron spin, that anomalous
splitting was fully explained [12]. The coupling of the spin angular momentum to the
orbital angular momentum breaks the atomic degeneracy in the orbital quantum number
and results in additional atomic energy levels. The normal Zeeman effect is recovered
when the total spin is zero for both the upper and lower energy levels of a transition. The
theory of the Zeeman effect is discussed in more detail in Chapter 2.
Since the energy shift of a level is proportional to the magnetic field it is possible
to determine the field by measuring the splitting of a spectral line. Still, the parameter
space in which splitting measurements are possible is restricted by line broadening which
is typically dominated by the instrument resolution and electron density in the SMP diode
plasma. However, in this thesis, the spectral line profiles are either split or sufficiently
broadened to fit the profiles with a magnetic field.
Like Faraday rotation, Zeeman splitting measurements can be complicated by variations
of the magnetic field along the line of sight. The contribution of different plasma conditions
can obscure the splitting and must be deconvolved in order to estimate a local magnetic
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field. However, dopants can be used to isolate the spectral line and obtain a truly localized
measurement. Since the electron beam in the SMP diode is assumed to be cylindrically
symmetric, current profiles can also be obtained.
Chapter 2 will discuss some additional background of dense plasma spectroscopy that
will be used in this thesis. Chapter 3 will discuss the experimental setup for the mea-
surements. Chapter 4 will discuss electron temperature and density measurements in the
SMP diode. Electron temperatures are obtained using the line ratios of adjacent ioniza-
tion states in conjunction with PrismSPECT [13], a commercial collisional-radiative code
which solves the rate equations of various atomic processes. Electron densities are esti-
mated using Stark broadened spectral lines, and the electron densities obtained from differ-
ent ionization states are compared. These measurements suggest that a large axial density
gradient is present on the diode surface, with densities varying by an order of magnitude
within 1 mm from the surface.
Chapter 5 will discuss the measurements of Zeeman split spectral lines and current
profile estimates on the SMP diode. Current and magnetic profile measurements, which
are critical to understanding diode performance and x-ray spot size measurements, have
been measured for several different shots and diode configurations on RITS-6. These mea-
surements represent the first measurements of current distributions within a diode. The
measurements differ from LSP [14,15] (a hybrid PIC code) simulations of the beam current
and suggest that the current density is distributed within a larger radius on the target surface
than the simulations suggest. Dopant lines are also assessed for Zeeman splitting, intensity,
and their effect on the SMP diode performance. Identifying dopant lines with strong signals
and line splitting on the SMP diode may be useful for magnetic field measurements in other
applications with similar plasma parameters, such as the Z-machine convolute for which
the Zeeman effect may be used to estimate the current loss in the convolute. Conclusions
and suggestions for future work will be given in Chapter 6.
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CHAPTER 2
Spectroscopy of Dense Plasmas
Measuring the emitted optical radiation of plasmas can yield insights into a range of
plasma parameters such as electron and ion temperatures, densities, and species. The spec-
tra collected on RITS-6 and discussed in this thesis contain both continuum radiation from
radiative recombination and bremsstrahlung interactions, and line emission from bound-
bound transitions, pictured in Figure 2.1.
Figure 2.1: H I energy levels with continuum and line emission transitions. The
bound-bound transition results in the H-alpha line which is widely used for density
measurements.
Free-free transitions, or bremsstrahlung, occurs when an ion deflects an electron and the
resulting photon is emitted with an energy that is equal to the electron energy loss. X-ray
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bremsstrahlung radiation is produced in the SMP diode for use in flash radiography [16].
Since the intensity of bremsstrahlung radiation is proportional to the square of the atomic
number of the target, a high Z material, such as tungsten or tantalum, is used to convert the
electron beam to x-rays. Free-bound transitions, or radiative recombination, occurs when
an ion captures a free electron. The resulting photon energy is the ionization energy of
the ion starting from the bound state of the electron subtracted from the kinetic energy of
the electron. The opposing process is called photoionization, in which a bound electron is
ejected from the atom or ion.
Bound-bound transitions result in characteristic line emission or absorption. The pho-
ton energy corresponds to the difference between the upper and lower energy levels of the
transition. Emission lines are used in this thesis to determine electron density, electron
temperature, and magnetic field profiles across the anode surface of the SMP diode.
2.1 Line Broadening
The profile of a spectral emission line is determined by several mechanisms. Typically,
these mechanisms are approximated as either Gaussian or Lorentzian distributions which
are convolved together to form a Voigt profile, a common line shape for spectra that have
been broadened by the instrument resolution, temperature, and density [17].
2.1.1 Natural Line Broadening
All spectral lines have a minimum width, which is approximated as a Lorentzian profile,
due to the time-energy uncertainty principle, given by ∆E∆t = ~/2 , where t indicates the
lifetime of the excited state, and can be approximated as the inverse of the transition’s
Einstein coefficient. Solving for ∆E gives the resulting width of the spectral line [18].
This is an extremely small broadening mechanism. For example the C IV line at 580.1 nm,
studied extensively in this thesis, has an Einstein coefficient of 3.14×107 s-1 and therefore
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a natural line width of 5.6×10−6 nm , several orders of magnitude less than the instrument
resolution of 0.065 nm. For this reason natural line broadening is not included in the
spectral line fits.
2.1.2 Thermal Doppler Broadening
Thermal Doppler broadening produces a Gaussian line shape and occurs when ions or
atoms have a distribution of velocities as a result of the electron temperature. Velocity
components along the line of sight cause red and blue Doppler shifts in the measured spec-
tra. Because there is a range of velocities the line is broadened rather than shifted. For a
Maxwellian electron energy distribution the line width is given by [19]
∆λ = 2
√
2 ln(2)kT
moc2
λ0 (2.1)
where kT is the ion energy, mo is the ion mass, λ0 is the center wavelength. Although
this broadening mechanism was included in the spectral analysis, the effect was about half
the instrument resolution.
2.1.3 Instrumental Broadening
Another Gaussian contribution to the line profile is instrumental broadening. The op-
tical system used to collect the spectra determines the minimum spectral line width. This
is usually dominated by the grating, the entrance slit width, and the camera resolution. For
the SMP diode spectral analysis the resolution was determined from the spectrum of a glow
discharge lamp. The spectrum was then fit with a Gaussian profile to determine the FWHM
of a spectral line. The procedure is discussed further in Chapter 3.
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2.1.4 Stark Broadening
Spectral lines shift and split in the presence of an external electric field. On a smaller
scale, electric fields caused by nearby particles, such as electrons and ions, perturb the
emitter. Consequently, a range of micro electric fields cause the spectral line to broaden. In
the absence of other broadening mechanisms the electron density can be determined from
the FWHM of the Lorentzian component of the spectral line fit. The relation between the
Stark width of a line and the corresponding electron density has been extensively studied
theoretically [20,21] and experimentally [22]. Stark broadening is discussed in more detail
in Chapter 4 where it is used to determine densities from the SMP diode spectral data.
The convolution of the Gaussian and Lorentzian profiles results in a Voigt profile. The
Gaussian profile is determined from the instrument resolution, and the thermal Doppler
width (estimated from the electron temperature), which is discussed further in Chapter
4. Compared to Gaussian profiles, the Lorentzian profile has larger wings which extend
further further out from the line center. Additionally, the Lorentzian width for a particular
electron density depends on the spectral line, and is often termed the Stark Width. For the
SMP diode anode surface plasma, C IV Lorentzian widths ranged from the Gaussian width
to several times the Gaussian width.
The width of the Voigt profile in terms of the Gaussian and Lorentzian widths can be
approximated by [23]
WV =
1
2
(
1.0692 +
√
0.86639W 2L + 4W
2
G
)
(2.2)
This approximation is accurate to within 0.02% [23]. The convolution of two Gaussian
distributions results in a Gaussian profile with a width equal to the widths of the original
profiles added in quadrature. Similarly, the convolution of two Lorentzian profiles results
in a Lorentzian with a width equal to the sum of the two original Lorentzian widths. The
effect of the four broadening mechanisms discussed here is shown in Figure 2.2.
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Figure 2.2: Spectral line broadening due to various effects. Typically on the spectra
seen on the SMP diode, Stark broadening dominates the line shape.
2.2 Zeeman Splitting
Four quantum numbers can be used to characterize electrons within an atom. The prin-
ciple quantum number, n, refers to the principle energy level. The orbital quantum number,
l, describes the shape of the sublevel in n. The magnetic quantum number, ml, determines
the orientation and number of orbitals. Finally, the spin, ms, refers to the intrinsic spin of
the electron, ±1/2. The interaction between the motion of an electron and the intrinsic
spin causes what is known as spin-orbit coupling. The total angular momentum is given
as J = L + S, the sum of the total orbital angular momentum (L) and the total spin (S)
angular moment for light atoms or ions. (For higher Z elements, a better approximation is
J =
∑
li+si. The spin and orbital angular momenta, in this case, are first coupled together
to form the angular momentum, j, for each electron. The individual angular momenta are
then summed to obtain the total angular momentum. This is known as jj coupling). Spin
orbit coupling prevents the degeneracy in l but maintains degeneracy in j.
The addition of an external magnetic field, however, also breaks the degeneracy in j.
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This effect is usually derived as a perturbation on the Hamiltonian, or the total energy of
the system [24]. In the weak magnetic field limit the energy separation between the atomic
fine structure levels, due to spin-orbit interactions, is much greater than the separation
between the Zeeman split levels, and the total angular momentum vector precesses about
the external magnetic field vector. The fine structure dominates in the weak field case, and
the Zeeman effect is treated as a perturbation on the fine structure energy. To first order,
the correction to the energy is given by [25]
E1n = 〈ψn|H ′|ψn〉 (2.3)
ψn is the wave function for the state and H ′ represents the perturbing energy. The equation
says that the expectation value of H ′ in the unperturbed state, ψn, is the energy correction
to the system. Griffiths textbook has a detailed derivation of the Zeeman effect [24], which
is summarized here.
The perturbation due to an external magnetic field is
H ′z = − (µl + µs) ·B = −
(
− e
2m
L− e
m
S
)
·B = e
2m
(L+ 2S) ·B (2.4)
where µs refers to the spin magnetic moment and µl is the orbital magnetic moment. The
extra factor of two in the spin magnetic moment arises from a quantum mechanical correc-
tion known as the g-factor.
E1n = 〈ψnljmj |H ′|ψnljmj〉 =
e
2m
B · 〈L+ 2S〉 = e
2m
B · 〈J+ S〉 (2.5)
Since ψnlmj is an eigenfunction of J, the expectation value for J is simply the eigen-
value of J, ~mj . mj is the z component of the angular momentum. S precesses about the
vector J and so the time average of S is equal to its projection along J, Save = S·JJ2 j.
L = J− S→ L2 + J2 + S2 = 2J · S→ J · S = 1
2
(
J2 + S2 + L2
)
=
~2
2
[j(j + 1) + s(s+ 1)− l(l + 1)]
(2.6)
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e2m
B · 〈J+ S〉 = e
2m
B ·
(
~mj +
(
~2[j(j + 1) + s(s+ 1)− l(l + 1)]
2~2j(j + 1)
)
〈J〉
)
(2.7)
And so the Zeeman energy correction, in the weak field approximation is
E1n =
e~
2m
gmjB = µBgmjB (2.8)
where g is the lande g-factor, and µB is the Bohr magneton constant. The magnetic field
has been chosen to be along the z-axis and correspondingly, mj .
In the strong field case, known as the Paschen-Back effect, the energy separation due to
the magnetic field is much greater than the fine structure energy separation. (C IV, analyzed
in this thesis, is in the weak field regime for magnetic fields less than about 25 T, and in
the Paschen-Back or strong field regime at fields greater than about 40 T.) The quantum
numbers j and mj are not applicable here because L and S are decoupled. And so the
energy shift is given by
E1n = 〈ψnlmlms|
e
2m
B (L+ 2S) |ψnlmlms〉
= 〈 e
2m
B (B+ 2S)〉 = e~
2m
B(ml + 2ms)
(2.9)
In the intermediate case, the fine structure and Zeeman splitting result in comparable
energy shifts, and the perturbing energy in Equation 2.3 is the sum of the fine structure and
Zeeman Hamiltonians. This case requires the use of degenerate perturbation theory [24],
and will not be considered further.
A schematic for the strong and weak field approximations is shown in Figure 2.3. In the
weak field approximation four pi lines and six sigma lines are visible. In the strong field,
or Paschen-Back approximation three sets of closely spaced doublets are visible, which in
practice usually appear as three lines due to line broadening. The spectral lines analyzed in
this thesis for Zeeman splitting were in the weak field regime.
Zeeman split lines, designated as pi (∆mj = 0) and sigma (∆mj = ±1), are polarized
11
Figure 2.3: A schematic for line splitting in an external magnetic field in the Zeeman
and Paschen-Back approximations.
depending on the angle of the line of sight to the magnetic field. When measuring parallel to
the magnetic field only the circularly polarized sigma lines are present. Perpendicular to the
field, pi lines are polarized parallel to the field, and sigma lines are polarized perpendicular
to the field. A textbook by A.E. Siegman [26] gives a derivation of the Zeeman pattern
polarization properties. In summary, the pi transitions can be thought of as an electric
dipole oscillating along the magnetic field axis. Light is only emitted perpendicular to the
oscillation direction, and so when viewing parallel to the field, the central pi lines are not
visible. The sigma transitions resemble a rotating dipole centered on the B-field axis, as
shown in Figure 2.4.
The Zeeman components also vary in intensity. The Zeeman relative intensities were
first determined empirically by Ornstein and Burger in 1924 based on three rules [27]. The
first simply states Zeeman splitting occurs symmetrically around the unshifted line. The
second states that the sum of the intensities in the upper or lower Zeeman split atomic level
is equal to the sum of the intensities in any other upper or lower Zeeman split level. And
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Figure 2.4: Sketch of the Zeeman component transitions and polarizations which are
designated by the E-field direction.
the last rule states that the combined components must result in unpolarized light. Later
these were confirmed with a quantum mechanical derivation [28].
Finally, the line intensities also depend on the angle of the line of sight to the magnetic
field. This dependence was derived in 1981 by Martin and Wickramasinghe [29] for a
Zeeman multiplet using the four Stokes parameters which describe the polarization of EM
waves. The angle dependences are
Ipi(θ) = I90sin
2θ, Iσθ = I90(1 + cos
2σ) (2.10)
where θ is the angle between the line of sight and the magnetic field, and I90 is the intensity
of the component with a perpendicular line of sight to the magnetic field, given in Table
2.1.
Using these intensity calculations a simulated spectrum is calculated for the C IV
2P3/2 −2 S1/2 and 2P1/2 −2 S1/2 transition. The location of the Zeeman components and
relative intensities are shown as well.
The resolution requirement is lowered for a parallel line of sight because the central pi
lines for both transitions are not visible. Additionally, a linear polarizer, aligned perpen-
dicular to the field, could also be used to block the pi components in a perpendicular line
of sight.
For Stark dominated line shapes, the splitting may not be apparent, as in the case of
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Table 2.1: Relative intensity of the Zeeman components for a perpendicular line of
sight to the B-field.
∆J = −1
Comp. Relative,Intensity [28], [30]
σ− 14(J +mj)(j +mj − 1) ∝ Io
pi J2 −m2j ∝ Io
σ+
1
4
(J −mj)(j −mj − 1),∝ Io
∆J = 0
Comp. Relative Intensity
σ− 14(J +mj)(j +mj + 1) ∝ Io
pi m2j ∝ Io
σ+
1
4
(J −mj)(j −mj + 1) ∝, Io
Figure 2.5: Simulated spectrum of C VI 2P3/2 −2 S1/2 and 2P1/2 −2 S1/2 lines. The
location and relative intensities of the lines are also shown. In the parallel line of sight
the pi lines are not visible.
the perpendicular line of sight in Figure 2.5. However, the 2P1/2−2 S1/2 is slightly broader
than the 2P3/2−2S1/2 since the pi to sigma ratio for this line is 1:1 on the 1/2-1/2 transition,
and 2:1.5:0.5 for the 3/2-1/2 transition. Additionally, the energy shift from the unshifted
line for the pi transition is ∆E = 2
3
µBB on the 1/2-1/2 transition and ∆E = 13µBB B
for the 3/2-1/2 transition. This effect led to the development of the Zeeman broadening
technique at the Weizmann Institute [31, 32] The technique uses the width difference of
the two lines to estimate the magnetic field. The SMP diode spectra that are analyzed in
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this thesis usually show visible line splitting and so are fit with a simulated profile. Still,
this technique is used qualitatively for higher density spectra located within 3-4 mm of the
beam axis to determine if a magnetic field is present before fitting the line profile, as is
discussed in Section 5.5.
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CHAPTER 3
Experimental Configuration
The analysis of the magnetic field profiles and plasma parameters on the SMP diode
relied on several diagnostics that were fielded on the Radiographic Integrated Test Stand
(RITS-6). The RITS-6 Accelerator, pictured in Figure 3.1, is an induction voltage adder
(IVA) which is comprised of six inductively isolated cavities. A Marx bank, which contains
36, 2.2 µF capacitors, discharges into two intermediate storage capacitors which are each
connected to six pulse forming lines (PFLs), through two laser triggered gas switches [1].
The six PFLs each contain a self-breaking water switch, a water peaking switch used to
sharpen the rise time, and an oil pre-pulse switch. As the PFLs charge, some voltage will
enter the diode region which could cause plasma formation on the electrode surfaces. To
reduce this pre-pulse the oil switch is placed in series with the two other water switches.
Each PFL is triggered sequentially and is timed to match the pulse propagation along the
magnetically insulated transmission line (MITL), resulting in a fast rise time and flat top
pulse at the diode [33].
Each annular cavity consists of an azimuthal transmission line, a ferromagnetic core,
and a vacuum insulator stack. The voltage pulse is injected into the cavity at a point on the
azimuthal transmission line which is tapered with the maximum width on the injection side
and the minimum width on the opposite side in order to uniformly distribute the current on
the MITL and minimize the cavity rise time [34].
A radial transmission line connects the azimuthal line to the inner radius of the cavity
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Figure 3.1: RITS-6 Accelerator (top) with six pulse forming lines (PFLs) and cavities.
A single cavity cross section (bottom) is also shown.
annulus. The radial transmission line and vacuum insulator stack form the vacuum region
of the cavity. The ferromagnetic cores increase the inductance between the high voltage
side of the azimuthal transmission line and the outer radius of the annular cavity which
is at ground. This isolation greatly reduces the loss current in each cavity and allows the
voltage from multiple cavities to be added along the MITL [34]. However, as the current
increases the magnetic flux density also increases in the core, until the saturation point of
the ferromagnetic material. At this point no further magnetization of the material occurs,
the core inductance falls, and the ground path is no longer isolated.
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3.1 Self Magnetic Pinch (SMP) Diode
The RITS-6 accelerator is used to deliver power to the SMP diode, which consists of a
cylindrical hollow cathode and planar anode, shown in Figure 3.2. The diode can generate
>350 rads at 1 m with a sub-3 mm x-ray spot FWHM [6]. The large electric fields cause
electrons to emit from the cathode and impact the anode. The electron beam pinches onto
the anode target from its self-magnetic field. A high Z target material, typically tantalum,
converts the beam energy to bremsstrahlung x-rays for use as a flash radiography source
[16].
Figure 3.2: Sketch of the SMP Diode (left) [5]. Simulation of the electron beam density
in the diode [4] which shows the beam pinching onto the anode surface.
The electron beam heats the anode to temperatures greater than 400 C within a few
nanoseconds [6] which causes space-charge limited ion emission. The ions partially charge
neutralize the electron beam, resulting in higher beam currents and stronger pinching.
Eventually, the electrode plasma formation expands into the AK gap decreasing the diode
impedance [35]. To extend the x-ray radiation pulse and delay the electrode plasma from
shorting the AK gap, an aluminum foil, which is transparent to the electron beam, is placed
over the high Z convertor in the standard SMP diode geometry. For many of the shots
discussed in this thesis, however, the foil was removed to increase the spectral signal. Di-
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agnostics for the SMP diode include spot size measurements, time-gated framing camera
images, streak spectroscopy, and time-gated spectroscopy, which will be discussed further
in the following sections.
3.2 Current Monitors
B-dot probes are often used in pulsed power experiments in order to characterize load
currents. In the simplest configuration, shown in Figure 3.3, current flow causes a time
changing magnetic field which induces a voltage in a single wire loop. Therefore, the
voltage signal is proportional to dI
dt
, and is integrated to recover the current trace. Often,
there are several loops in a B-dot and the two wire leads are twisted together to further
enhance the signal. The B-dots on RITS-6 contain three loops that are embedded in a
non-conducting epoxy.
Figure 3.3: Left: Example of a single loop B-dot probe. Right: Cathode faceplate
B-dot (at IBEAM in Figure 3.4) used on RITS-6
The SMP diode current includes both ion and electron flow and is measured using
B-dots placed behind the cathode stalk. More recently, in order to separate out the ion
current, copper coupons were placed behind the cathode to measure activation due to back-
streaming protons from the anode plasma [36]. Multiple B-dots are also placed along the
RITS-6 transmission line to characterize the power flow along the accelerator.
Figure 3.4 shows the locations of the B-dots used on this accelerator. Positions F and G
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Figure 3.4: Location of B-dots on RITS-6, at positions F, G, IFEED, IBEAM, and
DIODB [35]
measure the current along the MITL. IFEED measures the electron current before the field
shaping knob. At this point some of the diode current is lost to the sheath current which
goes around the cathode and contacts the anode or outer vacuum chamber walls. This can
be seen in the difference between the current measurements at DIODB and IBEAM. The
IBEAM B-dots measure the beam current and emission from the cathode faceplate within
a 6.5 cm circle.
3.3 Voltage Calculations
Voltages are calculated from the MITL B-dots at Position F in Figure 3.4. A set of four
B-dots is placed symmetrically around the inner conductor to measure the cathode current,
while a second set is placed on the inner anode surface to measure the anode current.
The difference between the anode and cathode current represents the free electron sheath
current [37], and it is plotted in Figure 3.5 for a typical SMP diode geometry.
The average value of both currents is used with Mendel’s equation to obtain the voltage
[38, 39]
V = Z
(
I2a − I2c
) 1
2 − mc
2
eF
(
Ia
Ic
− 1
)
×
(
G
[
2F
(
Ia
Ic
+ 1
)] 1
2
− 1
)
(3.1)
F and G are space charge terms and are typically taken as equal to 1 [39]. Z is the MITL
20
impedance, 51.3 Ω, and Ia and Ic are the anode and cathode currents. The voltage for Shot
1960 is plotted in Figure 3.6.
Figure 3.5: Cathode and anode currents for a standard SMP diode shot.
Figure 3.6: Voltage calculated using Equation 3.1 from the currents measured at Po-
sition F shown in Figure 3.4.
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3.4 ICCD Framing Camera
In addition to spectroscopic measurements a single frame ICCD PI-Max [40] camera
images the AK gap and the self-emission from the plasmas that form on the diode elec-
trodes. The images are particularly useful for determining whether asymmetries in the
plasma formation affected the measured spectra. Light from the diode exits the vacuum
chamber and two turning mirrors direct the light into a telescoping lens assembly which
images the light onto the camera, as shown in Figure 3.7. For the shots discussed in this
thesis, the framing camera was gated for about 10 ns, toward the end of the radiation pulse.
A pre-shot image was taken with this camera before every shot to check alignment and
to provide a baseline from which to measure plasma expansion into the gap. Due to the
intensity of the anode plasma during the shot, a low gain of about 25 was used along with
an f-stop value of f-22.
Figure 3.7: Diagram of the framing camera setup.
Previously, an 8-Frame camera was fielded by Dr. Mark Johnston using the same setup
in Figure 3.7. This camera was able to take 7-8 images of the electrode plasma formation
during the pulse separated by about 10 ns. These images are used to estimate radial plasma
expansion of the anode plasma in order to determine the influence of Doppler shifts in the
spectra.
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3.5 Visible Spectroscopy Diagnostics and Calibration
Three types of spectrometers were used in this experiment, but the principle operating
mechanisms for each spectrometer are similar. Broadband light enters through a spectrom-
eter slit, a grating disperses collimated light into its component wavelengths, and a concave
mirror focuses the light onto a detector. This type of configuration is sketched in Figure
3.8, and is known as a Czerny-Turner spectrometer [41].
Figure 3.8: Sketch of a Czerny-Turner spectrometer with two concave mirrors.
The resolution of this spectrometer depends on several components. The spectrome-
ter slit width usually dominates the instrument resolution, and a smaller slit improves the
resolution at the expense of signal. The grating determines the dispersion of light. Higher
grooved gratings result in greater dispersion and thus better resolution, again at the expense
of signal. The ICCD camera digitizes the signal with a resolution that depends on the pixel
size.
The gratings used on these experiments were reflective diffraction gratings. These grat-
ings function similarly to a series of many narrow slits. And so both constructive and
destructive interference cause multiple diffraction orders of the reflected light [42]. The
reflective characteristics of these gratings are shown in Figure 3.9 and can be summarized
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Figure 3.9: Sketch of a ruled and blazed diffraction grating.
with the grating equation [43],
sinθi + sinθr =
mλ
d
, m = 0,±1, ± 2 . . . (3.2)
where θi and θr are the angles between the incident and reflected rays to the the grating,
m is the diffraction order, d is the groove spacing, and λ refers to the incident wavelength.
This equation shows that multiple orders can occur, and that atm = 0 the angle of incidence
is equal to the angle of reflection and the grating behaves like a mirror.
Often ruled gratings are blazed at specific angles, forming saw tooth patterns, as de-
picted in Figure 3.9. This angle corresponds to a blaze wavelength at which the efficiency
of the grating reaches its peak. A blaze wavelength of 500 nm was chosen for the ruled
gratings in this experiment in order to maximize the collection efficiency in the visible
spectrum.
For high resolution measurements, holographic, rather than ruled, gratings, are often
used. They are formed by imprinting an interference pattern on a photosensitive material.
This creates a sinusoidal patterned surface and very high density grooved gratings can be
produced using this method. However, the efficiency of these gratings is typically worse
when compared to ruled gratings [41]. For the magnetic field measurements a high reso-
lution was required to measure the spectral line splitting. As a result a 2400 groove/mm
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holographic grating, optimized for visible wavelengths, was chosen.
3.5.1 Fiber Array Setup
In order to spatially resolve the spectroscopic measurements, a 150 mm achromatic
lens imaged the diode anode plasma onto the fiber array. The array was oriented at 45
degrees to the diode as shown in Figure 3.10. The lens coupled fiber array was placed on
a stage that allowed for the rotation and translation of the array to account for jitter in the
diode alignment. The distance from the anode surface that the array images depends on the
fiber alignment. The edge of the fiber array is aligned to the anode surface and this axial
alignment is accurate to within about 0.25 mm.
Figure 3.10: Top: RITS-6 Accelerator with the location of the fiber array [5]. Bottom:
Photograph of the lens coupled array on the accelerator
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Two different fiber arrays were used in these measurements. The single row array, in
Figure 3.11, imaged the majority of the SMP diode experiments, and it consists of a single
row of 11, 200 µm fibers. Each fiber was imaged to a 1 mm spot diameter and so the
total length of the focused array was about two centimeters long at the anode. This was
positioned so that about 1 cm was on either side of the beam axis. In order to align this
array to the SMP diode, the fibers were backlit with a neon or bright LED light source,
the lens coupled array was rotated so that Fiber 6 (out of 11 fibers) was centered on the
cathode, and the array was then translated to the anode. Since the cathode has a smaller
diameter than the anode, the array is more tightly focused at the cathode edge than at the
anode edge, and consequently it is easier to adjust the positioning relative to the cathode.
Figure 3.11: Left: Perspective view of the region imaged onto the single row fiber
array. Right: Side view of the diode with the focused fibers (Figure from [5]). For
clarity only 8 fibers are shown.
The double fiber array has an additional row of fibers that extend further into the AK
gap, pictured in Figure 3.12. This array contains 13, 100 µm fibers in each row, resulting
in 26 spectra per shot. The two rows are arranged into a single row at the spectrometer
input. In addition, between each of these fibers is another 100 µm fiber. These fibers can
connect to avalanche photodiodes (APDs) to monitor light emission as a function of time
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across the SMP diode. Additionally, two fibers on either side of the array measure the
Cherenkov signal during the radiation pulse. One of these fibers can connect to an APD
and the other connects to the spectroscopy array. This is useful for determining how much
of the continuum is due to fiber scintillation from x-ray emission.
Figure 3.12: The double row fiber array. Only a few fibers are shown here for clarity.
In total there are 52 fibers. 26 go to the spectrometer (red), 24 can connect to APDs
(blue), and two are the Cherenkov fibers (grey). The white spots are spacing fibers
used to extend out the array, and between these fibers are an additional 16 rows of
alternating APD and spectroscopy fibers.
Except for the 200 µm Cherenkov fiber that connects to the spectrometer, these fibers
have a diameter of 100 µm, and were imaged to a 0.5 mm diameter across the anode with
a 150 mm focal length (FL) lens. The length of the focused array was only 13.5 mm,
about half the size of the single row array. As a result, the double fiber array was focused
by backlighting the bottom APD fiber in Figure 3.12, aligning it to the cathode axis, and
translating it to the anode. This meant that the bottom spectroscopy fiber was usually just
off the beam axis. Unfortunately, this configuration does not reveal the symmetry of the
field measurements that the longer array shows, but it was necessary to prevent continuum
from dominating half or more of the array.
The fibers (manufactured by Polymicro TechnologiesTM) in both arrays have a stan-
dard numerical aperture of 0.22 and a high OH silica core in order to maximize UV-VIS
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transmission. Because the fiber arrays have a finite positive diameter they can accept light
that is outside the calculated object distance of the lens. And since dopants have not been
added in localized regions for these initial shots, the collected spectra are assumed to be
line integrated.
3.5.2 Streak Spectrometer System
In a streak camera system, shown in Figure 3.13, in light passes through a slit and is
focused to a narrow line at the photocathode. The emitted electrons travel through two
sweep electrodes which apply strong electric fields to deflect the electrons. These electrons
then hit a microchannel plate (MCP) which amplifies the signal according to the set gain.
A phosphor screen converts the amplified signal into an optical image, and a CCD camera
reimages the screen [44]. In the case of a streak spectrometer, the incident light on the
streak camera contains spectral, rather than spatial, information.
The streak spectrometer system used on RITS-6 is a 0.5 m SpectraPro 500i Czerny-
Turner spectrometer [45] with a 150 g/mm grating, coupled to a streak camera (NSTec
Model L-CA-24). Two HeNe lasers, one at 532 nm and the other at 632.8 nm were con-
nected to the spectrometer with a fiber optic cable. The laser light, after exiting the spec-
trometer, was imaged onto the streak camera, and was intense enough to streak. The two
lines were then used to calibrate the wavelength of the streaked spectra. Since the laser
lines have a sub-angstrom line width, they can also characterize the instrument resolution,
as the line broadening of the line will be due entirely to the instrument. Using a spectrom-
eter slit width of 100 µm, the system gave a 1.5 nm resolution, determined from the width
of a HeNe laser line. The streaked spectra in this thesis have not been calibrated for relative
intensity and are therefore only useful for line identification and timing purposes.
Comb and impulse signals, produced by two 800 nm lasers, determine the timing of the
image. Comb fiducials consist of a column of points, with each point separated by about
10 ns. The impulse signal appears as a bright spot along the combs in the streaked spectra
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Figure 3.13: Top: Block diagram of the streaked spectrometer setup. Bottom: streak
camera system photograph.
and locates the streaked spectrum in time with regards to the start of the radiation pulse,
once cable delays have been accounted for. The combs are used to determine the temporal
linearity of the streak image and track the timing along the image.
In these experiments, the laser output from the comb and impulse generators were split
using a fiber optic splitter, and half the laser light was sent to a photodiode and recorded
on a scope, while the other half was coupled into the streak camera. A delay generator
triggered the streak sweep, comb, and impulse. The CCD was gated for 0.1 seconds during
the shot, while the MCP gain was held constant at about 650 V, and the sweep duration was
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set to 240 ns. A single fiber from a 200 m, 11 fiber array, was focused to a 1 mm diameter
across the anode, using the same optics outlined in Section 3.5.1. This fiber also looked
along a chord across the anode using a top port on the RITS vacuum chamber, marked in
Figure 3.10. Fiber 4, located about 4 mm from the axis (with Fiber 6 on the beam axis),
was typically coupled into the system, in order to obtain strong spectral lines that are not
dominated entirely by continuum.
3.5.3 Time Gated Spectroscopy Setup
The experimental configuration for the time gated spectroscopic measurements in this
thesis consisted of either a single or double row fiber array, discussed in Section 3.5.1,
which imaged the SMP diode anode surface plasma. An achromatic lens pair focused the
fiber array output onto a spectrometer slit. The spectrometer was coupled to a time gated
Intensified Charge Coupled Device (ICCD) camera, as shown in Figure 3.14. The scope
monitored the ICCD output for timing purposes.
Figure 3.14: Block diagram of the setup for time gated spectroscopic measurements.
Initially, a low resolution Czerny-Turner spectrometer (Princeton Instruments SP-2150)
with a focal length of 0.15 m and an aperture ratio of f/4.0, was fielded in order to char-
acterize the plasma in the diode and identify spectral lines that may be useful for Zeeman
splitting measurements. With a 150 g/mm grating and 50 µm spectrometer slit width this
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spectrometer had a resolution of about 5 nm, as determined from a mercury calibration
lamp. The spectrometer setup is shown in Figure 3.15.
Figure 3.15: Low resolution spectrometer setup.
Light that enters through the entrance slit is separated into wavelengths by a ruled
diffraction grating. A collimating mirror turns the beam, and in this particular spectrome-
ter, a toroidal focusing mirror corrects for some of the astigmatism due to the optics. The
light is then focused to a plane and imaged with an ICCD camera. Due to the relatively
poor spectral resolution and small f-number a wide spectral range and large signal to noise
ratio is obtained using this setup.
For high resolution spectroscopy (<0.1 nm), required for measuring Zeeman splitting,
the IsoPlane SCT-320 with a 2400 g/mm grating was used. Typically, this setup, pre-
sented in Figure 3.16, generates a resolution of about 0.065 nm. The spectrometer is a
Schmidt-Czerny-Turner, and it reduces some of the image aberrations that occur in a stan-
dard Czerny-Turner spectrometer, such as spherical aberrations, coma effects, and astigma-
tism [46]. These corrections increase the effective resolution of the spectrometer.
For the first spectroscopy shot run, each of the Al-MgF2 coated mirrors and gratings had
an approximately 87% reflectivity. The second run used a silver coating instead. The silver
coating improves the reflectivity per mirror and grating by about 10% [45], and increases
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Figure 3.16: The IsoPlane 320 spectrometer.
the total light throughput by about 50% within the 500-600 nm wavelength window.
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3.6 SMP Diode Spectrum Calibration and Corrections
3.6.1 Wavelength Calibration
Spectral data needs to be calibrated for the wavelength and the detectors spectral re-
sponse. In order to calibrate the wavelength a gas discharge tube spectrum was taken on
every shot. These tubes contain gases and metal vapors which produce distinct, narrow
lines. Due to their low electron densities and temperatures the width of these lines is lim-
ited by the spectrometer slit width, grating, and detector resolution.
Figure 3.17: Left: Hg calibration lamp raw spectrum with a spectrometer slit width
of 50um. Right: Hg spectrum lineout (blue) fit with a Gaussian profile (red).
An example from a mercury tube spectrum, using a high resolution (0.32 m focal length,
2400 g/mm grating, 50 um slit width) spectrometer, is given in Figure 3.17. In this config-
uration the spectrometer has a resolution of about 0.065 nm. In addition, the known Hg I
lines at 576.96 and 579.07 calibrate the wavelength for this shot.
3.6.2 Intensity Calibration
All cameras have varying responses with wavelength. For these experiments PI-Max
cameras were used with two different coatings. The quantum efficiencies for these coat-
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ings are plotted in Figure 3.18 [47]. The quantum efficiency is a measure of the percentage
of incident photons that are converted to electrons in a CCD camera. For the initial spec-
troscopy run on RITS-6 an ICCD camera with a Unigen II coated photocathode, which
extends into the infrared and ultraviolet wavelengths, was used. Later runs, however, used
an HBf coated ICCD photocathode to maximize the efficiency of light collection in the
visible spectral range.
Figure 3.18: Princeton Instruments response curves for different ICCD camera coat-
ings [47]
Calibration of the spectral response of the camera is required for an accurate mea-
surement of the electron temperature and is also needed to assess the optical depth of the
plasma. A tungsten calibrating lamp, pictured in Figure 3.19, with a known radiance across
the visible spectrum was used to calibrate the response of the ICCD cameras.
This lamp consists of a hollow sphere that scatters light from a tungsten source. Multiple
reflections within the sphere result in a uniform light source at the output. Preferably, this
calibration would use the same gate width as typically used on an actual shot. However,
for these experiments the ICCD was gated for only about 10-15 ns, which is too short to
obtain enough signal from this type of blackbody calibration source. Therefore, the lamp
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Figure 3.19: Tungsten calibrating lamp using an integrating sphere. This is used to
calibrate the spectral response of the ICCD camera
was gated for about 5ms.
Figure 3.20: Left: Raw spectrum from the tungsten calibrating lamp. Left: Uncali-
brated linout of fiber 5 (blue) and the spectrum corrected for shape (orange)
The fiber array was focused to the lamp output using the same optics as those used on
an actual shot and the resulting spectrum was calibrated to match the shape of the lamp
radiance, shown in Figure 3.20. These factors are then used to calibrate the shot data.
Although this lamp can also be used to calibrate for absolute intensity by accounting for
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the exposure time and intensifier gain settings, only the spectral shape was calibrated in
this thesis.
The calibration procedure is applied to data from Shot 1920, shown in Figure 3.21.
The Unigen PI-Max camera has a steep intensity decay with increasing wavelength in this
spectral range, also apparent in Figure 3.20. The intensity calibration procedure adjusts the
sharp decrease in intensity with wavelength and reflects a much more accurate continuum
shape which should be relatively flat over the 20 nm wavelength window.
Figure 3.21: Normalized intensity calibration for Shot 1920 on a fiber 1.1 mm from
the beam axis (Fiber 5) and 3.1 mm from the axis (Fiber 4)
3.6.3 Fiber Position
It is difficult to align the fiber array so that the center fiber of the array is always on the
electron beam axis for several reasons. The beam can move and is not always centered on
the anode plate. Initially, the array was aligned by eye. Later shots also used a digital video
camera positioned on the bottom of the RITS vacuum chamber, 45 degrees to the array.
This enabled a more precise positioning of the fiber array with respect to the anode.
The radial location of each fiber must be known in order to determine the current density
within the diode. The central ten pixels on each fiber spectrum within the red bars in Figure
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Figure 3.22: Left: Raw spectra with red lines to represent the lineout region. Right:
Average intensity of each fiber in the ROI fit with a Voigt profile.
3.22 are averaged and plotted as a point. This lineout is then fit with a Voigt profile, which
fits the data better than a standard Gaussian profile. The peak of this profile is considered
to be the beam axis. For the 200 µm single row array, each fiber is imaged to a 1 mm
diameter circle at the anode surface, and so the resulting radial position of the measurement
is associated with a ± 0.5 mm error. Similarly, for the 100 µm array, the radial error is
estimated to be± 0.25 mm. For Shot 1920 in Figure 3.22 the beam axis is between the two
central fibers, which is a common occurrence with this array alignment technique and the
continuum falls off rapidly with distance from the axis.
However, this is only an approximation for the plasma intensity distribution. X-ray
source spot size measurements using a time integrated camera, suggest that the source is
not a simple Voigt or Gaussian distribution, and often times it is not perfectly symmetric.
Additionally, as will be discussed in later chapters, these measurements of relative inten-
sity are still line-integrated across a chord. To obtain a measurement of the intensity as a
function of radius an Abel inversion of the data needs to be performed.
Typically, the fit to the fiber array has a larger FWHM than the spot measurements, since
the anode plasma is excited by both the electron beam, close to the axis, and thermally,
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further from the axis. Still, for simply determining the beam axis, this is a reasonable
method, since the intensity of the continuum should scale with distance from the axis, and
the bright continuum on the central fibers is likely due to a dense plasma caused by the
electron beam impact at the target surface.
3.6.4 Depth of Field
Depth of field is defined as the distance between two objects that appear on the detector
in acceptable focus. A point source that is not on the object plane of the lens will be
imaged with some diameter. This diameter is called the circle of confusion (CoC). In these
spectroscopy measurements, a single point within the anode plasma at a defined distance
cannot be imaged alone since the CoC is the diameter of the fiber.
Figure 3.23: The light collection of an optical fiber due to the depth of field of the lens.
As shown in Figure 3.23 and Figure 3.11, there is a spatial range from which light can
enter the fiber. This effect, can be quantified using the thin lens equations to estimate the
lens depth of field [48]. The thin lens equation is:
1
f
=
1
do
+
1
io
→ io = dof
do − f (3.3)
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Where f is the focal length of the lens, do is the object distance (the anode location),
and io is the image distance (the fiber optic location). Likewise, for the far and near limits
of the depth of field,
if =
dff
df − f , in =
dnf
dn − f (3.4)
From the ratios in Figure 3.23,
D
if
=
c
io − if ,
D
in
=
c
in − io (3.5)
where c is the circle of confusion, and D is the aperture for the lens. From these equations
the far and near depth of field can be estimated.
sf =
Ddof
Df − c(do − f) , sn =
Ddof
Df + c(do − f) (3.6)
The aperture for these measurements is essentially the same as the diameter of the lens,
50 mm. The lens focal length is 150 mm, and the CoC is 200 µm for the single row fiber
array. This results in a depth of field of about ± 1.7 cm from the object plane. As a result,
light is collected across a chord of about 3.4 centimeter across the anode surface, and any
spectral analysis has to account for the additional contribution of light along this chord.
Although the depth of field is relatively large for the 200 µm array, in practice there is
very little light outside the extent of the fiber array, and so the spectra from the fibers are
assumed to be line-integrated along 2 cm chords. For the 100 µm double row fiber array
the depth of field is ± 0.8 cm.
3.6.5 Abel Inversions
As discussed in Section 3.6.4 and shown in Figure 3.23, each fiber in the array collects
light along a chord across the anode. As a result, the measured spectra contain integrated
intensities along this line of sight. Figure 3.24 is a simplified representation of intensity
gradients along a chord.
Chords close to the axis contain larger density, temperature, and intensity gradients.
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Additionally, the curved field lines result in multiple magnetic fields and directions along
the fiber line of sight. Qualitatively, because fibers close to the axis view more perpen-
dicular to the magnetic field, they will have higher pi/sigma ratios. However, in order to
calculate this ratio and deconvolve the spectrum, the relative intensity of a spectral line
must be estimated as a function of radius. As long as the quantity being assessed is cylin-
drically symmetric and there are several chordal line integrated measurements, the radial
distribution can be determined using a procedure known as Abel inversions. This procedure
is described in depth in [10] and summarized here.
Figure 3.24: Simplified sketch of the radial intensity gradients along the fiber array
lines of sight.
A cylindrically symmetric, line integrated value, such as the intensity in the SMP diode,
can by quantified using the Abel transform,
I(y) =
√
a2−y2∫
−
√
a2−y2
i(r) dx (3.7)
where I(y) is the line integrated intensity, and i(r) is the local radial intensity. In cylindrical
coordinates,
I(y) = 2
a∫
y
i(r)r√
r2 − y2 dr (3.8)
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The inverse of this gives i(r) as a function of the line integrated intensity measurement.
i(r) = − 1
pi
a∫
r
dI
dy
1√
y2 − r2 dy (3.9)
where y is the direction across the fiber array, r is the radial distance from the axis, and a
is the radius, clarified in Figure 3.25.
Figure 3.25: Geometry of the Abel inversion along a fiber line of sight.
Using the same procedure outlined in Section 3.6.3, a vertical lineout is taken across
the array of fibers. The vertical lineout is taken along the spectral line rather than the
continuum and unlike the continuum intensity which quickly drops to zero, line emission
is often visible even at the edge of the array. Additionally, the continuum is subtracted from
the line in order to obtain more accurate estimates of the relative line intensities. Once the
Abel inversion has been performed on a dataset, these relative intensity values are used to
weight the spectral profile calculations at discrete positions along the line of sight.
3.7 TRSD Measurements and Spot Size
The x-ray source spot size measurements are calculated by Dr. Timothy Webb, using
the Time Resolved Spot Diagnostic (TRSD) [49]. The TRSD consists of a scintillating
fiber array of 84 plastic fibers with a 2.7 ns response time. This is placed behind a tungsten
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rolled edge, which occludes a portion of the x-rays. The fibers are coupled to a streak
camera and lineouts are taken across these fibers to obtain an edge spread function (ESF).
A sketch of the TRSD and the raw data are shown in Figure 3.26
Figure 3.26: TRSD diagnostic (left). The scintillating fibers are coupled to a streak
camera. A vertical line-out of the resulting image (right) gives the ESF, and the hori-
zontal line-out gives the radiation pulse. Images are from T. Webb.
There are several definitions for the x-ray spot size. The Atomic Weapons Establish-
ment (AWE) spot size, for instance, referenced in Figure 5.19, assumes a uniform disk
source and is determined from taking the horizontal separation between 25% and 75% of
the maximum of the ESF, multiplied by 2.5. Spot motion is determined from offsets in
the ESF fit [50]. Typical AWE spot sizes are less than 3 mm in diameter for a standard
SMP diode configuration. For a Gaussian spot profile, the AWE spot size is related to the
Gaussian FWHM by [51]
dAWE = 2.082
FWHM
2
√
2
(3.10)
In Section 5.5 the C IV line intensity profile is fit to a Gaussian function in order to
perform the Abel inversion. In contrast, the x-ray spot is more closely related to two super-
imposed Gaussian profiles [52]. One profile forms a narrow core, and the other forms the
broad wings. However, the intensity of C IV, which is measured at diameters greater than
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4 mm and is in the visible range, does not necessarily correspond to the x-ray spot inten-
sity. Typically, the current density is estimated by assuming that all of the diode current,
measured from the cathode B-dots, is enclosed within the AWE spot diameter. However,
as will be shown in Section 5.7.2, this assumption diverges from magnetic field estimates
from Zeeman split lines.
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CHAPTER 4
Electron Density and Temperature
Measurements on the SMP Diode
Characterizing the anode surface plasma can provide insight into the effect these plas-
mas have on the SMP diode dynamics. For instance, simulations [5, 53] suggest that the
anode plasma is responsible for a falling impedance due to plasma expansion into the gap.
The dense surface plasma may also cause the beam to defocus [7, 8] at the target. Several
spectral lines will be analyzed in this chapter to determine electron temperature and density
profiles. They are summarized in 4.1.
Electron densities can be determined from Stark broadening, a type of pressure broad-
ening due to charged particles that produce an electric field near the radiator. The electric
fields perturb the radiator in what is known as the Stark effect. The Stark effect, like the
Zeeman effect, splits the atomic structure into additional energy levels. Since many pertur-
bations of differing magnitudes occur due to the varying location of the charged, perturbing
particles, the Stark effect results in line broadening rather than line splitting. Several meth-
ods have been developed over the past few decades to determine densities from the widths
of various spectral lines. Due to the complexities of the Stark width calculations, calculated
line shapes can often differ from other analytic models and experimental values, depending
on the approximations used.
The semi-classical approximation [55], for example, assumes classical paths for the
perturbing particles and quantum mechanical wave-functions and energy levels for the radi-
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Table 4.1: Spectral lines analyzed in this section. Wavelengths and terms are from
the NIST Atomic Spectra Database [54]. Although the H-alpha line consists of several
lines, they are not individually resolved in these experiments.
Line Wavelength (nm) TermLower Upper
H I (H-alpha) 656.28 22S1/2 32P1/2
22S1/2 3
2P3/2
22P1/2 3
2S1/2
22P3/2 3
2S1/2
22P3/2 3
2D5/2
22P3/2 3
2D3/2
22P1/2 3
2D3/2
12P1/2 3
2D1/2
C IV 580.13 32S1/2 32P3/2
581.198 32S1/2 32P1/2
C III 569.59 31P1 31D2
C II 657.81 32S1/2 32P3/2
658.29 32S1/2 32P1/2
Al III 569.66 42S1/2 42P3/2
572.273 32S1/2 42P1/2
ator. The semi-empirical [20] and modified semi-empirical [56] approximations use Gaunt
factors to correct for quantum effects when the energy levels for a particular transition are
not well known. However, these two methods do not take ion dynamics into account. More
recently, in 1984, with the aid of computer simulations, ion motion was included in models
to correct the theoretical line shape of the hydrogen Lyman lines [57]. Plotted in Figure
4.1 are estimates of Stark widths for an electron density of 1018 cm-3 for C IV and Al III
from a few different investigations including PrismSPECT simulations, Yitzhak Maron’s
calculations, and several other methods.
Electron temperatures can be estimated by comparing relative line intensities of the
same ion or subsequent ionization states. If Local Thermodynamic Equilibrium (LTE) is a
valid approximation of the plasma, then the ratio of lines from the same ion is given by [19]
R =
λnmAkigk
λkiAnmgn
exp
(
−Ek − En
kT
)
(4.1)
where where n and k represent the upper levels, m and i represent the lower energy levels,
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Figure 4.1: Figure 4.1 Top: C IV Stark width for electron density of 1×1018 cm-3 and
electron temperatures of 6-6.3 eV. a: PrismSPECT width, b: Dr. Maron’s calculation
[58], c: [59] (ion effects are an order of magnitude less than electron impact widths
and are not plotted), d: [60], e: [61], f: [62] (scaled linearly), g: [60]. Bottom: Al III
Stark width for an electron density of 1×1018 cm-3 and electron temperature of 3 eV.
a: PrismSPECT width, b: Dr. Maron’s calculation [58], c: [63].
g is the statistical weight and A is the Einstein coefficient of the levels, E is the energy of
the level, and T is the electron temperature. Since Equation 4.1 uses line ratios from the
same ion or atom the energy separation between the upper levels is often small, and so the
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ratio may be a weak function of temperature. In order to increase the energy separation,
the ratio of lines from subsequent ionization states can be used to determine the electron
temperature [19]
R =
λnmAkigk√
piλkiAnmgn
(4piNea
3
o)
−1
(
kT
EH
)3/2
exp
(
−En + E∞ − Ek + ∆E∞
kT
)
(4.2)
where Ne is the electron density, ao is the Bohr radius, EH is the ionization energy of
hydrogen, E∞ is the ionization energy of the ion, and ∆E∞ is a correction to this energy
given by
∆E∞ = 2zEHao/ρD (4.3)
The Debye length is represented by ρD, and ao is the Bohr radius. The LTE approximation,
however, is only valid for dense plasmas in which collisional processes dominate radiation
processes, and this is a particularly difficult condition to meet for higher ionization states. A
necessary but inadequate condition for LTE to be valid is given by the McWhirter criterion
[64]
ne(cm
−3) > 1.6× 1012T 1/2(∆E)3 (4.4)
where T (in K) is the electron temperature, and ∆E (in eV) is the largest energy gap in
the atom or ion, which for C IV is 29.5 eV. At an electron temperature of 6.1 eV, for
instance, the density would have to be greater than 1.1×1019 cm-3 to meet this condition. A
more precise determination of the validity of the LTE approximation can be found by using
a collisional-radiative (CR) code. PrismSPECT, which solves rate equations for various
atomic processes was used to calculate the CIII/CIV line ratio for an optically thin plasma.
This ratio as a function of density is plotted in Figure 4.2 at 6.1 eV and compared with the
LTE ratio calculated using Equation 4.2.
As determined from the C IV doublet width in Section 4.2.2, the electron densities
range from about 1-5×1017 cm-3. At 1018 cm-3 the non-LTE C III/C IV ratio, in 4.2 is
about a factor of 3 larger than the LTE ratio. LTE is a valid approximation only at electron
densities above 1019 cm-3, which agrees with the McWhirter criterion. Consequently, the
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Figure 4.2: Non-LTE and LTE CIII/CIV ratio as a function of electron density at an
electron temperature 6.1 eV.
LTE approximation is not used in this thesis to determine the electron temperature using
the C III/C IV line ratio.
Due to the parabolic shape of the non-LTE C III/C IV ratio at 6.1 eV, an estimate of
the electron density is required to determine the electron temperature. The electron density
is calculated in Section 4.2 from the FWHM of the spectral line. These measurements, in
conjunction with the measured C III/C IV ratio, are used to estimate the electron temper-
ature. The C III/C IV ratios as a function of electron temperature for several densities are
given in Figure 4.3.
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4.1 SMP Diode Temperature Estimates
In order to determine electron temperatures, C IV and C III lines are fit with Voigt
profiles, and the ratio of the two lines are compared to a PrismSPECT non-LTE, optically
thin model for a pure carbon plasma. Line ratios as a function of temperature for several
electron densities are shown in Figure 4.3.
Figure 4.3: CIII/CIV ratio as a function of electron temperature calculated in Prism-
SPECT.
As mentioned in Chapter 3 the spectra represent an integrated measurement across the
anode surface and the measured lines likely contain a gradient of temperatures and densi-
ties. As a result, temperature and density profile plots across the surface are measurements
that are a function of the fiber position, which may not represent the radii at which the
ions are present. One way to determine whether the C IV doublet and the C III line are
from the same location is to estimate the electron density due to Stark broadening from
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the Lorentzian component of the fit for both lines. In a cylindrically symmetric plasma
comparable densities would suggest that both lines are from ions located at similar radii.
However, in this case the C III line is asymmetric close to the axis, as shown in Figure 4.4.
Additionally, there are few experimental and theoretical tabulations for the Stark width of
this line and they vary by up to a factor of 2.4 [65]. As a result, no attempt is made to de-
termine the electron density from the C III line, and so the temperature estimates are from
a 1 mm diameter chord across the anode, assuming a uniform plasma along the chord.
Figure 4.4: Spectrum from Fiber 7 on Shot 1920 which had a Si-coated tantalum
converter. The C III line appears to be asymmetric.
Electron temperatures from Shots 1920, 1959, and 1960, summarized in Table 5.1, have
been determined from the C III/C IV line ratio. The spectrometer ICCD was gated for 15
ns toward the middle of the current pulse. B-dot traces and gate timings are given in Figure
5.14. Shots 1959 and 1960 were standard SMP Al-foil shots, with the beam current rising
from about 125 kA to 140 kA over the ICCD gate. Shot 1920 had a Si-coated tungsten
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convertor, with currents of 130-150 kA. The electron temperature profiles for the three
shots are plotted in Figure 4.5.
Figure 4.5: Electron temperature profiles for the SMP diode anode surface.
The electron temperature rises slightly toward the beam axis and is between about 5.6-
6.2 eV for Shots 1959 and 1960 and about 5.8-6.4 eV for Shot 1920. It takes more time
to thermally ionize the foil surface, which is offset from the convertor, and so it is rea-
sonable that the foil surface is colder than the convertor surface. Additionally, Shot 1920
had slightly higher current measurements by the end of the spectrometer ICCD gate than
1959 and 1960. The errors in Figure 4.5 are determined from uncertainty in the density
measurements, discussed in Section 4.2, and from the uncertainty in the intensity of the C
III and CIV lines due to noise.
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4.2 SMP Diode Electron Densities
4.2.1 Electron Densities from H-alpha at 656.28 nm
The Hα line at 656.28 nm is often used in Stark broadening density calculations because
of its line strength and sensitivity to electron densities. Theoretical hydrogen line profiles
have been calculated according to what is known as Griem’s standard theory (ST) and the
widths are tabulated in Griem’s book [20]. The theory assumes an impact approximation
for the electron field and a quasistatic approximation for the ion field. In the electron impact
approximation the system is perturbed by weak collisions that occur on time scales that are
short compared to the time between collisions. Additionally, the path of the perturbing par-
ticle is unchanged after the collision in this approximation. The quasistatic approximation
assumes that the electric field produced by stationary ions is a constant perturbation [66].
The two effects occur independently in this model.
The tabulations assume a Maxwellian distribution for the perturbing electrons. LSP
simulations suggest the SMP electron beam density is 3-4 orders of magnitude smaller
than the surface plasma density [4]. Therefore a Maxwellian distribution should still be a
valid approximation for the SMP diode. In Griem’s tabulations [15] the Stark widths for
the hydrogen lines are given using the reduced wavelength parameter, α,
α =
|λ− λ|
Fo
=
∆λ
2.6eN
2/3
e
(4.5)
where ∆λ is the wavelength shift from the center, Ne is the electron density, and Fo is the
Holtzmark electric field. The FWHM of the Hα line is calculated from Griem’s fractional
intensity width (α1/2) using Equation 4.6 and is plotted in Figure 4.6. These tabulations are
estimated to be accurate to within 10% [20].
∆λfwhm[nm] = 0.2(1.25× 10−9)α1/2(Ne[cm−3])2/3 (4.6)
The electron density, estimated from the Stark width of the spectral line, is weakly de-
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Figure 4.6: Electron density calculated using Griem’s tabulations [15] as a function of
FWHM of the H-alpha line.
pendent on temperature. For instance, a temperature range of 3-5.2 eV results in an error
of about ± 5% (after extrapolating Griem’s tabulations) for the H-alpha density measure-
ments between 1016-1017 cm-3. This is much smaller than the error resulting from the fit,
which can be as high as approximately ± 40%.
Measurements of the H-alpha line were taken using the IsoPlane SCT-320 with an 1800
g/mm grating, resulting in an instrument resolution of about 0.094 nm, determined by fitting
Gaussian profiles to a neon calibration lamp spectrum as discussed in Chapter 3. The single
row fiber array, with 11, 200 µm fibers, was used for all H-alpha measurements. At this
resolution the H I line and C II lines are resolved, and so all three lines are fit with Voigt
profiles. Figure 4.7 shows an example of a spectrum taken with this setup for Shot 1950,
which had an Al-coated tantalum target.
As mentioned in Chapter 4, these measurements are integrated across the line of sight.
Therefore multiple density regions form the spectrum. This effect is indicated by broad
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Figure 4.7: Spectrum from Shot 1950. H I is fit with two Voigt profiles to account for
high (dark blue) and low (orange) density regions in the plasma. The C II lines are fit
(purple) as well.
lower intensity wings that are superimposed onto narrower lines which reflect lower den-
sities. The resulting line shape does not resemble a single Voigt profile, but rather, a com-
bination of profiles. In actuality, there is a continuous range of densities across the line
of sight, axially and radially. However, in this analysis, only two densities are approxi-
mated which would represent the average of a higher density and lower density region in
the diode. In Figure 4.7, the high density component of the fit is shown with a dark blue
curve. Figure 4.8 shows the electron density profile calculated from the H-alpha and CII
lines for three shots. Figure 4.9 gives traces from the cathode B-dots which measure the
beam current.
The electron impact parameters for C II at 658 nm have also been tabulated in Griem’s
work and are estimated to have an accuracy of ±0.25% [20]. Typical Stark widths of the
C II line are between 0.2 and 0.45 nm for these measurements, corresponding to densities
ranging from 2×1016 cm-3 to 4.6×1016 cm-3, using tabulations at 3.5 eV. Due to the smaller
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Stark widths of the C II lines and merged doublet lines, the higher density component of C
II is not clear and therefore not included in the fit. Therefore, it is likely that the C II line
and the lower density component of the H I line are from similar locations in the diode, as
shown in Figure 4.8.
Figure 4.8: Density measurements from the H-alpha and CII line at 656.28 nm and
658 nm, respectively, as a function of radius. All fits of this data are given in Appendix
A.
Shots 1949 and 1950 were taken on Al-coated tantalum convertors, and the B-dots
measured an average of 130 kA for both of these shots. Shot 1948 was taken on a bare
tantalum convertor and the currents were 20-40 kA higher over the duration of the ICCD
gate, and yet the measured electron densities are comparable between the three shots. This
discrepancy could be explained with TRSD spot size measurements. If the current density
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Figure 4.9: Beam current B-dot measurements and ICCD gate timings for the three
shots in Figure 4.8.
is proportional to the ratio of the total beam current divided by the x-ray source spot size
then the maximum current density for Shot 1948 was about 33% larger than Shot 1950 and
25% larger than Shot 1949. However, by the end of the ICCD gate the source spot diameter
for Shot 1948 expanded to about 5.5 mm. In contrast, the spot expanded to 3.5 mm for Shot
1950 and 2.8 mm for Shot 1949. As a result the average current density, from peak to the
end of the ICCD gate, for Shot 1948 was within 15% of 1950 and 1949. Consequently, the
electron density profile from Shot 1948 is within the errors of the electron density profiles
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of Shots 1949 and 1950.
While electron temperatures were obtained from C III/C IV in Section 4.1, neutral
hydrogen may be located in colder regions further from the axis than the C III or C IV
ions. Although the wavelength window used for the H-alpha measurements in these shots
did not encapsulate C III at 569.6 nm or C IV at 580.1 nm, both C III and C IV lines are
usually visible on bare or coated convertor shots. Therefore it is likely that these ions are
present in the diode and so an upper bound on the temperature can be estimated for Figure
4.8. Figure 4.10 gives the ratio of line intensities for C II/C III calculated in PrismSPECT
for a non-LTE, zero width plasma.
Figure 4.10: CII/CIII ratio for two different electron densities that correspond to
measurements from H-alpha and measurements from C IV, in the next section.
The CII line strength is almost negligible at around 5 eV when compared to C III.
This is in contrast to the estimates from the C III/C IV line ratio which gives electron
temperatures of about 5.5-6.5 eV. Since C II and low density H-alpha Stark widths yielded
similar densities, they are likely located at similar radii, and so the 5 eV upper bound on the
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electron temperature is also applicable to the H-alpha measurements. Since C IV and H I
are probably located in different regions, electron density measurements from H-alpha may
not be applicable to the C IV lines on which Zeeman splitting has been measured. H-alpha
is likely located further from the axis, in a lower density region. Therefore, calculating C
IV line widths using these electron densities would result in magnetic field estimates that
are too high. Consequently, densities are obtained directly from the C IV profile fits in the
next section.
4.2.2 Electron Density from C IV
Table 4.2: Electron densities are found from the broadened C IV doublet from these
shots.
Shot Number Anode Type Fiber Array Type
B-dot measurements during
ICCD gate (kA)
1919 C-coated Ta
Single Row
200 µm 130-155
1920 Si-coated W
Single Row
200 µm 125-155
1959
Standard SMP
diode with Al-foil
Single Row
200 µm 125-140
1960
Standard SMP
diode with Al-foil
Single Row
200 µm 125-140
2028 Al-coated Ta
Double Row
200 µm 115-120
2029 Na-coated Ta
Double Row
200 µm 130
Since each of the Zeeman components is broadened by the electron density, the mag-
netic field is also included in the C IV fits. Due to the sensitivity of the hydrogen line profile
to Stark broadening, the few Tesla magnetic fields observed on RITS would not be visible
on the H-alpha line, and so it was not necessary to include an external B-field in the fits
for H-alpha. The spectra discussed in this section are all shots that have been analyzed for
Zeeman splitting, and will be discussed further in Chapter 6. The experimental setup for
these shots involved several different targets and arrays and they are summarized in Table
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4.2. An example of a deconvolved C IV spectrum is also shown in Figure 4.11 for Shot
1920 which had a Si-coated, tungsten convertor plate.
Figure 4.11: Spectral line fits for Shot 1920 of the C IV doublet lines. The pi (green)
and sigma (yellow) contributions to the total line (red) are also plotted. Fiber 7, at 3
mm has broad wings that are fit with a higher density component (dark blue).
The C IV line profiles are deconvolved according to the procedure outlined in Section
3.6. Like the H-alpha line profiles, in the preceding section, the C IV lines also have a high
density component. But in contrast to hydrogen, a high density component is not required
to fit the C IV doublet lines at radii greater than 4-5 mm. For example in Figure 4.11, Fiber
9 does not have the broad lower intensity wings that Fiber 7 shows. Once the FWHM of
the Lorentzian components have been determined, the electron density can be calculated.
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Figure 4.12: Electron densities from C IV. All fits of this data is given in Appendix C.
A code [58] developed at the Weizmann Institute generates fields produced by both
electrons and ions that move according to classical trajectories, while the radiator is treated
quantum mechanically. Using this method, Professor Y. Maron performed calculations of
the C IV Stark width, and determined it to be 0.43 nm for an electron density of 1018 cm-3
at 6.2 eV, which scales linearly with density. This value is used to determine the density
from the Lorentzian width of the C IV lines. The electron density profiles from the C IV
lines for the shots listed in Table 4.2 are plotted in Figure 4.12.
The low density component from the C IV doublet is around 1017 cm-3 at about 10 mm
from the axis and rises to mid-1017 cm-3. The high density component, superimposed on the
spectrum at radii less than 4-5 mm, also rises toward the beam axis with electron densities
between 1-5×1018 cm-3.
Shots 1959 and 1960 were taken on a standard SMP diode anode, with an Al-foil placed
in front of the bremsstrahlung convertor. The foil was initially glued 0.8 mm from the
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convertor, but as the glue dried this gap shrank and the foil became recessed. Consequently,
the edge of the anode blocks the fibers from focusing along the foil surface. In order to
image the surface for Shots 1959 and 1960 the fibers were moved just off the anode edge
and angled toward the surface, as shown in Figure 4.13.
Figure 4.13: Sketch of the alignment for Shots 1959 and 1960. The fibers were backlit,
moved past the anode on the front side, and angled toward the inside lip of the anode
to image the foil surface.
Typically standard SMP shots show continuum on the central fibers, 2-3 mm from the
beam axis, and the C IV lines are either absent or very weak on the outer fibers. The Al-foil
is thought to limit plasma expansion into the AK gap as it should take more time to ionize
the foil surface than the converter plate. Therefore, densities on the foil surface should be
lower than on the bare or coated convertor surface for similar currents and timings.
This does not appear to be the case in Figure 4.12. Shots 1959 and 1960 have very
similar electron densities and density profiles to the other shots which used coated convert-
ers without a foil. However, due to the angle of the line of sight, the fibers imaged more
of the foil surface for the back half of the anode in Shots 1959 and 1960. In contrast, the
other 3 shots imaged parallel to the converter with the bottom of the array aligned to the
surface. Consequently, the spectra from Shots 1959 and 1960 may suggest that the foil
surface plasma has electron densities that are comparable to regions that are further off the
61
solid converter surfaces.
Figure 4.14: On the left is the single row array which consists of eleven 200 um fibers.
Only 8 fibers are shown for clarity. On the right is the double row fiber array. Two
fibers are used to measure the Cherenkov light (grey). The white circles represent
spacing fibers used to extend out the array, and between these spacing fibers are an
additional 16 rows of alternating APD (blue) and spectroscopy fibers (red).
In order to separate the high density surface region and a lower density region offset
from this surface, a double row, 100 µm array was used in Shot 2029. The difference
between the 100 µm array and 200 µm array is described in Chapter 3 and pictured again
in Figure 4.14. This array is focused to half the diameter of the single row array (0.5 mm
instead of 1 mm), and it separates the higher density surface from lower density regions
further from the anode surface. The row of fibers closest to the surface will be referred to
as Row 1, and the adjacent row will be called Row 2.
Spectra from the two rows are convolved together in shots that use the single row array.
Unfortunately, for Shot 2029 the fibers were likely aligned slightly too far from the anode
surface, resulting in very weak lines on Row 2, as shown in Figure 4.15. The electron
density profile for this shot is therefore calculated from Row 1 and is similar to Shots
1919-1960 in Figure 4.12.
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Figure 4.15: Raw spectral data for Shot 2029 using the double fiber array. The higher
density spectra are from the bottom row of fibers, closest to the surface, and the lower
density spectra are from the top row.
4.2.3 Densities from Al III
Spectra for Shot 2028 were also taken using the double row array on an Al-coated
tantalum convertor. The spectra show strong Al III lines on both rows as shown in Figure
4.16, and so the electron density for both rows can be estimated from the Stark broadening
of the Al III lines. The raw spectral data can be separated into three regions. Row 2 is fit
with a single density. Row 1, which shows more broadening and therefore higher densities
than Row 2, is fit with a two density approximation on fibers close to the beam axis (less
Figure 4.16: Raw spectral data for Shot 2028. Strong Al III and C IV lines are visible.
The Al III lines are visibly broader on the fibers closest to the anode surface.
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than 7.5 mm), and a single density further from the axis.
Figure 4.17 shows a lineout of spectra from Row 1 and 2 located 3.7 mm from the axis.
Fiber 5, from Row 1, contains a high and low density component, suggesting that there are
large density gradients within a 0.5 mm axial distance from the anode surface. Fiber 18,
from Row 2, measures further into the AK gap (0.5-1 mm) where the densities are lower
than on the anode surface. The Stark width here is about half the width of the low density
component of Fiber 5.
Figure 4.17: Al III fits. Both fibers are located 3.7 mm from the axis. Fiber 18 is 0.5
mm further into the AK gap then fiber 5.
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Prof. Marons calculation, 0.6 nm for the Al III Stark width at an electron density of
1018 cm-3, is used to estimate the density from the Al III lines. The density profiles from
Shot 2028 are shown in Figure 4.18. The electron densities from C IV lines on Row 2 are
also presented for comparison.
Figure 4.18: Electron densities for Shot 2028 calculated from Al III and C IV lines.
Row 1 is closest to the anode surface and Row 2 is offset from the surface by about 0.5
-1 mm. All fits of this data are given in Appendix A.
Row 1 shows the largest density gradient. Within the 0.5 mm diameter of the fibers,
the electron density increases by a factor of 5-10 from the low density components to the
high density components that form the wings of the spectra. The high density component
decreases almost linearly with distance from the axis, and is not required to fit the spectrum
at radii larger than 7 mm. The low density component of Row 1 is within a factor of 2 of
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Row 2, suggesting the density gradient decreases as the axial distance from the anode
surface increases.
Within an 8 mm radius the electron densities calculated from Al III and C IV on Row
2 are between 2-3×1017 cm-3, suggesting that the two lines are from similar locations both
axially and radially. However, electron densities from C IV begin to fall at about 8 mm from
the axis, while the electron densities from Al III remain at around 2×1017 cm-3. This could
be caused by two effects. Spectra from Row 2 show splitting on the C IV lines, particularly
at radii greater than 7.75 mm. Line splitting is not visible on the Al III lines for this shot,
except possibly at radii greater than 9.5 mm, likely because the Stark width for Al III is
about 40% larger. Consequently, an external magnetic field is included for the C IV fits but
not the Al III fits. However, as the density and therefore Stark width decreases, Zeeman
splitting forms a larger fraction of the total line width. By using the current estimates from
C IV line splitting on Fiber 25 (at 10.8 mm), and applying it to the Al III doublet, shown in
Figure 4.19, the electron density calculated from these two lines becomes nearly identical
(6.7×1016 cm-3 from Al III and 6.9×1016 cm-3 from C IV).
Additionally, C III at 569.59 nm corresponds to the location of the Al III 3/2-1/2 tran-
sition. This line is most likely present because the Al III doublet ratio is greater than 2 at
radii larger than 7 mm. C III would add to the Al III 3/2-1/2 transition, leading to larger
Lorentizian widths.
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Figure 4.19: Fit of the Al III line (Left) using the current estimated from the CIV line
(Right). The Lorentzian FWHM of the Al III fit is about 0.04 nm. Without including
a magnetic field the FWHM is 0.84 nm.
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4.3 Comparison of Electron Densities from H I, C IV and
Al III
In Section 4.2.1 electron densities, estimated from H-alpha, are between 2-4×1016 cm-3
for the low density component and 1-3×1017 cm-3 for the high density component. In
contrast, electron densities from C IV are 1-4×1017 cm-3 for the low density component
and 1-4×1018 for the high density component. Furthermore, the high density component
is necessary to fit the H-alpha wings across the entire fiber array. The C IV line fits only
require a higher density component at radii less than 5-6 mm. Examples of C IV and H-
alpha line fits at 8.1 mm and 8.35 mm, respectively, are given in Figure 4.20. The C IV
doublet is fit with a single density. H-alpha, measured at a similar fiber position, has a wider
base and the line profile is fit more accurately with a two-density region approximation.
The anode is about 5 cm in diameter, while the array covers a 2 cm diameter. Since
the spectral intensity is integrated along the line of sight of the array, it is possible that the
H-alpha line is measured further from the axis where the plasma is colder than the location
at which C IV and Al III lines are present. In addition, Figure 4.8 shows uniform electron
density measurements across the anode, particularly for the low density components, that
do not appear to increase with decreasing radii. This suggests that the measurements from
H-alpha originate from comparable locations along the line of sight, despite the position of
the fibers. The high density component rises slightly for the H-alpha line, suggesting that
the higher densities are measured closer to the beam axis than the low density component.
Since electron densities estimated from C IV continue to increase toward the axis, it is
likely that C IV is present for radii between 2-12 mm. High density wings for the C IV lines
are not present at radii greater than 5-6 mm. If, at large radii, the dense surface plasma is
colder than the region just off the surface, than the broad C IV wings may only be present
close to the axis. Further from the axis, only C IV from a less dense but higher temperature
region would be seen in the spectra. Because H-alpha is a neutral line it continues to be
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Figure 4.20: Comparison of an H-alpha line fit to a C IV line fit at similar locations.
Shot 1948 was on a bare tantalum convertor and shot 1919 was on a C-coated tanta-
lum convertor.
present near the colder surface, and so the higher density wings are present even at large
radii. Finally, fitting the Al III line for Shot 2028 confirms a high electron density surface,
with large density gradients within 0.5 mm of the convertor surface, as shown in Figure
4.18. A qualitative representation of the different density regimes on the anode surface is
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shown in Figure 4.21 for this analysis.
Figure 4.21: Sketch of the different density regions that may be present on the SMP
anode surface to form the spectra discussed in Section 4.2. The arrows represent the
fiber line of sight for the single row 200 µm fiber array.
For the 200 µm fiber array, 11 fibers view through the diode plasma which has varying
densities and temperatures. The fibers would observe both H I and C IV depending on
the wavelength window. For example, the outer fibers (1, 2, 10, 11) would measure only
a low density C IV component if the surface plasma is too cold at these radii for C IV
to be present. The inner fibers (3, 4, 8, 9) would measure both a low and high density
C IV component, since the plasma temperature is higher closer to the beam axis. The
central three fibers, would measure continuum and/or extremely broad lines due to the
high densities on axis. A wavelength window centered on H-alpha would result in spectra
in which the H-alpha low density width is essentially constant across all the fibers. The
high density component may increase slightly since it extends closer to the beam axis,
as is seen in Figure 4.8. When using the double row array, the two regions would be
70
decoupled. However, based on Figure 4.18, the higher density region is probably very
close to the anode surface (within 0.5 mm), with density gradients that become less sharp
as the distance from the surface increases.
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CHAPTER 5
Current Profile Measurements on the SMP
Diode
The goal of these measurements is to determine the current distribution within the SMP
diode. The framing camera takes time-gated images of the diode self-emission and is used
to evaluate the symmetry of the anode plasma formation which is critical to the analysis
of the Zeeman-split lines. A 0.5 m spectrometer coupled to a streak camera measures the
spectrum of the diode plasma as a function of time at a single location. Initially, a time-
gated 0.15 m spectrometer surveyed the composition of the diode plasma. This was later
replaced with a higher resolution 0.32 m spectrometer in order to resolve line splitting
from which the magnetic field and current profiles are estimated. Finally, B-dot probess
monitor the current along the MITL and provide a comparison to the Zeeman splitting
measurements. The results of these diagnostics will be discussed in detail in this chapter.
5.1 Framing Camera Images
A single-frame camera was used to image the SMP diode AK gap. As the electron beam
pinches onto the anode, plasmas form on the surface and expand into the gap. Typically,
the anode plasma forms symmetrically, with the highest density plasma occurring on the
beam axis. The anode surface further from the axis is ionized thermally resulting in lower
electron densities. An ion current from this plasma streams back toward the cathode, and
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partially neutralizes the electron beam, leading to stronger beam pinching [5].
Often, on poor shots, the camera images indicate dense plasma formation that has
spread out along the anode surface, as in Shot 1967 in Figure 5.1. This may be due to poor
pinch dynamics during the shot or significant beam motion. Shot 1967 had a Si-coated
Al-foil on an otherwise standard SMP diode. The asymmetric plasma formation suggests
the beam never pinched to a small spot and/or it rapidly expanded during the pulse. This
is confirmed with the TRSD measurements which suggest a large minimum spot size fol-
lowed by rapid beam expansion early in the pulse. In addition, the radiation pulse length
was sub 20 ns on this shot, about 20-25 ns shorter than a standard SMP diode shot.
Shot 1959 had a standard SMP diode geometry with an Al-foil that is offset by less than
one millimeter from the anode surface. Usually, on these shots radiation pulses between
40-50 ns FWHM are achieved, and symmetric plasma formation near the beam axis is
visible on the framing camera images.
On standard SMP shots, the impedance continues to decrease during the radiation pulse
due to plasma expansion. On poor shots, the radiation pulse ends early and the current often
rapidly increases, suggesting an early impedance collapse. Although it is still not well
understood why some dopants on the anode result in full radiation pulses and others cause
the pulse to end early, recent simulations [5] have suggested two mechanisms that can cause
the impedance to collapse in the diode. Plasmas that expand into the AK gap can decrease
the gap width over time. Additionally, ions with sufficient momentum perpendicular to the
axis can escape the high electron densities near the axis, and cause an increase in the ion
space charge around the outer cathode surface, which would lead to another source for the
electron current.
In Shot 1967 the intense emission along the anode surface suggests higher electron
densities further from the axis when compared to Shot 1959. Therefore it is possible that
the greater number of ions far from the axis on Shot 1967 traveled axially along the electric
field, leading to a buildup of space charge on the outer cathode which would increase the
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Figure 5.1: Top: (Shot 1959) Symmetric anode plasma formation on a standard SMP
diode configuration with an Al-foil. Bottom: (Shot 1967) Asymmetric plasma forma-
tion on a diode with a Si-coated Al foil. The timing of the framing camera image
(yellow) for both shots is shown on the right relative to the radiation pulse (red).
current and lead to impedance loss.
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5.2 Streak Spectrometer Data
Time resolved spectra of the SMP diode would help determine when the strongest spec-
tral lines appear during the radiation pulse, and when they become too broad to use for
meaningful Zeeman splitting measurements. In Figure 5.2, two images are shown. Shot
2017 consisted of a standard SMP diode shot with an aluminum foil over a tantalum con-
verter. Shot 2027 had an aluminum-coated tantalum converter plate, rather than a foil. The
row of dots on the left are spaced 10 ns apart. The bright spot is the impulse signal, used
to calibrate the timing relative to the radiation pulse. Both images were taken using fibers
that were aligned about 4 mm from the anode center. Spectra from fibers closer to the axis
quickly become dominated by continuum. Further from the axis, the signal strength drops.
Figure 5.2: Top: Streaked spectra from a standard SMP diode configuration with a
foil. Bottom: Streaked spectra from Al coated Tantalum converter, without a foil.
Shot 2017 shows much less continuum throughout the 60 ns, while Shot 2027 becomes
dominated by the dense plasma within 45 ns. On Shot 2017 CIII lines are visible relatively
early, within 10 ns of the start of the radiation pulse. However, most of the line emission in
the mid visible spectral range occurs much later, 30 ns after the start of the radiation pulse.
Additionally, these lines are weaker than in the no-foil configuration. Strong aluminum
75
and carbon lines are visible approximately 10 ns after the start of the radiation pulse on the
Al-coated converter shots.
The foil is mostly transparent to the electron beam, and is thought to limit the anode
plasma expansion into the gap. However, foil shots typically result in noisy spectral data
during the pulse since it takes some time for the offset foil to thermally ionize. As a result,
most of the shots in which splitting was measured used a bare or coated anode converter
plate.
5.3 Low Resolution Spectral Data
Initially, a low resolution spectrometer was fielded on RITS-6 to characterize the SMP
diode spectrum over a wide wavelength window, as discussed in Section 3.5.3 and pictured
in Figure 3.15. This initial survey of the anode plasma was undertaken during the radiation
pulse on the standard SMP diode to understand what contaminants are present in the diode
and what lines would be good candidates for Zeeman splitting measurements.
These survey measurements were made with a Princeton Instruments, SP-2150 [45],
spectrometer. With a 150 g/mm grating and a 50 µm slit width this spectrometer gave a 5
nm spectral resolution. The spectral data from Shot 1816 are shown in Figure 5.3. These
spectra were taken at the end of the radiation pulse. This late in the radiation pulse the foil
has ionized and aluminum lines are visible. The carbon and hydrogen lines are likely a
contaminant from the hydrocarbons from the oil that is brushed onto the field shaping knob
to prevent field emission of electrons. Because the vapor pressure of oil is greater than the
vacuum chamber pressure, the oil can potentially coat the electrode surfaces. Spectra from
fibers on or close to the beam axis typically only show continuum in this spectral range.
This continuum is due mainly to bremsstrahlung radiation, radiative recombination, and
line broadening from the high densities and temperatures at these locations.
The time-gated evolution of the C IV lines (at 580.13 nm and 581.20 nm) during the
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Figure 5.3: Top Left: Spectrometer ICCD gate timing (in green) with respect to the
radiation pulse (in red). Top Right: Current as measured from the diode B-dots.
Bottom: Raw spectral data for a typical SMP diode geometry.
radiation pulse is shown in Figure 5.4. The fibers are located approximately 4 mm from
the beam axis, determined by the method outlined in Section 3.6.3. These spectra were
taken using the low resolution, 0.15 m spectrometer with a 1200 g/mm grating and 50 µm
slit width, resulting in a resolution of about 0.4 nm. Initially, the signal to noise ratio is
very small and the CIV doublet is barely visible and comparable to the noise levels. By
mid-pulse, the CIV doublet is visible, along with the CIII line at 569.59 nm. By the end
of the radiation pulse the CIV lines are well above the noise, and the CIII/CIV ratio has
decreased, indicating an increase in electron temperature.
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Figure 5.4: Time evolution of the C IV (at 580.13 nm and 581.20 nm) line using a
0.15m spectrometer. Top: Calibrated spectra approximately 4mm from the beam
axis. Bottom: Corresponding x-ray radiation pulse (red) and width of the ICCD gate
(blue).
To accurately resolve the Zeeman effect, a high signal to noise ratio is required in order
to prevent noise fluctuations from obscuring the fine structure splitting due to the modest
magnetic fields in the diode. As a result, all of the spectra analyzed for Zeeman splitting
were taken toward the middle-end of the radiation pulse. Additionally, because it takes
time to thermally ionize the aluminum foil which is offset from the high Z convertor plate,
the signal to noise ratio during the radiation pulse can be further improved by removing
this foil and using a bare or coated anode plate, as discussed in Section 5.2. However,
this usually reduces the radiation pulse width, and is less useful for radiographic purposes
because the dose decreases as the pulse width shrinks.
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5.4 High Resolution Spectral Data
Unfortunately, with the setup discussed in Section 3.5.2, it is not possible to directly
measure time resolved line splitting, particularly on the standard SMP diode shots, using
the streak spectrometer system. The spectrometer has an f/6.5 aperture ratio, and is there-
fore not conducive for making high resolution measurements with the light intensity levels
measured on the SMP diode so far. Additionally the streak camera disperses the spectra
in time, resulting in even lower signals, and the camera photocathode has a low quantum
efficiency ( 5% at 550 nm). Therefore, in order to increase the signal to noise and ac-
curately measure line splitting, a time gated ICCD camera coupled to a smaller f-number
(f/4.6) spectrometer was used. This allowed for spatially resolved measurements at several
locations across the anode surface, rather than a time resolved measurement at a single
location.
After characterizing the anode plasma composition during the radiation pulse, the low
resolution spectrometer, discussed in Section 5.3, was replaced with a larger, higher reso-
lution spectrometer. Figure 5.5 shows the resolution required to measure visible splitting
on the C IV doublet for a line of sight parallel to a 3 T magnetic field, in the absence of
noise.
In Figure 5.5, the electron densities are related to the Stark width, or the FWHM of
the Lorentzian component of a spectral line. The instrument resolution is the FWHM of a
Gaussian profile. The requirements for the spectral resolution increase as the Stark width
increases since high electron densities cause pressure broadening to dominate the line pro-
file. Because the magnetic fields in the diode are small, in order to resolve splitting rather
than simply line broadening due to the magnetic fields, a resolution of less than 0.1 nm is
required for Stark widths less than 0.1 nm. However, the actual resolution must be slightly
higher than this plot would suggest due to random noise in the collected spectra, partic-
ularly for measurements far from the axis where the C IV line intensity is low. Thermal
Doppler effects due to the electron temperature have not been accounted for in this plot.
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Figure 5.5: The resolution requirements for a given electron density in the parallel
line of sight for a 3 T magnetic field.
However, for the electron temperatures typically measured from the CIII/CIV line ratios,
the effect of Doppler broadening is about half the instrument resolution.
For a line of sight that is perpendicular to the magnetic field, the required spectrometer
resolution must be further increased since the central pi lines are visible in this orientation.
However, polarization optics, when measuring normal to the magnetic field, may be used
to extract the sigma components which are linearly polarized perpendicular to the field.
Unfortunately, the spectral line intensities are not large enough to use linear polarizers
which would reduce the light intensity by about 50%.
As discussed in Section 2.2 the 2P1/2 −2 S1/2, at 581.20 nm, transition is slightly
broader when compared to the 2P3/2 −2 S1/2, at 580.13 nm, transition [31] due to the fact
that the Zeeman components do not have equal intensities. The pi/sigma ratio on the 1/2-
1/2 transition is smaller, and this transition also has a slightly larger energy shift in the
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presence of a magnetic field. This effect is also exemplified in Figure 5.5, where there is a
band in which only the 2P1/2 −2 S1/2 line appears split. Since all other broadening mecha-
nisms, Stark, Doppler, and the instrument resolution, are essentially the same this effect is
a clear indication of the presence of a magnetic field. The Isoplane-320 spectrometer with
a 2400 g/mm grating and a 50 µm slit width has a resolution of about 0.065, but the con-
tribution of pi components along the line of sight and higher densities closer to the beam
axis obscure the line splitting. Consequently, several of the measurements presented here
fall above the required threshold to resolve Zeeman splitting. However, at this resolution
the 2P1/2 −2 S1/2 line is often visibly broader then the 2P1/2 −2 S1/2 line, which indicates
an external B-field. Additionally, line broadening due to a magnetic field can yield a fairly
distinctive spectral line shape with a flat-top profile and so these profiles can still be fit by
assuming a B-field.
Figure 5.6 shows spectra from two shots using a fiber aligned 5.9 mm from the axis.
These spectra represent an integrated intensity across a chordal line of sight. Both were
taken at about 130-140 kA as measured from the diode B-dots. However, Shot 1960, with
the standard SMP diode configuration has a lower SNR, when compared to Shot 1919,
since the foil takes some time to ionize.
The current rapidly increases (~50 kA in 25 ns) in Shot 1919 at about 2310 ns. This
is indicative of impedance collapse, in which the diode shorts probably due to AK gap
closure [5]. At this point the radiation pulse ends, and usually on SMP diode shots in
which a foil is not used, the pulse ends about 10-15 ns earlier.
The majority of the spectroscopy shots taken with the high resolution spectroscopy set
up were taken during the flat part of the current pulse, just before the impedance collapses,
to prevent averaging over large current changes during the spectrometer gate width and to
obtain a large C IV signal. Both shots in Figure 5.6 show evidence of Zeeman splitting.
Shot 1919 shows broadened lines; this is particularly visible on the 2P1/2 −2 S1/2 transition,
at 581.20 nm. Shot 1960 shows clear line splitting that is also more pronounced on the 1/2-
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Figure 5.6: Top: CIV spectrum taken on the SMP diode without a foil. Bottom: CIV
spectrum taken on the diode with an Al foil.
1/2 transition. Several shots are analyzed for Zeeman splitting on the CIV line as a result
of the beam current, and the setup for each of these shots is summarized in Table 5.1.
Table 5.1: Summary of shots for which CIV line splitting was fit.
Shot Number Anode Type Fiber Array Type
1919 C-coated Ta plate Single Row 200 µm
1920 Si-coated W plate Single Row 200 µm
1959 Standard SMP with Al foil Single Row 200 µm
1960 Standard SMP with Al foil Single Row 200 µm
2028 Al-coated Ta Double Row 100 µm
2029 Na-coated Ta Double Row 100 µm
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5.5 Spectrum Deconvolution
5.5.1 Magnetic Field
Since the spectra are line integrated along chords across the anode surface, both pi
and sigma components are visible in the Zeeman splitting measurements, though Stark
broadening obscures their individual contributions. As a result, the multiple magnetic fields
and field angles to the line of sight need to be deconvolved from the spectrum in order to
recover the enclosed current. Additionally, the contributions along the line of sight must
be weighted by intensity to account for the line intensity decay with distance from the axis.
This can be achieved using Abel inversions, discussed in Section 3.6.5.
The fitting algorithm involves discretizing the line of sight into multiple points and
calculating the magnetic field, relative intensity of the spectral line, and the angle of the
B-field to line of sight, at each point to simulate a spectrum. Each Zeeman component
is estimated to be a Voigt profile with Stark broadening forming the Lorentzian part, and
thermal Doppler plus instrument broadening composing the Gaussian portion. The sum of
the discretized calculated spectra is then fit to the data with a LevenbergMarquardt curve
fitting algorithm in the SciPy [67] Python library.
Figure 5.7 illustrates the surface of the anode with discretized points along the line of
sight. The semi-circles represent lines of constant magnetic fields. Along the line of sight,
at 6 mm from the axis, tangent lines to these field lines are plotted to exemplify the angles
between the magnetic field and line of sight.
The magnetic field at each point on the circle is calculated using Amperes law,
B =
µoI
2pir
(5.1)
where I is the enclosed current and r is the distance from the axis to a point along the line
of sight, illustrated as red points in the above figure. The fine structure splitting due to an
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Figure 5.7: Schematic showing constant magnetic field lines (green and blue) and
angles to the line of sight at 6mm. The green semi-circles represent magnetic fields
that do not affect the spectrum. For clarity only a 1 cm chord (0.5 cm on either side
of the axis) is shown. In the actual fits a 2 cm chord is used, with 1 cm on either side
of the axis.
external B-field in the weak field Zeeman approximation is [24],
∆E = gµBmjB (5.2)
where g is the Lande g-factor factor, µB is the Bohr Magneton,mj is the magnetic quantum
number, and B is the magnetic field.
Accordingly, this method assumes cylindrical symmetry of the electron beam and cur-
rent. This is a reasonable assumption because visible framing camera images and time
integrated spot images (as measured from an x-ray pinhole camera) are usually fairly sym-
metric. Additionally, the four B-dots placed symmetrically around the cathode measure
similar currents. Since each shot results in several usable spectra along the anode surface
the current distribution can be estimated across the anode, and if all the current is con-
centrated close to the axis, the magnetic field should decay as 1/r with distance from the
axis.
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5.5.2 Magnetic Field Angles and Zeeman Component Intensities
As discussed in Section 2.2 Zeeman components do not have equal intensities. The pi
to sigma ratio depends on the quantum numbers, m and J. Additionally, the intensities of
these components should be adjusted to account for the angle between the magnetic field
and the line of sight. When measuring parallel to the B-field, the pi lines are not visible,
and when measuring perpendicular to the B-field, both the pi and sigma lines are visible.
For intermediate angles the relative intensities can be adjusted by calculating the Stokes
parameters for polarized light [30]. The Zeeman transitions, relative component intensities
and angle adjustments can be found in Table 5.2 for the CIV doublet transition at 580.13
nm and 581.20 nm.
Table 5.2: Summary of Zeeman transitions for a 2P-2S transition, with the relative
intensities of the components [28] and the L.O.S. angle correction [30]
λ0=580.13 nm
J→ J0 g→ g0 Comp. mj → mj0 Relative Intensity B-field Angle Correction
3/2→ 1/2 4/3→ 2
σ−
3/2→ 1/2 14(J +mj)(J+ Iσ− ∝
(
1.5
0.5
)
(1+
1/2→ -1/2 mj − 1) ∝
(
1.5
0.5
)
Io cos
2θ)Io
pi
1/2→ 1/2
J2 −m2 ∝ (22)Io Ipi ∝ (22)(sin2θ)Io
-1/2→ -1/2
σ+
-3/2→ 1/2 14(J −mj)(J− Iσ+ ∝
(
1.5
0.5
)
(1+
-1/2→ 1/2 mj − 1) ∝
(
1.5
0.5
)
Io cos
2θ)Io
λ0=581.23 nm
J→ J0 g→ g0 Comp. mj → mj0 Relative Intensity B-field Angle Correction
1/2→ 1/2 2/3→ 2
σ− 1/2→ -1/2
1
4(J +mj)(J− Iσ− ∝ 0.25(1+
mj + 1) ∝ 0.25Io cos2θ)Io
pi
1/2→ 1/2 mj ∝ Ipi ∝
-1/2→ -1/2 (0.250.25)Io (0.250.25)(sin2θ)Io
σ+ -1/2→ 1/2
1
4(J −mj)(J+ Iσ−+ ∝ 0.25(1+
mj + 1) ∝ 0.25Io cos2θ)Io
The calculations assume an optically thin plasma across the anode surface. Opacity
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affects the stronger signal more and would reduce the relative strength of the 3/2-1/2 tran-
sition compared to the 1/2-1/2 transition. However, for the spectra analyzed here, the ratio
of these transitions is usually two, equal to the ratio of their oscillator strengths. Thus, an
optically thin plasma is a valid assumption.
5.5.3 Effect of Abel Inversions on the C IV Doublet
Figure 5.8: Top left: Shot 1919 Voigt fit of the line integrated continuum intensities
using the procedure explained in Section 3.6.5. Top right: CIV relative line intensities
fit with a Gaussian profile. For comparison a Voigt profile similar to the continuum
fit is also shown. An Abel inversion is taken on the Gaussian fit. Bottom: Line-out
regions for the continuum intensities (red) and the CIV intensities (blue).
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By Abel inverting the data, intensity information can be extracted as a function of ra-
dius. This information is then used to weight the simulated Zeeman-split spectrum calcu-
lated using the method described in Sections 5.5.1 and 5.5.2. Figure 5.8 compares a lineout
along wavelengths where only continuum emission is visible with a lineout taken along the
C IV doublet, after the continuum has been subtracted. Since the C IV line may be signif-
icantly broadened and blended into the continuum on the central fibers, only spectra with
clear C IV line emission are used for the Abel inversion. Unlike the continuum intensities,
the C IV line integrated intensity appears to peak at around 6 mm from the beam axis and
then begins to fall. Electron temperatures increase as the distance from the axis decreases,
and higher ionization states may cause the amount of C IV ions at these locations to drop,
leading to a decrease in the doublet intensity.
In order to perform the Abel inversion, the outer fibers are fit with a Gaussian profile.
This profile is then Abel inverted and the resulting profile now represents relative intensities
as a function of radius, rather than a line integrated measurement. At each discretized point
in Figure 5.7 the simulated spectrum is multiplied by the Abel inverted relative intensity to
account for the difference in C IV line strength across the anode. After the Abel inversion,
the peak shifts slightly to larger radii, because higher intensity contributions to the line
integrated measurements have been deconvolved from the spectrum.
Furthermore, the line intensity far from the axis contributes very little to the line profiles
on the inner fibers. This suggests that the line of sight contains mostly parallel components
of the magnetic field for a cylindrically symmetric beam, and therefore, the pi/sigma ratio
will be small. For the 200 µm fiber array, the depth of field is 3.4 cm. Since the C IV line
strength is very weak at this distance, in order to reduce computation time, the data are
assumed to be line integrated over 2 cm chords.
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5.6 Doppler Shifts
Motion in the direction of the line of sight can also cause a spectral line to appear
split. When looking across the anode, if there is radial motion, then light from the plasma
moving toward the fiber array will appear blue shifted. If the plasma is optically thin, then
light from plasma moving away from the array will appear red shifted. The superimposed
red and blue shifted spectrum would result in a C IV line that is split. Although a good
measurement of radial velocity has not been performed on the SMP diode, an 8-frame
camera has been fielded in the past by Mark Johnston. This camera takes 7-8 images, 10 ns
apart during the pulse. A set of 8-frame camera images from Shot 1636 is shown in Figure
5.9.
Figure 5.9: Shot 1636 A set of 8-frame camera images taken by Mark Johnston. The
red line represents the lineout regions for which the radial plasma expansion rate was
determined. Each frame is separated by 10 ns. Frame 8 is not visible for this shot.
This shot is typical of SMP shots, with symmetrically expanding anode plasma. The
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radial anode plasma expansion is plotted as a function of time to obtain a rough estimate of
the radial plasma expansion velocity in Figure 5.10.
Figure 5.10: Radial plasma expansion and fit from several 8-frame camera image sets.
By fitting the radial expansion as a function of time with a linear fit, the radial velocity
can be estimated from the slope of this line. This results in radial ion velocities averaging
about 1.64 ± 0.24 cm/µs. But these values are only from the on-axis plasma visible on the
8-frame camera. The plasma in this region is very dense and only continuum emission is
measured with spectroscopy. Line emission is measured at radii greater than 2 mm where
the electron densities are lower. Still, it is unlikely that there is a large radial ion velocity
across the anode when the electric field is mostly axial.
Additionally, this value is likely an over estimate since over time more of the anode sur-
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face area becomes thermally excited, and could appear as plasma expansion in the 8-frame
camera images. Additionally, as the electron beam expands, a larger surface area is excited
by the beam impact. The ion velocity for the most part should be axial, perpendicular to
the line of sight, along the electric field direction. As suggested in Figure 4.5, electron
temperatures are about 5.5-6.4 eV across the anode surface. For equal ion and electron
temperatures the carbon thermal velocity would be about 1.2 cm/µs, which is slightly less
than velocities calculated from the 8-frame camera.
The non-relativistic Doppler shift can be calculated using
λ′ =
(
1 +
v
c
)
λo (5.3)
where λ′ is the shifted wavelength, v is the velocity of the source along the line of sight
for a stationary observer, c is the speed of light, and λo is the unshifted wavelength. In
Figure 5.11 this equation is applied to a simulated C IV spectrum with a Stark width of
0.1 nm and an instrument resolution of 0.065 nm. Since the Doppler shift depends on the
viewing angle of the observer, the same discretized algorithm discussed in Section 5.5.2
is used. As the line of sight moves closer to the axis there are more velocity components
parallel to the line of sight. The line of sight in Figure 5.11 is located 2 mm from the
axis. Even at this close distance, and relatively low Stark width, the Doppler shifts are
indistinguishable from the Stark broadening for a 1.6 cm/µs radial velocity. Therefore, a
3.0 cm/µs radial velocity is plotted instead.
A radial plasma velocity on the anode surface would still contain velocity components
that are perpendicular to the line of sight, particularly at larger radii. As a result, a spectrum
along a chord across the anode would appear less shifted by radial motion than a spectrum
produced from a line of sight purely parallel to the motion. The unshifted FWHM is about
0.13 nm for a Voigt profile which consists of a 0.1 nm Lorentzian component for the Stark
width and a 0.065 nm Gaussian width for the instrument resolution. The addition of the
3 cm/µs radial velocity results in a FWHM of about 33% larger for a chordal line of sight
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Figure 5.11: Simulated Doppler shifted C IV spectrum for a Stark width of 0.1 nm
and an instrument resolution of 0.065 nm. The unshifted Stark broadened line (red) is
plotted against a profile in which the line of sight is fully parallel to the radial motion
(yellow). A spectrum across a chord in which the velocity is at an angle to the line of
sight at discretized locations.
2 mm from the axis, and about 66% larger for a line of sight that is purely parallel to the
motion. However, at a radius of 2 mm, Stark widths are greater than 0.15 nm (as estimated
from fibers located 3 mm from the axis. At this Stark width and at a velocity of 1.6 cm/µs
the FWHM of the unshifted line is indistinguishable from the Doppler shifted line.)
The 1/2-1/2 transition should have the same width as the 3/2-1/2 transition if the spectral
line splitting is due entirely to Doppler shifts. However, in the spectral data from the SMP
diode there is often a visible difference in the line width between these two transitions.
Furthermore, since the outer fibers have smaller components of the radial velocity that are
along the line of sight, a large radial velocity gradient would have to be present to account
for the line splitting that is visible on these fibers. The outermost fibers would require a
8-10 cm/µs radial ion velocity to measure Doppler split lines along a line integrated chord,
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while the inner fibers would require 3-4 cm/µs to measurably differ from the larger Stark
widths at this location. And so it is very unlikely that the splitting and broadening seen in
the SMP spectra are due to Doppler shifted lines from radial motion of the anode plasma.
For this reason, Doppler shifts are disregarded in this analysis of Zeeman split lines.
5.7 SMP Diode Current Profiles
5.7.1 Example Spectral Line Fits
The procedure discussed in Section 5.5 is used to fit spectra at discrete radii along the
anode surface for multiple shots. Figure 5.12 shows the C IV doublet (at 580.13 nm and
581.20 nm) from Shot 1920 taken at two different radial locations. C IV is contaminant
from the oil that is brushed onto the field shaping knob to prevent electron field emission.
For comparison, the spectra are also fit without a magnetic field, using simple Voigt profile
fit to the spectrum. On Fiber 9, located about 7 mm from the axis, this fit does not accurately
replicate the line splitting.
A Voigt fit for Fiber 7, located about 3 mm from the axis, is also shown. The large den-
sity gradients present close to the beam axis, both radially and axially, can be approximated
as two regions with differing electron density [31]. A fit without a magnetic field could be
acceptable if a second higher density component is convolved with the lower density spec-
trum to accurately fit the wings of the spectral data, as in Figure 5.12. This procedure
will be discussed further in the following section. However, on Fiber 7, the 2P1/2 −2 S1/2
(at 581.20 nm) line is wider than the 2P3/2 −2 S1/2 (at 580.13 nm), and as mentioned in
Section 5.4, in an optically thin plasma, this effect can only be fit by assuming an external
magnetic field, since density broadening is the same for both lines. The FWHM ratio for
the 2P1/2 −2 S1/2 to the 2P3/2 −2 S1/2 transition on Fiber 7 in Figure 5.12 is about 1.15,
and it is fit by including a magnetic field, as shown in the bottom, right plot.
Since the magnetic field is curved, the varying field angles along the line of sight
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Figure 5.12: Spectral line fits for Shot 1920 of the C IV doublet lines, with a magnetic
field (right) and without a magnetic field (left). The pi (green) and sigma (yellow)
contributions to the total line (red) are also plotted. Fiber 9 is about 7 mm from the
axis. Fiber 7 is about 3 mm from the axis, and is fit with a low and high density (dark
blue) component.
cause both pi and sigma components to affect the spectrum. Further from the axis the
field lines are more parallel to the line of sight and so fibers measuring at large radii will
have smaller pi-to-sigma ratios when compared to lines of sight closer to the axis. This is
also shown in Figure 5.12, where Fiber 7 shows a much larger pi-to-sigma ratio (~0.7 for
the 2P3/2 −2 S1/2 transition) than Fiber 9 (~0.2). A purely parallel line of sight assumption
would result in an underestimate of the current since only the outer sigma lines would be
present.
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Temperatures from the C III/C IV ratio are estimated to be between 5.5-6.5 eV across
the anode, using the procedure described in Section 4.1. Thermal Doppler broadening,
from Equation 5.4, caused by the random motion of emitting ions will add to the Gaussian
instrument broadening.
∆λDop = 2
√
2ln(2)kT
moc2
λo (5.4)
The total Gaussian FWHM of the combined instrument and thermal Doppler profiles is
given by
FWHMG,tot =
√
FWHM2inst + ∆λ
2
Dop (5.5)
The instrument width contribution is determined from fitting an Hg calibration lamp, de-
scribed in Section 3.6.1. This instrument contribution to the Gaussian profile is on average
0.065 nm, while the Doppler contribution is about half this. The typical total Gaussian
width contribution to the Voigt profile is around 0.071 nm. Although some of the shots
analyzed here do not have temperature estimates from the C III/C IV line ratio, assuming a
wide range of temperatures, between 2-7 eV, results in a very small error ( 5%) in the elec-
tron density, estimated from the Lorentzian component of the fit. Since the thermal Doppler
broadening equation requires an ion temperature, and line ratio measurements give electron
temperature, this error was incorporated in all density calculations, since it is possible the
ion temperature is less than the electron temperature. Because external magnetic fields re-
sult in fairly distinctive line profiles, the small errors in the temperature estimates change
the current measurements by less than 1%.
5.7.2 Current Profile Analysis
Once the spectra are deconvolved, the current profiles can be estimated. The current
distribution, determined from the CIV doublet (at 580.13 nm and 581.20 nm) line splitting,
is plotted in Figure 5.13 for the six shots summarized in Table 5.1.
A possible systematic error in this plot is due to the fact that Ampere’s law, in which
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Figure 5.13: Enclosed current estimated from CIV line splitting. Also plotted is an
LSP simulation (from Dr. N. Bennett) for a standard SMP diode geometry with an Al
foil. The simulation is scaled to match the range of currents measured with B-dots for
these shots (120 kA-150 kA). All fits of these data are given in Appendix B.
B scales as 1/r, was used to calculate the enclosed current at discrete points along the line
of sight and the resulting profiles were summed (after being weighted by the Abel inverted
intensity) at each fiber location, as discussed in Section 5.5. However, Figure 5.13 shows
that the enclosed current increases with radius. As a result, C IV line profiles at larger
radii along the line of sight may contribute more broadening to the line integrated spectral
profile than expected. This would lower the current estimates at the locations shown in
Figure 5.13. Consequently, Figure 5.13 represents the maximum enclosed current at each
point. The inner fibers would be more affected by this effect since they measure larger
magnetic field gradients. Additionally, because the C IV line intensity peaks at about 4-6
mm from the axis, fibers located at <6 mm would again be more affected.
A purely parallel line of sight is a poorer approximation, particularly for the inner fibers.
Since the intensity of C IV peaks at 4-6 mm, the pi Zeeman components contribute signifi-
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cantly to the spectrum, as shown in Figure 5.12 for Fiber 7. A parallel line of sight would
only contain the outer sigma components and so the spectral line fits would result in cur-
rent measurements that are too low. However, without localized spectral measurements it
is not possible to determine the current distribution more accurately than to calculate the
maximum current at each point by assuming that the magnetic field scales as 1/r at each
fiber location, which is independent of the measurements at the other locations.
The spectra for Shots 1919-1960 were taken using a single-row fiber array, and each 200
µm fiber was imaged to a 1 mm diameter across the anode surface. As a result, the high
density surface plasma, particularly at small radii, is superimposed onto a lower density
spectrum. Shots 2028 and 2029 used a double row fiber array, with 100 µm fibers imaged
to a 0.5 mm diameter to separate out the high density surface plasma, as discussed in
Chapter 4. Because the dimensions of the double array are about half the single fiber array,
an edge fiber was aligned to the beam axis to prevent continuum from dominating a large
fraction of the array. Therefore, a higher spatial resolution of the anode was achieved at the
expense of measuring the radial symmetry visible with the single row fiber array.
These measurements suggest that the enclosed current increases almost linearly with
radius. This contrasts with the expected result that all of the diode current is located within a
few mm region close to the beam axis. The LSP simulation shows the current distribution at
the end of the radiation pulse, and this has been scaled to match the B-dot measurements for
these shots, plotted in Figure 5.14, which ranged between 120 kA-150 kA. The oscillating
current in Figure 5.13. may be an artifact of the LSP simulation, in which the electron beam
has rings of high and low electron densities with very sharp boundaries, leading to space
charge effects [68]. The B-dot measurements for these six shots are plotted in Figure 5.14
(measured at position IBEAM in Figure 3.4. The corresponding voltage traces calculated
using the method outlined in Section 3.3 are given in Figure 5.15.
Shots 1919 and 1920
Shot 1920 had a silicon-coated tungsten convertor. The Si III line at 574 nm was not
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Figure 5.14: Current measured from B-dots (IBEAM) located behind the cathode.
present, most likely because the temperatures were too high in the diode. According to
PrismSPECT, if the anode plasma contained similar amounts of silicon and carbon, the Si
III line would have been comparable in intensity to the C IV line at 4 eV, and negligible
at 5 eV. Shot 1919 had a carbon-coated tantalum convertor, without an Al foil. Yet this
coating only marginally improved the carbon signal. For instance, the average of the peak
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Figure 5.15: The corresponding voltage traces calculated using the method discussed
in Section 3.3.
C IV count for Fiber 8 at 4.8 mm and 6.8 mm for Shot 1920 is 255 counts. The peak
C IV count for Fiber 8 at 5.8 mm for Shot 1920 is about 290 counts, only about a 14%
increase from Shot 1920. Therefore it is probable that much of the carbon signal was from
contaminants on the diode surface. B-dots, located behind the cathode, measured currents
around 130-155 kA within the spectrometer gate for both of these shots.
Shot 1959 and 1960
Shots 1959 and 1960 were on standard SMP diodes and B-dot traces showed currents
between 125-140 kA, within the ICCD gate. Zeeman splitting measurements, also suggest
that these Al-foil shots had slightly lower current densities than Shots 1919 and 1920. The
lower signal-to-noise ratio on these shots prevented current estimates from the line splitting
at larger radii.
Typically, B-dot traces suggest that bare or coated converters have slightly higher cur-
rents than the standard Al-foil SMP diode, as is shown in Figure 5.14, in which Shots 1919
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and 1920 show 5-15 kA higher currents from the B-dot measurements than Shots 1959 and
1960 over the duration of the ICCD gate. Zeeman Current profile measurements, in Figure
5.13 also show that Shots 1919 and 1920 have an enclosed current that is 15-20 kA higher
than 1959 and 1960 at 8 mm.
Additionally, Shots 1919 and 1920, exhibited rapid impedance collapse, during which
the current increased sharply to 155 kA and the radiation pulse ended. Part of the ICCD gate
for both shots was at the start of this impedance collapse, and the sharp increase in current
may have also resulted in higher current densities, assuming that the beam expansion within
the first 5 ns of the impedance collapse was not rapid enough to significantly lower the
current density.
Shot 2028
Shot 2028 had an Al-coated tantalum convertor, without a foil. The results shown here
were taken from the top row of fibers which are positioned about 0.5-1 mm from the anode
surface. The spectra from this shot contained strong line splitting, even on fibers close to
the axis due to the lower densities. Typically, these Al-coated anodes do not perform well.
They usually have shorter radiation pulses (less than 40 ns) with current traces that indicate
rapid impedance collapse.
However, in this shot the voltage dropped by nearly 2 MV, shown in Figure 5.15, for
the second half of the pulse, and the current stayed flat at around 115-120 kA. This resulted
in a full radiation pulse of 50 ns. Still, the current profile for this shot is significantly lower
than the other five shots, as seen in Figure 5.13. TRSD data, discussed further in Section
5.7.3, showed an unusual amount of beam motion, and rapid spot expansion during the 10
ns spectrometer gate. The lower voltage and rapid spot expansion would result in a lower
current density. Also, the beam motion that was integrated over the spectrometer gate may
also have weakened the apparent line splitting, since multiple magnetic field strengths and
a potentially asymmetric and changing current distribution, would be convolved into the
spectrum.
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Shot 2029
Shot 2029 had a NaCl-coated converter plate. This shot also used the double array, but
in contrast to Shot 2028, the bottom set of fibers, closest to the anode, was fit for Zeeman
splitting. Unfortunately, the array positioning is done by eye, and since the strong axial
density gradients occur within a millimeter of the anode surface it is difficult to align every
shot within a 0.5 mm axial distance. In this case, the array appears to have been offset
further from the surface than in Shot 2028, and the second row of fibers had spectral lines
that are too weak to fit. The comparison of the raw spectral data for Shots 2028 and 2029
is presented in Figure 5.16 and Figure 5.17.
Figure 5.16: Raw spectral data for Shot 2028 and 2029. The lower density components
of the spectra are further from the axis. The lower density CIV lines were used for
the line splitting analysis in Shot 2028, and the higher density lines were used in Shot
2029. The fiber alignment for Shot 2029 may have been too far from the anode surface
for strong lines on the fibers further from the surface.
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Figure 5.17: Comparison of Shot 2028 (Fiber 20 at 5.7 mm) and Shot 2029 (Fiber 8
at 5.9 mm). The spectra located further from the anode surface have a much lower
density.
Shot 2029 performed extremely well, with a full (48 ns) radiation pulse. The few Na-
coated diode shots on RITS-6 have all resulted in full radiation pulses. Current traces
for this shot suggest the diode current was about 130 kA, similar to the Al-foil diodes,
for the duration of the spectrometer gate. However, while the array imaged the Al-foil
in Shots 1959 and 1960 at a slight angle to the surface, it imaged parallel to the bare
convertor surface in Shot 2029. In addition, the spectra from Shot 2029 show similar
electron densities to Shots 1919 and 1920, shown in Figure 4.12 despite the lower B-dot
measurements. These three shots all measured the convertor surface with fibers imaging
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parallel to the surface. Since the array used in 2029 was smaller, it is likely that that the
spectra were taken closer to the target surface, and it is possible that the beam defocuses
close to the surface. Ions produced on the target would partially neutralize the electron
beam, which would help pinch the beam and move the new focus further into the gap. The
beam would then be over-focused at the target [7, 8]. Unfortunately, Shots 2028 and 2029
had only one row out of two that had large enough spectral signals to fit line splitting.
With better alignment, it may be possible to fit splitting on both rows and determine the
difference between the current density at the surface and 0.5-1 mm off the surface.
5.7.3 Comparison with Simulation
The LSP simulation suggests that most of the diode current is located within a 2.5 mm
radial distance from the beam axis. In order to obtain currents that match the LSP simula-
tions, the CIV fits would have to be drastically different from the data, particularly for Shot
2028. Using the average current measured from the B-dots, the best fit for spectra taken
at 2.6 mm and 2.9 mm is plotted in Figure 5.18. The simulation suggests that essentially
all the current should be located within these radii. On Shot 2028 the best fit, assuming all
120 kA is within a 2.6 mm radius, suggests that the line broadening is due entirely to the
instrument, which is not possible. On Shot 1920, the fit shows a clearly split 2P1/2 −2 S1/2
transition (at 581.20 nm), which is not seen in the data. In addition, the Lorentzian width
of the line is very similar to the widths of the outer fibers, which would suggest the electron
density is uniform across the anode. Ultimately, the C IV spectral lines appear to be fit
more accurately with lower current densities.
Additionally, the LSP simulations do not predict the fast spot growth that is often mea-
sured using the TRSD. Usually, the beam pinches to a minimum rapidly, within the first
half of the radiation pulse, and then it begins to expand. This dynamic is shown in Figure
5.19 for Shots 2028 and 2029.
As mentioned earlier, Shot 2028 had significant beam motion (4 cm/us), and rapid spot
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Figure 5.18: Spectra from two shots, 2028 (at 2.6 mm) and 1920 (at 2.9 mm) are fit
using the average current measured with B-dots (Top). The fits are very different from
the data, particularly for Shot 2028. Because of the low density at this axial location,
the Zeeman split spectrum clearly does not fit the data. The best fit for these lines
(bottom) involve a lower current.
expansion (1.75 mm at the minimum spot diameter to 3.5 mm by the end of the ICCD gate),
possibly due to a 2 MV drop in voltage. Shot 2029 only expanded by about 0.5 mm from the
minimum spot size to the end of the ICCD gate. The spot expansion seen in both shots may
result in lower current densities than what simulations would predict during the middle-end
of the pulse, when the spectra are taken. However, this expansion cannot entirely explain
the discrepancy between the Zeeman splitting estimates and the LSP simulation, because
final measured spot sizes are still typically within the radii at which the Zeeman effect is
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Figure 5.19: TRSD data for Shots 2028 and 2029 (From T. Webb). The spot expansion
(green) and spot motion (blue) is plotted with the x-ray pulse (red).
visible.
Although a significant portion of the current appears to be outside the x-ray spot region,
the current density, in Figure 5.20, rapidly increases toward the axis, as expected. The data,
excluding Shot 2028 (which had a sudden, 2 MV voltage drop), are fit with an exponential
curve. While measurements of line splitting closer to the axis are not possible with the
C IV line at the anode surface due to high electron densities, it appears as though the
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Figure 5.20: Current density calculated from the enclosed current. These data are fit
with an exponential decay function.
current density should continue to increase approximately exponentially toward the axis.
Consequently, even though the current appears to be distributed more evenly across the
diode than expected, the x-ray spot could still be small, with a longer tail that is partially
attenuated in the TRSD and image plate measurements.
5.7.4 Diamagnetism
Shown in Figure 5.21 is a plot of magnetic field profiles calculated from the current pro-
files. The 1/r decay of the magnetic field, if all of the current (120-150 kA) were enclosed
within these measurements, is also plotted. The expected magnetic field is larger at small
radii than the measurements show. This could be due to a diamagnetic effect. Large density
and temperature gradients are present close to the axis and they may partially screen the
beam current’s magnetic field. This effect would be more pronounced at small radii where
the pressure gradients are the largest.
A simulation by Dr. Nichelle Bennett in Figure 5.22 shows the ion density near the
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Figure 5.21: Plot of the magnetic field profiles. The B-field for all of the current (120-
150 kA) located within 2 mm of the axis is also plotted in the blue band.
anode surface at the end radiation pulse, for a standard SMP diode configuration. It shows
a large density gradient close the beam axis. The dense, on-axis, plasma extends about 1
mm into the AK gap, with a radius of about 2 mm on the anode surface. Similarly, the on-
axis plasma, seen in the framing camera image in Figure 5.1 for Shot 1959, extends 1.2 mm
into the AK gap and 2.14 mm along the anode surface. At larger radii, plasma emission
is not seen in the framing camera image. Since the intensity of the bremsstrahlung and
recombination continuum intensity is proportional to the square of the electron density [69],
it is likely that electron densities at these locations are too low to be imaged with the 10 ns
time gated camera.
Spectroscopy measurements also suggest a sharp density increase near the axis. Line
emission is usually visible at a radius of >2.5 mm, and within 1 mm the spectrum becomes
continuum-dominated. Stark broadening measurements of the diode suggest electron den-
sities are about 4-5×1017 cm-3 at 2.5-5 mm from the axis, decreasing to 1-2×1017 cm-3 at
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8-10 mm from the axis. These measurements, particularly at large radii, are higher than
what is predicted in the simulation below, and they indicate that the experimental density
decreases more gradually.
Figure 5.22: LSP simulation by Dr. N. Bennett for ion near the anode surface densities
in the SMP diode near the end of the radiation pulse.
Chen’s textbook [70] has a derivation for the diamagnetic drift, starting with the equa-
tion of motion,
mn
(
∂v
∂t
+ (v · ∇)v
)
= qn(E+ v ×B)−∇p (5.6)
Assuming the drifts are much slower than the time scale of the cyclotron frequency, and
ignoring second order effects,
0 = qn[E×B+ (v⊥ ×B)×B−∇p×B (5.7)
0 = qn[E×B+B(v⊥ ·B)− v⊥B2]−∇p×B (5.8)
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After rearranging,
v⊥ = E× B
B2
−∇p× B
qnB2
(5.9)
The second term in this equation is the diamagnetic drift which opposes the external mag-
netic field. Because the ions and electrons drift in opposite directions, a diamagnetic current
forms. For ne = ni the current density is,
jD =
B×∇(n(kTi + kTe))
B2
(5.10)
Electron temperatures measured from the C III/C IV line ratios are between 5.5-6.5
eV. Temperature measurements from the continuum near the beam axis have not been es-
timated. However, LSP simulations indicate ion temperatures are about 10 eV on axis and
decrease to 2 eV at a 2 mm radius.
For the plot in Figure 5.23, Ti=2 eV from LSP, and Te=6 eV, from C III/C IV line ratio
measurements. As an approximation, the temperatures are assumed to be constant across
the diode. The density is assumed to peak at 1019 cm-3 at 2 mm to match the LSP simulation,
decreasing to about 2×1017 cm-3 at 8 mm, to match the Stark broadening measurements.
An exponential function is used to approximate the density profile and obtain a diamagnetic
current density from Equation 5.10, assuming that a current of 130 kA is located within the
2 mm radius.
With a sharp pressure gradient, the diamagnetic current could play a large role in the
measured current profiles in Figure 5.13. Additionally, because the diamagnetic current
partially cancels the imposed magnetic field, B-field measurements should be lower than
expected, as in Figure 5.21, close to the axis where the gradients are largest. Using the
diamagnetic current density, shown in Figure 5.23, the enclosed current (including the
diamagnetic effect) can be calculated assuming the beam current is located with 2 mm
of the axis. This is plotted in Figure 5.24. For comparison, the electron beam current is
also plotted assuming a uniform beam current density and a 2 mm beam radius.
After including the diamagnetic current, the total current (130 kA) is enclosed at about
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Figure 5.23: Figure 5.23 An exponentially decaying density profile (left) is shown, and
the corresponding diamagnetic current density (right) is plotted.
Figure 5.24: Enclosed current, including the diamagnetic effect.
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a 5 mm radius, rather than a 2 mm radius. Although this plot replicates the shape of the
measured enclosed current values in Figure 5.13, the measured values are still lower. How-
ever, the diamagnetic current density was estimated assuming a uniform temperature for
ions and electrons across the anode surface, and it is expected that there is also a large
temperature gradient at the beam radius. Additionally, estimates of the on-axis ion density
were taken from LSP simulations which simulated singly ionized carbon. If plasma den-
sities are larger than simulations suggest, then the diamagnetic current will have an even
larger effect. Also, the addition of sheath current at large radii, will cause the enclosed
current to increase to values larger than what is measured by the cathode B-dots. This is
discussed in the next section.
Diamagnetism is also expected to play a role in Z-pinch experiments [71]. This ref-
erence suggests that although the current in a Z-pinch is carried on-axis, the axial current
density could be uniformly distributed through the plasma due to the diamagnetic electron
orbits, as pictured in Figure 5.25. A similar effect could be present in the SMP diode.
Figure 5.25: Sketch of stationary electron orbits due to an electron beam.
In the case of the SMP diode, usually the spot pinches to a minimum just before the
peak of the radiation pulse. The density gradients should increase with time as the beam
continues to ionize the anode surface. This could then increase the diamagnetic screening
of the beam magnetic field. The lower B-field may cause the spot to eventually expand, as
is seen in the TRSD measurements.
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5.7.5 Sheath Current
The CIV doublet (at 580.13 nm and 581.20 nm) intensity at radii larger than 10-11 mm
becomes extremely weak, preventing an estimate of the current density using this line. But
from Figure 5.13, it does appear as though the total current may continue to increase to
values larger than what the corresponding B-dot traces estimate. Four B-dots, placed sym-
metrically behind the cathode stalk, measure the current within a 6.35 cm radius. A second
set of four B-dots located past the anode, measure the current within an 11 cm radius.
An LSP simulation [35], shown in Figure 5.26, shows the MITL sheath current wrapping
around the field shaping knob and impacting the anode downstream of the cathode B-dots.
Figure 5.26: LSP simulation of the sheath current electron density [35]. The sheath
current wraps around the knob and strikes the anode and outer chamber wall.
The downstream B-dots, on the chamber, typically measure currents that are about 50
kA higher than the cathode B-dots, as shown in Figure 5.27. If the some of the sheath
current wraps around the 6.35 cm radius where the B-dots are located and enters the diode
at the anode surface, the cathode B-dots would not register it. Current at large radii is also
suggested by damage on the anode surface, and x-ray pinhole images which show emission
at large radii.
Electron densities at 1 cm from the axis, estimated from C IV Stark broadening are
about 1017 cm-3 and appear to be at least two orders of magnitude larger than the LSP
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simulation in Figure 5.22. The addition of the sheath current at large radii may further
ionize the anode surface. Emission from the field shaping knob outside the 6.35 mm B-dot
radius could also impact the anode, and increase the current measured from line splitting.
Since the high current densities at large radii appear to be a symmetric effect, the sheath
current connecting with the diode or uniform emission from the knob seems more likely
than localized knob emission.
Figure 5.27: Comparison between the beam B-dots, located behind the cathode (or-
ange), and the downstream B-dots (green), located past the anode. The cathode B-
dots measure the diode current (within a 6.35 cm radius), and the downstream B-dots
measure some of the sheath current (within an 11 cm radius) in addition to the diode
current.
5.8 Dopants
Initially, dopants that are not typically found in the SMP diode were used to coat the
entire anode convertor surface with the intention of identifying spectral lines which have
high enough signals to spatially isolate the diode measurements by coating a portion of the
112
anode. A thin film deposition technique was used for the majority of these shots, with a
coating thickness of about 1 µm. Several of the Al-coated converters were coated using a
plasma thermal spray technique, resulting in a few hundred micron thick coating.
5.8.1 Aluminum
Figure 5.28: Raw spectral data for Shot 1925 which had Al thermal spray coated
target. Strong Al III (at 569.7 nm and 572.3 nm) lines are visible.
Aluminum-coated targets resulted in strong Al III lines at 569.7 nm and 572.3 nm. For
example, Shot 1925, shown in Figure 5.28, had an Al-thermal spray coating. This shot used
a shorter, 8.3 mm AK gap, and an 8.5 mm diameter cathode to increase the current density.
Typically these sub 1 cm AK gap shots have shorter pulse lengths than the corresponding
standard SMP shots. For instance, while Shot 1925 had an x-ray radiation pulse length
of about 14 ns, Al thermal spray coated targets with a standard SMP AK gap and cathode
diameter of about 1 cm resulted in an average pulse length of 37 ns.
The 15 ns spectrometer ICCD gate for Shot 1925 was taken during the fall of the radi-
ation pulse, when the current rose from 110 kA to 180 kA. Although Zeeman splitting is
measured on this shot, and is visible on Fibers 8 and 9 in the raw spectral data, the splitting
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is asymmetric. The anode plasma formation also appears asymmetric, as shown in Figure
5.29.
Figure 5.29: Shot 1925 self-emission image of the SMP diode, taken with a 10 ns gate
during the fall of the radiation pulse. The anode plasma appears asymmetric, with a
lower intensity tail on the left side.
The splitting was fit for two fibers on opposite sides, 4 mm from the axis. A parallel
line of sight to the magnetic field is assumed. Due to the asymmetrical splitting measured
in the spectra and seen in the framing camera image, a current estimate was not obtained
since cylindrical symmetry may not be a valid assumption for this shot. The best fit, in
Figure 5.30, for these spectra suggest a magnetic field difference of about 1.3 T between
the two measurement locations.
The strong Al III lines suggest that aluminum could be used to coat a portion of the
target surface and still provide reasonable signals. A thin strip across the diameter of the
anode would localize the measurement. The Abel inversion of the line intensity would not
be required, and the spectra would not contain the superposition of multiple field strengths
and angles. In this case, the magnetic field would essentially be parallel to the line of sight
for a cylindrically symmetric beam. In Shot 1946, a 3 mm stripe across the anode resulted
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Figure 5.30: Spectra from two fibers (blue), located 4 mm from the axis, are fit as-
suming a magnetic field (red). The magnetic field is assumed to be parallel to the line
of sight and cylindrical symmetry is not assumed.
in strong Al lines.
Figure 5.31: Raw spectral data from Shot 1946. The anode surface was coated with a
3 mm stripe across the target diameter.
Splitting was not measured on Shot 1946, in Figure 5.31, (with the possible exception
of Fiber 26), due to the fact that the spectra were taken during the impedance collapse,
when the AWE spot diameter from TRSD measurements was about 4 mm. A potential
disadvantage of using this line for Zeeman splitting measurements is the presence of the
C III line, also at 569.6 nm, the same location at the Al III P3/2 − S1/2 transition, could
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obscure the splitting. Still, the P1/2 − S1/2 transition would be unaffected, and if the C III
line is present, the ratio of P3/2 − S1/2 to the P1/2 − S1/2 transition would be greater than
two. Consequently, the strong signal to noise ratio of the Al III line on the diode surface
makes this a good candidate for future localized splitting measurements.
5.8.2 Boron and Silicon
Figure 5.32: Boron coated tantalum target shots. Boron lines were not visible, and
both shots show mostly continuum, particularly Shot 2025 which also shows dense
plasma formation across the anode surface.
Shots 2024 and 2025, in Figure 5.32, were taken with boron coated convertors in order
to measure B III lines at 424.4 nm and B II at 412.2 nm. Both shots used a single row
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100 µm array, with an edge fiber positioned at the anode center. Typically only the 2-3
fibers closest to the axis are continuum dominated. Shot 2024 had a 38 ns pulse. However,
while the framing camera image looked normal, the spectra showed intense continuum up
to about 5-6 mm from the axis. For example, Shot 2023, discussed in the next section, had
an average of about 150 counts of continuum about 5 mm from the axis. In contrast, Shot
2024 had an average of about 5000 counts. Shot 2025 was even more continuum dominated
than Shot 2024, with counts greater than 10,000, about 10 mm from the axis. This is also
seen in the framing camera image, where dense plasma has formed along the entire anode
surface. The radiation pulse length for this shot was also very short at around 16 ns.
TRSD data for these shots show significant spot motion (2.6 cm/µs for Shot 2024). Shot
2025 had a discontinuity in the spot location, suggesting that the beam pinched onto the
anode at two different radial locations over the course of the radiation pulse. Additionally,
the shorter pulse lengths for these two shots, resulted in measurements that were taken
after the end of the radiation pulse, when the x-ray source spot rapidly expands. These two
effects could account for the measured spectra which shows continuum across much of the
fiber array.
Figure 5.33: Framing camera image (left) and raw spectral data (right) for Shot 2030
on a Si-coated target.
Shots on two silicon-coated targets were also performed. Shot 1920 was discussed in
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Section 5.7.2. It had a 31 ns radiation pulse, and Zeeman splitting was measured on C IV
lines. However, the Si line at 574 nm was not measured. Shot 2030 also had a Si coating.
Weak Si II and/or Si IV lines at 412 nm may be present but are at most 20-40 counts above
the continuum. Figure 5.33 shows a framing camera image and spectra for this shot. Like
the B-coated target in shot 2025, this shot also had plasma formation along a large section
of the anode.
5.8.3 LiF, NaCl, and MgF2
The Li I doublet at 670.8 nm has a small fine structure separation of about 0.015 nm,
and so the line would be in the Pachen-Back regime for the magnetic fields measured on
RITS-6. Although strong Li I lines were measured, plotted in Figure 5.34, line splitting
was not measured. Like the H-alpha line discussed in Section 4.2.1 it is possible that
the neutral Li I line is located far from the beam axis where the magnetic fields are too
low to measure. Also like H-alpha, the width of the Li I line does not change with the
fiber position. Therefore, because these measurements are line integrated across the anode
surface, it is also likely that the neutral lithium measurements across all the fibers were
located at comparable radii in a ring around the axis, as shown in Figure 4.21 for H-alpha
Shot 2035, which had a Ta convertor with a 3 mm stripe of LiF across the diameter
showed no Li I emission at this wavelength while a ring of LiF outside a 20 mm diameter
showed the Li I line, which again suggests that most of the neutral lithium emission comes
from radii greater than 12 mm, the length of the array. The LiF coated shots resulted in an
average radiation pulse length of 45 ns, provided the coating was within the beam diameter.
NaCl coatings also resulted in full radiation pulse lengths which averaged about 46 ns.
The purpose of this coating was to measure splitting on the Na I doublet at 589.0 nm and
589.6 nm, but the line was barely visible in Shot 2029 as seen in Figure 5.16. For similar
quantities of Li and Na, the line intensity of Li I 2s-2p and Na I 3s-3p is equal from 0.5
eV to 3 eV, but by about 4.5 eV the line intensity of Na I is almost negligible compared to
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Figure 5.34: Li-Coated target shot. Lineouts from fibers 4-10 mm from the axis are
shown. Since the spectra have similar widths, they are likely from the similar radii.
that of Li I, according to a PrismSPECT zero width, non-LTE simulation. MgF2 was also
tried as a target coating in order to measure Mg I at 552.8 nm, but this line was also not
measured during the shot. However, the shot performed well with this coating and a full
radiation pulse of 44 ns was achieved.
5.8.4 X-ray Radiation Pulse Length Comparison
Although Zeeman splitting was successfully measured only on C IV, a non-localized
contaminant, and Al III, the coatings appear to have affected the performance of the SMP
diode. Shown in Figure 5.35 is a plot of the radiation pulse length vs. the average atomic
number of the coating. The majority of the coatings were full surface coatings. Several of
the coatings were 3 mm stripes and 20 mm diameter circles centered on the axis but since
these two coating geometries were within the electron beam radius on the target surface,
they are also included in the plot.
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Figure 5.35: Radiation pulse length vs atomic number. There does not appear to be
a correlation between the atomic weight of the coating and the pulse length. The plot
only includes shots which had an 80 kV charge voltage and a 12 mm AK gap and
cathode diameter.
AK gap closure from hydrocarbon contaminants is thought to eventually short the
diode, and end the radiation pulse. The lightest atoms and ions should determine the rate
at which this occurs [5]. As seen in Figure 5.35, there does not appear to be a correlation
between the radiation pulse length and the atomic weight of the coating. If the gap closure
is primarily due to hydrogen contaminants on the anode surface [72–74], then higher Z
coatings should not reduce the pulse length significantly. Yet the gold coating resulted in
the shortest pulse length of the coatings shown here. However, gold may not have been
transparent to the electron beam. As a result, more of the beam energy could have been
120
deposited near the coating surface and have more easily desorbed contaminant monolayers
that form on the electrode surfaces.
Still, the salt coatings resulted in full pulse lengths that were on average about 15-20 ns
longer than the transition metal surfaces and about 10 ns longer than the metals and semi-
metals. CsI coatings have also been shown to slow diode gap closure [75, 76]. Extending
the radiation pulse is particularly important for radiographic diodes because the x-ray dose
and pulse length are roughly proportional. A few these coatings have only two shots, and,
particularly for the boron-coated shots which resulted in very different pulse lengths of 38
ns and 16 ns, more statistics are needed to draw definitive conclusions.
Figure 5.36: X-ray source spot size vs atomic number, for shots which had an 80 kV
charge voltage and a 12 mm AK gap and cathode diameter.
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X-ray source spot sizes (using the AWE metric, discussed in Section 3.7) are also plot-
ted as a function of atomic number in Figure 5.36. The salt and aluminum coatings resulted
in similar spot sizes that were on average about 3 mm in diameter. Correlations between
spot sizes and atomic number for the other coatings do not appear to be present, but like in
Figure 5.35 more statistics are needed for several of these coatings.
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CHAPTER 6
Conclusions
The RITS-6 accelerator has served as a test bed for the development of flash radiogra-
phy sources. This thesis, in particular, studied the SMP diode in which a hollow cathode
emits electrons through an approximately 1 cm vacuum A-K gap onto a high Z material.
The electron beam pinches from its own magnetic field as it crosses the gap [16]. Plasmas
that form on the surface expand into the gap and eventually short the diode ending the x-
ray radiation pulse [4]. Consequently, measurements of the magnetic field and electrode
plasma formation yield insights into the diode physics which can benchmark SMP diode
simulations and help improve future diode designs.
A standard SMP diode geometry consists of an aluminum foil offset by about 0.8 mm
from a tantalum converter plate. The anode surface plasma was characterized using optical
spectroscopy. Initially, a single row, 11 fiber, 200 µm array imaged the surface onto a
low resolution (0.15 m) spectrometer. These measurements suggested the anode plasma
consists mainly of hydrocarbon contaminants and aluminum from the foil. Streaked spectra
confirmed this plasma composition. Streaked spectroscopy also indicated that the spectral
line intensity is greatly increased by removing the Al foil and imaging a bare or coated
converter plate. This is likely due to the fact that the Al foil is transparent to the electron
beam and consequently takes more time to thermally ionize. As a result, this foil slows
the AK gap closure which ends the radiation pulse, but reduces the high spectral signals
required to measure Zeeman splitting.
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After the initial characterization of the anode plasma, the 0.15 m spectrometer was
replaced with a high resolution, 0.32 m spectrometer. With a 2400 g/mm holographic
grating and 50 µm slit, this spectrometer had a resolution of about 0.065 nm. In Chapter
5 C III/ C IV line ratios were compared to non-LTE PrismSPECT simulations to obtain
electron temperatures. Temperatures for two standard SMP diodes increased toward the
axis from about 5.6 eV to about 6.2 eV. A coated convertor shot without a foil resulted in
slightly higher temperatures of 5.8-6.3 eV.
Measurements of Al III, C IV, H, and C II, were also performed to obtain electron
densities from the Stark broadened lines. The profiles were deconvolved into Gaussian and
Lorentizan components, and the Lorentzian FWHM was compared to Griem’s tabulated
Stark widths for H I and C II [20] and Prof. Maron’s calculations for Al III and C IV [57].
H-alpha spectra were fit with two profiles for all 11 fibers, a higher intensity, smaller
width component, and a lower intensity, larger width component in order to accurately fit
the high density wings. Electron densities between about 1-4×1016 cm-3 were obtained for
the low density component without correlation to the fiber position, similar to densities ob-
tained from C II. Electron densities of 1-5×1017 cm-3 were obtained from the high density
H-alpha fits, with densities rising slightly toward the axis. In contrast, C IV was fit with
two densities for only the central 1-2 fibers closest to the axis. Electron densities ranged
from 1-5×1017 cm-3 for the low density C IV fits, and 1-5×1018 cm-3 for the high density
components, with densities rising toward the axis.
Because there is no correlation between the radius and electron density from H-alpha
and since these measurements are integrated along the line of sight, it is likely that neutral
hydrogen is located beyond the extent of the fiber array, far from the beam axis, due to
lower electron temperatures at this location. C IV electron densities continue to rise toward
the axis and therefore it is likely that C IV is present closer to the axis. The wings of the
spectra may be due to a dense surface plasma, because the fiber lines of sight are essentially
1 mm diameter chords viewing across the anode. If an axial density gradient is present, a
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colder higher density surface plasma may be superimposed onto a lower density plasma
further into the AK-gap than the anode surface. The high density wings measured on the
H-alpha lines could be due to this dense surface plasma. If the surface is colder, then the
C IV high density wings may only be seen close to the axis where the temperatures are
higher. Further from the axis, only C IV from a less dense but higher temperature region
is measured. These measurements are summarized with a qualitative sketch in Figure 6.1,
and are discussed in detail in Chapter 4.
Figure 6.1: Sketch of the different density regions that may be present on the SMP
anode surface to form the spectra discussed in Chapter 4. The arrows represent the
fiber line of sight for the single row 200 um fiber array.
In order to separate the high density surface plasma and lower density plasma further
from the surface a double fiber array was designed. This array consisted of two rows of
13, 100 µm fibers. The fibers were imaged to a 0.5 mm diameter, half the diameter of the
200 µm, single row array. Because C IV was never measured simultaneously on both rows,
electron densities were estimated from Al III. Measurements of electron density from the
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fibers closest to the surface still required a two-density fit. Al III Stark widths from this row
resulted in densities of 4-5×1017 cm-3 for the low density and 0.9-3.5×1018 cm-3 for the
high density component. Al III Stark widths from the offset row, 0.5-1 mm from the anode
surface, gave densities of 1-4×1017 cm-3, and did not require a two-density fit. Because the
array closest to the surface had a large density gradient, there is likely a very dense surface
plasma that occurs within <0.5 mm from the surface.
Future measurements of the anode electron densities could include a comparison be-
tween the foil surface and the bare convertor surface, to confirm that the foil surface does
result in lower densities and therefore delays AK gap closure. Furthermore, an absolute
calibration of the spectrometer for intensity can yield atomic and ionic densities [19]. Un-
derstanding the ratios of hydrogen to carbon abundances, for instance, may yield important
insights into gap closure rates. Finally, measuring densities and temperatures between the
foil and target surface in a standard SMP diode configuration, may help determine the
plasma pressure in this region, which could be used to better characterize the role of the Al
foil and determine possible beam defocusing effects due to high plasma pressures.
The Zeeman split C IV doublet was used to determine the current distribution in the
diode in Chapter 5. These measurements suggest that the enclosed current continues to
increase with the radius. In contrast, simulations suggest that nearly all of the diode current
is located within a 2 mm radius. Measurements of the x-ray source spot size also fall within
this radius, suggesting that most of the current should be located within 2 mm. There may
be several explanations for this discrepancy. Although a significant fraction of the current
appears to be outside the measured source size, the current density calculated from these
measurements still appears to increase exponentially toward the axis. Therefore, the x-ray
spot measurements could have a longer tail that is partially attenuated in the TRSD and
image plate measurements.
Diamagnetism may also play a large role in these measurements. Simulations, framing
camera images, and spectroscopy measurements, suggest that there are large density gra-
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dients close to the axis which can partially screen the beam currents magnetic field. The
effect would be more pronounced close to the axis where the pressure gradients are the
largest. The beam current, can therefore be carried near the diode axis, as the simulations
and spot size measurements suggest, but diamagnetism, in which particle orbits orient to
cancel the external magnetic field, could cause the measured current density to decrease.
Due to the low intensity of C IV at large radii, measurements of the enclosed current
were limited to radii less than 10 mm. However, it does appear that the enclosed current
may continue to increase to values larger than the B-dot measurements. This may be due
to the sheath current or uniform knob emission which may be impacting the diode at large
radii.
Several dopants, not typically measured in the SMP diode, were also evaluated. Dopant
lines with high spectral signals in the SMP diode plasma may be used to obtain localized
magnetic field measurements. Al III resulted in strong signals and line splitting was mea-
sured. Due to the electron temperatures on the anode surface, neutral lines may not be ideal
for magnetic field profile measurements. For instance, Li I at 670.3 nm, had a strong signal,
but like hydrogen, the width was essentially constant across the fiber array, suggesting that
it was measured far from the axis.
The diode performance was greatly affected by the coatings. The salt coatings MgF2,
NaCl, LiF, resulted in greater than 40 ns radiation pulse lengths, while boron, silicon, and
aluminum coatings shortened the pulse. The reasons for this are not presently clear.
More work is still needed to truly localize these measurements. Placing a thin strip of a
dopant across the diameter of the anode would result in a local measurement that could be
used to obtain the current distribution without Abel inverting the line intensity or summing
multiple magnetic field contributions along the line of sight. These measurements would
also be parallel to the magnetic field and so the central pi component contribution to the
Zeeman pattern would not be visible. Thin strips of NaCl, LiF, and Al, have been placed
across the diameter of the anode. Na I and Li I emission lines were not present (which
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again suggests that these neutral atoms are located at radii larger than the extent of the fiber
array). Al III showed strong signals but the spectra were taken after the shortened radiation
pulse had ended.
Additional improvements to these measurements could involve an independent density
measurement such as estimates from interferometry. This would remove the need to fit both
the enclosed current and the Lorentzian FWHM for a given spectra, reducing fitting errors.
With a known density, the line profile could be convolved with the instrument resolution
and Doppler width, and any additional broadening may be assumed to be due to a magnetic
field.
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APPENDIX A
Electron Density Fits
Three shots were used to determine the electron density from H-alpha. The array im-
aged a bare tantalum surface for Shot 1948, and Al-coated tantalum surfaces for Shot 1949
and 1950. These fits are shown in this appendix. An 1800 g/mm grating was used on a 0.32
m spectrometer with a 50 um slit, resulting in a 0.094 nm instrument resolution. H-alpha
and C II were fit and the electron densities were calculated in Chapter 4. Also shown are
the Al III fits for Shot 2029 which used the double row fiber array, a 2400 g/mm grating,
and a 50 um slit, to image a Na-coated tantalum target.
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Figure A.1: Profile fits for Shot 1948 which had a bare Ta anode. Fiber 4 was at -2.45
mm and Fiber 7 was at 3.66 mm. The other fibers are 2 mm apart.
130
Figure A.2: Profile fits for Shot 1949 which had a Al-coated Ta anode. Fiber 5 was at
-2.74 mm and Fiber 8 was at 3.2 mm. The other fibers are 2 mm apart.
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Figure A.3: Profile fits for Shot 1950 which had a Al-coated Ta anode. Fiber 3 was at
-5.2 mm and Fiber 7 was at 2.8 mm. The other fibers are 2 mm apart.
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Figure A.4: Al III fits for Shot 2028, a Na-coated target. The double fiber array was
used for this shot. These fits are for the fibers closest to the anode surface. Fiber 4 was
located 2.65 mm from the axis. The fibers are separated by about 1 mm.
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Figure A.5: Al III fits for Shot 2029, a Na-coated target. These fits are for the fibers
offset from the anode surface by .5-1 mm. Fiber 16 was located 1.56 mm from the
axis. The fibers are separated by about 1 mm.
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APPENDIX B
Zeeman Splitting Fits of C IV
Figure B.1: Shot 1919, carbon-coated tantalum convertor with the single row fiber
array. Fiber 4 was at -4.08 mm and Fiber 7 was at -4.07 mm, the fibers are separated
by about 2 mm.
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Figure B.2: Shot 1920, silicon-coated tungsten convertor with the single row fiber
array. Fiber 4 was at -3.10 mm and Fiber 7 was at -3.0 mm, the fibers are separated
by about 2 mm.
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Figure B.3: Shot 1959, standard SMP Diode with an Al-foil and single row fiber array.
Fiber 3 was at -3.9 mm and Fiber 7 was at 4.14 mm, the other fibers are separated by
about 2 mm.
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Figure B.4: Shot 1960, standard SMP Diode with an Al-foil and single row fiber array.
Fiber 3 was at -4.0 mm and Fiber 7 was at 4.1 mm, the other fibers are separated by
about 2 mm.
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Figure B.5: Shot 2028, Al-coated target with the double row fiber array. Fiber 17 was
at 2.6 mm. The other fibers are about 1 mm apart.
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Figure B.6: Shot 2029, Na-coated target with the double row fiber array. Fiber 5 was
at 2.8 mm. The other fibers are about 1 mm apart.
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APPENDIX C
Zeeman Fitting Algorithm
pi = np.pi
m=4*pi*10**-7
#shot number and fiber number
shotnum='1920'
fibernum=3
#instrument resolution from the fit of the calibration lamp
int_res=.065
temperature=6
#get Doppler width
dop_width=doppler(temperature,580)
FWHM_G=np.sqrt(int_res**2+dop_width**2)
# fitting range in pixels
range1=670
range2=980
#Initial Guesses
#current enclosed
I=100000
#Lorentzian FWHM
FWHM_L=.167
#high density Lorentzian FWHM
hd_fw=.5
# high density component intensity
hd_h=.1
# 1/2-1/2 relativity intensity
constant=0.5
#obtain fiber position from a lineout across the fibers
fiber_mm=intensity_fall_off(shotnum,fibernum)
los=fiber_mm
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#obtain abel inverted intensity
path = 'splitting plots data/abel inversion/'
radius=np.array(radius)
abel=np.array(abel)
#calculate equation of circle in x and y coordinates,
#radii is radius of circle, los is line of sight
def circle(radii, los):
xp=np.linspace(-1*radii,radii,100)
yp=((radii**2)-(xp**2))**.5
return (xp,yp)
#calculate the tangent and angle at each radii
def Bphi(xp, yp, radii,los):
isection=((radii**2)-(los**2))**.5
slope=(isection)/(los)
mtangent=-1/slope
b=isection-(mtangent*los)
xtangent=np.linspace(1,radii*1.2,9)
#equation of tangent line
ytangent=(mtangent*xtangent)+b
#find angle tangent makes with horizontal line
phi=abs(math.atan(mtangent))
return (phi,isection,xtangent,ytangent)
#calculated zeeman profile
def zeeman_calculated(wavelength,I,FWHM_L,constant):
#global varibles calculated elsewhere
global abel
global los
global FWHM_G
global Ep3_2, Ep1_2, Es1_2
#step size for zeeman profile calculations
radius=np.linspace(1,los+10,500)
circles=[] #plots the circles and tangent lines
total_spectra=0.0
total_si=0.0
total_pi=0.0
#loop over the number of circles (step sizes)
for i in xrange(0,len(radius),1):
xp,yp=circle(radius[i],los)
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#get index value of los so only
#radii that are less than depth of field are used
xp_ind=min(range(len(xp)), key=lambda i:abs(xp[i]-los))
if radius[i]<los:
#plot circle contours not along LOS
p0=[[xp,yp,'B Field \
Contours not along LOS','color=seagreen']]
circles.append(p0)
if radius[i]>los and yp[xp_ind]<10:
#Plot contours along LOS up to depth of field/2
phi,isection,xtan,ytan=Bphi(xp,yp,radius[i],los)
r=radius[i]
p0=[[xp,yp,'B Field Contours','color=cornflowerblue'], \
[xtan,ytan,'Tangent','color=firebrick'],\
[[los],[isection],'scatter','tangent point',\
'color=firebrick']]
circles.append(p0)
#calculate B field at each circle
B=m*(I)/(2*pi*r/1000)
#calculate zeeman splitting, LOS perp to B.
#All perp intensities are multiplied by the stoke calculations
sim_spectra,si_spectra,\
pi_spectra,p1_2_spectra, p3_2_spectra=\
zeeman_splitting\
(wavelength,B,FWHM_G, F WHM_L,Ep3_2,Ep1_2,Es1_2,\
constant)
#this gets the intensity from the \
#abel inversion of C IV line for the radius of the current\
#circular contour
abel_i=\
abel[(np.abs(fiber_mm_sim - radius[i])).argmin()]
#calculate sigma components
si_voigt_comp=((1+(math.cos((pi/2)\
-phi))**2)*si_spectra)*abel_i
#calculate pi components
pi_voigt_comp=(((math.sin((pi/2)\
-phi))**2)*pi_spectra)*abel_i
#add pi and sigma components to previously\
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#calculated contours
total_si=np.array(total_si+si_voigt_comp)
total_pi=np.array(total_pi+pi_voigt_comp)
total_spectra=total_si+total_pi
#normalize spectrum
total_spectra=total_spectra/max(total_spectra)
return total_si, total_pi,total_spectra,circles
def zeeman_fit(wavelength,I,FWHM_L,hd_FWHM_L,hd_c,constant):
#this function uses the energies fit from \
#previous function
global Ep3_2
global Ep1_2
global Es1_2
global FWHM_G
h=4.13566733*10**-15
c=2.99792458*10**8
wavelength32=(h*c/(Ep3_2-Es1_2))*10**9
wavelength12=(h*c/(Ep1_2-Es1_2))*10**9
#calculate zeeman profile
total_si, total_pi,total_spectra,circles=\
zeeman_calculated(wavelength,I,FWHM_L)
#calculate high density components for 3/2 and
#1/2 transition
highd_v1=voigt_plot(\
wavelength,wavelength32,FWHM_G,hd_FWHM_L)*hd_c
highd_v2=voigt_plot(\
wavelength,wavelength12,FWHM_G,hd_FWHM_L)*.5*hd_c
highd=highd_v1+highd_v2
#calculate total spectrum including high density component
total_spectra_hd=highd+total_spectra
#return the total spectrum
return total_spectra_hd
#if high density components are not present use this
def zeeman_fit_inner_ld(wavelength,I,FWHM_L,constant):
#this function uses the energies fit from the previous
#function
total_si, total_pi,total_spectra_ld,circles=\
zeeman_calculated(wavelength,I,FWHM_L)
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return total_spectra_ld
cal_line,raw_lamp,raw_spectra,location=shot_pics(shotnum)
#obtain vertical lineout region. 10 px lineout is default
y1,y2=location[fibernum-1]
#this calibrates the spectral data for the
#fiber chosen for wavelength and relative intensity.
#Base_spectra is the final calibrated spectrum
wavelength,spectra,intensity_spectra,norm_spectra,peaks,\
hg_spectra,fiber_int2,base_spectra=\
spectra_full_method(raw_spectra,raw_lamp,cal_line,\
[576.9598, 579.0663],y1,y2)
#fits data with calculated zeeman profile
#p0 is initial guess, curve_fit returns the
#best fit according to the Levenburg Marquardt
#fitting algorithm
#This fits enclosed current at the fiber position,
#the lorentzian FWHM for high density and low density component,
#and the intensity of the high density
#component
popt, pcov = curve_fit(zeeman_fit,wavelength[range1:range2],\
base_spectra[range1:range2]\
,p0=[(I,FWHM_L,hd_fw,hd_h,constant)])
hdfw=popt[2]
hd_c=popt[3]
#if the high density FWHM component of the fit is negative
#or the intensity is very small than try the fit again
#without a high density component
if popt[2]<0 or popt[3]<.0001:
#This fits enclosed current at the fiber
#position and a single lorentzian FWHM
popt, pcov =\ curve_fit(zeeman_fit_ld,\
wavelength[range1:range2],\
base_spectra[range1:range2],p0=[(I,FWHM_L,constant)])
#calculate error in the fit
perr=np.sqrt(np.diag(pcov))
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