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Abstract: We formulate a Born rule for families of quantum systems parametrized by a
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1. Introduction And Conclusion
Control parameters are ubiquitous in physics. Usually the space X of control parameters
for a family of quantum mechanical systems is a topological space (possibly disconnected).
In this paper we discuss what it would mean to replace X by a noncommutative space.
We will be lead to a formalism which can, if one is so disposed, be interpreted as a slight
generalization of quantum mechanics.
In colloquial speech physicists generally refer to a quantum state as a nonzero vector
ψ in a complex Hilbert space. At this colloquial level, a continuous family of quantum
states is a continuous family x 7→ ψx of nonzero vectors, where x ∈ X runs over the control
parameters. Such a continuous family is simply a continuous section Ψ of a bundle of
Hilbert spaces over X. Now we want to replace X by a “noncommutative space,” whose
algebra of functions is a, possibly noncommutative, C∗-algebra A, and to replace continuous
families of vectors ψx by a single vector Ψ in a Hilbert C
∗-module E over A. (See section
3 for a definition of a Hilbert C∗-module.) The “inner-product” on two such vectors Ψ1
and Ψ2, denoted 〈Ψ1,Ψ2〉, is valued in A, and therefore we refer to this generalization of
quantum mechanics as “quantum mechanics with noncommutative amplitudes,” or QMNA
for short.
In QMNA matrix elements of self-adjoint operators T such as 〈Ψ1, TΨ2〉 are elements
of a possibly noncommutative algebra A rather than complex numbers. Therefore, the
statement of the Born rule for computing probability amplitudes is not immediately obvi-
ous. We will elaborate on this point in section 5. The main goal of this paper is to suggest
a sensible statement of the Born rule in this context. This is the content of equation (5.14).
We will also attempt to address two crucial questions:
1. First, one may well wonder if QMNA really is a generalization of quantum mechanics,
or just standard QM dressed up in a fancy Halloween costume.
2. Second, while the structure we investigate seems (at least, to the author) to be
mathematically well-motivated it is not clear whether or not it has any compelling
physical applications.
The answer to the first question is “Yes and no.” It is best discussed, (see section 7)
after the detailed proposal has been made and some examples have been examined. Regard-
ing the second question our answer is - at least for the moment - “Not yet.” Nevertheless,
there are several potential applications, among them:
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1. Whenever the space of control parameters is a symplectic manifold X we can try
to quantize it. We discuss this in detail in section 8 in the special case when X
is an algebraic Ka¨hler manifold. The procedure has some overlap with the Born-
Oppenheimer approximation, but should be distinguished from it.
2. The famous noncommutative torus has many applications in physics. We recall some
of them in section 9.5 since each instance provides a potential route for applications
of this paper.
3. Moduli spaces of vacua in supersymmetric field theories offer a wide variety of families
of quantum systems. In much recent literature the quantization of these spaces has
been discussed [7, 16, 17, 18]. These, or related, considerations might provide a
framework for application of the ideas of this paper, although it must be admitted that
the authors of these papers will find the kinds of questions addressed here somewhat
alien. Similar considerations might hold for moduli spaces of string compactifications.
4. If a space of control parameters has an ergodic action by a group then it is natural
to consider the space of quantum systems over the “quotient space.” Such quotient
spaces are canonical sources of noncommutative manifolds [22, 86]. As an example,
T -duality acts ergodically on the boundary of Narain moduli space. (This is closely
related to facts exploited in [62].)
5. Finally, and most grandiosely, the ultimate control parameters are the parameters of
the landscape. Perhaps there is a notion of a “noncommutative landscape.” For ex-
ample in the context of string theory flux compactification [24, 28] one could imagine
replacing the discrete points parametrizing fluxes in flux compactification by fuzzy
points. (This would entail a change in the mathematical description of RR fields
using differential cohomology [11, 34, 33].) If sensible, then our considerations might
have a bearing on the notorious “measure problem” of cosmology. 1
As a sanity check on our proposal we examine several examples: In section 6 we
consider the general case of finite-dimensional C∗-algebras. Curiously, some well-known
formulae from quantum information theory arise naturally. Thus, for what it is worth,
one could rephrase at least some statements in quantum information theory in terms of
noncommutative geometry. One famous way to quantize a space is in the case when X
is a Ka¨hler manifold equipped with a very ample holomorphic Hermitian line bundle. We
explore what can be said in this context in section 8. (When X is compact this is really a
special case of the finite-dimensional setup of section 6, but the extra geometrical structures
allow us to discuss new aspects such as a semiclassical limit.) In section 9 we consider a
very famous noncommutative manifold - the noncommutative torus.
Most of this note addresses kinematic issues. If the proposal of this paper makes any
sense, then it is important to consider dynamical issues and the role of symmetry. We begin
1And once one goes down this path it is necessary to ask if different “parts” of the “multiverse” are even
based on the same C∗ algebras.
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this investigation with some brief remarks in section 10. We also discuss more general
symmetries than time translation, and the extent to which the usual Wigner theorem
applies. We will argue that our setup provides a framework in which one can realize
Weinberg’s idea [92] that symmetries can be implemented in a way more general than
envisaged in the Wigner theorem.
Finally, in Appendix A we review some important technical constructions and work
them out for the case of finite-dimensional C∗-algebras.
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2. Quantum Systems
In this paper we will have nothing to say about the deep problems of measurement theory:
We accept hook, line, and sinker the framework laid out, for example in [25, 42]. (See
[6, 14, 36, 60, 91] for a small sampling of useful discussions in this huge literature.) By
a “quantum system” we simply mean a mathematical definition of a notion of “physical
states,” “physical observables,” and a pairing BR of such states and observables to give a
probability distribution on the real numbers. Given a state s and observable O we get a
probability distribution BR(s,O). The probability BR(s,O)(m) associated to a measurable
subset m ⊂ R is meant to reflect the intrinsic probability that a measurement of the
observable O in the state s takes its value in the set m. We will refer to such a pairing as
a Born rule.
In standard quantum mechanics these notions are made precise by the very well-known
Dirac-von Neumann axioms:
1. Physical observables are identified with self-adjoint operators T on a complex Hilbert
space H. Because we wish to avoid technicalities of functional analysis as much as
possible we will restrict attention to bounded operators on a separable Hilbert space.
We denote the space of bounded operators by B(H). We will denote the set of physical
observables by O so in ordinary quantum mechanics, O := B(H)s.a..
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2. Physical states are identified with “density matrices,” that is, with positive traceclass
operators ρ on H with TrH(ρ) = 1. The space of physical states is denoted by S.
3. Time evolution is defined by a continuous family of unitary automorphisms of the
space of physical states, or, equivalently, by a continuous family of unitary automor-
phisms of the space of observables.
4. Symmetries are identified with homomorphisms of a group into the group of auto-
morphisms of the Born rule. The latter are determined by a map α : S → S that is
affine linear on convex combinations: α(t1ρ1 + t2ρ2) = t1α(ρ1) + t2α(ρ2) for any two
states ρ1, ρ2 ∈ S and 0 ≤ t1, t2 such that t1 + t2 = 1. Using results from [43] one can
show that α(ρ) = UρU∗ where U is a unitary or antiunitary operator on H.
The physical content is encoded in the Born rule. We will regard the Born rule as a
map
BR : S ×O →M(R) (2.1)
where M(R) denotes the set of probability measures on R. To define the map BR we need
the spectral theorem. The spectral theorem states that there is a one-one correspondence
between bounded self-adjoint operators T ∈ B(H) and projection-valued measures. If
PT (m) denotes the projector associated to self-adjoint operator T and measurable set
m ⊂ R then the probability distribution BR(ρ, T ) is defined by:
BR(ρ, T )(m) := TrHρPT (m) ∈ R+. (2.2)
As a special case of (2.2) suppose that T has discrete spectrum so that
T =
∑
λ∈σ(T )
λPλ (2.3)
where σ(T ) is the spectrum of T and Pλ are projectors onto the eigenspaces for the distinct
eigenvalues of T . Then
PT (m) =
∑
λ∈m
Pλ. (2.4)
Now, if ρ is a pure state given by a rank one projector, usually written as ρ = |ψ〉〈ψ| in
bra-ket notation, then to find the probability of measuring exactly λ0 as the value of T
in the state ρ we take the set m to be an interval containing λ0 and no other eigenvalues.
Then (2.2) reduces to the standard formula from elementary textbooks:
BR(ρ, T )(m) = 〈ψ, Pλ0ψ〉. (2.5)
If we choose an orthonormal basis ψaλ0 for the image of Pλ0 this can be further written as:
BR(ρ, T )(m) =
∑
a
〈ψ,ψaλ0〉〈ψ,ψaλ0〉∗. (2.6)
It is often simpler to work with expectation values EV : O×S → R. These are related
to the Born rule by BR(T, ρ)(m) := EV(PT (m), ρ).
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2.1 Continuous Families Of Quantum Systems
Except for some issues of choosing suitable operator topologies, which are discussed at
length in Appendix D of [35], the generalization of the previous discussion to continuous
families of quantum systems is completely straightforward: Let X be a topological space,
as in the Introduction. We introduce a Hilbert bundle pi : H → X and denote the Hilbert
space fiber above a point x ∈ X by Hx. Then there is a bundle of algebras of bounded
operators B(H). The set O of “observables” is now the set of continuous sections of B(H),
namely, a continuous family x 7→ Tx ∈ B(Hx). Similarly the set S of “states” is the set
of continuous sections of positive traceclass operators with TrHx(ρx) = 1. We now have
a continuous family of probability distributions ℘x parametrized by x ∈ X. So, for every
measurable subset of R we have:
℘x : m 7→ TrHx(ρxPTx(m)) (2.7)
Therefore we should regard the “Born rule” as a map
S ×O ×X →M(R) (2.8)
so that BR(ρ, T, x) = ℘x.
3. Hilbert C∗-Modules
We now seek to generalize the previous section by following the standard philosophy of
noncommutative geometry [22]: We rephrase statements about X in terms of its C∗-
algebra of functions C(X), as in the Gelfand theorem. Next we contemplate the analogous
statements obtained by replacing C(X) by a general (possibly noncommutative) C∗-algebra
A. In the discussion that follows we will often motivate statements and constructions by
returning to the case A = C(X). We call this the “commutative case” for brevity.
Next, following standard noncommutative geometry, we replace H by its space of
sections Γ(H) and then replace this by a right (finitely generated and projective) A-module
E . 2 The extra structure of a Hilbert space is generalized to the statement that E is a
Hilbert C∗-module over A, a notion we will define presently.
To motivate the definition of a Hilbert C∗-module note that in the commutative case
a continuous section Ψ : x 7→ ψx ∈ Hx of H gives a continuous function
x 7→ 〈ψx, ψx〉 (3.1)
and hence there is a nondegenerate sesquilinear product on Γ(H) valued in the C∗-algebra
C(X):
〈Ψ,Ψ〉 ∈ C(X). (3.2)
2A right A-module is a vector space E with a right-action E × A → E denoted (Ψ, a) → Ψ · a that is
compatible with the linear structures on E and A. A projective A module is a direct summand of A⊕n for
some n. Put differently, it is a module of the form P · A⊕n where P is an n × n projection operator in
Mn(A).
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This motivates the definition [66, 75]. (For a sampling of literature see [22, 53, 54, 58, 73,
88]. 3)
Definition A Hilbert C∗-module over a C∗-algebra A is a right A-module, denoted E , with
a nondegenerate positive A-valued inner product. That is:
a.) For all vectors Ψ1,Ψ2 ∈ E we have
〈Ψ1,Ψ2〉 ∈ A (3.3)
It is C-antilinear in the first and C-linear in the second argument.
b.) The inner-product is compatible with the ∗-structure
〈Ψ1,Ψ2〉∗ = 〈Ψ2,Ψ1〉 (3.4)
as well as with the A-module structure:
〈Ψ1,Ψ2a〉 = 〈Ψ1,Ψ2〉a (3.5)
c.) For all Ψ ∈ E ,
〈Ψ,Ψ〉 ∈ A+ (3.6)
is a positive element in A. Moreover it vanishes iff Ψ = 0.
d.) E is a complete normed vector space (that is, a Banach space) with respect to the
norm
‖ Ψ ‖:=
√
‖ 〈Ψ,Ψ〉 ‖A (3.7)
(where ‖ · ‖A is the norm on A).
Remarks:
1. Note that it easily follows from (3.4) and (3.5) that 〈Ψ1a,Ψ2〉 = a∗〈Ψ1,Ψ2〉.
2. We stress that while E is a Banach space it need not be a Hilbert space. The norm
on E need not satisfy the parallelogram law and there are indeed examples of Hilbert
modules that are not Hilbert spaces in any natural way. For example, any C∗ algebra
A is a C∗-module over itself with 〈a1, a2〉 := a∗1a2. Of course, there are also examples
of Hilbert modules that naturally admit a Hilbert space structure, and we will see
many examples below
3. One aspect of Hilbert space theory that does not generalize is that if T : E → E is a
bounded linear operator it does not immediately follow that there is an adjoint. Let
us define adjointable operators to be those C-linear transformations T : E → E such
that there exists T ∗ : E → E such that for all Ψ1,Ψ2
〈T ∗Ψ1,Ψ2〉 = 〈Ψ1, TΨ2〉 (3.8)
3In thinking about this project we have found the expository notes by Landsman [54] to be especially
clear, relevant, and helpful. See also [55].
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A simple argument shows that such adjointable operators are “A-module maps,”
meaning:
T (Ψa) = T (Ψ)a (3.9)
for all Ψ ∈ E and a ∈ A. The necessary condition (3.9) cuts down the set of linear
maps on E substantially, and in particular, not all linear operators in End(E) are ad-
jointable. One can show that the set of all adjointable operators, denoted C∗(E ,A), is
itself a C∗-algebra (using the operator norm) acting on E from the left. A particularly
important set of adjointable operators are the operators TΨ1,Ψ2 defined by
TΨ1,Ψ2(Ψ3) := Ψ1〈Ψ2,Ψ3〉 (3.10)
The operators TΨ1,Ψ2 are analogs of finite-rank operators and generate a norm-closed
subalgebra of C∗(E ,A) denoted C∗0 (E ,A) that, in some sense, play the role of compact
operators in Hilbert space theory.
4. A second aspect of Hilbert space theory that does not generalize is orthogonal de-
composition with respect to closed subspaces. If W ⊂ E is a closed subspace one can
define the orthogonal complement:
W⊥ := {Ψ|〈Ψ,Ψ′〉 = 0 ∀Ψ′ ∈ W}. (3.11)
However, it is not necessarily true that E = W ⊕ W⊥. As a simple example, we
again take E = A to be a Hilbert module over itself with A-valued inner product
〈a1, a2〉 = a∗1a2. Now let A = C(X) = E for some topological space X and let Y ⊂ X
be a closed subspace whose complement is dense. Now take W to be the submodule
of E defined by functions that vanish on Y . This is a closed submodule: The limit
of continuous functions that vanish on Y will vanish on Y . On the other hand, any
function in W⊥ would have to vanish on an dense subset of X and would therefore
have to vanish. Therefore W⊥ = {0}, so (W⊥)⊥ = E .
5. It would be interesting to see if there are any physical implications of the technicality
discussed in the previous remark. For example, it follows that the lattice of subspaces
of a Hilbert module is not an orthocomplemented lattice so that the “quantum logic”
of [13, 57] does not apply. However, it follows from Lemma 15.3.4 of [88] that the set
of “complementable subspaces” of a Hilbert module is an orthocomplemented lattice.
A subspace W is “complementable” if E =W ⊕W⊥. Equivalently, if it is the range
of an adjointable projection operator P ∈ C∗(E ,A). It would be interesting to find a
generalization of Gleasons’ theorem [38] in this context. 4
4Already the first step of Gleason’s argument does not generalize to the Hilbert module case. He reduces
the probability function to a function on one-dimensional subspaces using additivity under orthogonal sum.
But even for Mn(C), considered as a Hilbert module over itself, there is no vector space basis of orthogonal
elements.
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4. Observables And States
We will now define observables and states for QMNA. For simplicity we henceforth assume
the C∗ algebra A to be unital.
The set of (bounded) observables O is straightfoward to generalize: We simply take
the set of observables to be the set O(E ,A) of self-adjoint elements in B0 := C∗0 (E ,A). We
also denote this as OQMNA when E ,A are understood. (The restriction to the subalgebra
C∗0 (E ,A) is an annoying technicality required by the desire to use Morita equivalence in
the formulation of the Born rule in section 5.)
Generalizing the set of states S in a satisfactory manner is more involved. Some
motivation is provided by recalling the standard definition of a state in the sense of C∗-
algebra theory.
Recall first that an element a ∈ A is positive if it can be expressed in the form a = b∗b
for some b ∈ A. Denote the set of positive elements in A by A+. It is a closed convex cone.
A C-linear map ϕ : B → A between C∗ algebras is said to be positive if ϕ takes positive
elements of B to positive elements of A: ϕ : B+ → A+. If B and A have a unit a map is
unital if ϕ(1B) = 1A. Then we have
Definition: A state on a C∗-algebra A is a positive unital map ω : A → C. (If A is not
unital then we take a positive map of norm one. )
Because the word “state” carries several meanings in this paper we will refer to a
“state” in the sense of C∗-algebra theory as a “C∗-state.” We will denote the set of C∗-
states on A as S(A). It is a convex compact subset of the continuous dual A∨ in the w∗
topology. Two standard examples of C∗-states will play an important role in our story:
Example 1: If A = B0(H) is the C∗-algebra of compact operators on a Hilbert space then
the most general C∗-state on that algebra is indeed of the form
ω(a) = TrHρa (4.1)
for some traceclass positive operator ρ of trace one. 5 Thus the C∗-algebra notion of
“state” coincides with the standard use of the term “state” in quantum mechanics.
Example 2: If A is commutative, so that A = C(X) is the C∗-algebra of complex-valued
functions on a Hausdorff topological space X, then the Riesz-Markov theorem says that
the most general state is of the form
ω(f) =
∫
X
f(x)dµx (4.2)
5If we replace “compact operators” by “bounded operators” this is no longer true when the Hilbert
space H is infinite-dimensional. See the remark at the beginning of section 2.13 of [54]. The states we are
describing are known as “normal states.” See [44], Theorem 7.1.12.
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for some positive measure dµx on X of total weight one. Thus, a C
∗-state on C(X) is
the same thing as a classical probability distribution on X. We will denote the C∗-algebra
state on C(X) corresponding to the measure µ by ωµ.
A natural generalization of the C∗-algebra notion of a state makes use of the notion
of a completely positive (CP) map. 6 A CP map ϕ : B → A has the property that for all
positive n × n matrices b∗kibkj ∈ Mn(B) (with sum on k understood) and vectors ai ∈ A
we have ∑
i,j
a∗iϕ(b
∗
kibkj)aj ≥ 0. (4.3)
If a CP map is unital, so ϕ(1B) = 1A we say it is a CPU map.
Definition: Let B = C∗(E ,A) be the C∗-algebra of adjointable operators on a Hilbert
C∗-module E over a unital C∗-algebra A. A QMNA state for (E ,A) is a CPU map
ϕ : B→ A. (4.4)
We will denote the space of QMNA states by S(E ,A) where it is understood that E is a
Morita equivalence bimodule 7 for B0 = C
∗
0 (E ,A) and A. We sometimes write SQMNA
when E and A are understood.
Remarks
1. Physical examples make it clear that the definition of a C∗-state should be extended
to a map A→ C which is either C-linear or C-anti-linear, although the latter case is
usually not discussed in texts on functional analysis. We will henceforth take ω to
be linear or anti-linear (it must still be positive and unital). On the other hand, in
the definition of a QMNA state we must take the map ϕ to be C-linear because of
complete positivity. For example, the map of complex conjugation K : Matn(C) →
Matn(C) is easily seen to be positive but not completely positive (at least if we use
tensor product over the complex numbers).
2. When either A or B is abelian every positive map ϕ : B→ A is completely positive.
In particular, if A = C so we have a Hilbert space over a single commutative point
then, if ϕ is a normal state, ϕ(b) = TrH(ρb) where ρ is a density matrix, so the
definition reduces to the standard definition of a state when X is a single point - as
it must.
6CP maps are discussed in many textbooks on quantum information theory. See also [67].
7Here by “Morita equivalence” we mean “strong Morita equivalence” in the sense of C∗ algebra theory,
rather than algebraic Morita equivalence defined by the equivalence of the category of modules. Rieffel’s
theorem shows that strong Morita equivalence implies algebraic Morita equivalence. For more discussion
see [54].
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3. In the commutative case A = C(X), given a Hilbert bundle pi : H → X the ad-
jointable operators B are continuous families of operators on the fibers. So b ∈ B is
a continuous section x 7→ bx with bx ∈ B(Hx). If we are given a continuous family of
density matrices ρx we can define a QMNA state ϕ by declaring ϕ(b) ∈ C(X) to be
the function whose values are given by
ϕ(b)(x) = TrHx(ρxbx). (4.5)
This is part of the motivation for our definition: It is awkward to try to generalize
separately the section x 7→ ρx and the traces τx(· · · ) = TrHx(· · · ), and it is much
nicer to combine them into a single map ϕ as in (4.5).
4. However, it must be noted that when A = C(X), states of the form (4.5) are not the
only QMNA states. Indeed, if dµ ∈M(X) and ρx,x′ is any family of positive traceclass
operators (of trace = 1 ) on Hx′ depending continuously on (x, x′) ∈ X ×X then
ϕ(b)(x) :=
∫
X
TrHx′ (ρx,x′bx′)dµ(x
′) (4.6)
is a completely positive unital map B→ C(X). We expect that there is a notion of a
“normal QMNA state” that parallels “normal C∗-algebra state.” Roughly speaking
it should be fiberwise-normal. We expect that (4.6) is the most general such state.
5. In the commutative case a pure state can be associated to a nowhere vanishing section.
Then 〈Ψ,Ψ〉 is an invertible function on X. Therefore, in the general case we would
like to associate a QMNA state to those Ψ ∈ E such that 〈Ψ,Ψ〉−1 exists. One way
to do this is the following: We know that 〈Ψ,Ψ〉 is nonnegative so if it is invertible
then we can form 〈Ψ,Ψ〉−1/2. Now we define, for b ∈ B:
ϕ(b) := 〈Ψ,Ψ〉−1/2〈Ψ, bΨ〉〈Ψ,Ψ〉−1/2 = 〈Ψ¯, bΨ¯〉 (4.7)
where Ψ¯ := Ψ〈Ψ,Ψ〉−1/2 has norm one: 〈Ψ¯, Ψ¯〉 = 1A. This is completely positive and
unital. 8 We call these vector QMNA states. Note that in the commutative case it
reduces to
ϕ(b)(x) = 〈ψx, ψx〉−1〈ψx, bxψx〉 = TrHxbx
|ψx〉〈ψx|
〈ψx, ψx〉 (4.8)
and this helps to justify the terminology.
6. A generalization of (4.7) is
ϕ(b) =
∑
α
〈Ψα, bΨα〉 (4.9)
where {Ψα} is a set of vectors in E such that ϕ(b) is a convergent sum and in particular∑
α〈Ψα,Ψα〉A = 1A. As we will soon see, in the finite-dimensional case this is nothing
but the Kraus form of a CPU map.
8There is an associated self-adjoint projector on E defined by PΨ¯(Φ) := Ψ¯〈Ψ¯,Φ〉. It has the peculiar
property that the image of the projector is in general not the line in E through Ψ¯.
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7. Purification: In ordinary quantum mechanics a standard maneuver allows one to
replace a density matrix by a pure state on a different Hilbert space. A perfect
analog exists in the Hilbert C∗-module case, thanks to a theorem of Kasparov [46].
For each CPU map ϕ : B → A Kasparov constructs a Hilbert module EKasp for A,
with B ⊂ C∗(EKasp,A), and a vector Ψ¯ ∈ EKasp with 〈Ψ¯, Ψ¯〉 = 1 so that ϕ becomes
a vector state (4.7). The construction of EKasp is reviewed in appendix A.
8. The space of CPU maps. In QM the space of states is a compact convex space in
the w∗-topology. One can similarly define a w∗-topology on S(E ,A) as the weakest
topology such that for all b ∈ B the evaluation maps ϕ 7→ ϕ(b) ∈ A are continuous.
Then ϕn → ϕ iff for all b ∈ B we have ϕn(b) → ϕ(b) in A. It is clear that S(E ,A)
is closed and convex in this topology. If A is finite-dimensional then one can imitate
the proof of the Banach-Alaoglu theorem to show that the set of completely positive
unital maps B → A is compact. However, an application of the Riesz lemma shows
that the unit ball in a normed linear space is compact iff that linear space is finite-
dimensional so there is no reason to expect the space of CPU maps B→ A to be w∗
compact when A is infinite-dimensional. Indeed, one can produce a counterexample
to compactness using the Morita equivalence module between A1/θ and Aθ described
in section 9. (See section 9 for the notation.) One can show that the sequence of
CPU maps determined by the vector states based on fn(t) = e
−rnt2 with rn → 0 has
the property that for no subsequence will ϕn(V˜ ) converge. It follows that S(E ,A)
is convex, and w∗-closed, but not w∗-compact. This is a significant difference from
standard quantum mechanics.
9. Extremal States. Since S(E ,A) is a closed convex space we can ask about the extremal
states. In [8] it is shown that the extremal states are those for which the minimal
Kasparov module EKasp is an “irreducible” module for B. A module is minimal if
pi(B)E is dense in E and irreducible when any element T ∈ C∗(E ,A) commuting with
pi(B) is a multiple of the identity. It would be very nice to clarify the relation of
between extremal states and vector states in the general case. (In standard QM they
are the same.) In the finite-dimensional case it is easy to show that the extremal states
indeed correspond to the vector states: The minimal module is just Hom(H1,H2),
corresponding to a single nonvanishing Kraus operator and hence are just given by
the isometries E : H1 → H2 modulo overall scaling by a phase. This is the k = 1
space U(1)\U(d2)/U(d2 − d1) in the filtration (A.19)-(A.20). (The U(1) is central
and can be brought to the right.) It generalizes the identification of the space of pure
states with projective space.
10. Morita equivalence is a reflexive relation so one can in principle exchange the base and
fiber in our set up. Indeed given a bimodule E we can define a B0-valued sesquilinear
form 〈·, ·〉B (linear in the first, and anti-linear in the second argument) such that the
crucial identity
〈Ψ1,Ψ2〉BΨ3 = Ψ1〈Ψ2,Ψ3〉A (4.10)
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is satisfied. Conversely, given E and sesquilinear forms such that (4.10) holds we have
a Morita equivalence between A and B0. (See, for example, [54], Proposition 3.4.4.)
11. An important attribute of a state ρ in QM is the von Neumann entropy S(ρ) :=
−Tr(ρlogρ). It is natural to ask what the generalization is to a QMNA state. A
natural guess, at least in the finite-dimensional case, is that it is either the channel
capacity, or the Holevo chi, discussed in [42, 49, 64, 65, 70, 71, 94], of the corre-
sponding quantum channel, but these quantities are not additive under tensor prod-
uct [41, 56, 71, 94]. A more promising possibility appears to be squashed entropy
[20, 82]. 9 However an investigation of whether this proposal is interesting or useful
is outside the scope of this paper.
5. The Born Rule For QMNA
We now generalize the Born rule to the case of QMNA. It might be worth pausing and
reflecting on why this is not completely straightforward. First of all, if we mindlessly
replace a vector ψ in Hilbert space by a vector Ψ ∈ E then the value of an expression
such as (2.6) would be valued in A. One would need to assume the existence of a suitable
trace (which might or might not exist) to obtain a nonnegative real number. Moreover,
the expression would not obviously be invariant under unitary change of basis of the ψaλ.
Finally, there is no spectral theorem for abstract C∗-algebras - a point we will return to
below.
In order to overcome the difficulties we have just enumerated we will try to generalize
the Born rule (2.8) from the example of continuous families of quantum systems. The main
difficulty we must face is that equation (2.8) makes explicit reference to points x ∈ X. To
motivate the pointless generalization we seek, let us note that the Born rule for continuous
families in the commutative case gives a map
S ×O ×M(X)→M(R) (5.1)
where M(X) is the set of positive unit volume measures on X:
BR(ρ, T, µ)(m) =
∫
X
TrHx(ρxPTx(m))dµx (5.2)
This is the same information as (2.8) because we can recover the map (2.8) by taking Dirac
measures localized at points.
Now we recall the second example of C∗-states from section 4 (the Riesz-Markov the-
orem). This identifies M(X) with the set of C∗-algebra states on C(X), so that we can
interpret the Born rule for the commutative case as a mapping
S ×O × S(C(X))→M(R) (5.3)
where S is the space of continuous families of density matrices, while S(C(X)) is the set
of C∗-algebra states on the C∗-algebra C(X):
BR(ρ, T, ω) := BR(ρ, T, µω). (5.4)
9I thank A. Kitaev for bringing these papers to my attention.
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If we view the Born rule in the commutative case as a map (5.3) then the generalization
to the noncommutative case is immediate. The Born rule should be a mapping
SQMNA ×OQMNA × S(A)→M(R) (5.5)
From this viewpoint there is a very natural formula for the Born rule:
BR(ϕ, T, ω)(m) = ω ◦ ϕ(PT (m)) (5.6)
(Of course, there should be a corresponding version for expectation values such that
BR(ϕ, T, ω)(m) = EV(ϕ, PT (m), ω). )
For example, for the general commutative family pi : H → X for a commutative space
X, the expectation value we would associate to a section x 7→ T (x) of Γ(End(H)) in the
general QMNA state of the type (4.6) is
EV(T, ϕ, ω) =
∫
X
dµω(x)
∫
X
dµϕ(y)TrHyρx,yT (y). (5.7)
If we want to define the Born rule in full generality then the formula (5.6) has a technical
difficulty: When T has a finite spectrum equation (5.6) makes perfectly good sense because
then PT (m) is just a polynomial in T , and hence an element of the C
∗ algebra B. However,
in general there is no spectral theorem for general C∗-algebras. Technically the problem
is that for a self-adjoint element b ∈ B we can define f(b) for any continuous function f
of a single variable, but to define a projection-valued measure we need to use functions f
such as Heaviside step functions (or more generally characteristic functions of a measurable
subset of R) and in general f(b) /∈ B for such functions. In order to define the value of
BR(T, ϕ, ω) on Borel subsets m ⊂ R we need some kind of projection-valued measure.
The data ω solves this problem rather nicely, at least when it is subject to a “factorization
condition” described near equation (5.9) below. Our construction of the Born rule given
the factorization condition on ω is the following:
Via the GNS construction we have a representation of piω : A→ B(Hω) as an algebra
of bounded operators on a Hilbert space. Now, it follows rather trivially given the GNS
construction that we have the diagram:
A
piω //
ω
""
B(Hω)
〈Ωω , · Ωω〉

C
(5.8)
where Ωω is the cyclic vector generating the GNS space Hω. (Here and below all diagrams
are commutative.)
But now E serves as a Morita equivalence bimodule between A and B0 and by the
Rieffel imprimitivity theorem there is an induced representation piω,E : B0 → B(Hω,E).
Now, given an observable T we can consider the image piω,E(T ) ∈ B(Hω,E). If T is self-
adjoint then the image will be self-adjoint and there will be a PVM Ppiω,E(T ) acting on
Hω,E .
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Next, we need to assume that piω ◦ ϕ : B0 → B(Hω) factors through the map piω,E so
that we can define ϕω,E such that:
B0
piω,E//
ϕ
$$
piω,E(B0)
ϕω,E
%%
A piω
// B(Hω)
(5.9)
We will call the existence of ϕω,E making this diagram commute the “factorization condi-
tion.” A sufficient criterion for it to hold is that
kerpiω,E ⊂ ker(piω ◦ ϕ) (5.10)
Since there are plenty of states ω so that piω,E is faithful this does not appear to be an
extremely restrictive condition.
Now the map
ϕω,E : piω,E(B0)→ piω(A) (5.11)
is defined on a ∗-invariant norm-closed subspace of B(Hω,E) containing the unit. The map
is completely positive and hence by [4] it has a completely positive extension to a bounded
linear map
ϕ̂ω,E : B(Hω,E)→ B(Hω) (5.12)
Thus we have the diagram:
B0
piω,E//
ϕ
$$
piω,E(B0) 
 //
ϕω,E &&
B(Hω,E)
ϕ̂ω,E

A piω
//
ω
&&
B(Hω)
(Ωω , · Ωω)

C
(5.13)
The existence of the extension ϕ̂ω,E ultimately relies on the Hahn-Banach theorem so
we have no right to expect it to be unique. However, since it is bounded it is continuous in
the norm topology, and hence in the weak topology and hence the extension to the weak
closure piω,E(B0)
wk
is unique. This unique extension can be applied to the PVM Ppiω,E(T ).
Thus we can finally set:
BR(ϕ, T, ω)(m) :=
〈
Ωω, ϕ̂
ω,E
(
Ppiω,E(T )(m)
)
Ωω
〉
. (5.14)
Equation (5.14) is our central definition. Let us verify that it really is a probability
distribution: The real numbersBR(ϕ, T, ω)(m) are nonnegative, by positivity of the various
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maps involved. If {mi} is a countable disjoint union then we can write:
BR(ϕ, T, ω)(qimi) =
〈
Ωω, ϕ̂
ω,E
(
lim
n→∞
n∑
i=1
Ppiω,E(T )(mi)
)
Ωω
〉
= lim
n→∞
n∑
i=1
〈
Ωω, ϕ̂
ω,E
(
Ppiω,E(T )(mi)
)
Ωω
〉
= lim
n→∞
n∑
i=1
BR(ϕ, T, ω)(mi)
(5.15)
because the limit limn→∞
∑n
i=1 Ppiω,E(T )(mi) converges in the strong topology, and since
ϕ̂ω,E is a bounded operator it is continuous in the norm topology and hence certainly
continuous in the strong topology. The same can be said for the state ω. That justifies the
passage of the limits in the above equations. Finally, for m = R we have Ppiω,E(T )(R) = 1
and since ϕ is unital so is ϕ̂ω,E and since ω is a C∗-algebra state we have BR(ϕ, T, ω)(R) = 1.
Remark: Actually, the above discussion could be carried out without making any reference
to GNS representations, and moreover, it is more naturally formulated in terms of W ∗
algebras. A W ∗ algebra is a C∗ algebra that is also the dual of a Banach space. ∗-
representations in bounded operators on a Hilbert space are von Neumann algebras, but
there can be more than one representation of an abstract W ∗ algebra. Nevertheless, there
is an abstract spectral theorem for W ∗ algebras [32]. Now, there is a functor F from the
category of C∗-algebras and CP maps to the category of W ∗ algebras and CP maps given
by taking the double dual: F(A) := A∨∨. Given the abstract spectral theorem for W ∗
algebras we can define
BR(ϕ, T, ω)(m) := F(ω ◦ ϕ)(Pι(T )(m)) (5.16)
where ι : A→ A∨∨. I thank Tom Mainiero for this important remark.
6. The Case When A Is Finite Dimensional
As a first example, suppose that A is a finite-dimensional C∗-algebra. It is then isomorphic
to a finite direct sum of matrix algebras. Heuristically, the noncommutative space is a
finite union of “fuzzy points.” 10
We begin with the case where A = Mn(C) for some positive integer n and take the C∗
module to be E ∼= Matm×n(C), for some positive integer m (which, we trust, will not be
mistaken for a measurable subset of R). It is obviously a left-module for B = Matm(C) and
a right-module for Matn(C) and in terms of m× n matrices we have the inner products
〈Ψ1,Ψ2〉A := Ψ∗1Ψ2 ∈ A (6.1)
10There are no characters χ : Mn(C) → C, so in this sense there is no point at all to Mn(C). On the
other hand, given a noncommutative algebra A one can still consider the spectrum of the center Z(A) and
interpret A as a sheaf over the spectrum of Z(A). In this sense Mn(C) corresponds to a noncommutative
“thickening” of a point. We sometimes refer to algebras Mn(C) as “fuzzy points.”
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〈Ψ1,Ψ2〉B := Ψ1Ψ∗2 ∈ B (6.2)
which satisfy (4.10).
A famous result of Choi and Kraus (it is just a corollary of the Stinespring theorem,
see appendix A) states that the most general unital completely positive map ϕ : B→ A is
of the form [19, 52]
ϕ(b) =
∑
α
E∗αbEα (6.3)
where Eα : Cn → Cm and the restriction that ϕ is unital implies
∑
αE
∗
αEα = 1.
Now let T ∈ B be a self-adjoint operator T = ∑λ λPλ, where the sum runs over the
distinct eigenvalues of T and Pλ is the orthogonal projection operator onto the subspace
of Cm of eigenvalue λ.
Let us work out the probability density on R associated to this data. We must first
compute Hω. The general C∗-state ω is of the form
ω(a) = TrρAa (6.4)
where ρA is a density matrix on Cn. Then, if the (not necessarily distinct) nonzero eigen-
values of ρA are pi, i = 1, . . . , s ≤ n we have
Hω ∼= ⊕si=1Cn (6.5)
but with the Hilbert space inner product
〈⊕iz(i)1 ,⊕jz(j)2 〉 =
s∑
i=1
pi〈z(i)1 , z(i)2 〉standard (6.6)
The Morita equivalence bimodule E gives the dual representation:
Hω ∼= ⊕si=1Cm (6.7)
again with the inner product weighted as above. The Morita dual representation of B is
piω(b) = b ⊕ · · · ⊕ b. It is now straightforward to work through the definitions and show
that
BR(ϕ, T, ω)(m) =
∑
λ∈m
∑
α
TrCnρA(E
∗
αPλEα). (6.8)
We remark that in the general case when A ∼= ⊕Mni(C) we simply have a direct
sum of the above construction. Moreover, many of these considerations can probably be
generalized to Hilbert modules over a special class of C∗ algebras known as H∗-algebras
[3] in which A can be given a Hilbert space structure. (For such algebras there is a general
spectral theorem [79].)
– 17 –
6.1 The Truth About Alice And Bob
In the discussion above we can identify E with a tensor product of finite dimensional Hilbert
spaces E ∼= HB ⊗H∨A where HB ∼= Cm and HA ∼= Cn. Then, comparison of equation (6.3)
above with, for example, equation (3.49) in Chapter 3 of [70] reveals that the QMNA state
is nothing but the dual of a quantum channel. Using cyclicity of the trace we can write
instead:
BR(ϕ, T, ω)(m) =
∑
λ∈m
TrHB (C(ρA)Pλ). (6.9)
This is the formula for the probability of measuring an operator in B, that is, an operator
on HB after a “quantum channel”
C(ρA) =
∑
α
EαρAE
∗
α (6.10)
has been applied to a state ρA in HA. So we can rephrase the Born rule in the language of
quantum information theory and we have the following dictionary: 11
QMNA Standard QM
Hilbert module E Hilbert space of the full system HB ⊗HA
“Algebra of functions of Algebra of operators
(noncommutative) control parameters” A on HA
Observable T ∈ C∗(E ,A) Self-adjoint operator T ∈ End(HB)
Measure on the “base” ω QM state ρA on HA
QMNA state ϕ : B→ A Dual quantum channel C∗
Born rule BR(ϕ, T, ω) Measurement by Bob of T
in the state C(ρA) prepared by Alice
and sent to Bob via quantum channel C.
6.2 Relation To Standard QM
In the previous section we interpreted finite-dimensional QMNA in terms of standard for-
mulae from quantum information theory using quantum mechanics of open systems. Since
quantum mechanics of open systems can always be reinterpreted in terms of quantum me-
chanics of closed systems we should therefore be able the interpret the Born rule for QMNA
in terms of a standard Born rule for QM. This is indeed the case.
11We stress that this dictionary only applies to finite-dimensional situations.
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For the following construction it is convenient to introduce bases {|ψn〉} for HB and
{|χa〉} for HA. Then every completely positive map ϕ can be written as
ϕ(b) = TrHBρϕ(b⊗ 1) (6.11)
for a suitable density matrix ρϕ in End(HB ⊗ HA). To prove this decompose the Kraus
operators as
Eα =
∑
n,a
(Eα)na|ψn〉〈χa| (6.12)
where ϕ(b) =
∑
αE
∗
αbEα and since it is unital
∑
αE
∗
αEα = 1HA . Then one easily checks
that
ρϕ =
∑
a,b,n,m
(∑
α
(Eα)mb(Eα)
∗
na
)
|χa〉|ψm〉〈ψn|〈χb| (6.13)
satisfies (6.11). Thus, the dual of a quantum channel can be interpreted as a standard QM
state on the product of input and output Hilbert spaces. 12 Note that due to the unital
constraint the density matrix ρϕ satisfies the special condition:
TrHBρϕ = 1HA (6.14)
Now, in the QMNA Born rule we compute:
ω ◦ ϕ(PT ) = TrHA⊗HBρϕ,ω(PT ⊗ 1) (6.15)
where we have defined a density matrix:
ρϕ,ω := (1⊗ ρ1/2A )ρϕ(1⊗ ρ1/2A ) (6.16)
Note this is clearly Hermitian and positive. To prove it has trace equal to one it is necessary
to use the condition (6.14).
Thus, the QMNA Born rule can always be expressed as a standard Born rule in finite
dimensions.
7. Is QMNA Really A Generalization Of Quantum Mechanics?
We are now in a position to discuss in what sense QMNA might be a generalization of
quantum mechanics. The basic datum in QMNA is a C∗ algebra A together with a Hilbert
module E . An “equivalence” to quantum mechanics would be a pair of one-to-one corre-
spondences:
S(E ,A)× S(A)↔ S(H) (7.1)
O(E ,A)↔ O(H) (7.2)
Such that if (ϕ, T, ω)↔ (H, ρ) then
BR(ϕ, T, ω) = BR(H, ρ) (7.3)
12In quantum information theory this is known as the “Choi-Jamiolkowski theorem,” or simply channel-
state duality. It can be generalized to the case whereHA is infinite dimensional butHB is finite dimensional.
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In the finite dimensional case we can indeed put a Hilbert space structure on E =
Matm×n(C) ∼= H := HB ⊗H∨A. We can then identify O(E ,A) with the operators on H of
the form TB ⊗ 1. Then given ϕ and ω we can produce the ordinary quantum mechanical
state given in (6.16) such that the Born rules are identified. In this case rather than a
generalization of quantum mechanics on H it is a specialization (with a geometrical point
of view): only operators commuting with Alice’s Hilbert space are allowed, and only density
matrices of the special form ρϕ,ω of equation (6.16) are allowed.
On the other hand, if we consider infinite-dimensional algebras then QMNA is indeed a
generalization of quantum mechanics. There is no natural way to associate a Hilbert space
to the data (E ,A). It is true that given the additional data needed to formulate a Born rule,
i.e. (ϕ, T, ω), we can in fact construct several Hilbert spaces. 13 First we can construct the
GNS Hilbert space representation Hω of ω. Second, we can use the Stinespring theorem to
construct a Hilbert space representation associated to the completely positive map piω ◦ϕ.
Third, we can use ω to construct a Hilbert space completion of E using the sesquilinear
form:
〈Ψ1,Ψ2〉 = ω(〈Ψ1,Ψ2〉A). (7.4)
Finally, we can use the imprimitivity theorem to construct the Hilbert space Hω,E . These
Hilbert spaces are all different. For example in the finite dimensional case they have
different dimensions. Both Hilbert spaces Hω and Hω,E were of course used in the very
definition of the Born rule (5.14). What is unusual here is that the relevant Hilbert spaces
depend on the QMNA state ϕ and/or on the “measure” ω on the base. Thus “the Hilbert
space depends on the state,” an assertion that might strike some readers as strange. Of
course, in the ordinary C∗ approach to quantum mechanics the GNS Hilbert space Hω
depends on the state ω, so to other readers this will not sound at all unusual. 14
It is interesting to compare with quantum information theory [42, 49, 64, 65, 70, 71, 94].
In this case a quantum channel (or, dually, a completely positive unital map) can be
represented as unitary evolution on a larger Hilbert space. (This is just a corollary of the
Stinespring theorem.) In quantum information theory this maneuver is known as “going to
the Church of the larger Hilbert space” [72]. From the viewpoint of quantum information
theory the “Church Hilbert space” depends only on the channel, but not the state. In our
construction, the Church depends on the State - something that is best avoided.
Finally, we note that some interesting no-go theorems have been proven blocking var-
ious generalizations of quantum mechanics. It is not our purpose to review the various
generalizations of quantum mechanics which have been proposed. Some notable discus-
sions include [1, 61, 69, 85, 89, 90]. One interesting no-go theorem is proven by Kapustin
[45]. He gives an axiomatic description of quantum systems emphasizing the role of symme-
try and how it behaves under composition of quantum systems and concludes that classical
mechanics and standard quantum mechanics are the only possible realizations of his axioms.
13See appendix A for some more details about the constructions mentioned in the next few lines.
14By the “C∗ approach to quantum mechanics” we mean that one begins with a C*algebra A, identifies
the observables as the self adjoining elements of A, the physical states with the C*states of A, and the Born
rule is then BR(ω, T )(m) = ω(Ppiω(T )(m)) where the projection valued measure acts on the GNS Hilbert
space for ω. See [14, 36] for readable accounts.
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To put an important special case of our discussion in the framework of [45] we could con-
sider the groupoid of Hilbert bundles over symplectic manifolds where the morphisms are
bundle morphisms preserving the Hermitian structure and covering symplectomorphisms.
The QMNA generalization would be the groupoid of pairs (E ,A) with morphisms given by
Banach space isomorphisms E → E ′ compatible with a C∗ isomorphism A → A′. Already
in the case with a commutative base there is no obvious tensor functor (such as demanded
in Kapustin’s Axiom 6) which satisfies his Axiom 7. Thus, our setup does not seem to fit
the axiomatic system of [45], although it is possible that this can be done by viewing the
present paper as a theory of “noncommutative superselection sectors.”
8. Ka¨hler Quantization Of Control Parameters: Recovering The Commu-
tative Case In A Semiclassical Limit
One very natural way to obtain “families of quantum systems over a noncommutative
manifold” is to consider the case of a Hilbert bundle over a commutative manifold X and
then quantize the algebra of functions on X. When X is compact and the fibers of the
Hilbert bundle are finite dimensional we are just discussing a special case of the finite-
dimensional systems examined in section 6 but even in this case the added geometrical
structure provides insight. For example, one can take a semiclassical limit, allowing an
interesting comparison of the case of noncommutative and commutative base manifolds.
In principle we would like to take X to be any symplectic manifold. However there is
no known quantization procedure of C(X) in such generality. Therefore, for simplicity we
take X to be a compact Ka¨hler manifold with Ka¨hler form ω together with an Hermitian
very ample line bundle L → X such that the curvature of the natural connection on L
coincides with the Ka¨hler form. This allows for a quantization of C(X) known as Berezin-
Toeplitz quantization. (See, for example, [80] and references therein for a description of
Berezin-Toeplitz quantization. 15 ) One advantage of this formalism is that there is a
natural set of “coherent states” parametrized by points x ∈ X, which one may think of as
approximations to localizing the system to a particular control parameter. In addition we
assume that the Hilbert bundle is in fact an Hermitian holomorphic vector bundle. In this
section we will denote it by pi : E → X rather than by the symbol H used elsewhere.
The question we will answer here is just this: Given a continuous family of observables
t ∈ Γ(End(E)) given by x 7→ tx and a continuous family x 7→ ρx of density matrices on
Ex in the commutative case, produce naturally associated QMNA data (E ,A, T̂ ∈ B, ϕ ∈
S(E ,A)) such that we recover the commutative Born rule in a semiclassical limit. We will
not attempt to make precise “naturally associated” so the construction below is a little bit
artistic.
8.1 Quantization of X
To define the family of QMNA systems we recall that in geometric quantization we begin
15Analogous notions exist for a broader class of manifolds - compact almost Ka¨hler manifoldss and Spinc
manifolds [50], but we will restrict attention to compact polarized Ka¨hler manifolds for simplicity.
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with the Hilbert space
Hκ := ker[∂¯ : Ω0,0(L⊗κ)→ Ω0,1(L⊗κ)]. (8.1)
Here κ is a positive integer playing the role of 1/~, while Ωp,q(L⊗κ) is the inner-product
space of globally defined C∞ sections L⊗κ with values in (p, q)-forms on X. We regard Hκ
as a subspace of a the Hilbert space completion of Ω0,0(L⊗κ). Then we set
Aκ := B(Hκ). (8.2)
When X is compact Aκ is isomorphic to a full matrix algebra MatNκ(C) with
Nκ =
∫
X
eκc1(L)Td(T (0,1)∗X). (8.3)
The Berezin-Toeplitz quantization of the algebra C(X) is f 7→ Q(κ)(f) where
Q(κ)(f) := Π ◦Mf ◦ ι. (8.4)
Here ι : Hκ ↪→ Ω0,0(L⊗κ) is inclusion, Mf is the multiplication operator on the Hilbert
space Ω0,0(L⊗κ) and Π is the orthogonal projection onto the closed subspace Hκ. We can
regard Q(κ) as a linear map
Q(κ) : C(X)→ B(Hκ). (8.5)
It can be regarded as a quantization map because while Q(κ)(f)Q(κ)(g) 6= Q(κ)(fg), it is
true that (See [80], Theorem 3.3):
‖ [Q(κ)(f), Q(κ)(g)]− 1
iκ
Q(κ)({f, g}) ‖= O(κ−2) (8.6)
for κ→∞. While Q(κ) is in general not a morphism of algebras it is unital: Q(κ)(1) = 1.
Conversely there is a map, known as the symbol map
σ(κ) : B(Hκ)→ C(X). (8.7)
To define it let {sa}, a = 1, . . . , Nκ be an orthonormal basis for Hκ, and T̂ ∈ B(Hκ) with
matrix elements T̂ sa = T̂basb. Then σ
(κ)(T̂ ) is the function on X whose value at x is 16
σ(κ)(T̂ )(x) :=
∑
a,b sa(x)
∗T̂basb(x)∑
c s
∗
c(x)sc(x)
. (8.8)
Here sa(x) ∈ L⊗κ|x is the evaluation of the section sa at x. Both numerator and denomi-
nator are valued in L⊗κ|x⊗L⊗κ|∗x so the ratio is canonically a function. The composition
B(κ) := σ(κ) ◦Q(κ) : C(X)→ C(X) (8.9)
16Summation of repeated indices is assumed throughout, but in some formulae the summation sign is
written explicitly for added clarity.
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is known as the Berezin transform. It has the property that there is a semiclassical ex-
pansion for κ → ∞ so that B(κ)(f)(x) = f(x) + κ−1∆f(x) + O(κ−2), where ∆ is the
Laplacian.
A particularly interesting set of “measures” on Aκ are the coherent states. Intuitively,
these will approach δ-functions at points x ∈ X in the semiclassical limit κ → ∞. The
simplest (though not the most conceptual) way to define them is simply as rank one
projection operators in Aκ:
Px =
∑
a,b h(sa(x), sb(x)) sa ⊗ s∨b∑
b h(sb(x), sb(x))
(8.10)
where the dual s∨b is defined using the L
2 norm onHκ (so many people would write sa⊗s∨b =
|sa〉〈sb|) and again sa(x) ∈ L⊗κx is evaluation of the section at x and h is the hermitian
metric on L⊗κ|x. We denote the corresponding C∗-algebra state by ωκ,x : Aκ → C. It is
simply:
ωκ,x(A) = σ
(κ)(A)(x) (8.11)
Note that ωκ,x(Q
(κ)(f)) = B(κ)(f)(x).
8.2 Quantization Of Sections Of End(E) For A Bundle Of Hilbert Spaces
Although it is less-thoroughly discussed in the literature, there is a completely parallel set
of constructions for sections of a holomorphic hermitian vector bundle E → X. 17 Let
E(κ) := E ⊗ Lκ. Then Hκ(E) denotes the closed subspace of the Hilbert space of L2
sections of E(κ) consisting of the holomorphic sections. It is finite-dimensional, if X is
compact, with dimension
Nκ(E) =
∫
X
ch(E)eκc1(L)Td(X) = rκdvol (X) +O(κd−1) (8.12)
where vol (X) is the symplectic volume of X, d = dimC(X), and r is the rank of E.
We define two operations:
Q(κ) : Γ(End(E(κ)))→ End(Hκ(E)) (8.13)
σ(κ) : End(Hκ(E))→ Γ(End(E(κ))) (8.14)
where Γ(End(E(κ))) are the C∞ sections of E(κ) (suitably completed). We define Q(κ)(t)
exactly as in the function case: We act on a holomorphic section with the endomorphism
t and then project back to the subspace of holomorphic sections. In order to define the
symbol map it is again convenient to introduce some bases. Thus, let {sI} denote an ON
basis of Hκ(E) with I = 1, . . . , Nκ(E). Now, if T̂ ∈ End(Hκ(E)) we define:
σ(κ)(T̂ )(ψ(x)) := r
∑
J h(sJ(x), ψ(x))(T̂ (sJ))(x)∑
K h(sK(x), sK(x))
(8.15)
17Some relevant literature is [27][47][87], although these papers unfortunately do not have precisely the
results that we need here.
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where ψ(x) ∈ E(κ)x and h is the hermitian metric on E(κ)x.
If T̂ has matrix elements
T̂ (sI) = T̂JIsJ (8.16)
and we choose an ON basis {eα(x)} for the fiber (E ⊗ Lκ)|x (using the Hermitian metric
on Ex and Lx) then we can give a local expansion sI(x) = sα,I(x)eα(x) and σ
(κ)(T̂ )(x) has
matrix elements:
σ(κ)(T̂ )αβ(x) = r
∑
I,J sαI(x)T̂IJ(sβJ(x))
∗∑
γ,K(sγK(x))
∗sγK(x)
(8.17)
Note that the symbol map is in general not unital. Using section 5, theorem 1 of [87] one
shows that there is an asymptotic expansion in 1/κ:
σ(κ)(1)(x) ∼ 1− 1
κ
(
A1 − 1
r
Tr(A1)
)
+O(κ−2) (8.18)
where
A1(x) =
i
2pi
gi¯iFi¯i +
1
2
R1 ∈ End(E(κ)|x) (8.19)
Fi¯i are the components of the natural connection defined by the Hermitian metric, and R
is the scalar curvature.
We can define an analog of the Berezin transform by the composition σ(κ) ◦Q(κ):
B(κ) : Γ(End(E(κ)))→ Γ(End(E(κ))) (8.20)
In terms of local bases
σ(κ)(Q(κ)(t))αβ(x) =
r∑
ν,I(sνI(x))
∗sνI(x)
∫
X
Bαγ(x, y)tγδ(y)Bδβ(y, x)Ω(y) (8.21)
where the vector bundle analog of the Bergman kernel is
Bαβ(x, y) =
∑
I
sαI(x)(sβI(y))
∗ (8.22)
and Ω(y) is the symplectic volume form.
8.3 Choice Of Hilbert Module
Now we need to choose a Hilbert module Eκ for Aκ. Unfortunately, Aκ does not act
naturally on Hκ(E) and therefore we choose:
Eκf ,κb := Hκf (E)⊗H∨κb (8.23)
Given our choice of a product of spaces of sections there are two conceptually different ~’s
so we distinguish them by κb for quantizing C(X) and κf for quantizing Γ(End(E(κf )).
When X is compact both factors are finite-dimensional so this is just a special case of the
choice made in section 6, and Eκ serves as a Morita equivalence bimodule between Aκb and
Bκf = B(Hκf (E)). (8.24)
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8.4 Observable, State, Measure, And Born Rule
Now, if x 7→ tx and x 7→ ρx is a “commutative” continuous family of observables and
density matrices we would like to produce a “corresponding” observable and state for the
QMNA framework. There is an obvious choice for the observable, namely T̂ = Q(κf )(t)
and we will adopt it. The QMNA state must be a CPU map
ϕρ : Bκf → Aκb (8.25)
that, in some sense, approaches x 7→ ρx in the semiclassical limit. There are many choices
we could make and we will - somewhat arbitrarily - just make one and explore it. We will
take
ϕρ(Tˆ ) := Q
(κb)(FTˆ ) (8.26)
where FTˆ is the function whose value at x is:
FTˆ (x) =
TrE(κf )xρ(x)σ
(κf )(Tˆ )(x)
TrE(κf )xρ(x)σ
(κf )(1)(x)
. (8.27)
(The function in the denominator is required so that our map is unital. Note that for
sufficiently large κf it will be nonzero.)
Since we wish to compare the QMNA Born rule to the commutative case it is natural
to choose the coherent states on x as the measure on Aκb .
Putting all this together, if Tˆ is of the form Tˆ = Q(κf )(t) where t ∈ Γ(End(E) and we
also take a coherent state ωκb,x for our measure on the base then the QMNA expectation
value is:
EV(Tˆ , ϕ, ωκb,x) = B
(κb)(F )(x) (8.28)
where
F (x) =
TrE(κf )xρ(x)B
(κf )(t)(x)
TrE(κf )xρ(x)σ
(κf )(1)(x)
(8.29)
For the corresponding Born rule we have the somewhat more elaborate formula
BR(Tˆ , ϕ, ωκb,x)(m) = B
(κb)(Fρ,t,m)(x) (8.30)
with
Fρ,t,m(x) =
TrE(κf )xρ(x)σ
(κf )(PTˆ (m))(x)
TrE(κf )xρ(x)σ
(κf )(1)(x)
(8.31)
For X compact PTˆ (m) will be a polynomial in T̂ = Q
(κf )(t).
8.5 Example 1: A Spin-Half Particle Parametrized By A Sphere
Let us take E = CP1×C2. The very simplest family of “commutative” quantum states we
can choose is a spin up state, independent of control parameter:
ρ(x) =
1
2
(1 + σ3) (8.32)
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Let us take our commutative family of self-adjoint operators to be the Bott projector onto
the spin in the xˆ direction:
t(x) =
1
2
(1 + xˆ · ~σ) = 1
1 + |z|2
(
|z|2 z¯
z 1
)
(8.33)
where in the second equation we have introduce stereographic coordinates projecting from
the north pole xˆ3 = +1 to the complex plane. We will also use standard polar coordinates
(θ, φ) with z = eiφcot(θ/2).
We quantize the base manifold by taking L to be the hyperplane bundle equipped
with an Hermitian metric so that, in the usual trivialization of L⊗κ on the northern and
southern hemispheres we have
h(ψ1(x), ψ2(x)) := (1 + |z|2)−κψ∗1(x)ψ2(x) (8.34)
so the inner product on Γ(L⊗κ) is given by
〈ψ1, ψ2〉 =
∫
C
h(ψ1(x), ψ2(x))ω(x) (8.35)
ω :=
1
2pi
idz ∧ dz¯
(1 + |z|2)2 (8.36)
It is well known that the quantization of the algebra of functions gives the algebra of
operators on the spin j = κb/2 representation of SU(2) and
Q(κb)(xˆi) =
J i
j + 1
(8.37)
where J i are Hermitian generators of su(2) (and we are using physicist conventions for
SU(2) representation theory here).
The eigenvalues of t(x) are always 0 and 1 and the Born rule in the commutative case
is simply
℘x(ρ, T )(m) = δ1(m)C + δ0(m)S (8.38)
where δλ(m) is the Dirac measure supported at λ and it is convenient to define the functions
C := cos2(θ/2) S := sin2(θ/2). (8.39)
In other words: The probability to measure a spin up state in the xˆ direction is cos2(θ/2)
and the probability to measure it in the opposite direction is sin2(θ/2).
Let us now repeat the computation in the QMNA setting. We can identify Hκf (E)
with V 1
2
⊗ Vκf
2
where Vj is the spin j representation of SU(2). We can then write:
T̂ = Qκf (t) =
1
2
(
1 +
2 ~J · ~S
j + 1
)
(8.40)
where ~J is in the spin κf/2 representation and ~S =
1
2~σ are the spin generators in the spin
1
2
representation. The operator T̂ has eigenvalues
κf+1
κf+2
on the jtot = j + 12 =
κf+1
2 subspace
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and 0 on the jtot = j− 12 =
κf−1
2 subspace. It is then not difficult to check that the QMNA
analog of (8.38) is
BR(ϕρ, T̂ , ωκb,z)(m) = δκf+1
κf+2
(m) ·
[
(κb + 1)(κf + 1) + 1
(κb + 2)(κf + 1)
C +
κb + κf + 2
(κb + 2)(κf + 1)
S
]
+ δ0(m) ·
[
(κb + 1)κf
(κb + 2)(κf + 1)
S +
κf
(κb + 2)(κf + 1)
C
]
.
(8.41)
8.5.1 Comparison With Standard QM Interpretation
It is interesting to contrast with the quantization of CP1 × CP1 with line bundle L  Lκ
giving the representation V 1
2
⊗ Vκ
2
of SU(2). The natural state to compare with is
ρ =
1
2
(1 + σ3)⊗ Pz (8.42)
where Pz is the coherent state in the spin
κ
2 representation. The resulting Born rule for T̂
is
δκ+1
κ+2
(m) ·
(
C +
1
κ+ 1
S
)
+ δ0(m) · κ
κ+ 1
S (8.43)
This is not the same as (8.41) even in the special case κ = κb = κf . Of course, by the
results of section 6.2 one can find QMNA states and measures ω to reproduce (8.43) but
they will not be very natural.
8.6 Example 2: The Complex Plane
Although it is somewhat outside of our technical assumptions we could take the control
parameter space X to be the complex plane X = C with symplectic form:
ω =
idz ∧ dz¯
2pi
(8.44)
and Hermitian line bundle just the trivial bundle L⊗κ with Hermitian metric
hκ(ψ1(z, z¯), ψ2(z, z¯)) = e
−κ|z|2ψ1(z, z¯)∗ψ2(z, z¯). (8.45)
An ON basis for Hκ, which is now the space of L2 holomorphic functions, is:
ψs :=
√
κs+1
s!
zs s = 0, 1, 2, . . . (8.46)
This can be identified with the usual ON basis associated with the harmonic oscillators
[b, b†] = 1 with
b =
√
κQ(κ)(z¯) b† =
√
κQ(κ)(z). (8.47)
The Berezin-transform of a function is
B(κ)(f)(w, w¯) = κ
∫
C
e−κ|w−z|
2
f(z, z¯)
dxdy
pi
(8.48)
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and the coherent state projector is:
Pw = e
−κ|w|2e
√
κw¯b† |0〉〈0|e
√
κwb (8.49)
Now, we take our bundle to be E = X × V . We will take V to be a separable infinite-
dimensional Hilbert space and think of it as the Hilbert space representing a Heisenberg
algebra of oscillators a, a†. Again - the latter is somewhat outside our technical assump-
tions, but it is interesting to proceed (just take a limit on the rank of finite-dimensional
subspaces of V ).
An interesting family of observables to consider is a family of operators with energy
eigenvalues
〈m|H|n〉 = δm,nEn(z, z¯) (8.50)
For example, we could take H = ω(z, z¯)(a†a+ 12) so the energy eigenvalues are
En(z, z¯) = ω(z, z¯)(n+
1
2
). (8.51)
A short computation reveals that for any measurable function f ,
〈m|σ(κf )(Q(κf )(f(H)))(w, w¯)|n〉 = δm,nκf
∫
e−κf |w−z|
2
f(En(z, z¯))ω(z, z¯). (8.52)
For a measurement of the energy within a range [E1, E2] we would substitute f(H) →
Θ(E1 ≤ H ≤ E2) where Θ(E1 ≤ x ≤ E2) is the characteristic function.
As the simplest possible example of a quantum state, let us take the commutative
family to be ρ = |0〉〈0|, independent of z. Then, for a commutative family we would simply
have:
BR(ρ,H, z0)([E1, E2]) = Θ(E1 ≤ E0(z, z¯) ≤ E2) (8.53)
Here we are asking: “What is the probability that the groundstate energy lies between E1
and E2 assuming the state ρ is independent of z and in the groundstate?” Obviously, the
answer is that it is 1 if z is in the region where E1 ≤ E0(z, z¯) ≤ E2 and zero otherwise.
For example, if E0(z, z¯) =
1
2 |z|2 the relevant region is an annulus in the z-plane.
By contrast, in the QMNA picture, if we consider the QMNA state (8.26)(8.27) and
use a coherent state as the measure on the base, then the result is
BRQMNA(ρ,H, ωz0)([E1, E2]) = κr
∫
e−κr|z0−w|
2
f(E0(w, w¯))
dx′dy′
pi
(8.54)
where z = x+ iy and w = x′+ iy′ and κr :=
κbκf
κb+κf
. Somewhat ironically, when the control
parameters are classical the Born rule is a discontinuous function of control parameters,
while, when the control parameters are quantized, the Born rule is a smooth function of
the parameter (of the coherent state).
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8.6.1 Comparison With Standard QM Interpretation
In the above discussion let us take the simple case H = |z|
2
κ0
(a†a + 1). Then, if we view
V as the quantization of another copy of C with coordinate zf we can identify H with
Q(κ0)(|zb|2|zf |2) (where what we have previously called z is now denoted zb, to avoid con-
fusion). So we would be starting with a product of phase spaces Cb × Cf with classical
Hamiltonian h = |zb|2|zf |2. The quantization of both factors Cb × Cf “at once” gives the
Hamiltonian
Ĥ = Q(κb)(|zb|2) 1
κ0
(a†a+ 1) =
1
κbκ0
(b†b+ 1)(a†a+ 1) (8.55)
The most natural measurement to compare with the QMNA computation is the fol-
lowing: There are two oscillators: The fiber is a†, a and the base is b†, b. We choose a
quantum state |z0〉b⊗|0〉a which is a product of a coherent state for the b-oscillator and the
groundstate for the a-oscillator. Then the probability to measure the energy in the range
[E1, E2] is
℘z0(ρ, Ĥ) = TrHbPz0Θ(E1 ≤
1
κ0κb
(b†b+ 1) ≤ E2) (8.56)
Expanding the coherent state projector in an eigenbasis of b†b we can write this as:
℘z0(ρ, Ĥ) = e
−κb|z0|2
∞∑
s=0
(κb|z0|2)s
s!
Θ(E1 ≤ s+ 1
κ0κb
≤ E2) (8.57)
Let us compare this with the corresponding QMNA result (8.54). For simplicity set
κ0 = κb = κf = κ. After rescaling variables we have the QMNA Born rule:
e−
1
2
r20
∫ κ√E2
κ
√
E1
I0(rr0)e
− 1
2
r2rdr (8.58)
where r0 = |z0|. The corresponding QM expression is
e−r
2
0
∞∑
s=0
r2s0
s!
Θ(E1 ≤ s+ 1
κ2
≤ E2). (8.59)
These are of course not the same. For example, as a function of E2 (8.58) is continuous
while (8.59) is discontinuous. The two expressions are compared in Figures 1 and 2.
8.7 More About The Relation To Standard Quantum Mechanics
In view of the relation to standard QM explained in section 6.2 one can compute the effec-
tive density matrix (6.13) and (6.16) in geometrical terms. We have the finite-dimensional
setup with E = HB ⊗H∨A with HB = H0(E ⊗ Lκf ), with ON basis sI , I = 1, . . . , Nκf (E),
HA = H0(Lκb) with ON basis sa, a = 1, . . . , Nκb . Of the many possible QMNA states we
will take (8.26)(8.27) and the measure on the base will be a coherent state at x0. We find
that the matrix elements ρϕ of (6.11) are
ρϕa,J |b,I =
∫
s∗a(x)(sβ,J(x))∗ρβα(x)sα,I(x)sb(x)
ργδ(x)sδ,K(x)(sγ,K(x))∗
Ω(x) (8.60)
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Figure 1: Comparing probabilities for the case E1 = 0, and r0 = 1/2, as a function of e = κ
√
E2
for the QMNA (blue) and QM (red) expressions. Both expressions rapidly approach 1 as the energy
is increased.
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Figure 2: Comparing probabilities for the case E1 = 0, as a function of r0 for e = κ
√
E2 = 4 for the
QMNA (blue) and QM (red) expressions. Both expressions rapidly approach 0 as the fundamental
frequency of the oscillator is increased.
where we have used the local expansion of sI(x) in a local ON basis for (E⊗Lκf )|x. Using
the coherent state at x0, the effective density matrix is:
ρϕ,ωa,J |b,I = (Px0)aa′ρ
ϕ
a′,J |b′,I(Px0)b′b (8.61)
with
(Px0)ab =
s∗a(x0)sb(x0)∑
c s
∗
c(x0)sc(x0)
(8.62)
We now apply this to the special case where T̂ = Q(κf )(t) where t is a continuous section
t ∈ Γ(End(E ⊗ Lκf )). Then we can rewrite the expectation value in the form (5.7) using
the general “commutative” QMNA states we found in (4.6):
EV(T̂ , ϕ, ωx0) =
∫
X
dµωx0 (x)
∫
X
TrEy(ρx,yt(y))Ω(y) (8.63)
where
(ρx,y)ν,µ =
Bνβ(y, x)ρβα(x)Bαµ(x, y)
TrE(κf )x(ρ(x)B(x, x))
(8.64)
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dµωx0 (x) =
B(x0, x)B(x, x0)
B(x0, x0) Ω(x) (8.65)
where in the definition of ρx,y we use the matrix Bergman Kernel of (8.22), denoted
Bα,β(x, y), while in the definition of dµω(x), B(x, y) is the analog “scalar Bergman Kernel”
for H0(Lκb). Thus, our QMNA Born rule for quantized control parameters is the same as
a QMNA Born rule for a commutative family, but with a nonlocally spread out density
matrix as in (8.63)-(8.65).
8.8 Relation To The Born-Oppenheimer Approximation
A standard topic in physics, known as the Born-Oppenheimer (BO) approximation, bears
some resemblance to the procedure we have discussed in this section. The motivating
example for the BO approximation is the derivation of the ground states of molecules and
crystals. The phase space for as system of nuclei and electrons is a product of separate
phase spaces for the nuclei and for the electrons. Because of the relative energy scales, the
electrons are quantized first, and in the leading approximation the phase space coordinates
of the nuclei are treated as classical variables. Thus we obtain a commutative family of
quantum systems (of the elctrons) parameterized by the classical phase space coordinates
of the nuclei. In the next approximation the phase space coordinates of the nuclei are
quantized. The Born-Oppenheimer approximation then is a combination of the adiabatic
approximation for the electrons and the semi classical approximation for the nuclei.
Generalizing the standard discussion a little bit we can consider two Ka¨hler manifolds
X1, X2 equipped with Hermitian ample holomorphic line bundles L1, L2, respectively. We
will think of (X1, L1) as the analog of the phase space for the electrons and (X2, L2) as the
analog of the phase space for the nuclei. Abstractly, there are two ~’s associated with the
powers of L1 and L2 and the quantum system is obtained by quantizing the total space
X1 ×X2 with line bundle Lκ11  Lκ22 , resulting in a Hilbert space
Hκ1,X1 ⊗Hκ2,X2 . (8.66)
The quantization of classical observables, such as a hamiltonian h(x1, x2) can be obtained in
a two-stage procedure by first considering H(xˆ1, x2) := Q
(κ1)(h(·, x2)) to produce a section
Γ(End(H)) where H is the trivial bundle H = X2 ×Hκ1,X1 , and then, since Γ(End(H)) =
End(Hκ1,X1) ⊗ C(X2) we can obtain Ĥ = Q(κ2)
(
Q(κ1)(h)
)
by quantizing this section of
End(H) with Q(κ2).
Note that in this standard procedure, the bundle of Hilbert spaces over X2 is always
trivial. Moreover, in the standard procedure the bundle is not twisted by a power of a line
bundle over X2. Therefore, the procedure discussed in this section is similar to, but differs
from, the standard BO approximation.
Remarks:
1. One way to generalize the BO procedure to obtain a nontrivial hermitian holomorphic
bundle E → X2 is to consider a suitable bundle of projective spaces P(V )→ Z → X2
whose Dixmier-Douady class is derived from the topology of E → X2. The total
space of Z is endowed with a Ka¨hler metric and a holomorphic line bundle L → Z
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whose restriction to the fibers is a suitable power of the hyperplane bundle on P(V ).
The restriction of the curvature of L to the fibers should be the appropriate multiple
of the Ka¨hler metric on Z, and should be as well a multiple of the Fubini-Study
metric.
2. As a brief aside we note that the general BO procedure for finding the ground state
can be described as follows. Suppose that Q(κ1)(H(x1, x2)) = H(xˆ1, x2) has a discrete
nondegenerate spectrum for all x2 and choose a basis of eigenstates |λi(x2)〉, i ≥ 0
depending smoothly on x2. (This cannot always be done. For example, if the Berry
connection has nontrivial Chern classes then it cannot be done.) We furthermore
assume that the groundstate λ0(x2) is gapped throughout X2. Next we write an
ansatz for the eigenfunctions of Ĥ := Q(κ2)(H(xˆ1, x2)) in the form
Ψ =
∫
X2
αi(x2)|x2〉 ⊗ |λi(x2)〉Ω(x2) (8.67)
where |x2〉 are coherent states on X2. Now recall that
〈x|Q(κ)(f)− f(x)|x〉
〈x|x〉 = B
(κ)(f)(x)− f(x) = κ−1∆f(x) +O(κ−2) (8.68)
where ∆ is the Ka¨hler Laplacian. We therefore expect that there is an operator
version guaranteeing that the compression into the groundstate |λ0(x2)〉 is such that
〈λ0(x2)| ⊗ 〈x2|
(
Q(κ2)(H(xˆ1, x2))−H(xˆ1, x2)
)
|x2〉 ⊗ |λ0(x2)〉 (8.69)
is O(κ−12 ). Then we get an approximate groundstate of the full system if the coeffi-
cients α0(x2) of the coherent states on X2 are chosen to be supported near a zero of
this quantity. In [40] this strategy is applied to the problem of groundstates of nuclei.
It is argued there that one can produce groundstate wavefunctions exponentially close
to the true wavefunctions in the effective expansion parameter κeff = (me/Mn)
1/2
where me is the mass of the electron and Mn is the mass of the lightest nucleon.
It would be very interesting to give a more general and systematic treatment of the
above remarks.
9. The Noncommutative Torus
There is a famous C∗ algebra known as the “irrational rotation algebra” or the “noncommu-
tative torus algebra” which has played an important role in the mathematical development
of noncommutative geometry and has been widely studied by mathematicians. It also has
been applied in physics in many contexts: See section 9.5 below for a brief survey.
9.1 The Algebra A = Aθ
Aθ is the C∗ algebra generated by two unitary operators (i.e. U∗ = U−1 and V ∗ = V −1)
satisfying
V U = e2piiθUV (9.1)
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To get a C∗-algebra we need a norm-completion using representations. See Wegge-Olsen
[88], section 12.3. The general element a ∈ Aθ can be written
a =
∑
m,n∈Z
cmnU
mV n (9.2)
with suitable falloff conditions on the coefficients cmn. There is a unique tracial state
invariant under the obvious U(1)× U(1) automorphism group, defined by
τ(
∑
m,n∈Z
cmnU
mV n) = c00. (9.3)
When θ = p/q with q 6= ±1 the algebra, while noncommutative, is Morita equivalent
to a commutative algebra. It is the algebra of sections of endomorphisms of a trivial rank
q bundle over T 2. We will be most interested in the irrational case.
9.2 A Choice Of Hilbert Module
A fascinating Hilbert module to study is the strong Morita equivalence bimodule between
B = A1/θ and A = Aθ. We start with the pre-Hilbert module S(R), the Schwarz space
of functions of rapid decrease. 18 This module was first studied by Connes and Rieffel
[21, 22, 76, 77, 78].
Let V U = λUV , λ = e2piiθ, and V˜ U˜ = µU˜V˜ , µ = e2pii/θ. We define left and right
actions of B and A, respectively, on f ∈ S(R) via
(fV )(t) = e2piitf(t) , (fU)(t) = f(t+ θ)
(V˜ f)(t) = e−2piit/θf(t) , (U˜f)(t) = f(t+ 1).
(9.4)
Then for functions f, g ∈ S(R) we can define A- and B-valued inner products
〈f, g〉A =
∑
m,n
〈f, g〉A(m,n) · UmV n
〈f, g〉A(m,n) = θ
∫ ∞
−∞
f(t+mθ)g(t)e2pii(−nt) dt
(9.5)
and 19
〈f, g〉B =
∑
m,n
〈f, g〉B(m,n) · U˜mV˜ n
〈f, g〉B(m,n) =
∫ ∞
−∞
f(t−m)g(t)e2pii(nt/θ) dt .
(9.6)
One can show ([78], section 2) that
〈f, g〉Bh = f〈g, h〉A, (9.7)
which is the key statement of Morita equivalence. (see Proposition 3.4.4 of [54]). Note in
this equation the identity is C-linear in f, h but C-antilinear in g.
18These are complex-valued functions f(t) on the real line falling off faster than any power. More precisely
supt∈R|tαDβf(t)| <∞ for all nonnegative integers α, β.
19Note! With this definition the inner product is C-antilinear in the second argument.
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9.3 Observables
The study of the spectrum of special elements of B is a famous and major topic in math-
ematical physics. The easiest case is V˜ + V˜ ∗ and U˜ + U˜∗ for which the spectrum is fairly
trivially shown to be [−2, 2]. More complicated operators tend to have a spectrum which
is a Cantor set when θ is irrational. For example, the case of T = U˜ + U˜∗ + λ(V˜ + V˜ ∗)
is the famous example of the Harper model, the almost Mathieu equation, the Hofstadter
butterfly etc. Here we will simply consider T = V˜ + V˜ ∗, the most trivial observable besides
the identity.
9.4 An Example Of A Probability Distribution In QMNA For A = Aθ
We take a QMNA vector state:
ϕ(b) = 〈f, f〉−1/2A 〈f, bf〉A〈f, f〉−1/2A (9.8)
and we make the specific choice f(t) = e−rt2 with r > 0. It is a nontrivial fact that 〈f, f〉A
is invertible [15]. Finally, for the measure ω : A → C we simply take ω = τ . Now the
probability associated with [E1, E2] ⊂ R is
BR(ϕ, T, ω)([E1, E2]) = τ(〈f, χ[E1,E2](V˜ + V˜ ∗)f〉A〈f, f〉−1A ) (9.9)
where χ[E1,E2] is the characteristic function of the interval. A small calculation shows the
probability distribution can be expressed as:
BR(ϕ, T, ω)([E1, E2]) =
√
2r
pi
∫
e−2rt
2
χ[E1,E2](2 cos
2pit
θ
)[
1 +
∞∑
k=1
(−1)k
′∑
~m,~n∈Zk
eiφ(~m,~n)(
k∏
s=1
cms,nse
2piinst−2rθmst)
]
dt
(9.10)
where the prime on the sum indicates that we sum over nonzero values of (~m,~n) and
cm,n = exp
[
−rθ
2
2
m2 − pi
2
2r
n2 + ipiθmn
]
eiφ(~m,~n) = e2piiθ
∑
1≤s<t≤k nsmt (9.11)
We have presented this computation merely to show that one can actually do explicit
computations of the QMNA Born rule in infinite-dimensional settings. It would be nice to
compare with an analogous computation in “standard quantum mechanics” but we have
not attempted to do so. (The most promising avenue is to take θ to be rational.)
9.5 Overview Of Physical Interpretations And Applications Of Aθ
The noncommutative torus algebra Aθ discussed in section 9 appears in many places in
physics. Here we review some of those applications. Each one provides a potential appli-
cation of the ideas of this paper although the kinds of questions we address here are not
normally discussed in those applications. So it remains to be seen if there are any useful
applications of the ideas of this paper.
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1. Aθ arises very naturally in the physics of two-dimensional electrons in a uniform
magnetic field with irrational number of flux quanta. It is implicit in the TKNN
paper [83, 84] and used explicitly in many discussions of the quantum Hall effect,
most notably in Bellissard’s discussion of the effects of disorder on the quantization
of the Hall conductance [10, 9, 22]. In this context it is referred to as the “noncom-
mutative Brillouin torus.” (These considerations can be generalized to many other
homogeneous but aperiodic media [10].)
In the non-interacting electron approximation of a crystal in a Euclidean space V
using a Schro¨dinger operator invariant under tranlsation by a lattice Γ ⊂ V one
can express the usual Bloch decomposition of the Hilbert space of states of a single
electron in terms of sections of a Hilbert bundle over the Brillouin torus. The Hilbert
space L2(V ) can be identified with the space of L2 sections of a Hilbert bundle over
the dual torus to V/Γ (known as the Brillouin torus T̂ = V ∨/Γ∨). Now, following
[39], we define L2(V ) as a Hilbert module over C(T̂ ) by using the inner product of
the “Wannier transforms” of two wavefunctions. Next, we observe that for an abelian
group Γ
C(T̂ ) ∼= Cr(Γ) (9.12)
where Cr(Γ) is the “reduced group algebra” – the representation of Γ by left-translations
in L2(Γ). Now, in “noncommutative Bloch theory” we want to replace translations by
magnetic translations, and we view the C∗ algebra generated by these as the twisted
group algebra A = C∗r (Γ,Θ) where Θ is a cocycle on Γ. In particular if Γ ∼= Z2 is the
lattice of translations of an electron in a two-dimensional crystal and the cocycle Θ is
defined by a uniform magnetic field then C∗r (Γ,Θ) ∼= Aθ. Then we let H = L2(E|D)
where D is a fundamental domain for the Γ action on space (e.g. a unit cell of the
lattice) and E = V × C2 is the trivial bundle and we take
E := H⊗A. (9.13)
Then we have
〈ψ1, ψ2〉E :=
∑
γ∈Γ
〈Uγψ1, ψ2〉RΘγ (9.14)
where Uγ is the action of magnetic translations on ψ1 and R
Θ
γ ∈ C∗r (Γ,Θ) are twisted
right-translations. The GNS representation of E with respect to a canonical trace τ
on C∗r (Γ,Θ) is isomorphic to L2(E) and hence the Hilbert space of a single electron
can be interpreted as a Hilbert module over the noncommutative torus in a way that
naturally generalizes the usual Bloch theory. (This construction generalizes to the
L2 sections of an Hermitian vector bundle over a manifold E → M with an action
of Γ on M that lifts projectively to E. We can view L2(E) as a Hilbert module over
Cr(Γ; Θ).) In [39] this construction is used to discuss when self-adjoint operators in B
have a Cantor spectrum (such as happens with the Harper-Hofstadter Hamiltonian).
Since the Harper-Hofstadter Hamiltonian can also be realized in optical lattices [2, 48]
there are potential applications of our ideas to cold atoms. It would be helpful to
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have a good physical interpretation of C∗-algebra states ω : A → C other than τ in
this context.
2. The algebra Aθ also shows up frequently in discussing limits of string theory where
string field theory degenerates to a field theory on a noncommutative spacetime. See
[26, 51] for reviews. Although in this paper we have been viewing the noncommutative
base as a parameter space, or moduli space, rather than as a spacetime, the two
concepts can be closely related, as, for example, in M(atrix) theory [5]. In any case,
the most precise version of the idea is the Seiberg-Witten limit of the open string field
theory of a D-brane in the presence of a B-field [81]. It is argued in [51, 59, 81] that
in this limit, if the D-brane wraps a torus, then open strings provide an equivalence
bimodule between PAθP ∼= A1/θ for a suitable projector P . So we can hope that
in the SW limit the D0-D2 strings on a torus with B-field turns into the Morita
equivalence bimodule S(R) discussed above.
In general, given a category of open string boundary conditions labeled by a, b, . . .
the algebra of aa strings A = Haa and bb strings B = Hbb should be - in some sense -
Morita equivalent with the open string states inHab serving as the Morita equivalence
bimodule. Open string states provide QMNA states: Given a state Ψ ∈ Hba and its
Frobenius dual state Ψ¯ ∈ Hab the map of open string operators ϕ : b 7→ Ψ¯bΨ is a
QMNA state. (Indeed a variant of this construction is used in abstract discussions of
the “Cardy condition” [63].) Thus the open strings can serve as a kind of quantum
channel. Any open string state in the space of bb strings can serve as ω. Thus, the
SW limit of D-brane open string field theory provides a context for the application of
our Born rule. It is not the kind of question which is typically posed about D-branes.
3. As mentioned in the Introduction, the noncommutative torus algebra appears in the
discussion of “noncommutative tt∗-geometry” whose existence is suggested in [18].
Again, it remains to be seen if the considerations of this paper are useful in that
context.
10. Time Development And Symmetries
So far we have only considered “kinematical” questions such as the formulation of states,
operators, and the Born rule. Now we briefly discuss dynamical issues. We leave the
relativistic generalization for another time.
We expect time-development to be some rule for taking a QMNA state ϕ : B → A
and producing a family ϕ(t) : B→ A. That is, it should be a map from time to the space
of completely positive unital maps. Moreover, for time-translationally invariant situations
it should involve some group structure. One might initially think that a natural way to
produce such a family would be to use a Markov process Φ(t) and take ϕ(t) = ϕ ◦ Φ(t),
leading to a version of the Lindblad equation. However, this is unsatisfactory since the
evolution will typically only correspond to a semigroup, and we do not view that as suitable
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for a complete theory of time-evolution. 20 Rather the viewpoint adopted here is that time
evolution should be a special case of the action of a symmetry, namely time-translation
symmetry. Therefore, we focus more generally on how one can incorporate symmetries in
the present framework.
Symmetries should correspond to automorphisms of the Born rule. The set of auto-
morphisms of the Born rule form a well-defined group: They simply consist of a triplet of
1-1 maps:
Ss : SQMNA → SQMNA, So : OQMNA → OQMNA, Sb : S(A)→ S(A) (10.1)
such that
BR (Ss(ϕ), So(T ), Sb(ω)) = BR(ϕ, T, ω) (10.2)
The maps Ss and Sb will determine So so we focus on the pairs (Ss, Sb). The maps are all
invertible, by definition, and since the composition of such maps preserves the Born rule
they define a group of automorphisms of the Born rule. This group is much too large to
be useful. We must impose some conditions on (Ss, Sb). It is very natural to impose some
continuity conditions: Ss and Sb should be (uniformly) continuous in the w
∗ topology. 21
In addition it is natural to assume that these are affine linear: 22
Sb(tω1 + (1− t)ω2) = tSb(ω1) + (1− t)Sb(ω2) (10.3)
Ss(tω1 + (1− t)ω2) = tSs(ω1) + (1− t)Ss(ω2). (10.4)
We will denote the group of automorphisms of the Born rule satisfying these conditions by
Aut(BR).
There are some obvious examples of automorphisms of the Born rule: We will define
an automorphism of a C∗ algebra A to be a 1 − 1 complex linear or complex anti-linear
map α : A→ A so that 23
α(a1a2) = α(a1)α(a2), α(a
∗) = (α(a))∗, α(1) = 1. (10.5)
(One easily checks that these equations imply ‖ α(a) ‖=‖ a ‖.) Now (β, α) ∈ Aut(B) ×
Aut(A) clearly defines an automorphism of the Born rule via:
Ss(ϕ) = α ◦ ϕ ◦ β−1, So(T ) = β(T ), Sb(ω) = ω ◦ α−1 (10.6)
20Since the universe is generally believed to have had a beginning the requirement of having a group
rather than a semigroup is of course open to debate. Indeed there are serious proposals that Lindblad
equations should be taken to be fundamental descriptions of time evolution [37]. But we will not adopt
that point of view.
21We assume uniform continuity because this is what is required in [43]. It means that for any b ∈ A and
any  > 0 there is a δ > 0 and a1, . . . , an ∈ A so that if |ω1(ai)−ω2(ai)| < δ then |Sb(ω1)(b)−Sb(ω2)(b)| < .
One can also define a uniform structure on S(E ,A) using the fundamental system of entourages defined by
Nε,a1,...,an := {(ϕ1, ϕ2)| ‖ ϕ1(ai)− ϕ2(ai) ‖< ε}.
22Of course, this is precisely the assumption called into question in the black hole information paradox.
23Here we depart from standard usage in the C∗-algebra literature, where an automorphism is generally
assumed to be complex linear. However, it is clear that in quantum mechanics the more relevant concept
is that it should be C-linear or anti-linear.
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If we assume that Sb is C-linear, uniformly w∗-continuous, and affine linear then The-
orem 3.3 (or Theorem 3.4) of [43] guarantees that there is a C∗-automorphism of A such
that Sb(ω) = ω ◦ α−1 (and more generally if there is a weakly-continuous one-parameter
group of maps t 7→ Sb,t then there is a weakly-continuous one-parameter group of automor-
phisms t 7→ αt). It is natural to conjecture that the techniques of [43] can be generalized
to prove that we also have Ss(ϕ) = α ◦ ϕ ◦ β−1 for a pair of automorphisms (α, β) (or
one-parameter group of automorphisms (αt, βt) given a weakly continuous one-parameter
group Ss,t). This does not follow immediately from [43] because Kadison makes use of the
w∗-compactness of the space of states S(A). In any case, given the truth of our conjecture
we would have
Aut(BR) ∼= Aut(B)×Aut(A). (10.7)
Conjecture (10.7) is closely related to Wigner’s theorem for the following reason: The
most general automorphism of K(H) or B(H) is inner, that is α(T ) = UTU∗ where U is
unitary or anti-unitary according to whether α is C-linear or anti-linear. 24 Thus once one
has established that the general automorphism of the Born rule is of the form ρ → α(ρ)
and T → α(T ) for some automorphism α of B(H) the Wigner theorem immediately follows.
In this sense our conjecture is a generalization of the Wigner theorem. However it must
be noted that for more general C∗-algebras there can be interesting outer automorphisms.
Quantum systems involving such C∗-algebras could then have exotic non-Wignerian sym-
metries (and in particular it is not obvious that time-evolution would even be described
by a Hamiltonian). Of course this remark applies with equal validity to the standard C∗-
algebra approach to quantum mechanics. Some interesting examples of C∗-algebras with
nontrivial outer automorphisms are the following:
1. Algebras of continuous trace type. The simplest of these are
C0(X,K(H)) := {f : X → K(H) : f continuous f 7→‖ f(t) ‖∈ C0(X)}. (10.8)
Pointwise inner automorphisms are families f(x) 7→ u(x)f(x)u(x)∗, where x 7→ u(x)
is continuous. If we look at automorphisms α commuting with the obvious action of
24For C-linear maps this result is quite standard. The proof for the generalization to linear or anti-
linear maps is a straightforward modification: Note that if {Pi} is a collection of orthogonal rank one
self-adjoint projectors (defined, say, by an ON basis of H) then {Qi := α(Pi)} is a collection of orthogonal
self-adjoint projectors such that
∑
iQi = 1. We claim the Qi are also rank one. Suppose not. Then for
some i the image of Qi has an ON basis {wi,a}, a = 1, . . . , dimQiH > 1, so that Qi =∑aQi,a. But then
Pi =
∑
a α
−1(Qi,a). The α−1(Qi,a) are nonzero and orthogonal. But this is impossible if Pi has rank one.
Choosing two ON bases {ui} and {vi} of H inducing the projectors Pi and Qi, respectively, we can define an
isometry W : H → H by W (ui) = vi and extending by complex (anti-) linearity. Thus, α(Pi) = WQiW ∗.
Now we need to show that when α is evaluated on an arbitrary operator it is still conjugation by some
(anti)-unitary operator U . Observe that β := Ad(W−1) ◦ α fixes all the projectors Pi. Choose a nonzero
eigenvector ξ of some Pi. Then it is not difficult to show that the map Tξ → β(T )ξ is length-preserving for
any T ∈ B(H). (See [88], section 1.10.2.) and since Tξ is dense as T ranges over B(H) there is a well-defined
C-linear operator U˜ with β(T )ξ = U˜T ξ for all T ∈ B(H). But this implies β(T ) = U˜T U˜∗ and since this
fixes the set of projectors Pi it is a diagonal matrix of phases in the basis {ui}. Putting this together with
β(T ) = W−1α(T )W−1,∗ leads to the desired result.
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C0(X) then such automorphisms are classified, up to pointwise inner automorphism,
by a class ζ(α) ∈ H1(X,C(T)) ∼= H2(X,Z). In fact, for a general continuous trace
C∗ algebra with spectrum X (roughly speaking – this is a bundle of C∗-algebras over
X) we have
0→ Inn(A)→ AutC0(X)(A)→ H2(X;Z) (10.9)
and the last arrow is surjective if A is stable. Moreover
0→ AutC0(X)(A)→ Aut(A)→ Homeoδ(A)(X) (10.10)
where Homeoδ(A)(X) is the group of homeomorphisms ofX that preserve the Dixmier-
Douady class δ(A) ∈ H3(X;Z). For proofs of the above facts see [73].
2. The Cuntz algebras On. These are the abstract algebras generated by n partial
isometries Si, so (with no sum on i): S
∗
i Si = 1 but SiS
∗
i is not one - it is just a
projector. In addition we have the relation 25
n∑
i=1
SiS
∗
i = 1. (10.11)
This has a UHF subalgebra Fn which is Mn ⊗ Mn ⊗ Mn ⊗ · · · . An example of
an outer automorphism that restricts to an outer automorphism on Fn is simply
u · Sj =
∑
i uijSi where uij ∈ U(n) [23].
3. The Calkin algebra B(H)/K(H). Rather astonishingly there are 22ℵ0 outer automor-
phisms of this C∗-algebra [68].
A. The Theorems Of Kasparov, Rieffel, and Stinespring
In section 7 we mentioned that QMNA data allows one to construct several Hilbert spaces
and Hilbert modules. In this appendix we explain a few technical details behind those
constructions. The constructions all have the same structure: Given some data one takes
an algebraic tensor product using the data provided, then one quotients by the annihilator
of a sesquilinear semi-definite form and completes, to produce a representation of a C∗
algebra with desired properties.
A.1 Prototype: The GNS Construction
Suppose that ω : A→ C is a state. Then we define the sesquilinear form on A:
〈a1, a2〉 := ω(a∗1a2) (A.1)
25It would be nice to have a physical interpretation of this algebra. One way to interpret it [31] is to
consider the tensor space built on an n-dimensional Hilbert spaceH: T (H) = C⊕H⊕H⊗H⊕H⊗H⊗H⊕· · · .
It is like a fermionic or bosonic Fock space except that one does not symmetrize or antisymmetrize. So
we drop the commutation relations [ai, aj ] = 0 for i 6= j on the oscilators. Now choose an ON basis
{ei} for H and let Si be the Hilbert hotel shift operator of tensoring on the left by ei. One checks that∑n
i=1 S
∗
i Si = 1 − |0〉〈0〉, and if one mods out the algebra of bounded operators B(T (H)) by the ideal of
compact operators the result is a copy of the Cuntz algebra.
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This is only positive semidefinite. However, the annihilator space
Nω = {a|ω(a∗a) = 0} (A.2)
is in fact a linear subspace of A, thanks to the Cauchy-Schwarz inequality. Therefore, the
form descends to the quotient A/Nω where it is positive definite. Now we take the Hilbert
space completion to define
Hω := A/Nω. (A.3)
Note that there is a distinguished cyclic vector |Ωω〉 = [1] and the representation of A is
canonically defined by piω(b)·[a] := [ba]. One can show that the representation is irreducible
iff ω is a pure (extremal) state [54]. It is a good exercise to work out the construction for
finite-dimensional matrix algebras.
A.2 Stinespring Theorem
Theorem: Suppose that ϕ : B → A is a completely positive map with A ⊂ B(H) a
subalgebra of the bounded operators on a Hilbert space. Then there is a representation
piϕ : B→ B(Hϕ) and a map
V : H → Hϕ (A.4)
so that
ϕ(b) = V ∗piϕ(b)V (A.5)
If ϕ is unital then V is a partial isometry: V ∗V = 1 and V V ∗ is a projection operator.
Proof : To prove this we consider the algebraic tensor product B⊗H and introduce a
semidefinite sesquilinear form
Qϕ(b1 ⊗ v1, b2 ⊗ v2) := 〈v1, ϕ(b∗1b2)v2〉H (A.6)
It is not completely obvious that this is semi-definite:
Qϕ(bi ⊗ vi, bj ⊗ vj) =
∑
i,j
〈vi, ϕ(b∗i bj)vj〉H ≥ 0 (A.7)
To prove this note that for any collection of bi ∈ B there is a matrix aijeij ∈ Matn(A) so
that
ϕ(b∗i bj) = a
∗
kiakj (A.8)
This follows by applying complete positivity to the matrix b = bie1i ∈ Matn(B). Using
equation (A.8) we can write:
Qϕ(bi ⊗ vi, bj ⊗ vj) =
∑
i,j
〈akivi, akjvj〉H ≥ 0. (A.9)
Therefore, by the Cauchy-Schwarz inequality
Nϕ := Ann(Qϕ) := {ξ = bi ⊗ vi|Q(ξ, ξ) = 0} (A.10)
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is in fact a linear subspace and we can define Hϕ to be the completion of the quotient:
Hϕ := (B⊗H)/Nϕ. (A.11)
Now we can define
V (v) := [1B ⊗ v] (A.12)
and a small computation shows that V ∗([b⊗ v]) = ϕ(b)v.
An important special case is the finite-dimensional situation where B = End(H2) and
A = End(H1) where H1 and H2 are finite-dimensional Hilbert spaces with dimC(H1) = d1
and dimC(H2) = d2. In this case ϕ can be put into Choi-Kraus form as follows: On the
one hand, we know
HStinespring ∼= End(H2)⊗H1/N (A.13)
On the other hand, because this is a representation of the simple algebra End(H2) we must
also have
HStinespring ∼= Ck ⊗H2 (A.14)
for some k. Once we choose k the map is determined by a choice of isometry:
V : H1 → Ck ⊗H2 (A.15)
since ϕ(b) = V ∗(1k ⊗ b)V . Now, if eα is an ON basis for Ck then we can write
V ψ =
k∑
α=1
eα ⊗ Eαψ (A.16)
where we define the Kraus operator Eα by Eαψ := 〈eα, V ψ〉 ∈ H2. One easily computes
that
V ∗(eα ⊗ χ) = E∗αχ (A.17)
for χ ∈ H2 and then it is straightforward to check V ∗ (1k ⊗ b)V ψ =
∑
αE
∗
αbEαψ, so
ϕ(b) =
∑
αE
∗
αbEα. Note that we could have used any ON basis eα to produce the same
operator ϕ. Moreover, the smallest possible N is N = 0 so it follows from (A.13) that
the maximal value for k is the dimension of H1 ⊗ H∨2 , namely d1d2. The smaller values
of k correspond to limits where some Eα vanish. Therefore the space of CPU maps is (we
assume d1 ≤ d2 here):
U(d1d2)\U(d1d22)/U(d1d22 − d1). (A.18)
It follows from the above discussion that in the finite-dimensional case the space of
CPU maps, CPU(B,A), is an orbifold with boundaries. On the one hand, it is a compact
convex set, and hence homeomorphic to the ball. 26 Nevertheless, it has an interesting
geometric filtration:
X−1 = ∅ ⊂ X0 ⊂ Xk ⊂ · · · ⊂ Xd1d2−1 ⊂ Xd1d2 = CPU(B,A) (A.19)
26To prove this note that the space is embedded in the Euclidean space Hom (End(H2),End(H1)). Choose
an interior point as an origin and consider the map f(x) = x/ ‖ x ‖ mapping the boundary to a sphere.
Then the space is a cone on that sphere.
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with
Xk ∼= U(k)\U(kd2)/U(kd2 − d1) (A.20)
for 1 ≤ k ≤ d1d2, where Xk is the space of maps where the minimal number of nonzero
Kraus operators is at most k. The space Xd1d2−1 is real codimension one, and is the
boundary, homeomorphic to a sphere.
A.3 Kasparov Theorem
A theorem of Kasparov [8, 46] gives the general form of a completely positive unital map
ϕ : B → A between C∗ algebras. One can construct a Hilbert C∗ module Eϕ for A, a
representation pi : B → C∗(Eϕ,A) and a vector ξ0 ∈ E so that ϕ(b) = 〈ξ0, pi(b)ξ0〉A. The
idea of the proof is to construct the Hilbert module Eϕ as a completion of B⊗A/N where
we define an A-valued inner product on B⊗ A by saying that
〈b1 ⊗ a1, b2 ⊗ a2〉A := a1ϕ(b∗1b2)a2 (A.21)
and then extending by linearity. Again one proves positive semi-definiteness using (A.8),
itself a consequence of ϕ being completely positive. As usual, we define N = {ξ ∈ B ⊗
A|(ξ, ξ) = 0}. To prove it is a linear space we need the Cauchy-Schwarz inequality in the
form 27
〈ξ1, ξ2〉〈ξ2, ξ1〉 ≤‖ ξ2 ‖2 〈ξ1, ξ1〉. (A.22)
Clearly N is a right A-module so B ⊗ A/N is a right A-module, and the A-valued inner
product is
〈[
∑
i
bi ⊗ ai],
∑
j
[b′j ⊗ a′j ]〉A :=
∑
i,j
a∗iϕ(b
∗
i b
′
j)a
′
j (A.23)
The left B-action is pi(b)·[b′⊗a′] := [bb′⊗a′] and ξ0 = [1B⊗1A]. Now it is a straightforward
computation to verify ϕ(b) = 〈ξ0, pi(b)ξ0〉A.
A.4 Rieffel Induction And Imprimitivity Theorem
When we have a Morita equivalence bimodule E between A and B then we have an equiv-
alence of representations: Given a state ω on A defining a representation Hω of A we get
another representation Hω,E of B. We can construct it by completing
Hω,E := E ⊗Hω/Nω,E (A.24)
where Nω,E = Ann(Qω,E) and
Qω,E (Ψ1 ⊗ [a1],Ψ2 ⊗ [a2]) = ω(a∗1〈Ψ1,Ψ2〉Aa2). (A.25)
This is generalized to arbitrary representations H for A by forming the representation
HH,E for B using the algebraic tensor product E ⊗H and defining the sesquilinear form:
QH,E(Ψ1 ⊗ v1,Ψ2 ⊗ v2) := 〈v1, pi(〈Ψ1,Ψ2〉A)v2〉H (A.26)
27To prove this note that 0 ≤ 〈ξ2a − ξ1, ξ2a − ξ1〉 for any a ∈ A. We can assume ξ2 6= 0 so then we can
apply this to a = 〈ξ2, ξ1〉/ ‖ ξ2 ‖2.
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and as usual taking the quotient by the annihilator NH,E := Ann(QH,E) and completing.
The imprimitivity theorem says that given a Morita equivalence bimodule E between
A and B the association H → HH,E of representations is an equivalence of categories of
C∗-algebra representations.
If E is a right-Hilbert module over A and we are given a state ω : A→ C then we can
turn a quotient of E into a Hilbert space by defining
〈e1, e2〉 := ω(〈e1, e2〉A) (A.27)
and then completing the quotient E/N as usual. This gives a Hilbert space representation
of B = C∗(E ,A) which we can identify with Hω,E .
A.5 Relations Between The Constructions
There are a number of interesting relations between the above constructions. In QMNA we
have three pieces of data: A Morita equivalence bimodule B↔ EMorita ↔ A, a CPU map
ϕ : B → A, and a C∗-algebra state ω : A → C. We can now make several constructions
and ask how they are related:
1. By Kasparov, a Hilbert C∗ module EϕKasparov ↔ A with a map pi : B→ C∗(EϕKasparov,A).
2. By GNS, a representation HGNSω◦ϕ of B.
3. By Stinespring, a representation Hpiω◦ϕStinespring of B.
4. By Rieffel, a representation Hω of A and hence a representation Hω,E
Morita
Rieffel of B.
So, with this data we have three Hilbert space representations of B and two Hilbert
C∗-modules for A. These Hilbert spaces and modules will all be related to each other. It
is useful to get a picture of the relations by working out the finite-dimensional case. Thus,
suppose B = Matm(C) and A = Matn(C). The Morita equivalence bimodule in this case
would be EMorita = Matm×n(C). Now, suppose we have a CPU map in Kraus form
ϕ(b) =
k∑
α=1
E∗αbEα (A.28)
with Eα ∈ Matm×n(C), α = 1, . . . , k and
∑
αE
∗
αEα = 1.
We begin by computing the Kasparov module. This is B⊗ A/N and to figure out N
we look for elements bi ⊗ ai so that
(bi ⊗ ai, bj ⊗ aj) =
∑
α
(
∑
i
biEαai)
∗(
∑
j
bjEαaj) = 0 (A.29)
So bi ⊗ ai ∈ N ⊂ Matnm×nm(C) iff, for all α, the sum
∑
i biEαai = 0 in Matm×n(C). We
therefore have an exact sequence of vector spaces
0→ N → B⊗ A→ ⊕kα=1Matm×n(C) (A.30)
– 43 –
where the second arrow is defined by b⊗ a 7→ ⊕αbEαa so that
EϕKasparov ∼= Ck ⊗Matm×n(C) (A.31)
provided we have surjectivity of the second arrow in (A.30). Surjectivity will hold for
sufficiently small k. In particular, for k = 1 we get EϕKasparov = EMorita. On the other hand,
by taking the set of Kraus operators to be the matrix units in Matm×n(C) we can get
N = 0. So, in general the Kasparov C∗-module is much bigger than the original Morita
C∗-module EMorita. This is a manifestation of how the “Church depends on the state” in
QMNA.
We can also compare the three possible Hilbert spaces in this example. Now in addition
to EMorita and ϕ we are given a state ω : Matn(C)→ C. WLOG we can assume that there
are orthogonal vectors vs ∈ Cn and 0 < ps ≤ 1 for 1 ≤ s ≤ S ≤ n with
∑
ps = 1 and
ω(a) =
∑S
s psv
∗
savs. The Rieffel-induced representation of B will just be
HEMorita,ωRieffel ∼= ⊕Ss=1Cm. (A.32)
On the other hand, to determine the GNS representation HGNSω◦ϕ of B associated with ω ◦ϕ
we need just compute
ω ◦ ϕ(b) =
∑
α,s
ps(Eαvs)
∗b(Eαvs) =
∑
α,s
w†α,sbwα,s (A.33)
where wα,s =
√
psEαvs, for 1 ≤ α ≤ k, 1 ≤ s ≤ S, is a set of vectors with
∑
α,sw
†
α,swα,s = 1.
We know that there is a set of ON vectors ua ∈ Cm with
∑
α,s
wα,sw
†
α,s =
D∑
a=1
qauau
†
a (A.34)
where 0 < qa ≤ 1 and D ≤ Min[k · S,m]. Applying the GNS construction we see that
HGNSω◦ϕ ∼= ⊕Da=1Cm. (A.35)
Finally, to compute Hpiω◦ϕStinespring we consider
Qpiω◦ϕ(bx ⊗ vx, bx ⊗ vx) =
S∑
s=1
k∑
α=1
ps〈bxEαv(s)x , byEαv(s)y 〉 (A.36)
for vx = ⊕sv(s)x . So now we define a linear map
B⊗Hω → ⊕Ss=1 ⊕kα=1 Cm (A.37)
by
bx ⊗ vx 7→ ⊕Ss=1 ⊕kα=1 bxEαv(s)x (A.38)
so that the kernel is exactly N piω◦ϕ . Again, for sufficiently small k the map is onto and
Hpiω◦ϕStinespring ∼= ⊕kSa=1Cm. (A.39)
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