We investigate the fault-tolerant capability of distributed systems in anonymous and unreliable settings. In the anonymous model, processes have no identifiers and execute an identical code. The present paper assumes that processes are prone to crash failures and communicate via multi-writer/multi-reader shared registers. We study the wait-free solvability of colorless tasks in the anonymous model. Especially, we propose an anonymous full-information protocol for colorless tasks and give a topological characterization of colorless tasks that are wait-free solvable in the anonymous model. The characterization implies that the anonymity does not reduce the computational power of the asynchronous shared-memory model as long as colorless tasks are concerned. We also show that some of the existing topological arguments on the eponymous model apply to the anonymous one.
Introduction
In the majority of the studies on the theory of distributed computing, it is assumed that processes are eponymous, i.e., processes have unique identifiers and are capable of using them. However, there are certain distributed systems, in which processes cannot make use of their identifiers. For example, peer-to-peer file sharing systems require anonymization for the reason of privacy [13] . In some sensor networks, there are no physical means to uniquely identify individual sensors [3] . In addition to these practical motives, it is theoretically interesting to investigate whether the existence of unique identifiers is intrinsically needed for the design of distributed algorithms.
The present paper investigates the fault-tolerant capability of distributed systems in the anonymous asynchronous shared-memory model, in which processes with no identifiers execute an identical code. An arbitrary number of processes may fail by crashing. Processes communicate via multi-writer/multi-reader (MWMR) atomic registers, which are initialized to some default value. The use of single-writer shared registers is out of concern of this paper because they allow processes to identify themselves [20] , conflicting with the notion of anonymity.
In the past few decades, the topological nature of distributed computing [26] has been extensively studied mainly in the context of the (eponymous) fault-tolerant sharedmemory distributed computing. Most significantly, the asynchronous computability theorem [28] , which gives a necessary and sufficient condition for distributed decision tasks to be wait-free solvable, and impossibility results [17, 21] for various decision tasks (e.g., k-set agreement task [12] and renaming task [6] ) have been devised. One of the fundamental building blocks of the topological theory of distributed computing is the full-information protocol [21] , which is the most generic form of protocol that can instantiate any implementable protocol. This universality of the fullinformation protocol significantly simplifies the arguments on the computability issues.
We extend the topological theory of distributed computing to encompass the anonymous asynchronous shared-memory model. Specifically, we investigate the wait-free solvability of colorless tasks in the anonymous model. A colorless task is a decision problem that relates each input assignment to a set of possible output assignments without referring to which process has which value. In other words, a colorless task only concerns the set of values held in the system. Throughout this paper, we assume that the set of possible input values to each colorless task is finite. Colorless tasks cover a significant class of decision tasks such as consensus [18] , set agreement [12] , and loop agreement [23] tasks and have been widely studied mainly in the context of the eponymous shared-memory distributed computing [24, 25, 27, 33] .
The primary obstacle to the topological theory of anonymous shared-memory computing is the lack of a full-information protocol. We propose an anonymous fullinformation protocol for colorless tasks that uses atomic weak set objects, which are shared objects implemented from MWMR registers. The atomic weak set object implements a set object of limited capability: each process can add a value v to the object, which is initially an empty set, and get a consistent set of values that have been added before.
The fundamental idea in the implementation of the atomic weak set object is to allocate a register for each different value rather than for each individual process and to let each process announce the addition of a value v by writing v to the register allocated for v. For efficient allocation of registers, we introduce a homonymous renaming object, which is a generalization of the renaming object [6] . Whenever the homonymous renaming object receives different input names proposed by different processes, it responses a different output name to each of the distinct processes.
We also give a topological characterization of colorless tasks that are wait-free solvable in the anonymous asynchronous shared-memory model. The characterization implies that, as long as colorless tasks are concerned, the anonymity does not reduce the computational power of the asynchronous shared-memory model. That is, a colorless task is wait-free solvable in the anonymous model if and only if it is waitfree solvable in the eponymous one. This computational equality indicates that some of the topological arguments [21] for colorless tasks in the eponymous asynchronous shared-memory model are applicable to the anonymous ones. As an example, we show that it is undecidable whether a given decision task, which is not necessarily colorless, is wait-free solvable in the anonymous model. It is also implied that the classification of loop agreement tasks [23] is also possible in the anonymous model.
To summarize, the major contributions of the present paper are:
Atomic weak set objects. We propose an anonymous wait-free implementation of atomic weak set objects, making use of homonymous renaming objects for the sake of space efficiency; Full-information protocol. We propose an anonymous full-information protocol for colorless tasks using atomic weak set objects; Characterization of wait-free solvability. We give a topological characterization of colorless tasks that are wait-free solvable in the anonymous model; Computational equality. We show that the computational power of the anonymous model is essentially the same as that of the eponymous one, as long as colorless tasks are concerned. This leads to the undecidability result of the wait-free solvability of decision tasks in the anonymous model.
The present paper refines the construction of the anonymous full-information protocol, compared to the preliminary version [37] by the author, by the use of atomic weak set objects. Atomic weak set objects are more appropriate as the primitive construct of the protocol, while atomic snapshot objects employed in the preliminary version are unnecessarily powerful for the purpose. The refined protocol optimizes the implementation, thereby improving the space complexity. This paper is organized as follows. In Section 3, we provide some basic definitions and elementary facts in topology. Section 4 describes the anonymous asynchronous shared-memory model and the colorless task and presents some fundamental theorems concerning the eponymous wait-free solvability of colorless tasks. In Section 5, we introduce an atomic weak set object and present its anonymous wait-free implementation. Section 6 presents an anonymous full-information protocol and studies its space complexity. In Section 7, we present our main results, a characterization of colorless tasks that are wait-free solvable in the anonymous model and the computational equality between the anonymous model and the eponymous one. Section 8 concludes the paper and presents directions for further research.
Related Work
Herlihy and Shavit [28] have studied the shared-memory model that has a certain kind of anonymity, in which processes are allowed to use unique identifiers in a very restricted way. They have established the anonymous computability theorem, which gives a necessary and sufficient condition for a given decision task to be wait-free solvable in their model. The crucial difference between their work and the present paper is that they have assumed single-writer/multi-reader (SWMR) registers. Thus, their results are not immediately applicable to our setting, where processes are not allowed to use identifiers at all and only make use of MWMR registers.
Colorless tasks have been firstly introduced by Herlihy and Rajsbaum [22] under the name of convergence tasks for the purpose of analyzing decidability of the waitfree solvability of decision tasks. Gafni and Koutsoupias [19] have shown, for the first time, that the wait-free solvability for three or more processes is undecidable in the eponymous asynchronous shared-memory model. Herlihy and Rajsbaum [22] have extended this undecidability result to encompass a shared-memory model with (m, k)-set agreement objects.
The fault-tolerant solvability of colorless tasks has been extensively studied mainly in the context of the eponymous shared-memory distributed computing. Herlihy and Rajsbaum [24] have given a topological characterization of colorless tasks that are solvable against an adversarial scheduler characterized by the core and survivor sets [31] in the presence of crash failures. Herlihy et al. [27] have given a topological characterization of colorless tasks that are solvable in the d-solo model with crash failures. Mendes et al. [33] have given a necessary and sufficient condition for colorless tasks to have a t-resilient protocol in Byzantine message-passing systems.
Herlihy et al. [21] have discussed (eponymous) colorless protocols, in which each process only uses process identifiers for accessing shared objects. In other words, the local computation of each process is ignorant of process identifiers. Our anonymous full-information protocol can be seen as an anonymous variant of the colorless layered immediate snapshot protocol, found in Chapter 4 of [21] .
Herlihy and Rajsbaum [25] have studied simulations between models of distributed systems concerning colorless tasks. It would be also possible to establish the equivalence between the anonymous model and the eponymous one by simulating the colorless layered immediate snapshot protocol in the anonymous model. However, we focus here on the topological approach and give the anonymous full-information protocol in a direct way.
Some papers concern wait-free computability in the anonymous shared-memory model in the presence of crash failures. Guerraoui and Ruppert [20] have studied what class of shared object can be implemented from multi-writer atomic registers in the anonymous asynchronous shared-memory model. Ruppert [35] has given a classification of shared objects of various types based on their capability to wait-free solve consensus and naming tasks in the anonymous model.
In several papers, the capability of the failure-free anonymous shared-memory model has been investigated. Attiya et al. [7] have shown that consensus is uniformly solvable in the anonymous model in which shared registers are initialized to some default value. They have also given a characterization of the solvable class of consensus-like decision tasks, called agreement tasks. Besides, Jayanti and Toueg [30] have shown that consensus is not solvable if shared registers are not initialized to any known state.
Starting from [2] , there has been a stream of studies investigating the computability and complexity of the anonymous message-passing model. Aspnes et al. [5] have studied simulations between a distributed system with broadcast and a shared-memory system in the anonymous and reliable setting.
There also have been a series of studies on the homonymous message-passing model [15] , in which distinct identifiers are assigned to n processes (1 ≤ ≤ n) and several processes may be assigned the same identifier. The anonymous model and the eponymous model can be seen as the two extreme cases of the homonymous model.
Delporte-Gallet and Fauconnier [14] have proposed the weak set object supporting a limited class of set operations, add and get, which are not atomic nevertheless. The atomic weak set object proposed in the present paper provides an enhanced atomic implementation of Delporte-Gallet and Fauconnier's weak set object. Baldoni et al. [8, 9] have extended the weak set object to the set object that also supports a remove operation and satisfies a weaker consistency condition, called per-element sequential consistency.
Topological Preliminaries
We briefly present topological notions that are commonly used in the topological theory of distributed computing. See [21] or [36] for more detailed treatment.
Abstract Simplicial Complex
A finite abstract simplicial complex K on a finite set V (K) of vertices is a family of nonempty subsets of V (K), called abstract simplices, such that
If there is no ambiguity, we occasionally write simplex and complex, dropping the prefix 'abstract.' A subset of a simplex s is called a face of s. We denote by s, by an abuse of notation, the complex that consists of s and its faces. A subcomplex L of a complex K is a subset of K that is also a complex.
Let us write #A for the cardinality of a set A. A simplex s ∈ K is said to be of dimension #s − 1, denoted by dim s. The dimension of a complex K, denoted by dim K, is defined to be the maximum dimension of simplices contained in K. The k-skeleton of a complex K, denoted by skel k K is a subcomplex of K that consists of the simplices of dimension less than or equal to k.
Let K 1 and K 2 be complexes. A simplicial map φ :
where φ(s) is the image of s.
It is easy to see that the composition of two simplicial maps is also a simplicial map.
A carrier map from K 1 to K 2 is a mapping :
We write (L 1 ) = ∪ s∈L 1 (s) for a subcomplex L 1 of K 1 . Any pair of carrier maps are composed to a carrier map in a trivial way.
Geometric Realization
Given an abstract simplicial complex K, we associate a corresponding topological space |K| ⊆ R d , called the geometric realization of K, for a sufficiently large positive integer d. For a simplex s = {v 0 , . . . , v k } ∈ K, |s| denotes the convex hull of v 0 , . . . , v k that are placed in R d in affinely independent positions. Let |K| = ∪ s∈K |s|, the union of all convex hulls of simplices in K so that every pair of common faces of simplices are identified. This construction is unique up to homeomorphism.
Let K 1 and K 2 be complexes. Each point x ∈ |K 1 | can be represented by the
a continuous map and
:
Barycentric Subdivision
A complex K 1 is said to be a subdivision of a complex K 2 if |K 1 | = |K 2 | and, for each simplex
Let us write Bary K for the barycentric subdivision of a complex K. The vertices of Bary K are the simplexes of K and the simplexes of Bary K are the sets {s 0 , . . . , s k } such that s 0 ⊆ · · · ⊆ s k . Geometrically, Bary K divides every simplex of K at its barycenter as shown in Fig. 1 .
The barycentric subdivision induces a carrier map from K to Bary K, by which s ∈ K is mapped to Bary s. The carrier map is denoted by Bary : K → Bary K by an abuse of notation. 
Anonymous Model and Colorless Tasks
In this section, we describe the anonymous asynchronous shared-memory model and the colorless tasks.
Anonymous Asynchronous Shared-Memory Model
In the anonymous asynchronous shared-memory model, a distributed system consists of n + 1 sequential processes that have no identifiers and execute an identical code, where the number of processes is known in advance. Processes are asynchronous, i.e., there is no assumption on the relative speed of the processes. We assume that an arbitrary number of processes may fail by crashing, in which case they simply halt and remain silent. Registers are assumed to be atomic (linearizable) [29] : Each operation is considered to be executed at an instant, which is called a linearization point, between its invocation and response. We assume that every register is initialized to a default value ⊥. In this paper, we solely concern an unbounded register, which is a register that can hold one out of infinitely many different values.
Note that all the shared objects in this paper are oblivious: each of them has an identical interface to all processes. This means that processes cannot identify themselves by invoking operations on shared objects. All the shared objects in this paper are also assumed to be atomic. In the succeeding sections, we present distributed algorithms in the pseudocode style, where a shared object is presented in upper cases (e.g., REG), and a local variable is presented in lower cases (e.g., view).
The traditional asynchronous shared-memory model [32] , in which processes have unique identifiers and are capable of using them, is referred to as the eponymous asynchronous shared-memory model.
Colorless Tasks
Throughout this paper, we are solely concerned with a class of decision tasks called colorless tasks [21] . Definition 3 A colorless task is a triple T = (I, O, ) , where I and O are simplicial complexes and : I → 2 O is a carrier map between them. We assume that max{dim I, dim O} < n + 1.
I and O are called input complex and output complex, respectively. The set of vertices V (I ) (resp., V (O)) consists of possible input (resp., output) values for the system. Each simplex in I (resp., O) represents a possible set of input (resp., output) values of the colorless task. Being colorless, processes' identifiers are not contained in I or O.
Each process starts with its own input value v ∈ V (I ), where distinct processes can have the same input value. In each execution path, if the set of all input values s is in I , then the set of all output values must be in (s). If there is an anonymous (resp., eponymous) wait-free protocol solving the colorless task, we say that the colorless task is anonymously (resp., eponymously) wait-free solvable.
The following observation holds because every anonymous protocol trivially works as an eponymous one.
Lemma 4 If a colorless task T is anonymously wait-free solvable, T is also eponymously wait-free solvable.
Colorless tasks cover a significant class of decision tasks such as consensus [18] , k-set agreement [12] , and loop agreement [23] tasks. On the other hand, they do not cover decision tasks concerning process identifiers (e.g., renaming tasks [6] ) and ones with an unbounded number of input values (e.g., approximate agreement tasks [16] ).
Let us see some examples of colorless tasks.
Example Let b be a positive integer. The b-iterated barycentric agreement task with an input complex I is a colorless task T b = (I, Bary b I, Bary b ). We will see later that T b is anonymously wait-free solvable for any input complex I .
Example The k-set agreement task with an input complex I is a colorless task T = (I, skel k I, skel k ), where skel k denotes a carrier map from I to skel k I mapping s ∈ I to skel k s. It is known that T is not eponymously wait-free solvable for k < n + 1 [28] .
Example Let D 2 = {{0}, {1}, {2}, {0, 1}, {1, 2}, {2, 0}, {0, 1, 2}}. Assume that K is a 2-dimensional complex and is a simple edge loop in K, which is divided into three distinct edge path 0,1 , 1,2 , 0,2 by points v 0 , v 1 , v 2 (see Fig. 2 ). The loop agreement task with a triangle loop , denoted by T K, = (D 2 , K, ), is a colorless task such that the carrier map is defined by
See [23] for more detailed treatments of the loop agreement task. [37] The followings are the fundamental theorems concerning the eponymous wait-free solvability of colorless tasks.
Theorem 5 ([24, Theorem 4.3]) A colorless task T = (I, O, ) is eponymously wait-free solvable if and only if there is a continuous map f : |I | → |O| carried by .

Theorem 6 ([22, Theorem 1 and 2]) It is undecidable whether a given loop agreement task is eponymously wait-free solvable, where n ≥ 2.
Theorem 5 characterizes the eponymous wait-free solvability of colorless tasks in a purely topological manner and Theorem 6 implies the undecidability of general decision tasks for three or more processes. In Section 7, we establish counterparts to these theorems for the anonymous model.
Atomic Weak Set Object
An atomic weak set object, denoted by SET, is an atomic object that solely provides two set operations, add and get. The add operation, denoted by add(v), takes an argument v and returns ack; The get operation, denoted by get(), takes no argument and returns the set of values that have appeared as the arguments of all the proceeding add operations. The object is assumed to be initially ∅. In this paper, we concern a one-shot version of the atomic weak set object. The word "one-shot" means that each process can invoke each operation at most once per object.
We propose an anonymous wait-free implementation of a one-shot atomic weak set object. The fundamental idea of the implementation is to allocate a different register for each different value v rather than for each individual process. A process announces the addition of value v by writing v to the register allocated for v. We make use of the double-collect technique [1] to inspect the set of values that have been added to the set object so far.
From the view point of space complexity, it is not preferable to allocate registers for all (finitely or even infinitely many) possible values in advance, especially when only a relatively small number of values are to be added. For the space efficiency, we allocate registers on demand per each invocation of add(v) for a new value v.
For on demand allocation, we introduce a homonymous renaming object, denoted by HRN. A homonymous renaming object is a one-shot object, which is a generalization of the renaming object [6] . The object HRN provides a single operation propose, denoted by propose(v), which takes an input name v as an argument and returns an output name w satisfying the following condition: two propose operations invoked with distinct input names return distinct output names. Note that processes with the same input name need not return the same output name. The difference between the homonymous renaming object and the renaming object is that the former allows two different processes to invoke propose operations with the same input name, whereas the latter does not.
We obtain an anonymous wait-free implementation of a homonymous renaming object by slightly modifying a splitter-based implementation of a renaming object by Aspnes [4] . The space complexity of the homonymous renaming object is (4 √ 2 + o (1) 
Theorem 7 Algorithm 1 is an anonymous wait-free implementation of an atomic weak set object, where the space complexity is
Proof For wait-freedom, it is enough to prove that the execution of the repeat-until loop (line 7-12) in the get operation terminates within a finite number of steps. Since the object is one-shot, at most n write operations to REG can occur during the loop. Thus, after at most n + 1 iterations of the loop, the double-collect succeeds: a process that invokes the repeat-until loop sees two identical collects and exits the loop. (1))n 2 registers for HRN. Thus, the space complexity is (4 √ 2+o (1))n 2 .
The atomic weak set object satisfies the following inclusion property: 
Anonymous Full-information Protocol
We propose an anonymous full-information protocol, a generic form of protocol that can instantiate any implementable protocol for colorless tasks. Our full-information protocol makes use of multiple atomic weak set objects and is an anonymous variant of the colorless layered immediate snapshot protocol [21] . The colorless layered immediate snapshot protocol makes use of single-writer shared objects, called immediate snapshot objects [10] , and thus cannot be executed in the anonymous model. The universality of our full-information protocol will be shown in Section 7. Algorithm 2 presents the anonymous full-information protocol, denoted by P (b, δ), for a colorless task T = (I, O, ) . The protocol P (b, δ) is parameterized by a positive integer b and a simplicial map δ : Bary b I → O and uses b distinct atomic weak set objects SET ( = 0, . . . , b − 1). The space complexity of the protocol
In the protocol P (b, δ), each process starts with its private input value (line 2) and assigns it to the local variable view (line 3). Thereafter, the process iterates from = 0 to b − 1, the operation of adding its view to SET and updating its view by the result of a get operation to SET (line 4-6). At last, the process determines its output value by applying the map δ to the value of view (line 7). The base case b = 1 follows the structure of the proof of Theorem 4.2.8 in [21] . Assume that the set of all inputs to P (1, id) is s ∈ I and that s i is the output value of the process p i . It holds that s i ⊆ s for every i. Also, either s i ⊆ s j or s j ⊆ s i holds for every i and j by Lemma 8. Thus, the set of all outputs of P (1, id) must be t = {s i 0 , . . . , s i k } for some chain s i 0 ⊆ · · · ⊆ s i k . By definition, t is a simplex of Bary s, and this shows that P (1, id) solves T 1 .
Theorem 9 The anonymous full-information protocol
For the induction step, we prove that the protocol P (b, id) solves the task T b . The protocol P (b, id) can be seen as a successive execution of protocols P (b − 1, id) and P (1, id), where input complexes for P (b − 1, id) and P (1, id) are I and Bary b−1 I , respectively. If the set of all inputs to P (b, id) is s ∈ I , the set of all inputs to the subprotocol P (b − 1, id) is either s or its face and thus the set t of all outputs of P (b − 1, id) is in Bary b−1 s by induction hypothesis. Hence, the set of all inputs to the subprotocol P (1, id) is either t or its face and the set of all outputs of P (1, id) is in Bary t, which is a subcomplex of Bary b s. Therefore, P (b, id) solves T b .
Remark In the eponymous model, a multi-shot atomic weak set object is implementable on top of n + 1 registers in a similar way as the implementation of the atomic snapshot object [1] . Thus, the space complexity of the protocol P (b, δ) can be reduced to n + 1, which is considerably smaller than b(4 √ 2 + o(1))n 2 .
Characterization of Wait-free Solvability
In this section, we give a topological characterization for colorless tasks to be anonymously wait-free solvable. The theorem says that a colorless task T = (I, O, ) is anonymously wait-free solvable if and only if there is a continuous map f : |I | → |O| that is consistent with the carrier map . The proof of the theorem also implies that the anonymous full-information protocol is universal for colorless tasks, i.e., every anonymously wait-free solvable colorless task is solved by an anonymous full-information protocol. That is because, if a colorless task is anonymously wait-free solvable, there is a continuous map carried by its carrier map, and the continuous map induces an anonymous full-information protocol solving the colorless task.
Theorem 10 A colorless task T = (I, O, ) is anonymously wait-free solvable if and only if there is a continuous map
Interestingly, the solvability condition of Theorem 10 is superficially the same as one for the eponymous model. Thus, Theorem 5 and 10 establish the following computational equality.
Theorem 11 A colorless task is anonymously wait-free solvable if and only if it is eponymously wait-free solvable.
As a consequence of Theorem 11, the following undecidability results hold.
Proposition 12
It is undecidable whether a loop agreement task is anonymously wait-free solvable, where n ≥ 2.
Proof The proposition is clear from Theorem 6 and Theorem 11.
Proposition 13 It is undecidable whether a decision task, which is not necessarily colorless, is wait-free solvable in the anonymous asynchronous shared-memory model, where n ≥ 2.
Proof The proposition immediately follows from Proposition 12 because general decision tasks include colorless tasks.
We can also show that the classification of loop agreement tasks [23] is possible in the anonymous asynchronous shared-memory model. This indicates that there is an infinite hierarchy on the mutual implementability of colorless tasks in the anonymous model parallel to the eponymous case [23] .
Conclusion and Further Research
We have extended the topological theory of distributed computing to encompass the anonymous asynchronous shared-memory model, in which the number of processes is a priori known. Specifically, we have devised the anonymous full-information protocol by means of atomic weak set objects and given a topological characterization of colorless tasks that are wait-free solvable in the anonymous model. Our characterization implies that the anonymity does not reduce, as long as colorless tasks are concerned, the computational power of the asynchronous shared-memory model. We have also proved that the wait-free solvability of general decision tasks is undecidable in the anonymous model.
It is easy to see that the very same results would hold for the homonymous asynchronous shared-memory model prone to crash failures, because the homonymous model [15] is at least as powerful as the anonymous model.
A promising future research direction would be to investigate t-resilient solvability of colorless tasks in the anonymous model. This would be harder than the eponymous case [24] because physically different processes with the same local state are indistinguishable due to anonymity, and thus each process cannot simply wait for other processes, even when no process would fail [7] .
It would also be challenging to extend our characterization to the case of general decision tasks, giving a totally anonymous version of the asynchronous computability theorem [28] . Our anonymous full-information protocol is insufficient for this purpose, because the protocol is ignorant of the initial values given to the processes. We would need to devise a refined version of the full-information protocol, which conveys richer information including initial values of processes.
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Appendix: Homonymous Renaming Object
We propose an anonymous wait-free implementation of a homonymous renaming object, where the space complexity is (4 √ 2+ o(1))n 2 . Our implementation is similar to the splitter-based implementation of the renaming object [4, 34] , except that we use value-splitters [11] instead of splitters. The value-splitter is a one-shot shared object that provides a single operation split, denoted by split(v), that takes an argument v and returns either stop, down or right. The value-splitter satisfies the following three conditions: Algorithm 3 presents an anonymous wait-free implementation of the value-splitter object. This is a slight modification of the implementation of the 2-valued valuesplitter [11] , which returns either stop or down and only satisfies VS-agreement and VS-solo execution conditions. We assume that every value is totally ordered and expressions v >⊥, v <⊥, and v =⊥ are evaluated to false for any v =⊥. 
VS-
Lemma 14 Algorithm 3 is an anonymous wait-free implementation of the valuesplitter, where the space complexity is
Proof It is immediate that Algorithm 3 satisfies VS-agreement and VS-solo execution conditions by Lemma 10 and Theorem 11 in [11] . We prove, by contradiction, that the implementation satisfies the VS-nontriviality condition. We may assume that executions are non-faulty, because, if some process fails, the condition is automatically satisfied. Assume that all the m invocations of the split operation have returned down. Then, each of the m operations should have seen a value greater than its value at lines 7 or 13. This is a contradiction, because there must be the maximum value among the m values. Likewise, assume that all the m invocations of the split operation have returned right and that there have been exactly m 0 split operations, out of m, whose values are the minimum among the m values. All the m 0 operations should have seen the minimum value at Line 13 in some iteration of the while loop. On the other hand, if a split operation sees the minimum value in REG[ ] at line 13, another split operation should have written the minimum value to REG[ ] in advance. Thus, there must be at least one split operation with the minimum value other than the above m 0 operations. This is a contradiction.
We introduce the value-splitter network and construct a homonymous renaming object on it. A value-splitter network is a network that consists of value-splitters and Fig. 3 An example of the value-splitter network virtual wires connecting them. In the network, a value-splitter has two outgoing wires labeled by right and down, respectively. The value-splitter network is a variant of the splitter-network [4] : The former has the same network topology as the latter and is obtained just by replacing each splitter with the value-splitter.
We implement a homonymous renaming object by the value-splitter network as follows. To give the readers intuition, we first present a simple but space inefficient implementation and then present a more space efficient one.
For the simple implementation, we consider the value-splitter network, which consists of 2 n+1 − 1 value-splitters, in the form of the perfect binary tree of height n + 1. We assume that value-splitters are numbered by the breadth-first visit order. Figure 3 schematically presents the network for the case of n = 2. The operation propose(v), starting from the root of the network, traverses down the network as follows. Each time it visits a node, it invokes split(v) on the vlaue-splitter object of the node. If right or down is returned, it visits the descendant node by traversing the wire labeled by the returned value; If stop is returned, it terminates traversal and returns the node number as the output name.
Lemma 15
There exists an anonymous wait-free implementation of the homonymous renaming object for n + 1 processes, where the space complexity is ( √ 2 + o(1)) √ n(2 n+1 − 1) and the size of the output namespace is 2 n+1 − 1.
Proof It is easy to prove that an invocation of propose(v) operation is eventually terminates by induction on the height of the network. By VS-agreement, it is impossible for a pair of two processes with distinct input names to have stop as a response from the same value-splitter object. This means that no two processes with distinct input names agree on the same output name.
To improve the space efficiency, we make use of the network topology as of Aspnes' splitter network (Theorem 4 in [4] ), which consists of (4 + o(1))n As the splitter object also satisfies VS-solo execution and VS-nontriviality conditions, the arguments concerning termination property in [4] are also valid for the value-splitter network. We can prove, in the same way as Lemma 15 , that two processes with distinct input names never agree on the same output name.
