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Abstract
A general class of stochastic gene expression models with self regula-
tion is considered. One or more genes randomly switch between regulatory
states, each having a different mRNA transcription rate. The gene or
genes are self regulating when the proteins they produce affect the rate of
switching between regulatory states. Under weak noise conditions, the de-
terministic forces are much stronger than fluctuations from gene switching
and protein synthesis. Metastable transitions, such as bistable switching,
can occur under weak noise conditions, causing dramatic shifts in the ex-
pression of a gene. A general tool used to describe metastability is the
quasi stationary analysis (QSA). A large deviation principle is derived so
that the QSA can explicitly account for random gene switching without
using an adiabatic limit or diffusion approximation, which are unreliable
and inaccurate for metastable events.This allows the existing asymptotic
and numerical methods that have been developed for continuous Markov
processes to be used to analyze the full model.
1 Introduction
Stochasticity in gene regulation circuits is known to cause rare extreme shifts
in the expression of a gene, which can have a profound effect on the behavior
of a cell [7, 19]. This leads to the question of how cells coordinate and regulate
different sources of biochemical fluctuations, or noise, to function within a genetic
circuit. Rare, noise-induced dynamical shifts in a stochastic process are known
as metastable events. For example, Brownian motion in a double well potential,
where the fluctuations are weak compared to the force of the potential, displays
bistable switching. In general, metastable events occur when fluctuations are
weak compared to deterministic forces, and the stochastic process is said to be
under weak noise conditions. The chalenge for stochastic modeling is to predict
and explain the possible metastable behaviors and offer a testable hypothesis by
quantifying the timescale on which those events are likely to occur.
Standard methods for computing transition rates in chemical reactions cannot
be applied to a gene expression model when it includes reactions that involve one
or more genes. For chemical systems with a large number N of molecules, the
stochastic model converges to the mass action model in the large N limit. Tran-
sition rate approximations for chemical systems generally apply to weak noise
conditions where N is large but finite. A deterministic mass action description is
not valid for a gene expression model because there can be as few as one copy of
a given gene. Hence, we cannot assume weak noise conditions by assuming that
N is large. Even if we can find a way to define weak noise for the gene expression
model, the standard transition rate approximation does not apply.
A deterministic description can be obtained using a separation of time scales
if the gene reactions are fast compared to other reactions; this is known as an
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adiabatic limit. For example, a gene that rapidly switches between on and off
states would, in the adiabatic limit, have an effective transcription rate scaled
by the fraction of time spent in the on state. A stochastic gene regulation model
can then be said to be under weak noise conditions when gene switching is fast
but not infinitely fast.
Thus, there is a separation of timescales, where gene switching is the fast
reaction and protein synthesis/degradation is the slow reaction. Almost all of
the approaches to date resolve the gene switching problem by either taking the
adiabatic limit [2] or using a diffusion approximation [2, 32, 8, 17], but diffusion
approximations of metastable phenomena, in general, are known to be highly
unreliable, even for relatively simple birth-death processes [5]. The adiabatic
diffusion approximation (also known as stochastic averaging or stochastic quasi-
steady state) can be particularly unreliable [25, 14, 23]. Other approaches are
either not generally applicable [1] or result in a difficult to solve high dimen-
sional problem [28, 33]. We propose an accurate approximation that exploits
the separation of timescales without ignoring gene switching or using diffusion
approximations of any kind.
The study of metastable behavior in probability theory is known as large devi-
ation theory [10, 9], and has many mathematical similarities to the path integral
description of quantum field theory. Large deviation theory is mathematically
rigorous and establishes an important link between the path distribution and
the stationary probability density function, but for most chemical systems and
continuous Markov processes, the WKB approximation is the simplest and most
direct means of calculating certain weak noise approximations.
The Quasistationary analysis (QSA) uses the WKB method to approximate
the stationary probability density function, which also yields information about
the long time behavior of the process [29]. One useful biproduct of the WKB
approximation is the so-called most probable path (MPP). Under weak noise con-
ditions, the probability that the process takes a particular path from point A
to point B is sharply peaked along a MPP. The likelihood of deviating from
the MPP is an exponentially decreasing function of the magnitude of the devi-
ation. In other words, stochastic trajectories are highly likely to closely follow
the MPP. A MPP is a statistic, similar to the mode, of the probability dis-
tribution of stochastic trajectories, (i.e., a probability distribution in a function
space). Although they describe a stochastic process, MPPs themselves are not
stochastic. In general, there are two kinds of MPPs. If a deterministic trajec-
tory connects point A to point B, then the MPP is the deterministic trajectory.
If the transition is noise induced, such as a metastable transition, MPPs build
action and become more improbable as the path gets longer. MPPs can tell us
how different metastable transitions occur; they can be thought of as describ-
ing noise induced dynamical behavior. By combining the stationary density and
MPP approximations, the mean first exit time for a metastable events (such as
bistable switching) can also be approximated using a spectral projection method.
To summarize, the QSA is based on the WKB approximation and can be used
to obtain asymptotic approximations of: (i) the stationary probability density
function, (ii) MPPs, and (iii) mean first exit times for metastable transitions.
How to apply the QSA to processes that have both large-N -type species and fast
(adiabatic) species with low copy number is an unsolved problem.
Wolynes and coworkers showed how the quantum mechanical path integral
formulation of spin boson systems could be applied to study metastability in
stochastic gene expression models that include gene switching [28, 33]. They
obtained a path integral description in the full space of variables (both slow and
fast) [33], but the result is a high dimensional problem that can be difficult to
solve. In this paper, we present an approach that exploits the separation of time
scales. Recently, the QSA has been adapted to get approximations of the station-
ary density and mean switching times [24, 23, 22], but the link to a path integral
formulation is ambiguous because the WKB approximation does not uniquely
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determine a Hamiltonian. (The leading order problem from the WKB expan-
sion is a static Hamilton-Jacobi equation.) Two important numerical algorithms
(the geometric minimum action method [12, 31] and the ordered upwind method
[4, 22]) critically depend on the correct formulation of the Hamiltonian.
Recent advances in this area have been made using probability theory. Using
a large deviation principle, one can derive the action functional, which is the basis
for approximations of metastable behavior. Freidlin and Wentzell [10] present a
rigorous proof of a large deviation principle for the case where the fast process
does not depend on the slow variables (i.e., no gene regulation), and Kifer [16]
extended the result to the fully coupled case without noise in the slow variables
(the slow process by itself is deterministic). The model is called piecewise deter-
ministic if the fast process is a discrete Markov process and the slow process is
deterministic. A large deviation principle was developed for piecewise determinis-
tic processes using path integrals [3]. The piecewise deterministic case is relevant
for a gene expression model in the large N limit where the protein concentration
changes deterministically in between random gene state transitions [24]. In this
paper, we consider the case where the slow process also has noise from protein
synthesis and degradation. Specifically, we assume that the synthesis rate is much
larger than the degradation rate so that the protein is under large-N -type weak
noise conditions and can be treated as a continuous concentration.
One of the weaknesses of the large deviation theory approach is that the re-
sulting approximations are logarithmically asymptotic. For example, if P(x) is
a probability density function that depends on a small parameter  1, a large
deviation principle yields an approximation of the form,  log(P(x)) ∼ −Φ(x) +
O(), which we write as P(x)
ln' e−Φ(x)/. The QSA yields an asymptotic approxi-
mation that includes a pre exponential factorK(x) so that P(x) ∼ K(s)e−Φ(x)/.
In this paper, we show how to resolve the ambiguity in the WKB approxi-
mation, which allows the QSA to be applied to models of stochastic gene net-
works that include multiple types of weak noise (large-N -type weak noise and
adiabatic-type weak noise). For simplicity we ignore the dependence on mRNA
copy number and focus on gene state switching and protein synthesis and degra-
dation. The author has developed the QSA for single gene models that include
mRNA using transform methods [21], and we anticipate that the theory can be
expanded to include gene networks in future work. We develop a path description
that takes advantage of the separation timescales without using an adiabatic re-
duction (stochastic averaging) or any other form of diffusion approximation. This
can be thought of as an averaging-like procedure that yields highly accurate ap-
proximations of many relevant quantities, including the distribution of the fast
gene state. We then combine the results of large deviation theory and the QSA.
That is, for practical application, we show how to augment the WKB method to
obtain all relevant quantities without the need to consider path integrals.
The paper is organized as follows. First, we describe a general stochastic
model of gene expression in Section 2. Then, in Section 3 we present the WKB ap-
proximation and explain how to resolve the ambiguity in defining the Hamilton–
Jacobi equation. In Section 4 we show how a single mathematical concept (the
asymptotic approximation of an integral using Laplace’s method) can be used
to derive a large deviation principle, which establishes how to correctly apply
the WKB approximation. Finally, in section 5 we illustrate the results with the
simple example of the toggle switch model (also known as the mutual repressors
model) [15, 24].
2 Model
Let s = 1, · · · , Ns label the state of one or more genes. For simplicity, we assume
that protein synthesis is directly coupled to the gene state and ignore mRNA
(for more on applying the QSA to a model that does consider mRNA see [1, 21].)
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Assume that the gene or genes are responsible for synthesizing d > 0 protein
species X1, · · · , Xd, and let x ∈ D ⊂ Rd be the vector of protein concentrations.
Protein species Xk is synthesized and degraded according to the reaction,
∅
σk(s)/
−→←−
γk
Xk, (1)
where σk(s)/ is the gene state dependent production rate and γk is the degra-
dation rate. Assume that 0 <   1 is a small parameter so that x can be
treated as a continuous variable. We assume that there are no direct interactions
between the different protein species, but extending the analysis to account for
such reactions is straightforward.
Given a fixed gene state s, the Master equation describing the evolution of
the probability density function P (x, t) is
∂
∂t
P (x, t) = LxP ≡
1

d∑
k=1
∑
x′k∈D
[
σk(s)(δx′k,xk− − δx′k,xk)
+γk(δx′k,xk+ − δx′k,xk)x′k
]
P (x′, t) (2)
Assume that the X1, · · · , Xd regulate the activity of the gene or genes so that
the transition rates are functions of x. Given a fixed concentration x, the gene
state is described by the Master equation
∂
∂t
P (s, t) =
1

AxP ≡ 1

Ns∑
s′=1
Axss′P (s
′, t), (3)
where Ax is the transition rate matrix, assumed to be irreducible so that there
is a steady-state distribution ρ(s|x) that satisfies Axρ = 0.
For the coupled process, where both s and x are random, the evolution of the
joint probability density function P (s,x, t) is governed by the Master equation,
∂
∂t
P (s,x, t|s0,x0, t0) = LP ≡ 1

AxP + LxP. (4)
In the limit → 0 we obtain the deterministic system,
dxk
dt
= fk(x) ≡
Ns∑
s=0
ρ(s|x)σk(s)− γkxk. (5)
Fixed points are written as xfp, defined by fk(xfp) = 0, for all k = 1, · · · , d.
3 WKB analysis
First we consider a special case, one that is well known in the chemical literature
[6, 27]. Suppose the gene state is fixed constant. The WKB approximation of
the stationary probability density function is obtained using the anzatz P (x)
ln'
e−Φ(x)/. Substituting the anzatz into (46) and collecting leading order terms in
 yields the PDE H(s,x,p) = 0, where p ≡ ∇xΦ and
H(s,x,p) ≡
d∑
k=1
[
σk(s)(e
pk − 1) + γkxk(e−pk − 1)
]
. (6)
For the coupled process, where s is also random, the situation is more compli-
cated. A popular approach (which is known to cause significant errors [23, 33])
is to take the adiabatic limit and use the averaged Hamiltonian H¯(x,p) =
H(
∑
s sρ(s|x),x,p).
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A much more accurate approximation can be obtained as follows. The WKB
approximation of the stationary probability density function is obtained using
the anzatz
P (s,x) = NK(x)r(s|x)e−Φ(x)/, (7)
where N is a normalization factor, r(s|x) is the conditional distribution of the
gene state given x, and Φ(x) is called the quasipotential. The pre exponential
factor K(x) can be interpreted as a normalization factor for r and is determined
at higher order. For completeness, we provide the details on how to compute
K(x) in Appendix B.
Substituting (7) into LxP = 0 and collecting leading order terms in  yields
Ns∑
s′=0
[Axss′ + δss′H(s,x,Φ
′(x))]r(s′|x) = 0. (8)
This can be rewritten in matrix form as
Qr = [Ax + diag{H(s,x,∇xΦ(x))}]r = 0. (9)
It is not immediately clear what the Hamiltonian is since the above expression
depends on r, which is also unknown. One idea is to define the Hamiltonian to
be H(x,p) = det(Q). But this definition is not the only one that we can make,
for example, we could also define the Hamiltonian to be an eigenvalue of Q.
Then r is simply the eigenvector (which we hope is positive since it approximates
a probability distribution) corresponding to a zero eigenvalue. Both of these
definitions should yield the same WKB approximation if we can solve the static
Hamilton-Jacobi equation, H(x,∇xΦ) = 0. The solution to the Hamilton-Jacobi
equation can be written in terms of the method of characteristics [26]. Setting
p = ∇xΦ, the Hamilton-Jacobi equation can be rewritten as the system of ODEs,
x˙ = ∇pH(x,p), p˙ = −∇xH(x,p). (10)
Now we ask a simple question. Are MPPs also solutions to (10)? The answer is
certainty not evident from the WKB expansion.
We are then faced with a new question. If we have multiple definitions of H
that yield the same WKB approximation, do they also yield the same charac-
teristics, and if the characteristics are different, which set correspond to MPPs?
Clearly, the solution surface ∇xΦ(x(t, θ)) can have different parameterizations
even with the same initial data (i.e., the curves of constant θ need not be the
same for different choices of H). This ambiguity is resolved in Section 4 using a
large deviation principle, and the correct choice is to define H as the principal
eigenvalue of Q; it is real and simple, it is larger than the real part of the remain-
ing eigenvalues, and its eigenvector r is strictly positive. The Perron–Frobenius
Theorem guarantees that the principal eigenvalue exists with r > 0 for all p [22].
Moreover, it follows from the WKB approximation (7) that the conditional prob-
ability distribution for the gene state is just the appropriately normalized right
eigenvector (evaluated at p = ∇Φ(x)).
The correct choice ofH also has significant consequences for certain numerical
algorithms for computing MPPs and the quasipotential Φ that are based on the
large deviation principle [12, 31, 4, 22]. Another shortcoming of making the
wrong choice for H is that these algorithms depend on H(x,p) being a convex
function of p. Choosing H according to the large deviation principle guarantees
that it is convex. One way to compute MPPs and Φ is to use a numerical
ODE integrator to solve (10), and this method does not require H be convex
[24, 17]. However, there are two significant drawbacks of this method. First,
there is little control over which points x the solution is evaluated at; often one
is interested in approximating Φ on a discrete grid. Each MPP is generated
with a different initial condition and a shooting method is required to find the
MPP with a specific end point. Second, the shooting method rapidly becomes
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computationally expensive as the dimension d increases. A better choice for
computing MPPs is the geometric minimum action method (GMAM), which is
an iterative scheme to compute the MPP between a given start and end point
[12, 31]. The quasipotential Φ(x) can be computed on a discrete grid with the
ordered upwind method (OUM), which is a finite difference scheme for solving the
Hamilton-Jacobi equation [4, 22]. The GMAM and OUM requires H(x,p) and
its various first and second order partial derivatives.
Because it is an eigenvalue of a matrix, it is not possible in general to explicitly
calculateH except is special cases. However, there is an efficient iterative scheme,
called the Collatz method, to numerically compute the principal eigenvalue, the
details are included in Appendix C. If we can numerically compute H then we
need only know the coefficients in the characteristic polynomial of Q (which can
be explicitly calculated in general) to evaluate the various partial derivatives of
H. Write the characteristic equation for Q as Ω(λ) ≡ aNsλNs + · · ·+a1λ+a0 = 0,
where the coefficients aj are functions of x,p. Differentiating the characteristic
equation and setting λ = H yields
∇H(x,p) = −
∑Ns
n=0Hn∇an(x,p)∑Ns
n=1 nHn−1an(x,p)
, (11)
Higher derivatives can be similarly defined. We have found in practice that sim-
ply setting H = 0 in the above formula seems to yield well behaved numerical
solutions, but justifying this choice in terms of stability requires more investiga-
tion.
4 Deriving the large deviation principle
Large deviation estimates are based on the idea of formulating Laplace’s method
specifically for probability theory. Recall that Laplace’s method is used to ap-
proximate certain integrals. For example, suppose we have a positive function
F (x) for which there is a single minimum at xm such that F ′(xm) = 0 with
limx→±∞ F (x) =∞. Laplace’s method yields the approximation∫ ∞
−∞
e−F (x)/dx
ln' e−F (xm)/.
The idea is that the integral takes its largest contribution at the point xm where
F (x) is at its minimum because the integrand is exponentially decreasing away
from xm.
To see how this works in the context of probability theory, consider the ran-
dom variable X. We want to approximate the distribution with
Pr[X ∈ (x, x+ dx)] ln' dx e−L(x)/, (12)
for some function L(x). Let p ∈ R. Using (12) we notice that〈
exp
{
pX

}〉
ln'
∫ ∞
−∞
exp
{
px− L(x)

}
dx.
Using Laplace’s method, we know that the above integral obtains its largest
contribution at h(p) = supx∈R{xp− L(x)} so that 〈exp{pX/}〉
ln' exp{h(p)/}.
Hence, we can define the function,
h(p) ≡ lim
→0
 log
〈
exp
{
pX

}〉
. (13)
Assume that h is continuous and convex for all p ∈ R with h(0) = 0. Then, we
can define the function L and its relationship to h through the Legendre transform
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T ,
L(x) ≡ T [h(p)] = sup
p∈R
{xp− h(p)} (14)
h(p) = T [L(x)] = sup
x∈R
{xp− L(x)}. (15)
If h(p) is a convex function of p then L is a convex function of x, and their
derivatives are monotonic functions. After differentiating each of the above ex-
pressions, we observe that the maximizers for (14) and (15) are given implicitly
by x = h′(p), p = L′(x), respectively. Hence, the procedure for Laplace’s method
is to first compute h using (13). If the limit exists then the probability den-
sity function can be approximated by (12), where L(x) is given by (14). This
procedure can be generalized to apply Laplace’s method to path integrals.
For simplicity, assume that there is a single slow species so that d = 1 and
0 ≤ x < ∞. The generalization for multiple slow species is presented in Section
4.2. Discretize time with tj = t0 + j∆t, j = 0, · · · , N + 1. Let {sj , xj} be a
discretized path where sj = s(tj) and xj = x(tj). Assume that the end points
(j = 0 and j = N + 1) of the path are fixed with sN+1 = s and xN+1 = x.
The probability density function satisfying the Master equation can be written
in terms of a path integral, which is a slightly different version of the standard
integral form of the Chapman–Kolmogorov equation [11]. If the path consists
of a single interior point (i.e., N = 1) then we have the Chapman–Kolmogorov
equation,
P (s, x, t|s0, x0, t0) =
Ns∑
s1=0
∫ ∞
0
dx1 P (s, x, t|s1, x1, t1)P (s1, x1, t1|s0x0, t0). (16)
Compounding over multiple interior points along a path (N > 1), we have
P (s, x, t|s0, x0, t0) =
∑
s1,··· ,sN
∫ ∞
0
dx1 · · ·
∫ ∞
0
dxN P[{sj}, {xj}], (17)
where P is the joint distribution over the path. Using the Markov property, the
path distribution can be written as the product
P[{sj}, {xj}, {tj}] =
N∏
j=1
P (sj , xj , tj |sj−1, xj−1, tj−1). (18)
We are interested in “averaging out” (not to be confused with stochastic averaging
or adiabatic reduction) the dependence on s, hence we seek
P[{xj}] =
∑
s0,··· ,sN+1
P[{sj}, {xj}].
Formally we take the continuum limit N →∞ with ∆t→ 0, and we assume
that the random gene state s(T ) evolves on the fast timescale T = t/. We further
assume that x(t) and p(t) are slowly varying functions on the fast timescale
(i.e., x′(t) and p′(t) are O(1)). The marginal path distribution P[x(t)] can be
approximated as follows. The generalization of (13) for the path distribution is
H(x, p) = lim
→0
 log
〈
exp
{∫ t/
0
H(s(τ), x, p)dτ
}〉
, (19)
where
H(s, x, p) = σ(s)(ep − 1) + γx(e−p − 1).
Note that (19) is mathematically rigorous for the case where there is no noise in
the slow process (i.e., the protein synthesis and degradation is deterministic) and
7
for the adiabatic limit (i.e., no noise from gene switching). As formally justified
in Appendix A, (19) is a straightforward generalization for the case where both
noise sources are present.
It is worth taking a moment to compare (19) to the adiabatic result. The adia-
batic limit yields a very different result, namely H¯(x, p) = lim→0H(〈s(t/)〉 , x, p).
In general, using the adiabatic limit or a diffusion approximation yields a Hamil-
tonian that agrees with (19) only for |p|  1.
The generalization of (14) is
L[x, x˙] = sup
p∈R
[x˙p−H(x, p)] , H(x, p) = sup
x˙∈R
[x˙p− L[x, x˙]] , (20)
where L is called the Lagrangian and the variable p is called the conjugate mo-
mentum. The maximizers are defined implicitly by
x˙ =
∂
∂p
H(x, p), p = ∂
∂x˙
L[x, x˙]. (21)
Using (19), the generalization of (12) for the marginal path distribution is
the large deviation principle,
P[x(t)] ln' exp
{
−1

S[x(t)]
}
, (22)
where S[x(t)] = ∫ t
t0
L[x(τ), x˙(τ)]dτ is called the action functional; it is a measure
of how likely a given stochastic trajectory is. It follows from the definition of L
and the property H(x, 0) = 0 that ddtS[x(t)] ≥ 0. As the action increases, the
likelihood of observing a stochastic trajectory decreases.
4.1 Most probable paths and WKB
Combining (16) with (22) we can approximate the marginal probability density
function p(x, t) with the path integral over the set of continuous functions in
Cxx0 = {x(t) ∈ C1 : x(0) = x0, x(t) = x},
P (x, t|x0, t0) ln'
∫
Cxx0
D[x(t)] exp
{
−1

S[x(t)]
}
. (23)
Rather than try to evaluate an integral on a function space, let us use Laplace’s
method to approximate the integral. The largest contribution to the above path
integral comes from the MPP, defined as the path that minimizes the action
functional,
xMP(t) ≡ arg inf
x(t)∈Cxx0
∫ t
t0
L[x(τ), x˙(τ)]dτ. (24)
Stochastic trajectories are highly likely to follow a MPP. The probability of a
O(1) deviation from a MPP is exponentially small. Using Laplace’s method
again, we have the approximation
P (x, t|x0, t0) ln' exp
{
−1

S[xMP(t)]
}
. (25)
Using the calculus of variations, one can show that the MPP defined by (24)
is a solution to Hamilton’s equations (10), derived using the WKB method! That
is, an MPP is a solution to the Euler–Lagrange equation,
d
dt
∂
∂x˙
L[x, x˙] =
∂
∂x
L[x, x˙]. (26)
The above can be equivalently written as
d
dt
(
x˙
∂
∂x˙
L[x, x˙]− L[x, x˙]
)
= 0. (27)
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Using (20), we have the first integral,
x˙p− L[x, x˙] = H(x, p) = Const. (28)
Hence, H is constant along a MPP. The first equation in (10), namely x˙ = ∂H∂p ,
simply follows from (21). The second equation is derived as follows. Using the
second equation in (21) and (26), we have
p˙ =
d
dt
∂
∂x˙
L[x, x˙] =
∂
∂x
L[x, x˙]. (29)
We therefore need to show that ∂∂x˙L[x, x˙] = − ∂∂xH(x, p) on MPPs. Using (20)
and writing the maximizer as p(x) (i.e., the implicit solution of ∂∂xH(x, p) = x˙)
as a function of x yields
∂
∂x˙
L[x, x˙] =
∂p
∂x
x˙− ∂p
∂x
∂
∂p
H(x, p(x))− ∂
∂x
H(x, p(x)). (30)
Then, it follows from the first equation in (21) that ∂∂x˙L[x, x˙] = − ∂∂xH(x, p(x)).
The final connection two the WKB solution comes by setting H = 0. As
noted above H = Const along MPPs. If we restrict trajectories to the set of
MPPs for which H = 0, the action (22) becomes
S[xMP(t)] =
∫ t
t0
p(τ)x˙MP(τ)dτ. (31)
The connection between the large deviation principal and the WKB approxima-
tion (7) of the stationary probability density function is as follows. A MPP that
starts at the stable fixed point xA requires t0 → −∞ as x0 → xA, because xA
is an unstable fixed point of (10) (even though it is a stable fixed point of the
deterministic system). In fact, the deterministic system is recovered from (10) by
setting p = 0, which means that deterministic flows exist on the stable manifold
of the higher dimensional system. Assume that the process is time autonomous
so that the stationary density can be written as P (x) = limt0→−∞ P (x, t|xA, t0).
We can approximate the stationary density by taking the limit t0 → −∞ and
x0 → xA in (25) and (31) (assuming x(t) and p(t) satisfy (10)) to get
P (x) ∝ exp
{
−1

∫ t
−∞
p(τ)x˙(τ)dτ
}
≡ e−Φ(x)/, (32)
which is consistent with the WKB approximation (7). Notice that the conjugate
momentum p can also be interpreted as p = dΦdx . It follows from (31) and (32)
that the action determines the quasipotential with Φ(x(t)) = S[xMP(t)]. Recall
that S[x(t)] is a non decreasing function of time. If x˙MP(t) 6= 0 for some fixed t,
it is easy to show that ddtS[xMP(t)] = 0 (and consequently p = 0) if and only if
x˙ = f(x). In other words, the action and the quasipotential are flat when xMP(t)
is tangent to a deterministic trajectory. This is always true at fixed points xfp.
4.2 Multiple slow species
For multiple slow species x ∈ Rd, d > 1, the Hamiltonian H(x,p) is a function
of the vector p = (p1, · · · , pd). The Hamiltonian it is defined as the principal
eigenvalue of the matrix Qs,s′ = Axs,s′ + δs,s′H(s,x,p) and r(s|x) > 0 is its
eigenvector. The Lagrangian (20) becomes
L[x, x˙] = sup
p∈Rd
{p · x˙−H(x,p)}. (33)
MPPs satisfy Hamilton’s equations (10).
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5 Example: Toggle Switch
We turn now to a simple example to illustrate the results. Consider two genes, GX
and GY , responsible for producing proteins X and Y , which have concentrations
x and y. We assume that both genes can be turned on or one of the two can be
turned off while the other is on. Let s = 1 correspond to GX = on, GY = off;
let s = 2 correspond to GX = GY = on; and let s = 3 correspond to GX = off,
GY = on. Assume that a repressor formed by X turns GY off and a repressor
formed by Y turns GX off. Once off, each gene turns back on at a rate b when
regulatory sequences unbind from the repressor. The transition rate matrix for
the gene state is,
A(x,y) =
 −b xα 0b −xα − yα b
0 yα −b
 , (34)
where α is a parameter that controls the amount of nonlinearity in the depen-
dence of the repressor concentration on protein concentration. (For simplicity,
we assume that the repressor concentrations are an instantaneous function of
x and y.) The scaled protein synthesis rates are σX({1, 2, 3}) = {0, σ, σ} and
σY ({1, 2, 3}) = {σ, σ, 0}. We set the characteristic time scale to the average life-
time of a protein so that the degradation rates are γX = γY = 1. For α ≥ 2
there is a range of values of b for which the deterministic limit (5) is bistable,
having two stable fixed points (xA, yA) and (yA, xA), separated by an unstable
saddle located on the center line y = x. MPPs generated numerically using the
GMAM are shown in Fig. 1 along with level curves of Φ(x, y) computed using
the OUM. The x, y symmetry is evident from the level curves and MPPs. Sur-
Figure 1: Several MPPs that start from each stable fixed point are shown (thin
lines) for α = 2, b = 0.15, and σ = 1. Red dashed lines show the MPEPs
connecting the stable fixed points to the saddle. Level curves of the quasipotential
Φ(x, y) are shown as thick lines.
rounding the two stable fixed points are closed level curves corresponding to a
potential well. The dashed curves show the MPP from the stable fixed points to
the saddle located on the center line. This curve is often referred to as the most
probable exit path (MPEP) because it is the path most likely taken to transition
from one of the stable fixed points to the other. There are many other MPPs that
reach the center line, but along the center line, the quasipotential is minimized
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at the saddle, which means that stochastic trajectories are most likely to cross
the center line at the saddle.
a
b
Diusion 
Approximation
Full
Model
Figure 2: (a) MPPs computed using the GMAM for the full model (y < x)
and for the diffusion approximation (y > x). The red and blue curves show the
MPEP for the diffusion approximation and the full model, respectively. (b) The
quasipotential along each of the MPPs shown in (a). Parameter values are α = 3,
b = 0.15, and σ = 1.
It is interesting to see what differences a diffusion approximation has with
these results. A complete diffusion approximation of the toggle switch model,
that includes noise effects from gene state switching and protein synthesis/degra-
dation, was developed in [15]. In Fig. 2(a) we show the MPPs derived from the
full model in the lower half of the domain y < x and the analogous MPPs obtained
from the diffusion approximation on the upper y > x portion of the domain. We
expect the diffusion approximation to be accurate in a small neighborhood of the
stable fixed points. After comparing the two approximations, we see that there
are significant differences between the two sets of MPPs for small values of x and
y. The MPEPs (red and blue curves in Fig. 2) are also slightly different.
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To understand the main source of error in the diffusion approximation, we
examine the difference in the quasipotential. Along a MPP, the quasipotential is
given by
Φ(x(t)) =
∫ t
0
p(τ) · x˙(τ)dτ, (35)
where x(t) and p(t) satisfy (10). In Fig. 2(b) we show the quasi potential com-
puted along each of the MPPs shown in Fig. 2(a). Notice a significant difference
in the quasipotential at the saddle point, which has a exponentially large effect
on the Kramers rate approximation of the mean exit time (not shown).
6 Discussion
We have derived a systematic, efficient, and practical extension of the QSA,
which can be used to obtain reliable approximations of the stationary probabil-
ity density function, MPPs, mean switching times, and the distribution of exit
points. We emphasize that our approach does not make the mistake of using an
adiabatic limit or a diffusion approximation, which are unreliable and inaccurate
for metastable events. We have shown how the same asymptotic and numerical
methods that exist to analyze a diffusion approximation can be applied to the
full model. We therefore conclude that there is little to no benefit to be gained by
using a diffusion approximation.
The matrix Q that determines H can be obtained using the simple and di-
rect WKB approximation, and in situations where the principal eigenvalue of Q
cannot be explicitly calculated, an efficient numerical scheme can be used. The
correct formulation of H guarantees that it is a convex function of p, a property
that is required for numerical schemes such as the OUM and GMAM.
A Large deviation principal
For a model with only adiabatic-type weak noise, having no noise in the slow
variable, (19) becomes
H(x, p) = lim
→0
 log
〈
exp
{∫ t/
0
pf(S, x)dτ
}〉
, (36)
where dxdt = f(s, x) is the deterministic motion for a given fixed state s. The
validity of the above is rigorously established in [16] for the case where S is
a continuous Markov process, a Markov chain, or a combination of both. For
comparison, one can derive from the gene expression model a limiting process
without noise in the slow variable. By carefully rescaling the protein synthesis
and degradation rates, one can derive a limiting process in which the protein
concentration changes deterministically in between jumps in the gene state [24,
23]. In this limit (36) is recovered from (19). That is, we have that H(s, x, p)→
pf(s, x), which is consistent with the Hamiltonian of a deterministic process.
We state as a conjecture that (19) is a straightforward generalization of (36)
for the case where there is noise in the slow variable. In this section, we present a
formal justification for this conjecture, using arguments that follow closely with
the ideas found in the proof of (36).
We define the slow process as
X(t) = X(0) + 
[
Y +(
1

∫ t
0
σ(S(−1τ))dτ)− Y −(γ

∫ t
0
X(τ)dτ)
]
,
where Y ±(t) are independent unit Poisson processes. The fast process is S(−1t),
with transition rate matrix Ax. Discretize the S, x(t) dependent slow process with
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Xj = X(tj), with increments ∆Xj = Xj −Xj−1. We seek an approximation of
the marginal path distribution P[x(t)] having the form
P[X(t) ≈ x(t)] ln' exp
{
−1

∫ t
0
L[x(τ), x˙(τ)]dτ
}
. (37)
Let X ′j = ∆Xj/∆t. Then using the discrete version of (37) we have that〈
exp
1
N∑
j=1
pjX
′
j∆t

〉
ln'
∫ ∞
−∞
dx′1 · · ·
∫ ∞
−∞
dx′N exp
1
N∑
j=1
(
pjx
′
j − L[xj , x′j ]
)
∆t
 .
The largest contribution to each integral comes from
H(xj , pj) = sup
x′j∈R
{
pjx
′
j − L[xj , x′j ]
}
,
Hence, the Hamiltonian should satisfy∫ t
t0
H(x(τ), p(τ))dτ = lim
→0
 log
〈
exp
{
1

∫ t
t0
p(τ)X ′(τ)dτ
}〉
. (38)
A more useful expression than (38) is derived as follows
First, we evaluate the mean over jumps in X conditioned on S. To leading
order in ∆t, the propagator density function for ∆X (the probability density of
jumping from x to x+ y in the time interval (t, t+ ∆t)) is
T (y|∆t, s, x) ∼ δ(y) + ∆t

[σ(s)(δ(y − )− δ(y)) + γx(δ(y − )− δ(y))] .
Taking the mean of each exp{−1pj∆Xj} over all j = 0, · · · , N yields∫ ∞
−∞
dy1 · · ·
∫ ∞
−∞
dyN
N∏
j=1
T (yj |∆t, s, xj)epjyj/
=
N∏
j=1
(
1 +
∆t

H(s, xj , pj)
)
∼ exp
1
N∑
j=1
H(s, xj , pj)∆t
+ o(∆t),
(39)
where
H(s, x, p) = σ(s)(ep − 1) + γx(e−p − 1).
To complete the evaluation of (38), we must average over the fast process
S(−1t). Formally we take the continuum limit N → ∞ with ∆t → 0, and
we assume that x(t) and p(t) are slowly varying functions on the fast timescale
T = t/. In the continuum limit we have
lim
N→∞
∆t→0
〈
exp
1
N∑
j=1
pj
∆Xj
∆t
∆t

〉
ln'
〈
exp
{
1

∫ t
0
H(S(−1τ), x(τ), p(τ))dτ
}〉
.
(40)
Combining (38) and (40) yields,∫ t
0
H(x(τ), p(τ))dτ = lim
→0
 log
〈
exp
{
1

∫ t
0
H(S(−1τ), x(τ), p(τ))dτ
}〉
. (41)
Notice that (41) differs drastically from the adiabatic result, which is essentially∫ t
0
H¯(x(τ), p(τ))dτ = lim
→0
 log exp
{
1

∫ t
0
H(
〈
S(−1τ)
〉
, x(τ), p(τ))dτ
}
=
∫ t
0
H( lim
T→∞
〈S(T )〉 , x(τ), p(τ))dτ.
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Then, differentiating both sides with respect to time yields
H¯(x(τ), p(τ)) = H( lim
T→∞
〈S(T )〉 , x(τ), p(τ)),
where
lim
T→∞
〈S(T )〉 =
∑
s
sρ(s|x),
∑
s′
Axs,s′ρ(s
′|x) = 0,
∑
s
ρ(s|x) = 1.
Finally, we note that the formula (19) given in the previous section is much
simpler than (41). A formal derivation of this formula using a multiple timescales
argument is as follows. Change variables to the fast timescale T = t/ to get

∫ T
0
H(x(t), p(t))dT ′ ∼  log
〈
exp
{∫ T
0
H(S(T ′), x(t), p(t))dT ′
}〉
,
For fixed t we have that T → ∞ as  → 0. Divide through by T , set x(t) = x
and p(t) = p, and take the limit → 0 with t fixed to get
H(x, p) = lim
T→∞
1
T
log
〈
exp
{∫ T
0
H(S(T ′), x, p)dT ′
}〉
.
The above mean assumes that x is fixed constant so that
H(x, p) = lim
T→∞
1
t
log(
∑
s′
Us,s′(t)), (42)
where U(t) = exp{tQT } and Q = Ax + diag{H(s, x, p)}.
We now show that (42) converges to the principal eigenvalue of the matrix Q.
Although a general proof is only a few lines (see [10]), we offer a more descriptive
argument, valid for the case where Q is diagonalizable. Suppose that the matrix
Q has eigenvalues λj , right eigenvectors rj , and left eigenvectors lj . Let the
principal eigenvalue be λ0 with r0 > 0, l0 > 0, and λ0 > <(λj), j = 1, · · · , Ns.
Define the constants cj = 1T rj . Notice that c0 > 0 since r0 > 0. We have
lim
t→∞
1
t
log(exp{tQT }1) = lim
t→∞
1
t
log
Ns∑
j=0
lje
λjtcj
= lim
t→∞
1
t
log(1eλ0t) + log
l0c0 + N∑
j=1
lje
−(λ0−λj)tcj

= λ01+ lim
t→∞
1
t
log(l0c0) = λ01.
B The pre exponential factor
From the leading order WKB solution we have Φ(x) and r(s|x), which satisfies∑
s′ Qss′r(s
′|x) = 0. Define the left null vector l(s|x) satisfying∑s′ Qs′sl(s′|x) =
0, and assume that l is normalized so that
∑
s l(s|x)r(s|x) = 1. Collecting second
order terms in the WKB expansion and applying a solvability condition yields
the prefactor equation,
d∑
k=1
∂K
∂xk
Ns∑
s=1
l(s;x)
∂J
∂pk
(s,x,∇Φ)
= K
Ns∑
s=1
l(s|x)
d∑
k=1
 ∂2J
∂pk∂xk
(s,x,∇Φ) + 1
2
d∑
j
∂2Φ
∂xj∂xk
∂2J
∂pj∂pk
(s,x,∇Φ)

(43)
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where
J(s,x,p) ≡ H(s,x,p)r(s|x).
Using the equation for the characteristics (10) we have that
dxk
dt
=
∂
∂pk
H(x,p) =
Ns∑
s=1
l(s;x)
∂J
∂pk
(s,x,∇Φ). (44)
Using the chain rule, we have
d
dt
K(x(t)) =
d∑
k=1
∂K
∂xk
dxk
dt
,
and it follows that along characteristics,
dK
dt
= K
Ns∑
s=1
l(s|x)
d∑
k=1
 ∂2J
∂pk∂xk
(s,x,p) +
1
2
d∑
j
∂2Φ
∂xj∂xk
∂2J
∂pj∂pk
(s,x,p)
 .
(45)
Note that (45) requires the Hessian matrix of Φ,
Zj,k ≡ ∂
2Φ
∂xj∂xk
. (46)
On characteristics, Z satisfies the Ricatti equation [18, 20],
dZ
dt
= −ZDZ − ZC − CTZ −G, (47)
where
Dj,k(x,p) =
∂2H
∂pj∂pk
, Cj,k(x,p) =
∂2H
∂pj∂xk
, Gj,k(x,p) =
∂2H
∂xj∂xk
. (48)
C Numerical algorithm to compute the principal
eigenvalue
Power iteration is perhaps the simplest eigenvalue algorithm, and if it converges,
it converges to the eigenvalue with the largest absolute value. However, we seek
the eigenvalue with the largest real part, which is not necessarily the eigenvalue
with the largest absolute value. Let κ > 0 be a shift of the spectrum of Q, and
define the matrix
Mκ ≡ Q+ κI. (49)
For κ sufficiently large, the matrix Mκ is nonnegative and irreducible. Both of
these properties follow from the structure of the transition rate matrix Ax, which
we assume to be irreducible. It follows from the Perron–Frobenius Theorem that
Mκ has a simple real eigenvalue, call it µ, that is greater in absolute value than
the remaining eigenvalues. The eigenvector corresponding to µ, call it r, is strictly
positive. Setting µ = κ + λ, we have that Mκr = Qr + κr = µr = κr + λr. It
follows that λ and r are an eigenpair of Q. Moreover, λ is the principal eigenvalue
we seek. We can then apply power iteration to Mκ, and the result converges to µ
from which we obtain our desired result with λ = µ−κ. It remains to determine
the convergence rate of the scheme and what value to chose for κ.
There are two relevant properties of nonnegative irreducible matrices. Let
z be an arbitrary positive vector. First, we have that (Mκz) > 0. That is, the
matrix maps positive vectors to positive vectors. Second, it follows from Theorem
8.1.26 in Ref. [13] that the eigenvalue µ is bounded by
min
i
(Mκz)i
zi
≤ µ ≤ max
i
(Mκz)i
zi
. (50)
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Moreover, if we optimize the bound over all possible positive vectors, we have
max
z>0
min
i
(Mκz)i
zi
= min
z>0
max
i
(Mκz)i
zi
=
(Mκr)i
ri
=
µri
ri
= µ. (51)
Let µˆ be the next largest eigenvalue of M in absolute value, and let µˆ = κ + λˆ.
The asymptotic convergence rate is [30]
|λ− λn| = |µ− µn| ∼ O
(∣∣∣∣µµˆ
∣∣∣∣2n
)
= O
(∣∣∣∣λ+ κλˆ+ κ
∣∣∣∣2n
)
, n 1.
It follows that as κ → ∞, the convergence rate approaches unity. We there-
fore want to choose the smallest possible value for κ, which corresponds to
κ = −miniQii. Notice that the shift could be negative if all of the diagonal
entries of Q are positive, which corresponds to the case where Q is already a
nonegative matrix. No shift is therefore necessary, but the negative shift speeds
up convergence since Mκ is also nonegative. The algorithm written in Python
code (using Scipy) as follows.
from pylab import ∗
de f c o l l a t z (Q, e r r_to l ) :
## Input : square matrix Q with dimension N
## er r o r to l e rance , e r r_to l
## Output : p r i n c i p a l e i g enva lue approximation , mu
N = M. shape [ 0 ]
M = Q + kappa∗ eye (N)
z = ones ( (N, 1 ) )
e r r o r = er r_to l + 1 .
whi l e ( e r r o r > er r_to l ) :
q = dot (M, z )
d = q/z
a = min (d)
b = max(d)
mu = 0 .5∗ ( a + b)
z = q/mu
e r r o r = b − a
return mu − kappa
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