An iterative algorithm is constructed to solve the linear matrix equation pair AXB E, CXD F over generalized reflexive matrix X. When the matrix equation pair AXB E, CXD F is consistent over generalized reflexive matrix X, for any generalized reflexive initial iterative matrix X 1 , the generalized reflexive solution can be obtained by the iterative algorithm within finite iterative steps in the absence of round-off errors. The unique least-norm generalized reflexive iterative solution of the matrix equation pair can be derived when an appropriate initial iterative matrix is chosen. Furthermore, the optimal approximate solution of AXB E, CXD F for a given generalized reflexive matrix X 0 can be derived by finding the least-norm generalized reflexive solution of a new corresponding matrix equation pair A XB E, C XD F with E E − AX 0 B, F F − CX 0 D. Finally, several numerical examples are given to illustrate that our iterative algorithm is effective.
Introduction
Let R m×n denote the set of all m-by-n real matrices. I n denotes the n order identity matrix. Let P ∈ R m×m and Q ∈ R n×n be two real generalized reflection matrices, that is, P I n . A matrix A ∈ R m×n is called generalized reflexive matrix with respect to the matrix pair P, Q if PAQ A. For more properties and applications on generalized reflexive matrix, we refer to 1, 2 . The set of all m-by-n real generalized reflexive matrices with respect to matrix pair P, Q is denoted by R m×n r P, Q . We denote by the superscripts T the transpose of a matrix. In matrix space R m×n , define inner product as tr B T 
The Solution of Problem 1
In this section, we will first introduce an iterative algorithm to solve Problem 1 and then prove that it is convergent. The idea of the algorithm and it's proof in this paper are originally inspired by those in 13 . The idea of our algorithm is also inspired by those in 3 . When P Q, R S, X T X and Y T Y , the results in this paper reduce to those in 3 .
s×t , and two generalized reflection matrix P ∈ R m×m , Q ∈ R n×n .
Step 2. Choose an arbitrary matrix X 1 ∈ R m×n r P, Q . Compute
Step 3. If R 1 0, then stop. Else go to Step 4.
Step 4. Compute
2.2
Step 5. 
2.3
Proof. By Algorithm 2.1, we have
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2.4
This completes the proof.
Lemma 2.3. For the sequences {R i } and {P i } generated by Algorithm 2.1, and k ≥ 2, one has
We prove the conclusion by induction, and two steps are required.
Step 1. We will show that
To prove this conclusion, we also use induction. For i 1, by Algorithm 2.1 and the proof of Lemma 2.2, we have that 
2.11
By the principle of induction, 2.9 holds. Note that 2.5 is implied in Steps 1 and 2 by the principle of induction. This completes the proof.
Lemma 2.4. Supposing X is an arbitrary solution of Problem 1, that is, AXB E and CXD F, then
where the sequences {X k }, {R k }, and {P k } are generated by Algorithm 2.1.
Proof. We proof the conclusion by induction. For k 1, we have that
2.13
Assume 2.12 holds for k s. By Algorithm 2.1, we have that To show the least norm generalized reflexive solution of Problem 1, we first introduce the following result. By Lemma 2.6, the following result can be obtained. 
Theorem 2.7. Suppose that Problem 1 is consistent. If one chooses the initial iterative matrix

2.17
If Problem 1 has a solution X 0 ∈ R m×n r P, Q , then
2.18
Thus
Hence, the systems of matrix equations 2.17 also have a solution X 0 . Conversely, if the systems of matrix equations 2.17 have a solution X ∈ R m×n , let X 0 X P XQ /2, then X 0 ∈ R m×n r P, Q , and
2.20
Therefore, X 0 is a solution of Problem 1. So the solvability of Problem 1 is equivalent to that of the systems of matrix equations 2.17 , and the solution of Problem 1 must be the solution of the systems of matrix equations 2.17 .
Letting S E denote the set of all solutions of the systems of matrix equations 2.17 , then we know that S E ⊂ S E , where S E is the set of all solutions of Problem 1. In order to prove that X * is the least-norm solution of Problem 1, it is enough to prove that X * is the leastnorm solution of the systems of matrix equations 2.21 . 
Noting that
by Lemma 2.6 we know that X * is the least norm solution of the systems of linear equations 2.21 . Since vector operator is isomorphic and X * is the unique least norm solution of the systems of matrix equations 2.17 , then X * is the unique least norm solution of Problem 1.
The Solution of Problem 2
In this section, we will show that the optimal approximate solution of Problem 2 for a given generalized reflexive matrix can be derived by finding the least norm generalized reflexive solution of a new corresponding matrix equation pair A XB E, C XD F.
When Problem 1 is consistent, the set of solutions of Problem 1 denoted by S E is not empty. For a given matrix X 0 ∈ R m×n r P, Q and X ∈ S E , we have that the matrix equation pair 1.1 is equivalent to the following equation pair: 
Examples for the Iterative Methods
In this section, we will show several numerical examples to illustrate our results. All the tests are performed by MATLAB 7.8. 
4.2
We will find the generalized reflexive solution of the matrix equation pair AXB E, CXD F by using Algorithm 2.1. It can be verified that the matrix equation pair is consistent over generalized reflexive matrix and has a solution with respect to P, Q as follows: 
4.4
By Algorithm 2.1, we have
5.0000 3.0000 −6.0000 12.0000 −5.0000 −11.0000 8.0000 −1.0000 9.0000 7.0000 13.0000 −4.0000 −8.0000 4.0000 13.0000 5.0000 12.0000 6.0000 3.0000 −5.0000 −7.0000 9.0000 1.0000 8.0000 11.0000 17 3.2286e − 011 < ε.
4.5
So we obtain a generalized reflexive solution of the matrix equation pair AXB E, CXD F as follows:
5.0000 3.0000 −6.0000 12.0000 −5.0000 −11.0000 8.0000 −1.0000 9.0000 7.0000 13.0000 −4.0000 −8.0000 4.0000 13.0000 5.0000 12.0000 6.0000 3.0000 −5.0000 −7.0000 9.0000 1.0000 8.0000 11.0000
4.6
The relative error of the solution and the residual are shown in Figure 1 , where the relative error re k X k − X * / X * and the residual r k R k . by Algorithm 2.1, we have
5.0000 3.0000 −6.0000 12.0000 −5.0000 −11.0000 8.0000 −1.0000 9.0000 7.0000 13.0000 −4.0000 −8.0000 4.0000 13.0000 5.0000 12.0000 6.0000 3.0000 −5.0000 −7.0000 9.0000 1.0000 8.0000 11.0000 17 3.1999e − 011 < ε.
4.8
4.9
The relative error of the solution and the residual are shown in Figure 2 . 
4.10
By using Algorithm 2.1, we have
5.0000 3.0000 −6.0000 12.0000 −5.0000 −11.0000 8.0000 −1.0000 9.0000 7.0000 13.0000 −4.0000 −8.0000 4.0000 13.0000 5.0000 12.0000 6.0000 3.0000 −5.0000 −7.0000 9.0000 1.0000 8.0000 11.0000 19 6.3115e − 011 < ε. So we obtain the least norm generalized reflexive solution of the matrix equation pair AXB E, CXD F as follows:
4.12
The relative error of the solution and the residual are shown in Figure 3 . 8.0000 −0.0000 −7.0000 11.0000 −6.0000 −11.0000 15.0000 −2.0000 3.0000 −3.0000 3.0000 5.0000 −8.0000 −5.0000 3.0000 6.0000 11.0000 7.0000 −0.0000 −8.0000 3.0000 3.0000 2.0000 15.0000 11.0000 5.0000 3.0000 −6.0000 12.0000 −5.0000 −11.0000 8.0000 −1.0000 9.0000 7.0000 13.0000 −4.0000 −8.0000 4.0000 13.0000 5.0000 12.0000 6.0000 3.0000 −5.0000 −7.0000 9.0000 1.0000 8.0000 11.0000
4.15
The relative error of the solution and the residual are shown in Figure 4 , where the relative error re k X k X 0 − X * / X * and the residual r k R k .
