ABSTRACT The popularity of Internet applications has made communication privacy an increasingly important security requirement. As an important aspect of privacy, anonymity ensures that a subject may use resources or services without disclosing user identity or corresponding relationships. Since the seminal work by Chaum for anonymous communication, many different anonymous communication systems, and anonymous protocols have been developed and investigated extensively. In recent years, anonymous communication systems have evolved from academic tools used by specialists to mass-market software used by millions of ordinary people. How to evaluate and quantify the anonymity that different anonymous communication systems can offer has been a new focus. Though some efforts have been made on anonymity metrics and measuring techniques, systematic research on measuring anonymity of anonymous communication systems is still needed. In this paper, we give a comprehensive overview of state-of-the-art research on measuring anonymity. We first summarize the anonymous mechanisms applied by different anonymous systems. We then introduce the formalization of the notion of anonymity for measuring the anonymity degree. Further, metrics based on various theories and approaches are reviewed. We particularly elaborate on the metrics based on information theory as a separate section because of its popularity and multiple branches. The metrics based on information entropy is probably of the greatest interest.
FIGURE 1. Different types of anonymous systems based on different anonymous mechanisms.
which mainly focuses on how to hide the identities or address information of one side or both sides in communications, emerges as a critical topic.
Anonymous communication aims to preserve communication privacy within the shared public network environment [1] . Since Chaum [2] proposed the notion of Mix and the idea that hiding the email communication between the user and the server by using several relay servers called Mix, many anonymous communication systems have been proposed, based on different anonymous mechanisms, as shown in Figure 1 . We now elaborate different anonymous mechanisms as follows.
Anonymous systems based on single-agent, such as Anonymizer [3] and LPWA [4] , can forward messages between the client and the server through one agent, which can make some modifications or hide the address information. This type of anonymous systems is simple and easy to use. For example, the Anonymizer [3] can protect users' privacy when surfing the Internet, by setting up a thirdparty website (http://www.anonymizer.com) as a middleman between the user and the site to be visited. However, it can provide little anonymity and is vulnerable to attacks. Once the agent is compromised, all information would be exposed, including the address information.
Anonymous systems based on multicast/broadcast can achieve anonymity through one-to-many communications among hosts. For example, P5, which is designed for providing scalable anonymity, is an anonymous protocol based on broadcast [5] . P5 creates a broadcast hierarchy, in which different levels of hierarchy provide different levels of anonymity at the cost of communication bandwidth and reliability. In P5, all messages sent to a certain receiver are from a single upstream node, thus the receiver doesn't know the original message sender, and the sender also doesn't know where the receiver is or which host or address the receiver is using. With the use of the multicast or broadcast technology, senders send messages to a group of recipients, which looks the same. The larger the number of group members is, the less possible that an attacker could guess who the real receiver is. Compared to the systems based on single-agent, this type of VOLUME 7, 2019 systems could obtain more anonymity. Anonymous systems based on multicast/broadcast include DC-Net [6] , SAM [7] , P5 [5] , Herbivore [8] , K-Anonymity [9] , M2 [10] , MAM [11] , Dissent [12] , [13] , and BAR [14] .
An Ad Hoc network is composed of a group of wireless mobile nodes. In such a network, all nodes are equal and able to join or quit the network at any time. Due to the nature of ad hoc networks, privacy of the users is at a greater risk than in traditional networks. Different from the cable network structure, the anonymous communication protocol for cable networks can't be applied to ad hoc networks. In the literature, several anonymous systems based on ad hoc networks were developed, including ANODR [15] , ASR [16] , AO2P [17] , MASK [18] , ARM [19] , ODAR [20] , and so on [21] - [24] . In recent years, several systems and protocols based on Wireless Sensor Networks (WSN) have been developed [25] - [32] . However, most of these systems try to provide mutual anonymity and achieve anonymity via a predetermined path, which may suffer from unreliable delivery and high processing overheads.
Anonymous systems based on Mix/Rerouting can be divided into three sub-types: mix multi-layer encryption, mix re-encryption and probabilistic forwarding, in which the systems based on multi-layer encryption can be further divided into high-latency and low-latency. Anonymous systems based on high-latency mix multilayer encryption include Babel [33] , Stop and Go [34] , Freenet [35] , Mixmaster [36] , Mixminion [37] , OneSwarm [38] and A3 [39] . Anonymous systems based on low-latency multi-layer encryption include Onion Routing, JAP, I2P, Tor, SkypeMorph, Cirripede, TapDance, CensorSpoofer, and so on [40] - [61] . Anonymous systems based on mix re-encryption include PIK [62] , Universal Re-encryption [63] , URE-onions [64] , rWonGoo [65] , cMix [66] , and Marked mix-net [67] . The above two types of anonymous systems mainly obtain anonymity through one or several intermediate nodes called Mix. A Mix is a message pool to store messages from former nodes and then send the messages in a confusing order. In this way, attackers couldn't detect the corresponding relationships between senders and receivers. For example, Tor network can provide users with low-latency anonymous communication, by building circuits with publicly listed relays to anonymously reach the destinations. Later, Tor envisions the possibility of unlisted entry points to Tor network, called bridges, since the publicly listed relays can be easily blocked. However, bridges can still be detected by powerful censors by observing the communications between bridges and user nodes. Anonymous systems based on probabilistic forwarding include Crowds [68] , Hordes [69] , AP3 [70] , WanGoo [71] , Mix-Crowds [72] , and AnonPubSub [73] . In this type of anonymous systems, there are a group of senders and receivers cooperating with each other in forwarding messages. The intermediate node works not to store messages, but to immediately make choice of sending the message to a next intermediate node randomly or the real receiver with certain probability. Different anonymous systems may provide different anonymity strength, while how to measure the anonymity is a new research focus. Though there has been some research on evaluating and measuring anonymity of anonymous systems [74] - [79] , [108] , [180] , a systematic research on measuring anonymity is still lacking. Therefore, in this paper, we give a thorough formalization of the notion of anonymity, and review and examine the various approaches and metrics for measuring anonymity. Particularly, the approaches based on information theory for measuring anonymity are discussed and reviewed from several perspectives.
The rest of this paper will be organized as follows. Section II introduces some methods and definitions for formalizing the anonymity with respect to process calculi, epistemic logic, function views, UC framework, differential privacy, probabilistic automata, and I/O automata. Section III elaborates and analyzes different approaches and metrics for measuring anonymity. The metrics based on information theory are further elaborated in Section IV, since this direction is very important for the research of anonymity measurement and consists of various branches. Section IV presents a comprehensive survey on efforts for measuring anonymity based on the information theory from various perspectives. Finally, a conclusion is given.
II. FORMALIZATIONS OF ANONYMITY
In 1998, Reiter and Rubin [68] defined the degree of anonymity as the probability that an intruder can assign to a player of being the original sender of a message. To ensure anonymity, it requires an appropriate set of other subjects with the same attributes potentially. Thus, anonymity can be viewed as un-identifiability of a subject within a set of subjects (the anonymity set). To possibly quantify anonymity, Pfitzmann and Hansen gave a more precise and complicated definition of anonymity in paper [80] . They proposed the definition from the perspective of attackers: anonymity of a subject means that attackers cannot sufficiently identify the subject within a certain set of subjects, the anonymity set. The realization of anonymity of a certain entity needs the action of other entities to hide his/her own action, and thus it is essential for him/her to blend into a set of entities. The strength of anonymity of a subject may change when the surrounding environment is changed. For example, the subject uses the network differently or uses a modified communication network. The anonymity delta can be defined as the difference between the anonymity of the subject taking into account the attacker's observations and that when given the attacker's prior knowledge only [80] . The strength of anonymity of a subject can be quantified in a concrete network, so is the anonymity delta.
The efforts on the formalization of anonymity can be classified into methodologies based on process calculi, epistemic logic, function views, UC framework, differential privacy, probabilistic automata, and I/O automata, as summarized in Figure 2 . We now elaborate them in the following sub-sections. 
A. FORMALIZATION FROM THE VIEW OF PROCESS CALCULI
Process calculi is a diverse family of related approaches for formally modeling concurrent systems. The framework and techniques of process calculi have been used extensively in the area of security, to formally define security properties and to verify cryptographic protocols. Recently, process calculi were also used for the formalization of anonymity [81] - [88] .
They are simple and can be used to specify systems and system properties. With the use of calculi, such as communicating sequential processes (CSP), pi-calculus and so on, a system can be modularized. Model-checker can be used to verify properties of all the modular as well as the entire system.
In 1996, Schneider and Sidiropoulos [81] proposed a definition of anonymity with the use of CSP notation. The ideal anonymous property can ensure that a message from the true sender could be considered equally with the other members in the anonymous system. In CSP, the message of the form i.x is equal to the form j.x. The set USERS consist of all users who are collaborating with each other in the system to provide anonymity. Then the set of messages used to make confusion for a given piece of information x can be regarded as set A:
A process P is strongly anonymous on an alphabet A if : f
−1
A (f A (P)) = P where equality is with respect to traces, and
where α / ∈ , and is the set of all possible events. These equations state that the process f A (P) is identical to the original process P, which means that whenever any event from the set A happens, it is equally well considered to be any other event in the attacker set.
In 2005, Bhargava and Palamidessi [83] described the notion of anonymity by combining both probability and nondeterminism, and the general situation in which both the system and users can have both probabilistic and nondeterministic behaviors. They assume that nothing may be known about the relative frequency by which the users perform VOLUME 7, 2019 the anonymous action, and build a model of computation to express both probabilistic and nondeterministic choices. Mauw et al. proposed a formal definition of the anonymity in presence of an observing intruder [84] . They apply an information theoretic method to measure and analyze the degree of anonymity of the anonymous communication systems such as the onion routing, and validate their definition of anonymity with a probabilistic analysis of the onion routing protocol in a process algebraic framework.
In 2006, Chothia [85] used the pi-calculus to analyze the MUTE system for anonymous file-sharing. They build pi-calculus models of a node that is innocent of sharing files, and a node that is guilty of file-sharing and of the network environment. In 2012, Moran et al. [87] proposed formal definitions of anonymity for voting protocols using the process algebra CSP. With using the process algebra CSP, they analyze a number of anonymity definitions, and give formal definitions for strong and weak anonymity by highlighting the differences between these definitions. For analyzing voting systems, they show that the strong anonymity definition they proposed is too strong and the weak anonymity definition they proposed is proved to be a suitable property.
Later, in 2017, Moran and Heather [88] proposed a novel intruder model for automated reasoning about anonymity and secrecy properties of voting systems. With using CSP and FDR model checker, they adapt a lazy spy which not only observes a protocol run, but also interacts with the protocol. This model also avoids the eagerness of pre-computation of unnecessary deductions.
B. FORMALIZATION FROM THE VIEW OF EPISTEMIC LOGIC
Epistemic modal logic is a subfield of modal logic that is concerned with reasoning about knowledge [89] . In 1999, Syverson and Stubblebine [90] set out S5 axioms and rules for propositional and epistemic logic related to anonymous systems. They propose that the anonymity of a system is the natural ability to hide certain facts about a principal or a set of principals from the adversary. They provide precise notion of the anonymity properties with the use of epistemic expression.
In 2005, Halpern and O'Neill [91] provided several definitions of anonymity with respect to agents, actions and observers in multi-agent systems, which consist of some agents in the local state at a given point in time and whose global state includes the local state of each agent and the state of environment. Their research focuses on providing an appropriate semantic framework to consider anonymity. While the former one pays more attention to formalizing various actions and facts, including sending, receiving, encrypting and so on.
In 2005, Garcia et al. [92] proposed a formal framework for the analysis of information hiding properties of anonymous communication protocols in terms of epistemic logic. They illustrate the approach by providing sender anonymity and unlinkability for two anonymizing protocols, Onion Routing and Crowds. In their approach, they express various information hiding properties in the language of epistemic logic, which makes it possible to reason about the messages in a run and about the knowledge agents gain from these messages.
C. FORMALIZATION FROM THE VIEW OF FUNCTION VIEW
In 2004, Hughes and Shmatikov [93] introduced a modular framework for expressing information hiding properties with the use of function and function knowledge, which represents an attacker's partial knowledge of a function and includes three elements, namely graph, image and kernel. They describe system behaviors with the use of a series of functions. Anonymity in their paper is the degree of a function being opaque to the attackers. If an attacker could connect the function of an action with the agent that performed it, the anonymity is lost.
D. FORMALIZATION FROM THE VIEW OF UC FRAMEWORK
The universally composable framework (UC framework) is a general framework for representing cryptographic protocols and analyzing their security, which was proposed by Canettiin 2001 [94] . The framework allows specifying the security requirements of any cryptographic task in a unified and systematic way. The UC framework is often used as a standard way to express the function and security properties of cryptographic protocols. Feigenbaum et al. [95] employed the UC framework, which abstracts essential properties of the onion routing in the presence of an active adversary, for probabilistic analysis of onion routing. They build a black-box model of anonymous communication in the UC framework, analyze the probabilistic user action and protocol operations, and analyze relationship anonymity in the onion routing model built in the UC framework.
In 2012, Backes et al. [96] proposed a security definition for the onion routing methodology in the universal composability (UC) framework. The definition in the UC framework, as an ideal functionality in their paper, gives appropriate considerations to the goals of various system entities.
Backes et al. [97] in 2014 extended the UC framework by proposing the TUC framework (Time-sensitive Universal Composability) which incorporates a notion of time while preserving universal composability, for time-sensitive and modular analysis of the Tor anonymous systems. They argue that the previously proposed frameworks for strong anonymity guarantees of the Onion Routing protocol that underlies Tor anonymous systems are not capable of modeling the class of traffic-related timing attacks against Tor (e.g., the website fingerprinting and the traffic correlation). Due to the lack of the communication model that enables a composable security analysis of complex protocols against time-sensitive adversaries, it is hard to include timing-sensitive attacks into rigorous analysis. The authors argue that the previous frameworks allow unrestricted activation orders: e.g., it might happen that a message that was sent in the past (over a direct connection) arrives after a time-out mechanism already closed a port, only because the 70588 VOLUME 7, 2019 sending party was not activated early enough. In their work, they show that the TUC framework, which incorporates a comprehensive notion of time in an asynchronous communication model with sequential activation, allows for rigorously proving strong anonymity guarantees in the presence of time-sensitive adversaries who mount traffic-related timing attacks.
In 2016, Shirazi et al. [98] proposed a classification to centralize the unique routing characteristics, deployability, and performance of all commonly considered approaches (including Mixnets, DC-nets, onion routing, and DHT-based protocols), and to survey previous research on designing, developing, and deploying systems for anonymous communication. This includes the topology of the underlying network; the routing information that must be made available to the initiator of the conversation; the underlying communication model; and performance-related indicators. The taxonomy and comparative assessment provide important insights into the differences between existing anonymous communication protocol categories, and it helps to clarify the relationship between the routing characteristics of these protocols.
In 2016, Backes et al. [99] defined the concept of Anonymous RAM (Anon-RAM) and provide a provable security construction. Anon-RAM is a novel multi-user storage primitive that provides strong privacy and integrity guarantees. Anon-RAM combines privacy features of anonymous communication with oblivious RAM (ORAM) schemes, allowing it to simultaneously protect the privacy of content, access patterns and user's identity. Anon-RAM further protects integrity by preventing malicious users from corrupting other users' data. They proposed two secure Anon-RAM schemes with different design and time-complexity. The first scheme is simple in design; like efficient ORAM schemes, its timecomplexity is poly-logarithmic in the number of cells (per user), but it is linear in the number of users. The second scheme reduces the overall complexity to poly-logarithmic in the total number of cells (of all users), at the cost of requiring two (non-colluding) servers.
Also, in 2016, Backes et al. [100] proposed a relative linkability measure to rank identities within social media sites by their anonymity. They analyze whether anonymity in a single social media site can protect a user from being acrosssite linked. They show that anonymity alone is not enough to assess linkability risks by evaluating this measure on their data set. They then mitigate this insufficiency and propose the absolute linkability measure that uses information about matching identities.
E. FORMALIZATION FROM THE VIEW OF DIFFERENTIAL PRIVACY
In cryptography, differential privacy aims to provide means to maximize the accuracy of queries from statistical database while minimizing the chances of identifying its records. In 2008, Dwork introduced differential privacy which can intuitively capture the increased risk to one's privacy incurred by participating in a database and can achieve any level of privacy [101] . For privacy preserving computations, the notion of differential privacy is a standard for quantifying privacy. Informally, differential privacy of a mechanism guarantees that the mechanism doesn't leak any information of a user to even an adversary who has auxiliary information about the rest of the user base. It has also been generalized to protocols against computational bounded adversaries, which has led to the notion of computational differential privacy.
In 2013, Backes et al. [102] proposed a framework for analyzing anonymous communication protocols, AnoA, in which a formal definition of anonymity was given based on a novel generalization of differential privacy. The security notion in the framework is based on interacting Turing Machines. Since differential privacy doesn't allow for leakage of data, it cannot be directly used in anonymous communication protocols which inherently leak to the recipient the data sent from a sender to the recipient. They generalized the original computational differential privacy to allow more fine-grained notion of adjacency, considering arbitrary protocols in contrast to incorruptible and monolithic mechanism, and to grant the adversary the possibility of compromising parties in the mechanism to accurately model the adversary. Through the modeling and formalization of anonymity of anonymous communication protocols based on the generalization of differential privacy, complex communication systems such as Tor and their different anonymity properties can be analyzed in a unified manner in the framework.
F. FORMALIZATION FROM THE VIEW OF PROBABILISTIC AUTOMATA
The growing concern about anonymity on the Internet, results in lots of work on formalization and verification of anonymity, in particular, the probabilistic aspects of anonymity [104] .
It is well known that the raising of nondeterminism, due to the possible interleaving and interactions of parallel components, can cause unintended information leaks. In 2011, Andres et al. [105] studied the anonymity in probabilistic concurrent systems form the view of probabilistic automata, by the presence of randomization and concurrency. They try to solve the above problem of untended information leaks by fixing the strategy of scheduler beforehand. In their work, they define the notion of strong probabilistic anonymity under various notions of observables, and propose a sufficient technique to prove strong probabilistic anonymity based on automorphisms.
In the purely nondeterministic setting, the strong anonymity of a system is often defined and proved as follows: Take two users A and B and a trace in which user A is the culprit. Find a trace that looks the same to the adversary, but in which user B is the culprit. This trace can be easily obtained by switching the behaviors of A and B.
G. FORMALIZATION FROM THE VIEW OF I/O AUTOMATA
The input/output automaton model [106] , developed by Lynch and Tuttle, is a labeled transition system model for VOLUME 7, 2019 components in asynchronous concurrent systems. The actions of an I/O automaton are classified as input, output and internal actions, where input actions are required to be always enabled. An I/O automaton has ''tasks''; in a fair execution of an I/O automaton, all tasks are required to get turns infinitely often. The behavior of an I/O automaton is describable in terms of traces, or alternatively in terms of fair traces. Both types of behavior notions are compositional.
In 2007, Feigenbaum et al. employed an I/O automata, which provides asynchronous computation and communication, in their work [107] for modeling the famous anonymity protocol Onion Routing with provable anonymity. In their work, they analyze the anonymity of Onion Routing in their I/O automata model, and define anonymity and unlinkability with respect to an adversary in the model.
H. SUMMARY AND COMPARISONS
This section provides an overview of different formalizations of the notion of anonymity in anonymous communication systems from various views. The formalizations are reviewed and compared in Table 1 , which describes the year, whether based on passive observer or active attacker, whether applied on real anonymous systems, and main features and comments on each formalization.
We can see that, with the use of CSP and ACP, formalization of the notion of anonymity is well studied and applied on different anonymous systems, however this type of formalizations don't consider active attackers in their formal definitions. In [93] , the notion of function view is proposed to represent a mathematical abstraction of partial knowledge of a function in formalizing anonymity. It demonstrates how any formalism for system specification that provides an equivalence relation on system configurations induces function views, and how information hiding properties could be stated naturally in terms of opaqueness of these views. However, the framework and formalization proposed is still a theoretic approach and lacks a practical verification. In the view of epistemic logic, the notions of probabilistic anonymity and conditional anonymity are proposed and formalized, and modal logic is used to axiomatize anonymity. Also, the use of process algebras makes it easy for specifying systems as well as system properties, and the properties of the system described can be easily verified by model-checkers.
In addition, since many efforts on formalizing the notion of anonymity, like formalizations from the views of process calculi [81] - [88] , epistemic logic [89] - [92] , function view [93] , probabilistic automata [104] , [105] and so on, have only been applied to simple protocols such as DC-net, it is not clear if these frameworks or methodologies can capture an adversary with auxiliary information in a more complex protocol in real application environments. For these formalizations which are only applied to the protocol DC-net, one question is whether they can also be applied to the DISSENT system since DISSENT is an implementation of DC-net. It seems difficult to model complex protocols like the onion routing and their traffic analysis attack, and only the formalizations from the views of the UC framework and differential privacy are applied to the Tor network, the most successful anonymous system. However, these formalizations don't consider the adaptively corrupting adversaries and active attacks on Tor such as selective denial-of-service attacks.
III. METRICS FOR MEASURING ANONYMITY
The design of anonymous communication systems is a relatively new field, but the desire to quantify anonymity that the anonymous systems offer has been an important challenge since the beginning [108] . It is of critical importance that not only can we quantifying the anonymity these anonymous systems can offer, but that the metrics used to represent realistic expectations can be expressed clearly and the implementations actually offer the anonymity they promise. In this section, we investigate various metrics for measuring anonymity of anonymous systems, based on different theories and techniques, as summarized in Figure 3 .
A. METRICS BASED ON SET THEORY
Chaum [6] introduced the notion of an anonymity set as the set of participants who are likely to be the sender or the recipient of a particular message. The anonymity set is used to hide the real sender or recipient. As the size of the set increases, so does the degree of anonymity.
Reiter and Rubin [68] define the anonymity of one particular user as 1 − p, where p is the probability of the user being the original sender. For calculating the degree of anonymity of the whole system, the user number needs to be considered.
Berthold et al. [42] defines the degree of anonymity as A = log 2 N , where N is the number of all possible senders of a message in an anonymous system. It is clear from the definition that the degree of anonymity merely depends on the number of the users. Obviously, the condition that an attacker may acquire more information through traffic analysis attack, flooding attack, collusion attack, timing attack and so on and then make a more precise guess about the sender is ignored. Under this condition, the uncertainty who the sender is declines, so does the degree of anonymity of the system. But this formula can't reflect this situation. Therefore, this quantitative method can only be applied to situations without attacks.
In 2001, Berthold et al. [79] evaluated the degree of anonymity in analyzing the disadvantages of free MIX routers. Free MIX router is a widely used method to provide anonymity service using MIXes, in which each participant can choose his/her own MIX router freely. In their work, they show that some attacks are possible in networks with freely chosen MIX routers and estimate their impact on the achievable degree of anonymity. The degree of anonymity can be defined by the size of the group of participants, i.e., the number of possible senders or receivers. The anonymity can be measured as A = log 2 N , where N represents the number of possible senders.
In 2015, Chen et al. [109] proposed the concept of settheoretic conditional anonymity by considering the threat from non-probabilistic adversary. They also proposed a metric for set-theoretic conditional anonymity and a variant of an existing metric for probabilistic conditional anonymity to evaluate system's degree of anonymity quantitatively. They show that when adversary obtains more observable outputs from the system, the system loses more anonymity, confirming the intuition of observing reveal sensitive information.
B. METRICS BASED ON INFORMAL CONTINUUM
In 1998, Reiter and Rubin et al. [68] introduced the Crowds anonymous communication system, which achieves anonymity by grouping users into a large and geographically diverse group that collectively issues requests on behalf of its members. In their paper, they introduce the notion of degree of anonymity for describing and proving anonymity properties of Crowds.
They argue that the degree of anonymity against an attacker can be viewed as a continuum with six levels, ranging from no anonymity (provably exposed), where the attackers can prove the sender, receiver and their relationship, to complete anonymity with some intermediate points: beyond suspicion, probable innocence, possible innocence, and exposed. The definition and proofs in their work can also be used for proving anonymity property of other anonymous systems and approaches.
C. METRICS BASED ON EVIDENCE THEORY
In the 1960s, Dempste [110] proposed to use probabilistic upper limit and lower limit to express uncertainty in reality. Later in 1976, Shafer developed this into an imprecise reasoning theory, called Dempster-Shafer (D-S) evidence theory [111] , [112] . This theory uses the prior probability assignment function to find posteriori evidence interval, which is expressed by reliable function and the likelihood function, and helps to better grasp the uncertainty and unpredictability of a proposition. It provides a way to make evidence fusion.
The D-S evidence theory is based on a nonempty set , which is composed of mutual and exhaustive elements. Any proposition being discussed belongs to power set 2 . M (A), is be a basic probability assignment function defined in 2 . M 1 , M 2 , . . . , M n are n probability assignment functions, and their fusion is
In 2006, Dijiang [113] introduced how to measure the anonymity of wireless mobile ad-hoc networks from the views of adversary, using evidence theory based on generalized information theory. In evidence theory, evidence is a concrete measurement of the real work. In his approach, it is the number of detected packets within a given time period. Huang makes an assumption that adversaries can detect, capture and monitor the traffic and locate the signal source, while cannot decrypt the content of captured frames. A captured packet is an evidence of communications between mobile nodes. According to the numbers of captured packets, an adversary could make all possible mappings of the mobile nodes. Then the adversary would continue the monitoring and capturing for some certain time. Different numbers of packets captured in different places can be linked to different sources and support different mappings. This method is a kickoff initiative for measuring the anonymity of wireless mobile ad-hoc networks. Later, in 2008 Dijiang [114] proposed a two-step unlinkability measuring approach for MANET, i.e., evidence collection using statistical packet-counting traffic analysis and evidence theory-based unlinkability measure. However, it is a theoretic approach based on evidence theory, and localization errors and scalability issues are not considered in the system assumption. In 2013, Li and Huang [115] further developed this theoretic approach to incorporate localization errors in anonymity analysis and propose the notion of super-nodes to model group based on mobility. In 2014, Li et al. [116] , based on the previous approach, developed a comprehensive evidence based on method to handle the information that a monitoring system can acquire in realistic models and the corresponding analysis approach to process the various evidences from multiple sources.
D. METRICS BASED ON COMBINATORIAL MATHS
Many works on measuring the anonymity of anonymous communication system focus on the level of anonymity from the perspective of a single user or message. However, it is not clear how to generalize such a metric to clearly express a system-wide anonymity level. Edman et al. [117] first proposed a new system-wide metric, based on the permanent of a matrix, which measures the amount of additional information VOLUME 7, 2019 needed by an observer to reveal the whole communication pattern between senders and recipients in a mix-based anonymity communication system as a whole. Instead of computing the size of the anonymity set for a given message, they consider simultaneously all incoming and outgoing messages in an anonymous communication system. The metric based on the permanent of a matrix can be used alongside the matrices which typically measure the anonymity from the perspective of a single user or message, as a complementary tool to represent a reasonable and intuitive combination of the individual level of anonymity and a more complete system-wide perspective.
They use the permanent of a (0,1)-matrix of size n × n which captures a scenario where one can model the feasibility between inputs and outputs as a (0, 1) relation, as the basis of the permanent-based metric. Consider an anonymous communication system, in which there exists an observer who is able to observe some or all the messages entering or exiting the anonymity system, and an input or output of the anonymous system may be a message or flow. Given a doubly stochastic matrix P representing the probabilities of inputoutput relationships in an anonymous system, the degree of anonymity defined by Edman et al. [117] can be expressed as:
where n! n n is the minimum value of the permanent of a n × n doubly stochastic matrix, conjecturing by the Vander Waerden.
Later, after Edman et al. proposed their combinatorial approach for measuring the system anonymity level, Gierlichs et al. proved that the metric proposed by Edman fails to capture the anonymity loss caused by subjects sending or receiving more than one message [118] . They redefine the metric and generalize the system's anonymity level in scenarios where user relations can be modeled as yes/no relations to cases where subjects send or receive arbitrary number of messages. The key difference between the two matrices is that Gierlichs et al. consider the relationships between the senders and recipients rather than between individual input and output messages. And their observation can also be applied to anonymity metrics that measure the size of anonymity sets.
Similarly, in 2009, Grégoire and Hamel [119] extended the combinational approach proposed by Edman et al. [117] to include the calculation information about how many messages were sent or received by a user and they define a new metric that can be computed exactly and efficiently using classical and elegant techniques from combinational enumeration. In 2011, Bagai et al. [120] analyzed the system-wide anonymity metric of Edman and showed that while the metric for narrower class of infeasibility attacks is sound, the metric for probabilistic attacks has shortcomings. They then proposed a more accurate metric for both infeasible attacks and probabilistic attacks.
In 2016, Iwai [121] proposed a prototype system review, particularly from the viewpoint of its usage of a combinatorial anonymity measure. The prototype can automatically prevent unintended information leakage using a framework that analyzes the input data to find elements that can lead to information leakage and a mechanism for correcting flaws by modifying the questionnaire design in the database.
E. METRICS BASED ON K-ANONYMITY
Sweeney and Anonymity in 2002 [122] first proposed the notion of k-anonymity, a formal protection model for protecting private data in information release. A release provides k-anonymity protection if the information for each person contained in the release cannot be distinguished from at least k-1 individuals whose information also appears in the release. The k-anonymity protection model is important because it forms the basis on which the real-world systems known as Datafly, µ -Argus and k-Similar provide guarantees of privacy protection.
In 2003, Ahn et al. [9] introduced the notion of sender and receiver k-anonymity. A communication protocol is sender k -anonymous if it guarantees that an adversary, trying to determine the sender of a particular message, can only narrow down his/her search to a set of k suspects. Receiver k-anonymity is defined similarly: an adversary, at best, can only narrow down the possible receivers to a set of size k.
An anonymous communication protocol for the message space M is a computation among n parties P 1 , . . . , P n . Let H ∈ {P 1 , . . . , P n } denote the set of honest parties. A protocol P is sender k-anonymous if it induces a partition {V 1 , . . . , V l } of H such that:
1. |V S | ≥ k for all 1 ≤ s ≤ l ; and 2. For every 1 ≤ s ≤ l , for all P i , P j ∈ V s for every (msg, p) ∈ M × [n] ∪ {(nil, nil)} , P(P i (msg, p) , * ) and P(P j (msg, p) , * ) are computationally indistinguishable. Each honest party's message are indistinguishable from those sent by at least (k-1) other honest parties. A protocol P is receiver k-anonymous if it induces a partition {V 1 , . . . , V l } of H such that:
1. |V S | ≥ k for all 1 ≤ s ≤ l ; and 2. For every 1 ≤ s ≤ l , for all P i , P j ∈ V s , for every P ∈ H , msg ∈ M : P(P (msg, P i ) , * ) and P(P msg, P j , * ) are computationally indistinguishable. Please refer to [9] for more details. In their work, they show that there exist simple and efficient protocols that are k-anonymous for both the sender and the receiver in a model where a polynomial time adversary can see all traffic in the network and can control up to a constant fraction of the participants.
In 2005, Wu and Bertino [123] proposed and investigated a zone-based k-anonymity routing base protocol, to achieve destination anonymity in positioning routing algorithms. They argue that initially setting anonymity zone large can help to meet the destination anonymity requirement for longer time at a relatively low control overhead. The effectiveness of k-anonymity against traffic analysis and surveillance is analyzed in [124] .
In 2007, Wang et al. [125] introduced a novel approach by taking advantages of the hierarchical ring structure and the mix technique. They prove that the protocol can provide k-anonymous for both the sender and the recipient, even if a polynomial time adversary can eavesdrop all network traffic and control a fraction of participants. In 2010, Shokri et al. [126] analyzed the effectiveness of k-anonymity approaches for protecting location privacy in the presence of various types of adversaries. They argue that the k-anonymity approaches, which construct the cloaking region based on the users' location privacy, do not reliably relate to location privacy and may even be detrimental to users' location privacy.
In 2014, Infeld et al. [127] analyzed how the sparsity of a typical aggregate social relation impacts the network overhead of online communication systems designed to provide k-anonymity. It is called symmetric disclosure that, once users are grouped into anonymity sets, there will likely be few related pairs of users between any two particular sets, and thus the sets need to be large in order to provide cover traffic between them. They argue that the associated overhead can be reduced by having both parties specify both the origin and the target sets of the communication.
In 2016, Caballero-Gil et al. [128] proposed a novel revocation scheme which is able to track and revoke specific malicious users only after receiving some complaints while otherwise guaranteeing node's k-anonymity. With widely evaluated with NS-2 simulator and an analytical model validated with scripts, the results show that their work can increase privacy protection while allowing revocation with little extra costs.
In 2017, Zhen et al. [129] proposed a clustering algorithm to realize the establishment of anonymous group in the anonymous model. The algorithm is based on the k-anonymity location privacy preserving model to eliminate outliers.
In 2018, Jiang et al. [130] proposed a robust location privacy preserving algorithm named RobLoP against LDA in continuous LBS queries. The key insight of RobLoP is to theoretically derive the constraints of both MMB and MAB in a uniform way. It provides a necessary condition of the pairwise user to be safely cloaked against LDA. RobLoP first identifies those candidate users who can be cloaked with the requesting user. RobLoP then searches for a set of so-called strict point set that include candidate set and other auxiliary points, as a sufficient condition under which RobLoP can finally generate the cloaked region successfully.
In 2019, Zhang et al. [131] proposed an enhanced user privacy scheme through caching and spatial K-anonymity (CSKA) in continuous LBSs; it adopts multilevel caching to reduce the risk of exposure of users' information to untrusted LSPs. In continuous LBS queries, the scheme first utilizes the Markov model to predict the next query location based on the user mobility. They then designed an algorithm for forming spatial K-anonymity to improve the user's cache hit rate and enhance the user location privacy according to the predicted location, cell's cache contribution rate and data freshness. The security analysis and simulation results show that CSKA scheme can provide higher privacy protection than a few previous methods and can minimize the overhead of the LBS server.
F. METRICS BASED ON PROBABILITY THEORY
Probabilistic anonymity is based on publicly known security parameter, which determines the security of anonymous protocols [34] . For probabilistic anonymity the insecurity, expressed as the probability of having only one honest participant, approaches 0 exponentially as the security parameter is changed linearly.
Given an attacker model E and a finite set of all users T, let R be a role for user (sender or recipient) in respect to a message M. If, for an attacker according to model E, the a-posteriori probability p that a user u has the role R in respect to M is non-zero (p > 0), then u is an element of the anonymity set U ⊆ T .
A technique (method) provides an R anonymity set of size n if the cardinality of U is n. An algorithm provides deterministic anonymity if n is always greater than 1. Though the technique presented provides deterministic anonymity, the user identities have to be verified to be secure. The notion of probabilistic anonymity comes from the technique above, with some changes to the information theoretic property.
Given an attacker model E, let AL be am algorithm providing anonymity with a complexity parameter p. We say that AL is probabilistically secure against the attacker model E if AL, for a distinct message M, can be broken with probability α and if 1. The a-posteriori probability of insecurity after any possible attack within the attacker model E is the same as the a-priori probability before an attack occurs, i.e. α remains constant for a given p, and 2. the probability of insecurity approaches 0 at an exponential rate as p is increased linearly. If AL is probabilistically secure, it provides probabilistic anonymity.
In 2004, Guan et al. [132] quantitatively analyzed the anonymous communication systems, using a probabilistic method. They study the probability that the true identity of a sender can be discovered in an anonymous communication system, assuming a passive adversary model where some nodes may be compromised by the adversary. Several insightful results are obtained based on the quantitative analysis, among which are some interesting ones. Contrary to the intuition, the probability that the true identity of a sender can be discovered might not always decrease as the path length increases. Also, the complexity of the path topology does not have an important impact on this probability. While paths with complicated topology perform better than the simple ones, the difference is relatively small.
In 2005, Bhargavaand Palamidessi [83] proposed a notion of anonymity which combines both probability VOLUME 7, 2019 and nondeterminism. It is suitable for describing the most general situation in which both the systems and users can have both probabilistic and nondeterministic behaviors. Later, Deng et al. [133] proposed a notion of weak probabilistic anonymity, considering the fact that some amount of probabilistic information may be revealed by the anonymous protocol, that may be gathered and used by a passive observer to infer the linkage relation. In their work, they study the degree of anonymity that the protocol can still ensure, despite the information leakage.
In 2010, Ichiro Hasuo and Kawabe [134] presented a simulation-based proof method for the above notion of probabilistic anonymity [83] . In particular, they obtain an appropriate notion of probabilistic simulation as an instantiation of generic definition, for which soundness theorem comes for free.
G. METRICS BASED ON MODEL-CHECKING
Model checking has been extensively used to analyze the properties such as security, authentication, and anonymity. Existing techniques for formal analysis of anonymity in a non-deterministic protocol model include traditional process formalisms such as CSP.
In 2002, Shmatikov [135] used probabilistic model checking to analyze the anonymity properties of the Crowds, which depends on the probabilistic behavior of protocol participants and can be formally expressed only in terms of relative probabilities of certain observations by the adversary.
Probabilistic model checking requires two inputs: a description of the system to be analyzed, typically given in some high-level modeling language; a formal specification of quantitative properties of the system to be analyzed.
They use discrete-time Markov chains to formally model the behavior of the group members in Crowds, specify anonymity properties of the system as temporal logic formulas, and use a probabilistic model checker to verify them. Using the probabilistic model checker PRISM, they show that, as the size of the group increases, the confidence of the corrupt members to detect the correct sender increases and thus results in degradation of the anonymity level of the system. Later, in 2004, Shmatikov [136] again used the probabilistic model checker PRISM to analyze the crowd system for web browsing and demonstrated how probabilistic model checking techniques can be used to formally analyze security properties of a peer-to-peer group communication system based on random message routing among members.
As a mathematical abstract of stochastic systems, Discrete Time Markov Chain (DTMC), Continuous Time Markov chain (CTMC) and Markov Decision Process MDP are three basic models for system description model checking. If there is only probability choice, DTMC is needed; if there are both probability choice and non-deterministic choice, MDP is needed; if there is no non-deterministic choice and modeling is for continuous time, CTMC is needed. PRISM is probabilistic model-checker and can model and analyze probabilistic behavior. The input of it is the description (modeled by the discrete-time Markov chain) of the system to be analyzed and the anonymous properties to be checked. PRISM consists of several relatively independent modules with a series of variables. Different variables determine different anonymous states of the system. Accordingly, the output of it is another anonymous state of the system with new variables of each module after being attacked by traffic analysis and so on [137] .
In 2006, Adithia [137] carried on a probabilistic analysis of the anonymity of Crowds, Adithia, Onion Routing and Tarzan with the use of PRISM and maked a comparison of different anonymous systems.
In 2005, Bhargava and Palamidessi [83] proposed a new way to research anonymity of anonymous systems. They formulate the notions of anonymity in terms of observables for processes and develop a model-checker for the probabilisticpi-calculus.
In 2007, Chothia et al. [86] used µ CRL tools to make a protocol specification and measure anonymity of an anonymous protocol automatically.
H. METRICS BASED ON BAYESIAN INFERENCE
The inference of the information concealed by the anonymous communication protocols can be regarded as a hypothesis-testing problem. In 2007, Chatzikokolakis et al. [138] considered the Bayesian approach to the above problem, and investigated the probability of error associated with the inference when the MAP (Maximum Aposterior Probability) decision rule is adopted.
By using the Bayesian inference, they study the probability of error (i.e., the probability of making the wrong guess). Assume a channel as a tuple < A, O, p(·|·) >, where A, O are the sets of input and output values respectively and p(o | a) is the conditional probability of observing output o ∈ O when a ∈ A is the input. The a priori and the posteriori probabilities of a are related by Bayes' theorem:
Let θ f → [0, 1] be the function that associates to each a ∈ A the probability that f gives the wrong input fact when a ∈ A has occurred. Then, the probability of error for f is then obtained as the sum of the probability of error for each possible input, averaged on the probability of the input:
Please refer to [KCP 2007 ] for more details. Also, they apply the methodology to the Crowds protocol and show how to compute the bounds on the probability that an adversary could break anonymity.
In 2009, Troncoso and Danezis [139] performed traffic analysis of anonymous systems, in particular the mix networks, in the context of Bayesian inference. They use a generative probabilistic model of mix network to build a Markov Chain Monte Carlo inference engine, that calculates the anonymity given an observation of network traces.
Troncoso in his PhD thesis [140] also use Bayesian inference in analyzing the anonymity degree of an anonymous system. He shows that Bayesian inference and the associated Markov Chain Monte Carlo sampling techniques form an appropriate framework to evaluate the resistance of anonymous communication systems to traffic analysis.
I. METRICS BASED ON GAME THEORY
The package transmission times of nodes in a network can reveal significant information about the source-destination pairs and the routes of traffic flow in the network. Such information may be gathered by adversaries. While anonymous networking is the act of communicating over a network without revealing the identities of source-destinations or path of flow of packets. In 2012, Venkitasubramaniam and Tong [141] investigated the problem of maximizing anonymity of an anonymous network from a game-theoretic perspective.
They argue that the typical design of anonymous networking protocols models adversaries as omniscient and capable of monitoring every single transmission in the network perfectly, which may not be practical. They study the anonymity in networks under a more general adversary model, in which an unknown subset of the nodes are monitored by the adversary.
Quantifying anonymity using conditional entropy of the routes given the adversary's observations, the problem of optimizing anonymity is formulated as a two players zero-sum game between the network designer and the adversary. The task of the adversary is to choose a subset of nodes to monitor so that anonymity of routes is minimum, whereas the task of the network designer is to maximize anonymity by choosing a subset of nodes to evade flow detection by generating independent transmission schedules. If the network designer is aware of which nodes of the network are being monitored by the adversary, the optimal set of nodes can be chosen such that minimum information is revealed through the monitored nodes. However, if the adversary is aware of the set of nodes that the network designer has chosen to protect, then he can alter his choice of nodes to monitor so that maximum information about the network routes is retrieved. Parv Venkitasubramaniam et al. mainly study the interplay of network designer and adversary using a gametheoretic approach.
They prove that in the two-player game, there is a unique saddle point equilibrium for a general category of finite networks. Applying the game-theoretic model, they consider a general class of parallel relay networks and introduce asymmetry into the properties of the relay rate and information model. They also show that the game-theoretic approach can be used to study large parallel relay networks.
In 2013, Mishra and Venkitasubramaniam [142] proposed a detection theoretic framework to study the optimization of mixing strategy of anonymous systems under the constraints on network resources such as memory and bandwidth. In their work, they propose a general game-theoretic model to study the mixing strategies when an adversary is capable of capturing a fraction of incoming packets.
In 2017, Shokri et al. [143] proposed a methodology that can design optimal user-centric location obfuscation mechanisms respecting each user's quality of service requirements, while maximizing the expected error that the optimal adversary incurs in reconstructing the user's actual trace. The methodology is based on the mutual optimization of user/adversary objectives (maximizing location privacy vs. minimizing localization error) formalized as a Stackelberg Bayesian game. This formalization makes the solution robust against any location inference attack.
J. METRICS BASED ON ATTACKS
Anonymity services hide user identity at the network or the address level, but are vulnerable to attacks involving repeated observations of the user. Agrawal and Kesdogan [144] argue that quantifying the number of observations required for an attack is a useful measure of anonymity.
In their work, they analyze the disclosure attack, measuring its effects against user communications protected by an anonymity technique, and estimate how many times an attacker must observe a user's anonymous communication acts to find the user's all communication partners.
In 2001, Berthold et al. [79] showed that some additional attacks are possible in networks with freely chosen MIX routes. They estimated these attacks' impact on the achievable degree of anonymity and then evaluated the relevance of these attacks with respect to existing systems like e.g. Mixmaster, Crowds, and Freedom.
In 2004, Wright et al. [145] investigated the attacks by corrupt group members that degrade the anonymity of the anonymous protocols including Crowds, Onion Routing, Hordes, Web Mixes, and DC-net. Their results show that fully-connected DC-Net is most resilient to these attacks, but it suffers from the scalability issue.
In 2008, Mittal and Borisov [146] showed how the information leaks in the lookup mechanisms of structured peer-topeer (P2P) anonymous communication systems can result in the degradation of anonymity.
Hamel et al. [147] proposed an attack-based approach for measuring the anonymity that the Tor network can provide in face of a partial network adversary, who observes and/or operates some of the network. They argue that the entropy metric for measuring anonymity has a number of shortcomings. The most important one is that the entropy measure is based on the holistic properties of the system, rather than the attacker. In their work, from the perspective of an adversary with a bandwidth budget, they derive theoretical and numerical results that illustrate path compromising in the Tor network. They propose that an attack-based measure would be superior for measuring anonymity in Tor network and to this end, they calculate the probability of path compromising given various bandwidth budgets available to the adversary, under three different Tor path selection algorithms.
In 2013, Monedero et al. [74] proposed a theoretical framework for privacy-preserving systems. The framework has a general definition of privacy according to the estimation error incurred by an attacker who aims to disclose the private information that the system is designed to conceal. They show that the framework permits interpreting and comparing a number of well-known metrics under a common perspective.
In 2016, Backes et al. [148] proposed a rigorous methodology to quantify the anonymity provided by Tor against various structural attacks, that is, adversaries that corrupt Tor nodes and perform eavesdropping attacks to deanonymize Tor users. First, they provide an algorithmic approach for computing the anonymity impact of structural attacks against Tor. The algorithm is parametric in the path selection algorithm and is capable of reasoning about variants of Tor and alternative path selection algorithms as well. Second, they present formalizations of various instantiations of structural attacks against Tor and show that the computed anonymity impact of each of these adversaries indeed constitutes a worst-case anonymity bound for the cryptographic realization of Tor. Third, they use the methodology to conduct a rigorous, large-scale evaluation of Tor's anonymity which establishes worst-case anonymity bounds against various structural attacks for Tor and for alternative path selection algorithms such as DistribuTor, SelekTOR, and LASTor.
In 2017, Barman et al. [149] proposed an anonymous communication protocol named PriFi for LANs provably secure against traffic-analysis attack which is application agnostic and has low latency. PriFi builds on Dining Cryptographers networks (DC-nets) and solves several of their limitations. For instance, the communication latency is reduced via a client/relay/server architecture tailored to LANs, where a set of servers assist the anonymization process without adding latency. Unlike mix networks and other DC-nets systems, a client's packets remain on their usual network path without additional hops. Moreover, PriFi protects clients from equivocation attacks without adding significant latency overhead or communication among clients.
In the next section, we will elaborate the metrics based on information theory separately, because this kind of measuring metrics has many branches and it is of great importance for the anonymity measurement research. A summary of all measuring metrics of anonymity will also be given at the end of the next section.
IV. METRICS BASED ON INFORMATION THEORY
In the middle of 19th century, a new science called information theory was established by Claude E. Shannon, with the publication of his two famous papers [150] , [151] . Many approaches and techniques based on information theory are used to evaluate and measure the anonymity of anonymous communication systems. In this section, we will elaborate the metrics based on information theory from various perspectives: information entropy, min entropy/max entropy, mutual entropy, relative entropy, conditional entropy, Rényi entropy, and mutual information, as summarized in Figure 4 .
A. INFORMATION ENTROPY
Information Entropy is defined as the emergence probability of a discrete random event. It measures the uncertainty of distribution and can be used to measure the degree of anonymity.
In 2002, Diaz et al. [152] , [153] and Serjantov and Danezis [154] respectively quantified the anonymity with the use of information entropy. They showed that the size of an anonymity set is not inadequate for expressing anonymous systems, whose members are not equally likely to be the sender or receiver. The two papers are based on Shannon's information theory and take the probabilities of users being senders into account. Both suggested methods can be applied to evaluate the degree of anonymity that a system can provide under a particular attack and to compare that of different systems.
With a comparison of a pool mix and a traditional threshold mix, Serjantov proves that there are concerns in the method that only takes the anonymity set into consideration to calculate the anonymity degree of a system. There are always n messages in a pool mix whose initial n messages are dummy messages produced by the mix itself. When N new messages come into the mix, it selects n messages from the n + N ones and forwards them to the next site. In this situation, the anonymity set should include the senders of all messages through this mix. While in a threshold mix, there are zero messages initially. If the number of new coming messages reaches N , all the N messages will be sent to the next site in a disrupted order. Serjantov also shows that traffic analysis on these systems with the maximum route length restriction is very powerful and it will reduce the degree of anonymity significantly. He defines the entropy of an anonymous system as:
where n is the number of users of the system and p u is the probability that a user u acts as a role r ∈ {sender, recipient} for a particular message.
In Claudia Diaz's method, there is a basic assumption that the number of senders is considered constant and the behavior of senders are regarded as an independent, identical, stationary stochastic Poisson process. The system model includes Senders, Recipients and Mixes. The attack model describes three properties of attackers: Internal-External, Passive-Active and Local-Global. Different combinations of the properties indicate different attack abilities. Then the corresponding attackers will assign probabilities of the users having sent a particular message after the attack and the distribution of probabilities. Therefore, it is not only the size of the anonymity set that determines the degree of anonymity of the attacked system. He defines the degree of anonymity as
where S is the current entropy of the system defined above and S max is the maximum entropy of the system, that is log 2 n where n is the number of users in the anonymous system. Steinbrecher and Kopsell [155] generally and formally define the notion of unlinkability and study the impact of unlinkability on anonymity. They use the method of information theory to describe unlinkability probabilistically. Newman et al. [156] take an opposite approach to evaluate how much protection a Traffic Analysis Prevention (TAP) system can provide for its users. Its focus is on determining the overall amount of anonymity a TAP system can provide, or the amount it can provide for a given cost in padding and rerouting.
In 2008, Venkitasubramaniam and Tong [157] designed scheduling strategies for wireless nodes using directed signaling, with Shannon's equivocation as an information theoretic measure of anonymity. In 2015, Venkitasubramaniam and Mishra [158] studied the maximum anonymity achievable by the packet shuffling method when the mixes are memory limited, by developing an information theoretic framework. They use the Shannon information entropy of the posterior distribution of packet sources from an eavesdropper's perspective as the measure of anonymity and show that the maximum achievable anonymity of a single mix with buffer size b packets serving two independent Poisson sources and with equal arrival rates is shown to be log[2 cos
In addition, Chatzikokolakis [159] , O'Connor et al. [160] , Mittal et al. [161] , and so on also make extending studies on measuring anonymity based on information entropy.
In 2014, Niu et al. [162] proposed a DummyLocation Selection (DLS) algorithm to achieve k-anonymity for users in LBS. Unlike existing approaches, the DLS algorithm carefully selects dummy locations considering that side information may be exploited by adversaries. They first select these dummy locations based on the entropy metric, and then propose an enhanced-DLS algorithm to ensure that the selected dummy locations are spread as far as possible. Evaluation results show that the DLS algorithm can significantly improve the privacy level in terms of entropy.
In 2016, Annessi and Schmiedecker [163] proposed and evaluated methods to measure and improve performance in the Tor network based on Shannon's information entropy theory. They use active Round-TripTime (RTT) to estimate the quality of circuits, and to validate the distribution of RTT values.
In 2017, Fei et al. [164] proposed a method for evaluating the degree of anonymity of LBS (Location Based Service) based on information entropy. This method reflects how the attacker identifies the user's real location in the anonymous candidate set, thereby further adopts the k-anonymity-based VOLUME 7, 2019 privacy protection mode to provide lower-cost privacy protection.
In 2017, Tennant [165] applied the information entropy theory to the evaluation of the anonymity of the electronic ledger. He proposed that the behavior of each user in the cryptocurrency can affect the anonymity of other users in the system. As time goes by, attackers can get a large amount of user information, this reduces anonymity of the system greatly.
B. MIN-ENTROPY/MAX-ENTROPY
In 2004, Tóth and Hornák [166] , [167] introduced the notion of source hiding and destination-hiding. They introduce the formal model of the PROB-channel and explore what conclusions a passive observer can draw by only knowing public parameters and the timing of events. They argue that, if an attacker can't assign a sender to any message with a probability greater than , the system is source-hiding with . Similarly, when it comes to the recipient with , then the system is destination-hiding. They propose using min-entropy and max-entropy for measuring local anonymity.
Then, in 2006, Shmatikov and Wang [168] studied the relationship anonymity measurement in mix networks. They provide a formal definition and a calculation methodology for relationship anonymity, which is like the methodologies for sender anonymity because relationship anonymity is sensitive to the distribution of message destinations. Their methodology for measuring relationship anonymity cooperates the information-theoretic metrics of max-entropy and min-entropy. They also illustrate the methodology for measuring relationship anonymity in several simulated networks.
In 2014, Monedero et al. [75] found the optimal mix parametrization and characterizes the optimal trade-off between the contrasting aspects of anonymity and delay, for two information-theoretic measures of anonymity. Experimental results showed that mix optimization may lead to substantial delay reductions for a desirable level of anonymity.
C. MUTUAL INFORMATION
In 2005, Zhu and Bettati [169] proposed a quantitative metric based on mutual information, which takes into account possible heterogeneity. They model the effectiveness of a single mix or of mix networks in terms of information leakage and measure it in terms of covert channel capacity and describe the relationship between the anonymity degree and information leakage.
They argue that measures for anonymity in anonymous communication systems must be on one hand simple and concise, and on the other hand reflect the realities of real systems. In addition, implementation quality and topologies of the anonymity measures must be considered as well in the anonymity measure metrics. They propose an anonymity degree that generalizes the information theoretic definitions previously proposed to quantify anonymity, and also discuss the relationship between the anonymity metric proposed based on mutual entropy and other information theory-based metrics.
In their paper, they formulate the anonymity degree as a function of the attack effectiveness:
where [S, R] a represent the random variable that describes the actual sender and receiver pair, [S, R] s represents the attack, i.e., the attacker's estimate of [S, R] a through observation of the system, and log(m · n) is used to normalize the anonymity degree into the range of [0,1].
In their mutual-information based anonymity degree, the entropy-based degree is included by averaging according to the a priori probability of traffic between each pair. In comparison with other entropy-based definitions, the proposed definition can describe the anonymity provided by a network of mixes.
In 2010 Chatzikokolakis et al. [170] showed that measures of information leakage based on mutual information and capacity can be calculated, automatically, from trial runs of a system alone. They develop a tool to automatically perform this analysis, which is used to measure the loss of anonymity. They also show that for conditional mutual information, appropriate adaptation of the Blahut-Arimoto algorithm can provide approximations of the maximizing input distributions.
D. RELATIVE ENTROPY
In 2007, Deng et al. [171] proposed to use relative entropy as a distance of two discrete probability distributions for measuring the degree of anonymity guaranteed by protocols (which can be interpreted as a fully probabilistic automaton). They argue that measure metrics based on information entropy, which takes into account the probability distribution of the users performing certain actions, where the probabilities are assigned by an attacker after observing the system, don't consider the attacker's knowledge about the users before running a protocol. Thus they extend the approach by proposing using the relative entropy.
The method they proposed quantifies the amount of probabilistic information revealed by the protocol, i.e., how much information an attacker can obtain after observing the outcomes of the protocol, together with the information he has before the protocol running. For a protocol that contains both nondeterministic and probabilistic behaviors, their method can deal with two sets of probability distributions by using the Hausdorff distance.
In their work, relative entropy is used as a distance of two discrete probability distributions to measure anonymity.
Let θ and θ be two discrete probability distributions on a set S. The relative entropy can be defined by
In 2002, Guan et al. [172] proposed using the conditional entropy to measure the anonymity of an anonymous system. They show how to calculate the degree of anonymity respectively under the condition of fixed-length strategy and variable-length strategy and prove that variable path length strategies usually perform better than fixed path length strategies. However, when the expected path length is sufficiently large, the difference of anonymity degrees is relatively small. In their work, they describe how to select routes to maximize the ability of the anonymous communication systems to protect anonymity and design an optimal route selection strategy that maximizes the anonymity degree of a system, assuming a passive adversary who can compromise one or more nodes in an anonymous system. In addition, they show that the path selection problem can be cast as an optimization problem, whose solution yields an optimal path length distribution that maximizes the anonymity degree.
In 2008, Moe in their work [173] for quantifying the anonymity for mobile ad hoc networks, proposed that information theoretical entropy can be used for quantification of the anonymity offered by a routing protocol as the adversary captures an increasing number of nodes in the network. The proposed measurement metric based on conditional entropy is applied to ANODR and ARM routing protocols.
They argue that Entropy may be used as a measure of how evenly the probabilities are distributed within each distribution, but two distributions with the same entropy could still have very different qualitative anonymity.
F. RÉNYI ENTROPY
In 1961, Rényi [174] proposed a more comprehensive entropy with the parameter α,
When α = 0, it is very similar to Shannon's entropy. In 2006, Clauß and Schiffner [175] used Rényi entropy to make a generalization of Shannon, min-and max-entropy. They present different models for anonymity metrics on the network layer and on the application layer, and propose a way to merge these models into a combined model aiming at providing metrics usable within a user-centric identity management system.
In their work, they show that the larger α in the formula, the closer Rényi entropy approaches to Min-Entropy. On the other hand, the closer α is to zero the closer H α approaches to Max-Entropy. Furthermore, if α approaches one, Rényi entropy converges to Shannon-Entropy. They then use Rényi entropy as a framework to define anonymity metrics appropriate for different situations, with the generalization of Shannon-, Min-and Max-Entropy. They distinguish the user's and the service provider's point of view using the notions of local and global anonymity. Based on the comparisons of the anonymity metrics, we note that due to the fact that entropies always depend on the whole source, it seems that Rényi entropy is more adequate for global metrics, while quantiles depend only on a single entity and thus fit better for local metrics.
G. SUMMARY ON ANONYMITY MEASURING METRICS
In the above two sections, we have reviewed the main metrics for measuring the anonymity in anonymous communication systems, based on various theories and methodologies. In Table 2 , we summarize the year, threat models, anonymous systems and protocols applied to, main features and contributions of all above anonymity metrics for measuring anonymity in anonymous communication systems.
We can see that the widely used measuring metric based on set theory, k-anonymity, combinatorial maths, and information entropy have been extensively studied and verified. They also form the basic building blocks for measuring anonymity in wireless networks. Also, the three metrics of bayesian inference, k-anonymity, and evidence theory anonymity will likely be the foundational anonymity metrics for today's and tomorrow's wireless anonymous networks.
Vulnerabilities and defenses are important features in the design and implementation of anonymous networking protocols, thus they also should be considered into the measuring metrics for anonymities. In addition, linking the anonymity metrics to specific existing and emerging anonymous systems can help to improve the ability to measure anonymity and quantitatively compare anonymity properties in various anonymous systems.
In addition, the information-theoretic metrics provide a practical and relatively lightweight approach to measure the level of anonymity that anonymizing systems provide in different environments and under different constraints, but they cannot be used to specify an anonymizing system or prove (predict) that it provides any anonymity property.
The information theory based on metrics could face difficulties in applications. For instance, the information entropy is inherently an average measure and thus not good at providing intuition about the worst case, and the information entropy is rather uninteresting to reason about the existence or absence of single interactions between a target actor and actions. So, it is imperative for a measure metric to provide good intuitions about the security of repeated uses of the channel.
Since metrics based on information theory are easier to compute than other metrics and also could compute the anonymity level ignoring other affections such as system size and so on. However, information-theoretic metrics also have some shortcomings such as the individual nodes' probabilities to be sender or receiver of some message, which information-theoretic metrics depend on, are hard to compute and also information-theoretic metrics could only compute the anonymity level at given point of time and could not predict the future anonymity level.
Measuring metrics based on information theory is widely studied and has a promising prospect for measuring anonymity in the future. However, they also have restraints as we mentioned above and need to be further tested and applied to real-world anonymous communication systems like Tor and I2P. Anonymity measuring metrics based on attacks is another promising direction for future research. The anonymity level of an anonymous communication system, to some extent, depends on the ability to defend against passive and active attacks. A system has higher anonymity, if the attacker needs more time and resources to comprise it. On the other hand, if an anonymous communication system is easy to compromise, the anonymity of the system is considered to be weak.
V. CONCLUSION AND FUTURE WORK
Several surveys were published in the field of anonymity and privacy protection. For example, in the field of location privacy, Bugra Gedik et al. [176] first raise the study for protecting location privacy in mobile systems.
They provide a personalized k-anonymity model which consists of a unified privacy personalization framework to support k-anonymity and an efficient message perturbation engine. Leping Huang et al. [177] provided a formal model for wireless location privacy protection and tried to utilize former MIX research results to define anonymity and evaluate privacy level of location privacy protection protocols.
Later, John Krumm's survey paper [178] in 2009 concentrated on computational location privacy. This survey reviews the existing computation-based privacy mechanisms which treat location data as geometric information and studies of people's attitude about location privacy, and focuses on the computational threats to location privacy. In the survey, anonymity is discussed as one of the countermeasures against computational threats. However, they don't discuss the quantity and metric of anonymity.
George Danezis et al. [179] provided an overview of anonymous communication systems. In their paper, all anonymous communication systems since the establishment in 1981 were categorized according to their underlying principles: trust and semi-trust relays, and MIX-based systems. It is similar with the first part of our paper, but we study the different kinds of anonymous communication systems more systematically and elaborately. Anonymous measuring metrics were mentioned in the introduction part of their paper, however, thorough analysis and review of anonymity measuring metrics is needed.
None of the above research papers could provide systematic overview or analysis on the formalization and measuring metrics of anonymous communication systems. A comprehensive and systematic research on measuring anonymity of different anonymous communication systems are still lacking and our paper aims to fill this gap.
This article provides the first comprehensive and systematic survey of state-of-art research on measuring anonymity in anonymous communication systems. The formalizations of the notion of anonymity are introduced from the aspects of process calculi, epistemic logic, function views, UC framework, differential privacy, probabilistic automata, and I/O automata. The main metrics for measuring anonymity based on various theories and approaches are reviewed and elaborated. However, it is worth mentioning that so far there is no a measure metric yet that is practical and precise enough for the anonymity measurement in anonymous communication systems and can also reflect the real system in the meantime.
From our survey, we can see that the formalization of the definition of anonymity is thoroughly studied, and that some areas such as measuring metrics based on evidence theory, combinatorial mathematics, model-checking and information theory are still in the primary stage and have wide prospects for the future research. The summary and comparisons in different areas in measuring anonymity, provided in the paper, can be used for further investigation.
In addition, anonymous censorship circumvention systems and techniques like SkyMorph, Freewave and so on have been advanced rapidly recently, however, few research works are focusing on measuring the anonymity of such systems. More research efforts need to be made in the future.
As we mentioned in section 2, the current formalizations of anonymity in anonymous communication systems are mainly applied and verified at simple protocols or systems such as DC-net. Though the formalizations from the views of differential privacy and UC framework are applied to the popular anonymous system Tor, they don't consider the adaptively corrupting adversaries and active attacks on Tor such as selective denial-of-service attacks. Therefore, the verifications of these formalizations on more complex protocols or systems such as Tor, Mix-Net and the DISSENT system are needed in the future. In particular, since till now the verification still stays in the abstraction and theoretical stage, the methodologies of the UC framework and differential privacy can be further studied in anonymity measuring. It is expected that the UC framework and differential privacy should be applied and verified in the real Tor system combining with its hidden services and the recently proposed congestion-aware path selection algorithm.
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