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Abstract
Robust pole assignment by static state feedback and static output
feedback
This master's thesis studies the problem of robust stabilization by static state and
static output feedback. We look for an optimal feedback that assigns the required
Jordan form to the closed-loop system and that makes the closed-loop system suci-
ently robust or is not fragile. We describe the algorithms for solving real and complex
stability radius and use these functions as the main criteria functions for optimizing
properties of the closed-loop system. These functions together with the approach
for computation of the explicit parametrization of state and output feedback creates
a base for optimization. In this thesis we design a new algorithm for solving robust
Jordan form assignment by output feedback. As a part of this thesis we create the
library for solving the above problems and implement them in the Matlab toolbox.
Keywords: static state feedback, static output feedback, pole assignment, Jordan
form, robust stability, fragility, singular values, optimization, Hamiltonian matrix
Abstrakt
Robustn prirazen polu stavovou a vystupn zpetnou vazbou
Tato diplomova prace se zabyva problemem robustn stabilizace stavovou a vystupn
zpetnou vazbou. Chceme nalezt nejleps zpetnou vazbu, ktera bude uzavrenemu sys-
temu prirazovat pozadovanou Jordanovu formu a pro nz bude uzavreny system
dostatecne robustn nebo ktera nebude krehka. Seznamme se s algoritmy na vy-
pocet realneho a komplexnho polomeru stability a vyuzijeme je dale jako hlavn
kriterialn funkce pri optimalizaci vlastnost uzavreneho systemu. Tyto funkce spolu
s prstupem pro vypocet explicitn parametrizace slouz jako zaklad optimalizace.
Dale navrhujeme novy algoritmus na vypocet robustnho prirazen Jordanovy formy
vystupn zpetnou vazbou. Soucast prace je vytvoren knihovny funkc v softwaru
Matlab, pomoc ktere budeme moci resit prklady z uvedene problematiky.
Klcova slova: stavova zpetna vazba, vystupn zpetna vazba, prirazen polu, Jor-
danova forma, robustn stabilita, krehkost regulatoru, singularn csla, optimalizace,
Hamiltonova matice
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1 Uvod
Jednm z vyznamnych problemu v teorii linearnch systemu je prirazen polu zpetnou
vazbou. Zpetnou vazbou se snazme priradit systemu nami pozadovane chovan, ktere
budeme urcovat zvolenymi poly. Uvazujme system (A, B, C), kde A 2 Rnn; B 2
Rnm; C 2 Rpn, popsany diferencialn rovnic
_x = Ax+Bu
y = Cx;
kde x reprezentuje stav systemu, u predstavuje jeho vstup a y vystup. Vlastn dy-
namicke chovan tohoto systemu je dano jeho autonomn1 cast (tj. _x = Ax), kon-
kretne vlastnmi csly a vlastnmi vektory matice A. Protoze chceme zskat stabiln
system, musme vsechny poly uzavreneho systemu umstit do otevrene leve poloro-
viny komplexn roviny. K tomuto ucelu muzeme vyuzt zpetnou vazbu. V nas praci
budeme navrhovat stavovou zpetnou vazbu F (u = Fx) a vystupn zpetnou vazbu
K (u = Ky).
Pro uvedeny system tak chceme nalezt stavovou zpetnou vazbu F , resp. vystupn
zpetnou vazbu K, aby matice dynamiky uzavreneho systemu Ac = A + BF , resp.
Ac = A + BKC, mela pozadovanou Jordanovu formu. Takovych zpetnych vazeb
je obecne nekonecne mnoho. V predkladane praci se budeme zabyvat problemem
navrhu stavove ci vystupn zpetne vazby, ktera bude dany system jednak stabilizovat
a navc v jistem smyslu optimalizovat.
Prvky matice dynamiky otevreneho systemu jsou urceny hodnotami velicin real-
neho modelu, ktere nezname presne. Proto je rozumne uvazovat, ze vstupn matice
A muze byt zatzena jistymi perturbacemi (). Pro system (A, B, C) tak nestac
jen najt zpetnou vazbu, ktera jej stabilizuje (ktera mu pomoc Jordanovy formy
prirad pozadovane chovan), ale je vhodne zajistit, aby i pri pusoben co nejvetsch
perturbac zustal uzavreny system stabiln. Budeme se tedy snazit vybrat takovou
matici F , resp. K, aby poly uzavrene smycky zustaly v otevrene leve polorovine
komplexn roviny i pri uvazovanych poruchach. Pozadujeme tak, aby pro vsechny
uvazovane poruchy  zustala stabiln matice,
Ac + = (A+) +BF = (A+BF ) + ; resp.
Ac + = (A+) +BKC = (A+BKC) + :
Je-li tato podmnka splnena, hovorme o robustn stabilite systemu.
Obdobne uvazujme o presnosti vypoctene zpetne vazby. Jej realizace v cslico-
vem regulatoru je mozna jen na urcity pocet platnych cifer dany formou zobrazen
1system bez vstupu
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realnych csel v pouzitem procesoru. Z tohoto duvodu bychom chteli mt zajisteno,
ze i pri urcitych zmenach v prvcch matice zpetne vazby se vlastn csla matice dy-
namiky uzavreneho systemu budou nachazet v otevrene leve polorovine komplexn
roviny. Zpetnou vazbu, ktera by jiz pri malych poruchach narusila stabilitu uza-
vrene smycky, oznacujeme jako krehkou (fragiln2). Chceme-li tedy zabranit kreh-
kosti zpetne vazby, pozadujeme stabilitu matice
Ac +B = A+B(F +) = (A+BF ) +B; resp.
Ac +BC = A+B(K +)C = (A+BKC) +BC:
Pro posouzen, jak daleko od nestability se uzavreny system nachaz, budeme pou-
zvat tzv. komplexn ci realny polomer stability.
V clancch [7, 19] se autori zabyvaj podobnou problematikou nalezen robustne
stabilnho systemu. V [7] je navrhovan regulator, ktery stabilizuje dany system se
soucasnou minimalizac H1 normy prenosu uzavrene smycky a dalsm pozadavkem
na stabiln regulator. Soucast techto prac je take volne dostupny3 program HIFOO4
sestaveny v softwaru Matlab. Optimalizovanymi promennymi jsou zde prmo vsechny
prvky matice vystupn zpetne vazby a muze jich tak byt obecne velmi mnoho. Navc
pri zmenach prvku zpetnovazebn matice nemame zaruceno, ze uvazovana kriterialn
funkce bude denovana, protoze uzavreny system pri zmene prvku regulatoru ne-
mus zustat stabiln. Podobny prstup je uvazovan i v praci [19]. Zde se autori snaz
vyhnout teto situaci pridanm vedlejs podmnky, ktera omezuje hodnotu nejvetsho
zaporneho vlastnho csla uzavreneho systemu. Vypoctem nekterych zakladnch ro-
bustnch kriteri se zabyvaj i prace [31] a [15]. V [31] se autori soustred na vykreslen
komplexnho pseudospektra zejmena pro velke rdke pevne matice a umoznuj pro
ne urcit hodnotu pseudospektraln abscissy. V [15] je poctan naprklad komplexn
polomer stability matic, ale bez navrhu regulatoru.
V nas praci zvolme jiny prstup, zalozeny na minimaln parametrizaci mnoziny
vsech stavovych, resp. vystupnch, zpetnych vazeb prirazujcch pozadovanou Jorda-
novu formu, ktera vedle stability zajist'uje i pozadovane chovan uzavrene smycky.
Krome toho budeme uvazovat dals pozadavky na maximaln robustnost uzavreneho
systemu, minimaln krehkost regulatoru a nektere dals prakticke pozadavky.
Prace je clenena do ctyr hlavnch cast. V prvn z nich je predstavena zakladn
teorie potrebna pro uveden do zminovane problematiky, dale strucne pojednavame
o optimalizacnch metodach vyuzvanych pri resen nastnenych uloh.
V druhe casti navazeme na navrh explicitn parametrizace z [25] a [16] a popseme
novy algoritmus pro nalezen parametricke matice Q(), ktera vede na minimaln
2z lat. fragilis, e - krehky, nestaly
3www.cs.nyu.edu/overton/software/hifoo
4HIFOO : H-Innity Fixed-Order Optimization
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parametrizaci mnoziny zpetnych vazeb a usnadnuje reseny problem. V tret casti si
uvedeme zvolena kriteria pro posouzen robustnosti systemu ci fragility regulatoru
a predstavme moznosti jejich vypoctu.
Ve ctvrte casti budeme formulovat konkretn problem robustnho prirazen a na-
vrhovat metody pro jeho resen. Predstavme navrh noveho numerickeho algoritmu
pro robustn prirazen Jordanovy formy vystupn zpetnou vazbou a demonstrujeme
jej na nekolika prkladech. Soucast predkladane prace bude vytvoren knihovny
funkc v softwaru Matlab pro resen uvedene problematiky. V zaveru prace budeme
ilustrovat vyuzit knihovny na nekolika praktickych prkladech, naprklad modelu
robotu jednonozky.
3
2 Prpravna kapitola
2.1 Seznam znacen
 ukoncen dukazu
, denicn relace
R mnozina realnych csel
C mnozina komplexnch csel
8 pro vsechna
9 existuje
) implikuje
A 2 Rnm A je realna matice typu nm
In jednotkova matice typu n n
A 1 inverzn matice k matici A
AT transponovana matice A
A hermitovsky sdruzena matice A
det(A) determinant matice A
rank(A) hodnost matice A
diagfL1; : : : ; Lkg blokove diagonaln matice s diagonalnmi bloky
L1; : : : ; Lk
(A) spektrum matice A, mnozina vsech vlastnch csel matice
A
(A) singularn cslo matice A
1(A) nejvets singularn cslo matice A
min(A) nejmens singularn cslo matice A
Re(x) realna cast komplexnho csla x
Im(x) imaginarn cast komplexnho csla x
@Cg hranice oblasti Cg
ha; bi uzavreny interval od a do b
o nulovy vektor
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2.2 Uvodn pojmy
V teorii rzen nas u systemu casto zajma, zda jsou stabiln, prpadne, jak daleko se
nachaz od nejblizsho nestabilnho systemu. O stabilite systemu vypovdaj vlastn
csla matice dynamiky. Vzdalenost mezi systemy pak budeme posuzovat podle normy
perturbac, ktere ze stabilnho systemu udelaj nestabiln. Uved'me si proto nejprve
nektere zakladn pojmy, se kterymi budeme dale pracovat.
Denice 2.1. (Norma vektoru) Necht' V je vektorovy prostor nad telesem komplex-
nch (resp. realnych) csel. Normou vektoru x 2 V rozumme funkci, ktera prirad
kazdemu vektoru x 2 V nezaporne cslo kxk a splnuje nasledujc podmnky:
1) kxk > 0 pro x 6= o
2) kxk = jjkxk, pro  2 C (resp. R)
3) kx+ yk  kxk+ kyk, 8x; y 2 V .
V teto praci budeme pouzvat Euklidovskou normu vektoru, denovanou jako
kxk2 =
 
nX
i=1
jxij2
! 1
2
; (2.1)
kde xi je i-ta slozka vektoru x 2 Cn.
Normu matice A 2 Cnn budeme merit maticovou normou generovanou Eukli-
dovskou normou (2.1)
kAk2 = sup
x 6=o
kAxk2
kxk2 = maxkxk2=1 kAxk2: (2.2)
Pokud nebude specikovano jinak, budeme pro matici v nasledujcch kapitolach
symbolem k  k oznacovat jej maticovou normu generovanou Euklidovskou normou.
Denice 2.2. Necht' A 2 Rnn.
a) Matice A je symetricka, jestlize A = AT .
b) Matice A je ortogonaln, jestlize ATA = AAT = In.
Denice 2.3. Necht' A 2 Cnn.
a) Matice A je hermitovska, jestlize A = A.
b) Matice A je unitarn, jestlize AA = AA = In.
Denice 2.4.
a) Necht' A 2 Rnn. Rekneme, ze A = [ai;j]ni;j=1 je horn trojuhelnkova matice,
jestlize ai;j = 0 pro i > j.
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b) Necht' A 2 Rnn. Rekneme, ze matice A je kvazi-trojuhelnkova, je-li blokove
horn trojuhelnkova s bloky na diagonale typu 1 1 nebo 2 2.
c) Necht' A 2 Rnn. Rekneme, ze matice A = [ai;j]ni;j=1 je v hornm Hessenbergove
tvaru, jestlize ai;j = 0 pro i > j   1.
d) Necht' A 2 Rnn. Rekneme, ze matice A = [ai;j]ni;j=1 je v dolnm Hessenbergove
tvaru, jestlize ai;j = 0 pro i < j   1.
Denice 2.5. Necht' A je ctvercova matice n-teho radu. Polynom p() = det(I  
A) nazyvame charakteristickym polynomem matice A. Koreny polynomu p() se
nazyvaj vlastn csla matice A. Soubor vsech vlastnch csel matice A se nazyva
spektrum matice A a oznacuje se (A). Necht'  2 (A), potom nenulovy vektor
v 2 Cn takovy, ze (I   A)v = 0, tj. Av = v, je vlastnm vektorem matice A
prslusny vlastnmu cslu .
Vlastn csla jsou tedy koreny prslusneho charakteristickeho polynomu. Protoze
pro vypocet korenu polynomu pateho a vyssho stupne neexistuje obecny vzorec,
nelze ani vlastn csla matice techto radu vypoctat v konecnem poctu kroku.
Numericke metody na vypocet vlastnch csel se lis podle toho, zda chceme nalezt
vsechna vlastn csla (uplny problem), nebo jen nektera (potom se jedna o castecny
problem).
Denice 2.6. Rekneme, ze matice A a B jsou podobne, jestlize existuje regularn
matice T takova, ze A = TBT 1. Oznacujeme A  B.
Veta 2.1. Jsou-li matice A, B podobne, maj stejna vlastn csla.
Dukaz. Jestlize jsou matice A;B podobne, existuje regularn matice T a lze psat
A = TBT 1. Potom det(I   A) = det(I   TBT 1) = det[T (I   B)T 1] =
det(T ) det(I  B) det(T 1) = det(I  B): 
Denice 2.7. Necht' A je matice typu n m. Odmocniny z nenulovych vlastnch
csel matice AA (nebo AA) nazyvame singularnmi csly A a oznacujeme (A), tj.
i =
p
i(AA); (2.3)
kde i = 1; : : : ; k a k = rank(A).
Singularn csla muzeme usporadat sestupne : 1  2  3  : : :  k > 0.
Veta 2.2. Necht' A 2 Cmn a rank(A) = k. Potom existuj unitarn matice U 2
Cmm; V 2 Cnn takove, ze matici A lze vyjadrit jako soucin
A = UV ;
kde  = diagf1; 2; : : : ; k; 0; : : : ; 0g 2 Cmn.
6
Prpravna kapitola Hamiltonova matice, perturbace a pomocne vety
Denice 2.8. Necht' v = [x1; x2; : : : ; xn]
T 2 Rn, p1(v); p2(v); : : : ; pm(v) predsta-
vuj polynomy s realnymi koecienty v promennych x1; x2; : : : ; xn. Varietou V v Rn
nazyvame mnozinu
V = fv 2 Rn : pi(v) = 0; i = 1; : : : ;mg:
2.3 Hamiltonova matice, perturbace a pomocne
vety
V teto podkapitole si uvedeme dulezite vety, ktere davaj do souvislosti normu matic,
singularn csla a perturbace v prvcch matic.
Nektere metody, ktere poctaj hodnoty kriteria robustnosti, vyuzvaj vztahu
mezi singularnmi csly jistych matic a vlastnmi csly odpovdajcch Hamiltonovych
matic. Zavedeme si proto Hamiltonovu matici a zmnme nektere jej vlastnosti.
Denice 2.9. Matici M 2 C2n2n, ktera splnuje podmnku JM = (JM), kde
J =

0 In
 In 0

se nazyva Hamiltonova matice.
Veta 2.3. Jestlize  je vlastnm cslem Hamiltonovy matice M , potom je jejm
vlastnm cslem take  .
Dukaz. Mejme matici J =

0 In
 In 0

. V nasledujcch rovnostech vyuzijeme, ze
JM =  MJ , det(J) = 1 a pro A;B 2 Cmm je det(AB) = det(A) det(B).
pM() = det(I  M) = det(J) det(I  M) = det(J   JM) =
= det(J +MJ) = det(I +M) det(J) = det(I +M) =
= det(I +M) = det(M   ( I)) = pM( ):

Veta 2.4. Necht' M 2 C2n2n, M =

A B
C D

, kde A;B;C;D jsou ctvercove ma-
tice radu n. Potom M je Hamiltonova matice, pokud jsou matice B;C hermitovske
a A+D = 0.
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Dukaz.
JM =

0 In
 In 0
 
A B
C D

=

C D
 A  B

;
(JM) =

C  A
D  B

=

C D
 A  B

:
Protoze (JM) = (JM), je matice M podle denice 2.9 Hamiltonova. 
Veta 2.5. (Sylvestrova veta o determinantech) Necht' maticeM 2 Cpq a N 2 Cqp,
potom plat
det (I  MN) = det (I  NM) : (2.4)
Dukaz. Vyjdeme z vyrazu det (I  MN), ktery budeme dale upravovat,
det (I  MN) = det

I 0
M I  MN

= det

I N
M I
 
I  N
0 I

:
Nyn uzijeme, ze pro ctvercove matice A;B plat det (AB) = det (A) det (B). Potom
det

I N
M I
 
I  N
0 I

= det

I N
M I

det

I  N
0 I

:
Dale upravme matici

I  N
0 I

. Vynasobme druhy radek teto blokove matice
matic N zleva a pricteme k prvnmu radku. Tm hodnotu determinantu nezmenme,
det

I N
M I

det

I  N
0 I

= det

I N
M I

det

I 0
0 I

=
det

I N
M I

det (I) det (I) = det

I N
M I

 1  1 = det

I N
M I

:
Posledn matici opet upravme vynasobenm zleva matic N druheho radku a pricte-
nm k prvnmu, dostaneme
det

I N
M I

= det

I  NM 0
M I

= det (I  NM) :
Postupnymi upravami jsme zskali vztah (2.4). 
Veta 2.6. Necht' A 2 Cmn, plat
kAk2 = 1(A): (2.5)
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Dukaz. Ze vztahu (2.2) pro normu matice a vety 2.2 plyne
kAk2 = maxkxk2=1 kAxk2 = maxkxk2=1 kUV
xk2:
Protoze U a V jsou unitarn matice a po substituci y = V x (kxk2 = kV yk2 = kyk2)
dostaneme, ze
max
kxk2=1
kUV xk2 = maxkyk2=1 kyk2:
Predchoz rovnost muzeme dale rozepsat (pro rank(A) = k) podle vztahu (2.1)
kAk2 = maxkyk2=1 kyk2 =
= max
kyk2=1
p
j1y1j2 + : : :+ jkykj2 + j0  yk+1j2 + : : :+ j0  ynj2 =
= max
kyk2=1
q
21jy1j2 + : : :+ 2kjykj2  maxkyk2=1
q
21(jy1j2 + : : :+ jynj2) = 1(A):
Nakonec pro vektor y =

1 0 : : : 0
T
, tj. x = v1, se maxima prmo dosahuje,
tedy celkem kAk2 = 1(A). 
Veta 2.7. Necht' A 2 Cmn a rank(A) = n, plat
min
kxk2=1
kAxk2 = n(A): (2.6)
Dukaz. Analogicky jako ve vete (2.6) bychom dostavali
kAxk2 = kUV xk2 = kV xk2 = kyk2 =
=
p
j1y1j2 + : : : jnynj2 =
q
21jy1j2 + : : : 2njynj2  n:
Pro vektor y =

0 0 : : : 1
T
se minima nabyva. 
Veta 2.8. (Perturbace v souctu) Necht' M 2 Cmn a rank(M) = n, plat
min
2Cmn
fkk2 : rank(M +) < ng = n(M): (2.7)
Dukaz. Protoze rank(M + ) < n, existuje nenulovy jednotkovy vektor x, ze
(M+)x = o. Potom je kMxk2 = kxk2 a podle vety 2.7 zskame kxk2  n(M).
Dale, protoze plat kk2kxk2  kxk2  n(M), je kk2  n(M). Nakonec
ukazme, ze pro nejakou matici  takovou, ze rank(M + ) < n, nastava rovnost.
Pokud zvolme  =  nunvn, je
(M +)vn = nun   nunvnvn = nun   nun = o;
tedy rank(M +) < n a pro matici  plat i to, ze kk2 = n(M). 
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Veta 2.9. (Perturbace v soucinu) Necht' M 2 Cmp, plat
min
2Cpm
fkk2 : rank(I  M)  m  1g = 1
1(M)
: (2.8)
Dukaz. Matice (I  M) 2 Cmm a rank(I  M)  m  1, tj. matice (I  M)
je singularn. Existuje tedy vektor x 2 Cm; x 6= o takovy, ze (I  M)x = o. Potom
Ix =Mx a
kxk2 = kMxk2  kMk2kxk2 = 1(M)kxk2; tedy
kxk2  1(M)kxk2: Protoze x 6= o a podle (2.2) dostaneme
1
1(M)
 kxk2kxk2  kk2:
Tm jsme obdrzeli kk2  11(M) . Nyn ukazme, ze pro nejakou matici  zde bude
platit rovnost. Necht' singularn rozklad matice M je ve tvaru M =
Pk
i=1 iuiv

i ,
(pro rank(M) = k). Zvolme  = 1
1(M)
v1u

1. Potom pro x = u1 mame
(I  M)x = (I  M)u1 =

I  M v1u

1
1(M)

u1 = u1   Mv1
1(M)
a protoze podle vety 2.2 je Mv1
1(M)
= u1 bude
u1   Mv1
1(M)
= u1   u1 = o:
Z volby matice  je kk2 = 11(M) a dohromady s nerovnost kk2  11(M) dosta-
neme min2Cpmfkk2 : rank(I  M)  m  1g = 11(M) . 
Veta 2.10. (Roucheho veta pro polynomy) Necht' R(z) a S(z) jsou polynomy,  
jednoducha uzavrena krivka v C. Je-li
jR(z)j > jS(z)j pro kazde z 2  ; (2.9)
potom R(z) a R(z) + S(z) maj stejny pocet nulovych bodu uvnitr  .
Veta 2.11. Mejme polynom
P (z) = p0 + p1z + p2z
2 + : : :+ pnz
n =
= pn(z   a1)m1(z   a2)m2 : : : (z   ar)mr ; (2.10)
kde pro k = 1; 2; : : : ; r jsou ak koreny polynomu P (z) a mk jejich nasobnosti. Necht'
Q(z) = q0+ q1z+ q2z
2+ : : :+ qnz
n, kde qi = pi+ "i, pro i = 1; 2; : : : ; n, a Dk = fz 2
C : jz  akj < rkg, kde 0 < rk < minfjak  ajjg a ak, aj jsou ruzne koreny polynomu
P (z). Potom existuje " > 0 takove, ze j"ij < " (pro i = 1; 2; : : : ; n) implikuje, ze
polynom Q(z) ma prave mk nulovych bodu uvnitr Dk.
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Dukaz. Pro mnozinu Dk , fz 2 C : jz   akj < rkg oznacme @Dk jej hranici. @Dk
je kompaktn mnozina v C, na nz polynom P (z) nen nulovy. Nasledne tak bude
existovat cslo k > 0 takove, ze i jP (z)j  k > 0 pro z 2 @Dk. Dale uvazujme
Q(z)  P (z) , R(z) = "0 + "1z + : : :+ "nzn. Pro z 2 @Dk je
jR(z)j = j"0 + "1z + : : :+ "nznj  j"0j+ j"1jjzj+ : : :+ j"njjznj 
 j"0j+ j"1j(jz   akj+ jakj) + : : :+ j"nj(jz   akj+ jakj)n 
 j"0j+ j"1j(rk + jakj) + : : :+ j"nj(rk + jakj)n 
 "+ "(rk + jakj) + : : :+ "(rk + jakj)n  "
nX
j=0
(rk + jakj)j:
Pro Mk ,
Pn
j=0(rk + jakj)j je jR(z)j  "Mk. Zvolme " < kMk , Mk > 0; " > 0; " =
"(rk). Potom
jQ(z)  P (z)j = jR(z)j  "Mk < k  jP (z)j;
tj. jQ(z)   P (z)j < jP (z)j. Podle vety 2.10, kde uvazujeme R(z) = P (z), S(z) =
P (z)   Q(z) a   = @Dk, dostaneme, ze polynom Q(z) ma v Dk presne mk korenu
(prave tolik jako polynom P (z)). Neboli, jestlize se koecienty polynomu zmen
o perturbace velikosti nejvyse ", posunou se prslusne koreny perturbovaneho poly-
nomu do vzdalenosti ne vce nez rk od puvodnch korenu ak. 
Dusledek 2.1. Predchoz veta rka, ze koreny polynomu zavis spojite na jeho koe-
cientech. Protoze vlastn csla matice jsou podle denice 2.5 koreny jejho charakte-
ristickeho polynomu a koecienty tohoto polynomu jsou spojite funkce prvku matice,
zavis vlastn csla matice spojite na jejch prvcch.
2.4 Numericka analyza a vypocet vlastnch csel
matice
Vlastn a singularn csla matic musme poctat iteracnmi metodami. Uvazujme pro
jednoduchost prpad, kdy matice A ma n linearne nezavislych vlastnch vektoru
v1; v2; : : : ; vn odpovdajcch vlastnm cslum 1; 2; : : : ; n. Potom je matice A di-
agonalizovatelna, tj. L = V  1AV , kde V = [v1; : : : ; vn] a L = diagf1; : : : ; ng.
Nasledujc veta pro tento prpad uvad, ze problem vypoctu vlastnch csel vede
obecne na spatne podmnenou ulohu.
Veta 2.12. (Bauer { Fike) Je-li  vlastn cslo matice A+ 2 Cnn a L = V  1AV ,
kde L = diagf1; : : : ; ng, potom mini ji   j  (V )kk, kde (V ) = kV  1kkV k.
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Dukaz. Je-li  vlastn cslo matice A+ a x prslusny vlastn vektor, potom
(A+)x = x
(I   A)x = x
(I   V DV  1)x = x
V (I  D)V  1x = x:
Cslo  nen vlastnm cslem matice A, tedy
V  1x = (I  D) 1V  1(V V  1)x
V  1x = (I  D) 1(V  1V )V  1x
kV  1xk = k(I  D) 1(V  1V )V  1xk
1  k(I  D) 1kkV  1kkkkV k
a pro indukovanou normu
1  max
i
1
j  ij(V )kk
min
i
j  ij  (V )kk:

Je-li matice symetricka, jsou vlastn vektory prslusejc ruznym vlastnm cslum
ortogonaln a vlastn vektory nasobnych vlastnch csel lze ortogonalizovat. Pro sy-
metrickou matici tak existuje ortogonaln matice V , pro kterou je (V ) = 1 a uloha
na vlastn csla symetrickych matic (i singularnch csel) vede na dobre podmnenou
ulohu.
Nektere numericke metody pro vypocet vlastnch csel vyuzvaj podobnostn
transformace a vztahu (2.1), prpadne se napred prevad puvodn matice temito
transformacemi na tvar vhodnejs pro vypocet. Uvazujme, ze podobnostn transfor-
maci aplikujeme na matici zatzenou chybami , tedy (A +) a X 1(A +)X =
X 1AX +X 1X = B, potom
kX 1Xk  (X)kk
a vlastn csla matice B by se pro velke (X) velmi lisila od vlastnch csel ma-
tice A. Proto se pouzvaj pro podobnostn transformace unitarn matice, tj. X 2
Cnn; XX = XX = I, resp. ortogonaln X 2 Rnn; XTX = XXT = I.
Nyn uvedeme bez dukazu nekolik znamych vet pro rozklady matic. Jejich dukazy
lze nalezt napr. v [30].
Veta 2.13. (Schurova) Pro libovolnou matici A 2 Cnn existuje unitarn matice
U 2 Cnn tak, ze matice T = UAU bude horn trojuhelnkova.
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Na diagonale matice T potom nalezneme vlastn csla matice A, ktera mohou
byt pro obecnou realnou matici realna i komplexn. Protoze s komplexnmi csly se
pracuje obtzneji, muzeme uvazovat nasledujc vetu, ktera dava rozklad na realne
matice.
Veta 2.14. (Schurova veta pro realne matice) Pro matici A 2 Rnn existuj realna
ortogonaln matice U a realna kvazi-trojuhelnkova matice T takove, ze plat T =
UTAU .
Jednou z casto pouzvanych metod pro vypocet uplneho problemu vlastnch csel
obecne matice (nerdke, nevelke dimenze) je QR algoritmus.
Veta 2.15. Necht' matice A 2 Rnn je regularn. Potom existuj ortogonaln matice
Q 2 Rnn a horn trojuhelnkova matice R 2 Rnn takove, ze A = QR.
Algoritmus 2.1. QR algoritmus
Vstup: matice A 2 Rnn
A0 = A
for k = 1; 2; : : :
a) spocti QR rozklad matice Ak 1, tj. Ak 1 = QkRk
b) sestav matici Ak = RkQk
end
Vystup: matice Ak
Podle denice 2.6 je libovolna matice v k-te iteraci podobna puvodn matici A,
Ak = RkQk = (Q
T
kQk)RkQk = Q
T
k (QkRk)Qk = Q
T
kAkQk =
= QTkRk 1Qk 1Qk = Q
T
k (Q
T
k 1Qk 1)Rk 1Qk 1Qk =
= QTkQ
T
k 1Ak 2Qk 1Qk = : : : = Q
T
kQ
T
k 1 : : : Q
T
1AQ1 : : : Qk 1Qk:
Matice Ak se pro dostatecne velka k blz horn (kvazi-)trojuhelnkove matici,
vlastn csla diagonalnch bloku matice Ak jsou potom aproximacemi vlastnch csel
matice A.
Pro urychlen QR algoritmu se matice A napred prevad na horn Hessenbergeruv
tvar, napr. pomoc Householderovych reex ci Givensovych rotac [9]. Jine mozne
urychlen se provad pomoc tzv. shiftu (posunu). Navc je vhodne pozorovat velikosti
poddiagonalnch prvku, a pokud by byly nulove, rozpadne se dana uloha na dva
podproblemy. Podrobnejs vyklad je uveden v [9, 29].
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Algoritmus 2.2. QR algoritmus s posuny
Vstup: matice A0 2 Rnn, (matice v hornm Hessenbergerove tvaru zskana podob-
nostnmi transformacemi z matice A)
A1 = A0
for k = 1; 2; : : :
a) urci posun k (napr. prvek ann matice Ak 1)
b) spocti QR rozklad matice Ak   kI, tj. Ak   kI = QkRk
c) Ak+1 = RkQk + kI
d) if an+1;n = 0 then pokracuj na podproblemech end if
end for
Vystup: matice Ak
Vypocet singularnch csel bude dle vztahu (2.3) dobre podmnenou ulohou. Jed-
nou z moznost by bylo aplikovat QR algoritmus na matici AA a poctat jej vlastn
csla. Tento prstup se ale nepouzva, nebot' formovat soucin AA nen vhodne. Po-
kud by byla matice A spatne podmnena, bylo by (AA) = (A)2 velke a mala
singularn csla bychom mohli obdrzet znacne nepresna.
Singularn csla lze zskat s relativn presnost odpovdajc strojove presnosti.
K jejich urcen se matice A nejprve prevad na bidiagonaln tvar (napr. Householde-
rovymi reexemi) a nasledne se implicitnm QR algoritmem nuluj mimodiagonaln
prvky.
2.4.1 Numericky vypocet vlastnch csel Hamiltonovy ma-
tice
Pri vypoctu vlastnch csel Hamiltonovy matice je dulezite vyuzt jej specialn struk-
tury a vlastnost. Kdybychom pouzili naprklad QR algoritmus, vlivem konecne arit-
metiky bychom tyto vlastnosti ztratili.
V nze uvedenych kapitolach uvadme, ze pri vypoctu jednoho kriteria robust-
nosti je potreba rozhodnout, zda ma odpovdajc Hamiltonova matice ryze imagi-
narn vlastn csla. Proto je dobre vyuzt metody, ktere budou zachovavat naprklad
symetrii vlastnch csel. Zaokrouhlovac chyby potom zpusob, ze ryze imaginarn
csla se budou posouvat po imaginarn ose. Nastinme si nyn metodu pro vypocet
vlastnch csel Hamiltonovy matice, kterou navrhli Benner a Kressner v [2].
Pro zachovan struktury by mely podobnostn transformace byt provedeny mati-
cemi symplektickymi

tj. UTJU = J; kde J =

0 In
 In 0

a ortogonalnmi 
tj. UTU = UUT = I

.
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Veta 2.16. ([1]) Necht' H 2 R2n2n je Hamiltonova matice, potom existuj ortogo-
naln symplekticke matice U; V 2 R2n2n takove, ze
UTHV =

R1;1 R1;2
0 R2;2

; (2.11)
kde Ri;j 2 Rnn (pro i; j 2 f1; 2g) a matice R1;1 je horn trojuhelnkova a R2;2 doln
Hessenbergerova.
Tvrzen 2.1. ([1]) Necht' H 2 R2n2n je Hamiltonova matice, potom existuj orto-
gonaln symplekticke matice U; V 2 R2n2n takove, ze
UTH2U =
  R1;1RT2;2 R1;1RT1;2  R1;2RT1;1
0  R2;2RT1;1

; (2.12)
kde Ri;j 2 Rnn (pro i; j 2 f1; 2g) a matice R1;1 je horn trojuhelnkova a R2;2 doln
Hessenbergerova.
Dukaz. Podle vety 2.16 existuj ortogonaln symplekticke matice U; V takove, ze
plat (2.11). Dale plat UTU = I; V TV = I, UTJU = J a V TJV = J , potom
JHTJ = J a nasledne
UTH2U = UTHHU = UTHV V THU = UTHV V TJHTJU =
= UTHV V TV JV THTUJUTU = (UTHV )J(V THTU)J =
= (UTHV )J(UTHV )TJ =
=

R1;1 R1;2
0 R2;2
 
0 In
 In 0
 
RT1;1 0
RT1;2 R
T
2;2
 
0 In
 In 0

=
=
  R1;2 R1;1
 R2;2 0
 
0 RT1;1
 RT2;2 RT1;2

=
  R1;1RT2;2 R1;1RT1;2  R1;2RT1;1
0  R2;2RT1;1

:

Matice  R1;1RT2;2 je horn Hessenbergerova matice, jej vlastn csla jsou mocniny
vlastnch csel Hamiltonovy matice H. K jejich vypoctu muzeme pouzt periodicky
QR algoritmus.
Algoritmus 2.3. Vypocet vlastnch csel Hamiltonovy matice
Vstup: H Hamiltonova matice
a) urci ortogonaln symplekticke matice U; V , aby UTHV =

R1;1 R1;2
0 R2;2

,
(veta 2.16)
b) periodickym QR algoritmem aplikovanym na  R1;1RT2;2 spocti vlastn csla
li, i = 1; : : : ; n
c) vypocti vlastn csla Hamiltonovy matice i =
p
li, n+i =  
p
li, pro i =
1; : : : ; n.
Vystup: i, pro i = 1; : : : ; 2n.
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2.5 Metody pro hledan optima
Pri hledan zpetnych vazeb (resp. odpovdajcch parametru) takovych, ze uzavreny
system bude mt nejleps pozadovane vlastnosti, budeme potrebovat numericke op-
timalizacn metody pro jednorozmerne i vcerozmerne funkce. Prehledny vyklad op-
timalizacnch metod je uveden v [10, 12].
Denice 2.10. Bod x 2 Rn se nazyva bodem lokalnho minima funkce
f(x) : Rn ! R, pokud existuje " > 0 tak, ze
f(x)  f(x); pro 8x 2 U(x; ");
kde U(x; ") = fx 2 Rn : 0  kx  xk < "g.
Denice 2.11. Bod x 2 Rn je bodem globalnho minima funkce f(x) : Rn ! R,
jestlize
f(x)  f(x); pro 8x 2 Rn:
Denice 2.12. Funkce f(x) : R ! R se nazyva kvazikonvexn funkc na intervalu
ha; bi, kdyz pro libovolne body x; y 2 ha; bi a pro kazde  2 (0; 1) plat, ze:
f(x+ (1  )y)  maxff(x); f(y)g:
Denice 2.13. Funkce f(x) : R! R je unimodaln funkc na intervalu ha; bi, kdyz
existuje c 2 (a; b) takove, ze f na intervalu ha; ci klesa a na intervalu hc; bi roste.
Veta 2.17. Necht' je funkce f(x) : R ! R unimodaln funkce v intervalu ha; bi a
nabyva sveho minima v x 2 ha; bi. Potom pro x; y 2 ha; bi, x < y plat, ze
- jestlize f(x) < f(y), potom x < y,
- jestlize f(x) > f(y), potom x > x,
- jestlize f(x) = f(y), potom x < x < y.
2.5.1 Metoda zlateho rezu
V prpade jednorozmerne optimalizace unimodaln funkce muzeme hledat minimum
pomoc metody zlateho rezu. Minimum unimodaln funkce je prmo jejm globalnm
minimem.
Uvazujme interval ha; bi. Metoda vychaz ze tr bodu, rekneme a; b; d, rozmste-
nych tak, aby a < d < b a pomer velikosti celeho invervalu ku vets casti byl stejny
jako pomer velikosti vets casti ku mens casti aktualnho intervalu. K temto bodum
se konstruuje ctvrty bod c a podle funkcnch hodnot a vety 2.17 se vybra trojice
bodu pro dals iteraci.
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Pro interval ha; bi vybrame d, aby
b  a
d  a =
d  a
b  d = 
 =
d  a
b  d =
b  a
d  a =
(d  a) + (b  d)
d  a = 1 +
b  d
d  a = 1 +
1

 = 1 +
1

2      1 = 0
1;2 =
1p5
2
:
Hodnota  = 1+
p
5
2
se nazyva zlaty rez, odtud take nazev metody.
Dals bod c chceme umstit tak, aby pomer delek zustal zachovan, at' vybereme
jako dals trojici body a; c; d nebo c; d; b. Proto
c  a
d  c =
d  a
c  a =
b  c
b  d =
b  d
d  c =  a
c  a = (d  c) = b  d
c = a+ b  d:
Delky intervalu obou uvazovanych trojic jsou shodne, (c  a = b  d).
Algoritmus 2.4. Metoda zlateho rezu
Vstup: tol (tolerance) > 0,  = 2
1+
p
5
, a0 < b0, d0 = (b0 a0)+a0, c0 = a0+ b0 d0,
k = 0
while bk   ak > tol
if f(dk) > f(ck) then ak+1 = ak, bk+1 = dk, dk+1 = ck, ck+1 = ak+1 +
bk+1   dk+1
else if f(dk) < f(ck) then ak+1 = ck, bk+1 = bk, ck+1 = dk, dk+1 =
ak+1 + bk+1   ck+1
else ak+1 = ck, bk+1 = dk, dk+1 = (bk+1   ak+1) + ak+1, ck+1 = ak+1 +
bk+1   dk+1
end if
k = k + 1
end while
Vystup: f(xk), kde xk =
ak+1+bk+1
2
Dale nas bude zajmat nalezen optima nelinearnch funkc vce promennych,
ktere budou reprezentovany vybranymi kriterii robustnosti uvedenymi v nasleduj-
cch kapitolach. V [7] navrhuj pro hledan extremu techto funkc naprklad metodu
BFGS.
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2.5.2 Line search metody
Mejme funkci f(x) : Rn ! R a hledejme minx2Rn f(x). Predpokladame, ze v k-te
iteraci mame pro xk dany smer poklesu hk. Chceme-li se z bodu xk dostat do noveho
bodu xk+1 = xk + thk, potrebujeme urcit velikost kroku t ve smeru hk.
Oznacme g(t) = f(xk + thk), potom
g0(t) = rf(xk + thk)hk: (2.13)
Delku kroku chceme volit tak, abychom zajistili dostatecny, ale vhodny pokles.
Dostaneme dve podmnky, ktere budeme chtt splnit soucasne. Prvn podmnka po-
zaduje, aby byl pokles funkcnch hodnot naslednych iterac umerny velikosti kroku
i g0(0). Zabranuje pouzit prlis velkych kroku, tedy tech, pro ktere je g(t)   g(0)
mnohem vets nez c1g
0(0), kde c1 2 (0; 1). Tato podmnka je nazyvana Armijovo
pravidlo,
g(t)  g(0) + c1tg0(0): (2.14)
Protoze podmnka (2.14) neurcuje, kdy je krok prlis maly, pridava se druha pod-
mnka. Pokud je hodnota g0(t) velka zaporna, muze hodnota funkce f v tomto smeru
znacne poklesnout a nemusme volit male kroky. Hodnota g0(0) je zaporna, vynaso-
benm konstantou c2 2 (c1; 1) ji zvetsme. Pokud pozadujeme, aby g0(t) > c2g0(0),
vyloucme male kroky, protoze v okol t = 0 bude mt g0(t) podobnou hodnotu.
Celkem tak zskame nasledujcho Wolfeho podmnky,
g(t)  g(0) + c1tg0(0) (2.15)
g0(t) > c2g0(0); (2.16)
kde 0 < c1 < c2 < 1. Velikost kroku t potom volme takovou, aby vyhovovala
Wolfeho podmnkam.
2.5.3 Kvazi-Newtonovske metody, metoda BFGS
Kvazi-Newtonovske metody patr mezi gradientn metody numericke optimalizace.
Uvazujme ulohu hledan minima funkce f(x). Vyjdeme-li z nejakeho bodu xk, chceme
najt bod xk+1, pro ktery bude platit, ze f(xk+1)  f(xk). Protoze mame k dispo-
zici obecne vce smeru, snazme se vybrat nejvhodnejs smer, ze ktereho bychom
meli pokracovat. Tm by mohl byt smer odpovdajc zapornemu gradientu, protoze
funkce f(x) zde dosahuje nejvetsho spadu.
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Pro hlednan minima se pouzva iteracn predpis gradientnch metod
xk+1 = xk   kgk;
kde k urcuje velikost kroku a gradient gk smer poklesu.
Kvazi-Newtonovske metody spadaj jednak mezi metodu nejvetsho spadu (za-
kladn gradientn metodu) a take mezi Newtonovu metodu pro hledan resen neli-
nearnch rovnic (resp. soustav).
Z metody nejvetsho spadu, u nz je
xk+1 = xk +
gTk gk
gTkHgk
gk;
kde H je Hessova matice (matice druhych derivac), chceme vyuzt vlastnosti kon-
vergence.
Podle Newtonovy metody, kde uvazujeme
xk+1 = xk +H
 1
k gk; (2.17)
resp. jej modikace
xk+1 = xk + kH
 1
k gk;
pracuj s Hessovou matic Hk.
Kvazi-Newtonovske metody jsou zalozeny na aproximaci inverze Hessovy matice
(Bk). Potom vztah (2.17) prejde na
xk+1 = xk  Bkgk:
Aproximace Bk je konstruovana tak, aby dobre odpovdala matici H
 1
k , jej vypo-
cet nebyl narocny a vyuzval znalost (vypoctenych matic a vektoru) z predchozch
iterac. Tm se znacne odlisuj od klasicke Newtonovy metody.
Uvazujme nejprve aproximaci prmo Hessovy matice Hk
gk+1   gk = Hk+1(xk+1   xk):
Oznacme yk = gk+1  gk a sk = xk+1  xk, potom Hk+1sk = yk. Chceme, aby matice
Hk+1 byla symetricka, pozitivne denitn, splnovala rovnost Hk+1sk = yk a navc
byla v norme nejblz matici Hk.
Veta 2.18. ([10]) Necht' H 2 Rnn, y = Hs, yT s > 0 a Hk 2 Rnn je dana matice,
potom plat
min
H
kH  Hkk = k H  Hkk;
kde
H = Hk +
(y  Hks)T sT
sT s
:
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Nyn muzeme odvodit formuli pro vypocet aproximace Hessovy matice Hk+1.
Uvazujme Choleskeho rozklad matic Hk = LL
T z predchoz iterace a Hk+1 = JJ
T .
Pozadujeme, aby byl splnen vztah JJT s = y a blzkost Hk+1 k Hk.
Oznacme v = JT s, potom
J = L+
(y   Lv)vT
vTv
: (2.18)
Upravami zskame
v = LT s+
v(y   Lv)T s
vTv
(2.19)
v = LT s+
v(yT s  vTLT s)
vTv
a pro w = y
T s vTLT s
vT v
bude LT s = (1   w)v. Chceme zskat vztah pro v, oznacme
p = 1
1 w , potom v = pL
T s. Dosazenm do (2.19) dostaneme
pLT s = LT s+
pLT s(y   LpLT s)T s
(pLT s)T (pLT s)
pLT s = p
yT s
p2sTLLT s
LT s
p2 =
yT s
sTLLT s
=
yT s
sTHks
:
Pokud bude yT s > 0, muzeme vyjadrit
v =
s
yT s
sTHks
LT s: (2.20)
Tuto upravu muzeme provest dky (2.13) a (2.16). Dosazenm (2.20) a (2.18) do
Hk+1 = JJ
T zskame
Hk+1 = LL
T +
yyT
vTv
  Lvv
TLT
vTv
: (2.21)
Vyrazy s vektorem v muzeme dale vyjadrit
vTv = yT s; (2.22)
vvT =
yT s
sTHks
LT ssTL: (2.23)
Nakonec ze vztahu (2.21), (2.20), (2.22) obdrzme formuli pro aproximaci Hessovy
matice Hk+1
Hk+1 = Hk +
yyT
yT s
  Hkss
THk
sTHks
: (2.24)
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V metode BFGS (Broydenove-Fletcherove-Goldfarbove-Shannoove
kvazi-Newtonovske metode) nas zajma tvar aproximace inverze Hessovy matice. Tu
zskame ze vztahu (2.24) pomoc Shermanovy-Morrisonovy-Woodburyho formule.
Veta 2.19. (Sherman{Morrison{Woodbury) Je-li M 2 Rnn nesingularn matice a
u; v 2 Rn a N =M + uvT , potom
N 1 =M 1 +
M 1uvTM 1
1 + vTM 1u
:
Aplikujme tedy nyn vetu 2.19 na matici Hk+1
H 1k+1 =
h
Hk +
yyT
yT s
i 1
+
h
Hk +
yyT
yT s
i 1
HssTH
sTHs
h
Hk +
yyT
yT s
i 1
1 
sTH
h
Hk+
yyT
yT s
i 1
Hs
sTHs
=
= H 1   H
 1yyTH 1
yT s+ yTH 1y
+
h
H 1   H 1yyTH 1
yT s+yTH 1y
i
HssTH
sTHs
h
H 1   H 1yyTH 1
yT s+yTH 1y
i
1 
sTH
h
H 1  H 1yyTH 1
yT s+yTH 1y
i
Hs
sTHs
;
(2.25)
Po uprave zskame formuli pro aproximaci inverze Hessovy matice Bk+1
Bk+1 =

I   sy
T
yT s

Bk

I   ys
T
yT s

+
ssT
yT s
: (2.26)
Uvedene pozadavky na konstrukci aproximace inverze Hessovy matice Bk+1 jsou
tedy splneny. Zskame ji s vyuzitm predchozch iterac, a sice modikac matice Bk
(aproximace z predchoz iterace) maticemi o hodnosti jedna.
Algoritmus 2.5. Hledan optima { metoda BFGS
Vstup: tol > 0 (tolerance), B0 = I, x0 2 Rn, g0 = g(x0), k = 0
while kgkk > tol
a) vypocti tk =  Bkgk
b) urci k (podle Wolfeho podmnek (2.15), (2.16))
c) xk+1 = xk + ktk
d) sk = xk+1   xk
e) spocti gk+1
f) yk = gk+1   gk
g) vypocti Bk+1 (podle (2.26))
h) k = k + 1
end while
Vystup: f(xk), xk
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2.6 Metody pro resen nelinearnch rovnic
Uvazujme soustavu nelinearnch rovnic f(x) = 0, f(x) : Rn ! Rm. Pri resen
teto soustavy muzeme vyuzt prstupy pro resen problemu minimalizace metodou
nelinearnch nejmensch ctvercu.
Chceme minimalizovat kf(x)k, pro x 2 Rn, resp. najt
xopt = argmin
x
fF (x)g;
kde F (x) = 1
2
kf(x)k2 = 1
2
fT (x)f(x).
Mezi metody, ktere se pouzvaj pri resen tohoto problemu, patr naprklad
Gaussova-Newtonova metoda a Levenbergova-Marquardtova metoda. Vlastnostem
uvedenych metod se venuj naprklad v [18, 33].
Uvazujme Tayloruv rozvoj funkce f v bode x+ h
f(x+ h) = f(x) + J(x)h+O(khk2);
kde J predstavuje Jacobian, tj. matici prvnch parcialnch derivac.
Uvazovane metody vyuzvaj linearn aproximaci funkce f(x)
l(h) , f(x) + J(x)h;
tedy f(x+ h)  l(h). Potom
F (x+ h) =
1
2
fT (x+ h)f(x+ h)  1
2
lT (h)l(h) =
=
1
2
(f(x) + J(x)h)T (f(x) + J(x)h) =
=
1
2
fT (x)f(x) + hTJT (x)f(x) +
1
2
hTJT (x)J(x)h =
= F (x) + hTJT (x)f(x) +
1
2
hTJT (x)J(x)h , L(h)
Gaussova-Newtonova metoda vyuzva iteracn formuli
xk+1 = xk + kh
GN
k ;
kde k je velikost kroku, kterou zskame metodou line search, nebo nastavme pev-
nou, a hGNk predstavuje krok v k-te iteraci. Krok h
GN
k splnuje
hGNk = argminfL(h)g:
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Gradient funkce L(h) je rL(h) = JT (x)f + JT (x)J(x)h a matice druhych derivac,
tj. Hessian, r2L(h) = JTJ . Matice r2L(h) je symetricka, a pokud matice J bude
mt plnou hodnost, bude pozitivne denitn a L(h) bude mt jedine minimum.
Potom
rL(h) = JTf + JTJh = 0
JTJh =  JTf (2.27)
a hGN je resenm rovnice (2.27).
Z Gaussovy-Newtonovy metody vychaz Levenbergova-Marquardtova metoda.
Ta modikuje aproximaci Hessianu o diagonaln matici s parametrem   0.
Levenbergova-Marquardtova metoda (formulovana s volbou kroku odobne jako trust
region) res ulohu
min
1
2
kf + Jhk2; s omezenm, ze khk2  : (2.28)
Krok Levenbergovy-Marquardtovy metody hLM je dan resenm
hLMk = argminfL(h) +
1
2
hThg;
kde clen 1
2
hTh predstavuje penalizaci omezujc podmnky ve (2.28), ktera penali-
zuje velke kroky. Potom
L(h) = F (x) + hTJT (x)f(x) +
1
2
hTJT (x)J(x)h+
1
2
hTh
rL(h) = JTf + JTJh+ h = 0
a krok hLM je resenm rovnice
(JTJ + I)h =  JTf (2.29)
Parametr  zasadne ovlivnuje i dals postup metody. Protoze ma platit (2.28),
mame jiz dane omezen na velikost poklesu, proto zde uz neuvazujeme line search
metodu. V prubehu metody menme hodnotu  podle velikosti hodnoty
 =
F (xk)  F (xk + hLM)
L(0)  L(hLM) ; (2.30)
pricemz F (xk)   F (xk + hLM) predstavuje aktualn zmenu v dane iteraci a L(0)  
L(hLM) predpokladanou zmenu. Pro hodnoty   1 parametr  zmensme, pro
 blzko nule zvetsme a jinak ponechame stejny. Strucny nastin Levenbergovy-
Marquardtovy metody uvad nasledujc algoritmus.
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Algoritmus 2.6. Levenbergova-Marquardtova metoda [18]
Vstup: 0, x0, H0 = J
T (x0)J(x0), g(x0) = J
T (x0)f , k = 0
while kgkk > "
a) vyres (Hk + I)h
LM
k =  gk
b) xk+1 = xk + h
LM
k
c) vypocti  = F (xk) F (xk+1)
L(0) L(hLMk )
d) if  > 0
Hk+1 = J
T (xk+1)J(xk+1), gk+1 = J
T (xk+1)f(xk+1)
 = maxf1
3
; 1  (2  1)3g,  = 2
else  = ,  = 2
end if
e) k = k + 1
end while
Vystup: xk+1, f(xk+1)
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3 Prirazen Jordanovy formy zpetnou
vazbou
Dynamicke chovan autonomnho systemu je dano vlastnmi csly matice dynamiky.
Chceme-li zmenit jeho vlastnosti, napr. z nestabilnho systemu udelat stabiln, nebo
z pomaleho systemu rychly, zavedeme zpetnou vazbu. Podle toho, jake hodnoty
muzeme merit, rozlisujeme stavovou a vystupn zpetnou vazbu. V teto kapitole si
nejprve pripomeneme vysledky prac [23, 16, 25]. Dale uvedeme novy algoritmus
na vypocet parametricke matice prslusne k Jordanove forme, kterou vyuzvame pri
vypoctech stavove i vystupn zpetne vazby.
Mejme model spojiteho systemu
_x(t) = Ax(t) +Bu(t) (3.1)
y(t) = Cx(t);
kde A 2 Rnn je matice dynamiky systemu, B 2 Rnm vstupn matice (matice
buzen), C 2 Rpn vystupn matice, vektor x(t) 2 Rn je stav systemu, vektor u(t) 2
Rm vstup systemu a vektor y(t) 2 Rp vystup systemu.
3.1 Stavova zpetna vazba
Zaved'me stavovou zpetnou vazbu
u(t) = Fx(t); (3.2)
kde F 2 Rmn.
Denujme mnozinu vsech stavovych zpetnych vazeb
Fs(A;B;L) ,
(
F 2 Rmn : (A+BF ) 

L 
0 
)
; (3.3)
kde L 2 Rss; s  n je dana realna Jordanova forma a symboly  oznacuj libovolne
realne matice. Jetlize s = n hovorme o uplnem prirazen, pokud s < n, jedna se
o neuplne prirazen.
O nutne a postacujc podmnce pro existenci stavove zpetne vazby pro prpad,
ze s = n, hovor Rosenbrockova veta. Rozsren pro obecny prpad s < n lze nalezt
v [23].
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Veta 3.1. (Rosenbrock) Necht' (A;B) = figmi=1 jsou indexy riditelnosti dvojice
(A,B) a (L) = figki=1 jsou stupne vsech nekonstantnch polynomu matice L. Potom
mnozina Fn(A;B;L) je neprazdna prave tehdy, jestlize k  m a pro vsechna j =
1; : : : ; k plat
Pj
i=1(i   i)  0.
Uvazujme pro leps nazornost zatm pouze uplne prirazen. Ve vztahu (3.3) po-
zadujeme potom prmo, aby (A + BF )  L. Mus tak existovat regularn matice
X 2 Rnn takova, ze
A+BF = XLX 1:
Po uprave dostaneme Sylvestrovu rovnici
AX  XL+BFX = 0: (3.4)
Oznacme FX = H, kde H 2 Rmn je parametricka matice. Rovnice (3.4) prejde do
tvaru
AX  XL+BH = 0: (3.5)
Resen X(H) Sylvestrovy rovnice (3.5) zavis na prvcch matice H. Bude-li platit, ze
dvojice (A;B) je riditelna, Fn(A;B;L) 6= ; a (A)\(L) = ;, potom bude matice
X(H) pro skoro kazdou matici H regularn. Stavovou zpetnou vazbu, ktera systemu
(A;B) prirad pozadovanou Jordanovu formu L, muzeme potom vyjadrit ve tvaru
F (H) = HX 1(H).
Nasledujc veta poskytuje redundantn explicitn parametrizaci mnoziny
Fs(A;B;L), obecne pro s  n.
Veta 3.2. Necht' (A) \ (L) = ; a Fs(A;B;L) 6= ;: Potom plat nasledujc
tvrzen:
(i) Resen X(H) rovnice (3.5) ma plnou hodnost pro skoro vsechny matice
H 2 Rms.
(ii) Libovolnou matici F 2 Fs(A;B;L) lze vyjadrit ve tvaru
F = '(H;F0) , H[XT (H)X(H)] 1XT (H) + F0 (3.6)
kde H 2 Hs , fH 2 Rms : det[X(H)] 6= 0g; X(H) je resenm rovnice (3.5)
a pro F0 2 Rmn plat, ze F0X(H) = 0. Je-li s = n, potom F0 = 0. Nao-
pak, za uvedenych predpokladu, matice '(H;F0) dana vztahem (3.6) patr do
Fs(A;B;L):
Parametrizace pomoc matice H 2 Rms je redundantn, tedy dava prebytecny
pocet parametru (ms), ktery by se zejmena pri nasledne numericke optimalizaci stal
velmi nezadoucm. Proto je uzitecne prejt k minimaln parametrizaci, cmz se pocet
parametru vyrazne snz.
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Budeme-li opet uvazovat uplne prirazen a vratme se ke vztahu (3.4), vidme, ze
regularn matice X nen urcena jednoznacne. Uvazujme X1, X2, (X1 6= X2), potom
dostaneme A+BF = X1LX
 1
1 a A+BF = X2LX
 1
2 a
X1LX
 1
1 = X2LX
 1
2 :
Jednoduchou upravou zskame
X 12 X1L = LX
 1
2 X1:
Oznacme X 12 X1 = Z, potom ZL = LZ a matice Z predstavuje regularn matici
zamenitelnou s matic L. Mnozinu vsech nesingularnch matic zamenitelnych s matic
L budeme znacit Z(L).
Nasledujc tvrzen nam pomohou pri zaveden parametricke matice prslusne
k matici L, ktera bude mt minimaln pocet parametru.
Lemma 3.1. Necht' (A) \ (L) = ;: Potom plat nasledujc tvrzen:
(i) Jestlize H1 = H2Z, Z 2 Z(L) a F01 = F02, potom '(H1; F01) = '(H2; F02):
(ii) Pokud '(H1; F01) = '(H2; F02) , F a A + BF je podobna matici M =
diagfL; Sg, L 2 Rss, S 2 R(n s)(n s), (L) \ (S) = ;, potom H1 = H2Z,
Z 2 Z(L) a F01 = F02.
Lemma 3.2. Necht' Q() 2 Rms je parametricka matice odpovdajc matici L 2
Rss, potom skoro kazda matice H 2 Rms muze byt jednoznacne vyjadrena ve tvaru
H = Q()Z; (3.7)
kde Z 2 Z(L):
Navazme opet na uplne prirazen a Sylvestrovu rovnici (3.5). Podle predchozch
lemmat muzeme psat
AX  XL+BH = 0;
AX  XL+B HZ = 0;
AX  XL+BQ() = 0: (3.8)
Resen rovnice (3.8) potom jiz zavis na parametru . Stavovou zpetnou vazbu zs-
kame jako F () = Q()X 1().
Nasledujc veta uvad explicitn parametrizaci stavovych zpetnych vazeb pomoc
minimalnho poctu navrhovych parametru.
27
Prirazen Jordanovy formy zpetnou vazbou Stavova zpetna vazba
Veta 3.3. Necht' Fs(A;B;L) 6= ;, (A) \ (L) = ; a 1  2  : : :  k jsou
stupne nekonstantnch invariantnch polynomu matice L, necht' Q();  2 R je
parametricka matice odpovdajc matici L a X() jednoznacne resen maticove rov-
nice
AX  XL+BQ() = 0: (3.9)
Navc, necht' pro F0 2 Rmn plat F0X() = 0;
 (; F0) = [ i;j(; F0)] , Q()[XT ()X()] 1XT () + F0; (3.10)
kde  2 A , f 2 R : rank[X()] = sg. Potom plat nasledujc tvrzen:
(i) rank[X()] = s pro skoro vsechna  2 R.
(ii) Existuje husta podmnozina F 0s mnoziny Fs(A;B;L) takova, ze libovolna ma-
tice F 2 F 0s muze vyt vyjadrena ve tvaru F =  (; F0); kde  2 A a F0
splnuje podmnku F0X() = 0. Naopak, libovolna matice ve tvaru (3.10) patr
do mnoziny Fs(A;B;L).
(iii) Pocet q vsech parametru v parametrizaci (3.10) ( parametru v  a m(n  s)
parametru v F0) je dan
q = mn  1   32   : : :  (2k   1)k:
Podle vety 3.3 jsme schopni najt explicitn parametrizaci mnoziny vsech stavo-
vych zpetnych vazeb pomoc minimalnho poctu parametru. Pri uplnem prirazen
mame  volnych parametru z matice Q() a pri neuplnem pribyde navc m(n   s)
parametru. Tyto parametry mohou slouzit k tomu, abychom ze vsech prpustnych
vazeb vybrali tu nejleps.
Parametricka matice prslusejc matici L je dulezitym nastrojem pri vypoctu
zpetnych vazeb. Algoritmy uvedene v [16] uvad postup vypoctu explicitn parame-
trizace mnoziny vsech stavovych zpetnych vazeb a rovnez algoritmus pro vypocet
parametricke matice Q(). Ten vsak vyzaduje i konstrukci zamenitelne matice Z.
Nasledujc algoritmus popisuje novy zpusob pro sestaven teto parametricke matice,
bez nutnosti vytvaren zamenitelne matice.
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Algoritmus 3.1. Vypocet parametricke matice Q()
vstup: L = diagfL11; L21; : : : ; Ll11 jL12; L22; : : : ; Ll22 j : : : jL1k; L2k; : : : ; Llkk g 2 Rss;
Lji   realne Jordanovy bloky velikosti nji odpovdajc j 2 (L);
nj1  nj2  : : :  njk  0; 8j 2 f1; 2; : : : ; l = l1g;
i = 
li
j=1n
j
i ; i = 1; 2; : : : ; k; m pocet vstupu (1);
vystup: Q()
1) prirad' 0 do vsech prvku Q()
2) prirad' 1 nasledujcm prvkum Q() (pro zajisten pozorovatelnosti (Q(); L)
pro libovolny parametricky vektor  2 R)
(1; 1); (1; n11 + 1); : : : ; (1;
l1 1
i=1 n
i
1 + 1);
(2; 1 + 1); (2; 1 + n
1
2 + 1); : : : ; (2; 1 + 
l1 1
i=1 n
i
2 + 1);
: : :
(k;k 1i=1 i + 1); (k;
k 1
i=1 i + n
1
k + 1); : : : ; (k;
k 1
i=1 i + 
lk 1
i=1 n
i
k + 1);
3) prirad' volne parametry do nasledujcch prvku matice Q()
(j; 1); (j; 2); : : : ; (j; n11   n1j);
(j; n11 + 1); (j; n
1
1 + 2); : : : ; (j; n
1
1 + n
2
1   n2j);
: : :
(j;l1 1i=1 n
i
1 + 1); (j;
l1 1
i=1 n
i
1 + 2); : : : ; (j;
l1 1
i=1 n
i
1 + n
l1
1 + n
l1
j );
pro j = 2; 3; : : : ; k;
(j; 1 + 1); (j; 1 + 2); : : : ; (j; 1 + n
1
2   n1j);
(j; 1 + n
1
2 + 1); (j; 1 + n
1
2 + 2); : : : ; (j; 1 + n
1
2 + n
2
2   n2j);
: : :
(j; 1 + 
l2 1
i=1 n
i
2 + 1); (j; 1 + 
l2 1
i=1 n
i
2 + 2); : : : ; (j; 1 + 
l2 1
i=1 n
i
2 + n
l2
2 + n
l2
j );
pro j = 3; 4; : : : ; k;
(k;k 2i=1 i + 1); (k;
k 2
i=1 i + 2); : : : ; (k;
k 2
i=1 i + n
1
k 1   n1k);
(k;k 2i=1 i + n
1
k 1 + 1); (k;
k 2
i=1 i + n
1
k 1 + 2); : : : ; (k;
k 2
i=1 i + n
2
k 1   n2k);
: : :
(k;k 2i=1 i + 
lk 1 1
i=1 n
i
k 1 + 1); (k;
k 2
i=1 i + 
lk 1 1
i=1 n
i
k 1 + 2); : : : ;
: : : (k;k 2i=1 i + 
lk 1 1
i=1 n
i
k 1 + n
lk 1
k 1   nlk 1k );
a (i; j); pro i = k + 1; k + 2; : : : ;m; j = 1; 2; : : : ; s:
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Prklad 3.1. Necht' matice B 2 Rnm a m = 3. Budeme chtt priradit nasledujc
Jordanovy bloky,
L1 =
  2 1
0  2

; L2 =
  3 1
0  3

; L3 =
  2 1
0  2

;
L4 =
  3  ; L5 =   2  ;
tedy
L = diagfL1; L2; L3; L4; L5g:
Nastinme si, jak umstit parametry  do matice Q() 2 R38.
Blokum L1; L3; L5 prslus vlastn cslo  2. Velikost nejvetsho bloku je n1 = 2,
velikost druheho nejvetsho, tj. L3, je take n3 = 2, proto v druhem radku k vlastnmu
cslu  2, tedy na pozicch Q2;1; Q2;2 nebude zadny parametr, n1   n3 = 0. Velikost
tretho nejvetsho bloku L5 pro vlastn cslo  2 je n5 = 1, tedy v tretm radku bude
n1   n5 = 1 parametr v prvku Q3;1 a n3   n5 = 1 parametr na pozici Q3;5.
Vlastnmu cslu  3 odpovdaj bloky L2 a L4, nejvets je L2, jeho velikost je
n2 = 2 a druhy nejvets je L4, pro nej je n4 = 1. V druhem radku tak bude n2 n4 = 1
parametr na pozici Q2;3. Nakonec, protoze tret blok, ktery by mel vlastn cslo  3,
jiz nen, bude od pozice Q3;2 nasledovat n2   0 = 2 parametru a od Q3;7 potom
n4   0 = 1 parametr . Celkem bude  2 R6 a matice Q() bude mt tvar
Q() =
24 1 0 1 0 0 0 0 00 0 1 0 1 0 1 0
2 0 3 4 5 0 6 1
35 :
Prklad 3.2. Uvazujme B 2 Rnm, kdem = 3. Budeme prirazovat Jordanovy bloky
uvedene v nasledujc matici L,
L = diag
8>><>>:
2664
 1 1 1 0
 1  1 0 1
0 0  1 1
0 0  1  1
3775 ;   1 10  1

;
  1 1
 1  1

;
  1 
9>>=>>; :
Potom parametricka matice bude nasledujc
Q() =
24 1 0 0 0 1 0 0 0 01 2 0 0 3 0 1 0 1
4 5 6 7 8 9 10 11 12
35 :
Prklad 3.3. Mejme system (A;B) dany maticemi
A =
266664
1 0 1 3 0
0 1 1 2 1
1 0 1 3 3
2 2 0 2 1
0 1 2 2 3
377775 ; B =
266664
1 0
0 0
0 0
0 1
0 0
377775 :
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Chceme nalezt matici F 2 F4, ktera prirad systemu (A;B) Jordanovu formu
L = diag
  1 1
0  1

;
  2  ;   1  :
Jedna se tedy o neuplne prirazen, (s < n). Explicitn tvar matice stavove zpetne
vazby je
F =

r1  12 811 312 187 2721 6r11 52r12+26r1+121r12 81 132+20+721
r2  12  6r21 52r22+26r2+121r22 1031 2892+293+10721 81 132+20+721
1701r12+36321 202r11 4651 3092+1023 182r12+406r1
4( 81 132+20+721)
32721 202r21+1701r22 3931+406r2+663 182r22 2012
4( 81 132+20+721)
2161r12+45921 270r11 6751 3252+1517 208r12+554r1
6( 81 132+20+721) 2671+2472+277+18321 270r21+2161r22+554r2 208r22
6( 81 132+20+721)
 1278r11+10981r12+2546r1 1222r12+6173 28351+234921 21312
12( 81 132+20+721) 1278r21+10981r22+2546r2 1222r22+4453+224121 16792 26191
12( 81 132+20+721)
#
;
kde 1 6= 132 20 8+72 .
Navrhove parametry jsou 1; 2 (z matice Q()) a r1; r2 (vznikle nasledkem
neuplneho prirazen). Vsechny tyto volne parametry muzeme vyuzt k nasledne op-
timalizaci vlastnost matice dynamiky uzavreneho systemu, ci regulatoru.
3.2 Vystupn zpetna vazba
Pokud nemame k dispozici vsechny slozky stavoveho vektoru, ale jen nektere z nich
nebo jejich linearn kombinace, stava se problem prirazen Jordanovy formy daleko
obtznejs. Prirazen Jordanovy formy (stejne jako prirazen polu) vystupn zpetnou
vazbou spada do trdy NP-tezkych problemu.
Pro system (3.1) zavedeme vystupn zpetnou vazbu
u(t) = Ky(t); (3.11)
kde K 2 Rmp.
Dale oznacme mnozinu vsech vystupnch zpetnych vazeb
Ks(A;B;L) ,
(
K 2 Rmp : (A+BK) 

L 
0 
)
; (3.12)
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kde L 2 Rss; s  n, je dana realna Jordanova forma a symboly  oznacuj libovolne
realne matice. Jestlize s = n hovorme o uplnem prirazen, pokud s < n, jedna se
o neuplne prirazen.
V praci [16] jsou uvedeny tri prstupy k nalezen vystupn zpetne vazby. Kvuli
nasledne optimalizaci vlastnost systemu (3.1) se budeme soustredit na prstup, ktery
prevad problem nalezen vystupn zpetne vazby K 2 Ks na ulohu nalezen stavove
zpetne vazby F 2 Fs (jineho ekvivalentnho systemu) takove, ze F ma m(n   p)
nulovych prvku.
Uvazujme system (3.1) a denujme nasledujc transformaci
z = Tx =

C
D

x; (3.13)
kde matice D 2 R(n p)n je volena tak, aby matice T =

C
D

byla regularn.
Odvod'me ekvivalentn system ( A; B; C) pro vektor z,
_z = T _x = TAx+ TBu = TAT 1z + TBu
y = CT 1z: (3.14)
Protoze matici T jsme volili regularn, muzeme uvazovat T 1. Plat TT 1 = I, tj.
C
D

T 1 = I, a potom je CT 1 =

Ip 0

. Vztah (3.14) muzeme dale upravit
_z = T _x = TAx+ TBu = TAT 1z + TBu
y = CT 1z =

Ip 0

z:
Nasledne obdrzme system ( A; B; C)
_z = Az + Bu (3.15)
y = Cz;
kde A = TAT 1; B = TB; C =

Ip 0

; Ip 2 Rpp.
Pro system (3.15) mame
u = Ky
u = K Cz
u = Fz; pro F = K C:
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Poznamka 3.1. Naznacme souvislost mezi systemy
A+ BF  L
TAT 1 + TBF  L: (3.16)
Pro (3.16) tedy existuje regularn matice X takova, ze
X 1(TAT 1 + TBF )X = L:
Upravami zskame
X 1TAT 1X +X 1TBFX = L
AT 1X   T 1XL+BFX = 0:
Pro F = KCT 1 (tj. F = K C) a P = T 1X mame dale
AP   PL+BKCP = 0
P 1(A+BKC)P = L; neboli
A+BKC  L:
Pokud tedy nalezneme F 2 Fs takovou, ze pro F =

F1 F2

, kde F1 2 Rmp
a F2 2 Rm(n p), pro nz bude
F2 = 0; (3.17)
muzeme vyuzt vztahu
F = K C = K

Ip 0

=

K 0

a
F =

F1 0

a zskame, ze vystupn zpetnou vazbu K muzeme vyjadrit jako K = F1.
Vyhodou tohoto prstupu je prevod na vypocet stavove zpetne vazby. Naopak
obtz zde vznika prave pri nulovan danych prvku, tj. prvku na pozicch fi;j pro
i = p+ 1; p+ 2; : : : ; n a j = 1; : : : ;m.
Prklad 3.4. Uvazujme system (A;B;C), kde
A =
2664
1 1 0 0
0 0 0 1
0 1 1 0
1 0 1 1
3775 ; B =
2664
0 0
0 0
1 0
0 1
3775 ; C =
24 1 0 0 00 1 0 0
0 0 1 0
35 :
Chceme navrhnout vystupn zpetnou vazbu K 2 K4, ktera systemu (A;B;C) bude
prirazovat Jordanovu formu
L = diag
(  2 1
0  2

;
  1  ;   4 ):
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Podle uvedeneho postupu dostaneme matici F (1; 2; 3; 4), pro kterou bude
F2 = 0 pro
3 =
1
2
3504 + 49 + 30041   4171
4504   3571 + 29 ;
2 =   1
540
 321321 + 298541 + 15451   98  12954
54   1 :
Potom explicitn tvar vystupn zpetne vazby je
K =
"
3( 10831+6041+211+7304)
(34 1)(54 1)
3(1504 3571+89)
 54 31+1+1541
 2( 128341+67541+2548+84254)
504 1531+41  49
 12
49 5004+135041 1171
504 1531+41

;
kde 1 6= 15 , 4 6= 13 , 1 6= 15350 4   4150 .
Volne parametry 1; 4 mohou byt voleny na zaklade ruznych kriteri, jak budeme
uvazovat dale.
34
4 Robustnost uzavreneho systemu
Podle predchoz kapitoly umme explicitne vypoctat stavovou zpetnou vazbu pro
system (3.1). Zskany uzavreny system je stabiln pro libovolnou stavovou zpetnou
vazbu z mnoziny Fs(A;B;L). V matici stavove zpetne vazby se vyskytuj navrhove
parametry. Dky temto parametrum muzeme zvolit matici F 2 Fs(A;B;L) tak, aby
uzavreny system byl v nejakem smyslu nejleps.
Prvky matice dynamiky otevreneho systemu jsou urceny hodnotami velicin real-
neho modelu. U mechanickych soustav naprklad hmotnosti, delky, tuhosti pruzin,
u elektrickych soustav naprklad hodnoty odporu, indukcnost apod. Tyto hodnoty
ovsem nezname presne. Proto chceme, aby i pri perturbaci vsech prvku matice dyna-
miky zustal uzavreny system stabiln. V tomto prpade hovorme o robustn stabilite
sytemu.
Podobne muzeme uvazovat perturbace ve zpetne vazbe. Casto je totiz mozne
realizovat prslusny regulator pouze na maly pocet platnych cifer. Pokud takovy
regulator uzijeme ke stabilizaci systemu, budeme opet chtt, aby uzavreny system
byl stabiln. Tmto pozadujeme, aby regulator nebyl fragiln (krehky).
Uvazujme system (A, B) a vypocteme pro nej stavovou zpetnou vazbu. Matice
uzavreneho systemu Ac bude Ac = A+BF . Od uzavreneho systemu pozadujeme, aby
zustal stabiln i pri urcitych zmenach, perturbacch, v prvcch uvazovanych matic.
Perturbacn matici budeme oznacovat .
Pro robustn stabilitu systemu chceme, aby matice
(A+) +BF = (A+BF ) +  = Ac +
zustala stabiln.
Pro zabranen fragilite (krehkosti) pozadujeme, aby system
A+B(F +) = (A+BF ) +B = Ac +B
zustal stabiln.
Obdobne mejme system (A;B;C) a spocteme pro nej vystupn zpetnou vazbu.
Matice uzavreneho systemu je potom Ac = A+BKC.
Pro robustn system chceme najt co nejleps matici K, aby matice
(A+) +BKC = (A+BKC) +  = Ac +
zustala stabiln.
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Pro zabranen fragilite systemu pri perturbacch ve vystupn zpetne vazbe pozadu-
jeme, aby matice
A+B(K +)C = (A+BKC) +BC = Ac +BC
zustala stabiln.
4.1 Kriteria robustnosti
V nasledujcch podkapitolach si uvedeme vyznamna kriteria robustnosti pro uza-
vreny system se stavovou a vystupn zpetnou vazbou, jejich vlastnosti a metody pro
vypocet. Kriterim robustnosti se venuj naprklad v pracch [3, 13, 21, 28]. Nejprve
si nyn nastnme vyznam techto kriteri na obecne stabiln matici X 2 Cnn.
Jelikoz uvazujeme, ze X je stabiln matice, lez prvky jejho spektra (X) v ote-
vrene leve polorovine komplexn roviny. Pri posuzovan, jak je dana matice blzko
nestabiln matici, by prvnm prirozenym kriteriem mohlo byt to, jak je vlastn cslo,
ktere se nachaz nejvce vpravo, daleko od imaginarn osy, cmz dospejeme k tzv.
spektraln abscisse, oznacovane (X),
(X) = maxfRe z : z 2 (X)g:
Takove kriterium by ale nebylo prlis rozumne, protoze (X) je velice citliva na zmeny
v prvcch matice. Prevazne tedy chceme vedet, zda matice zatzena jistymi pertu-
rbacemi zustane stabiln, resp. ktere perturbace v prvcch matice jiz vedou k jej
nestabilite. Vezmeme si matici perturbac  2 Cnn, kk2 < ", kterou prictame
k X. Pokud vsechny body spektra matice X +  zustanou v leve polorovine kom-
plexn roviny, muzeme tyto perturbace v X povolit a matice X zustane stabiln.
Tmto prejdeme od spektra X k tzv. komplexnmu "-pseudospektru
C" (X) = fz : z 2 (X +) pro  2 Cnn; kk2  "g:
Prvek teto mnoziny, jehoz realna cast je nejblze imaginarn ose, by vedl na dals
kriterium, tzv. "-pseudospektraln abscissu "(X):
"(X) = maxfRe z : z 2 "(X)g:
Pokud bychom povolili pouze realne perturbace, tj.  2 Rnn, dospeli bychom
k realnemu "-pseudospektru
R" (X) = fz : z 2 (X +) pro  2 Rnn; kk2  "g:
Pro zjisten, jak daleko je matice od nestability, by bylo vhodne urcit velikost per-
turbac ", pro kterou by nejaky bod mnoziny "(X) lezel na imaginarn ose. To nas
vede k velice vyznamnemu kriteriu { polomeru stability:
rF = inffkk :  2 F nn a X + je nestabilng;
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kde pro F = C zskame komplexn a pro F = R realny polomer stability.
V praktickych prkladech nas zajmaj prevazne realne perturbace, ale rR(X) je
vypocetne mnohem slozitejs. Komplexn polomer stability ma vsak take svuj vy-
znam. Nejenze dava doln odhad pro realny polomer stability, ale take napr. souvis
s "-pseudospektraln abscissou v tom smyslu, ze
rC(X)  ", "(X)  0:
Prklad 4.1. Ukazme si vyznam jednotlivych kriteri robustn stability na matici
X =
2664
4:0000 2:1017 14:7288  28:1017
4:0000  1:4237 5:7966  11:5763
7:0000 1:6780 19:5254  40:6780
5:0000 1:1017 13:7288  28:1017
3775 :
Na obrazku 4.1a a 4.1b je vykreslene komplexn a realne pseudospektrum. Hod-
noty jednotlivych hladin jsou uvedene pro leps nazornost v logaritmickem mertku
(o zakladu 10).
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(a) Komplexn pseudospektrum.
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(b) Realne pseudospektrum.
Obrazek 4.1: Vykreslen pseudospekter.
Spektrum matice X je (X) = f 1 + j; 1   j; 2; 2g, spektraln abscissa je
(X) =  1. Vypoctena hodnota komplexnho polomeru stability je 0:0404. Rovnez
u komplexnho pseudospektra vidme, ze hladina s hodnotou priblizne 1:394 v logarit-
mickem mertku, tj. 0:0404, se jako prvn dotyka imaginarn osy. "-pseudospektraln
abscissa pro tuto hodnotu " je nula a body, v nichz dosahuje sveho maxima jsou
z = 0:8589j.
Realny polomer stability je priblizne 0:0602. Rovnez na pseudospektru vidme, ze
hladina s hodnotou priblizne 1:2201 v logaritmickem mertku, tj. 0:0602, se dotyka
imaginarn osy.
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4.2 Polomer stability
Jednm z kriteri pro posouzen robustnosti ci fragility systemu je polomer stability.
Rozeznavame polomer stability komplexn (rC) a realny (rR). K zskan robustnho
systemu ci malo fragilnho regulatoru se snazme najt takove rzen, aby vysledny
system mel maximaln polomer stability. Pokud budeme uvazovat robustnost sys-
temu, jedna se o polomer stability, pokud nas bude zajmat fragilita regulatoru,
budeme hovorit o strukturovanem polomeru stability.
4.2.1 Komplexn polomer stability
Uvazujme stabiln matici X 2 Rnm, n  m a rank(X) = n. Komplexn polomer
stability nam dava informaci o tom, jak daleko je matice X od nejblizs nestabiln
matice.
Podobny problem predstavuje znama veta o aproximaci matice matic nizs hod-
nosti, kde zkoumame vzdalenost matice X a nejblizs matice dane hodnosti k 6= n.
Libovolnou matici muzeme podle (2.2) rozlozit na X =
Pn
i=1 i(X)ui(X)v

i (X),
neboli na soucet nezavislych matic hodnosti jedna. Nejblze se k matici X pribl-
zme, budeme-li vhodne koprovat tuto jej strukturu. Uvazujme tak matici Xaprox =Pk
i=1 i(X)ui(X)v

i (X) s hodnost k. Vzdalenost mezi X a Xaprox bude odpovdat
nejvetsmu singlarnmu cslu matice (X  Xaprox), tedy k+1(X). Naprklad vzdale-
nosti mezi matic X a nejblizs matic nizs hodnosti k = n  1 pak bude odpovdat
velikost nejmensho singularnho csla n(X).
Mezi stabiln matic a nejblizsmi nestabilnmi maticemi muzeme ocekavat ob-
dobny vztah. Matice, ktere budou destabilizovat matici X budou dany opet singu-
larnmi vektory a vzdalenost bude urcena singularnm cslem nejake vhodne matice.
Ta bude zaviset na volbe stabiln oblasti, resp. jej hranici. Protoze nas opet za-
jma vzdalenost k nejblizs nestabiln matici, budeme vybrat minimaln hodnotu
singularnho csla vhodne matice mezi vsemi maticemi danymi zvolenou oblast.
Denice 4.1. Komplexn polomer stability matice dynamiky uzavreneho systemu
(Ac, B, C), Ac 2 Rnn, B 2 Rnm, C 2 Rpn je
rC(Ac) = inffkk :  2 Cnn a Ac + je nestabilng:
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Matice Ac predstavuje matici uzavreneho systemu zpetnou vazbou, ktery je jiz
stabiln. Pro stavovou zpetnou vazbu by bylo
Ac = A+BF; (4.1)
pro vystupn bychom meli
Ac = A+BKC: (4.2)
Poznamka 4.1. V dalsm textu budeme matic Ac oznacovat stabiln matici danou
bud' vztahem (4.1), nebo (4.2).
Pro dosazen systemu, ktery nebude fragiln uvazujeme nasledujc modikaci.
Denice 4.2. Strukturovany komplexn polomer stability systemu (Ac, B, C) de-
nujeme jako
rC(Ac; B; C) , inffkk :  2 Cmp a Ac +BC je nestabilng; (4.3)
kde Ac 2 Rnn, B 2 Rnm, C 2 Rpn.
System (A, B, C) bude nestabiln, pokud nektere z vlastnch csel matice dyna-
miky A bude lezet v prave polorovine komplexn roviny. Prpadne o systemu (A, B,
C) rekneme, ze je na mezi stability, pokud nektera vlastn csla matice dynamiky
budou lezet na imaginarn ose a ostatn v otevrene leve polorovine. Obecne uvazujme
oblast Cg, pro nz je system stabiln, potom tedy bude nestabiln pro R2nCg , Cb,
tedy jiz i pro vlastn csla na @Cg.
Veta 4.1.
rC(Ac; B; C) =
= inffkk :  2 Cmp;(Ac +BC) \ @Cg 6= ;g (4.4a)
= inf
s2@Cg
inf

fkk :  2 Cmp; det(sI   Ac  BC) = 0g (4.4b)
= inf
s2@Cg
inf

fkk :  2 Cmp; det[I  C(sI   Ac) 1B] = 0g (4.4c)
= f sup
s2@Cg
1[C(sI   Ac) 1B]g 1 (4.4d)
Dukaz. Komplexn polomer stability (strukturovany) jsme denovali jako inffkk :
 2 Cmp; Ac + BC je nestabilng: Matice Ac + BC je nestabiln, jestlize jej
vlastn csla nenalez do mnoziny Cg. Ze spojitosti vlastnch csel matice v zavislos-
tech na perturbacch na vstupech (podle vety 2.10) plyne, ze vlastn csla prechazejc
z mnoziny Cg do mnoziny Cb mus lezet prave na @Cg. Proto lze pozadavek Ac+BC
39
Robustnost uzavreneho systemu Polomer stability
je nestabiln matice nahradit pozadavkem, aby Ac+BC mela vlastn csla na @Cg.
Tm jsme zskali vztah (4.4a).
Nyn ukazme odvozen vztahu (4.4b). Vyjdeme z (4.4a) a necht' s 2 @Cg. Po-
tom s bude vlastnm cslem matice Ac + BC a det(sI   Ac   BC) = 0. Tento
vztah budeme postupne upravovat, pricemz k predposledn rovnosti dojdeme podle
vety 2.5.
det(sI   Ac  BC) = det[(sI   Ac)(I   (sI   Ac) 1BC)] =
= det(sI   Ac) det[I   (sI   Ac) 1BC] =
= det(sI   Ac) det[I  C(sI   Ac) 1B] = 0:
O matici Ac predpokladame, ze je stabiln, proto det(sI  Ac) 6= 0. Potom bude ale
det[I  C(sI   Ac) 1B] = 0: (4.5)
Tm jsme zskali predpis (4.4c).
Dukaz vztahu (4.4d) budeme provadet overenm obou nerovnost
rC  fsups2@Cg 1[C(sI  Ac) 1B]g 1 a rC  fsups2@Cg 1[C(sI  Ac) 1B]g 1. Uva-
zujme nejprve prvn nerovnost. Podle vztahu (4.4a) zvolme s 2 @Cg\(Ac+BC).
Potom existuje x takove, ze
(Ac +BC)x = sx:
Roznasobenm dostaneme
Acx+BCx = sx: (4.6)
Protoze matice dynamiky uzavreneho systemu je stabiln, mus byt s =2 (Ac), tedy
Acx 6= sx, BCx 6= o a Cx 6= o. Oznacme y = Cx a upravujme rovnost (4.6).
(Ac +BC)x = sx;
Acx+By = sx;
By = (sI   Ac)x;
(sI   Ac) 1By = x; =C;
C(sI   Ac) 1By = Cx;
C(sI   Ac) 1By = y:
Necht' G(s) , C(sI   Ac) 1B, potom G(s)y = y a
kyk = kG(s)yk  kG(s)kkkkyk;
1  kG(s)kkk;
1
kG(s)k  kk:
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Protoze dane vztahy plat pro libovolne s 2 (Ac +BC) \ @Cg zskame, ze
kk  1fsups2@Cg 1[C(sI   Ac) 1B]g 1
a
rC  1fsups2@Cg 1[C(sI   Ac) 1B]g 1
:
Naopak, oznacme opet G(s) , C(sI   Ac) 1B a necht' suprema kG(s)k je pro
s 2 @Cg dosazeno v s0. Predpokladejme nyn m  p (pro m < p bychom postupovali
analogicky). Singularn rozklad matice G(s0) (pri rank[G(s0)] = r) bude
G(s0) =
rX
j=1
sjujv

j ;
kde sj jsou singularn csla, uj leve singularn vektory a vj prave singularn vektory.
Denujme  = 1
s1
v1u

1. Upravme vyraz G(s0) u1 s vyuztm unitarity singularnch
vektoru (vj vi = 0 pro j 6= i a vj vj = 1)
G(s0) u1 =
rX
j=1
sjujv

j
1
s1
v1u

1u1 =
rX
j=1
sj
1
s1
ujv

j v1 =
= s1
1
s1
u1v

1v1 + s2
1
s1
u2v

2v1 + : : :+ sr
1
s1
urv

rv1 = u1:
Potom
G(s0) u1 = u1;
C(s0I   Ac) 1B u1 = u1; =B 
B C(s0I   Ac) 1B u1 = B u1;
B C(s0I   Ac) 1B u1 = (s0I   Ac)(s0I   Ac) 1B u1;
(B C + A)(s0I   Ac) 1B u1 = s0(s0I   Ac) 1B u1;
(A+B C)[(s0I   Ac) 1B u1] = s0[(s0I   Ac) 1B u1];
pro z = (s0I   Ac) 1B u1 mame
(A+B C)z = s0z:
Mezi vlastn csla matice A+B C patr s0. Celkem je tak s0 2 (Ac+B C)\@Cg.
Podle (4.4a) a protoze 1[C(s0I Ac) 1B]  sups2@Cg 1[C(sI Ac) 1B] dostaneme
rC = inffkk :  2 Cmp;(Ac +BC) \ @Cg 6= ;g 
 k k = 1
s1
=
1
1[C(s0I   Ac) 1B] 
1
sups2@Cg 1[C(sI   Ac) 1B]
:

Vztah (4.4d), ktery ukazuje, ze rC lze vyjadrit pomoc singularnho csla matice
C(sI   Ac) 1B, se nejvce hod pri vypoctech.
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Poznamka 4.2. Pri odvozovan rovnosti (4.4d) ve vete 4.1 muzeme vyuzt vztahu
mezi singularnmi csly a hodnost matic (veta 2.9). Plat
inffkk :  2 Cmp; det[I  C(sI   Ac) 1B = 0g:
Podle vety 2.5 je det[I   C(sI   Ac) 1B] = det[I   C(sI   Ac) 1B] a podle
vety 2.9 pro M = C(sI   Ac) 1B budeme mt
rC(Ac; B; C) = inf
s2@Cg
inf

fkk :  2 Cmp; det[I  C(sI   Ac) 1  B] = 0g =
= inf
s2@Cg
1
1[C(sI   Ac) 1B] =
1
sups2@Cg 1[C(sI   Ac) 1B]
:
Pokud B = C = In bude mt vztah (4.4d) tvar
rC(Ac) =
1
sups2@Cg 1[(sI   Ac) 1]
= inf
s2@Cg
1[(sI   Ac) 1] = inf
s2@Cg
min[(Ac   sI)]:
Veta 4.2. Necht' Cg = fs 2 C : Re(s) < 0g a B = C = In, potom
rC(Ac)  min(Ac).
Dukaz. Necht' se pro nejake sopt 2 @Cg = fs 2 C : Re(s) = 0g nabyva optima.
Potom pro libovolne s 2 @Cg, tedy i pro s = 0, budeme mt
rC(Ac) = min[(Ac   soptI)]  min(Ac):

Veta 4.3. Necht' Cg = fs 2 C : Re(s) < 0g, potom
rC = f sup
!2h0;!maxi
1[C(j!I   Ac) 1B]g 1; (4.7)
kde ! 2 R a j!maxj  1(Ac) + 1(C)1(B)1(CA 1c B) .
Dukaz. Necht' Cg = fs 2 C : Re(s) < 0g, potom @Cg = fj! 2 C : ! 2 Rg.
Vztah (4.7) plyne prmo ze vztahu (4.4d). Podle (4.4a) je matice j!I  (Ac+BC)
singularn. Nasledne podle vety 2.8 (proM = j!I, kde pro ! 6= 0 jeM nesingularn)
a protoze k(j!I) 1k 1 = j!j plat, ze j!j  kAc+BCk. Dalsmi upravami zskame
j!j  kAc +BCk  kAck+ kBCk  kAck+ kBkkkkCk:
Dale pro koptk (matici z vety 4.1, pro nz ve vztahu (4.4a) zskame hodnotu rC) a
s = j! podle (4.4d) plat, ze
koptk  1
1[C(j!I   Ac) 1] 
1
1(CA 1c B)
:
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Celkem s vyuzitm vety 2.6 dostaneme
j!maxj  1(Ac) + 1(B)1(C)
1(CA 1c B)
:

Pro vypocet komplexnho polomeru stability potrebujeme umet spoctat (4.4d).
Jak jsme uvedli, zajma nas prpad, ze @Cg je imaginarn osa, tedy ve vztahu (4.4d) je
s = j!, kde ! 2 R. Vysledne kriterium { komplexn strukturovany polomer stability
(resp. pro B = C = In komplexn polomer stability matice dynamiky uzavreneho
systemu) { bude mt tvar
rC(Ac; B; C) =
1
sup!2R 1[C(j!I   Ac) 1B]
: (4.8)
Pro prakticke postupy musme nejprve zvolit nejaky interval ha; bi, na kterem se
budeme pohybovat. Podle vety 4.3 a muzeme volit interval h0; !maxi, kde !max je ur-
ceno ve vete 4.3. Nyn si uved'me metody, pomoc nichz muzeme vypoctat hodnotu
komplexnho polomeru stability.
Jednou z moznost je pouzit hrube sly a na podintervalech celkoveho intervalu
aplikovat optimalizacn metody. Vhodnejs metody pro vypocet (4.4d) potom navrhli
Byers a Boyd s Balakrishnanem.
Byersova metoda bisekce
Byers v [8] navrhl metodu bisekce pro prpad, ze B = C = In. V [5] Boyd a
Balakrishnan rozsrili tuto metodu pro obecny stabiln system (Ac; B; C). Byer-
sova metoda bisekce, podobne jako metoda bisekce pro hledan korenu rovnice,
vychaz z pocatecnho intervalu a v kazde iteraci modikuje jednu z jeho mez
podle rozhodovacho kriteria. Jedna se o efektivnejs metodu, nez ty, ktere vycs-
luj 1[C(j!I  Ac) 1B] pro ! 2 R a hledaj maximum optimalizacnmi metodami.
Je zalozena na vztahu mezi singularnmi csly matice v (4.8) pro ! 2 R a imagi-
narnmi vlastnmi csly prslusne Hamiltonovy matice, ktery uvad nasledujc dve
vety.
Pro dany system (Ac; B; C) a  2 R zavedeme matici
M =

Ac 0
0  ATc

+

B 0
0  CT
 
0 I
I 0
 1 
C 0
0 BT

=
=

Ac
1

BBT
  1

CTC  ATc

: (4.9)
Matice M je podle vety 2.4 Hamiltonova.
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Veta 4.4. Predpokladejme, ze matice Ac nema imaginarn vlastn csla,  > 0 a
!0 2 R. Potom  je singularn cslo matice C(j!0I   Ac) 1B prave tehdy, kdyz
M   j!0I je singularn.
Dukaz. Ukazme platnost implikace zleva doprava. Matice Ac nema imaginarn
vlastn csla, tedy pro imaginarn cslo s = j!, kde ! 2 R, muzeme uvazovat vyraz
(j!I Ac) 1. Necht'  je singularnm cslem matice C(j!0I Ac) 1B, potom necht'
u; v jsou prslusne singularn vektory, u 6= 0; v 6= 0.
C(j!0I   Ac) 1Bu = v
C(j!0I   Ac) 1B

v = u;
C(j!0I   Ac) 1Bu = v
BT (j!0I   Ac) CTv = u;
C(j!0I   Ac) 1Bu = v
BT ( j!0I   ATc ) 1CTv = u;
oznacme r = (j!0I   Ac) 1Bu a s = ( j!0I   ATc ) 1CTv, tj.
Cr = v a BT s = u
u =
1

BT s a v =
1

Cr:
Potom 
u
v

=

0 1

1

0
 
r
s

;
u
v

=

0 1

1

0
 
C 0
0 BT
 
r
s

;
u
v

=

0 I
I 0
 1 
C 0
0 BT
 
r
s

; (4.10)
u
v

6=

0
0

; proto i

r
s

6=

0
0

:
Pokracujme dale od vztahu pro r a s:
r = (j!0I   Ac) 1Bu
s = ( j!0I   ATc ) 1CTv;
(j!0I   Ac)r = Bu
( j!0I   ATc )s = CTv;
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j!0r   Acr = Bu
 j!0s  ATc s = CTv;
Celkem
j!0I 0
0 j!0I
 
r
s

+
  Ac 0
0 ATc
 
r
s

=

B 0
0  CT
 
u
v

:
Dosazenm vztahu (4.10) zskame
j!0I 0
0 j!0I
 
r
s

+
  Ac 0
0 ATc
 
r
s

=
B 0
0  CT
 
0 I
I 0
 1 
C 0
0 BT
 
r
s

;

Ac 0
0  ATc
 
r
s

+

B 0
0  CT
 
0 I
I 0
 1 
C 0
0 BT
 
r
s

= j!0

r
s

;(
Ac 0
0  ATc

+

B 0
0  CT
 
0 I
I 0
 1 
C 0
0 BT
)
r
s

= j!0

r
s

;
a protoze
M =

Ac 0
0  ATc

+

B 0
0  CT
 
0 I
I 0
 1 
C 0
0 BT

je
M

r
s

= j!0

r
s

a tedy j!0 je vlastnm cslem matice M a

r
s

prslusny vlastn vektor.
Pri dukazu opacne implikace postupujeme analogicky. 
Z vety 4.4 plyne nasledujc veta, ktera nam dava rozhodovac kriterium, zda
mame prenastavit doln, nebo horn mez.
Veta 4.5. ([5]) Necht' Ac je stabiln,  > 0. Potom sup!2R 1[C(j!I Ac) 1B]  
prave tehdy, kdyz M ma imaginarn vlastn cslo.
Dukaz. Necht' M ma alespon jedno imaginarn cslo, tj. 9j!; ! 2 R : (M   j!I)
je singularn. Podle vety 4.4 i[C(j!I   Ac) 1B] = , potom sup!2R 1[C(j!I  
Ac)
 1B]  . Naopak necht' sup!2R 1[C(j!I   Ac) 1B]  . Protoze 1[C(j!I  
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Ac)
 1B] je spojitou funkc v !, existuje ! : 1[C(j!I  Ac) 1B] = . Potom (M  
j!I) je singularn a M ma imaginarn vlastn cslo. 
Podmnku, zda M nema imaginarn vlastn csla, nen nutne overovat jejich
prmym vypoctem. Vlastn csla matice M nemuzeme presne spoctat v konecnem
poctu kroku. Proto je leps vyuzt vlastnost Hamiltonovych matic.
Oznacme charakteristicky polynom maticeM jako r(s), tj. r(s) = det(sI M).
ProtozeM je Hamiltonova matice, ma podle vety 2.3 vlastn csla symetricka podle
imaginarn osy.
Potom muzeme rozepsat charakteristicky polynom r(s) nasledovne
r(s) = rn(s  1)(s+ 1)(s  2)(s+ 2) : : : (s  n)(s+ n) =
= rn(s
2   21)(s2   22) : : : (s2   2n): (4.11)
Charakteristicky polynom matice M je polynomem v promenne s
2, lze tak zavest
polynom p( s2).
Veta 4.6. Matice M ma imaginarn vlastn cslo prave tehdy, kdyz polynom p( s2)
ma realne nezaporne koreny.
Dukaz. Plyne bezprostredne ze vztahu (4.11), denujeme-li p( s2) = rn( 1) n(s2+
21)    (s2 + 2n). 
Poznamka 4.3. V clanku [5] je k urcen, zda M ma imaginarn vlastn cslo, vy-
uzvana Sturmova posloupnost polynomu zskanych opakovanou aplikac Euklidova
algoritmu. Nejprve se del charakteristicky polynom jeho derivac a pote vzdy pred-
choz delitel polynomem vzniklym jako zbytek po delen. Nasledne se vyuzije toho,
ze polynom p( s2) nema realne nezaporne koreny, kdyz v0 = v1, kde v0 udava pocet
zmen znamenek polynomu ve Sturmove posloupnosti pro 0 a v1 temuz pro 1.
Pri numerickem vypoctu delen polynomu vsak muze dochazet k nestabilite a
vysledky bychom zskavali nepresne. Proto v teto praci navazeme pri rozhodovan
o vlastnch cslech M na vetu 4.6. Uvazujme, ze polynom ma realne koreny. Po-
kud budeme predpokladat male nepresnosti ve vstupnch datech a realne koreny
budou od sebe dostatecne vzdalene, bude se menit nejprve jejich poloha na realne
ose. Dve realna vlastn csla se k sobe budou priblizovat po realne ose, az dosahnou
stejneho bodu, odchyl se do imaginarn casti komplexn roviny a stanou se kom-
plexne sdruzenymi vlastnmi csly. Pro velmi blzke koreny muze samozrejme i pro
male perturbace nastat posun do imaginarn casti. Protoze ale nepotrebujeme spo-
ctat presne hodnoty korenu, ale jen urcit, zda jsou nektere z nich realne, budeme
se spolehat na uvedeny prstup.
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Algoritmus 4.1. Vypocet komplexnho polomeru { Byersova metoda bis-
ekce, modikovana verze
Vstup: Ac, (B, C), l, u, tol (tolerance)
while u + l > 2toll
a)  = u+l
2
b) sestav M (4.9)
c) sestav modikovany charakteristicky polynom p( s2) ((4.11), napr.
Leverieruv-Faddejevuv algoritmus ([23]))
d) vypocti koreny pi polynomu p( s2) (napr. prevodem na vypocet vlastnch
csel companion matice ([11]))
f) if maxifRe(pi)g > 0 then (tj. M ma imaginarn vlastn cslo)
l = 
else
u = 
end
end
Vystup: rC = 
 1
Prklad 4.2. Pro matici X z prkladu 4.1 a startovac interval h10:1235; 80:9878i
znazornuj obrazky 4.2a a 4.2b nekolik prvnch iterac metody bisekce, Lk oznacuje
doln odhad v k-te iteraci, Uk oznacuje horn odhad v k-te iteraci.
Podobne, jak znazornuje obrazek 4.3, bychom videli i na pseudospektru, ktere
hladiny pri iteracch volme.
(a) (b)
Obrazek 4.2: Byersova metoda bisekce, (a) nekolik prvnch iterac, (b) detailn vyrez.
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Obrazek 4.3: Metoda bisekce { pseudospektrum.
Boydova-Balakrishnanova metoda
Metoda v [4] navrzena Boydem a Balakrishnanem vyuzva toho, ze algoritmem pro
vypocet vlastnch csel Hamiltonovy matice (podkapitola 2.4.1) muzeme vypoctat
imaginarn vlastn csla matice M (4.9). Rekneme tedy, ze vypocteme pozadovana
j!1; : : : ; j!r. Tm se dostaneme na imaginarn osu a potom jiz musme jen urcit zpu-
sob, jak se po n pohybovat, abychom nalezli sup!2R 1[C(j!I Ac) 1B]. Oznacujme
dale opet matici G(j!) , C(j!I   Ac) 1B.
Dky symetrii okolo realne osy se muzeme pro ! soustredit jen na interval h0;1),
resp. podle vety 4.3 jen na h0; !maxi. V souvislosti s denic pseudospektra 4.5,
pokud najdeme hladinu h1, ktera protna v nekolika bodech imaginarn osu, chceme
v dalsm kroku najt hladinu h2 (s vets hodnotou nez h1), az bychom postupne
dospeli k hladine hk, pro kterou bude v bode ! (odpovdajc vlastnmu cslu j!,
resp.  ! pro vlastn cslo  j!) imaginarn osa jej tecnou.
Nejprve potrebujeme odhad 0  sup!2R 1[G(j!)]. Pro toto 0 bude mt M
obecne nekolik ryze imaginarnch vlastnch csel j!l takovych, ze hodnota nejakeho
singularnho csla matice G(j!l) je rovna 0.
Jedna z metod, jak vybrat spravne intervaly, vychaz z nasledujc uvahy a vede
na Boyduv Balakrishnanuv algoritmus.
Pozorovan 4.1. Pro k, (kde k je prslusna iterace), je 
2
kI  G(j!l)G(j!l) pozi-
tivne semidenitn matice prave tehdy, kdyz 1[G(j!l)] = k.
Dukaz. Nejprve vezmeme 21[G(j!l)] = 
2
k = 1[G
(j!l)G(j!l)], potom 1[2kI  
G(j!l)G(j!l)]  0, pro kazde i = 1; : : : ; r. Naopak uvazujme, ze 2kI G(j!l)G(j!l)
je pozitivne semidenitn a ze m[G(j!l)] = k pro nejake m > 1 a m[G(j!l)] 6=
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1[G(j!l)]. Potom, protoze 1 > m, je 1[
2
kI   G(j!l)G(j!l)] < 0, coz vede
ke sporu s pozitivn semidenitnost. 
Protoze nas zajmaj 1[G(j!)], plyne z predchozho pozorovan, ze z vypocte-
nych ryze imaginarnch vlastnch csel (j!1; : : : ; j!r) vyradme ta j!l, pro ktera
2kI   G(j!l)G(j!l) nen pozitivne semidenitn matic. Pro zbyla j!l; : : : j!p ur-
cuj hodnoty !l; : : : ; !p body, v nichz krivka 1[G(j!)] bude protnat prmku  = k.
Dale zbyva urcit, ktere hodnoty ! urcuj meze intervalu pro dals iteraci.
Pozorovan 4.2. Pro !l; !m 2 f!1; !2; : : : ; !pg takova, ze !l < !r ma matice
2kI   G

j 1
2
(!l + !m)

G

j 1
2
(!l + !m)

zaporne vlastn cslo, prave kdyz
1[G
 
j 1
2
(!l + !m)

]) > k.
Pozorovan 4.2 nam pomaha urcit, v jakych intervalech bude
!opt = argmax
!2R
1[C(j!I   Ac) 1B]:
Tyto intervaly budou (!l; !m), pro ktere je splneno, ze 1[G(j
1
2
(!l + !m))] > k.
Hodnotu max

1

G
 
j !l+!m
2
	
budeme v teto praci volit za k+1. V [4] vol za
hodnotu k+1 nejvets singularn cslo v j!, kde ! je stred nejvetsho intervalu.
Prubeh jedne iterace algoritmu je znazornen na obrazku 4.4. Hodnota k v iteraci
ω
γ
ω1 ω1,2 ω2 ω3 ω3,4 ω4ω2,3
Obrazek 4.4: Boydova-Balakrishnanova metoda, volba intervalu na zaklade denit-
nosti matice.
k protna krivku 1[G(j!)] v bodech !1; !2; !3; !4. V bodech ! = !1;2; ! = !3;4 ma
matice 2kI   G(j!)G(j!) zaporne vlastn cslo, bod !2;3 vyloucme. Za k+1 pro
dals iteraci volme hodnotu 1[G(j!1;2)].
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Algoritmus 4.2. Vypocet komplexnho polomeru { Boydova - Balakrishna-
nova metoda
Vstup: Ac, (B, C), 0, tol (tolerance), k = 0
a) pro  = k sestav M (podle vztahu (4.9))
b) vypocti ryze imaginarn vlastn csla j!i maticeM: I(M) (algoritmus 2.3),
pokud I(M) = ;, pokracuj na krok g)
c) z mnoziny I(M) odeber ta vlastn csla, pro nez je matice
2kI   G(j!i)G(j!i) pozitivne denitn, pokud odebereme vsechna, jdi na
g)
d) urci vsechna !s =
!i+!i+1
2
(kde j!i 2 I(M)), pro ktera 2kI G(j!s)G(j!s)
ma zaporne vlastn cslo
e) k+1 = maxs 1[G(j!s)], kde !s jsou body z kroku d)
f) k = k + 1, pokracuj na krok a)
g) k+1 = k, konec
Vystup: rC = 
 1
k+1
V [4] je ukazano, ze konvergence teto metody je vzdy alespon kvadraticka.
Jina metoda nalezen spravnych intervalu pro dals iteraci vychaz z [17] a [26]
a jej princip je nasledujc. Serad'me sestupne imaginarn casti prslusnych ryze
imaginarnch vlastnch csel matice M
!1 > !2 > !3 > : : : !r:
Opet chceme zjistit, jakemu i[G(j!m)] vlastn cslo j!m nalez. Uvazujme obecne
krivku k = i[G(j!)], ! 2 R, ktera v okol bodu !m odpovda nekteremu i[G(j!m)].
V bode !1 bude krivka k klesat.
Abychom zjistili, ktere krivce i[G(j!m)] odpovdaj dals body !m, kde m > 1,
zajma nas, zda je krivka  v tomto bode rostouc, ci klesajc. To muzeme zjistit
podle derivace @
@!
(!m).
Vzhledem k tomu, ze !m jsme zskali jako vlastn cslaM, je ! zavisle na hodnote
. Potom lze hledanou derivaci vyjadrit jako
@
@!
(!m) =

 j @
@
(k)
 1
; (4.12)
pro m = j!m, pricemz
@
@
(k) lze podle [27] vyjadrit nasledovne
@m
@
(k) = u

m
@M
@
(k; Ac; B; C)vm; (4.13)
kde vm je normalizovany vlastn vektor odpovdajc vlastnmu cslu m, u

m je jeho
levy vlastn vektor matice M.
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Vme, ze v bode !1 bude
@
@!
(!1) zaporna. Pokud by v !2 byla derivace kladna,
vyplyne ze spojitosti singularnch csel a jejich vzajemneho usporadan, ze !2 pr-
slus krivce 1[G(j!)]. Pokud by ale v !2 byla derivace zaporna, mus !2 odpovdat
2[G(j!)]. Analogicky bychom postupovali dale pro dals body !m. Dale vypozo-
rujeme, ze pokud znamenka ve dvou po sobe jdoucch ! jsou ruzna, budou nalezet
temuz i[G(j!)].
Oznacme nyn sm = sgn
@
@!
(!m) znamenko derivace v !m, pro m = 1; 2; : : : ; r a
cm pro m = 1; 2; : : : ; r porad singularnho csla, tj. cm = 1 urcuje krivku 1. Potom
vme, ze cr = 1, a dal postupujeme podle nasledujcch pravidel:
- je-li sm+1 < 0 a sm < 0; potom cm = cm+1 + 1;
- je-li sm+1 < 0 a sm > 0; potom cm = cm+1;
- je-li sm+1 > 0 a sm < 0; potom cm = cm+1;
- je-li sm+1 > 0 a sm > 0; potom cm = cm+1   1: (4.14)
Takto bychom vybrali vsechna !m, pro nez je cm = 1, a zskali bychom prslusne
intervaly (!r 1; !r); (!r 3; !r 2); : : :, ktere odpovdaj nejvetsmu singularnmu cslu
1[G(j!)]. Obrazek 4.5 ukazuje, jak podle pravidel (4.14) zskame pozadovana !i.
Poznamka 4.4. Kladne znamenko u !1, tj. s1 > 0, by znamenalo, ze doln mez
daneho intervalu by byla v bode  !1, a protoze jsme na intervalu h0; !maxi, volili
bychom interval h0; !1).
+++ + +
- - - - -
ω
γ
σ1(jω)
σ2(jω)
σ3(jω)
Obrazek 4.5: Volba intervalu na zaklade znamenka derivace, Sreedharuv prstup.
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Algoritmus 4.3. Vypocet komplexnho polomeru { Sreedharuv prstup
Vstup: Ac, (B, C), 0, tol (tolerance), k = 0
a) pro  = k sestav M (podle vztahu (4.9))
b) vypocti ryze imaginarn vlastn csla j!i matice M: I(M) (algoritmus 2.3),
pokud I(M) = ;, pokracuj na krok h)
c) vypocti si, pro i = 1; : : : ; r
d) urci !i, pro nez ci = 1 a sestav intervaly, pokud je delka nejvetsho intervalu
mens nez tol, pokracuj na h)
e) spocti stredy !p intervalu z predchozho bodu
f) k+1 = maxpf1[G(j!p)]g
g) k = k + 1
h) k+1 = k, konec
Vystup: rC = 
 1
k+1
Komplexn (strukturovany) polomer stability muzeme tak poctat pomoc al-
goritmu 4.1, 4.2, 4.3. Algoritmem 4.1 muzeme pomerne snadno (s malym poctem
vycslovan hodnot) vypoctat pribliznou hodnotu rC. Algoritmy 4.2, 4.3 jsou potom
vhodne pro presnejs vypocty, navc jsou i rychleji konvergentn a nevyzaduj velky
pocet iterac. V ukazkovych prkladech v teto praci je komplexn (strukturovany)
polomer stability poctan pomoc algoritmu 4.3.
4.2.2 Realny polomer stability
Jak jiz bylo receno, realny polomer stability muzeme denovat obdobne jako kom-
plexn, jen uvazujeme pouze realne perturbace.
Denice 4.3. Realny polomer stability matice dynamiky uzavreneho systemu
(Ac, B, C), Ac 2 Rnn, B 2 Rnm, C 2 Rpn je
rR(Ac) = inffkk :  2 Rnn a Ac + je nestabilng:
Matice Ac je opet matic dynamiky uzavreneho systemu zpetnou vazbou, ktery
je jiz stabiln. Pro stavovou zpetnou vazbu bychom meli Ac = A+BF , pro vystupn
Ac = A+BKC.
Pro posuzovan fragility regulatoru vezmeme opet nasledujc modikaci.
Denice 4.4. Strukturovany realny polomer stability systemu (Ac, B, C),
Ac 2 Rnn, B 2 Rnm, C 2 Rpn
rR(Ac; B; C) , inffkk :  2 Rmp a Ac +BC je nestabilng: (4.15)
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Obdobne jako u vety 4.1 bychom take mohli zavest vztahy pro realny polomer
stability, s vyjimkou bodu (4.4d), ktery zde neplat.
Veta 4.7.
rR(Ac; B; C) =
= inffkk :  2 Rmp;(Ac +BC) \ @Cg 6= ;g
= inf
s2@Cg
inf

fkk :  2 Rmp; det(sI   Ac  BC) = 0g
= inf
s2@Cg
inf

fkk :  2 Rmp; det[I  C(sI   Ac) 1B] = 0g:
Vypocetn tvar pro rR nalezli Qui, Bernhardsson, Rantzer a spol. a jeho dukaz
je uveden v [22]. Zde ho pro strucnost vypoustme.
Veta 4.8. ([22])
rR(Ac; B; C) =
h
max
s2@Cg
R[C(sI   Ac) 1B]
i 1
; (4.16)
kde
R[C(sI   Ac) 1B] =
= inf
2(0;1i
2
 
Re C(sI   Ac) 1B  Im C(sI   Ac) 1B
1

Im C(sI   Ac) 1B Re C(sI   Ac) 1B
!
:
Veta 4.9. ([22])
Funkce 2
 
Re C(sI   Ac) 1B  Im C(sI   Ac) 1B
1

Im C(sI   Ac) 1B Re C(sI   Ac) 1B
!
je kvazikonvexn.
Kvazikonvexn funkce ma konvexn mnozinu resen a jej lokaln minimum bude
tedy i globalnm minimem. Hodnotu R[C(sI   Ac) 1B] muzeme tak urcit snadno
naprklad metodou zlateho rezu (nebo take metodou bisekce apod.).
Opet nas bude zajmat prpad, kdy @Cg = fs 2 C : Re(s) = 0g, tj. fj! 2 C; ! 2
Rg. Vztah (4.16) prejde do tvaru
rR(Ac; B; C) =
h
max
!2R
R[C(j!I   Ac) 1B]
i 1
; (4.17)
kde
R[C(j!I   Ac) 1B] =
= inf
2(0;1i
2
 
Re C(j!I   Ac) 1B  Im C(j!I   Ac) 1B
1

Im C(j!I   Ac) 1B Re C(j!I   Ac) 1B
!
: (4.18)
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Dky symetrii muzeme uvazovat jen ! 2 h0;1). Pri vypoctu se vsak musme
omezit na nejaky konecny interval h0; !maxi. V [32] bylo dokazano, ze !max lze volit
(analogicky jako u komplexnho polomeru stability ve vete 4.3) za 1(Ac)+
1(C)1(B)
1(CA
 1
c B)
.
Veta 4.10. ([32])
rR(Ac; B; C) =
h
max
!2h0;!maxi
R[C(j!I   Ac) 1B]
i 1
; (4.19)
kde !max = 1(Ac) +
1(C)1(B)
1(CA
 1
c B)
.
Nyn bychom jiz mohli uvazovat naivn algoritmus pro vypocet rR(Ac; B; C).
Algoritmus 4.4. Vypocet realneho polomeru { naivn prstup
Vstup: Ac, (B, C)
a) rozdel interval h0; !maxi na podintervaly h!i; !i+1i
b) na kazdem intervalu h!i; !i+1i nalezni maximum i z hodnot R[C(j!I  
Ac)
 1B] (napr. metodou zlateho rezu, (algoritmus 2.4))
c) vyber  = maxi i
Vystup: rR = (
) 1
Oznacme G(j!) = C(j!I   Ac) 1B, potom vztah (4.18) prejde na
R[G(j!)] = inf
2(0;1i
2
 
Re G(j!)  Im G(j!)
1

Im G(j!) Re G(j!)
!
:
Prestoze R[G(j!)] muzeme spoctat pro unimodaln funkci pomoc metody zlateho
rezu, stale je obtzne nalezt sup!2h0;!maxi R[G(j!)].
V [26] se k vypoctu (4.17) vyuzva, stejne jako v predchozm odstavci, vztah mezi
singularnmi csly a vlastnmi csly odpovdajc Hamiltonovy matice.
Oznacme
~P (;G(j!)) ,

Re G(j!)  Im G(j!)
1

Im G(j!) Re G(j!)

:
Lemma 4.1.
~P (;G(j!)) 

Re G(j!) jIm G(j!)
j 1

Im G(j!) Re G(j!)

:
Dukaz.
I 0
0 jI
 
Re G(j!)  Im G(j!)
1

Im G(j!) Re G(j!)
 
I 0
0 jI

=
=

Re G(j!) jIm G(j!)
j 1

Im G(j!) Re G(j!)

:
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Protoze

I 0
0 jI
 
I 0
0  jI

=

I 0
0 I

, jsou prslusne matice podle denice 2.6
podobne. 
Necht' nyn P (;G(j!)) =

Re G(j!) jIm G(j!)
j 1

Im G(j!) Re G(j!)

.
Lemma 4.2.
P (;G(j!)) = T

G 0
0 G

T;
kde T =

I 0
0  1I

1p
2

I I
I  I
 
I 0
0 I

.
Dukaz.
I 0
0  1I

1p
2

I I
I  I
 
I 0
0 I
 
G 0
0 G


I 0
0  1I

1p
2

I I
I  I
 
I 0
0 I

=
=

I 0
0  1I

1p
2

I I
I  I
 
G 0
0 G

1p
2

I I
I  I
 
I 0
0 I

=
=

I 0
0  1I

1
2

G+ G G  G
G  G G+ G
 
I 0
0 I

=
=

I 0
0  1I
 
Re (G) Im (G)
Im (G) Re (G)
 
I 0
0 I

=

Re G(j!) jIm G(j!)
j 1

Im G(j!) Re G(j!)

:

Uvedena lemmata nam pomohou pri dukazu nasledujc vety.
Veta 4.11. ([26]) Necht'  2 (0; 1i a  > 0. Potom pro ! 2 R, je  singularn cslo
matice P (;G(j!)) prave, kdyz j! je vlastnm cslem matice
H(; ~Ac; ~B; ~C) =
"
~Ac
1

~B ~B
T
 1

~C
T ~C   ~ATc
#
;
kde ~Ac =

Ac 0
0  Ac

, ~B =
1p
2

B B
  1B B

, ~C =
1p
2

C C
 1C  C

.
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Dukaz. MaticeH(; ~Ac; ~B; ~C) je Hamiltonova matice sestavena z matic ~Ac; ~B; ~C.
S vyuzitm vety 2.16 stac ukazat, ze P (;G(j!)) = ~C(j!I   ~Ac) 1 ~B.
P (;G(j!)) = T

G 0
0 G

T =
=
1p
2

I I
 1I  I
 
C(j!I   Ac) 1B 0
0 C( j!I   Ac) 1B

1p
2

I I
 1I  I

=
=
1p
2

I I
 1I  I
 
C 0
0 C
 
(j!I   Ac) 1 0
0 (j!I + Ac)
 1


B 0
0  B

1p
2

I I
 1I  I

=
=
1p
2

C C
 1C  C
 
j!I   Ac 0
0 j!I + Ac
 1
1p
2

B B
  1B B

=
= ~C(j!I   ~Ac) 1 ~B:

Podle vety 4.11 muzeme postupovat analogicky jako u komplexnho polomeru
stability, jen s tm rozdlem, ze zde musme navc zohlednit parametr  a zajma nas
druhe nejvets singularn cslo.
Uvazujme k-tou iteraci a oznacme k = inf2(0;1i 2[P (;G(j!k))], tj. k =
2[P (

k; G(j!k))].
Lemma 4.3. Necht' pro pevne !^ 2 R0 je  = 2[P (^; G(j!^))], potom pro kazde
! 2 h0;1) je 2[P (^; G(j!))]  inf2(0;1i 2[P (;G(j!))].
Dukaz. Plyne prmo ze vztahu (4.18) a vlastnosti inma. 
Pro dane !k spocteme k a 

k. Vhodne intervaly pro dals iteraci muzeme opet
urcit vypoctem ryze imaginarnch vlastnch csel matice H(k; ~Ac; ~B; ~C) a urce-
nm tech ~!, ktera prslus druhemu nejvetsmu singularnmu cslu, naprklad pomoc
znamenka derivace odpovdajc krivky v bode ~!.
Algoritmus 4.5. Vypocet realneho polomeru { Sreedharova metoda [26]
Vstup: Ac, (B, C), !0, 0, 
0 = h0; !maxi, tol (tolerance), k = 0
a) pro !k+1 spocti k+1 = inf2(0;1i 2[P (;G(j!k+1))] a nalezni k+1
b) je-li k+1 > k vyber k+1, jinak k+1 = k
c) vypocti ryze imaginarn vlastn csla j! matice H(k+1; ~Ac; ~Bk+1 ;
~Ck+1), po-
kud zadna nejsou, pokracuj na j)
d) pro kazde ! z predchozho bodu urci si a ci podle (4.14)
e) vyber !i, pro nez je ci = 2, pokud zadne nen, jdi na j)
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f) urci 
^k+1 = (!r; !r 1)[(!r 2; !r 3)[: : :, pokud je delka nejvetsho intervalu
mens nez tol, pokracuj na j)
g) nastav 
k+1 = 
^k+1 [ 
k
h) vyber !k+1 jako stred nejvetsho intervalu v 
k+1
i) k = k + 1
j) k+1 = k, konec
Vystup: rR = 
 1
k+1
Prklad 4.3. Pro matice
A =
2664
79:0000 20:0000  30:0000  20:0000
 41:0000  12:0000 17:0000 13:0000
167:0000 40:0000  60:0000  38:0000
33:5000 9:0000  14:5000  11:0000
3775 ;
B =
2664
0:2190 0:9347
0:0470 0:3835
0:6789 0:5194
0:6793 0:8310
3775 ; C =  0:0346 0:5297 0:0077 0:06680:0535 0:6711 0:3834 0:4175

a startovac interval S0 = h0; 216:8366i znazornuje obrazek 4.6a princip metody
pro vypocet realneho strukturovaneho polomeru stability, kde k oznacuje odhad
hodnoty realneho polomeru v k-te iteraci. Krivka 2[P (
; G(j!))] predstavuje pro
optimaln  krivku, pro nz se nabyva priblizne v bode ! = 1:37675 optima.
Krivky 2[P (

k ; G(j!))] jsou hornmi aproximacemi 2[P (
; G(j!))] v k-tych ite-
rac. Odtud je rovnez videt, ze 
k+1  
k. Na obrazku 4.6b je znaroznena krivka
2[P (

6 ; G(j!))] v posledn iteraci. Hodnota realneho strukturovaneho polomeru
stability vychaz rR = 0:514144. Tabulka 4.1 ukazuje, jak se men hodnoty v jednot-
livych iteracch.
Iterace !k 

k k
1 0 0.999999 0.931699
2 0 0.136582 0.931699
3 10.65244 0.227994 1.177244
4 1.310585 0.205987 1.919030
5 1.375544 0.227033 1.944970
6 1.376751 0.227043 1.944979
Tabulka 4.1: Hodnoty v jednotlivych iterac pri vypoctu realneho strukturovaneho
polomeru.
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(a) (b)
Obrazek 4.6: Sreedharova metoda, (a) prubeh druhych singularnch csel v zavislosti
na !, (b) druhe singularn cslo v posledn iteraci.
4.3 Pseudospektrum
Spektrum matice Ac tvor podle denice 2.5 body s 2 C, pro nez je det(sI Ac) = 0,
neboli body, ve kterych nen denovan vyraz (sI   Ac) 1, (lze jej dodenovat jako
1). Pseudospektrum matice Ac budou pak tvorit body, v nichz je cslo k(sI Ac) 1k
konecne, ale rekneme velmi velke. Zamerme-li se opet na perturbace v prvcch ma-
tice a povolme perturbace omezene v norme, budou do pseudospektra matice Ac
prsluset vlastn csla te perturbovane matice.
4.3.1 Komplexn pseudospektrum
Denice 4.5. Necht' Ac 2 Rnn, " > 0, potom
C" (Ac) = fs 2 C : s 2 (Ac +) pro  2 Cnn; kk2 < "g (4.20)
je "-pseudospektrum matice Ac.
Opet muzeme uvazovat perturbace v prvcch regulatoru, coz zobecnenm (4.20)
vede k denici strukturovaneho pseudospektra.
Denice 4.6. Necht' Ac 2 Rnn, B 2 Rnm, C 2 Rpn, " > 0, potom
C" (Ac; B; C) = fs 2 C : s 2 (Ac +BC) pro  2 Cmp; kk2 < "g (4.21)
je strukturovane "-pseudospektrum systemu (Ac; B; C).
58
Robustnost uzavreneho systemu Pseudospektrum
Veta 4.12.
C" (Ac; B; C) =
(
s 2 C : 1(C(sI   Ac) 1B) > 1
"
)
: (4.22)
Dukaz. Podle denice 4.6 je s 2 C" (Ac; B; C), kdyz s 2 (Ac + BC), kde
kk2 < "g. To znamena, ze det(sI   (Ac + BC)) = 0. Podle (4.5) je det(I  
C(sI   Ac) 1B) = 0, tedy 1 2 (C(sI   Ac) 1B) a [C(sI   Ac) 1B]v = v,
pro v 2 Cn, kde kvk2 = 1. S vyuzitm techto vztahu zskame dohromady nasledujc
1 = kvk = kC(sI   Ac) 1Bk  kkkC(sI   Ac) 1Bk
1
kk  kC(sI   Ac)
 1Bk
a protoze kk < "
1
"
<
1
kk  kC(sI   Ac)
 1Bk;
1
"
< 1[C(sI   Ac) 1B]:

Poznamka 4.5. Pro prpad B = In; C = In lze (4.22) vyjadrit jako
C" (Ac) = fs 2 C : min(sI   Ac)  "g: (4.23)
Pri vypoctu hodnot pro znazornen pseudospekra matice Ac muzeme vychazet
ze vztahu (4.22) nebo (4.23). V komplexn rovine si vygenerujeme st' bodu (  )
a v kazdem tomto bode bychom potrebovali spoctat hledane singularn cslo. Vy-
pocet klasickeho pseudospektra bychom mohli urychlit, aplikujeme-li na matici Ac
Schuruv rozklad a nahradme ji unitarne ekvivalentn horn (kvazi-)trojuhelnkovou
matic. Hodnoty singularnch csel budou stejne, ale pocet potrebnych operac se
snz. U vypoctu strukturovaneho pseudospektra vsak nelze vyuzt stejneho zjedno-
dusen jako u klasickeho a musme se zde zatm spokojit s prmou metodou vypoctu
hodnoty ze vztahu (4.22) v kazdem bode mrzky a naslednem vykreslenm vrstevnic.
Algoritmus 4.6. Komplexn pseudospektrum
Vstup: Ac 2 Rnn, (B;C), (meze xmin; xmax; ymin; ymax),
(pokud B = C = I; nahrad' Ac horn (kvazi-) trojuhelnkovou matic T z Schurova
rozkladu (dle vety 2.14))
a) vygeneruj mrzku   
b) spocti 1[C(sI   Ac) 1B] pro kazdy bod s mrzky   
c) vykresli vrstevnice pro "
Vystup: komplexn pseudospektrum C"
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4.3.2 Realne pseudospektrum
Pro realne perturbace zskame realne pseudospektrum.
Denice 4.7. Necht' Ac 2 Rnn, " > 0, potom
R" (Ac) = fs 2 C : s 2 (Ac +) pro  2 Rnn; kk2 < "g (4.24)
je "-pseudospektrum matice Ac.
Pri perturbacch v prvcch regulatoru zavedeme strukturovane realne pseudo-
spektrum.
Denice 4.8. Necht' Ac 2 Rnn, B 2 Rnm, C 2 Rpn, " > 0, potom
R" (Ac; B; C) = fs 2 C : s 2 (Ac +BC) pro  2 Rmp; kk2 < "g (4.25)
je strukturovane realne "-pseudospektrum systemu (Ac; B; C).
Podle vypocetnho vztahu (4.8) muzeme poctat i realne pseudospektrum.
Veta 4.13. ([14])
R" (Ac; B; C) =
(
s 2 C : R[C(sI   Ac) 1B] > 1
"
)
: (4.26)
Algoritmus 4.7. Realne pseudospektrum
Vstup: Ac 2 Rnn, (B;C), (meze xmin; xmax; ymin; ymax)
(pokud B = C = In; nahrad' Ac horn (kvazi-)trojuhelnkovou matic T z Schurova
rozkladu dle vety 2.14)
a) vygeneruj mrzku   
b) spocti R[C(sI   Ac) 1B] pro kazdy bod s mrzky   
c) vykresli vrstevnice pro "
Vystup: realne pseudospektrum R"
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4.4 H1 norma
Uvazujme model systemu
_x = Ax+B2w +B1u (4.27)
z = C2x
y = C1x;
kde A; x maj stejny vyznam jako u (3.1), vektor w 2 Rm predstavuje poruchy
nebo testovac signaly pusobc na system, u 2 Rm je vstup, rzen systemu, vektor
z 2 Rp rzena promenna (vyjadruje kvalitu toho, ceho chceme dosahnout) a y 2 Rp
je vystupn promenna.
Pro matici uzavreneho systemu Ac = A+B1KC1 zavadme prenos systemu z w
na z jako G(s) = C2(sI  Ac) 1B2. Zobrazen z prostoru matic prenosu G(s) do R+
denovane
kG(s)kH1 = sup
s2@Cg
1(G(s)) (4.28)
nazyvame H1 normou. Nekdy se norma prenosu znac kGkH1 , kde H1 je Hardyho
prostor [20].
My se budeme opet soustredit na prpad, ze @Cg je imaginarn osa, potom bude
kG(j!)kH1 = sup
!2R
1(G(j!)): (4.29)
Norma H1 udava, jaky vliv maj poruchy w na rzenou velicinu z. Protoze by
tento vliv mel byt co nejmens, chceme dosahnout minimaln H1 normy.
Podle vztahu (4.29) je patrne, ze vypocet lze provadet stejnymi metodami 4.1,
4.2, 4.3 jako u strukturovaneho komplexnho polomeru stability, pro vhodne zvolene
matice (Ac; B; C), konkretne (Ac; B2; C2).
Pro systemy s jednm vstupem a vystupem prejde tvar (4.29) na
kGkH1 = sup
!2R
jG(j!)j:
V amplitudove frekvencn charakteristice, ktera vyjadruje zavislost jG(j!)j na frek-
venci !, tomu odpovda bod s nejvets amplitudou Gmax pro frekvenci !max, tedy
kGkH1 = Gmax.
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Prklad 4.4. Mejme system (A;B1; C1; B2; C2) s jednm vstupem a jednm vystu-
pem dany maticemi
A =
24  2 0 12  2  3
3 1 1
35 ; B1 =
24 10
0
35 ; C1 =  1 0 1  ;
B2 =
24 01
0
35 ; C2 =  0 1 0  :
Pro tento system neobdrzme zadne parametry v matici Q(). Volny parametr bu-
deme tedy uvazovat v Jordanove bloku L. Chceme najt vystupn zpetnou vazbu,
ktera prirad uzavrenemu systemu A+B1KC1 vlastn cslo  .
Vystupn zpetna vazba bude mt tvar
K =
h
 3 32+6
2 4+9
i
:
Na obrazku 4.7 je znazornen prubeh frekvencn charakteristiky G(j!) pro ruzne
hodnoty prirazovaneho vlastnho csla. Podle tohoto obrazku bychom si vybrali pri-
razen vlastnho csla  = 5:5, pro ktere bychom dostali ze vsech uvedenych moznost
minimaln hodnotu (4.29).
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Obrazek 4.7: Bodeho logaritmicka amplitudova a fazova frekvencn charakteristika.
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4.5 Ostatn uvazovane funkce
4.5.1 Lokace vlastnch csel
V prpade neuplneho prirazen (s < n) prirazujeme jen nektera vlastn csla v Jor-
danove blocch. Ostatn vlastn csla budou potom zaviset na parametrech. Protoze
chceme puvodn system stabilizovat, pozadujeme, aby i pro ostatn vlastn csla pla-
tilo Re () < 0.
Rovnez muzeme chtt, aby vsechna vlastn csla lezela nalevo od vhodne prmky,
tj. Re()  kP , nebo aby Re()  kL a system tak nebyl prlis rychly. Take mu-
zeme chtt potlacit kmitavost systemu a umstit vlastn csla tak, aby Im()
Re()
 kK .
Podle techto omezen pozadujeme, aby se ostatn vlastn csla, ktera jsme nepriradili,
nachazela v nejake uzavrene oblasti  zobrazene na obrazku 4.8 .
Obrazek 4.8: Umsten vlastnch csel.
Zaved'me si funkce
fP = max
i
fRe(i)g;
fL = min
i
fRe(i)g;
fK = max
i

Im(i)
Re(i)

:
K predchozm funkcm tak lze pridat nasledujc optimalizacn (ucelovou) funkci
fl = pK maxf0; fK   kKg+ pP maxf0; fP   kPg+ pLmaxf0; kL   fLg; (4.30)
kde hodnoty pK ; pP ; pL predstavuj penalizace.
63
Robustnost uzavreneho systemu Ostatn uvazovane funkce
Pokud budou vlastn csla lezet v pozadovane oblasti, bude hodnota funkce fl
nulova. V prpade, ze se vlastn csla budou nachazet vne , bude se hodnota funkce
fl zvetsovat s rostouc vzdalenost od hranice oblasti.
4.5.2 Regulator s omezenou strukturou
V teorii rzen se pouzva take regulator, ktery prirazuje danou Jordanovu formu
a ma zvolenou strukturu nenulovych prvku. Prvky matice zpetne vazby jsou raci-
onalnmi funkcemi v navrhovych parametrech . Od nekterych prvku tak muzeme
pozadovat, aby byly nulove.
Potom muzeme minimalizovat funkciX
[i;j]2NF
pki;j jfi;jj;
kde fi;j je prvek matice zpetne vazby na pozici i; j, mnozina NF obsahuje vybrane
prvky k vynulovan a pki;j odpovdajc penalizace. Ta by mela byt volena velmi
velka. Nasledna kontrola, zda je vypoctena zpetna vazba spravna, muze byt overena
nastavenm zvolenych prvku napevno na nulu a spoctenm vlastnch csel matice
uzavreneho systemu. Jestli budou blzko prirazovanym vlastnm cslum, zskali jsme
zpetnou vazbu s omezenou strukturou.
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formy
Pro dany system budeme navrhovat stavovou ci vystupn zpetnou vazbu tak, abychom
optimalizovali vlastnosti matice dynamiky uzavreneho systemu, nebo vlastnosti pr-
slusneho regulatoru. Optimalizaci budeme provadet vzhledem k parametrum  para-
metricke matice Q() z vety 3.3. Pokud navc nebudeme pozadovat prirazen Jorda-
novy formy s pevnymi (konkretnmi) vlastnmi csly, ale jen jej stukturu s volnymi
prvky, zskame dals parametry (oznacovane q), ktere lze take optimalizovat. Dals
volne parametry (oznacovane r) obdrzme v prpade neuplneho prirazen (veta 3.3).
Podle toho, zda budeme pozadovat, aby vysledny system byl co nejvce robustn
ve stabilite, nebo regulator co nejmene fragiln, budeme resit nasledujc problemy.
Problem 5.1. Robustnost uzavreneho systemu
Pro dany system (A;B), resp. (A;B;C), naleznete stavovou zpetnou vazbu
F 2 Rmn, resp. vystupn zpetnou vazbu K 2 Rmp, takovou, aby vysledny uza-
vreny system byl stabiln a aby
- rzeny system mel maximaln komplexn polomer stability anebo
- rzeny system mel maximaln realny polomer stability anebo
- rzeny system mel minimaln H1 normu (v prpade, ze jsou zadany matice
B2; C2 jako v (4.27)) anebo
- zvolene prvky matice zpetne vazby byly nulove anebo
- vlastn csla matice dynamiky uzavreneho systemu lezela v predepsane oblasti
(pokud mame volne prvky v blocch Jordanovy formy nebo uvazujeme neuplne
prirazen).
Problem 5.2. Fragilita zpetne vazby
Pro dany system (A;B), resp. (A;B;C), naleznete stavovou zpetnou vazbu
F 2 Rmn, resp. vystupn zpetnou vazbu K 2 Rmp, takovou, aby vysledny uza-
vreny system byl stabiln a aby
- rzeny system mel maximaln strukturovany komplexn polomer stability anebo
- rzeny system mel maximaln strukturovany realny polomer stability anebo
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- rzeny system mel minimaln H1 normu (v prpade, ze jsou zadany matice
B2; C2 jako v (4.27)) anebo
- zvolene prvky matice zpetne vazby byly nulove anebo
- vlastn csla matice dynamiky uzavreneho systemu lezela v predepsane oblasti
(pokud mame volne prvky v blocch Jordanovy formy anebo uvazujeme neu-
plne prirazen).
Poznamka 5.1. V prpade, ze maximalizujeme (strukturovany) komplexn polomer
stability, resme ulohu
max
[;q;r]
rC(A;B;C) = max
[;q;r]
1
max!2h0;!maxi 1[C(j!I   Ac) 1B]
=
= min
[;q;r]
max
!2h0;!maxi
1[C(j!I   Ac) 1B]:
Poznamka 5.2. V prpade, ze maximalizujeme (strukturovany) realny polomer sta-
bility, resme ulohu
max
[;q;r]
rR(A;B;C) = max
[;q;r]
1
max!2h0;!maxi R[C(j!I   Ac) 1B]
=
= min
[;q;r]
max
!2h0;!maxi
R[C(j!I   Ac) 1B];
kde R[C(j!I   Ac) 1B] je urceno podle (4.18).
Poznamka 5.3. Ke kazde funkci, kterou optimalizujeme, muzeme pridat vedlejs
podmnky. Jako vedlejs podmnky v teto praci uvazujeme, aby
- hodnota (strukturovaneho) komplexnho polomeru byla alespon zadana hod-
nota bc, tj. rC  bc,
- hodnota (strukturovaneho) realneho polomeru byla alespon br, tj. rR  br,
- hodnota H1 normy byla nejvys bh, tj. fh  bh.
Vysledna uloha muze mt potom nasledujc podobu.
min
[;q;r]
maxfp1frC ; p2frR ; p3fh; p4fl; p5fzg;
kde funkce frC je prevracena hodnota (strukturovaneho) komplexnho polomeru sta-
bility, frR je prevracena hodnota (strukturovaneho) realneho polomeru stability, fh je
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H1 norma systemu (Ac; B2; C2), fl funkce umst'ujc vlastn csla do dane oblasti
a fz funkce s hodnotami prvku matice zpetne vazby, ktere chceme vynulovat, a pi;
pro i = 1; : : : ; 5 jsou prslusne penalizace.
Obdobne s omezenm tak muzeme naprklad uvazovat ulohu
min
[;q;r]
maxfp1frC ; p2flg; za podmnky fh 
1
2
:
Algoritmus 5.1. Nalezen robustn zpetne vazby
Vstup: system A, B, (C), prirazovane Jordanovy bloky, optimalizovane funkce fi
pro i = 1; : : : v, penalizace pi pro i = 1; : : : v, omezen { funkce vedlejsch podmnek
a jim odpovdajc mezn hodnota, pocatecn vektor x0 ([0; q0; r0]),
a) vypocti hodnoty funkc fi a omezen g
i
j
b) sestav fp1f1; : : : ; pvfvg
c) vypocti minxmaxfpifigfpifig
Vystup: xopt ([opt; qopt; ropt]), funkcn hodnoty fi(xopt), zpetna vazba
Poznamka 5.4. Pokud budeme resit ulohu
min
x2Rn
f(x) (5.1a)
s omezenm, ze gi(x)  0; pro i = 1; : : : ;m; (5.1b)
prevedeme ji na ulohu
min
x2Rn
(
f(x) +
mX
i=1
i(i; gi)
)
; (5.2)
kde pro i = 1; : : : ;m predstavuje i(i; gi) penalizacn funkci pro funkci gi(x) a i je
vhodna pokuta. Funkce i(i; gi) je volena tak, aby pri nesplnen nerovnosti (5.1b)
mela pokuta velky vliv a jinak funkce f(x) nebyla vubec pokutovana.
Pokud je vedlejs funkce komplexn (strukturovany) polomer stability rC, tj.
rC  bc, neboli frC = 1rC  1bc , volme
(; rC) = 

max

0; frC  
1
bc
4
:
Obdobnou penalizaci volme i v prpade realneho (strukturovaneho) polomeru
stability rR, kdy pro rR  br, neboli pro frR = 1rR  1br , volme
(; rR) = 

max

0; frR  
1
br
4
:
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Necht' je vedlejs funkc norma H1, tj. fh a pozadujeme, aby fh  bh. Potom
budeme uvazovat
(; fh) = maxf0;  efh bh  g:
5.1 Prirazen stavovou zpetnou vazbou
Pri hledan stavove zpetne vazby takove, aby hodnoty kriterialn funkce pro uzavreny
system byly co mozna nejleps, muzeme vyuzvat zejmena vetu 3.3 a vztah (3.10).
Ty nam davaj explicitn parametrizaci mnoziny Fs pomoc navrhoveho parametru
. V kazde iteraci si tak muzeme pro prslusny vektor vypoctat matici F i hodnoty
zadanych funkc.
Algoritmus 5.2. Robustn prirazen Jordanovy formy stavovou zpetnou
vazbou
Vstup: system A, B, prirazovane Jordanovy bloky, optimalizovane funkce fi, pro
i = 1; : : : v, penalizace pi, pro i = 1; : : : v, omezen { funkce vedlejsch podmnek a
jejich mezn hodnota, pocatecn vektor x0 ([0; q0; r0]),
a) vypocti hodnoty funkc fi a omezen g
i
j (vypocti F podle (3.10) a hodnoty
funkc z kapitoly 4.1)
b) minxmaxfpifigfpifi(x)g (pomoc optimalizacn metody BFGS (alg. 2.5))
Vystup: xopt ([opt; qopt; ropt]), funkcn hodnoty fi(xopt), stavova zpetna vazba
Prklad 5.1. Pro system (A;B) a Jordanovu formu L z prkladu 3.3, kde jsme
prirazovali bloky   1 1
0  1

;
  2  ;   1  ;
navrhneme stavovou zpetnou vazbu F 2 F4(A;B;L) takovou, aby vysledny uza-
vreny system byl stabiln a aby rzeny system mel maximaln strukturovany realny
polomer stability.
Protoze se jedna o neuplne prirazen, musme zde zajistit, aby vsechna vlastn
csla uzavreneho systemu lezela v otevrene leve polorovine komplexn roviny. Mu-
zeme si navc vybrat oblast (jako na obrazku 4.8), kam budeme chtt umstit zbyle
neurcene vlastn cslo. V tomto prpade budeme tedy minimalizovat jednak funkci fl
a jednak prevracenou hodnotu strukturovaneho realneho polomeru stability fr. Tm
se snazme zskat co nejleps regulator.
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Budeme resit ulohu
min
[;r]
maxfp1frR(Ac;B)([; r]); p2fl([; r])g; (5.3)
kde Ac = A+BF , F je matic stavove zpetne vazby.
Zvolme si p1 = 1; p2 = 10
5 a fl = 10
5maxf0; fP + 1g+ 105maxf0; 10  fLg: a po-
catecn vektor [10; 8; 2; 4]. V prubehu optimalizace je nejdrve v nekolika prvnch
iteracch uzavreny system nestabiln a strukturovany realny polomer stability nen
denovan, minimalizuje se tak hodnota funkce fl. Pote, co se vlastn csla dosta-
nou do pozadovane oblasti, je funkce fl nulova a minimalizuje se funkce frR . Takto
postupne dospejeme k hodnote rR = 1:0281 a vysledne spektrum matice dynamiky
uzavreneho systemu bude (A + BFopt) = f 2; 1; 1; 1;  9:9987g. Neurcene
vlastn cslo se tedy priradilo do bodu  9:9987 a dany system je stabiln. Matice
zpetne vazby ma tvar
Fopt =
  2:2221 4:1685  0:1873  0:0494  0:5127
 4:6940  4:1302  17:7996  20:7766  36:6222

:
Prklad 5.2. Pro system (A;B) navjecho ustroj [23] dany maticemi
A =
2664
 1 0  1 1
0  1 0 1
 1 1 0 0
0 0 1 1
3775 ; B =
2664
1 0
0 0
0 1
0 0
3775 ;
navrhneme stavovou zpetnou vazbu F 2 F4(A;B;L) takovou, aby vysledny uza-
vreny system byl stabiln a aby matice dynamiky uzavreneho systemu mela maxi-
maln komplexn polomer stability.
Pro stabilizaci systemu (A;B) prirazujme ctyrnasobny pol  q, pro q 2 (0;1).
Jordanova forma bude mt nasledujc podobu2664
 q 1 0 0
0  q 1 0
0 0  q 1
0 0 0  q
3775 : (5.4)
Jedna se o uplne prirazen a navc zde mame volny parametr odpovdajc vlast-
nmu cslu. Jednak chceme zajistit, aby vsechna vlastn csla uzavreneho systemu
lezela v otevrene leve polorovine komplexn roviny, jednak si muzeme urcit oblast
(jako na obrazku 4.8), odkud budeme volny parametr q uvazovat.
Chceme tedy minimalizovat funkci frC (prevracena hodnota komplexnho polo-
meru stability) a rovnez funkci fl, aby vlastn cslo nalezelo oblasti .
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Budeme resit ulohu
min
[;q]
maxffrC(Ac)([; q]); fl([; q])g: (5.5)
Zvolme si fl = 10maxf0; fP + 1g+ 10maxf0; 30  fLg, fP =  1; fL =  30.
Hodnota lokalnho minima uvazovane funkce i prubeh optimalizace budou samo-
zrejme zalezet na volbe pocatecnho vektoru x0. Ukazme si v nasledujc tabulce 5.1
vysledky pro ruzna x0. Ve vsech prpadech je hodnota funkce fl nulova, pohybujeme
x0 rC(Ac) xopt
Pocet
iterac
[-5, -3, 1, 2, 5] 0.6245 [-0.4012,-3.8235,4.7934,-4.0401,3.4930] 244
[3, 2, 1, 8, 5] 0.6244 [-0.4009,3.3361,5.1997,9.6984,3.4928] 363
[2, -1, 4, -3, 2] 0.5923 [66.4465,214.4580,401.4178,-420.4438,3.4304] 304
[2, 6, -1, -3, 3.4] 0.6241 [-2.8709,1.0830,0.9015,4.9269,3.4337] 276
[4, 1, 3, 3, 9] 0.6255 [16.8448,15.0064,18.2195,23.1024,3.8749] 536
Tabulka 5.1: Vysledky optimalizace komplexnho polomeru stability.
se ve stabiln oblasti a zaroven i ve zvolene oblasti . Z vysledku zskavame zajmave
pozorovan. Hodnota q, pro kterou dostavame lokaln optima komplexnho polomeru
stability, se pohybuje okolo 3:8. Pro stabilizaci bychom si tedy vybrali vlastn cslo
Jordanova bloku (5.4) priblizne  3:87. Pro uplnost uved'me nekterou vyslednou
stavovou zpetnou vazbu. Naprklad pro posledn radek tabulky 5.1 dostaneme
Fopt =
  7:0056 7:4632  0:4718  15:4568
 17:3237 8:7696  7:4940  58:0636

:
Vysledky jsou sice pro nektere pocatecn vektory odlisne, ale to jsme ocekavali,
zskavame totiz lokaln minima. Slozitost problemu je zde dana jeho vets dimenz
a take tm, ze prirazujeme jedno ctyrnasobne vlastn cslo. Na obrazku 5.1 jsou
znazornena pseudospektra matice dynamiky uzavreneho systemu Ac = A + BFopt,
pro uvedenou stavovou zpetnou vazbu Fopt. Hodnota realneho polomeru stability
pro tuto matici Ac je rR(Ac) = 0:6383.
5.2 Prirazen vystupn zpetnou vazbou
Robustn prirazen Jordanovy formy vystupn zpetnou vazbou je mnohem tezsm
problemem nez prirazen stavovou zpetnou vazbou. Pri vypoctu vystupn zpetne
vazby sestavujeme podle odstavce 3.2 matici stavove zpetne vazby a nasledne pro-
vadme nulovan prvku. Potom ale nevme, jaka je efektivn dimenze navrhoveho
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Obrazek 5.1: Komplexn a realne pseudospektrum matice dynamiky uzavreneho sys-
temu A+BF .
vektoru , protoze pri resen soustavy nelinearnch rovnic (3.17) se nektere para-
metry stanou pevne zavislymi na ostatnch (nektere zustanou volne) a volnost ve
vektoru  se snz.
Oznacme nyn F stavovou zpetnou vazbu, kterou dostaneme po transformaci (3.13)
a  navrhovy vektor v matici Q() z vety 3.3. Pozadujeme, aby v matici F bylo
poslednch n   p sloupcu nulovych, tj. podle (3.17) F2 = 0. Oznacme M  R
mnozinu vsech vektoru , ktere jsou resenm rovnice F2 = 0, tj.
M = f 2 R : F2() = 0g:
Matice vystupn zpetne vazby K potom tedy existuje jen pro  2 M. Hlavnm
problemem pri numerickem vypoctu je, ze o mnozineM nemame dopredu potrebne
informace. Nezname jej predpis, ani efektivn dimenzi navrhoveho vektoru , a
pri nasledne optimalizaci pomoc klasickych metod se muzeme dostat snadno do
znacnych obtz, kdyz jako bod do dals iterace obdrzme bod  =2M.
Pomoc symbolickych vypoctu popsanych v [16] se ukazuje, ze mnozina M je
nejaka varieta (podle denice 2.8) v prostoru R, resp. sjednocen variet. Ve vetsine
prpadu bude mnozina M nekonecna a skoro vsude spojita. Tato vlastnost je velice
dulezita. Pokud se nachazme v bode  na varieteM, vme, ze v nejakem jeho okol
U() bude existovat dals bod  prslusejc take teto mnozine. V nekterych prpa-
dech se muze samozrejme stat, ze mnozinuM bude tvorit konecny pocet izolovanych
bodu, ale v takovem prpade nema smysl provadet optimalizaci vybranych kriteri.
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5.2.1 Navrh algoritmu
Problemu robustn stabilizace vystupn zpetnou vazbou se soucasnou optimalizac
kriterialnch funkc je v soucasne dobe venovana velka pozornost. V praci [19] res
autori problem navrhu regulatoru, ktery minimalizuje H1 normu matice prenosu, za
predpokladu, ze regulator je stabilizujc. Optimalizovane promenne jsou zde prmo
prvky matice zpetne vazby, je jich tedy tolik, jaky je rozmer matice. Obdobny pr-
stup je uveden i v clanku [7]. Pokud vsak optimalizujeme hodnotuH1 normy pomoc
vsech prvku v matici vystupn zpetne vazby, nemame zaruceno, ze v kazde iteraci
bude H1 norma denovana, protoze regulator nemus byt pri zmene svych prvku
stabilizujc. Aby uvedena situace nenastala, vyuzva se v [19] pri optimalizaci ved-
lejs podmnka omezujc hodnotu spektraln abscissy pri zmene prvku regulatoru.
V nami navrhovanem algoritmu prirazen Jordanovy formy vystupn zpetnou
vazbou vyuzvame k optimalizaci kriterialnch funkc minimaln pocet parametru
( 2 Q()). Dimenze navrhoveho parametru tak muze byt vyrazne nizs, nez kdy-
bychom uvazovali vsechny prvky regulatoru. Zaroven, pokud nalezneme stabilizujc
vystupn zpetnou vazbuK, budeme chtt zajistit, aby vsechny zpetne vazby v dalsch
iteracch byly stabilizujc a nedostali bychom se do oblasti, kde nejsou kriterialn
funkce denovany.
Uvedeny algoritmus je staven tak, aby byl jednoduchy a navc nezavisly na volbe
(poctu) kriterialnch funkc, resp. umel resit problemy 5.1 a 5.2. Vysledne hodnoty
budou odpovdat lokalnmu optimu. Nyn si nastnme, jak muzeme postupovat pri
resen problemu 5.1 a 5.2.
Ulohu pro nalezen nejlepsho vektoru opt 2 M takoveho, ze hodnota kriterialn
funkce bude minimaln, rozdelme do dvou kroku.
V prvnm kroku hledame nejprve pocatecn bod pro optimalizaci, tedy takovy
bod, pro nejz je F2 = 0. Jedna se o samostatny ukol, kde napr. pomoc Levenbergovy-
Marquardtovy metody (viz odstavec 2.6) hledame resen soustavy nelinearnch rov-
nic.
V druhem kroku nasledne startujeme optimalizaci z vysledneho bodu  z prvnho
kroku. Ukolem je najt dals body na variete M blzke vychozmu bodu (s mens
funkcn hodnotou).
Uvazujme, ze vychazme z bodu k na variete M. Chceme zajistit, aby dals
vybrany bod k+1 splnoval F2(k+1) = 0 a byl od k ve vzdalenosti h. Uvedeny
pozadavek na vzdalenost muzeme analogicky formulovat tak, ze bod k+1 bude lezet
na -rozmerne sfere B(k; h) se stredem v bode k a o polomeru h, tj.
B(k; h) = f 2 R : k  kk = hg:
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Takovych bodu bude obecne nekonecne mnoho. Nasledujc bod k+1 chceme
tedy celkove urcit tak, aby nalezel do pruniku B(k; h) a M. Oznacme
P = B(k; h) \M:
Pro leps nazornost predpokladejme nyn na chvli nekonecne maly krok h. Body,
ktere nalez variete M, budou pro tento prpad zaroven lezet na tecne nadrovine
T variety M urcene v bode k. Libovolny bod na tecne nadrovine T lze vyjadrit
linearn kombinac jejch bazovych vektoru. Pocet bazovych vektoru urcuje dimenzi
tecne nadroviny a shoduje se s lokaln dimenz variety M. Dimenzi variety M vsak
nezname, vme jen, ze dimM  . Protoze baz lze vygenerovat vsechny body
nadroviny T , lze pomoc n tez vygenerovat i hledane body mnoziny P . Techto bodu
bude opet obecne nekonecne mnoho. Z tohoto duvodu budeme hledat bazove vektory,
jejichz pocet je konecny. Bazove vektory si zvolme takove, aby jejich pocatecnm
bodem byl bod k a koncove body lezely v pruniku (oznacme jej R) tecne nadroviny
a -rozmerne sfery, tedy
R = B(k; h) \ T :
Navc si pro nasledne snazs urcen bazovych vektoru vybereme ortogonaln bazi.
Kazdy bazovy vektor vi je urcen bodem k a 
i
k+1. Prvn bod 
1
k+1 zskame
jako libovolny bod z R. Dals bod 2k+1 vybrame opet z mnoziny R, ale navc nove
uvazujeme, ze vektory v1, v2 jsou kolme. Bod 
2
k+1 (
2
k+1   k = v2) mus tedy
splnovat pridanou rovnici
vT1 v2 = 0: (5.6)
Pro zskan dalsch bodu ik+1 bychom postupovali analogicky. Stale bychom poza-
dovali, aby dals bazovy vektor vi byl kolmy na vsechny predchoz vi 1; vi 2; : : : ; v1.
Vektoru vi a jejich odpovdajcch bodu 
i
k+1 bude tolik, kolik je dimenze tecne
nadroviny Tn.
Ve vsech zskanych bodech 1k+1; 
2
k+1; : : : potom spocteme hodnotu kriterialn
funkce I a pro dals iteraci vybereme bod k+1, v nemz funkce nabyva nejmens
hodnoty, tj.
k+1 = argmin
i
I(ik+1):
Pri optimalizaci samozrejme nelze uvazovat nekonecne male kroky h. Zvolme
tedy krok h o libovolne velikosti. V takovem prpade jiz neplat analogie s tecnou
nadrovinou a nelze hovorit ani o jej bazi a nen tak ani mozne vygenerovat vsechna
resen.
Presto vsak muzeme postupovat obdobne, jen nalezene vektory neodpovdaj bazi
tecne nadroviny, ale predstavuj vhodne ortogonaln vektory si, ktere jsou urceny
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body k a 
i
k+1. Bod 
1
k+1 urcme resenm soustavy o rovnicch k   kk = h a
F () = 0, tedy 1k+1 2 P . Pro dals body ik+1 budeme k temto rovnicm pridavat
podmnku, aby novy vektor si byl kolmy na vsechny predchoz vektory,
sTi sj = 0 pro j = i  1; i  2; : : : ; 1:
Dalsm vyznamnym problemem teto metody je volba kroku h. V rade optima-
lizacnch metod vcerozmerne optimalizace se provad pro zjisten velikosti kroku h
jednorozmerna optimalizace. Ta zde ale nen mozna, protoze nemame zarucene, ze
body generovane pri jednorozmerne optimalizaci budou lezet na variete M.
Krok h volme v prvn iteraci pevny, v dalsch iteracch jej muzeme modikovat.
V nas praci jsme si vybrali upravu kroku podle relativn zmeny funkcn hodnoty.
Oznacme si fz =
f(k) f(k+1)
f(k)
, (uvazujeme minimalizacn ulohu, f(k+1) < f(k)).
Pokud fz < 0:1, predpokladame, ze se funkce pomalu men, funkcn hodnoty klesaj
pomalu a muzeme si dovolit krok h zvetsit (napr. zdvojnasobit). Jestlize fz > 0:5,
ocekavame, ze se prslusna funkce men prlis rychle, proto zmensme krok (napr. na
polovinu). Specialnm prpadem bude, kdyz f(k+1) > f(k). Potom nenalezneme
leps resen, nez soucasne, proto zustaneme v aktualnm bode k+1 = k a krok take
zmensme.
Poznamka 5.5. Kdybychom v popsanem navrhu algoritmu uvazovali prpad, ze
 = 3 a mnozina M je dvoudimenzionaln varieta ve trrozmernem prostoru. Po-
tom B = B3 bude predstavovat sferu. V pruniku R bude lezet nekonecne mnoho
bodu, ktere budou tvorit kruznici. Bazove vektory tecne nadroviny nalezneme dva.
Uvedeny prpad je nastnen na obrazku 5.2.
Obrazek 5.2: Ukazka pruniku sfery s tecnou nadrovinou a varietou ( = 3).
Poznamka 5.6. Ve specialnch prpadech, kdyz M bude jednorozmerna varieta,
bude R i P tvoren pouze dvema body. Bazovy vektor v, a stejne tak smer s, nalez-
neme potom jeden. Tento prpad je pro  = 2 znaroznen na obrazku 5.3.
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Obrazek 5.3: Ukazka pruniku sfery s tecnou nadrovinou a varietou ( = 2).
Poznamka 5.7. V prpade neuplneho prirazen Jordanovy formy vystupn zpetnou
vazbou je vhodnejs nejprve lokalizovat vsechna vlastn csla do nejake vybrane sta-
biln oblasti a teprve z vypocteneho bodu z teto faze provadet optimalizaci dalsch
zadanych funkc.
Poznamka 5.8. Navrzeny algoritmus samozrejme nen idealn. Poskytuje jen heu-
risticky prstup pro nalezen lepsch vystupnch zpetnych vazeb. Jeho nevyhodou
je, ze nemus najt resen hned prvnho bodu a naslednou optimalizaci nelze prova-
det. Presto se ukazuje, ze v rade prpadu po nekolika iteracch nalezne resen, ktere
muzeme povazovat za lokaln optimum, a odpovdajc vystupn zpetnou vazbu K.
Poznamka 5.9. Budeme-li resit ulohu, u ktere se dimenze navrhoveho parametru
vyrazne snz, bude obtzne najt resen prvnho kroku. Nasledna optimalizace by ale
byla snazs a rychlejs.
Algoritmus 5.3. Robustn prirazen Jordanovy formy vystupn zpetnou
vazbou
Vstup: system A, B, C, prirazovane Jordanovy bloky, optimalizovane funkce fi pro
i = 1; : : : v, penalizace pi pro i = 1; : : : v, omezen { funkce vedlejsch podmnek a
mezn hodnota, pocatecn vektor x0 ([0; q0; r0]),
a) nalezni bod x1 2M (resenm soustavy F2(x) = 0, (3.17))
b) nalezni body x1k+1; x
2
k+1; : : : ; x
t
k+1
c) vypocti hodnotu kriterialn funkce I(x) = maxi=1:::;vfpifi(x)g pro kazdy bod
xik+1
d) zvol xk+1 jako bod s nejmens funkcn hodnotou vypoctenou v bodech
x1k+1; x
2
k+1; : : : ; x
t
k+1, tj. xk+1 = argmini

I(xik+1)
	
Vystup: xopt ([opt; qopt; ropt]), funkcn hodnoty fi(xopt), vystupn zpetna vazba
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Prklad 5.3. Mejme matice (A;B;C) a Jordanovu formu L jako v prkladu (3.4).
Prirazujeme tedy bloky   2 1
0  2

;
  1  ;   4  ;
jedna se o uplne prirazen.
Navrhneme nyn vystupn zpetnou vazbu K 2 Kn(A;B;L), takovou, aby vy-
sledny uzavreny system byl stabiln a aby mel maximaln komplexn polomer stabi-
lity. Pocatecn bod x0 volme [4; 3; 5; 1]. Budeme tak minimalizovat funkci frC .
V prvn fazi navrhovaneho algoritmu zskame bod
x1 = [4:2656188; 0:3544547; 6:4121276; 4:2082775]:
V druhe fazi startujeme z bodu x1, dals postup ukazuje tabulka 5.2. Hodnoty jsou
uvedeny zaokrouhlene na sedm desetinnych mst.
Cslo Vektor x,
Funkcn hodnota
iterace Vektor s
1
[4.2656185, 0.3544545, 6.4121261, 4.2082774],
7.6337828
[-0.0593660, 0.0169701, 0.00559406, -0.0784562]
2
[4.2062525, 0.3714246, 6.41772017, 4.1298212],
7.4099339
[-0.0597700, 0.0164305, 0.0057432, -0.0782593]
3
[4.1464825, 0.3878551, 6.4234633, 4.0515619],
6.9722570
[-0.1207478, 0.0311837, 0.0119292, -0.1559013]
4
[4.0257347, 0.4190388, 6.4353926, 3.8956606],
6.1381316
[-0.2463425, 0.0552541, 0.0255342, -0.3092092]
5
[3.7793922, 0.4742930, 6.4609268, 3.5864515],
5.3611800
[-0.2527817, 0.0449938, 0.0274931, -0.3054846]
6
[3.5266105, 0.5192868, 6.4884199, 3.2809669],
5.2363395
[ -0.2591059, 0.0338538, 0.0292667, -0.3014320]
7
[3.2675047, 0.5531406, 6.5176866, 2.9795349],
5.2154617
[-0.0813019, -0.0951753, -0.7900397, -0.0130007]
...
...
...
26
[2.5245300, 0.2516529, 3.8169277, 2.4292345],
5.1089384
[ -0.0075191, -0.0087083, -0.0486560, -0.0004718]
27
[2.5170109, 0.2429446, 3.7682717, 2.4287627],
5.1081366
[-0.0076335, -0.0088570, -0.0486110, -0.0004168]
Tabulka 5.2: Prubeh druhe faze algoritmu 5.3.
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Hodnota komplexnho polomeru stability je priblizne rC =
1
5:108
= 0:196. Prubeh
komplexnho polomeru stability znazornuje orazek 5.4.
Obrazek 5.4: Komplexn polomer stability pro prklad 5.3.
Poznamka 5.10. Matice stavove i vystupn zpetne vazby muzeme symbolicky vypo-
ctat v explicitnm tvaru pomoc knihovny JordanFormAssignment1 sestavene v soft-
waru Maple 13, vytvorene v ramci prace [16]. Pokud bychom si zpetnou vazbu takto
vypocetli, provadela by se nasledna optimalizace vzhledem k volnym parametrum
 v matici F (), ci K(). Potom by se zpetne vazby nemusely poctat numericky
v kazde iteraci, coz by bylo vyhodne zejmena u vystupn zpetne vazby. Optimalizo-
vat bychom mohli samozrejme i parametry q zastupujc vlastn csla a r zskane pri
neuplnem prirazen. Oproti tomu, pri velkem radu systemu a vetsho poctu navrho-
vych parametru  je vypocet racionalnch polynomialnch rovnic pri symbolickem
prstupu nesmrne slozity a je leps vyuzt numericky vypocet.
1Knihovna JordanFormAssignment pro software Maple 13 je volne dostupna na internetove
adrese control.zcu.cz/eschlegel/JFA.zip
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Soucast prace je vytvoren knihovny v softwaru Matlab realizujc uvedene navrzene
algoritmy.
Algoritmy jsou implementovany ve stylu toolboxu, s nazvem
Jordan_form_assignment_opt, ktery lze do Matlabu pridat importovanm slozky
JORDAN_FORM_ASSIGNMENT_OPT vcetne vsech podslozek (pomoc menu File ! Set
Path).
Implementace je rozdelena do ctyr cast:
- UTIL
- STATE_FEEDBACK
- OUTPUT_FEEDBACK
- GUI.
Do slozky UTIL jsou zarazeny funkce spolecne obema optimalizacnm problemum
5.1, 5.2 a ostatn zakladn funkce. Mezi ne patr vypocet stavove a vystupn zpetne
vazby pro uplne i neuplne prirazen (podle kapitoly 3), algoritmy vypoctu kriteri
robustnosti (dle kapitoly 4) a ostatn pomocne funkce (naprklad metoda zlateho
rezu). Dale jsou zde uvedeny funkce pro vypocet, resp. vykreslen, komplexnho a
realneho pseudospektra matice systemu.
Modul STATE_FEEDBACK zahrnuje funkce k nalezen optimaln stavove zpetne
vazby vzhledem k pozadovanym kriterim (podle algoritmu 5.2).
Slozka OUTPUT_FEEDBACK obsahuje funkce pro hledan nejleps vystupn zpetne
vazby. Pri optimalizaci se vyuzva algoritmus navzeny v podkapitole 5.2.1, jehoz
implementace je uvedena take v tomto modulu.
Ve slozce GUI je umsteno vytvorene uzivatelske rozhran, ktere umoznuje poho-
dlnejs pouzvan sestavenych funkc. Uzivatelske rozhran znazornuje obrazek 6.1.
Vyuzvame-li rozhran, je nejprve nutne urcit, zda budeme prirazovat stavovou,
nebo vystupn zpetnou vazbu, a take jestli budeme optimalizovat vlastnosti uzavre-
neho systemu vzhledem k jeho robustn stabilite, nebo fragilite zpetne vazby. Dale
je potreba zadat matice systemu, prirazovane Jordanovy bloky, kriterialn funkce a
prpadne jejich omezen. Take muzeme zadat hodnotu pocatecnho bodu pro optima-
lizaci, pokud ji neurcme, vygeneruje se nahodny bod. Jednotlive kriterialn funkce
je mozne penalizovat.
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Obrazek 6.1: Gracke uzivatelske rozhran s vyplnenymi vstupnmi daty.
Gracke rozhran dale umoznuje stabilizovat a optimalizovat vlastnosti soucasne
vce systemu, naprklad, kdybychom meli system s parametry, ktere by mohly na-
byvat za urcitych podmnek ruznych hodnot, a jejich stavovy popis by se tak lisil.
Potom mohou byt tedy ruzne jednak matice systemu, rovnez tak kriterialn funkce,
ale Jordanovy bloky prirazujeme vsem systemum stejne.
Dale v uzivatelskem rozhran poskytujeme moznost vypoctu zakladnch funkc
(komplexnho a realneho polomeru) a vykreslen komplexnho a realneho pseudo-
spektra pro vysledny uzavreny system.
Vsechny vstupy v rozhran lze zadavat cselne i pomoc promennych z pracovn
plochy Matlabu. Vystupy (optimaln bod, funkcn hodnoty a matice zpetne vazby) se
jednak zobraz v panelu pro vysledky a rovnez se uloz do pracovn plochy Matlabu
(do promennych x_opt_m, fval_m, feedback_matrix_m).
Uzivatelske rozhran se spoust prkazem jordan_form_assignment z pracovn
plochy Matlabu. Obrazek 6.2 znazornuje vyplnene vstupn hodnoty v uzivatelskem
rozhran. Na obrazku 6.3 je ukazano zadavan matic systemu a Jordanovych bloku.
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Obrazek 6.2: Prklad vyplneneho grackeho uzivatelskeho rozhran.
Obrazek 6.3: Ukazka zadavan vstupnch matic (Set matrices) a Jordanovych
bloku (Set Jordan blocks).
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Uved'me si nyn prklady volan zakladnch funkc toolboxu bez uzivatelskeho
rozhran.
Jednou z moznost, jak zadat matice systemu, je denovat matice v samostatne
strukture { struct('A',A,'B',B,'C',C,'B2',B2,'C2',C2), kde A;B;C predsta-
vuj matice z (3.1) a B2; C2 odpovdaj maticm podle (4.27).
Dals moznost je vyuzit formatu ss, denovanem v Toolboxu Control System,
potom naprklad bude { ss(A,Bi,Co,0,'InputGroup', struct('U1', [1,2],
'U2', [3]), 'OutputGroup', struct('Z1',[1],'Z2', [2,3])), cmz speciku-
jeme, ze matice B bude tvorena prvnm a druhym sloupcem a B2 tretm sloupcem
vstupn matice Bi a matice C potom prvnm a C2 druhym a tretm radkem matice
Co.
Jordanovy bloky se zadavaj ve forme cell, naprklad
- jordan_blocks = cell(1,n)
- jordan_blocks{1,1}=[-3,1;0,-3],...,jordan_blocks{1,n}=[-2].
Zadavane matice mohou obsahovat nadenovane symbolicke promenne urcene k op-
timalizaci.
Kriterialn funkce jsou dany vektorem znaku, naprklad
- crit_functions = ['c','r','h','l','z'],
kde c odpovda komplexnmu polomeru stability, r realnemu, h norme H1 (pro
kterou musme zadat matice B2, C2), l funkci umst'ujc vlastn csla uzavreneho
systemu do dane oblasti, z nulovan vybranych prvku.
Pri zadan funkce l je nutne urcit meze a prpadne denovat penalizaci. Tyto
hodnoty muzeme umstit do prdavne struktury nastaven, kterou lze pridat k hlav-
nm optimalizacnm funkcm. Jako prklad uved'me
- options_fun = struct('kappa_vec',[-1, -15, 2],...
'kappa_penalize',[1000, 1000, 10]),
kde v kappa_vec jsou hodnoty (jak uvad podkapitola 4.5.1) po rade { prava mez
(prmka Re() =  1), leva mez (prmka Re() =  15) a smernice prmky, tj.
Im() = 2Re(), a v kappa_penalize jsou prslusne penalizace.
V prpade zadan znaku z se vol, ktere prvky se maj nulovat. Do pomocne nepo-
vinne struktury nastaven (options_fun) potom pridame pole s nazvem
zero_elements a pozice prvku a prpadne pole weight s vektorem pozadovanych
vah. Naprklad pri nulovan prvku na pozici [2,1] a vahu 10000 budeme mt
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- options_fun = struct('zero_elements',{[2,1]},'weight',[10000]).
Komplexn polomer stability je implicitne poctan podle algoritmu 4.3. Pokud
by si uzivatel chtel zvolit jinou metodu, lze si jej v uzivatelskem rozhran vybrat
v nabdce algoritmu ulozene pod tlactkem Set constraints. Z pracovn plochy
Matlabu by msto 'c' (ci 'c1'), cemuz prslus algoritmus 4.3, zadal 'c2' pro
algoritmus 4.2, 'c3' pro 4.1 a prpadne 'c4' pro naivn verzi algoritmu k vypoctu
komplexnho polomeru stability. Obdobne pro vypocet realneho polomeru stability
implicitne uzvame algoritmus 4.5 a pro 4.4 bychom museli specikovat 'r2'.
Nyn uved'me jeste obrazky 6.4a a 6.4b, kde vybrame funkce pro vypocet a
nastavujeme prpadna omezen.
(a) (b)
Obrazek 6.4: Ukazka zadavan vedlejsch omezen u komplexnho (a) a realneho (b)
polomeru stability.
V prpade, ze hledame stavovou zpetnou vazbu, ktera systemu (A;B) prirad
Jordanovy bloky, aby hodnoty kriterialnch funkc pro matici dynamiky uzavreneho
systemu byly optimaln, muze mt prkaz k zavolan odpovdajc funkce nasledujc
obecnou podobu
- state_feedback_R_opt(vstupn_system(y),...
nazvy_kriterialnch_funkc, Jordanovy_bloky,...
pocatecn_bod, nastaven).
Pokud bychom pozadovali malo fragiln regulator, potom
- state_feedback_F_opt(vstupn_system(y),...
nazvy_kriterialnch_funkc, Jordanovy_bloky,...
pocatecn_bod, nastaven).
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Uvazujme pro leps nazornost konkretn prklad, u nehoz bude pocatecn bod
x0 = [1; 2; 3; 4], system (A, B), Jordanovy bloky
  2 1
0  2

;
  1  a pozadu-
jeme maximaln realny polomer stability matice uzavreneho systemu. Optimalizaci
bychom spustili prkazem
- [x_opt, func, feedback] = ...
state_feedback_R_opt(struct('A',A,'B',B),['r'],...
{[-2,1;0,-2],[-1]},[1,2,3,4]).
Obdobne, pokud hledame vhodnou vystupn zpetnou vazbu, prirazujc systemu
(A;B;C) Jordanovy bloky, takovou, aby hodnoty kriterialnch funkc pro matici
dynamiky uzavreneho systemu byly optimaln, budeme pouzvat prkaz
- output_feedback_R_opt(vstupn_system(y),...
nazvy_kriterialnch_funkc, Jordanovy_bloky,...
pocatecn_bod, nastaven).
Pro vyber co nejmene fragilnho systemu bychom volali
- output_feedback_F_opt(vstupn_system(y),...
nazvy_kriterialnch_funkc, Jordanovy_bloky,...
pocatecn_bod, nastaven).
Dulezitymi funkcemi jsou potom take vykreslen komplexnho, ci realneho pseu-
dospektra, ktere muzeme volat nasledujcm stylem
- psesp_c(struct('A',A+BF)) (pro komplexn pseudospektrum matice dyna-
miky uzavreneho systemu ve smyslu denice 4.5)
- psesp_c(struct('A',A+BKC,'B',B,'C',C), [-4,1,-6,6]) (pro strukturo-
vane komplexn pseudospektrum podle denice 4.6 se zadanymi mezemi pro
vykreslovan)
- psesp_r(struct('A',A+BF)) (pro realne pseudospektrum podle denice 4.7)
- psesp_r(struct('A',A+BKC,'B',B,'C',C), [-4,1,-6,6]) (realne pseudo-
spektrum ve smyslu denice 4.8 se zadanymi mezemi).
83
Vytvoreny Toolbox v Matlabu
Prklad 6.1. Ukazme si strukturu volan optimalizacn funkce z pracovn plochy
Matlabu na prklade. Hledame lokalne optimaln stavovou zpetnou vazbu, aby vy-
sledny uzavreny system mel maximaln realny polomer stability.
>> A = [0, 0, 0, 1, 0, 0; 0, 0, 0, 0, 1, 0; 0, 0, 0, 0, 0, 1;...
-1, 1, 0, 0, 0, 0; 1, -2, 1, 0, 0, 0; 0, 1, -1, 0, 0, 0];
>> B = [0, 0; 0, 0; 0, 0; 1, 0; 0, 0; 0, -1];
>> jordan_blocks = cell(1,3);
>> jordan_blocks{1,1}=[-2, 1; 0, -2];
>> jordan_blocks{1,2}=[-3, 1; 0, -3];
>> jordan_blocks{1,3}=[-2, 1; 0, -2];
>> system_matrix = struct('A', A, 'B', B);
>> crit_functions = ['r'];
>> x0 = [-5, -3];
>> [x_opt, fval_opt, F_opt] = ...
state_feedback_R_opt(system_matrix, crit_functions,...
jordan_blocks, x0)
>> psesp_r(struct('A', A + B*F_opt))
Prklad 6.2. Dals prklad uvad kod pro optimalizaci vystupn zpetne vazby K ta-
kove, aby matice zpetne vazby byla co nejmene krehka, maximalizujeme komplexn
polomer stability. Ukazeme si dale volan vypoctu parametricke matice Q() a vy-
kreslen komplexnho strukturovaneho pseudospektra matice uzavreneho systemu v
danych mezch.
>> A = [1, 1, 0, 0; 0, 0, 0, 1; 0, 1, 1, 0; 1, 0, 1, 1];
>> B = [0, 0; 0, 0; 1, 0; 0, 1];
>> C = [1, 0, 0, 0; 0, 1, 0, 0; 0, 0, 1, 0];
>> jordan_blocks = cell(1,3);
>> jordan_blocks{1,1} = [-2, 1; 0, -2];
>> jordan_blocks{1,2} = [-4];
>> jordan_blocks{1,3} = [-1];
>> system_matrix = struct('A', A, 'B', B, 'C', C);
>> x0 = [1, -2, -3, 1]
>> [x_opt, fval_opt, K_opt] = ...
output_feedback_F_opt(system_matrix, ['c'], jordan_blocks, x0)
>> Q = matrixQ(B, jordan_blocks);
>> psesp_c(struct('A', A + B*K_opt*C, 'B', B, 'C', C), [-6, 0, -3, 3])
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Prklad 6.3. Nyn naznacme optimalizaci stavove zpetne vazby pro prpad neupl-
neho prirazen s lokac vlastnch csel do vymezene oblasti. Budeme maximalizovat
hodnotu komplexnho polomeru poctaneho algoritmem 4.2.
>> A = [1, 0, 1, 3, 0; 0, 1, 1, 2, 1; 1, 0, 1, 3, 3;...
2, 2, 0, 2, 1; 0, 1, 2, 2, 3];
>> B = [1, 0; 0, 0; 0, 0; 0, 1; 0, 0];
>> jordan_blocks = cell(1,3);
>> jordan_blocks{1,1} = [-1, 1; 0, -1];
>> jordan_blocks{1,2} = [-2];
>> jordan_blocks{1,3} = [-1];
>> system_matrix = struct('A', A, 'B', B);
>> x0 = [1, 3, 5, -3, -8, 3];
>> options_fun = struct('kappa_vec', [-1/2, -10, 0],...
'kappa_penalize', [10000, 10000, 0]);
>> [x_opt, fval_opt, F_opt] = ...
state_feedback_R_opt(system_matrix, ['c2', 'l'],...
jordan_blocks, x0, options_fun)
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Navrzene metody a algoritmy aplikujeme nyn na nekolik realnych prkladu. Pri
odvozovan stavoveho popisu systemu budeme vyuzvat Lagrangeovu metodu [24],
ve ktere sestavujeme Lagrangeovy rovnice
d
dt

L
 _qi

 

L
qi

= Qi; 1  i  n; (7.1)
kde L = T   V je tzv. Lagrangian, T kineticka energie soustavy, V potencialn
energie, qi predstavuj zobecnene souradnice a Qi zobecnene sly.
7.1 Trhmotovy system
Prklad 7.1. Uvazujme trhmotovy system se dvema pruzinami a se dvema vstupy,
jak ukazuje obrazek 7.1
Obrazek 7.1: Trhmotovy system.
Pro hodnoty m1 = m2 = m3 = 1 a k1 = k2 = 1, zskame nasledujc stavovy popis
A =
26666664
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
 1 1 0 0 0 0
1  2 1 0 0 0
0 1  1 0 0 0
37777775; B =
26666664
0 0
0 0
0 0
1 0
0 0
0  1
37777775:
Chceme-li priradit Jordanovu formu
L = diag
  2 1
0  2

;
  3 1
0  3

;
  2 1
0  2

;
parametricka matice Q() bude
Q() =

1 0 1 0 0 0
0 0 1 2 1 0

:
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Pro nas system dostaneme explicitn parametrizaci mnoziny Fn(A;B;L) danou
dvema parametry. Jej predpis je dan nasledovne
F =
"
6221 9251 18902+863
 25(1 21+21)
2321+8001+5402 823
 25(1 21+21)
78821 7751 13+18902
25( 1+1)2
82321 8001+5402 23
 25(1 21+21)
1321+7751+18902 788
25( 1+1)2
19721 7001 5402+503
 50(1 21+21)
86321 9251+18902+62
25(1 21+21)
3(10121 1001+1802 1)
50(1 21+21)
3121+10001+37802 1031
25(1 21+21)
3( 101+21+1802+1001)
50(1 21+21)
103121 10001 31+37802
25(1 21+21)
50321 7001+5402+197
50(1 21+21)
#
;
kde 1 6= 1:
Volne parametry 1; 2 chceme zvolit tak, aby uzavreny system mel maximaln
komplexn polomer stability. Pomoc uvedenych algoritmu zjistme, ze se optima
nabyva pro parametry 1 =  1 a 2 = 0 a jeho hodnota je rC = 0:38028. Obrazek 7.2
ukazuje prubeh komplexnho polomeru stability rc v zavislosti na 1 a 2.
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Obrazek 7.2: Komplexn polomer stability pro prklad 7.1.
7.2 Model robotu jednonozky - system 10. radu
Robot jednonozky se sklada ze zakladn svisle casti (nozky) a tr ramen, ktera mezi
sebou svraj uhel 120. Kolmo na kazde rameno je pripevnen akcn clen v podobe
voice coil aktuatoru. Model robotu znazornuje obrazek 7.3. Vzhledem k symetrii
konstrukce robotu se jeho teziste v klidovem stavu nachaz ve vertikaln ose ro-
botu. Posuny pohyblivych cast aktuatoru vychylujeme teziste robotu, abychom jej
ustabilizovali v pozadovane poloze.
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(a)
(b)
Obrazek 7.3: Model robotu jednonozky.
Za stavove veliciny si vezmeme uhel ' rotace kolem osy z a jeho derivaci _', uhel
 rotace kolem osy x a jeho derivaci _ , dale polohy A, B a C hmot magnetu mz
a jejich derivace _A, _B a _C. Vstupy systemu budou odpovdat silam FA, FB a FC.
Protoze budeme moci merit jen ',  , _' a _ , budeme navrhovat vystupn zpetnou
vazbu.
Zvolme si nasledujc hodnoty velicin modelu: l = 0:209 m, lT = 0:076 m,
rr = 0:2176 m, d0 = 0:035 m, mk = 0:166 kg, mz = 0:0475 kg, mc = 0:0165 kg,
g = 9:81 ms 2, k = 20 kgs 2. Vzhledem k velkemu radu systemu i velkemu poctu
navrhovych parametru nebudeme uvadet symbolicky stavovy popis nebo nasledne
vsechny vystupy zskane pri optimalizaci.
Ukolem je najt vhodnou vystupn zpetnou vazbu, ktera robot po vychylen z rov-
novazne polohy ustabilizuje v horn vzprmene poloze.
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Pro uvedene hodnoty velicin dostaneme nasledujc stavovy popis:
A =
2666666666666666666664
0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 1
 17454 385 385 1434253 10811  46321 96193 96193 0 0
38
5  17454 385 1434253  10811 96193  46321 96193 0 0
38
5
38
5  17454  1417125 0 96193 96193  46321 0 0
 8718  8718 8714 485277 0  578  578 574 0 0
 13207 13207 0 0 485277  54344 54344 0 0 0
3777777777777777777775
B =
26666666666666666666664
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
  96
193
  96
193
463
21
  96
193
463
21
  96
193
463
21
  96
193
  96
193
 57
4
57
8
57
8
0  543
44
543
44
37777777777777777777775
; C =
2664
0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1
0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0
3775:
Vlastn csla matice dynamiky otevreneho systemu jsou
(A) = f 10:5263 17:6139j; 11:1854 17:5464j; 11:1854 17:5464j;
  7:5738; 7:5738; 7:3996; 7:3996g:
Jedna se tedy o nestabiln system (dva jeho poly jsou kladne). Budeme chtt dany sys-
tem stabilizovat vystupn zpetnou vazbou { vsechna vlastn csla presunout do leve
otevrene poloroviny komplexn roviny.
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Uvazujme, ze budeme prirazovat Jordanovy bloky
L1 =
  3 1
0  3

; L2 =
  3 1
0  3

;
jedna se tedy o neuplne prirazen. Vysledny system je 10. radu, se tremi vstupy a
ctyrmi vystupy. Pro dane Jordanovy bloky zskame prslusnou parametrickou matici
Q() =
24 1 0 0 00 0 1 0
1 2 3 4
35 :
Protoze je jedna o neuplne prirazen, obdrzme dalsch m(n   s) = 3(10   4) = 18
navrhovych parametru. Celkem tak budeme mt navrhovy vektor [; q] 2 R22.
Za kriterialn funkci si zvolme realny polomer stability, ktery budeme maximali-
zovat za ucelem nalezen vhodne vystupn zpetne vazby. Vysledky pro ruzne volene
pocatecn vektory uvad tabulka 7.1. Na obrazcch 7.4 a 7.5 jsou pro vysledky prvnho
rR(Ac) pocet iterac
1. 0.3947 48
2. 0.3901 21
3. 0.3935 25
4. 0.3905 34
5. 0.3940 24
Tabulka 7.1: Hodnoty realneho polomeru stability pro ruzne pocatecn vektory.
a druheho radku tabulky 7.1 znazorneny prubeh poklesu funkcn hodnoty (prevra-
cene hodnoty realneho polomeru stability) a prubeh velikosti kroku v zavislosti na
iteracch.
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Obrazek 7.4: Prubeh funkcn hodnoty (a) a velikosti kroku (b) v zavislosti na aktu-
aln iteraci, radek 1 tabulky 7.1.
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Obrazek 7.5: Prubeh funkcn hodnoty (a) a velikosti kroku (b) v zavislosti na aktu-
aln iteraci, radek 2 tabulky 7.1.
Hodnota realneho polomeru stability pro uvedeny model nam tak vychaz pri-
blizne 0:3947. Pri vypoctu prvnho radku tabulky 7.1, u nehoz je hodnota realneho
polomeru nejvets, vychazme z pocatecnho vektoru
x0 = [ 7:8798; 16:3969; 2:9954; 0:3695; 12:8467; 6:9088; 2:4908;
18:3542; 19:7248; 8:7715; 13:9481; 12:5950; 6:0301; 4:6822; 1:9249;
  12:6968; 3:5055; 1:0625; 15:1864; 11:8541; 10:2447; 18:0192]:
Vysledny vektor a matice vystupn zpetne vazby jsou
xopt = [ 7:0422; 13:4466; 5:2929; 9:5530; 2:4957; 2:1219; 5:0479;
1:3106; 2:2039; 7:7473; 2:1890; 5:6561; 4:0578; 3:3312; 4:5424;
  3:3030; 5:2395; 3:3640; 1:2940; 3:4037; 6:6476; 5:0170];
Kopt =
24  0:3497 0:5989 12:4505 2:333610:7487 2:0759  6:7724  0:2246
 11:4480  0:8781  6:7724  0:2246
35 : (7.2)
Vlastn csla matice dynamiky uzavreneho systemu A+BKoptC jsou priblizne hod-
noty
(A+BKoptC) = f 10:5263 17:6139j; 45:8489; 45:8489; 7:1490; 7:1490;
  3:0000; 3:0000; 3:0000; 3:0000g:
Nasledujc obrazky 7.6, 7.7 znazornuj prubeh stabilizace nejprve pri vychylen
5 okolo osy x a  4 okolo osy z pro uvedene vypoctene vystupn hodnoty, dals
potom vychylen 5 okolo osy x a 5 okolo osy z pro porovnan. Na obrazku 7.8 jsou
vykreslena pseudospektra matice A+BKoptC, kde Kopt je matice (7.2)
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Obrazek 7.6: Prubeh stabilizace modelu robotu jednonozky pro vychylen 5 okolo
osy x a  4 okolo osy z.
0 0.5 1 1.5 2 2.5 3 3.5 4
−1
0
1
2
3
4
5
6
t
n
ák
lo
n 
[°]
prubeh náklonu robotu v závislosti na simulacním case
 
 
φ
ψ
0 0.5 1 1.5 2 2.5 3 3.5 4
−0.1
−0.08
−0.06
−0.04
−0.02
0
0.02
0.04
0.06
t
vý
ch
ylk
a δ
 
 
[m
]
prubeh výchylky akcních clenu v závislosti na simulacním case
 
 
δA
δC
δB
Obrazek 7.7: Prubeh stabilizace modelu robotu jednonozky pro vychylen 5 okolo
osy x a 5 okolo osy z.
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Obrazek 7.8: Realne a komplexn pseudospektrum matice dynamiky uzavreneho sys-
temu.
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7.3 Model robotu jednonozky - zjednodusen
Uvazujme zjednoduseny model robotu jednonozky podle obrazku 7.9. Nebudeme-li
uvazovat hmotymz zskame model 4. radu. Protoze opet budeme moci merit veliciny
', _',  , _ , mame k dispozici cely stav a budeme navrhovat stavovou zpetnou vazbu.
Obrazek 7.9: Model robotu jednonozky { zjednodusen.
Pro uvazovane obecne veliciny zskame matice stavoveho popisu systemu robotu
ve tvaru
A =
266664
0 0 1 0
0 0 0 1
a1 0 0 0
0 a2 0 0
377775 ; B =
266664
0 0 0
0 0 0
0 b1 b2
b3 b4 b5
377775 ;
kde
a1 =
72 gh3m2 + 24Mghl2m+ 12Mglmr2 + 36 ghm2r2 + 24Mgh2lm+ 8M2gl3
2(12Ml2mr2 + 36m2h2r2 + 24Ml2mh2 + 36m2h4 + 4M2l4 + 9m2r4)
;
a2 =
36 ghm2r2 + 8M2gl3 + 24Mghl2m+ 12Mglmr2 + 72 gh3m2 + 24Mgh2lm
2(12Ml2mr2 + 36m2h2r2 + 24Ml2mh2 + 36m2h4 + 4M2l4 + 9m2r4)
;
b1 =
 6p6h3m+ 3p6mr3   2Mp6hl2 + 2Mp6l2r + 6p6h2mr   3p6hmr2
2(12Ml2mr2 + 36m2h2r2 + 24Ml2mh2 + 36m2h4 + 4M2l4 + 9m2r4)
;
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b2 =
6
p
6h3m  3p6mr3 + 2Mp6hl2   2Mp6l2r   6p6h2mr + 3p6hmr2
2(12Ml2mr2 + 36m2h2r2 + 24Ml2mh2 + 36m2h4 + 4M2l4 + 9m2r4)
;
b3 =
4Ml2h
p
2  4Ml2rp2  12mh2rp2 + 6mr2hp2  6mr3p2 + 12mh3p2
2(12Ml2mr2 + 36m2h2r2 + 24Ml2mh2 + 36m2h4 + 4M2l4 + 9m2r4)
;
b4 =
3mr3
p
2  6mh3p2  2Ml2hp2 + 2Ml2rp2 + 6mh2rp2  3mr2hp2
2(12Ml2mr2 + 36m2h2r2 + 24Ml2mh2 + 36m2h4 + 4M2l4 + 9m2r4)
;
b5 =
3mr3
p
2  6mh3p2  2Ml2hp2 + 2Ml2rp2 + 6mh2rp2  3mr2hp2
2(12Ml2mr2 + 36m2h2r2 + 24Ml2mh2 + 36m2h4 + 4M2l4 + 9m2r4)
:
Vlastn csla matice dynamiky otevreneho systemu jsou priblizne hodnoty
(A) = f7:62334; 7:62334; 7:62334; 7:62334g:
Parametry modelu si zvolme (obdobne jako u prkladu robotu jednonozky 10.
radu) podle obrazku 7.9, tj. g = 9:81 ms 2, m = 0:064 kg, M = 0:166 kg, l =
0:076 m, h = 0:04 m, r = 0:15 m. Pro uvedeny system budeme navrhovat stavovou
zpetnou vazbu, abychom optimalizovali vybrane vlastnosti systemu. Postupne si
uvedeme nekolik ruznych prirazen Jordanovych bloku. Nyn si zvolme Jordanovy
bloky
L1 =
  p 1
0  p

; L2 =
  p 1
0  p

; (7.3)
nejprve s konkretn hodnotou p = 10 a maximalizujme komplexn polomer stability.
Pri resen uvedeneho problemu vychaz stale konstantn hodnota (pro libovolne
parametry navrhoveho vektoru ) komplexnho polomeru stability, rC(A + BF ) =
0:7157, (tj. funkcn hodnota pri minimalizaci 1:3973).
Analogicky bychom pro zkoumany system (A;B) a pevne zvolene libovolne cslo
p dospeli rovnez ke stejne hodnote. Potom bude komplexn polomer stability pro
vsechny zpetne vazby totozny, (pro vsechny parametry  dostaneme stejne ohod-
nocen). K tomuto zaveru bychom dospeli i pro prpad kriteria v podobe realneho
polomeru stability. Navc hodnota komplexnho a realneho polomeru zde pro kazde
pevne p vyjdou stejne. Abychom mohli vybrat zpetnou vazbu s lepsmi vlastnostmi
nez nektere ostatn, pridame dals parametr { vlastn cslo p.
V takovem prpade budeme resit ulohu
min
[;p]
maxffrC ; flg;
kde funkce fl je pridana za ucelem lokace csla p do pozadovane oblasti a zajisten
stability uzavreneho systemu.
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Zskame ocekavane vysledky, podle kterych se prevracena hodnota komplexnho
polomeru zmensuje s vets vzdalenost vlastnho csla od imaginarn osy. Potom
pro oblast vymezenou prmkami Re() =  20 a Re() =  1, pocatecn vektor
x0 = [ 2; 5; 1; 1; 6] dostaneme rC(A+BFopt) = 0:9950 a
xopt = [ 2:00;  5:00; 1:00; 1:00; 19:99];
Fopt =
24  272:03117 150:33702  14:04278 7:52061 283:67099 130:17625  15:05948 5:75963
 260:39134 130:17625  13:02608 5:75963
35 :
Jak vidme, parametry  z parametricke matice Q() se nemen (skutecne nemaj
na hodnotu polomeru vliv). Men se tak jen hodnota vlastnho csla. Protoze pre-
vracena hodnota komplexnho polomeru klesa se vzdalenost od imaginarn osy, pa-
rametr pro vlastn cslo se tak bude pohybovat kolem hranice oblasti, kterou jsme
si zvolili. Opet zde tak klesa vyznam optimalizace. Zavislost prevracene hodnoty
komplexnho polomeru stability na volbe csla p znazornuje obrazek 7.10.
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prubeh prevrácené hodnoty komplexního polomeru
Obrazek 7.10: Prevracena hodnota komplexnho polomeru stability.
Jako dals moznost uvazujme nyn jeden prirazovany Jordanuv blok se ctyrna-
sobnym vlastnm cslem
L =
2664
 p 1 0 0
0  p 1 0
0 0  p 1
0 0 0  p
3775 : (7.4)
Vybereme si hodnotu p = 6 (pro tu je v predchoz casti prkladu jiz dostatecne
mala hodnota [rC(A + BF )]
 1). Z nekolika (priblizne triceti) nahodne vygenero-
vanych pocatecnch podmnek jsme zskali nejleps hodnotu komplexnho polomeru
stability rC(A+BFopt) = 0:9486, kde
Fopt =
24 0:7590  1:6346 0:1337  0:3712 1:5823  5:8761  0:1540  0:9318
3:1507  5:7770 0:4384  0:8987
35 : (7.5)
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Vysledny optimaln vektor je
xopt = [ 2:9272; 3:0844; 1:9252; 1:0065; 1:1244; 0:0977; 1:9152; 2:1059]:
Budeme-li optimalizovat realny polomer stability, zskame opet stejnou hod-
notu jako u komplexnho polomeru stability, tj. rR(A + BFopt) = rC(A + BFopt).
Obrazky 7.11 znazornuj pseudospektra matice dynamiky uzavreneho systemu A +
BFopt.
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Obrazek 7.11: Komplexn a realne pseudospektrum matice A + BFopt, kde Fopt je
matice (7.5).
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8 Zaver
Prace pojednava o problemu robustnho prirazen Jordanovy formy stavovou a vy-
stupn zpetnou vazbou. Pri vyberu nejleps matice zpetne vazby, ktera systemu pri-
razuje Jordanovu formu, vyuzvame optimalizace zejmena komplexnho a realneho
polomeru stability.
Jednou z vyhod naseho prstupu a zaroven z prnosu prace je vyuzit minimaln
parametrizace vsech zpetnych vazeb prirazujcch pozadovanou Jordanovu formu.
Optimalizace se tak nemus provadet vzhledem ke vsem prvkummatice zpetne vazby,
ale vystacme s mnohem mene parametry, coz je pri nasledne numericke optimalizaci
velice vyhodne. Dale krome komplexnho polomeru stability, ktery je uvazovan take
v praci HIFOO, pridavame dals kriterialn funkce. Z praktickych duvodu pouzvame
tez realny polomer stability a take umoznujeme navrhovat regulatory s omezenou
stukturou. V prpade neuplneho prirazen, kdy prirazujeme jen nektera vlastn csla
v Jordanove blocch, bude poloha ostatnch vlastnch csel zaviset na dalsch volnych
parametrech. Ponevadz nemame zaruceno, ze se budou nachazet v otevrene poloro-
vine leve komplexn roviny, zarazujeme dodatecne pozadavek na stabilitu uzavreneho
systemu. Hlavn nove vysledky teto prace jsou:
 Novy algoritmus pro vypocet parametricke matice Q(), ve kterem si pri kon-
strukci jej struktury vystacme se znalost geometricke nasobnosti vlastnch
csel a velikost jednotlivych bloku, a nemusme prmo vytvaret pomocnou za-
menitelnou matici.
 Sestaven algoritmu pro nalezen stavove zpetne vazby, ktera prirazuje sys-
temu pozadovanou Jordanovu formu a predstavuje lokalne optimaln stavovou
zpetnou vazbu na zaklade vybranych kriteri robustnosti.
 Novy numericky algoritmus pro vypocet lokalne optimaln vystupn zpetne
vazby podle vyse uvedenych kriteri. Navrzeny algoritmus nalezne lokaln mi-
nimum a lze jej pro nase ucely povazovat za dostatecny. Doba potrebna k vy-
poctu je vsak v nekterych prpadech velka. V dals praci se pokusme navrzeny
algoritmus upravit za ucelem snzen jeho casove narocnosti. Rovnez bychom
mohli vylepsit volbu velikosti kroku.
 Nastroj v programovem systemu Matlab pro robustn prirazen Jordanovy
formy stavovou a vystupn zpetnou vazbou, ve kterem jsou implementovany
vyse uvadene algoritmy. Soucast implementace je take uzivatelske rozhran
pro prjemnejs ovladan vytvorenych programu.
Navrzene algoritmy byly testovany na rade prkladu, vcetne realnych uloh. Pomoc
techto algoritmu se nam podarilo naprklad stabilizovat prakticky prklad modelu
robotu jednonozky.
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