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Hecke’s correspondence between modular forms and Dirichlet series is put into 
a quantitative form giving expansions of the Dirichlet series in series of incom- 
plete gamma functions in two special cases. The expansion is applied to show, 
for example, the positivity of Epstein’s zeta function at s = n/4 when the n-ary 
positive real quadratic form involved has a “small” minimum over the integer 
lattice. Hecke’s integral formula is used to consider consequences for the Dedekind 
zeta function of a number field. 
INTRODUCTION AND SUMMARY OF RESULTS 
Suppose that P is a positive definite quadratic form in n variables of 
determinant d = ] P /. An easy consequence of Minkowski’s theorem in the 
geometry of numbers is that 
mp zf min{P[x] 1 x E Z” - 0} < c,,dll”, (1) 
where c, is asymptotic to 2n(7~)-~ for large n (cf. [5, p. 161). Using Blichfeldt’s 
theorem, one can halve the asymptotic value of c, (cf. [5, p. 331) There is 
also a result giving a lower bound on c, . This result depends on the Min- 
kowski-Hlawka theorem (cf. [5, p. 43; 6; 271). The result says there exists a 
positive definite n-ary quadratic form of determinant d such that 
m, > k, dlfn 2 (2) 
where k, is a constant (independent of P) asymptotic to n(2rre)-I, as n goes to 
infinity. 
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EPSTEIN ZETA FUNCTIONS 259 
Here we shall give an easy proof that the size of mp influences the behavior 
of Epstein’s zeta function: 
Z,(P, s) fzr; c P[x]-“, for Res>T. 
xczn-0 
(3) 
An integral test-type proof for the convergence of the above series when 
Re s > n/2 is given in [27]. It is also possible to use an estimate for the 
number N,,(x) of a in Z” with ka < x to show the convergence. Such 
estimates can be found in [4, p. 4301 in connection with the study of the 
distribution of eigenvalues of the Laplace operator. 
The incomplete gamma expansion of Epstein’s zeta function will be 
derived as formula (13) of Theorem 2. It yields the analytic continuation and 
functional equation of Epstein’s zeta function very easily, showing that 
Z,,(P, s) continues to a meromorphic function of all s in C with a simple 
pole at s = n/2 of residue +r”l”r(n/2)-’ ) P j-lj2. The value of Z,(P, 0) is 
-4 and Z,(P, n) = 0 for n = -1, -2, -3,... . Moreover Z,(P, s) satisfies 
the functional equation 
An(P, s) gf 7~-~r(s) Z,(P, s) = I P j-li2 A,(P-l, n/2 - s). 
Thus we can consider the Epstein zeta function to be analogous to Riemann’s 
zeta function (which is in fact the case n = 1). And it is natural to call 
0 < Re s < n/2 the critical strip for 2, (cf. [20]). 
We shall also use the incomplete gamma expansion of Z, to prove 
THEOREM 1. Let u E (0, 1) and suppose that P is an n-ary positive definite 
quadratic form of determinant one such that either 
nu 
mP Gz or 
m _ ( 41 - 4 
PI’ 2rre ’ 
Then for n su$?ciently large (depending on u) 
Z,(P, nu/2) > 0. 
It folIows that Z,(P, nu/2) has a zero in the interval (nu/2, n/2), showing that 
the Riemann hypothesis fails for such functions. 
Clearly there are diagonal forms P of determinant one and arbitrarily 
small mp > 0. 
That the Riemann hypothesis should not be expected to hold for all 
Epstein zeta functions is no news for binary and ternary quadratic forms 
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(cf. [l, 22,251). These older results were obtained using the Fourier expansion 
of Z,(p, s) into a series of K-Bessel functions. The expansion is one of the 
basic properties of Z,(P, s) as a nonanalytic Eisenstein series for GL(n, R), 
the general linear group of nonsingular n x n real matrices (cf. [26]). How- 
ever, the expansion is rather complicated for n-ary forms when IZ is large 
due to its inductive nature since it relates 2, and all the 2;s with r = 1,2,..., 
n - 1. 
The proof of Theorem 1 involves an even more basic expression for 
Z,(P, s), namely, the incomplete gamma expansion which is formula (13). 
When n = 1 this result goes back to Riemann as one of his proofs of the 
analytic continuation and functional equation of the Riemann zeta function. 
The method is also basic to Hecke theory (cf. [16; 10, p. 591 ff.]); i.e., the 
correspondence between modular forms and Dirichlet series with functional 
equations. The result is derived from the fact that cl,@, s) is the Mellin 
transform of the theta function below, once the constant term is removed: 
8(P, 2) zf C exp{7#[a]z}, 
ClEZW 
for Im z > 0. (4) 
The method has also been used by crystal physicists since Epstein’s zeta 
function 2, gives potentials of crystal lattices (cf. [2, p. 3891). 
Recently it was recognized (cf. [ 13, 141) that expansion (13) provides an 
*‘approximate functional equation” for &s) when II = 1. Noting that 
Z,( p, s) = p-s 5(2s), Rep > 0, one obtains fairly good estimates of C(t + it) 
by choosing p = eiU with u = 7712 - I/t if t > 0. The same methods work 
for L-functions. The “approximate functional equation” (13) for Z,,(P, s) 
involving incomplete gamma functions has the advantage of great simplicity 
when compared with the K-Bessel expansions of [26]. Moreover incomplete 
gamma functions can be computed in a more elementary way than K-Bessel 
functions (cf. [28-301 or the ALGOL program after Theorem 2 in Section 1). 
The Epstein zeta function has seen many applications in algebraic number 
theory thanks to its connections with the Dedekind zeta function &(s) of an 
algebraic number field K: 
L(S) = c NQl-“, Res > 1, 
where the sum is over all (nonzero) integral ideals of K. When K is an imagin- 
ary quadratic field of class number one the relation between & and 2, is 
particularly simple and intrinsic to the results which ultimately yield Stark’s 
proof that there are exactly nine such fields (cf. [21]). For arbitrary algebraic 
number fields K of degree n over Q, Hecke ([IO, pp. 198 ff.)) has provided a 
formula (see (9) below) relating the Dedekind zeta function t(s) to Epstein 
zeta functions Z,(P,,, , s), where (using the notation P{A} = 44,A): 
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with 01 = (01~ ,..., an) denoting a Z-basis of an ideal 9.X of K, 
i=l 
Here l 1 ,..., E, form a system of fundamental units of K. The reader is 
referred to [12] or [24] for the notions from algebraic number theory which 
we are using here. 
In the usual way, when consideration of functional equations is imminent, 
we set: 
(7) 
A,(P, s) = 7c8F(s) Z,(P, s). (8) 
Here dR is the absolute value of the discriminant of K, rl is the number of 
real conjugate fields of K, rl is the number of real conjugate fields of K, and 
r, is the number of pairs of complex conjugate fields of K. Then Hecke’s 
integral formula says 
(9) 
where w  is the number of roots of unity of K, R is the regulator of K, PO = 
P * j P I-+, / P 1 = determinant of P, r = r, + r2 - 1. The sum is over 
classes C in the ideal class group IK of K. Here 01~ denotes a Z-basis of 
some integral ideal in C. The result is independent of the choice of ac . 
Note that P&,2 (as defined by (6)) is a positive real symmetric 12 x n matrix 
of determinant 1. It is clear from the fact that SK(s) has a simple pole at s = 1 
of positive residue that {R(s) < 0 ifs is less than 1 and sufficiently close to 1. 
We should note that it is easy to derive such elementary facts about the 
behavior of [K(s) from (9) and Theorem 2. The functional equation h.(s) = 
AAl - s) can be derived in this way, for example. 
The Riemann hypothesis would imply that &R(s) < 0, for all s E (8, 1). 
However, no one has been able to prove this, even for quadratic fields. 
Computer studies (cf. [17, 181) have not turned up any untoward behavior. 
The best effective results (cf. [24]) say that if s E (0, 1) lies “sufhciently 
close” to 1, closeness measured in terms of II = [K: Q] and dK, then CR(s) < 
0. The result is crucial for an effective Brauer-Siegel Theorem on the growth 
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of the product of the class number and the regulator with the discriminant 
(cf. [24]). See also [15] for the effect of ,the Generalized Riemann Hypothesis 
on the lower bounds for conductors of characters of the Galois group of K 
over Q. We note, in passing, that &&) = 0 is possible, e.g., if K = Q(5’/*, 
411ja, MI”), where M = (5 + 5l/3(41 + (5 * 41)112) (cf. [9]). 
In any case, an easy consequence of Theorem 1 and Hecke’s Integral 
Formula (9) is: 
COROLLARY. If u is in (0, 1) and CR(u) < 0, with n = [K: Q] suficiently 
large, then there are (many) x’s in [-4, 41’ and there are Z-bases 01 of ideals of 
K with 
me e > nu/2fle. 
Thus one obtains results similar to (2) (which was derived from the 
Minkowski-Hlawka theorem) using the analytic theory of algebraic numbers. 
It is at first surprising that the behavior of Dedekind zeta functions in (0, 1) 
is related to the existence of positive quadratic forms with large minima. 
And clearly there are many questions left to explore in this area. 
One open question concerns the behavior of Z,(P,(P, nu/2) when 1 P 1 = 1 
and mp > nu/2Pe (n large). This is essentially answered in [27], where we 
show that given any s in (0, n/2) there exist positive n-ary quadratic forms P 
such that Z,(P, s) has any prescribed sign. The proof uses formula (13) and 
an integral formula used by Siegel to prove the Minkowski-Hlawka theorem. 
Another open question concerns the size of the minima of P&+ in formula (9). 
In the last part of the paper (Theorem 3) we state the generalization of the 
“approximate functional equation” of Theorem 2 to Epstein zeta functions 
with characters such as those arising in Stark’s proof [21] that there are 
exactly nine imaginary quadratic fields with class number 1. The function is 
defined as follows. Suppose that Q is an integral n-ary positive quadratic 
form and x is a primitive character mod m. Then for Re s > n/2 define 
Z(Q, x1 s> = ; c x(QM> Qbl-“. (10) 
CXGZn-O 
Just as in the proof of Theorem 2, the “approximate functional equation” 
comes from the transformation formula of a theta function, namely, the 
function: 
e(Q, x, 7) = 1 x(Qbl> exp{+Q[u]T}. 
UEZ” 
(11) 
Now Weil observed (cf. [31, 161) that when one takes a modular form for 
r,,(N) and inserts characters x mod m in the Fourier expansion of the form, 
one obtains a modular form for F0(Nm2). Moreover one still has a trans- 
formation formula. 
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Schoeneberg and Pfetzer (cf. [16]) showed that integral quadratic forms 
have levels N associated with them such that @Q, T) is a modular form for 
r,(N). The case of an even number of variables is less complicated than the 
odd case. The quickest proof is due to Eichler and uses the symplectic group 
(cf. [7]). Thus putting Weil’s result together with that of Schoeneberg and 
Pfetzer yields the transformation formula of the theta function (11) and thus 
the approximate functional equation of the Epstein zeta function with 
characters (10). This is Theorem 3. The result can essentially be found in 
[3, 231 and the proof sketched above is in [l l] except that in these papers 
the main interest was the functional equation of Z,(P, x, s), rather than an 
expansion into incomplete gamma functions. We restrict ourselves to 
quadratic forms P in an even number n of variables for simplicity. 
1. THE PROOFS 
One proceeds as in [14] to derive the expansion of the Epstein zeta function 
into a series of incomplete gamma functions. The method essentially goes 
back to Riemann. 
LEMMA (Transformation Formula of Theta). 
&P, 7) = / P p (fyai2 e (P-l, - $). (12) 
Proof. Use Poisson’s summation formula (cf. [12, pp. 245-2521 or [16, 
pp. 10-12 of VI]). 
THEOREM 2 (Incomplete Gamma Function Expansion for Epstein’s Zeta 
Function). 
/ P I-l/2 
A,(P, s) = 7PIys) Z,(P, s) = 2s - & 
+ ; 1 
C7szn-0 
iG(s, rrP[u]) + / P l-lj2 G (; - s, 7iP-l[u])l. 
(13) 
Here 
G(s, a) = c8T(s, a) = jla fn-leeat dt, Reu > 0. (14) 
Proof (Riemunn). 
A,(P, s) = JOw Fw(P, t) dt, 
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where w(P, t) = K&P, it) - 1). Then, writing 
6 = Jy + Irn 
and substituting u = 1-l in the first integral we obtain 
t8+(P, t) dt + 
I 
OD P-~w(P, t-l) dt 
1 
= lla P-%v(P, t) dt + Irn t--s-l+nh@--l, t) dr 
1 
' + ; jrn (I p 1-W t’V2 - 1) t-s-1 dt, 
1 
using the lemma. The theorem follows immediately upon changing the order 
of summation and integration in the first two integrals and upon performing 
the integration in the last integral. 
It will be useful to note a few properties of the incomplete gamma function 
G(s, a): 
(1) G(.s, a) has the asymptotic expansion 
G(s,a)Na-le-a 11 ‘a1 1 (s-1;v-2)+...1 
I 
as a-+m, jargal <T. 
2 
This indicates that the formula of Theorem 2 speeds convergence exponen- 
tially. Of course the fact that we are summing over a lattice in OB” complicates 
matters in practice. 
(2) G(s, a) has the continuedfraction expansion 
G(s,a) = e-a 




Riho. Terras has used the preceding properties of the incomplete gamma 
function to create the following ALGOL program for the computation of 
G(s, a). Here PH@‘, X) = G(S, A’). 
THE ALGOL PROCEDURE WHICH PRODUCED TABLES I AND II 
130 REAL PROCEDURE PHI@, X); 
140 VALUE S, X; REAL S, X; BEGIN REAL T, W; INTEGER K, N; 
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150 IF S GEQ 1 THEN T : = S-(N := ENTIER (S)) ELSE T : = S; 
160 FOR K : = ENTIER (6 + SO/x) STEP -1 UNTIL 1 DO W := 
x+ W*tK-- mw+ K); 
170 W := l/W, FOR K := 0 STEP 1 UNTIL N - 1 DO W := 
t(T + K> * W + 1)/X; 
180 PHI : = EXP(--X) * W, END; 
The procedure PHI is based on two formulas. The first formula needed 
is the continued fraction. In PHI when s < 1 and x > 0 the continued 
fraction for G(s, x) is viewed as a recursive procedure; in fact, as a composi- 
tion of the fractional linear transformations Tk(w) = .x + w(k - s)/(w + k). 
That is, the continued fraction should be viewed as 
Tl 0 T, 0 T, Q **. 0 Tk(w) = (e”G(s, x))-l, 
for the correct choice of w. In PHI we replace w  by zero. This is analogous 
to using the first k terms of a series. The recursions are shown in [29] to be 
error correcting or stable for s < 1 and x > 0. The value of k used to 
compute G(s, x) from truncating the continued fraction after k steps is 
k = [6 + 50/x]. That this is the correct choice of k is shown in [29]. Clearly 
this method is bad for very small x > 0. For then k is very large. In fact 
the method is also bad for s > 1, because then the T,‘s start magnifying 
errors, rather than correcting them. Riho Terras defines the stability factor 
&(w, e) = 0 of a recursion w  + Tw by T(w(1 + e)) = T(w)(l + 0,). This 
can be used to obtain quantitative results of the error-correcting or -magni- 
fying properties of recursions. This is done in detail in [29, 301. If j &(w, e)I < 
1, the recursion w  -+ Tw will be stable. Taking the limit of B&w, c) as E -+ 0 
is often the correct thing to do in order to measure stability. It is this quantita- 
tive theory of stability of recursions due to R. Terras that tells us we cannot 
use the continued fraction for s > 1, x > 0. Instead PHI used the formula 
ds + 1, 4 = 1 + s&, x)/x, where ds, x) -= e”G(s, x), 
to reduce the size of s. Again one must be sure that this gives a stable recur- 
sion. See [30] for more details. We should also emphasize that the direction 
in which one uses a recursion w  --f Tw is very important. For if T is error 
correcting or stable, that is, if ) f3r 1 < 1, then T-l will be error magnifying 
or unstable, since (after letting E + 0) 
eT-1 = (e,)-1. 
Lastly we should note that the formula for ~(s. x) used to reduce the size of 
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s can be used to derive the asymptotic expansion of the incomplete gamma 
function. 
Before giving the proof of Theorem 1, let us consider the behavior of 
Z,(P, n/4) when mP > 1 or nzPPl > 1. 
COROLLARY 1. Suppose that the determinant of P is 1 and 
m D = min P[a] < 1 
CEZ’1--O 
or rn+ < 1. I$, in addition, n is greater than or equal to 26, then 
Z,(P, n/4) > 0. (15) 
Thus Z,(P, s,,) = 0 has a solution for some s, in (n/4, n/2). 
Proof. The minimum of m, occurs at a and -a (at least). Thus by 
Theorem 2 
A(P, n/4) > G(n/4, n) - 4/n. 
Computing this quantity using Table 1 leads to the desired result. The 
ALGOL procedure of R. Terras which was used to produce this table was 
discussed in the paragraph preceding this corollary. 
Remarks on the corollary. A result of [l] shows that inequality (15) fails 
for n = 2 and P the 2 x 2 identity matrix I @). However, it is not clear what 
happens between n = 2 and n = 26, though [25] shows that Zs(P), 1) < 0. 
It does not help to use 
instead of G(n/4, n). 
It would certainly improve the result if we knew how many times the 
minimum of P is achieved, i.e. (m, defined by (1)): 
Np =#{agZ=--OIP[a] =md. (16) 
Clearly when P = I, N, = 2”. 
COROLLARY 2. -GO, 44) > 0, for n > 6, 
z,v, 2/4) x 0, for n=2. 
ProoJ: I\,@, n/4) > 2”G(n/4, 7r) - 4/n > 0 n 3 6 upon the computation 
of G(n/4, 7) using Table I. The second statement comes from [I]. 
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n GW4,4 n W/4,4 
-__-..___ 
1 0.01151662 21 0.07125325 
2 0.01218888 22 0.08239430 
3 0.01293175 23 0.09593186 
4 0.01375542 24 0.11247963 
5 0.01467188 25 0.13282863 
6 0.01569534 26 0.15800349 
7 0.01684265 27 0.18933776 
8 0.01813390 28 0.22857568 
9 0.01959317 29 0.27800959 
10 0.02124939 30 0.34066688 
11 0.02313748 31 0.42056497 
12 0.02529982 32 0.52306070 
13 0.02778799 33 0.65533112 
14 0.03066514 34 0.82703769 
15 0.03400886 35 1.05124783 
16 0.03791496 36 1.34571856 
17 0.04250230 37 1.73469200 
18 0.04791898 38 2.25141674 
19 0.05435051 39 2.94170296 
20 0.06203025 40 3.86895512 
Remarks. How large is N, (defined in (16))? When P is diagonal with 
distinct entries, N, = 2. On the other hand, consider the Cartan matrix C, 
of the Lie algebra sZ(n + 1, C): 
t -1 2 -1 2 -1 2 -’ --I 1‘2 -1 2 
We have mc, = 2, det C,, = / C, I = n + 1, NC, > 2n ! This last inequality 
results from the fact that the symmetric group S, of permutations of n 
elements leaves C, invariant when S, is considered as represented by permuta- 
tion matrices U acting on P, by P, -+ t UP,, U. 
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COROLLARY 3. Let C,, be as in (17) above (the Cartun matrix ofsl(n + I, a=)). 
Then n > 7 implies 
ZJG , n/4) > 0 and zdc, ,214) < 0. 
TABLE II 
n GW4,2~) II W/4,27d 
1 0.00026882 31 0.00133707 
2 0.00027772 32 0.00146104 
3 0.00028717 33 0.00160194 
4 o.ooo29721 34 0.00176260 
5 0.ooo30791 35 0.00194643 
6 o.ooo31931 36 0.00215747 
7 o.ooo33149 37 0.00240060 
8 0.00034452 38 0.00268169 
9 0.00035847 39 0.00300782 
10 0.00037344 40 0.00338756 
11 0.00038954 41 0.00383134 
12 0.00040688 42 0.00435185 
13 0.00042558 43 0.00496462 
14 0.00044580 44 0.00568868 
15 0.00046771 45 0.00654742 
16 0.00049148 46 0.00756971 
17 0.00051735 47 0.00879126 
18 0.00054554 48 0.01025641 
19 0.00057635 49 0.01202032 
20 0.00061010 50 0.01415192 
21 0.00064715 51 0.01673750 
22 0.00068793 52 0.01988551 
23 o.ooo73293 53 0.02373261 
24 0.00078271 54 0.02845156 
25 0.00083795 55 0.03426137 
26 0.00089939 56 0.04144062 
27 0.00096795 57 0.05034462 
28 0.00104465 58 0.06142799 
29 0.00113073 59 0.07527413 
30 0.00122764 60 0.09263392 
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Prooj: 
The result follows from the computation of G(n/4, 2rr). See Table II. The 
last statement follows from [l]. 
It might be interesting to consider examples coming from other Lie 
algebras (cf. [19, pp. 51, IlO]). See Fields [8] for a discussion of the question: 
What groups can occur as the group of integral automorphs of a positive 
definite form, assuming the group acts absolutely irreducibly on the ambient 
vector space? 
Now we turn to the 
Proof of Theorem 1. Suppose first that m, < nu/2re and I P J = 1. The 
expansion (13) of Theorem 2 yields the inequality 
It is easy to see that 
G(s, a) 2 r(s) u-t - l/s. 
Thus it follows that 
(18) 
Stirling’s formula tells us that the last term is asymptotic to ~(+zu)~/~, as 
II -+ co. Thus for fixed U, since l/n1/2 will be larger than I/n as it --+ co, we 
can find n so large (depending on a) that 
- ; I& + ;I + r (y)@-nw’2 > 0, 
concluding the proof of Theorem 1, in the case that m, < nu/2ne. Since 
A,@, nu/2) = A,(~-I, n(1 - u)/2), the other case of Theorem 1 is also 
clear. 
We have also proved: 
COROLLARY 4. Suppose that the positive n-ary quadratic form P has 




Remarks. It is easy to use Stirling’s formula to see that the inequality 
n >max(t,&(e)‘/ 
suffices to make A,(P, nu/2) positive, under the hypotheses of Corollary 4. 
For Stirling tells us that if z > 1, then r(z) > zz-1/8(2r)1/se-e. Thus if 
n > 2/u, we have 
F(nu/2)(nu/2e)-nu/2 > (n~/2)-~/~(27+/~. 
To make the right-hand side of the last inequality larger than l/n(l/l-u- 
3/u), one needs inequality (*) above. 
Next we state the results for Epstein zeta functions with characters in an 
even number of variables. 
LEMMA (Transformation Formula of the Theta Function with Characters 
for Integral Forms in an Even Number of Variables). Suppose that x is a 
primitive character mod m. Assume that (m, N) = 1, where N is the level of 
the positive even integral n-ary quadratic form Q, i.e., Q represents even 
integers and N is the minimum positive integer such that Q* = NQ-l is also 
an even integralform. Let g, be the Gauss sum 
g, = c x(h) eznihlm. 
hmod m 
And set 
6(m) = (sgn WZ)~/~ ((-l/f,’ ’ ’ ), 
(-) denoting Kronecker’s symbol. Then 
e(Q, XY 7) = g 1 Q I-1’2 (T)-“” e(m) x(-N) 0 (Q*, 2, - &). 
The same proof as that of Theorem 2 yields: 
THEOREM 3. (Incomplete Gamma Function Expansion for the Epstein 
Zeta Function with Character for Integral Forms in an Even Number of 
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Variables). Under the same assumptions as the preceding lemma, setting 
we have 
%dQ, x9 3) = 1 x(Qk4) G (s, $$$f$) 
OfZ’?-o 
f aN+n14D-1/2 c x(Q*[a]) G (5 - s, ‘i$k’ ), 
aeZ”-0 
where 01 = (gx/&(m)x(---N). 
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