NetStep: a micro-stepped distributed network simulation framework by Dalle, Olivier & Mancini, Emilio P.
HAL Id: hal-00787636
https://hal.inria.fr/hal-00787636
Submitted on 12 Feb 2013
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
NetStep: a micro-stepped distributed network
simulation framework
Olivier Dalle, Emilio P. Mancini
To cite this version:
Olivier Dalle, Emilio P. Mancini. NetStep: a micro-stepped distributed network simulation framework.
SIMUTools - 6th International ICST Conference on Simulation Tools and Techniques - 2013, ICST,
Mar 2013, Cannes, France. ￿hal-00787636￿
NetStep: a micro-stepped distributed network simulation
framework
Olivier Dalle
Laboratoire I3S UMR CNRS 7271




Laboratoire I3S UMR CNRS 7271




This paper presents NetStep, a prototype for the distributed
simulation of very large scale network simulations, such as
the simulation of peer-to-peer applications. We use sim-
ulation micro-steps as a means for optimizing the overlap
of communications and computations, without changing the
original event-driven model. As a consequence, NetStep al-
lows for the reuse of unmodified existing sequential simu-
lators for building large-scale distributed simulations: the
overall simulation is divided both in time and space, into a
large number of simulation micro-steps, each of which being
executed by a legacy sequential simulator. By choosing the
time-step smaller than the minimal look-ahead due to com-
munications, we avoid the need for synchronization between
Logical Processes during the simulation. Instead, the sim-
ulated communications become inputs and outputs of the
simulation micro-steps, and are routed in parallel between
LPs by a NetStep dedicated entity. Our prototype is based
on the SimGrid sequential simulator.
Categories and Subject Descriptors
I.6.8 [Ssimulation and Modeling]: Types of Simulations—
parallel ; C.2.1 [Computer-Communication Networks]:





time-step, overlap, lookahead, simulator
1. INTRODUCTION
Analytical methods, especially the stochastic ones, are
commonly used to study large distributed systems like peer-
to-peer systems [8, 5]. Unfortunately, such techniques re-
quire to comply with a number of hypotheses (independence
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of events, steady-state, stationarity, etc.) that make them
unsuitable for the study of many problems. Given that ex-
perimenting on real systems have an obvious hard limit in
terms of scalability, the only option left for the study of
such very large systems is simulation. However, unless the
model of the system is over-simplified, a parallel approach
seems unavoidable to cope with the resulting computation
complexity of the simulation. This complexity can easily be
explained by the two-dimensional nature of the simulation
models: The longer the history of the model needs to be
computed, the longer the computation needs to run, and
the larger the model space (usually abstracted in terms of
states), the more the computation needs memory.
If we except the special case for parallel replications, par-
allelization techniques follow this two-dimensional scheme in
time and space[4] and fall accordingly into the categories of
time-parallel and space-parallel simulations. However, these
categories have a strong impact on the simulation internals,
that is, on the simulation algorithm used to compute the
model trajectory in parallel.
In this paper, we present a hybrid solution, that combines
both space- and time-parallel decompositions, but our aim
is to propose a solution that can be implemented using an
existing sequential simulator without any change to its im-
plementation. In particular, we do not present an optimiza-
tion of the time- or space-parallel simulation algorithms, as
many examples can be found in literature[3, 17, 19, 22, 23].
Indeed, the performance (or scalability) of a distributed
simulation is highly dependent on the amount of time spent
in the communications between Logical Processes (LPs) dur-
ing the computation. Therefore, following a classical ap-
proach in high performance parallel computing, our solution
tries to minimize the time lost in communications. Two ob-
vious directions of investigation can be explored to minimize
this loss of time, without trying to optimize the simulation
algorithm or simplifying the model: Maximizing the overlap
between computations and communications, or reducing the
amount of inter-LPs communications. The work we present
in this paper contributes mostly to the first direction, but it
opens interesting perspectives in the second as well.
1.1 Introducing the solution
Our solution is based on a pragmatic approach, that does
not apply to all the simulation scenarios, but only to some
particular cases, and in particular to the simulation of large
peer-to-peer systems, for which we can make the following
hypotheses:
(H1) The systems we study are composed of a large number
of sub-systems or entities (the peers), noted N ;
(H2) The simulation of these sub-systems can be split in
space and assigned to a number of Logical Processes,
noted P , running on C computing nodes;
(H3) The system has good locality property, such that over
a short period of time, called a time-slot and noted h,
each sub-system interacts only with a limited number
of the other sub-systems; Or stated differently, it is
possible to find a period of time sufficiently short, such
that no sub-system has enough time over that period
to reach more than a fraction of the other peers; we call
model-span and note α(h) the maximum number sub-
systems that can be reached for a period of duration
h;
(H4) Assuming that the sending of a message between any
two peers takes some time, and that the only inter-
actions that exist in the model between peers are the
messages they exchange, we can find a minimal (non-
zero) delay of interaction between any two peers, called
the causal latency and defined as the smallest amount
of time that must elapse between the sending of a mes-
sage by a peer to another peer, and its notification on
the receiver side. This causal latency is a concept simi-
lar to the directional distance introduced by Ayani and
Rajaei[3].
The solution we present in this paper consists in dividing
the overall simulation both in time and space, into a large
number of micro-simulation steps. In the space dimension,
the division consists in forming a number of clusters of en-
tities, that are each assigned to a given LP. Entities are
groups of peers formed according to their locality proper-
ties (eg. connected to the same DSL equipement or access
network). In time, each LP simulates in parallel with other
LPs the behavior of the cluster of entities it is assigned for
similar periods of time. The duration of this time period,
called a time-step, is chosen such that no communication is
needed between LPs until the completion of the time-step:
It is chosen sufficiently small to ensure that no communica-
tion occuring in the simulation model between two peers not
belonging to the same LP can be completed (fully simulated)
during the same simulation step.
This can be achieved by chosing the duration of the micro-
step starting at the simulated time t on LPi, noted θ(t, i),
such that:
∀t, ∀i θ(t, i) < Lmin.
where Lmin is minimal causal latency between two peers
that are simulated within two different LPs.
Going further with this idea, we suggest that the dura-
tion of the time-step should even be chosen small enough to
ensure that the communication inititiated during the time-
step i should not complete before the time-step i+ k, k > 1.
This way, we enforce a strong overlap between the computa-
tion of the time-steps and the transmission of their resulting
communications. For example, it is easy to show that by
choosing θ(t, i) < 1
2
Lmin we can ensure that no communi-
cation initiated during time-step i will complete before the
end of the time-step i+ 1, which allows to overlap the com-
munications generated by step i with the computations of
step i+ 1.
Some level of synchronization is required among LPs, but
with some flexibility: a given LP cannot be ahead of the
others more than a few steps (ie. no more than the mini-
mum causal latency). The main problem to be solved when
reusing an existing sequential simulator in such a time-parallel
approach, is the dependency between consecutive time-steps.
In our case this dependency mostly consists in passing the
workload status of each access network from one time-step
to the next one, such that the initial workload of the network
at the beginning of a time-step is well taken into account in
the computation of the communication times.
1.2 Rationale and observations
The rationale for this solution is that in a non time-stepped
parallel discrete-event simulation (PDES), the communica-
tions occuring between the LPs at the runtime level are di-
rectly related to those occuring in the model between peers:
As shown on Figure 1, the simulation of a communication
between two peers Pi and Pj may in turn require a commu-
nication between two LPs at the runtime level if Pi and Pj
happen to be simulated by different LPs.
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Figure 1: The two levels of communication in a
PDES of a Peer-to-peer system model.
Our hypotheses make sense with respect to the typical
parameter values we are considering: our goal is to simulate
several millions of peers (eg. N = 107) using a grid com-
puting facility offering up to a few thousands of computing
nodes (C > 103). The number of LP per core also defines
the number of peer per LP, and can therefore be used as an
adjustement variable to optimize the overall performance of
the simulation (this is left as a perspective for further stud-
ies). For example, with P = C, we end up with an average
of 104 peers per LP, but this number can be as low as a hun-
dred peers per LP if we chose to have P = 100× C (that is
a hundred of LPs per computing node), which is not unrea-
sonable to consider on a massively multi-core architecture.
The time-step duration h is in the order of a few tens
of milliseconds: If we except the particular case of peers
running on the same local network, the typical value of Lmin
is the communication delay observed between any two peers
connected to internet through a DSL connexion, which is in
the order of a hundred milliseconds. Indeed, if we arrange
for peers that are in very close range in the real system to be
simulated by the same LP, then the only communications left
between LPs are those corresponding to messages exchanged
between peers that are not in close range, which leads to the
corresponding value of h = 1
k
Lmin if we want to achieve a
strong overlap.
In hypothesis (H3), the model-span α(T ) may be bounded
assuming that a communication occuring between any two
peers in the system keeps both of them busy and unable to
send or receive another message for a minimum amount of
time, noted τ , and such that τ > 0. Hence, the maximum
of peers that can be reached over the period of time h of a
time-step is such that α(T ) ≤ h
τ
.
This hypothesis makes sense with respect to the previous
figures: in a real large-scale peer-to-peer system, even in the
most extreme case, the number of peers that can be reached
by a single peer in a time interval of a few tens of milli-
seconds is limited and certainly much smaller than the total
number of peers in the system. This limitation is further
reinforced by the fact that in a large system, a peer has only
a partial view of the system (defined as its neighborhood in
the peer-to-peer routing scheme).
Obviously, since our solution makes it impossible for a
long-distance full communication to complete during a micro-
simulation step, it also discards the corresponding need for
communications between LPs at runtime level during the
simulation. In addition, since no coordination is required
between LPs during the micro-simulation steps, most exist-
ing sequential event-driven simulation engines can be reused
for implementing each simulation micro-step.
However, communications are still needed in order to co-
ordinate the time-steps: Each simulation step starts with a
number of pending receptions coming from previous steps,
and produces a number of outgoing communications that
will be received during a future step.
We also assume that if two peers are sufficiently close (eg.
on the same subnet), they should be simulated within the
same LP. The dual of this assumption is that any two peers
that are simulated by two different LPs are always assumed
not to be directly contending with each other on a local net-
work. This way, we can safely assume that micro-simulations
run in two distinct LPs have no local interactions and can










Figure 2: The two levels of network model in a typ-
ical Peer-to-peer architecture.
This assumption is consistent with the kind of system we
target: Peer-to-peer systems are mostly running in residen-
tial networks and connected to the Internet through a DSL
connection (or 3G/4G connection in the case of handheld de-
vices) usually refered to as the Access Network. As shown
on Figure 2, these local access networks are then connected
through a backbone network that we call the Core Network.
This is also consistent with the fact that in many simulators,
given its complexity, this core network cannot be simulated
using the same level of details as the local access network
(discovering its actual topology is already a challenging re-
search problem[15]). For example, the contention events can
possibly be modeled in detail at the local level, while a more
abstract stochastic model seems to be hardly avoidable at
the core level.
The actual similarity between Figures 1 and 2 is not for-
tuitous: NetStep is designed to ensure that within a given
LP, the communications occuring between local peers is fully
simulated by the (sequential) simulation engine running in
the corresponding LP; On the contrary, a communication
occuring between two peers not located in the same LP is
a long distance communication, and its simulation follows
a three phases protocol: (1) simulation of the local com-
munication in the Access Network on the sender side, (2)
simulation of Core Network transmission, and (3) simula-
tion of the local communication in the Access Network on
the receiver side.
The local communication in the Access Network is han-
dled by the simulator reused for the micro-simulations. For
the Core Network transmission, two options can be consid-
ered: either rely on the legacy model of the reused simulator,
or delegate this part of the simulation to NetStep. In the
first case, the computation has to be split between both ends
or done fully by one end. In NetStep, the core simulation is
done by the source end, such that the time of arrival at the
other end of the core network is known. This last option also
helps avoiding a performance issue when simulating flooding
scenarios: If the simulation was to be done on the receiver
side, the receiver LP would have to process all the messages
sent to the flooded Peers, which would result in a flooding
of the receiver side LP and its simulation engine as well. On
the contrary, simulating the core network on the sender side
opens interesting perspectives in terms of optimization.
The remainder of this paper is organized as follows: The
related works are presented in Section 2; We give a formal
definition of the micro-simulation in Section 3, and a descrip-
tion of the NetStep architecture in Section 4; We present our
conclusions in Section 5.
2. RELATED WORK
Parallel time-stepped simulation is also commonly called
time-parallel simulation, because it divides the simulation
model in the time dimension and attempts to process the
corresponding divisions in parallel, as opposed to the space-
parallel simulation that divides the simulation model in the
space dimension[6].
For network simulation, the time-stepped approach is of-
ten used to reduce the number of events, as shown for exam-
ple by Lu and Schormans[12]. They try to reach a reason-
able trade-off between loss of accuracy (compared to event
driven) and increased computation efficiency. Here, we can
distinguish two main approaches: Either trying to reduce
the number of events by replacing the packet-related events
by some higher level abstraction events, such as packet trains[1]
or chunks of packets[9], or by replacing the packet model by
a fluid model as initially proposed by Kesidis et al. for the
simulation of ATM networks[7]. In the latter case, streams
of packet are modeled as fluids, and events are associated
to the change of fluid levels according to the traffic varia-
tions, meaning that the simulator can still be purely event-
driven. Yan and Gong showed that a time-driven stepped
approach can be used with fluid models and that by vary-
ing the duration of the time-step, it allows to change the
trade-off between accuracy of the results and complexity of
the computation[24]. Although this technique allows better
simulation speed-ups, this improvement comes at the cost of
an additional tuning step to find the best trade-off.
A closely related approach, proposed by Ayani and Berk-
man, consists in trying to align the occurrence of events in
order to obtain a synchronous processing. This technique,
called time-synchronous parallel simulation, has been shown
to be well suited for the SIMD model of parallel execution[2].
Even though the error generated by this forced synchroniza-
tion can be minimized[17], our approach in NetStep is to
avoid model transformation and keep the asynchronous be-
havior of the model. However, we still have to solve an issue
when the initial workload status at the beginning of a time
step is missing.
Our solution is actually inspired by the conservative ap-
proach proposed by Lubachevsky[13] that consists in defin-
ing a period of time, called bounded lag, during which it is
safe to process events in parallel. Following a very similar
idea, Nicol[14] assigns a global ceiling to each LP. Similarly,
Steinman[20] suggests using the notion of Event Horizon to
define a safe time period during which events can be pro-
cessed in parallel. Even though the safe window defined by
the event horizon could potentially be larger than the one
defined by using the fixed causal latency, as proposed in our
algorithm, it comes at the cost of an additional synchro-
nization between the LPs, in order for each to compute and
distribute the minimal event horizon among all the LPs.
Furthermore, given the figures we have in mind (several
thousands of peers are to be simulated by each LP), we be-
lieve there is a high probability that this distributed mini-
mum computation ends up with the same causal latency we
already have chosen in our algorithm: It is sufficient that
one peer sends a message at the very beginning of the time
slot, and that this message needs only the minimal latency
to reach a peer simulated by another LP.
Nevertheless, similar to the solution described by Stein-
man, our solution can benefit from the fact that the events
being sent to other LPs will be inserted in the destination
event queue at a later time than the time of an equivalent
sequential simulation. As shown by Steinman, late insertion
may significantly lower the load on the Future Event Set
and finally impact positively the performance of the native
simulator.
NetStep also has similarities and some shared motivations
with the GENESIS tool developed by Szymanski et al.[21].
Indeed both tools divide the simulation model both in time
and space, and both aim at reusing existing simulation tools.
However, genesis is a more general purpose tool, aimed at
the simulation of any large-scale network while NetStep is
more specifically geared at the simulation of P2P networks.
This difference allows NetStep to make opportunistic as-
sumptions and avoid synchronisation, while GENESIS uses
an iterative approach that needs the same time-step to be
computed several times until some convergence criterion is
met that allows the simulation to proceed with the next time
step.
In their Aurora system[16], Park and Fujimoto use a Mas-
ter/Worker architecture to distribute the simulation work,
divided into work units, to computing nodes. Although
there are some similarities with our work, their solution re-
quires synchronization algorithms in order to compute lower
bound on time-stamp (LBTS), while our solution avoids this
requirement by putting restrictions on the kind of models
supported, which in turns allows us to reuse in parallel mul-
tiple instances of an existing sequential simulator.
Some general (non simulation related) parallelization tech-
niques exist to improve the overlapping between computa-
tion and communications. The wait-by-necessity approach
offered in GCM[10] is a seamless way of improving the over-
lapping by using a programming language run-time con-
struction. Our solution deals with the overlapping issue at
a higher level by removing the need for synchronous com-
munications during the computation steps. Nevertheless,
synchronization communication still occur, but only during
the transitions between the computation tasks.
A number of frameworks dedicated to P2P systems en-
gineering have also emerged in the last few years. Splay,
for example, provides a lightweight run-time for emulat-
ing the behavior of distributed algorithms, including P2P
networks[11]. The behavior of the Peers (or agents) is de-
scribed using a high-level prototyping language, namely Lua.
The benefits of using Lua and its extensions for Splay, is to
make the code of each agent overly compact. For exam-
ple, a Chord P2P agent requires no more than a hundred
lines of Lua. Splay also provides a distributed run-time with
strong isolation and web-services for real-time observations.
Compared to Splay, our solution does not try to simplify
the run-time or provide a lightweight solution, but rather
to scale-up an existing sequential simulator and transform
it into a large-scale distributed simulator, with the obvious
benefit of being able to reuse all the existing models con-
tributed to that sequential simulator.
3. SIMULATION MICRO-STEPS
A NetStep parallel simulation is divided in many sequen-
tial sub-simulations, each of which consisting of a number of
micro-steps: The sequential simulations are used to divide
the model in the space dimension, while the steps are used












Figure 3: A simulation micro-step
In the spatial dimension, the system under study, which is
composed of N entities (Peer, agents or any communicating
devices using message passing as a means for interaction), is
divided into P sub-systems, which represent groups of clus-
ters of the previous entities. In the time dimension, each of
these group is simulated in parallel, for the short period of
time corresponding to a time-step, using an unmodified se-
quential simulator. Each unit of simulation is called a simu-
lation micro-step and is executed by a Logical Process (LP).
(A new LP may be created for each micro-simulation.) A
schematic representation of a simulation micro-step is given
Figure 3 (the notations used in the figure are explained here-
after).
We note µt0→h(i) the simulation micro-step starting at
simulation time t0 on LPi, i ∈ {1 . . . P} for a duration h =
θ(t0, i); this micro-step simulates a sub-model of the sys-
tem noted model(i, t0). We note P(t0, i) the set of peers
being simulated by model(i, t0) in the micro-simulation step
µt0→h(i). The set of pending receptions at time t to be com-
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Figure 4: NetStep’s architecture
pleted by a peer Pk ∈ P(t0, i) during the step µt0→h(i) is
noted R(t, i, k), and the set of messages sent from a peer
Pl ∈ P(t0, i) in the simulation time interval [t0, t[ of the step
µt0→h(i), with t < t0 + h, is noted S(t, i, l).
The set of all pending receptions at the begining of the





R(t, i, k), t ∈ [t0; t0 + h[
Similarly, the set of pending messages sent during the time





S(t, i, l), t ∈ [t0; t0 + h[
4. ARCHITECTURE
The NetStep architecture consists of a number of Logical
Processes (LPs), each executing an instance of the SimGrid
simulator, and a Coordinator process.
The Coordinator includes four modules to manage the
simulation micro-steps: a work-flow manager, an environ-
ment manager, a launcher and a message manager. The
work-flow manager dispatches the micro-simulations steps
and the corresponding inputs (incoming communications and
initial state) to LPs. The environment manager then cre-
ates an opportune directory (sandbox) with all the neces-
sary files. The launcher starts the simulation processes.
When the peer network topology is fixed, the same simu-
lation process may be used several times to run multiple
time-steps in sequence; Otherwise, a new simulation process
has to be started when the network topology varies between
time-steps. The last module, the message manager, uses a
client/server pattern to collect the un-dispatched messages
from the various LPs. It memorizes them temporarily, so
that they can reach the destination in the next simulation
micro-step. If the number of the messages is too high for
the available memory, a distributed message manager could
be easily implemented.
In order to run a simulation micro-step without modifying
the simulation engine, NetStep introduces a virtual simula-
tion entity in each LP. This virtual entity acts as a proxy for
the communications with external entities (peers located in
other LPs): On their way out, the departing messages first
go through the sender’s access network and get routed to the
proxy through a link that simulates the core network. Given
the delay due to the core network, the message is expected
after the end of the micro-simulation step and gets stored
by the proxy as part of the micro-step’s outputs. After the
end of the micro-step, the coordinator routes the outputs of
the last step to the corresponding future steps where they
become the new inputs. It is important to note here that
the future step is not necessarily the one coming right after
the last one but possibly several steps later, depending on
the core network delays. When the simulation running the
step of the time of arrival starts, the pending inputs for that
step are read by the LP proxy that schedules them to be
routed on their expected time of arrival to the destinaton
peer through the receiver’s access network.
5. CONCLUSION
In this paper we presented NetStep, a framework that
helps to distribute a simulation, dividing the execution both
in spatial and temporal dimensions, using multiple LPs run-
ning in parallel series of simulation micro-steps. The time-
stepped simulation is used to optimize the simulation of
the entities and of the events coordinating the simulation
of small time windowed simulation steps. We implemented
our solution by reusing the SimGrid simulation engine in
order to reuse existing models, and tested on a simple peer-
to-peer model.
Our main motivation for this work is to be able to sim-
ulate very large scale border networks such as peer-to-peer
networks or networks of handheld devices by reusing existing
sequential simulators.
However, as mentioned in introduction, since our solu-
tion allows for a loose-synchronization between consecutive
time-steps, some data may be missing at the beginning of a
time-step, such as the workload status of the access network
at the end of the previous step. We have started working
on various solutions to this problem. For example, assum-
ing that the only effect of the workload is to increase the
communication delay in the source and destination access
network, we first compute a slightly erroneous schedule for
the sending and receiving events by assuming no workload,
and then we make a correction to the schedule once the ini-
tial workload level is received from the previous time-step.
This solution seems to solve well the case of outgoing com-
munications, that can easily be buffered until the workload
level is finally received (possibly as late as the end of the
time-step); however this correction may come to late for
the early receptions and produce a slightly erroneous (opti-
mistic) reception schedule. Another idea to be investigated
in the case of early receptions, is to use the last available
workload level (possibly coming from a few steps back in
the past), instead of waiting for the very last one. This is
not fully accurate, but we think it might be safe to assume
that the workload variations over reasonably short periods
of time are sufficiently small to make this approximation
acceptable.
It should also be noted that our solution only addresses
the parallel execution of the simulation model, which leaves
aside the parallel execution of other common tasks found
in a simulation, such as the on-line statistics computation.
Parallelizing all these activities is a challenging issue as long
as those activities are coded inline with model. However, fol-
lowing our previous works[18], we strongly believe that this
problems can be dealt separately by using proper separation
of concerns techniques.
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