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Abstract
The rapid growth of data storage capacities of process automation systems provides
new possibilities to analyze behavior of industrial processes. As existence of large
volumes of measurement data is a rather new issue in the process industry, long tra-
dition of using data analysis techniques in that field does not yet exist. In this thesis,
unsupervised pattern recognition methods are shown to represent one potential and
computationally efficient approach in exploratory analysis of such data.
This thesis consists of an introduction and six publications. The introduction contains a
survey on process monitoring and data analysis methods, exposing the research which
has been carried out in the fields so far. The introduction also points out the tasks
in the process management framework where the methods considered in this thesis –
self-organizing maps and cluster analysis – can be benefited.
The main contribution of this thesis consists of two parts. The first one is the use of the
existing and development of novel SOM-based methods for process monitoring and
exploratory data analysis purposes. The second contribution is a concept where cluster
analysis is used to extract and identify operational states of a process from measured
data. In both cases the methods have been applied in exploratory analysis of real data
from processes in the wood processing industry.
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Notations
α
 
t  learning rate function
ε distinguishability constant, small positive number
σ
 
t  neighborhood width function
∆ step size in the bisection search algorithm
d number of variables, i.e., data dimension
d
 
x  Xi  average distance between vector x and vectors in partition Xi
d
 
xi  x j  distance between data vectors xi and x j
c index of the best-matching (or winner) unit
hci
 
t  value of neighborhood function at unit i when the winner unit is c
i  i  j  k  l  m indices used in several contexts
ni number of data vectors in ith partition or segment
si tendency of ith segment to contain an outlier or transient
slim threshold value for si
t time index
t0, t f start and end points of a segment
w window size
C number of clusters
Dk
 
Xi  X j  Kolmogorov-Smirnov statistic of kth variable
between partitions Xi and X j
Dtotk discrimination ability of kth variable
Elb, Eub lower and upper bounds of error
E error or distortion measure
Fk  i
 
l  cumulative distribution function of kth variable in ith partition
K number of segments
M number of map units
N number of data vectors
Vi Voronoi set of map unit i
Xi ith partition
xi
 
t  tth sample in ith time series (or signal)
mi model vector of map unit i
ri position vector of map unit i on the map grid
x arbitrary data vector
xi ith data vector
x
 
t  tth sample in multivariate time series
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Chapter 1
Introduction
1.1 Background and motivation
Data storage capacities of modern process automation systems have rapidly grown
during the last decade. Nowadays, the systems are able to frequently carry out even
thousands of measurements in parallel and to store them in databases. Because exis-
tence of large volumes of data is a rather new issue in the process industry, there does
not exist long tradition of using computationally efficient data analysis techniques in
that field. The work reported in this thesis is motivated by practical applications in
the wood processing industry, where unsupervised pattern recognition methods were
used to explore large records of process data. In order to understand the nature of this
approach, it is appropriate to refer to the definition of unsupervised learning given by
Kohonen in [59, p. 400].
Learning without a priori knowledge about the classification of samples;
learning without a teacher. Often the same as formation of clusters, where-
after these clusters can be labeled.
This thesis is about exploratory methods for finding and explaining structure of data
describing behavior of complex industrial processes. This approach can be seen to
have two major goals. Firstly, analysis of the structure of the data may reveal some
completely new features of the process considered. Secondly, even though the behavior
of the process would be well known, the unsupervised methods may still prove to be
valuable tools to refine the information produced by numerous sensors of the process
into a form that is easy to interpret for a human.
In Figure 1.1, a simplified representation of the management scheme of a
computer-controlled process is shown. Data flow between different parts of the system
is shown by arrows and the parts of the diagram which are covered in this thesis –
process data, analysis of the data, and process monitoring – are emphasized by gray
color. All parts of the system are briefly described below.
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Figure 1.1: A simplified representation of the parts of a modern industrial process and
data flows between them.
Data. Computer-controlled systems of today have large storages of measurement
data, which are usually either time series or images. In this thesis, only time series
data are considered: the term signal is in many contexts used as a synonym for such
data.
Monitoring. Process monitoring is mainly responsible for process fault diagnosis.
In the simplest case it is manually carried out by the operators using trend displays of
measurement signals. However, if the number of the signals is large, computer-based
tools can be used to support the operators to better understand the status of the process.
Analysis of process data. Analysis of process data means exploitation of process
measurement databases to obtain new knowledge of the process or to summarize the
properties of the data. The extracted knowledge can be utilized in adjustment of the
process controls, the monitoring system, and training of the operators. The analysis
can be seen as off-line monitoring the goal of which is to continuously improve the
performance of the process in the long run by exploiting the process database. In
the literature, sometimes also term “data mining” [8, 110] is used in this context. This
thesis mainly focuses on exploratory data analysis which can be seen as an initial phase
of data mining that aims at understanding and generating hypotheses of the data.
Control system and operators. A modern complex industrial process is controlled
by both a computer-based distributed control system (DCS) [68, pp. 365–378] and
human operators. The control system consists of several control loops, which use
measurements of the process to automatically determine appropriate control signals for
the actuators in the loops. In steady-state operation of the process, the DCS is usually
responsible for most control routines, leaving only the decisions on the highest level
for the human operators. In unexceptional situations like process startup, shutdown, or
fault, the operator may also need to participate on the low-level operations.
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1.2 Contributions of this thesis
1.2.1 Publications
In Publication 1, different ways to utilize the Self-Organizing Map (SOM) in analysis,
monitoring, and modeling of complex industrial processes are considered. The meth-
ods are illustrated using three case studies. The author was responsible for the process
data analysis experiments using data from a pulp mill and to a large degree wrote the
general parts of the paper with Dr. Juha Vesanto.
In Publication 2, a freely available software package, the SOM Toolbox, is intro-
duced. The author was responsible for implementation of all the input-output functions
and partially implemented some utility functions for data structures and initialization
routines of the SOM.
Publication 3 reports results of a case study where faults of a continuous pulp di-
gester are analyzed using the SOM. The author was responsible for data acquisition,
experiments, and writing the article. Aid for the interpretation of the results was pro-
vided by personnel of the pulp mill and Pulp Center, research institute located at the
mill.
In Publication 4, direct clustering of data using classic hierarchical and partitive
algorithms is compared with clustering of the SOM trained with the same data. The
obtained experimental results suggest that using the SOM as an intermediate step in the
clustering does not remarkably affect the clustering result but significantly improves
scalability of the hierarchical clustering algorithms. The paper was joint work with
Dr. Vesanto; the contribution of Dr. Vesanto was slightly greater due to novel pruning
algorithm for the hierarchical clustering proposed in the paper.
Publication 5 describes a method for interpretation (e.g., characterization) and
comparison of multidimensional data partitions. For example, the partitionings ob-
tained by clustering algorithms can be analyzed using the proposed methods. The au-
thor was responsible for the original idea and the experiments. The paper was mainly
written by the author and edited by the coauthor prof. Olli Simula.
In Publication 6, cluster analysis is used to extract and identify process states
from measured data. The author wrote the parts of the article which describe the clus-
ter analysis of the process data and was responsible for the implementation of the
methods used in the experiments. The clustering algorithms can be found from the
literature as such, but the author developed and implemented some novel methods for
data preprocessing and interpretation of the clusters. The so far unpublished prepro-
cessing methods are now described in Section 4.2 of this thesis. The most important
interpretation methods are described in Publication 5.
1.2.2 Other contributions
As stated above, the introductory part of this thesis also contains previously unpub-
lished material. The most central such a thing is segmentation and selection of seg-
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ments before clustering of process data which is described in Section 4.2. Also, the
cluster analysis procedure presented in Publication 6 is considered in more depth in
Section 4.2.
In addition, the concept introduced in Section 3.4 where the SOM is trained using
aggregate features of process signals – which makes it possible to summarize proper-
ties of all signals of a process database – has not so far been published elsewhere.
1.3 Structure and organization of this thesis
The rest of this thesis is organized according to the illustration shown in Figure 1.2.
Chapter 2 contains a literature review in the field of process monitoring and analysis of
process data. The chapter brings out the problems where the methodology considered
in this thesis can be used, and discusses how the obtained results can be deployed.
In Chapter 3, management of process data and properties of the data are considered:
in order to preprocess the data properly, it is essential to understand the nature of the
process data. The unsupervised methods are described in Chapter 4. These include
the SOM (Section 4.1) and cluster analysis (Section 4.2). The SOMs are trained using
raw process measurements but the cluster analysis is preceded by a feature extraction
phase which is also described in Section 4.2. Finally, Chapter 5 contains conclusions
and discussion on possible directions of future research.
Chapter 4
Chapter 3Chapter 2
Data
retrieval
Deployment
Problem Preprocessing
Modeling Feature
extraction
Figure 1.2: The phases of modeling of process data.
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Chapter 2
Process management
Both process management tasks considered in this thesis deal with observation of the
behavior of a process. In [74, pp. 23–25], the two approaches are called by a common
name process monitoring, but are here distinguished as follows:
  monitoring is an on-line task which aims at indication of faults and other anoma-
lies in a process, and
  analysis of process data means improvement of a process in the long term based
on off-line analysis of historical process data.
In Table 2.1, characteristics of the two tasks are summarized. Process monitoring
methods have been extensively studied during the past few decades whereas analysis
of process data – sometimes also called process data mining [110] – is a rather new and
emerging application field. The reason for this is simple: collection of large volumes
of measurement data has not been possible for more than about a decade due to lack
of efficient data mass storages.
Monitoring Analysis of process data
Type On-line Off-line
Time span From seconds to hours From a day to a year
Uses Recent measurements Historical process data
Carried out by Operation personnel Process engineer or analyst
Performed Continuously Infrequently
Primary goal Fault diagnosis Process improvement
Table 2.1: Characteristic features of the process management tasks considered in this
thesis.
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2.1 Process monitoring
The following definition of process monitoring was given in [46], where an attempt to
clarify definitions of some central terms in the field was made.
Monitoring is a continuous real-time task of determining the conditions of
a physical system, by recording information, recognizing and indicating
anomalies in the behavior.
In other words, the purpose of the monitoring is to indicate whether a process has
deviated from its acceptable state, and if it has, why. The deviations are called process
faults. Observation of the faults is known as fault detection, which is followed by fault
isolation, determination of the location and the type of the fault [46]. Fault Detection
and Isolation (FDI) – also known by a common name fault diagnosis [28, p. 6] – can
be carried out in many ways. The three logical parts of any FDI scheme shown in
Figure 2.1, namely detection, decision and isolation, may be partially integrated. Fault
detection takes as input the current values of the process measurements and produces
one or more fault indicator signals, which are often called residuals. After the detection
phase there is an inference mechanism which takes the fault indicator(s) as input and
decides whether a fault has occurred or not. Detection of a fault is followed by an
isolation phase which carries out identification of the fault. Comprehensive reviews
and surveys on process monitoring can be found in [45, 46, 84, 97]. Additionally,
many books on the subject exist, see for example [15, 38].
PROCESS
Measurements
No fault
Fault
DETECTION
ISOLATION
DECISION
Data based
Knowledge based
First principles models
Models based on data Fault indicator
Figure 2.1: The three phases of the FDI: detection, decision, and isolation. The model
families which include the methods considered in this thesis have been emphasized
using gray color.
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2.1.1 Fault detection
Fault detection methods are in this thesis divided into two categories: first principles
process models (see for example [70]) and models of process data. In the former
approach, physical structure and a priori known relationships between variables of a
process form the basis for the construction of the model and observed data are not
required. In the latter case, the structure of the model is generic or depends on the
data and the model is based on observed data produced by the sensors of the process.
However, in practice the line between these two categories is not sharp: measurement
data may be used in construction of a first principles model and, correspondingly, a
priori knowledge of a process can be used in the construction of a model using process
data.
Use of data-driven models instead of the first principles models is justified if con-
struction of an accurate first principles model is (1) impossible due to unknown process
phenomena or (2) computationally infeasible because of complexity of the process. In
addition, if the modeling using first principles would be possible but laborious, use of
a data-based model may still be reasonable choice if the process is modified often: a
model based on data is typically easier to update than a first principles model.
First principles models
First principles models are beyond the scope of this thesis. However, as they are com-
monly used in fault detection, they deserve to be briefly mentioned. Excellent surveys
on the use of such models in fault diagnostics can be found in [24, 44]. The first
principles models are often divided into the following three categories.
  State/output observers or estimators estimate the system states or outputs based
on known system inputs and outputs or states. The residual is the difference
between the estimated and the measured state or output.
  Parity relations can be used to check the consistency of the model with the mea-
surements. For example, value of a process output measurement can be esti-
mated using measured input and a process model. The residual is the difference
between the measured and the model output.
  In parameter estimation, the residuals are differences between known model
parameters and the same parameters estimated from measured data.
Models of process data
A common factor for all the models of process data is that they are generic in their
structure and model the process in a data-driven manner, not using physical properties
of the process. Here, the data-based models have been divided into two categories,
static and dynamic models, which are both described below. Of these, the latter one is
beyond the scope of this thesis.
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Static models. The static models can be further divided into unsupervised and su-
pervised models. The former ones aim at finding a faithful presentation of the normal
operation space of the process by treating all variables in the same way whereas the
latter ones are typically regression models between input and output measurements of
a process. Because this thesis is focused on the unsupervised models, they are mainly
considered here.
In essence, unsupervised modeling means computing a model of the process data
manifold. The fault indicator is a measure of similarity between the current measure-
ments of the process and the manifold. As shown in Section 4.1, the SOM can be used
for that purpose, making it possible not only to model but also to visualize the high-
dimensional data by projecting it in two dimensions. However, if one is exclusively
interested in measuring the similarity between the current measurements and the data
manifold, some pure density estimation method might as well be used.
In the process industry, so-called Statistical Process Control (SPC) methods are
widely used. All the variations within a process are either seen as random (common
cause) or non-random (special cause) variations [82, p. 68]. Parameters of an SPC
model are computed using data describing a period when no special cause variations
in the process exist. The obtained model can then be used to detect unexpected special
cause variations of the process.
  Univariate SPC methods are usually used to monitor quality of process output by
detecting changes in signal properties, typically mean or variance [82, p. 105],
but they are impractical for monitoring a multivariate complex process, because
each measurement requires a model of its own and dependencies between vari-
ables are ignored.
  The multivariate SPC methods are basically linear dimension reduction tech-
niques. The most commonly used SPC method is the Principal Component
Analysis (PCA), which is based on eigenvalues and -vectors of the covariance
matrix of the data, see [49]. The PCA can be used to compute optimal dimension
reduction in the sense of loss of variance by projecting the data onto the subspace
spanned the eigenvectors with greatest eigenvalues. The obtained model can
then be used in fault detection using two statistics. The so-called Q statistic is
a measure of changes in the correlation structure of the data and the Hotelling’s
T 2 depicts deviation of the process from the distribution mean provided that the
correlation structure has remained unchanged.
The Partial Least Squares (PLS) algorithm is a supervised algorithm, but it is
mentioned here, because it is widely used and very similar to the PCA. The
difference is that it carries out dimension reduction which maximizes the covari-
ance between input and output data. For a review on use of the PCA and PLS in
process monitoring, see for example [71]. Book by Chiang et al. also contains a
review on many variants of both the PCA and the PLS [15].
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Dynamic models. The dynamic models include signal and system models, which
differ from the static models in the sense that the models have memory, i.e., the output
of the model never depends on the current inputs only. The goal of a signal model may
be, for instance, to estimate the “true value” of the signal which is corrupted by noise.
A typical system model is a black-box model which is computed using available input
and output data of the modeled system, that is, using system identification method-
ology, see for example [69, 81]. In the former case, the estimated signal value itself
can be a fault indicator whereas in the latter case, a sensible choice is the difference
between the measured system output and the output of the model obtained using the
measured inputs.
2.1.2 Decision
The decision phase determines whether there is a significant change in the fault in-
dicator signal. The decision method is often tightly coupled with the fault detection
method. In the case of the first principles models, it may be simply a threshold for
the residuals [84]. The decision can also be, for instance, based on a change in the
mean or the variance of some measurement signal – or change in a parameter of an
adaptive model that is estimated based on measured data. The change detection issues
are considered in [9, 28].
2.1.3 Fault isolation
Fault isolation can be carried out in many ways. However, the knowledge for the iso-
lation can be obtained in two principally different ways: (1) using external knowledge
like documentation of the process, experiences of the operating personnel, or princi-
ples of chemical engineering science, or (2) based on process data [97]. Approach (1)
leads to, for example, traditional expert systems where all the knowledge needs to be
transformed into form of if–then rules in the knowledge base. The fundamental princi-
ple of approach (2) is to learn knowledge from examples, i.e., observed data. The first
approach, the traditional expert systems, are beyond the scope of this thesis and are
not discussed here. Within the data-based methods, the following two main streams
can be distinguished.
Classification. If labeled samples are available, it is possible to use these data to
construct a classifier in which each class represents one fault type. Once a new sample
consisting of the current measurements of the process is given to the classifier, it gives
the class, that is, the type of the fault as an output. If the classifier is complex, for
example a multilayer perceptron network [96], it is a black-box model with an infer-
ence mechanism that is hard to interpret and understand for a human. References to
many classification algorithms can be found in the pattern recognition literature, see
for example [12, 20, 89].
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If the class labels of the data vectors are not available, the unsupervised methods
considered later in Chapter 4 can be used to model the structure of the data. Using the
model all the data vectors can be given an interpretation, i.e., labeled, and used as a
basis of a classifier.
Rules from data. In traditional expert systems the rules are defined based on exter-
nal information on the process, but it is also possible to learn rules from data. This
approach is opposite to the classification approach mentioned above because the rules
can be readily understood by the humans. For example, the SOM can be used for that
purpose, see [86, 94]; for other possible methods, see e.g. [110, pp. 173–191]. If la-
beled data are available, it is possible to construct a decision tree which is actually a
tree-structured classifier with a splitting rule in each node [20, 89].
2.1.4 SOM in process monitoring
In this section, process monitoring applications of the SOM are reviewed. The SOM
is considered in detail in Section 4.1, but at this point it is sufficient to know that the
SOM roughly models the input data manifold and makes it simultaneously possible to
display the data in two dimensions for visualization purposes. Process monitoring is
carried out by projecting the current measurement value on that display: location of
the projection on that display indicates the state of the process.
Different possibilities to use the SOM in process monitoring are illustrated in Fig-
ure 2.2. The four approaches are discussed in more detail below with references to
works where the corresponding methodology has been used.
Approach (a) One map is trained using all possible data of the monitored process.
The position of the projection of the current measurement vector on the map directly
indicates the presence of the fault and its type [54, 78, 80]. The main drawback of this
approach is that samples from the whole operational space with all possible faults are
usually difficult to obtain.
Approach (b) There is one map of the normal operation space of the process for fault
detection [2, 31, 43, 54, 103, 112], or multiple maps, if it is known that the process has
more than one known normal operation mode [32]. If desired, fault detection can be
carried out by a separate map or maps for isolation of the fault [104].
Approach (c) This approach, unlike the two previous ones, is not part of the FDI
scheme. Here the SOM is trained using the data depicting normal operation of the
process and can be used either (1) to indicate the operation point of the process to
human operator/analyst [77, 88, 101] or (2) to use the indication of the operation point
as a part of a more complex system [67].
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Approach (d) As shown in Publication 1, the SOM can be used as a so-called soft
sensor to estimate missing values of a data vector. In the process monitoring context,
the available data are on-line measurements of a process and missing values are either
values of off-line laboratory analyses [65] or classes [26]. The basic idea is that the
SOM is trained using data where all the values are present. As the on- and off-line
measurements are interrelated, the SOM learns the association between them where-
after it can be used to predict the off-line values (or to classify) given only the on-line
measurements. This construction is called the “supervised SOM” [59].
SOMNormaldata
SOM
SOM
Fault
data
Normal
data
Normal
data SOM
SOM
(a)
Fault detection
Fault detection
Fault
data
State
indication
(c)
(b)
(d) On−line
measurements
Off−line meas.
predictions
isolation
Fault
and isolation
Figure 2.2: Four possibilities to use the SOM in process monitoring.
2.2 Analysis of process data
Goal of the analysis of process data is to extract useful knowledge from the data. This
definition is closely related to the one of data mining given in [30, p. 1].
Data mining is the analysis of (often large) observational data sets to find
unsuspected relationships and to summarize the data in novel ways that
are both understandable and useful to the data owner.
In the process management framework, the obtained knowledge can be used to, for ex-
ample, enhance automatic process controls, improve the knowledge base of the moni-
toring system, or gain experience of the process operators and engineers. Usually, the
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data describe regular operation of the process, and they don’t have to – even though
they may – be generated using specific process experiments.
It should be acknowledged that the primary goal of the methods considered in this
thesis is exploratory analysis of the data, that is, summarization and visualization of
the properties of the data for a human analyst. The analyst can then better understand
the data, and possibly use the obtained information further to generate hypotheses,
which can be verified using either a priori knowledge of the process or other methods.
The methods of this thesis can be used for two purposes: either to discover depen-
dencies between variables, or to find groups of similar data vectors. As shown later in
Section 4.1, the SOM can be efficiently used for both tasks whereas the cluster analysis
is a methodology for detecting groups of similar data vectors only. The tasks in the
process management framework in which the methods considered in this thesis can be
used are described below.
2.2.1 Grouping of data
Analysis of operator actions. Even though control procedures of a modern process
are mainly automated, the operators usually have manual control over many central
process variables. It is possible that a product with acceptable quality can be produced
using several different combinations of these controls. Cluster analysis can be used to
discover the different combinations, making it possible for the operators to learn to use
the most profitable control setting in each situation. This was one of the motivations
of the study reported in Publication 6 where cluster analysis was applied for the task.
The obtained clusters were analyzed using the method presented in Publication 5.
Other applications. Clustering of data using the SOM is considered in Publica-
tion 4. This methodology has been used in the analysis of mobile network data [87],
but it seems that applications in the process industry have not been reported in the lit-
erature so far. However, the ability of the SOM to group similar data has been applied
in process control related issues [48, 102] and grouping of process faults [25, 41, 48].
Cluster analysis methodology has been used in, for example, adaptive compen-
sation of seasonal variations of a process in monitoring [100], and extraction of pre-
viously unknown operational states of processes [99, 111]. In some closely related
application fields both the SOM (for example in chemistry [113]) and cluster analysis
(for example in fault diagnosis [15]) are widely used methods.
2.2.2 Dependencies of variables
Analysis of faults of a continuous pulp digester. The SOM can efficiently be used
for visualization of dependencies and interrelations between variables of high-dimen-
sional data in various ways, which are considered in detail later in Section 4.1. Meth-
ods of this type are presented in Publications 1 and 3. The latter one contains results
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of a study where the visualizations were used in analysis of the dependencies between
an output variable and state measurements of a pulping process in exceptional process
conditions.
Other applications. Very few industrial applications of this type have been earlier
reported in the literature. So far the SOM has been used in analysis of production
processes of very large-scale integration circuits [73], visualization of fluid-bed gran-
ulation process [88], and process faults [41].
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Chapter 3
Process data
3.1 Data storage and retrieval
In modern automation systems, most physical quantities are automatically and contin-
uously measured and stored in databases. Even though the set values of actuators do
not measure any physical phenomenon of the process, they are sometimes stored, too.
Laboratory measurements are exceptional in the sense that they are usually performed
irregularly and fed into databases manually. The last and most indefinite class of data
consists of categorical quantities which describe status of the process or some part of
it, for example, the identifier of the paper grade which is currently been produced. It is
worth noticing that the stored data may be averaged, possibly in several different time
resolutions, in order to save storage space. In Table 3.1, a categorization of different
types of measurements is presented. One typical signal from each category is shown
in Figure 3.1.
Data type Values Data Noisy Spacing Scale
obtained source in time
Physical quantity automatically process yes regular interval
(continuous) phenomenon
Physical quantity manually process yes irregular interval
(laboratory) phenomenon
Set value automatically control system no regular interval
or operator
State indicator automatically control system no regular nominal
or operator
Table 3.1: Summary of properties of variables in a process database.
A large industrial process is in practice not a monolithic system but merely a set of
strongly interconnected processes. It is not rare that these processes are run by different
control systems which all may have measurement data storages of their own. Data are
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Physical quantity (continuous) Physical quantity (laboratory)
Set value State indicator
Figure 3.1: Different types of signals obtained from a database of a pulp mill: raw
material feed (top left signal), corresponding set value (bottom left), a quality measure
of pulp which is measured in laboratory (top right) and a signal indicating on/off status
of an automatic control (bottom right). Time axis is the same in all four signals.
retrieved from these databases using queries where the time labels of the first and the
last sample, the variables to be retrieved, and the resolution are specified. If data are
obtained from many sources, there are naturally several separate data sets after retrieval
of the data. Fortunately, each record actually consists of two fields, a time label and the
corresponding value. Using the time labels it is quite straightforward to adjust the data
to finally form only one data matrix, which contains a multidimensional time series.1
The rows of the matrix are called data (or measurement) vectors. Correspondingly,
columns of the matrix are one-dimensional time series, that is, measurement values of
individual sensors at different time instances.
3.2 Properties of process data
This section brings out some properties of the process data which are worth noticing in
any task where the process data are used. In the pattern recognition framework a priori
knowledge on the deficiencies of the data is especially useful in the preprocessing
phase, which aims at maximizing the usefulness and the quality of the data.
Constant values. If the value of a measurement remains unaltered over some time
period from one sample to another, it may be an indication of that
  there is a malfunction or shutdown of the process,
1An efficient data analysis tool like, for example, KCL Wedge [56] makes use of several sources of
data transparent by internally combining the data from different sources, which saves a large amount of
otherwise required laborious manual work of the analyst.
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  the sensor lies in a part of the process that is not used after modification of the
process,
  measurements of the sensor are not available, but the data storage system is not
able to register them as missing; in this case, often the last valid measurement or
zero is stored, or
  the value of the measurement either over- or undershoots the scale of the sensor;
if this is the case, the sensor gives greatest (or smallest) possible value of its
scale as an output.
Dead time. Change in process input may affect output of the process after a delay
which is known as dead time. As these delays are often at least approximately known,
it is sensible to adjust the data in such a way that the corresponding input and output
values are in the same data vector. For example, in the pulping process analyzed in
Publication 3, the delays are considerably long and such adjustments are required.
Dynamics. The methods considered in this thesis are static, which means that they
are suitable for analysis of data recorded during steady state operation of a process. It
is important to acknowledge that the measurement data may as well originate from a
process with slow dynamics. In that case, use of a static model may lead to misleading
conclusions on the dependency between the measured input and output data if the state
variables are not observed. For example, the pulp digester considered in Publication 3
has very slow dynamics. However, because only measurements describing the state
and the output of the process were considered in the analysis, the dynamics did not
constitute a problem.
Missing data. All the measurement values of a variable may not be available in the
database. This may be due to
  a problem in data transfer between the sensor and the database,
  malfunction or shutdown of the data storage system,
  malfunction of the sensor,
  removal of the sensor from the process, or
  retrieval of measurement data of the sensor from the time before installation of
the sensor.
The two first items in the list above typically produce short periods of missing values
whereas in the other cases the period is usually considerably long.
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Noise. The physical measurements are corrupted by noise. In [83, pp. 198–234],
these errors are divided into internal and external errors according to their nature. The
former are generated by random electric phenomena in the measurement devices. The
latter are of human origin and can be totally eliminated or substantially reduced by
care in design and engineering. An often made standard assumption is that the noise is
additive and its distribution is Gaussian; such noise can be reduced by averaging.
Outliers. Outliers are observations with a unique combination of characteristics
identifiable as distinctly different from the other observations. They may be classified
into one of the following classes: (1) data entry error, (2) extraordinary observation
with an explanation, (3) extraordinary observation without explanation, and (4) unique
combination of values across the variables with all the variable values in the ordinary
range [29, pp. 64–65].
Scales. Measured variables are quantities like temperatures, pressures, and flows
which are typically presented in different scales. Because in this thesis the Euclidean
distance is used as a measure of similarity between data vectors, it is necessary to make
the variables commensurable. As the relative importance of the variables is usually un-
known, a commonly used heuristical standardization, where mean of each variable is
moved to zero and variance is scaled to unity is used. This gives each variable roughly
equal weight in the computation of the distances between the data vectors.
Systematic errors. Systematic error is caused by one or more factors that systemati-
cally affect measurement of a variable. For example, some measurements tend to drift
and require frequent calibration. In some cases, data reconciliation methodology can
be used to optimally adjust measured data so that the adjusted values obey the con-
servation laws and other constraints [17, 90]. This naturally requires that redundant
measurements exist for measured quantities and they are exactly known. If this is not
the case, the systematic errors are very difficult to eliminate and they usually introduce
error in any data-driven approach.
3.3 The data used in this thesis
In this thesis, real-world process data have been used in Publications 1, 3, and 6, in
Section 3.4, and in Chapter 4. The data were in all cases time series obtained from
the automation system of a real process, usually as ten minute averages. The data
consisted of on-line measurements only, because available off-line laboratory mea-
surements were carried out too sparsely, in many cases only once in a shift (a period
of eight hours) or even less. The types of the on-line measurements used were temper-
atures, pressures, flows, rotation speeds, tank levels, and on-line quality measures.
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Before any analysis method can be used, often some strongly application depen-
dent preprocessing is necessary, because the data contain distortions and errors which
would weaken the results of the analysis. Because the mechanisms which produce
them are at least partially known beforehand, it may be possible to eliminate some
of them during preprocessing of the data. In this thesis, for example, adjustment of
pulping data due to long delays of the process was carried out.
If necessary, the preprocessing can be followed by a feature extraction phase, which
transforms the data into a form that better describes the data from the problem point
of view. This thesis deals with time series data, which can be analyzed either in the
time or in the frequency domain. Both the self-organizing map and the cluster analysis
methodologies considered in the next chapter were used in time domain, because it is
a sensible approach for the problems at hand. However, these is no reason why the
methods could not have been used with features based on frequency contents of the
data – like spectral or wavelet features – if it was necessary.
Another important aspect of the feature extraction is the possibility to model dy-
namic phenomena using static methods like the SOM or the clustering algorithms. An
often used approach is to slide a narrow window over time series or to segment the
series into small time windows and then to compute descriptive features for each win-
dow. In Section 4.2, a segmentation approach was used to remove uninteresting signal
parts.
3.4 Exploration of signals of a database
In this section, some aggregate features which can be used to characterize a time series
with thousands of samples are considered. Using these features it is possible to ob-
tain a rough overall view of hundreds of time series stored in a real process database.
The view concretely shows that a real database is heterogeneous and includes mea-
surements which may have potentially erroneous behavior of different kind. All the
features are not – and in this case, they need not be – time invariant, because the idea
is to display contents of the entire database and the same display is not used for new
data.
Eleven statistics which are based on the properties of the process data described
in the previous section are listed in Table 3.2. When the statistics of a time series
x
 
t  are combined into features it is possible to get a simplified representation of the
properties of the time series. The features, which reflect potentially erroneous behavior
of a measurement, are listed in Table 3.3.
The information obtained using these features is useful in maintenance of the pro-
cess: by computing the features for all measurements, it is possible to efficiently find
possibly broken sensors without sensible output. It would be obviously reasonable
to verify which of the sensors are actually broken and to either fix or remove them,
because they unnecessarily increase load of the data storage system.
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Statistic Description
t0 index of the first non-missing value
t f index of the last non-missing value
tlastchange index of the last change in x
 
t  , i.e. x
 
tlastchange   1 

 x
 
tlastchange 
N total number of values
Navailable number of available (non-missing) values in x
 
t 
Nmissing number of missing values in sequence x
 
t0    x
 
t f 
Nmax number of maximum values in x
 
t 
Nmin number of minimum values in x
 
t 
Nunique number of unique values in x
 
t  (excluding minima and maxima)
Nmode number of occurrences of a value (excluding minima and maxima)
which is most frequently present in x
 
t 
Nchanges number of changes in x
 
t 
Table 3.2: Variable statistics.
Feature Description
t0 installation of the sensor
t f removal or malfunction of the sensor
tlastchange
t f
removal or malfunction of the sensor
Nmissing
t f   t0  1
reliability of the sensor
Nmax  Nmin
Navailable
sensitivity to exceed the scale of the sensor
Nunique
Navailable   Nmax   Nmin
behavior of the measurement
Nmode
Navailable   Nmin   Nmax
behavior of the measurement
Nchanges
Navailable
behavior of the measurement
Table 3.3: Features based on the statistics in Table 3.2.
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Database of a paper machine. In order to demonstrate use of the features in Ta-
ble 3.3, database of a real full-scale paper machine was considered. The data consisted
of 602 time series, each measured by a sensor of its own, with 107029 values each. As
every measurement value is a ten-minute average, this means approximately a period
of two years.
For each of the 602 signals, all the features presented in Table 3.3 were computed.
Unfortunately, it is not easy to simultaneously display all the features in a readily
understandable form. Therefore, even though the SOM is not considered in detail until
in Section 4.1, it was used to produce a representation of the signals. However, to
understand the illustration in Figure 3.2, one only needs to acknowledge that the SOM
algorithm produces a regular two-dimensional “map” of data where similar signals –
in the sense of used features – are arranged close to each other. In Figure 3.2, the
map has been divided into ten regions or groups which represent signals with different
features. For each group, one typical signal is shown.
Based on the illustration in the Figure 3.2, the sensors which have produced the
data in the following groups might be sensible to check.
  The measurement values of the sensors which belong to the two groups in the
middle of the map have not been available for a long time.
  The three groups in the top left corner of the map either get minimum or max-
imum values very often, which may be a consequence of frequent under- or
overshooting of the scale of the measurement.
Figure 3.2: A SOM trained using the features of 602 signals. The SOM has been
divided into ten regions which have been indicated using different colors. One example
signal from each region is shown.
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Chapter 4
Unsupervised methods
4.1 Self-Organizing Map
The Self-Organizing Map (SOM) [59] – also known as self-organizing feature map or
Kohonen map – is an unsupervised learning neural network which carries out a topol-
ogy preserving mapping from high-dimensional input data space onto a low-dimen-
sional output grid. It has been widely used in engineering applications (for references,
see [51, 59, 63, 93]), but also in various other problem domains like, for example,
organization of text documents [62] and images [64].
In Publication 2, a freely available software package, the SOM Toolbox is briefly
described.1 The package contains the implementations of the training algorithms of the
SOM and also a large set of different routines for visualization and interpretation of the
maps. SOM Toolbox can also be used together with an earlier software implementation
of the SOM, the SOM_PAK [61]. The illustrations which are later shown in this section
are mainly produced using the SOM Toolbox.
4.1.1 Computation of the SOM
A SOM consists of M units (or neurons) which are arranged in a regular low-dimensio-
nal grid. The grid is typically two-dimensional because it is easy to visualize. Adjacent
units on the grid are called neighbors. Each unit i is represented by a model (or proto-
type) vector mi with dimensionality equal to that of input data and its position on the
low-dimensional grid is denoted by ri.
During computation of the SOM, the “elastic net” – which consists of the map units
– folds into the input data manifold. The model vectors become positioned in such a
way that they roughly follow the density of the input data [59, pp. 152–159]. Hence,
the SOM actually carries out two things. On one hand, it quantizes the input data
using the model vectors, but on the other hand it also performs a nonlinear projection
from the input data space to the units on the low-dimensional map grid. This grid can
1A more detailed description of the software can be found in [109].
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be then used as a basis of many visualizations of the high-dimensional input data as
illustrated later in this section.
Sequential algorithm
In the original, incremental version of the SOM algorithm [59, pp. 109–115], the input
data vectors are presented to the algorithm one at a time in random order, possibly
several times. For each input vector x, the best-matching unit (BMU), denoted here by
c, is determined:
c  arg min
1   i   M

x
 
mi
 2
 (4.1)
Usually, Euclidean distance is used as a measure of similarity

. The model vector
of the BMU, denoted here by mc, and its neighbors are moved toward the data vector
in the original high-dimensional space according to formula
mi
 
t

1   mi
 
t 

α
 
t  hci
 
t  x
 
mi
 
t   (4.2)
where the learning rate α
 
t 
	 0  1  is a decreasing function of time t and the neigh-
borhood function hci
 
t  is a non-increasing function around the BMU on the low-
dimensional grid. Often, a Gaussian centered on the winner unit is used:
hci
 
t   exp

 

ri   rc
 2
2σ
 
t  2 
 (4.3)
Here rc contains the coordinates of the winner unit c and ri denotes coordinates of unit
i on the low-dimensional map grid. During learning, both the learning rate and the
width of the neighborhood σ
 
t  are monotonically decreased.
Batch algorithm
Batch version of the SOM algorithm is computationally more efficient [60]. At each
step of the algorithm, all the input data vectors are simultaneously used to update all
the model vectors:
mi
 
t  
∑Mj  1 n jhi j
 
t  x¯ j
∑Mj  1 n jhi j
 
t 
 (4.4)
where x¯ j is the mean of the data vectors in V j, the Voronoi set of unit j, and n j is the
number of data vectors in V j. Notation hi j
 
t  denotes the value of the neighborhood
function at unit j when the neighborhood function is centered on the unit i.
In the batch algorithm, the learning rate function α
 
t  used in the sequential algo-
rithm (Equation 4.2) is no longer needed, but the width of the neighborhood is mono-
tonically decreased during the learning like in the sequential algorithm.
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Distortion measure
Many algorithms aim at minimization of some cost or energy function. For the basic
SOM algorithm it has been shown that such a function does not exist [22]. However,
in the case of finite data and fixed neighborhood kernel, a distortion measure given by
E 
N
∑
j  1
M
∑
i  1
hci

x j   mi
 2 (4.5)
can be shown to be a local cost function of the SOM [58].
The update step of the sequential SOM algorithm (Equation 4.2) corresponds to a
gradient descent step in minimization of Equation 4.5 provided that the winner unit
c  c
 
x j  of every data vector x j remains unaltered. However, when the BMU of any
of the data vectors changes, the cost function changes slightly and the SOM algorithm
gives only an approximate minimum of Equation 4.5. The exact minimum can be
obtained by replacing the Equation 4.1 for determining the BMU by
c  arg min
1   i   M ∑j hi j

x
 
mi
 2
 (4.6)
which is computationally considerably heavier than the winner search of the basic
SOM [34].
Maps of process data
In this thesis, measurement data acquired from industrial processes are used as input
data for SOMs. Careful preparation of the data is always necessary in order to obtain
satisfactory results using any pattern recognition algorithm, and the SOM is not an
exception. The data quality issues were already considered in Chapter 3. However,
some additional remarks concerning missing values, noise, and outliers with the SOM
are commented below.
Missing values. It is usual that a data set contains invalid measurement values (see
Section 3.2), which causes problems for any pattern recognition algorithm. The sim-
plest solution to overcome the problem is to discard all the data vectors with one or
more such values, but this approach is not always sensible, because it also discards
valid data. However, it has been demonstrated that it is sensible to use the available
data vector value to find the BMU and to update it with its neighbors [91].
Noise. Physical measurements are corrupted by noise, which is usually assumed to
be additive and have the Gaussian distribution. As each model vector of the SOM is a
weighted average of the data vectors in the Voronoi set of the map unit and the neigh-
boring map units, noise is reduced and does not usually constitute a major problem.
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Outliers. Often, the process data contains some outliers, i.e., individual data vectors
which are significantly different from the main body of the data. These vectors strongly
contribute to the model vector values in certain parts of the map and are quite easy to
detect using visualizations of the SOM discussed in the next section. Alternatively,
some other outlier detection technique based on the SOM [79] can also be used. Once
the outliers have been found, it is often sensible to remove them from the data set and
train the map again in order to obtain a more accurate representation of the main body
of the data.
How to use the maps trained with process data
The use of the SOM in process monitoring was already considered in Section 2.1.4 and
in the analysis of process data in Section 2.2. Figure 4.1 illustrates these two ways to
utilize the SOM with process data. In both cases, a data set is first used to train a map.
The vertical direction denotes analysis of the data set the map was trained with; it can
be further divided into visualization and clustering, which are described in more detail
in Sections 4.1.2 and 4.1.3 below. Clustering can be used as a basis for summarization,
i.e., obtaining quantitative information like rules on different regions on the map. The
horizontal direction in Figure 4.1 means using the trained map as a reference model
to new data. In this context the SOM can either be used to check if the map "knows"
a new sample, i.e., novelty detection or to display the map unit and/or set of units
which give the best response for the new sample, see Section 4.1.4. The response can
naturally be displayed on any visualization of the whole map.
Demonstration data set. The SOM-based methods presented below are demon-
strated using a five-dimensional time series with 2780 points from a real pulping pro-
cess2, see Figure 4.2. The time series actually consists of three separate regions in time
which are all shown in the figure. All the regions describe quality problems of the pro-
cess, that is, large variation of a output quality variable, the kappa number. The four
other variables were in Publication 3 found to be useful in the analysis of the quality
variations.
In brief, the goal of the pulping process is delignification, removal of lignin from
wood. The kappa number is a quantity which measures the amount of lignin remaining
in the pulp after cooking in the digester. There is always a target value for the kappa,
which in this case is 32. If the kappa number of the pulp is higher than desired, further
processing of the pulp after the cooking becomes difficult. On the other hand, if the
kappa number is too small, yield of the process decreases – and in this case, so does
runnability of the process.
The SOM-based visualizations presented below played a major role in a research
project where sudden drops in the kappa number of a continuous pulp digester were
analyzed. In the beginning of the project, the number of variables considered was
2The same data were earlier used by the author in [37].
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Figure 4.1: Two different ways to utilize the SOM with process data. The vertical
direction denotes analysis of a given data set. In the horizontal direction, the SOM is
used as a reference for new data.
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Figure 4.2: A five-dimensional time series which is used to demonstrate the SOM-
based methods.
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large, say, some dozens. They were gradually reduced down to the most important
ones using exploratory data analysis and a priori knowledge of the process. Finally, it
was possible to give one possible explanation for the observations: the usually smooth
vertical movement of the wood chip plug down the digester seemed to slow down in
the faulty situations. This resulted in overcooking of the wood chips, that is, decrease
of the kappa number. Further, the overcooked pulp choke extraction screens of the
digester which slowed down the downward movement of the chip plug even more and
so on. Validity of the results was evaluated using a physical process model constructed
by a process expert. The model confirmed that the sensitivity of the digester for faults
of the assumed type was indeed high [3].
4.1.2 Visualization of the SOM
Perhaps the most important property of the SOM is that it is an efficient method for vi-
sualization of high-dimensional data. The SOM is thus an excellent tool in exploratory
data analysis, for reviews see [50, 107]. For descriptions and references to SOM-
based visualization methods, see for example [37, 39, 106]. The visualizations which
are mainly used in this thesis are described in detail below.
Component plane representation displays the values of each model vector element,
i.e. each variable, on the map grid. In Figure 4.3, the five component planes of a SOM
trained using the data in Figure 4.2 are shown. By inspecting all the component planes
simultaneously, one may possibly observe relationships between variables and even
roughly distinguish structure of the input data [73]. For instance, consider the illus-
tration of Figure 4.3: one can observe that in the top left corner the value of variable
Kappa is low, and in the same part of the map the value of variable Chip level is high,
correspondingly. However, as stated in [66], one has to verify the results carefully in
order to avoid misleading conclusions due to effects of vector quantization carried out
by the SOM.
Ordering of the component planes [108] makes it easier to investigate a large num-
ber of component planes simultaneously. The basic idea is to arrange the component
planes in such a way that similar planes (that is, interrelated variables) lie close to
each other; this organization is also carried out using the SOM algorithm. In [92], the
approach was demonstrated using the pulping data considered in Publication 3.
In color coding, each map unit is assigned a color of its own. In Publication 3,
the HSV color system (see for example [95]) was used in such a way that the value
of component H (hue) was dependent on direction from the center of the map, S (sat-
uration) was held constant, and V (value) was inversely proportional to the map unit
distance from the center of the map. Based on the color coding, the following two
visualizations can be linked to the component plane representation of the SOM trained
using the demonstration data (Figure 4.3).
  Two selected components of the model vectors of the SOM are sketched in a
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scatter plot. As each point in the plot is dyed using the color of the corresponding
map unit, it is possible to represent dependence between the two variables in
different parts of the map [35]. Top row of Figure 4.4 shows an example of
such scatter plots using the demonstration data. All the four other variables are
plotted against the variable of interest, the kappa number. It can be detected that
in the problematic states of the process – coded by purple color – all the other
variables obtain either small or large values. In order to verify that the SOM has
properly captured the shape of the data cloud, it is recommended also to plot the
original data points in a similar manner and dye each point using the color of the
corresponding BMU, see bottom row of Figure 4.4.
  Color coding of the map units can also be used in time series visualization in
a similar manner. The BMU for each data vector is determined, and the corre-
sponding point in the time series is dyed using the color of the corresponding
BMU. This visualization is illustrated in Figure 4.5.
In related works [36, 53], coloring of the SOM was also used with the difference that
the changes in the colors between neighboring units were chosen to reflect cluster
structure of the model vectors of the map.
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Figure 4.3: Five component planes of the SOM trained using the demonstration data.
4.1.3 Clustering of the SOM
If the number of the model vectors of the SOM is large, but still much less than the
number of the data vectors, the model vectors can be treated as a reduced data set
which reflects the properties of the underlying data. In Publication 4, clustering of
data using the SOM as an intermediate step of cluster analysis was suggested. For an
illustration of the approach, see Figure 4.6.
35
Figure 4.4: Coloring of scatter plots using the SOM. Colors of the map units are shown
in the top left corner. The top row also contains scatter plots of four other model vector
components against the kappa number. The bottom row consists of similar plots using
the original data where each point is dyed using the color of the corresponding BMU.
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Figure 4.5: Coloring of the time series data using the SOM. All points of the demon-
stration data have been dyed using the color of the corresponding BMU. The last signal
is the quantization error, i.e., the distance between each data point and corresponding
BMU. The distance describes how well each data vector is represented by the SOM.
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Clustering of the model vectors of the SOM has been considered earlier in [6, 16,
105]. However, the important contribution of Publication 4 is that scalability and ac-
curacy of classic k-means and agglomerative clustering algorithms in clustering of the
model vectors of the SOM were experimentally tested. Based on the tests of the study,
the following conclusions can be made. (1) The approach significantly improves scal-
ability of the clustering algorithms whose computational complexity is O
 
N2  , that is,
the agglomerative algorithms. (2) As the clustering of the model vectors of the SOM
was compared to direct clustering of the data, the results were almost identical. Fur-
ther, the SOM has advantages when the data contains noise and outliers. Because the
SOM averages the data, it reduces the effect of the noise and outliers on the clustering
result. Also, visualization of the SOM makes it possible to isolate clearly distinguish-
able outliers from the data.
The clustered SOM can be utilized in two different ways. Either it can be used to
obtain quantitative information on the underlying data set in the form of rules [86, 94]
or it can be combined with some other visualization techniques to improve readability
of the maps. In Figure 4.7, the SOM trained using the demonstration data has been
divided into 1  10 clusters using a divisive algorithm (outlined later in Section 4.2.3).
M map units C clusters
Data SOM Clusters
N samples
Figure 4.6: Clustering of the data using the SOM. First, a SOM is trained using the
data to be clustered. The map units of the SOM are then clustered. Class label of each
original data vector is the label of the corresponding BMU.
4.1.4 The SOM as a reference for new data samples
Novelty detection
The goal of novelty detection is to determine whether a before unseen data vector orig-
inates from a data distribution which is used as reference. However, the distribution
of the reference data is in practice usually unknown, and it needs to be approximated
using available data. One possibility is to construct a parametric model based on the
vectors of the reference data set. The SOM can be used as such a model of the data.
In novelty detection using the SOM, the simplest possibility is to use the distance
between the data vector and the corresponding BMU: if the distance is large, the sam-
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Figure 4.7: Clustering of the SOM into 1  10 separate classes using a divisive clus-
tering algorithm. In each plot, the class memberships of map units have been indicated
using colors.
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Figure 4.8: Time series plots of the demonstration data. Each data point has been dyed
using the color of the corresponding BMU. In this case, the SOM has been divided
into seven clusters, see Figure 4.7.
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ple is not likely to come from the same data distribution which was used to train the
SOM. In [5] and [40], it was suggested that the SOM can also be used as a basis for a
mixture model – even though it is not a generative model like, for instance, the Gaus-
sian mixture model (see for example [75]) or the generative topographic mapping [13].
However, in a recent study, a generative probability density model for the SOM was
proposed [66].
Responses
The inverse of distance between a data vector and a model vector of a SOM is called
response. In many applications, indication of the model vector with the best response
is necessary, because that model vector is most likely to represent similar data vectors
in the input space. For example, in the WEBSOM [62], this methodology is used to
retrieve text documents which are similar to the one which was given to the system as
input. Also, a mixture model which has been built on top of the SOM can be used [1].
In this case it is possible to compute the probability for each map unit to have generated
the input data vector.
In order to illustrate how responses and novelty detection are related to process
monitoring, consider Figure 4.9 which contains 200 new data vectors from the same
process which was used as a source of the demonstration data. For each of these data
points, the corresponding BMU is determined.
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Figure 4.9: A new five-dimensional time series of before unseen data which is used to
demonstrate the SOM-based process monitoring.
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Last
First
Figure 4.10: A trajectory of responses for new data, which consists of 200 data vectors.
The BMUs of the first and the last data vector of the time series have been indicated in
the figure.
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Figure 4.11: Time series plot of the new data with data points dyed according to the
colors of the BMUs. The bottom plot shows the quantization error at each time instant.
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In Figure 4.10, the SOM trained using the demonstration data set is shown. The
map units are assigned colors according to clustering of the SOM to seven clusters (see
Figure 4.7). On top of the map, a trajectory which passes through all the BMUs of
each new data vector is shown. The BMU of each vector has been marked using black
dot and adjacent BMUs in time are interconnected using a black line. The trajectory
makes it possible to visually indicate the current state of the process and also observe
how that state has been reached. An enhancement of the trajectory indication was
proposed in [19], where kernel regression was used to transform the discrete SOM
grid to a mapping with continuous state indication.
However, location of the BMU does not necessarily properly indicate the current
process state, because the new data vector may not be from the same data distribution
which was used to train the reference map. Therefore, it is sensible simultaneously to
perform novelty detection, which is in this case carried out using quantization error.
Figure 4.11 contains time series plots of the signals using the color of the correspond-
ing BMU. The last plot also shows the quantization error dyed in the similar manner.
The black horizontal line denotes the average quantization error of the training data.
In other words, if the error exceeds the line, the quantization error is higher than it was
in the training data on the average.
4.2 Cluster analysis
The objective of the cluster analysis is to divide a set of data vectors into groups (or
clusters) so that the degree of similarity is strong between vectors of the same cluster
and weak between vectors in different clusters. Similarity can be defined in various
ways, see for example [7]. In this thesis the Euclidean distance, which is the most
commonly used such a measure, is used.
In this section, cluster analysis of multivariate process data is considered. The
approach is best suited for data which have been recorded during steady and stable op-
eration of the process, because clustering is only capable of recognizing combinations
of measurement levels, not dynamic phenomena. Therefore, the data regions describ-
ing changes in the process state, i.e., transients as well as outliers should be removed
from the data before clustering.
In Figure 4.12, the phases of cluster analysis of process data are outlined. The
cluster analysis begins with feature extraction by segmentation of the data. The seg-
ments which contain transient signals and outliers are manually removed from the
data. Next, the centroids of the remaining segments are clustered. If interpretation of
the clustering results reveals that some of the obtained clusters represent completely
uninteresting or even erroneous regions of data, these clusters are removed and the data
are clustered again. Below, the steps of the clustering procedure shown in Figure 4.12
are considered in more detail.
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Data Interpretation Clusters
segmentsSegmentation
Selection of Clustering
Removal of
clusters
Figure 4.12: The phases of cluster analysis of process data. The segmentation phase
can also be seen as a feature extraction phase.
Demonstration data set
Roughly speaking, purpose of a paper machine is to produce paper from mass which
consists of water and raw material of the paper like pulp. Removal of major part of
the water in different parts of the paper machine is a central task in paper-making. The
water removal is carried out in several different ways using suctions, pressing, and
evaporation. Large amount of the water is removed in the so-called wet end of the
paper machine where the paper mass is fed into the machine. The water removal in the
wet end is carried out by several different suctions, partly controlled by the operators
of the paper machine.
The cluster analysis scheme presented below was primarily developed to be used
in analysis of control actions carried out by operators of a paper machine. Because the
operators manually control many central variables – like the suctions of the wet end
– it was considered interesting to study if paper with equal quality could be produced
using several different settings. If there were many ways, the next task would naturally
to be to choose the most cost-effective one.
For demonstration purposes, a 12-dimensional time series which describes control
actions of the wet end of a paper machine is used. The data set consists of 6979
data vectors, which are shown in Figure 4.13. The second variable from the top is a
nominal variable describing the product grade produced by the paper machine, which
is ignored in the segmentation and computation of the clusters, but retained in the data
and can thus be used in the interpretation of the results. The following analysis of the
demonstration data did not reveal any new information on the process, but is included
to illustrate how analysis of a real data set is carried out.
4.2.1 Feature extraction by segmentation
Successive samples in a time series are usually serially correlated. In other words,
adjacent samples in time are typically quite similar. Hence, a little essential variation
of the data is expected to be lost if the data are segmented by extracting the regions
where the time series varies only weakly and representing these segments by their cen-
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Figure 4.13: Signals used in the demonstration of the cluster analysis of process data.
troids.3 When these centroids are clustered instead of all the points in the multidimen-
sional time series, the computational load of the clustering algorithms is significantly
reduced. Also, the amount of noise in the data is reduced by averaging.
The data could be very efficiently segmented using segments with constant length,
but for structured process data, it is more sensible to divide the data into homogeneous
regions whose length may vary. An optimal division of multivariate time series with N
samples into K segments using dynamic programming [11] is computationally infea-
sible in large applications, because its computational complexity is O
 
KN2  . Several
feasible approximations with complexity O
 
KN  can be found in the literature, see for
example [27, 33, 57]; these are reviewed in [4]. However, in order to facilitate efficient
analysis, the segmentation procedure has to be very fast and an even faster algorithm,
discussed in [85], is used.
The algorithm divides a multidimensional time series into segments with a com-
mon upper bound Eub for the sum of squared errors (SSE) of each segment. The SSE
of a segment that starts at t0 and ends at t f is given by4
E
 
t0  t f  
t f
∑
i  t0
d
∑
j  1  
x j
 
i 
 
1
t f   t0  1
t f
∑
k  t0
x j
 
k 
2
 (4.7)
Below, the algorithm has been reformulated so that given K, the desired number of
segments, it computes an upper bound Eub for the SSE that gives (approximately) K
3In Publication 6, vector quantization was used for this task. However, it was later discovered that it
is computationally more sensible to use small time segments of the multidimensional time series instead.
4In [4] it was shown how a linear line fit of an arbitrary segment can be computed in unit time after
one pass through the data. It is very straightforward to use the same principle here.
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segments. In brief, the algorithm first finds an initial upper bound (the lower bound
is naturally 0) and uses the bisection search algorithm (see for example [10, pp. 276–
277]) to find the one that gives the desired number of segments.
Outline of the segmentation algorithm.
1. Specify K, the desired number of segments. Also choose ε, a distinguishability
constant.
2. The lower bound of the error, Elb  0. The initial value of the upper bound is
given by Eub  max
1   i   N   w  1

E
 
i  i

w
 
1  , where w  NK  .
3. Set Eub  Elb 
 
Eub   Elb 	 2  Eub  2 and step size ∆ 
 
Eub   Elb 	 4.
4. (a) Set the number of the current segment k  1, the number of the current
sample t  1, and the number of the first sample in the current segment
t0  1.
(b) Compute E   t0  t  , the SSE of the current segment; if E
 
t0  t 
 Eub, let nk =
t
 
t0, k  k  1, and t0  t.
(c) Sample x   t  belongs to segment k.
(d) Let t  t

1. If t 
 N, quit; otherwise go back to (b).
5. If k  K or ∆  ε, quit. The upper bound is Eub.
6. If k 
 K, let Eub  Eub  ∆; otherwise, let Eub  Eub   ∆.
7. Let ∆  ∆  2 and go to step 4.
As the primary goal of the segmentation is reduction of the data, it is sensible to for-
mulate the algorithm in this manner. It is difficult to find a reasonable value for Eub,
but it is usually known how many segments can be used to keep the execution time of
a clustering algorithm feasible.
Because the computational complexity of the algorithm is not easy to analyze, it
was evaluated experimentally. Figure 4.14 contains results of tests where the perfor-
mance of the segmentation algorithm was tested using random data. In Figure 4.14(a),
the number of segments was 100 in all runs whereas in Figure 4.14(b), the number of
data points was 10000 in all cases. The results suggest that the computational com-
plexity of the algorithm is linear with respect to the number of data points but merely
logarithmic with respect to the number of segments.
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Figure 4.14: Performance curves of the segmentation algorithm on page 44. (a) Ex-
ecution time (left) and SSE (right) when the number of data points is varied between
1000 and 10000; the number segments is 100 in all cases. (b) Execution time (left) and
SSE (right) when the number of segments is varied between 100 and 1000; the number
of data points is 10000 in all cases. The solid line depicts the mean over 10000 runs
and the dashed line is the standard deviation of the mean.
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4.2.2 Selection of the segments
As the segmentation algorithm produces segments with error that has an upper bound
which is common for all segments, the transients and the segments with outliers consist
of fewer samples than the steady state segments. This fact can be used in derivation of
a heuristical measure to guide the analyst to manually determine the segments which
should be removed. Denote the SSE of each segment by Ei, and the number of data
vectors in the ith segment by ni, respectively. Using these two quantities, the following
heuristical quantity can be computed for each segment:
si
 ni 

1
 
Ei
max1   i   K

Ei  
 (4.8)
where si describes tendency of ith segment to be a transient or an outlier segment. The
second term is significant only if segments of equal length are removed one by one: it
guarantees that segments with large errors (which are more likely to be a transient or
outlier segment) are removed first.
The next task is to determine a threshold slim so that all segments for which si  slim
are removed from the data. Since automatic selection of such a threshold is difficult,
it should be selected manually by the analyst. The decision is supported by interactive
computer tools, which guide the analyst to select an appropriate value for slim. In Fig-
ures 4.15(a)–(d), visualizations provided by such a tool are shown. Each visualization
is briefly commented below.
  Figure 4.15(a) shows the current value of si for all segments of the demonstration
data sorted in ascending order. This view only tells the amount of data that is to
be thrown away/retained.
  Figure 4.15(b) illustrates the selected and unselected data points of one time
series. Also, it shows which segment is next removed if slim is increased. Before
clustering it is sensible to browse through all the variables using such a time
series display to ensure that proper segments have been removed.
  In Figure 4.15(c), the centroids of the selected segments are projected in three
two-dimensional subspaces spanned by the three first principal components
(PCs). Using this display, it is possible to observe some centroids far away
from the main body of the data.5 For example, a group of outlying centroids can
be observed in the direction of the third PC.
  The variables which are most likely to include the outlying values have the great-
est absolute coefficient values in the third PC. Projection of the whole data on
the third PC and illustration of coefficients of the third PC is shown in Fig-
ure 4.15(d). The variable with the greatest variance in the third PC is thus the
variable number one.
5Note that some outliers may not be visible in these projections, but may be detected using projection
on some other principal components.
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Figure 4.15: Illustration of the displays which support the selection of the threshold
slim. (a) Value of si for all segments of the demonstration data sorted in ascending
order. The segments which would be discarded using the current value of slim are
shown using red color. (b) Selected (black color) and unselected data points (gray
color) of the variable number four. The red data points belong to the segment which
is next removed if slim is increased. (c) Projections of the data in three different two-
dimensional subspaces spanned by the three first PCs. (d) Projection of the data on the
third PC and the coefficients of each variable in the third PC.
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4.2.3 Clustering algorithms
A clustering algorithm assigns given data vectors into clusters according to some cri-
terion, which either explicitly or implicitly defines a cluster. In the literature, a large
number of clustering algorithms has been reported, see e.g. [7, 23, 47, 55]. Because the
algorithms differ from each other in several aspects, it is difficult to construct a taxon-
omy for them. In the following, however, some ways to distinguish between different
types of algorithms are listed.
Partitive vs. hierarchical. In partitive clustering, the number of the clusters usually
is fixed in advance, but may also be determined by the clustering algorithm, see for
example [14]. The hierarchical algorithms usually build a binary clustering tree, a
dendrogram, which can be cut at any level to obtain a desired number of clusters. The
hierarchical algorithms can be further divided into agglomerative and divisive. The
former ones initially assign all data points into clusters of their own and build the
dendrogram by combining two clusters at each step. The latter algorithms start with
all points in a single cluster which is first split into two subclusters that are at the next
step again split until there is only one sample left in each cluster.
Crisp vs. soft memberships. In the crisp algorithms, one sample belongs to exactly
one group whereas in the clustering algorithms with soft memberships, a sample may
belong to many clusters with varying degree of membership. The degree of member-
ship can be used to measure uncertainty in assignment of a sample in each class. There
exists two ways to express this uncertainty: probability and fuzzy membership, which
lead to mixture model [75] and fuzzy clustering algorithms [21].
Parametric vs. non-parametric representation. A group may have a parametric
representation, which is in the simplest case cluster centroid, or in a more complex
case, e.g., centroid and a covariance matrix. The well-known k-means algorithm is of
the former type and the Gaussian mixture model is of the latter type. In non-parametric
approach, the cluster is only defined by its samples.
The clustering results reported in Publication 6 were carried out using a divisive
hierarchical algorithm [72], which starts with all data vectors in a single cluster. At
each step, the cluster with the largest diameter is split into two subclusters as suggested
in [55]. The diameter is defined by maximum distance between any two points in the
same cluster.
Outline of the divisive algorithm.
1. Set the number of clusters l  1; set all samples to cluster Xl and set cluster
Xl  1   .
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2. For each sample xi of Xl, compute the average distance to all the other samples
of Xl:
d
 
xi  Xl
  
i   
1
nl   1 ∑j  Xl  j  i d
 
xi  x j  
Denote the sample that maximizes the dissimilarity by xi  .
3. Move the vector xi  from cluster Xl to cluster Xl  1:
Xl  Xl
  
i  
Xl  1  Xl  1 

i  
4. Find the i  	 Xl that maximizes
d
 
xi   Xl
  
i   
 
d
 
xi   Xl  1  
1
nl   1 ∑j  Xl  j  i  d
 
xi   x j   
1
nl  1
∑
k  Xl  1
d
 
xi   xk 
5. If d
 
xi   Xl
  
i   
 
d
 
xi   Xl  1  
 0, go to step 3 else go to step 6.
6. If all the clusters have only one sample, stop. Otherwise, find the cluster Xm with
the largest diameter:
diam
 
Xm   maxj  Xm  k  Xm
d
 
x j  xk  
set l  l

1, Xl  Xm and Xl  1    and go to step 2.
The algorithm outlined above is hierarchical with crisp memberships and non-
parametric cluster representation. A clear disadvantage is that the computational com-
plexity of the algorithm is high, quadratic with respect to the number of samples. On
the other hand, the computational burden can be considerably reduced by clustering
the segment centroids instead of the original data. In analysis of real process data, the
divisive algorithm outlined above has proved to be very useful; its use can be motivated
by the following arguments.
  Hierarchical nature. Determination of the number of clusters has been exten-
sively studied in the pattern recognition literature (see e.g. [76]). However, real
data in practice usually has no clear and unique cluster structure. Therefore, it is
sensible to interactively explore the data and try different number of clusters. A
hierarchical algorithm is especially suitable for this purpose since all partition-
ings can be obtained by cutting the dendrogram at a suitable level.
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  Isolation of outliers. The algorithm is sensitive to outliers, which is often an
undesired property. However, this can be benefited in pruning of the clustering
result, because the outliers often constitute clusters of their own. Once recog-
nized, they can be easily discarded and the data can then be clustered again.
However, if the outliers are extracted from the data before any other clusters,
there is no need to recluster the data – which is also a very attractive property of
the algorithm.
  Consistent results. The algorithm is deterministic, i.e., it always produces
the same clustering tree for the same data in each run. However, it should be
acknowledged that if the data changes slightly, the clustering result may also
change.
4.2.4 Interpretation
After the clustering, each data vector is assigned the label (or identifier or class) of the
cluster it belongs to. However, as the clustering has been carried out in an unsupervised
manner, it is not known what kind of data each of the obtained clusters represents.
Therefore one crucial step in applications of cluster analysis is the interpretation of the
results [47]. In interpretation of the clustering results of process data, the following
questions are typically sought answers for.
  What is the number of data points in each cluster?
  How are the clusters located in time?
  How can the clusters be characterized: which variables best describe each cluster
and how?
  What are the differences and similarities between clusters?
  Which variables are the most significant in discrimination between clusters?
Answering the two first questions in the list above is simple and straightforward:
an illustrative display is shown in Figure 4.16. The three last questions in the list above
can be answered when a quantity measuring the ability of a variable to discriminate
between two multivariate data partitions is derived. It is obvious that there are many
possible ways to select such a measure. For example, if the clusters can be assumed
to be Gaussian, classic standard methods like Fisher discriminant analysis (see for
example [15, pp. 57–59]), can be used.
In Publication 5, another common such a measure, the Kolmogorov-Smirnov (K-S)
statistic (see for example [98, pp. 1187–1192]) was used. Use of the K-S statistic can
be motivated by the fact that it is simple, invariant to linear scaling of data, it does
not make assumptions on distribution of the data, and it is not especially sensitive to
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Figure 4.16: The number of samples in each cluster (top) and the location of each
cluster in time (bottom) where the example data has been divided into six clusters. In
both illustrations, different clusters have been indicated using colors.
outliers. Because many clustering algorithms (like the divisive algorithm used in this
thesis) do not assume any data distribution, use of a such a measure can be motivated.
The K-S statistic is defined as the maximum absolute difference between two cu-
mulative distribution functions, say, Fk  i
 
l

and Fk  j
 
l

:
Dk
 
Xi  X j   max
  ∞   l   ∞

Fk

i
 
l 
 
Fk

j
 
l 

 (4.9)
where k denotes variable number and i and j are the indices of the partitions which are
compared. If the functions Fk

i
 
l  and Fk

j
 
l  are unknown, as they are in this case, they
can be estimated using data in a very straightforward manner. Figure 4.17 illustrates
the use of the K-S statistic between two data distributions.
Characterization of a partition. Denote the partition of interest by Xi. First, the
K-S statistics Dk
 
Xi  X j  for each variable k is computed by comparing the variable
distributions in the partition Xi with the other partitions Xothers  j

j

i X j. The K-S
statistic Dk
 
Xi  Xothers  reflects the importance of variable k in discrimination between
partition Xi and all the other partitions: the greater the value of the K-S statistic, the
more important variable k is in characterization of partition Xi.
In Figure 4.18, a display of one cluster of the example data is shown. The names
of the variables are shown in the order of significance from top to bottom in the left
panel. To the right, there is a “flat histogram” display of the cluster. For each variable,
all the points which do not belong to the cluster are drawn using gray color and the
points which are members of the cluster by black color. It can be observed that nearly
all variables get consistently high values in this cluster. However, it is sensible to also
look at the detailed presentations for each variable, see Figure 4.19.
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Figure 4.17: An example of use of the K-S statistic. The K-S statistic between two
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Figure 4.18: A display of cluster number four. The variables are sorted in order of
significance from top to bottom. Names of the variables are shown in the left panel
and contents the variables in the right panel, correspondingly. In the right panel, all the
points which belong to cluster four are drawn using black and the points that belong to
other clusters using gray color, respectively.
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Figure 4.19: A focused view of variable 12 which best explains the cluster number
four: time series plot (top) and histogram (bottom). The coloring is similar to Fig-
ure 4.18.
Comparison of two partitions. In comparison of two partitions Xi and X j, the K-S
statistics Dk
 
Xi  X j  are computed for each variable k by comparing partition Xi with
X j. Now the value of Dk
 
Xi  X j  reflects the ability of the variable k to discriminate
between partitions Xi and X j.
In Figure 4.20, a cluster comparison display between two clusters is shown. The
display is quite similar to the display of one cluster in Figure 4.18 with the difference
that now the order of the variables has been determined according to their ability to
discriminate between the two clusters.
Discrimination ability of variables. The last item in the list given in the beginning
of this section is determination of the variable(s) which best discriminate between the
clusters. The discrimination ability of kth variable can be computed using the K-S
statistic in the following way:
Dtotk 
d   1
∑
i  1
d
∑
j  i  1
Dk
 
Xi  X j   (4.10)
where Dk
 
Xi  X j  is the K-S statistic between the kth variable in the clusters Xi and X j.
The variable with the greatest cluster discrimination ability is the one for which the
value of Dtotk is greatest. In the case of the example data the variable is number three,
which is shown in Figure 4.21; all the points of the figure have dyed been using the
color of the corresponding cluster.
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Figure 4.20: A display of comparison between the clusters five and six. The variables
are sorted in order of significance from top to bottom. Variable names are shown in the
left display. Contents of each variable in cluster five are shown in the middle panel and
contents of cluster six in the right panel, correspondingly. All the points which belong
to the clusters five and six have been drawn using black and the points that belong to
other clusters using gray color in the panels corresponding to the clusters.
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Figure 4.21: Time series plot of variable number three which best separates between
the clusters. Each point in the plot is dyed using the color of the corresponding cluster.
As it can be observed, the variable is almost alone able to separate between the six
clusters.
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Chapter 5
Conclusions
The main contribution of this thesis is that both the SOM and the cluster analysis
have been applied in novel ways to real-world problems to explore real process data
of large-scale industrial processes. The studies have concretely confirmed the well-
known fact that dealing with real-world problems unavoidably requires large amount
of background work: specification of the problem, acquisition and preparation of the
data, and interpretation of the results with process experts. The work carried out in this
thesis has contributed to the computation of the unsupervised models and, especially,
their interpretation by visualization.
Exploratory data analysis cannot be carried by a person who is not familiar with
the analysis methods, because there are many technical details that unavoidably need
to be known in order to achieve sensible results. All the phases in the analysis can
never be automated, but the tasks which require human interaction or interpretation
should be supported by computer-based tools as efficiently as possible. This has been
one of the main goals in this thesis: to take some steps toward more user-friendly and
efficient exploratory analysis of process data.
The SOM is a powerful method for display of high-dimensional data in two di-
mensions. If the actual dimension of the data is higher than two, the map is often
capable of making a reasonable projection, but the quality of the projection weakens
as the dimension of the data grows. Because determination of the actual data dimen-
sion is in practice very difficult, validation of the mapping carried out by the SOM is
not straightforward. Fortunately, some measures (see for example [52]) for the quality
of the maps are available. They do not directly measure actual dimension of the data,
but are useful in validation as well as comparison of maps.
For a person who is not familiar with the SOM, the map displays are usually at first
confusing. For example, it takes time to realize why the axes of the two-dimensional
map do not always have some simple interpretation. However, after the basic idea of
the SOM has been adopted, the SOM is often found to be a useful visualization method
which makes it possible to obtain an illustrative display of high-dimensional data.
The cluster analysis alone or combined with the SOM can be used to study the
structure of the data. All the clustering algorithms contain either implicit or explicit
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definition of a cluster, but there is no guarantee that the definition agrees with anything
that is found in real data. Many clustering algorithms assume that data contain clusters
of regular shape like sphere or ellipsoid. Fortunately, even though the structure of real
data is often more complicated, some structure can be discovered in many cases using
the simple assumptions.
In the future work in the field of analysis of process data, the following two things
should be considered in depth.
  In the studies presented in this thesis, unsupervised methods were used to ex-
plore and visualize properties of multivariate data, which is indeed very im-
portant. However, after the exploratory phase the findings and the generated
hypotheses need to be validated. Statistical validation of the results has not been
considered in this thesis, but should be studied in the future work.
  The methods used in this thesis produce static models, which are suitable for
analysis of steady state operation of a process. In that case, even though the pro-
cess would be dynamic, it can be assumed static. Modeling of process dynamics
using the SOM is considered in [42], and a review on representations of time in
model based on the SOM can be found in [18]. If the dynamics of the process
should also be included in the models used in this thesis, guidelines can be found
in these two studies.
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