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Foundation of Symbol Theory
for Analytic Pseudodifferential Operators. I
Takashi Aoki, Naofumi Honda, and Susumu Yamazaki
Abstract. A new symbol theory for pseudodifferential operators in the complex an-
alytic category is given. This theory provides a cohomological foundation of symbolic
calculus.
Introduction
The aim of this series of papers is to establish a complete symbol theory for the sheaf
E
R
X of pseudodifferential operators in the complex analytic category. Here we distinguish
a little difference between the usage of hyphenation in the words “pseudodifferential”
and “pseudo-differential.” The latter might be more familiar than the former for most of
readers. To clarify this distinction, we have to mention some of history.
The notion of the pseudo-differential operators in the analytic category was introduced
by Boutet de Monvel and Kreé [11] and by Boutet de Monvel [10] for the real domain and
by Sato, Kawai and Kashiwara [29] for the complex domain about forty years ago. Note
that [11] introduced the notion in the category of ultradifferentiable functions of Gevrey
class which contains the analytic category for a special case and treated operators of finite
order. On the other hand, [10] and [29] considered operators of infinite order and these
operators play an essential role in [29] and in Kashiwara and Kawai [18]. The notion
is effectively used not only in the analysis of differential equations in analytic category
but in various fields of mathematics and now it becomes one of the most basic tools in
analysis as well as pseudo-differential operators in C∞ category. There are a number of
references which use pseudo-differential operators and we can not cite all of them. We
only cite Björk [9], Hörmander [12], Kashiwara and Schapira [22], Kumano-go [25], Liess
[27], Schapira [30] and Trèves [31], and refer the readers to the references cited in those
books or manuscripts.
The definition of the pseudo-differential operators given in [10] used oscillatory integrals
and analytic symbols, while [29] employed the cohomology theory. One of the advantages
of the latter theory is invariance which comes from the cohomology theory. But most of
analysts are familiar with the former theory because it is comprehensible as an analogy
of pseudo-differential operators in C∞ category through symbol theory and it does not
require heavy algebraic tools such as derived categories and exact sequences. Symbol
theory for pseudo-differential operators was also developed in [29], where the sheaf of them
was denoted by PX . This sheaf is recently denoted by E
∞
X after the work of Kashiwara and
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Schapira [19] and called the sheaf of microdifferential operators (of finite or infinite order).
Note that it is a subsheaf of E RX . The notion of symbols defined in [29] is different from
that of [10]. A symbol of a microdifferential operator (or a pseudo-differential operator
in the sense of [29]) is a sequence with an index in Z of holomorphic functions defined
on the cotangent bundle T ∗X with some homogeneity and growth conditions. On the
other hand, a pseudo-differential operator in the sense of [10] is defined by a total symbol
p(x, ξ) which is real analytic in (x, ξ) satisfying a growth condition in ξ variables. The
relation between those two theories was clarified by Kataoka [23]. He defined symbols
of operators in E RX by using the Radon transform and through his theory, we knew that
pseudo-differential operators of [10] is obtained by restriction of E RX to the real domain.
The essential idea of the definition of E RX was given in [29] but the definition itself was
not given there explicitly. The definition first appeared in the work of Kashiwara and
Kawai [17], where the notation PRX was used, although the name of the sections of the
sheaf was not given. As well as the case of E∞X , we use the notation E
R
X instead of P
R
X
after [19] and we call the sections of E RX pseudodifferential operators after [2].
Since the symbol theory developed in [23] was not published, some parts of it were
supplied by the first author [2] and the theory played a role in the analysis of operators
of infinite order (cf. Aoki [1], [3], Aoki, Kawai, Koike and Takei [7], Aoki, Kawai and
Takei [8], Kajitani and Wakabayashi [14], Kataoka [24], Uchikoshi [32]). Some systematic
description of the theory has been included in the book of Aoki, Kataoka and Yamazaki
[6]. The foundation of the symbol theory of E RX at the present stage is, however, quite
unsatisfactory. There are two issues: first one is that, as Kamimoto and Kataoka have
pointed out in their work [16, Example 1.1], the space of the kernel functions which comes
from standard Čech representation of cohomology groups is not closed under composition
of kernel functions defined by naive integration employed in [2], [6]. Regarding this issue,
[16] gives a possible solution by introducing the notion of formal kernels. Second issue is
that the relation between the action of operators by integration of kernel functions and
canonical action through cohomological definition was not clarified. We note that the
notion of formal kernels given in [16] has not yet given a solution to this issue directly.
Thus we think we have to provide a complete symbol theory of E RX which solves these
issues.
We mention that some modifications of the symbol theory are given by Uchikoshi [33]
and by Ishimura [13] for microlocal operators and non-local operators in the analytic
category, respectively. But there are analogous issues in these theories.
In this series of papers, we establish a new symbol theory of E RX which completely fits
in the cohomological definition of the sheaf. In the first part, we present a foundation
of symbol theory for E RX . Our main idea is to introduce a redundant parameter, which
we call an apparent parameter, in the definitions of (real) holomorphic microfunctions
and symbols. By introducing this parameter, cohomological definition of operation such
as composition, formal adjoint, coordinate transformation, etc. are directly related to
those of symbols (see Kashiwara-Schapira [20], [21]). To clarify the relation between Čech
cohomology classes and symbols, we fully use the theory of the action of microdifferential
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operators on microfunctions established by Kashiwara and Kawai ([17], [18]). We also
develop a theory of formal symbols which was firstly introduced for operators of infinite
order by [10] and generalized by [1], [2] and by Laurent [26]. The formal symbol theory
established in this article is exactly based on the cohomological definition of E RX . To
develop this theory, we employ an idea introduced by [26]. Our forthcoming second
paper will be devoted to the symbol theory for operators with Gevrey growth and the
cohomology theory for Whitney holomorphic functions. It will be useful for applications.
The plan of this paper, the first part, is as follows. In Section 1, we prepare a propo-
sition of the local cohomology group theory on a vector space which we shall use in this
article. Section 2 gives a new formulation of the sheaf of (real) holomorphic microfunc-
tions utilizing an apparent parameter. Applying this formulation, we give a cohomological
representation of pseudodifferential operators in Section 3. In Section 4, we define symbol
spaces with an apparent parameter. The relation between symbols and cohomological
representation of pseudodifferential operators is clarified in Section 5. Sections 6 and
7 are devoted to establish a theory of formal symbols with an apparent parameter for
pseudodifferential operators. Logically we can skip these two sections since our theory
developed up to Section 5 provides the equivalence of our present theory and the symbol
theory given in [2], [6] without cohomology theoretical foundation. But we think we need
these two sections since the relation between formal symbols and kernel functions can
be understood directly from the viewpoint of these sections. Of course, they provides a
unified treatment of symbols of pseudodifferential operators with previous sections. Basic
algebraic operations in terms of symbols are given with cohomology theoretical foundation
in these sections.
In Appendix A, we confirm the compatibility of actions of pseudodifferential operators
on the sheaf of holomorphic microfunctions. Appendix B gives a general construction of
the sheaf of microfunctions which can manage the symbol mapping on the space of kernel
functions with respect to arbitrary coverings.
This work, especially, the idea of introducing redundant parameter, is inspired by [16].
The authors would like to express their sincere thanks to Professor K. Kataoka and
Dr. S. Kamimoto. They also thank Professor T. Kawai and Professor Y. Okada for
encouragement to them.
§ 1. Local Cohomology Groups on a Vector Space
We denote by Z, R and C the sets of integers, of real numbers and of complex numbers
respectively. Further, set N := {m ∈ Z; m > 0}, N0 := N∪{0} and C× := {c ∈ C; c 6= 0}.
Let X be a finite dimensional R-vector space, and define an open proper sector S ⊂ C
by
S := {η ∈ C; a < arg η < b, 0 < |η| < r}
for some 0 < b − a < π and r > 0. We set X̂ := X × Cη with coordinates (x, η), and
let πη : X̂ ∋ (x, η) 7→ x ∈ X be the canonical projection. Let G ⊂ X be a closed subset
(not necessarily convex) and U ⊂ X an open neighborhood of the origin. In this section
we give another representation of local cohomology groups HkG∩U(U ;F) for a sheaf F
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on X. For this purpose, we need some preparations. Let Z be a closed subset in X
and ϕ : X × [0, 1] → X a continuous deformation mapping which satisfies the following
conditions:
(i) ϕ(x, 1) = x for any x ∈ X and ϕ(z, s) = z for any z ∈ Z.
(ii) ϕ(ϕ(x, s), 0) = ϕ(x, 0) for any s ∈ [0, 1] and x ∈ X.
(iii) We set
ρϕ(x, s) := |ϕ(x, s)− ϕ(x, 0)|.
Then ρϕ(x, s) is a strictly increasing function of s outside Z, i.e. if s1 < s2, we have
ρϕ(x, s1) < ρϕ(x, s2) for any x ∈ X r Z.
We set, for short
ρϕ(x) := ρϕ(x, 1) = |ϕ(x, 1)− ϕ(x, 0)| = |x− ϕ(x, 0)|.
Here we remark
ρϕ(ϕ(x, s)) = |ϕ(x, s)− ϕ(ϕ(x, s), 0)| = |ϕ(x, s)− ϕ(x, 0)| = ρϕ(x, s).
Let us see a typical example of such a deformation mapping.
1.1. Example. Let ζ be a unit vector in X := Cn and Z = {x ∈ X; 〈x, ζ〉 = 0} with
〈x, ζ〉 := n∑
i=1
xiζi. Define the deformation mapping ϕ : X × [0, 1]→ X by
ϕ(x, s) := x+ (s− 1)〈x, ζ〉ζ.
Here ζ denotes the complex conjugate of ζ . Note that ϕ(x, 1) = x and ϕ(x, 0) gives
the orthogonal projection to the complex hyperplane Z with respect to the standard
Hermitian metric |x| = 〈x, x〉1/2.
Let ̺ > 0 a positive constant. We define the subsets in X̂ by
(1.1)
Ĝ := {(ϕ(x, s), η) ∈ X̂; ρϕ(x) 6 ̺|η|, 0 6 s 6 1, x ∈ G},
Û := {(x, η) ∈ U × S; ρϕ(x) < ̺|η|}.
Note that Ĝ ∩ Û is a closed subset in Û . Then we have the following proposition.
1.2. Proposition. Let F be a complex of Abelian sheaves on X. Assume that U satisfies
(1.2) sup
x∈U
ρϕ(x) < ̺r.
Then there exists the following isomorphism:
RΓG∩U (U ;F) ∼→ RΓĜ∩Û(Û ; π−1η F).
Proof. Since π−1η (G) ∩ Û is closed in Ĝ ∩ Û and Û is open in π−1η (U), we obtain
Z
Ĝ∩Û
→ Z
π−1
η
(G)∩Û
→ Zπ−1
η
(G)∩π−1
η
(U) = π
−1
η ZG∩U = π
!
ηZG∩U [−2],
and this induces the canonical morphism
(1.3) Rπη!ZĜ∩Û → ZG∩U [−2].
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Hence, we have
RΓG∩U(U ;F) ≃ RHomZ
X
(ZG∩U ,F)→ RHomZ
X
(Rπη!ZĜ∩Û ,F)[−2]
≃ RHom
Z
X̂
(Z
Ĝ∩Û
, π!ηF)[−2] ≃ RΓĜ∩Û(Û ; π−1η F),
and to show Proposition 1.2, it suffices to prove that (1.3) is an isomorphism. We first
give some properties of ϕ and ρϕ.
(1) If ϕ(x, s) = ϕ(x′, s′) holds, we have ϕ(x, 0) = ϕ(ϕ(x, s), 0) = ϕ(ϕ(x′, s′), 0) = ϕ(x′, 0).
In particular, ρϕ(x, s) = ρϕ(x
′, s′).
(2) For any x∗ ∈ X we set
G(x∗) := {(g, t) ∈ G× [0, 1]; ϕ(g, t) = x∗}.
If G(x∗) 6= ∅, there exists (x, s) ∈ G(x∗) such that ρϕ(x) attains the value
a(x∗) := inf{ρϕ(g); (g, t) ∈ G(x∗)}.
Let us compute Rπη!ZĜ∩Û . If x
∗ /∈ U , clearly we have (Rπη!ZĜ∩Û)x∗ = 0. Hence in what
follows, we assume x∗ ∈ U , in particular, π−1η (x∗)∩Û 6= ∅ holds thanks to the assumption.
Then it follows from the definition and the properties above that if π−1η (x
∗) ∩ Ĝ 6= ∅,
π−1η (x
∗) ∩ Ĝ ≃ {η ∈ C; a(x∗) 6 ̺|η|}.
We also have
π−1η (x
∗) ∩ Û ≃ {η ∈ S; ρϕ(x∗) < ̺|η|}.
By taking these observations into account, we can calculate (Rπη!ZĜ∩Û)x∗ for x
∗ ∈ U as
follows. If x∗ ∈ G, we see that the subset π−1η (x∗) ∩ Ĝ 6= ∅ and we get
π−1η (x
∗) ∩ Ĝ ≃ {η ∈ C; ρϕ(x∗) 6 ̺|η|}
because of (x∗, 1) ∈ G(x∗) and
ρϕ(x
∗) = ρϕ(x
∗, 1) = ρϕ(x, s) 6 ρϕ(x, 1) = ρϕ(x)
for any (x, s) ∈ G(x∗). Hence we have
π−1η (x
∗) ∩ Ĝ ∩ Û ≃ {η ∈ S; ρϕ(x∗) < ̺|η|},
which implies
(Rπη!ZĜ∩Û)x∗ = RΓc(π
−1
η (x
∗) ∩ Ĝ ∩ Û ;ZX̂) = Z[−2].
On the other hand, if x∗ /∈ G, we obtain
(Rπη!ZĜ∩Û)x∗ = RΓc(π
−1
η (x
∗) ∩ Ĝ ∩ Û ;ZX̂) = 0.
As a matter of fact, if π−1η (x
∗) ∩ Ĝ = ∅, the claim clearly holds. Otherwise, we have
ρϕ(x
∗) < a(x∗) which can be shown by the following argument. Let (x, s) be a point in
G(x∗) with ρϕ(x) = a(x
∗). Since x∗ /∈ G, x ∈ G and x∗ = ϕ(x, s), we have x /∈ Z and
s < 1. From these facts,
ρϕ(x
∗) = ρϕ(x
∗, 1) = ρϕ(x, s) < ρϕ(x, 1) = ρϕ(x) = a(x
∗)
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follows. Hence we have
π−1η (x
∗) ∩ Ĝ ∩ Û ≃ {η ∈ S; a(x∗) 6 ̺|η|},
which implies the claim.
Summing up, we have obtained
(Rπη!ZĜ∩Û)x∗ =
Z[−2] (x
∗ ∈ G ∩ U),
0 (otherwise),
hence (1.3) is an isomorphism. This completes the proof. 
1.3. Remark. Without (1.2), we have the following claim by the same argument as that
in the proof above: Set U ′ := {x ∈ U ; ρϕ(x) < ̺r}. Then there exists the canonical
isomorphism
RΓG∩U ′(U
′;F) ∼→ RΓĜ∩Û(Û ; π−1η F).
§ 2. Holomorphic Microfunctions with an Apparent Parameter
Let X be an n-dimensional C-vector space with the coordinates z = (z1, . . . , zn), and
Y the closed complex submanifold of X defined by {z′ = 0} where z = (z′, z′′) with
z′ := (z1, . . . , zd) for some 1 6 d 6 n. Set X̂ := X × C, and let πη : X̂ ∋ (z, η) 7→ z ∈ X
be the canonical projection as in Section 1. In what follows, we denote an object defined on
the space X̂ by a symbol with ·̂ like Û
κ
etc. For any z ∈ Cn, we set ‖z‖ := max
16i6n
{|zi|}. Let
OX be the sheaf of holomorphic functions on X, and C
R
Y |X the sheaf of real holomorphic
microfunctions along Y on the conormal bundle T ∗YX to Y . Let z0 = (0, z
′′
0) ∈ Y and
z∗0 = (z
′′
0 ; ζ
′
0) ∈ T ∗YX with |ζ ′0| = 1. Set
f1(z) := 〈z′, ζ ′0〉, f ′(z) := z′ − 〈z′, ζ ′0〉ζ ′0 .
2.1. Remark. The subsequent arguments can be applied to a general family of a function
f1(z) and a mapping f
′(z), that enables us to develop the theory not only on a vector
space but also on a complex manifold. It is, however, rather technical. Hence we put such
a generalization in Appendix B.
By the definition of C RY |X, we have
C
R
Y |X,z∗0
= lim−→
̺,L,U
HdG̺,L∩U
(U ;OX).
Here U ⊂ X ranges through open neighborhoods of z0, and G̺,L denotes the closed set
G̺,L := {z ∈ X; ̺2|f ′(z)| 6 |f1(z)|, f1(z) ∈ L},
where L ⊂ C ranges through closed convex cones with L ⊂ {τ ∈ C; Re τ > 0}∪{0}. Now
we apply the result in the previous section to the case above. We take the open sector
Sr,θ defined by
Sr,θ := {η ∈ C; |arg η| < θ, 0 < |η| < r}
for 0 < θ < π/2 and r > 0 as an S in the previous section. The vector ζ is taken to
be the image of ζ ′0 by the canonical mapping (T
∗
YX)z0 → (T
∗X)z0 = C
n. We adopt the
deformation mapping given in Example 1.1 and assume that U is sufficiently small so
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that the assumption of Proportion 1.2 is satisfied. Therefore there exists the canonical
isomorphism
RΓG̺,L∩U
(U ;OX) ∼→ RΓĜ̺,L∩Û̺,r,θ(Û̺,r,θ; π
−1
η OX),
where Ĝ̺,L and Û̺,r,θ are defined by (1.1) with respect to G = G̺,L and U . By easy
computations, these sets are given by
(2.1)
Ĝ̺,L = {(z, η) ∈ X̂; ̺|f ′(z)| 6 |η|, f1(z) ∈ L},
Û̺,r,θ = {(z, η) ∈ U × Sr,θ; |f1(z)| < ̺|η|},
respectively. Thus, from the exact sequence
0→ π−1η OX → OX̂
∂η−→ OX̂ → 0,
we obtain the following distinguished triangle:
RΓG
̺,L
∩U(U ;OX)→ RΓĜ̺,L∩Û̺,r,θ(Û̺,r,θ;OX̂)
∂
η−→ RΓ
Ĝ̺,L∩Û̺,r,θ
(Û̺,r,θ;OX̂)
+1−→ .
We will see later the fact
(2.2) lim−→
̺,r,θ,L,U
Hk
Ĝ
̺,L
∩Û̺,r,θ
(Û̺,r,θ;OX̂) = 0 (k 6= d).
Hence we have reached the following definition and theorem.
2.2. Definition. We define
Ĉ RY |X,z∗0
:= lim−→
̺,r,θ,L,U
Hd
Ĝ̺,L∩Û̺,r,θ
(Û̺,r,θ;OX̂),
where U ⊂ X and L ⊂ C range through open neighborhoods of z0 and closed convex
cones in C with L ⊂ {τ ∈ C; Re τ > 0}∪{0} respectively, and the subsets Û̺,r,θ and Ĝ̺,L
are given in (2.1). Further we define
CRY |X,z∗0
:= Ker(∂η : Ĉ
R
Y |X,z∗0
→ Ĉ RY |X,z∗0 ).
Therefore, we obtain:
2.3. Theorem. There exists the following canonical isomorphism
C
R
Y |X,z∗0
∼→ CRY |X,z∗0 .
Let us show (2.2). We may assume z∗0 = (z
′′
0 ; ζ
′
0) = (0; 1, 0, . . . , 0). Let κ := (r, r
′, ̺, θ) ∈
R
4 be a 4-tuple of positive constants with
(2.3) 0 < θ <
π
2
, 0 < ̺ < 1, 0 < r < ̺r′.
Then we set
(2.4) S
κ
:= Sr,θ/4 = {η ∈ C; 0 < |η| < r, |arg η| <
θ
4
}
and define the open subset
Û
κ
:=
n⋂
i=2
{(z, η) ∈ X × S
κ
; |z1| < ̺|η|, |zi| < r′}.
8 T. AOKI, N. HONDA, AND S. YAMAZAKI
We also define the closed cone
Ĝ
κ
:=
d⋂
i=2
{(z, η) ∈ X̂; |arg z1| 6
π
2
− θ, ̺|zi| 6 |η|}.
By using these subsets, we introduce objects corresponding to Ĉ RY |X,z∗0 and C
R
Y |X,z∗0
at z∗0 ,
which are easily manipulated by Čech cohomology groups.
2.4. Definition. We define
Ĉ RY |X(κ) := H
d
Ĝ
κ
∩Û
κ
(Û
κ
;OX̂),
CRY |X(κ) := Ker(∂η : Ĉ
R
Y |X(κ)→ Ĉ RY |X(κ)).
Clearly we have
Ĉ RY |X,z∗0
= lim−→
κ
Ĉ RY |X(κ) and C
R
Y |X,z∗0
= lim−→
κ
CRY |X(κ),
since families of closed cones and open subsets appearing in inductive limits of the both
sides are equivalent with respect to inclusion of sets.
2.5. Proposition. If k 6= d, then
Hk
Ĝ
κ
∩Û
κ
(Û
κ
;OX̂) = 0.
In particular, (2.2) holds.
Proof. We set
(2.5)
V̂ (1)
κ
:= {(z, η) ∈ Û
κ
;
π
2
− θ < arg z1 <
3π
2
+ θ},
V̂ (i)
κ
:= {(z, η) ∈ Û
κ
; ̺|zi| > |η|} (2 6 i 6 d).
Since each V̂ (i)
κ
is pseudoconvex and Û
κ
r Ĝ
κ
=
d⋃
i=1
V̂ (i)
κ
, we have Hk
Ĝ
κ
∩Û
κ
(Û
κ
;OX̂) = 0 for
k > d. Let us show the assertion for k < d. As ̺ < 1 and r < ̺r′ hold, we have
RΓ
Ĝ
κ
∩Û
κ
(Û
κ
;OX̂) ≃ RΓĜ
κ
∩D̂
(D̂;OX̂),
where
D̂ :=
n⋂
i=d+1
{(z, η) ∈ X × S
κ
; |z1| < ̺|η|, |zi| < r′}.
Let us consider the holomorphic mapping on X̂ defined by
ϕ(z, η) := (z1, ηz2, . . . , ηzd, z
′′, η).
Since ϕ is bi-holomorphic on X ×C×, we have
RΓ
Ĝ
κ
∩D̂
(D̂;OX̂) ≃ RΓK̂∩D̂(D̂;OX̂).
Here we set K̂ := K̂1 ∩ K̂2 with
K̂1 := {(z, η) ∈ X̂; |arg z1| 6
π
2
− θ}, K̂2 :=
d⋂
i=2
{(z, η) ∈ X̂; ̺|zi| 6 1}.
Then we have the distinguished triangle
RΓ
K̂∩D̂
(D̂;OX̂)→ RΓK̂2∩D̂(D̂;OX̂)→ RΓ(K̂2rK̂1)∩D̂(D̂ r K̂1;OX̂)
+1−→ .
Hence the claim of the proposition follows from the following well-known lemma. 
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2.6. Lemma. Let D be a closed disk with positive radius in C and U a pseudoconvex open
subset in Cm. Then
Hν
Dk×U(C
k × U ;O
Ck+m
) = 0 (ν 6= k).
Furthermore, for any pseudoconvex open subsets U1 ⊂ U2 in Cm which are non-empty and
connected, the following canonical morphism is injective:
Hk
Dk×U
2
(Ck × U2;OCk+m)→ HkDk×U
1
(Ck × U1;OCk+m).
Next, we set
U
κ
:=
n⋂
i=2
{z ∈ X; |z1| < ̺r, |zi| < r′},
G
κ
:=
d⋂
i=2
{z ∈ X; |arg z1| 6
π
2
− θ, ̺2|zi| 6 |z1|}.
2.7. Corollary. If k 6= d, then
HkG
κ
∩U
κ
(U
κ
;OX) = 0,
and there exists the following exact sequence:
(2.6) 0→ HdG
κ
∩U
κ
(U
κ
;OX)→ Ĉ RY |X(κ)
∂
η−→ Ĉ RY |X(κ)→ 0.
Proof. We set
(2.7)
V (1)
κ
:= {z ∈ U
κ
;
π
2
− θ < arg z1 <
3π
2
+ θ},
V (i)
κ
:= {z ∈ U
κ
; ̺2|zi| > |z1|} (2 6 i 6 d).
Since each V (i)
κ
is pseudoconvex and U
κ
r G
κ
=
d⋃
i=1
V (i)
κ
, we have HkG
κ
∩U
κ
(U
κ
;OX) = 0 for
k > d. By Proposition 1.2 and Remark 1.3, we have the following distinguished triangle
RΓG
κ
∩U
κ
(U
κ
;OX)→ RΓĜ
κ
∩Û
κ
(Û
κ
;OX̂)
∂η−→ RΓ
Ĝ
κ
∩Û
κ
(Û
κ
;OX̂)
+1−→ .
By Definition 2.4 and Proposition 2.5, we have (2.6) and HkG
κ
∩U
κ
(U
κ
;OX) = 0 for k <
d. 
Note that, since
Û
κ
⊂ π−1η (Uκ), π−1η (Gκ) ∩ Ûκ ⊂ Ĝκ ∩ Ûκ,
the morphism HdG
κ
∩U
κ
(U
κ
;OX) → Ĉ RY |X(κ) is defined by a natural way associated with
inclusion of sets. By Proposition 2.5 and (2.6), we obtain the following corollary.
2.8. Corollary. Let z∗0 = (0; 1, 0, . . . , 0). Then there exist isomorphisms
(2.8) HdG
κ
∩U
κ
(U
κ
;OX) ∼ //

CRY |X(κ)

C
R
Y |X,z∗0
∼ // lim−→
κ
CRY |X(κ).
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We now consider a Čech representation of CRY |X(κ). Recall V̂
(i)
κ
⊂ X̂ of (2.5) and
V (i)
κ
⊂ X of (2.7) for 1 6 i 6 d. Let Pd be the set of all the subsets of {1, . . . , d} and
P∨d ⊂ Pd consisting of α ∈ Pd with #α = d − 1 (#α denotes the number of elements in
α). For α ∈ Pd, we define
(2.9) V̂ (α)
κ
:=
⋂
i∈α
V̂ (i)
κ
, V (α)
κ
:=
⋂
i∈α
V (i)
κ
.
In what follows, the symbol ∗ denotes the set {1, . . . , d} by convention, for example,
V̂ (∗)
κ
:= V̂ ({1,...,d})
κ
=
d⋂
i=1
V̂ (i)
κ
.
As each V̂ (α)
κ
(resp. V (α)
κ
) is pseudoconvex, we have
Ĉ RY |X(κ) = Γ (V̂
(∗)
κ
;OX̂)
/∑
α∈P∨
d
Γ (V̂ (α)
κ
;OX̂),
CRY |X(κ) = {u ∈ Ĉ RY |X(κ); ∂ηu = 0},
HdG
κ
∩U
κ
(U
κ
;OX) = Γ (V
(∗)
κ
;OX)
/∑
α∈P∨
d
Γ (V (α)
κ
;OX).
Since V̂ (α)
κ
⊂ π−1η (V (α)κ ) holds, we can regard a holomorphic function ϕ on V (α)κ as that on
V̂ (α)
κ
, and thus, we have the natural morphism Γ (V (α)
κ
;OX)→ Γ (V̂ (α)κ ;OX̂). This induces
the canonical morphism between the Čech cohomology groups
HdG
κ
∩U
κ
(U
κ
;OX) =
Γ (V (∗)
κ
;OX)∑
α∈P∨
d
Γ (V (α)
κ
;OX)
→ {u ∈ Γ (V̂
(∗)
κ
;OX̂)∑
α∈P∨
d
Γ (V̂ (α)
κ
;OX̂)
; ∂ηu = 0} = CRY |X(κ).
Clearly this morphism coincides with (2.8), hence it gives an isomorphism by Corollary
2.8.
§ 3. Cohomological Representation of E RX with an Apparent Parameter
We inherit the same notation from the previous section. Set X2 := X × X with the
coordinates (z, w), and let (z, w, η) be coordinates of X̂2 := X2 × C. Let ∆ ⊂ X2 be the
diagonal set. We identify X with ∆, and
T ∗X = {(z; ζ)} ≃ {(z, z; ζ,−ζ)} = T ∗∆X2.
Let E RX denote the sheaf of pseudodifferential operators on the cotangent bundle T
∗X of
X, and z∗0 = (z0; ζ0) ∈ T ∗X with |ζ0| = 1. Set
f∆,1(z, w) := 〈z − w, ζ0〉, f ′∆(z, w) := z − w − 〈z − w, ζ0〉ζ0.
See also Appendix B for a generalization of the mappings above and the following argu-
ments on a complex manifold. For a closed convex cone L ⊂ C, set
G∆,̺,L := {(z, w) ∈ X2; ̺2|f ′∆(z, w)| 6 |f∆,1(z, w)|, f∆,1(z, w) ∈ L}.
Then it follows from the definition of E RX that we have
E
R
X,z∗0
= lim−→
̺,L,U
HnG∆,̺,L∩U
(U ;O (0,n)X2 ).
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Here O (0,n)X2 is the sheaf of holomorphic n-forms with respect to dw1, . . . , dwn, U ⊂ X2
and L ⊂ C range through open neighborhoods of (z0, z0) and closed convex cones in C
with L ⊂ {τ ∈ C; Re τ > 0} ∪ {0} respectively.
Now we introduce the corresponding cohomology group with an apparent parameter.
Set, for an open subset U ⊂ X2 and a closed convex cone L ⊂ C,
Û∆,̺,r,θ := {(z, w, η) ∈ U × Sr,θ; |f∆,1(z, w)| < ̺|η|},
Ĝ∆,̺,L := {(z, w, η) ∈ X̂2; ̺|f ′∆(z, w)| 6 |η|, f∆,1(z, w) ∈ L}.
3.1. Definition. We set
ÊRX,z∗0
:= lim−→
̺,r,θ,L,U
Hn
Ĝ∆,̺,L∩Û∆,̺,r,θ
(Û∆,̺,r,θ;O
(0,n,0)
X̂2 ).
Here O
(0,n,0)
X̂2 is the sheaf of holomorphic n-forms with respect to dw1, . . . , dwn, U ⊂ X2
and L ⊂ C range through open neighborhoods of (z0, z0) and closed convex cones in C
with L ⊂ {τ ∈ C; Re τ > 0} ∪ {0} respectively. Further we define
ERX,z∗0
:= Ker(∂η : Ê
R
X,z∗0
→ ÊRX,z∗0 ).
From the consequence of the previous section, the following theorem immediately fol-
lows.
3.2. Theorem. There exists the canonical isomorphism
E
R
X,z∗0
∼→ ERX,z∗0 .
We assume z∗0 = (z0; ζ0) = (0; 1, 0, . . . , 0) in what follows and consider a Čech represen-
tation of ERX,z∗0 . Let κ = (r, r
′, ̺, θ) ∈ R4 be parameters satisfying the conditions (2.3).
Then we define
Û∆,κ :=
n⋂
i=2
{(z, w, η) ∈ X̂2; ‖z‖ < r′, η ∈ S
κ
, |z1 − w1| < ̺|η|, |zi − wi| < r′},
Ĝ∆,κ :=
n⋂
i=2
{(z, w, η) ∈ X̂2; |arg(z1 − w1)| 6
π
2
− θ, ̺|zi − wi| 6 |η|}.
We also set
U∆,κ :=
n⋂
i=2
{(z, w) ∈ X2; ‖z‖ < r′, |z1 − w1| < ̺r, |zi − wi| < r′},
G∆,κ :=
n⋂
i=2
{(z, w) ∈ X2; |arg(z1 − w1)| 6
π
2
− θ, ̺2|zi − wi| 6 |z1 − w1|}.
3.3. Definition. We define
ÊRX(κ) := H
n
Ĝ
∆,κ
∩Û
∆,κ
(Û∆,κ;O
(0,n,0)
X̂2 ),
ERX(κ) := Ker(∂η : Ê
R
X(κ)→ ÊRX(κ)).
Note that
ÊRX,z∗0
= lim−→
κ
ÊRX(κ) and E
R
X,z∗0
= lim−→
κ
ERX(κ)
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hold. Then by employing the coordinates transformation (z, w) 7→ (z, z − w), it follows
from Proposition 2.5, Corollaries 2.7 and 2.8 that the both complexes
RΓ
Ĝ∆,κ∩Û∆,κ
(Û∆,κ;O
(0,n,0)
X̂2 ),
RΓG∆,κ∩U∆,κ
(U∆,κ;O
(0,n)
X2 ) ≃ RΓĜ∆,κ∩Û∆,κ(Û∆,κ;RHomDX̂2(DX̂2/DX̂2∂η,O
(0,n,0)
X̂2 ))
are concentrated in degree n, and we have the canonical isomorphism
HnG∆,κ∩U∆,κ
(U∆,κ;O
(0,n)
X2 ) ∼→ ERX(κ).
Furthermore we have
E
R
X,z∗0
= lim−→
κ
HnG∆,κ∩U∆,κ
(U∆,κ;O
(0,n)
X2 ),
By these facts, we get
E
R
X,z∗0
= lim−→
κ
ERX(κ).
Now we give the Čech representations of these cohomology groups. Recall that the open
subset Û∆,κ ⊂ X̂2 is defined by
n⋂
i=2
{(z, w, η) ∈ X2 × S
κ
; ‖z‖ < r′, |z1 − w1| < ̺|η|, |zi − wi| < r′}.
Here the open sector S
κ
was given by (2.4). Set
V̂
(1)
∆,κ := {(z, w, η) ∈ Û∆,κ;
π
2
− θ < arg(z1 − w1) <
3π
2
+ θ},
V̂
(i)
∆,κ := {(z, w, η) ∈ Û∆,κ; ̺|zi − wi| > |η|} (2 6 i 6 n).
We also set
V
(1)
∆,κ := {(z, w) ∈ U∆,κ;
π
2
− θ < arg(z1 − w1) <
3π
2
+ θ},
V
(i)
∆,κ := {(z, w) ∈ U∆,κ; ̺2|zi − wi| > |z1 − w1|} (2 6 i 6 n).
For any α ∈ Pn, the subset V̂ (α)∆,κ, V (α)∆,κ etc. are defined in the same way as those in (2.9).
Then, using these coverings, we have
ÊRX(κ) = Γ (V̂
(∗)
∆,κ;O
(0,n,0)
X̂2 )
/∑
α∈P∨n
Γ (V̂ (α)∆,κ;O
(0,n,0)
X̂2 ),
ERX(κ) = {K ∈ ÊRX(κ); ∂ηK = 0},
HnG∆,κ∩U∆,κ
(U∆,κ;O
(0,n)
X2 ) = Γ (V
(∗)
∆,κ;O
(0,n)
X2 )
/∑
α∈P∨n
Γ (V (α)∆,κ;O
(0,n)
X2 ).
Let us take any K(z, w) dw = [ψ(z, w, η) dw] ∈ ERX(κ) and f(z) = [u(z, η)] ∈ CRY |X(κ)
with representatives ψ(z, w, η) dw ∈ Γ (V̂ (∗)∆,κ;O (0,n,0)X̂2 ) and u(z, η) ∈ Γ (V̂ (∗)κ ;OX̂) respec-
tively, which were introduced in the previous section. We will define the action µK on
CRY |X(κ) associated with the kernel K(z, w) dw. For that purpose, we first introduce the
paths of the integration related to µK . Let (z, η) ∈ X̂. Set β0 :=
̺
2
e−
√−1 (π+θ)/2 and
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β1 :=
̺
2
e
√−1 (π+θ)/2, and we define, for a sufficiently small ε > 0, the path γ1(z, η; ̺, θ) in
Cw
1
by
{w1 = z1 + tβ0η; 1 > t > ε} ∨ {w1 = z1 +
ε̺η
2
e−
√−1 (π+θ)t/2; −1 6 t 6 1}
∨ {w1 = z1 + tβ1η; ε 6 t 6 1}.
Note that γ1(z, η; ̺, θ) joins the two points z1 + β0η and z1 + β1η, which depend on the
variables z1 and η holomorphically. We introduce another path γ1(z, η; ̺, θ) in Cw
1
by
the straight segment from z1 + β0η to z1 + β1η. We also define the path γi(z, η; ̺) in Cwi
(i = 2, . . . , n) by the circle with center at zi and radius
|η|
̺
+ ε, i.e.
γi(z, η; ̺) := {wi = zi +
( |η|
̺
+ ε
)
e2π
√−1 t; 0 6 t 6 1}.
Define the real n-dimensional chain in X made from these paths by
γ(z, η; ̺, θ) := γ1(z, η; ̺, θ)× γ2(z, η; ̺)× · · · × γn(z, η; ̺) ⊂ X,
γ(z, η; ̺, θ) := γ1(z, η; ̺, θ)× γ2(z, η; ̺)× · · · × γn(z, η; ̺) ⊂ X.
Let π̂2 : X̂
2 ∋ (z, w, η) 7→ (w, η) ∈ X̂ be the canonical projection. For α ∈ Pn and β ∈ Pd,
we set
Ŵ (α, β)
κ
:= V̂ (α)∆,κ ∩ π̂−12 (V̂ (β)κ ),
Ŵ (∗,∗)
κ
:= V̂ (∗)∆,κ ∩ π̂−12 (V̂ (∗)κ ).
We also set Ŵ (α,∗)
κ
:= Ŵ (α,{1,...,d})
κ
and Ŵ (∗, β)
κ
:= Ŵ ({1,...,n}, β)
κ
. Then the following lemma
is easily obtained by elementary computations.
3.4. Lemma. Let κ˜ = (r˜, r˜′, ˜̺, θ˜) ∈ R4 satisfying
0 < r˜ < r, 0 < r˜′ <
r′
2
, 0 < θ˜ <
θ
4
, 0 < ˜̺<
̺
2
sin
θ
4
,
and the corresponding conditions to (2.3). Then the following hold for sufficiently small
ε > 0:
(1) For any (z, η) ∈ V̂ (∗)
κ˜
, in X̂2
{z} × γ(z, η; ̺, θ)× {η} ⊂ Ŵ (∗,∗)
κ
.
Here {z} × γ(z, η; ̺, θ) × {η} denotes the product of these three subsets in X̂2 =
X ×X ×C.
(2) For any (z, η) ∈ V̂ (β)
κ˜
with β ∈ P∨d ,
{z} × γ(z, η; ̺, θ)× {η} ⊂ Ŵ (∗, β)
κ
.
(3) For any (z, η) ∈ V̂ ({2,...,d})
κ˜
,
{z} × γ(z, η; ̺, θ)× {η} ⊂ Ŵ ({2,...,n},∗)
κ
.
Furthermore
{z} × ∂γ(z, η; ̺, θ)× {η} ⊂ Ŵ (∗,∗)
κ
,
where ∂γ(z, η; ̺, θ) denotes the boundary of γ(z, η; ̺, θ) as a real n-dimensional chain.
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Now we are ready to define the action µK of K(z, w) dw ∈ ERX(κ) on CRY |X(κ).
3.5. Theorem. The bi-linear morphism
µ : ERX(κ)⊗
C
CRY |X(κ)→ CRY |X(κ˜)
defined by
K(z, w) dw⊗ f(z) = [ψ(z, w, η) dw]⊗ [u(z, η)]
7→ µ(Kdw⊗ f) := [
∫
γ(z,η;̺,θ)
ψ(z, w, η) u(w, η) dw]
is well defined. Here κ˜ is a 4-tuple of positive constants satisfying the conditions given in
Lemma 3.4. In particular, there exists the following linear morphism:
µK : C
R
Y |X(κ) ∋ f(z) 7→ µ(Kdw⊗ f) ∈ CRY |X(κ˜).
3.6. Remark. The same result holds for ψ(z, w, τ, η)dw and u(w, τ, η) with additional
holomorphic parameters τ .
Proof of Theorem 3.5. For any ϕ(z, w, η) ∈ Γ (Ŵ (∗,∗)
κ
;OX̂2), set
µ(ϕ)(z, η) :=
∫
γ(z,η;̺,θ)
ϕ(z, w, η) dw.
Note that, by Lemma 3.4 (1) we have µ(ϕ)(z, η) ∈ Γ (V̂ (∗)
κ˜
;OX̂).
3.7. Lemma. Assume that ϕ(z, w, η) ∈ Γ (Ŵ (α, β)
κ
;OX̂2) with α ∈ P∨n and β = ∗ or with
α = ∗ and β ∈ P∨d . Then µ(ϕ)(z, η) ∈ Γ (V̂ (β)κ˜ ;OX̂) for some β ∈ P∨d .
Proof. If ϕ(z, w, η) ∈ Γ (Ŵ (α,∗)
κ
;OX̂2) for some α ∈ P∨n , we have µ(ϕ)(z, η) ∈ Γ (V̂
({2,...,d})
κ˜
;OX̂) (α = {2, . . . , n}),
µ(ϕ)(z, η) = 0 (otherwise).
Here we remark that the first fact comes from Lemma 3.4 (3) by deforming the path
of integration to γ(z, η; ̺, θ). In the same way, by Lemma 3.4 (2), it follows that if
ϕ(z, w, η) ∈ Γ (Ŵ (∗, β)
κ
;OX̂2) for some β ∈ P∨d ,
µ(ϕ)(z, η) ∈ Γ (V̂ (β)
κ˜
;OX̂). 
It follows from Lemma 3.7 that µ induces the canonical morphism
µ :
Γ (Ŵ (∗,∗)
κ
;O
(0,n,0)
X̂2 )∑
(α, β)∈Λ
Γ (Ŵ (α, β)
κ
;O
(0,n,0)
X̂2 )
→ Γ (V̂
(∗)
κ˜
;OX̂)∑
β∈P∨
d
Γ (V̂ (β)
κ˜
;OX̂)
= Ĉ RY |X(κ˜)
where Λ := {(α, ∗); α ∈ P∨n } ⊔ {(∗, β); β ∈ P∨d }. Furthermore, we have the canonical
morphism
ERX(κ)⊗
C
CRY |X(κ)→
Γ (Ŵ (∗,∗)
κ
;O
(0,n,0)
X̂2 )∑
(α, β)∈Λ
Γ (Ŵ (α, β)
κ
;O
(0,n,0)
X̂2 )
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by [ψ(z, w, η) dw]⊗ [u(z, η)] 7→ [ψ(z, w, η) u(w, η) dw]. Hence we have obtained the mor-
phism
µ : ERX(κ)⊗
C
CRY |X(κ) ∋ [ψ(z, w, η) dw]⊗ [u(z, η)] 7→ [
∫
γ(z,η;̺,θ)
ψ(z, w, η) u(w, η) dw] ∈ Ĉ RY |X(κ˜).
Thus to complete the proof, it suffices to show the image of µ is contained in CRY |X(κ˜).
We have
∂η
∫
γ(z,η;̺,θ)
ψ(z, w, η) u(w, η) dw =
∫
γ
2
(z,η;̺)×···×γ
n
(z,η;̺)
[
τψ(z, z1 + τη, w
′, η) u(z1 + τη, w
′, η)
]β1
τ=β0
dw2 · · · dwn
+
∫
γ(z,η;̺,θ)
∂ηψ(z, w, η) u(w, η) dw+
∫
γ(z,η;̺,θ)
ψ(z, w, η) ∂ηu(w, η) dw.
By Lemma 3.4 (3), the first term belongs to Γ (V̂ (2,...,d)
κ˜
;OX̂). For the second and third
terms, as each integrand belongs to
∑
(α, β)∈Λ
Γ (Ŵ (α, β)
κ
;OX̂2), the corresponding integral also
belongs to
∑
β∈P∨
d
Γ (V̂ (β)
κ˜
;OX̂). Hence we have obtained
∂
∂η
µ([ψdw]⊗ [u]) = 0 ∈ Ĉ RY |X(κ˜),
which implies µ([ψdw]⊗ [u]) ∈ CRY |X(κ˜). The proof is complete. 
As a corollary of the theorem, we have the result on the composition on ERX(κ).
3.8. Corollary. Let κ˜ = (r˜, r˜′, ˜̺, θ˜) ∈ R4 satisfying
0 < r˜ < r, 0 < r˜′ <
r′
8
, 0 < θ˜ <
θ
4
, 0 < ˜̺<
̺
2
sin
θ
4
,
and the corresponding conditions to (2.3). Then there exists the bi-linear morphism
µ : ERX(κ)⊗
C
ERX(κ)→ ERX(κ˜)
defined by
[ψ1(z, w, η) dw]⊗ [ψ2(z, w, η) dw] 7→
[(∫
γ(z,η;̺,θ)
ψ1(z, w˜, η)ψ2(w˜, w, η) dw˜
)
dw
]
.
Proof. By employing the coordinates transformation z = z′ + w, w˜ = w˜′ +w and w = w,
the integration above becomes∫
γ(z′,η;̺,θ)
ψ1(z
′ + w, w˜′ + w, η)ψ2(w˜
′ + w,w, η) dw˜′.
Then, under the new coordinates (z′, w˜′, w), the ψ2 (resp. the result of the integration)
can be regarded a holomorphic microfunction along {w˜′ = 0} (resp. {z′ = 0}). Hence,
by noticing the simple fact that |wi| <
r′
2
and |w˜′i| <
r′
2
imply |w˜i| < r′, we can easily
obtain the result by the theorem. 
The following theorem can be shown by the same arguments as in Kashiwara-Kawai
[18]. We give the detailed proof in Appendix A for the reader’s convenience. See also
Theorem B.8 for the corresponding claim at an arbitrary point in T ∗X.
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3.9. Theorem. The action
E
R
X,z∗0
⊗
C
C
R
Y |X,z∗0
= lim−→
κ
(ERX(κ)⊗
C
CRY |X(κ))
µ−→ lim−→
κ
CRY |X(κ) = C
R
Y |X,z∗0
coincides with the cohomological action of E RX,z∗0
on C RY |X,z∗0
.
As an immediate corollary, we have:
3.10. Corollary. The multiplication of the ring E RX,z∗0 coincides with the composition de-
fined by
E
R
X,z∗0
⊗
C
E
R
X,z∗0
= lim−→
κ
(ERX(κ)⊗
C
ERX(κ))
µ−→ lim−→
κ
ERX(κ) = E
R
X,z∗0
.
§ 4. Symbols with an Apparent Parameter
Let X := Cn and consider T ∗X ≃ X × Cn = {(z; ζ)}. Let π : T ∗X → X be the
canonical projection. If V ⊂ T ∗X is a conic set and d > 0, we set
V [d] := {(z; ζ) ∈ V ; ‖ζ‖ > d}.
For any open conic subset Ω ⊂ T ∗X and ρ > 0, we set
Ωρ := Cl
[ ⋃
(z,ζ)∈Ω
{(z + z′; ζ + ζ ′) ∈ C2n; ‖z′‖ 6 ρ, ‖ζ ′‖ 6 ρ‖ζ‖}
]
.
Here Cl means the closure. In particular, Ω0 = ClΩ. For any d > 0 and ρ ∈
[
0, 1
[
, we
set for short:
dρ := d(1− ρ).
Let U , V be conic subsets of T ∗X. Then we write V ⋐
conic
U if V is generated by a compact
subset of U . We recall the definition of symbols of E RX :
4.1. Definition (see [2], [6]). Let Ω ⋐
conic
T ∗X be an open conic subset.
(1) We call P (z, ζ) a symbol on Ω if there exist d > 0 and ρ ∈
]
0, 1
[
such that
P (z, ζ) ∈ Γ (Ωρ[dρ];OT ∗X), and for any h > 0 there exists Ch > 0 such that
|P (z, ζ)| 6 Cheh‖ζ‖ ((z; ζ) ∈ Ωρ[dρ]).
We denote by S (Ω) the set of symbols on Ω.
(2) We call P (z, ζ) a null-symbol on Ω if there exist d > 0 and ρ ∈
]
0, 1
[
such that
P (z, ζ) ∈ Γ (Ωρ[dρ];OT ∗X), and there exist C, δ > 0 such that
|P (z, ζ)| 6 Ce−δ‖ζ‖ ((z; ζ) ∈ Ωρ[dρ]).
We denote by N (Ω) the set of null-symbols on Ω.
(3) For any z∗0 ∈ T ∗X, we set
Sz∗0
:= lim−→
Ω∋z∗0
S (Ω) ⊃ Nz∗0 := lim−→
Ω∋z∗0
N (Ω)
where Ω ⋐
conic
T ∗X ranges through open conic neighborhoods of z∗0 .
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Next, set for short
(4.1) S := S
κ
for some r, θ ∈
]
0,
1
2
[
(recall (2.4)). In particular we always assume that |η| < 1
2
for any
η ∈ S. For Z ⋐ S, we set mZ := minη∈Z |η| > 0.
4.2. Definition. We define a set N(Ω;S) as follows: P (z, ζ, η) ∈ N(Ω;S) if
(i) P (z, ζ, η) ∈ Γ (Ωρ[dρ]× S;OT ∗X×C) for some d > 0 and ρ ∈
]
0, 1
[
,
(ii) there exists δ > 0 so that for any Z ⋐ S, there exists a constant CZ > 0 satisfying
(4.2) |P (z, ζ, η)| 6 CZe−δ‖ηζ‖ ((z; ζ, η) ∈ Ωρ[dρ]× Z).
4.3. Lemma. If P (z, ζ, η) ∈ N(Ω;S), it follows that ∂ηP (z, ζ, η) ∈ N(Ω;S).
Proof. We assume that P (z, ζ, η) ∈ Γ (Ωρ[dρ] × S;OT ∗X×C). For any Z ⋐ S, we take
δ′ ∈
]
0,
δ
2
[
as
(4.3) Z ′ :=
⋃
η∈Z
{η′ ∈ C; |η − η′| 6 δ′|η|} ⋐ S.
Then by the Cauchy inequality, there exists a constant CZ′ > 0 such that
|∂ηP (z, ζ, η)| 6
1
δ′|η| sup|η−η′|=δ′|η||P (z, ζ, η
′)| 6 CZ′e
−δ‖ηζ‖/2
δ′mZ
((z; ζ, η) ∈ Ωρ[dρ]× Z). 
4.4. Proposition. Let P (z, ζ, η) ∈ Γ (Ωρ[dρ] × S;OT ∗X×C). Assume that ∂ηP (z, ζ, η) ∈
N(Ω;S).
(1) The following conditions are equivalent:
(i) there exists a constant υ > 0 satisfying the following: for any Z ⋐ S there exists a
constant CZ > 0 such that
(4.4) |P (z, ζ, η)| 6 CZeυ|η|‖ζ‖ ((z; ζ, η) ∈ Ωρ[dρ]× Z).
(ii) for any h > 0 and Z ⋐ S there exists constant Ch,Z > 0 such that
|P (z, ζ, η)| 6 Ch,Zeh‖ζ‖ ((z; ζ, η) ∈ Ωρ[dρ]× Z).
(2) Assume that P (z, ζ, η) satisfies the equivalent conditions of (1) (resp. P (z, ζ, η) ∈
N(Ω;S)). Then for any η0 ∈ S, it follows that P (z, ζ, η0) ∈ S (Ω) (resp. P (z, ζ, η0) ∈
N (Ω)) and further P (z, ζ, η)− P (z, ζ, η0) ∈ N(Ω;S).
Proof. (1) (i) =⇒ (ii). For any h > 0, we choose η0 ∈ S ∩R as υη0 < h. Then there exists
a constant Cη0 > 0 such that
|P (z, ζ, η0)| 6 Cη0e
υη0‖ζ‖ 6 Cη0
eh‖ζ‖ ((z; ζ) ∈ Ωρ[dρ]).
For any Z ⋐ S, let Z ′ ⋐ S be the convex hull of Z∪{η0}. Since ∂ηP (z, ζ, η) ∈ N(Ω;S), we
can find δ > 0 and a constant CZ′ > 0 such that for any (z; ζ, η) ∈ Ωρ[dρ]×Z ⊂ Ωρ[dρ]×Z ′
the following holds:
|P (z, ζ, η)| = |P (z, ζ, η0) +
∫ η
η0
∂ηP (z, ζ, τ) dτ | 6 Cη0e
h‖ζ‖ + |η − η0|CZ′e−δmZ′‖ζ‖
6 (Cη0 + rCZ′)e
h‖ζ‖.
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(ii) =⇒ (i). For any Z ⋐ S, we take 0 < h 6 mZ . Then there exists Ch,Z > 0 such that
|P (z, ζ, η)| 6 Ch,Zeh‖ζ‖ 6 Ch,Ze|η|‖ζ‖ ((z; ζ, η) ∈ Ωρ[dρ]× Z).
(2) Taking Z = {η0}, we see that P (z, ζ, η0) ∈ S (Ω) by (1). Set δ0 := δ|η0|. As in the
proof of (i) =⇒ (ii) in (1), we see that for any (z; ζ, η) ∈ Ωρ[dρ] × Z ⊂ Ωρ[dρ] × Z ′ the
following holds: if |η| > |η0|
|P (z, ζ, η)− P (z, ζ, η0)| =
∣∣∣∣∫ η
η0
∂ηPν(z, ζ, τ) dτ
∣∣∣∣ 6 |η − η0|Ch,Z′e−δ‖η0ζ‖ 6 rCh,Z′e−δ0‖ηζ‖,
and if |η| 6 |η0|
|P (z, ζ, η)− P (z, ζ, η0)| 6 rCh,Z′e−δ‖ηζ‖ 6 rCh,Z′e−δ0‖ηζ‖.
Hence P (z, ζ, η)− P (z, ζ, η0) ∈ N(Ω;S). If P (z, ζ, η) ∈ N(Ω;S), the proof is same. 
4.5. Definition. (1) We define a set S(Ω;S) as follows: P (z, ζ, η) ∈ S(Ω;S) if
(i) P (z, ζ, η) ∈ Γ (Ωρ[dρ]× S;OT ∗X×C) for some d > 0 and ρ ∈
]
0, 1
[
,
(ii) ∂ηP (z, ζ, η) ∈ N(Ω;S),
(iii) P (z, ζ, η) satisfies the equivalent conditions of Proposition 4.4.
Note that N(Ω;S) ⊂ S(Ω;S) holds by Lemma 4.3.
(2) For z∗0 ∈ T˙ ∗X, we set
Sz∗0
:= lim−→
Ω,S
S(Ω;S) ⊃ Nz∗0 := lim−→
Ω,S
N(Ω;S).
Here Ω ⋐
conic
T ∗X ranges through open conic neighborhoods of z∗0 , and the inductive limits
with respect to S are taken by r, θ → 0 in (4.1).
We call each element of S(Ω;S) (resp. N(Ω;S)) a symbol (resp. null-symbol) on Ω
with an apparent parameter in S. It is easy to see that S(Ω;S) is a C-algebra under
the ordinary operations of functions, and N(Ω;S) is a subalgebra. By definition, we can
regard that
S (Ω) = {P (z, ζ, η) ∈ S(Ω;S); ∂ηP (z, ζ, η) = 0} ⊂ S(Ω;S),
N (Ω) = S (Ω) ∩N(Ω;S) ⊂ N(Ω;S).
Hence we have an injective mapping S (Ω)/N (Ω) →֒ S(Ω;S)/N(Ω;S). Moreover
4.6. Proposition. There exists the following isomorphism:
S (Ω)/N (Ω) ∼→ S(Ω;S)/N(Ω;S).
Proof. Let P (z, ζ, η) ∈ S(Ω;S). We fix η0 ∈ S. Then by Proposition 4.4, we have
P (z, ζ, η0) ∈ S (Ω) and [P (z, ζ, η)] = [P (z, ζ, η0)] ∈ S(Ω;S)/N(Ω;S). 
4.7. Definition. We set
:P (z, ζ, η): := P (z, ζ, η) mod N(Ω;S) ∈ S(Ω;S)
/
N(Ω;S)
which is called the normal product or the Wick product of P (z, ζ, η).
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§ 5. Kernel Functions and Symbols
In this section, we shall establish the correspondence of kernel functions and sym-
bols. For this purpose, first we define two mappings that give the correspondence above.
Set z∗0 = (z0; ζ0) := (0; 1, 0, . . . , 0). Take any element K(z, w) dw = [ψ(z, w, η) dw] ∈
lim−→
κ
ERX(κ). Then a representative ψ(z, z + w, η) of K(z, z + w) is holomorphic on
n⋂
i=2
{(z, w, η) ∈ C2n × S; ‖z‖ < r′, 1
̺
|η| < |wi| < r′, |w1| < ̺|η|, |argw1| <
π
2
+ θ}.
5.1. Definition. We set
σ(ψ)(z, ζ, η) :=
∫
γ(0,η;̺,θ)
ψ(z, z + w, η) e〈w,ζ〉dw.
In Proposition 5.4 below, we show that σ induces a mapping E RX,z∗0 → Sz∗0/Nz∗0 .
In order to construct the inverse of σ, we make full use of the following family of
functions (see Laurent [26, p.39]):
5.2. Definition. We set
Γν(τ, η) :=

1 (ν = 0),
1
(ν − 1)!
∫ η
0
e−sτsν−1ds (ν ∈ N).
Let z∗0 = (0; 1, 0, . . . , 0) ∈ T˙ ∗X, and P (z, ζ, η) ∈ Sz∗0 . By Proposition 4.4, for any
sufficiently small η0 > 0 we have P (z, ζ, η) − P (z, ζ, η0) ∈ Nz∗0 . We may assume that
‖ζ‖ = |ζ1| on a neighborhood of z∗0 . We develop P (z, ζ, η0) into the Taylor series with
respect to ζ ′/ζ1 = (ζ2/ζ1, . . . , ζn/ζ1):
(5.1) P (z, ζ, η0) =
∑
α∈Nn−10
Pα(z, ζ1, η0)
(
ζ ′
ζ1
)α
.
Then we set P Bα (z, ζ1, η) := Pα(z, ζ1, η0) ζ
|α|
1 Γ|α|(ζ1, η) and
(5.2) P B(z, ζ, η) :=
∑
α∈Nn−10
P Bα (z, ζ1, η)
(
ζ ′
ζ1
)α
.
5.3. Definition. Under the preceding notation, we set
(5.3)
̟α(P )(z, w1, η) :=
∫ ∞
d
P Bα (z, ζ1, η)
e−w1ζ1
ζ
|α|
1
dζ1
=
∫ ∞
d
Pα(z, ζ1, η0)Γ|α|(ζ1, η) e
−w1ζ1 dζ1,
and further define
(5.4) ̟(P )(z, z + w, η) :=
∑
α∈Nn−10
α!̟α(P )(z, w1, η)
(2π
√−1 )n (w′)α+1n−1 .
Here we set w′ := (w2, . . . , wn) and 1n−1 := (1, . . . , 1). In Proposition 5.5 below, we show
that ̟ induces a mapping Sz∗0/Nz∗0 → E
R
X,z∗0
.
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5.4. Proposition. The σ in Definition 5.1 induces the linear mapping
σ : E RX,z∗0∈
lim−→
κ
ERX(κ)∈
// Sz∗0
/Nz∗0∈
K(z, w) dw [ψ(z, w, η) dw] ✤ // σ(K)(z, ζ) = [σ(ψ)(z, ζ, η)].
The σ does not depend on the choice of the path of the integration.
We call σ the symbol mapping, and σ(K) the symbol of K(z, w) dw ∈ E RX,z∗0 .
Proof. We expand
ψ(z, z + w, η) =
∑
α∈Zn−1
ψα(z, w1, η)
(2π
√−1 )n−1 (w′)α+1n−1
If αi + 1 6 0 for some 2 6 i 6 n, this term is zero in lim−→
κ
ERX(κ), hence we may assume
from the beginning that
(5.5) ψ(z, z + w, η) =
∑
α∈Nn−10
ψα(z, w1, η)
(2π
√−1 )n−1 (w′)α+1n−1 .
Here
(5.6) ψα(z, w1, η) :=
∮
|w˜2|=c|η|,...,|w˜n|=c|η|
ψ(z, z1 + w1, z
′ + w˜′, η)(w˜′)α dw˜′
for c >
1
̺
. Hence we may assume that ψ(z, z + w, η) is holomorphic on
n⋂
i=2
{(z, w, η) ∈ C2n × S; ‖z‖ < r′, |w1| < ̺|η|, | argw1| <
π
2
+ θ,
|η|
|wi|
< ̺},
Take c′ > 0, an open conic neighborhood Ω ⋐
conic
T ∗X and 0 < ρ≪ 1 as
Ωρ ⋐conic
{(z, ζ) ∈ C2n; ‖z‖ 6 r′, ‖ζ ′‖ 6 c′|ζ1|, |arg ζ1| 6 r′′}.
Taking c′ small enough, we can assume that ‖ζ‖ = |ζ1| on Ωρ. We have
σ(ψ)(z, ζ, η) =
∫
γ1(0,η;̺,θ)
dw1
∮
γ2(0,η;̺)
· · ·
∮
γn(0,η;̺)
∑
α∈Nn−10
ψα(z, w1, η)
(2π
√−1 )n−1 (w′)α+1n−1 e
〈w,ζ〉dw′
=
∑
α∈Nn−10
∫
γ1(0,η;̺,θ)
ψα(z, w1, η)
ew1ζ1
α!
∂ αw′e
〈w′,ζ′〉
∣∣∣w′=0 dw1
=
∑
α∈Nn−10
(ζ ′)α
α!
∫
γ
1
(0,η;̺,θ)
ψα(z, w1, η) e
w
1
ζ
1dw1 .
We can change γi(0, η; ̺) = {wi = |η|s′e2π
√−1 t; 0 6 t 6 1} with 0 < ̺−1 < s′. Deforming
γ1(0, η; ̺, θ), we can see that for any h > 0 we have e
Re〈w1,ζ1〉 6 eh|ηζ1| holds if |arg ζ1| < r′′
and w1 ∈ γ1(0, η; ̺, θ). Thus we have∣∣∣e〈w,ζ〉∣∣∣ = eRe〈w,ζ〉 6 exp(Re〈w1, ζ1〉+ n∑
i=2
|wi ζi|
)
6 eh|ηζ1|+(n−1)c
′s′|ηζ
1
| = e(h+(n−1)c
′s′)‖ηζ‖.
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Fix d > 0. Take Z ⋐ S. Then there exists a constant C > 0 such that∣∣∣∣ ∫
γ(0,η;̺,θ)
ψ(z, z + w, η) e〈w,ζ〉dw
∣∣∣∣ 6 Ce(h+(n−1)c′s′)‖ηζ‖ ((z; ζ, η) ∈ Ωρ[dρ]× Z),
that is, we can see that σ(ψ)(z, ζ, η) ∈ Γ (Ωρ[dρ] × S;OT ∗X×C) and satisfies (4.4). If
[ψ(z, w, η) dw] = 0 ∈ lim−→
κ
ERX(κ), we may assume that there is δ
′ > 0 such that |e〈w1,ζ1〉| 6
e−δ
′|ηζ
1
| holds if |arg ζ1| < r′′ and w1 ∈ γ1(0, η; ̺, θ). We choose c′ so small that δ :=
δ′ − (n− 1)c′s′ > 0. Then there exists a constant C > 0 such that∣∣∣∣ ∫
γ(0,η;̺,θ)
ψ(z, z + w, η) e〈w,ζ〉dw
∣∣∣∣ 6 Ce((n−1)c′s′−δ′)|ηζ1| 6 Ce−δ‖ηζ‖ ((z; ζ, η) ∈ Ωρ[dρ]× Z),
that is, σ(ψ)(z, ζ, η) ∈ Nz∗0 . Further we can prove that∫
γ(0,η;̺,θ)
ψ(z, z + w, η) e〈w,ζ〉dw −
∫
γ(0,η;̺1,θ1)
ψ(z, z + w, η) e〈w,ζ〉dw ∈ Nz∗0 .
Note that
∂ησ(ψ)(z, ζ, η) =
∫
γ2(0,η;̺)×···×γn(0,η;̺)
[
τψ(z, z1 + τη, z
′ + w′, η) eτηζ1+〈w
′,ζ′〉
]β1
τ=β0
dw2 · · · dwn
+
∫
γ(0,η;̺,θ)
∂ηψ(z, z + w, η) e
〈w,ζ〉 dw.
Since ∂ηψ(z, w, η) is a zero class, ∂ησ(ψ)(z, ζ, η) ∈ Nz∗0 . Thus we see that σ(ψ)(z, ζ, w) ∈
Sz∗0
and σ is well defined. 
5.5. Proposition. The ̟ in Definition 5.3 induces the linear mapping
(5.7) ̟ : Sz∗0/Nz∗0 ∋ :P (z, ζ, η): 7→ ̟(:P :) := [̟(P )(z, w, η) dw] ∈ E
R
X,z∗0
.
This mapping is independent of the choice of either η0 or the path of the integration.
We call ̟(:P :) the kernel of :P : ∈ Sz∗0/Nz∗0 .
Proof. We need the following estimate to prove that ̟ is well defined:
5.6. Lemma. Assume that Re(ητ) > 2δ0|ητ | > 0 for some δ0 ∈
]
0,
1
2
[
. Then for any
ν ∈ N,
|Γν(τ, η)| 6
|η|ν
ν!
,(5.8)
|1− τ νΓν(τ, η)| 6
e−δ0|ητ |
δν−10
.(5.9)
Proof. We have (5.8) as follows:
|Γν(τ, η)| 6
1
(ν − 1)!
∫ |η|
0
|e−sτsν−1| ds 6 1
(ν − 1)!
∫ |η|
0
sν−1 ds =
|η|ν
ν!
.
By the definition of Γ -function and induction on ν, we have
1− τ νΓν(τ, η) =
τ ν
(ν − 1)!
∫ ∞
η
e−sτsν−1 ds =
ν−1∑
k=0
(ητ)k
k!
e−ητ .
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Therefore, we have
|1− τ νΓν(τ, η)| =
∣∣∣ν−1∑
k=0
(δ0ητ)
k
k!δ k0
e−ητ
∣∣∣ 6ν−1∑
k=0
(δ0|ητ |)k
k!
e−2δ0|ητ |
δν−10
6 eδ0|ητ |
e−2δ0|ητ |
δν−10
=
e−δ0|ητ |
δν−10
. 
Recall (5.1) and (5.2). There exist sufficiently small r0, θ
′ > 0 and sufficiently large
d > 0 such that Pα(z, ζ1, η0) is holomorphic on a common neighborhood of D for each
α ∈ Nn−10 , where
D := {(z, ζ1) ∈ Cn+1; ‖z‖ 6 r0, |arg ζ1| 6 θ′, |ζ1| > d}.
It follows from the Cauchy inequality that we can take a constant K > 0 so that for each
h > 0 there exists Ch > 0 such that for every α ∈ Nn−10 ,
(5.10) |Pα(z, ζ1, η0)| 6 ChK |α|eh|ζ1| ((z, ζ1) ∈ D).
We take δ0 ∈
]
0,
1
2
[
as Re(ηζ1) > 2δ0|ηζ1| > 0 if η ∈ S and |arg ζ1| 6 θ′. Take ε > 0 as
0 <
Kε
δ0
<
1
2
. For any Z ⋐ S, we chose h =
δ0mZ
2
. Then by (5.9), for (z, ζ1) ∈ D × Z
and |ζi| 6 ε|ζ1| (2 6 i 6 n) we have
|P (z, ζ, η0)− P B(z, ζ, η)| =
∣∣∣∣ ∞∑
|α|=1
Pα(z, ζ1, η0) (1− ζ |α|1 Γ|α|(ζ1, η))
(
ζ ′
ζ1
)α∣∣∣∣
6 δ0Che
−δ
0
|ηζ
1
|/2
∞∑
|α|=1
(
Kε
δ0
)|α|
6 2n−1δ0Che
−δ
0
|ηζ
1
|/2,
(5.11)
where we remark that #{α ∈ Nn−10 ; |α| = i} =
(
n+ i− 2
i
)
6 2n+i−2. Therefore we see
that P (z, ζ, η) − P B(z, ζ, η) = P (z, ζ, η) − P (z, ζ, η0) + P (z, ζ, η0) − P B(z, ζ, η) ∈ Nz∗0 .
Further by (5.8) and (5.10), there exists a constant K > 0 so that for each h > 0 there
exists Ch > 0 such that for every α ∈ Nn−10 and (z, ζ1, η) ∈ D × S, we have
(5.12)
|P Bα (z, ζ1, η)|
|ζ1||α|
6
Ch(K|η|)|α|eh|ζ1|
|α|! .
We can take a sufficiently small δ1, δ
′ > 0 such that
{w1 ∈ C; |argw1| < δ′ +
π
2
} ⊂ ⋃
|arg ζ1|6θ
′
{w1 ∈ C; Re(w1ζ1) > δ1|w1ζ1|},
and we set
(5.13) L := {(z, w1) ∈ Cn+1; ‖z‖ < r0, |argw1| < δ′ +
π
2
}.
By (5.12), for any k ∈ N there exists Ck > 0 such that for every α ∈ Nn−10 ,
(5.14)
|P Bα (z, ζ1, η)|
|ζ1||α|
6
Ck(K|η|)|α|eδ1|ζ1|/k
|α|! ((z, ζ1, η) ∈ D × S).
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By changing the direction of the integration in the complex τ -plane, ̟α(P )(z, w1, η)
extends analytically to the domain L× S. Set
(5.15) Lk := {(z, w1) ∈ Cn+1; ‖z‖ < r0, |argw1| < δ′ +
π
2
,
2
k
< |w1|}.
Then by (5.14) and (5.8) for any η ∈ S we have
(5.16) sup{|̟α(P )(z, w1, η)|; (z, w1) ∈ Lk} 6
2kCk
δ1|α|!
(K|η|)|α|.
Therefore the right-hand side of (5.4) converges locally uniformly in
(5.17) Vk :=
⋂
26i6n
{(z, w, η) ∈ C2n × S; (z, w1) ∈ Lk, K|η| < |wi| }.
Hence ̟(P )(z, z + w, η) is a holomorphic function defined on the set
(5.18) V :=
∞⋃
k=1
Vk =
⋂
26i6n
{(z, w, η) ∈ C2n × S; ‖z‖ < r0, |argw1| < δ′ +
π
2
, K|η| < |wi|}.
Next, we have
∂η̟α(P )(z, w1, η) =
1
(|α| − 1)!
∫ ∞
d
Pα(z, ζ1, η0) e
−(η+w
1
)ζ
1η|α|−1dζ1 .
Let Z ⋐ S. Then choosing h = δ0mZ in (5.10), for ‖z‖ < r0, η ∈ Z and |w1| <
δ0|η|
2
, we
have
|∂η̟α(P )(z, w1, η)| 6
Cδ0mZ
(K|η|)|α|
(|α| − 1)!
∫ ∞
d
eδ0mZ |ζ1|−Re(ηζ1)+|w1ζ1|d|ζ1|
6
Cδ0mZ
(K|η|)|α|
(|α| − 1)!
∫ ∞
d
e−(δ0|η|−|w1|)|ζ1|d|ζ1| 6
2Cδ0mZ (K|η|)
|α|
δ0|η| (|α| − 1)!
.
Hence ∂η̟(P )(z, z + w, η) is holomorphic on
⋃
Z⋐S
⋂
26i6n
{(z, w, η) ∈ C2n × Z; ‖z‖ < r0, |w1| <
δ0|η|
2
, K|η| < |wi|}
=
⋂
26i6n
{(z, w, η) ∈ C2n × S; ‖z‖ < r0, |w1| <
δ0|η|
2
, K|η| < |wi|}.
This entails that [∂η̟(P )(z, w, η) dw] = 0 ∈ E RX,z∗0 . If P (z, ζ, η) ∈ Nz∗0 , there exists a
constant δ, C, K > 0 so that for every α ∈ Nn−10 ,
|Pα(z, ζ1, η0)| 6 CK |α|e−δ|ζ1| ((z, ζ1) ∈ D).
Thus if |w1| <
δ
2
, we have
|̟α(P )(z, w1, η)| 6
C(K|η|)|α|
|α|!
∫ ∞
d
e−(δ−|w1|)|ζ1|d|ζ1| 6
2C(K|η|)|α|
δ|α|! .
Thus ̟(P )(z, z + w, η) is holomorphic on
⋂
26i6n
{(z, w, η) ∈ C2n × S; ‖z‖ < r0, |w1| <
δ
2
, K|η| < |wi|},
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|arg ζ1| 6 ε
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Figure 1.
hence [̟(P )(z, w, η) dw] = 0. If we change η0 or d in (5.3), for the same reasoning as
above, we see that [̟(P )(z, w, η) dw] = 0. Therefore we obtain a well-defined linear
mapping (5.7). 
Now we shall prove our fundamental theorem for the symbol theory:
5.7. Theorem. The mappings σ and ̟ are inverse to each other. In particular
σ : E RX,z∗0
∼→ Sz∗0/Nz∗0 .
Proof. We may assume that z∗0 = (0; 1, 0, . . . , 0), and we may also assume ‖ζ‖ = |ζ1| on a
neighborhood of z∗0 in the course of proof.
Step 1. We shall show σ · ̟ = 1 : Sz∗0/Nz∗0 → Sz∗0/Nz∗0 . Let P (z, ζ, η) ∈ Sz∗0 . Assume
that P B(z, ζ, η) ∈ Sz∗0 is holomorphic on a neighborhood of
V˜ :=
⋂
26i6n
{(z, ζ, η) ∈ C2n × S; ‖z‖ < r0, |ζ1| > d, d|arg ζ1| 6 1, d|ζi| 6 |ζ1|}.
By the definition of ̟, we have
σ ·̟(P )(z, ζ, η) =
∫
γ(0,η;̺,θ)
̟(P )(z, z + w, η) e〈w,ζ〉dw
=
∫
γ(0,η;̺,θ)
dw
∑
α∈Nn−10
α! e〈w,ζ〉
(2π
√−1 )n (w′)α+1n−1
∫ ∞
d
P Bα (z, ξ1, η)
e−w1ξ1
ξ
|α|
1
dξ1
=
∑
α∈Nn−10
(ζ ′)α
∫
γ1(0,η;̺,θ)
dw1
ew1ζ1
2π
√−1
∫ ∞
d
P Bα (z, ξ1, η)
e−w1ξ1
ξ
|α|
1
dξ1 .
We set
V˜ε :=
n⋂
i=2
{(z, ζ) ∈ C2n; ‖z‖ < r0, |ζ1| >
d
ε
, |arg ζ1| 6 ε, |ζi| 6 ε|ζ1|}.
We deform the path of integration
∫ ∞
d
dξ1 in two ways as follows: Let δ > 0 be a sufficiently
small constant and d± intersection points of the circle |τ | = d and {ξ1 ∈ C; ± Im ξ1 =
δRe ξ1 > 0}. Let Σ± be paths starting from d, first going to d± along the circle and
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next going to the infinity along the half lines {ξ1 ∈ C; ± Im ξ1 = δRe ξ1 > 0} respectively
(see Figure 1). According to these deformations, we divide the path γ1(0, η; ̺, θ) into two
parts:
γ±1 (0, η; ̺, θ) := γ1(0, η; ̺, θ) ∩ {w1 ∈ C; ± Imw1 > 0}.
We take a ∈ γ1(0, η; ̺, θ) ∩ R. Now we can change the order of integration in I (cf.
Figure 1) and obtain:
σ ·̟(P )(z, ζ, η) = ∑
α∈Nn−10
(ζ ′)α
(∫
Σ−
dξ1
P Bα (z, ξ1, η)
2π
√−1 ξ|α|1
∫
γ+1 (0,η;̺,θ)
ew1(ζ1−ξ1) dw1
+
∫
Σ+
dξ1
P Bα (z, ξ1, η)
2π
√−1 ξ|α|1
∫
γ−1 (0,η;̺,θ)
ew1(ζ1−ξ1) dw1
)
=
∑
α∈Nn−10
(ζ ′)α
∫
Σ−
P Bα (z, ξ1, η) (e
a(ζ
1
−ξ
1
) − eβ1η(ζ1−ξ1))
2π
√−1 ξ|α|1 (ξ1 − ζ1)
dξ1
+
∑
α∈Nn−10
(ζ ′)α
∫
Σ+
P Bα (z, ξ1, η) (e
β0η(ζ1−ξ1) − ea(ζ1−ξ1))
2π
√−1 ξ|α|1 (ξ1 − ζ1)
dξ1 .
Here we remark that a > 0 can be taken as sufficiently small. Further we set
I :=
∑
α∈Nn−10
(ζ ′)α
∫
Σ−−Σ+
P Bα (z, ξ1, η) e
a(ζ1−ξ1)
2π
√−1 ξ|α|1 (ξ1 − ζ1)
dξ1,
I− := −∑
α∈Nn−10
(ζ ′)α
∫
Σ−
P Bα (z, ξ1, η) e
β
1
η(ζ
1
−ξ
1
)
2π
√−1 ξ|α|1 (ξ1 − ζ1)
dξ1,
I+ :=
∑
α∈Nn−10
(ζ ′)α
∫
Σ+
P Bα (z, ξ1, η) e
β0η(ζ1−ξ1)
2π
√−1 ξ|α|1 (ξ1 − ζ1)
dξ1.
Then σ ·̟(P )(z, ζ, η) = I + I−+ I+. Let us recall that we have discussed in |arg ζ1| 6 ε,
|ζ1| >
d
ε
> d and |ζi| 6 ε|ζ1| (2 6 i 6 n). We can find ε0, c > 0 such that |ζ1 − ξ1| >
c|ξ1| > cd and Re(ζ1β1η) 6 −2c|ηζ1| hold for any ε ∈
]
0, ε0
[
and (ξ1, η) ∈ Σ− × S.
Further there exists a constant h0 > 0 such that Re(β1ηξ1) > 2h0|ηξ1| holds for any
ξ1 ∈ Σ− r {|ξ1| = d} and η ∈ S. For any Z ⋐ S, choose h = hZ > 0 as hZ < h0mZ in
(5.12). Hence replacing ε > 0 as 2Kε 6 c on V˜ε × Z we have
|I−| 6 ∞∑
|α|=0
ChZ
(Kε|ηζ1|)|α| e−2c|ηζ1|
2πcd |α|!(5.19)
×
(
e(hZ+|Re(β1η)|)d
∫
|ξ1|=d
|dξ1|+
∫ ∞
d
e−(2h0|η|−hZ)|ξ1| d|ξ1|
)
6
2n−2ChZe
−c|ηζ
1
|
c
(
e(hZ+|β1|r)d +
e−h0dr
2πh0dmZ
)
.
Hence we see that I− ∈ Nz∗0 . Similarly, we have
(5.20) |I +| 6
2n−2ChZe
−c|ηζ1|
c
(
e(hZ+|β0|r)d +
e−h0dr
2πh0dmZ
)
,
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hence I + ∈ Nz∗0 . Now we consider I. For any K ⋐ {ζ1 ∈ C; |arg ζ1| 6 ε}, we see that the
integral operator ∫
Σ−−Σ+
dξ1
ea(ζ1−ξ1)
2π
√−1 (ξ1 − ζ1)
has the Cauchy kernel with a damping factor since −Re(aξ1) < 0. Hence,
I =
∑
α∈Nn−10
P Bα (z, ζ1, η)
(
ζ ′
ζ1
)α
= P B(z, ζ, η)
holds if ζ1 is located in the domain surrounded by Σ− −Σ+. Thus we have
σ ·̟(P )(z, ζ, η)−P (z, ζ, η) = σ ·̟(P )(z, ζ, η)−P B(z, ζ, η)+P B(z, ζ, η)−P (z, ζ, η) ∈ Nz∗0 ,
that is, σ ·̟ = 1 : Sz∗0/Nz∗0 ∼→ Sz∗0/Nz∗0 .
Step 2. Let P = [ψ(z, w, η) dw] ∈ E RX,z∗0 . Then we can assume that a representative
ψ(z, z +w, η) has the form as in (5.5). By Proposition 5.4, each coefficient Pα(z, ζ1, η) in
(5.1) is written as
Pα(z, ζ1, η) =
ζ
|α|
1
α!
∫
γ1(0,η;̺,θ)
ψα(z, p, η) e
pζ
1 dp.
We assume that each ψα(z, p, η) is holomorphic on
{(z, p, η) ∈ Cn+1 × S; ‖z‖ < 2r0, |w1| < ̺|η|, |arg p| <
π
2
+ θ}.
Fix η0 ∈ S ∩ R, and we take ̺′ < ̺ as ̺′|η| < |η0| for any η ∈ S. By (5.6), there exists
c > 0 and for any Z ⋐ S there exists CZ > 0 such that for any η ∈ Z,
(5.21) sup{|ψα(z, p, η)|; ‖z‖ 6 r0, p ∈ γ1(0, η0; ̺, θ)} 6 CZ(c|η|)|α|+n−1.
By the definition, we have
̟ · σ(ψ)(z, z + w, η)
=
∞∑
|α|=0
1
2π
√−1 (w′)α+1n−1
∫ ∞
d
dζ1 ζ
|α|
1 Γ|α|(ζ1, η) e
−w
1
ζ
1
∫
γ1(0,η0;̺,θ)
ψα(z, p, η0) e
pζ
1dp.
We set
̟′ · σ(ψ)(z, z + w, η) := ∞∑
|α|=0
1
2π
√−1 (w′)α+1n−1
∫ ∞
d
dζ1 e
−w
1
ζ
1
∫
γ1(0,η0;̺,θ)
ψα(z, p, η) e
pζ
1dp.
We assume that Re(ηζ1) > 2δ0|ηζ1| > 0 for some δ0 ∈
]
0,
1
2
[
. We deform the path
γ1(0, η0; ̺, θ) as |epζ1| 6 e−δ|ηζ1|/2 for |arg ζ1| 6 ε. Then by (5.9) and (5.21), for any
Z ⋐ S, there exists CZ > 0 such that if 2|w1| < δ0|η| and c|η| < δ0|wi| (2 6 i 6 n), we
have ∣∣∣∣ ∞∑
|α|=0
1
2π
√−1 (w′)α+1n−1
∫ ∞
d
dζ1 (1− ζ |α|1 Γ|α|(ζ1, η)) e−w1ζ1
∫
γ1(0,η0;̺,θ)
ψα(z, p, η) e
pζ
1dp
∣∣∣∣
6
∞∑
|α|=1
CZ |γ1(0, η0; ̺, θ)|(c|η|)|α|+n−1
2π(w′)α+1n−1
∫ ∞
d
e−(δ0|η|/2−|w1|)|ζ1|
δ
|α|−1
0
dζ1
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N •
w1
H
γ1(0, η0; ̺, θ)
γ′1
β0η0
•
β1η0•
Figure 2.
6
∞∑
|α|=1
CZδ
n
0 |γ1(0, η0; ̺, θ)|
π(δ0|η| − 2|w1|)
∣∣∣∣( cηδ0w′
)α+1
n−1
∣∣∣∣ <∞.
Here |γ1(0, η0; ̺, θ)| denotes the length of γ1(0, η0; ̺, θ). Next we consider
(5.22)
∫
γ1(0,η0;̺,θ)
ψα(z, p, η) e
pζ1dp−
∫
γ1(0,η0;̺,θ)
ψα(z, p, η0) e
pζ1dp =
∫
γ1(0,η0;̺,θ)
dp epζ1
∫ η
η0
∂ηψα(z, p, τ) dτ .
Since ∂ηψ(z, w, η) is holomorphic on |w1| < ̺|η|, as in (5.21) there exists c and for any
S ⋐ Z there exists CZ > 0 such that for any η ∈ Z,
sup{|ψα(z, p, η)− ψα(z, p, η0)|; ‖z‖ 6 r0, |p| 6 ̺′|η|} 6 CZ(c|η|)|α|+n−1.
Thus we can change the path of the integration in (5.22) as |epζ1| 6 e−c′|ηζ| for |arg ζ1| 6 ε.
Hence if η ∈ Z, |w1| < c′|η| and c|η| < δ0|wi| (2 6 i 6 n), we have∣∣∣∣ ∞∑
|α|=0
1
2π
√−1 (w′)α+1n−1
∫ ∞
d
dζ1 e
−w
1
ζ
1
∫
γ1(0,η0;̺,θ)
(ψα(z, p, η)− ψα(z, p, η0)) epζ1dp
∣∣∣∣
6
∞∑
|α|=0
CZ|γ1(0, η0; ̺, θ)|(c|η|)|α|+n−1
2π(w′)α+1n−1
∫ ∞
d
e−(c
′|η|−|w
1
|)|ζ
1
| dζ1
6
∞∑
|α|=0
CZ|γ1(0, η0; ̺, θ)|
2π(c′|η| − |w1|)
∣∣∣∣( cηδ0w′
)α+1
n−1
∣∣∣∣ <∞.
Summing up we can prove that [̟′ ·σ(ψ)(z, w, η) dw] = [̟ ·σ(ψ)(z, w, η) dw] ∈ lim−→
κ
ÊRX(κ).
We may assume that ̟′ · σ(ψ)(z, z + w, η) is holomorphic on⋂
26i6n
{(z, w, η) ∈ C2n × S; ‖z‖ < r0, |argw1| < δ′ +
π
2
, c|η| < |wi|}
with some constants r0, δ
′, c > 0.⋂
26i6n
{(z, w, η) ∈ C2n × S; ‖z‖ < r0, 0 < |w1|, |argw1| < δ′ +
π
2
, c|η| < |wi|}
with some constants r0, δ
′, c > 0. Let γ′1 be a path starting from β0η0, ending at β1η0
and detouring w1 clockwise as in Figure 2. If Re (p− w1) < 0, we have∫ ∞
d
e(p−w1)ζ1dζ1 = −
e(p−w1)d
p− w1
,
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and the right-hand side extends analytically. Thus on the common domain of definition
we have
̟′ · σ(ψ)(z, z + w, η) = ∑
α∈Nn−10
−1
(w′)α+1n−1
∫
γ1(0,η0;̺,θ)
ψα(z, p, η) e
(p−w1)d
2π
√−1 (p− w1)
dp
=
∑
α∈Nn−10
−1
(w′)α+1n−1
∮
γ1(0,η0;̺,θ)∨γ
′
1
ψα(z, p, η) e
(p−w1)d
2π
√−1 (p− w1)
dp
+
∑
α∈Nn−10
1
(w′)α+1n−1
∫
γ′1
ψα(z, p, η) e
(p−w1)d
2π
√−1 (p− w1)
dp
= ψ(z, z + w, η) +Π,
where
Π :=
∑
α∈Nn−10
1
(w′)α+1n−1
∫
γ′1
ψα(z, p, η) e
(p−w1)d
2π
√−1 (p− w1)
dp.
As in (5.21), there exist c, c1 > 0 and for any Z ⋐ S, there exists CZ > 0 such that∣∣∣∣ e(p−w1)dp− w1
∣∣∣∣ 6 CZ , |ψα(z, p, η)| 6 CZ(c|η|)|α|+n−1,
hold on {‖z‖ < c1, |w1| < c1|η|, p ∈ γ′1, η ∈ Z}. Thus, on {‖z‖ < c1, |w1| < c1|η|, η ∈ Z}
we have
|Π| 6 ∑
α∈Nn−10
C 2Z |γ′1|
2π
∣∣∣∣(c|η|w′
)α+1n−1 ∣∣∣∣.
By taking δ > 0 as cδ < 1 and δ < c1, we see that Π is holomorphic on⋃
Z⋐S
n⋂
i=2
{(z, w, η) ∈ C2n × Z; ‖z‖ < δ, |w1| < δ|η| < δ2|wi|}
=
n⋂
i=2
{(z, w, η) ∈ C2n × S; ‖z‖ < δ, |w1| < δ|η| < δ2|wi|}.
Thus ̟ · σ = 1 : E RX,z∗0 ∼→ E
R
X,z∗0
.
By Steps 1 and 2, we see that σ−1 = ̟, hence σ : E RX,z∗0
∼→ Sz∗0/Nz∗0 . 
Let P ∈ Sz∗0 , and consider [̟(P )(z, w, η) dw] ∈ lim−→
κ
ERX(κ). Here we can assume that
̟(P )(z, z+w, η) is holomorphic on V in (5.18). Take c0 > 1 such that c0Re ζ1 > |ζ1| for
|arg ζ1| 6 θ′. In (5.10), we take {εν}∞ν=1 ⊂ R>0 and C > 0 as
1≫ ε1 > ε2 > · · · > εν −→ν 0,
2Cεν/2
εν
6 2νC,
Set εα := ε|α| for short, and we define
̟0,α(P )(z, w1) :=
∫ ∞
d
Pα(z, ζ1, η0)Γ|α|(ζ1, c0εα − w1) e−w1ζ1 dζ1 ,
̟0(P )(z, z + w) :=
∑
α∈Nn−10
α!̟0,α(P )(z, w1)
(2π
√−1 )n (w′)α+1n−1
.
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5.8. Theorem. (1) The ̟0 induces the mapping ̟0 : Sz∗0
/
Nz∗0
→ E RX,z∗0 .
(2) It follows that [̟(P )(z, w, η) dw] = [̟0(P )(z, w) dw] ∈ lim−→
κ
ERX(κ), and the follow-
ing diagram is commutative:
(5.23)
Sz∗0
/
Nz∗0
∼ //
≃
Sz∗0
/
Nz∗0
̟

̟0
ww♣♣
♣♣
♣♣
♣♣
♣♣
E
R
X,z∗0
∼ // lim−→
κ
ERX(κ).
σ
OO
Here, the isomorphism E RX,z∗0
∼→ Sz∗0
/
Nz∗0
is induced by
ψ(z, w) dw 7→ σ(ψ)(z, ζ, η0) =
∫
γ(0,η0;̺,θ)
ψ(z, z + w) e〈w,ζ〉dw
for any fixed η0 ∈ S.
5.9. Remark. (1) The isomorphism E RX,z∗0
∼→ Sz∗0
/
Nz∗0
is established in [2], [5] and [6].
(2) From the diagram (5.23), we obtain an explicit description of the isomorphism
E
R
X,z∗0
≃ lim−→
κ
ERX(κ).
Proof. If εν < δ1|w1|, Re(w1ζ1) > δ1|w1ζ1| and 0 6 t 6 1, we have
|e−(t(c0εν−w1)+w1)ζ1 | = e−tc0εν Re ζ1−(1−t) Re(w1ζ1) 6 e−tεν |ζ1|−(1−t)εν |ζ1| = e−εν |ζ1|.
Thus
|Γν(ζ1, c0εν − w1) e−w1ζ1| =
∣∣∣∣ 1(ν − 1)!
∫ c
0
ε
ν
−w
1
0
e−(s+w1)ζ1sν−1ds
∣∣∣∣
=
∣∣∣∣(c0εν − w1)ν(ν − 1)!
∫ 1
0
e−(t(c0εν−w1)+w1)ζ1tν−1dt
∣∣∣∣
6
(c0εν + |w1|)νe−εν |ζ1|
(ν − 1)!
∫ 1
0
tν−1dt =
(c0εν + |w1|)νe−εν |ζ1|
ν!
.
Set
L′α := {(z, w1) ∈ Cn+1; ‖z‖ < r0, |argw1| < δ′ +
π
2
, εα < δ1|w1|} .
Then taking h =
εα
2
in (5.10) we have
sup
L′
α
|̟0,α(P )(z, w1)| 6
Cε
α
/2(K(c0εα + |w1|))|α|
|α|!
∫ ∞
d
e−εα|ζ1|/2 d|ζ1|
6
2Cεα/2(K(c0εα + |w1|))
|α|
εα |α|!
6
C(2K(c0εα + |w1|))|α|
|α|! .
If (z, w1) ∈ L′ν and 2K(c0εν + |w1|) < |wi|, we have
|̟0(P )(z, z + w)| 6
∑
α∈Nn−10
C
(2π)n|(w′)1n−1|
∣∣∣∣(2K(c0εα + |w1|)w′
)α∣∣∣∣ <∞,
hence ̟0(P )(z, z + w) is holomorphic on
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∞⋃
ν=1
⋂
26i6n
{(z, w) ∈ C2n; (z, w1) ∈ L′ν , 2K(c0εν + |w1|) < |wi|}
=
⋂
26i6n
{(z, w) ∈ C2n; ‖z‖ < r0, 2K|w1| < |wi|, |argw1| < δ′ +
π
2
}.
Therefore ̟0(P )(z, w) dw defines a germ of E
R
X,z∗0
. There exists δ > 0 such that Re(ηζ1) >
2δ|ηζ1| for any η ∈ S and |arg ζ1| 6 θ′. Suppose that |w1| < δ|η|. For any Z ⋐ S, there
exists NZ ∈ N such that δmZ > εν for any ν > NZ . Thus if 0 6 t 6 1, we have
|e−((1−t)c0εν+t(η+w1))ζ1 | = e−(1−t)c0εν Re ζ1−tRe((η+w1)ζ1) 6 e−(1−t)εν |ζ1|−t(2δ|η|−|w1|)|ζ1|
6 e−(1−t)εν |ζ1|−tδmZ |ζ1| 6 e−εν |ζ1|.
Thus we have
|(Γν(ζ1, η)− Γν(ζ1, c0εν − w1)) e−w1ζ1 | =
∣∣∣∣ 1(ν − 1)!
∫ η
c0εν−w1
e−(s+w1)ζ1sν−1ds
∣∣∣∣
=
∣∣∣∣(η + w1 − c0εν)ν(ν − 1)!
∫ 1
0
e−((1−t)c0εν+t(η+w1))ζ1tν−1dt
∣∣∣∣
6
(|η|+ δ|η|+ c0δmZ)νe−εν |ζ1|
(ν − 1)!
∫ 1
0
tν−1dt 6
((1 + δ + c0δ)|η|)νe−εν |ζ1|
ν!
.
Set K1 := K(1 + δ + c0δ). Choosing h =
εα
2
in (5.10) (|α| > NZ) we have
|̟α(P )(z, w1, η)−̟0,α(P )(z, w1)| 6
Cε
α
/2(K1|η|)νe−εν |ζ1|
|α|!
∫ ∞
d
e−εα|ζ1|/2 d|ζ1|
6
2Cεα/2(K1|η|)
|α|
εα |α|!
6
C(2K1|η|)|α|
|α|! .
Thus if 2K1|η| < |wi|, we have
|̟(P )(z, z + w, η)−̟0(P )(z, z + w)|
6
∣∣∣∣ ∑
|α|<NZ
α!(̟α(P )(z, w1, η)−̟′α(P )(z, w1))
(2π
√−1 )n (w′)α+1n−1
∣∣∣∣+ ∑
|α|>NZ
C
(2π)n|(w′)1n−1|
∣∣∣∣(2K1|η|w′
)α∣∣∣∣
<∞,
hence ̟(P )(z, z + w, η)−̟0(P )(z, z + w) is holomorphic on⋃
Z⋐S
⋂
26i6n
{(z, w, η) ∈ C2n × Z; ‖z‖ < r0, |w1| < δ|η|, 2K1|η| < |wi|}
=
⋂
26i6n
{(z, w, η) ∈ C2n × S; ‖z‖ < r0, |w1| < δ|η|, 2K1|η| < |wi|}.
Therefore we have [̟(P )(z, w, η) dw] = [̟0(P )(z, w) dw] ∈ lim−→
κ
ERX(κ). 
§ 6. Classical Formal Symbols with an Apparent Parameter
6.1. Definition (see [6], [10]). Let t be an indeterminate.
(1) P (t; z, ζ) =
∞∑
ν=0
tνPν(z, ζ) is an element of Ŝcl(Ω) if P (t; z, ζ) ∈ Γ (Ωρ[dρ];OT ∗X)JtK
for some d > 0 and ρ ∈
]
0, 1
[
, and there exists a constant A > 0 satisfying the following:
ANALYTIC PSEUDODIFFERENTIAL OPERATORS. I 31
for any h > 0 there exists a constant Ch > 0 such that
|Pν(z, ζ)| 6
Chν!A
νeh‖ζ‖
‖ζ‖ν (ν ∈ N0, (z; ζ) ∈ Ωρ[dρ]).
(2) P (t; z, ζ) =
∞∑
ν=0
tνPν(z, ζ, η) ∈ Ŝcl(Ω) is an element of N̂cl(Ω) if there exists a
constant A > 0 satisfying the following: for any h > 0 there exists a constant Ch > 0
such that ∣∣∣∣m−1∑
ν=0
Pν(z, ζ)
∣∣∣∣ 6 Chm!Ameh‖ζ‖‖ζ‖m (m ∈ N, (z; ζ) ∈ Ωρ[dρ]).
(3) We set
Ŝcl,z∗0
:= lim−→
Ω
Ŝcl(Ω) ⊃ N̂cl,z∗0 := lim−→
Ω
N̂cl(Ω).
We call each element of Ŝcl(Ω) (resp. N̂cl(Ω)) a classical formal symbol (resp. classical
formal null-symbol) on Ω.
6.2. Definition. Let t be an indeterminate. Then we define a set N̂cl(Ω;S) as follows:
P (t; z, ζ, η) =
∞∑
ν=0
tνPν(z, ζ, η) ∈ N̂cl(Ω;S) if
(i) P (t; z, ζ, η) ∈ Γ (Ωρ[dρ]× S;OT ∗X×C)JtK for some d > 0 and ρ ∈
]
0, 1
[
,
(ii) there exists a constant A > 0, and for any Z ⋐ S, h > 0, there exists Ch,Z > 0 such
that
(6.1)
∣∣∣∣m−1∑
ν=0
Pν(z, ζ, η)
∣∣∣∣ 6 Ch,Zm!Ameh‖ζ‖‖ηζ‖m (m ∈ N, (z; ζ, η) ∈ Ωρ[dρ]× Z).
6.3. Definition. We define a set Ŝcl(Ω;S) as follows: P (t; z, ζ, η) =
∞∑
ν=0
tνPν(z, ζ, η) ∈
Ŝcl(Ω;S) if
(i) P (t; z, ζ, η) ∈ Γ (Ωρ[dρ]× S;OT ∗X×C)JtK for some d > 0 and ρ ∈
]
0, 1
[
,
(ii) there exists a constant A > 0, and for any Z ⋐ S, h > 0 there exists Ch,Z > 0 such
that
(6.2) |Pν(z, ζ, η)| 6
Ch,Z ν!A
νeh‖ζ‖
‖ηζ‖ν (ν ∈ N0, (z; ζ, η) ∈ Ωρ[dρ]× Z).
(iii) ∂ηP (t; z, ζ, η) ∈ N̂cl(Ω;S).
We call each element of Ŝcl(Ω;S) (resp. N̂cl(Ω;S)) a classical formal symbol (resp.
classical formal null-symbol) on Ω with an apparent parameter in S.
6.4. Lemma. N̂cl(Ω;S) ⊂ Ŝcl(Ω;S).
Proof. We assume (6.1). Take C ′, B > 0 as 2(ν + 1)Aν+1 6 dρC
′Bν and 2Aν 6 C ′Bν for
any ν ∈ N0. Then for any ν ∈ N and (z; ζ, η) ∈ Ωρ[dρ]× Z we have
|Pν(z, ζ, η)| =
∣∣∣∣ ν∑
i=0
Pi(z, ζ, η)−
ν−1∑
i=0
Pi(z, ζ, η)
∣∣∣∣ 6 ∣∣∣∣ ν∑
i=0
Pi(z, ζ, η)
∣∣∣∣+ ∣∣∣∣ν−1∑
i=0
Pi(z, ζ, η)
∣∣∣∣
6
Ch,Z (ν + 1)!A
ν+1eh‖ζ‖
‖ηζ‖ν+1 +
Ch,Z ν!A
νeh‖ζ‖
‖ηζ‖ν 6
C ′Ch,Z ν!B
νeh‖ζ‖
|η|‖ηζ‖ν .
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Next, for any Z ⋐ S, take δ′ and Z ′ as in (4.3). Then by the Cauchy inequality, for any
h > 0 there exists a constant Ch,Z′ > 0 such that for any m ∈ N and (z; ζ, η) ∈ Ωρ[dρ]×Z,∣∣∣∣m−1∑
ν=0
∂ηPν(z, ζ, η)
∣∣∣∣ 6 1δ′|η| sup|η−η′|=δ′|η|
∣∣∣∣m−1∑
ν=0
Pν(z, ζ, η
′)
∣∣∣∣ 6 Ch,Z′ m!(2A)meh‖ζ‖δ′mZ‖ηζ‖m . 
For any z∗0 ∈ T˙ ∗X, we set
Ŝcl,z∗0
:= lim−→
Ω,S
Ŝcl(Ω;S) ⊃ N̂cl,z∗0 := lim−→
Ω,S
N̂cl(Ω;S).
6.5. Proposition. Let P (t; z, ζ, η) ∈ Ŝcl(Ω;S). Then for any η0 ∈ S, it follows that
P (t; z, ζ, η0) ∈ Ŝcl(Ω) and P (t; z, ζ, η)− P (t; z, ζ, η0) ∈ N̂cl(Ω;S).
Proof. Set A0 := A/|η0| > A. For any h > 0, there exists a constant Ch,η0 > 0 such that
for any (z; ζ) ∈ Ωρ[dρ] the following holds:
|Pν(z, ζ, η0)| 6
Ch,η0
ν!A ν0 e
h‖ζ‖
‖ζ‖ν ;
that is, P (t; z, ζ, η0) ∈ Ŝcl(Ω). For any Z ⋐ S, let Z ′ ⋐ S be the convex hull of Z ∪{η0}.
Since
Pν(z, ζ, η) = Pν(z, ζ, η0) +
∫ η
η0
∂ηPν(z, ζ, τ) dτ,
and ∂ηP (t; z, ζ, η) ∈ N̂cl(Ω;S), there exists A > 0 so that for any h > 0 we can find a
constant Ch,Z′ > 0 such that for any m ∈ N and (z; ζ, η) ∈ Ωρ[dρ]× Z ⊂ Ωρ[dρ]× Z ′ the
following holds: if |η| > |η0|∣∣∣∣m−1∑
ν=0
(Pν(z, ζ, η)− Pν(z, ζ, η0))
∣∣∣∣ = ∣∣∣∣m−1∑
ν=0
∫ η
η0
∂ηPν(z, ζ, τ) dτ
∣∣∣∣ = ∣∣∣∣∫ η
η0
m−1∑
ν=0
∂ηPν(z, ζ, τ) dτ
∣∣∣∣
6 |η − η0|
Ch,Z′ m!A
meh‖ζ‖
‖η0ζ‖m
6
rCh,Z′m!A
m
0 e
h‖ζ‖
‖ηζ‖m ,
and if |η| 6 |η0|,∣∣∣∣m−1∑
ν=0
(Pν(z, ζ, η)− Pν(z, ζ, η0))
∣∣∣∣ 6 rCh,Z′ m!Ameh‖ζ‖‖ηζ‖m 6 rCh,Z′ m!A
m
0 e
h‖ζ‖
‖ηζ‖m .
Hence P (t; z, ζ, η)− P (t; z, ζ, η0) ∈ N̂cl(Ω;S). 
Since ‖ηζ‖ < ‖ζ‖ for any η ∈ S, we can regard that
Ŝcl(Ω) = {P (t; z, ζ, η) ∈ Ŝcl(Ω;S); ∂ηP (t; z, ζ, η) = 0} ⊂ Ŝcl(Ω;S),
N̂cl(Ω) = Ŝcl(Ω) ∩ N̂cl(Ω;S) ⊂ N̂cl(Ω;S).
Hence we have an injective mapping Ŝcl(Ω)/N̂cl(Ω) →֒ Ŝcl(Ω;S)/N̂cl(Ω;S). Moreover
6.6. Proposition. Ŝcl(Ω)
/
N̂cl(Ω) ∼→ Ŝcl(Ω;S)
/
N̂cl(Ω;S).
Proof. Let us take any P (t; z, ζ, η) ∈ Ŝcl(Ω;S). We fix η0 ∈ S. Then by Proposition 6.5,
we have P (t; z, ζ, η0) ∈ Ŝcl(Ω) and [P (t; z, ζ, η)] = [P (t; z, ζ, η0)] ∈ Ŝcl(Ω;S)/N̂cl(Ω;S).

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6.7. Proposition. N̂cl(Ω;S) ∩ Γ (Ωρ[dρ]× S;OT ∗X×C) = N(Ω;S).
Proof. Let P (z, ζ, η) ∈ N̂cl(Ω;S) ∩ Γ (Ωρ[dρ]× S;OT ∗X×C). Then there exists A > 0 and
for any Z ⋐ S, h > 0 there exists Ch,Z > 0 such that
|P (z, ζ, η)| 6 Ch,Z ν!A
νeh‖ζ‖
‖ηζ‖ν (ν ∈ N0, (z; ζ, η) ∈ Ωρ[dρ]× Z).
Then for any ζ with ‖ζ‖ > dρ, taking ν as the integer part of
‖ηζ‖
A
, we have
|P (z, ζ, η)| 6 Ch,Z
(2π‖ηζ‖
A
)1/2
e(h−|η|/A)‖ζ‖−1.
We choose h as 2hA = mZ . Hence e
(h−|η|/A)‖ζ‖
6 e−‖ηζ‖/(2A). Then we can find δ, C ′Z > 0
such that
Ch,Z
(2π‖ηζ‖
A
)1/2
e−‖ηζ‖/(2A) 6 C ′Ze
−δ‖ηζ‖.
Here δ is not depend on Z. Thus (4.2) holds. Conversely, assume (4.2). Set A :=
1
δ
.
Then for any m ∈ N0 and h > 0, we have
|P (z, ζ, η)| 6 CZe−δ‖ηζ‖ 6
CZm!A
m
‖ηζ‖m 6
CZm!A
meh‖ζ‖
‖ηζ‖m .
Hence P (z, ζ, η) ∈ N̂cl(Ω;S) ∩ Γ (Ωρ[dρ]× S;OT ∗X×C). 
By Proposition 6.7 we can also regard S(Ω;S) = Ŝcl(Ω;S) ∩ Γ (Ωρ[dρ]× S;OT ∗X×C).
Moreover
6.8. Theorem. Let Ω ⋐
conic
T ∗X be any sufficiently small neighborhood of z∗0 = (z0; ζ0) ∈
T˙ ∗X. Then for any P (t; z, ζ, η) =
∞∑
ν=0
tνPν(z, ζ, η) ∈ Ŝcl(Ω;S), there exists P (z, ζ) ∈
S (Ω) such that
P (t; z, ζ, η)− P (z, ζ) ∈ N̂cl(Ω;S).
Proof. We may assume that ζ0 = (1, 0, . . . , 0), Ω ⋐conic
{(z; ζ); Re ζ1 > 2δ0|ζ1|} for some
0 < δ0 <
1
2
, ‖ζ‖ = |ζ1| on Ωρ[dρ], and Pν(z, ζ, η) ∈ Γ (Ωρ[dρ] × S;OT ∗X×C). Fix η0 ∈ S.
Thus P (t; z, ζ, η0) ∈ Ŝcl(Ω) by Proposition 6.5. Set A0 := A/|η0|. We take a constant a
as
(6.3) 0 < a < min{1, 1
2A0
}
and set B := max{ 1
δ0a
,
A0
2δ0
}. Using the function Γν(τ, a) in Definition 5.2, we set
P (z, ζ) :=
∞∑
ν=0
Pν(z, ζ, η0) ζ
ν
1 Γν(ζ1, a).
By (6.3) and (5.8) for any h > 0 on Ωρ[dρ] we have
|P (z, ζ)| 6 ∞∑
ν=0
Chν!A
ν
0 e
h‖ζ‖ |ζ1|ν aν
‖ζ‖ν ν! = Che
h‖ζ‖
∞∑
ν=0
(aA0)
ν
6 2Che
h‖ζ‖.
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Therefore P (z, ζ) ∈ S (Ω). On the other hand, for any m ∈ N, on Ωρ[dρ] we have
|P (z, ζ)−m−1∑
ν=0
Pν(z, ζ, η0)| 6
m−1∑
ν=1
|Pν(z, ζ, η0)| |1− ζν1 Γν(ζ1, a)|+
∞∑
ν=m
|Pν(z, ζ, η0) ζν1 Γν(ζ1, a)|.
For any 1 6 ν 6 m − 1, we have e−aδ0|ζ1| = e−aδ0‖ζ‖ 6 (m− ν)!
(aδ0‖ζ‖)m−ν
. Thus by (5.9) and
(6.3) we have
m−1∑
ν=1
|Pν(z, ζ, η0)| |1− ζν1 Γν(ζ1, a)| 6
m−1∑
ν=1
δ0Chν!A
ν
0 e
h‖ζ‖e−aδ0|ζ1|
(δ0‖ζ‖)ν
6
m−1∑
ν=1
δ0Chν! (m− ν)!A ν0 eh‖ζ‖
(δ0‖ζ‖)ν (aδ0‖ζ‖)m−ν
6
δ0Chm!B
meh‖ζ‖
‖ζ‖m
m−1∑
ν=1
(aA0)
ν
6
δ0Chm!B
meh‖ζ‖
‖ζ‖m .
Next, since ∫ a
0
e−2δ0s‖ζ‖sk+m−1 ds < ak
∫ ∞
0
e−2δ0s‖ζ‖sm−1 ds =
ak(m− 1)!
(2δ0‖ζ‖)m
,
we have
∞∑
ν=m
|Pν(z, ζ, η0) ζν1 Γν(ζ1, a)| 6 Cheh‖ζ‖
∞∑
ν=m
νA ν0 |ζ1|ν
‖ζ‖ν
∫ a
0
e−2δ0s‖ζ‖ sν−1 ds
= Che
h‖ζ‖
∞∑
k=0
(k +m)Ak+m0
∫ a
0
e−2δ0s‖ζ‖sk+m−1 ds
6
Ch(m− 1)!Am0 eh‖ζ‖
(2δ0‖ζ‖)m
∞∑
k=0
(k +m)(aA0)
k
6
Ch(m− 1)!Bmeh‖ζ‖
‖ζ‖m 2(m+ 1) 6
4Chm!B
meh‖ζ‖
‖ζ‖m .
Thus by Proposition 6.5, we have
P (t; z, ζ, η)− P (z, ζ) = (P (t; z, ζ, η)− P (t; z, ζ, η0)) + (P (t; z, ζ, η0)− P (z, ζ))
∈ N̂cl(Ω;S) + N̂cl(Ω) ⊂ N̂cl(Ω;S). 
6.9. Corollary. Let Ω ⋐
conic
T ∗X be any sufficiently small neighborhood of z∗0 = (z0; ζ0) ∈
T˙ ∗X. Then S(Ω;S)
/
N(Ω;S) ∼→ Ŝcl(Ω;S)
/
N̂cl(Ω;S).
6.10. Definition. As in the case of S(Ω;S), for any P (t; z, ζ, η) ∈ Ŝcl(Ω;S) we set
:P (t; z, ζ, η): := P (t; z, ζ, η) mod N̂cl(Ω;S) ∈ Ŝcl(Ω;S)
/
N̂cl(Ω;S)
which is also called the normal product or the Wick product of P (t; z, ζ, η).
Take Ω ⋐
conic
T ∗Cn. Let z = (z1, . . . , zn) and w = (w1, . . . , wn) be local coordinates on
a neighborhood of Cl π(Ω) ⊂ X, and (z; ζ), (w;λ) corresponding local coordinates on a
neighborhood of ClΩ. Let z = Φ(w) be the coordinate transformation. We define J∗Φ(z
′, z)
by the relation Φ−1(z′) − Φ−1(z) = J∗Φ(z′, z)(z′ − z). Then tJ∗Φ(z, z)λ = t
[∂w
∂z
(z)
]
λ = ζ .
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Here
∂w
∂z
stands for the Jacobian matrix of Φ−1. Let P (t; z, ζ, η) ∈ Ŝcl(Ω;S) with respect
to (z; ζ). Then we set Φ∗P (t;w, λ, η) =
∞∑
ν=0
tνΦ∗Pν(w, λ, η) by
Φ∗P (t;w, λ, η) := et〈∂ζ′ ,∂z′〉P (t;Φ(w), ζ ′ + tJ∗Φ(Φ(w) + z
′, Φ(w))λ, η)
∣∣∣z′=0
ζ′=0
,
i.e.
(Φ∗P )ν(w, λ, η) =
∑
k+|α|=ν
1
α!
∂ αζ′ ∂
α
z′ Pk(Φ(w), ζ
′ + tJ∗Φ(Φ(w) + z
′, Φ(w))λ, η)
∣∣∣z′=0
ζ′=0
.
6.11. Theorem. (1) Φ∗P (t;w, λ, η) defines an element of Ŝcl(Ω;S) with respect to (w;λ).
Moreover if P (t; z, ζ, η) ∈ N̂cl(Ω;S), it follows that Φ∗P (t;w, λ, η) ∈ N̂cl(Ω;S).
(2) 1∗ is the identity, and if z = Φ(w) and w = Ψ (v) are complex coordinate transfor-
mations, Ψ ∗Φ∗ = (ΦΨ )∗ holds.
Proof. (1) Assume that Pν(z, ζ, η) ∈ Γ (Ωρ[dρ]×S;OT ∗X×C). Note that ∂ηΦ∗P (t;w, λ, η) =
Φ∗(∂ηP )(t;w, λ, η). We may assume that on a neighborhood of Ωρ, there exist c > 1 and
0 < c′ < 1 such that
(6.4) c′‖λ‖ < ‖ζ‖ =
∥∥∥t[∂w
∂z
(z)
]
λ
∥∥∥ < c‖λ‖
We can choose 0 < ε < 1 such that c′ − cε > 0, and that there exists δ > 0 such that if
‖z′‖ 6 δ, it follows that
(6.5)
 ‖
tJ∗Φ(z + z
′, z)λ− ζ‖ 6 ε‖ζ‖,
c′‖λ‖ 6 ‖tJ∗Φ(z + z′, z)λ‖ 6 c‖λ‖.
Moreover take ρ′ ∈
]
0, ρ
[
and replacing ε, δ > 0 if necessary, setting
Ω′ρ′ :=
⋃
(z;ζ)∈Ωρ′
{(z; ζ ′ + tJ∗Φ(z + z′, z)λ); ‖z′‖ 6 δ, ‖ζ ′‖ 6 ε‖ζ‖},
we have
(6.6) Ω′ρ′ [dρ′] ⋐conic
Ωρ[dρ].
Thus for any h > 0, Z ⋐ S and (z; ζ ′ + tJ∗Φ(z + z
′, z)λ, η) ∈ Ω′ρ′ [dρ′]× Z, we have
|Pk(z, ζ ′ + tJ∗Φ(z + z′, z)λ, η)| 6
Ch,Z k!A
keh‖ζ
′+tJ∗Φ(z+z
′,z)λ‖
‖η(ζ ′ + tJ∗Φ(z + z′, z)λ)‖k
.
Set Φ(w) := z. If (z; ζ, η) ∈ Ωρ′ [dρ′]× Z, we have
1
α!
∣∣∣∂ αζ′ ∂ αz′ Pk(z, ζ ′ + tJ∗Φ(z + z′, z)λ, η)∣∣∣ z′=0
ζ′=0
∣∣∣(6.7)
=
∣∣∣∣∣ α!(2π√−1 )2n
∮
|z′
i
|=δ
|ζ′
i
|=ε‖ζ‖
Pk(z, ζ
′ + tJ∗Φ(z + z
′, z)λ, η) dz′dζ ′
(ζ ′)α+1n (z′)α+1n
∣∣∣∣∣∣
6
α!
(εδ‖ζ‖)|α| sup|z′
i
|=δ
|ζ′
i
|=ε‖ζ‖
|Pk(z, ζ ′ + tJ∗Φ(z + z′, z)λ, η)|
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6
Ch,Z α! k!A
k
(εδc′‖λ‖)|α| sup|z′
i
|=δ
|ζ′
i
|=ε‖ζ‖
eh‖ζ
′+tJ∗Φ(z+z
′,z)λ‖
‖η(ζ ′ + tJ∗Φ(z + z′, z)λ)‖k
6
Ch,Z α! k!A
kehc(1+ε)‖λ‖
(εδc′‖λ‖)|α|((c′ − cε)‖ηλ‖)k 6
Ch,Z α! k!A
ke2hc‖λ‖
(εδc′‖λ‖)|α|((c′ − cε)‖ηλ‖)k .
Set B :=
2
εδc′
and replacing ε, δ > 0 as C :=
εδc′A
2(c′ − cε) < 1. Then if ‖ζ‖ > c
′‖λ‖ >
(ν + 1)dρ′, we have
|(Φ∗P )ν(w, λ, η)| 6 Ch,Z e2hc‖λ‖
ν∑
k=0
k!Ak
((c′ − cε)‖ηλ‖)k
∑
|α|=ν−k
α!
(εδc′‖λ‖)|α|
6 Ch,Ze
2hc‖λ‖
ν∑
k=0
k!Ak
((c′ − cε)‖ηλ‖)k
2n+ν−k−1 (ν − k)!
(εδc′‖λ‖)ν−k
6
2n−1Ch,Z ν!B
νe2hc‖λ‖
‖ηλ‖ν
∞∑
k=0
Ck 6
2n−1Ch,Z ν!B
νe2hc‖λ‖
(1− C) ‖ηλ‖ν .
Next, if P (t; z, ζ, η) ∈ N̂cl(Ω;S), for any m ∈ N
1
α!
∣∣∣∣m−1∑
k=0
∂ αζ′ ∂
α
z′ Pk(z, ζ
′ + tJ∗Φ(z + z
′, z)λ, η)
∣∣∣ z′=0
ζ′=0
∣∣∣∣ 6 Ch,Z α!m!Ame2hc‖λ‖(εδc′‖λ‖)|α|((c′ − cε)‖ηλ‖)m .
Hence setting Φ(w) = z, we have∣∣∣∣m−1∑
ν=0
(Φ∗P )ν(w, λ, η)
∣∣∣∣ = ∣∣∣∣m−1∑
|α|=0
m−1−|α|∑
k=0
1
α!
∂ αζ′ ∂
α
z′ Pk(z, ζ
′ + tJ∗Φ(z + z
′, z)λ, η)
∣∣∣ z′=0
ζ′=0
∣∣∣∣
6 Ch,Ze
2hc‖λ‖
m−1∑
|α|=0
α! (m− |α|)!Am−|α|
(εδc′‖λ‖)|α|((c′ − cε)‖ηλ‖)m−|α|
6
Ch,Ze
2hc‖λ‖
‖ηλ‖m
m−1∑
ν=0
2n+ν−1m!Am−ν
(εδc′)ν(c′ − cε)m−ν
=
2n−1Ch,Zm!B
me2hc‖λ‖
‖ηλ‖m
m−1∑
ν=0
Cm−ν 6
2n−1Ch,Zm!B
me2hc‖λ‖
(1− C)‖ηλ‖m .
(2) It is trivial that 1∗ is the identity. In order to prove that Ψ ∗Φ∗ = (ΦΨ )∗, it is enough
to show that Ψ ∗Φ∗P (t; v, ξ, η) = (ΦΨ )∗P (t; v, ξ, η) for any P (t; z, ζ, η) ∈ OT ∗X×S,(z0,ζ0,η)JtK
for any fixed (z0; ζ0) ∈ ClΩ. Note that t
[∂w
∂z
(z)
]
λ = ζ and t
[ ∂v
∂w
(w)
]
ξ = λ.
6.12. Lemma (see [4], [28]). For any n-tuple A(t; z, ζ) = (A1(z, ζ), . . . , An(z, ζ)) of holo-
morphic functions, and holomorphic function Q(z, ζ), the following holds:
e〈∂ζ ,∂z〉Q(z, ζ) e〈z,A(z,ζ)〉
∣∣∣z=0 = e〈∂ζ ,∂z〉∑
α∈Nn0
1
α!
∂ αζ
(
Q(z, ζ)A(z, ζ)α
)∣∣∣z=0 .
Proof. We have:
e〈∂ζ ,∂z〉Q(z, ζ) e〈z,A(z,ζ)〉
∣∣∣z=0 = ∑
α,β∈Nn0
1
α! β!
∂ βζ ∂
β
z (Q(z, ζ) z
αA(z, ζ)α)
∣∣∣
z=0
=
∑
α,β
∑
γ6β
(
β
γ
)
1
α! β!
∂ βζ
(
∂γzα
∂zγ
∂ β−γz (Q(z, ζ)A(z, ζ)
α)
)∣∣∣
z=0
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=
∑
α6β
1
α! (β − α)! ∂
β
ζ ∂
β−α
z (Q(z, ζ)A(z, ζ)
α)
∣∣∣
z=0
= e〈∂ζ ,∂z〉
∑
α∈Nn0
1
α!
∂ αζ (Q(z, ζ)A(z, ζ)
α)
∣∣∣
z=0
. 
6.13. Remark. Take τ ∈ C and z′ ∈ Cn such that |τz′| is sufficiently small, hence
J∗Φ(z + τz
′, z) is holomorphic. Then by Lemma 6.12 for any holomorphic function Q(ζ),
we have
e〈∂ζ′ ,∂z′〉Q(ζ ′) e〈z
′,tJ∗Φ(z+τz
′,z)λ−ζ0〉
∣∣∣ z′=0
ζ′=0
= e〈∂ζ′ ,∂z′〉
∑
α
1
α!
∂ αζ′
(
Q(ζ ′)(tJ∗Φ(z + τz
′, z)λ− ζ0)α
)∣∣∣ z′=0
ζ′=0
= e〈∂ζ′ ,∂z′〉Q(ζ ′ + tJ∗Φ(z + τz
′, z)λ− ζ0)
∣∣∣ z′=0
ζ′=0
=
∑
α
1
α!
∂ αz′ ∂
α
ζ′ Q(ζ
′ + tJ∗Φ(z + τz
′, z)λ− ζ0)
∣∣∣ z′=0
ζ′=0
=
∑
α
τ |α|
α!
∂ αz′ ∂
α
ζ′ Q(ζ
′ + tJ∗Φ(z + z
′, z)λ− ζ0)
∣∣∣ z′=0
ζ′=0
.
Hence as a formal power series with respect to t, we have
e〈∂ζ′ ,∂z′〉Q(ζ ′) e〈z
′,tJ∗Φ(z+tz
′,z)λ−ζ0〉
∣∣∣ z′=0
ζ′=0
=
∑
α
t|α|
α!
∂ αz′ ∂
α
ζ′ Q(ζ
′ + tJ∗Φ(z + z
′, z)λ− ζ0)
∣∣∣ z′=0
ζ′=0
= et〈∂ζ′ ,∂z′〉Q(ζ ′ + tJ∗Φ(z + z
′, z)λ− ζ0)
∣∣∣ z′=0
ζ′=0
.
In what follows, we use this type of arguments.
By Lemma 6.12 and Remark 6.13, setting Φ(w) = z we have
e〈∂ζ′ ,∂z′〉P (t; z, ζ0 + ζ
′, η) e〈J
∗
Φ(z+tz
′,z)z′,λ〉e−〈z
′,ζ0〉
∣∣∣ z′=0
ζ′=0
=
∞∑
ν=0
tνe〈∂ζ′ ,∂z′〉Pν(z, ζ0 + ζ
′, η) e〈z
′,tJ∗
Φ
(z+tz′,z)λ−ζ
0
〉
∣∣∣ z′=0
ζ′=0
=
∞∑
ν=0
tνet〈∂ζ′ ,∂z′〉Pν(z, ζ
′ + tJ∗Φ(z + z
′, z)λ, η)
∣∣∣ z′=0
ζ′=0
= et〈∂ζ′ ,∂z′〉P (t; z, ζ ′ + tJ∗Φ(z + z
′, z)λ, η)
∣∣∣ z′=0
ζ′=0
= Φ∗P (t;w, λ, η).
On the other hand, we have
w + J∗Φ(z + z
′, z)z′ = Φ−1(z) + Φ−1(z + z′)− Φ−1(z) = Φ−1(z + z′).
Hence we have
J∗Ψ (w + J
∗
Φ(z + z
′, z)z′, w) J∗Φ(z + z
′, z)z′
= J∗Ψ (Φ
−1(z + z′), Φ−1(z)) J∗Φ(z + z
′, z)(z + z′ − z)
= J∗Ψ (Φ
−1(z + z′), Φ−1(z)) (Φ−1(z + z′)− Φ−1(z))
= Ψ−1Φ−1(z + z′)− Ψ−1Φ−1(z) = J∗ΦΨ (z + z′, z)z′.
Thus as a formal power series with respect to t, we have
J∗Ψ (w + J
∗
Φ(z + tz
′, z)tz′, w) J∗Φ(z + tz
′, z)z′ = J∗ΦΨ (z + tz
′, z)z′.
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Set z0 := Φ(w0) and
t
[∂w
∂z
(z0)
]
λ0 = ζ0. Then on a neighborhood of (w0; η0), setting
z = Φ(w) = ΦΨ (v) we have
Ψ ∗Φ∗P (t; v, ξ, η) = e〈∂λ′ ,∂w′ 〉Φ∗P (t;w, λ0 + λ
′, η) e〈J
∗
Ψ (w+tw
′,w)w′,ξ〉e−〈w
′,λ0〉
∣∣∣w′=0
λ′=0
= e〈∂λ′ ,∂w′ 〉e〈∂ζ′ ,∂z′〉
(
P (t; z, ζ0 + ζ
′, η) e〈J
∗
Φ(z+tz
′,z)z′,λ0+λ
′〉e−〈z
′,ζ0〉
· e〈J∗Ψ (w+tw′,w)w′,ξ〉 e−〈w′,λ0〉
)∣∣∣ z′=w′=0
ζ′=λ′=0
.
By Lemma 6.12 and Remark 6.13 we have
e〈∂λ′ ,∂w′ 〉e〈J
∗
Φ(z+tz
′,z)z′,λ0+λ
′〉e〈J
∗
Ψ (w+tw
′,w)w′,ξ〉e−〈w
′,λ0〉
∣∣∣w′=0
λ′=0
= e〈∂λ′ ,∂w′ 〉e〈J
∗
Φ(z+tz
′,z)z′,λ′〉e〈J
∗
Ψ (w+tw
′,w)w′,ξ〉e〈J
∗
Φ(z+tz
′,z)z′−w′,λ0〉
∣∣∣w′=0
λ′=0
= e〈∂λ′ ,∂w′ 〉
∑
α
1
α!
∂ αw′
(
(J∗Φ(z + tz
′, z)z′)α e〈J
∗
Ψ (w+tw
′,w)w′,ξ〉e〈J
∗
Φ(z+tz
′,z)z′−w′,λ0〉
)∣∣∣w′=0
λ′=0
=
∑
α
1
α!
(J∗Φ(z + tz
′, z)z′)α ∂ αw′
(
e〈J
∗
Ψ (w+tw
′,w)w′,ξ〉 e〈J
∗
Φ(z+tz
′,z)z′−w′,λ0〉
)∣∣∣w′=0
= e〈J
∗
Ψ (w+J
∗
Φ(z+tz
′,z)tz′,w)J∗Φ(z+tz
′,z)z′,ξ〉 = e〈J
∗
ΦΨ (z+tz
′,z)z′,ξ〉.
Therefore
Ψ ∗Φ∗P (t; v, ξ, η) = e〈∂ζ′ ,∂z′〉P (t; z, ζ0 + ζ
′, η) e〈J
∗
ΦΨ(z+tz
′,z)z′,ξ〉e−〈z
′,ζ0〉
∣∣∣ z′=0
ζ′=0
= (ΦΨ )∗P (t; v, ξ, η). 
6.14. Definition. Under the notation above, we define a coordinate transformation Φ∗
associated with Φ by
Φ∗(:P :)(t;w, λ, η) := :Φ∗P (t;w, λ, η):.
6.15. Lemma. Let Ω ⊂ T ∗X be a conic open subset, d > 0, ρ ∈
]
0, 1
[
. Assume that
P (z, ζ, η) ∈ Γ (Ωρ[dρ]× S;OT ∗X×C) and ν, m, N ∈ N0 satisfy the following:
for any h > 0 and Z ⋐ S, there exists a constant Ch,Z > 0 such that for any ρ
′ ∈
]
0, ρ
[
,
on Ωρ′ [dρ′]× Z
(6.8) |P (z, ζ, η)| 6 Ch,Ze
h‖ζ‖
(ρ− ρ′)Nν‖ηζ‖m .
Then for any α, β ∈ Nn0 (|α| + |β| > 0), ρ′ ∈
]
0, ρ
[
, and (z; ζ, η) ∈ Ωρ′ [dρ′] × Z, the
following hold :
(1) If ν ∈ N, set Cν :=
ν + 1
ν
. Then
|∂ αz ∂ βζ P (z, ζ, η)| 6
Ch,ZC
m
ν e
N (ν + 1)|α+β|α! β! e2h‖ζ‖
(ρ− ρ′)|α+β|+Nν ‖ηζ‖m+|β| (β 6= 0),
|∂ αz P (z, ζ, η)| 6
Ch,Z e
N (ν + 1)|α|α! eh‖ζ‖
(ρ− ρ′)|α|+Nν ‖ηζ‖m (β = 0).
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(2) If ν = 0, then
|∂ αz ∂ βζ P (z, ζ, η)| 6
Ch,Z α! β! e
2h‖ζ‖
(ρ− ρ′)|α+β|(1− ρ+ ρ′)m‖ηζ‖m+|β| (β 6= 0),
|∂ αz P (z, ζ, η)| 6
Ch,Z α! e
h‖ζ‖
(ρ− ρ′)|α|‖ηζ‖m (β = 0).
Proof. (1) Set ρ′′ := ρ′+
ρ− ρ′
ν + 1
. Note that for any (z; ζ) ∈ Ωρ′ [dρ′] and (z′, ζ ′) with ‖z′‖ 6
ρ− ρ′
ν + 1
and ‖ζ ′‖ 6 (ρ− ρ
′)‖ηζ‖
ν + 1
< ‖ζ‖, we have (z+z′; ζ+ζ ′) ∈ Ωρ′′ [dρ′′ ]. Indeed, by the
definition there exists (z0; ζ0) ∈ Ω such that ‖z − z0‖ 6 ρ′ and ‖ζ − ζ0‖ 6 ρ′‖ζ0‖, hence
we have ‖ζ‖ 6 (ρ′+1)‖ζ0‖ 6 2‖ζ0‖. Recall that we assumed that S ⊂ {η ∈ C; |η| <
1
2
}.
Therefore
‖ζ + ζ ′ − ζ0‖ 6 ρ′‖ζ0‖+
ρ− ρ′
ν + 1
‖ηζ‖ 6 ρ′‖ζ0‖+
ρ− ρ′
ν + 1
‖ζ0‖ = ρ′′‖ζ0‖.
Further we have
(6.9) 2‖ζ‖ > ‖ζ + ζ ′‖ >
(
1− |η|(ρ− ρ
′)
ν + 1
)
‖ζ‖ >
(
1− ρ− ρ
′
ν + 1
)
‖ζ‖ > d(1− ρ′′),
hence (z + z′; ζ + ζ ′) ∈ Ωρ′′ [(j + 1)dρ′′ ]. Thus replacing ρ′ with ρ′′ in (6.8), for any h > 0
and (z; ζ, η) ∈ Ωρ′ [dρ′]× Z we have
sup
|z′
i
|=(ρ−ρ′)/(ν+1)
|ζ′
i
|=(ρ−ρ′)‖ηζ‖/(ν+1)
|P (z + z′, ζ + ζ ′, η)| 6 Ch,Ze
2h‖ζ‖
((
1− 1
ν + 1
)
(ρ− ρ′)
)Nν
((1− ρ− ρ
′
ν + 1
)‖ηζ‖)m
6
Ch,Ze
2h‖ζ‖( ν
ν + 1
(ρ− ρ′)
)Nν( ν
ν + 1
‖ηζ‖
)m 6 Ch,ZC mν eNe2h‖ζ‖(ρ− ρ′)Nν ‖ηζ‖m .
Therefore if β 6= 0, we have
|∂αz ∂ βζ P (z, ζ, η)| 6
(ν + 1)|α+β| α! β!
(ρ− ρ′)|α+β| ‖ηζ‖|β| sup|z′
i
|=(ρ−ρ′)/(ν+1)
|ζ′
i
|=(ρ−ρ′)‖ηζ‖/(ν+1)
|P (z + z′, ζ + ζ ′, η)|
6
Ch,ZC
m
ν e
N (ν + 1)|α+β|α! β! e2h‖ζ‖
(ρ− ρ′)|α+β|+Nν ‖ηζ‖m+|β| .
If β = 0, we have
|∂ αz P (z, ζ, η)| 6
(ν + 1)|α| α!
(ρ− ρ′)|α| sup|z′i|=(ρ−ρ′)/(ν+1)
|P (z + z′, ζ, η)|
6
Ch,Z(ν + 1)
|α|α! eh‖ζ‖
(ρ− ρ′)|α|
(
(ρ− ρ′)(1− 1
ν + 1
)
)Nν ‖ηζ‖m 6
Ch,Z e
N (ν + 1)|α|α! eh‖ζ‖
(ρ− ρ′)|α|+Nν ‖ηζ‖m .
(2) We may choose |z′i| = ρ− ρ′ and |ζ ′i| = (ρ− ρ′)‖ηζ‖. 
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6.16. Theorem. For any P (t; z, ζ), Q(t; z, ζ) ∈ Ŝcl(Ω;S), set
Q ◦ P (t; z, ζ, η) := et〈∂ζ′ ,∂z′〉Q(t; z, ζ ′, η)P (t; z′, ζ, η)
∣∣∣z′=z
ζ′=ζ
= et〈∂ζ′ ,∂z′〉Q(t; z, ζ + ζ ′, η)P (t; z + z′, ζ, η)
∣∣∣z′=0
ζ′=0
.
(1) Q ◦ P (t; z, ζ, η) ∈ Ŝcl(Ω;S). Moreover if either P (t; z, ζ, η) or Q(t; z, ζ, η) is an
element of N̂cl(Ω;S), it follows that Q ◦ P (t; z, ζ, η) ∈ N̂cl(Ω;S).
(2) R ◦ (Q ◦ P ) = (R ◦Q) ◦ P holds.
(3) Let Φ(w) = z be a holomorphic coordinate transformation. Then
Φ∗Q ◦ Φ∗P (t;w, λ, η) = Φ∗(Q ◦ P )(t;w, λ, η).
Proof. (1) We assume P (t; z, ζ, η) =
∞∑
ν=0
tνPν(z, ζ, η), Q(t; z, ζ, η) =
∞∑
ν=0
tνQν(z, ζ, η) ∈
Γ (Ωρ[dρ]× S;OT ∗X×C)JtK. If we set Q ◦ P (t; z, ζ, η) =
∞∑
ν=0
tνRν(z, ζ, η), we have
Rν(z, ζ, η) =
∑
|α|+k+l=ν
1
α!
∂αζ Ql(z, ζ, η) · ∂αz Pk(z, ζ, η).
Therefore R(t; z, ζ, η) ∈ Γ (Ωρ[dρ]×S;OT ∗X×C)JtK. For any ρ′ ∈
]
0, ρ
[
, k ∈ N0 and Z ⋐ S,
on Ωρ′ [dρ′] × Z ⊂ Ωρ[dρ] × Z we have |Pk(z, ζ, η)|, |Qk(z, ζ, η)| 6
Ch,Zk!A
keh‖ζ‖
‖ηζ‖k . Hence
by Lemma 6.15, we have
|∂ αζ Ql(z, ζ, η)| 6
Ch,Z α! l!A
le2h‖ζ‖
(ρ− ρ′)|α|(1− ρ+ ρ′)l‖ηζ‖l+|α| ,
|∂αz Pk(z, ζ, η)| 6
Ch,Z α! k!A
keh‖ζ‖
(ρ− ρ′)|α| ‖ηζ‖k .(6.10)
We choose ρ′ ∈
]
0, ρ
[
as C :=
(ρ− ρ′)2A
2(1− ρ+ ρ′) < 1, and set B :=
1
(ρ− ρ′)2 . Then on
Ωρ′ [dρ′]× Z we have
|Rν(z, ζ, η)| 6
ν∑
k+l=0
C 2h,Z k! l!A
k+le3h‖ζ‖
(1− ρ+ ρ′)l
∑
|α|=ν−k−l
α!
(ρ− ρ′)2|α| ‖ηζ‖k+l+|α|
6
2n−1C 2h,Z ν!B
νe3‖ζ‖
‖ηζ‖ν
ν∑
k+l=0
Ck+l 6
2n−1C 2h,Z ν!B
νe3‖ζ‖
(1− C)2 ‖ηζ‖ν .
Assume that P (t; z, ζ, η) ∈ N̂cl(Ω;S). Then by (6.10) for any m ∈ N we have∣∣∣∣∣m−1∑k=0 ∂αz Pk(z, ζ, η)
∣∣∣∣∣ 6 Ch,Z α!m!A
me2‖ζ‖
(ρ− ρ′)|α| ‖ηζ‖m
Then on Ωρ′ [dρ′]× Z we have∣∣∣∣m−1∑
ν=0
Rν(z, ζ, η)
∣∣∣∣ = ∣∣∣∣ m−1∑
l+|α|=0
1
α!
∂ αζ Ql(z, ζ, η)
m−l−1−|α|∑
k=0
∂αz Pk(z, ζ, η)
∣∣∣∣
6
m−1∑
l+|α|=0
C 2h,Z α! l! (m− l − |α|)!Am−|α|e3h‖ζ‖
‖ηζ‖m(1− ρ+ ρ′)l(ρ− ρ′)2|α|
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6
2n−1C 2h,Z m!B
me3h‖ζ‖
‖ηζ‖m
m−1∑
l=0
C l
m−l−1∑
i=0
((1− ρ+ ρ′)C)m−l−i 6 2
n−1CC 2h,Z m!B
me3h‖ζ‖
(1− C)2‖ηζ‖m .
Therefore Q ◦ P (t; z, ζ, η) ∈ N̂cl(Ω;S). For the same reasoning, we can show that if
Q(t; z, ζ, η) ∈ N̂cl(Ω;S), we have Q ◦ P (t; z, ζ, η) ∈ N̂cl(Ω;S). In particular, since
∂η(Q ◦ P )(t; z, ζ, η) = ∂ηQ ◦ P (t; z, ζ, η) +Q ◦ ∂ηP (t; z, ζ, η),
we see that if P (t; z, ζ, η), Q(t; z, ζ, η) ∈ Ŝcl(Ω;S), we have Q ◦ P (t; z, ζ, η) ∈ Ŝcl(Ω;S).
The proof of (2) is easy.
(3) We may show the equality around each point (Φ−1(z0),
t
[ ∂z
∂w
(w0)
]
ζ0) = (w0, λ0) as
a formal series. Set z := Φ(w). We remark that
∂ αλ′e
〈J∗
Φ
(z+z′′,z)z′′,λ+λ′〉 = e〈J
∗
Φ
(z+z′′,z)z′′,λ+λ′〉 (Φ−1(z + z′′)− w)α,
hence as a formal power series with respect to t, we have
t|α|∂ αλ′e
〈J∗Φ(z+tz
′′,z)z′′,λ+λ′〉 = e〈J
∗
Φ(z+tz
′′,z)z′,λ+λ′〉 (Φ−1(z + tz′′)− w)α.
Further since
J∗Φ(z+z
′′, z)z′′+J∗Φ(z+z
′′+z′, z+z′′)z′ = Φ−1(z+z′′+z′)−Φ−1(z) = J∗Φ(z+z′′+z′, z)(z′′+z′),
as a formal power series with respect to t, we have
J∗Φ(z + tz
′′, z)z′′ + J∗Φ(z + tz
′′ + tz′, z + z′′)z′ = J∗Φ(z + tz
′′ + tz′, z)(z′′ + z′).
Therefore we have
Φ∗Q ◦ Φ∗P (t;w, λ, η)
= et〈∂λ′ ,∂w˜〉e〈∂ζ′′ ,∂z′′〉Q(t; z, ζ0 + ζ
′′, η) e〈J
∗
Φ(z+tz
′′,z)z′′,λ+λ′〉e−〈z
′′,ζ0〉
· e〈∂ζ′ ,∂z′〉P (t;Φ(w + w˜), ζ0 + ζ ′, η) e〈J
∗
Φ(Φ(w+w˜)+tz
′,Φ(w+w˜))z′,λ〉e−〈z
′,ζ0〉
∣∣∣
z′=z′′=w˜=0
ζ′=ζ′′=λ′=0
= e〈∂ζ′′ ,∂z′′〉
∑
α
Q(t; z, ζ0 + ζ
′′, η) e〈J
∗
Φ(z+tz
′′,z)z′′,λ〉e−〈z
′′,ζ0〉
(Φ−1(z + tz′′)− w)α
α!
· ∂ αw (e〈∂ζ′ ,∂z′〉P (t;Φ(w), ζ0 + ζ ′, η) e〈J
∗
Φ
(Φ(w)+tz′,Φ(w))z′,λ〉e−〈z
′,ζ
0
〉
∣∣∣ z′=z′′=0
ζ′=ζ′′=0
= e〈∂ζ′′ ,∂z′′〉(Q(t; z, ζ0 + ζ
′′, η) e〈J
∗
Φ
(z+tz′′,z)z′′,λ〉e−〈z
′′,ζ
0
〉
· e〈∂ζ′ ,∂z′〉P (t; z + tz′′, ζ0 + ζ ′, η) e〈J
∗
Φ(z+tz
′′+tz′,z+tz′′)z′,λ〉e−〈z
′,ζ0〉
∣∣∣ z′=z′′=0
ζ′=ζ′′=0
= e〈∂ζ′ ,∂z′〉e〈∂ζ′′ ,∂z′′〉Q(t; z, ζ0 + ζ
′′, η)P (t; z + tz′′, ζ0 + ζ
′, η)
· e〈J∗Φ(z+tz′′+tz′,z)(z′′+z′),λ〉e−〈z′′+z′,ζ0〉
∣∣∣ z′=z′′=0
ζ′=ζ′′=0
=
∑
α,β,γ
t|α|
α! β! γ!
∂α+βζ′ Q(t; z, ζ0 + ζ
′, η) ∂ αz ∂
γ
ζ′P (t; z, ζ0 + ζ
′, η)
· ∂ γz′∂ βz′′e〈J
∗
Φ(z+tz
′′+tz′,z)(z′′+z′),λ〉e−〈z
′′+z′,ζ0〉
∣∣∣ z′=z′′=0
ζ′=0
=
∑
β,γ
1
(β + γ)!
∂β+γζ (Q ◦ P )(t; z, ζ0 + ζ ′, η) ∂β+γz′ e〈J
∗
Φ
(z+tz′,z)z′,λ〉e−〈z
′,ζ
0
〉
∣∣∣ z′=0
ζ′=0
= e〈∂ζ′ ,∂z′〉(Q ◦ P )(t; z, ζ0 + ζ ′, η) e〈J
∗
Φ(z+tz
′,z)z′,λ〉e−〈z
′,ζ0〉
∣∣∣ z′=0
ζ′=0
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= Φ∗(Q ◦ P )(t;w, λ, η). 
6.17. Definition. For any :P (t; z, ζ, η):, :Q(t; z, ζ, η): ∈ Ŝcl(Ω;S)
/
N̂cl(Ω;S), we define
the product by:
:Q(t; z, ζ, η): :P (t; z, ζ, η): := :Q ◦ P (t; z, ζ, η):.
6.18. Theorem. For any P (t; z, ζ, η) ∈ Ŝcl(Ω;S), set
P ∗(t; z, ζ, η) := et〈∂ζ ,∂z〉P (t; z,−ζ, η).
(1) P ∗(t; z, ζ, η) ∈ Ŝcl(Ωa;S), where Ωa := {(z; ζ); (z;−ζ) ∈ Ω}, and P ∗∗ = P .
Moreover if P (t; z, ζ, η) ∈ N̂cl(Ω;S), it follows that P ∗(t; z, ζ, η) ∈ N̂cl(Ωa;S).
(2) (Q ◦ P )∗(t; z, ζ, η) = P ∗ ◦Q∗(t; z, ζ, η).
(3) Let Φ(w) = z be a holomorphic coordinate transformation. Then it follows that on
Ŝcl(Ω
a;S)⊗
OX
ΩX ,
(6.11) Φ∗(P ∗(t; z, ζ, η)⊗dz) = Φ∗(P (t; z, ζ, η)⊗dz)∗.
Here Φ∗ also stands for the pull-back of differential forms, and (6.11) means that
det
∂z
∂w
Φ∗(P ∗) = (det
∂z
∂w
Φ∗P )∗ = (Φ∗P )∗ ◦ det ∂z
∂w
.
Proof. (1) For P (t; z, ζ, η) =
∞∑
i=0
tiPi(z, ζ, η), we set P
∗(t; z, ζ, η) =
∞∑
i=0
tjP ∗i (z, ζ, η). Then
P ∗i (z, ζ, η) =
∑
|α|+k=i
1
α!
∂ αζ ∂
α
z Pk(t; z,−ζ, η).
As in the proof of Theorem 6.16, we can show P ∗(t; z, ζ, η) ∈ Ŝcl(Ωa;S), and that if
P (t; z, ζ) ∈ N̂cl(Ω;S), we have P ∗(t; z, ζ) ∈ N̂cl(Ωa;S). Moreover
P ∗∗(t; z, ζ, η) = et〈∂ζ ,∂z〉P ∗(t; z,−ζ, η) = et〈∂ζ ,∂z〉e−t〈∂ζ ,∂z〉P (t; z, ζ, η) = P (t; z, ζ, η).
(2) We have
(Q ◦ P )∗(t; z, ζ, η) = et〈∂ζ ,∂z〉(Q ◦ P (t; z,−ζ, η))
= et〈∂ζ ,∂z〉(e−t〈∂ζ′′ ,∂z′〉Q(t; z,−ζ − ζ ′′, η)P (t; z + z′,−ζ, η)
∣∣∣ z′=0
ζ′′=0
)
= et〈∂ζ′+∂ζ′′ ,∂z′+∂z′′ 〉e−t〈∂ζ′′ ,∂z′〉Q(t; z + z′′,−ζ − ζ ′′, η)P (t; z + z′,−ζ − ζ ′, η)
∣∣∣ z′=z′′=0
ζ′=ζ′′=0
= et〈∂ζ′ ,∂z′′〉et〈∂ζ′ ,∂z′〉P (t; z + z′,−ζ − ζ ′, η)et〈∂ζ′′ ,∂z′′〉Q(t; z + z′′,−ζ − ζ ′′, η)
∣∣∣ z′=z′′=0
ζ′=ζ′′=0
= et〈∂ζ′ ,∂z′′〉P ∗(t; z + z′, ζ + ζ ′, η)Q∗(t; z + z′′, ζ + ζ ′′, η)
∣∣∣ z′=z′′=0
ζ′=ζ′′=0
= et〈∂ζ′ ,∂z′′〉P ∗(t; z, ζ + ζ ′, η)Q∗(t; z + z′′, ζ, η)
∣∣∣ z′′=0
ζ′=0
= P ∗ ◦Q∗(t; z, ζ, η).
(3) (i) For any holomorphic function a(z, η), we have
Φ∗(a(z, η)∗⊗ dz) = Φ∗(a(z, η)⊗ dz) = a(Φ(z), η)⊗det ∂z
∂w
dw = a(Φ(z), η) det
∂z
∂w
⊗ dw,
Φ∗(a(z, η)⊗ dz)∗ = (a(Φ(z), η) det ∂z
∂w
)∗⊗ dw = a(Φ(z), η) det ∂z
∂w
⊗ dw.
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Set J :=
∂z
∂w
for short. Since Φ∗(ζi) =
n∑
k=1
∂wk
∂zi
λk, we have
Φ∗((ζi)
∗⊗ dz) = −Φ∗(ζi⊗ dz) = −
n∑
k=1
∂wk
∂zi
λk ⊗ det
∂z
∂w
dw = − det J n∑
k=1
∂wk
∂zi
λk⊗ dw,
Φ∗(ζi⊗ dz)∗ = (det J
n∑
k=1
∂wk
∂zi
λk)
∗⊗ dw
= − n∑
k=1
(
det J
∂wk
∂zi
ηk +
∂ det J
∂wk
∂wk
∂zi
+ det J
∂
∂wk
(
∂wk
∂zi
))
⊗ dw.
Here we remark
∂ det J
∂wk
= det J Tr
(
J −1
∂J
∂wk
)
,
∂J −1
∂wk
= −J −1 ∂J
∂wk
J −1.
Hence we have
n∑
k=1
(
∂ det J
∂wk
∂wk
∂zi
+ det J
∂
∂wk
(
∂wk
∂zi
))
= det J
n∑
k=1
(
Tr
(
J −1
∂J
∂wk
)
∂wk
∂zi
− n∑
µ,ν=1
∂wk
∂zµ
∂2zµ
∂wk∂wν
∂wν
∂zi
)
= det J
n∑
k,µ,ν=1
(
∂wν
∂zµ
∂2zµ
∂wν∂wk
∂wk
∂zi
− ∂wk
∂zµ
∂2zµ
∂wk∂wν
∂wν
∂zi
)
= 0.
Therefore Φ∗((ζi)
∗⊗ dz) = Φ∗(ζi⊗ dz)∗.
(ii) If P and Q satisfy (6.11), then
Φ∗((Q ◦ P )∗ ⊗ dz) = Φ∗(P ∗ ◦Q∗ ⊗ dz) = Φ∗(P ∗) ◦ Φ∗(Q∗)⊗det ∂z
∂w
dw
= det
∂z
∂w
Φ∗(P ∗) ◦ Φ∗(Q∗)⊗ dw = (Φ∗P )∗ ◦ det ∂z
∂w
Φ∗(Q∗)⊗ dw
= (Φ∗P )∗ ◦ Φ∗(Q∗) ◦ det ∂z
∂w
⊗ dw = Φ∗(Q ◦ P )∗ ◦ det ∂z
∂w
⊗ dw
= (det
∂z
∂w
Φ∗(Q ◦ P ))∗⊗ dw = (det ∂z
∂w
Φ∗(Q ◦ P )⊗ dw)∗ = Φ∗(Q ◦ P ⊗ dz)∗
(iii) Take any point (z0; ζ0) ∈ Ωρ and consider the Taylor expansion
P (t; z, ζ, η) =
∑
α
pα(t; z, ζ0, η) (ζ − ζ0)α =
∑
α
pα(t; z, ζ0, η) ◦ (ζ − ζ0)α.
We may prove (6.11) in a formal sense. Then by induction and (i), (ii), we obtain
Φ∗(P ∗⊗ dz) = ∑
α
Φ∗((pα(t; z, ζ0, η) ◦ (ζ − ζ0)α)∗⊗ dz)
=
∑
α
Φ∗(pα(t; z, ζ0, η) ◦ (ζ − ζ0)α⊗ dz)∗ = Φ∗(P ⊗ dz)∗. 
6.19. Definition. For any :P (t; z, ζ, η): ∈ Ŝcl(Ω;S)
/
N̂cl(Ω;S), we define the formal
adjoint by
(:P (t; z, ζ, η):)∗ := :P ∗(t; z, ζ, η): ∈ Ŝcl(Ωa;S)
/
N̂cl(Ω
a;S).
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6.20. Remark. We identify X with the diagonal set of X × X. Then the sheaf D∞X of
holomorphic differential operators of infinite order on X is defined by
D
∞
X := H
n
X(Ω
(0,n)
X×X).
Recall that for any open subset U ⊂ X, a section P (z, ∂z) =
∑
α
aα(z) ∂
α
z ∈ Γ (U ;D∞X ) is
given by the following equivalent conditions:
(1) For any W ⋐ U and h > 0 there exists C > 0 such that
sup
z∈W
|aα(z)| 6
Ch|α|
|α|! .
(2) Set P (z, ζ) :=
∑
α
aα(z) ζ
α. For any W ⋐ U and h > 0 there exists C > 0 such that
sup
z∈W
|P (z, ζ)| 6 Ceh‖ζ‖.
D
∞
X is a sheaf of rings on X, and:
(1) the coordinate transform is given by
Φ∗P (w, λ) = e〈∂ζ′ ,∂z′〉P (Φ(w), ζ ′ + tJ∗Φ(Φ(w) + z
′, Φ(w))λ)
∣∣∣ z′=0
ζ′=0
,
(2) the product is given by
Q ◦ P (z, ζ) = e〈∂ζ′ ,∂z′〉Q(z, ζ + ζ ′)P (z + z′, ζ)
∣∣∣ z′=0
ζ′=0
,
(3) the formal adjoint is given by
P ∗(z, ζ) = e〈∂ζ ,∂z〉P (z,−ζ).
From our point of view, the sheaf E RX on T
∗X can be defined E RX |X := D∞X , and on T˙ ∗X,
associated conic sheaf with
Op(T˙ ∗X) ∋ V 7→ lim−→
S
S(R>0V ;S)
/
N(R>0V ;S) = S (R>0V )
/
N (R>0V ),
or equivalently
Op(T˙ ∗X) ∋ V 7→ lim−→
S
Ŝcl(R>0V ;S)
/
N̂cl(R>0V ;S) = Ŝcl(R>0V )
/
N̂cl(R>0V ).
6.21. Theorem. Let [ψ(z, w, η) dw], [ϕ(z, w, η) dw] ∈ E RX,z∗0 . Set for short
σ(ψ)⊙ σ(ϕ)(z, ζ, η) := ∑
α
1
α!
∂αζ σ(ψ)(z, ζ, η) ∂
α
z σ(ϕ)(z, ζ, η).
Then the following hold :
(1) σ(ψ)⊙ σ(ϕ)(z, ζ, η) ∈ Sz∗0 .
(2) σ(ψ)⊙ σ(ϕ)(z, ζ, η)− σ(ψ) ◦ σ(ϕ)(t; z, ζ, η) ∈ N̂cl,z∗0 .
(3) σ(µ(ψ⊗ϕ))(z, ζ, η)− σ(ψ)⊙ σ(ϕ)(z, ζ, η) ∈ Nz∗0 .
In other words, the product in E RX,z∗0
coincides with that of the classical symbols given in
Theorem 6.16 through the symbol mapping σ.
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Proof. We assume that σ(ψ)(z, ζ, η), σ(ϕ)(z, ζ, η) ∈ Γ (Ωρ[dρ]× S;OT ∗X×C).
(1) Take ρ′ ∈
]
0, ρ
[
. Fix any Z ⋐ S and h > 0. In γ(0, η; ̺, θ), we can change
γi(0, η; ̺) as {wi = |η|s′e2π
√−1 t; 0 6 t 6 1} with 0 < ̺−1 < s′ (2 6 i 6 n), and
γ1(0, η; ̺, θ) ⊂ {|w1| 6 |η|s′}. Therefore, we have
|∂αζ σ(ψ)(z, ζ, η)| =
∣∣∣∣∂αζ ∫
γ(0,η;̺,θ)
ψ(z, z + w˜, η) e〈w˜,ζ〉dw˜
∣∣∣∣ = ∣∣∣∣∫
γ(0,η;̺,θ)
w˜αψ(z, z + w˜, η) e〈w˜,ζ〉dw˜
∣∣∣∣
6 (|η|s′)|α|Ch,Zeh‖ζ‖.
For the same reason, we have
|∂η∂αζ σ(ψ)(z, ζ, η)| = |∂αζ ∂ησ(ψ)(z, ζ, η)| 6 (|η|s′)|α|Ce−δ‖ηζ‖.
In the same way taking ‖z‖ 6 r′0 < r′, for some R > 0 we have
|∂αz σ(ϕ)(z, ζ, η)| 6
Ch,Z α! e
h‖ζ‖
R|α|
,
|∂η∂αz σ(ϕ)(z, ζ, η)| 6
CZ α! e
−δ‖ηζ‖
R|α|
.
Hence taking r small enough as rs′ < R, we have
|σ(ψ)⊙ σ(ϕ)(z, ζ, η)| 6 C
2
h,Z e
2h‖ζ‖
(1− |η|s′/R)n .
For any (z; ζ, η) ∈ Ωρ′ [dρ′]× Z, choosing h = δmZ/2, we have
|∂η(σ(ψ)⊙ σ(ϕ))(z, ζ, η)|
=
∑
α
1
α!
(∂η∂
α
ζ σ(ψ)(z, ζ, η) ∂
α
z σ(ϕ)(z, ζ, η) + ∂
α
ζ σ(ψ)(z, ζ, η) ∂η∂
α
z σ(ϕ)(z, ζ, η))
6
4Ch,ZCe
−δ‖ηζ‖/2
(1− |η|s′/R)n .
(2) Fix m ∈ N. Then by Lemma 6.15, under the same notation of proof of (1), for any
β, γ ∈ Nn0 with |β| = m, on Ωρ′ [dρ′]× Z we have
|∂β+γζ σ(ψ)(z, ζ, η)| =
∣∣∣∣∂β+γζ ∫
γ(0,η;̺,θ)
ψ(z, z + w˜, η) e〈w˜,ζ〉dw˜
∣∣∣∣
=
∣∣∣∣∂ βζ ∫
γ(0,η;̺,θ)
w˜γψ(z, z + w˜, η) e〈w˜,ζ〉dw˜
∣∣∣∣ 6 (|η|s′)|γ|Ch,Z m!Ame2h‖ζ‖(ρ− ρ′)m‖ηζ‖m .
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Therefore, setting B :=
2A
(ρ− ρ′)R we obtain∣∣∣∣σ(ψ)⊙ σ(ϕ)(z, ζ, η)− m−1∑
|α|=0
1
α!
∂αζ σ(ψ)(z, ζ, η) ∂
α
z σ(ϕ)(z, ζ, η)
∣∣∣∣
=
∣∣∣∣ ∑
|α|>m
1
α!
∂αζ σ(ψ)(z, ζ, η) ∂
α
z σ(ϕ)(z, ζ, η)
∣∣∣∣
=
∣∣∣∣ ∑
|β|=m
∞∑
|γ|=0
1
(β + γ)!
∂β+γζ σ(ψ)(z, ζ, η) ∂
β+γ
z σ(ϕ)(z, ζ, η)
∣∣∣∣
6
C 2h,Zm!A
me3h‖ζ‖
(ρ− ρ′)m‖ηζ‖m
∑
|β|=m
∞∑
|γ|=0
(|η|s′)|γ|
R|β+γ|
6
2n−1C 2h,Zm!B
me3h‖ζ‖
(1− |η|s′/R)n‖ηζ‖m .
(3) Take two paths γ(0, η; ˜̺, θ˜) and γ(0, η; ̺′, θ′). Here we take ˜̺ is sufficiently smaller
than ̺, and next we take ̺′ is sufficiently smaller than ˜̺. Hence we may assume
µ(ψ⊗ϕ)(z, z + w, η) =
∫
γ(0,η; ˜̺,θ˜)
ψ(z, z + w˜, η)ϕ(z + w˜, z + w, η) dw˜,
σ(µ(ψ⊗ϕ))(z, ζ, η) =
∫
γ(0,η;̺′,θ′)
µ(ψ⊗ϕ)(z, z + w, η) e〈w,ζ〉dw
=
∫
γ(0,η;̺′,θ′)
dw
∫
γ(0,η; ˜̺,θ˜)
ψ(z, z + w˜, η)ϕ(z + w˜, z + w, η) e〈w,ζ〉dw˜
=
∫
γ(0,η; ˜̺,θ˜)
dw˜
∫
γ(0,η;̺′,θ′)
ψ(z, z + w˜, η)ϕ(z + w˜, z + w, η) e〈w,ζ〉dw.
Then we find
σ(ψ)⊙ σ(ϕ)(z, ζ, η) =∑
α
1
α!
∫
γ(0,η;̺,θ)
w˜αψ(z, z + w˜, η) e〈w˜,ζ〉dw˜
∫
γ(0,η;̺,θ)
∂αz ϕ(z, z + w, η) e
〈w,ζ〉dw
=
∑
α
1
α!
∫
γ(0,η; ˜̺,θ˜)
w˜αψ(z, z + w˜, η) e〈w˜,ζ〉dw˜
∫
γ(0,η;̺,θ)
∂αz ϕ(z, z + w, η) e
〈w,ζ〉dw
+
∑
α
1
α!
∫
γ(0,η;̺,θ)∨(−γ(0,η; ˜̺,θ˜))
w˜αψ(z, z + w˜, η) e〈w˜,ζ〉dw˜
∫
γ(0,η;̺,θ)
∂αz ϕ(z, z + w, η) e
〈w,ζ〉dw
By the Cauchy integration theorem, γ1(0, η; ̺, θ)∨ (−γ1(0, η; ˜̺, θ˜)) can be changed to the
following two segment paths:[ ˜̺η
2
e−
√−1 (π+θ˜)/2,
̺η
2
e−
√−1 (π+θ)/2
]
,
[̺η
2
e
√−1 (π+θ)/2,
˜̺η
2
e
√−1 (π+θ˜)/2
]
.
Then we can find δ > 0 such that on the two paths above Re〈w1, ζ1〉 6 −δ|ηζ1| holds.
Thus as in (1) we can see∑
α
1
α!
∫
γ(0,η;̺,θ)∨(−γ(0,η; ˜̺,θ˜))
w˜αψ(z, z + w˜, η) e〈w˜,ζ〉dw˜
∫
γ(0,η;̺,θ)
∂αz ϕ(z, z + w, η) e
〈w,ζ〉dw ∈ Nz∗0 .
Next we find ∑
α
1
α!
∫
γ(0,η; ˜̺,θ˜)
w˜αψ(z, z + w˜, η) e〈w˜,ζ〉dw˜
∫
γ(0,η;̺,θ)
∂αz ϕ(z, z + w, η) e
〈w,ζ〉dw
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=
∫
γ(0,η; ˜̺,θ˜)×γ(0,η;̺,θ)
ψ(z, z + w˜, η)
(∑
α
w˜α
α!
∂αz ϕ(z, z + w, η)
)
e〈w˜+w,ζ〉dw˜ dw
=
∫
γ(0,η; ˜̺,θ˜)×γ(0,η;̺,θ)
ψ(z, z + w˜, η)ϕ(z + w˜, z + w˜ + w, η) e〈w˜+w,ζ〉dw˜ dw
=
∫
γ(0,η; ˜̺,θ˜)
dw˜
∫
γ(w˜,η;̺,θ)
ψ(z, z + w˜, η)ϕ(z + w˜, z + w, η) e〈w,ζ〉dw
=
∫
γ(0,η; ˜̺,θ˜)
dw˜
∫
γ(0,η;̺,θ)
ψ(z, z + w˜, η)ϕ(z + w˜, z + w, η) e〈w,ζ〉dw
+
∫
γ(0,η; ˜̺,θ˜)
dw˜
∫
γ(w˜,η;̺,θ)∨(−γ(0,η;̺,θ))
ψ(z, z + w˜, η)ϕ(z + w˜, z + w, η) e〈w,ζ〉dw.
We consider
σ(µ(ψ⊗ϕ))(z, ζ, η)−
∫
γ(0,η; ˜̺,θ˜)
dw˜
∫
γ(0,η;̺,θ)
ψ(z, z + w˜, η)ϕ(z + w˜, z + w, η) e〈w,ζ〉dw
=
∫
γ(0,η; ˜̺,θ˜)
dw˜
∫
γ(0,η;̺′,θ′)∨(−γ(0,η;̺,θ))
ψ(z, z + w˜, η)ϕ(z + w˜, z + w, η) e〈w,ζ〉dw.
By the Cauchy integration theorem, γ1(0, η; ̺
′, θ′)∨ (−γ1(0, η; ̺, θ)) can be changed to the
following two segment paths:[̺η
2
e−
√−1 (π+θ)/2,
̺′η
2
e−
√−1 (π+θ′)/2
]
,
[̺′η
2
e
√−1 (π+θ′)/2,
̺η
2
e
√−1 (π+θ)/2
]
.
Then we can find δ > 0 such that on the two paths above Re〈w1, ζ1〉 6 −δ|ηζ1| holds.
Thus we can see
σ(µ(ψ⊗ϕ))(z, ζ, η)−
∫
γ(0,η; ˜̺,θ˜)
dw˜
∫
γ(0,η;̺,θ)
ψ(z, z + w˜, η)ϕ(z + w˜, z + w, η) e〈w,ζ〉dw ∈ Nz∗0 .
Next we consider two segment paths[̺η
2
e−
√−1 (π+θ)/2,
̺η
2
e−
√−1 (π+θ)/2 + w˜1
]
,
[̺η
2
e
√−1 (π+θ)/2 + w˜1,
̺η
2
e
√−1 (π+θ)/2
]
.
Since ˜̺ is sufficiently smaller than ̺ and |w˜1| 6
˜̺|η|
2
, we can find δ > 0 such that on the
two paths above Re〈w1, ζ1〉 6 −δ|ηζ1| holds. Therefore we can conclude that∫
γ(0,η; ˜̺,θ˜)
dw˜
∫
γ(w˜,η;̺,θ)−γ(0,η;̺,θ)
ψ(z, z + w˜, η)ϕ(z + w˜, z + w, η) e〈w,ζ〉dw ∈ Nz∗0 .
The proof is complete. 
6.22. Remark. Let [ψ(z, w, η) dw] ∈ E RX,z∗0 . Then we can also prove the following:
(1) We have
:P ∗(t; z, ζ, η): = :
∫
γ(0,η;̺,θ)
ψ(z − w, z, η) e−〈w,ζ〉 dw:.
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(2) Let z = Φ(w) be a complex coordinate transformation. Then (see (B.4))
:Φ∗P (t;w, λ, η): = :
∫
γ(z,η;̺,θ)
ψ(z, z′, η) e〈Φ
−1(z′)−Φ−1(z),λ〉dz′:.
§ 7. Formal Symbols with an Apparent Parameter
7.1. Definition (see [2], [6]). Let t be an indeterminate.
(1) P (t; z, ζ) =
∞∑
ν=0
tνPν(z, ζ) is an element of Ŝ (Ω) if Pν(z, ζ) ∈ Γ (Ωρ[(ν+1)dρ];OT ∗X)
for some d > 0 and ρ ∈
]
0, 1
[
, and there exists a constant A ∈
]
0, 1
[
satisfying the
following: for any h > 0 there exists a constant Ch > 0 such that
|Pν(z, ζ)| 6 ChAνeh‖ζ‖ (ν ∈ N0, (z; ζ) ∈ Ωρ[(ν + 1)dρ]).
(2) Let P (t; z, ζ) =
∞∑
ν=0
tνPν(z, ζ) ∈ Ŝ (Ω). Then P (t; z, ζ) is an element of N̂ (Ω) if
there exists a constant A ∈
]
0, 1
[
satisfying the following: for any h > 0 there exists a
constant Ch > 0 such that∣∣∣∣m−1∑
ν=0
Pν(z, ζ)
∣∣∣∣ 6 ChAmeh‖ζ‖ (m ∈ N, (z; ζ) ∈ Ωρ[mdρ]).
(3) For z∗0 ∈ T˙ ∗X, we set
Ŝz∗0
:= lim−→
Ω
Ŝ (Ω) ⊃ N̂z∗0 := lim−→
Ω
N̂ (Ω).
We call each element of Ŝ (Ω) (resp. N̂ (Ω)) a formal symbol (resp. formal null-symbol)
on Ω.
For U ⊂ S and m ∈ N, we set
(Ωρ ∗ U)[mdρ] := {(z; ζ, η) ∈ Ωρ × U ; ‖ηζ‖ > mdρ} ⊂ Ωρ[mdρ]× U.
7.2. Definition. Let t be an indeterminate. We say that P (t; z, ζ, η) =
∞∑
ν=0
tνPν(z, ζ, η) is
an element of N̂(Ω;S) if
(i) Pν(z, ζ, η) ∈ Γ ((Ωρ ∗ S)[(ν + 1)dρ];OT ∗X×C) for some d > 0 and ρ ∈
]
0, 1
[
,
(ii) there exists a constant A ∈
]
0, 1
[
, and for any Z ⋐ S, h > 0 there exists Ch,Z > 0
such that
(7.1)
∣∣∣∣m−1∑
ν=0
Pν(z, ζ, η)
∣∣∣∣ 6 Ch,ZAmeh‖ζ‖ (m ∈ N, (z; ζ, η) ∈ (Ωρ ∗ Z)[mdρ]).
7.3. Definition. (1) We say that P (t; z, ζ, η) =
∞∑
ν=0
tνPν(z, ζ, η) is an element of Ŝ(Ω;S)
if
(i) Pν(z, ζ, η) ∈ Γ ((Ωρ ∗ S)[(ν + 1)dρ];OT ∗X×C) for some d > 0 and ρ ∈
]
0, 1
[
,
(ii) there exists a constant A ∈
]
0, 1
[
, and for any Z ⋐ S, h > 0, there exists Ch,Z > 0
such that
|Pν(z, ζ, η)| 6 Ch,ZAνeh‖ζ‖ (ν ∈ N0, (z; ζ, η) ∈ (Ωρ ∗ Z)[(ν + 1)dρ]).
(iii) ∂ηP (t; z, ζ, η) ∈ N̂(Ω;S).
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We call each element of Ŝ(Ω;S) (resp. N̂(Ω;S)) a formal symbol (resp. formal null-
symbol) on Ω with an apparent parameter in S.
7.4. Lemma. N̂(Ω;S) ⊂ Ŝ(Ω;S).
Proof. We assume (7.1). For any ν ∈ N and (z; ζ, η) ∈ (Ωρ ∗Z)[(ν+1)dρ] ⊂ (Ωρ ∗Z)[νdρ],
we have
|Pν(z, ζ, η)| =
∣∣∣∣ ν∑
i=0
Pi(z, ζ, η)−
ν−1∑
i=0
Pi(z, ζ, η)
∣∣∣∣ 6 ∣∣∣∣ ν∑
i=0
Pi(z, ζ, η)
∣∣∣∣+ ∣∣∣∣ν−1∑
i=0
Pi(z, ζ, η)
∣∣∣∣
6 Ch,ZA
ν+1eh‖ζ‖ + Ch,ZA
νeh‖ζ‖ 6 Ch,Z(A+ 1)A
νeh‖ζ‖.
Next, for any Z ⋐ S, take δ′ and Z ′ as in (4.3). Then by the Cauchy inequality, for
any h > 0 there exist constants Ch,Z′, R > 0 such that for any m ∈ N and (z; ζ, η) ∈
(Ωρ ∗ Z)[m(2d)ρ], the following holds:∣∣∣∣m−1∑
ν=0
∂ηPν(z, ζ, η)
∣∣∣∣ 6 1δ′|η| sup|η−η′|=δ′|η|
∣∣∣∣m−1∑
ν=0
Pν(z, ζ, η
′)
∣∣∣∣ 6 Ch,Z′Ameh‖ζ‖δ′mZ . 
We set
Ŝz∗0
:= lim−→
Ω,S
Ŝ(Ω;S) ⊃ N̂z∗0 := lim−→
Ω,S
N̂(Ω;S).
7.5. Proposition. Let P (t; z, ζ, η) ∈ Ŝ(Ω;S). Then for any η0 ∈ S, P (t; z, ζ, η0) ∈ Ŝ (Ω)
and P (t; z, ζ, η)− P (t; z, ζ, η0) ∈ N̂(Ω;S).
Proof. Set d′ := d/|η0| > d. Then for any h > 0, there exists a constant Ch,η0 > 0 such
that
|Pν(z, ζ, η0)| 6 Ch,η0A
νeh‖ζ‖ ((z; ζ) ∈ Ωρ[(ν + 1)d′ρ]).
Therefore P (t; z, ζ, η0) ∈ Ŝ (Ω). For any Z ⋐ S, let Z ′ ⋐ S be the convex hull of Z∪{η0}.
Since
Pν(z, ζ, η) = Pν(z, ζ, η0) +
∫ η
η0
∂ηPν(z, ζ, τ) dτ
and ∂ηP (t; z, ζ, η) ∈ N̂(Ω;S), there exists a constant A ∈
]
0, 1
[
, and for any h > 0 we
can find a constant Ch,Z′ > 0 such that for any m ∈ N and (z; ζ, η) ∈ (Ωρ ∗ Z)[md′ρ] ⊂
(Ωρ ∗ Z ′)[md′ρ], the following holds:∣∣∣∣m−1∑
ν=0
(Pν(z, ζ, η)− Pν(z, ζ, η0))
∣∣∣∣ = ∣∣∣∣m−1∑
ν=0
∫ η
η0
∂ηPν(z, ζ, τ) dτ
∣∣∣∣ = ∣∣∣∣∫ η
η0
m−1∑
ν=0
∂ηPν(z, ζ, τ) dτ
∣∣∣∣
6 |η − η0|Ch,Z′Ameh‖ζ‖ 6 rCh,Z′Ameh‖ζ‖.
Hence P (t; z, ζ, η)− P (t; z, ζ, η0) ∈ N̂(Ω;S). 
7.6. Proposition. There exists the following isomorphism:
Ŝ (Ω)/N̂ (Ω) ∼→ Ŝ(Ω;S)/N̂(Ω;S).
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Proof. We regard that
Ŝ (Ω) = {P (t; z, ζ, η) ∈ Ŝ(Ω;S); ∂ηP (t; z, ζ, η) = 0} ⊂ Ŝ(Ω;S),
N̂ (Ω) = Ŝ (Ω) ∩ N̂(Ω;S) ⊂ N̂(Ω;S).
Hence we have an injective mapping Ŝ (Ω)/N̂ (Ω) →֒ Ŝ(Ω;S)/N̂(Ω;S).
Let P (t; z, ζ, η) ∈ Ŝ(Ω;S) and fix η0 ∈ S arbitrary. Then by Proposition 7.5, we have
P (t; z, ζ, η0) ∈ Ŝ (Ω) and P (t; z, ζ, η)− P (t; z, ζ, η0) ∈ N̂(Ω;S). 
7.7. Lemma. Ŝcl(Ω;S) ⊂ Ŝ(Ω;S) and N̂cl(Ω;S) ⊂ N̂(Ω;S).
Proof. Let P (t; z, ζ, η) ∈ Ŝcl(Ω;S), and assume (6.2). We replace d as B :=
A
dρ
∈
]
0, 1
[
if necessary. Hence on (Ωρ ∗ Z)[(ν + 1)dρ], we have
|Pν(z, ζ, η)| 6
Ch,Z ν! e
h‖ζ‖
(ν + 1)ν
(
A
dρ
)ν
6 Ch,ZB
νeh‖ζ‖.
The proof of N̂cl(Ω;S) ⊂ N̂(Ω;S) is similar. 
7.8. Proposition. N̂(Ω;S) ∩ Γ (Ωρ[dρ]× S;OT ∗X×C) = N(Ω;S).
Proof. If P (z, ζ, η) ∈ N̂(Ω;S) ∩ Γ (Ωρ[dρ] × S;OT ∗X×C), we set δ := −
2 logA
dρ
> 0, and
for any Z ⋐ S, take h = δmZ . For each (z; ζ, η) ∈ Ωρ[dρ]× Z, we take m as the integral
part of
‖ηζ‖
dρ
, hence (m+ 1)dρ > ‖ηζ‖ > mdρ. Thus there exists CZ > 0 such that
|P (z, ζ, η)| 6 CZAmeδmZ‖ζ‖ 6 CZA‖ηζ‖/dρ−1eδmZ‖ζ‖ 6
CZ
A
eδmZ‖ζ‖−2δ‖ηζ‖ 6
CZ
A
e−δ‖ηζ‖.
Hence we have (4.2). Conversely, by Proposition 6.7 and Lemma 7.7 we have
N(Ω;S) = N̂cl(Ω;S) ∩ Γ (Ωρ[dρ]× S;OT ∗X×C) ⊂ N̂(Ω;S) ∩ Γ (Ωρ[dρ]× S;OT ∗X×C). 
7.9. Theorem. Let z∗0 ∈ T˙ ∗X and P (t; z, ζ, η) ∈ Ŝz∗0 . Then there exists P˜ (z, ζ, η) ∈ Sz∗0
such that
P (t; z, ζ, η)− P˜ (z, ζ, η) ∈ N̂z∗0 .
Proof. We may assume that z∗0 = (0; 1, 0, . . . , 0). We fix η0 ∈ S ∩R. Then by Proposition
7.5 we have P (t; z, ζ, η0) ∈ Ŝ (Ω) and P (t; z, ζ, η)− P (t; z, ζ, η0) ∈ N̂(Ω;S). We use the
notation of the proof in Theorem 5.7; We develop Pν(z, ζ, η0) into the Taylor series with
respect to (ζ2/ζ1, . . . , ζn/ζ1):
Pν(z, ζ, η0) =
∑
α∈Nn−10
Pν,α(z, ζ1, η0)
(
ζ ′
ζ1
)α
,
Then there exist sufficiently small r0, θ
′ > 0 and sufficiently large d > 0 such that
Pν,α(z, ζ1, η0) is holomorphic on a common neighborhood of D[(ν+1)d] for each α ∈ Nn−10 ,
where
D[(ν + 1)d] := {(z, ζ1) ∈ Cn+1; ‖z‖ 6 r0, |arg ζ1| 6 θ′, |ζ1| > d(ν + 1)}.
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It follows from the Cauchy inequality that we can take constants K > 0 and A ∈
]
0, 1
[
so that for each h > 0 there exists Ch > 0 such that for every α ∈ Nn−10 ,
|Pν,α(z, ζ1, η0)| 6 ChAνK |α|eh|ζ1| ((z, ζ1) ∈ D[(ν + 1)d]).
We set P Bν,α(z, ζ1, η) and P
B
ν (z, ζ, η) as in (5.2). Then as in (5.11), for there exists δ0 > 0
and for any Z ⋐ S, there exists C ′Z such that for any (z, ζ1, η) ∈ D[(ν + 1)d] × Z and
|ζi| 6 ε|ζ1| we have
|Pν(z, ζ, η0)− P Bν (z, ζ, η)| 6 2n−1C ′ZAνe−δ0|ηζ1|/2.
Thus shrinking Ω if necessary, setting A1 := e
−δ
0
d
ρ
/2 ∈
]
0, 1
[
, for any m ∈ N, we have on
(Ωρ ∗ Z)[mdρ] ∣∣∣∣m−1∑
ν=0
(Pν(z, ζ, η0)− P Bν (z, ζ, η))
∣∣∣∣ 6 CZAm11− A .
Hence
P (t; z, ζ, η)− P B(t; z, ζ, η)
= P (t; z, ζ, η)− P (t; z, ζ, η0) + P (t; z, ζ, η0)− P B(t; z, ζ, η) ∈ N̂(Ω;S).
We set
̟α(Pν)(x, w1, η) :=
∫ ∞
(ν+1)d
P Bν,α(z, ζ1, η)
e−w1ζ1
ζ
|α|
1
dζ1.
Recall L of (5.13) and Lk of (5.15). Hence as in (5.16), ̟α(Pν)(x, w1, η) extends analyti-
cally to the domain L× S, and for any η ∈ S we have
(7.2) sup{|̟α(Pν)(x, w1, η)|; (x, w1) ∈ Lk} 6
2kCk,ZA
ν
δ1|α|!
(K|η|)|α|.
Now we define
̟(Pν)(z, z + w, η) :=
∑
α∈Nn−10
α!̟α(Pν)(z, w1, η)
(2π
√−1 )n (w′)α+1n−1
.
The right-hand side converges locally uniformly Vk of (5.17). Hence ̟(Pν)(z, z +w, η) is
a holomorphic function defined on V of (5.18). Hence we can define
P˜ν(z, ζ, η) :=
∫
γ(0,η;̺,θ)
̟(Pν)(z, z + w, η)e
〈w,ζ〉dw
=
∑
α∈Nn−10
(ζ ′)α
∫
γ1(0,η;̺,θ)
dw1
ew1ζ1
2π
√−1
∫ ∞
(ν+1)d
P Bν,α(z, ξ1, η)
e−w1ξ1
ξ
|α|
1
dξ1 .
By virtue of (7.2), there exist conic neighborhood Ω of z∗0 , ρ ∈
]
0, 1
[
and d > 0 such that
P˜ν(z, ζ, η) ∈ Γ (Ωρ[dρ] × S;OT ∗X×C) and for any h > 0 and Z ⋐ S there exist constants
Ch,Z > 0 such that
(7.3) |P˜ν(z, ζ, η)| 6 Ch,ZAνeh‖ζ‖ ((z; ζ, η) ∈ Ωρ[dρ]× Z).
We set
V˜ε[(ν + 1)d] :=
n⋂
i=2
{(z, ζ) ∈ C2n; ‖z‖ < r0, |ζ1| >
(ν + 1)d
ε
, |arg ζ1| 6 ε, |ζi| 6 ε|ζ1|}.
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Recall Σ± (cf. Figure 1), and we set Σ
ν
± := {(ν + 1)ξ1 ∈ C; ξ1 ∈ Σ±}. Then we have
P˜ν(z, ζ, η) = Iν + I
−
ν + I
+
ν , where
Iν :=
∑
α∈Nn−10
(ζ ′)α
∫
Σν−−Σ
ν
+
P Bν,α(z, ξ1, η) e
a(ζ1−ξ1)
2π
√−1 ξ|α|1 (ξ1 − ζ1)
dξ1,
I−ν := −
∑
α∈Nn−10
(ζ ′)α
∫
Σν−
P Bν,α(z, ξ1, η) e
β1(η)(ζ1−ξ1)
2π
√−1 ξ|α|1 (ξ1 − ζ1)
dξ1,
I+ν :=
∑
α′∈Nn−10
(ζ ′)α
∫
Σν+
Pν,α(z, ξ1, η) e
β0(η)(ζ1−ξ1)
2π
√−1 ξ|α|1 (ξ1 − ζ1)
dξ1.
On V˜ε[(ν + 1)d]× Z, as in (5.19) and (5.20) we have
(7.4)
|I −ν | 6
2n−2Ch
Z
Aνe−c|ηζ1|
c
(
e(hZ+|β1|r)d +
e−h0dr
2πh0dmZ
)
,
|I +ν | 6
2n−2ChZA
νe−c|ηζ1|
c
(
e(hZ+|β0|r)d +
e−h0dr
2πh0dmZ
)
.
Further
Iν =
∑
α∈Nn−10
P Bν,α(z, ζ1, η)
(
ζ ′
ζ1
)α
= P Bν (z, ζ, η)
holds if ζ1 is located in the domain surrounded by Σ
ν
− −Σν+. Therefore, shrinking Ω and
replacing d with a larger one if necessary, by (7.4), there exists δ > 0 and for any Z ⋐ S
there exist CZ > 0 such that on Ωρ[(ν + 1)dρ]× Z, the following holds:
|P˜ν(z, ζ, η)− P Bν (z, ζ, η)| 6 CZAνe−δ‖ηζ‖.
We set P˜ (t; z, ζ, η) :=
∞∑
ν=0
tνP˜ν(z, ζ, η). We set A2 := e
−δdρ ∈
]
0, 1
[
. Then for any m ∈ N,
on (Ωρ ∗ Z)[mdρ] we have∣∣∣∣m−1∑
ν=0
(P˜ν(z, ζ, η)− P Bν (z, ζ, η))
∣∣∣∣ 6 CZAm21− A ,
i.e. P˜ (t; z, ζ, η)− P B(t; z, ζ, η) ∈ N̂z∗0 . In particular by Lemma 7.4,
∂ηP˜ (t; z, ζ, η) = ∂η(P˜ (t; z, ζ, η)− P B(t; z, ζ, η)) + ∂ηP B(t; z, ζ, η) ∈ N̂z∗0 .
Thus P˜ (t; z, ζ, η) ∈ Ŝz∗0 . By (7.3), we can define
P˜ (z, ζ, η) :=
∞∑
ν=0
P˜ν(z, ζ, η) ∈ Γ (Ωρ[dρ]× S;OT ∗X×C),
and we have
|P˜ (z, ζ, η)| 6 Ch,Ze
h‖ζ‖
1−A ((z; ζ, η) ∈ Ωρ[dρ]× Z),∣∣∣∣P˜ (z, ζ, η)−m−1∑
ν=0
P˜ν(z, ζ, η)
∣∣∣∣ = ∣∣∣∣ ∞∑
ν=m
P˜ν(z, ζ, η)
∣∣∣∣ 6 Ch,Z Ameh‖ζ‖1− A ((z; ζ, η) ∈ Ωρ[mdρ]× Z).
i.e. P˜ (z, ζ, η)− P˜ (t; z, ζ, η) ∈ N̂z∗0 . Moreover by Lemma 7.4 and Proposition 7.8, we have
∂ηP˜ (z, ζ, η) = ∂η(P˜ (z, ζ, η)− P˜ (t; z, ζ, η)) + ∂ηP˜ (t; z, ζ, η)
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∈ N̂z∗0 ∩ Γ (Ωρ[dρ]× S;OT ∗X×C) = Nz∗0 .
Therefore P˜ (z, ζ, η) ∈ Sz∗0 and
P (t; z, ζ, η)− P˜ (z, ζ, η) = P (t; z, ζ, η)− P B(t; z, ζ, η) + P B(t; z, ζ, η)− P˜ (t; z, ζ, η)
+ P˜ (t; z, ζ, η)− P˜ (z, ζ, η) ∈ N̂z∗0 . 
7.10. Theorem. For any z∗0 ∈ T˙ ∗X, the inclusions Sz∗0 ⊂ Ŝcl,z∗0 ⊂ Ŝz∗0 and Nz∗0 ⊂
N̂cl,z∗0
⊂ N̂z∗0 induce
Sz∗0
/
Nz∗0
∼→ Ŝcl,z∗0
/
N̂cl,z∗0
∼→ Ŝz∗0
/
N̂z∗0
.
Proof. By Proposition 7.8 and Theorem 7.9, we obtain an isomorphism Sz∗0
/
Nz∗0
∼→
Ŝz∗0
/
N̂z∗0
, and we shall show that this isomorphism is compatible with Sz∗0
/
Nz∗0
∼→
Ŝcl,z∗0
/
N̂cl,z∗0
in Corollary 6.9. For any P (t; z, ζ, η) ∈ Ŝcl,z∗0 ⊂ Ŝz∗0 , by Theorems 6.8
and 7.9, there exist P ′(z, ζ, η), P ′′(z, ζ, η) ∈ Sz∗0 such that
P (t; z, ζ, η)− P ′(z, ζ, η) ∈ N̂cl,z∗0 ,
P (t; z, ζ, η)− P ′′(z, ζ, η) ∈ N̂z∗0 .
Then, by Propositions 6.7 and 7.8 we have
P ′(z, ζ, η)− P ′′(z, ζ, η) ∈ Sz∗0 ∩ N̂z∗0 ∩ Γ (Ωρ[dρ]× S;OT ∗X×C)
= Nz∗0 = N̂cl,z∗0 ∩ Γ (Ωρ[dρ]× S;OT ∗X×C). 
7.11. Remark. Summing up, we have the following commutative diagram:
E
R
X,z∗0
∼ //
≀

Sz∗0
/Nz∗0
∼ //
≀

Ŝcl,z∗0
/N̂cl,z∗0
≀

∼ // Ŝz∗0/N̂z∗0
≀

lim−→
κ
ERX(κ)
∼ // Sz∗0/Nz∗0 ∼ // Ŝcl,z∗0/N̂cl,z∗0 ∼ // Ŝz∗0/N̂z∗0 .
7.12. Definition. As in the case of S(Ω;S) and Ŝcl(Ω;S), for any P (t; z, ζ, η) ∈ Ŝ(Ω;S)
we set
:P (t; z, ζ, η): := P (t; z, ζ, η) mod N̂(Ω;S) ∈ Ŝ(Ω;S)
/
N̂(Ω;S)
which is also called the normal product or the Wick product of P (t; z, ζ, η).
We use the notation of Theorem 6.11. For any P (t; z, ζ, η) ∈ Ŝ(Ω;S), we also set
Φ∗P (t;w, λ, η) := et〈∂ζ′ ,∂z′〉P (t;Φ(w), ζ ′ + tJ∗Φ(Φ(w) + z
′, Φ(w))λ, η)
∣∣∣z′=0
ζ′=0
.
7.13. Theorem. (1) Φ∗P (t;w, λ, η) ∈ Ŝ(Ω;S) with respect to coordinate system (w;λ).
Further if P (t; z, ζ, η) ∈ N̂(Ω;S), it follows that Φ∗P (t;w, λ, η) ∈ N̂(Ω;S).
(2) 1∗ is the identity, and for complex coordinate transformations z = Φ(w) and w =
Ψ (v), it follow that Ψ ∗Φ∗P (t; v, ξ, η)− (ΦΨ )∗P (t; v, ξ, η) ∈ N̂(v;ξ).
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Proof. (1) Suppose that Pk(z, ζ, η) ∈ Γ ((Ωρ ∗ S)[(k + 1)dρ];OT ∗X×C). We also assume
(6.4), (6.5) and (6.6), hence for any h > 0 there exists Ch,Z > 0 such that for any
(z; ζ ′ + tJ∗Φ(z + z
′, z)λ) ∈ (Ω′ρ′ ∗ Z)[(k + 1)dρ′] we have
|Pk(z, ζ ′ + tJ∗Φ(z + z′, z)λ, η)| 6 Ch,ZAkeh‖ζ
′+tJ∗Φ(z+z
′,z)λ‖.
Hence if (z; ζ, η) ∈ (Ωρ′ ∗ Z)[(k + 1)dρ′], instead of (6.7) we have
1
α!
∣∣∣∣∂ αζ′ ∂ αz′ Pk(z, ζ ′ + tJ∗Φ(z + z′, z)λ, η)∣∣∣ z′=0
ζ′=0
∣∣∣∣
6
Ch,Z α!A
k
(εδc′‖λ‖)|α| sup|z′
i
|=δ
|ζ′
i
|=ε‖ζ‖
eh‖ζ
′+tJ∗
Φ
(z+z′,z)λ)‖
6
Ch,Zα!A
ke2hc‖λ‖
(εδc′‖ηλ‖)|α| .
We may assume that
1
2
< A < 1. Replacing d > 0 if necessary, we may assume
C :=
εδdρ′
2
> 4, hence CA > 2. Hence if ‖ηζ‖ > c′‖ηλ‖ > (ν + 1)dρ′, we have∣∣∣∣(Φ∗P )ν(w, λ, η)∣∣∣∣ 6 Ch,Z ∑
k+|α|=ν
α!Ake2hc‖λ‖
(εδc′‖ηλ‖)|α| 6 Ch,Ze
2hc‖λ‖
ν∑
k=0
2n+ν−k−1Ak(ν − k)!
(εδdρ′)ν−k (ν + 1)ν−k
6
2n−1Ch,Ze
2hc‖λ‖
Cν
ν∑
k=0
(CA)k =
2n−1Ch,Ze
2hc‖λ‖((CA)ν+1 − 1)
Cν(CA− 1) 6
2nCh,Z A
νe2hc‖λ‖
CA− 1 .
If P (t; z, ζ, η) ∈ N̂(Ω;S), for any m ∈ N and (z; ζ, η) ∈ (Ωρ′ ∗ Z)[mdρ′ ] we have
1
α!
∣∣∣∣m−1∑
k=0
∂ αζ′ ∂
α
z′ Pk(z, ζ
′ + tJ∗Φ(z + z
′, z)λ, η)
∣∣∣ z′=0
ζ′=0
∣∣∣∣ 6 Ch,Z α!Ame2hc‖λ‖(εδc′‖λ‖)|α| .
Hence if ‖ηλ‖ > mdρ′/c′, we have∣∣∣∣m−1∑
ν=0
(Φ∗P )ν(w, λ, η)
∣∣∣∣ 6 m−1∑
|α|=0
Ch,Z α!A
m−|α|e2hc‖λ‖
(εδc′‖λ‖)|α|
6 2n−1Ch,ZA
me2hc‖λ‖
m−1∑
k=0
( 1
CA
)k(m− 1
m
)k
6
Ch,ZCA
m+1e2hc‖λ‖
CA− 1 .
(2) Set v∗ := (v; ξ). By Theorem 7.9, we can find P0(z, ζ, η) ∈ Sz∗0 ⊂ Ŝcl,z∗0 such that
P (t; z, ζ, η)− P0(z, ζ, η) ∈ N̂z∗0 .
By Theorem 6.11, we have Ψ ∗Φ∗P0(v, ξ, η) = (ΦΨ )
∗P0(v, ξ, η). Hence by (1) we obtain
Ψ ∗Φ∗P (t; v, ξ, η)− (ΦΨ )∗P (t; v, ξ, η)
=(Ψ ∗Φ∗P (t; v, ξ, η)− Ψ ∗Φ∗P0(v, ξ, η))− ((ΦΨ )∗P (t; v, ξ, η)− (ΦΨ )∗P0(v, ξ, η)) ∈ N̂v∗ .
7.14. Theorem. For any P (t; z, ζ, η), Q(t; z, ζ, η) ∈ Ŝ(Ω;S), set
Q ◦ P (t; z, ζ, η) := et〈∂ζ′ ,∂z′〉Q(t; z, ζ ′, η)P (t; z′, ζ, η)
∣∣∣z′=z
ζ′=ζ
= et〈∂ζ′ ,∂z′〉Q(t; z, ζ + ζ ′, η)P (t; z + z′, λ, η)
∣∣∣ z′=0
ζ′=0
.
(1) Q ◦ P (t; z, ζ, η) ∈ Ŝ(Ω;S). Moreover if either P (t; z, ζ, η) or Q(t; z, ζ, η) is an
element of N̂(Ω;S), it follows that Q ◦ P (t; z, ζ, η) ∈ N̂(Ω;S).
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(2) R ◦ (Q ◦ P ) = (R ◦Q) ◦ P holds.
(3) Let Φ(w) = z be a holomorphic coordinate transformation. Then
Φ∗Q ◦ Φ∗P (t;w, λ, η)− Φ∗(Q ◦ P )(t;w, λ, η) ∈ N̂(w;λ).
Proof. (1) We assume that Pi(z, ζ, η), Qi(z, ζ, η) ∈ Γ ((Ωρ ∗ S)[(i + 1)dρ];OT ∗X×C) for
P (t; z, ζ, η) =
∞∑
i=0
tiPi(z, ζ, η) and Q(t; z, ζ, η) =
∞∑
i=0
tiQi(z, ζ, η). Set Q ◦ P (t; z, ζ, η) =
∞∑
i=0
tiRi(z, ζ, η). Then
Rν(z, ζ, η) =
∑
|α|+k+l=ν
1
α!
∂ αζ Ql(z, ζ, η) ∂
α
z Pk(z, ζ, η).
Hence Rν(z, ζ, η) ∈ Γ ((Ωρ∗S)[(ν+1)dρ];OT ∗X×C). We shall prove R(t; z, ζ, η) ∈ Ŝ(Ω;S).
Let Z ⋐ S. Note that for any (z, ζ, η) ∈ (Ωρ ∗Z)[(k+1)dρ′] and (z′, ζ ′) with ‖z′‖ 6 ρ−ρ′
and ‖ζ ′‖ 6 (ρ − ρ′)‖ηζ‖ < ‖ζ‖, we have (z + z′, ζ + ζ ′) ∈ Ωρ[(k + 1)dρ]. Moreover as in
(6.9) we have
‖η(ζ + ζ ′)‖ > (1− ρ+ ρ′)‖ηζ‖ > (k + 1)d(1− ρ′′).
For any ρ′ ∈
]
0, ρ
[
and h > 0, on (Ωρ′ ∗ Z)[(k + 1)dρ′] we have
|Pk(z, ζ, η)|, |Qk(z, ζ, η)| 6 Ch,ZAkeh‖ζ‖.
Hence in the same way as in the proof of Lemma 6.15, on (Ωρ′ ∗ Z)[(k + 1)dρ′] we have
|∂ αζ Qk(z, ζ, η)| 6
Ch,Z α!A
ke2h‖ζ‖
(ρ− ρ′)|α|‖ηζ‖|α| ,
|∂ αz Pk(z, ζ, η)| 6
Ch,Z α!A
keh‖ζ‖
(ρ− ρ′)|α| .(7.5)
We replace d, ρ′ > 0 as C :=
2
Adρ′(ρ− ρ′)2
< 1, and chose C ′ > 0 and B ∈
[
A, 1
[
as
(ν+1)Aν 6 C ′Bν for any ν ∈ N0. Since #{(k, l) ∈ N20; k+l = ν−|α|} 6 ν−|α|+1 6 ν+1,
for any (z; ζ, η) ∈ (Ωρ′ ∗ Z)[(ν + 1)dρ′], we have
|Rν(z, ζ, η)| 6
∑
ν=|α|+k+l
C 2h,Z α!A
k+le3h‖ζ‖
‖ηζ‖|α| (ρ− ρ′)2|α| 6
ν∑
i=0
2i+n−1C 2h,Z (ν + 1) i!A
ν−ie3h‖ζ‖
(dρ′(ρ− ρ′)2)i (ν + 1)i
6 2n−1C 2h,Z (ν + 1)A
νe3h‖ζ‖
ν∑
i=0
Ci 6
2n−1C ′C 2h,Z B
νe3h‖ζ‖
1− C .
Next, we assume P (t; z, ζ, η) ∈ N̂(Ω;S). Then, instead of (7.5), we have that for any
m ∈ N, on (Ωρ′ ∗ Z)[mdρ′] we have∣∣∣∣∣m−1∑k=0 ∂αz Pk(z, ζ, η)
∣∣∣∣∣ 6 Ch,Z α!A
meh‖ζ‖
(ρ− ρ′)|α| ,
thus we have∣∣∣∣m−1∑
ν=0
Rν(z, ζ, η)
∣∣∣∣ = ∣∣∣∣ m−1∑
i+|α|=0
1
α!
∂ αζ Qi(z, ζ, η)
m−i−1−|α|∑
k=0
∂ αz Pk(z, ζ, η)
∣∣∣∣
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6
m−1∑
i+|α|=0
C 2h,Z α!A
m−|α|e3h‖ζ‖
‖ζ‖|α| (ρ− ρ′)2|α| 6 2
n−1C 2h,Z A
me3h‖ζ‖
m−1∑
i+ν=0
Cν
6
2n−1C 2h,Z mA
me3h‖ζ‖
1− C 6
2n−1C ′C 2h,ZB
me3h‖ζ‖
1− C .
The proof in the case of Q(t; z, ζ, η) ∈ N̂(Ω;S) is similar. In particular, since
∂η(Q ◦ P )(t; z, ζ, η) = ∂ηQ ◦ P (t; z, ζ, η) +Q ◦ ∂ηP (t; z, ζ, η),
we see that if P (t; z, ζ, η), Q(t; z, ζ, η) ∈ Ŝ(Ω;S), we have Q ◦ P (t; z, ζ, η) ∈ Ŝ(Ω;S).
(2) is easily obtained.
(3) Set v∗ := (v; ξ). By Theorem 7.9, we can find P0(z, ζ, η), Q0(z, ζ, η) ∈ Ŝz∗0 ⊂ Ŝcl,z∗0
such that
P (t; z, ζ, η)− P0(z, ζ, η), Q(t; z, ζ, η)−Q0(z, ζ, η) ∈ N̂z∗0 .
By Theorem 6.16, we have
Φ∗Q0 ◦ Φ∗P0(w, λ, η) = Φ∗(Q0 ◦ P0)(w, λ, η).
Hence by (1) we obtain
Φ∗Q ◦ Φ∗P (t;w, λ, η) = Φ∗Q0 ◦ Φ∗P0(t;w, λ, η) + Φ∗(Q−Q0) ◦ Φ∗P (t;w, λ, η)
+ Φ∗Q0 ◦ Φ∗(P − P0)(t;w, λ, η)
= Φ∗(Q0 ◦ P0)(t;w, λ, η) + Φ∗(Q−Q0) ◦ Φ∗P (t;w, λ, η)
+ Φ∗Q0 ◦ Φ∗(P − P0)(t;w, λ, η)
≡ Φ∗(Q0 ◦ P0)(t;w, λ, η)
= Φ∗(Q ◦ P )(t;w, λ, η) + Φ∗((Q0 −Q) ◦ P0)(t;w, λ, η)
+ Φ∗(Q ◦ (P0 − P ))(t;w, λ, η)
≡ Φ∗(Q ◦ P )(t;w, λ, η). 
We can also prove (cf. see the proof of Theorems 6.18 and 7.14):
7.15. Theorem. For any P (t; z, ζ, η) ∈ Ŝ(Ω;S) set
P ∗(t; z, ζ, η) := et〈∂ζ ,∂z〉P (t; z,−ζ, η).
(1) P ∗(t; z, ζ, η) ∈ Ŝ(Ωa;S) and P ∗∗ = P . Moreover if P (t; z, ζ, η) ∈ N̂(Ω;S), it
follows that P ∗(t; z, ζ, η) ∈ N̂(Ωa;S).
(2) (Q ◦ P )∗(t; z, ζ, η) = P ∗ ◦Q∗(t; z, ζ, η).
(3) Let Φ(w) = z be a holomorphic coordinate transformation. Then on Ŝ(Ωa;S)⊗
O
X
ΩX
Φ∗(P ∗(t; z, ζ, η)⊗dz) = Φ∗(P (t; z, ζ, η)⊗dz)∗.
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Appendix A. The Compatibility of Actions
The purpose of this appendix is to show Theorem 3.9. We follow the same notation
as those in Section 3. Set π̂1 : X̂
2 ∋ (z, w, η) 7→ (z, η) ∈ X̂ and π̂2 : X̂2 ∋ (z, w, η) 7→
(w, η) ∈ X̂. We also define the canonical projections π1 : X2 → X and π2 : X2 → X in
the same way. Note that we consider the problem at z∗0 = (0; 1, 0, . . . , 0). Then we have
the following commutative diagram:
(A.1)
E
R
X,z∗0
⊗
C
C
R
Y |X,z∗0
// C
R
Y |X,z∗0
HnG∆,κ∩U∆,κ
(U∆,κ;O
(0,n)
X2 )⊗
C
HdG
κ
∩U
κ
(U
κ
;OX)


OO
µc
// HdG
κ˜
∩U
κ˜
(U
κ˜
;OX)


OO
Hn
Ĝ∆,κ∩Û∆,κ
(Û∆,κ;O
(0,n,0)
X̂2 )⊗
C
Hd
Ĝ
κ
∩Û
κ
(Û
κ
;OX̂)
µc
// Hd
Ĝ
κ˜
∩Û
κ˜
(Û
κ˜
;OX̂),
where the down injective morphisms are described in §2. We will explain the other mor-
phisms appearing in the diagram above. The top horizontal arrow in (A.1) is associated
with the cohomological action of E RX to C
R
Y |X . The second horizontal arrow µ
c in (A.1) is
given by the chain of morphisms
(A.2)
HnG∆,κ∩U∆,κ
(U∆,κ;O
(0,n)
X2 )⊗
C
HdG
κ
∩U
κ
(U
κ
;OX)→ Hn+dG∩U(U ;O (0,n)X2 )
→ HdG
κ˜
∩U
κ˜
(U
κ˜
;OX).
Here we set
G := G∆,κ ∩ π−12 (Gκ), U := U∆,κ ∩ π−12 (Uκ).
The first morphism in (A.2) is the usual cohomological cup product and the second
morphism in (A.2) is the cohomological residue morphism. Note that since G ⊂ π−11 (Gκ˜)
and G ∩ π−11 (K) ⋐ U for any compact subset K ⋐ Uκ˜, the second morphism in (A.2) is
well defined. The third horizontal arrow µc in (A.1) is defined by the cohomological cup
product and residue mapping in the same way as that for the second horizontal arrow.
Therefore, to show the theorem, it suffices to prove that the third horizontal arrow µc
and µ defined in Theorem 3.5 coincide. Furthermore clearly the following diagram with
respect to the cup product
Hn
Ĝ∆,κ∩Û∆,κ
(Û∆,κ;O
(0,n,0)
X̂2 )⊗
C
Hd
Ĝ
κ
∩Û
κ
(Û
κ
;OX̂) // H
n+d
Ĝ∩Û
(Û ;O
(0,n,0)
X̂2 )
Γ (V̂ (∗)∆,κ;O
(0,n,0)
X̂2 )∑
α∈P∨n
Γ (V̂ (α)∆,κ;O
(0,n,0)
X̂2 )
⊗
C
Γ (V̂ (∗)
κ
;OX̂)∑
β∈P∨
d
Γ (V̂ (β)
κ
;OX̂)
//
Γ (Ŵ (∗,∗)
κ
;O
(0,n,0)
X̂2 )∑
(α, β)∈Λ
Γ (Ŵ (α, β)
κ
;O
(0,n,0)
X̂2 )
commutes. Here we set
Ĝ := Ĝ∆,κ ∩ π̂−12 (Ĝκ), Û := Û∆,κ ∩ π̂−12 (Ûκ).
Hence the problem is reduced to the following proposition.
58 T. AOKI, N. HONDA, AND S. YAMAZAKI
A.1. Proposition. The diagram below commutes:
(A.3)
Hn+d
Ĝ∩Û
(Û ;O
(0,n,0)
X̂2 )
µc
// Hd
Ĝ
κ˜
∩Û
κ˜
(Û
κ˜
;OX̂)
Γ (Ŵ (∗,∗)
κ
;O
(0,n,0)
X̂2 )∑
(α, β)∈Λ
Γ (Ŵ (α, β)
κ
;O
(0,n,0)
X̂2 )
µ
//
Γ (V̂ (∗)
κ˜
;OX̂)∑
β∈P∨
d
Γ (V̂ (β)
κ˜
;OX̂)
Here µc is given by the cohomological residue morphism and µ is given by
u(z, w, η) dw 7→
∫
γ(z,η;̺,θ)
u(z, w, η) dw.
Proof. We first define the closed subsets in T := {(w1, η) ∈ C2; |arg η| <
θ
4
} by
L̺,θ := {(w1, η) ∈ T ; |argw1| 6
π
2
− 3θ
4
+ arg η},
L′̺,θ := {(w1, η) ∈ L̺,θ; |w1| 6
̺
4
|η|}.
Note that T rL̺,θ and T rL
′
̺,θ are pseudoconvex open subsets. Then the top horizontal
morphism µc in (A.3) can be decomposed to the chain of morphisms:
Hn+d
Ĝ∩Û
(Û ;O
(0,n,0)
X̂2 )
ψc1−→ Hn+d
Ĝ1∩Û
′(Û
′;O
(0,n,0)
X̂2 )
ψc2←− Hn+d
Ĝ2∩Û
′(Û
′;O
(0,n,0)
X̂2 )
ψc3←− Hn+d
Ĝ3∩Û
′(Û
′;O
(0,n,0)
X̂2 )
ψc
4−→ Hn+d
Ĝ
4
∩Û ′
(Û ′;O
(0,n,0)
X̂2 )
ψc
5−→ Hd
Ĝ
κ˜
∩Û
κ˜
(Û
κ˜
;OX̂).
Here we will explain all the subsets appearing in the chain above. Set
Û ′ := Û ∩ π̂−11 (Ûκ˜) = Û∆,κ ∩ π̂−11 (Ûκ˜) ∩ π̂−12 (Ûκ),
K̂ :=
n⋂
i=2
{(z, w, η); (z1 − w1, η) ∈ L̺,θ, ̺|zi − wi| 6 |η|},
K̂ ′ :=
n⋂
i=2
{(z, w, η); (z1 − w1, η) ∈ L′̺,θ, ̺|zi − wi| 6 |η|}.
Note that Ĝ∆,κ ∩ Û ′ ⊂ K̂ ∩ Û ′ holds. Then Ĝk (1 6 k 6 4) are defined by
Ĝ1 := K̂ ∩ π̂−12 (Ĝκ), Ĝ2 := K̂ ′ ∩ π̂−12 (Ĝκ),
Ĝ3 := Ĝ2 ∩ π̂−11 (Ĝκ˜), Ĝ4 := K̂ ′ ∩ π̂−11 (Ĝκ˜).
The morphism ψc5 is nothing but the residue morphism. The other morphisms are canon-
ical ones associated with the inclusion of sets. If we take ˜̺ of κ˜ sufficiently small, we
have Û ′ ∩ Ĝ1 = Û ′ ∩ Ĝ2. Therefore the canonical morphism ψc2 becomes an isomorphism.
Furthermore, as Ĝ2 ⊂ π̂−11 (Ĝκ˜) holds, we get Û ′ ∩ Ĝ2 = Û ′ ∩ Ĝ3, thus the canonical
morphism ψc3 is also an isomorphism. The corresponding morphisms of Čech cohomology
groups are given by the following chain:
(A.4)
Γ (Ŵ (∗,∗)
κ
;O
(0,n,0)
X̂2 )∑
(α, β)∈Λ
Γ (Ŵ (α, β)
κ
;O
(0,n,0)
X̂2 )
−→
ψ1
Γ (Ŵ (∗,∗)1 ;O
(0,n,0)
X̂2 )∑
(α, β)∈Λ
Γ (Ŵ (α, β)1 ;O
(0,n,0)
X̂2 )
∼←−
ψ2
Γ (Ŵ (∗,∗)2 ;O
(0,n,0)
X̂2 )∑
(α, β)∈Λ
Γ (Ŵ (α, β)2 ;O
(0,n,0)
X̂2 )
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∼←−
ψ3
Zn+d(Ŵ3;O
(0,n,0)
X̂2 )
Bn+d(Ŵ3;O
(0,n,0)
X̂2 )
−→
ψ4
Γ (Ŵ (∗,∗)4 ;O
(0,n,0)
X̂2 )∑
(α, β)∈Λ
Γ (Ŵ (α, β)4 ;O
(0,n,0)
X̂2 )
−→
ψ5
Γ (V̂ (∗)
κ˜
;OX̂)∑
β∈P∨
d
Γ (V̂ (β)
κ˜
;OX̂)
.
We also explain all the subsets appearing in (A.4). Set
Ô(1) := {(z, w, η) ∈ Û ′; (z1 − w1, η) /∈ L̺,θ},
Ô(i) := {(z, w, η) ∈ Û ′; ̺|zi − wi| > |η|} (i = 2, . . . , n),
Ô′(1) := {(z, w, η) ∈ Û ′; (z1 − w1, η) /∈ L′̺,θ},
Ô′(i) := {(z, w, η) ∈ Û ′; ̺|zi − wi| > |η|} (i = 2, . . . , n).
Note that these open subsets are pseudoconvex. Then the coverings {W (α, β)1 } etc. ap-
pearing in (A.4) are given by
Ŵ
(α, β)
1 := Ô
(α) ∩ π̂−12 (V̂ (β)κ ), Ŵ (α, β)2 := Ô′(α) ∩ π̂−12 (V̂ (β)κ ),
Ŵ
(α, β, β′)
3 := Ô
′(α) ∩ π̂−12 (V̂ (β)κ ) ∩ π̂−11 (V̂ (β
′)
κ˜
), Ŵ (α, β
′)
4 := Ô
′(α) ∩ π̂−11 (V̂ (β
′)
κ˜
),
and Zn+d(Ŵ3;O
(0,n,0)
X̂2 ) (resp. B
n+d(Ŵ3;O
(0,n,0)
X̂2 )) stands for the n+d cocycle group (resp.
the n + d coboundary group) of Čech complex C•(Ŵ3;O
(0,n,0)
X̂2 ) with respect to the cov-
ering Ŵ3 := {Ŵ (i,j,k)3 } 16i6n
16j,k6d
. Let Pdw ∈ Hn+d
Ĝ∩Û
(Û ;O
(0,n,0)
X̂2 ), and u dw = u(z, w, η) dw ∈
Γ (Ŵ (∗,∗)
κ
;O
(0,n,0)
X̂2 ) the corresponding representative of the Čech cohomology group. Let
us trace the images of P and u by the chain of morphisms.
Step 1. Set P1dw := ψ
c
1(Pdw) and u1 dw := ψ1(u dw). Then clearly u1 dw is a represen-
tative of P1 dw and we have
µ(u dw) = µ(u1 dw) mod
∑
β∈P∨
d
Γ (V̂ (β)
κ˜
;OX̂),
where µ was defined in the statement of the proposition.
Step 2. As ψc2 is an isomorphism, there exists P2dw with P1dw = ψ
c
2(P2dw). Then we
can find a representative u2 dw ∈ Γ (Ŵ (∗,∗)2 ;O
(0,n,0)
X̂2 ) of P2dw such that
u1 dw − ψ2(u2 dw) ∈
∑
(α, β)∈Λ
Γ (Ŵ (α, β)1 ;O
(0,n,0)
X̂2 ).
Since we have similar claims as in Lemma 3.4, we have µ(u2 dw) ∈ Γ (V̂ (∗)κ˜ ;OX̂) and
µ(u1 dw) = µ(u2 dw) mod
∑
β∈P∨
d
Γ (V̂ (β)
κ˜
;OX̂).
Furthermore, we set
γ˜(z, η; ̺, θ) := γ(z, η; ̺, θ) ∨ (−γ(z, η; ̺, θ)),
µ′(u2 dw) :=
∫
γ˜(z,η;̺,θ)
u2(z, w, η) dw.
Note that the real n-dimensional chain γ˜(z, η; ̺, θ) in X becomes a product of closed paths
where each path is homotopic to the circle in Cwi (i = 1, . . . , n), in particular, we have
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∂γ˜ = ∅. By the same claim as Lemma 3.4 (3), we get µ′(u2 dw) ∈
∑
β∈P∨
d
Γ (V̂ (β)
κ˜
;OX̂). Hence
we have obtained
µ(u dw) = µ′(u2 dw) mod
∑
β∈P∨
d
Γ (V̂ (β)
κ˜
;OX̂).
Step 3. As ψc3 is an isomorphism, there exists P3dw with P2 dw = ψ
c
3(P3 dw). Then we
can take a representative
u3 dw = {u(α, β, β
′)
3 dw}(α, β, β′)∈Λ3
n+d
∈ Zn+d(Ŵ3;O
(0,n,0)
X̂2 ) ⊂
∑
(α, β, β′)∈Λ3
n+d
Γ (Ŵ (α, β, β
′)
3 ;O
(0,n,0)
X̂2 )
of P3dw, where we set
Λ3n+d := {(α, β, β ′) ∈ Pn × Pd × Pd; #α +#β +#β ′ = n + d}.
Since the covering {Ŵ (α, β)2 } is finer than {Ŵ (α, β, β
′)
3 }, we get
u2 dw − u(∗,∗,∅)3 dw ∈
∑
(α,β)∈Λ
Γ (Ŵ (α, β)2 ;O
(0,n,0)
X̂2 ),
and thus, we obtain
µ′(u2 dw) = µ
′(u(∗,∗,∅)3 dw) mod
∑
β∈P∨
d
Γ (V̂ (β)
κ˜
;OX̂)
for which we have:
A.2. Lemma. The following holds:
µ′(u(∗,∅,∗)3 dw) = µ
′(u(∗,∗,∅)3 dw) mod
∑
β∈P∨
d
Γ (V̂ (β)
κ˜
;OX̂).
Proof. We set ∗∨k := ∗r {k}. By the cocycle condition for u3 dw, we have
(−1)n+d(u(∗,∗,∅)3 dw − u(∗,∗
∨d,{d})
3 dw) +
n∑
i=1
(−1)iu(∗∨i,∗,{d})3 dw +
n∑
i=1
(−1)n+iu(∗,∗∨i,{d})3 dw = 0.
Hence, by the same claim as Lemma 3.4 (2), we obtain
µ′(u(∗,∗,∅)3 dw) = µ
′(u(∗,∗
∨d,{d})
3 dw) mod
∑
β∈P∨
d
Γ (V̂ (β)
κ˜
;OX̂).
By repeating the same argument, we obtain the result. 
Summing up, we have
µ(u dw) = µ′(u(∗,∅,∗)3 dw) mod
∑
β∈P∨
d
Γ (V̂ (β)
κ˜
;OX̂).
Step 4. Set P4 dw := ψ
c
4(P3 dw). Clearly u4 dw := ψ4(u3 dw) is given by u
(∗,∅,∗)
3 dw which
is a representative of P4. By the previous step, we have
µ(u dw) = µ′(u4 dw) mod
∑
β∈P∨
d
Γ (V̂ (β)
κ˜
;OX̂).
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The Final Step. ψc5 is given by the residue morphism. Then the subsets Û
′, Ĝ4 and the
chain γ˜(z, η; ̺, θ) satisfy the geometrical situation under which the following Lemma A.3
holds. Hence it follows from the lemma that the representative of ψc5(v4 dw) is given by
µ′(u4 dw). Therefore we have the conclusion that a representative of µ
c(P dw) is given by
µ(u dw). This completes the proof for the proposition. 
We first clarify a geometrical situation. Let X := Cℓz and Y := C
n
w. Let Z (resp.
U) be a closed (resp. a Stein open) subset in X, and let Ki (resp. Wi) be a closed
(resp. a Stein open) subset in X × Cwi (i = 1, . . . , n). The mappings π : X × Y → X,
πi : X×Y → X×Cwi and τi : X×Cwi → X denote the canonical projections respectively.
In this situation, the following conditions are also assumed.
(i) The subset U rZ ⊂ X has a covering {U (j)}mj=1 of Stein open subsets for an m 6 ℓ.
(ii) The subset Wi rKi is Stein in X ×Cw
i
for 1 6 i 6 n.
(iii) The mapping τi : Ki ∩Wi → X is proper for 1 6 i 6 n.
(iv) U ⊂ π( n⋂
i=1
π−11 (Wi)).
Set V (i) := π−1i (Wi rKi) and
K := π−1(Z) ∩ n⋂
i=1
π−1i (Ki), W := π
−1(U) ∩ n⋂
i=1
π−1i (Wi),
W (α, β) := π−1(U (α)) ∩ V (β) (α ∈ Pm, β ∈ Pn).
We also denote by γi(z) ⊂ Cwi a closed path in τ
−1
i (z)∩Wi (regarded as a subset in Cwi)
turning around each component of τ−1i (z) ∩Ki once with anti-clockwise direction.
A.3. Lemma. Under the situation described above, there exists the following commutative
diagram:
Hm+nK∩W (W ;O
(0,n)
X×Y )
µc
// HmZ∩U(U ;OX)
Γ (W (∗,∗);O (0,n)X×Y )∑
(α, β)∈(P
m
×P
n
)∨
Γ (W (α, β);O (0,n)X×Y )
µ
//
Γ (U (∗);OX)∑
α∈P∨
m
Γ (U (α);OX)
.
Here µ is defined by
u(z, w) dw 7→
∫
γ1(z)×···×γn(z)
u(z, w) dw,
and (Pm × Pn)∨ denotes {(α, β) ∈ Pm × Pn; #α +#β = m+ n− 1}.
Proof. The lemma immediately follows form [18, Corollary 3.1.4]. However, for the
reader’s convenience, we will give a proof in what follows. Clearly we can apply the
induction with respect to n, and thus, we may assume from the beginning that n = 1; i.e.
Y = C. Then we show the claim by the induction for m > 0.
First we prove the lemma for m = 0. Let S•X×C (resp. S•X) be the ∂¯ complex of O (0,1)X×C
(resp. OX) with coefficients in the sheaf of distributions on X × C = R2ℓ × R2 (resp.
62 T. AOKI, N. HONDA, AND S. YAMAZAKI
X = R2ℓ). Then we have the following diagram:
(A.5)
H1K∩W (W ;O
(0,1)
X×C)
ι

Γ (W rK;O (0,1)X×C)
/
Γ (W ;O (0,1)X×C)

∼
δ′
oo
lim−→˜
K
H1Γ
K˜∩W
(W ;S•X×C)∫
c

lim−→˜
K
Γ (W r K˜;O (0,1)X×C)
/
Γ (W ;O (0,1)X×C)
δ
oo
µ

H0Γ (U ;S•X) Γ (U ;OX).
Here K˜ ranges through closed subsets in W such that K ⊂ Int K˜ and π|W : K˜ → X
is proper. Here Int K˜ denotes the interior of K˜. The morphism δ is given by u 7→ ∂¯u˜,
where u˜ is a distribution extension of u to W with u = u˜ on W r K˜. The morphism
∫
c is
nothing but the integration along the fiber of π : X ×C→ X for distributions. Note that
the element in H1Γ
K˜∩W
(W ;S•X×C) is a real differential 2-form as S•X×C is the ∂¯ complex
of O (0,1)X×C. Then the commutativity of the lower square in (A.5) comes from the Stokes
formula. Let B•X×C be a ∂¯ complex of O (0,1)X×C with coefficients in the sheaf of hyperfunctions
on X × C = R2ℓ × R2. Then we have H1K∩W (W ;O (0,1)X×C) = H1ΓK∩W (W ;B•X×C). The
morphism δ′ is given by u 7→ ∂¯u˜, where u˜ is an extension of u to W as an element of the
flabby sheaf. The morphism ι is the composition of morphisms
H1ΓK∩W (W ;B•X×C)→ lim−→˜
K
H1Γ
K˜∩W
(W ;B•X×C) ∼← lim−→˜
K
H1Γ
K˜∩W
(W ;S•X×C).
Let u˜′ (resp. u˜) be a distribution (resp. hyperfunction) extension of u ∈ Γ(W rK;O (0,1)X×C)
to W with u˜′ = u on W r K˜ (resp. u˜ = u on W rK). Since supp(u˜− u˜′) ⊂ K˜, we have
∂u˜− ∂u˜′ = 0 ∈ lim−→˜
K
H1Γ
K˜∩W
(W ;B•X×C),
which implies the commutativity of the upper square in (A.5). Hence, as the residue
morphism µc is the composition
∫
c ◦ι by definition, we have obtained the claim of the
lemma for the casem = 0. Now suppose that the claim of the lemma is true for 0, . . . , m−
1. We will show the lemma for m. Let us consider the commutative diagram between
exact sequences:
(A.6)
HmK ′∩W (W ;O
(0,1)
X×C) //
µc

HmK ′∩W (m)(W
(m);O (0,1)X×C) //
µc

Hm+1K∩W (W ;O
(0,1)
X×C) //
µc

0
Hm−1Z′∩U(U ;OX) // H
m−1
Z′∩U (m)(U
(m);OX) // H
m
Z∩U(U ;OX) // 0,
where W (m) := W ∩ π−1(U (m)), Z ′ := U rm−1⋃
i=1
U (i) and K ′ := π−1(Z ′) ∩ π−11 (K1). We also
have the commutative diagram between exact sequences:
(A.7)
Γ (W ′(∗,1);O (0,1)X×C)∑
α∈P∨m−1
Γ (W ′(α,1);O (0,1)X×C)
//
µ

Γ (W ′′(∗,1);O (0,1)X×C)∑
α∈P∨m−1
Γ (W ′′(α,1);O (0,1)X×C)
//
µ

Γ (W (∗,1);O (0,1)X×C)∑
α∈P∨
m
Γ (W (α,1);O (0,1)X×C)
//
µ

0
Γ (U ′(∗);OX)∑
α∈P∨m−1
Γ (U ′(α);OX)
//
Γ (U ′′(∗);OX)∑
α∈P∨m−1
Γ (U ′′(α);OX)
//
Γ (U (∗);OX)∑
α∈P∨m
Γ (U (α);OX)
// 0.
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Here {W ′(α,1)}, {W ′′(α,1)}, {U ′(α)}, {U ′′(α)} are the corresponding the coverings ofWrK ′,
W (m)rK ′, U rZ ′, U (m)rZ ′ respectively. By the induction hypothesis, the first and the
second µc and µ in (A.6) and (A.7) coincide. Hence the third ones in the both diagrams
also coincide. The proof is complete. 
Appendix B. General Construction of CRY |X,z∗0
In this appendix, we will extend theories developed in Sections 2 and 3 to a general
family of Čech coverings, that enables us to define the symbol mapping σ in a general
complex manifold. We continue to use the same notation as those in Section 2 unless
we specify them. Let X be an n-dimensional complex manifold with a system of local
coordinates z = (z1, . . . , zn), and Y a closed complex submanifold of X which is defined
locally by {z′ = 0} where z = (z′, z′′) with z′ := (z1, . . . , zd) for some 1 6 d 6 n.
Set X̂ := X × C, and let πη : X̂ ∋ (z, η) 7→ z ∈ X be the canonical projection. Let
z0 = (0, z
′′
0 ) ∈ Y and z∗0 = (z′′0 ; ζ ′0) ∈ T ∗YX with ζ ′0 6= 0.
Let χ = {f1(z), . . . , fd(z)} be a sequence of holomorphic functions in an open neigh-
borhood of z0 satisfying the following conditions:
(1) df1(z0) ∧ df2(z0) ∧ · · · ∧ dfd(z0) 6= 0.
(2) f1, . . . , fd belong to the defining ideal IY of Y .
(3) We have
t
[∂f
∂z
(z0)
]
e = (ζ ′0, 0) ∈ (T ∗X)z
0
where f(z) := (f1(z), . . . , fd(z)) and e := (1, 0, . . . , 0) ∈ Cd.
We denote by Ξ(z∗0) the set of sequences satisfying the conditions above. Set
f(z) := (f1(z), f2(z), . . . , fd(z)) = (f1(z), f
′(z)),
Gχ̺,L := {z ∈ X; ̺2|f ′(z)| 6 |f1(z)|, f1(z) ∈ L},
where ̺ > 0 and L ⊂ C is a closed convex cone with L ⊂ {τ ∈ C; Re τ > 0} ∪ {0}. We
also set, for an open neighborhood U of z0 in X,
Ĝχ̺,L := {(z, η) ∈ X̂; ̺|f ′(z)| 6 |η|, f1(z) ∈ L},
Ûχ̺,r,θ := {(z, η) ∈ U × Sr,θ; |f1(z)| < ̺|η|}.
Now we define
Ĉ R,χY |X,z∗0
:= lim−→
̺,r,θ,L,U
Hd
Ĝχ
̺,L
∩Ûχ
̺,r,θ
(Ûχ̺,r,θ;OX̂),
CR,χY |X,z∗0
:= Ker(∂η : Ĉ
R,χ
Y |X,z∗0
→ Ĉ R,χY |X,z∗0 ).
Then, by the same reasoning as that in Section 2, we have the isomorphisms
C
R
Y |X,z∗0
∼← lim−→
̺,L,U
HdGχ̺,L∩U
(U ;OX) ∼→ CR,χY |X,z∗0 ,
where these isomorphisms are associated with the natural inclusions of sets and the canon-
ical morphism π−1η OX → OX̂ as we have seen in Section 2. Hence, for any χ1 and χ2 in
Ξ(z∗0), two modules C
R,χ1
Y |X,z∗0
and CR,χ2Y |X,z∗0 are isomorphic through C
R
Y |X,z∗0
. Using this fact,
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we replace the definition of CRY |X,z∗0 introduced in Section 2 with a slightly generalized
one. From now on, we write MR,χY |X,z∗0 := lim−→
̺,L,U
HdGχ̺,L∩U
(U ;OX) for short.
B.1. Definition. We denote by CRY |X,z∗0 the isomorphism class {C
R,χ
Y |X,z∗
0
}χ∈Ξ(z∗0) consisting
of CR,χY |X,z∗0 indexed by χ ∈ Ξ(z
∗
0). In the same way, the isomorphism class M
R
Y |X,z∗0
is
defined by {MR,χY |X,z∗0}χ∈Ξ(z∗0).
By a direct consequence of the construction above, we have the morphism of CRY |X,z∗0
associated with a coordinates transformation. Let w = (w′, w′′) be a system of local
coordinates of a copy of X where Y is locally defined by w′ = 0, and z = Φ(w) a local
coordinates transformation in an open neighborhood of w0 ∈ Y satisfying Φ(Y ) ⊂ Y and
z0 = Φ(w0). Set Φ̂ := Φ× 1η. Then it induces the sheaf morphism
Φ̂−1OX̂ ∋ ϕ 7→ ϕ ◦ Φ̂ ∈ OX̂ .
Let w∗0 := (w0;
t
[∂Φ
∂w
(w0)
]
(ζ ′0, 0)) ∈ T ∗YX. It is easy to see
χ ◦ Φ := {f1 ◦ Φ, . . . , fd ◦ Φ} ∈ Ξ(w∗0)
for any χ = {f1, . . . , fd} ∈ Ξ(z∗0). Hence we have the morphism CR,χY |X,z∗0 → C
R,χ◦Φ
Y |X,w∗0
defined by [u(z, η)] → [u(Φ(w), η)], which gives Φ̂∗ : CRY |X,z∗
0
→ CRY |X,w∗
0
. This morphism
is compatible with the morphism Φ∗ : C RY |X,z∗0 → C
R
Y |X,w∗0
associated with the coordinates
transformation Φ because the both morphisms are induced from the same coordinates
transformation of holomorphic functions.
Next we consider a Čech representation of CR,χY |X,z∗0 for χ = {f1, . . . , fd} ∈ Ξ(z
∗
0). Set
Uχ
κ
:=
d⋂
i=2
{z = (z′, z′′) ∈ X; |f1(z)| < ̺r, |fi(z)| < r′, ‖z′′ − z′′0‖ < r′},
Ûχ
κ
:=
d⋂
i=2
{(z, η) = (z′, z′′, η) ∈ X × S
κ
; |f1(z)| < ̺|η|, |fi(z)| < r′, ‖z′′ − z′′0‖< r′},
where ‖z′′‖ denotes max{|zd+1|, . . . , |zn|}. We also define
V χ,(1)
κ
:= {z ∈ Uχ
κ
;
π
2
− θ < arg f1(z) <
3π
2
+ θ},
V χ,(i)
κ
:= {z ∈ Uχ
κ
; ̺2|fi(z)| > |f1(z)|} (2 6 i 6 d),
V̂ χ,(1)
κ
:= {(z, η) ∈ Ûχ
κ
;
π
2
− θ < arg f1(z) <
3π
2
+ θ},
V̂ χ,(i)
κ
:= {(z, η) ∈ Ûχ
κ
; ̺|fi(z)| > |η|} (2 6 i 6 d).
Then it follows from the same arguments in Section 2 that we have
Ĉ R,χY |X,z∗0
= lim−→
κ
Γ (V̂ χ,(∗)
κ
;OX̂)
/∑
α∈P∨
d
Γ (V̂ χ,(α)
κ
;OX̂),
CR,χY |X,z∗
0
= lim−→
κ
{u ∈ Γ (V̂ χ,(∗)
κ
;OX̂)
/∑
α∈P∨
d
Γ (V̂ χ,(α)
κ
;OX̂); ∂ηu = 0},
MR,χY |X,z∗
0
= lim−→
κ
Γ (V χ,(∗)
κ
;OX)
/∑
α∈P∨
d
Γ (V χ,(α)
κ
;OX).
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Let us recall the definitions of the paths γ1(z, η; ̺, θ) and γi(z, η; ̺) in C which were
given in Section 2. In this appendix, we take slightly modified paths. Set
γ1(η; ̺, θ) := −γ1(0, η; ̺, θ), γi(η; ̺) := γi(0, η; ̺) (i > 1).
We define the real d-dimensional chain in Cd
γ(η; ̺, θ) := γ1(η; ̺, η)× γ2(η; ̺)× · · · × γd(η; ̺).
Then, for any (0, z′′) ∈ Y near z0, we also define the real d-dimensional chain in Cdz′ by
γχ(z′′, η; ̺, θ) := {z′ ∈ Cd; f(z′, z′′) ∈ γ(η; ̺, θ)},
where f(z) := (f1(z), . . . , fd(z)) : C
n → Cd for χ = {f1, . . . , fd} ∈ Ξ(z∗0) and the orienta-
tion of γχ is determined by that of γ through f .
Let us introduce the symbol spaces
SY |X,z∗0
:= lim−→
Ω,S
SY |X(Ω;S) ⊃ NY |X,z∗0 := lim−→
Ω,S
NY |X(Ω;S),
SY |X,z∗0
:= lim−→
Ω∋z∗0
SY |X(Ω) ⊃ NY |X,z∗0 := lim−→
Ω∋z∗0
NY |X(Ω).
Here Ω ⋐
conic
T ∗YX ranges through open conic neighborhoods of z
∗
0 , and the inductive limits
with respect to S are taken by r0, θ → 0. The sets SY |X(Ω;S), NY |X(Ω;S), SY |X(Ω) and
NY |X(Ω) are defined in the same way as in Section 4. Then we can define the mapping
σˆχ : CR,χY |X,z∗
0
→ SY |X,z∗0/NY |X,z∗0 by
σˆχ([u])(z′′, ζ ′, η) :=
∫
γχ(z′′,η;̺,θ)
u(z′, z′′, η) e−〈z
′,ζ′〉dz′
for u(z′, z′′, η) ∈ Γ (V̂ χ,(∗)
κ
;OX̂) with a suitable κ. Similarly we get the mappingM
R,χ
Y |X,z∗0
→
SY |X,z∗0
/NY |X,z∗0
by
σχ([v])(z′′, ζ ′) :=
∫
γχ(z′′,η0;̺,θ)
v(z′, z′′) e−〈z
′,ζ′〉dz′
for v(z′, z′′) ∈ Γ (V χ,(∗)
κ
;OX) with a suitable κ and a sufficiently small fixed η0 > 0.
Now we have the following theorem.
B.2. Theorem. The morphisms σˆχ and σχ induce the well-defined mappings σˆ : C RY |X,z∗0 →
SY |X,z∗0
/NY |X,z∗0
and σ : MRY |X,z∗0 → Sz∗0/Nz∗0 respectively. To be more precise, if χ1,
χ2 ∈ Ξ(z∗0) and [u1] ∈ C R,χ1Y |X,z∗0 and [u2] ∈ C
R,χ2
Y |X,z∗0
determining the same element in C RY |X,z∗0
,
it follows that σˆχ1([u1]) = σˆ
χ2([u2]) ∈ SY |X,z∗0/NY |X,z∗0 . Similarly, for [v1] ∈ M
R,χ1
Y |X,z∗0
and
[v2] ∈ MR,χ2Y |X,z∗0 giving the same element in C
R
Y |X,z∗0
, it follows that σχ1([v1]) = σ
χ
2([v2]) ∈
SY |X,z∗0
/NY |X,z∗0
.
Proof. By a linear coordinate transformation, we may assume z∗0 = (0; 1, 0, . . . , 0) ∈ T ∗YX
and z0 = 0 ∈ X. We need the following easy lemma.
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B.3. Lemma. Let g(z) be a holomorphic function in an open neighborhood of z0. Assume
that g(z) ∈ IY and t
[∂g
∂z
(z0)
]
= (1, 0, . . . , 0). Then, for ̺ and θ, there exists a sufficiently
small ε > 0 such that
Re g(z) > ε|η| (z′ ∈ ∂γ(η; ̺, θ), η ∈ S
κ
, |z′′| 6 ε, |η| < ε),
where ∂γ denotes the boundary of γ(η; ̺, θ).
Proof. The Taylor expansion of g(z) along Y is given by
g(z) = ψ1(z
′′)z1 + ψ2(z
′′)z2 + · · ·+ ψd(z′′)zd +O(|z′|2)
with ψ1(0) = 1 and ψk(0) = 0 (k > 2). The claim immediately follows from this. 
Let χ = {f1, . . . , fd} ∈ Ξ(z∗0). Set f(z) := (f1(z), . . . , fd(z)) and, for z′′ near 0, we
write by fz′′(z
′) the mapping f(z′, z′′) regarded as a mapping of the variable z′ with a
fixed z′′. Then, by the coordinates transformation, we have
σˆχ([u])(z′′, ζ ′, η) =
∫
γ(η;̺,θ)
u(f −1z′′ (w
′), z′′, η) e−〈f
−1
z′′ (w
′),ζ′〉 det[∂w′f
−1
z′′ ] dw
′,
σχ([v])(z′′, ζ ′) =
∫
γ(η
0
;̺,θ)
v(f −1z′′ (w
′), z′′) e−〈f
−1
z′′ (w
′),ζ′〉 det[∂w′f
−1
z′′ ] dw
′.
Therefore, by applying Lemma B.3 to the first coordinate function of f −1z′′ (w
′), we have
the commutative diagram below:
MR,χY |X,z∗0
σχ
//
≀

SY |X,z∗0
/NY |X,z∗0

C R,χY |X,z∗0
σˆχ
// SY |X,z∗0
/NY |X,z∗0
.
Since the first down-arrow MR,χY |X,z∗0
∼→ C R,χY |X,z∗0 is isomorphic, to show the theorem, it
suffices to prove the last claim in the theorem. We first consider a special case.
B.4. Lemma. Let χ1 = {f1, . . . , fd}, χ2 = {f1, . . . , fd−1, g} ∈ Ξ(z∗0). Then the last claim
in Theorem B.2 holds for these χ1 and χ2.
Proof. Let v1 ∈ Γ (V χ1,(∗)κ ;OX) and v2 ∈ Γ (V χ2,(∗)κ ;OX) some κ which give the same
element in C RY |X,z∗0 . Let us consider the coordinates transformation
w = (w′, w′′) = f(z) = (f1(z), . . . , fd(z), zd+1, . . . , zn),
and let w0 = f(z0) = 0, w
∗
0 = (0; 1, 0, . . . , 0). Clearly the coordinates transformation
changes χ1 and χ2 to χ˜1 = (w1, . . . , wd) and χ˜2 = (w1, . . . , wd−1, h) with h(w) = g ◦ f −1
respectively. Further, we have
(B.1)
σχ1([v1])(w
′′, ζ ′) =
∫
γ(η0;̺,θ)
v1(f
−1(w)) e−〈f
−1
w′′ (w
′),ζ′〉 det[∂w′f
−1
w′′ ] dw
′,
σχ2([v2])(w
′′, ζ ′) =
∫
fw′′ (γ
χ2 (w′′,η0;̺,θ))
v2(f
−1(w)) e−〈f
−1
w′′ (w
′),ζ′〉 det[∂w′f
−1
w′′ ] dw
′.
ANALYTIC PSEUDODIFFERENTIAL OPERATORS. I 67
It follows from definitions that v1(f
−1(w)) and v2(f
−1(w)) are holomorphic in V (∗)
κ
=
V χ˜1,(∗)
κ
and V χ˜2,(∗)
κ
respectively. We can also see
fw′′(γ
χ2(w′′, η0; ̺, θ)) = γ
χ˜2(w′′, η0; ̺, θ).
Since χ˜2 belongs to Ξ(w
∗
0), we have ∂wdh(w0) 6= 0. This implies that, by keeping η0 of
γd(η0; ρ) unchanged and by taking η0 of other γk (1 6 k 6 d − 1) so small if needed,
the chain γ(η0; ρ, θ) × {w′′} belongs the common domain of V χ˜1,(∗)κ and V χ˜2,(∗)κ for a
sufficiently small w′′. In particular, we can replace fw′′(γ
χ2(w′′, η0; ̺, θ)) in (B.1) with
γ(η0; ̺, θ). Therefore the problem can be reduced to the case where χ1 = {z1, . . . , zd},
χ2 = {z1, . . . , zd−1, g} and the morphisms σχ1 and σχ2 are replaced with the same mor-
phism
(B.2) σ(v)(z′′, ζ ′) :=
∫
γ(η
0
;̺,θ)
v(z′, z′′) e−〈ϕ(z),ζ
′〉dz′
for some ϕ(z) = (ϕ1(z), . . . , ϕd(z)) with {ϕ1(z), . . . , ϕd(z)} ∈ Ξ(z∗0) (z∗0 = (0; 1, 0, . . . , 0)).
Let us show the lemma for this case. We have the diagram
(B.3) MR,χ1Y |X,z∗0
∼← lim−→
̺,L,U
HdGχ1̺,L∩G
χ2
̺,L∩U
(U ;OX) ∼→ MR,χ2Y |X,z∗0 .
The corresponding diagram of Čech representations is given by
lim−→
κ
Γ (V χ1,(∗)
κ
;OX)
/∑
α∈P∨
d
Γ (V χ1,(α)
κ
;OX) ∼←ι1 lim−→κ
Zd(T
κ
;OX)
/
Bd(T
κ
;OX)
∼→ι2 lim−→κ
Γ (V χ2,(∗)
κ
;OX)
/∑
α∈P∨
d
Γ (V χ2,(α)
κ
;OX),
where the covering T
κ
= {T (i)
κ
}d+1i=1 is given by
T (i)
κ
= V χ1,(i)
κ
∩ V χ2,(i)
κ
(1 6 i 6 d− 1), T (d)
κ
= V χ1,(d)
κ
∩ Uχ2
κ
, T (d+1)
κ
= V χ2,(d)
κ
∩ Uχ1
κ
.
We also note that, for v = {v(β)} ∈ Zd(T
κ
;OX) ⊂
∑
β∈Λd
Γ (T (β)
κ
;OX), we have
v1 := ι1(v) = v
({1,...,d}), v2 := ι2(v) = v
({1,...,d−1,d+1}).
Hence, to complete the proof, it suffices to show σ([v1]) = σ([v2]). Since v satisfies a
cocycle condition, we have
v2 − v1 = (−1)d
∑
16k<d
(−1)kv(∗∨k).
By modifying the path of the integration, we obtain σ(v({2,...,d+1})) ∈ NY |X,z∗0 . Further-
more we get σ(v(∗
∨k)) = 0 if 2 6 k < d. Hence we have obtain that σ(v2) = σ(v1) ∈
SY |X,z∗0
/
NY |X,z∗0
. 
By repeated application of Lemma B.4, we can show the last claim of the theorem
for the case χ1 = {f1, f2, . . . , fd}, χ2 = {f1, g2, . . . , gd} ∈ Ξ(z∗0). Hence the theorem
immediately follows from the lemma below. This completes the proof. 
B.5. Lemma. Let χ1 = {f1, f2, . . . , fd}, χ2 = {g, f2, . . . , fd} ∈ Ξ(z∗0). Then the last claim
in Theorem B.2 holds for these χ1 and χ2.
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Proof. By the same argument in that of the proof of Lemma B.4 and by noticing Lemma
B.3, the problem can be reduced to the case χ1 = (z1, z2, . . . , zd) and χ2 = (g, z2, . . . , zn)
with the morphism σ defined by (B.2). Then we have the diagram (B.3) and the corre-
sponding one by Čech representations is given by
lim−→
κ
Γ (V χ1,(∗)
κ
;OX)
/∑
α∈P∨
d
Γ (V χ1,(α)
κ
;OX) ∼←ι
1
lim−→
κ
Zd(T2
κ
;OX)
/
Bd(T2
κ
;OX)
∼→ι
2
lim−→
κ
Γ (V χ2,(∗)
κ
;OX)
/∑
α∈P∨
d
Γ (V χ2,(α)
κ
;OX),
where the covering T2
κ
= {T (i,j)
κ
}di,j=1 is defined by
T (i,j)
κ
:= V χ1,(i)
κ
∩ V χ2,(j)
κ
∩ Uχ1
κ
∩ Uχ2
κ
.
Furthermore the morphisms ι1 and ι2 are given by
v1 := ι1(v) = v
(∗,∅), v2 := ι2(v) = v
(∅,∗)
respectively for v = {v(α,β)} ∈ Zd(T2
κ
;OX) ⊂
∑
(α,β)∈Λ
d
Γ (T (α,β)
κ
;OX). Then, by employing the
same argument in the proof of Lemma A.2 in Appendix A, we have σ(v1) = σ(v2) ∈
SY |X,z∗0
/
NY |X,z∗0
. The proof is complete. 
Now we compute behavior of a symbol by a coordinates transformation. Let z =
(z′, z′′) = (Φ′(w), Φ′′(w)) = Φ(w) be a local coordinates transformation near w0 ∈ Y with
Φ(Y ) ⊂ Y and z0 = Φ(w0) where Y is also defined by w′ = 0 under the system of local
coordinates w = (w′, w′′). We denote by Φ′w′′(w
′) the mapping z′ = Φ′(w′, w′′) regarded
as a mapping of the variable w′ with a fixed w′′. Set w∗0 := (w0; dΦ(w0)(ζ
′
0, 0)) ∈ T ∗YX.
Let χ = {z1, . . . , zd} and [u] ∈ CR,χY |X,z∗
0
with u(z, η) ∈ Γ (V̂ χ,(∗)
κ
;OX̂) for some κ. Then we
get Φ̂∗([u]) = [u(Φ(w), η)] ∈ CR,χ◦ΦY |X,w∗0 . Hence we have obtained
σˆ(Φ̂∗([u]))(w′′, λ′, η) =
∫
γχ◦Φ(w′′,η;̺,θ)
u(Φ(w), η) e−〈w
′,λ′〉dw′
=
∫
γ(η;̺,θ)
u(z′, Φ′′(Φ′−1w′′ (z
′), w′′), η) e−〈Φ
′−1
w′′ (z
′),λ′〉 det[∂z′Φ
′−1
w′′ ] dz
′.
Let us consider the corresponding generalization of ERX,z∗0 . Hereafter we follow the
same notations as those in Section 3. Let X be an n-dimensional complex manifold.
Set X2 := X × X with a system of local coordinates (z, w) and X̂2 := X2 × C with
local coordinates (z, w, η). Let ∆ ⊂ X2 be the diagonal set identified with X and z∗0 =
(z0; ζ0) ∈ T ∗X = T ∗∆X2 with ζ0 6= 0. Let {f1(z), . . . , fn(z)} be a sequence of holomorphic
functions in an open neighborhood of z0 of X satisfying the conditions:
(1) df1(z0) ∧ · · · ∧ dfn(z0) 6= 0.
(2) we have f(z0) = 0 and
t
[∂f
∂z
(z0)
]
e = ζ0 ∈ (T ∗X)z0 where f(z) := (f1(z), . . . , fn(z))
and e := (1, 0, . . . , 0) ∈ Cn.
We denote by Ξ∆(z
∗
0) the set of such a sequence. Let χ = {f1, . . . , fn} ∈ Ξ∆(z∗0) and set
f∆,i(z, w) := fi(z)− fi(w),
f∆(z, w) = (f∆,1(z, w), . . . , f∆,n(z, w)) := (f∆,1(z, w), f
′
∆(z, w)).
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Define, for an open neighborhood U ⊂ X2 of (z0, z0) and a closed convex cone L ⊂ C
with L ⊂ {τ ∈ C; Re τ > 0} ∪ {0},
Gχ∆,̺,L := {(z, w) ∈ X2; ̺2|f ′∆(z, w)| 6 |f∆,1(z, w)|, f∆,1(z, w) ∈ L},
and
Ûχ∆,̺,r,θ := {(z, w, η) ∈ U × Sr,θ; |f∆,1(z, w)| < ̺|η|},
Ĝχ∆,̺,L := {(z, w, η) ∈ X̂2; ̺|f ′∆(z, w)| 6 |η|, f∆,1(z, w) ∈ L}.
We also define
ÊR,χX,z∗0
:= lim−→
̺,r,θ,L,U
Hn
Ĝχ∆,̺,L∩Û
χ
∆,̺,r,θ
(Ûχ∆,̺,r,θ;O
(0,n,0)
X̂2 ),
ER,χX,z∗0
:= Ker(∂η : Ê
R,χ
X,z∗0
→ ÊR,χX,z∗0 ),
MR,χX,z∗0
:= lim−→
̺,L,U
HnG
∆,̺,L
∩U(U ;O
(0,n)
X2 ).
Then we obtain isomorphisms
E
R
X,z∗0
∼←MR,χX,z∗0 ∼→ E
R,χ
X,z∗0
.
Hence, by the same reasoning as that for C RY |X,z∗0 , we can introduce the following definition.
B.6. Definition. We denote by ERX,z∗0 (resp. M
R
X,z∗0
) the isomorphism class {ER,χX,z∗0}χ∈Ξ∆(z∗0 )
(resp. {MR,χX,z∗0}χ∈Ξ∆(z∗0 )).
We also give Čech representations of these cohomology groups. Set
Ûχ∆,κ :=
n⋂
i=2
{(z, w, η) ∈ X̂2; ‖f(z)‖< r′, η ∈ Sr,θ, |f∆,1(z, w)| < ̺|η|, |f∆,i(z, w)| < r′},
Uχ∆,κ :=
n⋂
i=2
{(z, w) ∈ X2; ‖f(z)‖< r′, |f∆,1(z, w)| < ̺r, |f∆,i(z, w)| < r′}.
We also set
V̂
χ,(1)
∆,κ := {(z, w, η) ∈ Ûχ∆,κ;
π
2
− θ < arg f∆,1(z, w) <
3π
2
+ θ},
V̂
χ,(i)
∆,κ := {(z, w, η) ∈ Ûχ∆,κ; ̺|f∆,i(z, w)| > |η|} (2 6 i 6 n),
V
χ,(1)
∆,κ := {(z, w) ∈ Uχ∆,κ;
π
2
− θ < arg f∆,1(z, w) <
3π
2
+ θ},
V
χ,(i)
∆,κ := {(z, w) ∈ Uχ∆,κ; ̺2|f∆,i(z, w)| > |f∆,1(z, w)|} (2 6 i 6 n).
Then we get
ÊR,χX = lim−→
κ
Γ (V̂ χ,(∗)∆,κ ;O
(0,n,0)
X̂2 )
/∑
α∈P∨
n
Γ (V̂ χ,(α)∆,κ ;O
(0,n,0)
X̂2 ),
ER,χX = lim−→
κ
{K ∈ Γ (V̂ χ,(∗)∆,κ ;O (0,n,0)X̂2 )
/∑
α∈P∨n
Γ (V̂ χ,(α)∆,κ ;O
(0,n,0)
X̂2 ); ∂ηK = 0},
MR,χX = lim−→
κ
Γ (V χ,(∗)∆,κ ;O
(0,n)
X2 )
/∑
α∈P∨n
Γ (V χ,(α)∆,κ ;O
(0,n)
X2 ).
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Let γ(z, η; ̺, θ) be an n-dimension real chain in Cn defined in Section 3. Then we define
the n-dimensional real chain in Cn by
γχ(z, η; ̺, θ) = f −1∆,z(−γ(0, η; ̺, θ)) = f −1(γ(f(z), η; ̺, θ)),
where f∆,z(w) is the morphism f∆(z, w) = f(z)− f(w) regarded as a function of w for a
fixed z and the orientation of γχ is induced from that of γ by f−1. Then we can define
the mapping σˆχ : ER,χX,z∗0 → Sz∗0/Nz∗0 by
σˆχ([Kdw])(z, ζ, η) :=
∫
γχ(z,η;̺,θ)
K(z, w, η) e〈w−z,ζ〉dw
for K(z, w, η) dw ∈ Γ (V̂ χ,(∗)∆,κ ; O (0,n,0)X̂2 ) with a suitable κ. Similarly we have the mapping
MR,χX,z∗0 → Sz∗0/Nz∗0 by
σχ([Kdw])(z, ζ) :=
∫
γχ(z,η
0
;̺,θ)
K(z, w) e〈w−z,ζ〉dw
for K(z, w) dw ∈ Γ (V χ,(∗)∆,κ ;O (0,n)X2 ) with a suitable κ and a sufficiently small fixed η0 > 0.
As an immediate consequence of Theorem B.2, we have obtained the following corollary.
B.7. Corollary. There exist the well-defined symbol morphisms
σˆ : ERX,z∗0 → Sz∗0/Nz∗0 , σ : M
R
X,z∗0
→ Sz∗0/Nz∗0 ,
induced by σˆχ and σχ respectively.
Let us consider a coordinates transformation. Let z = Φ(w) be a local coordinates
transformation of X near w0 ∈ X with z0 = Φ(w0). We take (z, z′, η) and (w,w′, η) as
the corresponding systems of local coordinates of X̂2 respectively and the associated local
coordinates transformation Φ̂ of X̂2 is defined by (z, z′, η) = (Φ(w), Φ(w′), η). Set w∗0 :=
(w0; dΦ(w0)(ζ0)) ∈ T ∗X. Let χ = {z1, . . . , zn} and [Kdz′] ∈ ER,χX,z∗0 with K(z, z
′, η) dz′ ∈
Γ (V̂ χ,(∗)∆,κ ;O
(0,n,0)
X̂2 ) for some κ. Then, by the same argument as in C
R,χ
Y |X,z∗0
, we get
Φ̂∗([Kdz′]) = [Φ̂∗(Kdz′)] = [K(Φ(w), Φ(w′), η) det[∂w′Φ(w
′)] dw′] ∈ ER,χ◦ΦX,w∗0 .
Hence we have obtained
(B.4)
σˆ(Φ̂∗([Kdz′]))(w, λ, η) =
∫
γχ◦Φ(w,η;̺,θ)
e〈w
′−w,λ〉Φ̂∗(Kdz′)
=
∫
γ(z,η;̺,θ)
K(z, z′, η) e〈Φ
−1(z′)−Φ−1(z),λ〉dz′.
Finally we shall consider the action on CRY |X,z∗0 associated with E
R
X,z∗0
. Let z∗0 = (z0; ζ0) =
(0, z′′0 ; ζ
′
0, 0) ∈ T˙ ∗YX ⊂ T˙ ∗X, χC ∈ Ξ(z∗0) and χE ∈ Ξ∆(z∗0). Assume χC ⊂ χE; that is, χC
and χE are given by {f1, . . . , fd} and {f1, . . . , fd, . . . , fn} respectively. Note that, for any
χC ∈ Ξ(z∗0), we can always find a χE ∈ Ξ∆(z∗0) with χC ⊂ χE . Let [u] ∈ CR,χCY |X,z∗0 with
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u(w, η) ∈ Γ (V χC ,(∗)
κ
;OX) and [Kdw] ∈ ER,χEX,z∗0 with K(z, w, η) dw ∈ Γ (V
χE ,(∗)
∆,κ ;O
(0,n,0)
X̂2 ) for
some κ. Then we have the morphism
µχE : ER,χEX,z∗0 ⊗C C
R,χ
C
Y |X,z∗0
∋ [Kdw]⊗ [u]→ [
∫
γχE (z,η;̺,θ)
K(z, w, η) u(w, η) dw] ∈ CR,χCY |X,z∗0 ,
which is well defined. Indeed, by the coordinates transformation (z˜, w˜) = (f(z), f(w)),
the situation can be reduced to one studied in Section 3.
B.8. Theorem. The family {µχE}χ
E
∈Ξ
∆
(z∗0 )
of morphisms constructed above induces the
well-defined morphism µ : ERX,z∗0 ⊗C C
R
Y |X,z∗0
→ CRY |X,z∗0 . Furthermore µ coincides with the
action of E RX,z∗0
on C RY |X,z∗0
.
Proof. It suffices to show that, for χC ⊂ χE , the following diagram commutes:
E
R
X,z∗0
⊗
C
C
R
Y |X,z∗0
µc
//

C
R
Y |X,z∗0

ER,χEX,z∗0
⊗
C
CR,χCY |X,z∗0
µχE
// CR,χCY |X,z∗0
.
We denote by ι the isomorphism E RX,z∗0
∼→ ER,χEX,z∗0 and by the same symbol the one C
R
Y |X,z∗0
∼→
CR,χCY |X,z∗0
. Let u(w, η) ∈ Γ (V χC ,(∗)
κ
;OX) and K(z, w, η)dw ∈ Γ (V
χ
E
,(∗)
∆,κ ;O
(0,n,0)
X̂2 ) for some κ.
We define the coordinates transformations
Φ(z) = Φ1(z) = f
−1( z˜ ), Φ2(z, w) = (f
−1( z˜ ), f −1(w˜)),
Φ̂1(z, η) = (f
−1( z˜ ), η), Φ̂2(z, w, η) = (f
−1( z˜ ), f −1(w˜), η).
It follows from the fact χE ◦Φ = { z˜1, . . . , z˜n} and Theorem 3.9 in Section 3 that we have
µc(ι−1(Φ̂∗2[Kdw])⊗ ι−1(Φ̂∗1[u])) = ι−1 ◦ µχE◦Φ(Φ̂∗2([Kdw])⊗ Φ̂∗1([u])).
By the coordinates transformation law of the integration, we get
µχE◦Φ(Φ̂∗2([Kdw])⊗ Φ̂∗1([u])) = Φ̂∗1 ◦ µχE([Kdw]⊗ [u]).
Furthermore, it follows from functorial properties that ι−1 ◦ Φ̂∗k = Φ∗k ◦ ι−1 (k = 1, 2) and
µc and Ψ∗ commute. Hence we have obtained
Φ∗1 ◦ µc(ι−1([Kdw])⊗ ι−1([u])) = Φ∗1 ◦ ι−1 ◦ µχE([Kdw]⊗ [u]),
which implies µc(ι−1([Kdw]) ⊗ ι−1([u])) = ι−1 ◦ µχE([Kdw] ⊗ [u]). This completes the
proof. 
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