Abstract. Pauli spin matrices, Pauli group, commutators, anti-commutators and the Kronecker product are studied. Applications to eigenvalue problems, exponential functions of such matrices, spin Hamilton operators, mutually unbiased bases, Fermi operators and Bose operators are provided.
Introduction
We investigate the commutators and anticommutators of Pauli spin matrices and their Kronecker product. Let The matrices iσ 1 , iσ 2 , iσ 3 form a basis of the simple Lie algebra su (2) . The anticommutators of the Pauli spin matrices vanish, i.e.
[σ 1 ,
where 0 2 is the 2 ×2 zero matrix. Here we study the commutators and anticommutators of the Kronecker product ⊗ of the Pauli spin matrices [1] . Thus we study the commutator and anticommutator of the 2 n × 2 n unitary matrices of the form
where j 0 ∈ {0, 1, 2, 3} and j t ∈ {0, 1, 2, 3}. These matrices are elements of the Pauli group [2] , [3] . Furthermore the square of the matrices n t=1 σ jt is the 2 n × 2 n unit matrix. Then
σ jt are 2 n × 2 n projection matrices. Whether the commutator or anticommutator of such matrices vanishes is helpful for the eigenvalue problem of such matrices and for the calculation of the exponential function of such matrices. Other applications discussed concern spin-Hamilton operators and the projection to sub-Hilbert space and mutually unbiased bases. Finally application with Fermi operators are described.
Kronecker Product of Pauli Spin Matrices
Let us first give some examples where the commutator or the anticommutator vanishes. Consider first the 4 × 4 matrices
Then we find that the commutators vanish, i.e. 
Consider now the three hermitian and unitary 8 × 8 matrices
The commutators are non-zero and we find the skew-hermitian invertible 8 × 8 matrices
However the anti-commutators vanish, i.e.
[σ 123 ,
As mentioned above for the Pauli spin matrices σ 1 , σ 2 , σ 3 we find that the anticommutators vanish and the commutators are given by [
Consider now the three unitary and hermitian matrices
Then the commutators vanish, i.e. [σ 11 ,
Now consider the 8 × 8 hermitian and unitary matrices
Here the anticommutators vanish, i.e.
and the commutators can be written as Kronecker products, i.e.
Consider now the general case of the three unitary and hermitian matrices
with n Kronecker products. If n is odd the three matrices form a basis of a simple Lie algebra. For n odd the anti-commutators vanish. If n is even the commutators vanish and the anti-commutators can be expressed as Kronecker products of σ 1 , σ 2 and σ 3 .
Another useful case is that
This implies that
with σ 1 and σ 2 at the j'th and k'th position (j = k) with j, k = 1, 2, . . . , n.
From the commutators given above we can also infer that the Hamilton operator
commutes with σ 3 ⊗ σ 3 ⊗ · · · ⊗ σ 3 for both both open end boundary conditions and periodic boundary conditions, where
with σ α (α = 1, 2, 3) at the j-th position.
Pauli Group, Commutator and Anticommutator
The n-qubit Pauli group is defined by
where σ 1 , σ 2 , σ 3 are the 2 × 2 Pauli matrices and σ 0 ≡ I 2 is the 2 × 2 identity matrix. The dimension of the Hilbert space under consideration is dim H = 2 n .
Thus each element of the Pauli group P n is (up to an overall phase ±1, ±i) a Kronecker product of Pauli matrices and 2 × 2 identity matrices acting on n qubits. The order of the Pauli group is 2 2n+2 . Thus for n = 1 we have the order 16.
Let j 0 , . . . , j n , k 0 , . . . , k n ∈ {0, 1, 2, 3} and
Using the fact that
we find, using ǫ jt,kt,lt = −ǫ kt,jt,lt , 
Applications
First we look at the eigenvalue problem. Let A, B be two nonzero n × n matrices. 
with [A, B] + = 0 8 . Thus since +1 is a eigenvalue of A we find that −1 is an eigenvalue of A with the eigenvector (σ 3 ⊗ σ 3 ⊗ σ 3 )v where Av = v.
One of the main calculations in quantum theory in the Hilbert space C n is to find e A Be −A , where A, B are n × n matrices. This is utilized in the solution of the Heisenberg equation of motion. Now it is well-known that λ j Π j where λ j are the m distinct eigenvalues of B and Π j are the projections onto the corresponding eigenspaces V j . There exists a unitary n × n matrix U such that
Since the eigenvalues λ j are distinct we have
(with A, B = I 2 n ) we find m = 2 and dim(
It follows that e
There is also a lesser known expansion using the anti-commutator ( [4] , [5] ) 
Then [A, B] + = 0 8 and A 2 = I 8 so that
Another application is for spin-Hamilton operators and projection matrices. Let A be an hermitian d × d matrix with A 2 = I d . Then
are projection matrices which can be used to decompose the Hilbert space C d into invariant sub Hilbert spaces. Consider for example the spin-Hamilton operatorŝ
Then bothĤ andK commute with the operator σ 3 ⊗ σ 3 ⊗ σ 3 which is an element of the Pauli group with (σ 3 ⊗ σ 3 ⊗ σ 3 ) 2 = I 8 . Thus we have projection matrices
which decomposes the Hilbert space C 8 into two four-dimensional sub Hilbert spaces. Then the eigenvalue problem can be solved in these sub Hilbert spaces.
Two orthogonal bases in the Hilbert space C , [7] , [8] )
For the Pauli spin matrices σ 3 , σ 1 , σ 2 the normalized eigenvectors
each form an orthonormal basis in C 2 . Furthermore this is a set of mutually unbiased bases. Consider now σ 3 ⊗ σ 3 , σ 1 ⊗ σ 1 , σ 2 ⊗ σ 2 . Then
provide mutually unbiased bases in C 4 .
