Abstract: A simple rate-based scheduling algorithm for packet-switched networks (e.g. Internet) is proposed. By using simple counters to keep track of the credits accumulated by each tra c stream, the algorithm decides which stream to serve next based on the bandwidth share allocated to each tra c stream and the sizes of the head of line (HOL) packets of the di erent streams.
This requires the network to provide in each multiplexer enough bu ers to avoid packet loss and to use the necessary scheduling algorithms to meet the packet delay requirements. To achieve this latter issue, fair queueing scheduling algorithms proves very e cient. In this spirit, many algorithms such as self clocked fair queueing (SCFQ) 1] have been proposed. Mostly all the algorithms are based on the idea of associating to each arriving packet a virtual time stamp. The smaller the time stamp, the higher is the priority of the corresponding packet. They proved very e cient in guaranteeing the fairness among the tra c streams. However, the inherent complexity of the virtual time approach makes the practical implementation very di cult and expensive. Moreover, since the virtual clock is the reference clock to all the streams, it cannot be reset until all the streams are idle and the system is empty, which in fact seldom happens and thus may lead to numerical over ow problems.
In the following, we propose an algorithm which uses simple counters to keep track of the credits accumulated by each tra c stream (or QoS class). Based on the values of the counters, the sizes of the head-of-line (HOL) packets of the di erent streams, and the share of bandwidth allocated to the di erent tra c streams, the algorithm decides which packet is to be sent next.
Network node model: The network node we consider is shown in Figure 1 .
A transmission link of speed C is shared among J independent streams (which can represent either individual sources or aggregate streams of sources having the same QoS requirements). Each stream is associated with a dedicated bu er (note that this can be achieved in a shared bu er by implementing linked lists).
S i , i = 1; ; J. To ensure stability, we assume P i S i C. Besides, to keep track of the transmission credits earned by each stream, the CBFQ algorithm associates a counter K i to tra c stream i, i = 1; ; J. When the transmission link becomes available, based on the values the counters, the share of bandwidth of each stream, and the HOL packet sizes L i of the active streams, the CBFQ algorithm decides which packet is to be transmitted next.
CBFQ algorithm: In the following, we present the general CBFQ algorithm. This algorithm is appropriate to either variable packet size networks (e.g. Internet) or xed packet size networks (e.g. ATM). To take account of the advantages provided by the xed packet size in ATM networks, a simpli ed version of the CBFQ algorithm for ATM networks has been proposed in 2]. End-to-end delay bound guarantee: Denote by d n l the end-to-end delay ex- 
