In 1984 Knizhnik and Zamolodchikov derived differential equations for conformal blocks for the Wess-Zumino-Witten conformal field theory. These remarkable equations are now known as the Knizhnik-Zamolodchikov (KZ) equations.
Introduction [EV99] , where the so-called exchange construction was developed. Using this approach, it is possible to derive the general formulation of the Frenkel-Reshetikhin conjecture from its version in a very simple special case -in the tensor product of two copies of the vector representation of sl n+1 . This special case can be handled by means of the classical theory of the q-hypergeometric function 2 φ 1 , exactly as it was done in [FR92] .
The development of this special case in full detail is the main goal of this paper. It seems that it has not been done previously, although the ideas behind it have certainly been known for a long time. We plan to consider the general case and other applications in a separate publication.
The structure of this paper is as follows.
In section 1, we fix the basic notation, recall some definitions and known facts, and state the main results, which are the formula for the exchange matrix and the sequence of gauge transformations [EV98] that transforms it into Felder's solution.We note that one of the gauge transformations needed is multiplication by a scalar function which is a product of elliptic gamma functions of Felder and Varchenko [FelV99] ; the meaning of its appearance in this context is not clear to us.
The other sections contain the proofs of these results. Namely, in Section 2 we calculate the action of the universal R-matrix of U q (sl n+1 ) on the product of vector representations and solve the q-Knizhnik-Zamolodchikov equations, while in Section 3 we obtain the elliptic dynamical R-matrix through the exchange construction. Some of the intermediate proofs, which are straightforward, but lengthy, are in the appendix. We also included in the appendix the standard facts and formulas which are used througout the paper. We note that while performing the calculations we found a number of computational errors in some previous publications. They are listed in the last section of the appendix.
Acknowledgements. The problem solved in this paper was suggested to me by professor P. Etingof during my visit to MIT as a Ph.D student. It is motivated by his work with A. Varchenko [EV98, EV99] . I would like to thank professor Etingof, not only for suggesting the problem, but also for all helpful explanations.
1 The Main Theorems
Recalling Definitions and Fixing Notation
Consider g = sl n+1 (C) acting naturally on V = C n+1 . Let {v 0 , . . . , v n } be the canonical basis of V and E i,j be the elementary matrix having 0 in all of its entries except in the ij-th which is 1 and set h i = E i−1,i−1 − E i,i , e i = E i−1,i , f i = E i,i−1 . Denote by <, > the invariant bilinear form normalized that < α i , α i >= 2 for simple roots (i = 1, . . . , n). The dominant weights are {ω i = h * i }, the Coxeter number is hˇ= n + 1 and ρ = ω i . The highest weight vector of V is v 0 and its weight is ω 1 , v n has weight −ω n and the others v m have weight µ m = ω m+1 − ω m .
Sometimes it will be more convenient to identify h with a subspace of C n+1 setting h i = (0, 0, . . . , 1 i−1 , −1 i , 0, . . . , 0) ∈ C n+1 . Then <, > is just < (λ 0 , . . . , λ n ), (µ 0 , . . . , µ n ) >= λ i µ i and we use it to identify h * with h. In appendix E we collect some useful formulas like < µ m , µ l > obtained easily from this identification.
Let (a ij ) be the extended Cartan matrix corresponding to sl n+1 where c will denote the central element. Then the quantum group U q ( sl n+1 ) is the algebra generated by q td , q h , e i , f i , i = 0, . . . , n, t ∈ C, h ∈ĥ with relations
) is a quasi-triangular Hopf algebra whose structure maps are given by
The universal R-matrix is of the form
where {x i } is an orthonormal basis for h, {a j } is a basis for U q (n + ) and {a j } is the dual basis for U q (n − ).
Quantum Dynamical Yang-Baxter Equation with Spectral Parameter
Let h be a finite dimensional abelian Lie algebra over C, V be a semisimple finite dimensional h-module and γ ∈ C * . The quantum dynamical Yang-Baxter equation with spectral parameter and step γ is
with respect to a meromorphic function R : C × h * → End(V ⊗ V ). The notation h (i) is standard and means that, for example, R 12 (u 1 −u 2 , λ−γh (3) )(v 1 ⊗v 2 ⊗v 3 ) = R(u 1 −u 2 , λ−γµ)(v 1 ⊗v 2 ) ⊗v 3 if v 3 has weight µ. Zero-weight solutions of (1.1) are called quantum dynamical R-matrices.
Solutions of the form
are said to be of gl n+1 type. Felder [Fel94] found the interesting elliptic solutions
where λ m,l = λ m − λ l , and ϑ 1 is the standard first theta function (B.5).
In [EV98] , Etingof and Varchenko introduced gauge transformations of quantum dynamical R-matrices of gl n+1 type. We list three gauge transformations that will be important for us.
where c(u) is a holomorphic scalar function;
where a, b ∈ C * and µ ∈ h * ;
where {ϕ m,l (λ)} is a γ-closed 2 form as defined in [EV98] .
The only one that changes the step is the second. It sends γ to γ/b.
Fusion and Exchange Construction
One way of constructing solutions of (1.1) is through the so called exchange construction that we briefly recall now. Let M λ be the Verma module over U q (g). For generic λ and q it is irreducible. Consider the induced U q ( g)-module
where U q ( g ≥0 ) acts on M λ by e 0 ≡ 0, q c ≡ q k for some scalar k (the level of the representation) and
is an evaluation representation of U q ( g). We have the following characterization [EFK98, FR92] :
such that for any degree-zero vector w (i.e., w ∈ M λ 1 ), the degree-zero component of Φ 
Given an intertwiner ϕ : 
The correlation function associated to Φ
is a meromorphic function on C regular at 0. Then we can consider the fusion matrix (with spectral parameter) J k (u 1 , u 2 , λ) ∈ End(V ⊗ V ), where z 1 = e 2πiu 1 , z 2 = e 2πiu 2 and define the exchange matrix
In fact, R k depends only on u = u 2 − u 1 , and so we denote it by R k (u, λ). Then one shows (see [EV99] ) that R k (u, λ) is a solution of the quantum dynamical Yang-Baxter equation (1.1) (with step 1).
Statement of the Main Theorems
We state now the formula for the exchange matrix R k (u, λ) for the standard representation of U q (sl n+1 ) and give the sequence of gauge transformations that transforms it in Felder's elliptic solution for the proper parameters.
πi , ϑ 1 is the standard first theta function (B.5), Γ q is the q-gamma function (B.1) and Γ e is the elliptic gamma function (B.7).
Remark: We will assume throughout the paper that |q| < 1 and |p| < 1. One can manage to write similar formulas for the other three regions |q| < 1 < |p|, |p| < 1 < |q| and |q| > 1, |p| > 1, writing the infinite products and series involved in the right convergence region, but should be warned that it is not just a matter of changing signs of τ and γ accordingly in theorem 1.3. Remark: Etingof and Varchenko [EV98] classified the dynamical R-matrices of gl n+1 type up to gauge transformations, when γ is regarded as a formal parameter (in the case of elliptic quasiclassical limit). The answer is that all solutions are gauge equivalent to Felder's solution. It is believed that in the analytic, rather than formal, situation the classification still holds, which shows why Theorem 1.4 (with some form of gauge transformations) is to be expected a priori. Nevertheless, these arguments cannot be used for proving Theorem 1.4, since the results of [EV98] are proved only in the formal case. Besides, it is useful to have the precise formula for R k (u, λ) and the corresponding sequence of gauge transformations, rather than just an existence result for such gauge transformations.
2 The q-Knizhnik-Zamolodchikov Equations 2.1 Action of the Universal R-matrix of U q ( sl n+1 ) on Evaluation Representations
For z ∈ C * let D z be the automorphism of U q ( g) given by D z (e 0 ) = ze 0 , D z (f 0 ) = z −1 f 0 and the identity on the other generators. Jimbo [J86] (see also [EFK98] ) proved the existence of an algebra morphism p : U q ( g) → U q (g) (not a Hopf algebra morphism and only for g = sl n+1 ). Then, if V is a finite dimensional representation of U q (g), the composition p z = p • D z induces a representation of U q ( g) in V , which is the q-analogue of the evaluation representation of g in V and is denoted by V (z). The element c acts as 0 on such evaluation representations. Therefore the action of R is well defined on V (x) ⊗ W (y) and is given by a power series R V,W (x/y). It can be shown that this series is convergent in the region |x| << |y|, is regular at 0 and admits a meromorphic continuation to x/y ∈ C. It is convenient to work with the renormalized R-matrix given by the following proposition [EFK98] :
where f V,W is a scalar function meromorphic in C, regular at 0 with f V,W (0) = 0 and the matrix elements of R V,W (z) are rational functions of z regular at 0 and such that R V,W (z)(v 0 ⊗w 0 ) = v 0 ⊗w 0 where v 0 , w 0 are the highest weight vectors of V and W as U q (g)-modules. Furthermore, if |q| < 1, f V,W can be represented as
where λ and µ are the highest weights of V and W and ̺ V,W is a rational function such that ̺ V,W (0) = 1.
Remark: We refer to [EFK98] for the proof. We just recall that ̺ V,W is given by the equation
where
Proposition 2.2.
[EFK98] Let U, V, W be irreducible evaluation representations of U q ( g), then R satisfies the quantum Yang-Baxter equation with spectral parameter
and the unitary property
where P is the flip map.
. We now calculate the action of this intertwiner when V = W is the standard representation of U q (sl n+1 ). First note that the weight decomposition of V ⊗ V is
is completely determined by the properties of being an intertwiner and
Proposition 2.3. Let z = x/y and m < l. The action of R(z) in V (x) ⊗ V (y) is given by :
The proof is in appendix C.
It is convenient to write R(z) in the form
We now calculate ̺ n+1 = ̺ V,V . We see that det R(z) = ξ(z) 2 − zη(z) 2 is the determinant of R(z) in the weight spaces V m,l . Then we have
Now observe that the invariant subspaces of this operator are
and that the action on V = is given by the matrix
From here it is easy to see that (apply (2.1)
After calculating this expression (see appendix D for details) we get
Finally we have the expression for
Remark: Recall that n n+1 =< ω 1 , ω 1 > (appendix E). For sl 2 we have ̺ 2 (z) =
(1−z)(1−q 4 z)
(1−zq 2 ) 2 . A more general formula for sl 2 can be found in [EFK98] .
To extend the evaluation representation V (z) to the whole U q ( g) we consider
where U q ( g) acts as on V (z) (considering z as a variable and not a number) and q d will act as z d dz .
Correlation Functions
If we begin with v i ⊗ v j ∈ V m,l (i, j ∈ {m, l}), we have an intertwiner
where [FR92, EFK98] ), where
Remark: The fusion matrix J(λ) is given in appendix F.
The following fundamental theorem was derived in [FR92] (see also
where p = q −2κ and q ν (i) means that the action is on the i-th component.
Remark: Recall that we will assume later (to deduce equation (2.13) bellow for example) that |p| < 1, which is really a condition over k in the end.
Since Ψ
satisfies the q-Knizhnik-Zamolodchikov equations, we call it a fusion solution.
The nontrivial information about the solutions of the q-Knizhnik-Zamolodchikov equations is concentrated in the modified q-Knizhnik-Zamolodchikov equations
Ψ(x, y) (2.8)
obtained from the original replacing R by R (notice we used the unitary property of R to write the modified system).
Denote by Ψ m,l λ,k (x, y) the solutions of the q-Knizhnik-Zamolodchikov equations in the weight spaces V m,l . The solutions of the original equations are given by
where Ψ m,l λ,k (x, y) are the solutions of the modified equations and G is a scalar function satisfying
where f is given by (2.7)
Then equation (2.10) can be writen as
whose solution is
(2.13)
Remark: If we were supposing that |p| > 1 (but still |q| < 1), the correct expression for h(z) would be h(z) = ∞ l=0 g(p −l z). In section 3.3 we express f (z)
h(z) in term of elliptic gamma functions.
Fusion Solutions of the q-Knizhnik-Zamolodchikov Equations
We now solve the q-Knizhnik-Zamolodchikov equations for the standard representation of U q (sl n+1 ) taking values in the weight spaces V m,l , (m ≤ l). When it does not cause confusion, we will drop the indices λ, k, m, l. We define
(2.14)
If m = l one easily sees that the solution of (2.8) in the space V m,m is
up to multiplication by a pseudo-constant C(z), i.e., C(pz) = C(z). Then Ψ(x, y) = G(x, y)Ψ(x, y) is the fusion solution in this space since
Now we fix m < l. Combining the 2 modified q-Knizhnik-Zamolodchikov equations one easily sees that Ψ(px, py) = p −∆ Ψ(x, y)
and ψ(z) satisfies
(1)
R(z)ψ(z)
We write
and use proposition 2.3 to get the following system
where ξ, η are given by (2.4).
Then one reduces this system to the following equation for ψ 1
which is a second order difference equation as considered in appendix A (see proposition A.1). In our case
and we have two sets of solutions, (u i , r i , s i , t i ), all given up to the sum of an integer multiple of 2πi log p and also up to interchange r and s in each set
Since fusion solutions lie in
, instead of taking the solutions of the corresponding q-hypergeometric equations which are regular at z = 0, we take their quasimeromorphic solutions given by proposition A.2. Now we are ready to state Proposition 2.5. The fusion solutions of the q-Knizhnik-Zamolodchikov equations for the standard representation of U q (sl n+1 ) are
if m = l and, for m < l
where ψ
1 (x/y) = (x/y)
and h(y/x) is given by (2.13).
Proof. We already know that these are solutions of the q-Knizhnik-Zamolodchikov equations. Hence we are left to check that they are fusion solutions. Begin with the trivial observation that x −∆ 1 y −∆ 2 = (xy)
. Now notice that −
respectively for Ψ 
Intertwined Fusion Solutions
Let Ψ be the correlation function associated to an intertwiner
and set φ(y, x) = P R(x/y)Ψ(x, y)
As an immediate consequence of the q-Knizhnik-Zamolodchikov equations for Ψ we get Proposition 2.6. φ(py, x) = f (py/x)q
where f is given by (2.7).
One easily recognizes now that φ(y, x) = G(x, y)Ψ(y, x), where G is the same given by (2.12) andΨ(y, x) is the corresponding solution of the modified q-Knizhnik-Zamolodchikov equations intertwined, i.e., with x, y interchanged. Therefore we can calculate the (intertwined) fusion solutionš Ψ as linear combination (up to multiplication by
G(x,y) ) of the solutions of the (not intertwined) modified q-Knizhnik-Zamolodchikov equations using its solutions around x/y = 0 after multiplying them by P R(x/y). We recall what these solutions were (2.18)
Now, in the same way we proved proposition 2.5, we see that the following are the fusion solutions of the "intertwined" q-Knizhnik-Zamolodchikov equationš
if m = l and, for m < ľ
,ǫ 2 = q and ξ, η are given by (2.4).
Monodromy and the Elliptic Quantum Dynamical R-Matrix

The Exchange Matrix for Intertwiner Operators
, which is analytic in the region |y| >> |x| can be analytically continued to a meromorphic one in the region |y| << |x|. We still denote the analytic continuation by Φ v⊗w (x/y). Therefore, the product P R(y/x)Φ v⊗w (x/y) is
Hence it must be of the form ΦB
the unitary exchange matrix since it satisfies the unitary condition
The ("non unitary") exchange matrix constructed in section 1.3 is given by
where z = x/y = e −2πiu and f is given by proposition 2.1.
A Formula for the Exchange Matrix through Monodromy
We now calculate the exchange matrix R k (u, λ) for the standard representation of U q (sl n+1 ). We begin by the "twisted" unitary exchange matrixB k (z, λ). Since there is no risk of confusion we will drop the sub-indices λ, k. So we consider the U q ( sl n+1 )-intertwiners Φ vm⊗v l (y/x) and ΦB (v i ⊗v j ) (y/x) = P R(y/x)Φ v i ⊗v j (x/y) and their expectation values
From proposition 2.5 and equations (2.19),(2.20),(2.21) and (2.22) we find the expectation values in V m,l (we just have to erase the x −∆ i y −∆ j from the corresponding solutions of the q-KnizhnikZamolodchikov equations). For the 1-dimensional weight spaces V m,m we have
2 (x/y)(v l ⊗ v m ) where
The Elliptic R-Matrix
We now calculate the gauge transformations that show that the exchange matrix for the standard representation of U q (sl n+1 ) is gauge equivalent to Felder's elliptic solution for the the proper parameters.
The exchange matrix is a solution of (1.1) with step 1. The first gauge transformation we apply is (1.2). It just removes the function f (z)
h(z) and doesn't change the step. For the next steps we need to write the exchange matrix in terms of ϑ 1 . As usual we set z = e −2πiu and also p = e 2πiτ ,i.e., τ = log p 2πi = − log q πi κ and use (B.6) and the fact that ϑ 1 is an odd function to obtain, for m < l
Then set γ = −τ /κ = log q πi and apply gauge transformation (1.3) with a = 1, b = 1/γ and µ = −ρ. This changes the step to γ. One easily checks now that
is a γ-closed 2-form and apply gauge transformation (1.4) to finally obtain Felder's solution for these γ and τ . Now that we have identified γ and τ , it is interesting to observe how they appear also in the function
with the usual identifications z = e −2πiu , p = e 2πiτ ⇒ q = e 2πiγ/2 . Recalling the expression for f (z) (2.7) and h(z) (2.13) we see that χ can be written as χ(u, τ, γ) = q n n+1 P 1 P 2 P 3 P 4 where
Each of these products can be written in terms of a single elliptic gamma function (B.7) as follows
The elliptic gamma function was studied in [FelV99] .
From this we get
Now the relation between the theta function Θ and the standard first theta function
As an immediate consequence of the first expression we see that ϑ 1 is an odd function on u. Letting z = e −2πiu and q = e 2πiτ we get
Finally the elliptic Gamma function is given by
1 − e 2πi((j+1)ζ+(l+1)σ−u) 1 − e 2πi(jζ+lσ+u) (B.7)
C Proof of Proposition 2.3
Using Jimbo's morphism, one sees that the only factor of p(f 0 ) that acts non trivially on the standard representation is e 1 e 2 . . . e n = E 0,n . For brevity of notation, we will write f 0 instead of p z (f 0 ). Let m < l and define
Fix l = 0, n. We have
By the intertwining property this is also equal to
and we conclude
The same calculation with l = 0 will give us
Now we fix m < l and perform the same calculation with
For m > l we do the same thing replacing e m by f m+1 and find
Then we combine (C.7), (C.1) and (C.3) to get
Once more the same argument with P R(x/y)∆(f 1 )(v 0 ⊗ v 0 ) provides
Now apply (C.5) with m = 1 in (C.2) and use (C.9) to get
Then we use in sequence on the right hand side (C.1), (C.6) and (C.1) to finally obtain
and (C.9) implies
Going back to the intertwining program we also get
and we are done with all α i,j and β i,j after using (C.1), (C.3), (C.5). Equation (C.4) will then tell
Recall the definition of the matrix
We will calculate det T n+1 . First observe that det T n+1 is equal to the determinant of the following matrix 
by substituting the i-th row by itself minus the (i-1)-th. We calculate the determinant using the last collum to obtain
n Similarly (just transpose T n+1 and do the same thing) we see that det T n+1 is also equal to the determinant of  we finally get det T n = (1 − q 2n z)(1 − z) n−1 (1 − q 2 z) n
E Useful Formulas
Recall that h can be identified with the subspace of C n+1 where the sum of the entries of its vectors vanishes. Then we have h i = 1 n + 1 (0, 0, . . . , 1 i−1 , −1 i , 0, . . . , 0) (E.1)
The invariant symmetric bilinear form is just < (λ 0 , . . . , λ n ), (µ 0 , . . . , µ n ) >= λ i µ i . Using <, > to identify h * with h we find that the simple roots coincide with the h i and that the fundamental weights are ω i = 1 n + 1 (n + 1 − i, . . . , n + 1 − i, −i, . . . , −i) (E.2)
where the change occurs from the i-th to the i+1-th coordinate.
Recall that {v m } (m = 0, . . . , n) is the canonical basis of C n+1 and that µ m is the weight of v m . We know that µ 0 = ω 1 and µ n = −ω n . The expressions for the other µ m are µ m = 1 n + 1 (−1, . . . , −1, n, −1, . . . , −1) (E.3)
where the different coordinate is the m+1-th. Then < µ m , µ m >= n n + 1 < µ m , µ l >= −1 n + 1 < µ m + µ l , µ l − µ m >= 0 (E.4) for all m, l. We didn't need the following two, but we collect them too (m = l) < µ m − µ l , µ m − µ l >= 2 < µ m + µ l , µ m + µ l >= 2 n − 1 n + 1
Finally we collect the expression for ρ ρ = ω i = n 2 (1, 1, . . . , 1) − (0, 1, . . . , n)
F Fusion Matrix for the Standard Representation of U q (sl n+1 )
We just mention the formula referring to [ES99, EV98, EV99] for the proof and a more detailed development of the theory.
In our notation q 2(λ i −λ j +j−i) = q 2<λ+ρ,µ i −µ j > . Actually, knowing that J is triangular with 1s in the diagonal, proposition 2.5 provides a proof of (F.1).
G Warnings
We list some computational errors we have found in some previous publications. They surely do not affect the theory developed in those papers, but are important if one needs to perform precise calculations.
2. The expressions for Ψ v i ⊗v j λ,k (x, y) and for R k (u, λ) found here can be used to deduce the fusion and exchange matrix without spectral parameter if one picks the corresponding constant coefficients. One then should correct the expression of the exchange matrix of U q (sl 2 ) for the standard representation found in [ES99] (the term q n n+1 does not appear correctly there).
3. The version of proposition 2.5 found in [EFK98] (chapter 11) does not give fusion solutions.
The solutions listed there are actually our solutions (2.19). One should then correct the expression for the connection matrix found in chapter 12. In the case of the standard representation the final answer is given by theorem 1.3. We do not give the correction for the general situation found there since we have not treated it here. We remark that one should read chapter 12 of [EFK98] as the guideline for those calculations (as we did here), but should always check the expressions.
