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I.

Introduction

In 2012, the Center for Disease Control and Prevention (CDC) reported the second-worst
outbreak of West Nile Virus (WNV) in the United States since it was first detected in the country
in 1999. All 48 contiguous states, plus the District of Columbia and Puerto Rico, had confirmed
cases of the disease, including 286 deaths out of 5,674 cases in humans (Center for Disease
Control and Prevention 2013). This potentially serious vector-borne disease has become
endemic in the United States, and does not have a specific treatment or cure. It is typically
spread through infected mosquitoes, which feed on infected birds and pass the virus on to other
mammals which they subsequently bite. The CDC estimates that approximately 80 percent of
people who are infected with WNV show no symptoms at all. Milder symptoms include fever,
headache, and body aches, while more serious symptoms can include high fever, headache,
neck stiffness, stupor, and muscle weakness. These symptoms can last for a few days, or in
severe cases, may be permanent. The more severe cases can develop neuroinvasive disease,
which manifests as meningitis, encephalitis, or acute flaccid paralysis, and therefore present a
risk to the long term health of the patient (Center for Disease Control and Prevention 2013). As
there is no treatment or cure for this disease, health officials have focused on prevention
methods as a mechanism of control, which can include personal behavior modifications or
vector control. Because of the potential seriousness of the disease, understanding the factors
that contribute to more severe outbreaks in certain areas is crucial to disease control.
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Figure 1. West Nile Virus Cases by State, 2012; source: CDC

The 2012 outbreak of West Nile Virus was particularly severe in the state of Texas. Of the 5,674
cases reported to the CDC, 1,868 – over one-fifth – were recorded in Texas. This was a
significant increase over past annual activity in the state. Nationally, of the 286 deaths
associated with WNV, 89 – or nearly one-third – occurred in Texas, showing a distinct severity
to the cases there. Just as the disease was not uniformly dispersed across the country, it was
also unevenly distributed across the state of Texas. This presented an opportunity to further
investigate the factors contributing to areas of higher incidence rates of West Nile Virus.
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Figure 2. WNV incidence rate in Texas, by ZIP code, 2012; source: TX DSHS

Since its introduction to the United States, the pool of literature investigating the epidemiology of
West Nile Virus has grown significantly. This has included studies of disease transmission, as
well as the geographic spread of West Nile Virus. Other studies have also sought to pinpoint the
factors that influence the incidence rate of WNV during previous outbreaks. The literature
ranges from very specific to very broad, addressing West Nile Virus through the ecology of
disease framework. As the pattern of disease shifts each year, these studies can be used to
structure the analysis of the new information. In turn, this can allow health officials to remain
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aware of the risks of West Nile Virus and provide better information, prevention methods, and
perhaps treatment of the disease in the future.
This thesis aims to provide an overall analysis of the West Nile Virus outbreak in Texas in 2012
through statistical and spatial analysis. The research will address the following specific
questions:
1) In 2012, what was the spatial distribution of West Nile Virus is Texas?
2) Were areas of high or low incidence correlated with known health disparity indicators?
3) What natural, built, and social environmental or policy factors affect the incidence rate of
WNV in Dallas and Houston?

In order to address and discuss these research questions, the thesis is structured through the
following chapters. After the introduction in Chapter 1, Chapter 2 provides a review of the
literature surrounding West Nile Virus, specifically in the United States. This review will place
the study of the disease in the broader framework of the theory of human ecology of disease.
Chapter 3 will then investigate the data and methods used in this study. A description of the
variables considered and their sources will supply a frame of reference for the statistical model
that was developed. Chapter 4 will review the results of the methods, and the final chapter will
discuss the findings for the study areas included and consider broader concerns with the study
of the disease along with limitations and future work.
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II.

Literature Review

The confirmation of the first cases of West Nile Virus (WNV) in the United States in 1999 has
led to a significant expansion of the literature investigating the disease, its causes, and its
impacts. In order to place this study within the appropriate contextual framework, the following
review of literature will first explore previous studies that have addressed the background of
WNV, second, the human ecology of disease model will be used to examine contributing
factors, and third, a summary of spatial methods used to study WNV. Based upon this review,
the chapter will conclude by indicating the disease ecology model, the risk facts, and the
methodology used in this thesis.

Background of West Nile Virus
The first cases of West Nile Virus were identified in Uganda and Egypt in 1937 and 1950,
respectively (Smithburn et al. 1940, 471-492)(Melnick et al. 1951, 661-665). Early
epidemiological tests indicated that while many patients were asymptomatic or presented with
only mild febrile symptoms, the disease did attack the central nervous system (MURGUE et al.
2001, 117-126). Further outbreaks in the Mediterranean, specifically in Israel, led to the
description of main symptoms as fever, rash, and headache, with less frequent presentations of
back, limb, and abdominal pain, anorexia, and vomiting (Bernkopf, Levine, and Nerson 1953,
207-218). The gestation period is shown to be around 3-14 days, and diagnosis involves testing
of serum specimens (Petersen and Marfin 2002, 173-179). Most cases of seropositive
individuals are asymptomatic, making the extent of the disease incidence difficult to ascertain
(Mostashari et al. 2001, 261-264). An early study of WNV in the U.S. show only around 20% of
individuals who contract WNV develop West Nile fever, and even fewer developing meningitis,
encephalitis, and neuroinvasive disease (Mostashari et al. 2001, 261-264). There were very few
cases of meningitis or encephalitis and no fatalities in the first epidemics of WNV, and the
majority of cases were in young children (Bernkopf, Levine, and Nerson 1953, 207-218). It was
5

not until the late 1950s that more severe neurological symptoms were recorded, with a higher
risk associated with advanced age (HAYES 2001, 25-37) (MURGUE et al. 2001, 117-126).
Subsequent epidemics have shown higher rates of infection in the central nervous system and
appear to occur more frequently (Sejvar 2003, 6).
Disease transmission
The disease was confirmed as an arbovirus in the Flaviviridae family, being transmitted through
mosquitoes to avian, equine and human hosts (Philip and Smadel 1943, 49-50) (TAYLOR 1956,
579; 579-620.; 620.), similar to St. Louis encephalitis and Japanese encephalitis (Melnick et al.
1951, 661-665). In the United States, mosquitoes in the Culex genus, specifically Cx. pipiens,
are the main vectors of transmission, though there are some regional differences and shifts as
the disease spread westward (Campbell et al. 2005, 1167+). Birds have been determined to be
the most critical amplifying host of WNV, specifically American crows (Komar et al. 0513), while
humans and horses are thought to be incidental hosts (Gubler 2007, 1039-1046).

Figure 3. WNV transmission cycle, from CDC (Center for Disease Control and Prevention 2013)

Geographic Distribution
While there were several epidemics in the three decades following the initial isolation of WNV,
most were in rural areas and had only mild health effects (HAYES 2001, 25-37). After the initial
6

cases were identified in Uganda, Egypt, and Israel, there have been outbreaks in France in the
1960s, South Africa in the 1970s and 1980s, and sporadic cases elsewhere in Europe and India
(MURGUE et al. 2001, 117-126). In the late 1990s epidemics in Romania, Russia, and the
northeastern United States were the first to severely affect larger numbers of humans in urban
environments (HAYES 2001, 25-37). In 1999, health officials in New York City identified West
Nile Virus for the first time in the Western Hemisphere. A group of eight patients living in
northern Queens were diagnosed with a suspected arbovirus, which was later confirmed as
WNV (Nash et al. 2001, 1807-1814). By the end of the year, there had been 59 hospitalizations
and seven deaths attributed to the disease (Campbell et al. 2002, 519-529). Within two years of
WNV first appearing in North America, it had spread through much of the eastern half of the
United States and into Canada (Campbell et al. 2002, 519-529), then into the Caribbean,
Central America, and, as of 2006, deep into South America (Gubler 2007, 1039-1046; Artsob et
al. 2009, 357-369). Over the past several years, there appears to be a significant cluster of
cases in the US centered in the Northern Great Plains (Lindsey et al. 2008, 35).

The Human Ecology model
The human ecology of disease model is an effective tool in conceptualizing the risk factors of a
particular health outcome and their spatial variations. By visualizing the relationships between
environmental, population, and behavioral risk factors as three vertices with the health outcome
at the center, it is easier to break down the contributing risk factors of a health outcome into
pieces to be addressed separately, but within a more appropriate interdependent framework.
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Figure 4. Human Ecology of Disease triangle, modified from Meade (Meade and Emch 2010)

This is particularly helpful when considering the contributing factors of West Nile Virus.
Environmental factors can include both natural and built habitats, as well as social
environments, and are specifically important when considering a vector-borne disease.
Population characteristics make up the second vertex of the triangle, and include age, gender,
and genetics of a person, all of which can contribute to a specific health outcome. Behavioral
factors are the last vertex of the human ecology of disease triangle and, at the broadest level,
include beliefs, technology, and other aspects of culture. These are generally modifiable and are
therefore critical in the determination of a health outcome. Through this lens, previous studies of
WNV can be placed in the broader context of health geography.
Environmental factors
The environmental factors (also called habitat factors in the human ecology of disease
paradigm) that affect the presence of West Nile Virus are particularly nuanced based on the
impact of the natural and built environment on the host or reservoir, the vector, and incidental
infections. The studies addressing these environmental factors are perhaps the most deeply
investigated of the three vertices, and can be broken down further into those that address the
transmission of the disease and the effectiveness of the vector and host in the natural
8

environment, and those that address built-environmental factors from a public health
perspective.
Previous studies have identified a wide range of physical and biotic environmental factors that
can influence the rate of incidence of West Nile Virus such as climate, specifically temperature
and precipitation, elevation and slope, and land use and land cover.
Climate factors are typically related to the transmission of the disease through mosquitoes and
birds, and their effectiveness as vector and host. Both temperature and precipitation have been
shown to be important driving factors of WNV incidence (Brown et al. 2008, 1539+; Gibbs et al.
2006, 73-82; Epstein 2001, 367-371; KUNKEL et al. 2006, 168-173; Winters et al. 2008, 581590; DeGroote et al. 2008, 1-16; Landesman et al. 2007, 337-343; Reisen 0218; Reisen et al.
2006, 344-355; Reisen, Fang, and Martinez 2006, 309-317; Tachiiri et al. 2006, 21-21; Wang G
FAU - Minnis, Richard, B. et al. 0510; Ozdenerol, Bialkowska-Jelinska, and Taff 2008, 1-12;
Nasci et al. 2001, 742; Shaman, Day, and Stieglitz 2005, 134-141; Crowder et al. 2013, e55006;
Liu et al. 2009, 67-76). Temperature patterns that have been identified as contributing to higher
rates of West Nile virus include warm winters (Epstein 2001, 367-371; Reisen et al. 2006, 344355; Reisen, Fang, and Martinez 2006, 309-317; Nasci et al. 2001, 742) which can lead to
continued transmission of the disease through birds and mosquitoes and chronic infection
instead of mosquitoes dying off during the colder months; warmer temperatures in general
(KUNKEL et al. 2006, 168-173; Reisen, Fang, and Martinez 2006, 309-317), which can affect
when certain species of mosquitoes are present, as well as the inverse minimum temperature
for the year and previous year (DeGroote et al. 2008, 1-16); and temperature during incubation
(Dohm, Guinn, and Turell 2002, 221-225), which affects how long gestation lasts and what
percentage of the exposed mosquitoes develop infection.
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Precipitation also has several identifiable patterns correlating with higher WNV incidence rates.
These include spring droughts (Epstein 2001, 367-371), which, combined with a warm winter
can amplify the disease; the combination of drought 2-6 months prior to infection and land
surface wetting one-half to one-and-one-half months prior to infection (Shaman, Day, and
Stieglitz 2005, 134-141), which was associated with transmission to chickens and humans;
higher than average precipitation levels (Landesman et al. 2007, 337-343), which can cause
mosquito outbreaks if mosquitoes are limited by larval habitat; and annual precipitation from the
year and the preceding year, especially drought events (DeGroote et al. 2008, 1-16; Landesman
et al. 2007, 337-343; Wang G FAU - Minnis, Richard,B. et al. 0510), which can lead to changes
in the food web. It is important to note that these patterns may be true for one geographic
region, but not necessarily so for another. For example, human outbreaks of West Nile Virus are
associated with above-average rainfall in the eastern United States, but were associated with
below-average rainfall in the western United States in the previous year (Landesman et al.
2007, 337-343). Also, the timing of these climate events can affect the incidence rate of WNV.
One study has shown that temperature in March, precipitation in July, heating degree days in
August, and snowfall in September are all contributing factors to the incidence rate (Winters et
al. 2008, 581-590).
The climate factors, represented by temperature and precipitation, affect the biotic environment
in an area, thereby affecting the rate of WNV through the identified hosts and vectors. As noted
above, many studies have addressed the impact of climate on mosquito and bird populations. In
turn, there is also a pool of literature which investigates the impact of mosquito and bird
populations on human WNV incidence (Mostashari et al. 2001, 261-264; Nash et al. 2001,
1807-1814; Gu et al. 2006, 91-98; Smith, Dushoff, and Mckenzie 2004, 1957-1964; Ruiz et al.
2004, 8-11; Ruiz et al. 2007, 10-11; Theophilides et al. 2006, 103-115; Theophilides et al. 2003,
843-854; Godsey MS Jr FAU - Blackmore, Mark,S. et al. 0607; Eidson et al. 2001, 615; Eidson
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et al. 2001, 662; Kulasekera et al. 2001, 722). These studies generally show the presence of
WNV-positive mosquitoes, identified through mosquito traps, and dead birds are associated with
higher rates of human WNV infection. The behavior of mosquitoes and birds also affects the
biotic environment, in that the feeding patterns of mosquitoes and the migration of certain birds
have been shown to affect the incidence rate of WNV in humans (Smith, Dushoff, and Mckenzie
2004, 1957-1964; Kilpatrick et al. 2006, e82). In that sense, when the biotic environment is
altered by humans, that can be a significant factor. The most obvious example of this is
mosquito abatement efforts, which can significantly impact the presence of mosquitoes and
therefore the infection rate (Gu et al. 2006, 91-98; Ruiz et al. 2004, 8-11; Ruiz et al. 2007, 1011). A well-known method of mosquito control is insecticide spraying. The debate surrounding
these methods questions the overall environmental impact of the chemicals used (Elnaiem et al.
2008, 751-757). Another study investigates the impact of increased coalbed methane gas
extractions in an area, which can create water pools that might lead to increased mosquito
larval habitats (Zou, Miller, and Schmidtmann 2006, 1034-1041). The interaction between
humans and the biotic environment are somewhat difficult to separate completely from the other
vertices of the human ecology of disease triangle, but have been shown to be significant in
identifying risk factors of higher WNV infection rates.
Other physical or natural environmental factors that have been shown to affect the incidence of
WNV include proximity to water, amount of vegetation cover, slope of land, elevation (Brown et
al. 2008, 1539+; Gibbs et al. 2006, 73-82; Winters et al. 2008, 581-590; DeGroote et al. 2008,
1-16; Reisen 0218; Reisen et al. 2006, 344-355; Reisen, Fang, and Martinez 2006, 309-317;
Ozdenerol, Bialkowska-Jelinska, and Taff 2008, 1-12; Crowder et al. 2013, e55006; Crowder et
al. 2013, e55006; Liu et al. 2009, 67-76; Ruiz et al. 2004, 8-11; Ruiz et al. 2007, 10-11; Nolan et
al. 2012, 1-5; Brownstein et al. 2002, 157-164; Chuang et al. 2011, 669-679; Cooke, Grala, and
Wallis 2006, 36-54; Cooke, Grala, and Wallis 2006, 36-54). These studies have shown that
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certain landscape features are significant in determining WNV infection rates. Vegetation cover
has consistently been found to be an important factor. Especially in urban areas, vegetation has
been shown to have a positive association with human cases (Brownstein et al. 2002, 157-164),
while in inner suburbs a more moderate vegetation cover leads to higher rates of WNV (Ruiz et
al. 2004, 8-11; Ruiz et al. 2007, 10-11). The presence or proximity to water and wetlands, as
well as stream density, has also been identified as a contributing factor, usually associated with
mosquito breeding habitats. This was further specified by noting that proximity to slow-moving
water was associated with higher rates of infection, especially in areas where vegetation lines
the water, whereas living near fast-moving water decreases the odds of contracting WNV
(Nolan et al. 2012, 1-5). Other specific landscape features associated with higher rates of WNV
are rural land cover (Chuang et al. 2011, 669-679), orchard habitats (Crowder et al. 2013,
e55006), less forest cover (Brown et al. 2008, 1539+), and rural agricultural settings (DeGroote
et al. 2008, 1-16).
The built environment has also been shown to have an impact on the incidence rates of West
Nile Virus through previous studies (Gibbs et al. 2006, 73-82; DeGroote et al. 2008, 1-16;
Ozdenerol, Bialkowska-Jelinska, and Taff 2008, 1-12; Ruiz et al. 2004, 8-11; Ruiz et al. 2007,
10-11; Cooke, Grala, and Wallis 2006, 36-54; Su T FAU - Webb, James, P. et al. 0805; Han et
al. 1999, 230; Harrigan et al. 2010, e15437; Gibney et al. 2012, 895-901). These factors range
from large-scale public works to neighborhood upkeep, and can impact multiple stages of
disease transmission. Significant features include underground storm drainage systems from
landscaping curbs (Su T FAU - Webb, James,P. et al. 0805), which can lead to larger mosquito
populations; road density (DeGroote et al. 2008, 1-16; Cooke, Grala, and Wallis 2006, 36-54),
which can lead to standing pools of water or be correlated with vegetation cover; housing
density (Gibbs et al. 2006, 73-82); presence of irrigation systems and animal feeding operations
(DeGroote et al. 2008, 1-16); a high percentage of homes being rented or vacant (Ozdenerol,
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Bialkowska-Jelinska, and Taff 2008, 1-12), which could imply poor upkeep and lead to more
mosquito breeding grounds, such as neglected swimming pools or water-holding containers in
the yard (Harrigan et al. 2010, e15437; Gibney et al. 2012, 895-901); the age of housing
(Ozdenerol, Bialkowska-Jelinska, and Taff 2008, 1-12; Ruiz et al. 2004, 8-11; Ruiz et al. 2007,
10-11); and poor maintenance of homes such as basement flooding in apartments (Han et al.
1999, 230). Many of these factors can be included in a broader theme of urbanization, and
indeed the process of urbanization has also been considered as a risk factor (Brown et al. 2008,
1539+). Another study grouped these characteristics into classes to evaluate the different
combinations that may lead to higher risk of infection (Ruiz et al. 2004, 8-11; Ruiz et al. 2007,
10-11), and found that the class identified as the “Inner Suburb”, characterized as having
predominantly 1940-1960 era housing, moderate vegetation cover, and moderate population
density, had the higher case rate.
The last portion of environmental factors is the social environment. This includes characteristics
of the groups, relations, and societies to which people belong (Meade and Emch 2010), and are
closely tied to population factors, but apply to the larger population instead of the individual.
These factors have been shown to contribute to the incidence of West Nile Virus through
population density, race, age, and socio-economic traits of the community (Ozdenerol,
Bialkowska-Jelinska, and Taff 2008, 1-12; Ruiz et al. 2004, 8-11; Ruiz et al. 2007, 10-11;
Harrigan et al. 2010, e15437). These studies have shown that higher percent of the population
that is Black or African American and low income correlate positively with WNV infection rates,
though this could be related indirectly due to correlated environmental factors or lifestyle (Ruiz
et al. 2004, 8-11; Ruiz et al. 2007, 10-11).
Population factors
Population factors have also been shown to contribute to the incidence of West Nile Virus.
These factors mainly involve the human host, such as genetic predisposition, underlying
13

conditions, and age. In the West Nile Virus literature pool, the most significant risk factor is age.
Though children have been shown to be 4.5 times more likely to be infected, they are 110 times
less likely to contract the more severe West Nile Neuroinvasive Disease (WNND) (Mandalakas
et al. 2005, 1774-1777), other studies have shown a more even distribution of seroprevalence
(Mostashari et al. 2001, 261-264), but in general, advanced age correlates with a higher
prevalence of severe disease (Nolan et al. 2012, 1-5; O'Leary et al. 2004, 61-70; Bode et al.
2005, 1174+; Bode et al. 2006, 1234-1240; HUHN et al. 2005, 768-776; Nolan, Schuermann,
and Murray 2013, 137). Additionally, there appears to be slightly higher rates of infection in
males, rather than females (O'Leary et al. 2004, 61-70; Nolan, Schuermann, and Murray 2013,
137). There are also several underlying conditions that affect the risk of a person contracting
WNV. Studies have shown that diabetes and hypertension are associated with increased risk
(Bode et al. 2005, 1174+; Bode et al. 2006, 1234-1240; Murray et al. 2006, 1325; Lindsey 2012,
179; 179-184; 184), while diabetes, hypertension, chronic renal disease, history of cancer, and
history of alcohol abuse were associated with more severe illness (Murray et al. 2006, 1325;
Lindsey 2012, 179; 179-184; 184).
Population factors are deeply involved in all three vertices of the human ecology of disease
triangle, through the relationship between health and environmental factors, as well as how
personal health impacts one’s behavior.
Behavioral factors
The third group of studies that comprise the human ecology of disease triangle is the group
addressing behavioral factors. This vertex includes belief systems, technology, and perceptions.
Behavior factors interact with the other vertices through the human creation of habitat, activities
resulting in the exposure to hazards, human movement, and control of population
characteristics through customs (Meade and Emch 2010). Because there is no cure for WNV,
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health officials emphasize the importance of prevention, and many of these suggestions are in
the form of behavioral changes.
At the personal level, there are several methods of protective behavior in which an individual
can engage. By instituting at least two methods of protective behavior, one can significantly
lower the risk for infection (Loeb M FAU - Elliott, Susan,J. et al. 0518). These behaviors include
avoiding mosquito problem areas, avoiding going outdoors (especially during evening hours),
wearing long sleeves and pants, using mosquito repellent, and not working or attending school
outside of the home (Mostashari et al. 2001, 261-264; Han et al. 1999, 230; Gibney et al. 2012,
895-901; Loeb M FAU - Elliott, Susan,J. et al. 0518). Behavior factors, tied closely to social
environment factors, have also been explored through awareness and compliance studies
(Averett et al. 2005, 1751+).

Adaptation of the Human Ecology of Disease Triangle for WNV
Based upon the literature review of contributing risk factors, the nature and geographic
distribution of WNV incidence, and the availability of data in the study area, I have addressed
the human ecology of disease triangle through the analysis of the following environmental
factors: temperature, precipitation, land cover, elevation, presence of state parks, population
density, proportion of population that is male and female, median age of population, proportion
of population by race, income, housing density, and occupation of housing units.
One element not typically considered in the human ecology disease triangle is the impact of
policies. Because of the nature of vector-borne diseases, a vertex labeled “Policies” would
create a more complete representation of the factors affecting the rate of incidence. A policy
vertex would also be considered interdependent with the other vertices, and might alter the
interpretation to look as follows.
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Figure 5. Human Ecology of Disease
sease model, adapted for WNV

This data will be investigated through ordinary least squares regression, spatial lag models, and
spatial error models to determine the relationship and effect of these identified risk factors on
the incidence of WNV in Dallas and Houston. The details of data collection and processing, and
the methodology of the analysis will be described in the next chapter.

The spatial analysis of West Nile Virus
While much of the literature surrounding West Nile Virus examines the factors tthat
hat contribute to
its presence, there is a growing field of literature about the study of West Nile Virus through
spatial statistics and geographic information systems. Because of the difficulty of prediction in
the future of West Nile Virus (Petersen and Fischer 2012, 1281
1281-1284),, it is generally agreed that
better systems of tracking and addressing it as a public health concern are of vital importance.
There have been several studies that examine the use of geographic
aphic information systems in
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order to visualize data in a timely way. The CDC collects this data for the entire country and
presents it online for the public to access (Anonymous2010; Centers for 2005). The use of realtime data adds the benefit of sharing information immediately among public health officials and
the public in order to better prepare for a potentially heightened exposure risk (Gosselin et al.
2005, 21-12). Using temporal data also appears to be critical in effectively predicting risk of
infection, and has been organized into a Nearest Neighbor Distance Time Model (Ghosh,
Manson, and McMaster 2010, 149+) and the Dynamic Continuous-Area Space-Time system
(Theophilides et al. 2006, 103-115; Theophilides et al. 2003, 843-854), in order to better
understand the risk of exposure in areas where host, vector, and reservoir are in close
proximity. However, it is also acknowledged that no single spatial statistical model produces an
adequate outcome with any consistency (Griffith 2005, 18-14), so these models must be
constantly modified and updated with changing factors. Lastly, there are some drawbacks to
using GIS to visualize the risk of WNV infection (Kitron 2000, 324-325). While GIS can provide a
clear visualization of a large amount of data, it can also be used to mask a lack of data across
areas with boundaries that may be arbitrary in determining actual risk.
Because of these concerns, it is important to apply the methods and models put forward in
previous studies to data collected in the 2012 outbreak of West Nile Virus. The changing nature
of the disease and the contributing factors provide an opportunity to increase our understanding
of the risk of infection by investigating the patterns more deeply, and in the hopes of better
addressing West Nile Virus as a public health concern.
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III.

Data and Methods

This chapter will review the data and methods used in the thesis. It will begin with a review of
the study area, and the dependent and independent variables, and then discuss the process
used to develop an appropriate model.

Study area
The study area for this research was defined as the metropolitan areas of Dallas and Houston,
in the state of Texas. It is a topographically diverse state, ranging from nearly 9,000 feet in
elevation in the west, to near- or below-sea level in the east along the Gulf Coast, and covers
over 265,000 square miles. There are four principal physical regions of Texas, including the Gulf
Coastal Plains, the Interior Lowlands, the Great Plains, and the Basin & Range Province. These
regions range from hilly and wooded to arid and dry. The southern border of Texas is defined
by the Rio Grande, while the northern border connects Texas with New Mexico, Oklahoma,
Arkansas, and Louisiana (Texas State Historical Association).
As of 2012, the Texas Department of State Health Services projects a total population of over
26,000,000 residents, over 20,000,000 of which identify as either White or Hispanic, and
23,000,000 of which live in metropolitan areas. Houston and Dallas metropolitan areas are by
far the largest.
Dallas and Tarrant counties have a combined population of over 4,600,000, making it slightly
larger than Harris County, which includes the city of Houston, which has a population of
4,500,000. The two cities lie approximately 230 miles apart, in the eastern half of the state.
While Houston has a larger population in the city limits, Dallas and Tarrant counties include the
cities of Dallas, Fort Worth, and Arlington. The Dallas area covers a slightly larger area of land.
Both areas fall in the Gulf Coastal Plains region of Texas.
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Figure 6. Map of Texas, with study areas highlighted
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Figure 7. Dallas study area, including 161 ZIP codes included in study
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Figure 8. Houston study area, including 140 ZIP codes included in study

The unit of analysis used in this study is the United States Postal Service ZIP code. The Texas
Department of State Health Services, in order to anonymize patient data, reports only the ZIP
code in which a patient resides as the geographic location. The ZIP codes used were defined by
ESRI Business Analyst, an extension of ESRI ArcGIS that combines demographic and business
data based on the US decennial census data. There are 1,889 ZIP codes in the state of Texas.
Because of the nature of ZIP codes, some are unique to a single high-volume building or mail
recipient and are therefore small in spatial area, whereas ZIP codes in more rural areas can
cover 5,000 square miles.
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In urban areas however, there is a much smaller range of area. Within the Dallas area, which for
this study includes Dallas and Tarrant counties, there are 161 ZIP codes intersecting the outer
boundary, and the largest is 152 square miles. In the Houston area, which includes 140 ZIP
codes intersecting the Harris county boundary, the largest is 203 square miles.

Dependent Variable
The dependent variable in this study is the incidence rate of West Nile Virus in a given ZIP
code. Of over 5,000 cases of West Nile Virus reported nation-wide to the Center for Disease
Control (CDC) for the year 2012, over 1,800 were located in Texas, and the majority of those
were in the Dallas area (Petersen and Fischer 2012, 1281-1284). West Nile Virus is included in
the National Notifiable Diseases Surveillance System, which is administered by the CDC, and
supports the surveillance of infectious diseases. These numbers represent a significant leap
over 2011, which had 712 cases confirmed in the United States, and only 27 in the state of
Texas. Since WNV first appeared in Texas in 2002, yearly case numbers ranged from 27 in
2011 to 720 in 2003, when there was a significant nation-wide outbreak. This shows an
alarming increase of West Nile Virus in the state of Texas, and warrants further investigation
into the risk factors involved.
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Figure 9. Annual cases of WNV in Texas, 2002-2012. Source: CDC

The original data was collected by the Texas Department of State Health Services in the form of
a list of reported patients for the year 2012 as of February 4, 2013, and was estimated to be
within 2-3% of the full total. This data is collected from regional and local health departments,
and reported to the state and then the CDC. There were 1,846 cases included in the data, 1,819
of which had exact ZIP codes assigned to them and could therefore be used in this study. Each
patient record included a unique identifier, the city, ZIP code and county in which the patient
resided. Other information provided included health region, date of onset, age of patient at date
of onset, birth date of patient, sex of patient, race of patient, and diagnosis. Of the confirmed
cases of West Nile Virus in Texas with full information provided, 827 (45%) were female, 992
(55%) were male, and 1,515 (83%) were identified as White. Of the cases reported, 830 (46%)
were diagnosed as West Nile Fever, and 989 (54%) were classified as West Nile Neuroinvasive
Disease. Within each gender, the severity was split approximately evenly, as well as within
patients identified as White. Of the 1,819 cases, over 1,400 were in patients above the age of
40, and there were 25 cases in patients under the age of 10. In patients below 70 years of age,
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most cases presented as West Nile Fever, whereas in patients above 70 years of age, most
cases had progressed to West Nile Neuroinvasive Disease.
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Figure 10. WNV cases in Texas, 2012, by age range

Patient numbers were aggregated by ZIP code for use in this research, and the incidence rate
for each ZIP code was calculated by dividing the number of cases by the total population in the
ZIP code and then multiplied by 100,000.
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Figure 11. WNV incidence rate in Texas, by ZIP code
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Figure 12. Incidence rates for Dallas study area, by ZIP code
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Figure 13. Incidence rates in Houston study area, by ZIP code

Independent Variables
The risk factors included in this analysis are encompassed by the environmental vertex of the
human ecology of disease triangle. The variables chosen to represent the natural environment
included weather data, land cover, elevation, and number of state parks. Monthly weather
variables were then reported through precipitation, average temperature, maximum and
minimum temperature, and heating and cooling degree days. The social environment was
represented by population density, proportion of population that is male and female, median age
of population, proportion of population by race, and income. The built environment variables
included housing density and occupation of housing units.
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Category
Environment Social
Environment Social
Environment Social
Environment Social
Environment Social
Environment Social
Environment Social
Environment Social
Environment Social
Environment Social
Environment Social
Environment Social
Environment Social
Environment Social
Environment Social
Environment Social
Environment Social

Risk Factor

Data
Format

Total population

Vector

Population Density
Median age of
Population

Vector

Male (% of population)
Median age of Male
Population
Female (% of
population)
Median age of Female
Population
White (% of
population)
Black (% of
population)
American Indian (% of
population)
Asian (% of
population)
Pacific Islander (% of
population)
Other race (% of
population)
Hispanic (% of
population)
Median Household
Income
Average Household
Income

Vector

Per Capita Income

Vector

Vector

Vector
Vector
Vector
Vector
Vector
Vector
Vector
Vector
Vector
Vector
Vector
Vector

Source
ESRI Business
Analyst
ESRI Business
Analyst
ESRI Business
Analyst
ESRI Business
Analyst
ESRI Business
Analyst
ESRI Business
Analyst
ESRI Business
Analyst
ESRI Business
Analyst
ESRI Business
Analyst
ESRI Business
Analyst
ESRI Business
Analyst
ESRI Business
Analyst
ESRI Business
Analyst
ESRI Business
Analyst
ESRI Business
Analyst
ESRI Business
Analyst
ESRI Business
Analyst

Expected
Relationship
positive
positive
positive
positive
positive
negative
positive
positive
negative
negative
negative
negative
negative
positive
negative
negative
negative

Figure 14. Social Environment variables
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Category
Environment Built

Data
Format

Risk Factor

Environment Built

Total housing units
Housing occupied by
owner (% of total housing
units)

Vector

Environment Built

Housing occupied by renter
(% of total housing units)

Vector

Environment Built

Vacant housing (% of total
housing units)

Vector

Vector

Source
ESRI
Business
Analyst
ESRI
Business
Analyst
ESRI
Business
Analyst
ESRI
Business
Analyst

Expected
Relationship

positive

negative

positive

positive

Figure 15. Built Environment variables

Category
Environment Natural
Environment Natural
Environment Natural
Environment Natural
Environment Natural
Environment Natural
Environment Natural
Environment Natural
Environment Natural
Environment Natural
Environment Natural
Environment Natural

Risk Factor
Water (% of total
area)
Developed land (%
of total area)
Barren land (% of
total area)
Forest (% of total
area)
Shrub (% of total
area)
Herbaceous (% of
total area)
Cultivated land (%
of total area)
Wetlands (% of total
area)
Number of state
parks in ZIP code
Average elevation of
ZIP code
Range of elevation
of ZIP code
Total inches of
precipitation in each

Data
Format

Raster

Source
National Land Cover
Dataset (2006)
National Land Cover
Dataset (2006)
National Land Cover
Dataset (2006)
National Land Cover
Dataset (2006)
National Land Cover
Dataset (2006)
National Land Cover
Dataset (2006)
National Land Cover
Dataset (2006)
National Land Cover
Dataset (2006)
Texas Parks and Wildlife
Department
Texas Natural Resources
Information System
Texas Natural Resources
Information System

Raster

NOAA

Raster
Raster
Raster
Raster
Raster
Raster
Raster
Raster
Raster
Raster

Expected
Relationship
positive
positive
negative
positive
negative
negative
positive
positive
positive
negative
negative
varies by
month
29

month

Environment Natural
Environment Natural
Environment Natural
Environment Natural
Environment Natural

Average
temperature in each
month
Maximum
temperature in each
month
Minimum
temperature in each
month
Number of heating
degree days in each
month
Number of cooling
degree days in each
month

Raster

Raster

Raster

Raster

Raster

NOAA

varies by
month

NOAA

varies by
month

NOAA

varies by
month

NOAA

varies by
month

NOAA

varies by
month

Figure 16. Natural Environment variables

Category Risk Factor

Policy

Aerial
spraying
(Y/N)

Data
Format

Source

Expected
Relationship

Vector

DallasCityHall.com, Harris County
Public Health & Environmental
Services

negative

Figure 17. Policy variable

The weather data was obtained from land-based weather stations as reported to the National
Climate Data Center (NCDC) at the National Oceanic and Atmospheric Administration (NOAA).
The data used were part of the Quality Controlled Local Climatological Dataset (QCLCD), and
included 93 land-based weather stations in Texas, though not all stations had complete data for
all six weather variables considered in this research. For each weather station, a monthly value
was recorded for the water equivalent of precipitation in inches, average temperature, maximum
temperature, minimum temperature, and heating and cooling degree days. After all values were
collected, the 93 weather stations were plotted by using latitude and longitude coordinates, then
a raster surface was interpolated using the Inverse Distance Weighted technique. The ZIP code
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shapefile provided by ESRI Business Analyst was used in the Tabulate Area tool, in order to
find the mean value of each variable for each ZIP code. All interpolations, raster processing,
and area tabulations were done in ESRI ArcGIS 10.1.
The following table shows the average value for each weather variable across all 161 ZIP codes
in Dallas and 140 ZIP codes in Houston for each month of 2012.

Variable

Dallas

Houston

January precipitation

6.1

4.4

February precipitation

2.0

4.8

March precipitation

5.7

5.3

April precipitation

2.4

2.4

May precipitation

1.9

4.9

June precipitation

1.7

3.6

July precipitation

0.8

6.1

August precipitation

3.8

3.3

September precipitation

2.8

3.5

October precipitation

0.9

0.9

November precipitation

0.1

0.7

December precipitation

1.8

3.6

January average temperature

50.0

58.5

February average temperature

52.0

59.9

March average temperature

64.2

68.7

April average temperature

70.0

73.2

May average temperature

77.4

78.3

June average temperature

85.3

83.3

July average temperature

87.4

82.7

August average temperature

86.0

85.4

September average temperature

79.4

79.5

October average temperature

66.2

70.7

November average temperature

58.8

63.2

December average temperature

48.5

59.1

January maximum temperature

79.3

79.7

February maximum temperature

81.7

82.1
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March maximum temperature

84.0

85.2

April maximum temperature

89.2

87.0

May maximum temperature

95.8

93.3

June maximum temperature

105.2

102.3

July maximum temperature

107.4

95.9

August maximum temperature

107.2

98.8

September maximum temperature

104.1

96.6

October maximum temperature

88.6

89.4

November maximum temperature

87.4

87.2

December maximum temperature

82.3

83.7

January minimum temperature

25.7

29.2

February minimum temperature

26.5

35.0

March minimum temperature

36.8

40.8

April minimum temperature

45.9

50.9

May minimum temperature

56.6

62.7

June minimum temperature

59.3

68.3

July minimum temperature

70.5

71.3

August minimum temperature

63.8

72.3

September minimum temperature

54.9

58.9

October minimum temperature

34.4

41.2

November minimum temperature

31.2

39.0

December minimum temperature

20.4

29.9

January heating days

460.4

216.0

February heating days

375.0

192.2

March heating days

109.4

42.7

April heating days

13.8

0.7

May heating days

0.0

0.0

June heating days

1.3

0.0

July heating days

0.2

0.0

August heating days

2.8

0.0

September heating days

0.1

0.0

October heating days

110.3

42.7

November heating days

216.0

120.9

December heating days

451.6

243.4

January cooling days

2.0

26.2

February cooling days

6.8

49.9
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March cooling days

90.2

164.7

April cooling days

171.0

255.2

May cooling days

391.5

412.2

June cooling days

571.4

555.5

July cooling days

701.5

555.9

August cooling days

654.1

636.4

September cooling days

437.5

440.4

October cooling days

152.7

219.0

November cooling days

37.0

79.7

December cooling days

26.4

74.5

Figure 18. Mean value for each weather variable, by month 2012

Heating days, as reported in the NCDC QCLCD, are defined as the sum of negative differences
between the mean daily temperature (calculated by averaging the daily maximum and minimum
temperatures) and a base of 65 degrees Fahrenheit. This is a measure of energy demand. The
following table shows the average number of heating days per month across all 1,889 ZIP
codes in Texas, the lowest value, and the highest value for each month of 2012, and the same
data for Dallas and Houston.
Cooling days, being the inverse of heating days, are the sum of positive differences between the
mean daily temperature and a base of 65 degrees Fahrenheit. The following table shows the
average number of cooling days per month across all 1,889 ZIP codes in Texas, the lowest
value, and the highest value for each month of 2012, and the same data for Dallas and
Houston.
The weather variables were collected from the following number of stations.

Variable
Precipitation
Average temperature

Number of
stations
86
61
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Maximum temperature
Minimum temperature
Heating Days
Cooling Days

93
93
63
63

Figure 19. Number of stations each weather variable was collected from

The natural environment is also represented in this research through a measure of land cover.
The data used for this variable was obtained from the National Land Cover Database (NLCD)
2006. This is the most current land cover data available for the study region. The NLCD 2006
uses 16 classes applied at a resolution of 30 meters. The 16 classes can be grouped into the
following eight groups, which were used in this study: water, including open water and perennial
ice or snow; developed, including developed, open space and developed, low-, medium-, and
high-density; barren; forest, including deciduous forest, evergreen forest, and mixed forest;
shrubland; herbaceous, including grassland, sedge, lichens, and moss; planted/cultivated,
including pasture and hay and cultivated crops; and wetlands, including woody wetlands and
emergent herbaceous wetlands (US Department of the Interior and US Geological Survey
2013).
The original raster data sets were downloaded to cover the study area and then reclassified
from 16 classes to eight, as laid out above. The ESRI Business Analyst ZIP code shapefile was
used to calculate Zonal Statistics, giving an output table of percentage of each ZIP code
covered by each land cover class. The table below shows the average percentages calculated
for each 161 ZIP codes in Dallas and 140 ZIP codes in Houston.

Variable
Water
Developed Land
Barren Land

Dallas
Houston
0.50
1.15
11.91
62.56
0.39
0.19
34

Forest
Shrub
Herbaceous Land
Cultivated Land
Wetland

9.95
23.55
18.19
31.29
4.23

7.67
0.88
15.54
9.97
2.04

Figure 20. Average percent of land covered by different land cover types

The last natural environmental factor used in this research was elevation. Both average
elevation and elevation range for each ZIP code were included. This data was collected from
the Texas Natural Resource Information System, part of the Texas Water Development Board.
This dataset was originally part of the National Elevation Data (NED), but already cropped for
the boundary of Texas. The NED is a raster data set created by the U.S. Geological Survey
aimed at providing accurate elevation data at a resolution of one arc-second, or approximately
30 meters (US Department of the Interior and US Geological Survey 2006). For this research,
the Zonal Statistics tool was used again in order to determine the average, the maximum and
minimum, and therefore the range of elevation for each of the 161 ZIP codes in Dallas and 140
ZIP codes in Houston.
Variable

Dallas

Houston

Average Elevation

577.30

70.20

Elevation Range

125.08

33.94

Figure 21. Mean elevation values

The social and built environments are also represented in this research through several
variables. In order to consider the effect of the built environment, housing data from ESRI
Business Analyst was included. For each ZIP code, housing density, the percentage of homes
occupied by owner, the percentage occupied by renters, and the percentage left vacant were
included as possible contributing factors to the incidence rate of West Nile Virus. These
35

characteristics can contribute to how the built environment is cared for and to factors of
neighborhood maintenance. The social environment factors include population density; the
gender breakdown of the population; the median age of the population; the percentage of the
population identified as white, black, and Hispanic; and the median household income for each
ZIP code. The data included in ESRI Business Analyst were tested in a blind study against other
data vendors and found to be the most accurate information available (ESRI 2012). It is based
on projections from the 2010 US decennial census.
Variable
Total Population
Population Density
Median Age
Percent Male
Median Male Age
Percent Female
Median Female Age
Percent White
Percent Black
Percent American Indian
Percent Asia
Percent Pacific Islander
Percent Other Race
Percent Hispanic
Median Household Income
Average Household Income
Per Capita Income
Total Housing Units
Percent Owner-occupied housing
Percent Renter-occupied housing
Percent Vacant housing

Dallas
Houston
29179.54
32374.15
3108.47
3668.21
33.85
33.19
49.60
50.04
33.04
32.38
50.40
49.96
34.56
33.97
60.93
56.89
18.79
19.88
0.68
0.65
4.72
5.64
0.10
0.06
11.95
13.86
30.61
39.47
55538.55
51925.27
72358.65
68475.43
28126.02
25773.31
11593.32
12556.52
52.59
51.89
38.53
37.70
8.88
10.41

Figure 22. Mean values for demographic and socioeconomic variables

Methods
The following methods were used in order to develop an appropriate model for explaining the
difference in West Nile incidence rates among ZIP codes in Dallas and Houston.
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Analyzing the incidence of West Nile Virus
In order to see the spatial distribution of incidence rates across the state of Texas, a hot spot
analysis was run in ArcGIS, which uses the Global Moran’s I statistic. The specification of the
hot spot analysis technique is as follows. First, because of the nature of ZIP code shapes and
sizes in the state, the zone of indifference method was used to conceptualize the spatial
relationships. In this method, neighboring features inside the specified distance threshold
receive a weight of 1, while past this distance the influence of neighboring features diminishes
with distance. To determine an appropriate threshold, the Spatial Autocorrelation tool was run at
5,000 meter intervals starting at 5,000 meters across the state of Texas. There was drop in the
z-score at a threshold of 95,000 meters, which was chosen as the critical distance threshold.
The hot spot analysis tool uses the Getis-Ord Gi* statistic in order to identify statistically
significant hot and cold spots, or clusters of high and low values, respectively. This analysis
identified a significantly hot spot in the Dallas area. In contrast, the Houston area was identified
as a significantly cold spot. This led to the two areas being the focus of this research.
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Figure 23. Hot Spot Analysis for Texas, 2012

A similar process was run on both the smaller study areas to explore the spatial distribution of
incidence rates in each area. The Spatial Autocorrelation tool was run at 500 meter intervals,
starting at 3,000 meters for both Dallas and Houston, until an appropriate threshold was
determined. For the Dallas ZIP codes, a threshold of 8,500 meters was chosen. In Houston, the
threshold chosen was 6,500 meters. These same thresholds were used with the zone of
indifference method in the Hot Spot Analysis.
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Figure 24. Hot Spot Analysis for Dallas study area
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Figure 25. Hot Spot Analysis for Houston study area

Following that, further explorations of the incidence rate were run in SPSS.
The incidence rates of West Nile Virus across ZIP codes in Dallas showed a Pearson skewness
coefficient of 1.50, and there were 21 ZIP codes with zero cases of WNV. In Houston, the
Pearson skewness coefficient was 2.198, and there were 89 ZIP codes with zero cases of
WNV. Because of this positive skew, the log of each incidence rate was taken, creating a more
normal distribution to use in the model.
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Figure 26. Dallas incidence frequency
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Figure 27. Dallas log of incidence frequency
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Figure 28. Houston incidence frequency
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Figure 29. Houston log of incidence frequency
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Model Selection
Once all the independent variables were processed as listed above, the following steps were
taken to develop an appropriate model for explaining the difference in West Nile Virus incidence
rates among ZIP codes in Dallas and Houston. The same process was used for each of the
study areas.
There were a total of 105 variables for each study area. Initially, the Pearson correlation
coefficient was calculated for each pair of independent variables using SPSS. Pairs which had a
coefficient of 0.8 or higher were identified and one variable removed from each pair. This
addressed concerns regarding multicollinearity in the independent variables.
Next, an Ordinary Least Squares regression was run on the subset of uncorrelated variables.
However, this produced low adjusted R-squared values. Given the nature of the independent
variables, which could be spatially autocorrelated, other regression models were tested to check
for improved performance. GeoDa, an open-source software designed for geospatial analysis,
was used to test a Spatial Lag Model and a Spatial Error Model. GeoDa uses ESRI’s shapefile
structure, so the same Business Analyst data was used in this software. For spatial analysis in
GeoDa, an appropriate weights file must be created. For this study, a queen weights matrix was
used, so that all surrounding ZIP codes, including those connected at a vertex, are used to
define a location’s neighbor. The Spatial Lag Model incorporates a spatially lagged dependent
variable, which can assess the existence and strength of spatial interaction among neighbors
(Anselin 1999). The Spatial Error Model assumes that the errors of a model are spatially
correlated, so that the model’s shortcomings in one location are similar to its shortcomings in
the neighbors of that location (Anselin 1999).
However, both of these tests showed low R-squared values and very low spatial autocorrelation
values, indicating other regression models would provide better results.
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Because of the relatively low number of ZIP codes, compared to the number of independent
variables used in the model, the low R-squared value potentially resulted from an inappropriate
feature or independent variable selection. The statistical software R was used to perform a
leaps function on the independent variables. By using an efficient branch-and-bound algorithm,
the function searches for the best subsets of the independent variables for predicting the
dependent variable (Venables, Smith, and the R Core Team 2013). This method produced the
following subsets of variables to explain the differences in the log of WNV incidence in each
metropolitan area.
Dallas

Houston

Population Density

Population Density

Median Age

Median Age

Percent Black

Percent Black

Percent Hispanic

Percent Hispanic

Percent Vacant

Percent Vacant

Percent Water

Percent Water

Percent Developed

Percent Wetland

Average Elevation

Park count

March min temp

January maximum temp

May max temp

February precipitation

May heating days

March precipitation

June max temp

April precipitation

June heating days

June maximum temp

July precipitation

August precipitation
August maximum temp

Figure 30. Final set of variables for each study area

Model Interpretation
The results of this spatial analysis will also be compared to the spatial patterns found in known
health disparity indicators. Many of the known risk factors of West Nile Virus are also
considered health disparity indicators, such as age, race, and income. A hot spot analysis will
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be run with the same parameters as the incidence rates on each of the health disparity
indicators to identify any similarities.
Based upon the data, processing, and methodology described in this chapter, the next chapter
will describe the results in detail.
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IV.

Results

Based on the methodology laid out in the previous chapter, this chapter describes the results in
detail.

Hot Spot Analysis
After identifying Dallas and Houston as significantly hot and cold spots, respectively, of
incidence of West Nile Virus in Texas, the same analysis was run within each study area to
identify any potential clusters within those areas. Using the zone of indifference method, and the
thresholds determined by the Spatial Autocorrelation tool (Dallas: 8500 meters, Houston: 6500
meters), significant hot spots were found in both study areas, and significant cold spots in the
Dallas study area only.
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Figure 31. Hot Spot Analysis for Dallas study area
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Figure 32. Hot Spot Analysis for Houston study area

In the Dallas study area, there is a distinct cluster of high incidence values in the northeast
quadrant of Dallas County. This area includes Dallas city limits, as well as the areas of Highland
Park and University Park. There are 24 ZIP codes in this area. There are also two other ZIP
codes with significantly high values in the Dallas study area. They are located in Tarrant County,
and include the cities of Kennedale and Dalworthington Gardens. Of the 26 ZIP codes included
in the Dallas hot spots, the highest incidence rate of 75.8 in ZIP code 75223. Interestingly, a
neighboring ZIP code, 75226, had zero cases of WNV. These were located in the middle of
Dallas. The average incidence rate for these 26 ZIP codes was 34.3 cases per 100,000
residents.
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In the Houston study area, there was no large cluster of high incidence values, but rather seven
groups of one to four ZIP codes with significantly high incidence rates. There were a total of 12
ZIP codes with high incidence rates. Two ZIP codes (77070 and 77068) had no cases of WNV,
but were still considered hot spots. The highest incidence rate in the Houston area hot spots
was 14.5 cases per 100,000 residents. This was in the 77021 ZIP code, which is right in the
middle of the study area, and contiguous with three other ZIP codes considered hot spots. The
average incidence rate for these 12 ZIP codes was 7.2 cases per 100,000 residents.

Correlations and Model Testing
Using SPSS, the Pearson correlation coefficient was determined for each pair of variables.
Because of high levels of multicollinearity in many of the independent variables, this created a
smaller subset of variables to be used to explain the difference in the log of WNV. In the Dallas
study area, this subset consisted of 39 independent variables. In Houston, a subset of 30
uncorrelated variables was chosen. For example, there was significant correlation between the
median age of the entire population, and the median age of each gender; there was significant
correlation between the percentage of homes occupied by the owner, and those occupied by
renters or that were vacant; and there was significant correlation between many of the climate
variables.
These subsets were then used in an Ordinary Least Squares (OLS) regression, using SPSS.
The resulting adjusted R-squared value for the Dallas area was 0.353 with a standard error of
11.68. In the Houston area, the adjusted R-squared value was 0.0144 and the standard error
was 2.832.
The results showed few variables of significance, as well as high levels of multicollinearity.
The next models considered were the Spatial Lag Model and the Spatial Error Model. First, the
Spatial Lag Model was run on both study areas. The Spatial Lag Model for the Dallas study area
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returned a nearly identical R-squared value as the OLS, and the Akaike Information Criterion
(AIC) value actually increased. It showed no spatial autocorrelation and high multicollinearity
among the 39 variables used in the subset. The Spatial Lag Model for the Houston study area
showed a slightly improved R-squared value, but an identical AIC value. It also showed no
spatial autocorrelation, and high multicollinearity among the 30 variables used in the subset.
These results indicate that the spatial lag model did not improve the model performance and
was not a good fit for the given data.
Next, the Spatial Error Model was run on both study areas. The Spatial Error Model for the
Dallas study area also had disadvantages, resulting in a slightly improved R-squared value over
the OLS model, but a nearly-identical AIC value. Again, there was no spatial autocorrelation,
and high multicollinearity among the variables. The Spatial Error Model for the Houston study
area showed a drop in the AIC value, but no improvement in the R-squared value. The model
diagnostics showed no spatial autocorrelation and high multicollinearity among the variables.
These results indicated that the Ordinary Least Squares regression model could provide the
best fit, but that the original list of variables was too large and could potentially be improved by
removing more collinear variables and identify a more appropriate set of independent variables.
To find a better subset of variables, the leaps function from the R statistical software package
was used.
For the Dallas study area, a subset of 14 variables was returned. For the Houston study area,
there were 15 variables in the final subset. Both subsets showed comparable or improved
adjusted R-squared values, and statistical significance in the independent variables. Hence
these models were selected as the best fit models.

Final Model
The following models were developed for each study area.
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Dallas
For the Dallas study area, the adjusted R-squared value of this model was 0.4734 and a
standard error of 0.5885. There was statistical significance, and low multicollinearity among the
independent variables. The model for the Dallas area which had the best fit is as follows:
log   









where  equals the incidence of West Nile Virus in a ZIP code,  is the intercept,  … 
represent the coefficients associated with each independent variable

… 

, and

is the error.

Table 1. Dallas OLS model results

Variable

Beta value

Standard Error

t-statistic

Significance

Constant

12.075

8.573

1.409

0.162

Population Density

-0.000023

0.000

-1.627

0.106

Median Age

0.24

0.008

3.064

0.003

Percent Black

-0.008

0.002

-5.019

0.000

Percent Hispanic

-0.004

0.002

-2.416

0.017

Percent Vacant

0.021

0.007

2.884

0.005

Percent Water

0.051

0.031

1.647

0.102

Percent Developed

-0.001

0.001

-1.176

0.242

Average Elevation

0.000

0.000

-0.962

0.338

March min temp

0.98

0.033

2.978

0.003

May max temp

-0.176

0.084

-2.103

0.037

May heating days

-4.495

1.316

-3.415

0.001

June max temp

0.023

0.016

1.685

0.169

June heating days

0.148

0.054

2.733

0.007

July precipitation

-0.843

0.237

-3.556

0.001
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Houston
For the Houston study area, the adjusted R-squared value of this model was 0.5956 and a
standard error of 0.1699. There was statistical significance, though still had multicollinearity
among some independent variables. The model for the Houston area which had the best fit is as
follows:
log   









where  equals the incidence of West Nile Virus in a ZIP code,  is the intercept,  … 
represent the coefficients associated with each independent variable

 …  ,

and

is the error.

Table 2. Houston OLS model results

Variable

Beta value

Standard Error

t-statistic

Significance

Constant

-56.646

56.762

-1.051

0.301

Population Density

-0.000048

0.000

-3.142

0.003

Median Age

0.040

0.011

3.552

0.001

Percent Black

0.004

0.003

1.330

0.192

Percent Hispanic

0.002

0.002

1.075

0.290

Percent Vacant

0.021

0.009

2.431

0.020

Percent Water

0.017

0.010

1.680

0.102

Percent Wetland

0.010

0.003

3.075

0.004

Park count

-0.625

0.223

-2.807

0.008

January max temp

-1.860

0.676

-2.752

0.009

February

-0.800

0.281

-2.847

0.007

precipitation
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March precipitation

2.067

0.837

2.471

0.019

April precipitation

-2.328

0.815

-2.857

0.007

June max temp

-0.022

0.021

-1.054

0.299

August precipitation 1.128

0.384

2.936

0.006

August max temp

0.654

3.162

0.003

2.067

A discussion of these results will follow in the next chapter.

53

V.

Discussion and Conclusion

This chapter will review and discuss the following research questions presented in the
introduction to this thesis and address each answer.
1) In 2012, what was the spatial distribution of West Nile Virus in Texas?
2) Were areas of high or low incidence clustered with known health disparity indicators?
3) What natural, built, and social environmental or policy factors affect the incidence rate of
WNV in Dallas and Houston?
This is followed by a brief discussion of challenges to WNV prevention and control, and a
conclusion including limitations and future research.

Spatial Distribution of West Nile Virus and Health Disparity Indicators
Research questions 1 and 2 were addressed in the following manner. During the course of this
research, as noted, one method of exploring the spatial distribution of WNV incidence rates was
through the presence of hot spots, or clusters of high incidence rates. As noted in the previous
chapter, the spatial distribution of West Nile Virus showed a cluster of high incidence rates in
the Dallas area, and a cluster of low incidence rates in the Houston area. The distribution within
each study area was also investigated, and then compared with higher proportions of other
known health disparity indicators. These included age, race, and socioeconomic status (Adler
and Newman 2002, 60-76; Braveman et al. 2010, - S186; Carter-Pokras and Baquet 2002, 426;
Krieger et al. 2003, 1655). These disparities can be defined as any difference in health outcome
due to these underlying factors. Socioeconomic status has been shown to be a determinant of
health care, environmental exposure, and health behavior (Adler and Newman 2002, 60-76),
tying it closely to the human ecology of disease triangle and therefore also to the incidence of
West Nile Virus. For each study area, the hot spot analysis was run on the percentage of the
population above 70 years old, the percentage of the population under 10, the percentage of the
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population that is female, the percentage of the population identified as black, the percentage of
the population identified as Hispanic, the percentage of homes occupied by renters, and the
median income of a given ZIP code. While the data is the same as what was included in the
model, this was another way of interpreting the relationships.
In the Dallas study area, there is a distinct cluster of high incidence values in the northeast
quadrant of Dallas County. Of the health disparity indicators, there is some overlap with a
cluster of ZIP codes that have a high percentage of the population over 70 years old, but there
is another cluster of an older population in Tarrant County that did not have a significant
clustering of high West Nile Virus incidence rates. The age cut-off of 70 years old was because
over the age of 70 was when the majority of reported cases were neuroinvasive disease, rather
than West Nile Fever. The only other factor that showed a visual correlation with the cluster of
high West Nile Virus incidence rates was the percentage of renter-occupied homes. There is a
large area of high rates of renters in the northern half of Dallas County. This aligns with the
literature on urban dwelling patterns, and could be associated with the correlation between
home ownership and home maintenance (Dietz and Haurin 2003, 401-450).
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Figure 33. Hot Spot Analysis for Dallas study area - population over 70 years old
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Figure 34. Hot Spot Analysis for Dallas study area - renter-occupied homes

In the Houston area, the hot spots of high West Nile Virus incidence rates are much more
dispersed, rather than one contiguous cluster. The indicators of health disparities showed
expected patterns, but none correlated visually with the WNV hot spot areas. Interestingly, there
were no statistical “cold” spots, or clusters of low values, in Houston, implying a more even
distribution in general.

Significant Factors in Determining WNV Incidence
The following subsections will address research question 3 by discussing the factors which were
found to be significant in determining the incidence rate of WNV in each of the study areas.
57

Dallas
Based on the model developed for the Dallas study area through the previously-described
research methods, there were several explanatory variables that were significant at the level of
p = 0.005. However, some of these had a very weak influence on the incidence of West Nile
Virus, or in other words, their coefficient values were small. This included the percent of the
population identified as black and the percent of homes that were vacant. Other variables had a
stronger effect on the incidence rate of West Nile Virus. The factor with the strongest influence
was the number of May heating degree days, which was negatively correlated with incidence.
This means that as the number of May heating degree days increased, the incidence of WNV
decreased. This could imply that a cooler late spring led to lower rates of WNV, perhaps
because of the impact on mosquito populations. Another factor that had a significant impact on
the incidence of WNV was the average amount of precipitation in July. It was also negatively
correlated with incidence, though not as strongly. Two variables that were positively correlated
at a significant level with WNV incidence rates were the median age of the population and the
average minimum temperature in March. These also align with the literature in that as the
median age of a community increases, so does the incidence rate of WNV, and a warmer
average minimum temperature in early spring could lead to higher numbers of mosquitoes and
therefore higher rates of incidence of WNV. Of these variables, age, race, and home ownership
are considered indicators of health disparities.
Houston
The model for the Houston study area had many of the same variables in it with some key
differences to the model for the Dallas study area. In terms of significant variables, median age
was also a factor in Houston, but the effect of the median age, though positive, was miniscule.
The population density and the percentage of the ZIP code classified as “wetland” were also
significant, but with very little influence on the incidence rate. The only variable that was
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statistically significant with a noticeable impact was the average maximum temperature
recorded for August. This had a positive correlation with WNV incidence rates, so as the
maximum temperature increased, so did the incidence rate. By looking at variables that were
significant at the 0.01 level, there were four others that had a large impact on the incidence rate
of WNV. The average minimum temperature in January was negatively correlated with WNV
incidence rates, which was unexpected. The average amount of precipitation in April was also
negatively correlated with WNV incidence rates, which means a drier April leads to higher rates
of WNV incidence. The average amount of precipitation in August is positively correlated with
WNV incidence. Both of these agree with what the literature has put forward.
Temporal Effects of Weather
The temporal aspect of an outbreak of West Nile Virus is another critical consideration in
determining contributing factors of high incidence rates. As previously discussed, the literature
has addressed some of the spatio-temporal effects of weather on dead birds and human cases.
While this study did not directly include a temporal aspect, it is important to acknowledge its
potential effect, seeing as precipitation during a specific month was noted as a significant factor
in each study area. Therefore, the timing of the cases may also be impacted by that factor.
Specifically in 2012, the drought that affected much of the United States, including Texas, may
have affected the mosquito population or the rate of WNV incidence. The difference between
2012 and the 30-year average precipitation amounts may have contributed to the dramatic
increase in the 2012 incidence rates over previous years. The relationship between the
incidence rate and the month or previous month’s precipitation amounts may also be of note.
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Figure 35. Dallas precipitation, 2012 and 30-year average
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Figure 36. Dallas WNV Cases and Precipitation, 2012
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Figure 37. Houston precipitation, 2012 and 30-year average

Houston WNV Cases and Precipitation, 2012
60

8
7

50

WNV Cases

40
5
30

4
3

20

Precipitation in inches

6
WNV cases,
2012
Precipitation,
2012

2
10
1
0

0

Figure 38. Houston WNV cases and Precipitation, 2012
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Challenges to Prevention and Control
There are several challenges facing policy-makers when addressing the prevention and control
of West Nile Virus. These include reporting and awareness of the disease, appropriate vectorcontrol policies and concerns regarding these methods, and even the structure of the health
services.
While considering the effect of health disparities on the incidence of West Nile Virus, other
factors that may be also be affected by common health disparities were noted, and recognized
as potentially interdependent. First, because of the prevalence of asymptomatic presentation of
West Nile Virus, it is important to consider the number of cases that are not reported. Second,
this can also be affected by awareness. Public health campaigns which promote awareness of
prevention methods may be amplifying the differences in incidence among different groups. This
plays interdependently with the social environment factors and behavioral factors.
Another factor that is important to examine is the use of mosquito abatement methods. While
ground spraying was used ubiquitously in both study areas during the summer of 2012, aerial
spraying was used more sparingly, typically because of cost. Both Dallas and Houston
employed aerial spraying in small areas. These areas showed no significant difference in
incidence rates, but because the temporal analysis of cases was not included in this research,
there could be unknown effects. This spraying is generally carried out by small aircraft flying low
at night that are usually undetectable. There is some concern regarding the effectiveness and
safety of the insecticides used in this prevention method (Elnaiem et al. 2008, 751-757;
Hemingway et al. 2006, 308-312; Knickerbocker 2012, N.PAG), which contributes to its minimal
usage. Due to the lack of evidence of a significant reduction in WNV rates, further research
regarding effective targeting and timing of spraying is necessary.
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Lastly, in Texas, the Department of State Health Services is broken into eleven different health
service regions (Texas Department of State Health Services 2013). Because of the uneven
distribution of West Nile Virus cases across the state, some regions carry a much heavier
burden of disease control than others. In 2012, the region containing the Dallas study area had
over 1,000 cases (or one-fifth of the total) reported, while Region 5, just east of the Dallas
region, had none. There are also localities within Texas where the local health department
provides services, rather than the regional, all of which have separate budgets and concerns to
address.

Conclusion
The 2012 outbreak of West Nile Virus in Texas was far above what has been seen previously in
the state. Because there is no vaccination or cure for the disease, understanding the potential
causes for higher incidence rates can better prepare health officials to address the disease
through effective prevention measures which targeting high risk areas and populations.
Because there are so many potentially influential factors, coming from all three vertices of the
traditional human ecology of disease triangle, the activities involved in controlling West Nile
Virus need to consider all possible angles and adjust for the factors that may have a more
significant impact on the local incidence rates of WNV.
As this study has shown, even comparable cities within a few hundred miles of each other can
still have different driving factors of incidence rates of West Nile Virus, and may need to take
different approaches to controlling future outbreaks. While there are some factors that cannot be
controlled, such as climate, or even nominally controlled, such as elevation, these factors can
be used to help identify potential areas of high incidence rates. Other factors, such as the racial,
age, or socioeconomic characteristics of a community can contribute to developing effective
awareness and treatment campaigns.
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While this research attempted to minimize the effect of limitations, there are several that could
still have impacted the thoroughness of the results. First, within the data, only the ZIP code of
residence is reported. This does not account for where a patient was exposed to West Nile
Virus, which could potentially better correlate with factors associated with mosquito populations.
Also within the data, ZIP codes are not a perfect spatial unit, and while consistency was
maintained throughout by using the ESRI Business Analyst boundaries and socioeconomic
data, it is possible other data did not line up as neatly. Lastly, the considerations of population
and behavioral characteristics of each patient potentially had a strong impact on the risk of
contracting WNV, but were not included in this study because of limitations in the data. While
data was collected at the individual level, because of confidentiality concerns, it was aggregated
to the ZIP code level. Future research could include this individual level of analysis.
These considerations may lead to productive future research possibilities. By looking more
closely at the programs currently in place in each study area, a more complete picture could be
drawn of effective control techniques. Additionally, as this research addressed the
environmental factors in the human ecology of disease triangle, though interconnected with the
other vertices, a survey of current trends in population and behavioral factors could also provide
a more thorough picture of the West Nile Virus risk in Texas.
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