Nowadays with the rapid development of wireless sensor networks, and network traffic monitoring, stream data gradually becomes one of the most popular data models. Stream data is different from the traditional static data. Clustering analysis is an important technology of data mining, so that many researchers pay their attention to the clustering of stream data. In this paper, MSFS(Multiple Species Flocking on Stream) algorithm is proposed. By means of the experimental verification analysis, MSFS algorithm, which is based on biologically inspired computational model, exists higher clustering purity on both the real dataset and the simulation datasets. In other words, the cluster result of MSFS algorithm is better.
Introduction
Recently, with advances in communication and data collection techniques, people receive a large number of real time data at very high rates. In data mining area, there are many techniques but they should be tuned and changed to work in data stream mining. The data stream mining is different from the regular static data mining.
These distinguishing features bring new challenge to stream data processing. Clustering analysis is an important technology of data mining, so that many researchers pay their attention to the clustering of stream data [1] .
In this paper, MSFS algorithm is proposed. It combines MSF model and the DenStream clustering algorithm that is based on density. MSF model is a kind of swarm intelligence model for text clustering, and we take advantage of the feature similarity rule to make MSFS be suitable for data stream clustering.
This article is organized as follows. The second section describes the related word with the proposed algorithm: the DenStream algorithm and the MSF(Multiple Species Flocking) model. Section 3 describes our algorithm. In 4th section, the results of the method on synthetic and real life data sets are presented. At last section, we discuss the advantages of the approach and concludes this article.
Related work
In recently years, many special attentions has been paid towards searching efficient and efficacious methods for clustering data streams [2] .
In 2000, Guha et al proposed a data stream clustering algorithm based on k-means [3] . Callaghan et al proposed an algorithm for real-time data streams called STREAM [4] . In 2003, CluStream was proposed in [4] . It treats the data stream clustering as a dynamic process changing by the time series. And in next year, HPStream was proposed [5] .
Cao et al raised a density-based clustering algorithm called DenStream for evolving data streams that captures synopsis information about the nature of the data stream by using summary statistics [6] . The clustering process is divided into online clustering and offline clustering such like CluStream. In online clustering part, if the density of a cluster is greater than a certain threshold, the algorithm will think of the cluster as potential micro-clusters (p-micro-cluster).On the contrary, the cluster will be treated as an outlier micro-cluster (o-micro-cluster). In the offline part, when the query request arrives, it will deal with the p-micro-cluster and the o-micro-cluster.
Then the result will be output. The process of offline part essentially follows the methods of DBSCAN [7] .
In this paper, MSF model is based on a Flocking clustering algorithm, and
Flocking model is a bionic model. Flocking model was developed by Reynolds and others through the study of birds, group behaviors; it can also be seen as the prototype of PSO proposed in 1995. Cui studied the Flocking model and propose a MSF model that has been applied to text clustering [8] .
But in FlockStream algorithm, the authors Agostino Forestiero et al have also
proposed a rule that does not refer to the rule modified by a fourth principle [9] .
MSFS algorithm
In this algorithm, in addition to the use of the rules of MSF model, taking the difference of agent models into account, we expanded four different agent models:
data agent (on behalf of data points), p micro-cluster Agent (on behalf of the potential core of micro-clusters, that is, potential c-micro-cluster), o micro-cluster agent (on behalf of outlier micro-cluster), c clustering agent (representative of the final cluster). (3) If A is not a data agent, but a p or o agent or agency, when it encounters another P or O agent, if the distance between the corresponding micro-clusters is less than ε, then we can merge them into clustering agent C which has certain similarity. (5)Finally, once having do a merge operation, velocity vector of the agent will be calculated according to MSF rules, then the agent will be adjusted according to four principles.
Experimental results
We employ Java to achieve MSFS algorithm's experimental result. And the computer configuration parameters are like this: the processor is Intel (R) core i3-2120, operating system is Windows 7,and the system memory is 4.00GB.
The experiment is divided into two parts: on real data sets and on synthetic data sets which have some noise data. Real data set is called as KDD CUP99 which is used in KDD (Knowledge Discovery) contest in 1999. It is always employed to analyze the real-time detection of computer attacks in the stream of data clustering mining areas.
In the experiment, we take the advantage of the average purity (purity) to compare clustering quality of clustering algorithm clusters. The clustering purity is defined as follows: In this paper, three artificial datasets DS1, DS2, DS3 are selected for more equitable comparing. A new evolutionary data sets EDS is produced by the method of random selection. In real applications, some unavoidable noise data is generated due to some unexpected reasons. Therefore, we added 5% noise data in the EDS and observed experimental results. The Fig.3 
