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Dans la plupart de problemes reels, la prise de decision depend de plusieurs criteres 
souvent contradictoires. Ainsi, 1'optimisation multiobjectif MOP permet d'identifier les 
meilleurs compromis entre les differents criteres selon la relation de dominance Pareto. 
Dans ce cadre, nous proposons des algorithmes permettant de generer l'ensemble des 
solutions Pareto optimales, appele communement le front Pareto. 
Nous nous interessons aux problemes de type boite noire souvent rencontres en In-
dustrie pour fin de simulation. Les fonctions objectifs decrivant ces boites noires n'ont 
pas une structure specifique pouvant etre exploitee par un algorithme d'optimisation 
s'appuyant sur la notion de derivee. Pour ce faire, nous faisons appel a l'optimisation 
non-lisse. Ainsi, nous proposons des approches qui resolvent une serie de formulations 
mono-objectifs en utilisant l'algorithme de recherche directe MADS. 
Deux algorithmes de resolution sont proposes. Le premier algorithme BIMADS per-
met de generer le front Pareto d'un probleme biobjectif. B IMADS exploite la relation 
d'ordre qui existe dans l'optimisation biobjectif pour generer un ensemble de solu-
tions uniformement reparties a proximite du front Pareto. A defaut de cette relation 
d'ordre, nous proposons 1'algorithme MULTIMADS pour l'optimisation multiobjectif 
generate presentant un nombre quelconque d'objectifs. MULTIMADS produit des solu-
tions verifiant les conditions d'optimalite de premier ordre. 
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Les deux algorithmes sont testes sur des problemes academiques concus pour mettre 
en evidence les difficultes rencontrees en optimisation multiobjectif notamment pour 
les problemes reels. Les tests montrent l'efficacite des algorithmes concernant la proxi-
mite des solutions du front Pareto et la qualite de leur distribution. Nos approches sont 
egalement appliquees pour resoudre des problemes reels. 
D'une part, BIMADS est utilise pour resoudre le probleme de selection de portefeuille 
en finance. Ce probleme comporte trois objectifs : maximiser le retour moyen, minimiser 
la variance et maximiser l'asymetrie. Nous montrons que ce probleme tri-objectif peut-
etre reformule en un probleme biobjectif. L'application de B IMADS sur une instance 
reelle genere un large ensemble de solutions optimales. 
D'autre part, MULTIMADS est utilise pour resoudre un probleme de genie chimique 
pour la production de styrene. Ce probleme comporte trois objectifs et plusieurs contraintes 
non-lisses. Les valeurs des objectifs et des contraintes sont retournees par un code in-
formatique qui simule les procedes utilises dans la production du styrene. MULTIMADS 
produit un ensemble de solutions compromis. 
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ABSTRACT 
In many real-world problems, decisions depend on multiple and conflicting criteria. 
There is usually no unique solution simultaneously optimal for all criteria; multiobjec-
tive optimization MOP aims at identifying the best trade-offs between them. Hence, the 
solution of MOP consists of the set of optimal points selected according to the Pareto 
dominance. The image in the objective space of these points is called the Pareto frontier. 
We are interested in blackbox problems in which the structure of the objective func-
tions is either absent, unreliable or cannot be exploited. Within this framework, we pro-
pose some approaches to solve single-objective formulations using the derivative-free 
algorithm MADS for nonsmooth optimization. 
Two solution algorithms are proposed. The first algorithm BIMADS aims at gene-
rating the Pareto front of a biobjective problem BOP. The property that Pareto points 
may be ordered in BOP and not in MOP is exploited by our algorithm to generate a 
uniformly spread approximation of the Pareto front. This approach can not be imple-
mented in MOP due to the lack of ordering property. So, we propose another algorithm 
called MULTIMADS for the general multiobjective problem for an arbitrary number of 
objective functions. The Pareto front approximation is shown to satisfy some first order 
necessary optimality conditions based on the Clarke nonsmooth calculus. 
BIMADS and MULTIMADS are tested on problems from the literature designed to 
IX 
illustrate specific difficulties encountered in multiobjective optimization. The tests show 
the effectiveness of the two algorithms in term of proximity of solutions set to the Pareto 
front and its entire coverage. Our approaches are also applied on real-world problems. 
On the one hand, B IMADS is used to solve the portfolio selection problem in Fi-
nance. The selection of efficient portfolios requires the optimization of three objective 
functions : maximizing expected return and skewness while minimizing risk. Hence, the 
portfolio selection can be formulated as a tri-objective programming problem to solve the 
mean-variance-skewness efficient set. We reformulate it as a lower dimensional bound 
constrained biobjective problem. The implementation of B I M A D S on a test problem ge-
nerates an efficient set of portfolios on a test problem. 
On the other hand, MULTIMADS is used to optimize a styrene production process 
problem from chemical engineering. This problem includes three nonsmooth objective 
functions and several nonsmooth constraints. The objectives and the constraints values 
are computed as the result of a computer simulation. MULTIMADS generates a set of 
trade-off solutions. 
X 
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INTRODUCTION 
L'optimisation multiobjectif est une branche des mathematiques en pleine expansion 
depuis quelques annees. Ce domaine etudie dans un cadre general la question de trouver 
parmi un grand nombre de solutions, les meilleurs compromis selon des criteres definis 
par le decideur. Nous nous interessons aux problemes multiobjectifs rencontres dans 
l'industrie qui font intervenir des boites noires dans 1'evaluation des fonctions objectifs. 
Celles-ci peuvent requerir de longues simulations ou necessiter la resolution de systemes 
d'equations differentielles couplees. Ces fonctions sont souvent affectees par un bruit 
numerique et done 1'utilisation ou meme l'estimation de derivees est problematique. 
Quelques exemples d'optimisation mono-objectif des problemes en boites noires sont 
detailles dans [2,8,18,22,56,67]). 
Etant donne la nature complexe de tels problemes, les outils d'optimisation clas-
siques ne sont pas appropries pour les resoudre et l'optimisation sans derivees est alors 
necessaire. C'est pour cela que nous proposons d'utiliser une nouvelle approche a savoir 
la Recherche Directe sur Treillis Adaptatifs (MADS) [13]. MADS est une generalisation 
des algorithmes de recherche par motifs (GPS) proposes par Torczon [82]. 
Les methodes de recherche par motifs furent initialement developpees pour l'optimi-
sation a un seul objectif sans contraintes. Elles permettent la resolution d'un probleme 
dont la fonction objectif est non differentiable ou couteuse a evaluer. Elles furent etendues 
au cas a contraintes de bornes [62], a contraintes lineaires [63], a variables mixtes [10] 
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et a contraintes non-lineaires [13] via les methodes de filtres [12,27,42]. L'analyse de 
convergence de ces methodes [11,13] repose sur le calcul non-lisse de Clarke [25]. 
Les methodes de filtres consistent essentiellement a resoudre un probleme biobjectif 
ou d'un cote on cherche a minimiser une fonction objectif, et de l'autre, on cherche a 
minimiser une fonction synthetisant la violation de contraintes. Nous proposons d'utili-
ser cette methodologie au cas multiobjectif afin de concevoir une approche permettant 
d'estimer la courbe Pareto optimale pour un probleme multicritere dont les fonctions ob-
jectifs sont non-lisses. Cette methodologie est accompagnee d'une etude rigoureuse de 
la convergence basee sur des proprietes locales de differentiabilite. Nous ne connais-
sons pas de travaux traitant rigoureusement des problemes multiobjectifs non-lisses 
avec une analyse de convergence. Ainsi, notre contribution est double : contribuer au 
developpement theorique pour les deux domaines a savoir la recherche directe et la pro-
grammation multiobjectif; et proposer des algorithmes efficaces permettant de resoudre 
des applications pratiques, multidisciplinaires notamment en ingenierie. Ainsi, la these 
comporte quatre chapitres, organises de la facon suivante. 
Le premier chapitre, servant de reference aux autres, introduit le probleme d'opti-
misation multiobjectif {MOP). Nous presentons, notamment, le concept d'optimalite 
Pareto ainsi qu'un ensemble d'approches de resolution pour generer les solutions com-
promis. Les conditions necessaires d'optimalite de MOP sont decrites a l'aide du calcul 
de Clarke[25]. En se basant sur ces conditions, nous proposons une classe de formula-
tions mono-objectifs de MOP. 
3 
Le second chapitre s'interesse particulierement au probleme biobjectif (BOP) sous 
les contraintes de bornes. BOP est l'instance de MOP faisant appel a deux objectifs. 
Dans ce cadre, nous proposons un algorithme appele B IMADS pour resoudre BOP en 
exploitant la propriete d'ordre qui caracterise le probleme BOP vis-a-vis de MOP. 
BIMADS genere une approximation du front Pareto en resolvant une serie de formula-
tions mono-objectifs de BOP en utilisant ]'algorithme de recherche directe sur treillis 
adaptifs (MADS). Nous montrons que l'ensemble produit par B IMADS satisfait certaines 
conditions necessaires de premier ordre en utilisant le calcul de Clarke. Finalement, B I -
MADS est teste sur des problemes de la litterature congus pour illustrer les difficultes 
specifiques a l'optimisation biobjectif, en particulier celles qui sont sous-jacentes a un 
front Pareto non-convexe, un front Pareto disjoint, des fronts Pareto locaux ou a un front 
Pareto non-uniforme. 
Dans le troisieme chapitre, nous proposons une approche pour resoudre le probleme 
multiobjectif de selection de portefeuilles. La selection des portefeuilles optimaux en 
presence d'asymetrie dans la distribution des rendements necessite l'optimisation de 
divers criteres conflictuels : maximiser le rendement attendu, minimiser la variance 
et finalement maximiser l'asymetrie. Ainsi, la selection de portefeuilles peut etre for-
mulee comme un probleme tri-objectif pour resoudre l'ensemble efficient dans l'espace 
moyenne-variance-asymetrie. La mise a l'echelle de la composition des portefeuilles a 
l'unite de variance reduit le probleme de selection en un probleme biobjectif, mais ra-
joute une contrainte d'egalite non-lineaire au modele. Par le biais d'un changement de 
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variable, nous reformulons le modele en un probleme biobjectif de plus petite taille. l'al-
gorithme B IMADS propose dans le chapitre 2 pour l'optimisation biobjectif est alors 
applique afin de generer un ensemble efficient de portefeuilles pour un probleme test 
issu de la litterature. 
Dans le quatrieme chapitre, nous poursuivons l'etude du probleme multiobjectif non-
lisse (MOP). En contraste avec le modele presente au chapitre 2, nous rajoutons deux 
niveaux de difficultes. D'une part, nous traitons les contraintes generates au lieu des 
contraintes de bornes. D'autre part, nous augmentons le nombre des fonctions objectifs. 
Avec la deuxieme extension, la relation d'ordre exploitee dans l'algorithme B IMADS 
n'est plus valable. Nous presentons une nouvelle strategie pour definir les formulations 
mono-objectifs a partir d'un ensemble de points de reference appartenant au simplexe 
tangent au front Pareto. En se basant sur cette strategie, nous proposons un algorithme 
appele MULTlMADS (recherche directe multiobjectif sur treillis adaptifs) pour resoudre 
le probleme MOP sous sa forme generate. MULTlMADS genere une approximation du 
front Pareto en resolvant une serie de formulations mono-objectifs de MOP. Chaque 
formulation est definie a partir d'un point de reference appartenant au simplexe tangent. 
Ces problemes mono-objectifs sont resolus en utilisant l'algorithme MADS pour l'opti-
misation non-lisse. L'approximation du front Pareto satisfait certaines conditions d'op-
timalite de premier ordre en se basant sur le calcul de Clarke. MULTIMADS est teste sur 
des problemes academiques avec divers formats du front Pareto tel qu'un front Pareto 
sous la forme d'un hyperplan, un front Pareto spherique et un front Pareto unidimension-
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nel. Finalement, MULTlMADS est applique sur un probleme tri-objectif non-lisse pour 
la production de styrene en genie chimique. 
La derniere partie de la these est une conclusion generate sur les contributions de la 




Plusieurs problemes pratiques de decision dependent de criteres multiples et contra-
dictories. Par exemple, dans la gestion de portefeuille, deux criteres sont souvent consi-
dered : le retour du portefeuille et son risque volatil [66]. Dans la plupart des cas, il 
n'existe pas de solution unique qui soit simultanement optimale pour les deux criteres. 
L'optimisation multiobjectif cherche a identifier les meilleurs compromis entre les diffe-
rents criteres. La programmation multiobjectif sous contraintes generates se formule de 
la maniere suivante : 
MOP : min F(x) = (fax), / 2 ( x ) , . . . , fp(x)) 
avec 
F : W1 -> W et Q C X = {x eW1 : a < x <b} 
ou n est le nombre de variables, p est le nombre de fonctions objectifs, a G (MU{—oo})n 
et b € (KU {+oo})n sont des vecteurs de borne et finalement Q represente 1'ensemble 
realisable. Tout au long de la these, X est suppose de pleine dimension, c'est-a-dire, 
a < b par element. Au chapitre 2, nous nous interessons au probleme biobjectif sous 
contraintes de bornes. Dans ce cas, le domaine realisable 0 coincide avec X. Par contre, 
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au chapitre 4, nous etudions le probleme multiobjectif sous contraintes generates, c'est-
a-dire, £1 C X. La solution de MOP est l'ensemble des meilleurs points compromis 
selectionnes selon la relation de dominance au sens Pareto presentee a la section 1.1. 
L'image selon l'application F de ces points est appelee/ran? Pareto. 
Le chapitre est divise comme suit. La relation de dominance au sens Pareto est 
presentee a la section 1.1. Une revue des methodes drees de la literature est donnee a la 
section 1.2. Quelques conditions necessaires d'optimalite utilisant le calcul de Clarke [25] 
sont detaillees a la section 1.3. Des nouvelles formulations mono-objectifs sont pro-
posees dans la section 1.4. Finalement, les algorithmes MADS et GPS pour resoudre les 
formulations mono-objectifs des problemes en boites noires sont detailles a la section 
1.5. 
1.1 Dominance au sens Pareto 
La comparaison entre solutions optimales requiert une relation d'ordre, appelee re-
lation de dominance, entre les differents points [83]. Plusieurs relations de dominance 
telles que la dominance Geoffrion [44] et la dominance lexicographique [40] ont ete 
proposees. La plus utilisee est basee sur la dominance au sens Pareto : 
Definition 1.1.1 Soit u, v deux vecteurs de decision. Nous definissons : 
- u -< v (u domine faiblement v) si et seulement si fi(u) < fi(v) pour tout i € 
{ l , 2 , . . . , p } . 
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- u -< v (u domine v) si et seulement si u •< v et fj(u) < fj(v) pour au moins un 
indice j E {1, 2 , . . . , p}. 
- u ~ v (u est indifferent a v) si et seulement si u ne domine pas v, et v ne domine 
pas u. 
Ainsi, la relation de dominance au sens Pareto s'appuie uniquement sur les valeurs des 
fonctions objectifs. Par la suite, en se basant sur cette relation, on peut etre indifferent 
quant au choix entre deux solutions. Dans ce cas, il serait approprie de prendre en 
consideration les preferences du decideur. La definition 1.1.1 est illustree a la figure 
1.1 pour un probleme biobjectif dans lequel Q, = X est un hypercube dans E3. La region 
ft est projetee dans l'espace des objectifs; l'image de l'ensemble realisable 0 sous l'ap-
plication F est denotee par Y C W, et delimitee par la courbe dans la partie droite de la 
figure. 
La figure met en evidence trois zones dans l'espace des objectifs, relativement au 
point realisable x\ £ f2. La zone dominee est l'ensemble des points domines par x\. La 
zone dominante est l'ensemble des points qui dominent x\. La zone d'indifference est 
l'ensemble des points indifferents a x\. Dans la figure, xx domine x2 mais il est domine 
par x3 et indifferent a x4, c'est-a-dire, x3 -< xx -< x2 et xx ~ x4. x4 est aussi indifferent 
a X2 et x$, c'est-a-dire, x% ~ x± ~ xs. 
La relation de dominance presentee ci-dessus definit un concept d'optimalite pour la 
programmation multiobjectif. Nous distinguons entre l'optimalite locale et l'optimalite 
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Image de f2: Y = F(fi) C 
Figure 1.1- Dominance au sens Pareto illustree dans le probleme biobjectif avec 3 va-
riables 
globale au sens Pareto. 
Definition 1.1.2 Un point x* G f2 est dit Pareto globalement optimal si et seulement s 'il 
n'existe aucun x £ 0 tel que x -< x*. Si x* est Pareto globalement optimal alors F(x*) 
est appele globalement efficient. 
La plupart des methodes ne garantissent pas l'optimalite globale mais assurent au 
mieux l'optimalite locale : 
Definition 1.1.3 Un point x G Q est dit Pareto localement optimal si et seulement s'il 
existe un certain e > 0 pour lequel I ensemble 
{x G Be(x) f\X : x -< x} 
10 
est vide, ou Bt(x) denote une boule ouverte centree en x de rayon e. Si x est localement 
Pareto optimal alors F(x) est dit localement efficient. 
Les deux notions sont illustrees a la figure 1.2. Le point x E 0 est localement Pareto 
optimal alors que tous les points qui se trouvent a la frontiere de Y dans la zone hachuree 
sont Pareto globalement optimaux. L'optimalite au sens Pareto referera desormais a l'op-
timalite globale au sens Pareto sauf indication contraire. L'ensemble des points globale-
ment optimaux est appele ensemble globalement Pareto optimal et note par X-p. L'image 
sous l'application F de X-p definit l'ensemble des solutions du probleme multiobjectif, 
et cet ensemble est appele le front Pareto global, denote par Yp 6 Mp. L'image de l'en-
semble des points localement Pareto optimaux est appele un front Pareto local. Ainsi, le 
front Pareto correspond a l'ensemble des meilleurs compromis du probleme multiobjec-
tif selon les criteres definis par le decideur. 
Figure 1.2 - Le front Pareto, le point Ideal et le point Nadir d'un probleme biobjectif 
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La figure 1.2 met aussi en evidence deux points importants dans l'espace des ob-
jectifs. Le point Ideal I € (R U — oo)p correspond au vecteur compose des minima 
individuels de chaque fonction objectif: 
I - U i n / i ( i ) , min / 2 (x ) , . . . , m i n / p ( » ) . 
\ i £ A x£X xGX I 
Le point Nadir u € (K U oo)p est le vecteur dont les composantes sont les maxima 
individuels dans le front Pareto de chaque fonction objectif: 
u= (max/i( :r) , max / 2 (x ) )
T , . . . , max/„(s) ) . 
\ x€X-p x£X-p xeX-p I 
Pour conclure la section, notons les caracteristiques du probleme biobjectif qui le 
distinguent du probleme multiobjectif. Tout d'abord, on peut reproduire les solutions du 
probleme biobjectif dans un graphique a deux dimensions. La representation graphique 
constitue ainsi, un outil efficace pour evaluer la qualite des solutions. Par contre, pour 
un probleme multiobjectif avec un nombre de fonctions objectifs p superieur a deux, il 
faut utiliser des coupes et des sections transversales. Une autre distinction du probleme 
biobjectif par rapport au probleme multiobjectif reside dans la propriete d'ordre que 
possede le front Pareto. En particulier, les points Pareto peuvent etre ordonnes selon une 
seule fonction objectif. Cette propriete est absente dans le cas multiobjectif general, ce 
qui represente une difficulte supplementaire pour la resolution. Ainsi, nous presentons 
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au chapitre 2 un algorithme pour le probleme biobjectif exploitant la propriete d'ordre. 
A defaut de cette propriete, nons proposons au chapitre 4 un autre algorithme pour le 
probleme multiobjectif general. 
1.2 Classes des methodes pour l'optimisation multiobjectif 
Nous discutons de differentes classes de methodes pour MOP [41]. Une premiere 
classe consiste a reformuler MOP en une serie de programmes mono-objectifs en agre-
geant les fonctions objectifs. Quatre methodes de cette classe sont presentees. La methode 
des combinaisons lineaires est detaillee a la section 1.2.1. L'approximation a un point de 
reference est decrite a la section 1.2.2. L'approche de la moyenne arithmetique geometrique 
est presentee a la section 1.2.3. Finalement, la methode NBI est decrite a la section 1.2.4. 
Une deuxieme classe s'appuie directement sur la notion de dominance pour la selection 
des solutions contrairement aux autres methodes qui transforment le probleme MOP. 
Ces approches ont ete implementees a 1'aide des algorithmes evolutionnistes presentees 
a la section 1.2.5. 
Selon la nature des problemes traites, certaines methodes generent des solutions 
exactes, notamment pour l'optimisation multiobjectif lineaire [6,21]. Dans le cas non 
lineaire, les methodes presentees dans cette section generent souvent un ensemble des 
points Yc qui donne une approximation du front Pareto Yp. Deux strategies naturelles 
sont considerees en mettant en place ces approches heuristiques pour MOP [85]. Une 
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strategic consiste a s'assurer que l'algorithme genere des points dont les images conver-
gent rapidement vers des points du front Pareto Yp. La seconde strategie permet de bien 
repartir ces points; ainsi ils forment un ensemble bien reparti de solutions non dominees 
Yc. 
1.2.1 La methode des combinaisons lineaires 
La methode des combinaisons lineaires [26] consiste a convertir le MOP en un 
probleme d'optimisation mono-objectif en minimisant une combinaison convexe des ob-
jectifs : 
v 
LC : min ^Wjfjjx), 
i=i 
p 
ou Wi > 0 pour i = 1,2,... ,p sont des poids tels que Ylwi = !• Toute solution 
i= i 
optimale de LC est Pareto optimale pour MOP. La reciproque n'est pas vraie. Ainsi, la 
resolution de LC pour differentes combinaisons de poids produit un sous-ensemble de 
solutions Pareto. Une difficulte bien connue de cette methode est le fait qu'elle ne genere 
aucun point dans la partie non-convexe du front Pareto Yp tel qu'illustre a la figure 1.3. 
Aucune valeur des poids w\ et w2 n'assure la convergence vers un point au voisinage 
du point efficient F(x*), et les seuls points du front Pareto pouvant etre generes sont 
ceux qui appartiennent a la zone hachuree de la figure 1.3. Les zones hachurees sont 
significativement plus petites que celles de la figure 1.2 qui delimitent le front Pareto. 
Une seconde difficulte de la methode des combinaisons lineaires reside dans le fait 
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Figure 1.3 - La methode des combinaisons lineaires peut generer uniquement un sous 
ensemble du front Pareto 
que le meme point peut-etre genere par divers combinaisons des poids, tel qu'illustre par 
F(x') a la figure 1.3. 
Les deux difficultes constituent 1'inconvenient principal de la methode des combi-
naisons lineaires et entrainent le manque d'uniformite dans la distribution des points 
approchant le front Pareto. 
1.2.2 L'approximation a un point de reference 
La methode consiste a trouver une solution realisable x G Q telle que F(x) est au 
voisinage d'un certain point r e MP [83,84]. Souvent, le point Ideal defini a la section 
1.1 est utilise comme le point de reference, c'est-a-dire, r = £. Le probleme est formule 
comme suit: 
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PIr : min \\F(x) - r\\q xeu £ \M*) 
1/9 
, i = i 
ou ||.||g est la norme q avec 1 < q < oo. La methode utilisant la norme ||.||2 est illustree 
a la figure 1.4 pour un probleme biobjectif. La resolution de PIr avec differents points 
de reference produit un ensemble de points qui approche le front Pareto. Dans la figure 
1.4, la methode utilisant t comme point de reference genere un point efficient F(x*). 
Contrairement a la methode des combinaisons lineaires, 1'approximation a un point de 
reference peut generer des points dans la partie non-convexe du front Pareto. Cependant, 
elle peut generer des points non-efficients, tel qu'illustre a la figure 1.4 par la generation 
de F(x) a partir du point de reference r. 
Figure 1.4 - L'approximation a un point de reference peut generer un point non-efficient 
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1.2.3 L'approche de la moyenne arithmetique geometrique 
L'approche de la moyenne arithmetique geometrique consiste a convertir le MOP 
en un probleme d'optimisation mono-objectif en maximisant la moyenne geometrique 
des differences entre les composantes du point Nadir u definie a la section 1.1 et les 
fonctions objectifs : 
p 
max { ] ( « ! - / ) ( # 
GMP : xen i=i 
s.a. fi(x)<uh pouri = l , 2 , . . . , p , 
avec Aj > 0 pour i — 1,2,... ,p. Lootsma et al. [65] montre que si / 1 : / 2 , . . . , fp sont 
convexes, alors la solution de GMP est Pareto optimale. Un des inconvenients de cette 
approche est le fait que le probleme GMP contient p contraintes generales en plus des 
contraintes definissant 0. Cette approche partage des points en commun avec la methode 
que nous proposons au chapitre 2 sans introduire des contraintes supplementaires. 
1.2.4 La methode NBI 
Contrairement aux approches precedentes, l'algorithme NBI proposee par Das et 
Dennis [32] genere un ensemble de points non-domines uniformement repartis. La me-
thode n'est pas sensible au nombre des fonctions objectifs et leurs ordres de grandeur. 
D'abord, Das et Dennis [32] introduit VEnveloppe Convexe des Minima Individuels 
(CHIM) comme suit: 
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Definition 1.2.1 Soit x* un minimum de /$ pour i — 1, 2 , . . . , p. Soit F* = F(x*) pour 
i — 1,2,...,pet £ = (ff, f%,..., f*) le point ideal. Soit T la matrice W x W dont la 
i*me colonne est F* - £. Soit Vensemble B = {(3 e W : J2 A = 1> A > 0}. Mors, 
l'ensemble {£ + Tj3 : (3 G B}, est refere comme I'Enveloppe Convexe des Minima 
Individuels. 
Se basant sur le concept du CHIM, l'approche NBI [32] produit une approximation 
du front Pareto en resolvant une serie de problemes mono-objectifs NBIp parametre par 
un vecteur de combinaison convexe (3 € B, et dans lesquels des contraintes d'egalite 
sont rajoutes : 
max t 
x,t 
NBb • s.a. £ + JT/3 + tn = F{x) 
x G Q, 
ou n denote le vecteur unitaire normal au simplexe CHIM, pointant vers le point ideal. 
En pratique, h est la somme des colonnes de T. La solution de NBIp est 1'intersection 
de la normale au CHIM et la frontiere de F{Vt) au voisinage du point ideal. Resoudre 
NBIp pour differentes valeurs de (3 fournit une approximation du front Pareto. Notons 
que cette approche n'est pas appropriee dans le contexte de 1'optimisation non-lisse a 
cause des contraintes d'egalite. Das et Dennis [32] propose une strategic pour generer 
des vecteurs de combinaison uniformement repartis f3 G B. Dans cette strategic, les 
valeurs de chaque composante de j3 sont simplement 0,8, 28,..., 1 ou 6 < 1 est un pas 
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fixe tel que | est un entier positif. Ainsi, le nombre de sous-problemes NBI est egal a 
. Cet ensemble uniformement reparti j3 genere des points uniformement 
P 
espaces dans le CHIM. L'intersection des normales au CHIM emanant de I + T(5 et la 
frontiere de F(Q) donne une approximation uniforme du front Pareto. L'approche NBI 
est illustre a la figure 1.5 pour un probleme biobjectif. Le CHIM est represente par un 
segment pointille et les fleches sont utilisees pour representer ses normales. 
M 
Figure 1.5 - La methode NBI genere des points uniformement espaces pour approcher 
le front Pareto 
Malgre la distribution uniforme des points generes par NBI, Das [31] et Kim et 
al. [55] presentent de nombreuses limitations de la methode. En particulier, la methode 
NBI ne parvient pas a couvrir entierement le front Pareto lorsque le minimum d'une 
fonction objectif n'est pas unique. Pour illustrer cette limitation, considerons un simple 
exemple tri-objectif. Supposons que le front Pareto appartient est le simplexe defini par 
J2 Vi = 1 tel que yi > 0. Tel qu'illustre a la figure 1.6, le front Pareto est l'enveloppe 
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convexe du triangle ABC. Notons que tout le segment AB minimise f\. Alors que le 
segment BC minimise /2 . Finalement, le segment AC minimise l'objectif /3 . Ainsi, 
pour differentes fonctions objectifs, NBI peut trouver le meme minimum individuel. Par 
exemple, NBI peut identifier le point A qui minimise simultanement /2 et / 3 d'une part 
et identifier le point C qui minimise /x d'autre part. Par consequent, le CHIM se li-
miterait uniquement dans ce cas au segment AC. II s'ensuit que seulement les points 
non-domines appartenant au segment AC peuvent etre generes par NBI. 
Figure 1.6 - La methode NBI ne parvient pas a couvrir entierement le front Pareto quand 
deux minima individuels coincident 
1.2.5 Les approches evolutionnistes 
Certaines approches se basent directement sur le concept de la dominance au sens 
Pareto pour generer des solutions optimales sans reformuler le probleme multiobjectif. 
Elles sont souvent mises en application par des algorithmes evolutionnistes [20]. Ces 
approches sont caracterisees par trois notions : une population composee d'un ensemble 
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de solutions appelees individus, un mecanisme d'evaluation qui assigne une valeur dite 
d'adaptation pour mesurer la qualite de chaque individu, et un mecanisme d 'evolution 
qui utilise des operateurs genetiques [85] a savoir la recombinaison, la mutation et la 
selection afin de generer une nouvelle population. La selection permet de garder les 
meilleurs individus selon le mecanisme d'evaluation. La mutation consiste a transformer 
un individu pour creer un autre et la recombinaison consiste a generer un individu a 
partir de deux autres appeles parents. A chaque iteration, les algorithmes evolutionnistes 
generent un ensemble de points non-domines entre eux qui approchent le front Pareto. 
Plusieurs mecanismes ont ete developpes afin d'ameliorer la qualite de 1'approximation. 
On y distingue : la selection Pareto, l'elitisme et le maintien de la diversite. 
La selection Pareto 
Les algorithmes evolutionnistes permettent 1'exploitation de la notion de dominance 
pour la selection des solutions. Plusieurs methodes, appelees methodes de ranking, ont 
ete developpees afin d'etablir un ordre entre les individus. La premiere methode a ete 
proposee par Goldberg [46] et implemented dans l'algorithme NSGA par Srinivas et 
Deb [77]. Dans cette procedure, tous les individus non domines de la population regoivent 
le rang 1. Ces individus sont ensuite retires de la population et les individus non domines 
de la population resultante recoivent le rang 2. Le processus est reitere tant qu'il y a des 
individus dans la population. A la fin, chaque individu est affecte d'un rang qui corres-
pond a sa valeur d'adaptation. Notons que l'efficacite de la methode est sensible a la 
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taille du probleme. Lorsque le nombre de variables est grand, les individus ont souvent 
le meme rang. Dans ce cas, la selection devient problematique. 
L'elitisme 
L'elitisme consiste a conserver en memoire une population comprenant toutes les 
solutions Pareto optimales obtenues au cours de 1'optimisation [59]. Cette population 
externe represente la meilleure approximation du front Pareto. Ses individus participent 
dans la definition des operateurs genetiques. Cette technique permet d'ameliorer l'effi-
cacite des algorithmes en donnant une meilleure approximation du front Pareto [69]. 
Le maintien de la diversite 
Le maintien de la diversite consiste a produire une bonne repartition des individus au 
sein d'une population. Ce mecanisme permet de remedier a la convergence prematuree 
des algorithmes vers une seule partie du front Pareto en explorant differentes zones 
de l'espace de recherche. Plusieurs techniques ont ete proposees dans ce cadre. On y 
distingue, la technique du sharing [45] qui consiste a penaliser la valeur d'adaptation 
d'un individu en fonction de la densite de population dans un voisinage predetermine. 
Holland [49] propose une autre technique appelee crowding qui consiste a identifier un 
representant pour chaque concentration d'individus. Seuls les representants sont candi-
dats aux operations de selection, de croisement et de mutation. 
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1.3 Conditions necessaires d'optimalite non-lisse pour l'optimisation multiobjec-
tif 
Cette section contient des conditions necessaires d'optimalite pour la l'optimisation 
multiobjectif qui etendent les conditions de premier ordre pour l'optimisation mono-
objectif. En particulier, nous nous interessons aux problemes faisant appel a des boites 
noires pour 1'evaluation des fonctions objectifs. Etant donne la nature complexe de ces 
problemes, l'optimisation non-lisse est alors necessaire pour les resoudre. L'analyse de 
convergence utilise le calcul de Clarke [25] pour les fonctions non-lisses. Pour une fonc-
tion localement Lipschitz / : R" —* R, Clarke [25] definit la derivee directionnelle 
generalisee de / evaluee a x e f2 dans la direction tangente u e K " comme suit: 
,o/~ x r f(y + tv)-f(y) } (x;v) = limsup— —L. (1.1) 
y->x, tj.0 t 
Un point x G fi est dit point stationnaire de Clarke de / sur le domaine 0 si la derivee 
generalisee est non-negative pour toute direction dans TQ1(X), le cone tangent de Clarke 
af ienx [25]. TQ1(X) est l'ensemble des directions v € R" verifiant la condition suivante 
[51,52] : Pour toute suite de points realisables {yk} telle que yk —> x et pour toute 
suite de nombres reels positifs {tk) telle que tk —» 0, il existe une suite {wk} telle que 
wk -> v et yk + tkwk e 0. 
Un autre concept important du calcul de Clarke est le gradient generalise. II represente 
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1'ensemble df(x) = {s G M™ : f°(x; v) > vTs pour tout v £ Rn}. 
Le theoreme suivant presente une condition necessaire pour l'optimalite au sens Pa-
reto pour MOP analogue aux conditions d'optimalite pour les fonctions ensemble-
valeurs [29] reecrites suivant notre notation. 
Theoreme 1.3.1 Considerons le cas ou les fonctions fa sont Lipschitz au voisinage de 
i e Vt, i = 1,2,... ,p. Si x est localement Pareto optimale, alors pour toute direction d 
dans le cone tangent de Clarke TQ1(X), il existe j G {1,2,... ,p} pour laquelle 
f!(x;d)>0. 
Le theoreme 1.3.1 permet d'analyser la convergence des methodes dediees a l'opti-
misation non-lisse. Puisque la plupart des problemes academiques sont differentiables, 
ces methodes devraient egalement garantir les conditions standard pour l'optimisation 
lisse. Ainsi, en supposant la differentiabilite stride [60] de F (c'est-a-dire, pour chaque 
fonction objectif /j pour i = l,2,...,p) nous obtenons le corollaire suivant [41]. La 
differentiabilite stricte de /, en Q est la condition assurant que le gradient generalise 
est un singleton, c'est-a-dire, dfi(x) = {Vfi(x)} outre la condition assurant que /j est 
Lipschitz au voisinage de x. 
Corollaire 1.3.2 Supposons que F est strictement differentiable en x G Q. Si x est 
localement Pareto optimale alors pour toute direction d dans le cone tangent de Clarke 
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TQ1(X), ilexiste un certain j G {1,2,... ,p} telque X7fj(x)Td > 0. Le point x estappele 
une solution KKT-proprement efficiente pour MOP. 
Notons que dans le cas ou p = 1, c'est-a-dire, lorsqu'il n'y a qu'une seule fonction 
objectif, le theoreme 1.3.1 et le corollaire 1.3.2 correspondent aux conditions standard 
d'optimalite non-lisse pour 1'optimisation mono-objectif a savoir : 
Theoreme 1.3.3 Si f est Lipschitz au voisinage x £ O. Si x est localement Pareto 
optimale, alors pour toute direction d dans le cone tangent de Clarke T^l(x), on a 
/ ° ( x ; d ) > 0 . 
Corollaire 1.3.4 Supposons que f est strictement differentiable en x G 0,. Si x est lo-
calement Pareto optimale alors pour toute direction d dans le cone tangent de Clarke 
Tgl(x),onaVf(x)Td>0. 
1.4 Formulations mono-objectifs de 1'optimisation multiobjectif 
Dans la section 1.2, nous avons presente un ensemble de methodes reformulant les 
problemes multiobjectifs en agregeant les objectifs. Nous nous proposons de definir 
formellement une classe de problemes permettant de resoudre MOP par une serie de 
problemes d'optimisation mono-objectif. Chaque probleme d'optimisation mono-objectif 
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depend d'un point de reference r dans l'espace des objectifs W et doit satisfaire les 
conditions presentees dans la definition suivante : 
Definition 1.4.1 Considerons le probleme d'optimisation mono-objectif : 
Rr : min?/v(x) avec ipr{x) = <j>r{fi(x), / 2 ( x ) , . . . , fp(x)), 
ou cf)r : MP —> R est parametrisee selon un point de reference r £ W. Alors, Rr est 
appele une formulation mono-objectif en r de MOP si les conditions suivantes sont 
remplies : 
- Soit u,v € Q. Siu •< v (u domine faiblement v) alors ipr(u) < ipr(v). 
- Si F est Lipschitz au voisinage d'un point x G 0,, alors ipr est egalement Lipschitz 
au voisinage de x £ 0. 
- Si F est Lipschitz au voisinage d'un point x £ Q avec F(x) < r par composante, 
et si d £ TQ1 (X), le cone tangent de Clarke att en x, est tel que f° (x;d)<0 pour 
i = 1, 2 , . . . ,p alors ip°(x; d) < 0. 
La premiere condition assure que la formulation i?r preserve la dominance au sens 
Pareto. La deuxieme condition assure que Rr preserve la continuite localement Lipschitz 
alors que la troisieme condition implique des directions de descente selon Clarke pour 
toute fonction /* et ipr. En assumant que la fonction 4>r est plus lisse, nous obtenons le 
theoreme suivant. 
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Theoreme 1.4.1 Soit Rr une formulation mono-objectif en r GMP de MOP. Si F et ipr 
sont strictement differentiables au voisinage de x € Q avec F(x) < r par composante, 
et si d € TQ1(X) est telle que Vfi(x)Td < 0 pour i = 1,2,... ,p alors Vipr(x)
Td < 0. 
Demonstration: La differentiabilite stricte de 4>r et F en x assure la differentiabilite 
stricte de ?/v en x avec \7ipr(x)
Td = ip°(x; d). U decoule de la seconde condition de la 
definition 1.4.1 que \74>r(x)
Td < 0 si Vfi{x)Td = f°(x;d) < Opouri = 1,2,... ,p. • 
Les sections suivantes introduisent deux formulations mono-objectifs : la formula-
tion normalisee mono-objectif et la formulation produit mono-objectif. Les deux for-
mulations sont similaires a l'approche de la moyenne arithmetique geometrique decrite 
dans la section 1.2.3 mais elles ont l'avantage de ne pas introduire des contraintes non-
lineaires au domaine Q. 
1.4.1 Formulation normalisee mono-objectif 
Soit r € MP un point de reference dans l'espace des objectifs, et s € W1 un facteur de 
mise a l'echelle non-negatif. La formulation normalisee mono-objectif est definie de la 
maniere suivante : 
~ /*• ( X ) — T* 
R,. : mhiVv avec ipr(x) = (f)r(fi(x), f2(x),..., fp(x)) = max — -. 
x£Q. ie{l,2,...,p} Si 
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Les courbes de niveau de la fonction cf)r dans l'espace des objectifs sont representees par 
des lignes horizontales et des lignes verticales a la figure 1.7 pour le probleme d'optimi-
sation biobjectif. 
Figure 1.7 - Courbes de niveau dans l'espace des objectifs de la formulation normalised 
mono-objectif Rr pour un probleme d'optimisation biobjectif 
Le theoreme suivant montre que Rr est une formulation mono-objectif de MOP. 
Theoreme 1.4.2 Rr est une formulation mono-objectif en r de MOP au sens de la 
definition 1.4.1. 
Demonstration: Soit u, v G £1 Si u •< v alors Vv(u) < ^r(v). Supposons que F est 
Lipschitz au voisinage de x G Q. Choisissons j € argmax ^xj~ri et pour certain y G Q, 
i€{l,2...p} 
28 
soit k e argmax *™\ u. II s'ensuit que 
i£{l,2...p} 
fj(x)-ri _ fk(y)-rk < fj(
x)-rj _ fj(y)~rj _ fj(x)-fj(y) 
Sj Sk S , S , Sj 
\tpr(x) -"0r(l/)| = < OU 
fk(y)~rk _ fj(x)-rj < fk{y)-rk _ fk(x)-rk _ My)-fk(x) 
Sk Sj — Sk Sk Sk 
Amsi,\Mx)-My)\< max l ^ ~ ^ l < ™*(fci,fca,-,fcp) iu _ y\\ 
iv-rv ) -rryyn _ i G | 1 2 ^ s, — min(si,s2,...,sp) II
 y" 
La troisieme condition de la definition 1.4.1 decoule directement de [25],[Proposition 
2.3.12]. . 
En se basant sur la formulation Rr, la proposition suivante fournit une condition 
necessaire que doit satisfaire une solution Pareto optimale de MOP. 
Proposition 1.4.3 S'il existe des vecteurs r e W et s 6 R+ tel que x est Vunique 
solution optimale de Rr alors x est Pareto optimale pour MOP. 
Demonstration: Soit x l'unique solution optimale de R\. et x € 0 tel que x ^ x. 
Alors, i>(x) < ii(x) et par consequent, il existe un indice j E {1,2, . . . ,p} tel que 
fi^~ri < iiMzIi JI s'ensuit que fj(x) < fj{x) et par la suite x ne domine pas x. 
Ainsi, x est Pareto optimal. • 
Le meme argument assure que l'unique solution localement optimale de (Rr) est 
localement Pareto optimale. 
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1.4.2 Formulation produit mono-objectif 
Soit r G W un point de reference de l'espace des objectifs. La formulation produit 
mono-objectif est definie de la maniere suivante : 
v 
Rr : mini/v avec $r(x) = 4>r{fi{x), f2{x),..., fp(x)) = - TT((r i-/ i(x))+)
2 , 
i=l 
ou (ri — fi(x))+ = max{rj — /j(x),0} pour i = 1,2, . . . , p . Un avantage de Rr 
par rapport a Rr reside dans le fait que la fonction de p variables 4>r est continument 
differentiable dans tout l'espace, et ainsi la formulation preserve la differentiabilite du 
probleme originel. Plus precisement, si F(x) est continument differentiable au voisinage 
de x e H, alors ipr sera aussi continument differentiable au voisinage de x G £1 [12]; et 
si F(x) est strictement differentiable au voisinage x G 0, alors T/V sera aussi strictement 
differentiable au voisinage de x G f2. 
^ r est obtenue a partir de GMP presentee dans la section 1.2.3 en prenant A& = 2 
pour k = 1,2,... ,p et en traitant les contraintes additionnelles introduites par GMP 
dans les fonctions objectifs. Les courbes de niveau de la formulation Rr pour un probleme 
biobjectif sont representees par des courbes fines a la figure 1.8. La courbe de niveau 
Rr = 0 correspond a toute la region hachuree. 
Le theoreme suivant montre que Rr est une formulation mono-objectif de MOP. 
Theoreme 1.4.4 Rr est une formulation mono-objectif en r de MOP selon la 
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Figure 1.8 - Courbes de niveau dans 1'espace des objectifs de la formulation produit 
mono-objectif Rr pour le probleme d'optimisation biobjectif 
definition 1.4.1. 
Demonstration: Soit u,v e Q. Si u •< v alors i)r(u) < t/v^)- Supposons que F est 
Lipschitz au voisinage de x € 0. i>r est Lipschitz au voisinage de x puisque le produit 
de fonctions Lipschitz est egalement Lipschitz. 
Pour prouver la troisieme condition de la definition 1.4.1, nous calculons la derivee 
directionnelle generalisee de ipr evaluee a x € 0, satisfaisant F(x) < r par compo-
sante, dans certaine direction tangente d e TQ(X). Afin de simplifier la presentation des 
resultats, nous definissons lafonction Ci(x) = r̂  — fi(x) pour i = 1,2,... ,p. II decoule 
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de [25],[Proposition 2.3.13] que 
rr(x;d) < - 2 ^ l ( C l ( x ; d ) + ) ° ( C i ( x ) + ) n ( 9 ( x ) + )
2 
= -2J^U{x-d){Cl{x)+)\{{c3{x)+f 
i= l V j^i 
Puisque, c°(x; d) = —f°(x; d), nous obtenons : 
i= l \ j^i 
II s'ensuit que si f°(x; d) < 0 pour i = 1,2,... ,p alors V>°(:r; d) < 0. • 
Basee sur la formulation Rr, la proposition suivante montre qu'une solution optimale 
de Rr dont la valeur optimale est non-nulle est Pareto optimale. 
Proposition 1.4.5 S'il existe un vecteur r &W tel que x est une solution optimale de 
Rr avec ipr(x) < 0, alors x est une solution Pareto optimale de MOP. 
Demonstration: Supposons que x e f i satisfait x -< x. Ainsi, fi(x) < fi(x) pour tout 
i G {1,2, . . . ,p} avec au moins une inegalite stricte. II s'ensuit que ^r(x) < ipr(x) < 0, 
ce qui contredit l'optimalit6 de x pour la formulation Rr. • 
Le raerae argument peut-etre donne pour prouver qu'un optimum local de Rr avec 
une valeur non-nulle est localement Pareto optimal. 
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1.5 Les algorithmes MADS et GPS pour l'optimisation mono-objectif 
Nous presentons dans cette section deux algorithmes pour resoudre les formulations 
mono-objectif introduites a la section 1.4. L'algorithme Generalized Pattern Search 
(GPS) ou recherche par motifs a ete introduit par Torczon [82] pour resoudre les proble-
mes d'optimisation non-contraints sans utiliser le gradient. Ce cadre general englobe plu-
sieurs algorithmes de recherche directe existants. On y distingue la methode de Hooke et 
Jeeves [50], la methode de recherche par coordonnees (en preface de [33]) et la methode 
de recherche multidirectionnelle [82] qui est une adaptation de la methode Nelder et 
Mead [68]. L'algorithme GPS a ete etendu par la suite pour resoudre les problemes d'op-
timisation sous contraintes en utilisant notamment la methode de barriere [62] [63] pour 
les contraintes de bornes et les contraintes lineaires, la methode du filtre [12] et plus 
recemment la methode de la barriere progressive [14] pour les contraintes generates. 
L'algorithme resout efficacement un probleme d'optimisation sous la forme la plus ge-
nerate : 
min fix) 
avec X un ensemble defini par des contraintes de bornes et des contraintes lineaires et 
Q = {x e X : gi{x) < 0, i = 1, 2 , . . . , m}. La fonction objectif / : l
n -» R U oo 
et les fonctions c/j : W1 —> E U oo pour i — 1,2,..., m peuvent etre non-continues, 
non-lisses, couteuses a evaluer et raeme contenir du bruit. L'avantage de GPS compare 
aux methodes de recherche directe reside dans 1'analyse de convergence. En supposant 
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que la fonction objectif est continument differentiable, l'optimalite de premier ordre 
est assuree pour les problemes non-contraints [82], avec contraintes de bornes [62] et 
avec contraintes lineaires [63]. Cependant, ces hypotheses ne sont pas conformes aux 
classes de problemes pour lesquelles l'algorithme GPS a ete concu. D'ou, une analyse de 
convergence basee sur les derivees de Clarke [25] est presentee par Audet et Dennis [11] 
assurant certains resultats d'optimalite pour un probleme non-lisse. Ces resultats etant 
confines dans un ensemble fini de directions, une nouvelle classe d'algorithmes MADS 
[13], une generalisation de GPS, est proposee assurant les conditions d'optimalite de 
premier ordre. 
Cette section est organisee comme suit. Le schema general de l'algorithme GPS pour les 
problemes non contraints est presente dans la section 1.5.1. Le traitement des contraintes 
est examine a la section 1.5.2. Finalement, la classe d'algorithmes MADS est decrite a 
la section 1.5.3. 
1.5.1 Schema general de l'algorithme GPS 
L'algorithme GPS a ete initialement introduit pour resoudre les problemes d'optimi-
sation sans contraintes min/(x). Pour ce type de problemes, GPS genere une sequence 
x&M. 
d'iteres {xk} e R" : f(xk+i) < f(xk)- A chaque iteration k, la fonction / est evaluee 
en un nombre fini de points d'un treillis Mk et comparee a la meilleure valeur trouvee 
f{xk). Le treillis Mk est construit a partir d'un ensemble de nd directions predetermine 
D C t n et un pas Ak G R
+. D doit etre un ensemble generateur positif de direc-
34 
tions s'ecrivant sous la forme D — GZ avec G € Wixn une matrice non singuliere et 
Z € ZnxnD. Le treillis est alors defini de la maniere suivante : 
Mk= \J{x + AkDz:zeN
nD} (1.2) 
avec Vk l'ensemble des points ou la fonction / a ete evaluee au debut de 1'iteration k. La 
recherche se fait selon deux phases. La premiere est une recherche globale qui consiste 
a chercher des points prometteurs du treillis selon une strategic definie par 1'utilisateur. 
Ce qui permet de mener une recherche ciblee exploitant les connaissances du probleme. 
Nous distinguons notamment la recherche sur l'hypercube latin [9]. Une discussion plus 
detaillee de la recherche globale est disponible dans [1]. La deuxieme phase est une 
recherche locale appelee sonde qui consiste a evaluer / aux points t de Pk l'ensemble 
des points du treillis voisins de xk : 
Pfc = {xk + Akd:de Dk} C Mk. (1.3) 
Si la recherche trouve un point t du treillis tel que fit) < f(xk), 1'iteration est qualifiee 
de succes sinon elle est qualifiee tfechec : xk est un minimum local par rapport au treillis 
Mk. Selon le resultat de 1'iteration, le pas Afc est mis a jour selon la formule suivante : 
A f c + 1 = r
Wfc A f c (1.4) 
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avec r G Q + et uik G Z compris entre deux entiers CJ < — 1 et u>
+ > 0. La figure 1.9 
resume les differentes etapes de l'algorithme. 
• INITIALISATION : 
Soit x0 G 0, A0 > 0, G, Z, T, V0, LU~ et ui
+ satisfaisant l'ensemble des conditions 
presentees ci-dessous et initialiser k = 0. 
• RECHERCHE GLOBALE ET LOCALE : 
Evaluer / : 
o dans un sous ensemble fini Sk de Mk defini en 1.2 : 
Recherche globale (optionnelle). 
o dans l'ensemble Pk defini en 1.3 : Recherche locale. 
jusqu'a ce que tous les points de Sk et Pk soient evalues ou un point t G Mk tel que 
f(t) < f(xk) soit identifie. 
• MlSE A JOUR DES PARAMETRES : 
oMettreajour 14. 
o Si 3t G Vk • f(t) < f(xk) (succes) alors xfc+1 = t, 
Sinon (echec) xk+1 = v G Vk : f(v) = f(xk). 
o Mettre a jour Afc+i selon la regie 1.4. 
o k <— k + 1 et aller a RECHERCHE GLOBALE ET LOCALE. 
Figure 1.9 - L'algorithme GPS 
Le schema general presente a la figure 1.9 offre une grande flexibilite pour le choix 
de la strategie de recherche locale. Par exemple, au lieu d'evaluer / pour tous les points 
de Pk, une strategie opportuniste permet d'arreter la recherche locale des qu'un meilleur 
point t est identifie. Une autre amelioration consiste a ordonner les directions selon le 
nombre de succes et commencer la recherche suivant les directions les plus promet-
teuses. GPS produit une suite de minimums locaux xk par rapport au treillis Mk. Sous 
l'hypothese que l'ensemble des iteres appartiennent a un ensemble compact, Audet et 
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Dennis [11] montrent qu'il existe une telle sous-suite {xk}keK convergente. Certaines 
conditions d'optimalite ont ete etablies selon les proprietes de / autour du point x. No-
tamment, il a ete demontre que si / est Lipschitz autour de x, alors les derivees de 
Clarke verifient /°(x, d) > 0 pour toute direction d £ D evaluee en un nombre infini 
d'iteres de {xk]keK, et de plus l'ensemble de ces directions est un ensemble generateur 
positif. Neanmoins, Audet [7] montre certaines limitations de 1'algorithme GPS. En par-
ticulier, il propose un exemple avec une fonction differentiable mais non strictement 
differentiable ou tous les iteres de GPS convergent vers un point ou le gradient existe et 
est non nul. 
1.5.2 Resolution des problemes avec contraintes 
Differentes approches sont proposees pour traiter les contraintes a l'aide d'algo-
rithmes GPS. On y distingue la methode de la barriere et la methode du filtre. No-
tons aussi la methode de Lewis et Torczon [64] qui consiste a resoudre le Lagran-
gien augmente en utilisant l'algorithme GPS. Cependant, l'analyse de convergence de 
cette methode necessite que les fonctions / et gi pour i = 1,2,..., m soient deux fois 
continument differentiables. 
37 
Methode de la barriere 
L'approche consiste a appliquer GPS non pas sur la fonction / mais sur la fonction 
barriere /n = / + Co a v e c Cn est une fonction qui vaut zero en O et oo ailleurs. La 
fonction /Q peut etre formulee de la maniere suivante : 
( fix) si x e Q, oo sinon. 
Puisque fa(x) — oo lorsque x $. fl, l'application de GPS sur /Q permet de rejeter 
toute solution non realisable. Lewis et Torczon utilisent la methode de la barriere pour 
resoudre les problemes d'optimisation avec contraintes de bornes [62] et un nombre fini 
de contraintes lineaires [63]. Ce qui revient a considerer que Q = X. A chaque iteration, 
l'ensemble Dk doit contenir les directions qui engendrent les cones tangents Tn(y) pour 
tous les points y de la frontiere du domaine 0 qui sont a une distance predeterminee e > 
0 de Xk- Les memes resultats d'optimalite obtenus pour les problemes sans contraintes 
peuvent etre generalises pour les problemes avec contraintes de borne et un nombre fini 
de contraintes lineaires [11] sous condition que l'ensemble Dk est choisi de facon a se 
conformer a la frontiere du domaine X. En particulier, si / est strictement differentiate 
alors la methode de la barriere converge vers un point KKT. Si / est Lipschitz autour de 
x, alors les derivees de Clarke verifient f°(x, d) > 0 pour toute direction d € Dx C D. 
Dx represente un ensemble de directions engendrant le cone tangent TQ(X) et evaluees 
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en un nombre infinie d'iteres de {xk}keK. 
Methode du filtre 
Une autre approche est proposee par Audet et Dennis [12] pour traiter les contrain-
tes sous forme generale. L'approche est basee sur la methode du filtre presentee par 
Fletcher et al. [42]. Elle consiste a introduire une fonction h qui mesure la violation des 
contraintes. La fonction h verifie les conditions suivantes : 
- h(x) > 0, Vx e Rn, 
- h(x) = 0 <£> x € SI, 
- hi(x) = +oo ^ 3i : gi(x) — +cx). 
Ces conditions sont satisfaites en considerant par exemple la fonction h(x) — \\g+(x)\\l 
avec (g+(x))i = max{0, gi(x)}, \/i = 1,2, ...,m. Les contraintes de bornes et les 
contraintes lineaires definissant le domaine X sont prises en charge par la methode de la 
barriere en utilisant la fonction : 
hx(x) = < 
h(x) six E X, 
CXD smon. 
L'approche proposee consiste a traiter le probleme initial comme etant un probleme 
a deux objectifs / et hx en utilisant la relation de dominance Pareto definie a la section 
1.1. Ainsi a chaque iteration de l'algorithme GPS, un ensemble T appele filtre, est mis 
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a jour contenant tous les points irrealisables non-domines. Un point x' est filtre s'il est 
domine par un point du filtre x € T ou si hx(x') > hmax ou bien x' est realisable tel 
que f(x') > fF. hmax correspond a une borne superieure de hx et f
F correspond a la 
meilleur valeur jusqu'a date de / sur l'ensemble des points realisables. L'ensemble des 
points filtres est note T : 
T= \J{x' : x' h x}U{x' : hx(x') > hmax} U {x' : hx(x') = 0,/(x') > f}. 
xeF 
L'algorithme GPS avec filtre est donne a la figure 1.10. 
• INITIALISATION : 
Soit TQ le filtre correspondant a un ensemble de points initiaux Vo. Soit x0 € FQ. 
Initialiser A0 > 0 et fixer le compteur A; a 0. 
• DETERMINATION DES VALEURS OPTIMALES : f[, h[ et f[. 
• RECHERCHE GLOBALE ET LOCALE : 
Soit Sk un sous-ensemble fini de Mk defini en 1.2. Evaluer / et hx '• 
o dans Sk '• Recherche globale (optionnelle). 
o dans l'ensemble Pk defini en 1.5 : Recherche locale. 
jusqu'a ce que tous les points de Sk et Pk soient evalues ou un point t non filtre soit 
identifie. 
• MlSE A JOUR DES PARAMETRES : 
o Mettre a jour 14. 
o Si 3t E Vk : t ^ Tk (succes) alors 
Fk+i *- Fk\{u :t-<u}U {t}, 
Xk+l = t-
Sinon (echec : sk est un point-filtre isole du treillis) 
xk+i = v e Vk : f(y) = f{xk). 
o Mettre a jour Ak+i selon la regie 1.4. 
o k <— k + 1 et aller a DETERMINATION DES VALEURS OPTI-
MALES. 
Figure 1.10 - L'algorithme GPS avec filtre 
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Notons que la recherche locale differe de l'algorithme presente a la figure 1.9 a deux 
niveaux : le choix du centre de la sonde et la mise a jour du pas A. A l'iteration k, le 
centre de la sonde dans (1.10) n'est pas necessairement la meilleure solution courante 
mais un point de 1'ensemble Ik des meilleurs candidats : 
Pk = {sfc + Akd : d £ Dk} C Mk avec sk £ Ik. (1.5) 
On distingue deux sous-ensembles de Ik : 
- Ik = {x £ Vk : (hx(x),f(x)) = (0, fk)} represente 1'ensemble des meilleurs 
candidats realisables, 
- I\. — {x e Vk : (hx(x),f(x)) = (hi, fk)} represente 1'ensemble des meilleurs 
candidats non realisables. 
ou f[, hk et fl sont donnes par les formules suivantes : 
fk = m i ,n fix)> hk = mi,n hx(x) et fk = min f(x). 
x£Vk x€Vk x£Vk 
hx(x)=Q hx{x)>0 hx(x)=h{ 
Le choix du centre de la sonde est flexible et peut etre guide selon une strategic predeter-
minee. Si la recherche locale echoue, Sk est dit point-filtre isole du treillis. Dans ce cas, 
on pourrait sonder autour d'un autre point sans decroitre le pas A tout en considerant les 
evaluations de la premiere recherche comme etant les resultats d'une recherche globale. 
Notons que la mise a jour de A respecte la regie 1.4 avec eventuellement differentes 
valeurs de u. Ainsi, le pas A peut etre double si un nouveau candidat est identifie, de-
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meure inchange si uniquement un point non-filtre est trouve et divise par deux si le 
centre de sonde est un point-filtre isole. On considere x limite d'une sous-suite {sk}k&K 
de points-filtre isoles du treillis telle que lim Afc = 0. L'analyse de convergence [12] as-
sure certaines conditions d'optimalite de premier ordre pour les fonctions / et h au point 
x en supposant que les directions Dj, sont conformes a la geometrie de X. Notons que 
1'analyse considere la fonction de violation de contraintes h et non pas fix- Ainsi, Audet 
et Dennis [12] montrent que si h est Lipschitz pres de x alors h°(x;v) > 0 pour tout 
vecteur v appartenant a un ensemble de direction D' dont l'enveloppe convexe genere 
le cone tangent Tx{x). La definition de D' est donnee dans [12]. Si, h est strictement 
differentiable en x alors Vh(x)Tv > 0,\/v E Tx(x). Les memes conditions sont satis-
faites par la fonction / au point limite sous l'hypothese que x est strictement realisable : 
x € int(Q). Ainsi, si / est Lipschitz pres de x alors f°(x;v) > 0, Vv e D' et si / est 
strictement differentiable en x alors S7f(x)Tv > 0, Vw € Tx(x). 
1.5.3 Presentation de l'algorithme MADS 
Audet et Dennis [13] proposent un nouvel algorithme MADS qui est une generali-
sation de GPS. La contribution majeure de MADS consiste a generer un ensemble dense 
de directions de sonde ce qui assure des conditions d'optimalite plus fortes que celles de 
GPS. L'algorithme reprend le schema general de GPS et utilise la methode de barriere 
pour le traitement des contraintes. A chaque iteration k, MADS considere le treillis Mk 
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avec un parametre A™ equivalent a Afc considere dans GPS : 
Mk = {x + A™Dz :z£N
nD,xG Vk}. 
MADS introduit un nouveau parametre A^ pour definir la sonde locale ou cadre autour 
du point d'essai xk appele centre du cadre : 
Pk = {xk + Ak
nd:de Dk} C Mk. 
avec Dk un ensemble generateur positif de directions d verifiant: 
- d j£ 0 est une combinaison entiere des directions de D : 3M € N"D : d = Du. 
- La distance entre xk et un point du cadre xk + A™d est bornee : A™||ci|| < 
A£max{| |d ' | | :d 'eL>}. 
- les limites (telles que definies dans Coope et Price [28]) des ensembles Dk norma-
lises sont des ensembles generateurs positifs. 
A 1'iteration k, si fa(xk) < /a(i) , Vt € Pk alors xk est appele un minimum local 
du cadre. Pour assurer la convergence de 1'algorithme, les deux parametres Apk et A™ 
doivent satisfaire les conditions suivantes : 
- A%< Apk, Vk € N. 
- lim AV} — 0 •<=> lim A? = 0 pour tout sous-ensemble fini d'indices K. 
kek K keK K 
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Les deux conditions permettent de garantir le resultat suivant: 
lim inf Apk = lim inf A£* = 0. 
k—>+oo k—>+oo 
Audet et Dennis [13] presentent un ensemble de resultats de convergence au point limite 
x d'une sous-suite dite raffinante definie en 1.5.1. 
Definition 1.5.1 Une sous-suite de minimums locaux du cadre {xk}keK est dite raffi-
nante si {Afc}fc€# converge vers 0. 
Si la limite lim j r ^ existe pour L Q K avec dk € Dk et si Xk + A^dfc € 0 pour un 
nombre infini d'indices k £ L, alors la limite est appelee direction raffinante pour x. 
En considerant une fonction / Lipschitz autour de x, 1'analyse de convergence montre 
que si v e TQ(X) est une direction raffinante alors f°(x,v) > 0. Ainsi, en suppo-
sant que 1'ensemble des directions raffinantes pour x est dense dans TQ(X) ^ 0 alors 
x est un point stationnaire de Clarke de / sur Q : f°(x,v) > 0, Wv € T^l(x). Si, 
de plus, / est strictement differentiable alors x est un point KKT de Clarke de / sur 
Q, : V/(x) < 0, Vf G TQ1(X). Rappelons que les resultats de convergence sont ob-
tenus sous l'hypothese que l'ensemble des directions raffinantes pour x est dense dans 
Tjf (x). Audet et Dennis [13] propose une strategic permettant d'assurer cette condition. 
L'approche proposee est une implementation stochastique de MADS appelee LTMADS. 
Elle commence par fixer D — Z = [I — I],T = 4,UJ~ — — l,w+ = 1 et initialiser 
44 
A™ = 1, AQ = 1. La mise a jour du pas du treillis suit la regie la suivante 
A"1 
-f- si xk est un minimum local du cadre. 
AH, = < fe+i — \ 4A™ si un meilleur point du treillis est identifie et si A™ < j . 
A™ sinon. 
Le choix des directions s'effectue a partir d'une matrice B G {Mnxn} triangulaire 
inferieure dont les elements diagonaux sont egaux a ±A™ et les elements sous la dia-
gonale sont des entiers de l'intervalle ] 7^, A-^i- Toutes ces composantes sont se-
lectionnees aleatoirement avec la meme probabilite. A chaque iteration, les n premie-
res colonnes de Dk, notees d
% correspondent a celles de la matrice B dont on permute 
les lignes et les colonnes pour assurer une generation aleatoire des directions. La base 
resultante est completee pour obtenir un ensemble generateur positif. Deux ensembles 
sont proposes: 
- Ensemble a n + 1 directions obtenu en ajoutant dN+1 — — Yli=i dl et en posant 
A£ = nv/Af > A?. 
- Ensemble a 2n directions obtenu en ajoutant dN+l = —d\ i = 1, 2 , . . . , N et en 
posant A£ = y A f > A r 
La procedure LTMADS permet ainsi de generer un ensemble de directions raffinantes 
dense dans TQ(X) et done assure sous certaines hypotheses de produire un point station-
naire de Clarke. 
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Notons finalement que des extensions a l'algorithme MADS ont ete recemment ra-
joutees [61] telles que le developpement d'un algorithme deterministe ORTHOMADS [3] 
au lieu de LTMADS, la parallelisation de MADS [15], l'utilisation de la barriere progres-
sive pour le traitement des contraintes [14] et l'integration de l'algorithme de recherche 
a voisinages variables RVV [9] dans la recherche globale de MADS. 
1.6 Discussion 
Nous avons introduit dans ce chapitre Foptimisation multiobjectif MOP et defini le 
concept d'optimalite selon la dominance Pareto. Une revue des methodes de resolution 
a ete presentee. On y distingue notamment les methodes a base de reformulation qui 
permettent de resoudre MOP par une serie de formulations mono-objectifs. Par la suite, 
nous avons formellement defini une classe de formulations assurant certaines conditions 
d'optimalite pour MOP. Ces conditions s'appuient sur le calcul de Clarke pour l'op-
timisation non-lisse. Dans les chapitres qui suivent, nous presentons des algorithmes 
pour resoudre MOP en nous basant sur la classe de formulations mono-objectifs. No-
tamment, deux algorithmes sont proposes faisant appel a l'algorithme MADS. L'algo-
rithme B I M A D S concerne 1'optimisation biobjectif en exploitant la relation d'ordre qui 
caracterise les solutions biobjectifs. A defaut de cette relation, nous proposons un algo-
rithme appele MULTIMADS pour le probleme multiobjectif general. Puisque ces algo-
rithmes sont congus pour resoudre les applications reelles, nous les appliquons sur des 
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problemes concrets d'ingenierie et de finance. 
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CHAPITRE 2 
ALGORITHME DE RESOLUTION POUR LA PROGRAMMATION 
BIOBJECTIF 
Dans ce chapitre, nous nous interessons au probleme d'optimisation biobjectif (BOP) 
et nous presentons une approche de resolution pour BOP sous contraintes de bornes. 
Ainsi, n = X. Le probleme biobjectif peut etre alors, reecrit de la maniere suivante : 
BOP: m i n F ( i ) = ( / 1 ( 4 f2(x)) 
avec 
F : R"•-> R2 et X = {xeRn:a<x<b} 
avec n le nombre de variables, a G (R U {—oo})n et b G ( 1 U {+oo})n sont des 
vecteurs de borne. BOP est la seule instance de MOP qui possede la propriete d'ordre 
du front Pareto. Base sur cette propriete d'ordre et l'approche d'agregation presentee a 
la section 1.4, un nouvel algorithme B I M A D S est propose pour obtenir 1'approximation 
du front Pareto d'un probleme de BOP. B IMADS genere essentiellement une sequence 
de formulations mono-objectifs de BOP et les resout de fagon sequentielle en utilisant 
l'algorithme MADS [13] avec des criteres de terminaison de plus en plus stricts. Cette 
serie de formulations est concue dans le but d'atteindre une couverture uniforme du front 
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Pareto, meme si le front est non-convexe ou disjoint. Le chapitre est divise comme suit. 
Une presentation de B IMADS est faite a la section 2.1. Dans le section 2.2, BlMADS est 
teste sur des problemes de la litterature concus pour illustrer les difficultes pouvant etre 
rencontrees dans les problemes reels [34]. 
2.1 L'algorithme B IMADS pour l'optimisation biobjectif 
Dans cette section, nous presentons un algorithme de resolution pour le probleme 
biobjectif. L'algorithme fait appel a l'algorithme MADS pour resoudre une serie de for-
mulations mono-objectifs d'un probleme biobjectif. Cette section est organisee comme 
suit. Dans la section 2.1.1, nous exposons le schema general de BIMADS et dans la 
section 2.1.2, nous proposons une analyse de convergence et d'uniformite de B IMADS. 
2.1.1 Schema de l'algorithme B IMADS 
Le schema general de BIMADS est presente a la figure 2.1, et detaille dans les pa-
ragraphes suivants. B I M A D S est un algorithme iteratif qui construit des ensembles de 
points qui approchent l'ensemble Pareto optimal Xv. A chaque iteration, l'ensemble 
des points non-domines (relativement a tous les points generes jusqu'a date) est note 
par Xc- L'image selon 1'application F de Xc est notee par Yc G W. Yc donne une 
approximation du front Pareto Yp. 
INITIALISATION : 
- Appliquer l'algorithme MADS a partir x0 pour resoudre min fi (x) et min f2(x). 
xex xex 
- Soit Xjr = {X1 , x2,..., x^y une liste ordonnee de points non-domines entre eux 
tels que h{xl) < h{x2) <...< h{xJ) et ^(x 1 ) > f2(x
2) >...> f2(x
J). 
Initialiser le poids w(x) = 0 pour tout x G X et soit S > 0. 
ITERATIONS MAJEURES : Repeter 
- DETERMINATION DU POINT DE REFERENCE : 
— Si J > 2, soit j e argmax <P = \\F^)-FI^W+W)-FI^)\\^ e t d 6 f i n i r ] e 
j=2. . .J- l 
point de reference r = (/i(xJ+1), f2(x
3~1)). 
— Si J = 2, soit x3* = x2, definir le point de reference r = (fi(x2), f^x1)) et 
soit^="^7-g^"2. 
w(xl) + \ 
— Si J = 1, soit x3 = x1, 53 — , 1 et appliquer l'algorithme MADS a partir 
de xJ pour resoudre min/1(x) et min/2(x). Terminer MADS lorsque le pas du 
x&x xex 
treillis Am est inferieur a A(53) = 0(53) et continuer a 1'etape MlSE A JOUR DE 
Xc. 
- MINIMISATION DE LA FORMULATION MONO-OBJECTIF : Resoudre une for-
mulation mono-objectif Rr en utilisant l'algorithme MADS a partir du point de 
depart x3. Terminer MADS lorsque le pas du treillis Am est inferieur A(83) = 
0(S3) ou si un nombre predefini devaluations de fonctions objectifs est atteint. 
- MISE A JOUR DE XC '• 
Augmenter la valeur du poids : w(x3) <— w(x3) + 1. 
Ajouter a Xc tous les points non-domines trouves dans l'iteration courante, 
retirer les points domines de Xc, et ordonner la liste des points. 
Figure 2.1 - Schema de l'algorithme B IMADS pour la programmation biobjectif 
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A l'etape d'initialisation, l'algorithme resout deux problemes mono-objectifs : 
mmfi(x) et min/2(x) (2.1) 
xex x^x 
en utilisant l'algorithme MADS a partir d'un point predefini de depart x0 G X. No-
tons que plusieurs points de depart peuvent etre utilises en effectuant, par exemple, une 
recherche sur l'hypercube latin. Par souci de clarte notamment en ce qui concerne la 
preuve sous-jacente a l'analyse de l'uniformite, nous nous contentons d'un seul point de 
depart dans le schema de l'algorithme. Une premiere liste Xc de points non-domines 
est obtenue a partir de tous les points d'essai du treillis generes par les deux iterations 
majeures de MADS. La cardinality de cet ensemble est denotee par J. 
Chaque iteration de BlMADS comporte trois etapes. D'abord, la liste ordonnee Yc 
est utilisee pour identifier un point de reference r dans l'espace des objectifs. Si J > 2, 
la strategic considere la somme algebrique 5^ des carres des distances separant chaque 
point non-domine F(XJ) G Yc a son predecesseur F(XJ-I) et a son successeur F(XJ+I) 
pour j = 2, 3 , . . . J — 1. Ainsi, un point F(x^) est identifie a partir d'une liste Yc 
maximisant la mesure &>. Si J = 2, x^ est fixe a x2, le point de reference r est fixe 
a (/i(x2),/2(a;
1)) et 53 est pris egal aux carres ponderes des distances entre les deux 
points non-domines. Le poids w(xJ) apparaissant au denominateur de xJ est augmente 
d'une unite a la fin de l'iteration pour reduire des frequentes definitions de r au voisi-
nage du meme point. Si J = 1, c'est-a-dire, si un point singulier x1 domine tous les 
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autres generes jusqu'a date, alors l'algorithme resout encore les deux problemes mono-
objectifs(2.1). 
Afin d'evaluer la qualite de la distribution des points non-domines generes par l'al-
gorithme, deux mesures de l'uniformite de la distribution sont introduites : 
- la Mesure de couverture c — max 8^ et 
— la Mesure de couverture ponderee cw = max wi^\+l-
Les deux mesures fournissent un indice de l'uniformite de 1'approximation. Rappelons 
que cette caracteristique, en plus de la convergence vers le front Pareto forment les deux 
criteres consideres au chapitre 1 pour evaluer la qualite de la distribution. Plus la valeur 
de la mesure est petite moins 1'approximation du front Pareto CQntient des ecarts larges. 
La mesure de couverture ponderee a ete introduite pour traiter un probleme dont le front 
Pareto est discontinu. Dans ce cas, les ecarts entre les points ne sont jamais tous nuls, 
par contre, cw peut tendre vers zero. 
La partie gauche de la figure 2.2 illustre la selection du point de reference r lorsque 
J > 2. Le symbole '•' est utilise pour les points generes par B IMADS dans l'espace des 
objectifs, le symbole V est utilise pour les points non-domines generes par l'algorithme. 
La seconde etape de l'iteration consiste a resoudre la formulation mono-objectif Rr 
en utilisant l'algorithme MADS. L'image des points d'essai produits par l'algorithme 
appartiendra vraisemblablement a la zone de dominance relativement a r. La partie droite 
de la figure 2.2 illustre quelques points generes par MADS. Chaque iteration MADS se 
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M 
determination du point de reference. 
71 
minimisation mono-objectif. 
Figure 2.2 - Une iteration de BIMADS 
termine lorsque le pas du treillis Am est inferieur a A(S^) = 0(5^) ou quand un nombre 
predefini d'evaluations de fonctions objectifs est atteint. 
Finalement, a la fin de chaque iteration le nouvel ensemble des points non-domines 
Xc est mis a jour. Des nouveaux points non-domines sont ajoutes et des points domines 
sont enleves. Le nouveau ensemble est represente a la partie droite de la figure 2.2 par le 
symbole V . 
Ces trois etapes sont repetees par BlMADS. En pratique, la fin de l'iteration ma-
jeure prend fin soit apres un nombre predefini d'evaluations de MADS, soit lorsque (P 
est inferieure une valeur predeterminee. Noter que d'autres algorithmes d'optimisation 
mono-objectif peuvent etre utilises pour resoudre Rr. Neanmoins, nous choisissons l'al-
gorithme MADS pour resoudre la formulation mono-objectif puisqu'il est concju pour les 
problemes d'optimisation en boites noires tout en assurant une analyse de convergence 
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rigoureuse. 
2.1.2 Analyse de convergence 
Dans cette section, la qualite des points produits par B IMADS est etudiee et les 
resultats de convergence pour B IMADS sont presentes. Nous emettons des hypotheses 
standard concernant 1' optimisation en boites noires en supposant que tous les points 
d'essai generes par l'algorithme appartiennent a un ensemble borne. Nous supposons 
egalement, que les formulations mono-objectifs sont resolues en utilisant 1'implementa-
tion LTMADS. Le theoreme suivant montre que BIMADS produit des points satisfaisant 
les conditions necessaires d'optimalite pour l'optimisation biobjectif presentees a la sec-
tion 1.3 lorsque les fonctions objectifs sont localement Lipschitz. Nous denotons par Rr 
une formulation mono-objectif de BOP en un point de reference r e W, tel que defini 
a la definition 1.4.1. Ainsi, nous montrons que toute direction du cone tangent de Clarke 
Txl(x) en un point limite x G X genere par LTMADS applique a Rr est une direction 
de montee pour au moins une fonction objectif. Notons que pour un ensemble defini par 
des contraintes de bornes le cone de Clarke T^(x) coincide avec le cone tangent Tx{x). 
Theoreme 2.1.1 Soit j \ et fi deux fonctions Lipschitz au voisinage d'un point limite 
x G X genere par LTMADS applique a une formulation mono-objectif Rr de BOP en 
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un point de reference r £ MP, alors 
pour tout d € Tx(x), il existe j € {1, 2} tel que fj(x; d) > 0, 
ou Tx (x) est le cone tangent en x. 
Demonstration: La solution x generee par LTMADS est un point stationnaire de Rr 
sur X [13], c'est-a-dire, pour tout d G Tx(x),R°(x,d) > 0. La seconde condition 
apparaissant a la definition de la formulation mono-objectif 1.4.1 assure que pour tout 
d 6 Tx{x), il existe un indice j 6 {1, 2} pour lequel f°(x; d) > 0. • 
Un corollaire a ce resultat est obtenu lorsque / i et / 2 sont strictement differentiables 
en x. 
Corollaire 2.1.2 Supposons que / i , /2 et ipr sont strictement differentiables en un point 
limite x € X genere par LTMADS applique a une formulation mono-objectif Rr de 
BOP en un point de reference r € Rp, alors x est une solution KKT-proprement effi-
ciente de BOP: 
pour tout d G Tx(x), il existe j € {1,2} tel que \7fj(x)Td > 0, 
ou Tx (x) est le cone tangent en x. 
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Demonstration: Soit d G Tx(x). Selon [13], x est un point KKT stationnaire de Rr 
sur X. Ainsi, Vipr(x)
Td > 0. La contraposee du theoreme 1.4.1 assure qu'il existe un 
indice j € {1,2} tel que \7fj(x)Td > 0. > 
Outre 1'analyse de convergence, une analyse d'uniformite de la distribution des solu-
tions dans Yc est menee. L'analyse d'uniformite utilise la mesure ponderee de couverture 
cw introduite a la section 2.1. Nous introduisons l'indice r\ pour representer l'indice de 
1'iteration de BIMADS. Le theoreme suivant montre que <?w tend vers zero. 
Theoreme 2.1.3 La mesure ponderee de couverture cPw de la liste Y£ des points deux a 
deux non-domines trouves a Viteration rj satisfait la condition lim ĉ , = 0. 
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Demonstration: Par contradiction, supposons qu'il existe un certain scalaire L > 0 pour 
lequel ĉ , > L pour toute iteration r\ > 0. Ainsi, 8^ > ,fL+1 > L pour toutes les 
iterations r] > 0. Puisque chaque iteration majeure r\ de MADS se termine lorsque le pas 
du treillis Am est inferieur a A (8^) = 0(8^), nous obtenons le resultat suivant: 
// existe 8_ > 0 : A^ > 8_pour toute evaluation k et pour toute iteration majeure rj, 
(2.2) 
ou A^ est la taille du treillis a 1'evaluation k pour 1'iteration majeure r\ de MADS. En 
outre, puisque le domaine realisable X est bornee, il existe 8 > 0 tel que A^ < 8 pour 
tout r\ > 0 et k > 0. Soit XQ le point initial de la iteration majeure rj. Montrons que sous 
les hypotheses citees dans cette section, que tous les points d'essai appartiennent a un 
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meme treillis independamment de l'iteration majeure ou du nombre devaluations. 




ou D est l'ensemble des nD G N directions verifiant les conditions cities dans [13], 
zvo ^ ^ n D e t ^vo e s t j e p a s j u t rej]jjs £ 1'evaluation i de l'iteration majeure r]0 de 
MADS. Le point initial XQ° a ete deja genere comme etant le point d'essai ki d'une 
iteration majeure 0 < 771 < 770. Ainsi, a partir de xvk°o, nous pouvons construire la serie 
finie de points : 
-Vo rrVo _ r)\ »n _ -V2 riv _ „ 0 0 
x f c 0 ' 0
 — x f c i ' x O — x f c 2 ' ' ' ' ' 0
 _ J , t p + i !
J ' 0 ! 
tels que rj0 > rji > ... > r]p > 0 forment une suite decroissante d'en tiers et x^ a ete 
genere a l'iteration majeure r\i a partir d'un point initial x^. Ce point initial a ete genere 
comme etant le point d'essai ki+i d'une iteration majeure rji+i, c.a.d, x$ = x^
i+1. x^p a 
ete genere comme etant le point d'essai kp+i de la premiere iteration majeure. Utilisant 
cette notation, nous avons alors, pour tout l = l,2,...,p, 
i=0 
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= xii + D^^TzT + ^^T^) 
i=0 i=0 
p + 1 fcj-1 
/=0 i=0 
Torczon [82] a montre que si Af sont des multiples de puissances entieres d'un 
certain nombre rationnel (ce qui est les cas pour notre algorithme puisque AQ sont iden-
tiques pour toutes les iterations majeures rf), si tous les itereres sont dans un ensemble 
borne, et si (2.2) est verifiee, alors x^ est un point du treillis qui depend de D, 5_, 5. 
Ainsi, x1°o appartient a un meme treillis independamment de 1'evaluation et de 1'iteration 
majeure. Consequemment, il existe un point selectionne par BlMADS un nombre in-
fini de fois autour duquel Y£ est affine sans changer la valeur S^1. Nous obtenons, 
alors, w(f1) —> oo et par la suite, c^ —• 0. Ce qui contredit le fait que cj est bornee 
inferieurement par L > 0. • 
La mesure de couverture ponderee cw a ete definie pour surmonter les difficultes que 
represente le front discontinu. En effet, dans ce cas particulier, a cause des ecarts separant 
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les ensembles disjoints, un meme point peut etre selectionne un nombre infini de fois 
autour duquel le front est affine. Pour ce faire, une penalite a ete introduite pour limiter 
une selection multiple d'un meme point. Avec cette penalite, le theoreme 2.1.3 montre 
que la mesure de couverture ponderee tend vers zero meme si le front est discontinu. 
2.2 Resultats numeriques sur les problemes tests 
Le comportement de BiMADS est evalue en utilisant les problemes tests proposes 
par Deb [34]. Les fonctions de ces problemes biobjectifs sont construits de la maniere 
suivante : 
fi(x) = fi(xux2,...,xm) et 
fa{x) = 9{xm+i, Xm+2, • • •, xn)h(fi(x1,x2, •••, xm), g{xm+1,xm+2, • • •, xn)). 
La fonction / i depend de m variables x\, x 2 , . . . , xm avec m < n et / 2 est une fonction 
de n variables. La fonction g depend de n — m, variables xm+i, xm+2, •.., xn qui n'ap-
paraissent pas dans la fonction fx; h est une fonction qui depend des valeurs de / : et 
9-
Des difficultes dans les problemes tests sont introduites en choisissant des fonctions 
appropriees pour / j , g et h [34] : 
- La convexite et la discontinuity dans le front Pareto sont gerees par la fonction h; 
- La convergence au front Pareto reel est geree par la fonction g; 
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- La diversite dans le front Pareto est geree par la fonction fx. 
Les problemes tests que nous considerons sont dermis a travers des choix bien specifiques 
def^geth. 
L'algorithme est code en C++ et utilise le logiciel NOMAD 0.6 [30] qui implemente 
LTMADS, comme une sous-routine pourresoudre chaque formulation mono-objectif. Le 
point x0 = (0.51, 0.51) est utilise comme itere initial pour initialiser l'algorithme et le 
pas initial du treillis est fixe a 0.01. Deux criteres d'arret sont selectionnes pour chaque 
iteration majeure de MADS sur les formulations mono-objectifs : 
- Arret par le pas du treillis : l'iteration majeure se termine lorsque le pas du treillis 
Am descend au-dessous de - j ^ ou <5J est defini a la figure 2.1. 
- Arret par le nombre devaluations : l'iteration majeure se termine apres un nombre 
d'evaluations des fonctions objectifs reformulees egale a 50 sauf exception et dans 
ce cas ce nombre est precise. 
Dans nos tests numeriques, BlMADS genere soit 10 ou 30 formulations mono-objectifs 
resolues avec l'algorithme MADS. La strategic genere respectivement au maximum 500 
et 1500 evaluations des fonctions objectifs. 
Pour chaque probleme test, une figure contenant quatre graphiques est presentee : 
deux d'entre elles pour chaque formulation mono-objectif, et les deux autres pour les 
iterations majeures impliquant 10 ou 30 appels de MADS. Chaque graphe represente les 
valeurs des fonctions evaluees aux points d'essai generes par BlMADS en utilisant le 
symbole '•'. Le symbole V est utilise pour les points non-domines trouves par l'algo-
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rithme. Les courbes represented les fronts Pareto globaux et locaux, ou la frontiere de 
1'image Y de X. Pour chaque serie de tests, la qualite de 1'approximation Yc fournie 
par l'algorithme BlMADS est analysee selon les deux criteres presentes au chapitre 1 : 
convergence des solutions au front Pareto Yv et l'uniformite de la distribution des solu-
tions dans Yc. La mesure de la couverture c introduite dans 2.1 est donnee pour chaque 
probleme test. 
2.2.1 Fronts Pareto convexe et non-convexe 
La convexite du front Pareto est geree par la fonction h. Deb [34] propose la fonction 
suivante : 
f ) a i f / i < 2 , 
9 (2.3) 
0 sinon. 
Le parametre a controle la forme du front Pareto. Le front Pareto est non-convexe si 
a > 1 et convexe autrement. Noter que les solutions globalement Pareto optimales sont 
obtenues aux minima globaux de la fonction g. Nous considerons les fonctions suivantes 
pour g et fx : 
Hfi,g) = 
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9M = { 
4 _ 3 e X p ( " ^ 0 0 ^ ) ' i f 0 ^*2<0 .4 , 
4 - 2 e x p ( - 3 : 2 o 2
Q - H , i f 0 . 4 < x 2 < l , 
fi(xi) = 4xi, 
ou les deux solutions x\ et x2 6 [0,1]. 
Trois series de test sont generees avec differentes valeurs de a. Dans le premier test, 
le front Pareto global est convexe. Dans le second test, le front Pareto global est non-
convexe. Finalement, dans le troisieme test, le front Pareto global est convexe mais le 
front Pareto local est non-convexe. 
Front Pareto globalement convexe 
En fixant a a 0.25 dans le probleme (2.3), nous obtenons un probleme biobjectif avec 
un front Pareto globalement convexe. Les resultats obtenus en appliquant BIMADS avec 
10 iterations majeures de MADS et 30 iterations majeures de MADS sont illustres a la 
figure 2.3. La figure montre que tous les points non-domines Yc trouves par BIMADS 
appartiennent a la courbe globalement Pareto Y-p pour toutes les series tests. En outre, 
la figure suggere que B IMADS realise une bonne distribution et une bonne diffusion des 
points non-domines dans le front Pareto global pour chaque formulation. 
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Rr avec 10 iterations majeures de MADS 
446 evaluations, c = 6.6 x 10~3 
/ 2 1 
0 0.5 1 1.5 2 2.5 3 3.5 4 
h 
ttr avec 30 iterations majeures de MAD$ 
1446 evaluations, c = 1.0 x 10 - 3 
h 
0 0.5 1 1.5 2 2.5 3 3.5 
h 
jf?r avec 10 iterations majeures de MADS 
440 evaluations, c = 5.2 x 10~3 
/ 2 1 
0 0.5 1 1.5 2 2.5 3 3.5 
h 
Jfir avec 30 iterations majeures de MADS 
1446 evaluations, c = 6.0 x 10 - 4 
h 
0 0.6 1 1.5 2 2.5 
h 
Figure 2.3 -Front global convexe : BlMADS avec 10 et 30 iterations majeures de MADS 
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Front Pareto global non-convexe 
En fixant a a 4 dans le probleme (2.3), nous obtenons un probleme biobjectif avec 
un front global non-convexe. Les resultats obtenus en appliquant BlMADS avec 10 
iterations majeures de MADS et 30 iterations majeures de MADS sont donnes a la figure 
2.4. Excepte le premier test correspondant aux resultats de BlMADS avec 10 iterations 
majeures de MADS applique a la formulation normalisee mono-objectif, tous les tests 
generent des solutions non-dominees Yc dans le front global Yp. Une bonne repartition 
des solutions Pareto est obtenue en utilisant 30 iterations majeures de MADS. 
Front local non-convexe et front global convexe 
Nous fixons a = 0.25 + 3.75(g(x2) — 1) [34] dans le probleme (2.3). Le probleme 
resultant est difficile a resoudre pour les algorithmes qui explorent la forme de la courbe 
Pareto [34]. Les resultats obtenus en appliquant BlMADS avec 10 iterations majeures de 
MADS et 30 iterations majeures de MADS sont illustres a la figure 2.5. En utilisant 10 
iterations majeures de MADS, BIMADS genere un ensemble de points non-domines Yc 
tout pres de la courbe Pareto Yp. La qualite de 1'approximation est meilleure en utilisant 
la formulation produit mono-objectif. En utilisant 30 iterations majeures de MADS, tous 
les points non-domines trouves par B IMADS appartiennent a la courbe globalement Pa-
reto optimale, c'est-a-dire, Yc C Yp. Les points non-domines Yc sont bien repartis dans 
la courbe Pareto. 
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Rr avec 10 iterations 
423 evaluations, c 
* + ' ' • 
majeures de MADS 
= 2.1 x 10"1 
: 









Kr avec 30 itdrations 
1408 evaluations, 
r":" :-:^.-.: ,: 
iui- N \ j • 
* \ t: 
majeures de MAD! 





0.5 1 1.5 
4^r ayec 10; iterations majeures de MADS 
\ 439 evaluations, c = 3.1 x 10~2 
h 
0 0.5 1 1.5 2 2.5 
h 
Kr, ayec 30 iterations majeures de MADSl 
h * 
1439 evaluations, c = 1.9 x 10 - 3 
0 0.5 1 1.5 2 2.5 3 3.5 4 
h 
Figure 2.4 - Front global non-convexe : B I M A D S avec 10 et 30 iterations majeures de 
M A D S 
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Rr avec 10 iterations majeures de MAI5^ 
375 evaluation's, c = 7.5 x 10_ 1 
2.5 3 3.5 
jfjp avec. 10 iterations majeures.de MADS 
• 446 evaluations, c = 1.7 x 10~2 
0 0.5 1 1.5 2 2.5 3 3.5 4 
h 
\tif avec 30 iterations majeures de M A D | 
1367 evaluations, c = 1.3 x 10~3 
h 
"^ayeQ^p iterations majeures de MADS 
f 1446 evaluations, c = 8.5 x 10 - 4 
2.5 
h * 
0 0.5 1 1.5 
Figure 2.5 - Front local non-convexe et front global convexe : B I M A D S avec 10 et 30 
iterations majeures de MADS 
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2.2.2 Front Pareto discontinu 
Deb [34] propose une famille de problemes tests pour lesquels le front Pareto est 
discontinu : 
fc(/i,<7) = l - ( ^ ) a - ^ 8 i n ( 2 7 r g / 1 ) , 
/ l ( X l ) = Xi, 
g(x2) = 1 + 10x2, 
ou x\ et x2 G [0,1], a > 0 et q est le nombre de regions disjoints. Nous utilisons les 
memes valeurs pour a et q que celles proposees en [34], c'est-a-dire, a = 2 et q = 4. 
Les resultats obtenus en appliquant B IMADS avec 10 et 30 iterations majeures de MADS 
sont donnes a la figure 2.6. 
La figure 2.6 montre que BlMADS genere des solutions non-dominees Yc pour les 
quatre regions disjointes. Les solutions Yc sont bien reparties au long de la courbe Pareto 
Yp. Le tableau 2.1 donne la mesure de couverture c pour chacune des quatre regions 
disjointes. Le tableau rapporte egalement la valeur moyenne /J, et l'ecart type a de c 
pour ces regions. En outre, en utilisant 30 iterations majeures de MADS, les resultats 
obtenus en appliquant la formulation .Rr sont legerement meilleurs que ceux obtenus en 
appliquant la formulation i?r. 
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Rr avec JO iterations majeures de MAD^ 
436 evaluations, c = 5.0 x 10~2 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
h 
*Rr avec 10 iterations majeures de MADSI 
h 4 








/ i r avec 30 iterations majeures de MADS 
. 1383 evaluations, c = 3.9 x 10 -2 
L " ' : 
^~^^'%/^*Xf\ 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
h 
jfir aVec 30 iterations majeures de MADS 
1394 evaluations, c = 3.9 x 10 -2 
h 4 
Figure 2.6 - Front global discontinu : B IMADS avec 10 et 30 iterations majeures MADS 
Tableau 2 . 1 - Mesure de couverture c de chaque region Pareto disjointe 
c 
Region 
10 iterations majeures 
30 iterations majeures 
c 
Region 
10 iterations majeures 





2 3 4 
.0039 .0098 .0433 
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2.2.3 Espace de recherche biaise 
Afin de rendre la convergence au front Pareto plus problematique, Deb [34] propose 
la fonction g suivante : 
g{x2) = l+xl, 
ou 7 est un parametre reel qui controle le biais dans l'espace de recherche. Pour completer 
l'exemple, les fonctions suivantes pour / i et h sont utilisees [34] : 
/ i ( x i ) = xi, 
Hfng) = l - ( f ) 2 -
Les resultats obtenus pour 7 = 0.25 en appliquant B I M A D S avec 10 et 30 iterations 
majeures de MADS sont illustres dans la partie superieure de la figure 2.7. Toutes les 
solutions non-dominees trouvees par 1'algorithme sont pres de la courbe globalement 
Pareto optimale; mais aucune solution n'appartient a la courbe Pareto. Deb [34] observe 
que si 7 < 1, la densite des solutions augmente en s'eloignant du front Pareto. Ainsi, 
en generant aleatoirement 50,000 solutions pour 7 = 0.25, aucune solution generee ne 
se trouve a proximite du front Pareto optimal [34]. Par comparaison, le nombre maxi-
mal des evaluations des objectifs a ete augmente a 50,000 (c'est-a-dire, le nombre de 
iterations majeures de MADS a ete augmente a 500 et le nombre maximal des evaluations 
des fonctions a ete augmente a 100 pour chaque iteration majeure). Les resultats sont 
donnes dans la partie inferieure de la figure 2.7. En augmentant le nombre devaluations 
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Hfx,g) = ' 
des objectifs, tous les points non-domines Yc trouves par B IMADS appartiennent au 
front Pareto global Yv. Les points sont bien repartis au long de Yv. 
2.2.4 Front Pareto non-uniforme 
La non-uniformite des solutions au long du front Pareto peut-etre creee en choisissant 
une fonction non-lineaire pour f\. Un exemple est donne dans [34] a l'aide des fonctions 
suivantes : 
fi{xi) = 1 — exP(—4xi) sin4(57rxi), 
l - ( f ) 4 i f / i < / 7 . 
0 sinon. 
4 - 3 e x p ( - S ^ ) 2 , i f 0 < x 2 < 0 . 4 , 
9(^2) = < 
4 - 2 e x p ( - £ 2 5 f
1 ) 2 , i f 0 . 4 < x 2 < l , 
En utilisant 500 points uniformement espaces selon x\, Deb [34] montre que la courbe 
Pareto correspondante est biaisee pour les solutions pour lesquelles la valeur de /1 est 
pres de 1 : la plupart des solutions generees ont la valeur de la fonction objectif /1 = 1. 
Ainsi, les solutions se concentrent autour de /1 = 1. Les resultats obtenus en appliquant 
BIMADS avec 10 et 30 iterations majeures de MADS sont presentes a la figure 2.8. 
BIMADS surmonte ce biais autour de la valeur /1 = 1. Les deux methodes trouvent des 
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Rr avec 10 iterations majeures de MADS 
449 evaluations, c = 4.1 x 10~2 
2Rr avec 10 iterations majeures de MADS 
449 evaluations, c = 2.9 x 10~2 
|Rr avec 30 iterations majeures de MADS 2Rr avec 30 iterations majeures de MADS 
1449 evaluations, c = 2.9 x 10 - 3 
! 1449 evaluations, c = 2.5 x 10~3 
zRr avec 500 iterations majeures de MADjS %• avec 500 iterations majeures de MADS 
Figure 2.7 - Recherche biaisee : B I M A D S avec 10, 30 et 500 iterations majeures de 
M A D S 
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solutions non-dominees Yc bien reparties appartenant a la courbe Pareto Yp. Avec 30 






Rr avec 10iterations majeures de MADS 
• 473Evaluations, c = 4.8 x 10 -3 
• • • ' • • - • . . : 
• • . -
- ™ - > ^ _ _ ^ ^ ^ . . 
^ ^ S s , 
0.3 0.4 0.5 0.6 0.7 
*R~r avec 10 iterations majeures de MADS 
473 evaluations, c = 5.4 x 10 -3 
h 
- ^ H - U * 
0.3 0.4 
h 
Rr avec 30 iterations majeures de; MAPS 
': 1473 evaluations, c'= 2.3 x 'id"4"" 
h 2 
jRravec 30 iterations majeures de MADS 
1473 evaluations, c = 3.2 x 10~4" 
h * 
0.3 0.4 
Figure 2.8 - Non-uniformite representant le front Pareto : BlMADS avec 10 et 30 
iterations majeures de MADS 
2.3 Discussion 
Nous proposons une nouvelle approche pour resoudre BOP assurant quelques condi-
tions necessaires de premier ordre pour les fonctions non-lisses. Outre l'analyse de 
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convergence, une nouvelle analyse d'uniformite est proposee. Notre nouvel algorithme 
BIMADS pour l'optimisation biobjectif BOP a ete presente et applique a six problemes 
tires de la litterature concus pour mettre en valeur quelques difficultes intrinseques de 
BOP. La performance de l'algorithme est evaluee en etudiant la qualite de l'ensemble 
des solutions en terme de proximite au front Pareto et l'uniformite de la repartition des 
solutions. 
Les resultats des problemes tests sont resumes au tableau 2.2. Les entrees du tableau 
2.2 sont la valeur moyenne /x et 1'ecart type a de la mesure de la couverture c pour les 
six problemes tests. 
Tableau 2.2 - Mesure de couverture c pour les problemes tests 
c 
Iterations majeures 
10 iterations majeures 















Le tableau 2.2 montre que l'uniformite de la repartition des solutions Pareto est sen-
sible au nombre des iterations majeures et la formulation adoptee. Les meilleurs resultats 
sont obtenus en appliquant 30 iterations majeures de MADS et en utilisant la formulation 
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CHAPITRE 3 
SELECTION OPTIMALE D'UN PORTEFEUILLE EN FINANCE 
L'objectif vise de ce chapitre est d'illustrer l'algorithme BlMADS que nous appli-
quons sur un probleme concret de selection de portefeuille en finance. Dans son ouvrage, 
Markowitz [66] definit un premier modele pour le probleme de selection de portefeuille 
qui tient compte du couple de parametres : la moyenne et la variance du rendement. Se-
lon ce modele, l'ensemble optimal de portefeuilles composes d'actifs risques est appele 
l&frontiere efficiente. Le rendement moyen de chaque actif est utilise pour estimer le 
rendement attendu du portefeuille, alors que la variance donne une mesure du risque. 
Le modele suppose que les rendements des actifs sont normalement distribues et par 
consequent il neglige tous les moments au-dela du premier. En effet, pour bien modeliser 
les problemes reels, Markowitz met en evidence 1'importance de la diversification, ce qui 
implique la normalite du rendement du portefeuille. 
Lorsque la decision d'investir concerne des intervalles finis de temps, le modele 
moyenne-variance n'est plus approprie et des moments de degres plus eleves devraient 
etre considered [53,71,72]. En particulier, Fasymetrie, le deuxieme moment de la dis-
tribution, devient non-negligeable tel qu'illustre par de nombreuses etudes empiriques 
[5,43,74,75] mettant en valeur Fasymetrie de la distribution des rendements des por-
tefeuilles. En outre, plusieurs contributions en finance soulignent le role de Fasymetrie 
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dans la prise du risque [4,54,57,78]. 
Lai [58] modelise la selection du portefeuille avec asymetrie comme un probleme 
de programmation tri-objectif (denote par L3 dans ce chapitre, et presente dans la sec-
tion 3.1) qui vise a maximiser le rendement attendu, minimiser la variance et finalement 
maximiser l'asymetrie. Lai [58] restreint le portefeuille a avoir une variance unitaire et 
applique la programmation polynomiale par but (polynomial goal programming) PGP 
introduite par Tayi et Leonard [80] pour resoudre probleme biobjectif contraint qui en 
resulte (denote ici par L2) en incorporant la preference a priori de l'investisseur entre les 
objectifs. PGP a ete par la suite adopte par Chunhachinda et al. [24], Sun et Yan [79], 
et Prakash et al. [70] pour resoudre le probleme de selection de portefeuille en tenant 
compte du critere de l'asymetrie. 
Le chapitre est organise comme suit. Le probleme de selection de portefeuille avec 
asymetrie est presente a la section 3.1. Les formulations de Lai L3 et L2, ainsi que 
l'approche de programmation par but sont detaillees. Dans la section 3.2, nous proposons 
des reformulations tri-objectifs et biobjectifs sous contraintes de bornes en se basant 
sur les coordonnees hyperspheriques standard. Ensuite, la reformulation biobjectif est 
resolue en utilisant Falgorithme BlMADS [19] presente au chapitre 2 qui garantie une 
convergence vers un large ensemble de portefeuilles optimaux dans l'espace defini par 
les parametres : moyenne-variance-asymetrie. Notre approche est testee dans la section 
3.3 sur un exemple propose par Lai [58]. 
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3.1 Formulations multiobjectifs pour la selection de portefeuille avec asymetrie 
La formulation de Lai [58] du probleme de selection de portefeuille est adoptee dans 
le reste du chapitre. Le portefeuille est compose de n 4- 1 actifs. Les n premiers actifs 
sont des actifs risques et le (n + l)eme actif est l'actif sans risque avec un rendement 
7Z > 0. Tous les actifs ont des dettes limitees, et les rendements sont uniquement obte-
nus sous la forme de gains sur le capital. Le marche des capitaux est parfait et competitif 
avec divisibilite, sans taxes, ni couts de transactions. Finalement, les ventes a decouvert 
de tous les actifs avec utilisation totale des revenus sont permises. Outre les hypotheses 
standard, on suppose que la moyenne, la variance et l'asymetrie du rendement TZi de 
l'actif risque i existent pour chaque i = 1,2,..., n. La matrice de variance-covariance 
V du rendement de l'actif est definie positive. Soit 7\ le vecteur n x l compose des ren-
dements moyens des actifs et Xi le pourcentage de la richesse investie pour le ieme actif 
risque. Le probleme de selection de portefeuille consiste a choisir une composition opti-
male du portefeuille x = (xi, x 2 , . . . , xn) G M
n en maximisant le rendement moyen du 
portefeuille M(x) = xT(1Z — 71) tout en minimisant la variance V(x) = xTVx et maxi-
n 
misant l'asymetrie S(x) = y ^ —— J , , avec siik le moment central [58] entre les 
actifs i, j et k. Ainsi, en tenant compte du critere de l'asymetrie, le probleme de selection 
de portefeuille implique trois criteres conflictuels. II n'existe pas une solution unique op-
timisant simultanement les differents criteres. L'optimisation multiobjectif, definie dans 
le chapitre 1 permet d'identifier l'ensemble des meilleurs compromis. Ainsi le probleme 
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de portefeuille peut etre formule comme un probleme d'optimisation tri-objectif non 
contraint: 
L : max < 
x€Rn 
M{X) = xT{1i-n), 
-V(x) = -xTVx, 
n 
Lai [58] propose l'approche de resolution suivante pour le probleme de selection de 
portefeuille L3. Puisque la prise de decision quant au choix du portefeuille est sous-
jacente au pourcentage relatif investi pour chaque actif risque, la composition x € Rn 
est mise a l'echelle telle que xTVx — 1 [58]. Ainsi, le probleme tri-objectif L3 est reduit 









Notons que I? contient maintenant une contrainte d'egalite non-lineaire difficile a traiter 
en optimisation. Pour resoudre L2, Lai construit un probleme de programmation poly-
nomial par but L1, c'est-a-dire, un probleme mono-objectif dont la solution depend des 
preferences de 1'investi sseur. 
Ll '• x€R$?*) = l Z(X) = l«l - ^ ^ + l^3 - SW\^ 
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avec u = (ui,u3) le point ideal pour le probleme de maximisation, c'est-a-dire, u\ et u3 
sont les valeurs maximales de M(x) et S(x) sous la contrainte de 1'unite de variance. 
Ll correspond a la methode d'approximation a un point de reference PIr presentee au 
chapitre 1 pour a = (3. Les scalaires a et (3 sont des parametres non-negatifs, specifiques 
a l'investisseur et representent le degre de preference subjectif de l'investisseur vis-a-vis 
de la moyenne et l'asymetrie du rendement du portefeuille. La methode, illustree dans la 
figure 3.1, consiste a trouver une solution Pareto x* telle que F(x*) = (M(x*), S(x*)) 
est pres du point ideal u. Resoudre Ll avec differents parametres specifiques a l'inves-
tisseur produit un ensemble de points qui donne une approximation du front Pareto. 
M 
Figure 3.1 - Programmation polynomiale par but: approximation du point ideal 
3.2 Une nouvelle approche multiobjectif pour la selection de portefeuille 
Nous proposons une nouvelle approche pour resoudre le modele multiobjectif L3 
pour la selection de portefeuille avec asymetrie. L'approche consiste a reformuler L3 
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en un probleme biobjectif R2 sous contraintes de bornes. Nous utilisons la definition 
suivante de la reformulation entre differents problemes d'optimisation [17] : 
Definition 3.2.1 Soit PA et PB deux problemes d'optimisation. Une reformulation B(-) 
de PA a PB est une application PA a PB telle que, pour toute instance A de PA et une 
solution optimale de B(A), une solution optimale de A peut etre obtenue en un temps 
polynomial. 
La reformulation presentee dans cette section comprend deux etapes. La premiere 
etape est inspiree de la methode proposee par Dreisigneyer [37-39] pour traiter les 
contraintes d'egalite explicitement donnees. Elle consiste en un changement de variable 
en utilisant les coordonnees hyperspheriques. La deuxieme etape correspond a une re-
duction du probleme tri-objectif en un probleme biobjectif. Dans la premiere etape, nous 
exploitons la structure specifique de la matrice variance-covariance pour reformuler L3 
en utilisant un changement de variable approprie. Puisque la matrice variance-covariance 
V est definie positive, il existe une matrice inversible P G M" x W1 tel que : 
V = PTP. (3.1) 
La proposition 3.2.1 introduit la premiere etape de la reformulation utilisant la condition 
(3.1). 
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Proposition 3.2.1 L3 est reformule comme suit 
n n—l n-1 
pfm{0) = P^2(Ri - r)^2Pil
l[Y[sm9wcos6n-i+1 + J Js in0„ 
R3 : max < 
(p,e)en 
,2 
/=1 w = l w=l 
n-1 
fv(p) = -P1 
n n n—/ 
/«(0) = 5Z sy* E[ Xl'P^1[IIs in^cos6 ,n-'+1 + I I s i n ^ 
i,j,k=l t=i,j,k 1=1 w=l w=l 
avec ft = {(p, 0) 6 K x R""1 : 0 < ^ < 2TT pour i = 1, 2 , . . . , n - 1, p > 0} et 
n n—l 
P e Rn x Rn verifiant la condition (3.1). Soit x* e Rn re/ ^ae x\ = ^ F^ 1 J J sin 6W et 
1=1 w=l 
n n—Z 
x* = \ J P% l TT sin 0W cos dn-i+i pour i = 2, 3 , . . . , n. A/ors (p*, 6**) e,sf une solution 
1=1 w=l 
Pareto optimal de R3 si et seulement x* est une solution Pareto optimal de L3. 
Demonstration: Soit x € Mn et definissons y = Px. Noter que la variance satisfait 
xTVx — xTPTPx = yTy = \\y\\2- En substituant y dans L3, nous obtenons la reformu-
lation suivante : 
(R-rfP-'y, 






Ainsi, on obtient la reformulation R3 puisque 
n-1 n—l 
Ml = P, Vi = P I I sin9w et yi = p Y[ sinOw cos/9n_/+i pour l = 2, 3 , . . . , n, 
10 = 1 U>=1 
80 
ou (p, 61,92, • • •, #n-i) sont les coordonnees hyperspheriques de y E W
1. • 
Dans le probleme R3, le rendement moyen pfm{0) est le produit de p et une fonction 
qui depend uniquement des coordonnees angulaires 0, et ne depend pas de la valeur de 
la variance. Par consequent, les coordonnees angulaires des points Pareto optimaux dans 
R3 ne sont pas sensibles a la valeur de la variance. Cette propriete specifique est exploitee 
dans le theoreme 3.2.2 afin de reformuler le probleme de selection de portefeuille R3 en 
un probleme biobjectif R2. 
Theoreme 3.2.2 Rz est reformule comme suit: 
n—l n—1 
R2 : max ( 
fm(0) = Y^(Ri-r)^2P^
1[]l8mBwcosen.l+1 + l[wiew] 
i = l (=1 w=l « i= l 
n n n—l n—l 
fs(®) = 5Z Si3k I I y£2Pii1[Y[ain0v>cosdn-l+l + U s i n ^ ] 
i,j,k=l t=i,j,k 1=1 w=l «!=1 
ou Q0 = {6 e R
n _ 1 : 0 < 0{ < 2?r pour i = 1, 2 , . . . , n - 1} et P G R
n x Rn satisfait 
la condition (3.1). Soit p* > 0 
1. Si (p*,6*) est une solution Pareto optimale de R3 alors 9* une solution Pareto 
optimale de R2. 
2. Si 9* est une solution Pareto optimal de R2 tel que fm(9*) > 0 alors (p*,$*) est 
une solution Pareto optimale de R3. 
Demonstration: Soit p* > 0. 
1. Supposons que (p*, 9*) est une solution Pareto optimale de R3. Par contradiction, 
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supposons que 8* n'est pas Pareto optimale pour R2. Soit 8 e Rn _ 1 une solution 
realisable de R2 telle que 9 domine 9* dans R3. Alors soit fm(9) > fm{9*) ou 
fs{9) > fs(9*) avec au moins une egalite stricte. En multipliant les deux inegalites 
par p* > 0, nous obtenons (p*, 9*) est domine par (p*, 8) dans R3 ce qui contredit 
l'hypothese. 
2. Supposons que 8* est une solution optimale de R2. Par contradiction, suppo-
sons que (p*, 8*) n'est pas une solution optimale de R3. Soit (p, 0) une solution 
realisable de R3 telle que (p, 8) domine (p*, #*). II s'ensuit que 0 < p < p*. Nous 
obtenons soit p/m(6>) > p*fm(8*) > pfm{9*) ou fs(8) > fs(8*) avec au moins 
une inegalite stricte. Par consequent, 8* n'est pas Pareto optimal pour R2, ce qui 
contredit l'hypothese. • 
Comme un corollaire du theoreme 3.2.2, le probleme biobjectif R2 est une reformulation 
du probleme de selection de portefeuille avec asymetrie I?. 
Corollaire 3.2.3 L3 est reformule en R2. Soit 8* une solution realisable de R2 et x* G 
n n—1 n n—l 
R" tel que x* = Y^-Pi/1 TT s i n ^ et x* = Y^ P^1 J | sin 8W cos 9n-i+i pour % = 
1=1 w=l 1=1 w=l 
2 , 3 , . . . , n ; o H P G l " x i " satisfait la condition (3.1). 
1. Si x* est une solution Pareto optimal de L3, alors 9* est une solution Pareto opti-
male de R2, 
2. Si 8* est une solution Pareto optimale de R2 tel que fm{8*) > 0, alors x* est une 
solution Pareto optimal de L3. 
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Demonstration: La preuve decoule directement de la proposition 3.2.1 et du theoreme 
3.2.2 • 
II resulte de ce corollaire que tous portefeuilles optimaux du probleme tri-objectif L3 
peuvent etre generes en resolvant le probleme biobjectif R2. R2 est une reformulation du 
probleme biobjectif L2. Deux avantages concernent la resolution de R2 au lieu de L2. Le 
premier avantage, et le plus important, reside dans le fait que les contraintes presentes 
dans R2 sont des contraintes de borne alors que celles de L2 sont des contraintes non-
lineaires d'egalite. Cette propriete rend R2 plus facile a resoudre. En effet, il est difficile 
de traiter ce genre de contraintes. Par exemple, aucune solution de L2 proposee par Lai 
ne satisfait exactement la contrainte de variance unitaire. En outre, la formulation R2 
contient n — 1 variables libres alors que L2 contient n variables. 
3.3 Application de BIMADS sur le probleme de selection de portefeuilles 
La reformulation R2 presentee a la section 3.2 reduit la taille du vecteur de decision 
pour le probleme de selection de portefeuille a n - 1, et reduit le nombre de fonctions 
objectifs a deux sans introduire de contraintes d'egalite. Cependant, la fonction du rende-
ment moyen n'est plus lineaire et la structure des fonctions objectifs est plus complexe 
puisque fm et fs contiennent des fonctions trigonometriques. Afin de surmonter cette 
difficulte, nous proposons de resoudre le probleme reformule de la selection de porte-
feuille R2 en utilisant l'algorithme BlMADS [19], presente au chapitre 2. Precisement, 
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BIMADS est applique au probleme R2 exprime sous forme de minimisation : 
' n n n—l n—1 
-fm(0) = - ^(Ri ~ r^P^iYl sm9wcosen.l+1 + J ] sin^] 
P 2 • TY11V1 / i = l l = l W = l W = 1 
' " i n 1 n n n-l n-1 
-fa(o) = - 5 Z
 Siik I I ^ p t i l [ T T s i n f t » c o s g n - t + i + T T s i n ^ ] 
k i,j,k=l t=i,j,k 1=1 w=l tu=l 
ou Oe = {6 G R"-
1 : 0 < 6»j < 2TT pour i = 1, 2 , . . . , n - 1} et P G Kn x Rn satisfait 
la condition (3.1). BIMADS n'est pas sensible a la structure complexe des fonctions 
objectifs puisqu'il est congu pour les problemes de type boite noire. 
La section est organisee comme suit. Notre approche est testee sur le probleme test 
de Lai a la section 3.3.1. Quelques resultats sur les problemes a investissement risque 
unitaire sont presentes a la section 3.3.2. 
3.3.1 Resultats numeriques du probleme test de Lai 
Notre approche est testee sur l'exemple presente par Lai [58]. Dans cet exemple, cinq 
actifs risques et un actif sans risque sont utilises. Les donnees historiques (fournies par 
the Wall Street Journal et CRSP de Janvier 1985 a decembre 1986) sont utilisees pour 
estimer le rendement attendu Rt de 1'actif risque, la covariance ô - et le moment central 
Sijk pour i,j,k = 1, 2 , . . . , 5. La programmation polynomiale par but proposee par Lai 
[58] pour resoudre L2 genere 6 solutions avec 6 combinaisons differentes de preferences. 
Nos resultats numeriques illustrent deux scenarios de 1'algorithme BIMADS pour 
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resoudre le probleme biobjectif R2. Le premier fait appel a 10 iterations majeures de 
l'algorithme MADS applique sur la formulation normalisee mono-objectif. Le second 
scenario fait appel a 30 iterations majeures. 
Les experiences sont realisees sur un ordinateur POWERPC G4 1.33 GHz sous MAC 
OS X version 10.4. L'application de B IMADS avec 10 et 30 iterations majeures de 
MADS necessite, respectivement 2.94 sec et 13.69 sec de temps CPU. Les resultats dans 
l'espace des objectifs : moyenne-asymetrie obtenus en appliquant B I M A D S sont illustres 
a la figure 3.2. Le symbole "*" represente un portefeuille optimal trouve par BlMADS et 
le symbole "+" represente un portefeuille optimal trouve par Lai [58]. Les portefeuilles 
optimaux generes par B IMADS avec 10 et 30 iterations majeures de MADS dominent 
clairement les six portefeuilles generes par l'approche de Lai (les six solutions sont 
representees par des croix au-dessous de la courbe en noir, et deux des six solutions se 
superposent). 
Le tableau 3.1 presente six portefeuilles optimaux produits par BlMADS. Le ren-
dement moyen maximal est atteint par le premier portefeuille trouve par BlMADS et 
la valeur maximale de l'asymetrie est atteinte par le sixieme portefeuille B6 trouve B I -
MADS. A part le premier portefeuille, tous les portefeuilles trouves par Lai sont domines 
par B4 et Bh. Alors que le premier portefeuille trouve par Lai est domine par B2 et B3. 
En outre, contrairement aux solutions proposees par Lai [58], celles generees par notre 
approche satisfont exactement la condition de variance unitaire. Les variances des solu-
tions proposees par Lai varient entre 1.0163 et 1.0229. 
















0.065 0.07 0.095 
M 
Figure 3.2 - portefeuilles optimaux : B IMADS avec 10 et 30 iterations majeures 
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Sans surprise, les resultats illustrent que la densite des points non-domines augmente 
avec le nombre de iterations majeures de MADS. Les meilleurs resultats sont obtenus 
en utilisant BlMADS avec 30 iterations majeures de MADS qui genere un ensemble de 
4491 portefeuilles optimaux. Neanmoins, la densite des solutions decroit en diminuant 
le rendement moyen. Ceci peut s'expliquer par le fait que le premier objectif fm(8) dans 
R2 est non lineaire. En effet, tel qu'indique dans chapitre 2, Deb [34] montre qu'un 
biais autour de certaines valeurs de 1'objectif peut etre cree en choisissant une fonction 
non-lineaire pour fm. 
3.3.2 Problemes a investissement risque unitaire 
Puisque la prise de decision quant au choix du portefeuille concerne le pourcentage 
relatif investi pour chaque actif risque [58], nous considerons le probleme de selection 
de portefeuille sous contrainte d'investissement unitaire : 
M{x) = xT(R-r), 
- V(x) = -xTVx, 
n 
a \ x ^ Sij^XiXjX}. 
S{x) = > — J—. 
i,i,fc=i {x
TVxY 
R\ : max 
Tel que suggere par [58], aim de generer des portefeuilles optimaux de R\, les solu-
tions de L2 sont mises a l'echelle de sorte que 1'investissement total est egal a un. Soit 
5 
x = x/ 2_\^«' ^e portefeuille obtenu de x apres la mise a l'echelle, ou x est une solu-
i = l 
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don optimale pour L2. La valeur xt represente le pourcentage investi a l'actif i dans le 
portefeuille optimal x pour i — 1,2,..., 5. Ainsi, x est realisable pour R^. 
Nous avons ensuite calcule M, V et S pour Fensemble de tous les points mis a 
l'echelle produits par Fapplication de BlMADS au probleme decrit a la section precedente. 
La figure 3.3 montre la valeur de ces fonctions en ces points mis a l'echelle (le nuage gris 
sur la figure) selon quatre perspectives differentes (M, V, S), (M, V), (M, S) et (V, S). 
Les six points proposes par Lai sont representes par le symbole "+". A titre comparatif, 
nous avons aussi selectionne six points. Ceux-ci sont representes par le symbole "o" et 
apparaissent au tableau 3.2 selon Fordre decroissant de M. Bl, B5 et B6 sont ceux pro-
duits par B IMADS qui donnent les meilleurs valeurs de M, V et S respectivement. B2 
domine tous les points de Lai sauf LI. B3 domine L2, L5 et LQ. Finalement, B4 domine 
L3, LA, L5 et L6. 
Notons finalement que la strategic proposee par Lai [58] ne garantit pas Foptima-
lite des solutions suggerees. En effet, pour obtenir des portefeuilles optimaux , il faut 
resoudre le probleme tri-objectif sous contrainte d'egalite Rf. Neanmoins, nous avons 
utilise la strategic de Lai afin de comparer la performance de Falgorithme BlMADS par 
rapport a Fapproche de programmation polynomial par but [58] sur un probleme biob-
jectif. 
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0.025 0.03 0.035 
Figure 3.3 - portefeuilles optimaux a investissement unitaire : BlMADS avec 30 
iterations majeures de MADS 
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Une reformulation biobjectif R2 avec contraintes de bornes est proposee pour la 
selection de portefeuille avec asymetrie. Nous prouvons que tous portefeuilles optimaux 
pour le probleme tri-objectif L3 peuvent-etre obtenus en resolvant R2. La reformula-
tion R2 n'inclut aucune contrainte d'egalite. Ensuite, 1'algorithme B I M A D S est applique 
a la reformulation biobjectif R2 sous contraintes de bornes. Teste sur le probleme de 
Lai, B IMADS genere un large ensemble de portefeuilles optimaux. Notre approche est 
independante des preferences subjectives et relatives de l'investisseur. En effet, modeliser 
ces preferences peut-etre a la fois difficile et biaise. Connaissant la frontiere efficiente, 
l'investisseur choisit a posteriori la solution qui lui est appropriee. 
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CHAPITRE 4 
ALGORITHME DE RESOLUTION POUR LA PROGRAMMATION 
MULTIOBJECTIF 
Au chapitre 2, nous avons presente un algorithme pour resoudre le probleme biob-
jectif sous contraintes de bornes. Faisant appel a MADS pour resoudre les formula-
tions mono-objectifs, l'algorithme permet egalement de traiter les contraintes generales. 
Dans ce chapitre, nous proposons un algorithme pour le probleme multiobjectif sous 
contraintes generales. Rappelons que le modele mathematique est formule comme suit: 
MOP : min F(x) = (f^x), f2{x),..., fp(x)) 
avec 
F : l n ^ { l U {+oo}}p et fi ^ 0 C Rn, 
ou n est le nombre de variables et p est le nombre de fonctions objectifs. L'ensemble 
ft est typiquement defini par des contraintes de type boite noire, tel qu'un code infor-
matique qui retourne une reponse binaire (oui ou non) indiquant si un point d'essai est 
realisable. Le present chapitre est organise comme suit. L'algorithme MULTlMADS est 
decrit a la section 4.1. MULTIMADS combine certaines techniques utilisees dans NBI et 
BIMADS present6s aux chapitres 1 et 2. En particulier, MULTIMADS etend le concept 
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de formulation mono-objectif propose dans le chapitre 2. A la section 4.2, MULTlMADS 
est teste sur des problemes de la litterature avec differentes complexites concues pour 
illustrer les difficultes qui peuvent etre rencontrees dans les problemes reels [35]. Les 
problemes tests comportent un plus grand nombre de variables que ceux traites dans le 
chapitre 2. Finalement, nous proposons a la section 4.3 d'appliquer l'algorithme M U L -
TIMADS sur un probleme concret issu du genie chimique. 
4.1 L'algorithme MULTIMADS pour 1'optimisation multiobjectif 
La propriete d'ordre permettant d'ordonner les points Pareto dans BOP est exploitee 
par BIMADS afin de definir les points de reference. A defaut de cette propriete, cette 
strategic ne peut etre utilisee dans MOP. Ainsi, nous proposons dans cette section 
une autre definition du point de reference a partir d'un simplexe substituant 1'Enve-
loppe Convexe des Minima Individuels (CHIM). Cette section est organisee comme suit. 
Dans la section 4.1.1, une nouvelle formulation mono-objectif est proposee et le schema 
general de MULTIMADS est presente a la section 4.1.2. 
4.1.1 Une formulation alternative pour la programmation multiobjectif 
Soit r G MP un point de reference dans l'espace des objectifs, Z la zone de domi-
nance relative a r et dF(Z) la frontiere de Z. La condition d'optimalite caracterisant 
la formulation differentiable Rr presentee dans le chapitre 1 restreint le choix de r. La 
93 
condition implique que la zone de dominance relative a r est non-vide. C'est pourquoi, 
a chaque iteration de l'algorithme BiMADS, l'ordre des points non-domines est utilise 
pour identifier le point de reference dont la zone de dominance est non-vide. La relation 
d'ordre etant absente lorsque le nombre d'objectifs p est superieur a deux, nous propo-
sons dans cette section une formulation alternative plus flexible pour le choix du point 
de reference. La formulation distance mono-objectif est definie comme suit: 
{ -dist2(dF(Z))F{x)), six£Z dist2(dF(Z),F(x)), sinon 
ou dist(dF(Z), F(x)) represente la distance separant F(x) de dF(Z). La formulation 
mono-objectif normalisee Rr [19], presentee au chapitre 1.4 est une instance de Rr uti-
lisant la norme infinie. Les courbes de niveau de la formulation Rr utilisant differentes 
normes pour un probleme biobjectif sont presentees par des courbes fines dans la figure 
4.1. Les normes utilisees dans Rr sont la norme infinie L^, la norme euclidienne L2 et 
la norme 1 L\. 
Le theoreme suivant montre que Rr est une formulation mono-objectif de MOP. 
Theoreme 4.1.1 Rr est une formulation mono-objectif en r de MOP selon la 
definition 1.4.1. 
Demonstration: Soit u, v e 0. Si u -< v (u domine faiblement v) alors •tpr(u) < ^r{v). 





















i ^ utilisant L^ Rr utilisant L2 Rr utilisant Lx 
Figure 4.1 - Courbes de niveau dans l'espace des objectifs de la formulation distance 
mono-objectif Rr pour un probleme d'optimisation biobjectif utilisant les normes L\, 
Li et Loo 
2.4.1] que $r estLipschitz au voisinage de x. Soit x e D. Peu importe la norme utilisee, 
nous avons: 
Ux) = UF{x))) = -\\F{D)1F{x)\\l0. 
La troisieme condition de la definition 1.4.1 decoule directement de [25],[Proposition 
2.3.12]. -
La formulation Rr generalise Rr, tout en fournissant une condition d'optimalite plus 
flexible tel qu'illustre dans la Proposition 4.1.2. En effet, la solution optimale n'est pas 
restreinte a avoir une valeur non-negative. Par consequent, le point de reference peut-etre 
choisi n'importe ou dans l'espace des objectifs. 
Proposition 4.1.2 Si x est Vunique solution optimale de Rr en un point de reference 
r € W, alors x est Pareto optimale pour MOP. 
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Demonstration: Soit x l'unique solution optimale de Rr et x € X, x ^ x. Alors 
tp(x) < 'ijj(x) et consequemment, il existe un certain indice j € {1,2, . . . ,p} pour 
lequel fj(x) < fj(x) et par la suite x ne domine pas x. On en deduit que x est Pareto 
optimale. • 
4.1.2 L'algorithme MULTIMADS 
MULTIMADS est un algorithme iteratif qui construit une serie de points faisant l'ap-
proximation de 1'ensemble Pareto optimale Xv. MULTIMADS differe de B IMADS quant 
au choix des points de reference. En effet, BlMADS s'appuie sur la relation qui ca-
racterise le probleme biobjectif pour choisir un point de reference a partir de different 
points non-domines consecutifs. Le choix du point de reference permet de combler le 
plus grand ecart entre les points non-domines. 
A defaut de la relation d'ordre, nous proposons une autre strategie pour le choix des 
points de reference a partir d'un simplexe semblable au CHIM [32]. Contrairement a 
l'algorithme B IMADS, le choix des points de reference dans l'algorithme MULTIMADS 
est bien connu une fois le simplexe construit. Ainsi, le choix des points de reference ne 
depend pas de 1'evolution de l'algorithme et par la suite de la qualite de la distribution 
des points non-domines a chaque iteration. 
A la premiere iteration, le point ideal £ est defini en resolvant les p problemes mono-
objectifs : min/j(x) pour i — 1,2, ...,p. Ensuite, l'algorithme definit un simplexe 
!E€f2 
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alternatif au CHIM. Deux strategies sont considerees en concevant ce simplexe. La 
premiere strategie consiste a s' assurer qu'il soit pres du front Pareto. Pour ce faire, le 
simplexe est construit a partir de l'hyperplan H tangent au front Pareto. Une maniere 
v 
simple pour definir H consiste a minimiser z = Yl stfi(x) a v e c x E ft et Si un facteur 
1 = 1 
de mise a l'echelle non-negatif pour i= 1 , . . . , p. Soit z* la valeur optimale de z, alors H 
p 
est 1'ensemble {y G W : J2 Vi — z*}- La seconde strategie consiste a choisirp sommets 
i=l 
distants pour definir un simplexe dans H afin de couvrir entierement le front Pareto. Les 
sommets du simplexe peuvent-etre obtenus par application des p projections emanantes 
du point ideal sur H et parallelement aux axes de cordonnees dans l'espace des objec-
tifs. Ainsi, les composantes des sommets du simplexe sont simplement les colonnes de 
la matrice : z*Ip, ou Ip est la matrice identite p x p. 
De maniere equivalente au CHIM [32], nous definissons le simplexe tangent (TS) 
comme suit: 
p 
Definition 4.1.1 Soit z* la valeur optimale de z = Y^ fi(x)- Soit Vensemble B = {/? G 
i=i 
p 
W : Yl A = 1) A — 0}- Alors, Vensemble {z*(3Ip : f3 € B}, ou Ip designe la matrice 
identite p x p est refere comme etant le Simplexe Tangent (TS). 
Le TS est represente par une ligne pointille, dans la figure 4.2 pour un probleme biob-
jectif. L'avantage de TS par rapport au CHIM consiste dans le fait que les sommets TS 
sont differents alors que ceux de CHIM peuvent coincider, ce qui limite 1'ensemble des 
points non-domines couverts par 1'algorithme. 
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Figure 4.2 - Le TS pour un probleme biobjectif 
Chaque iteration de MULTlMADS comprend deux etapes. A la premiere, un vecteur 
de combinaison convexe f3 € B est genere pour choisir un point de reference r du 
TS. Nous utilisons la strategie presentee dans le chapitre 1 pour generer un ensemble 
uniformement reparti de vecteurs de combinaison convexe (3 e B avec un pas fixe [32]. 
La seconde etape consiste a resoudre la formulation mono-objectif Rr defini selon r. 
Finalement, une liste Xc de points non-domines est obtenue a partir de l'ensemble de 
tous les points d'essai du treillis generes par MADS dans les etapes precedentes. Le 
schema de MULTIMADS est presente a la figure 4.3. 
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INITIALISATION : 
- Appliquer l'algorithme MADS en utilisant l'hypercube latin pour initialiser la 
recherche afin de resoudre min/j(x) pour i — 1,2,... ,p. Soit x* la solution 
optimale trouve par MADS et soit t G W le point ideal tel que £ — F(x*) pour 
i = 1,2,..., n. 
- Appliquer l'algorithme MADS utilisant l'hypercube latin pour initialiser la re-
v 
cherche afin de resoudre z = min ]T Sifi(x) avec Sj un facteur de mise a l'echelle 
sen i = 1 
non-negatif pour i = 1 , . . . , p. Soit z* la valeur optimale de z. 
ITERATIONS PRINCIPALES : Repeter 
n 
- Generer un vecteur de combinaison convexe (5 € R+ tel que ^ fa = 1 selon la 
i=i 
strategie proposee dans [32]. 
- Considerer le point de reference r = z*{3Ip 
- Appliquer l'algorithme MADS pour resoudre la formulation distance mono-
objectif Rr a partir du meilleur point trouve a date pour Rr. 
MlSE A JOUR DES POINTS NON-DOMINES : 
Soit Xc l'ensemble de tous les points non-domines generes par MADS dans les 
iterations precedentes. 
Figure 4.3 - Schema de l'algorithme MULTIMADS pour la programmation multiobjectif 
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4.1.3 Analyse de convergence 
Tel que mentionne au chapitre 1, l'analyse de convergence de l'algorithme MADS 
depend de certaines conditions assurees par 1'implementation LTMADS [13]. Comme 
pour l'algorithme BlMADS, nous supposons que les formulations mono-objectifs sont 
resolus en utilisant LTMADS. NOUS emettons egalement, les memes hypotheses stan-
dard enoncees au chapitre 2 concernant l'optimisation en boites noires en supposant que 
tous les points d'essai generes par l'algorithme appartiennent a un ensemble borne. Le 
theoreme suivant montre que MULTIMADS produit des points satisfaisant les conditions 
necessaires pour l'optimisation multiobjectif [29]. Nous notons par Rr une formulation 
mono-objectif de MOP en un point de reference r E W, telle que definie dans la 
definition 1.4.1. 
Theoreme 4.1.3 Supposons que fi pour i — 1,2,... ,p est Lipschitz au voisinage d'un 
point limite i G fl genere par LTMADS applique a une formulation distance mono-
objectif Rr de MOP en un point de reference r G W. Nous supposons que le cone 
hyper-tangent en x est non-vide, alors 
pour tout d € TQ1(X), il existe j £ {1,2,... ,p} tel que fj(x; d) > 0, 
ou T^l(x) est le cone tangent de Clarke en x. 
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Demonstration: La solution x produite par MADS est un point stationnaire de Rr sur 
Q [13], c'est-a-dire, pour tout d G TQ1(X), R°(X, d) > 0. La deuxieme condition de la 
definition de la formulation mono-objectif 1.4.1 assure que pour tout d G T£l(x) , il 
existe un indice j G {1, 2 , . . . , p} pour lequel f°(x; d) > 0. • 
Un corollaire a ce resultat est obtenu lorsque fi sont strictement differentiables en x pour 
i = 1,2,...,p. 
Corollaire 4.1.4 Supposons que f\, $2,..., fp et Vv
 sont strictement differentiables en 
un point limite x € Vt generepar LTMADS applique a une formulation mono-objectif Rr 
de MOP en un point de reference r G W. Nous supposons que le cone hyper-tangent 
en x est non-vide, alors x est une solution KKT-proprement efficiente de MOP : 
pour tout d G TQ1(X), il existe j G {1,2,... ,p} tel que Vfj(x)Td > 0, 
oil TQ1(X) est cone tangent de Clarke en x. 
Demonstration: Soit d G TQ1(X). Selon [13], x un point stationnaire de R\. sur O,. Ainsi, 
\7ipr(x)
Td > 0. La contraposee du Theoreme 1.4.1 assure qu'il existe j G {1,2, . . . ,p} 
telqueVfj(x)Td>0. -
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4.2 Resultats numeriques sur les problemes tests 
La performance de MULTIMADS est evaluee en utilisant les problemes tests de Deb 
et al. [35]. La simplicite de construction, l'extensibilite quant aux nombres de variables 
et d'objectifs, la connaissance a priori du front Pareto et la possibilite d'introduire di-
verses complexites pouvant etre presentes dans les problemes reels sont les principales 
caracteristiques de cette serie de tests. En effet, ces problemes testent la capacite d'un al-
gorithme a surmonter les differents aspects du front Pareto en introduisant des difficultes 
specifiques en ce qui concerne la convergence et la repartition des solutions optimales. 
Nous testons la performance de MULTIMADS sur trois problemes non contraints et 
un probleme contraint possedant des fronts Pareto d'aspect different : un hyperplan, 
un octant de sphere et une courbe. Par souci de clarte, nous illustrons notre approche 
en utilisant trois fonctions objectifs. Le nombre de variables de decision est fixe a 12. 
Ce nombre est relativement eleve en comparaison aux problemes resolus dans [19] et 
presentes au chapitre 2. La taille du treillis initial est fixe a 0.1. Pour tous les problemes 
tests, MULTIMADS genere 28 formulations distance mono-objectifs, et par consequent 
fait 28 appels a MADS. Chaque iteration de MADS se termine apres 1000 evaluations. 
p 
Tandis que, 2000 evaluations de MADS sont utilisees pour resoudre z = min ^ fi(x) 
afin de construire le TS. Avec cette strategie, MULTIMADS genere 30000 evaluations de 
la fonction objectif. Ce nombre est identique au nombre de solutions (individus) suggere 
parDebetal. [35]. 
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Pour chaque probleme test, une figure contenant douze graphes est presentee, trois 
graphes correspondent aux normes utilisees : la norme infinie L^, la norme euclidienne 
L2 et la norme 1 L\, et quatre graphes pour les differentes perspectives (hihih), 
{hi h), {hi h) e t {hi h)- Chaque graphe represente les valeurs des fonctions objectifs 
en chaque point genere par MULTIMADS en utilisant le symbole 'o'. 
4.2.1 Un probleme avec un front Pareto sous la forme d'un hyperplan 
Le probleme a front Pareto sous la forme d'un hyperplan est presente comme suit: 
HP : min < 
h{x) = 5X1X2(1 + g(x)) 
h(x) = \xl(l-x2)(l + g(x)) 
hx) = l{l-x1)(l+g(x)), 
12 
ou g(x) = 100[10 + ^2(xi - 0.5)2 - COS^OTT^ - 0.5))] et 0 < xx < 1 pour? = 
1,2,..., 12. L'ensemble Pareto optimal Xv correspond a xi — 0.5, pour tout i = 
3 
3,4 , . . . , 12 et le front Pareto front appartient a l'hyperplan defini par : Yl V% — 0-5. 
La fonction multimodale g introduit une difficulte pour converger au front Pareto. Ainsi, 
l'espace de recherche contient ( l l1 0 — 1) fronts localement Pareto-optimaux qui cor-
respondent aux ensembles des points localement Pareto optimaux. Les resultats obtenus 
par application de MULTIMADS sont illustres a la figure 4.4 selon quatre perspectives 
differentes. La figure montre que tous les points non-domines Yc trouves par MULTI-
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MADS sont au voisinage du front Pareto global Yp. En outre, la figure suggere que pour 
chaque formulation, MULTIMADS genere des points non-domines bien repartis couvrant 
1'ensemble du front Pareto global. 
Rr utilisant la norme L^ Rr utilisant la norme L2 Rr utilisant la norme L\ 
Figure 4.4 - Front Pareto sous la forme d'un hyperplan : MULTIMADS avec 30000 
evaluations de MADS 
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4.2.2 Un probleme avec un front Pareto spherique 
Le probleme a front Pareto spherique est presente comme suit 
SP : min < 
fi(x) = cos(xi§)cos(x2f)(l + 5(x)) 
/2(x) = cos(xif)sm(x2f)(l + #(x)) 
f3x) = sin(xif)(l + ^(x)), 
12 
ou g(x) = 100[10 + 52(xi - 0.5)2 - cos(20vr(xi - 0.5))] et 0 < x4 < 1 pour i = 
i=3 
1,2,..., 12. L'ensemble Pareto optimal X-p correspond a x, = 0.5 pour tout i = 3 ,4 , . . . , 
3 
12 et le front Pareto appartient au premier octant de la sphere unitaire : Ylvf — !• 
i= i 
Comme dans le probleme a front Pareto plan presente dans la section 4.2.1,1'espace de 
recherche contient ( l l 1 0 — 1) fronts localement Pareto-optimaux, a cause de la fonction 
multimodale g. Les resultats obtenus par 1'application de MULTIMADS sont illustres a la 
figure 4.5 selon quatre differentes perspectives. Pour chaque formulation, MULTIMADS 
genere un large ensemble de points non-domines bien repartis Yc au voisinage du front 
Pareto global Yp. 
Rr utilisanl la norme L Rr utilisanl la norme L2 Rr uiilisant la norme L\ 
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gure 4.5 - Front Pareto spherique : MULTIMADS avec 30000 evaluations de MADS 
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4.2.3 Un probleme avec un front Pareto unidimensionnel 
Le probleme a front Pareto unidimensionnel est presente comme suit: 
UP : min < 
/i(x) = cosfoif) cos(4(1+
,r
g(;r)) (1 + 2g{x)x2))(l + g(x)) 
f2(x) = cos{x1i)sm(I(T^T)(l + 2g(x)x2))(l + g(x)) 
f3x) = s in(xif)( l+^(x)) , 
ou g(x) = £ ( x i - 0.5)2, 0 < Xi < 1 pour i = 1, 2 , . . . , 12, et 62 = 4(1+ 'g(a))(l + 
2g(x)x2). L'ensemble Pareto optimal Xv correspond axj = 0.5 pour tout i = 3 ,4 , . . . , 
12. Puisqu'il existe une seule variable independante decrivant XT, le front Pareto Yv 
3 
est une courbe appartenant a la sphere definie par : ]T yf = 1. Le probleme presente 
une maniere simple pour verifier l'exactitude des resultats generes par un algorithme 
quelconque. En effet, les graphiques a deux dimensions de Yp dans 1'espace / 3 d'une 
part et / i ou f2 d'autre part sont des ellipses. Tandis que, le graphique Yp dans 1'espace 
/ i et f2 correspond a une droite. Les resultats obtenus par application MULTIMADS sont 
illustres a la figure 4.6. La figure montre que tous les points non-domines Yc trouves par 
MULTIMADS sont au voisinage du front Pareto global Yp. En outre, la figure suggere 
que pour toute formulation, MULTIMADS produit des points non-domines bien repartis 
sur le front Pareto global. 
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Figure 4.6 - Front Pareto unidimensionnel : MULTIMADS avec 30000 evaluations de 
MADS 
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4.2.4 Un probleme d'optimisation contraint 
Le probleme contraint est presente comme suit: 
AC*) 




4 Z_̂  xi 
i=5 
12 
4 A^ ^i) 
i=9 
s.a. < 
5 l(x) = / a O r ) - ^ ) - ! > 0 
<fe(*) - / a W - ^ ^ - l > 0 
g3(x) = 2f3(x) + f1(x) + h(x)-l > 0 
oii 0 < Xi < 1 pour i = 1,2,..., 12. Trois contraintes lineaires sont presentes dans 
ce probleme. Le front Pareto est la reunion d'un segment de droite et un hyperplan. La 
droite est l'intersection dans l'espace des objectifs des deux plans definis par les deux 
premieres contraintes avec le plan defini par l'equation / i = f2. Alors que l'hyperplan 
est defini par la contrainte g3. II est difficile pour certaines methodes d'approximation de 
trouver des solutions dans les deux regions tout assurant une bonne distribution des so-
lutions non-dominees [35]. Les resultats obtenus par l'application de MULTlMADS sont 
illustres dans la figure 4.7 selon quatre perspectives. MULTIMADS genere un ensemble 
bien reparti de solutions non-dominees Yc au voisinage du front Y-p. En outre, la figure 
suggere que Yc couvre entierement le front Pareto. 
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R1- utilisanl la norme L~, Rv uttlisant la nurme L2 R7- uliltsant la norme L\ 
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Figure 4.7 - Front Pareto d'un probleme contraint : MULTIMADS avec 30000 
evaluations de MADS 
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4.3 Un probleme d'ingenierie multiobjectif : optimisation de la production du 
styrene 
Nous considerons dans cette section le probleme de production du styrene a partir 
d'un modele de simulation presente dans [9] et recemment analyse dans [3]. L'optimi-
sation des precedes chimiques a deja ete etudiee dans [23,48]. Le precede tel que defini 
dans [9] est compose de quatre etapes : la preparation des reactifs (augmentation de 
la pression et evaporation), les reactions catalytiques [76], la recuperation du styrene 
(premiere distillation) et finalement la recuperation du benzene (deuxieme distillation). 
Dans ce precede, il faut tenir compte d'une etape importante concernant le recyclage de 
Pethylbenzene inaltere. 
Audet et al. [9] definit un simulateur pour ce precede en se basant sur le paradigme 
appele Simulation Modulaire Sequentielle (SMS), largement utilise pour modeliser les 
precedes chimiques [36,73,81]. Le simulateur subdivise le precede en plusieurs blocs. 
La sortie de chaque bloc est entierement determined par la valeur de son entree. La 
difficulte majeure dans ce precede correspond aux phases de recyclage qui implique 
que l'entree des premiers blocs de simulation dependent de la sortie des derniers. Le 
simulateur a ete code par Audet et al. [9] et constitue la boite noire de notre algorithme 
MULTIMADS. Ce simulateur fournit a la fois les contraintes et les objectifs du probleme 
en faisant appel a des methodes d'analyse numerique. Par consequent, le code definissant 
le domaine realisable ainsi que les fonctions objectifs sont non-lisses. 
I l l 
Le tableau 4.1 presente les variables du probleme et leurs bornes inferieures L et 
superieures U. Les objectifs et les contraintes du probleme sont donnes au tableau 4.2. 
Notons que toutes les variables sont intrinseques au procede et particulierement aux 
blocs chimiques. Les contraintes et les objectifs dependent des sorties du simulateur. 





































Tableau 4.2 - Les objectifs et les contraintes du probleme du styrene 
Groupe de contraintes 
/objectifs 
Objectif -fx 
Objectif — f2 
Objectif - / 3 
Contraintes 




des contraintes et des objectifs 
maximiser la valeur actualisee nette du projet 
maximiser la purete du styrene 
maximiser le taux de conversion de l'ethylbenzene en styrene 
5 contraintes industrielles liees a la structure des blocs 
et aux exigences environnementales 
4 contraintes qui concernent le delai de recuperation, 
le flux de tresorerie, l'investissement et les couts 
L'algorithme MULTIMADS est utilise pour resoudre le probleme tri-objectif de le 
production du styrene. Notons que dans [9] et [3], les objectifs f2 et / 3 sont traites 
comme des contraintes en imposant des bornes superieures. Nous utilisons les memes 
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parametres algorithmiques presentes dans la section 4.2. Ainsi, la taille du treillis initial 
est fixe" a 0.1. MULTIMADS genere 28 formulations distance mono-objectifs L^ et par 
consequent fait 28 appels a MADS. Chaque iteration de MADS se termine apres 1000 
evaluations. Tandis que, 2000 evaluations de MADS sont utilisees pour construire le TS. 
Avec cette strategic, MULTIMADS genere 30000 evaluations de la fonction objectif. Les 
resultats sont illustres a la figure 4.8 selon quatre perspectives. La figure 4.8 represente 
les 22 solutions Pareto optimales trouvees par MULTIMADS dans l'espace des objectifs. 
Ces resultats ainsi que la solution trouvee dans [9] utilisant plus que 10000 evaluations 
de MADS pour minimiser f\ sont detaillees au tableau 4.3. 
Notons que ces solutions peuvent etre regroupes en deux sous-ensembles. Le premier 
sous-ensemble minimise l'objectif fi aux depens de /3. Alors que, le deuxieme sous-
ensemble minimise l'objectif / 3 aux depens de / : . La figure 4.8 montre un ecart entre 
ces deux sous-ensembles, ce qui confirme que f\ et / 3 sont bien contradictoires. C'est au 
decideur de choisir la solution qui lui convient en favorisant un objectif aux depens de 
l'autre. La solution fournie par [9] est egalement non-dominee. En effet un grand nombre 
devaluations a ete utilise depassant les 10000 evaluations pour minimiser uniquement 
/ i . L'optimisation utilisee dans [9] incorpore la metaheuristique RVV [47] dans la phase 
de recherche de MULTIMADS. Elle fait egalement appel aux fonctions substituts [16]. 
Ceci explique que la valeur de la fonction objectif / i pour la solution proposee par [9] 
est legerement meilleure que celles fournies par MULTIMADS. Par contre, les valeurs 
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la plupart des solutions fournies par MULTIMADS. 
4.4 Discussion 
Nous proposons une nouvelle approche pour resoudre le probleme multiobjectif con-
traint MOP assurant certaines conditions necessaires d'optimalite de premier degre 
pour les fonctions non-lisses. Notre algorithme MULTIMADS combine certaines stra-
tegies ameliorees de la methode NBI et celles de BIMADS. MULTIMADS est applique 
sur quatre problemes de la litterature avec des aspects differents pour le front Pareto. La 
performance de 1'algorithme est evaluee en etudiant la qualite des solutions en terme de 
proximite du front Pareto et sa couverture. Finalement, MULTIMADS est applique sur un 
probleme de production de styrene qui fait appel a trois objectifs et plusieurs contraintes 
non-lisses. 
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DISCUSSION GENERALE ET CONCLUSION 
L'objectif de cette these de doctorat etait de developper des outils fiables pour l'aide 
a la decision multicritere. Dans ce cadre, deux algorithmes ont ete developpes pour la 
programmation multiobjectif (MOP). B IMADS exploite la relation d'ordre qui existe 
dans Foptimisation biobjectif pour generer Fensemble des solutions Pareto optimales. A 
defaut de cette relation, nous avons propose Falgorithme MULTIMADS pour resoudre le 
probleme multiobjectif general. Nos algorithmes ont ete testes sur une serie de problemes 
mettant en evidence Fefficacite de nos approches. L'objectif primordial de notre re-
cherche est de proposer des algorithmes pour la resolution des problemes reels. Ainsi, 
BlMADS et MULTIMADS ont ete appliques dans deux domaines differents. BIMADS 
a ete utilise pour resoudre le probleme de selection de portefeuille en finance pour 
generer les portefeuilles optimaux dans Fespace moyenne-variance-asymetrie du ren-
dement. Alors que MULTIMADS a ete utilise pour resoudre un probleme de production 
de styrene en genie chimique. Ce probleme comporte notamment trois objectifs et plu-
sieurs contraintes non-lisses qui sont les resultats d'un code informatique simulant les 
precedes chimiques employes. 
En resume, la these de doctorat nous a permis d'atteindre les objectifs fixes. A ce 
propos, notre contribution se situe a deux niveaux. D'une part, nous avons propose des 
algorithmes efficaces en optimisation multiobjectif. D'autre part, nous avons presente 
des approches pour Foptimisation non-lisse afin de resoudre des problemes reels. Cette 
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etude est accompagnee d'une analyse rigoureuse de convergence. 
Nous prevoyons poursuivre notre recherche en programmation multiobjectif non-
lisse. Une premiere perspective consiste a integrer d'autres algorithmes pour la resolution 
des formulations mono-objectifs. En particulier, nous projetons d'utiliser l'algorithme 
deterministe ORTHOMADS [3] au lieu de LTMADS qui a une composante aleatoire. 
Nous prevoyons egalement considerer les variables de categorie dans nos modeles ma-
thematiques. 
Une autre perspective consiste a etendre nos algorithmes pour resoudre les prob-
lemes de grande taille. Nos algorithmes actuels resolvent des problemes d'optimisation 
contenant une cinquantaine de variables. Cette limite est imposee par l'algorithme ser-
vant a resoudre les formulations mono-objectifs. Nous pouvons augmenter ce nombre 
en utilisant notamment les fonctions substituts [16]. Nous prevoyons aussi d'ameliorer 
le temps de calcul en parallelisant MULTlMADS et BIMADS. Une autre alternative pour 
la parallelisation consiste a utiliser la version parallele de MADS [15]. 
Une troisieme perspective consiste a mettre en place un algorithme de type recherche 
directe qui ne s'appuie pas sur une serie de formulations mono-objectifs. L'algorithme 
est une approche, dite Pareto, qui part d'un ensemble initial de solutions et essaye de 
l'ameliorer au fil des iterations. Cette strategie est utilisee dans les algorithmes evolu-
tionnistes. Nous prevoyons de l'integrer aux algorithmes de recherche directe. 
Nous esperons finalement que cette these a permis d'apporter une contribution a Fop-
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timisation multiobjectif a la fois mathematique et algorithmique. Nous souhaitons, sur-
tout, appliquer nos algorithmes dans un cadre pratique pour resoudre les problemes reels. 
N'est-ce pas la finalite qui fait toute la beaute de l'optimisation ? 
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