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Abstrak 
Klasifikasi kendaraan penting dilakukan mengingat sering terjadi kesalahpahaman 
melakukan klasifikasi karena disamakan dengan merk. Klasifikasi kendaraan sudah banyak 
dilakukan dari tampak depan, tampak belakang dan tampak atas, namun belum ada yang 
melakukan klasifikasi kendaraan dari tampak samping. Oleh karena itu tujuan paper ini adalah 
agar dapat mengklasifikasi kendaraan dari tampak samping. Klasifikasi kendaraan yang 
digunakan adalah metodologi Learning Vector Quantization. 
 
Kata kunci—Klasifikasi Kendaraan, Learning Vector Quantization 
 
 
 
Abstract 
Vehicle classification is important to remember frequent misunderstanding of the 
classification due to be equated with the brand. Vehicle classification has been done from the 
front, rear and looked up, but no one has determined the classification of the vehicle from a side 
view. Therefore the aim of this paper is to classify vehicles from the side view. Classification 
methodology used vehicle is Learning Vector Quantization. 
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1. PENDAHULUAN 
 
etika menuju suatu tempat untuk memenuhi kebutuhan hidup maka seseorang memerlukan 
transportasi sebagai alat mobilitas. Alat mobilitas yang biasa digunakan adalah kendaraan. 
Alat mobilitas biasanya dipilih berdasarkan keamanan, kenyamanan, kecepatan dan 
kebutuhannya.  
Seringkali orang banyak salah mengklasifikasi kendaraan karena klasifikasi kadang 
diidentikkan dengan merk. Permasalahan inilah yang diangkat menjadi penelitian dalam paper 
ini yaitu bagaimana mengklasifikasi kendaraan sesuai dengan undang – undang yang berlaku.  
Kendaraan, menurut Undang – Undang Republik Indonesia Nomor 22 Tahun 2009 
tentang Lalu Lintas dan Angkutan Jalan [1] pada Bab VII pasal 47, terdiri dari kendaraan 
bermotor dan kendaraan tidak bermotor. Kendaraan bermotor dikelompokkan berdasarkan 
jenisnya yaitu: sepeda motor, mobil penumpang, mobil bus, mobil barang dan kendaraan 
khusus. Kendaraan tidak bermotor dikelompokkan menjadi kendaraan yang digerakkan oleh 
tenaga orang dan kendaraan yang digerakkan oleh tenaga hewan. 
K 
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Penelitian tentang klasifikasi kendaraan telah banyak dilakukan, baik yang membahas 
tentang implementasinya [2], yang digunakan dalam video [3][4][5][6], sensor wireless 
magnetik [7][8], algoritma [9][10] dan metode [11][12] klasifikasi kendaraan, fitur ekstraksi 
[13], kondisi di malam hari [14]. Klasifikasi kendaraan yang diujikan dalam penelitian yang 
telah ada adalah dari tampak atas [15], dari tampak depan[6][16], dari tampak belakang [6], 
namun belum ada yang melakukan klasifikasi kendaraan dari tampak samping. Tujuan paper ini 
adalah agar dapat mengklasifikasi kendaraan dari tampak samping. Manfaat paper ini adalah 
agar dapat mengklasifikasi kendaraan dengan benar. Untuk pembahasan paper ini hanya dibahas 
kendaraan bermotor yaitu sepeda motor, mobil penumpang, mobil bus dan mobil barang. 
Adapun metodologi yang digunakan pada klasifikasi kendaraan ini adalah Learning 
Vector Quantization. Penelitian yang membahas menggunakan metodologi Learning Vector 
Quantization telah banyak dilakukan, baik riset [17] maupun dalam penerapan lain [18]-[24]. 
Pada paper ini akan dijelaskan tentang Learning Vector Quantization (LVQ), flowchart 
Learning Vector Quantization (LVQ), algoritma Learning Vector Quantization (LVQ), 
arsitektur Learning Vector Quantization (LVQ), Roadmap Klasifikasi Kendaraan dengan 
Learning Vector Quantization (LVQ), dan Hasil Eksperimen. 
 
 
2. KLASIFIKASI KENDARAAN DENGAN LEARNING VECTOR QUANTIZATION (LVQ) 
 
Learning Vector Quantization (LVQ) adalah suatu metode klasifikasi pola yang masing 
– masing unit output mewakili kategori atau kelas tertentu (beberapa unit output seharusnya 
digunakan untuk masing-masing kelas). Vektor bobot untuk sebuah unit output sering 
dinyatakan sebagai sebuah vektor referensi. Diasumsikan bahwa serangkaian pola pelatihan 
dengan klasifikasi yang tersedia bersama dengan distribusi awal dari vektor referensi. Sesudah 
pelatihan, sebuah jaringan LVQ mengklasifikasikan vektor input dengan menugaskan ke kelas 
yang sama sebagai unit output, sedangkan yang mempunyai vektor referensi diklasifikasikan 
sebagai vektor input [25]. 
Dalam tulisan lain dikatakan bahwa, Learning Vector Quantization (LVQ) adalah suatu 
metode untuk melakukan pembelajaran pada lapisan kompetitif yang terawasi. Suatu lapisan 
kompetitif akan secara otomatis belajar untuk mengklasifikasikan vektor-vektor input. Kelas-
kelas yang didapatkan sebagai hasil dari lapisan kompetitif ini hanya tergantung pada jarak 
antara vektor-vektor input. Jika 2 vektor input mendekati sama, maka lapisan kompetitif akan 
meletakkan kedua vektor input tersebut ke dalam kelas yang sama [26]. 
Algoritma Learning Vector Quantization telah banyak digunakan untuk klasifikasi dan 
pengenalan suatu object. Diagram alir LVQ ditunjukkan pada Gambar 1, sedangkan langkah-
langkah dari algoritma Learning Vector Quantizaton adalah sebagai berikut : 
 
1. Tetapkan: bobot (w), maksimumEpoh (MaxEpoh), error minimum yang diharapkan (Eps), 
Learning rate (α). 
2. Masukkan: Input x(m,n); Targetm T(l,n) 
3. Tetapkan kondisi awal: epoh = 0; err = 1 
4. Kerjakan jika: (epoh  < MaxEpoh ) atau (α > eps) 
 
a. epoh = epoh + 1; 
b. kerjakan untuk i = 1 sampai n 
 
i. tentukan  J sedemikian hingga ||x – wj|| minimum (sebut sebagai Cj) 
ii. perbaiki wj dengan ketentuan: 
o jika T = Cj maka: wj(baru) = wj(lama) + α(x – wj(lama)) 
o jika T ≠ Cj maka : wj(baru) = wj(lama) - α(x – wj(lama)) 
 
c. Kurangi nilai α 
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dengan 
 
x  : vektor pelatihan (x1, ..., xi, ..., xn) 
T  : kategori yang benar untuk vektor pelatihan 
wj  : vektor bobot unit output j (w1j, ..., wij, ..., wnj) 
Cj  : kategori yang diwakili oleh unit output j 
||x – wj|| : jarak euclidean antara vektor input dan vektor bobot untuk unit output j. 
 
 
 
 
mulai
Tetapkan bobot (wij), 
maksimum epoh (MaxEpoh), 
Error min (Eps), 
Learning rate (α), 
penurunan α (dec α), 
Masukkan input (xij), 
Target ()
Tetapkan kondisi awal: 
Epoh = 0; i = 1; j = 1
Epoh < MaxEpoh; α > Eps
Epoh = Epoh + 1
Sj = || xij – wij ||
j = j + 1
j ≤ n
Sj min
Cj = Sj
T == q wij(baru) = wj(lama) – α(xi - wj(lama))
α = α – (0.1 x dec α)
selesai
tidak ya
ya
ya
tidak
tidak
wij(baru) = wj(lama) + α(xi - wj(lama))
Data Pelatihan
 
Gambar 1. Flowchart Learning Vector Quantization [22]. 
 
 
Proses pada klasifikasi kendaraan ditunjukkan pada Gambar 2. Pada gambar tersebut 
bagian atas merupakan proses-proses pengolahan citra digital untuk mendapatkan ciri obyek 
kendaraan. Bagian bawah adalah LVQ yang menerima masukan berupa ciri-ciri kendaraan hasil 
pemrosesan citra digital. Keluaran LVQ adalah kelas kendaraan. Bagian bagian tersebut 
dijelaskan secara lebih rinci sebagai berikut. 
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Input Data Citra 
Data citra yang digunakan adalah data gambar kendaraan hanya yang tampak samping 
sesuai dengan rencana penempatan kamera pada studi kasus yang diambil.  
 
Resize 
Ukuran gambar diubah menjadi kecil dan disamakan ukurannya untuk meningkatkan 
tingkat pengenalan kendaraan. 
 
Grayscale 
Oleh karena warna kendaraan tidak berpengaruh terhadap kelas kendaraan maka citra 
diubah menjadi grayscale. Kelas kendaraan hanya dipengaruhi oleh bentuk kendaraan. 
 
Deteksi Tepi Canny 
Deteksi tepi yang digunakan adalah deteksi tepi Canny karena deteksi ini memiliki 
kelebihan yaitu dapat memberikan hasil deteksi yang optimal [27]. Proses ini dilakukan untuk 
mendapatkan informasi bentuk dari kendaraan yang akan diklasifikasi. 
 
Learning Vector Quantization (LVQ) 
Proses Learning Vector Quantization dilakukan setelah deteksi tepi. LVQ terdiri dari 
dua bagian, bagian pelatihan dan bagian pengenalan. Proses Pelatihan tujuannya mencari bobot 
data-data yang dimiliki pada masing-masing gambar kendaraan. Pada proses pelatihan ini akan 
dihasilkan bobot. Bobot ini akan digunakan pada proses pengujian atau klasifikasi kendaraan.  
Pelatihan merupakan langah standar klasifikasi kendaraan untuk menentukan kategori 
kendaraan yang telah ditentukan sebelumnya. Setelah itu diambil gambar kendaraan yang belum 
dikenali untuk dilakukan pengujian. Pada saat pengujian dilakukan uji coba untuk perbandingan 
sehingga jika gambar yang diuji menyerupai dengan salah satu gambar yang ada di pelatihan 
maka gambar akan dikatakan pada kelas yang sama dengan gambar pelatihan tersebut. 
 
Proses PengujianProses Pelatihan
start
Input 
Data 
Citra
Grayscale
Deteksi 
Tepi Canny
LVQ
Nilai 
Pembobotan
Pengukuran 
Kemiripan
Keterangan 
hasil kemiripan 
kendaraan
stop
Resize
start
Input 
Data 
Citra
Grayscale
Deteksi 
Tepi Canny
LVQ
Nilai 
Pembobotan
Resize
 
 
Gambar 3. Proses pada klasifikasi kendaraan dengan LVQ 
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3. HASIL EKSPERIMEN 
 
Gambar 4 menunjukkan tampilan program Matlab untuk klasifikasi kendaraan yang 
menggunakan Learning Vector Quantization. 
 
 
 
Gambar 4. Tampilan Program 
 
Tabel 1 menampilkan hasil pengujian terhadap kendaraan yang ada di dalam database. 
Dalam tabel ditampilkan gambar kendaraan, deteksi tepi canny untuk tiap kendaraan, dan 
learning rate dari 0,01 sampai 0,1.   
Pengujian untuk mengklasifikasi kendaraan dari tampak samping akan dilakukan 
terhadap gambar kendaraan yang sudah dikenalkan pada proses pelatihan dan yang belum 
dikenalkan pada proses pelatihan. Uji klasifikasi kendaraan menggunakan 16 sampel gambar 
kendaraan. 
 
Tabel 1. Hasil percobaan terhadap kendaraan yang ada di dalam database 
 
Gambar 
kendaraan 
Deteksi 
tepi canny 
kendaraan 
Learning Rate 
  0,01 0,02 0,03 0,04 0,05 0,06 0,07 0,08 0,09 0,10 
  
11.3899 13.9037 13.9469 13.936
1 
13,4857 13.4113 13.6238 13.277
4 
13.5288 13.486
8 
3.Kijang 
 Inova 
1. Sedan 1. Sedan 1. 
Sedan 
1. Sedan 1. Sedan 1. Sedan 1. 
Sedan 
1. Sedan 1. 
Sedan 
  
11.1792 11.2253 11.2621 11.334 11.3528 11.3865 11.4862 11.392
6 
11.587 11.553
3 
2. SUV 2. SUV 2. SUV 2. 
SUV 
2. SUV 2. SUV 2. SUV 2. 
SUV 
2. SUV 2. 
SUV 
  
10.8642 10.8651 8.2884 8.2884 11.542 11.5384 8.2884 11.537
6 
8.2884 8.2059 
8. Bis 8. Bis 6. Truk 6. 
Truk 
3.Kijang 
Inova 
3.Kijang 
Inova 
6. Truk 3. 
Kijang 
Inova 
6. Truk 6. 
Truk 
 
 
 
10.6852 10.8271 10.9707 11.066
2 
11.0558 11.187 11.3439 11.275
6 
11.703 12.619 
4. Sepeda 
Motor 
Bebek 
4. Sepeda 
Motor 
Bebek 
4. Sepeda 
Motor 
Bebek 
4. 
Sepeda 
Motor 
Bebek 
4. Sepeda 
Motor 
Bebek 
4. Sepeda 
Motor 
Bebek 
4. Sepeda 
Motor 
Bebek 
4. 
Sepeda 
Motor 
Bebek 
4. Sepeda 
Motor 
Bebek 
4. 
Sepeda 
Motor 
Bebek 
 
 
 
11.668 11.5787 11.5248 11.408
1 
11.3095 11.2594 11.2765 11.123
8 
11.1078 11.069
6 
5. Sepeda 
Motor 
Sport 
5. Sepeda 
Motor 
Sport 
5. Sepeda 
Motor 
Sport 
5. 
Sepeda 
Motor 
Sport 
5. Sepeda 
Motor 
Sport 
5. Sepeda 
Motor 
Sport 
5. Sepeda 
Motor 
Sport 
5. 
Sepeda 
Motor 
Sport 
5. Sepeda 
Motor 
Sport 
5. 
Sepeda 
Motor 
Sport 
  
 
9.3355 8.5396 8.5396 8.5396 8.5396 8.5396 8.5396 8.5396 8.5396 8.4547 
6. Truk 6. Truk 6. Truk 6. 
Truk 
6. Truk 6. Truk 6. Truk 6. 
Truk 
6. Truk 6. 
Truk 
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Dari 16 gambar kendaraan hasil pengujian diatas diperoleh informasi bahwa learning 
rate yang dapat mengklasifikasi kendaraan dengan benar adalah learning rate 0,08. 
 Setiap pola pasti akan mendapatkan jarak terendah terhadap suatu bobot meskipun 
gambar obyek yang diambil tidak sesuai (bukan kendaraan) sehingga sangat dimungkinkan 
terjadi kesalahan dalam mengklasifikasi obyek yang dalam hal ini adalah kendaraan. Untuk 
  
 
7.4672 7.4672 11.0886 11.1094 11.0214 10.9914 11.3662 11.048 8.5396 11.3416 
6. Truk 6. Truk 7.Truk 
Tronton 
7.Truk 
Tronton 
7.Truk 
Tronton 
7.Truk 
Tronton 
7.Truk 
Tronton 
7. 
Truk 
Tronto
n 
7.Truk 
Tronton 
7.Truk 
Tronton 
  
 
8.0691 8.0691 8.0691 8.0691 8.0691 8.0691 8.0691 10.706
6 
8.0691 7.9899 
6. Truk 6. Truk 6. Truk 6. Truk 6. Truk 6. Truk 6. Truk 8. Bis 6. Truk 6. Truk 
 
 
 
12.3973 12.3676 12.4077 12.4014 12.0092 11.9451 12.1368 11.832
7 
12.0579 12.0236 
1. Sedan 1. Sedan 1. Sedan 1. Sedan 1. Sedan 1. Sedan 1. Sedan 1. 
Sedan 
1. Sedan 1. Sedan 
 
 
 
11.1656 11.2145 11.2537 11.3279 11.3505 11.3864 11.488 11.396
3 
11.5933 11.5609 
2. SUV 2. SUV 2. SUV 2. SUV 2. SUV 2. SUV 2. SUV 2. 
SUV 
2. SUV 2. SUV 
  
 
11.1317 11.1331 11.1368 11.1404 10.9517 10.9498 11.147 10.951
7 
11.0626 11.0602 
3.Kijang 
Inova 
3.Kijang 
Inova 
3.Kijang 
Inova 
3.Kijang 
Inova 
3.Kijang 
Inova 
3.Kijang 
Inova 
3.Kijang 
Inova 
3. 
Kijang 
Inova 
3Kijang 
Inova 
3.Kijang 
Inova 
 
 
 
11.3646 11.5186 11.6743 11.7781 11.7711 11.9139 12.0833 12.013
8 
12.471 12.619 
4. Sepeda 
Motor 
Bebek 
4. Sepeda 
Motor 
Bebek 
4. Sepeda 
Motor 
Bebek 
4. Sepeda 
Motor 
Bebek 
4. Sepeda 
Motor 
Bebek 
4. Sepeda 
Motor 
Bebek 
4. Sepeda 
Motor 
Bebek 
4. 
Sepeda 
Motor 
Bebek 
4. Sepeda 
Motor 
Bebek 
4. Sepeda 
Motor 
Bebek 
 
  
 
10.9248 10.8442 10.7962 10.6889 10.5998 10.5549 10.5733 10.432
3 
10.4188 10.3851 
5. Sepeda 
Motor 
Sport 
5. Sepeda 
Motor 
Sport 
5. Sepeda 
Motor 
Sport 
5. Sepeda 
Motor 
Sport 
5. Sepeda 
Motor 
Sport 
5. Sepeda 
Motor 
Sport 
5. Sepeda 
Motor 
Sport 
5. 
Sepeda 
Motor 
Sport 
5. Sepeda 
Motor 
Sport 
5. Sepeda 
Motor 
Sport 
  
 
9.3355 9.3355 9.3355 9.3355 9.3355 9.3355 9.3355 9.3355 9.3355 9.2416 
6. Truk 6. Truk 6. Truk 6. Truk 6. Truk 6. Truk 6. Truk 6. 
Truk 
6. Truk 6. Truk 
  
 
11.3522 11.5126 11.6273 11.6474 11.5547 11.5227 11.9241 11.581
3 
11.9338 11.8911 
7.Truk 
Tronton 
7.Truk 
Tronton 
7.Truk 
Tronton 
7.Truk 
Tronton 
7.Truk 
Tronton 
7.Truk 
Tronton 
7.Truk 
Tronton 
7. 
Truk 
Tronto
n 
7.Truk 
Tronton 
7.Truk 
Tronton 
  
 
10.6939 10.6946 10.6966 10.6986 10.7006 10.7026 10.7046 10.706
6 
10.7087 10.7107 
8. Bis 8. Bis 8. Bis 8. Bis 8. Bis 8. Bis 8. Bis 8. Bis 8. Bis 8. Bis 
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mengatasi permasalahan ini diperlukan nilai ambang (threshold) sehingga jarak suatu vektor 
terhadap bobot kelas akan dibatasi. Jika nilai melebihi nilai ambang, maka vektor tidak akan 
dikenali. Jika nilai belum melebihi nilai ambang maka vektor akan tetap dikenali namun tidak 
tepat atau dengan kata lain akan terjadi kesalahan dalam mengklasifikasi kendaraan [18]. 
 
 
4. KESIMPULAN 
 
Dalam paper ini telah dijelaskan tentang klasifikasi kendaraan dari tampak samping 
menggunakan Learning Vector Quantization. Agar dapat mengklasifikasi kendaraan dengan 
benar maka nilai bobot pengujian dibandingkan dengan nilai bobot pelatihan. Dari hasil 
eksperimen diperoleh data bahwa ada beberapa kendaraan yang berhasil dengan benar dikenali, 
ada beberapa kendaraan yang tidak dikenali, ada beberapa kendaraan yang salah ketika dikenali. 
Hasil eksperimen memperlihatkan bahwa learning rate yang terbaik adalah 0,08 dengan 
maksimum Epoh 10. 
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