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Abstract
In this note, we revisit a singular value decomposition (SVD) based algorithm that
was given in Chen et al. (2019a) for obtaining an initial value for joint maximum likeli-
hood estimation of exploratory Item Factor Analysis (IFA). This algorithm estimates a
multidimensional item response theory model by SVD. Thanks to the computational ef-
ficiency and scalability of SVD, this algorithm has substantial computational advantage
over other exploratory IFA algorithms, especially when the numbers of respondents,
items, and latent dimensions are all large. Under the same double asymptotic setting
and notion of consistency as in Chen et al. (2019a), we show that this simple algorithm
provides a consistent estimator for the loading matrix up to a rotation. This result
provides theoretical guarantee to the use of this simple algorithm for exploratory IFA.
KEY WORDS: Exploratory item factor analysis, IFA, singular value decomposition, double
asymptotics, consistency
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1 Main Text
Background. Exploratory IFA (Bock et al., 1988) has been widely used as an analytic
approach to analyzing item-level data within social and behavioral sciences (Bartholomew
et al., 2008). We consider a standard exploratory IFA setting for binary item response data.
Let Yij ∈ {0, 1} be a random variable, denoting individual i’s response to item j, where
i = 1, ..., N , and j = 1, ..., J . Moreover, IFA assumes that an individual i’s responses are
driven by K latent factors, denoted by θi = (θi1, ..., θiK)
>. We consider a general family of
compensatory multidimensional item response theory models (Reckase, 2009), which assumes
that
P (Yij = 1|θi) = f(dj + ajθ>i ), (1)
where aj = (aj1, ..., ajK)
> is known as the loading parameters, dj is an intercept parameter,
and f : R 7→ (0, 1) is a pre-specified link function which guarantees that (1) is a valid
probability. Note that (1) includes the widely used multidimensional two-parameter logistic
(M2PL) model and multidimensional normal ogive model as special cases, for which the
link functions take the logistic form f(x) = exp(x)/(1 + exp(x)) and probit form f(x) =∫ x
−∞ exp(−t2/2)/(2pi)dt, respectively. Moreover, we assume local independence; that is, Yi1,
..., YiJ are conditionally independent given θi. Finally, θi, i = 1, ..., N , are independent and
identically distributed following some distribution F , which is standardized to have mean
zeros and covariance matrix a K ×K identity matrix.
A major focus of exploratory IFA is to estimate the loading matrix A = (ajk)J×K , from
which understanding of the latent structure of the set of items can be obtained. Due to the
rotational indeterminacy issue of exploratory IFA (Browne, 2001), the loading matrix can
only be estimated up to an orthogonal rotation. Let A∗ be the unknown true loading matrix
that generates the data. Then the first step of exploratory of IFA is to find an estimate Aˆ
such that a certain loss
min
O
{
‖A∗ − AˆO‖ : O>O = IK×K
}
(2)
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is small, where ‖ · ‖ is a certain matrix norm. This loss function takes the rotational inde-
terminacy issue into account by comparing the true loading matrix with the estimated one
under the best possible rotation. Once an estimate Aˆ is obtained, then in the second step of
exploratory IFA, different rotational methods will be applied to Aˆ to obtain a more sparse
and thus easier to interpret loading matrix which provides people a better understanding of
the latent structure of the test. Readers are referred to Browne (2001) for a comprehensive
review of rotational methods for exploratory IFA.
Main result. In this note, we focus on the first step of exploratory IFA. In particular,
we study an algorithm given in Chen et al. (2019a) that is based on SVD1. This algorithm
was used to obtain an initial value for a constrained joint maximum likelihood estimator
(CJMLE) for exploratory IFA, as the CJMLE solves a nonconvex optimization problem and
its performance can be improved by taking a good initial value. We restate this SVD-based
algorithm below.
Algorithm 1 (SVD-based estimator for exploratory IFA).
1. (Initialization) Input response Y = (yij)N×J , dimension K of the latent space, link
function f , and tolerance N,J > 0.
2. Apply the singular value decomposition to Y to obtain Y =
∑J
j=1 σiujv
>
j , where σ1 ≥
... ≥ σJ ≥ 0 are the singular values and ujs and vjs are left and right singular vectors,
respectively.
3. Let
X = (xij)N×J =
∑
k:σk≥1.01
√
N
σkukv
>
k .
1This SVD-based algorithm was described in the supplementary material of Chen et al. (2019a). The
algorithm is slightly modified here for a theoretical reason.
3
4. Let Xˆ = (xˆij)N×J be defined as
xˆij =

N,J , if xij < N,J ,
xij, if N,J ≤ xij ≤ 1− N,J ,
1− N,J , if xij > 1− N,J .
5. Let M˜ = (m˜ij)N×J , where m˜ij = f−1(xˆij).
6. Let dˆ = (dˆ1, ..., dˆJ), where dˆj = (
∑N
i=1 m˜ij)/N .
7. Apply singular value decomposition to Mˆ = (m˜ij − dˆj)N×J to have Mˆ =
∑J
j=1 σˆiuˆjvˆ
>
j ,
where σˆ1 ≥ ... ≥ σˆJ ≥ 0 are the singular values and uˆjs and vˆj are left and right
singular vectors, respectively.
8. (Output) Output Aˆ = 1√
N
(σˆ1vˆ1, ..., σˆKvˆK), Θˆ =
√
N(uˆ1, ..., uˆK).
Remark 1. Under certain circumstances, we will need the tolerance N,J to decay to zero
as N and J grow to infinity, which is the reason of attaching subscripts N and J to the
tolerance parameter. The choice of N,J will be discussed in Propositions 1 and 2.
Remark 2. This SVD-based estimator is semi-parametric, as Algorithm 1 does not require
the distribution F to be known. In contrast, exploratory IFA based on a marginal maximum
likelihood estimator typically requires F to be known.
SVD is a powerful tool for the factorization of rectangular matrices that has been widely
used in multivariate statistics for the dimension reduction of data (Wall et al., 2003). The
computation of SVD involves solving a convex optimization problem. Computationally ef-
ficient and scalable algorithms for SVD have been well-developed (see Chapter 6, Hogben,
2006, for a review). Thanks to the computational overhead brought by SVD, Algorithm 1
has substantial computational advantage comparing to other existing methods to exploratory
IFA. In this note, we establish the theoretical underpinning of this method. In particular,
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we show that this SVD-based algorithm is consistent under the same asymptotic setting and
notion of consistency as in Chen et al. (2019a) and Chen et al. (2019b). The statistical
efficiency of parameter estimation is also discussed. The proofs of our theoretical results are
given in the supplementary material.
More precisely, we consider the loss function
LN,J(A
∗, Aˆ) = min
O
{
‖A∗ − AˆO‖2F
JK
: O>O = IK×K
}
, (3)
where the subscripts N and J are used to emphasize that the loss function depends on the
sample size N and the number of items J , and ‖X‖F =
√∑
i,j x
2
ij denotes the Frobenius
norm of a matrix X = (xij). Under mild technical conditions and a double asymptotic setting
where both the numbers of individuals and items grow to infinity, we show the loss function
LN,J(A
∗, Aˆ) converges to zero in probability, as both N and J grow to infinity. The regularity
conditions and the consistency result are formally described in Theorem 1, with two special
cases discussed in the sequel. Similar double asymptotic settings have been considered in
psychometric research, including the analysis of unidimensional IRT models (Haberman,
1977, 2004) and diagnostic classification models (Chiu et al., 2016). The following regularity
conditions are needed for our main result in Theorem 1. As will be discussed in the sequel,
these conditions are mild.
A1. There exists a constant C such that
√
(d∗j)2 + ‖a∗j‖2 ≤ C, for j = 1, ..., J , where d∗j
and a∗j are the true item parameters.
A2. The true person parameters θ∗1, ...,θ
∗
N are independently and identically distributed
(i.i.d.) following distribution F , with mean 0 and covariance matrix IK .
A3. The link function f is strictly monotone increasing, continuously differentiable, and
Lipschitz continuous with Lipschitz constant L. We further assume that
lim
x→−∞
f(x) = 0, and lim
x→∞
f(x) = 1.
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A4. There exists a constant C1, such that the Kth singular value of A
∗, denoted by σK(A∗),
satisfy σK(A
∗) ≥ C1
√
J for all J .
A5. The sample size N is no less than the number of items J , i.e., N ≥ J .
Theorem 1. Suppose that conditions A1-A5 are satisfied. Further suppose that N,J ≤ 15
and satisfies
Pr (‖θ∗1‖ ≥ h(2N,J)/C) = o(N−1), (4)
(h(2N,J))
K+1
K+3
(N,Jg(N,J))2
= o(J
1
K+3 ), (5)
where
g(y) = inf{f ′(x) : x ∈ [f−1(y), f−1(1− y)]}, y ∈ (0, 0.5), (6)
h(y) = max{|f−1(y)|, |f−1(1− y)|}, y ∈ (0, 0.5). (7)
Then the estimate Aˆ given by Algorithm 1 satisfies LN,J(A
∗, Aˆ)
pr→ 0, as N, J →∞.
In what follows, we discuss two specifical cases, under which the choices of N,J are given.
Proposition 1. Suppose that F has a compact support. More precisely, there exists a con-
stant C0, satisfying
P (‖θ∗1‖ ≥ C0) = 0,
under the law of F . If we fix N,J to be a constant  independent of N and J , satisfying
0 <  ≤ 1
2
min
{
1− f
(
C
√
C20 + 1
)
, f
(
−C
√
C20 + 1
)
,
2
5
}
, (8)
then (4) and (5) are satisfied. This choice of N,J , together with the regularity conditions in
Theorem 1, guarantees the consistency of the estimated loading matrix.
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Proposition 2. Consider exploratory IFA based on the M2PL model, where F is a multi-
variate standard normal distribution and f is the logistic link. Suppose that there exists a
constant β ≥ 1 such that
J ≤ N ≤ Jβ. (9)
Then (4) and (5) hold, for any N,J taking the form
N,J = γ0J
−γ1 , (10)
where γ0 and γ1 are any constants satisfying γ0 > 0 and γ1 ∈ (0, (4(K + 3))−1). The choice
of N,J following (10), together with the regularity conditions in Theorem 1, guarantees the
consistency of the estimated loading matrix.
We remark that the notion of consistency for the estimation of the loading matrix is
weaker than that in the traditional sense, since the loss function (3) is an average of the entry-
wise losses when J grows. Let O˜ be the orthogonal matrix that minimizes the right hand
side of (3) and let A˜ := (a˜jk)J×K = AˆO˜. Then (3) converges to 0 means that for any  > 0,
(
∑J
j=1
∑K
k=1 1{|a∗jk−a˜jk|>})/JK also converges to 0. That is, the proportion of inaccurately
estimated loading parameters converges to zero in probability under the optimal rotation.
Due to the double asymptotic setting, our theoretical result only suggests the sensible use
of the SVD-based algorithm when the sample size N and the number of items J are both
large.
Discussions. We provide some discussions on the regularity conditions required in The-
orem 1. Assumption A1 requires that the parameters of each item, including the intercept
and slope parameters, should not be too large. That is, the presence of an extreme item is
likely to distort the analysis. Assumption A2 is a very standard assumption in exploratory
IFA. It is more flexible than many exploratory IFA settings, as it does not even require the
distribution F to be multivariate normal. Assumption A3 is satisfied by the logistic and
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probit link functions, two most commonly used link functions in exploratory IFA, but it ex-
cludes, for example, the multidimensional version of the three-parameter logistic model, as
a special case. Assumption A4 requires that there is sufficient variability in the items. The
same assumption is also required in Chen et al. (2019a) and Chen et al. (2019b). In fact, this
assumption is satisfied with probability tending to one, when the true loadings a∗j are i.i.d.
samples from a K-variate distribution whose covariance matrix is non-degenerate. Finally,
assumption A5 is practically reasonable, as in large-scale measurement, the sample size is
usually larger than the number of items. Since people and items are almost mathematically
symmetric in the IFA model, similar asymptotic results can be derived when J ≥ N .
We provide some intuitions on the reason why the algorithm works. Steps 1-4 essentially
follow the same procedure of Chatterjee (2015) for matrix estimation. The procedure guar-
antees the loss
∑
i,j(f(d
∗
j + a
∗
j(θ
∗
i )
>)− xˆij)2/NJ to be small with high probability, where d∗j
and a∗j denote the true item specific parameters and θ
∗
i denotes the true person parameters
sampled from distribution F . Further with conditions A1 and A3, steps 5 and 6 guarantee
the average loss ‖Θ∗(A∗)> − Θˆ(Aˆ)>‖2/NJ to be small with high probability. Finally, under
conditions A2 and A4, the famous Davis-Kahan-Wedin theorem from matrix perturbation
theory (see e.g., Stewart and Sun, 1990; O’Rourke et al., 2018) guarantees that LN,J(A
∗, Aˆ)
is small with high probability.
The use of Algorithm 1 requires the specification of a tolerance parameter N,J . Propo-
sitions 1 and 2 provide some guidance on the choice of the parameter under two different
settings. Specifically, under the setting of Proposition 2, to ensure consistency, one has to let
N,J decay to zero in an appropriate rate. Its choice is determined by a trade-off between the
bias and variance of the estimator. If N,J decays to zero too slow, then the estimation error
will be dominated by the truncation bias. This bias comes from the estimator not being
able to accurately estimate θ∗i s which have a large norm. On the other hand, the complexity
of the model grows when N,J decays. If N,J decays to zero too fast, then the parameter
space of the model becomes too large relative to the amount of data. As a consequence, the
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estimation error will be dominated by the variance of the estimator. The choice of N,J is
simpler when F has a bounded support. According to the result of Proposition 1, it is suffice
to choose N,J as a sufficiently small positive constant.
Furthermore, we point out that a price is paid for the computational advantage of the
SVD-based estimator. To elaborate on this point, we compare it with the constrained joint
maximum likelihood estimator (CJMLE) proposed in Chen et al. (2019a) and Chen et al.
(2019b). The CJMLE treats both item and person parameters as fixed effects and maximizes
a joint likelihood function with respect to both item and person parameters. Due to the non-
convexity of the maximization problem of CJMLE, it is computationally less tractable than
the SVD-based estimator, which is also the reason why the SVD-based estimator is used in
Chen et al. (2019a) to provide an initial value for the numerical optimization of CJMLE. On
the other hand, the SVD-based estimator is statistically less efficient than the CJMLE, in
the sense that the SVD-based estimator converges to the true parameters in a much slower
rate. To make this comparison, we consider the same setting as in Proposition 1. The
following proposition establishes the convergence rate for ‖X∗− Xˆ‖2F/NJ, which essentially
determines the convergence of Aˆ. Here, X∗ = (f(d∗j +a
∗
j(θ
∗
i )
>))N×J is the true item response
probability matrix.
Proposition 3. Suppose that the same assumptions as in Proposition 1 hold and choose
N,J as in Proposition 1. Then we have
1
NJ
‖X∗ − Xˆ‖2F = Op(J−
1
K+2 ). (11)
On the other hand, as shown in Chen et al. (2019b), the CJMLE achieves the optimal
rate (in minimax sense) of estimating X∗, that is,
1
NJ
‖X∗ − XˆJML‖2F = Op(J−1),
where XˆJML denotes the CJMLE. This result suggests that the SVD-based estimator con-
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verges in a much slower rate than the constrained joint maximum likelihood estimator.
Finally, with slight modification, Algorithm 1 can handle item response data with missing
values. We use matrix W = (wij)N×J to indicate the data missingness, where wij = 1
indicates the response Yij is missing and wij = 0 otherwise. The modified algorithm is
described as follows.
Algorithm 2 (SVD-based estimator for exploratory IFA with missing data).
1. (Initialization) Input response Y = (yij)N×J , nonmissing indicator W = (wij)N×J ,
dimension K of the latent space, link function f , and tolerance N,J > 0.
2. Compute pˆ = (
∑N
i=1
∑J
j=1wij)/(NJ) as the proportion of observed responses.
3. For each i and j, let zij = yij, if wij = 1, and zij = 0 if wij = 0.
4. Apply the singular value decomposition to Z to obtain Z =
∑J
j=1 σiujv
>
j , where σ1 ≥
... ≥ σJ ≥ 0 are the singular values and ujs and vjs are left and right singular vectors,
respectively.
5. Let
X = (xij)N×J =
1
pˆ
∑
k:σk≥1.01
√
N(pˆ+3pˆ(1−pˆ))
σkukv
>
k .
6. Let Xˆ = (xˆij)N×J be defined as
xˆij =

N,J , if xij < N,J ,
xij, if N,J ≤ xij ≤ 1− N,J ,
1− N,J , if xij > 1− N,J .
7. Let M˜ = (m˜ij)N×J , where m˜ij = f−1(xˆij).
8. Let dˆ = (dˆ1, ..., dˆJ), where dˆj = (
∑N
i=1 m˜ij)/N .
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9. Apply singular value decomposition to Mˆ = (m˜ij − dˆj)N×J to have Mˆ =
∑J
j=1 σˆiuˆjvˆ
>
j ,
where σˆ1 ≥ ... ≥ σˆJ ≥ 0 are the singular values and uˆjs and vˆj are left and right
singular vectors, respectively.
10. (Output) Output Aˆ = 1√
N
(σˆ1vˆ1, ..., σˆKvˆK), Θˆ =
√
N(uˆ1, ..., uˆK).
In fact, when the entries of the item response matrix are missing completely at random,
using a similar proof, one can show that Aˆ given by Algorithm 2 is still consistent, under
some mild condition on the rate of missingness and the same conditions as in Theorem 1.
Simulation. We end this note with results from a small simulation study. In particular, we
show the performance of the SVD method when both N and J are large, and further compare
it with the CJMLE. We set K = 3, J = 300, 400, ..., 1000, and N = 10J . For each value of J
and N = 10J , 100 independent datasets are generated, with the item parameters fixed to be
the same across all the datasets. The item parameters are generated by sampling a∗jks i.i.d.,
from uniform distribution over the interval [1, 1.5] and d∗js i.i.d. from uniform distribution
over the interval [−1, 1]. For each dataset, we sample θ∗iks i.i.d., from a univariate truncated
normal distribution. The mean of the normal distribution being truncated is set to zero,
and the variance of the normal distribution and the truncation interval are chosen so that
the mean and variance of the truncated normal distribution is zero and one, respectively.
Specifically, we set the truncation interval to be [−1.76, 1.76] and the variance of the normal
distribution is chosen to be 12.41. Following (8), N,J is chosen as
N,J =
1
2
min
{
1− f
(
C
√
C20 + 1
)
, f
(
−C
√
C20 + 1
)}
,
where C = 2.78 and C0 = 3.05.
Our results are shown in Figure 1, where Panel (a) shows the recovery of the item response
probabilities based on the loss (11), and Panel (b) shows the recovery of the loading matrix
based on the loss (2). As we can see, the losses for the SVD-based estimator and those for the
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Figure 1: Simulation results: Panel (a) shows the scaled Frobenius loss for the recovery of
response probabilities, and Panel (b) shows the scaled Frobenius loss for the recovery of
loading matrix up to an orthogonal rotation. For each estimator and each loss function,
the median, 25% quantile and 75% quantile based on the 100 independent replications are
shown.
J 300 400 500 600 700 800 900 1000
SVD 0.52 1.02 1.59 2.53 3.66 5.22 6.70 8.72
CJMLE 343.44 655.49 1041.75 1398.22 1767.09 2561.88 2987.78 3833.99
Table 1: The average computation time (in seconds) for the SVD-based estimator and the
CJMLE. For each estimator and each value of J , the computation time is an average over
100 replications implemented on a single IntelrE5-2650v4 core.
CJMLE in both panels decay towards zero when N and J grow. In addition, the losses for
the SVD-based estimator are substantially larger than those for the CJMLE. These results
are consistent with our theoretical results given in this note. The average computation time
of the two methods is compared in Table 1. As we can see, the SVD-based estimator is much
faster than the CJMLE, while according to Chen et al. (2019a) the CJMLE is substantially
faster than the marginal maximum likelihood estimator.
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