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Abstract
We consider the problem of the construction of the Goodness-of-Fit
test in the case of continuous time observations of a diffusion process
with small noise. The null hypothesis is parametric and we use a
minimum distance estimator of the unknown parameter. We propose
an asymptotically distribution free test for this model.
Key words: Goodness-of-fit test, minimum distance estimator, asymptoti-
cally distribution free tests.
1 Introduction
We consider the problem of the construction of the asymptotically distribu-
tion free (ADF) test in the case of continuous time observations of a diffusion
process. We suppose that under the null hypothesis the trend coefficient de-
pends on some unknown one-dimensional parameter. Therefore the basic
(null) hypothesis is parametric.
The goodness-of-fit (GoF) test plays an important role in mathematical
statistics because its application allows to check if the observations corre-
spond well to the proposed mathematical model. Remind that in the case
of i.i.d. observations the problem of the construction of GoF tests attracts
attention of the statisticians since 1928 due to the works by Crame´r (1928),
von Mises (1931) and Smirnov (1937) (see, e.g., [2] and [3]).
Let us recall the well-known basic results for the i.i.d. model. Suppose
that the null hypothesis is simple. Denoting the continuous distribution
function under the null hypothesis by F0 (x), we have to check if the i.i.d.
1
observations Xn = (X1, . . . , Xn) have this continuous distribution function.
Many GoF tests are based on the following property: the normalized empir-
ical distribution function
√
n
(
Fˆn (x)− F0 (x)
)
, Fˆn (x) =
1
n
n∑
j=1
1I{Xj<x}
converges in distribution, under the null hypothesis, to the Brownian bridge
B (F0 (x)). In particular, for the Crame´r-von Mises statistic we have (with
the change of variable s = F0(x))
∆n = n
∫ ∞
−∞
(
Fˆn (x)− F0 (x)
)2
dF0 (x)
=⇒
∫ ∞
−∞
B (F0 (x))
2 dF0 (x) =
∫ 1
0
B (s)2 ds ≡ ∆.
Therefore the limit ∆ does not depend on F0 (·) (distribution free) and the
Crame´r-von Mises test
ψn = 1I{∆n>cα}, P {∆ > cα} = α
has the asymptotic (n→∞) size α ∈ (0, 1) (see, e.g., [14]).
In the case of parametric null hypothesis
H0 : F (x) = F0 (ϑ, x) , ϑ ∈ Θ ⊆ R,
where ϑ is some unknown one-dimensional parameter, the similar limit
Un (x) =
√
n
(
Fˆn (x)− F0(ϑˆn, x)
)
=⇒ B (F0 (ϑ, x))− ζF˙0 (ϑ, x) ≡ U (x)
is no more distribution free and the choice of the threshold cα is much more
complicated. Here ϑˆn is the maximum likelihood estimator (MLE), F˙0 (ϑ, ·)
is the derivative of F0 (ϑ, ·) w.r.t. ϑ and ζ is a Gaussian variable. We have
for U (x), by the change of variables t = F0 (ϑ, x) and s = F0 (ϑ, y), the
representation (see, e.g., Darling [2])
u (t) = B (t)−
∫ 1
0
h (ϑ, s) dB (s)
∫ t
0
h (ϑ, s) ds, (1)
where
h (ϑ, s) =
l˙
(
ϑ, F−1ϑ (s)
)√
I (ϑ)
,
∫ 1
0
h (ϑ, s)2 ds = 1.
2
Here l (ϑ, x) = ln f (ϑ, x) , l˙ (ϑ, x) is the derivative of l (ϑ, x) w.r.t. ϑ, f (ϑ, x)
is the density function, I (ϑ) is the Fisher information and y = F−1ϑ (s) is the
inverse function to F0 (ϑ, y), i.e., F0(ϑ, y) = s. Note that the function h (·, ·)
appears here twice because we used the MLE.
For the minimum distance estimator (MDE) using the same arguments
as in the case of the MLE we obtain the limit
u (t) = B (t)−
∫ 1
0
g (ϑ, s) dB (s)
∫ t
0
h (ϑ, s) ds,
∫ 1
0
g (ϑ, s)2 ds = 1 (2)
with two different functions. In both cases, the corresponding tests are no
more asymptotically distribution free and the choice of the threshold from
the equation
P
{∫ 1
0
u (s)2 ds > cα
}
= α
can be a difficult problem.
There are several possibilities to solve this problem in the case of the
limit (1). One of them is to find a linear transformation L [·] of the random
function u (·), such that L [u] (t) = W (t), where W (t) , 0 ≤ t ≤ 1 is some
Wiener process. Then the statistic
∆ˆn =
∫ ∞
−∞
L [Un] (x)
2 dF0(ϑˆn, x) =⇒
∫ ∞
−∞
W (F0 (ϑ, x))
2 dF0 (ϑ, x)
=
∫ 1
0
W (t)2 dt ≡ ∆ˆ
and we obtain once more the distribution free limit ∆ˆ. Therefore the test
ψˆn = 1I{∆ˆn>dα}, P
{
∆ˆ > dα
}
= α
is ADF. Such transformation was proposed by Khmaladze [6]. We have
to emphasize that in [6] and in many other works (see, e.g., the paper
Maglapheridze et al. [16]) the estimator used was always the MLE and
this is important for the construction of this linear transformation. Many
authors wrote that similar transformation can be obtained in the case of
other estimators with limit (2), but as we know this work (construction of
the linear transformation with other estimators) was not done.
The problem of GoF testing for the model of continuous time observations
of diffusion process, with a simple null hypothesis Θ = {ϑ0}, was studied in
[1] and [10]. Suppose that the observed diffusion process under hypothesis is
dXt = S0(Xt) dt + εσ (Xt) dWt, X0 = x0, 0 ≤ t ≤ T, (3)
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with deterministic initial value x0, known diffusion coefficient ε
2σ (·)2 > 0,
some known smooth function S0(·) and Wt, 0 ≤ t ≤ 1 is a Wiener process.
Note that if the functions S0 (x) and σ (x) are Lipschitz w.r.t. x, then we
have with probability 1
sup
0≤t≤T
|Xt − xt| ≤ Cε sup
0≤t≤T
|Wt| ,
where C is some constant. Therefore the process Xt converges to xt = xt(ϑ0)
(solution of the equation (3) as ε = 0) uniformly w.r.t. t ∈ [0, T ] with
probability 1. We have as well
sup
0≤t≤T
E |Xt − xt|2 ≤ Cε2.
For the proof see [9], Lemma 1.13.
The GoF test was constructed on the basis of the normalized difference
ε−1 (Xt − xt) and the limit of this statistic is a Gaussian process. This process
can be transformed into a Wiener process w(s), 0 ≤ s ≤ 1 as follows.
Introduce the statistic
δε =
[∫ T
0
(
σ (xt)
S0(xt)
)2
dt
]−2 ∫ T
0
(
Xt − xt
εS0(xt)2
)2
σ (xt)
2 dt.
The following convergence
δε =⇒ δ ≡
∫ 1
0
w(s)2 ds
was proved and therefore the test φε = 1I{δε>cε} with P (δ > cε) = ε is ADF.
The case of parametric basic hypothesis and ADF tests for “small noise”
diffusion processes was studied, for example, in [5], [11]−[13] and the esti-
mator used, for the construction of the linear transformation and tests, was
always the MLE (see Kutoyants [8]). There are several ADF GoF tests for
the ergodic diffusion processes proposed, for example, in the works [17]−[18]
and [7].
Note that in some problems it is not possible to have an explicit expres-
sion for the MLE and therefore sometimes it is better to use other estima-
tors, which can be easily calculated. For example, this can be the minimum
distance estimator, a method of moments estimator or a trajectory fitting es-
timator and so on. In all such cases, the limit expression for the underlying
statistics will be like (2) but with two different functions h (·, ·) and g (·, ·)
(see below).
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In this work, we observe continuous time process Xε, which is the solution
of the stochastic differential equation
dXt = S(Xt) dt+ ε dWt, X0 = x0, 0 ≤ t ≤ T,
where Wt, 0 ≤ t ≤ T is a Wiener process and S(x) is some unknown smooth
function. Based on a minimum distance estimator, we construct an ADF
test in the case of parametric null hypothesis
H0 : S(x) = S(ϑ, x), ϑ ∈ Θ = (a, b).
The main results are presented in Theorem 1 and Theorem 2. In partic-
ular, the ADF test is given in Theorem 2 below. We realize the following
program. First, we show that the basic statistic
uε (t) =
Xt − xt (ϑ∗ε)
ε S (ϑ∗ε, Xt)
, 0 ≤ t ≤ T
(ϑ∗ε is the MDE) converges to the random process u (t) , 0 ≤ t ≤ T (see (14)
below). Then we transform u (t) in U
(
t
T
)
, 0 ≤ t ≤ T (see (15) below). We
obtain for U (·) the following representation
U (ν) = W (ν)−
∫ 1
0
g (ϑ, r) dW (r)
∫ ν
0
h (ϑ, r) dr,
∫ 1
0
g (ϑ, r)2 dr = 1. (4)
The last step is to apply the special linear transformation L [U ] (ν) = wν , 0 ≤
ν ≤ 1, where wν , 0 ≤ ν ≤ 1 is a Wiener process (see Theorem 1). This allows
us to construct an ADF test (see Theorem 2). The main contribution of this
work is the form of this linear transformation.
Then we realize similar transformations with the “empirical” process
uε (·), apply the linear transformation L [·] and obtain the convergence
∆ε =
1
T
∫ T
0
L [Uε] (t)
2 dt =⇒
∫ 1
0
w2ν dν.
Here the process Uε(·) will be defined in Section 5 by (44). Therefore the test
ψε = 1I{∆ε>cα} will be ADF, because the limit distribution of ∆ε does not
depend on S (·) and ϑ and the test is of asymptotic (ε→ 0) size α ∈ (0, 1).
Note that if in our problem we use the MLE of the unknown parameter,
then the limit representation is
U (ν) = W (ν)−
∫ 1
0
h (ϑ, s) dW (s)
∫ ν
0
h (ϑ, s) ds,
∫ 1
0
h (ϑ, s)2 ds = 1
(5)
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and our transformation coincides with the one proposed in [6]. We discuss
this case in Section 6.
We have to note that this linear transformation is rather cumbersome and
the realization of the test can be a computationally difficult problem too. We
suppose that the presented result is of theoretical interest and allows to “close
the gap” in this field.
At the same time, we understand that this result is in some sense “nega-
tive” and says that if we have no MLE it is better to seek another GoF test,
which is ADF. Note as well that in i.i.d. case, even if the estimated parameter
is one-dimensional, the reduction of the equation with Brownian bridge (2)
to the equation (4), using the relation (B (t) = W (t)− t W (1)), leads to the
corresponding Fredholm equation (see (27) below) with two-dimensional g (·)
and h (·). The expression for the solution of this equation and the form of
the linear transformation becomes much more complicated. This is probably
the reason why this problem was not considered till now. Our results thus
should be understood as a constructive existence result for ADF tests based
on the MDE.
2 Minimum distance estimator
Suppose that the continuous time observed process Xε = (Xt, 0 ≤ t ≤ T ) is
the solution of the stochastic differential equation
dXt = S(Xt) dt+ ε dWt, X0 = x0, 0 ≤ t ≤ T, (6)
where Wt, 0 ≤ t ≤ T is a Wiener process, the initial value x0 is deterministic
and the trend coefficient S(x) is some unknown smooth function.
We consider the composite basic hypothesis
H0 : S(x) = S(ϑ, x), ϑ ∈ Θ = (a, b),
where ϑ is the one-dimensional (unknown) parameter, against alternative
H1 : not H0, i.e., the trend coefficient S (x) in the observed diffusion process
(6) does not belong to the parametric family {S (ϑ, x) , ϑ ∈ Θ}. Therefore
the process, under hypothesis H0, has the stochastic differential
dXt = S(ϑ,Xt) dt + ε dWt, X0 = x0, 0 ≤ t ≤ T. (7)
We are interested in the properties of the test in the asymptotics of small
noise, i.e., as ε→ 0. Below and in the sequel the dot means derivation w.r.t.
ϑ.
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Let us introduce the regularity conditions.
R. The function S(ϑ, x) is strictly positive and has two continuous bounded
derivatives with respect to ϑ and x.
In the presentation below we suppose that these conditions and the basic
hypothesis H0 are always fulfilled.
It is known that the solution Xt converges uniformly in t ∈ [0, T ] to the
solution xt = xt(ϑ) of the ordinary differential equation
dxt
dt
= S(ϑ, xt), x0, 0 ≤ t ≤ T,
where x0 is the same as in (6) (see [4] or [9], Lemma 1.13 for the proof).
Recall the properties of maximum likelihood and minimum distance es-
timators of the parameter ϑ. The likelihood ratio function in the case of
observations (7) is
ℓ (ϑ,Xε) =
dPϑ
dP0
= exp
{∫ T
0
S (ϑ,Xt)
ε2
dXt −
∫ T
0
S (ϑ,Xt)
2
2 ε2
dt
}
, ϑ ∈ Θ,
where Pϑ and P0 are the measures induced respectively by the processes (7)
and
dXt = ε dWt, X0 = x0, 0 ≤ t ≤ T,
(see [15] for more details).
The MLE ϑˆε is solution of the equation
sup
ϑ∈Θ
ℓ (ϑ,Xε) = ℓ(ϑˆε, X
ε).
This estimator is consistent and asymptotically normal (as ε→ 0)
ε−1(ϑˆε − ϑ) =⇒ N
(
0, I (ϑ)−1
)
, I (ϑ) =
∫ T
0
S˙ (ϑ, xt)
2 dt.
Here and in the sequel xt = xt (ϑ). For the proof see, Kutoyants [9].
Introduce the minimum distance estimator
ϑ∗ε = argmin
ϑ∈Θ
‖X − x(ϑ)‖ ,
where ‖ · ‖ is L2[0, T ] norm defined by
‖X − x(ϑ)‖2 =
∫ T
0
(Xt − xt(ϑ))2 dt.
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The properties of the MDE for this model were studied in [9]. The MDE
satisfies the minimum distance equation (MDEq)∫ T
0
(Xt − xt(ϑ∗ε)) x˙t(ϑ∗ε) dt = 0.
Let us put u∗ε = ε
−1 (ϑ∗ε − ϑ). Therefore the MDEq is as follows:∫ T
0
(Xt − xt (ϑ+ εu∗ε)) x˙t(ϑ∗ε) dt = 0.
Then, by the Taylor formula, we can write∫ T
0
(
Xt − xt(ϑ)− ε u∗ε x˙t(ϑ˜)
)
x˙t(ϑ
∗
ε) dt = 0,
where |ϑ˜− ϑ| ≤ |ϑ∗ε − ϑ| and for u∗ε we obtain the following representation
u∗ε = J(ϑ)
−1
∫ T
0
ε−1 (Xt − xt(ϑ)) x˙t(ϑ) dt+ o(1), (8)
where
J(ϑ) =
∫ T
0
x˙t(ϑ)
2dt. (9)
Let us consider the random process x
(1)
t defined as the derivative of Xt w.r.t.
ε at ε = 0, i.e., we have ε−1 (Xt − xt (ϑ)) → x(1)t . Here the random process
x
(1)
t satisfies the linear equation
dx
(1)
t = S
′(ϑ, xt) x
(1)
t dt+ dWt, x
(1)
0 = 0, 0 ≤ t ≤ T,
where S ′(ϑ, x) =
∂S(ϑ, x)
∂x
. The process x
(1)
t has the representation
x
(1)
t = S(ϑ, xt)
∫ t
0
1
S(ϑ, xs)
dWs (10)
(see, e.g., Section 3.3 in [9]). Due to the above representation of x
(1)
t , the
equation (8) becomes
u∗ε = J(ϑ)
−1
∫ T
0
x
(1)
t x˙t(ϑ) dt+ o(1)
= J(ϑ)−1
∫ T
0
S(ϑ, xt)
∫ t
0
1
S(ϑ, xs)
dWs x˙t(ϑ) dt + o(1).
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Here o(1) means the convergence in probability, i.e., for any ν > 0, we have
lim
ε→0
Pϑ (|u∗ε − ρ(ϑ)| > ν) = 0, (11)
where
ρ(ϑ) = J(ϑ)−1
∫ T
0
S(ϑ, xt)
∫ t
0
1
S(ϑ, xs)
dWs x˙t(ϑ) dt.
Therefore ϑ∗ε admits the following representation, by Fubini’s Theorem,
ε−1 (ϑ∗ε − ϑ) = J(ϑ)−1
∫ T
0
1
S(ϑ, xv)
∫ T
v
S(ϑ, xs) x˙s(ϑ) ds dWv + o(1). (12)
Moreover, under conditions of regularity, the estimator ϑ∗ε is consistent
and asymptotically normal (see Chapter 7 in [9])
Lϑ{ε−1(ϑ∗ε − ϑ)} =⇒ L{ξ} = N (0, σ2 (ϑ)),
where
σ2 (ϑ) = J(ϑ)−2
∫ T
0
1
S(ϑ, xv)2
(∫ T
v
S(ϑ, xs) x˙s(ϑ) ds
)2
dv.
3 Basic statistic
Our goal is to find the GoF test, which is ADF, i.e., we seek the test statistic
whose limit distribution, under hypothesis, does not depend on the underly-
ing model given by the function S(ϑ, x) and parameter ϑ.
Introduce the statistic
δ∗ε =
∫ T
0
[
Xt − xt(ϑ∗ε)
ε S (ϑ∗ε, Xt)
]2
dt.
To study it we need the behavior of the difference Xt− xt(ϑ∗ε), which can be
described as follows:
ε−1 (Xt − xt(ϑ∗ε)) = ε−1 (Xt − xt(ϑ))− ε−1 (ϑ∗ε − ϑ) x˙t(ϑ) + o(1)
= x
(1)
t (ϑ)− J(ϑ)−1
∫ T
0
x(1)s x˙s(ϑ) ds x˙t(ϑ) + o(1)
= S(ϑ, xt)
∫ t
0
dWv
S(ϑ, xv)
−J(ϑ)−1
∫ T
0
1
S(ϑ, xv)
∫ T
v
S(ϑ, xs) x˙s(ϑ) ds dWv x˙t(ϑ) + o(1),
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where the process x
(1)
t was defined by (10) and the derivative x˙t(ϑ) w.r.t. ϑ
satisfies the equation
dx˙t(ϑ)
dt
= S ′(ϑ, xt) x˙t(ϑ) + S˙(ϑ, xt), x˙0(ϑ) = 0.
Its solution is the function (it can be found in [11])
x˙t(ϑ) = S(ϑ, xt)
∫ t
0
S˙(ϑ, xv)
S(ϑ, xv)
dv.
Here o(1) is the uniform convergence in probability w.r.t. t ∈ [0, T ], i.e., for
any ν > 0, we have
lim
ε→0
Pϑ
(
sup
t∈[0,T ]
∣∣ε−1 (Xt − xt(ϑ∗ε))− µt(ϑ)∣∣ > ν
)
= 0, (13)
where
µt(ϑ) = S(ϑ, xt)
∫ t
0
dWv
S(ϑ, xv)
− J(ϑ)−1
∫ T
0
1
S(ϑ, xv)
∫ T
v
S(ϑ, xs) x˙s(ϑ) ds dWv x˙t(ϑ).
For the details see [9], Chapter 7.
Hence we have the uniform convergence w.r.t. t ∈ [0, T ] (in probability)
uε(t) =
Xt − xt(ϑ∗ε)
ε S (ϑ∗ε, Xt)
−→ u(t) =
∫ t
0
dWv
S(ϑ, xv)
− J(ϑ)−1
∫ T
0
1
S(ϑ, xv)
∫ T
v
S(ϑ, xs) x˙s(ϑ) ds dWv
∫ t
0
S˙(ϑ, xv)
S(ϑ, xv)
dv
(14)
and it can be shown (see in [11] the details in the similar problem where the
MLE was used) that
δ∗ε =⇒
∫ T
0
u(t)2 dt.
Therefore the test based on this statistic is not ADF. Hence to obtain an
ADF GoF test we introduce the Gaussian process
U
(
t
T
)
=
1√
T
∫ t
0
S(ϑ, xs) du(s), 0 ≤ t ≤ T, (15)
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where u (·) was given by (14). Then, by Itoˆ formula,
d (S(ϑ, xs)u(s)) = dS(ϑ, xs) u(s) + du(s) S(ϑ, xs)
and using the equality
dS(ϑ, xs) = S
′(ϑ, xs) S(ϑ, xs) ds, (16)
we have
S(ϑ, xt) u(t) =
∫ t
0
S ′(ϑ, xs) S(ϑ, xs) u(s) ds+
∫ t
0
S(ϑ, xs) du(s).
Here and in the sequel we denoted by prime the derivative w.r.t. x.
Therefore the process U(·) defined by (15) admits the following represen-
tation (0 ≤ t ≤ T )
U
(
t
T
)
=
1√
T
S(ϑ, xt) u(t)− 1√
T
∫ t
0
S ′(ϑ, xs) S(ϑ, xs) u(s) ds. (17)
Further we define two functions
h(ϑ, r) = T J˜(ϑ)−1S˙(ϑ, xrT (ϑ)) C (ϑ)
1/2 (18)
and
g(ϑ, r) = S(ϑ, xrT (ϑ))
−1
∫ 1
r
S(ϑ, xzT (ϑ)) x˙zT (ϑ) dz C (ϑ)
−1/2
. (19)
Here J˜(ϑ) =
∫ 1
0
x˙vT (ϑ)
2dv and
C (ϑ) =
∫ 1
0
S(ϑ, xvT (ϑ))
−2
(∫ 1
v
S(ϑ, xzT (ϑ)) x˙zT (ϑ) dz
)2
dv.
Observe that ∫ 1
0
g(ϑ, r)2dr = 1.
Lemma 1 We have the equality
U(ν) = W (ν)−
∫ 1
0
g(ϑ, r) dW (r)
∫ ν
0
h(ϑ, r) dr, 0 ≤ ν ≤ 1, (20)
where W (ν), 0 ≤ ν ≤ 1 is a Wiener process.
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Proof. We have by Itoˆ formula, for 0 ≤ t ≤ T ,
dU
(
t
T
)
=
1√
T
dS(ϑ, xt) u(t)
+
1√
T
S(ϑ, xt) du(t)− 1√
T
S ′(ϑ, xt) S(ϑ, xt) u(t) dt.
Then by (16) and using the representation (14) of the process u(·), we obtain
U
(
t
T
)
=
1√
T
∫ t
0
S(ϑ, xs) du(s)
=
Wt√
T
− J(ϑ)
−1
√
T
∫ T
0
1
S(ϑ, xv)
∫ T
v
S(ϑ, xs) x˙s(ϑ) ds dWv
∫ t
0
S˙(ϑ, xv) dv.
Hence, by the change of variables ν =
t
T
and W (ν) = T−1/2WνT , 0 ≤ ν ≤ 1,
we have
U(ν) =W (ν)
− J(ϑ)
−1
√
T
∫ T
0
1
S(ϑ, xv)
∫ T
v
S(ϑ, xs) x˙s(ϑ) ds dWv
∫ νT
0
S˙(ϑ, xv) dv.
Let us change the variables r =
v
T
, z =
s
T
, W (r) = T−1/2WrT , 0 ≤ r ≤ 1.
Then we can write
U(ν) = W (ν)
− J˜(ϑ)−1
∫ 1
0
1
S(ϑ, xrT )
∫ T
rT
S(ϑ, xs) x˙s(ϑ) ds dW (r)
∫ ν
0
S˙(ϑ, xrT ) dr
= W (ν)
− T
J˜(ϑ)
∫ 1
0
1
S(ϑ, xrT )
∫ 1
r
S(ϑ, xzT ) x˙zT (ϑ) dz dW (r)
∫ ν
0
S˙(ϑ, xrT ) dr
= W (ν)−
∫ 1
0
g(ϑ, r) dW (r)
∫ ν
0
h(ϑ, r) dr.
Therefore we obtain the representation (20) and this proves the Lemma 1.
It can be shown using the convergence of the empirical version Uε (·) to
U (·) (see proof of Theorem 2 below) and due to the continuous mapping
Theorem, that we have the convergence
∆˜ε =
1
T 2
∫ T
0
(∫ t
0
S(ϑ∗ε, Xs) duε(s)
)2
dt =⇒
∫ 1
0
U(ν)2dν.
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We remark that the test based on this statistic is not ADF. Hence we have
to find the transformation L[U ](·) into the Wiener process such that∫ 1
0
L[U ](ν)2dν =
∫ 1
0
w2ν dν, 0 ≤ ν ≤ 1,
where wν , 0 ≤ ν ≤ 1 is a Wiener process. This property allows us to present
the “empirical version” of the test statistic with the same limit. Therefore
the test based on this statistic is ADF.
4 Linear transformation
Now the problem is to find such transformation L [·] of U(·) (see (20)) using
the MDE that L[U ](ν) = wν . Recall that for the limit process (1) such linear
transformation and the corresponding ADF test were proposed by Khmaladze
[6]. Another (direct) proof of this result was recently obtained by Kleptsyna
and Kutoyants [7]. Note that in these works the estimator used was always
the MLE and in our work it is the MDE. The limit processes in these two
cases are quite different. That is why we have to present here a special
modification of the proof given in [7]. Our proof follows the main steps of
the work [7]. Specifically, we have to solve Fredholm equation of the second
kind with degenerated kernel. The solution of it gives us the desired linear
transformation.
Denote
I1 =
∫ r
0
g(ϑ, q)2dq, I2 =
∫ r
0
h(ϑ, q) g(ϑ, q) dq, I3 =
∫ r
0
h(ϑ, q) dq,
I4 =
∫ r
0
h(ϑ, q)2dq, I5 =
∫ r
0
g(ϑ, q) dq.
(21)
Below we omit ϑ and r for simplicity and put g = g(ϑ, r) and h = h(ϑ, r).
Introduce the functions
ϕ1(r) = g − h− 3I2g + I5hg + I3g2 + 2I2h− 2I2I3g2 + I1I22h+ I4I5g2 − I32g
− I2I4g + 3I22g + I2I5h2 − 2I2I5hg − 2I1I2h+ I22I5hg + I21I3h2 − I4h
+ 2I1I4h− I1I4g + I1I2I4g + I1I4I5hg − I21I4h+ I1h+ 2I2I3hg
− I2I4I5g2 − I5h2 + 2I1I3hg − 2I1I2I3hg − 2I1I3h2 − I22h+ I3h2
− 2I3hg − I4I5hg − I1I2I5h2 + I22I3g2 + I1I5h2 + I4g, (22)
ϕ2(r) = 1 + I5h− 3I2I5h+ I1I3h + I3g − 3I2I3g + I4I5g − I3h− I1I24I5g
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+ 3I22I3g − 2I2I4I5g + 2I2I3h− I32I5h+ I1I22I3h− I32I3g + 3I22I5h
+ I4I5h− I2I4I5h+ 2I1I3I4h + I3I4g − I2I3I4g + I24 + 2I22I4 + I42
+ I1I2I4I5h− I21I3I4h− I1I3I4g + I1I2I3I4g − I22I3h− 2I1I22I4
− 2I1I24 + I21I24 + 2I4 − 2I1I4 − 4I2I4 + 4I1I2I4 − 4I2 + I24I5g
+ I22I4I5g − 2I1I2I3h− I3I4h+ 6I22 − 4I32 − I1I4I5h (23)
and
ψ2(r) = h+ I3hg − 2I2I4g + I5h2 − 3I2h− 2I2I3hg − I1I2I3h2 + I4g + 3I22h
+ I22I4g + I
2
2I5h
2 − I32h− I3I4hg + I24g + I4h− I2I4h− 2I2I5h2
− I1I4h+ I1I2I4h+ I1I3h2 + I3I4g2 + I2I3h2 − I3h2 + I1I3I4hg
− I2I3I4g2 − 2I2I4I5hg + 2I4I5hg + I22I3hg − I1I24g + I24I5g2. (24)
The following Theorem is the main result of this work.
Theorem 1 Suppose that h(q) and g(q) are continuous functions such that∫ 1
0
g(q)2dq = 1 and ϕ2(r) is a strictly positive function on [0, 1). Then the
equality
L[U ](ν) = U(ν) +
∫ ν
0
∫ r
0
ϕ1(r) h(q) + ψ2(r) g(q)
ϕ2(r)
dU(q) dr = wν (25)
holds. Here wν , 0 ≤ ν ≤ 1 is a Wiener process.
Proof. The proof will be done in several steps.
Step 1: Introduce a Gaussian process
Mt =
∫ t
0
q(t, s) dU(s), 0 ≤ t ≤ 1,
where the function q(t, s) is chosen as solution of Fredholm equation described
in the next step. Observe that
Mt =
∫ t
0
q(t, u) dW (u)−
∫ 1
0
g(u) dW (u)
∫ t
0
q(t, u) h(u) du.
Step 2: For the correlation function of Mt
R(t, s) = E [MtMs] , t > s,
we have
E [MtMs] = E
[∫ t
0
q(t, u) dW (u)−
∫ 1
0
g(u) dW (u)
∫ t
0
q(t, u) h(u) du
]
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[∫ s
0
q(s, v) dW (v)−
∫ 1
0
g(v) dW (v)
∫ s
0
q(s, v) h(v) dv
]
=
∫ s
0
q(t, u) q(s, u) du−
∫ t
0
q(t, u) g(u) du
∫ s
0
q(s, v) h(v) dv
−
∫ s
0
q(s, v) g(v) dv
∫ t
0
q(t, u) h(u) du
+
∫ 1
0
g(v)2dv︸ ︷︷ ︸
=1
∫ t
0
q(t, u) h(u) du
∫ s
0
q(s, v) h(v) dv
=
∫ s
0
q(s, u)
[
q(t, u)−
∫ t
0
q(t, v) g(v) dv h(u)
−
∫ t
0
q(t, v) h(v) dv g(u) +
∫ t
0
q(t, v) h(v) dv h(u)
]
du
=
∫ s
0
q(s, u)
[
q(t, u)−
∫ t
0
q(t, v)
[
g(v) h(u)
+ h(v) g(u)− h(v) h(u)] dv]du.
Denote the kernel
K(u, v) = g(v) h(u) + h(v) g(u)− h(v) h(u).
Then
E [MtMs] =
∫ s
0
q(s, u)
[
q(t, u)−
∫ t
0
q(t, v) K(u, v) dv
]
du. (26)
Therefore if we take q(t, s) such that it solves the Fredholm equation of the
second kind (t is fixed)
q(t, s)−
∫ t
0
q(t, v) K(s, v) dv = 1, s ∈ [0, t], (27)
then (26) becomes
E [MtMs] = E
[
M2s
]
=
∫ s
0
q(s, u) du. (28)
Step 3: The solution q(t, s) can be found as follows. We have
q(t, s) = 1 +
∫ t
0
q(t, v) K(s, v) dv.
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Denote
A(t) =
∫ t
0
q(t, v) h(v) dv
and
B(t) =
∫ t
0
q(t, v) g(v) dv.
Then q(t, s) has the representation
q(t, s) = 1 +B(t) h(s) + A(t) (g(s)− h(s)) , (29)
where the function A(t) itself is solution of the following equation (after
multiplying (29) by h(s) and integrating)∫ t
0
h(s) ds = A(t)− B(t)
∫ t
0
h(s)2ds
− A(t)
∫ t
0
h(s) g(s) ds + A(t)
∫ t
0
h(s)2ds.
(30)
The function B(t) is solution of the following equation (after multiplying (29)
by g(s) and integrating)∫ t
0
g(s) ds = B(t)− B(t)
∫ t
0
h(s) g(s) ds
− A(t)
∫ t
0
g(s)2ds+ A(t)
∫ t
0
h(s) g(s) ds.
(31)
Using the notation (21), we can write (30)−(31) as follows:
A(t)− B(t) I4 − A(t) I2 + A(t) I4 = I3 (32)
and
B(t)−B(t) I2 − A(t) I1 + A(t) I2 = I5. (33)
Further, we have to find the expressions of A(t) and B(t). Therefore we
obtain from (33)
B(t) =
I5 + A(t) (I1 − I2)
(1− I2) . (34)
Then we insert (34) in (32) and obtain
A(t) =
I3 (1− I2) + I4 I5
(1− I2)2 + I4 I6
16
and
B(t) =
I5 (1 + I4 − I2) + I3 (I1 − I2)
(1− I2)2 + I4 I6
,
where
I6 =
∫ 1
t
g(s)2 ds.
Therefore the solution q(t, s) of (27) is
q(t, s) = 1 +
I5 (1 + I4 − I2) + I3 (I1 − I2)
(1− I2)2 + I4 I6
h(s)
+
I3 (1− I2) + I4 I5
(1− I2)2 + I4 I6
(g(s)− h(s)) .
The final expression of q(t, s) is
q(t, s) = 1 +
∫ t
0
g(s)ds
(
1 +
∫ t
0
h(s)2ds−
∫ t
0
h(s)g(s) ds
)
h(s)(
1−
∫ t
0
h(s)g(s) ds
)2
+
∫ t
0
h(s)2ds
∫ 1
t
g(s)2ds
+
∫ t
0
h(s)ds
(∫ t
0
g(s)2ds−
∫ t
0
h(s)g(s) ds
)
h(s)(
1−
∫ t
0
h(s)g(s) ds
)2
+
∫ t
0
h(s)2ds
∫ 1
t
g(s)2ds
+
∫ t
0
h(s)ds
(
1−
∫ t
0
h(s)g(s)ds
)
+
∫ t
0
h(s)2ds
∫ t
0
g(s)ds(
1−
∫ t
0
h(s)g(s)ds
)2
+
∫ t
0
h(s)2ds
∫ 1
t
g(s)2ds
(g(s)− h(s))
Step 4: To show that Mt is martingale we need the following Lemma.
Lemma 2 We have the following equality∫ t
0
q(t, s) ds =
∫ t
0
q(s, s)2ds, 0 ≤ t ≤ 1. (35)
Proof. Show that
d
dt
∫ t
0
q(t, s) ds =
d
dt
∫ t
0
q(s, s)2ds = q(t, t)2.
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Denote
C(t) = 1−
∫ t
0
h(s) g(s) ds,
D(t) =
∫ t
0
g(s) ds
(
1 +
∫ t
0
h(s)2ds−
∫ t
0
h(s) g(s) ds
)
+
∫ t
0
h(s) ds
(∫ t
0
g(s)2ds−
∫ t
0
h(s) g(s) ds
)
,
K(t) = C(t)2 +
∫ t
0
h(s)2ds
∫ 1
t
g(s)2ds
and
N(t) = C(t)
∫ t
0
h(s) ds+
∫ t
0
h(s)2ds
∫ t
0
g(s) ds.
Then q(t, s) has the following expression
q(t, s) = 1 +
D(t)
K(t)
h(s) +
N(t)
K(t)
(g(s)− h(s)).
Hence
d
dt
∫ t
0
q(t, s) ds = 1 +
D(t) h(t) +N(t) (g(t)− h(t))
K(t)
+
(
D′(t) K(t)−D(t) K ′(t)
)
K(t)2
∫ t
0
h(s) ds
+
(
N ′(t)K(t)−N(t)K ′(t))
K(t)2
∫ t
0
(g(s)− h(s)) ds.
(36)
Then we obtain the equalities
C(t) = 1− I2,
D(t) = I5 (1 + I4 − I2) + I3 (I1 − I2) ,
K(t) = (1− I2)2 + I4 (1− I1) ,
N(t) = I3 (1− I2) + I4 I5.
The derivatives of these functions w.r.t. t have such expressions
C ′(t) = −h(t) g(t),
D′(t) = g(t) + I4 g(t)− I2 g(t) + I5 h(t)2 − I5 h(t) g(t)
+ I1 h(t)− I2 h(t) + I3 g(t)2 − I3 h(t) g(t),
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K ′(t) = −2h(t) g(t) + 2I2 h(t)g(t) + h(t)2 − I1 h(t)2 − I4 g(t)2,
N ′(t) = −I3 h(t) g(t) + I4 g(t) + I5 h(t)2 + h(t)− I2 h(t).
Thus, (36) has the following representation
d
dt
∫ t
0
q(t, s) ds = 1 +
Φ1(t) + Φ2(t) + Φ3(t)
K(t)2
, (37)
where
Φ1(t) =
(
D(t) h(t) +N(t) (g(t)− h(t)))K(t),
Φ2(t) =
(
D′(t) K(t)−D(t) K ′(t))I3
and
Φ3(t) =
(
N ′(t) K(t)−N(t) K ′(t)) (I5 − I3) .
Then returning to initial notation we obtain the expressions
Φ1(t) = 3I
2
2I5h− 3I2I5h+ I1I3h− 3I2I3g + I1I22I3h− I32I5h + I3g − I32I3g
+ I4I5g − I1I3I4g − I3h− I21I3I4h+ 2I2I3h+ I5h− I1I24I5g − I2I3I4g
− 2I1I2I3h + 3I22I3g − 2I2I4I5g + I4I5h− I2I4I5h+ I1I2I3I4g + I24I5g
+ I22I4I5g − I22I3h+ 2I1I3I4h− I3I4h− I1I4I5h + I3I4g + I1I2I4I5h,
Φ2(t) = I2I
2
3h
2 + 2I3I4g − 3I2I3g + I3I5hg + I3I24I5g2 + I23I4g2 + I1I3h
− 3I2I3I4g + 3I22I3g − I2I3I5h2 − 2I2I3I5hg + I23g2 − I1I23h2
+ I22I3I4g − I32I3g + I22I3I5h2 + I22I3I5hg + I1I22I3h− 2I1I2I3h
− I23hg − 2I2I23g2 + I22I23g2 + 2I22I3h− 2I2I3I4I5hg − I21I3I4h
+ I22I
2
3hg + I3I
2
4g + I3I4I5hg − 2I1I2I23hg + I21I23h2 − I1I2I23h2
− I1I3I4g − I1I3I24g + I1I2I3I4g + I1I3I4I5hg − I1I2I3I5h2 + I3g
+ I1I
2
3I4hg + I1I3I5h
2 + I3I4I5g
2 + I1I3I4h− I2I3h− I2I23I4g2
− I2I3I4I5g2 + 2I1I23hg − I23I4hg + I1I2I3I4h− I2I3I4h− I32I3h
and
Φ3(t) = I3I5hg + I2I3I4h− I3I5h2 − 3I2I5h− I3I24g − I22I23hg
− 2I2I25h2 + 3I22I5h+ I22I3I5hg − I22I3I5h2 + I22I25h2 − I3I24I5g2
+ I24I5g − 3I22I3h− I2I4I5h + I1I3I4I5hg − I23hg − I1I24I5g
+ I2I
2
3I4g
2 + I1I3I5h
2 + I3I4I5g
2 + I2I3I5h
2 + I5h− 2I2I3I5hg
+ 2I4I
2
5hg − 2I2I4I25hg + I24I25g2 + I22I4I5g − I3h + I1I2I4I5h
+ 3I2I3h + 2I2I
2
3hg + 2I2I3I4g + 2I2I3I5h
2 + I25h
2 − I1I4I5h
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− I22I3I4g + I32I3h+ I23I4hg + I4I5h− I32I5h+ I23h2 + I4I5g
− I1I23I4hg + I1I2I23h2 + I1I3I24g + I1I3I4h− I3I4h− I3I4g
− I23I4g2 − I2I23h2 − I3I5h2 − I1I2I3I4h− I2I3I4I5g2 − I1I23h2
− 2I3I4I5hg + 2I2I3I4I5hg − 2I2I4I5g − I1I2I3I5h2 − I3I4I5hg.
Denote
Φ(t) = Φ1(t) + Φ2(t) + Φ3(t),
then we can write
Φ(t) = h(t)
(
2I5 − 6I2I5 + 2I1I3 − 2I3 + 6I22I5 − 4I1I2I3 + 4I2I3 + 4I1I3I4
− 2I32I5 + 2I1I22I3 + 2I4I5 − 2I2I4I5 − 2I3I4 + 2I1I2I4I5 − 2I21I3I4
− 2I1I4I5 − 2I22I3
)
+ g(t)
(
2I3 − 2I1I3I4 + 2I1I2I3I4 − 6I2I3 + 2I4I5
− 2I1I24I5 + 6I22I3 − 4I2I4I5 − 2I32I3 + 2I22I4I5 + 2I3I4 + 2I24I5
− 2I2I3I4
)
+ h(t)g(t)
(
2I3I5 − 2I23 − 4I2I3I5 − 2I3I4I5 + 2I1I3I4I5
+ 2I2I
2
3 + 2I4I
2
5 + 2I1I
2
3 − 2I1I2I23 − 2I2I4I25 + 2I22I3I5
)
+ h(t)2(
2I1I3I5 − 2I1I2I3I5 − 2I2I25 + I22I25 − 2I3I5 + 2I2I3I5 − 2I1I23 + I23
+ I25 + I
2
1I
2
3
)
+ g(t)2
(
I23 − 2I2I23 + 2I3I4I5 − 2I2I3I4I5 + I24I25 + I22I23
)
.
Finally, (37) can be written as follows:
d
dt
∫ t
0
q(t, s) ds = 1 +
Φ(t)
K(t)2
. (38)
Now the expression of q(t, t)2 is
q(t, t)2 =
(
1 +
D(t)
K(t)
h(t) +
N(t)
K(t)
(g(t)− h(t))
)2
= 1 +
2 h(t) K(t)
(
D(t)−N(t)) + 2 g(t) K(t) N(t)
K(t)2
+
h(t)2
(
D(t)−N(t))2 + g(t)2N(t)2
K(t)2
+
2 h(t) g(t)N(t)
(
D(t)−N(t))
K(t)2
.
Denote
M(t) = 2 K(t) (D(t)−N(t)) ,
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Q(t) = 2 K(t) N(t),
L(t) =
(
D(t)−N(t))2,
E(t) = N(t)2,
H(t) = 2 N(t)
(
D(t)−N(t)).
Therefore the final expression for q(t, t)2 is
q(t, t)2 = 1 +
h(t) M(t) + g(t) Q(t) + h(t)2L(t)
K(t)2
+
g(t)2E(t) + h(t) g(t) H(t)
K(t)2
,
(39)
where
M(t) = 2I1I3 − 6I2I5 − 2I3 + 6I22I5 − 4I1I2I3 + 4I2I3 − 2I32I5 + 2I4I5
+ 2I1I
2
2I3 − 2I21I3I4 − 2I22I3 − 2I2I4I5 + 2I5 − 2I3I4 − 2I1I4I5
+ 2I1I2I4I5 + 4I1I3I4,
Q(t) = 2I3I4 − 6I2I3 + 6I22I3 − 2I32I3 + 2I4I5 − 4I2I4I5 + 2I22I4I5
+ 2I3 − 2I2I3I4 − 2I1I3I4 + 2I1I2I3I4 + 2I24I5 − 2I1I24I5,
L(t) = I25 + I
2
2I
2
5 − 2I2I25 + I21I23 + I23 − 2I1I23 + 2I1I3I5 − 2I3I5
+ 2I2I3I5 − 2I1I2I3I5,
E(t) = I23 − 2I2I23 + I22I23 + I24I25 + 2I3I4I5 − 2I2I3I4I5,
H(t) = 2I3I5 − 4I2I3I5 − 2I3I4I5 + 2I1I23 + 2I2I23 + 2I22I3I5
− 2I2I4I25 + 2I1I3I4I5 − 2I23 − 2I1I2I23 + 2I4I25 .
The comparison of these expressions with (38)−(39) shows that the Lemma
is proved.
Step 5: In the next step, we need the following Lemma to show that the
linear transformation is a Wiener process.
Lemma 3 If the Gaussian process Ms satisfies (28) and we have relation
(35), then
z(t) =
∫ t
0
q(s, s)−1 dMs
is a Wiener process.
Proof. The proof can be found, e.g., in [7], Lemma 2.
Hence
Mt =
∫ t
0
q(s, s) dws, 0 ≤ t ≤ 1
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is a Gaussian martingale, where ws, 0 ≤ s ≤ 1 is a Wiener process.
Therefore we have the equality
wt =
∫ t
0
q(s, s)−1 dMs = U(t) +
∫ t
0
q(s, s)−1
∫ s
0
q′s(s, v) dU(v) ds,
where wt, 0 ≤ t ≤ 1 is a Wiener process (by Lemma 3).
Now we have to calculate the right side of the above expression. The
derivative q′t(t, s) w.r.t. t can be written as follows:
q′t(t, s) =
(ψ1(t)− ψ2(t))h(s) + ψ2(t) g(s)
K(t)2
,
where
ψ1(t) = D
′(t) K(t)−D(t) K ′(t)
and
ψ2(t) = N
′(t) K(t)−N(t) K ′(t).
Returning to initial notation we obtain the following expression:
ψ1(t) = g + 2I4g − 3I2g + I5hg + I1h− I2h+ I1I4I5hg + I24g + 3I22g
− I2I5h2 − 2I2I5hg − 2I1I2h+ 2I22h + I22I3g2 − I1I2I3h2 − I32g
+ I22I5hg + I1I
2
2h− I32h− 2I2I4I5hg + I21I3h2 − I1I2I5h2 − I3hg
− I2I4h+ I3I4g2 − I3I4hg − I1I4g − I1I24g + I1I2I4g − 2I2I3g2
+ I1I2I4h+ I1I5h
2 + I4I5g
2 + I24g + I
2
2I3hg − I1I3h2 + I24I5g2
− I2I4I5g2 + 2I1I3hg − 2I1I2I3hg + I22I4g − I21I4h + I2I3h2
− I2I3I4g2 − 3I2I4g + I22I5h2 + I1I4h + I1I3I4hg + I4I5hg + I3g2.
The function ψ2(t) is defined by (24). Hence we obtain
q′t(t, s)
q(t, t)
=
(ψ1(t)− ψ2(t)) h(s) + ψ2(t) g(s)
K(t)2 + Φ1(t)
.
Then if we put
ϕ1(t) = ψ1(t)− ψ2(t)
and
ϕ2(t) = K(t)
2 + Φ1(t),
then this implies that
q′t(t, s)
q(t, t)
=
ϕ1(t) h(s) + ψ2(t) g(s)
ϕ2(t)
,
22
with ϕ1(t) and ϕ2(t) were defined by (22)−(23). Finally, we obtain the
expression
wt =
∫ t
0
q(s, s)−1dMs = U(t) +
∫ t
0
∫ s
0
ϕ1(s) h(v) + ψ2(s) g(v)
ϕ2(s)
dU(v) ds.
This is the linear transformation wt = L[U ](t) of the process U(·) into the
Wiener process wt and this proves the Theorem 1.
Remark. Let us present a sufficient condition for ϕ2(t) > 0.
R0. Suppose that h(t) and g(t) are continuous strictly positive functions
such that g(t) > h(t) and∫ t
0
h(s) g(s) ds < 1,
∫ 1
0
g(s)2ds = 1, 0 ≤ t < 1,
then ϕ2(t) defined by (23) is strictly positive function on [0, 1).
Now we will verify that if the condition R0 is satisfied, then ϕ2(t) is
strictly positive function. Remind that ϕ2(t) has the following expression:
ϕ2(t) = K(t)
2 + Φ1(t), 0 ≤ t < 1,
where
Φ1(t) =
(
D(t) h(t) +N(t) (g(t)− h(t)))K(t),
with
D(t) =
∫ t
0
g(s) ds
(
1 +
∫ t
0
h(s)2ds−
∫ t
0
h(s) g(s) ds
)
+
∫ t
0
h(s) ds
(∫ t
0
g(s)2ds−
∫ t
0
h(s) g(s) ds
)
,
N(t) = C(t)
∫ t
0
h(s) ds+
∫ t
0
h(s)2ds
∫ t
0
g(s) ds
and
K(t) = C(t)2 +
∫ t
0
h(s)2ds
∫ 1
t
g(s)2ds.
Here
C(t) = 1−
∫ t
0
h(s) g(s) ds.
Note that it is sufficient to check that Φ1(t) > 0 to obtain ϕ2(t) > 0. Recall
that K(t) is strictly positive function. Then due to the following condition∫ t
0
h(s) g(s) ds < 1, (40)
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we have C(t) > 0. Consequently, we obtain N(t) > 0 by the conditions
h(t) > 0 and g(t) > 0. (41)
Finally, we see that D(t) > 0 by the conditions
∫ 1
0
g(s)2ds = 1, (40) and
(41). We conclude that we have ϕ2(t) > 0 if we suppose that g(t) > h(t).
5 Test
Our objective is to test the composite parametric hypothesis H0 and to do
this we will propose a statistic based on the MDE ϑ∗ε. Recall that the starting
statistic
uε (t) =
Xt − xt (ϑ∗ε)
ε S (ϑ∗ε, Xt)
(42)
converges to the random function
u (t) =
∫ t
0
dWs
S(ϑ, xs)
−
∫ T
0
∫ T
v
S(ϑ, xs) x˙s(ϑ)
J(ϑ)S (ϑ, xv)
ds dWv
∫ t
0
S˙(ϑ, xs)
S(ϑ, xs)
ds.
Then the linear transformation
U
(
t
T
)
=
1√
T
∫ t
0
S (ϑ, xs) du (s)
has the following representation, by Itoˆ formula,
U
(
t
T
)
=
1√
T
S(ϑ, xt) u(t)− 1√
T
∫ t
0
S ′(ϑ, xs) S(ϑ, xs) u(s) ds
which leads to the random function
U (ν) = W (ν)−
∫ 1
0
g (ϑ, r) dW (r)
∫ ν
0
h (ϑ, r) dr.
The last step is to apply the transformation L [U ] (·) from Theorem 1 and to
obtain the Wiener process
L [U ] (ν) = wν , 0 ≤ ν ≤ 1.
Now we have to realize the similar transformations with the “empirical”
process uε (·) defined by (42), i.e., we (formally) calculate
Uε
(
t
T
)
=
1√
T
∫ t
0
S (ϑ∗ε, Xs) duε (s) . (43)
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Then we apply the transformation L [·] to the process Uε (·) and we show that
this statistic converges in distribution to the Wiener process wν , 0 ≤ ν ≤ 1.
Therefore the test ψε = 1I{∆ε>cα} with
∆ε =
1
T
∫ T
0
L [Uε] (t)
2 dt =⇒
∫ 1
0
w2ν dν
will be ADF because the limit distribution of ∆ε does not depend on S (·, ·)
and ϑ.
Let us realize this program. We have the following representation for the
process Uε(·)
Uε
(
t
T
)
=
1√
T
S (ϑ∗ε, Xt) uε (t)
− 1√
T
∫ t
0
S ′ (ϑ∗ε, Xs) S (ϑ
∗
ε, Xs) uε (s) ds.
(44)
Introduce the functions
hˆ (ϑ, v) =
1√
T
J(ϑ)−1S˙(ϑ, xv), J(ϑ) =
∫ T
0
x˙s(ϑ)
2ds (45)
and
gˆ (ϑ, v) = S(ϑ, xv)
−1I (ϑ, v) , I (ϑ, v) =
∫ T
v
S(ϑ, xs) x˙s(ϑ) ds (46)
and their “empirical versions”, respectively
hε (ϑ
∗
ε, v) =
1√
T
Jε(ϑ
∗
ε)
−1 S˙(ϑ∗ε, Xv), gε (ϑ
∗
ε, v) = S(ϑ
∗
ε, Xv)
−1Iε(ϑ
∗
ε, v).
Here
Jε(ϑ
∗
ε) =
∫ T
0
x˙s(ϑ
∗
ε)
2ds, Iε(ϑ
∗
ε, v) =
∫ T
v
S(ϑ∗ε, Xs) x˙s(ϑ
∗
ε) ds.
Note that in the functions hˆ (·, ·) and gˆ (·, ·) we omit the normalizing constants
in the expressions of the functions h (·, ·) and g (·, ·) defined by (18)−(19),
for simplicity of exposition, because the structure of the used statistic is such
that we can do this without changing the limit distribution of the statistic.
Then denote the “empirical versions”
I1,ε = C1 (T )
∫ s
0
gε (ϑ
∗
ε, v)
2 dv, I2,ε = C2 (T )
∫ s
0
hε (ϑ
∗
ε, v) gε (ϑ
∗
ε, v) dv,
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I3,ε = C3 (T )
∫ s
0
hε (ϑ
∗
ε, v) dv, I4,ε = C4 (T )
∫ s
0
hε (ϑ
∗
ε, v)
2 dv
and
I5,ε = C5 (T )
∫ s
0
gε (ϑ
∗
ε, v) dv
of the integrals
Iˆ1 = C1 (T )
∫ s
0
gˆ (ϑ, v)2 dv, Iˆ2 = C2 (T )
∫ s
0
hˆ (ϑ, v) gˆ (ϑ, v) dv,
Iˆ3 = C3 (T )
∫ s
0
hˆ (ϑ, v) dv, Iˆ4 = C4 (T )
∫ s
0
hˆ (ϑ, v)2 dv
and
Iˆ5 = C5 (T )
∫ s
0
gˆ (ϑ, v) dv,
where C1 (T ) =
1
T 3
, C2 (T ) =
√
T , C3 (T ) = T
√
T , C4 (T ) = T
4 and C5 (T ) =
1
T 2
. This allows us to introduce the “empirical versions” ϕ1,ε(·), ϕ2,ε(·) and
ψ2,ε(·) of ϕˆ1(·), ϕˆ2(·) and ψˆ2(·) defined respectively by (22)−(24), where we
replace the functions g by gˆ =
1
T
gˆ (ϑ, s) and h by hˆ = T 2
√
T hˆ (ϑ, s),
ϕ1,ε(s) = gε − hε + I4,εgε − 3I2,εgε + I5,εhεgε + I1,εhε + 2I2,εhε + I22,εI3,εg2ε
− 2I2,εI3,εg2ε − I5,εh2ε + I3,εg2ε − I2,εI4,εgε + 3I22,εgε − 2I3,εhεgε
− 2I2,εI5,εhεgε − I32,εgε + I22,εI5,εhεgε + I1,εI22,εhε − I22,εhε
+ 2I1,εI4,εhε − I1,εI4,εgε + I21,εI3,εh2ε + I1,εI4,εI5,εhεgε + I2,εI5,εh2ε
+ I1,εI5,εh
2
ε + I4,εI5,εg
2
ε − I1,εI2,εI5,εh2ε − I4,εhε − I2,εI4,εI5,εg2ε
+ 2I1,εI3,εhεgε − 2I1,εI2,εI3,εhεgε − 2I1,εI3,εh2ε − 2I1,εI2,εhε
+ I1,εI2,εI4,εgε + 2I2,εI3,εhεgε − I4,εI5,εhεgε + I3,εh2ε − I21,εI4,εhε,
ϕ2,ε(s) = 1− 2I1,εI24,ε − 3I2,εI5,εhε + I1,εI3,εhε + I3,εgε − 3I2,εI3,εgε
+ I4,εI5,εgε − I3,εhε + 3I22,εI5,εhε − 2I1,εI2,εI3,εhε − 2I1,εI22,εI4,ε
− 2I2,εI4,εI5,εgε + 2I2,εI3,εhε − I32,εI5,εhε + I1,εI22,εI3,εhε − 2I1,εI4,ε
− I32,εI3,εgε + I24,ε + I22,εI4,εI5,εgε + I4,εI5,εhε + I24,εI5,εgε
− I2,εI4,εI5,εhε + 2I1,εI3,εI4,εhε + I3,εI4,εgε + 3I22,εI3,εgε
+ 2I22,εI4,ε + 2I4,ε − I3,εI4,εhε + 6I22,ε + I1,εI2,εI4,εI5,εhε
− I21,εI3,εI4,εhε − I1,εI3,εI4,εgε + I5,εhε + I1,εI2,εI3,εI4,εgε
− I1,εI24,εI5,εgε − I1,εI4,εI5,εhε + 4I1,εI2,εI4,ε − I2,εI3,εI4,εgε
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− I22,εI3,εhε + I42,ε − 4I32,ε − 4I2,ε − 4I2,εI4,ε + I21,εI24,ε (47)
and
ψ2,ε(s) = hε + I3,εhεgε + I4,εgε + I5,εh
2
ε − 3I2,εhε − I1,εI2,εI3,εh2ε
− 2I2,εI4,εgε + I4,εhε − 2I2,εI5,εh2ε + 3I22,εhε + I22,εI4,εgε
+ I22,εI5,εh
2
ε − I32,εhε − I3,εI4,εhεgε + I24,εgε − I2,εI4,εhε
+ I1,εI3,εI4,εhεgε − I1,εI24,εgε − I1,εI4,εhε + I1,εI2,εI4,εhε
− I3,εh2ε + I1,εI3,εh2ε + I3,εI4,εg2ε + I2,εI3,εh2ε − 2I2,εI3,εhεgε
− 2I2,εI4,εI5,εhεgε + 2I4,εI5,εhεgε − I2,εI3,εI4,εg2ε + I22,εI3,εhεgε
+ I24,εI5,εg
2
ε .
Here gε = gε (ϑ
∗
ε, s) , hε = hε (ϑ
∗
ε, s) and I1,ε, I2,ε, I3,ε, I4,ε, I5,ε are the “em-
pirical versions” of Iˆ1, Iˆ2, Iˆ3, Iˆ4, Iˆ5, respectively.
In the construction of the test we introduce one condition else.
R1. We suppose that ϕ2 (r) , r ∈ [0, 1) defined by (23) is strictly positive
function.
We have the uniform convergence in probability w.r.t. s ∈ [0, T ] (ε→ 0)
sup
s∈[0,T ]
|ϕ2,ε(s)− ϕˆ2(s)| −→ 0.
This convergence we obtain due to the consistency of the estimator and the
smoothness of the functions gε (·, ·) and hε (·, ·).
Therefore we can introduce the function
ϕ+2,ε (s) =
{
ϕ2,ε (s)
−1
, if ϕ2,ε (s) > 0,
0, else,
which asymptotically coincides with ϕˆ2(s)
−1 and therefore the limit distri-
bution does not change.
Hence we consider (formally) the statistic
Wε(t) = Uε
(
t
T
)
(48)
+
1
T
∫ t
0
∫ s
0
ϕ+2,ε(s)[λ1(T )ϕ1,ε(s)hε(ϑ
∗
ε, q) + λ2(T )ψ2,ε(s)gε(ϑ
∗
ε, q)]dUε
( q
T
)
ds
where λ1(T ) = T
2
√
T , λ2(T ) =
1
T
and Uε(·) was defined by (44). If we prove
that
Wε(t) −→ L [U ] (ν) = wν ,
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then the test based on this statistic will be ADF. The main technical problem
in carrying out this program is to define the stochastic integrals
Kε(ϑ
∗
ε, s) =
∫ s
0
hε (ϑ
∗
ε, q) dUε
( q
T
)
(49)
and
Lε(ϑ
∗
ε, s) =
∫ s
0
gε (ϑ
∗
ε, q) dUε
( q
T
)
. (50)
Unfortunately we can not calculate them as they are written now, because
the integrand contains the MDE ϑ∗ε and this estimator depends on the whole
trajectory Xε = (Xt, 0 ≤ t ≤ T ). Therefore the corresponding stochastic
integrals Kε (ϑ
∗
ε, s) and Lε (ϑ
∗
ε, s) are not well defined.
To avoid this problem we use an approach which is based on the applica-
tion of the Itoˆ formula, i.e., we replace the corresponding stochastic integrals
by the ordinary ones. Note that this approach was applied in the similar
problem in [12].
Introduce the statistic
K (ϑ, s) =
∫ s
0
hˆ (ϑ, q) dU
( q
T
)
=
1√
T
∫ s
0
hˆ (ϑ, q) S (ϑ, xq) du(q), (51)
where the process U (·) and the function hˆ (·, ·) were defined by (15) and (45),
respectively. Indeed the Itoˆ formula gives us the following representation
d(hˆ(ϑ, q)S(ϑ, xq)u(q)) =
(
hˆ′(ϑ, q)S(ϑ, xq) + hˆ(ϑ, q)S
′(ϑ, xq)S(ϑ, xq)
)
u(q)dq
+ hˆ (ϑ, q)S (ϑ, xq) du(q).
Here hˆ′ (ϑ, q) is the derivative of hˆ (ϑ, q) w.r.t. q, given by the following
expression
hˆ′ (ϑ, q) =
1√
T
J(ϑ)−1S˙ ′(ϑ, xq(ϑ)) S (ϑ, xq(ϑ)) . (52)
Therefore the statistic K (ϑ, ·) defined by (51) can be written as follows:
K (ϑ, s) =
1√
T
hˆ (ϑ, s)S (ϑ, xs) u(s)
− 1√
T
∫ s
0
(
hˆ′ (ϑ, q)S (ϑ, xq) + hˆ (ϑ, q)S
′ (ϑ, xq)S (ϑ, xq)
)
u(q) dq.
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Hence we obtain for the process (49) the following representation
Kε(ϑ
∗
ε, s) =
1√
T
hε (ϑ
∗
ε, s)S (ϑ
∗
ε, Xs) uε(s)
− 1√
T
∫ s
0
(h′ε(ϑ
∗
ε, q)S(ϑ
∗
ε, Xq) + hε(ϑ
∗
ε, q)S
′(ϑ∗ε, Xq)S(ϑ
∗
ε, Xq))uε(q) dq
(53)
and the integral is now well defined. Here
h′ε (ϑ
∗
ε, q) =
1√
T
Jε(ϑ
∗
ε)
−1S˙ ′(ϑ∗ε, Xq) S (ϑ
∗
ε, Xq) .
Similarly, the process (50) can be written as follows:
Lε(ϑ
∗
ε, s) =
1√
T
gε (ϑ
∗
ε, s)S (ϑ
∗
ε, Xs)uε(s)
− 1√
T
∫ s
0
(g′ε(ϑ
∗
ε, q)S(ϑ
∗
ε, Xq) + gε(ϑ
∗
ε, q)S
′(ϑ∗ε, Xq)S(ϑ
∗
ε, Xq))uε(q)dq,
(54)
where
g′ε(ϑ
∗
ε, q) = −S(ϑ∗ε, Xq)−1S ′(ϑ∗ε, Xq)
∫ T
q
S(ϑ∗ε, Xs) x˙s(ϑ
∗
ε) ds− x˙q(ϑ∗ε)
is the “empirical version” of
gˆ′(ϑ, q) = −S(ϑ, xq(ϑ))−1S ′(ϑ, xq(ϑ))
∫ T
q
S(ϑ, xs(ϑ)) x˙s(ϑ) ds− x˙q(ϑ).
(55)
Then the formal expression (48) for Wε(t) can be replaced by
W˜ε(t) = Uε
(
t
T
)
+
1
T
∫ t
0
ϕ+2,ε (s) [λ1(T ) ϕ1,ε(s) Kε(ϑ
∗
ε, s) + λ2(T ) ψ2,ε(s) Lε(ϑ
∗
ε, s)] ds,
(56)
where λ1(T ) = T
2
√
T , λ2(T ) =
1
T
and the processes Uε(·), Kε (ϑ∗ε, ·) and
Lε (ϑ
∗
ε, ·) admit the representations (44), (53) and (54), respectively.
The test is given in the following Theorem.
Theorem 2 Suppose that the conditions of regularity R and R1 are fulfilled,
then the test
ψε = 1I{∆ε>cα}, P
(
∆˜ > cα
)
= α,
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with
∆ε =
1
T
∫ T
0
W˜ε(t)
2dt, ∆˜ ≡
∫ 1
0
w2ν dν
is ADF and of asymptotic size α ∈ (0, 1).
Proof. We have to show that, under hypothesis H0, the convergence
∆ε =⇒ ∆˜ (57)
holds.
Recall that the process Uε(·) has the following representation
Uε
(
t
T
)
=
1√
T
S (ϑ∗ε, Xt) uε (t)
− 1√
T
∫ t
0
S ′ (ϑ∗ε, Xs) S (ϑ
∗
ε, Xs) uε (s) ds.
Note that we have already the convergence in probability uniformly w.r.t.
s ∈ [0, T ] (as ε→ 0)
sup
s∈[0,T ]
|Xs − xs(ϑ)| −→ 0, sup
s∈[0,T ]
|uε (s)− u (s)| −→ 0.
Further, we can write
|S (ϑ∗ε, Xs)− S (ϑ, xs)| ≤ |S (ϑ∗ε, Xs)− S (ϑ,Xs)|+ |S (ϑ,Xs)− S (ϑ, xs)|
≤ |ϑ∗ε − ϑ|
∣∣∣S˙(ϑ˜, Xs)∣∣∣+ |Xs − xs| ∣∣∣S ′(ϑ, X˜s)∣∣∣ .
Here |ϑ˜− ϑ| ≤ |ϑ∗ε − ϑ| and∣∣∣X˜s −Xs∣∣∣ ≤ |xs(ϑ∗ε)−Xs| ≤ |xs(ϑ∗ε)− xs(ϑ)|+ |xs(ϑ)−Xs| → 0.
This convergence is uniform w.r.t. s ∈ [0, T ].
Then we know that the functions S˙(ϑ, x) and S ′(ϑ, x) are bounded by
regularity conditions R, the process Xs converges uniformly w.r.t. s ∈ [0, T ]
to xs (ϑ) and due to the consistency of the estimator ϑ
∗
ε, we obtain the uniform
convergence w.r.t. s ∈ [0, T ] (in probability)
sup
s∈[0,T ]
|S (ϑ∗ε, Xs)− S (ϑ, xs)| −→ 0.
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Further, similar arguments give the uniform convergence w.r.t. s ∈ [0, T ] (in
probability)
sup
s∈[0,T ]
|S ′ (ϑ∗ε, Xs)− S ′ (ϑ, xs)| −→ 0.
Therefore, we obtain the uniform convergence w.r.t. t ∈ [0, T ] (in probability)
Uε
(
t
T
)
−→ 1√
T
S(ϑ, xt) u(t)− 1√
T
∫ t
0
S ′(ϑ, xs) S(ϑ, xs) u(s) ds
=
1√
T
∫ t
0
S(ϑ, xs) du(s) = U
(
t
T
)
.
Now we have to show that Kε (ϑ
∗
ε, s) −→ K(ϑ, s), where
Kε(ϑ
∗
ε, s) =
1√
T
hε (ϑ
∗
ε, s)S (ϑ
∗
ε, Xs)uε(s)
− 1√
T
∫ s
0
(h′ε(ϑ
∗
ε, q)S(ϑ
∗
ε, Xq) + hε(ϑ
∗
ε, q)S
′(ϑ∗ε, Xq)S(ϑ
∗
ε, Xq))uε(q) dq
and
K (ϑ, s) =
1√
T
hˆ (ϑ, s)S (ϑ, xs) u(s)
− 1√
T
∫ s
0
(
hˆ′ (ϑ, q)S (ϑ, xq) + hˆ (ϑ, q)S
′ (ϑ, xq)S (ϑ, xq)
)
u(q) dq,
where hˆ (·, ·) and hˆ′(·, ·) were defined by (45)−(52).
We have∣∣∣S˙ (ϑ∗ε, Xs)− S˙ (ϑ, xs)∣∣∣ ≤ ∣∣∣S˙ (ϑ∗ε, Xs)− S˙ (ϑ,Xs)∣∣∣ + ∣∣∣S˙ (ϑ,Xs)− S˙ (ϑ, xs)∣∣∣
≤ |ϑ∗ε − ϑ|
∣∣∣S¨(ϑ˜, Xs)∣∣∣+ |Xs − xs| ∣∣∣S˙ ′(ϑ, X˜s)∣∣∣
≤ C˜1 |ϑ∗ε − ϑ|+ C˜2 |Xs − xs| .
Here C˜1 and C˜2 are some constants and S¨(ϑ, x), which means the second
derivative w.r.t. ϑ, and S˙ ′(ϑ, x) are bounded functions due to the regularity
conditions R. Therefore we have the convergence in probability
sup
s∈[0,T ]
∣∣∣S˙ (ϑ∗ε, Xs)− S˙ (ϑ, xs)∣∣∣ −→ 0.
Further, we have
Jε(ϑ
∗
ε)− J(ϑ) =
∫ T
0
x˙s(ϑ
∗
ε)
2ds−
∫ T
0
x˙s(ϑ)
2ds −→ 0.
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Hence we obtain the convergence in probability
sup
s∈[0,T ]
∣∣∣hε (ϑ∗ε, s)− hˆ (ϑ, s)∣∣∣ −→ 0.
Similarly, it is shown that we have the convergence in probability
sup
s∈[0,T ]
∣∣∣h′ε (ϑ∗ε, s)− hˆ′ (ϑ, s)∣∣∣ −→ 0.
Therefore we obtain the convergence in probability, by the uniform conver-
gence of uε (s) to u(s) w.r.t. s ∈ [0, T ],
Kε (ϑ
∗
ε, s) −→ K(ϑ, s).
Now we have to show that Lε(ϑ
∗
ε, s) −→ L(ϑ, s), where
Lε(ϑ
∗
ε, s) =
1√
T
gε (ϑ
∗
ε, s)S (ϑ
∗
ε, Xs) uε(s)
− 1√
T
∫ s
0
(g′ε(ϑ
∗
ε, q)S(ϑ
∗
ε, Xq) + gε(ϑ
∗
ε, q)S
′(ϑ∗ε, Xq)S(ϑ
∗
ε, Xq)) uε(q) dq
and
L (ϑ, s) =
1√
T
gˆ (ϑ, s)S (ϑ, xs)u(s)
− 1√
T
∫ s
0
(gˆ′ (ϑ, q)S (ϑ, xq) + gˆ (ϑ, q)S
′ (ϑ, xq)S (ϑ, xq)) u(q) dq,
where gˆ (·, ·) and gˆ′(·, ·) were defined by (46) and (55), respectively.
Observe that for s ∈ [0, T ], we have
|Iε(ϑ∗ε, s)− I(ϑ, s)| ≤
∫ T
s
|S(ϑ∗ε, Xv) (x˙v(ϑ∗ε)− x˙v(ϑ))| dv
+
∫ T
s
|x˙v(ϑ) (S(ϑ∗ε, Xv)− S(ϑ, xv(ϑ)))| dv
≤
∫ T
s
|S(ϑ∗ε, Xv)| |x˙v(ϑ∗ε)− x˙v(ϑ)| dv
+ |ϑ∗ε − ϑ|
∫ T
s
|x˙v(ϑ)|
∣∣∣S˙(ϑ˜, Xv)∣∣∣ dv
+
∫ T
s
|x˙v(ϑ)| |Xv − xv(ϑ)|
∣∣∣S ′(ϑ, X˜v)∣∣∣ dv
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≤
(
C˜3 |ϑ∗ε − ϑ| + C˜4 |ϑ∗ε − ϑ|+ C˜5 sup
s∈[0,T ]
|Xs − xs(ϑ)|
)
(T − s) ,
where C˜3, C˜4 and C˜5 are constants. Therefore we obtain the convergence in
probability uniformly w.r.t. s ∈ [0, T ]
sup
s∈[0,T ]
|Iε(ϑ∗ε, s)− I(ϑ, s)| −→ 0
because the estimator ϑ∗ε is consistent, the process Xs converges uniformly
w.r.t. s ∈ [0, T ] to xs(ϑ) and the derivatives are bounded due to the condi-
tions of regularity R. Further, we proved already the uniform convergence
w.r.t. s ∈ [0, T ] of uε(s) to u(s) and S(ϑ∗ε, Xs) to S(ϑ, xv). Hence, we have
the convergence in probability
sup
s∈[0,T ]
|gε (ϑ∗ε, s)− gˆ (ϑ, s)| −→ 0.
Similarly, by the regularity conditions R, it is shown that (in probability)
sup
s∈[0,T ]
|g′ε (ϑ∗ε, s)− gˆ′ (ϑ, s)| −→ 0.
Therefore we obtain the convergence in probability
Lε (ϑ
∗
ε, s) −→ L (ϑ, s) .
Further, a similar arguments give the convergence in probability uniformly
w.r.t. s ∈ [0, T ] due to the regularity conditions R and the consistency of
the estimator ϑ∗ε
sup
s∈[0,T ]
∣∣∣ψ2,ε(s)− ψˆ2(s)∣∣∣ −→ 0
and
sup
s∈[0,T ]
|ϕ1,ε(s)− ϕˆ1(s)| −→ 0, sup
s∈[0,T ]
|ϕ2,ε(s)− ϕˆ2(s)| −→ 0.
Finally, the convergence mentioned in (57) is proved and using this result
the test ψε is ADF and of asymptotic size α ∈ (0, 1).
6 The case of MLE
This case was studied in [6]−[7]. They proposed a linear transformation,
which yields the convergence of the test statistic to the integral of Wiener
process. Therefore they showed that the test based on this statistic is ADF.
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To obtain the linear transformation mentioned in [7], we put h(ϑ, r) = g(ϑ, r)
in (21) and we obtain
I1 = I2 = I4 =
∫ r
0
h(ϑ, q)2dq, I3 = I5 =
∫ r
0
h(ϑ, q) dq.
Therefore we can write
ϕ1(r) = h− h + I1h− 3I1h+ I3h2 + I3h2 + 2I1h− I21h− 2I1I3h2 − I21I3h2
− I1h+ I21I3h2 − I21h+ 3I21h+ I1I3h2 − 2I1I3h2 − 2I21h+ 2I1I3h2
+ I21I3h
2 + I31h+ I3h
2 + I1h+ 2I
2
1h− I21h+ I31h+ I21I3h2 − 2I21I3h2
− I31h+ I1I3h2 + I1I3h2 + 2I1I3h2 − I31h− I21I3h2 − I3h2 − 2I1I3h2
+ I21I3h
2 − I1I3h2 − 2I3h2
= 0,
ϕ2(r) = 1 + I3h− 3I1I3h + I1I3h+ I3h− 3I1I3h+ I1I3h− I3h + 6I21 − 2I41
+ 3I21I3h− 2I21I3h+ 2I1I3h− I31I3h + I31I3h− I31I3h+ I21 − 4I1
+ I1I3h− I21I3h + 2I21I3h+ I1I3h− I21I3h+ 2I31 + I21I3h− 4I31
+ I31I3h− I31I3h− I21I3h+ I31I3h− I21I3h+ 4I31 + 3I21I3h− I31I3h
+ I41 − 2I31 + I41 + 2I1 − 2I21 + I31I3h− 2I21I3h− I1I3h− I21I3h− 4I21
= 1 + I3h− I1I3h+ I21 − 2I1
= (1− I1)(1 + I3h− I1)
and
ψ2(r) = h + I3h
2 + I1h + I3h
2 − 3I1h− 2I1I3h2 − 2I21h− 2I1I3h2 − I31h
+ I31h+ I
2
1I3h
2 − I31h− I1I3h2 + I21h+ I1h− I21h− I3h2 + 3I21h
− I21h+ I31h + I1I3h2 + I1I3h2 + I1I3h2 − I21I3h2 + 2I21I3h2
− I21I3h2 − 2I21I3h2 + 2I1I3h2 + I21I3h2
= h (1 + I3h− I1),
where h = h(ϑ, r). Hence the linear transformation (25) will have the follow-
ing expression:
L[U ](ν) = U(ν) +
∫ ν
0
∫ r
0
h(r) N(r)−1h(q) dU(q) dr = wν , (58)
where N(r) =
∫ 1
r
h(q)2dq and
U(ν) = W (ν)−
∫ 1
0
h(r) dW (r)
∫ ν
0
h(r) dr,
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with W (ν) and wν , 0 ≤ ν ≤ 1 are some standard Wiener processes.
The transformation L[U ](·) of the limit process U(·) given by (58) coin-
cides with one by Khmaladze [6].
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