Introduction
Cyclic codes are an important class of codes from both a theoretical and a practical viewpoint. Traditionally, cyclic codes had been studied over finite fields. However, it was discovered that some good non-linear codes over Z 2 can be viewed as binary images under a Gray map of linear cyclic codes over Z 4 , and this had motivated the study of cyclic codes over finite rings.
The key to describing cyclic codes of length N over a ring R, like in the case of a finite field, is to view them as ideals of the polynomial ring R[X]/ X N − 1 . Hence, to describe cyclic codes over Z p e , we examine the ideals of the ring Z p e [X] / X N − 1 . By the Chinese Remainder Theorem, it is therefore natural to look at the factorization of X N − 1 over Z p e . Unfortunately, polynomials in Z p e [X] do not necessarily have a unique factorisation. In particular, X N − 1 does not factor uniquely when p | N .
In [2] , Blackford circumvented this problem when he examined cyclic codes of length 2n, where n is odd, over Z 4 . He considered the polynomial ring R = Z 4 [u]/ u 2 − 1 and identified cyclic codes of length 2n over Z 4 with constacyclic codes of length n over R. Dougherty et al. [4] then generalised the results further. A key result in [4] (in our context) was that Z p e [X] / X N − 1 is isomorphic to the direct sum of rings of the form GR(p e , m) [u] 
It can be easily verified μ is a surjective ring homomorphism. With this map, we define the following for any ideal C in S. Definition 2.1. For 0 i e − 1, we define
Tor i (C) is called the ith torsion code of C. Usually, Tor 0 (C) = μ(C) is called the residue code and sometimes denoted by Res(C).
Next, we sum up some results from [4] 
. Definition 2.3. Let C be an ideal in S. For each 0 i e − 1, define T i (C) to be the T i found in Theorem 2.2. We say T i (C) is the ith-torsional degree of C.
Note that T i is the smallest degree amongst all the degrees of non-zero polynomials in Tor i (C).
We have the following variation of Theorem 6.5 in [4] .
where
As in [4] , it is reasonable to choose the e polynomials F 0 (u), F 1 (u), . . . , F e−1 (u) to represent the ideal C. However, the choice for F i (u) is not unique. Moreover, the degree of the polynomial F i (u) is not necessarily T i . Our aim is to impose extra conditions on F i (u) so as to make the choice of each F i (u) unique.
First, observe that we can rewrite
, where h(u) is a unit with coefficients belonging to T m and t N . For convenience, we shall define the set of polynomials in u with coefficients belonging to T m as T m [u] . Hence, we say that we can rewrite the expression
and h(u) is either zero or a unit, and vice versa. Proof. When C = {0}, the theorem holds trivially.
When C is non-zero, we rewrite the expression in (i) as:
where b j,l,i ∈ T m , and proceed to prove the theorem in this form.
Since C is non-zero, there exists a smallest r such that T r < p k . From Theorem 2.4, we can express
for some g i (u) ∈ C for r i e − 1 and F i (u) = 0 for 0 i r − 1. Hence, for each r i e − 1, we rewrite
Consider (u) . Moreover, we can easily check that
Proceeding inductively, suppose we have chosen f i+1 (u), . . . , f e−1 (u) satisfying the conditions in the theorem and that
Again, by subtracting suitable multiples of f i+1 (u), . . . , f e−1 (u), we can obtain the polynomial f i (u) of the form
We can also check that
To prove the uniqueness, we suppose that (u) . However, as we would like to stress that these e-polynomials also satisfied conditions in Theorem 2.5, we define the following notation. Definition 2.6. Let C be an ideal of S. We define the unique e-tuple obtained from Theorem 2.5 to be the representation of C. In that case, we also say that C = f 0 (u), f 1 (u), . . . , f e−1 (u) .
Remark 2.7.
We illustrate the differences between the representation given in Theorem 2.5 and those given in [4] and [3] . Let us consider the ideals in Z 4 [X]/ X 4 − 1 .
(i) Let C be the ideal generated by (X − 1) 2 . Theorem 2.5 gives the representation as (X − 1) 2 , 2(X − 1) 2 . However, Theorem 6.5 in [4] yields the following as possible representations (X − 1) 2 , 0 , (X − 1) 2 + 2(X − 1) 2 , 0 , (X − 1) 2 + 2(X − 1) 3 , 0 and (X − 1) 2 + 2(X − 1) 3 + 2(X − 1) 2 , 0 . Thus, the representation obtained by using [4, Theorem 6.5] is not unique in general. However, it is interesting to note that [4, Theorem 6.5] gives explicitly the torsional degrees.
(ii) Let C be the ideal generated by (X − 1) 3 . Theorem 2.5 gives the representation as (X − 1) 3 , 2(X − 1) 2 , while the representation will be (X − 1) 3 in [3] . From the last representation, we see that the ideal is generated by one element. However, we cannot immediately know all the torsional degrees of the ideal from the representation. Whereas in our representation, we know all the torsional degrees.
Corollary 2.8. If f 0 (u), f 1 (u), . . . , f e−1 (u) is the representation of C, then T i (C) is the degree of f i (u) when f i (u) = 0, and T i (C)
Here, we state some results which can be easily be deduced from Theorem 2.5. These corollaries will describe the relation between T i and polynomials with leading coefficient p i . Analogous to the case over Z p , T i is the lowest degree amongst the polynomials in C with leading coefficient p i . Proof. Let the lowest degree amongst the polynomials in C with leading coefficient p i be t i . From the above corollary, since f i (u) has degree T i , it is clear that T i t i .
Conversely, let f (u) be the polynomial with leading coefficient p i and degree t i . Write
where ζ j is zero or a unit in S for j = 0, 1, . . . , t i − 1. In the case where ζ j = 0, we let i j = e.
We claim that i j i for all j . Suppose otherwise, then min{i j | j = 0, 1, . . . , t i − 1} < i. Then let r be the largest integer such that i r = min{i j | j = 0, 1, . . . , t i − 1}. Hence, we can write f (u) = p i r (g(u) + ph(u)) where g(u), h(u) are polynomials in S and g(u) is of degree r and has a leading coefficient not divisible by p. We note also that r = deg g < t i . Therefore, 
T i r deg g < t i T i , which contradicts Theorem 2.2(ii). Hence, min{i
Consequently, i j i for all j and we can write f (u)
(C). We note that deg μ(z) < t i and hence
Combining both inequalities, we have the result. 2
When T i = p k , it is not difficult to follow the above argument and conclude that there are no polynomials in C with leading coefficient p i .
Ideals in GR(p 2 , m)[u]/ u p k − 1
In Section 2, we have found a way to represent an ideal uniquely by a set of e polynomials in it. In this section, we will apply those results to determine all ideals in the ring S when e = 2. In fact, the idea used in this section can be applied to the general case but the calculation involved is much more tedious.
From now on, we will restrict ourself to the case when e = 2. Let S be GR(p 2 , m)[u]/ u p k − 1 and let I be the set of all ideals in S. The objective of this section is to determine all ideals in the ring S by using their representations.
For convenience, we denote
by Ω p,l . In case k = l, we have the following:
is either zero or a unit in S. From Corollary 2.8 and Definition 2.6, to check if f 0 (u), f 1 (u) is indeed a representation of C, it suffices to show that T j (C) = i j for j = 0, 1. Therefore, the crux of the problem is to compute the torsional degrees of the ideal C. To do so, we introduce the notion of the annihilator ideal. Definition 3.3. Let C be an ideal of S. We define the annihilator of C, denoted by Ann(C), to be the set {f (u)
Using standard argument, it is easy to verify the following: 
Recall that our objective is to determine all ideals in S. In view of Theorem 3.6, it suffices to account for the ideals in the set
As before, we assume C = f 0 (u), f 1 (u) in A. We note that if f 0 (u) = 0 then T 0 (C) = p k , and hence, T 1 (C) = 0. Therefore, the only ideal in A with f 0 (u) = 0 is of the form 0, p . Thus, from now on, we may assume f 0 (u) = 0. Remark 4.6. We note that: the results of Corollary 4.5(i), (ii) and (iii) agree with Corollaries 5.6 and 5.7 in [3] . However, in (iv), we note that authors in [3] has left out the case where i 1 = 7.
Conclusion
We have introduced a method of representing the ideals in GR(p e , m) [u] / u p k − 1 . The method enabled us to classify all ideals in the ring GR(p 2 , m)/ u p k − 1 . We also analysed the duals, and identified all the self-dual ideals when p is odd. When p = 2, we analysed for the case where k is small. An open problem is to derive a closed formula for the number of self-dual ideals for all k when p = 2.
Another problem is to classify all ideals in GR(p e , m) [u] / u p k − 1 for e 3 and for any prime p. Here, one could follow an approach similar to that in Theorem 3. 
