ABSTRACT The economic dispatch problem is a kind of challenging non-convex problem, which minimizes the total operating cost while being subject to a collection of complex equality and inequality constraints. This paper presents a novel meta-heuristic named across neighborhood search (ANS) algorithm to solve both dynamic and static economic dispatch problems. The ANS algorithm is augmented by a solutiondifference disturbance mechanism and a parameter self-adaptation strategy. It is generally hard for metaheuristics to handle complex nonlinear equality constraints, because a meta-heuristic's search behavior is essentially stochastic while the equality constraints require the algorithm to exactly locate feasible solutions at the constraint bound. Therefore, a variable reduction strategy (VRS) is employed to deal with the equality constraint when solving the economic dispatch problem. VRS eliminates the equality constraint and reduces the dimensionality of the problem simultaneously, such that significantly improves the optimization efficiency. Extensive experiments and comparisons suggest that the proposed algorithm could generate the state-of-the-art results for both static and dynamic economic dispatch problems.
I. INTRODUCTION
Economic dispatch problems aim at arranging the generation allocation among the committed generating units with minimum costs while subject to various constraints. Economic dispatch problems can be roughly categorized into static economic dispatch (SED) problems and dynamic economic dispatch (DED) problems. The SED problem aims to generate a dispatch solution in a specified time and ignores the system relations between the different operating periods. In contrast, the DED problem considers the connections of different operating periods by taking into account ramp-rate constraints.
Various studies on the economic dispatch problem have been undertaken to date as better solutions would result in significant saving in operating cost [1] , [2] . Conventional algorithms for economic dispatch problems use Lagrangian multipliers, which generally require monotonic cost functions [3] . This may lead to an inappropriate dispatch solution as the input-output curve is inherently nonlinear, non-smooth and non-convex due to the effect of multiple steam admission valves (known as the valve-point effect) [4] , [5] .
Deterministic optimization algorithms such as the interior point method and the dynamic programming method do not work effectively for the non-smooth and nonconvex economic dispatch problem. By contrast, metaheuristics have demonstrated competitive performance in solving both SED and DED problems. Popular metaheuristics include genetic algorithms (GA) [6] , [7] , evolutionary programming [3] differential evolution [8] - [10] , particle swarm optimization [11] - [17] , crisscross optimization [18] , [19] , immune algorithm [20] , artificial bee colony algorithm [21] , [22] , grey wolf optimization [23] , social spider algorithm [24] , harmony search [25] , Floating search space [26] , and teaching-learning-based optimization [27] . Recently, an interesting constrained globalized Nelder-Mead algorithm was proposed to solve SED and DED problems [28] .
Across neighborhood search algorithm (ANS) is a recently proposed population-based meta-heuristics [29] . Like other population-based algorithms (e.g., PSO and ACO), in ANS, a group of individuals search solution space with the aim to find the optimal solution of an optimization problem. A memory collection is used in ANS to record a certain number of superior solutions found so far by the whole population. At every generation, each individual updates its position by searching across the neighborhoods of multiple superior solutions biased by a Gaussian distribution. ANS is very easy and convenient for implementation and application. It has only three parameters requiring adjustments to cater for different optimization problems. ANS has shown highly competitive performance in dealing with various benchmark functions, including unimodal, multimodal and rotated functions [29] .
In this study, we improve ANS by incorporating a solution-difference perturbation mechanism and a parameter self-adaptation strategy into it, thus obtaining a novel ANS variant named SaANS-SDP. The solution-difference perturbation mechanism is critical in the mutation operator of differential evolution (DE), which greatly contributes to the success of DE. This motivates us to introduce the solution-difference perturbation mechanism to ANS. Therefore, SaANS-SDP can be recognized as a hybridization of ANS and DE.
The required parameter values of a meta-heuristic are generally distinct when solving different optimization problems [30] . Moreover, the most appropriate parameter values may vary at different optimization stages [31] . In order to further enhance the capability of ANS, a parameter self-adaptation strategy is proposed to dynamically control the parameters of ANS along with the optimization process.
Note that ANS is initially proposed for unconstrained numerical optimization like many other evolutionary and swarm intelligence algorithms. However, the economic dispatch problem considered in this study presents complex nonlinear equality and inequality constraints. Effective constraint handling techniques are necessary to apply ANS to the economic dispatch problem. It is known that equality constraints are much harder to satisfy than inequality constraints when meta-heuristics are utilized to deal with constrained optimization problems. We apply the recently proposed variable reduction strategy (VRS) [32] , [33] to effectively handle equality constraints in SED and DED problems, which eliminates the equality constraint and reduces the number of variables simultaneously. As a result, VRS shrinks the solution space and speeds up the optimization process. In addition, an epsilon constraint method is adopted to deal with the inequality constraints. SaANS-SDP plus the constraint handling techniques is extensively tested on many benchmarked SED and DED instances and shows highly competitive performance compared with several state-of-the-art methods.
The contributions of this paper are summarized as below.
• For the first time, we propose to apply ANS to static and dynamic economic dispatch problems and generate state-of-the-art results.
• We combine ANS with a solution-difference perturbation mechanism and a self-adapted parameter control strategy, which noticeably enhance the performance of canonical ANS.
• We apply VRS to effectively handle the equality constraint of the economic dispatch problem. This strategy reduces the number of the variables, such that it shrinks the solution space. In addition, it eliminates the equality constraint of the economic dispatch problem, which facilitates the algorithm to find high-quality feasible solutions more quickly and thus significantly speeds up the optimization process.
• Experiments on many well-benchmarked SED and DED instances show that the proposed algorithm could generate state-of-the-art results for both SED and EDE problems. The obtained solutions are highly feasible and much closer to the optimal solution. The rest of the paper is structured as follows. Section II briefly describes the SED and DED problems. Section III presents SaANS-SDP algorithm. Section IV introduces the used constraint handling techniques including VRS. Extensive experiments and algorithm comparisons are conducted in Section V. Finally, section VI concludes this paper.
II. ECONOMIC POWER DISPATCH PROBLEM
Since DED and SED problems share similarities, we introduce them simultaneously here. The DED problem follows the characteristics of the hourly SED problem, except that the power-demand varies with each hour and the power generation schedule for 24 hours is to be determined. We can view that the number of variables of a DED problem is 24 times that of a corresponding SED problem. Here, we give the formal description the SED problem [7] , [34] .
The SED problem is about minimizing the fuel cost of generating units for a specific period of operation, usually one hour of operation, so as to accomplish optimal generation dispatch among operating units while satisfying the system load demand, generator operation constraints with ramp rate limits and prohibited operating zones. VOLUME 6, 2018 The objective function corresponding to the production cost is represented as:
where,
is the expression for cost function corresponding to the i th generating unit and a i , b i and c i are its coefficients. P i is the real power output (in MW ) of the i th generator.
is the lower bound of P i . N G is the number of online generating units to be dispatched.
e i and f i are the cost coefficients corresponding to valve point loading effect.
The consideration of valve point effect provides a more reasonable representation in relation to the fuel cost of the generation unit. The sinusoidal term in the production cost function reflects the effect of valve points. The economic dispatch problem becomes nonconvex and nondifferentiable because of valve point effects.
Several constraints need to be satisfied, which are described as below.
Power Balance Constraint: This constraint is based on the principle of equilibrium between total system generation and total system loads (P D ) and losses (P L ). That is,
where P L is obtained using B-coefficients, given by
Capacity Constraint: The output power of each generating unit should be among a lower and upper bounds. This constraint is represented by a pair of inequality constraints as below:
where P min i and P max i are lower and upper bounds for power output of the i th generating unit.
Ramp Rate Limit: Increasing or decreasing the output generation of each unit should not exceed an amount of power over a time interval due to the physical restrictions of each unit. The generator ramp rate limit constraint is expressed as below.
where P i (t − 1) is the previous power output of generator i. UR i and DR i are the up-ramp and down-ramp limits of generator i, respectively.
Prohibited Operating Zone (POZ):
Modern generators with valve point loading have many prohibited operating zones. Therefore, in practical operation, when adjusting the generation output P i of unit i, the operation of the unit in the prohibited zones must be avoided. The feasible operating zones of the unit i can be described as follows.
where NP i is the number of prohibited zones of unit i. P LB i,j and P UB i,j are, respectively, the lower and upper bounds of the j th prohibited operating zone of unit i.
III. ACROSS NEIGHBORHOOD SEARCH ALGORITHM WITH SOLUTION-DIFFERENCE PERTURBATION AND PARAMETER SELF-ADAPTATION STRATEGY
It is noticeable that SED and DED problems introduced in the former section are highly nonlinear and multi-modal. ANS has demonstrated competitive performance in solving many complex benchmark optimization problems [29] . In this study, we further improve ANS with two advanced strategies with the aim to deal with SED and DED problems effectively. The canonical ANS and the proposed two strategies are introduced in the following subsections. thought to be more promising. The position update strategy of individual i for searching the neighborhood of r i is formally described in (8), where G(0, σ 2 i ) is a value produced by a Gaussian distribution with mean value of zero and standard deviation of σ i .
3) Search the Neighborhoods of Multiple Superior Solutions Simultaneously: Suppose that D denotes the dimensionality of an optimization problem. Individual i is required to search across the neighborhoods of multiple superior solutions at the same time. First, n i dimen-
is randomly selected to replace r i when searching on dimension d. Variables corresponding to the dimensions in N i are updated as
Considering (8) and (9), the rule for updating the position of individual i is formulated as below.
As a result, each individual is capable of searching across the neighborhoods of multiple superior solutions. This is why the algorithm is called across neighborhood search algorithm.
B. SOLUTION-DIFFERENCE PERTURBATION MECHANISM
Differential evolution (DE) is a well-known and highly efficient evolutionary algorithm, which combines a solutiondifference perturbation mechanism into the mutant operator. The effectiveness of the solution-difference perturbation mechanism probably lies on the fact that it exploits the runtime diversity information of DE population to guide the successive search behaviors and achieves a well balance between exploitation and exploration [35] .
In this study, we augment ANS with a solution-difference perturbation mechanism. As a result, the new position update formula is presented as below. (11) where, k 1 and k 2 are two exclusive random integers between 1 and m and they are different from i and g(d).
C. PARAMETER SELF-ADAPTATION STRATEGY
The best parameter values of ANS are generally problemdependent. Choosing an appropriate parameter configuration by trial-and-error methods is computationally expensive [36] . In addition, different parameter values may be required at the different stages of the optimization process. Several parameter adaptation approaches have been proposed for population-based algorithms in the literature. For example, in [37] and [38] , the population distribution information was used to guide the dynamic parameter adjustment. In [39] , parameters were coded into the individual vectors and evolved with the population. In [40] , the individuallevel parameter adaptation and diversity maintenance were adopted and showed impressive effects.
In this study, we use two memory lists to store the recent values of the two parameters that led the algorithm to successfully produce promising solutions in the previous gener- . In contrast, if individual i fails to produce a better solution at a generation, the values of σ i and n i will not be used to update the lists. In this case, σ i and n i for the next generation will be assigned with random values with the probabilities ρ σ and ρ n , respectively. The concrete rules are as below.
According to the parameter update rules in (12) and (13), σ i and n i have certain probabilities to be assigned with random values if they previously failed to generate promising solutions. On the other hand, the better parameter values have higher probabilities to survive for the successive generations. The usage of the lists potentially make the parameter VOLUME 6, 2018
Algorithm 1 The Framework of SaANS-SDP
Initialize the population size m, across-search degree n i , standard deviation σ i , and parameters ρ σ and ρ n ; Randomly initialize the position pos i of each individual i; Set the superior solution r i to pos i and the best solution g; Initialize the allowed maximum generations MaxG and set the current generation k = 1; 
End if End for

IV. CONSTRAINT HANDLING TECHNIQUE FOR DED AND SED PROBLEMS A. THE VARIABLE REDUCTION STRATEGY
Since the equality constraint in both DED and SED problems is the same, here we only present the equality constraint handling approach for the SED problem. Wu et al. [32] recently proposed a variable reduction strategy (VRS) to efficiently deal with equality constraints. We first give a brief introduction of VRS.
In general a constraint optimization problem (COP) can be formulated as:
Minimize: f (X ) (14) Subject to:
where X = (x 1 , x 2 , . . . , x n ) denotes a solution of n variables; p is the number of inequality constraints; m is the number of equality constraints; l k and u k are the lower and upper bounds of x k , respectively. An equality constraint are usually transformed into an inequality constraint as [27] :
|h j (X )| − ε ≤ 0 when an evolutionary algorithm is used to solve a COP. Herein ε is a small threshold value. Various constraint handling techniques were proposed during the last decades [41] , [42] , including penalty function [43] - [45] , feasibility rules [46] , [47] , stochastic ranking [48] , [49] , ε-constrained method [50] , [51] , and multi-objective concepts [52] , [53] . It is widely agreed that it is harder to satisfy equality constraints as they usually make the feasible solution space be very small. Statistical analyses of the 24 benchmark COPs presented in CEC 2006 [54] reveal that the feasible region ratio becomes very low if a COP possesses equality constraints, indicating that equality constraints will make it difficult for EAs to search for feasible solutions. Research results have shown that the hardest thing for EAs solving COPs might be how to handle equality constraints efficiently [55] .
An equality constraint is formulated as an equation, which actually provides a relationship among some variables in the considered COP. With the relationship involved in the equality constraint, if one variable can be explicitly represented by some other variables, then this variable can be reduced. This is because in the solution search process, the value of the reduced variable can be computed through the relationship and the values of other variables. As a result, the associated equality constraint can always be satisfied by all solutions. On this occasion, the equality constraints are no longer barriers for EAs to search for optimal solutions, but knowledge sources (i.e. variable relationships) being beneficial to the reduction of the complexity of COPs.
Assume that denotes a set including variables in the COP, = {x k |k = 1, 2, . . . , n}; j is a collection containing variables involved in equality constraint h j (X ) = 0 (1 ≤ j ≤ m). If we can obtain the following relationship from equation h j (X ) = 0
then during optimization, x k can be calculated from the relationship R k,j and the values of variables in set {x l |l ∈ j , l = k}. Hence, variable x k can be reduced. Moreover, the equality constraint h j (X ) = 0 is eliminated at the same time, because the constraint h j (X ) = 0 is completely satisfied by all solutions after calculating the value of x k . The bound constraint (17) related to the reduced variable x k is converted to
Some key concepts related to the variable reduction strategy are introduced below.
Core Variable: those are the variable(s) used to represent other variables in terms of the derivative equations.
Reduced Variable: the reduced variable(s) is represented by using core variables.
Optimization Variable Core: the collection of all core variables present in the optimization problem.
Eliminated Equality Constraint: The equality constraint eliminated along with the reduction of variables due to full satisfaction by all solutions.
According to the concepts introduced above, we can conclude that the essential task of VRS is to obtain an optimal optimization variable core with minimum cardinality, such that more variables could be reduced and more equality constraints could be eliminated.
B. VARIABLE REDUCTION STRATEGY FOR HANDLING THE EQUALITY CONSTRAINT
VRS is employed to handle the equality constraint of the economic dispatch problem in this study. VRS not only reduces the number of variables but also eliminates the equality constraint from which variable relationships are derived. Through this manner, it speeds up the optimization process and improves the feasibility of the obtained solutions.
The equality constraint (3) is quadratic and thereby we can obtain the following variable relationship
Therefore, the reduced variable P 1 and core variables P i (i = 2, . . . , N G ) are generated. The equality constraint is eliminated accordingly. Some occasions need to be considered to determine a proper value of P 1 . If it is impossible to obtain a real value from (20) (i.e. b 2 − 4ac < 0), the value of P 1 will not be changed. If there are two values derived from (20) while none of them satisfies the inequality constraints (5), (6) and (7), the value of P 1 will not be changed. If there are two values derived from (20) and only one value satisfy the inequality constraints, P 1 will be set to the feasible value. If there are two values derived from (20) and both values satisfy the inequality constraints, the value producing better objective function will be assigned to P 1 .
It is noted that only variable P 1 is reduced, as in the mathematical model there exists just one equality constraint. However, the most important for the variable reduction strategy in this study is its ability to handle the nonlinear equality constraint, i.e., eliminate the equality constraint successfully, thus it enables the search algorithm to find high-quality and feasible solutions more efficiently. This is because nonlinear equality constraints will cause the algorithm to waste too many computational resources to find feasible solutions, and thereby deteriorate the performance of the algorithm in searching for optimal solutions. In addition, although the reduction of one variable seems negligible if the number of total variables is large, it still exerts positive effects on the optimization process.
C. EPSILON CONSTRAINT METHOD FOR HANDLING INEQUALITY CONSTRAINTS
Besides equality constraint, there are also bound constraints (capacity constraints and prohibited operating zone constraints) and linear inequality constraints (ramp rate limit constraints) in the economic dispatch problem. To tackle the bound constraints, we pull it back to a symmetrical value of its current value with respect to the variable bounds if the current value is out of the bounds. Suppose that x i is a variable in the economic dispatch problem and l i and u i are its lower and upper bounds. If the value of x i is smaller than l i , update x i as
If x i is greater than u i , update x i as
A core problem in constraint handling when using metaheuristics to solve COPs is solution ranking, which bias the search direction of the algorithm. As during the optimization process, solutions can be feasible or infeasible with different constraint violation degrees, the solution ranking is not as straightforward as that in unconstrained optimization. That is to say, the solution ranking in constrained optimization need to consider the objective function values and constraint violation values simultaneously. The equality constraint is handled by VRS. With regard to the inequality constraints of the economic dispatch problem, we apply the efficient ε-constraint method proposed by Takahama and Sakai [50] , [56] , which was combined into a DE algorithm and won the CEC 2010 competition on constrained realparameter optimization [50] . The value of ε, satisfying ε > 0, determines the so-called ε-level comparisons between a pair of solutions x 1 and x 2 with objective function values f (x 1 ) and f (x 2 ) and sums of constraint violation ϕ(x 1 ) and ϕ(x 2 ) [41] .
Formula (26) indicates that for any two solutions x 1 and x 2 , if their constraint violation values are equal, they are ranked according to their objective function values. If both of their constraint violation values are below a threshold value ε, the two solutions are ranked in terms of the objective function values. If the two constraint violation values are not equal and not both of them are smaller than ε, the two solutions will be ranked with respect to the constraint violation values.
V. EXPERIMENTAL STUDY A. EXPERIMENTAL SETTING
To test the performance of the proposed method, extensive experiments were conducted. Instances used in the experimental studies are described below.
Case 1: DED problem with 5 generators considering power loss. The same case is also widely adopted in other literature [57] - [59] . There are 120 independent variables in this case. Related parameter data can be found in [60] .
Case 2: DED problem with 10 generators considering power loss. There are 240 variables included in this case. The parameter data of this case can be found in [8] and [61] .
Case 3: SED problem with 6 units considering power loss. There are 6 variables in this case. The parameter data of this case can be found in [62] .
Case 4: SED problem with 13 units without considering power loss. Thirteen variables are included in this case. The parameter data of this case can be found in [3] .
Case 5: SED problem with 15 units considering power loss. Fifteen variables are included in this case. The parameter data of this case can be found in [62] .
Case 6: SED problem with 40 units without considering power loss. Forty variables are included in this case. The parameter data of this case can be found in [62] .
The initial values of each parameter n i and σ i of SaANS-SDP are set to 2 and 0.5, respectively. The population size is set to 30. The probability values of both ρ σ and ρ n are set to 0.1. In addition, the control epsilon level for handling inequality constraints follows the approach provide in [50] .
B. COMPARISON WITH OTHER STATE-OF-THE-ART METHODS
In this section, we compare SaANS-SDP combined with VRS presented in this study with some other popular and efficient approaches in recent publications. Here we report the comparison results of Cases 1-6 in Tables 1-6, respectively. The significance test results are not provided in the tables, though they are thought to be important in comparing the results obtained by different stochastic algorithms. This is because the source codes of the comparative algorithms are not available. Therefore, we only use the data reported in the literature, which cannot support the significant test.
In Tables 1-6 , we give the results of both objective function values and constraint violation values. It is found that in the previous literature, researchers generally only provided the final objective function values while related constraint violation values were missing. However, the constraint violation degree definitely exerts significant influences on the final results. For example, Yang et al. [63] presented a firefly algorithm for solving the non-convex economic dispatch problem and obtained competitive results. However, according to the data (corresponding to Case 6) reported in [63] , Table 9 , the power balance constraint is slightly violated with an amount of 1.0. Besides, in [64] the authors proposed a random drift particle swarm optimization algorithm for solving economic dispatch problem. In [64] , the reported solution for Case 6 also violates the power balance constraint with violation value of 3.9. Methods may not be fairly compared solely based on objective function values if the obtained results are with different constraint violations.
From the data displayed in Tables 1-6 , some observations can be obtained. First, for case 1, Case 2, Case 3, Case 5 and Case 6, compared with other methods, SaANS-SDP with VRS obtain the best results robustly. Second, SaANS-SDP with VRS is slightly worse than DEC-SQP for Case 4 with the fact that although SaANS-SDP produces as good minimum results as DEC-SQP, its average and maximum results are inferior to DEC-SQP. Third, all the results obtained by SaANS-SDP are with very small constraint violation values which demonstrates that, with the aid of VRS, SaANS-SDP could generate high-quality feasible solutions for both SED and DED problems. Fourth, SaANS-SDP with VRS could robustly generate better results than ANS with VRS for all the experimental instances, which shows that the adopted parameter self-adaptation strategy and the solution-difference perturbation mechanism indeed have strengthen the capability of canonical ANS.
According to the comparison analyses above, it is safely to conclude that SaANS-SDP is a competitive alternative for solving SED and DED problems. The reasons can be explained as below.
First, a solution-difference perturbation mechanism is combined into ANS, such that ANS could dynamically make use of the real-time population diversity information to bias the search behavior. ANS with solution-difference perturbation mechanism could achieve a good balance between exploitation and exploration. Second, the solution landscape of an economic dispatch problem is complicated, as it includes complex nonlinear objective function and several constraints. Therefore, different parameter values are required when confronting different landscapes during the optimization process. The parameter self-adaptation strategy alleviates the parameter configuration process and more importantly it make the parameter values evolve with the solution search process to fit to the current landscape, which significantly improves the search capability of ANS. Third, constraint handling techniques play key roles for meta-heuristics generating high-quality feasible solutions for COPs. Particularly, it is hard for meta-heuristic to generate solutions satisfying the complex nonlinear equality constraint. Therefore, without effective equality constraint handling techniques, a meta-heuristic will spend too many computational resources in finding feasible solutions and this is detrimental to the optimization. In contrast, in this study, VRS guarantees that any generated solution always meets the equality constraint. Furthermore, VRS reduces a variable of the economic dispatch problem, which thereby decreases the dimensionality of the solution space and improves the search efficiency of ANS.
The detailed results on the power output of each unit, total power outputs, total losses and total generation costs for Case 3 and Case 5 are provided as examples in Table 7 and  Table 8 , respectively.
The convergence processes of SaANS-SDP with VRS and ANS with VRS for solving Case 1 and Case 5 are plotted in Fig. 2 and Fig. 3 as examples. It can be observed that both the algorithms have satisfactory convergence ability. SaANS-SDP with VRS, by contrast, exhibits better performance than ANS with VRS. This is because, on one hand, the parameter self-adaptation strategy makes SaANS-SDP have more appropriate parameter values when searching the solution space, thus speeding up the optimization process. On the other hand, the solution-difference perturbation mechanism has the ability to balance the exploration and exploitation, which efficiently prevents the algorithm from premature convergence.
VI. CONCLUSIONS
In this study, we propose a novel across neighborhood search (ANS) algorithm to efficiently solve both static and dynamic economic dispatch problems. In order to strengthen the optimization capability of ANS, two advanced strategies are incorporated. One is a solution-difference perturbation mechanism, which makes use of the real-time solution distance information to achieve a good balance between exploitation and exploration. Another is a parameter self-adaptation strategy, which controls the parameters of ANS dynamically during the optimization process to fit to different landscapes. In addition, a variable reduction strategy (VRS) is used to handle the nonlinear equality constraint in DED and SED problems. VRS eliminates the equality constraint and reduces the number of variables simultaneously. It makes it easier to generate high-quality feasible solutions and thus speeds up the optimization process noticeably. Extensive experiments show that the proposed method could produce state-of-the-art solutions for DED and SED problems.
In our future research, we plan to further improve the capability of ANS via some other advanced techniques, such as hybridization with other meta-heuristics and mathematical programming approaches, in order to solve the economic dispatch problem more efficiently. In addition, it is noticeable that when we using variable reduction strategy in this study, there are many candidate variables that could be reduced. Then which variable is the best choice for reduction? It is therefore meaningful to investigate this problem theoretically and practically. Lastly, we believe that the proposed method can be applied to more real-world optimization problems especially in power systems, which are often associated with equality constraints expressing the power balance requirements.
