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Abstract--We investigate rational multistep methods of both osculatory and Adams type for solving 
singular initial value problems. Formulas that permit variable steplength are constructed to avoid possible 
difficulties arising from the rational interpolation. I  two test examples it is found that explicit formulas 
of the Adams type perform generally better than those based on the osculatory method. The most accurate 
solutions are obtained from predictor-corrector formulas based on the osculatory method. 
1. INTRODUCTION 
A standard problem in computational mathematics is to find the approximate solution of the initial 
value problem 
y ' (x )  =f (x ,y (x ) ) ;  y(a)  = Yo, (1) 
where x ~ [a, b]. Since most approximation methods can easily be extended to systems of equations 
it is sufficient o restrict he present discussion to the scalar problem. Finite difference methods for 
solving equation (1) are usually based on a local polynomial interpolation. However, algorithms 
that employ polynomial interpolation are known to behave poorly if the solution has singularities. 
An alternative approach is to use finite difference methods based on rational functions [1]. A general 
form for the rational function is 
R(x)  = P (x ) /Q(x ) ,  (2) 
where P and Q are polynomials of degree p and q, respectively. Rational functions are 
recommended for solving ordinary differential equations with singular solutions [2-7] as well as 
for stiff systems [8, 9]. The approach has proved successful for solving equations that arise in 
general relativity [10]. 
Nonlinear one-step methods based on the Pad6 approximation have been investigated by Fatunla 
[2] and van Niekerk [3]. Nonlinear multistep methods can be constructed via a rational 
interpolation (sometimes called multipoint Pad6 or Newton-Pad6 approximation). Stable and 
reliable algorithms are currently available for the interpolation of Lagrange data I11]. For the case 
of coalescing points the derivatives as well as the function values are prescribed. Such a rational 
interpolation problem is often referred to as osculatory or Hermite [12]. Lambert and Shaw [4, 5] 
derive multistep formulas involving derivatives of the function f. The approach taken by Luke et 
al. [6] involves only interpolation through values y and f. In this case multistep methods have the 
advantage over one-step methods in that they do not require the computation of higher derivatives, 
but they do require starting values. Rational one-step methods could be used to supply these 
starting values. In the present paper starting values will be provided by exact solutions. 
The aim of the present paper is to compare the performance of two classes of nonlinear multistep 
methods where the rational interpolant is constructed as a Thiele continued fraction. The first 
approach uses rational Hermite interpolation to arrive at formulas of the type derived by Luke 
et al. [6] for uniform stepsize. The second is a nonlinear Adams method. The formulas are often 
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complicated and difficult to implement. They are therefore intended to be used only for unusual 
problems that are difficult to solve by conventional methods. 
Our finite difference formulas do not assume uniform steplength. The reasons for this are 
twofold: firstly, as with multistep methods based on polynomial interpolation, a variable steplength 
can better represent any local rapidly varying structure in the solution function; and secondly, 
computation of the rational approximation may fail, either because the continued fraction has 
vanishing terms or because its coefficients cannot be calculated. Our approach to this problem is 
to vary the steplength so as to avoid such difficulties. In practice the problems that arise from the 
rational approximation hardly ever occur and for most problems can easily be avoided by changing 
the steplength. 
Section 2 describes the numerical methods. We investigate both explicit and implicit schemes 
that can be used as predictor--corrector pairs. The formulas are given in a form suitable for 
variable-step calculations. Some local truncation errors are provided. Numerical tests of the 
performance of the methods including a computational investigation of the regions of absolute 
stability and the numerical treatment of two equations with singular solutions are presented in 
Section 3. Section 4 gives our conclusions. 
2. APPROXIMATION METHOD 
To begin we consider the usual rational Hermite interpolation problem. Let {x,}~=0 be a set of 
distinct points that partition the interval [a, b]. Let s, be the number of coalescing points at xi. 
The total number of points is therefore 
k 
n+l= ~s , .  (3) 
t=O 
We denote by {z,}7=o the set of all points on the interval [a, b] including multiplicities. 
The rational Hermite interpolation problem of order (p, q) consists of finding P and Q, with 
R irreducible, such that 
R°)(xj)=y(l)(x,), 1=0 . . . . .  s,--1; i=0  . . . . .  k. (4) 
For the special case when p =q or q + 1, the rational function can be expressed as a Thiele 
terminating continued fraction: 
(x -z . ) l  (x - z . _ l ) l  T . (x )=a.+-  
la,-i [a,-2 
where n = p + q. We use standard inverse differences 
d, [z,] = y, 
and 
(x -z , ) l  
• " + , (5) 
[a0 
(6a) 
to compute the coefficients 
d._ i[z,, z,_ 1] = z, - z,_ 1 (6b) 
d.[z,]-d.[z,_,] 
a._,=d._i[z.,z._, . . . . .  z._i]. (7) 
In the case of coalescing points a limiting procedure is used to compute the inverse differences. 
In what follows we shall make use of the backward difference notation Vf =f - f _  1. 
(a) Osculatory method 
In this method we construct he class of formulas for which {s, = 2; i = 1 . . . . .  k } and So = 1 or 
2. The explicit formula is 
yk +, = 7".(xk +,). (8) 
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The first five coefficients are 
and 
where 
an = Yk ,  
1 
an- i  = y ,, , 
y', Vxk Vyk 
an-2  ~ Vyk  - -  Vx,  y', ' 
(Vy, - Vxky'k) 2 
t /n -3~ 2 , t [(Vx,) Y*Y*- I  - (VYk)zl.V~, 
~Xk-  I 
an-4 = ~ ,  (9) 
an_  3 - -  t 
t = VX,_  i[(Xk -- X,_  2)Y'* -- Y* + Y*-2] (VX*Yk -- Vy~) (10) 
y'k {(X, -- X ,_2)[Vxk Vy , - ,Y 'k  -- (Yk -- y,_ 2)Vy,] + (y ,  -- yk -2 )Vx ,  Vy ,}  " 
In the case of a uniform steplength the formulas for n = 2 and n = 4 reduce to those of Luke 
et al. [6], while the formula for n = 3 reduces to that of Lambert and Shaw [4]. 
Truncation errors of the explicit methods have been investigated by Luke et al. [6]. We will not 
reproduce their derivation but simply quote a modified form of their result. Let y(x )  be (n + 1) 
times differentiable for x ¢(c, d), where interval (c ,d )  contains the points of interest 
(x0, xl . . . . .  x, + i). For n = 2m, 
--(m + l)(m!)2h ~"+l d ~+l  
(2m -- l)!Q(xk+ i) dt~+l  [y(t )Q(t) ] ,=g,  (11) y ,  + i - y (xk  + i) = 
and fo rn=2m- l ,  
- (ml )2h  ~ d ~ 
Y, + i - y (x ,  + ~) = (2m)!Q(xk  + t) dt~" [y ( t )Q( t ) ] , .~ ,  (12) 
for some ~ e (c, d). Explicit forms of the local truncation errors are: 
n = 2, h3 - Y°)(x*) + 2 ~ ] '  
( ~ 2 [YO'(x')]2'~ 
n - -3 ,  h 4 - yt4)(x,) + 9 ~ ']; 
and 
h5 f 1 ..O),x ~ + 3[yt4)(x,)]2y°)(x,) - 20y{4)(x,)y°)(xk)Yt2)(x,) + 8[YO)(Xk)] 2) 
n = 4, k__~:  , , ,  12{2yO)(x,)yO)(x,) _ 3[yt2)(x,)]2} . (13) 
The first term in each of expressions (13) is the local truncation error for methods based on 
polynomial interpolation of degree n. [The polynomial results of equations (11) and (12) are 
obtained by making the substitution Q(x)= 1.] 
To construct implicit formulas we follow a procedure similar to that of the explicit formulas. 
In this case we write the continued fraction as 
(x -z , ) l~(x -z . _ , ) l  h. . .  +(x -z l ) [  (14) 
Tn(x)=a.+ lan-----~ la . - ,  Ic-----f-' 
with {ai}7. ~ given by equations (9). To obtain the last coefficient co we solve 
p t T~(x, + l) = Y*+ i. (15) 
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As an example, we give the last coefficients for the n = 2 implicit formula. We find that cn_ 2 is 
given as the solution of  a quadratic equation. We denote the roots of  this equation as c ~+) and 
c ~-), where 
c(±) VXk+l (___  ~--Yk+l)Y'k 
n_2  = Vy'~ + l (16) 
Notice that if the argument of  the square root is negative, then the coefficient is complex. In this 
case the absolute value is taken so that we work only with real numbers. For uniform steplength, 
the corrector formula (16) reduces to 
Yk+ t = Yk ~ h y~kY'k+l. (17) 
The local truncation error for the n = 2 implicit formula is 
1 [yc2)(xk)12.'~. 
h3~ yO'(xk) 8 y(')(xk) ,] (18) 
The coefficients cn_: for n > 2 are complicated expressions but can be easily implemented on a 
computer. We give the coefficients for the case of  uniform steplength in the Appendix. 
(b) Adams method 
Now we turn to a rational version of  the Adams method. The Adams method is based on the 
fact that 
y(x#) - y(x~) = y'(t) dt. (19) 
We take sl = 1 and use equation (5) to interpolate through the derivative values y~. The finite 
difference equation becomes 
ya - y, = T, (t) dt, (20) 
a 
where ~ = n and fl = n + 1 for an explicit (Adams-Bashforth) method and ct = n - 1 and fl = n 
for an implicit (Adams-Moulton)  method. 
In order to work with real numbers the singular integrals in equation (20) are evaluated using 
the principal value prescription. We define: 
A0 = a0, 
Aj =alAo--Xl ,  
Ai  = a tA i -  1 - -  x iA t -  2, 
B 2 = a 2 + A 0 , 
B 3 = a 3 B2 -- x3 + A 1, 
B i = a,B,_ I - xiB,_2 + A~-2, 
C, = a4 + B:, 
C5 = a5 C4 - x5 + B3. (21) 
We find from standard tables of  integrals [13]: 
fT2(t) = B2t + (A2 - A~ B2)ln[AI + t f, dt 
t 2 (B3B2-A2)t (A3B2,-A2B2B3+A2)InlA2+B2tl  ' 
T3(t)dt=21~2 + B~ B~ 
f (B4 -- C4B3) In (2A4-  2C4A 3 - B4B 3 - C4B 2) T4( t )dt=C4t+ 2 [A3 +B3t+t2[+ 2 U(B3, 1, R3, t) 
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and 
f Ts ( t )d t= t2 
where 
+ (As -- BsB4C24 - C5C4(A 4 - BE) -- A4B4(1 + C4) 21- B24) 
U(B, C, R, t) = 
(C5C 4 -  B4)t (BsC 2-C5C4B 4 -A4C 4 + B24) InlA 4+B4t  + L4 I " t 2' + 
2C] 
u(B,. c4. R4, t). 
1 In B+2Ct -v /R  , if R>0,  
- -~  B+2Ct+v/~ 
2 if R =0,  
. B + 2Ct'  
1 [B  + 2Ct~ 
2x/__~_ ~ _ arctan[ ~. ) ,  i fR<0,  
(22) 
(23) 
and write 
L(x~) = O, i = 0 . . . . .  n. (25) 
1-I(t) = f i  (t -x j )  (26) 
j=O 
L(t)  = II(t)A (t). (27) 
The function A (t) is obtained by first defining an auxiliary function 
¢o(tl) = L(q) -- FI(q)a(t), (28) 
where t 4=xj. The function to(t/) therefore vanishes at n +2 distinct points 
x0  < x l  < • • • < t < • . .  < x . .  By  Rolle's theorem to'0/) will vanish at n + 1 points and by continuing 
this argument ca ¢"+ ~)(r/) will vanish at only one point ¢ ~ (c, d). Evaluating ca ("+ ~)(q) at this point 
gives 
1 d "+ l  
A(t)  = (n + 1)! dq "+t [Q(q)y'(rl)]~=~. (29) 
If we now set y. = y(x.) in equation (20) and subtract equation (19) we obtain 
f f .+ 'L ( t ) .  -1  f f "+ 'H( t )  d "+' Yn+l - -y (x .+, )= . ~7)  tit = (n + 1)! . Q(t) d~ a~l [Q(q)y'(q)l,=¢dt. (30) 
Under the assumption that Q(t) does not have zeros in the interval (x., x.+ ~) we can apply the 
mean value theorem for integrals, which gives 
S. d "+l 
y .+t -  y(x.+,)  = Q(v) dr/TM [Q(q)y'(q)],=v, (31) 
where v e (x., x. + ~ ). and for uniformly spaced points 
hn+2 fO ! S. = (n + 1)------~. s(s + 1). . -  (s + n) ds. (32) 
(24) 
We define 
where L(t )  satisfies the interpolation condition 
L(t)  = P(t)  - Q(t)y'(t) ,  
and R = B 2 - 4AC. 
The truncation error of the Adams-Bashforth method can be obtained as follows. Let y(x )  be 
(n + 2) times differentiable for x e (c, d). Following the procedure of Luke et al. [6] we define 
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Local truncation errors for the Adams-Bashforth are: 
4 3 4 9 [y(3)(Xn)]2" ~ 
n = 2, h ( -g  y (x,) + l-6 ~ ];" 
and 
,( 251 5 251 [y"(x.)]=.). 
n = 3, h -7 -~y  ~ )(x,) -t 540 y(3)(x,) / '  (33) 
and for the Adams-Moulton: 
(1 1 [yO)(X.)]2"~. 
n =2, h 4 Y(4)(x") 16 y~:)(x,) ]' 
and 
(7@0 19 [y'4)(x,)]2'~ 
n = 3, h 5 Y(5)(x") 540 y(3)(Xn) ,]" (34) 
The first term in each of the expressions (33) and (34) agrees with the local truncation error of the 
Adams methods based on polynomial interpolation of degree n. 
3. NUMERICAL  EXAMPLES 
We apply the methods described in Section 2 to examples where the exact solution to equation 
(1) is known. We define the relative error at the point x,, 
y,-y(x,) 
A, = (35) 
y(xi) 
Care must be taken when interpreting the relative error in the neighbourhood of a singularity. If 
y, is finite as y(x,)--+ +__ oo then Ai-+ - 1. 
In order to test A-stability for the methods described in the previous ection we have solved the 
linear test problem 
y'(x) = 0ty(x); y(0) = 1, (36) 
where ~ < 0. Results of these numerical experiments are presented in Tables 1 and 2, where the 
regions of absolute stability for ~th are shown. (The results do not depend on the particular choice 
of cc) Of course we are unable to compute solutions for ~th = 0. We have indicated by ( -oo ,  0) 
the numerical results which do not show any limit to the region of absolute stability. 
It is known that in the case of linear multistep methods iterating the corrector to convergence 
yields stability regions for the corrector alone. We may assume that the same is also true for the 
nonlinear methods in which case the results shown in Table 2 are those of the implicit formulas. 
The corrector formula is solved using a standard nonlinear equation solver C05AGF from the 
NAG library, with starting values obtained from a predictor formula of the same order n. 
The first nonlinear example is 
y'(x) = 1 +y2(x); y(0)= 1, (37) 
Table 1. Regions of absol- 
ute stability for explicit 
formulas 
n Osculatory Adams 
2 I -®,o)  I-2.o, o 1 
3 ~-0.5, 0) I-1.3, 0) 2 
4 ~--oo, 0) (-2.0, 01 3 
s (-z.s, o) I 4 
5 
Table 2. Regions of absol- 
ute stability for predictor- 
corrector formulas 
n Osculatory Adams 
(-oo, o) (-2.3, o) 
I -5°.°, °1 I-2.s, il -oo, o) /-2.3, 
~-2.3, 
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Table 3. Results of T: in the osculatory method for the 
problem y '  = 1 + y2; y(0) = 1 
Table 4. Results of 7"3 in the osculatory method for the 
problem y '= 1 + y~; y (0)= 1 
z~ 
0.0 
0.1 
0.2 
0.31 
0 .4  
0.5 
0.6 
0.7 
p(z~) 
1.0 
1.2230 
1.5085 
1.8958 
2.4650 
3.4082 
5.3319 
1.1681(1) 
h=O.05 
A~ (2p) A,~(2p2c) 
" 4.a(-~i -1.~-4) 
-3.6[..4~ 1.4(.-4) 
..6.oL.4 j 2.5(-4) 
-9 ~(4) 4.2(-4) 
-1.5{-3~ 7.0/-4 )
-2.@/ 
• .6.8{-3/ 3.2(-3) 
h=0.02 
",,(2p) ~,(2p2 0 
-2.2(-5i 1.1(o5 i 
-5.8(-5) 2.6/-5 ) 
-9.o(-5) 4.5(-5) 
-1.5(.-4) 7.3(-5) 
-2.4/-4 ) 1.2(-4) 
-4.4/-4 ) 2.11"4 ) 
-I.1(-3) 5.3l-4) 
x4 
0.0 
0.1 
0.2 
0.3 
0.4 
0.5 1 
0.6 
0.7 
~,(z,) 
1.0 
1.2230 
1.5085 
1.5958 
2.4650 
3.4082 
5.3319 
1.1681(1) 
h=O.08 
a,(3p) A,(8~ 0 
5.4(~) -1.0r~ 
1.21-41 -,..6~41 
4.6~-31 -4.z[41 
-o.3{-o, 
-1.3~-1~ -9.31-6l 
-2.~-1~ -L~-b~ 
-5.41-1) -3.41-51 
h=0.02 
,,,,(3p) A,(spsc) 
1.3(-5) -9.3(-8) 
9.9{ol] -20t-Tl 
9.6{-1} -3.2(-7) 
9.3(-1) -4.7{-7| 
9.21-1| -6.8(-7l 
9.3l-l l  -1.11-U,I 
.9.6{-1{ -2.4[-61 
with exact solution y(x) = tan(x + ~/4). Tables 3-5 show results for the osculatory method as x 
goes up to the first singularity at x = n/4. Relative errors are shown for the n = 2, 3 and 4 explicit 
methods (np), as well as for the predictor-corrector pairs (npnc). 
Next we apply a simple algorithm designed to avoid near-vanishing terms in the continued 
fraction. Any near-vanishing terms are detected using a predetermined tolerance. The algorithm 
avoids computation of y at the critical point by first reducing the steplength to h/2 and then using 
two further forward steps of h and h/2, respectively. This procedure introduces one extra point 
in the calculation. Table 6 shows the effect of using variable steplength on the osculatory explicit 
methods for n = 3 and n = 4. 
Now we turn to the nonlinear Adams method. We remark that equation (19) may be viewed 
as a natural interpolation formula 
u(x) = y~ + T~(t) dt, (38) 
a 
where u(x) is an approximation to y(x). This strongly suggests that the integral in equation (38) 
should exhibit the same singular behaviour as y(x) if u(x) is to be a good approximation. For 
n ,N< 3, the integral has only logarithmic singularities; while for n > 3 there exists the possibility of 
multiple singularities as shown in equation (23). For this reason we have chosen to use a method 
with n > 3. We follow the usual practice of combining predictor and corrector of the same order. 
Tables 7 and 8 show relative errors for the n = 4 and n = 5 explicit methods (np), as well as for 
the predictor-corrector pairs (npnc). 
Our final example is 
y'(x) = 3yl/3(x)[1 + y'/3(x)]; y(0) = 1, (39) 
with exact solution y(x)= tan3/2(x + 7r/4). Equation (39) is more singular than equation (37) and 
provides a more rigorous test of the approximation method. Table 9 shows relative errors for the 
n = 4 osculatory and Adams methods. 
Table 5. Results of T 4 in the osculatory method for the 
problem y '= 1 +y2; ~,(0)= 1 
z/ 
0.0 
0.1 
0.2 
0.3 
0.4 I 
0.5 I 
0.6 
0.7 
y(z~) 
1.0 
1.2230 
1.5085 
1.8958 
2.4650 
3.4082 
5,3319 
1.1681(1) 
h=0.O5 
~(4,)  A,(4p4c) 
1.5{-6l 2.0(-8| 
2.41-41 4.5(-8} 
-2.61-3 ) 8.01-8) 
-5.61-3 ) 1.4{-t~ 
-1.8~-2~ 2.8f-7) 
-3.1{-21 6.5(-71 
h=0.08 
A,(4p) ~(04o) 
-1.4(-7) -1.s,-9~ 
-1.6/-41 2.21-9) 
-3.5(.-4) 4L1(-91 
-6.51-4 ) 5.2t-9) 
-1.g-s I -1.8f-91 
-1.7(-s / 1.2~-8) 
-4.7{-3) 5.6(-91 
Table 6. Results of osculatory 
method using variable steplength for 
the problem y'  = l + y2; v(0) = l 
z~ 
0.0 
0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
y(:,) 
1.0 
1.2230 
1.5085 
1.8958 
2.4650 
5.4082 
5.3319 
1.1681(1) 
A,(3p) 
-1.31-5 ~ 
-7.1I-3 ~ 
-~.81-2 ~ 
-6.ol-2 ~ 
-1.1t-1) 
-2.21-1 / 
4.8(-1) 
A,(4p) 
-1.4/-7 ~ 
-1.61-4 ~
-3.51-4 ~ 
-I . I(-3| 
-1.81-3 I 
-5.o(-8) 
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Table 7. Results of T 4 in the Adams method for the 
problem y" = 1 +y2; y(0) = 1 
Table 8. Results of T 5 in the Adams method for the problem 
y'  = 1 +y2; y (0 )= 1 
0.0 
0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
p(x~) 
1.0 
1.2230 
1.5085 
1.8958 
2.4650 
3.4082 
5.3319 
1.1681(1) 
h=O.O5 
A,(4p) ,',,(4p4,,) 
3.8(-6) -1.8(-7) 
9.61'-6l .-4.9[-7"} 
2.3[-51 -1.1|-6) 
5.7[-5] -2.6(-61 
2.61-41 -1.0(-51 
h=O.O2 
,,,(4p) ~,(4p4c) 
3.91-9} -1.5/-10~ 
2.8(-8} -1.01-91 
6.41-81 -2.11-91 
1.2(-7J -3.5(-0] 
2.4(-71 -5,5[-9l 
5.2(-7} -1,21-81 
1.91-61 -5.9[-8l 
.¢/ 
0.0 
0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
h=0.05 
~,(,,,) A,(sp) 
1.0 
1.2230 
1.5085 
1.8958 -4.71-7 I 
2.4650 -1.8 -6 
3.4082 -4.0(-.6) 
5.3319 -9.71-6 I 
1.1681(1) ] -8.3(-5~ 
1.51-6 I
6.2c.-a I
1.5~-7) 
4.o~-71 
1.0(-6) 
h=0.02 
a,(Sp) a , (5~c)  
2,1oi -ill i 
-5.7(-0) I 1.2(-10) 
-1.01"8 ) 1.81-10 ) 
-1.0(-6) 2.6(-10) 
-4.4(-61 2.01-10 I 
-1.9(-7) 3.3(-11) 
4. RESULTS AND DISCUSSION 
Now we assess the relative merits of the two approaches. An obvious disadvantage of the Adams 
method is that it does require the evaluation of an integral. On the other hand, the coefficients of 
the continued fraction are easily computed from an inverse difference table which can be 
constructed irectly from previously calculated erivative values. In the case of the osculatory 
method the derivatives of inverse differences must be computed. As a result, the variable-step 
osculatory formulas for large n are complicated. Furthermore, for the rational interpolation of 
Lagrange data we can apply pivoting to change the order of the data. This is something we cannot 
do for osculatory rational interpolation. 
In the case of osculatory implicit formulas the coefficient co is the root of a quadratic equation. 
The choice of root determines the corrected value of Yk+l" This ambiguity is encountered in
corrector formulas that involve y~+~, such as the implicit formulas of Luke et al. [6]. In practice, 
the major difficulty arises near the singularity since predicted and corrected values of Yk+, may 
differ greatly due to a shift in the location of the computed singularity. Since in the present paper 
exact solutions are known we have elected to choose the corrected value closest o the true solution 
y(Xk+I ) .  
For the cases we have studied the osculatory methods generally have larger regions of absolute 
stability than the Adams methods. An exception is the n = 3 explicit method where the region of 
absolute stability is only ( -0.5,  0). 
Table 3 shows that the n = 2 osculatory method can produce accurate solutions up to a 
singularity with reasonable steplengths. Interestingly the predictor-corrector f mula produces an 
error that is approximately minus one half times that of the explicit method. The poor stability 
Table 9. Results of T4 with h = 0.05 for the problem 
y'=-~yl/3(l -F y4/3); y (0)= 1 
x~ 
0.0 
0.05 
0,1 
0.15 
0.2 
0.25 
0.3 
0.35 
0.4 
0,45 
0.5 
0.55 
0.6 
0.65 
0.7 
0.75 
1.0 
1.1621 
1.3526 
1.5702 
1.8528 
2.1888 
2.6102 
3.1520 
3.8700 
4.8593 
6.2020 
8.5134 
1.2312(1) 
1.9888/1 l 
3.~25/1 l 
1 .~(2~ 
osculatory 
",(4S,) A, (4.,,4c) 
1.s[-6; -1.6(-7i 
-2.01-5 l -~.6(-6 I
1.31~ l -2.31-7 I
1.01-3; -2.01-8 I 
2.31-s 1 -2.2/-7 I 
3.3~-3 l 2.0(-7) 
4.4~-31 -1.6(-7 / 
7 o~-3! 65/-7 ~ 
1.4 -2 -4.4/-7 ~ 
2.81-21 3.8(-~) 
5 0~-2 -1.01-51 
1.7~-11~ -6.2/'5 l 
3.8 -1.8[-3) 
Adams 
A,(4p) ZX,(4~c) 
4.,,-6i 2.2 -,i I 
.1.2{-5} 4.91-71 
.1.8(-51 8.71-7~ 
.2.8(-5l 1.51-6} 
A.9(-51 2.5{-6) 
• 8.9{-5| 4.8(-6l 
• 1.8l-4} I.I(-5l 
• 4.41...4 J 2.8(...5} 
• 1.5(-31 1.1(.-41 
• 9.2[-3} 6.8(..4] 
• 1.51-II 1.6(-2| 
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of the n = 3 explicit method is reflected in the results of Table 4. We point out, however, that the 
large error for h = 0.02 is due in part to roundoff error caused by near-vanishing terms in the 
continued fraction. As suggested by the stability results of Table 2, the implicit formula can be used 
to cure the underlying stability problem for n = 3. 
The variable-step calculations used to obtain the results shown in Table 6 are not optimal in 
any sense, but they do illustrate that considerable improvement in the accuracy can be achieved 
by varying the steplength. 
Tables 5 and 7 provide the first direct comparison between osculatory and Adams methods of 
the same order n in solving a singular test problem. It is seen that for explicit formulas the Adams 
method is superior, but that the reverse is true when the predictor-corrector f mulas are used. 
Table 8 shows the continuing improvement in the numerical solution obtained by using a higher 
order Adams method. 
Table 9 shows the relative rrors for the test problem (39). In this example the singularity is x - i  5. 
In spite of the fact that the n = 4 Adams method oes not have the appropriate singular behaviour 
it performs well when compared with the n = 4 osculatory method. 
Our results suggest hat the nonlinear Adams-Bashforth method, when it works, will produce 
reliable and accurate results when compared with the osculatory method of the same order n. The 
osculatory method performs better as a predictor-corrector scheme. 
As a final comment we reiterate that the nonlinear multistep methods are not expected to 
compete with the more conventional linear multistep methods for solving most problems. An 
efficient algorithm would be a combined method that uses a linear multistep method as long as 
the solution is far away from a singularity and switches over to a nonlinear multistep method in 
the neighbourhood of a singularity. 
REFERENCES 
1. A. Cuyt and L. Wuytack, Nonlinear Methods in Numerical Analysis. North-Holland, Amsterdam (1987). 
2. S. O. Fatunla, Nonlinear multistep methods for initial value problems. Computers Math. Applic. 8, 231-239 
(1982). 
3. F. D. van Niekerk, Non-linear methods for initial value problems. Computers Math. Applic. 13, 367-371 (1987). 
4. J. D. Lambert and B. Shaw, On the numerical solution of y '=f (x ,y )  by a class of formula based on rational 
approximation. Maths Comput. 19, 456--462 (1965). 
5. J. D. Lambert and B. Shaw, A method for the numerical solution of y" =f(x,y)  based on a self-adjusting 
non-polynomial interpolant. Maths Comput. 20, 11-20 (1966). 
6. Y. L. Luke, W. Fair and J. Wimp, Predictor-corrector formulas based on rational interpolants. Computers Math. 
Applic. 1, 3-12 (1975). 
7. A. Wambecq, Nonlinear methods in solving ordinary differential equations. J. Comput. appl. Math. 1, 27-33 
(1976). 
8. J. D. Lambert, Nonlinear methods for stiff systems of odes. In Proc. Dundee Conf. on Numerical Solution of Differential 
Equations. Lecture Notes in Mathematics, Vol. 363. Springer, New York (1974). 
9. D. Lee and S. Preiser, A class of nonlinear multistep A-stable numerical methods for solving stiff differential equations. 
Computers Math. Applic. 4, 43-52 (1978). 
10. R. W. Corkill and J. M. Stewart, Numerical relativity II. Numerical methods for the characteristic initial value problem 
and the evolution of the vacuum field equations for space-times with two Killing vectors. Proc. R. Soc. Lond. A386, 
373-391 (1983). 
11. H. Werner, Algorithm 51. A numerically stable program for rational interpolation of Lagrange data. Computing 31, 
269-286 (1983). 
12. H. Arndt, Ein verallgemeinerter k ttenbruch-algorithmus zur rationalen Hermite-interpolation. Num. Math. 36, 99-107 
(1980). 
13. I. S. Gradshteyn and I. M. Ryzhik, Table oflntegrals, Series, and Products. Academic Press, New York (1980). 
n=3,  
APPENDIX 
Coefficients c, _~ for Osculatory Implicit Formulas with Uniform Steplength 
c(+_) _ (~l +-x/~2)h 
n-3  
T3 
"r I =4a._la._2(a._ty'k+l- 1)+ (4a._ty~+ l -- l)h. 
r2 = 8a. - la . -2( l  --a._ly',+l)h + (8a._ly~+1 + l)h 2, 
1:3= 2a._la~_2(1 --a._ly',+l)-- 2y',+l(2a._la._2 +h)h. (A.1) 
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VI =4,  c~±, _ (*, + v '~)h  n-4--  
"¢6 
T,---- 2a~_la~_2a._~(a._ly'k+ I -- l)+4a~_la~_2[(a._ I + a.-~)y'k+l - lib + 2y'k÷M(2a._ I + a~_3)h 2, 
% =4a.-la2.-~a.-3(a~-iY'k+l -- )h2+Sa._ja~_2a._3y'k+lh3+4y'k+l(4a._l +a._~)h 4, 
%= a.-la~-2a~-~(l -a~-~Y'k+t)+ 2a~_ta~_2a~_312 - (2a ._ l  +an-~)y'k+l]h 
+ (4a.- i +a.-3 --y'~+l[4(a._l +an_3)+a~_3])h 2. (A.2) 
