INTRODUCTION
Climate is a very important natural process that affects human life and the environment. The prediction about weather and climate pattern, especially rainfall is required not only by the agricultural sector but also for hydropower project [1] . In nature, the rainfall pattern depends on a day that may be wet or dry and if it is a wet day, then its pattern may be extreme. The extreme rainfall when happens may cause serious damage with great socioeconomic losses by heavy floods or by prolong droughts [2] . This situation drives us to have a sound methodology and technique to understand such phenomena correctly as far as possible. The past researches show that the models can simulate climate such that it can be used to predict the rainfall occurrence in particular, after investigation, for a given day in an area. General Circulation Model (GCM) is one of the recent climate models to observe the impact and to predict the climate change. However, GCM outputs are not suitable for direct use to assess the climate change impact at local level because of their oversimplification in terms of coarse resolution input information, equations and others [3] . Furthermore, GCM uses information on orography, land surface or other at coarse resolution. But climate forcing and circulations that influence local climate generally occur at much finer scale than that accounted by GCM. Therefore, one of the common methods used to solve this problem is the statistical downscaling technique such that there is a statistical relationship from observations between large scale variables and a local variable at basin.
From past studies, it is found that there are several works implemented to use different downscaling techniques. For example, Wigena (2006) has elaborated statistical downscaling model to predict the rainfall in Indramayu and one of his analysis was to determine the best domain output by using projection pursuit regression [4] . Furthermore, Cavazos and Hewitson (2002) studied the performance of GCM and NCEP/NCAR output to find the potential combination of response variables by using artificial neural network (ANN) [5] . Similarly, the most commonly used statistical downscaling techniques are regression methods [6] . In the context of Nepal, a few climate change impact studies have been conducted in Nepalese region [7, 8] . For instance, Mishra et al. (2011) used quantile-based bias correction method for climate projection downscaling and impact assessment on precipitation over upper Bagmati River basin in Nepal [3] . Babel et al. (2013) used SDSM version 4.2 as a statistical downscaling technique to study about climate change and water resources in the upper Bagmati River basin, Nepal [9] . Likewise, Parajuli et al. (2014) have studied about impact of climate change on River flow and hydropower production in Kulekahni hydropower project of Nepal by using SDSM [10] . Till the present research works, there are no research reports/journals articles as such available to investigate probabilistic forecasting that a day is a wet day or dry day which used a suitable statistical downscaling model in Nepal. Thus, in order to fill this knowledge gap at the target area, the present study is conducted for further investigation of the rainfall pattern under influence of all possible climatic predictor variables simulated by GCMs.
In this study, the objective is set to develop a predictive model by use of logistic regression method on the basis of reanalysis data available from NCEP/NCAR project. This predictive model is used to investigate whether a given day is a wet / dry with associated probability. It is also expected that, with available daily GCM outputs with future emission scenarios, this model will be applicable for future projection of rainfall occurrence or wet day under the impact of climate change in the Bagmati River basin. While reviewing the papers pertaining to the rainfall pattern with use of logistic model as statistical downscaling technique, it is found that Nadja (2005) used GLM with logit link (logistic model) to simulate daily rainfall at Heathrow, Birmingham and Manchester airports, United Kingdom. The results were that all of the models projected a decrease in mean daily rainfall in summer and an increase in winter at Heathrow [11] . In addition, Prasad et al. (2010) used a logistic regression approach for monthly rainfall forecasts in meteorological subdivision of India based on DEMTER retrospective forecasts. The model showed good performance in capturing extreme rainfall years and appeared to perform better than the direct model forecasts of total precipitation in such years [12] . A study used quantile regression as statistical downscaling technique to estimate extreme monthly rainfall at station Bangkir Indonesia. The results showed that at 95 th percentile, the pattern of forecasted rainfall in January to December 2008 was similar to actual rainfall with correlation 0.98 and the forecasted rainfall (843 mm) in February 2008 was considered as the extreme rainfall month which confirms well to the highest actual rainfall (727 mm) with probability 0.99 [13] .
MATERIALS AND METHODOLOGY
This section deals with materials and methods adopted for the study.
Study Area
The Bagmati River basin, located within the middle mountain of Nepal extends from 26 0 45'-27 0 49' N and 85 0 02'-85 0 27' E and has a catchment area of 3750 square kilometer (km) in Nepal. The Bagmati River originates from the Shivapuri hills of the Mahabharata range in the Kathmandu Valley and drains out of Nepal across the India state-Bihar. It reaches the River Ganges after passing through the inner Mahabharata range and the plain of Terai. Babel et al. (2013) has mentioned that the elevation of the Bagmati River basin ranges from about less than 80 m in Terai, its southern part to 2900 meter (m) in the Mahabharata range, its northern part. Its length is about 51 km in Nepal. Its main tributaries are Manohara, Bishnumati, Kulekhani, Kokhajor, Marin, Chandi, Jhanjh and Manusmara. The Kathmandu valley comprises of 15% of the basin area in Nepal. Main source of water in the Bagmati River basin is rain and natural springs [9] .
Climate of the Study Area
There are four well-defined seasons in Nepal classified as winter (December to February), pre-monsoon (March to May), monsoon or summer (June to September) and postmonsoon (October to November). The climatic condition of the Bagmati River basin is quite changing due to the intrinsic topography. Temperature generally decreases with elevation and becomes low in winter and high in summer. More specifically, the climate changes from cold temperate in higher mountains via warm temperate at mid-elevation levels to subtropical in the southern low land. It seems the whole Bagmati River basin is divided according to its climatic zone. Cool temperate humid zone lies between 2000 and 3000 m which cover only about 5% of the basin with mean annual temperature varying between 10 0 C to 15 0 C. The warm temperate humid zone lies between 1000 and 2000 m which cover about 60% part of the basin with mean annual temperature varying between 15 0 C to 20 0 C. Lastly, the subtropical humid zone lies below 1000 m which covers southern part of the basin with the Siwaliks and Terai and mean annual temperature ranging between 20 0 C to 30 0 C. The mean relative humidity of the basin varies between 70% and 86% and annual rainfall is about 1800 mm with 80% of the total rain occurring in the monsoon season [9] . Rainfall occurrence in the basin is mainly due to the south east monsoon, generally starting from June and ending at September. In this course, the humid monsoon air stream blows from the Bay of Bengal and rises till it meets the Himalaya. Then ultimately, rainfall occurs heavily on some section of the southern Himalayan slopes. It also occurs heavily along the Chure range. As mentioned in a report of Department of Hydrology and Meteorology in Nepal, the area close to the Indian boarder receives about 1500 mm rain in a year. It rises up to 2000 mm at the foot hills of the Chure but it diminishes at the northern part of the Chure. It is also experienced that rainfall reduces due to the rain shadow effect. Furthermore, the rainfall pattern also changes by the orographic effect in this region [3] . For the study, whole of the Bagmati River basin is considered.
Data
There are three kinds of stations, namely Precipitation, Climatology and Agro-meteorology with elevation ranging from 131 m at Karmaiya, Sarlahi district to 2163 m at Nagarkot, Kathmandu district established at different districts to cover the Bagmati River basin. There are about 30 such stations started earliest from September 1966 at Thankot, Kathmandu to latest started in April 2002 at Nangkhel, Bhaktapur. However, the present study considered only 25 stations due to incomplete time-series data of daily rainfall. The daily rainfall data of them are obtained from the Department of Hydrology and Meteorology, Kathmandu, Nepal for the time-period of January 1981 -December 2008. In order to build a meaningful transfer function in statistical downscaling technique with use of logistic regression method, the rainfall data is aggregated to match better with the large-scale observations obtained from NCEP/NCAR Reanalysis data and GCMs outputs [14] . figure (Fig. 1) shows the trend of the mean area weighted rainfall (in mm) during 1981-2008 period. Fig. (1) shows gradual increase in mean weighted daily area rainfall during the period 1981-2008 AD. This may be due to several atmospheric variables, for example sea level pressure, temperature, relative humidity, etc. Here, the study aims to develop and use the logistic regression model to forecast the rainfall pattern by use of a binary variable that represents the rainfall occurrence in a particular day. It is assumed that this variable is influenced by several atmospheric predictor variables. These variables are obtained from various general circulation models but their source is limited to the NCEP/NCAR reanalysis data.
Predictors
In climate change impact studies, the usual practice is to use potential predictor variables with their realizations simulated by various climate models like General Circulation Models (GCMs) that project global climatic variables under different emission scenarios with coarse resolutions [15] . Thus, their direct use is not suitable for assessment of impact of climate change at local level. The large-scale data of predictor variables are also available as National Centers for Environmental Prediction (NCEP) reanalysis products [16] . NCEP reanalysis data are available as daily or monthly mean for period 1948 to 2013, with spatial resolution of 2.5 0 × 2.5 0 . Appropriate selection of the climatic variables is guided by the most important skills in a downscaling process [5] [6] . Moreover, the choice of predictors could vary from place to place with respect to nature of GCMs outputs and a predictand chosen. However, the following three criteria are considered in the selection process [17] . They are: (1) Predictors are variables of relevance and can be realistically modeled by GCM or Reanalysis data; (2) the transfer function is valid also under altered climatic conditions. But this assumption in principle cannot be proven in advance. The observational record should cover a wide range of variations in the past, ideally with content of all expected future realizations of the predictors; (3) the predictors have the physical relationship with a predictand chosen. Under these criteria, some predictor variables are selected and they are Sea Level Pressure (SLP) at 850 hPa, Geopotential Height (GPH) at 850 hPa, Air Surface Temperature (AST) in Kelvin, Ucomponent of wind (U-W) at 850 hPa, V-component of wind (V-W) at 850 hPa, and Precipitable Water (PW) at 850 hPa. As the present study focuses on only to build a predictive model, only NCEP/NCAR reanalysis data are taken into consideration for the study. Before building a logistic regression model, descriptive analysis of spatial-temporal distribution pattern of all the seven potential predictor variables were analyzed one by one with help of graphs which plotted their 9 gridded mean values against year.
In Fig. (2) , first upper three line graphs present that there is no significant difference on average GPH across three longitudinal positions 82.5 0 E, 85.0 0 E and 87.5 0 E at the same latitudinal position 25 0 N. Similarly, we see that there is no significant difference in average GPH across three longitudinal positions 82.5 0 E, 85.0 0 E and 87.5 0 E at the same Thus, it shows that on average there is both spatial and temporal variation in the GPH. Although there is a positive correlation between GPH and rainfall at basin level found in the past studies, it may or may not be possible to infer that the rainfall increases from south to north within northern hemisphere because GPH is a large-scale output with coarse in nature at the basin scale. However, such relation may appear in the result of a model formulation. Similarly, in In Figs. (4, 5) , both Sea Level Pressure and Precipitable Water show similar behavior as shown by GPH in Fig. (2) . But, their oscillation seems less in amplitude too. In addition, there is a very slow upward trend across all nine lines during 1981-2008 periods with distinct oscillations. In Fig. (6) , U-W shows less spatial variation for the first few years but the variation seems gradually increasing onwards. In Fig. (7) , V-W shows smaller variation for the last few years. It is clear that two U-W and V-W have different erratic behavior in their spatial distribution. However, in Fig. (8) , AST shows smooth variation without any erratic oscillation. Therefore, all the seven predictor variables may have some different effects on the rainfall pattern in the study region. Fig. (4) . Spatial and temporal distribution of SLP at 850 hPa. Fig. (7) . Spatial and temporal distribution of V-Wind at 850 hPa. 
Correlation Between Daily Area Weighted Rainfall and Each of 9 Gridded Predictors
Pearson correlation analysis was performed to examine whether there is a significant correlation between daily area weighted rainfall and a predictor in 9 grid observations. The results ( Table 2 ) reveal correlations between daily area weighted rainfall (in mm) and each of seven predictor variables for the analysis data (sample size=7305). Correlation coefficient seems changing from one grid to other for every predictor. The strength and direction of the correlation are not fixed across 9 grids. Observed correlations do vary for different predictors across 9 grids and are statistically significant too. However, the correlations are relatively higher for Precipitable Water, Relative Humidity, Geopotential Height and Sea Level Pressure in all of the 9 grids but relatively lower for the remaining predictors and weakest for U-wind in all grids. Spatially, there are small variations in correlation between grids for most of the predictors except for Air Surface Temperature and V-Wind. Table 3 .
Methods
Statistical downscaling model is based on logistic regression model which shows a functional relationship between a binary response and a pool of predictors which accounts seven atmospheric variables as defined above. [18] . The logistic regression model is applied by employing following two important criteria: a) for a given pool of predictors, the objective is to estimate the probability of rainfall occurrence, and b) to assess the magnitude of the effects of atmospheric variable on the rainfall occurrence by odds ratio (OR). Here, a response variable, Y i is defined as a day with rainfall occurrence if the area weighted rainfall is more than 1 mm per day in the study area. Consequently, Y i assumes two possible values 1 and 0 with probability of rainfall occurrence (p i ) (for wet day), and 1-p i , probability of no rainfall (for dry day), respectively. Then, odds of success is expressed as which is the ratio of the probability of success (rainfall occurrence) to the probability of failure (rainfall non-occurrence). The logistic regression model [19] is expressed:
(1)
where β 0 and β i (coefficient attached with the i th regressor) are the unknown model parameters to be estimated from observed data and x i is i th regressor of the model.
Odds ratio:
Odds ratio (OR) plays an important role in logistic regression. For multiple predictors, OR associated with the regressor x j can be interpreted as the increase (or decrease) in probability of success associated with unit increase in the predictor assuming values of the remaining predictors are constant. The computational formula of OR associated with x i is:
OR>1, if increase in the value the predictor variables increases the chance or risk of occurrence of success (rainfall). Conversely, if OR<1, if increase in the value the predictor variables decreases the chance or risk of occurrence of the success. Finally, if OR=0 then values of the predictor variable have equal influence on success or failure i.e. a day is with or without rainfall.
Model Fit and Diagnostics
For model fit, initially stepwise method (forward and backward likelihood ratio tests) is used for the selection of statistically significant predictors and goodness of fit was assessed by Hosmer-Lemeshow test and fitted model is accepted if p value is not less than 0.1 and also by omnibus and Negalkerke R 2 . The fitted model was checked for multicollinearity and some variables were dropped in the presence of high correlation between predictors which produced high variance inflation factors (VIF). Deviance residual analysis is used in detecting the outlier(s) (observations not well explained by the model) against linear predictor and the residuals falling within ±3 were not regarded as outliers. In order to assess the capability of accurate classification of a model, Receiver Operating Characteristic (ROC) is used. Its common measure is area under curve (AUC) with values ranging between 0 and 1. The bigger value suggests a better overall performance of the model. The ROC curve is obtained by plotting sensitivity of all values against its specificity.
RESULTS
In the formulation of logistic regression model, the forward and backward model selection methods produced six different logistic models. But the sixth model produced by them were the same. The predictors included in the model were Geopotential Height_1, Relative Humidity_1, Relative Humidity_2, Sea Level Pressure_1, Precipitable Water_1, Air Surface Temperature_1 and V-Wind_2 with all significant coefficients (p<.001). However, a goodness-of-fit test shown by the Hosmer-Lemeshow test (χ 2 =32.681, df =8 and p<.001) and the omnibus test (Deviance =-2LL ~ χ 2 = 5085.339 with df=7 and p<.001) both have a significant pvalue with Nagelkerke R Square 0.678. It meant that the model had a good fit under the omnibus test or Deviance test criteria but it is not supported by the Hosmer-Lemeshow test. Results of these regressions are not shown for brevity. When a multicollinearity test was performed with the predictand as a continuous variable, the results showed multicollinearity problem with high VIFs associated with several predictors. Thereafter, two predictors namely GPH1 and PW1 were excluded as predictor variables (since they produced higher VIFs comparatively). When the logistic regression model was rerun, the Hosmer-Lemeshow test showed acceptable goodness of fit results with insignificant p value just greater than 0.1. The analysis result is shown in Table 4 .
The fitted model showed the following:
• Omnibus test with Deviance statistic is statistically significant with p value <0.001.
•
Hosmer-Lemeshow test is statistically insignificant with p value > 0.10.
Wald statistics for all the predictor variables are significant with p value < 0.001 which meant that RH1, RH2, SLP1, AST1, AST2 and VW2 have significant effects on whether a day is wet or dry. Furthermore, the 95 percent confidence interval for each predictor also does not include 1.
All VIFs have values less than 5 which rules out the presence of multicollinearity.
The receiver operating characteristic (ROC) curve (Fig. 9) has area under curve of 0.931. ROC curve above 0.80 area under curve indicates that the model has a good predictive ability.
Residual Analysis
Fig . (10) shows a graph of standardized deviation residuals (SDR) against predicted value of linear predictor. There are five points above 3 SDR. On examining the influence of these points as outliers show no significant influence on the standard error of the coefficients of the predictors. Therefore, these points are retained in the fitted model. The diagnosis of overdispersion is an important concept in the analysis of discrete data. Many a time data admit more variability than expected under the assumed distribution resulting in what is known as everdispersion. If overdispersion is present in a dataset, the estimated standard 
Odds x e Odds x β + = errors and test statistics of the overall goodness-of-fit will be distorted. However, the model shows deviance divided by its degrees of freedom equal to 0.652 (<1.0) (and for Pearson Chi-square, it is 1.062). Hence, there is absence of overdispersion in the model. This statistic supports that the model has a good property of fit to the data. When checking linear relationship between log-odds and linear predictor with the logistic model, it is found that the coefficient (-0.024) with standard error (0.012) of the square of linear predictor is insignificant at 1 percent level. This shows that there is no violation of assumption that there is a linear relation between log-odds and linear predictor in the model.
Validation of the Model
The fitted model is validated considering the estimates obtained from the analysis data (1981-2000) and forecasting Deviance: 5060.987, df = 6 and p =.000 (<.001)
Note: a VIF is a result of multiple regression of daily weighted area rainfall in mm with the above listed predictor in Table 3 . Fig. (9) . ROC curve.
the dependent variable for the observed data of predictor variables for validation period (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) . The classification table (Table 5 ) reveals that the percentage correct prediction for analysis period is 86.4 (> 0.70) percent whereas for validation period, it is 86.1 percent and demonstrates that the fitted model has high percentage predictive power. Therefore, all the diagnostic tests and validation test confirm that the developed logistic model is indeed a good model with high predictive ability for prediction of a wet or dry day in the study area, the Bagmati River basin in Nepal.
DISCUSSION AND CONCLUSION
The results on OR (Table 4) shows that the first and second principal components associated with relative humidity (RH1 and RH2) are key predictors of the fitted model with ORs equal to 4.184 and 3.614, respectively. The first principal component has higher loadings to the first 6 grids whereas the second component has higher loadings to the last 3 grids. Other predictors in the fitted model with descending values of OR are the V-WIND _2 (OR 1.431), Air Surface Temperature_2 (OR 1.385), Air surface temperature_1 (OR 0.76) and Sea Level Pressure_1 (OR 0.439). Sea Level Pressure_1 has the smallest OR and less than 1, indicating less detective power for a wet day but has more power for detecting a dry day.
If we examine the effect of air surface temperature on rainfall, we find that increase in temperature increases the chance of rainfall as shown by the first principal component associated with temperature. Conversely, the second principal component shows that increase in temperature decreases the chance of rainfall with OR less than 1. This is due to the fact that the two components have higher loadings to different sets of grids or spatial locations. Air Surface Temperature_2 mostly belongs to latitude of 25 0 N along with 82.5 0 -87.5 0 E longitude whereas Air Surface Temperature_1 belongs to latitude of 27.5 0 -30 0 N along with 82.5 0 -87.5 0 E longitude ( Table 3) . The former predictor (AST2) shows higher loadings to lower part (southern) of Nepal, or Terai region, and the latter predictor (AST1) shows higher loadings to upper/middle part (northern) part of Nepal, or Hill or Himalayan region. According to the report of Department of Hydrology and Meteorology in Nepal, the area close to the Indian boarder receives about 1500 mm rain in a year. This fact verifies that the rainfall happens more in Terai than in Himalayas. Khalil et al (1993) summer precipitation and temperature were negatively correlated with indication of warm summers tended to be dryer in the central and southern Great Plains and a significant positive correlation between them over the area south of the Great Lakes covering the eastern portion of the Corn Belt in winter [20] . This supports the fact that the relation between the precipitation and temperature may change with season or place. A study by Trenberth et al. (2005) found negative correlation between precipitation and surface temperature over land during summer and positive correlation at high latitudes in winter. He also added that ocean conditions drive the atmosphere with higher surface air temperature positively associated with precipitation [21] .
Examination of the effect of sea level pressure on rainfall revealed that the first principal component associated with sea level pressure (SLP1) shows negative relation with rainfall with OR less than 1 (0.439). The work of Gerapetritis H, (1999) reported that there was positive correlation between relative humidity and precipitation and negative correlation with sea level pressure on using the FRH/FRHT data [22] . Roy et al. (2012) reported in his logistic regression model that there was positive effect of afternoon relative humidity, negative effect of maximum temperature and positive effect of minimum temperature with the precipitation event [23] . Filho et al. (2014) found that the rainfall pattern was highly positively associated with relative humidity, maximum temperature and V-Wind component in the logistic regression model used in the northern Brazil [24] . Kutiel et al. (2001) shows that relationship between rainfall in Turkey and the regional sea level pressure is large in winter and non-existing in summer. Pressure patterns associated with dry conditions, showed usually positive departure, whereas, pressure associated with wet conditions showed negative SLP departures. Examination of the effect of V-Wind on rainfall showed positive relation with rainfall with OR 1.431 [25] . Also, Prasad et al. (2010) demonstrated that the rainfall had positive correlation with V-Wind when the logistic regression model was used to relate them on the basis of realizations obtained for whole India [12] . Babel et al., (2013) developed a statistical downscaling model and found that there was positive association between precipitation and mean sea level pressure and relative humidity at 850 hPa on the basis of monthly NCEP data of during the period 1961-2001 [9] . The analysis of these results depict that there are similar scenario of rainfall pattern with aforementioned and selected predictors. But the outputs may differ in sign and magnitude for some predictor like air surface temperature depending the space or time or seasonality.
Logistic regression model taken as a predictive statistical downscaling model on basis of NCEP/NCAR outputs can be used to forecast a day as wet day or dry day with definite probability projection. The relative humidity with two components is a key variable in identifying a day as wet day or dry day during year. Air surface temperature with its different components state the rainfall pattern differently by projecting a day as wet day or dry day in the lower part (Terai region) and upper part (mountain or hill region). The logistic model does not consider the seasonality effect, which may change the rainfall pattern under the influence of such selected predictor variables. The outcome of this study suggests in developing a model with extreme rainfall and a number of wet days with consideration of seasonality. 
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