Experimental investigation of the water entry of rigid and deformable bodies using time-resolved particle image velocimetry by Nila, Alexandru
Experimental investigation of
the water entry of rigid and
deformable bodies using
time-resolved Particle Image
Velocimetry
Graduation thesis submitted in fulfillment of the requirements for the
academic degree of Doctor in Engineering
Alexandru Nila
Promotors: Prof. dr. S. Vanlanduit
Prof. dr. ir. W. Van Paepegem, co-promotor
Jury: Prof. dr. ir. Johan Schoukens, chairman
Prof. dr. ir. Hendrik Van Landeghem, co-chairman
Prof. dr. ir. Rik Pintelon, vice-chairman
Prof. dr. ir. Francesco Contino, secretary
Prof. dr. ir. Jan Vierendeels,
Prof. dr. ir. Jeroen van Beeck,
Prof. dr. ir. Raf Theunissen.
October 2014

Experimental investigation of
the water entry of rigid and
deformable bodies using
time-resolved Particle Image
Velocimetry
Proefschrift voorgelegd voor het behalen van de academische graad
van Doctor in de Ingenieurswetenschappen
Alexandru Nila
Promotors: Prof. dr. S. Vanlanduit
Prof. dr. ir. W. Van Paepegem, co-promotor
Jury: Prof. dr. ir. Johan Schoukens, chairman
Prof. dr. ir. Hendrik Van Landeghem, co-chairman
Prof. dr. ir. Rik Pintelon, vice-chairman
Prof. dr. ir. Francesco Contino, secretary
Prof. dr. ir. Jan Vierendeels,
Prof. dr. ir. Jeroen van Beeck,
Prof. dr. ir. Raf Theunissen.
October 2014
Experimental investigation of the water entry of rigid and deformable bodies using
time-resolved Particle Image Velocimetry PhD thesis by Alexandru Nila
Vakgroep Toegepaste Mechanica - Faculteit Ingenieurswetenschappen
Vrije Universiteit Brussel
Pleinlaan 2, B-1050 Brussel
Vakgroep Toegepaste Materiaalwetenschappen - Faculteit Ingenieurswetenschappen en
Architectuur
Universiteit Gent
Sint-Pietersnieuwstraat 25, B-9000 Gent
Contact: +32 (0)2 629 28 07 – alexnila@vub.ac.be – secr-dtw@ir.vub.ac.be
Proefschrift voorgelegd voor het behalen van de academische graad van Doctor in de
Ingenieurswetenschappen
Thesis submitted in fulfillment of the requirements for the academic degree of Doctor in
Engineering
Promotor:
Prof. dr. S. Vanlanduit
Co-Promotor:
Prof. dr. ir. W. Van Paepegem
Jury:
Prof. dr. ir. Johan Schoukens, chairman
Prof. dr. ir. Rik Pintelon, vice-chairman
Prof. dr. ir. Hendrik Van Landeghem, vice-chairman
Prof. dr. ir. Francesco Contino, secretary
Prof. dr. ir. Jan Vierendeels,
Prof. dr. ir. Jeroen van Beeck,
Prof. dr. ir. Raf Theunissen.
© 2014 Alexandru Nila
2014 Uitgeverij VUBPRESS Brussels University Press
VUBPRESS is an imprint of ASP nv (Academic and Scientific Publishers nv)
Ravensteingalerij 28
B-1000 Brussels
Tel. +32 (0)2 289 26 50
Fax +32 (0)2 289 26 59
E-mail: info@vubpress.be
www.vubpress.be
All rights reserved. No parts of this book may be reproduced or transmitted in any form or by
any means, electronic, mechanical, photocopying, recording, or otherwise, without the prior
written permission of the author.
Everything flows, nothing stands still.
Heraclitus (535 B.C. - 475 B.C.)
Action and reaction, ebb and flow, trial and error, change - this is the rhythm of
living. Out of our over-confidence, fear; out of our fear, clearer vision, fresh
hope. And out of hope, progress.”
Bruce Barton (1886 - 1967)
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Summary
This PhD thesis describes the use of optical measurement techniques, namely
Particle Image Velocimetry (PIV), in the study of the water impact of rigid and
deformable structures. Water impact, or slamming, is a fluid-structure interaction
(FSI) problem, characterized by high induced loads with a very short duration
(typically milliseconds).
Following an experimental investigation of the slamming of a marine struc-
ture performed within the framework of a previous PhD thesis, several observa-
tions were made regarding the effect that hydroelasticity (deformability of the
impacting body) has on the magnitude of occurring slamming loads. Based on
those findings, a project funded by the FWO (Funds for Scientific Research in
Flanders) was started as a collaboration between the Free University of Brussels
and Gent University. The project was aimed at offering a rigorous analysis of
the slamming phenomenon using both experimental investigations and numeri-
cal simulations. Three different PhD research topics were identified in order to
achieve the aforementioned goal. A first thesis was aimed at developing an ac-
curate numerical model for deformable body slamming analysis. Another PhD
research dealt with the thorough experimental investigation of slamming using
classical (sensor-based) measurement techniques. Finally, the goal of this disser-
tation is the coherent application of an alternative way to conduct experimental
investigations of the slamming phenomenon, using the PIV measurement tech-
nique. In order to achieve this objective, several steps were taken within this
research work, which can be identified as follows:
− The development of a custom image processing technique to calculate the
fluid velocity fields during water entry, in an automated manner.
− Using the measured velocity fields to estimate fluid pressure, and conse-
quently the slamming load acting on the impacting body.
− Conducting an extensive validation campaign to asses the accuracy of the
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PIV-based estimations of slamming forces.
In Chapter 1, the main features of the slamming phenomenon are identified,
based on a comprehensive literature review. It is shown that slamming has long
been an interesting research topic, with the first studies dating back as far as 1929.
The previous research has been carried out either by using numerical simulations
or through experimental investigations, in an effort to determine the occurring
structural loads as well as the flow physics. Numerical simulations of the slam-
ming problem have long been a useful tool in the estimation of impact loads.
However, current numerical models of hydroelastic slamming are subject to un-
certainties caused by the coupling of fluid dynamics and structural response anal-
ysis in the simulations. These uncertainties are one of the reasons why there is a
stringent need for experimental validation of the numerical results. Such experi-
mental studies are traditionally conducted using pressure sensors, strain gauges or
force transducers mounted on the impacting bodies. Nevertheless, measurements
performed using such sensors, are prone to large errors caused by numerous fac-
tors including mounting precision and temperature shocks.
As previously stated, this thesis proposes an alternative to the existing tech-
niques. Compared to classical sensor measurements, the PIV technique presents
several advantages due to its non-intrusive nature. One of these advantages is
the possibility to determine both the fluid flow physics, as well as the structural
response during water entry.
In Chapter 2, an overview of the PIV measurement technique is given. Fur-
thermore, the practical aspects of the application of PIV to the study of rigid body
slamming are identified (using drop tests of a wedge and of a cylinder). These
aspects include the requirements for particle seeding properties, camera and laser
operating frequencies and post-processing procedures. Moreover, in this second
chapter, original contributions to PIV processing procedures are introduced. The
proposed techniques are tailored for the specific application to measurements of
fluid flow in the presence of moving bodies. The results obtained from the test
case measurements underline the specifics in achievable accuracy of PIV during
slamming, but also the limitations of the technique with respect to its spatial and
temporal resolutions.
After establishing the main aspects of the PIV measurement of fluid flow (i.e.
fluid velocity), additional information about the physics of slamming, which can
be recovered from the high-speed recordings, is discussed in Chapter 3. In this
chapter, the techniques used for recovery of the water-air interface (free surface)
profile as well as for the wetted body contour are discussed. It is shown that, using
these methods to measure the water entry of deformable bodies, time-resolved
vinformation of body displacement and free surface evolution is available. This
constitutes an important advantage of the technique when compared to classical
sensor measurements which can only produce information regarding load or strain
or localized pressure.
Furthermore, techniques of estimating fluid pressure from PIV measured ve-
locity fields can be implemented in order to estimate slamming loads, as it is pre-
sented in Chapter 4. A Poisson approach to recover pressure from the measured
velocity is implemented in the present work (with attention to the application of
appropriate boundary conditions and discretization schemes). The estimation al-
gorithm is improved by means of temporal filtering of the raw data and through
streamline-based interpolation of the velocity field in order to increase both tem-
poral and spatial resolutions, respectively. It should be noted that the streamline-
based interpolation technique is an original contribution that can be useful for a
large array of applications that involve PIV-measured fluid velocity (the details of
this technique are discussed in appendix A).
Chapter 5 presents the results of an extensive measurement campaign per-
formed at the University of Gent. This campaign is used to validate the PIV pro-
cessing procedures described in Chapters 2 through 4. The measurements were
performed on seven cylinders of different diameter, thickness and material prop-
erties. Moreover, four different entry speeds were used, conferring a large sample
of both body displacement values as well as fluid flow characteristics.
The experimental set-up used for the tests described in Chapter 5 was instru-
mented with load sensors and strain gauges. The focus of the validation campaign
was to asses the accuracy of PIV-based estimations of the occurring slamming
force on deformable cylinders. This was done by comparing PIV results with
the force measured by force transducers and with the force estimated from strain
gauge measurements. It should be noted that the latter results were obtained using
strain-to-force conversion factors calculated from numerical simulations of the
cylinder dynamic loading. These simulations were carried out within the frame-
work of the PhD thesis of Diederik Van Nuffel (Department of Materials Science
and Engineering, Gent University).
The load calculated from PIV measurements is estimated using the two com-
monly encountered methods in PIV-based pressure reconstruction: the Poisson
approach and the direct integration of the Navier-Stokes equation. It is shown that
estimation of load using the latter method offers more flexibility in the application
of boundary conditions. However, the choice of integration path can lead to accu-
mulation of measurement errors which can affect the accuracy to a higher extend
than for the Poisson method. It is shown that the load estimated from PIV matches
quite well with the strain-based estimations of force. At the same time, the load
cell measurements exhibit higher uncertainty due to the influence of structural
vibrations of the experimental set-up.
The general conclusions of this work, as presented in Chapter 6, underline the
advantages and drawbacks of using the PIV measurement technique in the study
of deformable body slamming:
• PIV produces full-field measurements of fluid velocity during water entry,
which is not possible with any other experimental technique. Even though
the temporal and spatial resolutions of modern PIV measurements are still
approximately one order of magnitude lower than current simulation reso-
lutions, PIV results can offer a means of validating numerical models.
• The PIV measurements require careful calibration of the optical set-up as
well as further analysis of the raw data with post-processing algorithms
to recover fluid velocity and pressure fields. These aspects determine an
increase in the total time needed to recover the magnitude of slamming
loads. On the other hand, the use of intrusive measurement techniques in
slamming tests is also a cumbersome procedure (especially for deformable
body slamming). Pressure sensors, for instance, can not be mounted on
slamming deformable cylinders because of its change in shape during water
entry. This is a limitation not encountered when using PIV.
• The results obtained from PIV measurements provide a wide range of infor-
mation: fluid velocity, free surface elevation profiles, body displacements,
pressure and force estimations. This variety of information is currently not
available when using any other method of experimental investigation. How-
ever, it should be noted that the algorithms of evaluating fluid pressure from
the measured velocity can still be further improved. One of the biggest con-
cerns when estimating the pressure field during slamming is the application
of boundary conditions in the integration of the Navier-Stokes equations.
• The estimation of load using PIV results is prone to errors caused by limi-
tations in temporal and spatial resolutions of the PIV measurement. These
limitations can affect the accuracy of the pressure estimations at the wall of
the impacting body, and consequently, the resulting slamming load. On the
other hand, this approach eliminates measurement errors caused by struc-
tural vibrations of test set-ups, which are one of the biggest concerns for
traditional slamming investigations using load cell measurements.
Samenvatting
Deze thesis beschrijft een optische meettechniek die ontwikkeld werd voor het
bestuderen van de waterintrede van starre en vervormbare lichamen. Deze wa-
terintrede, die in het Engels ‘slamming’ genoemd wordt, is een fluı¨dum-structuur
interactie fenomeen dat wordt gekarakteriseerd door zeer hoge belastingen gedu-
rende een zeer korte tijd (typische enkele milliseconden). De voorgestelde meet-
techniek is gebaseerd op het traceren van partikels in een fluı¨dum die opgemeten
worden met behulp van een hogesnelheidscamera.
In een voorgaand doctoraat aan de Universiteit Gent werden verschillende
observaties waargenomen met betrekking tot de invloed van de vervormbaarheid
van maritieme structuren op de grootte van de optredende impact krachten tijdens
slamming experimenten. Naar aanleiding hiervan werd een project opgestart tus-
sen de Universiteit Gent en de Vrije Universiteit Brussel met financie¨le steun van
het Fonds voor Wetenschappelijk Onderzoek (FWO) Vlaanderen. Het doel van
het project bestond erin een rigoureuze experimentele en numerieke analyse uit te
voeren van het ‘slamming’ fenomeen voor starre en vervormbare lichamen. Drie
verschillende doctoraatsonderzoeken werden geı¨nitieerd om dit doel te bereiken.
Een doctoraat focust op de ontwikkeling van een accuraat numeriek simulatiemo-
del voor de voorspelling van de impactbelasting. Een tweede onderzoeker had
als doel om hydrodynamische impactexperimenten uit te voeren om de invloed
van de vervormbaarheid op de impactbelasting te onderzoek. Hierbij werd ge-
bruik gemaakt van kracht-, druk-, rek- en verplaatsingssensoren. Het werk dat
in deze doctoraatsthesis gepresenteerd wordt heeft als doel om het gebruik van
stromingsvisualisatie-experimenten te onderzoeken als werktuig bij het bepalen
van de hydrodynamische drukken en krachten op lichamen bij waterimpact. In
het bijzonder werd gebruik gemaakt van een partikel gebaseerde stromingsvisua-
lisatietechniek (deze techniek wordt in het Engels aangeduid met Particle Image
Velocimetry of kortweg PIV). Het onderzoek kan ingedeeld worden in drie stap-
pen :
vii
viii
− Het uitwerken van een aangepaste beeldverwerkingstechniek om de snel-
heidsvelden in het fluı¨dum op een automatische wijze te berekenen.
− Het ontwikkelen van een methode om uit in de vorige stap bekomen snel-
heidsvelden de drukken aan het oppervlak van het lichaam te bepalen.
− Een uitgebreide validatiecampagne of de accuraatheid van de berekende
snelheidsvelden, drukken en krachten in functie van de vervormbaarheid
van het lichaam te bepalen.
In Hoofdstuk 1 worden de belangrijkste kenmerken van het slamming feno-
meen besproken en wordt een overzicht van de literatuur gegeven. De literatuur
met betrekking tot hydrodynamische impact van lichamen is reeds enkele decen-
nia een veel besproken onderwerp met publicaties die teruggaan tot 1929. Het
voorgaand onderzoek handelt voornamelijk over het gebruik van numerieke simu-
laties en experimenten om de optredende structurele belasting en de stromingsvel-
den in het fluı¨dum te karakteriseren. Numerieke simulaties van het slamming fe-
nomeen zijn reeds geruime tijd een nuttige hulpmiddel bij het schatten van de im-
pactbelastingen. Echter, de huidige numerieke modellen voor de hydroe¨lastische
impact zijn onderhevig aan onzekerheden die resulteren uit de koppeling tussen
de vloeistofmechanica en de structurele respons analyse in de simulaties. Daarom
is er een sterke nood aan een experimentele validatie van de numerieke bereke-
ningen. Deze experimentele validatiestudies worden traditioneel uitgevoerd met
behulp van druksensoren, rekstrookjes en krachtsensoren die gemonteerd worden
op het oppervlak van de impacterende lichamen. Echter, metingen uitgevoerd met
dergelijke sensoren zijn onderhevig aan grote fouten die veroorzaakt worden door
talrijke factoren, waaronder de precisie van de montering en de temperatuurs-
schokken.
Zoals voorheen werd aangehaald wordt in dit doctoraat een alternatieve aan-
pak voor de studie van het waterintrede probleem voorgesteld. Hierbij worden
de drukken en krachten werkend op het impacterende lichaam berekend uit stro-
mingsmetingen die bekomen worden uit beelden van het fluı¨dum waarin partikels
zijn toegevoegd. De voordelen van deze methode, in vergelijking met metingen
met klassieke opnemers, spruiten voort uit de niet-intrusieve natuur. Verder kan
door het gebruik van deze beeld-gebaseerde techniek zowel het vloeistofmecha-
nische proces alsook de structurele vervorming gemeten worden.
In Hoofdstuk 2 wordt een inleiding tot de PIV techniek gegeven. Tevens wor-
den de praktische aspecten bij het gebruik van PIV voor waterintrede van een star
lichaam besproken (met bijzondere aandacht voor het geval van een prisma en een
cilinder). De toepasbaarheid van de PIV techniek voor waterintrede-experimenten
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in relatie tot de vereisten van de opstelling wordt verduidelijkt. Dit omhelst in
het bijzonder de vereisten naar deeltjesconcentratie, de camera en laser frequen-
ties en de vereiste verwerkingsprocedure van de ruwe gemeten beelden. Verder
worden in het tweede hoofdstuk enkele nieuwe bijdragen besproken rond de ver-
betering van de PIV beeldverwerking specifiek voor de stromingsmetingen van
bewegende lichamen. De resultaten van de testen die werden uitgevoerd onder-
strepen de limieten van de techniek met betrekking tot de ruimtelijke resolutie, de
tijdsresolutie en de nauwkeurigheid.
Nadat de belangrijkste basisbegrippen met betrekking tot de PIV techniek
voor het meten van snelheidsvelden werden geı¨ntroduceerd, wordt in Hoofdstuk 3
additionele informatie gegeven over de fysische informatie met betrekking tot
slamming die uit de hogesnelheidsbeelden kan worden bekomen. In het bijzonder
wordt een methode voorgesteld om het vrije oppervlak en de contouren van het
impacterende lichaam te identificeren. Er wordt aangetoond dat op die manier
tijdsgeresolveerde data van de verplaatsing van het lichaam en de vervorming van
het wateroppervlak kan bekomen worden. Dit brengt een belangrijk voordeel met
zich mee in vergelijking tot klassieke sensoren, waar deze informatie niet voor-
handen is.
Bovendien kan, zoals aangetoond wordt in Hoofdstuk 4, het snelheidsveld
bepaald uit PIV data gebruikt worden om de optredende krachten en drukken aan
het oppervlak van het lichaam te berekenen. Een aanpak gebaseerd op de Poission
vergelijkingen werd geı¨mplementeerd in dit werk (de keuze van de gepaste rand-
voorwaarden is hierbij van zeer groot belang). Het ontwikkelde algoritme werd
verbeterd met behulp van een stroomlijn-gebaseerde filter en een polynoombena-
dering van de tijdsdomein data. Door het gebruik van deze benaderingsmethodes
kan de ruimtelijke en tijdsdomein resolutie artificieel vergroot worden ten op-
zichte van de ruwe meetdata. Deze ontwikkelde technieken zijn toepasbaar voor
slamming experimenten, maar kunnen in principe ook gebruikt worden in een veel
breder kader (voor de vlotte leesbaarheid van de tekst werden de details van het
algoritme in Appendix A besproken eerder dan in de tekst zelf).
Hoofdstuk 5 bevat de resultaten van een zeer uitgebreide meetcampagne die
werd uitgevoerd aan de Universiteit Gent. De procedures die werden uitgewerkt
in de Hoofdstukken 2 tot 4 werden hierbij toegepast op metingen uitgevoerd
op zeven verschillende cilinders (met verschillende diameter, dikte of materi-
aal). Verder werden experimenten uitgevoerd bij vier verschillende impactsnel-
heden. De impacterende lichamen die gebruikt werden in Hoofdstuk 5 werden
geı¨nstrumenteerd met krachtsensoren en rekstrookjes. Het doel van de meetcam-
pagne die besproken wordt in dit hoofdstuk is het afschatten van de nauwkeu-
righeid van de PIV-gebaseerde methode voor het bepalen van krachten tijdens
slamming testen op vervormbare cilinders. Hiervoor werd het resultaat van de
PIV-gebaseerde procedure vergeleken met de metingen met de krachtsensoren en
de rekstrookjes. Het is belangrijk om op te merken dat deze laatste resultaten wer-
den bekomen door het converteren van de rekmetingen naar krachten met behulp
van conversiefactoren berekend uit numerieke simulaties. Deze simulaties wer-
den uitgevoerd in het kader van het doctoraat van Diekerik Van Nuffel (Vakgroep
Mechanica van Materialen en Structuren, Universiteit Gent).
De kracht die werd berekend uit de PIV metingen werd bepaald gebruik ma-
kende van twee methodes: de Poisson aanpak en de directe integratie van de
Navier-Stokes vergelijking. Bij de analyse van de resultaten bleek dat deze laatste
methode een grotere flexibiliteit heeft naar het opleggen van de randvoorwaarden,
maar dat de keuze van het integratiepad bepalend is voor de accumulatie van meet-
fouten. Er werd aangetoond dat de kracht die geschat wordt uit de PIV-gebaseerde
methode de berekende krachten uit de rekstrookmetingen vrij goed benadert. De
krachtcelmetingen tonen een grotere onzekerheid door de invloed van de structu-
rele trillingen van de opstelling.
De algemene conclusies van dit werk, die opgesomd worden in Hoofdstuk 6,
onderstrepen de voordelen van het gebruik van de PIV meettechniek bij het bestu-
deren van slamming van starre en vervormbare lichamen:
• Volle veld metingen, die gebruikt kunnen worden voor het valideren van
numeriek simulaties, worden bekomen. Dit is niet mogelijk met andere
meettechnieken.
• Het gebruik van intrusieve meettechnieken bij slamming experimenten is
een omslachtige procedure. Druksensoren kunnen bijvoorbeeld zeer moei-
lijk gemonteerd worden op vervormbare cilinders door de veranderende
vorm van het oppervlak van het lichaam tijdens impact. Dit nadeel is niet
aanwezig bij contactloze PIV-gebaseerde technieken.
• De resultaten behaald met behulp van PIV geven een breed gamma aan in-
formatie: de snelheidsvelden in het fluı¨dum, de vorm van het vrije waterop-
pervlak, de verplaatsingen en vervormingen van het lichaam en de drukken
en krachten werkend op het lichaam. Om deze informatie te bekomen met
klassieke sensoren moeten verschillende sensoren en instrumenten gebruikt
worden.
• Het krachtsignaal berekend uit PIV metingen is niet gevoelig voor struc-
turele trillingen van de meetopstellingen. Dit is een van de belangrijkste
praktische problemen bij het gebruik van krachtsensoren bij slamming ex-
perimenten.
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Chapter 1
Introduction
In this first chapter, a description of the research context is provided. An introduc-
tion to the slamming phenomenon is given in Section 1.2 along with an overview
of the main studies previously performed in this field. Also, a general discussion
on the main issues associated with the study of the phenomenon and the tech-
niques used are given in Section 1.3. Finally, an outline of the thesis is provided
in Section 1.4.
1
2 1.1 Research Context
1.1 Research Context
This thesis is focused on the aspects concerning the fluid-structure interaction
problem of rigid and deformable bodies impacting the water surface. This phe-
nomenon, also known as slamming, is characterized by high local loads with a
very short duration, which introduce high local structural stresses. Slamming is
of fundamental importance in various applications related to ocean engineering,
and has received increasing attention due to the high number of offshore struc-
tures being deployed. The last few decades have seen an important increase in
the number of ocean engineering applications extending from classical ship engi-
neering to new areas of interest involving offshore wind turbines and wave energy
converter devices.
The first array of engineering applications that involved a thorough study
of the slamming phenomenon has been the shipbuilding industry. The hull of
a ship undergoes a relative motion with the sea surface, which causes it to rise
above water level in rough sea conditions and to re-enter the water generating high
impact loads on the structure. This is defined as the vertical or bottom slamming
load, and is characterized by a duration in the order of milliseconds. These loads
can cause a dynamic response of the ship and can lead to severe damage of the
hull. Figure 1.1 illustrates the case of a ship just before re-entry into the water.
The vertical slamming loads can occur on any number of offshore structures, and
are not restricted to ships. With the increasing number of wave energy converter
devices that have been deployed over the past decade, this phenomenon has posed
a stringent issue in the design process of converters with moving bodies.
Figure 1.1: Ship vertical slamming (from [97])
.
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The second case of slamming loads occurs when a steep wave or breaking
waves impact the offshore structure. This type of loads usually have a high order
of magnitude - up to 10 bar or more. The breaking wave or lateral slamming
occurs on all types of offshore structures, from ships to offshore wind turbines and
wave energy converters. Figure 1.2 shows an example of breaking wave slamming
against a wave energy converter device.
Figure 1.2: Breaking wave slamming (from [98])
.
Taking these aspects into consideration, it is to be noted that the importance of
slamming to marine applications is of high relevance from an engineering stand-
point. In the next section, a brief review on the previous work done to characterize
this phenomenon is introduced. It will be shown that this extensive previous re-
search has yet to describe all aspects of slamming, and important factors such
as structural properties, hydrodynamic effects or measurement instrumentation
shortcomings, still play an important role in the uncertainties that exist to date in
the scientific community, regarding slamming.
1.2 Slamming Phenomenon
1.2.1 Rigid Body Slamming
Research in the field of slamming has been pioneered by von Ka´rma´n [93],
who developed an analytic formula to predict the maximum load occurring on a
rigid body as it enters the water. His research was motivated by the necessity of
adequate stress analysis of seaplane floats and of the connecting structure of the
floats with the fuselage. The analytic model of von Ka´rma´n is based on a series
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of experimental investigations on model and full-scale floats. The study consid-
ers a rigid wedge shape that impacts the initially calm water surface. A series of
assumptions are made regarding the flow physics, namely that the flow is inviscid
and irrotational and that gravity, surface tension, as well as the hydroelastic effects
are neglected. The main conclusions of this study show that the force increases
with the square of the impacting body’s velocity and with the square root of its
mass. Also, it is shown that the impacting force increases as the wedge dead-
rise angle - defined as the angle from the horizontal plane to the body surface -
decreases, becoming infinite when the deadrise angle tends to zero.
Wagner [94] extended the method of von Ka´rma´n, to include the uprise of
the water during the entry of a body, and took into consideration the effects of the
flow at the spray root region. The model of Wagner was based on the assumption
of small local deadrise angles, meaning an approximation of the impacting body
shape with a flat disk. Although this later model did include the water uprise ef-
fects, the rest of von Ka´rma´n’s assumptions were kept unchanged. However, in
real-life applications, additional effects such as air entrapment, deformable struc-
ture impact, three-dimensional effects or gravity effects to name but a few, also
play an important role in the estimation of slamming loads.
Several decades later, Wagner’s method has been extended for different sim-
plified shapes of impacting bodies. One example is the semi-analytic solution of
the constant entry of a rigid wedge problem that was presented by Hughes [41] for
the case of a weightless, incompressible and inviscid fluid. The method was suc-
cessfully tested for a 90 ◦ rigid wedge impact. Miloh [54, 55] developed analytic
expressions for the water entry of a rigid sphere in an inviscid and incompressible
fluid.
Most of the work on slamming has deployed numerical simulations in order
to test the theories of simplified solutions. Dobrovolskaya [23] developed a simi-
larity solution of a wedge body penetrating the water surface with constant entry
velocity. Later, Cointe and Armand [6] used a method of matched asymptotic ex-
pansions to resolve the problem of hydrodynamic impact of a rigid cylinder. Their
method was focused on the jet formation region and demonstrated how the local
solution of jet flow can be matched to an outer flow. This method was found to
give good results in the case of cylinders and also wedge-shaped bodies, but still
did not account for the body being deformable or air entrapment being present.
Zhao and Flatinsen [107] developed a numerical solution of the water en-
try of an arbitrary two-dimensional rigid body. Their approach was applicable
for bodies with deadrise angles of at least 2 ◦ or 3 ◦, thus excluding bodies with
flat bottoms. Later, the same authors [108] applied a generalized Wagner method
using linearised free surface boundary conditions and exact body boundary condi-
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tions, without taking into account flow separation. However, their method did not
account for compressibility of the fluid, nor the hydroelastic effects when deal-
ing with deformable body slamming. Mei et al. [51] used conformal mapping to
analytically solve the boundary-value problem formulated in [108], at any time
instant. Using a boundary-element formulation, and under the assumption of in-
compressibility, Battistin and Iafrati [10] developed a numerical scheme to study
the water entry of rigid, axisymmetric bodies. They validated their algorithm on
test cases of a wedge and a cone with a 30 ◦ deadrise angle, and on a cylinder and
a sphere. Their approach gave acceptable results for both two-dimensional and
three-dimensional test cases, with some instabilities present in the initial transient
phase. Several studies have been focused on developing numerical solutions to
the water entry problem of arbitrary shaped rigid bodies - [66, 29]. Figure 1.3
presents the results of Mei et al. [51] for rigid body slamming. Free surface pro-
files, pressure distribution on the body as well as the force coefficient evolution
during water entry are the results most relevant from the perspective of marine
engineering applications.
All these aforementioned studies give a better insight into aspects of rigid
body slamming, with applications in ship engineering, and probably most impor-
tantly to high-speed vessel design. However, the role that hydroelasticity plays in
the study of slamming was not included in the research mentioned above, and, as
we will discuss in the following subsection, this role is a key element that needs
to be addressed when considering other applications in marine engineering.
1.2.2 Deformable Body Slamming
Recently, an increasing attention has been paid to one aspect of the slamming
phenomenon, that had been previously neglected: hydroelasticity. The loads oc-
curring on a deformable body that impacts the water surface have been found to
differ significantly from those estimated under rigid body assumptions. In [74], an
experimental validation of numerical simulations was performed using steel thin
cylinders, whilst in [5], aluminium deformable cylinders were used for numeri-
cal and experimental slamming investigations. Both of these papers revealed the
considerable effect that structure stiffness has on occurring loads during impact.
One of the first to discuss the effects that hydroelasticity has on an impacting
body and the importance of coupling between fluid flow models and structural
response analysis, was Faltinsen - [25]. In his review [26], Faltinsen addresses
the difficulty in estimating the maximum structural stresses when the maximum
occurring pressure is large, due to the increased influence of hydroelastic effects.
Similar findings were reported in the review of Kapsenberg [44] who estimates
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Figure 1.3: Top: Rigid wedge slamming results (from [51]): geometry of the
body and free surface, as well as pressure distribution on the wedge
wall (comparison between analytical (- -) and numerical (∆) results);
Bottom: Results of the force coefficient on a rigid circular section
during water entry with constant velocity (from [51]): analytical re-
sults of Mei [51] through direct pressure integration (-) and using
the added-mass formula (-·); experimental results of Campbell and
Weynberg [14] (–) and of Armand and Cointe[6] (-·-) (-··-); theoreti-
cal estimation of Von Ka´rma´n and of Wagner (··).
that by neglecting the hydroelastic effects of deformable body slamming, the max-
imum stresses can be over-predicted by as much as ten times. It was shown in [12]
and [64] that the effect of hydroelasticity is a function of several parameters in-
cluding stiffness of the structure, local deadrise angle and entrapped air between
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structure and water surface, all of which play an important role in the reduction of
impact loads as opposed to the case of rigid body slamming.
In the work of [43] a generalized Wagner approach was used to calculate
strain time histories of a deformable shell by incorporating the fluid-structure in-
teraction in the calculations. Carcaterra and Ciappi [15] also studied the impact
of elastic wedges by approximating the body as two rigid plates connected by
a spring of constant stiffness. Korobkin published his findings in [46], a paper
which deals with the unsteady 2D impact of an elastic structure with a fluid free
surface. In this paper, Korobkin shows the advantage of using a generalized Wag-
ner approach in the analysis of hydroelastic effects, by modelling a deformable
wedge as two simply supported Euler beams of variable thickness. Korobkin pre-
sented results of bodies with small deadrise angles, as opposed to previous works,
such as [50] where the analysis is focused on elastic wedges with moderate dead-
rise angles. Sun and Faltinsen [78] simulated the water entry of rigid and elastic
cylindrical shells, using a boundary element method.
However, as mentioned in [73], a review of the literature on water entry prob-
lems, the existing papers have not yet succeeded in the full description of the
slamming phenomenon when deformable or three-dimensional bodies are of in-
terest. One of the causes for the inconsistencies found between results of previous
research, can be accounted for by the lack of accurate experimental investigations
on problems of deformable body slamming. The few works that exist on exper-
imental testing of slamming are focused on rigid body water entry. Moreover,
measurements during water entry of bodies are highly dependent on a number
of parameters involving not only flow physics and structural properties, but also
instrumentation precision. These parameters are very diverse, and, as we will
show in the following, a clear understanding of the role they play in measuring
slamming loads is missing.
1.3 Motivation and Objectives
This dissertation was performed in the framework of a joint project between the
Free Univeristy of Brussels and Gent University, funded by the FWO (Funds for
Scientific Research) in Belgium. The initiation of this project was determined by
the conclusions of a previous PhD work [13], in which experimental investigations
of the slamming of a marine structure were performed. In the aforementioned
thesis, the large effects of structure deformability on occurring slamming loads
were presented, and motivated the need for further research into this topic. Thus,
the resulting project was intended to offer a rigorous analysis of the slamming
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phenomenon, using both experimental investigations and numerical simulations.
Three different research works were thus commenced, with focus on: developing
accurate numerical models [91], the thorough experimental investigation of the
phenomenon using classical measurement techniques [87], and the evaluation of
a new technique to experimentally investigate slamming. This thesis encompasses
the latter of the three aspects, and in the remainder of this section, the motivation
behind this research work is given, in the context of the available state-of-the-art.
As discussed previously, the topic of slamming has been studied extensively
both analytically and numerically, with generalized methods being produced for
the water entry of rigid bodies with simple geometries. For the case of deformable
body slamming, work has been done in recent years to improve the numerical
models by including effects of hydroelasticity, and thus coupling fluid flow models
with structural response analysis. However, experimental studies of the water
impact of bodies are less common in literature than their numerical or analytical
counterparts. Most of the measurements performed are limited to rigid bodies, and
studies have shown that large scatter of data is encountered due to the sensitivity
of instrumentation to various factors such as calibration, temperature shocks or
mounting precision [89].
Among the first to experimentally investigate the slamming phenomenon was
Chuang [16], who studied the water impact of rigid wedges with small deadrise
angles (from 1 ◦ to 15 ◦). The maximum impact pressures were recorded for a
range of drop velocities, at a frequency of 200 kHz. Later, Chuang and Milne
[17] studied the three dimensional effects during slamming of rigid cones. Sev-
eral papers - [40, 108, 66, 105, 85, 20] - have contributed through experimental
investigations to a better understanding of the impact phenomenon. Obtaining
consistent results has proven to be a difficult challenge because of the uncertain-
ties in measured loads. From an experimental point of view, the only available
options for determining slamming loads was the use of classical pressure sen-
sors - [105], load cells - [85], or strain gauges mounted on the impacting body -
[74, 5]. Instrumenting such experimental set-ups has proven to be a demanding
and cumbersome task. As shown in the work of Van Nuffel - [88, 89] - the sen-
sor instrumentation for impact experiments is affected by numerous factors such
as: data sampling rates, temperature shocks, sensor mounting and water surface
conditions. Van Nuffel has shown in his work that all these factors contribute to
the scatter in registered values, and each of them can contribute to up to 50 % or
more deviation of peak values. Moreover, one must account for disturbances in
the flow physics that can be produced when using any type of intrusive measure-
ment. These factors also play an important role as can be seen in all types of tests
in fluid dynamics. Several instrumentation techniques, such as pressure taps or
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strain gages, become even more difficult to deploy when dealing with highly de-
formable bodies. Because of large deformations of elastic bodies during impact,
pressure or strain measurements on the surface of the object are very difficult to
achieve.
Keeping in mind all the reasons described above, an alternative method of
experimental investigation of the water impact phenomenon becomes desirable.
This thesis proposes such an alternative approach to describe the water entry of
rigid and deformable bodies. The method is based on optical measurement tech-
niques, namely Particle Image Velocimetry (PIV). PIV is a non-intrusive tech-
nique for measuring full-field fluid velocity that presents obvious advantages to
previous methods because of its lack of disturbances on the flow physics. Further-
more, the full field results can give additional information when compared with
sensor instrumentation that provides simply point-wise information.
Several studies have used optical measurement techniques in the past, with
application to the water impact phenomenon. Some visualization data was pro-
vided in Greenhow and Lin [31], who used high-speed images taken during the
water entry and exit of rigid bodies. Their study is appreciated to be the first
work that experimentally characterizes the free surface elevation and depression
profiles as well as the jet formation during water entry of a cylinder. However,
the focus of their paper was mainly the identification of the intersection point be-
tween the free surface and the rigid body and did not include any insight on the
fluid dynamics nor on the hydrodynamic effects arising from fluid-structure in-
teractions. Lin and Shieh [48] were able to deploy digital image techniques for
capturing high-speed recordings during the water entry of a rigid cylindrical body.
Based on their observations of the flow field, using particle tracking velocimetry
(PTV), results of mean velocity field measurements were recovered and identifi-
cation of the stages of impact of a cylinder with the water surface was done. The
PTV methods deployed by Lin and Shieh were able to give information on the
difference in characteristics of the velocity field distribution at two stages of water
entry, i.e. before and after the water separation. However, the flow patterns iden-
tified by Lin and Shieh were not used for a quantitative analysis, and both spatial
and temporal resolutions of the fluid velocity maps were very low compared to
modern time-resolved PIV measurements. Figure 1.4 shows the particle tracer
image and the estimated velocity distribution for the rising-up stage of the water
entry, as recorded by Lin and Shieh.
It is only recently that time-resolved PIV measurements have been used in
the study of slamming problems. In 2013, a part of the research work presented
in this thesis, regarding slamming of rigid wedge-shaped bodies, was published
in Measurement Science and Technology [59]. Shortly after that, Panciroli and
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Figure 1.4: Particle tracking images during water entry of a rigid cylinder (from
[47]). Left: Image of particle tracers (inverted grey levels); Right:
Estimated velocity distribution.
Porfiri [65] have published their independent investigation of this phenomenon,
using PIV measurements. In their work, Panciorili and Porfiri studied the wa-
ter entry of a rigid wedge body with 25◦ deadrise angle, that is dropped from
three different heights. The wedge body was allowed to free fall, and due to its
positive buoyancy, it was highly decelerated when impact with the water surface
occurred, as opposed to the constant water entry conditions in [59]. Panciroli and
Porfiri used a high-speed PIV system to measure the fluid velocity fields, and the
Navier-Stokes equations to estimate the pressure from the time-resolved fluid ve-
locity. Their conclusions confirmed the remarks presented in [59], that PIV-based
pressure measurements during slamming can provide further insight into this phe-
nomenon. One of the most interesting application of these techniques is the study
of deformable body water entry. As mentioned previously, experimental data on
hydroelastic slamming problems is currently limited, and such non-intrusive mea-
surement techniques can provide the grounds for new research in this field.
1.4 Outline of the Thesis
The aim of this thesis is to apply advantages of modern PIV systems to the study
of slamming. The contributions presented herein can be categorized into two main
parts. Firstly, the features of the fluid flow during slamming are identified, and
fluid velocity field measurements are performed, with regard to the parameters of
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classical image evaluation techniques. Secondly, the measured fluid velocity is
used for pressure estimation inside the fluid domain, by making use of the Navier-
Stokes equations.
The first objective is identified for PIV’s most immediate result, namely full
field fluid velocity measurements during water entry. Accurate results need to
be obtained with high spatial and temporal resolutions. Chapter 2 describes the
operating principles of PIV measurements and its application to the water entry
case. The main issues involving PIV are discussed, together with the important
aspects that need to be addressed when fluid flow measurements are done in the
presence of a moving body. Thus, in the second chapter, a proposed automated
masking procedure is presented, which is needed for improving results accuracy
when dealing with moving features on acquired PIV images.
Chapter 3 proposes a new technique of estimating loads during the water
entry of deformable bodies. The masking procedure developed for rigid body
movements and detailed in the second chapter, is adapted for deformable body
water entry. Moreover, the high-speed images acquired during slamming are used
to extract body position and shape at every time instant, and consequently, body
displacements can be retrieved. An algorithm to estimate strains and forces on
impacting deformable bodies, is presented. The algorithm uses information of
body shape from high-speed images and finite element analysis (FEA) of the test
objects.
The second part of this work is detailed in Chapter 4, where pressure esti-
mation procedures using PIV velocity information are given. The procedure is
applied for time-resolved data of rigid and deformable body impact. The results
can be used as an estimation of slamming loads, and comparisons are made with
measured force and simulations results on the same test cases.
Chapter 5 presents a complete test campaign performed on the water im-
pact of deformable cylinders. Results using the PIV technique are compared with
the results of classical sensor instrumentation on the same experimental set-up.
Conclusions following this validation test campaign are presented in Chapter 6,
with respect to the application of PIV as an alternative experimental investigation
technique for water entry.
1.5 Original Contributions
The research work presented in this thesis has been focused on several innova-
tive aspects regarding the application of PIV measurements to the investigation of
slamming phenomenon. These aspects are as follows:
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• A thorough description of the state-of-the-art PIV systems and PIV pro-
cessing algorithms has been performed. Guidelines are given regarding
the experimental slamming set-up design with respect to the deployment
of PIV. Along with optimal processing schemes for PIV interrogation, an
automated adaptive masking technique was implemented to improve the re-
sults of time-resolved PIV measurements taken during the water entry of
rigid bodies. Wedge slamming tests and rigid cylinder slamming tests were
studied using high-speed PIV measurements, and the results were compared
with numerical simulations results. Part of this research work was presented
at the International Symposium on Particle Image Velocimetry, 2011 [58].
• The masking procedure elaborated for rigid bodies’ water entry was further
improved to be applied for deformable cylinder slamming measurements.
Feature identification of the free surface and of the deformable cylinder
was developed, and the results enabled further insight into the phenomenon.
By tracking the evolution of the deformable body, on high-speed images
taken during slamming, displacement-time histories can be recovered as
well as the true immersed body wall velocity. These results, together with
PIV measured fluid velocity results, provide information on both occurring
loads during slamming of deformable bodies, as well as fluid flow physics.
Results of PIV measured fluid velocity during the water entry of deformable
bodies were presented at the International Symposium on Applications of
Laser Techniques to Fluid Mechanics, 2012 [60].
• PIV-based pressure estimation from fluid velocity maps is an important as-
pect that was addressed in the current work. By making use of the Navier-
Stokes equation and appropriate boundary conditions, the fluid pressure
maps was estimated for the water entry of rigid bodies. This part of the
research work was published in Measurement Science and Technology [59].
• Improvements to the PIV-based estimation of pressure were considered for
the case of deformable cylinders slamming. In order to achieve better es-
timates of the fluid pressure and consequently, of the slamming loads act-
ing on the impacting body, techniques for improving spatial and temporal
resolutions of the PIV measurements were developed. A streamline-based
spatial interpolation technique for PIV grid refinement was developed and
applied for the case of deformable cylinder slamming. Furthermore, tempo-
ral filtering techniques were applied to the PIV data to improve the accuracy
of velocity gradients.
• A thorough experimental validation campaign of PIV-based load estimation
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during slamming was conducted. The experimental campaign was used to
test the estimation of loads from PIV results, and comparisons with classical
sensor measurements were considered for cylinders of different sizes and
material properties, and with various impact velocities. Following this val-
idation campaign, the main advantages and drawbacks of PIV-based slam-
ming measurements were identified. The comparison of PIV results with
classical sensor results shows that the former open new possibilities in this
area of research, and motivate further work to be performed on the topic of
slamming using PIV.

Chapter 2
PIV Measurements During
Water Entry
This chapter presents an overview of the PIV measurement technique. The back-
ground and evolution of the method are introduced, together with the general op-
erating principles of PIV. Furthermore, the application to water entry test cases
is discussed, with attention to the main issue in accurately determining fluid ve-
locity: moving features. This chapter proposes a method of automated masking of
PIV raw images before evaluation using classical processing algorithms. Results
of the method are presented for the case of rigid body water entry.
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2.1 PIV Background
Particle Image Velocimetry (PIV) is perhaps one of the most intuitive measure-
ment techniques, with regard to its fundamental operating principle: observation
of fluid flow. Thus, one can only imagine the first precursor of modern-day PIV, as
this would probably be several centuries ago, ever since the first person observed
a fluid in motion and identified a flow structure. Alongside the technical progress
of the 20th century, advanced expressions of this observation principle occurred,
and with it, the means of active investigation of fluid flow. The early 1900’s saw
scientists such as Ludwig Prandtl, able to produce in a controlled way and analyse
in a qualitative manner, fluid flow. Visualization of fluid motion and identification
of flow structures became a reality, and methods of estimating parameters of the
flow, a goal. Development of intrusive instrumentation such as hot wire sensors
became a necessity in the study of fluid velocity.
Along with the first successful experimental use of the optical pumped laser
proposed by Alfred Kastler, a new era in the field of fluid flow measurement com-
menced. The first application of laser systems to fluid flow measurements was
implemented in the form of a Laser Doppler Velocimeter (LDV) in [27]. The
major drawback of LDV measurements was its restriction to point-wise measure-
ments. This meant that measurements could not produce full field velocity data,
unless a steady-state flow was being studied, in which case reproducibility of the
measurement could be achieved. In the early 1980’s, Meynart, a doctoral student
of the Von Karman Institute in Belgium, was applying Laser Speckle Velocimetry
techniques (LSV) to the study of laminar and turbulent flow [53]. The method
was based on imaging of seeded flows illuminated by laser light. LSV had been
previously introduced in [24, 32, 8] and was applied for quantitative measure-
ments, even though ambiguity caused by large particle image density existed. In
Meynart’s work, individual particle images could be identified instead of speckles.
Adrian [1] saw the potential of analysing pictures of individual particles instead
of speckle patterns, and the applicability towards adequate quantitative measure-
ments, and deemed the technique: Particle Image Velocimetry. This was the first
step towards accurate quantitative description of full-field fluid flow.
Following the introduction of PIV, the potential of this method was recog-
nized in the scientific community. The main advantages of the technique are its
non-intrusive and full-field nature. Studies of fluid dynamics through PIV were
enthusiastically received in the community, and numerous researchers as well as
hardware manufacturers competed in improving all aspects of the technique.
The advancement of technological capabilities included development of more
powerful laser systems, introduction of digital cameras and later the improvement
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of camera resolution and frame rate. This progress made it possible for new PIV
measurement methods to be developed and new areas of the technique’s potential
to be addressed. One such aspect is the way the flow of interest is illuminated
and recorded. By using a light sheet illumination of the flow in a single plane,
and one camera that records particle images, in-plane velocity field results are
produced. This method is known as 2D 2C PIV (two-dimensional two component
PIV) and represents the standard PIV configuration that is still used successfully
to measure flows with predominant 2D features. The potential of measuring the
out-of-plane velocity component, was first explored by using two cameras (2D
3C PIV or Stereoscopic PIV) to record the 2D illuminated flow from different
viewing angles. Using either mapping or warping algorithms, the third component
of the flow is also recovered [67, 18, 106].
The high-speed capabilities of modern systems have facilitated the develop-
ment of a new class of measurements, namely 3D 2C PIV (three-dimensional two
component PIV). The third dimension of the measured velocity can can refer to
the out-of-plane component of velocity, which is recovered using multiple planar
PIV measurements and reconstructing the flow volume in post-processing algo-
rithms. However, the third dimension of the measured velocity can also refer to
the temporal dimension which is recovered from time-resolved planar velocity in-
formation [36]. The PIV measurements performed in this work can be categorized
as 3D 2C PIV, due to the availability of time-resolved velocity data. Furthermore,
as it will be shown in Section 2.3.4, multiple planar measurements have been per-
formed, to recover the magnitude of the out-of-plane velocity component during
water entry.
Finally, several researchers have successfully performed volumetric measure-
ments. Such PIV measurements are performed by illuminating a volume of the
flow, instead of a single plane, and recording using multiple cameras - Tomo-
graphic or 3D 3C PIV.
Another aspect that has received perhaps the biggest attention was the devel-
opment of more accurate, more complex processing algorithms. One example of
the considerable amount of work done in this regard can be found in the publi-
cations of the international PIV Challenges [75, 76, 77]. These events have been
organized since 2003 to bring together research groups working on PIV. Synthetic
and experimental PIV images were proposed as a means to test various algorithms
and to help draw conclusions on optimal experimental as well as processing pa-
rameters. The increasing number of participants, together with the diversity in
proposed methods and solutions to practical demands from PIV post-processing
software, attest the importance given in the community to aspects of image evalu-
ation techniques.
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2.2 Operating Principles of PIV
Modern PIV systems are comprised of 3 main hardware components as illus-
trated in Figure 2.1. The first of these components are the tracer particles that
are homogeneously distributed in the fluid flow. The particles need to be chosen
appropriately depending on the working fluid at hand. Particles need to be suffi-
ciently large in order to effectively scatter light but small enough in order to follow
the flow accurately. The light source that is used in PIV illuminates a plane or
a volume of interest in the flow field. The light source typically used in contem-
porary PIV set-ups is a pulsed laser system with controllable adjustment of the
pulse separation time. The final hardware component of a typical PIV system is
the imaging optics. The imaging devices used are usually CCD or CMOS sensor
cameras.
Figure 2.1: Typical PIV set-up. (from [68])
In addition to the hardware components, a post processing software is used
for processing of the raw PIV images. Processing of two raw images of the flow
facilitates the retrieval of displacements of seeding particle images. Using dis-
placement information and by controlling the separation time between the parti-
cle images of the two frames, the velocity of the particles is determined. In the
following, a detailed analysis of all the components of a PIV system is given.
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2.2.1 Tracer Particles
The first task when performing PIV measurements is to chose the tracer parti-
cles that will be used in seeding the fluid flow. Depending on the working fluid at
hand, the selection of particles needs to be carefully addressed. One of the biggest
trade-offs that has to be made in PIV is concerning the size of the tracer particle.
The most important physical criterion that is taken into consideration is that the
size of the seeding particle should allow for it to follow the flow accurately.
Particle velocity lag. Given the operating principle of PIV, Westerweel [100]
identified the errors introduced by measuring tracer particles instead of the actual
flow. He defined the displacement measured by PIV as:
~Dp(~X, ti, ti + ∆t) =
ti+∆t∫
ti
~Vp(~X(t), t)dt (2.1)
In equation 2.1, ~Dp(X, ti, ti + ∆t) is the displacement of a particle in a time
interval equal to ∆t, and ~X(t) is the position vector of the particle. A distinction is
made between the velocity of the tracer (~Vp), and that of the fluid (~V f ), as can be
seen schematically in Figure 2.2.
Figure 2.2: Tracer Particle Displacement [100].
Under these conditions, a difference between measured trace velocity and
fluid velocity can be observed. This difference introduces an error between the
displacement of the particle and that of the fluid (lag) defined as:
~Dp = ~Vp(~X(t), t) · ∆t = ~V f (X(t), t) · ∆t + lag (2.2)
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Before a PIV experiment is started, the velocity lag Vˆ l = ~V f − ~Vp needs to be
studied in order to chose the appropriate particle size for the flow case of interest.
Intuitively, the particles used in the seeding of fluid flow, should be very small
in order to reduce the velocity lag errors. However, taking into consideration the
light scattering behaviour, the particles need to have a sufficiently large diameter
in order to reflect enough light on the imaging sensor. Melling [52] studied the
properties of tracer particles used in PIV experiments, and derived analytic expres-
sions for the case of a spherical particle moving in Stokes flow regime. Melling
started from the equation for unsteady motion of a sphere suspended in fluid as
formulated by Basset [9] and given in equation 2.3.
piDp3
6
ρp
d~Vp
dt
= 3piµDpVˆ l +
piDp3
6
ρ f
d~V f
dt
+
piDp3
12
ρ f
dVˆ l
dt
+
3
2
Dp2(piµρ f )1/2
ti+δt∫
ti
dVˆ l
dτ
dτ
(t − τ)1/2
(2.3)
Equation 2.3 expresses the acceleration force exerted on the particle as func-
tion of the viscous resistance defined by the first term on the right-hand side
(RHS). The second term of the RHS represents a force term introduced by the
pressure gradient in the vicinity of the particle, while the third expresses the re-
sistance of the inviscid fluid to the acceleration of the particle. The final term is
the Basset history integral which defines the resistance caused by the unsteadiness
of the flow field. Under the condition of flow without shear effects or centrifugal
forces, equation 2.3 was simplified by Melling considering just the first two terms,
resulting in the expression for the velocity lag:
Vˆ l = ~V f − ~Vp = (ρp − ρ f )Dp
2
18µ
d~Vp
dt
(2.4)
Where Dp is the tracer particle diameter, ρp is the density of the particle, ρ f
is the density of the fluid and µ is the dynamic viscosity of the fluid. In order to
quantify the ability of the tracer particle to accurately follow the motion of the
fluid, the relaxation time can be defined as:
τ =
ρpDp2
18µ
(2.5)
As can be seen in equation 2.5, the relaxation time (τ) is a characteristic
parameter of the seeding particle and of the fluid at hand which directly influences
CHAPTER 2. PIV MEASUREMENTS DURING WATER ENTRY 21
the velocity lag. The relaxation time needs to be smaller than the smallest time
scale of the flow, in order for the PIV measurement to be effective, and for the
particle to accurately follow the fluid. For PIV experiments performed on water
flows, the density values of the tracer particles used are matching the density of
the water (typically around 1.1 g/cm3). Depending on the size of the particle, the
relaxation time can be as low as 0.2 µs (for an aluminum particle with a diameter
of 2 µm). However, the choice of tracer particles to be used depends also on
the amount of light they scatter. This characteristic is directly dependent on the
particle size, as it will be detailed below.
Particle imaging. When choosing the appropriate seeding material for a PIV
experiment, the factors that determine the final achievable particle image size need
to be addressed. These factors concern both the light scattering behaviour of the
particle itself (size, shape, orientation), as well as the imaging optics parameters
(lens focal length, aperture diameter, magnification factor).
The light scattering behaviour of a PIV particle will be highly dependent on
its size and shape. As shown in the previous section, the particles need to be small
enough to accurately follow the flow under investigation. The implications of this
requirement is that the typical size of PIV seeding particles ranges from 1 to 100
µm. Considering that these particle sizes are still larger than the wavelength of
the incident light (λ = 532 nm as commonly used in PIV), the light scattering
behaviour can be approximated from Mie’s theory [42]. Using Mie’s theory, the
light scattering profile of a spherical particle of a certain dimension can be ap-
proximated. The high intensity of the light in forward scatter with respect to the
incident light source, would make this direction ideal for recording particle im-
ages (180 ◦). However, PIV arrangements usually imply that the imaging sensor
is recording perpendicular to the laser light sheet (90 ◦). It has been shown [68]
that the intensity of the light scattered at 90 ◦ by a 10 µm glass particle in water is
approximately seven orders of magnitude higher than that of a 1 µm particle.
Furthermore, the imaging optics parameters need to be taken into account
when approximating the expected size of the particle image. As discussed in [68],
the image of the particle will form a Fraunhofer diffraction pattern instead of a
single point on the imaging sensor, even if aberration-free lenses are being used.
The pattern of the corresponding particle image will be in the form of a circular
disk (an Airy disk), which might be surrounded by Airy rings if higher exposure
times are used. The Airy function is the square of the first order Bessel function
and it can be used to express the impulsive response of an aberration-free lens
(the so called point spread function). Using a Gaussian approximation of the Airy
function and considering the characteristic of the optical arrangement, the formula
of the minimum diffraction image diameter corresponding to the diameter of the
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first Airy disk, can be expressed as ([68]):
ddi f f = 2.44 f#(M + 1)λ (2.6)
where f# is the f-number of the lens, defined as the ratio between focal length
f , and aperture diameter Da, M is the magnification factor of the lens and λ is the
incident light wavelength.
f# =
f
Da
where :
1
f
=
1
z0
+
1
Z0
(2.7)
The terms z0 and Z0 in equation 2.7 represent the distances from the image
plane to the lens, and from the lens to the object plane, respectively, as can be seen
in Figure 2.3
Figure 2.3: Geometrical optical arrangement (from [68]).
The approximation of the particle image diameter (dτ) as a function of the
diffraction spot diameter and particle size, can be expressed as:
dτ =
√
(MDp)2 + d2di f f (2.8)
The equation for the particle image diameter can thus be used to choose the
appropriate optical arrangement parameters for the PIV experiment at hand. De-
pending on the desired field of view and particle diameter, the lens characteristics
can be chosen (focal length and aperture diameter) and the corresponding mag-
nification factor can be set by adjusting the distance from the lens to the object
plane.
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In practice, typical particle sizes depend on the type of flow being studied.
If, for air flows, the most commonly used tracers are heated oil particles with di-
ameters ranging from 0.5 to 3 µm [81], the seeding used in water experiments are
solid particles with diameters of 2 to 100 µm. However, it should be noted that,
for the reasons mentioned above, the best compromise between light scattering
efficiency and velocity lag minimization involves the use of particles with diame-
ters of approximately 10 to 20 µm (with relaxation times of a few microseconds).
The commercially available particles for PIV water experiments are polystyrene,
aluminum and glass spheres. The latter category is also the least expensive, with
a price range about half that of polystyrene particles, and three times lower than
the aluminum seeding [95]. Therefore, the choice of particles for the experiments
performed herein is the hollow glass spheres with a mean diameter of 10 µm.
Seeding density. As mentioned previously, PIV and LSV are techniques op-
erating on the same basic principle. However, there is one major aspect that differ-
entiates the two methods, namely the seeding particle density. Adrian and Yao [3]
defined two dimensionless parameters to distinguish between the two techniques,
namely source density (NS ) and image density (NI), expressed in equations 2.9
and 2.10, respectively. If both source and image densities are high, the seeding
images are present throughout the recorded picture and overlap, corresponding to
the laser speckle case. When the source density is low, but the image density is
high, a typical PIV recording will be obtained, with individual particle images ho-
mogeneously distributed in the entire field of view (FOV). However, if both low
image density and low source density are present, the particle images are sporad-
ically distributed in the picture [47]. This type of recordings are deemed Particle
Tracking Velocimetry (PTV), and can be used for visualization purposes, or for
localized quantitative descriptions of flows. The major drawback of this technique
is its shortcoming in capturing spatial velocity gradients. If high source density
values are present in recordings with low image density, the data can be used
purely for visualization purposes. This test case is less common and could occur
in experiments meant for qualitative descriptions of a particular structure in the
flow. The three cases of flow imaging depending on the seeding particle density
are exemplified in Figure 2.4.
NS = C
pi
4
∆Z0
M2
dτ2 ≈ pi4
dτ2
λp
2 (2.9)
NI = C
∆Z0
M2
WS 2 ≈ WS
2
λp
2 (2.10)
As can be seen in equations 2.9 and 2.10, the seeding and image densities are
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expressed as functions of the number density of particles (C), of the magnification
factor (M), and of the light sheet thickness (∆Z0). The factor λp represents the
mean distance between particles, while W2S is the area of an interrogation window.
The interrogation window is a sub-region of the recorded image, which is used for
post-processing purposes. More details on this parameter can be found in Section
2.3.2.1.
Figure 2.4: Types of Image Velocimetry Data (from [68] - inverted grey levels).
Left - PTV (NS << 1; NI << 1); Middle - PIV (NS << 1; NI >> 1);
Right - LSV (NS >> 1; NI >> 1).
In the experiments performed in this work, the seeding density was adjusted
by increasing the concentration of tracer particles until a sufficient number of
individual particle images were present in the camera FOV. The procedure was
carried out to ensure a uniform distribution of particles (especially in the region
close to the free surface) that determines an adequate PIV spatial resolution.
2.2.2 Light Source
For illuminating the seeded flow when conducting PIV experiments, one type
of light source is currently the preferred choice: laser light. The major advantage
that lasers have over other light source types, such as white light, is the emission of
high energy coherent light. This aspect makes the use of lasers in PIV applications
a dominant feature.
When referring to the planar PIV measurement, which is the experimental ar-
rangement most typically encountered in practical applications, a thin laser light
sheet must be produced. The illumination of a single slice of the flow of in-
terest, eliminates errors introduced by three-dimensional projections onto a two-
dimensional image when a single camera is being used. The light sheet optics
are typically comprised of cylindrical and spherical lenses arrangements that turn
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incoming laser beams into thin light sheets. These arrangements can be incorpo-
rated in optical guiding arms comprised either of mirror arrangements, or of fibre
optics, to facilitate the laser light delivery. Since PIV measurements need to be
deployed in various experimental set-ups (e.g. wind tunnels), optical access is not
always straight-forward. Considering most modern high-powered laser systems
are considerably bulky, the flexibility conferred by the use of optical guiding arms
is necessary for delivery of the light sheet in a required test section.
The most popular laser system currently used in PIV is the Neodym-YAG
(Nd:YAG) laser which operates at a fundamental wavelength of λ = 1064 nm
which is turned into the visible range at λ = 532 nm. The good mechanical and
thermal properties of this laser, along with its high pulse energy levels (of up
to 400 mJ in commercially available systems), makes it a viable choice for PIV.
Moreover, the addition of a quality switch (Q-switch), that enables operation of
the laser in a triggered mode, makes the Nd:YAG laser a preferred choice. The Q-
switch allows for the cavity to resonate at the most energetic point during the flash
lamp cycle and facilitates the generation of short pulses (in the range of nanosec-
onds) of high energy levels. The usual practice for PIV system manufacturers is to
incorporate double-cavity laser systems. The use of double-pulsed lasers allows
for the flexibility of adjusting pulse delay times independently of the repetition
rates of each cavity.
Similar to the Nd:YAG laser, the diode-pumped solid state lasers such as the
Neodym-YLF (Nd:YLF) system, are a viable choice for PIV. The Nd:YLF laser
operates at a fundamental wavelength of λ = 1053 nm which is turned into the
visible range at λ = 527 nm, and provides the highest pulse energy and average
power of the existing systems. With the ability of generating repetition rates of up
to 10 kHz per cavity, the Nd:YLF laser is widely used in time-resolved PIV exper-
iments, that require high repetition rates for description of unsteady phenomenon.
Therefore, this type of system was used in the experiments presented herein.
2.2.3 Imaging Optics
Photographic Recordings. The first PIV images recorded in the early 1980’s
were captured on photographic films. Their availability and the high spatial reso-
lution that they presented, provided a viable choice at the time. The exposure time
of cameras using photographic films, was long enough for at least two light pulses
to be imaged on the same frame. This implied that particle images of consecu-
tive temporal instances were imaged on a single recording. This in turn, implies
directional ambiguity in measured velocity vectors, particularly when the flow
exhibited certain features such as vortical structures.
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Digital Recordings. Along with the development of digital cameras, the appli-
cation of PIV became greatly simplified and at the same time, better accuracy of
the results was achieved. The immediate effect is that digital recordings allowed
for a real-time adjustment of optical parameters such as focus and exposure time,
with instant image availability. Another characteristic of the rapidly developing
electronic imaging sensors is their high repetition rate, which, coupled with im-
proved signal-to-noise ratios (SNR), make the use of such devices a favourable
choice for PIV.
The modern PIV imaging devices are usually based either on charge coupled
device (CCD) sensors architecture, or on complementary metal-oxide semicon-
ductor (CMOS) sensors architecture. The two types of devices are widespread in
the PIV community, and whilst CCD devices have enjoyed more popularity in the
last two decades of the 20th century, the rapid development of chip technology has
facilitated the growing use of CMOS sensors. The commercially available CMOS
sensor based cameras currently reach resolutions of more than 1000 x 1000 pix-
els, with individual sensor elements of 100 pixels/mm. The main advantage that
CMOS devices present over the CCD architecture is the fact that the photodi-
odes can be controlled independently by MOS-FET transistors [68]. This, in turn,
leads to improved SNR and resolution at high frame rates, such as those used
in the present work. Therefore, CMOS sensor-based cameras were used herein,
as described in Section 5.2.2. More details on performance of CCD and CMOS
devices can be found in [37].
The significant sources of errors for CMOS sensors include, aside from the
obvious electronic noise, thermal effects and fixed pattern noise. The fixed pattern
noise includes shot noise, which is generated during the readout sequence and dark
current noise. Due to these sources of noise, active cooling and internal memory
solutions are standard features in PIV oriented cameras.
2.2.4 PIV Image Evaluation
One of the areas where PIV has seen major contributions since its first applica-
tion to fluid flow description, is the post-processing stage. Statistical PIV evalua-
tion has evolved from auto-correlation methods [2], to cross-correlation analysis
[100] and to hybrid algorithms that include cross-correlation methods as well as
particle tracking algorithms and adaptive interrogation techniques [81]. The fun-
damental mathematical operator that enables PIV analysis is the spatial estimator
known as correlation. Depending on the type of PIV recordings under consid-
eration, two respective functions can be defined as: auto-correlation for anal-
ysis of single exposure intensity fields, and cross-correlation for the evaluation
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of double exposure intensity fields. Since, in the present work, single exposure
recordings are analysed using the cross-correlation estimator, the details of auto-
correlation will not be elaborated herein, and the reader is referred to [2] for a
mathematical description of this method. In the following, a short introduction to
the cross-correlation estimator is given. An in-depth analysis of the image eval-
uation techniques using two-dimensional correlation estimators can be found in
[100, 68].
2.2.4.1 Image Intensities
In order to define an estimator for the retrieval of displacement data from PIV
images, one must first identify the characteristics of the respective recorded data.
The evaluation of PIV recordings is done locally, by dividing the acquired im-
age into interrogation windows - or interrogation areas. Figure 2.5 exemplifies
two consecutive single exposure PIV images, and the corresponding subdivision
in interrogation windows. These areas are projections onto the image plane, of
illuminated regions of the flow, which can be defined as interrogation volumes.
Each interrogation volume should contain an ensemble of tracer particles. We can
define the position vector ~Xk =
{
Xk,Yk,Zk
}
of the kth tracer particle located in the
flow at time t, and ~X j =
{
X j,Y j,Z j
}
the position vector of the particle at time t+∆t.
The displacement inside the interrogation volume (∆~X) can thus be expressed as:
∆~X =

∆X
∆Y
∆Z
 =

X j − Xk
Y j − Yk
Z j − Zk
 (2.11)
Under the assumption of small perspective projection errors and a constant
magnification factor of an aberration-free lens (M), the relationship between the
particle displacement and the relative particle image displacement is [68, 100]:
∆~x =

∆x
∆y
0
 = M · ∆~X =

M∆X
M∆Y
M∆Z
 (2.12)
It should be noted that, if 2D-PIV measurements are deployed, the out-of-
plane displacement can be recovered only if it is smaller than the light sheet thick-
ness ∆Z ∈
[
−∆Z02 , ∆Z02
]
.
The relative particle image displacement (∆~x) will be recovered using spatial
averaging between the two intensity fields I and I’, corresponding to the respective
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interrogation windows at time t and t + ∆t. The intensity distributions can be
expressed as:
I(~x) =
N∑
k=1
I0(~xk)τ(~x − ~xk) (2.13)
I′(~x) =
N∑
j=1
I0(~x j + ∆~x)τ(~x − ~x j − ∆~x) (2.14)
where the term τ(~x − ~xk) is defined as the convolution of the point spread
function of the lens (τ(~x)) and the Dirac delta function (δ(~x − ~xk)). I0(k) is the
intensity level of the corresponding kth particle image in the interrogation area.
2.2.4.2 Cross-Correlation Estimator
Having identified the intensity fields of the interrogation windows at two time
steps, the expression of the continuous cross-correlation function can be defined
as [68]:
C(~x) =
N∑
k, j
I0(~x j)I0(~xk + ∆~x)
∫
τ(~x − ~xk)τ(~x − ~x j + ~s − ∆~x)d~x (2.15)
where ~s is the separation vector in the correlation plane. Adrian [2] defined
three contributing parts to the total correlation estimate, as:
C(~x) = RD(~x) + RF(~x) + RC(~x) (2.16)
where:
• RD(~x) represents the correlation of images of the same particle at the dif-
ferent time instances (k = j), and it will be referred to as true correlation
peak
• RF(~x) is the correlation fluctuating noise component of the image intensi-
ties.
• RC(~x) is the correlation of the mean component of I. Both RC(~x) and RF(~x)
are resulting from spurious correlation between different source intensities
(k , j).
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The final correlation peak of displacement will depend on several parameters
most of which are characteristics of the PIV recording, such as image density (NI)
and window interrogation size. For a detailed description of all the parameters
affecting the correlation peak, the reader is referred to the work of Westerweel
[100]. The expression of the cross-correlation in discrete form can be simplified
as [81, 68]:
C(m, n) =
∑
k, j
I(k, j)I′(k + m, j + n) (2.17)
where (m,n) represents the spatial shift of the interrogation area in the corre-
lation analysis process, which will be elaborated in 2.3.2.
Figure 2.5 (right) exemplifies the correlation map for the chosen set of inter-
rogation windows. The correlation peak should be noted to be the predominant
feature in the correlation map, whilst the noise level correlation contribution is at
least a few orders of magnitude lower.
Figure 2.5: Example of PIV processing - images from third international PIV
challenge [77]. Two consecutive single exposure PIV images at
times: t0 and t0 + ∆t (left); corresponding intensity images for a cho-
sen interrogation window (centre); the resulting correlation map for
the chosen windows (right).
In practice, PIV raw data may exhibit high levels of noise which can affect
the accuracy of the cross-correlation estimator. One way of reducing the noise
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level is to use image pre-processing tools, as detailed in Section 2.3.1. In order
to verify that the correlation analysis does not give erroneous results (outliers),
data validation and replacement schemes are also implemented in post-processing
algorithms, which are discussed in Section 2.3.2.
2.3 Slamming PIV Experiments
The PIV technique described above has been efficiently used for measurements
of various fluid flow applications. The technical progress of PIV has allowed its
applicability to extend to unsteady fluid flow problems of the most diverse nature.
However, a thorough PIV experimental investigation of slamming problems has
not been performed. As discussed in Chapter 1, the water entry problem still holds
important issues that have yet to be fully described. Thus, application of PIV dur-
ing water slamming can offer new insights into aspects of fluid flow, and provide
solutions for validation of numerical problems of this fluid-structure interaction
(FSI) problem. The prospect of time-resolved full-field fluid velocity measure-
ments is also an interesting alternative to cumbersome point-wise measurement
techniques.
The main issues that need to be addressed when conducting slamming PIV
experiments are the flow physics, technical requirements of the measurement sys-
tem and post-processing procedures. The flow physics aspects are mainly re-
lated to the restriction of 3D flow effects when performing 2D PIV measurements.
These effects can be restricted if adequate aspect ratios of impacting bodies are
achieved, and if symmetric boundary conditions are imposed to the flow. The
main technical requirements of the measurement system is the high achievable
repetition rate. High speed digital cameras and high-powered laser systems need
to be deployed in order to capture the time scale of the flow during impact. Fur-
thermore, optical accessibility and the repeatability of the experiment must also
be taken into account.
The experimental slamming set-up for the PIV measurements that will be de-
scribed in the remainder of this chapter is illustrated in Figure 2.6, and will be
referred to as Experimental set-up A. This experimental set-up must include cer-
tain features to allow for PIV to be deployed. Firstly, optical access of the camera
and laser light sheet must be achieved. For this purpose, glass panels are incor-
porated into the water tank. Furthermore, the free surface of the water will cause
light reflections during the water entry. To resolve this issue and to restrict reflec-
tions during the experiment, light should be delivered from underneath the water
tank, which means that optical guiding of the laser beam to the test section should
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be used. Mirror arrangements or fibre optics bundles can be used for this purpose,
whilst an arrangement of cylindrical and spherical lenses for laser light sheet gen-
eration should be incorporated as well. Secondly, a controlled movement of the
impacting body and triggering of the acquisition system are preferred. Using a
linear motor can provide solutions for both of these issues, as is exemplified in
Figure 2.6, where the impacting body is rigidly fixed to an actuator.
Figure 2.6: Slamming Experimental set-up A with PIV instrumentation (as de-
scribed in Sections 2.2 and 2.3).
A third important factor in the PIV analysis of water impact is the post-
processing procedure. This is perhaps the most decisive aspect that needs to be
addressed because of the numerous factors that differentiate slamming from other
PIV applications. In order to validate the post-processing algorithms used, and to
motivate the choices taken on the processing parameters described herein, two test
cases are considered in this chapter. The two test cases are PIV measurements of
the water entry of a rigid wedge body and of a rigid cylinder body. The PIV-based
results of fluid velocity and flow features will be presented in Section 2.3.4, and
will be compared with literature results and with numerical simulations results.
It should be noted that these measurements are performed using the experimental
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slamming set-up A, and the PIV system features are fully described in Chapter 5.
2.3.1 Image Pre-Processing
As in many optical measurement procedures, PIV accuracy can be improved
by means of an image pre-processing tool. PIV images are no exception to such
techniques, and certain filters are applied to improve the SNR of raw data before
evaluation of the image is performed. The filters used in the present work are
chosen to maximize the SNR of the acquired digital images, whilst preventing
truncation of the signal, i.e. particle image intensity. The filters considered herein
include:
• Floating point data conversion.
• Dynamic threshold filter.
• High-pass filter.
A combination of some or all of these filters is used for each batch of acquired
images, depending on experimental conditions. The filters are tuned according to
the quality of the raw PIV images. A study of the effect of filter parameters on
the cross-correlation signal-to-noise ratio is performed before commencing the
PIV processing. Firstly, a floating point data conversion of the images is ap-
plied before other filters. This procedure converts the 8-bit raw image into a two-
dimensional array of floating-point numbers in the range [0, 1]. This procedure
prevents signal truncation that might occur after applying the other image filters.
The dynamic threshold filter is designed to increase contrast in PIV im-
ages using a percentage-based thresholding procedure. The filter imposes global,
percentage-based threshold values of the histogram clipping. The upper and lower
limits of the threshold are set as percentages of the sum of individual bin counts
in the image histogram. The cut-off threshold is activated when the sum of indi-
vidual pixels per bin exceeds the set value. The current implementation allows
for an adaptive filtering through histogram analysis of a series of pictures. The
advantage of using this method becomes important when considering PIV imag-
ing in the presence of moving features. The moving features that will appear in
the frame in the case of slamming measurements (body/free surface), will cause
for unexpected laser light reflections with varying intensities from frame to frame.
These reflections cannot be fully accounted for by using a single background sub-
traction procedure, or by imposing fixed threshold values. The dynamic behaviour
of this filter thus becomes advantageous in a batch processing analysis.
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High-pass filters are also implemented in the image pre-processing stage.
The filter is designed to subtract a Gaussian low-pass filter version of the input
image. This procedure leads to a reduction in noise levels of the PIV raw image,
by removing low-frequency background variations. The filter kernel size should
be higher than the particle image diameter to prevent loss of tracer images.
If attention is given to the way that these filters parameters are chosen, the
result can be an increased SNR of the output image. Figure 2.7 exemplifies the
effect of the filters described above on the SNR of the correlation coefficient.
The SNR of correlation is defined here as the ratio between the square of the
correlation peak and the variance of the correlation noise, expressed in dB. It
should be noted that the processing parameters are kept unchanged for the two
analyses of the same image pair. In the first case, the image is left unfiltered and
unmasked. For the second analysis, corresponding to the right side of Figure 2.7,
the filters described above are deployed. A 1 % dynamic histogram clip value
is applied, and a Gaussian filter with kernel size of 3x3 pixels is used to create a
low-pass version of the image to be subtracted from the original. The cylinder and
air region have, as expected, the lowest values of SNR for both results. Results
of correlation in the seeded water domain show a clear increase of the SNR when
the filters are used in the pre-processing stage.
Figure 2.7: Improvement of correlation signal-to-noise ratio after image filter-
ing. Rigid cylinder water entry example (cylinder and free surface
contours schematically overlaid): Left - no image filtering; Right -
results using dynamic threshold and high-pass filtered images.
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2.3.2 PIV Interrogation Algorithms
In this subsection, the application of PIV processing procedures to recorded
images during the water entry of bluff bodies is discussed. In order to proceed
with the cross-correlation based estimation of velocity, several parameters of the
processing algorithms need to be addressed. It should be noted that in this section,
the choice of processing parameters is exemplified for the case of one typical PIV
image recorded during slamming. These parameters are chosen to give the best
overall results over a recorded sequence of several hundred PIV images that are
recorded during water entry.
2.3.2.1 Interrogation Windows
The first parameter that is considered herein is the choice of interrogation win-
dows, a notion previously introduced in Section 2.2.4. Considering the case of
single exposure, double frame recordings, which is typical for digital PIV, the
cross-correlation estimator as defined in equation 2.17, is used for the statistical
analysis of the images. In order to spatially resolve the flow at a sufficient sam-
pling rate that allows for an adequate physical description, the cross-correlation
estimator is applied locally on subsets of the image, referred to as the interroga-
tion windows. The way in which this analysis is performed, is by applying a shift
to the interrogation window defined in the first frame that best approximates the
image subset intensity distribution in the second frame. Such a shift will be the
equivalent of the correlation peak as obtained from the summation of pixel-wise
intensity values. The spatial shift (m,n) is therefore the displacement equivalent of
the correlation peak. It should be noted that this procedure is standard for PIV pro-
cessing, and that it involves using rigid ’blocks’ (image samples), thus retrieving
only linear displacements per interrogation area. As mentioned previously, several
works have focused on improving aspects of correlation estimation, and alterna-
tive techniques exists which use deforming window techniques for increasing the
dynamic range of measurable displacement, or even adaptive location and size of
interrogation cells [81]. In Section 2.3.2.2, the adaptive window deformation and
shifting techniques used in this work are explained in detail.
For the case of 2D-PIV, the choice of interrogation window size (WS 2) is
one of the most demanding issues. Even though recurring values of this area (such
as the commonly used 32 by 32 pixels) are frequently encountered in available
PIV literature, the choice is still one of some debate. In the following, several
aspects that dictate the selection of interrogation windows, are explained.
Particle Image Displacement. Often, in fluid dynamics studies, results are
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very sensitive to both the spatial and the temporal resolutions. Resolving the high
gradients that are commonly encountered in fluid flow problems, becomes a chal-
lenging issue that calls for a careful choice of the sampling rate of an experimental
investigation. At the same time, one of the most important limitations of PIV is
the trade-off one must resort to, between the spatial and the temporal resolutions.
When referring to the temporal resolution of PIV, the most important choice is
the laser pulse separation time (δt). Along with the development of hardware ca-
pabilities that offer stable, high-powered double cavity lasers, the limitations to
this parameter have been greatly reduced. On the other hand, the decrease in the
pulse separation time can have a negative effect on the correlation result. Raffel
[68] separated the contributions to the measured fluid velocity (~V) into a measured
particle velocity component ~VP = ∆~x/M(δt) and a residual error of the measured
particle displacement ER = lag/M(δt). It should be noted that, even though the
first term remains constant when decreasing the pulse separation time, the residual
error becomes infinitely high when δt decreases to zero. Thus, the choice of the
pulse separation time needs to be carefully addressed as it dictates the limits of
the displacement values in the image plane. The choice of interrogation window
size as a consequence of the particle displacement values, has been discussed in
several early papers on PIV, which proposed different values of the limit of the
highest possible accurate displacement result as a function of the window size.
In [101], a value of WS /3 has been shown to be appropriate for resolvable image
displacements. However, a more conservative and widely accepted limit is that of
WS /4 proposed in [45], which is commonly referred to as the ’one quarter rule’.
Particle Image Density. The practical implications of correctly choosing the
size of the interrogation area should be a balance between achieving the best pos-
sible PIV spatial resolution, whilst maintaining a high cross-correlation match of
the particle images. In order to better understand the way in which an interro-
gation window is selected, a measure of the tracer pattern needs to be identified.
Keane and Adrian [45] defined the term mean effective particle image density as
a measure of the particle image pairs captured in one interrogation window. The
term identifies three contributions to the accuracy of PIV, namely the in-plane loss
of image pairs Fi, the out-of-plane loss of image pairs Fo and the particle image
density NI (equation 2.10). This factor can be used as a way of improving PIV per-
formance, by relating the physical constraints to the analysis. Keane and Adrian
showed that for NIFiFo > 5, the valid vector detection probability is higher than
95 % for the case of single exposure, double frame PIV analysis.
Interrogation Window Size. Taking into account the influence of tracer
image displacements and density, the size of the interrogation window can be se-
lected. The importance of this parameter to the achievable PIV spatial resolution
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stems from the filtering effect of the cross-correlation operator. Since PIV corre-
lation analysis is, in fact, a discrete sampling of the fluid flow using interrogation
spots, the measured tracer particle displacement is a value averaged over the area
of one interrogation window. In order to asses this filtering effect, a theoretical si-
nusoidal displacement field can be considered, as suggested by Theunissen [81]:
u = sin(2pix/λm) (2.18)
where u is the fluid displacement, x is the physical coordinate expressed in
pixels and λm is the spatial wavelength of the displacement field. Figure 2.8 (top)
shows the displacement field distribution over one interrogation window and the
retrieved velocity vector using correlation analysis. It can be observed that spatial
variations in the imposed displacement within one interrogation window will not
be captured if the size of this window is larger than the wavelength of the flow.
Figure 2.8: Top: Sinusoidal displacement field (equation 2.18) and the interroga-
tion window (left); Recovered displacement using correlation analy-
sis (right); Bottom: Spatial response of the correlation estimator to
the sinusoidal displacement field.
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In Figure 2.8 (bottom), the normalized amplitude of the signal is plotted as
a function of the normalized interrogation window size with respect to the spatial
wavelength of the velocity. It can be observed that the interrogation window size
needs to be lower than 20% in order to accurately reproduce the velocity fluctu-
ations. Therefore, five interrogation windows are needed to resolve the physical
length scale of the flow with an error margin less than 10%.
Interrogation Window Overlap. After defining the interrogation area, PIV
analysis requires the definition of another factor, namely the interrogation window
overlap. This factor, expressed as a ratio of the interrogation window size (IWo f ),
defines the sampling rate of the vector map, and thus, the final spatial resolution.
The resulting vector grid spacing can be expressed as [81]:
∆xy = WS (1 − IWo f ) (2.19)
The size of this overlap factor should be chosen in such a way that it ensures
the sampling of the flow at a rate at least twice that of its largest frequency, re-
sulting in a typically used value of 50 %. The final PIV grid is thus a result of
window size and window overlap ratio. Figure 2.9 shows an example of working
grids for rigid body water entry measurements, corresponding to a chosen interro-
gation window size of 32 x 32 pixels and an overlap factor of 50% for the wedge
slamming case, and a 24 x 24 pixels interrogation window with 50 % overlap for
the cylinder water entry measurements.
Figure 2.9: PIV grids. Left - wedge slamming: interrogation windows of 32 x 32
pixels and overlap factor 50%; Right - cylinder slamming: interroga-
tion windows of 24 x 24 pixels and overlap factor 50%.
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The PIV grids are produced after specifying a grid anchor location, which is
user-defined as the horizontal and vertical coordinate expressed in pixels. This
point can be arbitrarily chosen. However, in the work presented here, the anchor
point is chosen at the free surface level, on the symmetry axis of the impacting
body. This point represents the origin of the coordinate system in the resulting
velocity maps. The limits of the PIV grid coincide with the size of the PIV image,
meaning that the entire image is subjected to the correlation analysis. If desired,
these limits can be decreased, if stationary artefacts such as shadows are present
in all the raw images.
2.3.2.2 Interrogation Procedure
After defining the size of the working grid of the PIV analysis procedure (i.e.
interrogation window size, windows overlap factor and location of grid anchor
and limits), the interrogation parameters need to be defined. Various schemes can
be implemented in order to increase accuracy of PIV results. The schemes used
in the present work are:
• Multiple pass interrogation
• Multi-grid interrogation
• Image deformation
• Image interpolation schemes
• Multiple (repeated) correlation
These algorithms are designed to improve valid data yield from PIV analysis,
by eliminating some of the limitations to the PIV results that were discussed in
Section 2.3.2.1.
Multiple pass interrogation. Several iterations of the interrogation proce-
dure can yield a higher accuracy of the results, when window offsets are used.
After a first interrogation pass, the calculated displacement can be used to offset
the image sample with the integer value of local shift. After each interrogation
pass, a data validation criterion is used to eliminate outliers, and only valid dis-
placement results are used in the next iteration. An upper limit to the number of
passes to be performed is initially set by the user, with two or three passes being
typical values used in the analysis of slamming measurements. This procedure
improves results as long as the residual shifts are higher than one pixel displace-
ment. As pointed out by Westerweel [101], the multiple pass interrogation pro-
cedure not only increases the SNR of the correlation peak (due to the decrease
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of in-plane particle loss), but also reduces the measurement uncertainty when the
final measured particle image displacements are less than one half of a pixel.
Multi-grid interrogation. This is an improved algorithm that incorporates
the principles of the previous technique, but also allows the decrease in window
size during PIV analysis. The multi-grid interrogation procedure is an iterative
grid refining scheme, which uses a pyramid approach to decrease the final in-
terrogation window size to values lower than the particle displacement, without
in-plane loss of particle image pairs. In this work, the algorithm is started with
an initial large value of the interrogation window (e.g. 96 x 96 pixels) that can
capture the largest displacements in the frame. After data validation of this initial
results, the grid resolution is increased, and the new interrogation windows are
offset by values of displacements recovered from the previous step. The proce-
dure is repeated until final grid resolution (e.g. interrogation window size of 24 x
24 pixels) is achieved. By iteratively reducing the sampling grid size, an increase
of the dynamic spatial range (DSR) is achieved, and conventional limits to the
PIV analysis, such as the one quarter rule that was previously discussed, can be
overcome. The dynamic spatial range represents the ratio of the largest observ-
able length scale to the smallest length scale, and thus determines the measurable
range of velocity.
Image deformation. The image deformation schemes are particularly useful
to achieve higher accuracy of the PIV results. The two algorithms previously dis-
cussed, are designed under the assumption that particle motion is approximately
uniform within an interrogation window. However, in practice, the velocity gradi-
ents can exhibit large variations within a single interrogation sample, and the use
of window offsets may not be sufficient to accurately determine these variations
(e.g. in the spray root region of the flow). Therefore, the results of such itera-
tive interrogation algorithms can be further improved by implementing an image
deformation technique, as performed in the current research. The method uses
the displacement information estimated in a previous iteration, to deform the PIV
images that will be interrogated in the current step.
Image interpolation schemes. When implementing the image deformation
techniques in the interrogation procedure, the image intensity map needs to be
re-constructed at each iteration. Therefore, interpolation of image intensities at
non-integer pixel locations needs to be performed. Although several choices of
image interpolation schemes have been considered in literature (such as Gaussian
or bilinear interpolation), the B-splines functions have been proven to offer the
best balance between performance and computational cost [82, 7].
It should be noted that, in the present work, the multi-grid interrogation ap-
proach is used together with image deformation and interpolation using B-splines
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functions.
Multiple (repeated) correlation. A further improvement of the interro-
gation procedure used herein is performed by multiplication of two correlation
planes which are slightly offset with respect to each other. This approach was
first proposed by Hart [38], who found that by multiplying neighbouring correla-
tion planes with high noise content, a resulting map with a single clear correlation
peak can be obtained. This finding is explained by the fact that correlation anoma-
lies (resulting from random noise peaks) are less likely to be consistent in both the
correlation maps under investigation. However, the spatial offset between the con-
sidered maps needs to be adjusted carefully, for the procedure to give good results.
If this offset is too small, the random noise artefacts will be predominant in both
tables, and will not be eliminated after multiplication. On the other hand, if the
offset is too large, the correlation peak might be entirely lost, particularly in high
gradient flows. In the present work, the repeated correlation procedure uses an
offset of the interrogation windows equal to the IWo f of the PIV grid. This means
that a typical value of 50 % overlap is used, which was also considered a viable
choice in [38].
2.3.2.3 Sub-Pixel Resolution
Improved interrogation algorithms can be used to increase the accuracy of PIV
estimations of displacement. Sub-pixel peak fitting is an important procedure used
to determine the location of the true correlation peak with accuracy of up to 1/20th
of a pixel. Considering that the correlation analysis produces sampling of the data
in a discrete way, raw results have a minimum uncertainty of one half of a pixel.
There exists a variety of methods of performing this peak fit on the correlation
data, and the choice between fitting functions needs to be based on the type of
PIV recording at hand, as well as the characteristics of the flow being measured.
In the following, the commonly used peak fit estimators are discussed.
The peak centroid estimator is based on the separation of the signal from
background noise in the correlation plane, and it is defined as the ratio between the
first order moment (or center of mass) and the zero order moment. This function
requires for a way of defining the region that comprises the correlation peak. After
the peak has been identified, neighbouring values of correlation (e.g. in a 3x3
kernel) can be used to calculate the first order moment. The peak centroid method
performs poorly when narrow correlation peaks are encountered (which is typical
for PIV images), but can give good results when broader peaks are identified. This
latter situation occurs when larger particle images or larger features are present in
the raw image.
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Three-point estimators are probably the most commonly used type of peak
fit functions, which are based on fitting a specific function to the correlation data.
The function which is most frequently used is the Gaussian peak fit [103]. This
observation is based on the fact that the properly focused particle images describe
Airy intensity functions which can be best approximated by a Gaussian distribu-
tion, as mentioned previously in Section 2.2.1. The Gaussian fit function uses the
four closest neighbours of the correlation peak, and fits the 3-point Gaussian curve
along each of the two axes. A similar function is the Parabolic peak fit, which fits
a parabola through the three points instead of the Gaussian curve.
Alternative peak fit estimators have been proposed, which use more than just
4 neighbouring values in the correlation plane. The first of these methods is the
2D Gaussian peak fit, as proposed in [72]. This estimator can be used with more
than the immediate neighbouring values in the vicinity of the correlation peak,
and can produce better results especially when non-symmetric correlation peaks
are present. Another estimator with increased complexity is the Whittaker re-
construction [71], which reconstructs the correlation peak value from values of
correlation along the horizontal and vertical lines that cross the peak location.
In the present work, the Gauss peak fit estimators are preferred due to their
robustness. The three-point Gauss fit is generally the best trade-off between com-
putational cost and accuracy. However, when the correlation map exhibits higher
levels of noise, the 2D Gauss fit is used to increase accuracy. The implementation
of this estimator is performed by explicitly solving the Gaussian regression in a
least squares sense, on a 3x3 area of the correlation plane surrounding the peak
[61].
2.3.2.4 PIV Data Validation
The data validation schemes that are currently implemented in every PIV post-
processing algorithm are basically an automated way of discarding erroneous ve-
locity vector data (outliers). The human perception is very effective in identifying
the outliers present in a processed PIV image. The main characteristics of these
outliers is the inconsistency of their magnitude and/or direction compared to the
neighbouring vectors. Most often, these outliers appear as single incorrect vec-
tors, and are likely to be located at the edges of the image (due to loss of particle
image pairs between the two frames), or in areas with low SNR. If an interactive
elimination of these outliers can be possible when a few PIV images are to be
analysed, in modern (time-resolved) PIV investigations, this is no longer feasi-
ble due to the high amount of pictures to be processed. Moreover, as discussed
previously, data validation is required when iterative interrogation techniques are
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being deployed. The outlier detection schemes can be categorized into two main
groups, depending on the way they are defined:
• Displacement-based tests
• Correlation-based tests
The displacement-based tests are user-defined thresholds on the estimated
displacement, that can be specified before interrogation is started. These thresh-
olds are set based on a priori knowledge of the expected velocity distribution in
the field of view. Depending on the way the thresholds are set, several tests can
applied. In the present work, the following tests are used:
− Maximum displacement test is based on a user defined value of maximum
possible displacement. This can be imposed when a knowledge of the high-
est measurable displacement is available before interrogation is started.
− Displacement difference test is a procedure that uses a threshold for the ve-
locity gradient. The vector estimated in one interrogation window is com-
pared against each of its surrounding neighbours (four or eight neighbours),
and if the difference is higher than the specified threshold for more than half
of the instances, the vector is deemed invalid.
− Dynamic mean test is defined in a similar way as the previous test. The
difference between the two is that, in the case of the dynamic mean operator,
the magnitude of the analysed vector is compared with the mean value over
its neighbours. If this difference is higher than the imposed threshold, the
vector is marked as an outlier.
− Median test is frequently used in image processing software. Its application
to PIV vector data validation was found to be effective by Westerweel [99].
The working principle of this filtering procedure consists of the linear sort-
ing of the neighbouring vector values with respect to their magnitude. The
central value is recorded as the median value, and the vector under investi-
gation is considered valid if the difference between its value and the median
value is lower than an imposed threshold.
− Normalized median test is similar to the previous test. However, in this case,
the difference between the considered vector value and the median value is
normalized with respect to the median value of the residuals of the neigh-
bouring vectors. These residuals are defined as the difference between each
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vector magnitude and their median value. This test was found to produce a
universal probability density function, and thus the application of a global
threshold value becomes more effective in the data validation step [102].
− Global histogram filter is a procedure in which regions of interest in the
2D vector histogram can be constructed and used as a validation criterion.
The histogram of vector data is plotted using all estimated displacement
data from the PIV image. Next, rectangular and/or elliptic regions of inter-
est can be user defined to circumscribe areas on the histogram that contain
valid data information. The vectors outside these areas are considered out-
liers, and they are discarded. This procedure can be particularly useful in
cases such as the slamming PIV measurements, where the camera FOV
captures only half of the water domain (up to the symmetry axis of the im-
pacting body). Therefore, the horizontal displacement should be strictly
positive, and using this procedure, estimates of negative values are marked
as outliers.
Correlation-based tests can also be implemented in order to validate vector
data. However, these validation methods are less effective than the displacement-
based tests because of their considerably lower detection success rate.
− Minimum SNR uses a minimum allowed value for the SNR of correlation to
validate the data.
− Peak ratio. A vector is marked as an outlier if the ratio of the correlation
peak to the first noise peak is lower than a certain imposed threshold.
− Minimum correlation. This test requires for the value of the correlation
coefficient to be higher than a certain user-defined value.
A comprehensive and extensive review on the validation tests described above
can be found in the book of Raffel [68], and the reader is referred to his work for
further details on each of the filtering procedures.
2.3.2.5 Outlier Replacement
Following the identification and removal of erroneous vectors in the interroga-
tion procedure, schemes of replacing these outliers need to be applied. In the work
of Westerweel [99], it was shown that for a 5 % percentage of spurious data, more
than 80 % of the missing data can be recovered by bilinear interpolation using
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the neighbouring valid data. If the outlier vector is not isolated, and neighbouring
data is also found to be erroneous, a weighted average of the surrounding valid
data can be used.
In the case of some PIV processing algorithms, particularly those that use
multi-grid interrogation schemes, data smoothing is also required after each iter-
ation. As pointed out by Raffel [68], the effects of measurement noise on the ex-
perimental data can not be fully eliminated. Thus, data smoothing can be applied,
especially when comparisons of PIV data with simulations data are of interest. A
robust way of smoothing PIV data is by means of median filtering, a method typi-
cally used in image processing. In the work presented herein, a median filter with
kernel size of 3x3 is used for data smoothing. This type of filter is particularly
useful in preparation of the velocity data to be used in the pressure estimation
procedures that will be discussed in later chapters.
2.3.3 Automated Masking
The procedure described in the previous section produces valid vector fields
when PIV analysis is performed on regions of seeded flow, without additional
artefacts such as moving body boundaries. However, in the case of slamming, the
PIV images contain features of both body regions and air regions, as well as the
water/air interface. Erroneous vectors that will be produced in these regions can
influence the valid data at the edges of the ROI. In order to remove the negative
effect of these spurious vectors, the air and body regions should be masked before
processing of the pictures is begun. Because of the complex geometry of the free
surface, and because of the moving body image, an adaptive masking approach
is necessary. The image evaluation algorithm is adjusted to include automated
adaptive masking of the body and of the air region. To achieve this, a code is
written in Matlab to automate the process. The raw pictures are read into Matlab,
and the automated masking procedure is done for every time step, with masking
for both of the two single exposure frames. A PIV utility program (PIVview)
for cross-correlation analysis, provided by PIVTEC is appended from Matlab for
every time step, using the two raw pictures, a file containing the cross-correlation
parameters and two mask images as input.
2.3.3.1 Masking Procedure
The masking procedure is done in two steps. Firstly, the body image is masked
off using information on the actual position from the actuator controller. This ap-
proach was preferred due to the flexibility conferred by knowing the position of
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the body at each time step thanks to the position encoder of the controller. Since
the position and velocity information are readily available from the actuator en-
coder output, and considering that the body is rigid and therefore the body shape is
unchanged during slamming, the body position in the raw image is reconstructed
and masking of this region is performed. Figures 2.10 (a) and 2.10 (b) show a raw
image taken during the water entry of a wedge body and the image with the body
position masked, respectively.
Secondly, using contours of brightness levels on the picture with the masked
body region, the free surface is identified on the images and masking of the air
region is performed. The procedure consists of identifying contours of intensity
levels of the input picture, as can be seen in Figure 2.10 (c). The resulting ma-
trix of contour levels is used to extract the dominant feature in the picture, which
will have the highest number of connected pixels with maximum intensity val-
ues. This feature will be corresponding to the laser light reflections of the free
surface. Then, the lower points of this contour are chosen as the free surface el-
evation profile, and the pixels above this profile, which are corresponding to the
air region, are masked off. It should be noted that the light reflection from the free
surface has a gradual decrease of intensity in the PIV recording. However, the
pixel coordinates chosen in this step present the highest values (255) of grayscale
intensity, and form a contour profile with a maximum height of less than 5 pixels.
This implies that the uncertainty of the free surface elevation profile as recovered
using this procedure is less than 0.2 mm. The image filtering procedures applied
for improvements of the free surface feature identification step, as explained in
Section 3.2.1, were found to reduce this uncertainty even further.
Having recovered the pixel coordinates of both the free surface profile and the
body region, a final mask is constructed and saved as a grayscale picture (Figure
2.10 (d)). This final mask is then to be used as input in the correlation analysis.
2.3.3.2 Correlation Analysis Using Automated Masking
The cross-correlation analysis is performed by taking into account the mask
image obtained previously. Evidently, the correlation result on interrogation win-
dows which contain only masked pixels is equal to zero displacement. However,
considering that the PIV grid - and subsequently, the initial interrogation areas -
are fixed with respect to the Cartesian coordinate system, some interrogation win-
dows will contain both masked pixels as well as regions of the water flow. In this
case, two situations can occur. If the PIV grid node (center of the interrogation
window) is situated in the masked area, the resulting correlation will be zero dis-
placement. A second case is that the grid node is in the water flow region, but
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(a) (b)
(c) (d)
Figure 2.10: Image masking. (a) PIV raw image. (b) Body masked image. (c)
Intensity contour image. (d) Final mask image.
part of the corresponding interrogation window is masked. In this situation, the
correlation is performed using the available pixels (water flow). It should be noted
that in this case, the available number of pixels will be smaller than the interroga-
tion window size (i.e. 32 x 32 pixels), and that localized laser light reflections can
affect the correlation estimation. If the correlation estimation does not meet the
data validation criteria described in Section 2.3.2.4, the vector is replaced using
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valid neighbouring data, as described in the previous section.
In order to assess the performance of the correlation analysis for the case of
mask overlapping in the interrogation windows in the vicinity of the body, two
theoretical flow distributions are analysed. The first case is that of a linear dis-
placement field in the vicinity of a stationary wall, with a velocity distribution
equal to u = 0.05 · x, where x is the horizontal coordinate expressed in pixels,
as depicted in Figure 2.11. The second case corresponds to a constant velocity
profile with 6 pixels displacement in the vicinity of a stationary wall as shown
in Figure 2.12. The two displacement distributions are used in generating PIV
synthetic images that were analysed with the PIVview software. The image size
used was 256 by 256 pixels, and the wall region on the frames was masked. A
mean particle sizes of 2.2 pixels and a mean distance between the particles of 6.3
pixels were used, similar to the case studied in [86]. The particles size and loca-
tions were randomly distributed about their mean values, and zero-mean Gaussian
white noise was added to the synthetic images, in order to simulate the conditions
of experimental PIV recordings.
Figure 2.11: A linear displacement field in the vicinity of a stationary wall. Left:
velocity distribution; Right: Relative error between PIV results and
the theoretical values for different values of mask overlap in the in-
terrogation window.
The PIV analysis was performed using 32 by 32 pixels interrogation win-
dows with 50 % overlap. Several runs of the correlation analysis were performed,
with a gradual increase of the interrogation window centre from the stationary
wall location. The results of the PIV interrogation for the two considered test
cases were compared with the theoretical values of particle displacement. In Fig-
ure 2.11(right) the relative error between the correlation result and the theoretical
values are plotted for different values of the mask overlap of the interrogation
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window. It can be observed that the values of the relative error increases with in-
creasing mask overlap values, to a maximum of approximately 0.45 pixels when
half the interrogation window is covered by the wall. Further improvements to the
correlation algorithm were suggested in literature, such as vector relocation [81]
in the geometric centre of the seeded part of the interrogation window, or even an
extension of the particle image fields across the fluid-solid interface [84]. These
improvements could lead to a reduction of the error up to 50 %, as reported by
Usera [86].
Figure 2.12: A displacement field with constant velocity in the vicinity of a sta-
tionary wall. Left: velocity distribution; Right: Relative error be-
tween PIV results and the theoretical values for different values of
mask overlap in the interrogation window.
When considering the second test case, corresponding to a constant displace-
ment profile extending up to the solid wall (similar to a free-slip boundary con-
dition), the relative error is found to be decreased dramatically as seen in Figure
2.12 (right). In this case, the error does not go over 0.06 pixels displacement,
which is approximately 1 % error of the PIV correlation analysis. Therefore, it is
concluded that the application of the mask on the body wall increases the accuracy
of the results within the limits imposed by the necessary particle image displace-
ments and density, as discussed in Section 2.3.2.1. Therefore, further treatment of
the wall region, aside from the application of the mask in the correlation analysis,
was not considered in this work.
The application of automated masking on recordings of the water entry cases,
was found to increase correlation coefficient values as well as improve outlier
detection. In Figure 2.13, an example is shown for the rigid wedge water entry
test case. Figure 2.13 (a) and Figure 2.13 (b) are snapshots of a typical PIV image
and the processed correlation coefficient map, respectively.
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(a) (b)
(c) (d)
Figure 2.13: PIV images and correlation coefficients. (a) Raw image; (b) Image
with mask; (c) Correlation coefficient for unmasked image; (d) Cor-
relation coefficient for masked image; the mask is applied before
image pre-process filtering is performed.
By comparing the correlation values in the region of interest corresponding
to the water domain, it can be observed that using the same PIV processing pa-
rameters, but introducing the mask as well, leads to an improvement of 10% for
the entire field of view (FOV). However, this increase is more substantial in the
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area close to the free surface and the spray root of the water jet, which, as it will
be shown in the remainder of this chapter, is a very important region of interest.
The application of the mask eliminates the artefacts that are present in the
regions of the image which are not of interest, namely the body and the air region.
Furthermore, the masking procedure limits the errors introduced by laser light
reflections or banding noise. As a consequence, the outliers produced by false
correlation outside the region of interest are eliminated. In Figure 2.13 (c) and
Figure 2.13 (d) it can be observed that the correlation coefficient in the vicinity of
the free surface and of the rigid body wall are higher when using the mask in the
cross-correlation algorithm. In the far-field region of the water domain, the cor-
relation values also show an improvement when using the mask. This is caused
by the application of the mask before performing the image pre-process filtering
that was discussed in Section 2.3.1. Because of the elimination of excessive light
reflections in the image before dynamic filtering is applied, the contrast enhance-
ment is improved, and thus the correlation coefficient values are increased further
from the body and the free-surface, as well.
Another important advantage of the masking procedure is the automated na-
ture in which it is performed. For an experiment such as slamming, where time-
resolved data are required, it is important that the processing tools allow for batch
analysis of the entire series of pictures (typically between 100 and 500 frames
for each test). In Figure 2.14, the valid data percentages are plotted against time
for measurements of rigid wedge and rigid cylinder water entries. It can be ob-
served in this figure that the masking procedure leads to an improvement in SNR
and subsequently a considerable increase of around 10% in valid velocity data
measurements across the entire time series.
It is to be noted that this increase corresponds to the entire region of interest,
namely the water domain, but, as shown previously, in localized regions around
the free surface and rigid body, the correlation coefficients show a much higher
improvement. Therefore, if a smaller field of view would be considered, with
attention to these boundaries, the number of outliers in the case of measurements
without masking would be even greater.
2.3.4 Water Entry of Rigid Bodies
In order to validate the operating principles of PIV measurements in the study of
the slamming of rigid bodies, a wedge-shaped and a cylinder body are tested. The
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Figure 2.14: Evolution in time of valid data detection - improvement of valid
data percentage by using the automated masking procedure for top:
wedge body; bottom: cylinder body.
90◦ wedge and the cylinder (90 mm diameter) are studied during water entry with
constant entry velocity Ventry = 1.5m/s. The experimental set-up A previously
referred to in Section 2.3, is used for these investigations. As previously men-
tioned, the set-up uses a linear motor for the controlled movement of the body.
The actuator is a Copley Controls XM3804S ServoTube Module with 350 µm
absolute accuracy, that presents the added advantage of repeatability of the mea-
surement, as well as precise triggering of the PIV system. Feedback is provided
on actual load position, velocity and acceleration through the use of an internal
oscilloscope. The actuator is operated by using programmable digital inputs in
sequences of controlled movements by defining acceleration and velocity target
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values. Figure 2.15 shows an example of the velocity and position information
recorded by the actuator controller during operation, which is a sequence corre-
sponding to the water entry of the rigid wedge.
Figure 2.15: Position and velocity information recorded during water entry of a
wedge rigid body. timpact marks the moment of initial contact with
the water surface; tstop marks the moment the linear motor begins
deceleration of the body.
Using the free surface contours determined in the masking procedure, free
surface elevation information is extracted at each time step. The results are made
dimensionless by division of the coordinates of the free surface profile with the
body submergence Vt where V is the body velocity and t is the time. Therefore,
the results for any time step and body velocity can be compared with the available
literature results. Figure 2.16 shows the comparison between the result of free
surface elevation profiles recovered from PIV and the analytical solution of [51]
for a 90◦ wedge. Good agreement can be found, with a maximum error of around
2% at the spray root, where the PIV gives a thinner spray root region.
Figure 2.17 shows the instances of a cylinder body and of the free surface pro-
file as measured from PIV for three time instances. The available literature results
of the free surface evolution during water entry of a circular cylinder have not been
included in a comparison. The reason behind this choice is that the experimental
conditions used herein differ from those used in previous studies - [31, 78] - and
thus the feature evolution exhibits different characteristics. The experimental con-
ditions in the present study consist of imposing a constant velocity profile during
water entry, whereas in the mentioned papers, the cylinder was tested in free-fall
conditions.
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Figure 2.16: Comparison of free surface elevation for wedge impact with con-
stant speed between PIV and the analytical solution of [51]. Vt is
the instantaneous draft relative to calm water.
Figure 2.17: Free surface profiles during water entry of a rigid cylinder.
2.3.4.1 Numerical Simulations
The results of the PIV measurements were used for comparison with data from a
numerical simulation of the same problem, performed by Vepa [91] using the soft-
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ware package LS-Dyna [92]. Experimental conditions are reproduced in a quasi-
three-dimensional model with only one element in thickness, and constrained de-
grees of freedom in this direction.
The concept of multi-material groups (MMG) is used to represent the two
fluid phases, and fluid-structure interactions are modelled using a simplified cell-
centred arbitrary Lagrangian-Eulerian algorithm (ALE). The algorithm calculates
an explicit time step ∆t based on the Courant-Friedrichs-Lewy condition using the
smallest grid element size and the convective velocity. For the wedge test case,
the time step used is 5 · 10−5 s, while for the cylinder test, the time step is 10−5 s.
A non-uniform grid is used for the simulations, using a domain of the same size as
the tank used in the experiments (Figure 2.18). The element size is kept constant
in the region of interest that is used for comparison with the PIV measurements,
and it is increased away from this region. The Lagrangian boundary of the solid
body is overlapped onto the fluid mesh, and a constant velocity of 1.5 m/s is
prescribed for this boundary. For the wedge body impact simulations, the smallest
grid element size is approximately 0.5 mm, which is four times lower than the PIV
grid size. In the cylinder test case, the mesh is further refined in the vicinity of the
impacting body. Thus, the final achieved resolution in the simulations is ten times
higher than the PIV measurement grid.
Figure 2.18: Numerical simulations grid for water entry of a rigid body, with
volume of fluid density colormap.
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2.3.4.2 Velocity Field Results
The PIV recordings for the two test cases under consideration herein are per-
formed under similar conditions. In both cases, the single exposure PIV frames
are illuminated sequentially by the two laser pulses corresponding to the two cav-
ities of the laser. Both laser pulses have a width of 1 µs each, and are equally
spaced in time, meaning that each laser pulse delay time (δt) is equal to the
frame exposure time. This choice enables for a sequential batch analysis of the
PIV recordings.
The velocity field results of the PIV measurements are compared with the nu-
merical results from LS-Dyna for the entire time series of the measurements. In
both wedge and cylinder PIV tests, a total of 1000 frames were recorded. For the
wedge case, a recording frame rate of 10000 frames per second (fps) was used,
and a total of 400 frames were analysed using the PIV interrogation algorithms
previously described. The camera resolution in this case was of 768 x 768 pixels.
To increase the particle image displacement, the two images were composed of
even numbered frames and odd numbered frames, respectively (frame 1 analysed
with frame 3, frame 2 with frame 4, and so on). After 40 ms of water entry, the
wedge body occupies approximately half of the camera FOV, and thus PIV inter-
rogation is stopped. However, considering that most of the dynamic behaviour of
interest occurs in the first milliseconds of impact, this time sequence is sufficient
for the current analysis.
For the cylinder tests, the chosen camera frame rate was of 5400 fps, and
the resolution used was the maximum camera resolution of 1024 x 1024 pixels.
The total number of analysed images was 432 frames, extending to 80 ms of
water entry. However, the simulations results covered the first 20 ms of water
entry, corresponding to the first 110 PIV frames. Since the computational time for
the simulations is high, and since the important features of the phenomenon are
present in the first milliseconds of impact, the 20 ms were considered sufficient
for the current analysis. For more details on the technical specifications of the
PIV laser and camera, the reader is refereed to Section 5.2.2.
Wedge slamming. Figure 2.19 shows the root mean squared (RMS) errors
between the two velocity field results across the entire field of view, over the time
series of the rigid wedge slamming experiment. The RMS errors are normalized
by the range of measured PIV velocity magnitude and by the impact velocity,
respectively. It should be noted that these errors are mainly caused by differences
close to the solid body boundary and free surface, where PIV results are affected
by reflections.
An analysis of the RMS error normalized by the range of measured veloc-
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Figure 2.19: Normalized RMS errors between the PIV measured velocity field
and simulation results of Vepa ([91]) for the impacting rigid wedge
test case. (−) RMS error normalized by the range of PIV measured
velocity magnitude. (- -) RMS error normalized by the body impact
velocity.
ity values shows the importance of small velocity variations when the velocity
magnitudes are also small. This effect is present in the first 5 ms of water entry,
where the error reaches approximately 20 %. In this initial stage of the impact,
the larger error is caused by the highly localized flow. On average, only one par-
ticle image pair is giving true velocity vector information, and therefore the PIV
measurements can not capture the high local velocity gradient. On the other hand,
the evolution of the RMS error normalized by the impact velocity shows that dur-
ing these first milliseconds of the impact, the measured fluid displacements are
very small compared to the body velocity. Another source of error between the
two measured velocity fields is caused by the fact that small variations in wedge
velocity are inevitable in the experimental conditions, as opposed to the constant
speed imposed in the CFD model.
As mentioned previously, the PIV measurements tend to underestimate the
velocity magnitude especially in the region close to the spray root and to the wall
of the wedge body, where surface reflections of laser light are present, and where
particle image pairs availability is limited. The measured fluid velocity fields can
only be obtained in the water domain, which also implies the limitation of not
being able to produce results for the water droplets in the jet and spray regions.
Therefore, the cut-off of the jet implies that the results will not provide the highest
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velocity magnitudes which are present in the upper parts of the jet formation.
Snapshots for two time instances 12.8 ms and 27.6 ms are presented in
Figure 2.20 and Figure 2.21, respectively, illustrating the contours of horizontal
and vertical velocity components measured with PIV (left column) and calculated
by means of numerical simulations (right column). The measured y-component of
velocity shows overall closer agreement with CFD simulation results than the x-
component. This difference is attributed to the fact that gradients of the horizontal
component of velocity are higher in the region of the spray root and close to the
wedge wall, than gradients of the vertical component of velocity.
Figure 2.20: Velocity contours for the wedge body test case at time step t = 12.8
ms. Left column: PIV data. Right column: simulation results [91].
Moreover, it can be observed that for the vertical component of velocity at
time t = 12.8 ms, the only region with larger error between measurements and sim-
ulations is close to the spray root, where PIV data are underestimating the mag-
nitude. This is caused by reflections of the laser light on the wedge wall and free
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Figure 2.21: Velocity contours for the wedge body test case at time step t = 27.6
ms. Left column: PIV data. Right column: simulation results [91].
surface, and limitations to particle images pairs for correlation. Although a few
particle images are present in this area, the high velocity at the spray root causes
the inability to get enough image pairs in between two consecutive frames. Also,
the high velocity gradients cannot be captured on such a small area, as PIV inter-
rogation windows are still limited by the presence of enough particle image pairs.
For the later stage of water entry, at time t = 27.6 ms, the results show closer
agreement, mainly because of the fact that the spray root region is wider, and
more particle images are present in this high velocity gradients area. Again, close
to the wall of the wedge differences are present, because of the reflections of laser
light. Furthermore, in the regions of the flow further from the object, the PIV
measured velocity shows a slightly higher value than the numerical simulations
results. A quantitative analysis is performed in order to investigate the cause of
these differences. The geometry of the impacting body and the free surface el-
evation profile at time t = 27.6 ms, are illustrated in Figure 2.22. Three section
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Figure 2.22: Top: PIV field of view with schematic representation of the wedge
body and free surface, and three section lines at time t = 27.6 ms.
Bottom: The relative error (expressed in pixels displacement) along
the three section lines between PIV measured velocity magnitude
and simulation results [91] at time t = 27.6 ms.
lines normal to the wedge body wall are chosen, and the values of velocity mag-
nitude as measured from PIV and from the simulation results, are extracted along
these lines. Figure 2.22 (bottom) shows the relative error between the two results,
expressed in values of pixel displacement. It can be seen that the largest error is
in the immediate vicinity of the wedge wall, for reasons that were explained pre-
viously. Furthermore, the highest error (approximately 0.4 pixels displacement)
is found on the section line closest to the spray root of the flow. As the distance
from the wall increases, the PIV measurement exhibits a fluid displacement value
up to 0.2 pixels higher than in the numerical simulations. This is mainly caused
by the small errors of PIV correlation analysis, but also because of the variation
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of wedge velocity in the experimental conditions.
Cylinder slamming. In the cylinder slamming case, the results show the
same trends as for the wedge test case. Figure 2.23 (left) shows the horizontal
and the vertical components of velocity, respectively, at time t = 12 ms. The PIV
results are compared with the simulations results, as illustrated in Figure 2.23
(right). One of the first features that can be observed, is the lower magnitude of
the horizontal component along the normal to the cylinder wall. This is mainly
caused by the lower spatial resolution of the PIV measurements (2.07 mm grid
step size) compared to the fine grid used in the simulations (0.22 mm step size).
Because of this difference, the velocity gradients were not captured as well in the
experimental results as in the simulations. Another remark on the qualitative anal-
ysis of the velocity maps exemplified in Figure 2.23 is that the vertical component
of velocity seems to be showing reasonable comparison between the two meth-
ods. However, in order to better understand the differences between the results, a
quantitative analysis of the data is performed.
Three additional section lines -L1, L2 and L3 - are constructed with respect to
the cylinder wall, corresponding to circles of radius R+R/10, R+R/5 and R+R/2,
respectively, where R is the radius of the cylinder (45 mm). The position of the
cylinder, free surface as well of the section planes are shown in Figure 2.24. It
should be noted that these lines are chosen such that L1 is at a distance equal to
the length of the PIV interrogation window size, L2 at twice the same distance,
and so on.
In Figure 2.25, the velocity at the wall of the cylinder body and along the
L2 line are illustrated. The velocities along the respective curves are calculated
using a nearest neighbour interpolation scheme using the neighbouring fluid grid
nodes. The results of fluid velocity normalized by the impact velocity (Vi), are
plotted against the dimensionless body submergence parameter. From the com-
parison of the two results it becomes clear that the match increases considerably
at a small distance from the cylinder wall. This is caused by two factors. The first
is the presence of the body feature in the interrogation window that produces the
fluid velocity result in the immediate vicinity of the immersed wall. This factor
can introduce errors in the estimated displacement due to laser light reflections
from the body surface. A second factor is the averaging nature of the interroga-
tion procedure that uses a discrete sampling of the fluid flow along the defined
interrogation windows. In order to capture the high velocity gradients that can be
observed in results of the numerical simulations, the spatial resolution should be
improved.
In Figure 2.26, the evolution in time of the rms errors of horizontal and ver-
tical velocity components are plotted. Four type of rms errors of the PIV results
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Figure 2.23: Velocity contours for the cylinder slamming test case. Left column:
PIV data. Right column: simulation results [91].
with respect to the numerical results are shown. The first is the overall (full-field)
error. Next, results of the rms error of velocity as extracted along the cylinder
wall, along L1 and L2 are considered. It should be noted that L3 is not illustrated,
as the values were very close to the full-field velocity errors. It can be seen that the
highest error is present in the results along the cylinder wall, with values of up to
80 % difference for the horizontal component and 60% error for the vertical one at
approximately 5 ms after impact. These values are also amplified by the presence
of the jet formation along the cylinder wall, which is not measurable in the PIV
experiments. These errors are seen to be decreasing as the cylinder continues its
water entry, and thus the high velocity gradients present in the spray root region
decrease. This phenomenon also explains why the errors along L1 are consider-
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Figure 2.24: PIV field of view for rigid cylinder slamming measurements, with
schematic representation of the cylinder wall and the free surface.
L1, L2 and L3 correspond to section lines chosen 4.5 mm (R/10), 9
mm and 22.5 mm away from the cylinder wall, respectively.
Figure 2.25: Normalized velocity (Vi = 1.5m/s is the constant impact speed of
the cylinder). Comparison between PIV results and simulation re-
sults in the vicinity of the cylinder wall (solid lines) and 9 mm away
from the cylinder wall (L2) corresponding to approximately 2 inter-
rogation window lengths (48 pixels).
ably lower for the entire time series, and suggests that the immediate vicinity of
the body wall is an area of concern in the PIV measurements.
One other possible explanation for these errors is the presence of important
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Figure 2.26: Time evolution of the RMS error between PIV measured velocity
and numerical results, expressed as a percentage of the impact ve-
locity (Vi).
three-dimensional flow components in the experiments. Since, in the case of the
cylinder body, the geometry and experimental boundary conditions can influence
the measured velocity to a greater extent than for the wedge body, the 3D effects
need to be more thoroughly addressed. In the following, an investigation of these
3D effects of the flow is performed.
2.3.4.3 Three-Dimensional Flow Effects
One of the most stringent questions arising from the comparisons described
above, is the effect that the 3D flow has on the results of the planar PIV measure-
ment. In order to better understand if the out-of-plane component of velocity has
an effect on the results obtained in the mid-plane of the cylinder, an investigation
is performed using multiple-plane measurements. The light sheet illumination
planes are illustrated in Figure 2.27.
Four additional planes (deemed P.1 to P.4) along the cylinder axis are cho-
sen and PIV is performed for the same water entry velocity as in the case of the
mid-plane (MP) measurement. In addition, a transversal plane is chosen along the
cylinder tip (P.0). The results of measurements in this plane are shown in Figure
2.28. It should be noted that the horizontal component in the P.0 plane is corre-
sponding to the out-of-plane fluid velocity (W) along the symmetry line in the 2D
measurements performed in the middle plane of the cylinder (MP). The results
suggest that this velocity component is negligible up until the end of the test tube,
where the flow develops between the cylinder and the wall of the water tank. This
64 2.3 Slamming PIV Experiments
flow develops around the last 10 % of the cylinder length.
Figure 2.27: PIV Measurement planes used for investigation of 3D flow effects
during water entry of a cylinder.
Figure 2.28: PIV measured z - component (W) and y - component (V) of veloc-
ity in plane P.0. at time t = 20 ms. The position of the additional
measurement planes are indicated with dotted lines.
In Figure 2.29, the velocity magnitudes as measured in the mid plane (MP)
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and in three additional planes (P.2 to P.4) are illustrated. It can be seen that the
measured magnitude of velocity decreases as the distance from the mid-plane in-
creases. This proves that 3D flow effects increase towards the end of the cylinder.
Figure 2.29: Velocity magnitude measured in four planes at time t = 20 ms.
The evolution in time of the RMS error of the measured velocity components
in planes P.2, P.3 and P.4 with respect to the mid-plane measurements is shown in
Figure 2.30, where the values are expressed as a percentage of the impact velocity
(Vi = 1.5 m/s).
The full-field velocity error shows that the end plane P.4 exhibits the largest
error (approximately 7 % for both components) at the later stage of water entry.
These errors increase gradually as the cylinder penetrates the water. However, the
results in plane P.2 again show that the error between the mid-plane measurements
and this plane is less than 2 %.
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Figure 2.30: Time evolution of the RMSE of velocity (expressed as percentage
of the impact velocity Vi = 1.5 m/s) measured in four planes (P1-4)
compared to the mid plane measurements for both velocity compo-
nents.
Based on these observations, it can be concluded that performing PIV in the
mid-plane of the cylinder produces a small loss of particle pairs due to the out-of-
plane component of velocity.
2.4 Conclusions
In this chapter, the general principles of the measurement technique have been
introduced. The main components of a PIV system, namely the seeding parti-
cles, laser light source, imaging optics and post-processing software were de-
scribed in detail. The requirements for performing PIV measurements during
slamming were also identified, with attention to the necessity that these measure-
ments should have high spatial and temporal resolutions (i.e. high magnification
factors and frame rates) in order to effectively measure the impact phenomenon.
It was thus concluded that a trade-off between pulse separation time and interro-
gation window size needs to be addressed when considering the unconventional
fact for a PIV measurement, that moving features are present in the frame.
Furthermore, the choice of post-processing parameters was identified as one
of the most stringent PIV requirement. In that regard, an automated adaptive
masking technique was introduced, based on body position information and image
intensity identification of the free surface profiles. The masking procedure showed
a noticeable increase in the performance of PIV cross-correlation analysis.
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The PIV processing procedure has been tested for the water entry of a wedge
with deadrise angle of 45◦ and a cylinder with 90 mm diameter. The results
were compared with results of numerical simulations performed by Vepa [91]
using the LS-Dyna software and a two-dimensional model that incorporated the
same boundary conditions as in the experimental set-up. The results showed good
agreement, and prove that the optical measurement technique can successfully be
used for water entry investigations. However, some limitations of the PIV tech-
nique were noticed, especially in the description of the spray root region of the
flow. This region is situated in the vicinity of the intersection between the water
surface and the body wall, and is characterized by high local gradients of the fluid
velocity. These gradients can be difficult to capture because of the restricted spa-
tial resolution of PIV and because of the laser light reflections which are present
in this localized area.

Chapter 3
Adaptive Masking Using Feature
Identification
In this chapter, the procedure of automated masking presented in Section 2.3.3 is
adapted for deformable body water entry test cases. The study of elastic body im-
pact requires a more flexible way of determining the body position and its shape
at each time step. To achieve this goal, an algorithm for feature identification of
the body is implemented in the masking process. The free surface profile detection
is also improved, by using a curve fitting technique. After identification of the two
features in each image, mask images are produced and used in the PIV evaluation
algorithm. Due to the accuracy of body shape identification conferred by adap-
tive feature identification, and the tracking of shape evolution in time, loads on
deformable bodies during recorded water entry can be recovered.
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3.1 Introduction
The idea behind using digital image techniques to study the body deformation is
derived from classical two-dimensional digital image correlation (2D-DIC). Since
its development as a measurement technique for body shape and deformation in
1982, DIC has been applied in various areas of research ranging from studies of
the material deformation of metals [83], plastics or even paper [79] , to scan-
ning tunnelling microscopy [5], as well as fluid particle motion (particle image
velocimetry) [59]. A comprehensive study on the various aspects concerning the
theoretical concepts as well as the applications of DIC, can be found in the book
of Sutton and Orteu [80]. It is to be noted that over the years, together with con-
siderable improvements in the field of optical imaging as well as in the numerical
algorithms developments, the accuracy of these techniques was proved to be ex-
ceptionally high (e.g. 1 % pixel resolution displacement accuracy). Considering
the non-intrusive nature and the high accuracy of digitized imaging techniques,
the method proposed in this chapter, makes use of these aspects to study the wa-
ter entry problem of a deformable body. Deformation of a body contour can be
followed through the sequence of digital image recordings taken during the water
entry of a bluff elastic body.
3.2 Adaptive Feature Identification
During the water entry of elastic bodies, snapshots of the object and flow around
it are recorded using a high-speed camera and a high-powered laser illumination
of the region of interest (ROI). The high-speed nature of the recordings as well
as the high resolution used, makes it possible to follow the cylinder for the first
milliseconds of water penetration. A simple and robust algorithm is developed
in order to effectively detect the body position and shape at every time step in an
automated way. The operating principle of this algorithm is based on a minimum
amount of information provided before hand, in order to effectively follow the
body motion through the water. This information is regarding the identification
of the two main features to be tracked in every recorded image: the body contour
and the free surface profile.
Figure 3.1 shows the steps of this feature identification and tracking proce-
dure, which are incorporated in a Matlab implementation described in the follow-
ing.
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Figure 3.1: Feature tracking flow-chart.
3.2.1 Proposed methodology
Inputs. The necessary inputs of the proposed procedure, are the apriori known
body shape and entry velocity, the camera magnification factor, the laser pulse
delay time and the assumption that the vertical symmetry line of the cylinder is
within the field of view (FOV). It should be noted that the location of the vertical
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symmetry line of the cylinder, as well as the undisturbed free surface level, are
identified before the tests are performed, using calibration target images. These
inputs, together with the initial choice of image filters to be applied to the recorded
images, are the only user required interactions with the algorithm, the rest of the
procedure being fully automated.
Generate ROI for the first frame. Firstly, a ROI is generated, based on the
first picture of the series, captured before cylinder penetration of the free surface,
as the contour of the free surface will be the predominant feature in the frame.
Therefore, the ROI will be concentrated around this main feature, and will ex-
tend above and below with a certain amount of pixels (as can be seen in Figure
3.2), determined based on the cylinder entry velocity and magnification factor, as
follows:
dyROI = MVentryδt (3.1)
where: dyROI is the margin above and below the undisturbed free surface,
M is the magnification factor, Ventry is the cylinder entry speed and δt is the
laser pulse separation time. After this initial ROI is defined, all the frames of
the recorded sequence are analysed as described below.
Image filtering. For each frame, the first step is to filter the image in order
to reduce undesirable information for the feature identification procedure (e.g.
contamination particles in the water that reflect laser light) and also noise that can
be present in the picture due to excessive reflection from the cylinder body or the
free surface. The following filters are applied:
• An extended maxima transform filter is applied first to the image. This is
a local filter, based on an 8-neighbours scheme, that removes less signifi-
cant maxima in the picture which are caused by background noise, in two
stages. Firstly, a H-maxima transform filter will suppress the maxima val-
ues in the image which are less than a certain threshold value (H). This
value is chosen by the user before automated processing is begun, in such a
way that the white noise is reduced to its lowest value without losing valid
information. Secondly, a regional maxima of the H-maxima transform is
applied. The regional maxima are connected pixels with the same value of
grayscale intensity, surrounded by pixels with lower intensity values. After
application of this filter, a binary image is produced, that contains the sig-
nificant features (wetted body surface and free surface profile) in the frame.
The results of this filter are exemplified in Figure 3.3 for one typical image
taken during the water entry of a circular cylinder. Figure 3.3 (top) shows
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the number of white pixels in the resulting binary image, for values of the
threshold H ranging from 1 to 255. It can be seen that lower values of the
threshold, between 8 and 120, result in a filtered image with the features
preserved and reduced background noise (image A). Furthermore, values of
H between 120 and 200 also produce good results (image B), although ex-
cessive laser light reflections are not completely removed. When the batch
of images analysed contains frames with localized high reflections, these
will be preserved in the resulting filtered image which might cause a thicker
feature profile boundary. For values of H higher than 200, the suppressed
maxima values of the raw image is excessive, and thus the resulting filtered
image will be unusable. It should be noted that for values of H lower than 8,
background noise and out-of-focus particle images will be carried onto the
filtered image, thus a slight increase in the white pixels count is observed
for this low threshold values. Therefore, values of H were typically chosen
to be in the range 10 to 120 depending on the illumination conditions of the
test run (for batch images with higher contrast and noise, lower threshold
values were considered). It should also be noted that the threshold was ap-
plied independently for the two images corresponding to the two cavities of
a double-pulsed laser, thus making it effective in less than optimal operating
conditions, when the two frames are not evenly illuminated.
• Next, a series of local filters are applied on the resulting binary image, in
order to improve the SNR. A cleaning filter is applied in order to remove
the seeding particle images from within the ROI, operating on an isolated
unit value of intensity, surrounded by zero values. Also, in contrast to the
first filter, a second one is used for connecting neighbouring pixels if the
center pixel has more than 2 non-zero neighbours. This filter is useful for
accounting for small inconsistencies in the feature contour caused by slight
variations in intensity.
• Lastly, an optional erosion filter is available in the implementation, and this
reduces the size of the features when excessive reflection is occurring.
The resulting image after applying this set of filters, can be seen in Figure 3.2
(middle), where the green rectangle marks the ROI.
Define WOI. After applying the image filters with the aforementioned ROI,
a new set of elements is automatically generated, namely the windows of interest
(WOI), which can be seen in Figure 3.2 (right). There are two windows of interest,
which are defined in such a way that the feature tracking from frame to frame can
be achieved. The two windows are adaptive, and change size with every frame,
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Figure 3.2: Image filtering at two time instances - 0.2 ms (left column) and 19.6
ms (right column). Top: raw images (inverted grey levels) with cylin-
der wall schematically shown (in red); Middle: filtered image with
ROI; Bottom: raw images (inverted grey levels), WOI and feature
identification contours.
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Figure 3.3: Extended maxima transform. Top: White pixels count on binary im-
age resulting from application of the extended maxima transform;
Middle: Zoom of the raw image around the cylinder and free surface
(left) and filtered image for H = 32 (right); Bottom: Filtered image
for H = 150 (left) and for H = 240 (right).
thus providing the initial conditions for the generation of the filtered image at the
next step. The two WOI are defined as soon as the cylinder makes contact with the
water surface, and can be identified in the pictures. The body contour is identified
based on the body geometry and its known dimensions, consequently, the free
surface is identified based on its width and height. The two WOI will serve as a
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search area for the contour of each of the two features, for every frame, and results
of the body movement will update the location of the ROI for the next frame of
the series.
The next steps in the algorithm consist of the main procedures of feature
identification and tracking based on an update of the ROI for preparation of the
next frame of the series. These steps will be described in the following sections.
3.2.2 Feature identification
With the aforementioned parameters of the feature identification method in
place, the identification procedure is automatically done in three steps:
• Firstly, the contour of the feature is identified as being defined by pixels of
local maximum intensity in the filtered image.
• Secondly, the pixels are labelled in two categories, depending on the iden-
tified feature (body / free surface). For the free surface (FS) contour, the
pixels closest to the water domain (bottom half of pixels of the contour)
are marked and registered as valid. For the body contour, the pixels closest
to the wall are chosen. In this way, the feature identification is less biased
to errors caused by unusual reflections from the body as well as from the
free surface, reflections that can occur when dealing with seeding particle
clustering at the free surface level or because of scratches on the object or
shape irregularities.
• Lastly, having chosen the pixels which mark the edge of the feature contour,
a data fit is exerted on these points. For the example of a cylinder contour,
an ellipse fit is done on the marked points. In the case of the free surface
elevation profile, a least-squares data fit is applied to the raw data. In Figure
3.4, the feature contours (free surface profile and cylinder contour) can be
identified.
3.2.2.1 Body Feature
The water entry studied herein is purely vertical, and thus both fluid flow as well
as structural response is symmetric along the vertical axis. It was observed that,
because of this axisymmetric behaviour of the flow, and because of the distributed
nature of the load on the cylinder, the deformation of the body is uniformly dis-
tributed, and that an ellipse fit is an appropriate approximation of the deformed
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Figure 3.4: Feature identification of body and free surface features on the raw im-
age (inverted grayscale) of the water entry of a deformable cylinder.
shape. Furthermore, the possibility of perspective projection errors was also con-
sidered. Such errors could influence the results by determining a cylinder shape
to be projected on the image sensor as an ellipse. However, this possibility was
eliminated after analysing the water entry of rigid cylinders, the shape of which
could be well approximated by a circle on each frame, throughout the recorded
sequence. Moreover, the analysis of measurements taken in additional 2D planes
along the cylinder axis showed that the same ellipse fit used in the middle plane
recordings, adequately captured the submerged body contour.
In the early stage of the water entry, the immersed (wetted) part of the body
is restricted to a small area compared to the cylinder radius. The cylinder bottom
point position is recovered from the first moment of impact, and the top point po-
sition is known from position encoder information, which means that the vertical
axis of the cylinder is prescribed at the first moment of impact. Furthermore, as
the cylinder enters the water, the cylinder wall reflections are used for identifica-
tion of the shape and position of the body as described above. Figure 3.5 (left)
shows the contour determined by the feature identification procedure for the body
feature, together with an ellipse fit approximation. This approximation is based on
the use of the aforementioned pixel coordinates of the immersed body wall which
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are transformed into physical coordinates using the magnification factor informa-
tion and the vertical position of the free surface. Using these coordinates together
with the position of the cylinder top point (as recorded by the position encoder),
the ellipse fit is calculated. The ellipse fit is applied by also taking into account
a restriction of horizontal displacements of the vertical axis. The assumption is
valid in the conditions mentioned previously of symmetry along the vertical axis,
but does not apply when, for example, oblique water entry is considered. In or-
der to improve accuracy of the ellipse fit, the cylinder contour points are mirrored
along the vertical axis. Figure 3.5 shows the ellipse fit and the corresponding
feature points (in red), the mirrored extension points (blue), and the cylinder top
position coordinate from the position encoder measurement.
Figure 3.5: Left: Feature identification with pixel points of the body contour and
the ellipse fit; Right: The ellipse fit procedure is illustrated, with the
pixel points (red) of the cylinder contour and the top point from posi-
tion encoder measurements.
3.2.2.2 Free Surface Feature
The fit on the free surface profile becomes a necessity when noise levels in-
crease due to reflected laser light. In less-than-optimal experimental conditions,
the high energy of the laser light can cause reflections from the smallest sized
contamination particle. This can introduce large errors in estimating free surface
profiles if pixel-wise approximation of its shape is performed. Due to the complex
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shape of the free surface, simple estimators are found to be insufficient in captur-
ing the local slope in the vicinity of the spray root formations. Therefore, a curve
fitting approach is applied, as illustrated in Figure 3.6. The fitting is applied us-
ing a rational polynomial approximation of the pixel coordinates. The technique,
which is widely used in modal analysis to model frequency response functions
[34, 33], was chosen in this case to approximate the shape of the free surface. The
procedure eliminates unwanted variations in the pixel-wise contour, which can be
caused by localized excessive laser reflection. At the same time, the data fit needs
to preserve the high slope of the free surface elevation curve in the vicinity of the
spray root of the flow.
Figure 3.6: Raw PIV image (inverted grayscale) with the free surface contour and
data fit.
In order to chose the best order of the polynomial approximation, a typical
frame taken during water entry of a deformable cylinder is analysed. Figure 3.7
shows the selected free surface pixel coordinates and the approximations using
polynomial orders from 1 to 4. It can be observed that the 3rd order polynomial
is a balance between smoothing out unwanted variations (or high local reflections
of widths up to 3-4 pixels), and preserving the free surface feature shape. This
finding was tested by analysing the RMS error between the raw pixel data of the
feature and the data fit using polynomials with orders ranging from 1 to 10 as
illustrated in Figure 3.7 (bottom). The analysis of the single frame results are
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consistent with mean RMS values taken over a batch of 70 frames. It is shown
that the error decreases below 1 pixel difference for the third order polynomial
for both the single frame and for the batch analysis. This value of 1 pixels RMS
error can be considered a threshold for the measure of the accuracy of the data fit
approximation with respect to achieving the goals mentioned above.
Figure 3.7: Top: Free surface profile (raw pixel data) and data fit with polynomial
orders from 1 to 4. Bottom: RMS error between raw data and data fit
(different order polynomial approximations) for one frame and RMS
error averaged over 70 frames.
3.2.3 Tracking the feature
The feature identification technique thus provides information for every frame
recorded. The steps described above are done automatically for each recorded
frame, and an update of the ROI for the next time step (n + 1) is done based on
the information recovered from the previous time step (n).
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Having identified the bottom point of the cylinder on the raw images, and also
tracking the evolution of this point (marked in Figure 3.2) in time, the cylinder
displacement can be recovered for the recorded image sequence, if the position
of the cylinder top point is also known. In this current work, the experimental
set-up included a position encoder, located above the cylinder, which provided
information on the cylinder top position at each time step. In Figure 3.8, the
evolution of these two points in time is shown for a deformable PVC cylinder
with radius R=45 mm.
Figure 3.8: Top: Position encoder measurement during one slamming experi-
ment. Bottom: Close-up view of the first 25 ms, with feature tracking
position of the deformable cylinder bottom point (−) and position
encoder measurement of deformable cylinder top point (-·). The dif-
ference between the position of the cylinder bottom point (−) and the
position of the cylinder top point (-·) is caused by the deformation of
the cylinder.
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Figure 3.8 (top) shows the entire recording of the position encoder during the
cylinder drop test. The sequence illustrated in Figure 3.8 (bottom) is correspond-
ing to the first 25 ms of water entry of the cylinder, during which time the feature
identification is performed. It should be noted that the difference between the po-
sition of the cylinder bottom point and the position of the cylinder top point (from
the position encoder) is caused by the deformation of the cylinder.
3.3 Water Entry of Deformable Bodies
The procedure described in the previous section is applied for the recordings
of the water entry of two deformable PVC cylinders with diameters of 90 mm
and wall thickness 1.5 mm (Cylinder 1) and 3.15 mm (Cylinder 2), respectively.
The two cylinders are each mounted on a vertical slamming set-up (Experimental
set-up B.) consisting of a 1 m3 water tank and an impactor that is guided on rigid
rails fixed to the walls of the room. The cylinders are clamped using a line contact
along the cylinder top. For a detailed presentation of the vertical slamming exper-
imental set-up and of the cylinder material properties and geometry, the reader is
referred to Section 5.2. The cylinders are dropped from 4 different drop heights
- 54 mm, 204 mm, 459 mm and 816 mm as measured from the undisturbed water
surface - corresponding to theoretical entry velocities of 1 m/s, 2 m/s, 3 m/s and
4 m/s. The total mass of the impactor made it possible for the velocity to remain
approximately constant for the water entry time considered herein, however, due
to frictional forces in the rails, the true impact velocities differed from the theoret-
ical values. Figure 3.9 shows the velocities of the cylinder bottom point and of the
cylinder top point respectively, for cylinder 1 in the case of a 204 mm drop height
test. It can be observed that the velocity of the cylinder top point slightly increases
throughout the recorded sequence of water entry. However, the increase in veloc-
ity of the top point (caused by the high mass of the impactor) is small compared to
the velocity variations of the bottom point. It should be noted that the velocity of
the cylinder bottom point is recovered from the feature identification and tracking
procedure after the initial impact and subsequent deceleration occurs (in the first
0.2 ms of water entry). Before the impact of the cylinder with the water surface,
the velocity of its bottom point is assumed equal to the velocity of its top point.
The Young’s modulus for the two test tubes is determined experimentally by
Van Nuffel [87], who performed compressive tests and finite element analysis of
the test tubes. The material properties of the cylinders, as well as the values of the
entry speeds used in the experiments are presented in Table 3.1.
The cylinders were instrumented with strain gauges at the 90◦ mid plane
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Cylinder no. 1 2
Material PVC PVC
Radius [mm] 44.95 45
Length [mm] 350 350
Average wall thickness [mm] 1.5 3.15
Mass [kg] 0.304 0.42
E [Gpa] 3 2.7
Entry Velocity [m/s]
0.96 0.93
1.83 1.81
2.71 2.72
3.66 3.67
Table 3.1: Cylinder Properties
Figure 3.9: Velocities of the cylinder 1 - bottom point from feature tracking (−)
and top point recovered from the position encoder measurement (-·)
in the case of a 1.83 m/s drop test. The velocity of the bottom point
is illustrated after the initial impact of the cylinder with the water
surface (after the first 0.2 ms of water entry).
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mark, on the outer surface of the cylinder, and three force sensors were included
in the supporting structure, thus both strain and force were measured during the
experiments as described in the work of Van Nuffel [89]. A position encoder was
also included in the set-up, on the rigid impactor, on top of the cylinder. The po-
sition recorded at 100kHz was used as the position information of the top point
on the cylinder, which could not be recovered on the high-speed images. High
speed recordings (at 5kHz) of the water entry were performed with the use of a
Photron Fastcam SA1.1, and the light source used was a Quantronix DarwinDuo
Nd:YLF double-pulsed laser. The technical specifications of these components is
detailed in Section 5.2.2. The magnification factor used in the experiments was
7.8 pix/mm, leading to an optical measurement uncertainty of 0.128 mm.
3.3.1 Displacements
Following the procedure presented in the previous section, the body position
and free surface profiles are recovered for each time step. One example of these
profiles is shown in Figure 3.10, for a water penetration depth of Y/R = 0.14.
The deformation of cylinder 1 is obviously greater than that of cylinder 2 from
the early stage of impact and throughout the time of maximum stress occurrence.
The scale of this time is corresponding to the highest wet natural period of the
structure, as identified in [25]. The flow physics are also changed due to this
phenomenon, as can be seen in the free surface elevation profiles in Figure 3.10.
Although the jet is cut-off due to the limited optical access in this region, it can
be seen that the formation of the spray root differs substantially, and the water
pile-up shows differences comparable to the radial deflection of the shell.
The cylinder deflections are recovered for each frame of the water entry
recordings, as the difference between the position of the cylinder top point (mea-
sured by the position encoder) and the position of the cylinder bottom point (fea-
ture identification results).
The total deflection for each drop test is plotted in Figure 3.11 for cylinder
1 and in Figure 3.12 for cylinder 2. The measured displacement for cylinder 2
impacting the water at 0.93 m/s is not plotted, due to the fact that in this case, the
displacements are too small compared to the uncertainty of the optical measure-
ments. It can be seen that for cylinder 1, one oscillation period is about 40 ms,
whilst for cylinder 2, the oscillation period is of 14 ms. Since the maximum strain
occurs in the first half of the oscillation period, this time sequence is of interest
for the current study and the focus will be on results of the first 20 ms of water
entry for cylinder 1, and of the first 7 ms for cylinder 2.
For cylinder 1, the displacements for the first two entry speeds cover the first
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Figure 3.10: Snapshot of free surface elevation profiles and cylinder deforma-
tion for the two cylinders - drop height 204 mm (continuous line is
corresponding to cylinder 2 profile and discontinuous line is corre-
sponding to cylinder 1 profile).
half of the oscillation period, whilst for the higher entry speeds, the tracking of
the body is not possible for the entire half of the period, because of the limited
FOV. Due to the increased velocity, the cylinder could no longer be tracked after
17 ms for the 2.71 m/s entry speed, and after 11.5 ms for the 3.66 m/s entry
speed, respectively. However, it is to be noted that the maximum displacements
are recorded for each case, and range from 2.39 mm for the lowest drop height,
to 18.77 mm for the highest entry velocity. The deflection of cylinder 2 is much
lower than that of cylinder 1. Nevertheless, the results show the same trend as
for the first test tube, with the oscillation period reduced to 7 ms. The maximum
deflection recorded for cylinder 2 is 3.09 mm for the case of a 3.66 m/s entry
velocity, whilst its lowest deflection, measured at 1.81 m/s entry speed, is 1.014
mm.
3.3.2 Strains
The hoop strain on the outer surface of the cylinder at the 90◦ mid plane mark,
was calculated using the results of the shell deflection, and a polynomial approx-
imation of the conversion from vertical displacement to hoop strain. These con-
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Figure 3.11: Feature tracking measured deflection of cylinder 1 at four entry
speeds.
Figure 3.12: Feature tracking measured deflection of cylinder 2 at three entry
speeds.
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version factors were obtained by Van Nuffel [87], using static compressive tests
and Finite Element simulations of the test tubes under compressive loading con-
ditions. The numerical simulations were performed using the software package
ABAQUS, and two line contact loads were applied at the cylinder top and bottom,
respectively, to simulate compressive conditions. The calculations were ran for
both cylinders until displacements larger than those recorded in the experiments
were reached. Thus, for both cylinder 1 and cylinder 2, the relation is valid until
a maximum deflection of 50 mm. For more details on the procedure of estimating
the conversion factors, the reader is referred to the PhD work of Van Nuffel [87].
The polynomial approximations are given in equation 3.2 for cylinder 1 and in
equation 3.3 for cylinder 2. The deflection is denoted with w1 for cylinder 1, and
with w2 for cylinder 2, while the respective circumferential (’hoop’) strains are
denoted by 1 and 2, and are expressed in microstrain.
1 = −8 ·10−6w61 +9.7 ·10−4w51−3.9 ·10−2w41 +6.8 ·10−1w31−5.2w21 +472w1; (3.2)
2 = −1.6 ·10−5w62 +1.9 ·10−3w52−7.8 ·10−2w42 +1.36w32−9.15w22 +97.6w2; (3.3)
The conversion factors were applied to the deflection data as recorded from
the high-speed images during impact. The results of the strain estimation from
vertical deflection and the strain measured by the strain gauge instrumentation are
presented in Figure 3.13 for cylinder 1, and in Figure 3.14 for cylinder 2. The
raw strain data was corrected to account for any misalignment that might have
occurred in the mounting of the strain gauge on the cylinder. Thus, the values
measured and those estimated are both expressed for strain at the 90◦ angle on the
cylinder middle plane.
It can be seen from Figure 3.13 that the maximum strain values match fairly
well for cylinder 1. For every entry velocity studied, the peak strain calculated
from measured deflection underpredicts the maximum strain measured with the
strain gauges. The largest difference occurs in the case of the 2.71 m/s impact
speed test case, where the measured strain is 15.5 % larger than the strain calcu-
lated from deflection, whilst in the case of the largest drop height used, the relative
error is of only 2%. However, the strain time histories show a good overall agree-
ment on the location of the occurring maximum loads. The same trends can be
observed for cylinder 2 in Figure 3.14. The maximum strain as recorded by the
strain gauges exhibit the same range of differences from the values determined
from the measured deflection, with a relative error ranging between 9% for the
highest impact speed test case to 18% for the 2.72 m/s case.
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Figure 3.13: Strains on cylinder 1 at four entry speeds. Solid lines correspond to
the strains calculated from feature identification results.
Figure 3.14: Strains on cylinder 2 at three entry speeds. Solid lines correspond to
the strains calculated from feature identification results.
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3.3.3 Forces
During the drop tests, the slamming forces were also measured [87]. Three
force transducers were mounted between two flat plates, arranged in a triangle
configurations with the centre of mass coinciding with the intersection between
the cylinder symmetry line and the cylinder transversal mid-plane. The bottom
plate was used for the clamp support of the cylinder, while the top plate was rigidly
connected to the impactor body with L-shaped profiles. The force transducers
recorded force during the water entry at a frequency of 100 kHz. The results of
the three force transducers were summed to give the total force on the cylinder,
and a correction was applied to include: the mass of the impactor (above the top
plate), the mass of the cylinder and clamp (beneath the bottom plate) and a sensor
calibration factor. The measured impact force is expressed as:
Fimpact =
1
fc
M1 + M2
M1
Fsens (3.4)
where fc = 0.9232 is the calibration factor of the complete force transducers
arrangement, determined through calibration of the assembly using a hydraulic
compression machine [87]. M1 = 16.7 kg is the mass of the impactor, M2 is the
combined mass of the cylinder (given in Table 3.1) and of the clamp - which is
10.3 kg - and Fsens is the summation of the measured force. It should be noted
that the instrumentation of the set-up and the data analysis of the force recordings
was done by Van Nuffel [87].
The raw data obtained from the force sensor measurements show a lot of
oscillation which are due to the structural vibrations, and which are not realistic
for the actual force on the cylinder body. Thus, a low-pass filter at 200 Hz for
cylinder 2 and at 60 Hz for cylinder 1 is applied to the data to determine the
hydrodynamic component of the load. The filter was chosen to have the respective
cut-off frequencies since a power spectrum density (PSD) analysis of the set-up
showed that the first eigenfrequency of the supporting structure is located at 350
Hz and the frequency content of the cylinders is all located below 200 Hz and 60
Hz, respectively.
The load is estimated from cylinder deflection in the same manner as the
strain. Equation 3.5 gives the expression of the conversion factor used for con-
verting deflection (w1) to force (F1) for cylinder 1.
F1 = −7.3 · 10−7w61 + 9.2 · 10−5w51 − 4 · 10−3w41 + 8.4 · 10−2w31
−1.068w21 + 29.35w1;
(3.5)
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Figure 3.15 shows the comparison between the filtered measured force and
the force determined from the optically measured deflection of cylinder 1. The
differences here are consistent with those observed for the strains. The lowest er-
ror of 8.64% between the peak force measured by the load cell and that estimated
from the vertical displacement is present for the largest entry speed considered.
For the lowest drop height considered, the error is the highest, with the estimated
load peak value reaching just over 65 N while the filtered measured force peaks at
approximately 82 N. Again, the evolution of the force time histories are very much
consistent between the two methods, and the consistency with the strain measured
differences proves that the method can be applied successfully even though a cer-
tain margin of error can be expected, with the strain and force estimates being
lower than the values measured with classical strain gauges and load cells.
Figure 3.15: Forces on cylinder 1. Solid lines correspond to the force calculated
from feature identification results and the dashed lines correspond
to filtered measured forces as described in [89].
3.4 Conclusions
In this chapter, an improvement of the automated masking procedure is de-
scribed. The improvements are designed to account for elasticity of the impacting
body, which in turn, cause for its shape to change during the water entry. Further-
more, the feature identification technique is adapted to include adaptive filtering
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of the recorded image using windows of interest defined as regions of the frame
focused around the body and free surface features. All these improvements are de-
signed to increase the accuracy of detection of the features, even when localized
high intensity of the reflected laser light is present.
By using this feature identification of the deformable body shape, and track-
ing its evolution in time, displacements can be recovered. The algorithm was
tested for two PVC cylinders of different stiffness. The results of the feature iden-
tified body displacement was compared with results of strain gauge measurement
performed by Van Nuffel [87] on the same experimental test case. The comparison
was enabled by the use of displacement-to-strain conversion factors obtained from
the identification of the material properties of the test tubes. The same procedure
was applied to convert vertical displacement to force acting on the cylinder dur-
ing impact. The results showed a good agreement between the proposed method
and the strain gauge and load cell measurements, suggesting that, by knowing
the material properties of the impacting body, the feature identification result can
produce good estimates of the occurring loads.

Chapter 4
Pressure Estimation from PIV
This chapter is a description of the methods used for pressure estimation from PIV-
measured velocity. The algorithms used in this chapter are based on solving the
Poisson equation for pressure. Using the fluid velocity field information extracted
from PIV measurements and appropriate boundary conditions, pressure can be
estimated during the water entry phenomenon. The test cases presented in the
previous chapters, for a rigid wedge and a deformable cylinder water entry, are
used to test the pressure reconstruction methods.
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4.1 Introduction
PIV-based estimation of fluid pressure has gained popularity over the past decade.
Due to the wide range of applications mentioned in previous chapters, and due to
its 2D or even 3D velocity field measurement capabilities, PIV is increasingly
used for fluid flow description. Along with the improvements in accuracy of PIV,
new processing algorithms have been developed for extracting information on the
flow. While velocity-derived parameters have been the main focus of PIV re-
search over the years, increasing attention is paid to the possibility of pressure
estimation. The estimation of pressure fields can be achieved by substituting the
PIV-measured velocity fields in the Navier-Stokes equations, together with the
application of appropriate boundary conditions.
Since for most of engineering applications, the integral loads and surface
pressure are of fundamental interest, there have been several papers dealing with
the evaluation of these loads from PIV measured velocity. One method involves
the direct integration of the differential momentum equation along a path, as per-
formed in the works of [62] and [90]. Another approach is to reconstruct the
pressure field in a control volume, by solving the Poisson equation for pressure,
and several studies have applied this technique with promising results [35, 22, 70].
A third method of estimating the pressure field from PIV velocity data, by using a
numerical solver, was suggested in several papers [63, 39]. This iterative approach
is based on the CFD predictor/corrector modelling technique. The PIV measured
velocity field is introduced as initial input to the algorithm, which then solves the
Poisson equation for the pressure and uses the intermediate result to correct the
velocity field.
It should be noted that other research works have also dealt with the estima-
tion of forces acting on immersed bodies, by using PIV velocity data [62, 69].
However, this latter category does not involve the explicit calculation of the pres-
sure field, but rather the estimation of loads using the measured velocity field (and
its derivatives) in a control volume (PIV measurement field of view) surrounding
a fully immersed body.
As introduced above, there is a large number of research papers dealing with
the estimation of pressure from PIV measured velocity. Nevertheless, many of
these studies perform the evaluation of loads in steady flows [35, 28] by neglect-
ing the acceleration term and using averaged velocity fields. Other papers [11]
deal with the more complex problem of unsteady pressure field reconstruction
from time-resolved PIV data, but are applied to flows surrounding immersed sta-
tionary bodies (flows around cylinders [21] and airfoils [4]). Only recently, re-
searchers have turned their attention to PIV-based pressure estimation applied to
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unsteady flows in the presence of moving features. In [19], measurements of the
flow induced by a freely swimming lamprey were used to recover the pressure
field by direct integration of the Navier-Stokes equations. The same method has
been applied in [65] for the case of a rigid wedge water entry.
The method proposed herein uses the Poisson equation for pressure, and re-
sults of slamming test cases are compared with available analytical and numeri-
cal results. By applying a modified PIV processing algorithm to improve veloc-
ity field results, and the Poisson approach for pressure reconstruction, the results
show the viability of the method and the comparison with simulations results show
good agreement.
4.2 Pressure Estimation Procedure
Based on the two-dimensional velocity field as measured with PIV, instanta-
neous pressure field reconstruction is performed, by making use of the Navier
Stokes equation. Assuming the fluid to be incompressible and inviscid, the Navier
Stokes equation can be written as:
Du
Dt
= −1
ρ
∇p + ν∇2u (4.1)
where u is the fluid velocity vector field, p is the instantaneous pressure, ρ is
the fluid density, ν is the kinematic viscosity and D/Dt is the substantial derivative,
as defined by
Du
Dt
=
∂u
∂t
+ (u∇)u (4.2)
As mentioned previously, there are several approaches that can be used for
the pressure reconstruction, which are based on introducing the PIV measured
velocity field in the differential momentum equation. One method is to perform
the direct integration of equation 4.1 over a control volume, while another is based
on solving a Poisson equation for the pressure. The algorithm presented in the
remainder of this chapter is part of the latter category of procedures. The Poisson
pressure equation is obtained when applying the divergence operator to equation
4.1, as follows:
∆p = ∇(∇p) = −∇(ρDu
Dt
− µ∇2u) (4.3)
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The viscous term in equation 4.3 is neglected because of its low contribution
in comparison to the inertia term. Since the Reynolds numbers of the water flow
studied in this work are very high (Re > 105), the contribution of the viscous term
to the reconstructed pressure is negligible (more than three orders of magnitude
lower than the inertia term). The final form of the 2D Poisson equation to be used
is:
∂2 p
∂x2
+
∂2 p
∂y2
= −ρ
{
∂∇xy
∂t
+ u
∂∇xy
∂x
+ v
∂∇xy
∂y
+
∂2u
∂x2
+ 2
∂u
∂x
∂v
∂y
+
∂2v
∂y2
}
(4.4)
where (u, v) are the horizontal and vertical components of velocity, respec-
tively, and ∇xy = ∂u∂x + ∂v∂y is the in-plane divergence of the flow field.
As shown in the work of [4], the Poisson approach tends to give more sta-
ble results compared to the direct integration method, with lower noise levels
especially when applying non-symmetrical boundary conditions. Thanks to the
time-resolved nature of the PIV measurements performed herein, the solution of
this equation can be fully determined with appropriate boundary conditions.
The pressure reconstruction algorithm implemented in this work, uses a stag-
gered grid arrangement for the field variables, where the pressure p is calculated
in the cell centre, and the fluid velocity components U˜ and V˜ , which are intro-
duced in equations 4.5 and 4.6, are located on the cell boundaries (as illustrated
in Figure 4.1).
Figure 4.1: Staggered grid arrangement.
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The fluid velocities as measured with PIV have the same location as the pres-
sure, namely in the cell centre, denoted by indices i and j. The cell boundary
positions are labelled with half integer values of the indices, i ± 1/2, j ± 1/2 and
the horizontal and vertical components of velocity, respectively, are calculated as
an average of the neighbouring cell-centred values:
U˜i+ 12 , j =
1
2
(Ui, j + Ui+1, j) (4.5)
V˜i, j+ 12 =
1
2
(Vi, j + Vi, j+1) (4.6)
With the previously defined quantities, the pressure Poisson equation is dis-
cretized using a first-order upwind scheme for the time derivative of the velocity
term, and a second-order central difference scheme for the remaining terms :
∂u
∂t
=
(Un+1i, j − Uni, j)
∆t
(4.7)
∂2 p
∂x2
=
(Pi−1, j − 2Pi, j + Pi+1, j)
∆x2
(4.8)
∂2u
∂x2
=
(Ui−1, j − 2Ui, j + Ui+1, j)
∆x2
(4.9)
∂u
∂x
=
(Ui+1, j − Ui−1, j)
2∆x
(4.10)
The superscripts in equation (4.7) denote the time step under consideration,
where n is the current time step. The partial derivatives with respect to the ver-
tical component are treated in the same manner as for the horizontal component
(equations 4.8 through 4.10).
A cell flag is introduced as well, in order to account for the position in the
water domain, and for the ease of setting the boundary conditions accordingly.
Figure 4.2 illustrates the different flags of cell nodes according to the position
relative to the rigid wall or free surface, as well as the types of boundary conditions
implemented.
The boundary conditions are applied using a ghost cells approach as typically
implemented in numerical simulations models [57]. The ghost cells are cells out-
side of the fluid domain which are used for an easy and stable implementation of
the central difference schemes in the discretization of the governing equation.
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Figure 4.2: Field of view with boundary conditions and cell flag markers.
The ’wall’ boundary condition is a no-slip, no penetration wall-type condition
which is used for the solid body wall. This boundary condition is formulated such
that the gradient of the fluid velocity normal to the wall, equals the velocity of
the body at the considered wall location. Thus, the velocity in the ghost cell can
be expressed as a function of the body wall velocity and the velocity in the fluid
domain as UGC = 2 · UBody − UFL for the horizontal component of velocity, and
similarly for the vertical component. It should be noted that the velocity in the
fluid domain (UFL) is taken as the mirror extend of the ghost cell node along the
normal to the wall body. This implies that the fluid velocity to be used is not at
a grid node location, hence this value will be interpolated using the neighbouring
fluid node values.
The ’symmetry’ boundary condition is a free-slip wall-type boundary condi-
tion. The symmetry plane is taken on the left cells boundaries, and the boundary
condition is imposed using ghost cells located to the left of the fluid cells. The
components of the velocity in the ghost cells are UGC = −UFL and VGC = VFL for
the horizontal and vertical components, respectively.
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The ’free surface’ boundary condition is a Dirichlet-type boundary condition.
Since the current algorithm uses information of free surface elevation profiles as
an input from the PIV measured free surface profiles, the Dirichlet-type condition,
imposing p = pa, where pa is the atmospheric pressure, is sufficient.
The remaining boundaries, deemed as ’outflow’ in Figure 4.2, are boundaries
which do not represent solid walls. However, considering the flow to be irrota-
tional, values of the pressure can be imposed on these boundaries. In the current
algorithm, pressure values from the numerical results are time averaged and in-
troduced on these boundaries. Another option of imposing boundary conditions
on the ’outflow’ edges in the far-field region, is to prescribe the pressure gradient
as defined in the Navier Stokes equations (equation 4.1). However, this procedure
was not implemented herein because of the negative effect that velocity variations
in this far-field region would have on the pressure estimations. Since the PIV data
used for this pressure reconstruction is time-resolved, and since the fluid displace-
ments in the far-field region are small, the errors at the outflow locations will be
in the same order of magnitude as the measured fluid velocity, as previously dis-
cussed in Section 2.3. For the deformable cylinder slamming tests presented in the
following sections, an alternative to the use of these boundary conditions is pre-
ferred, by using multiple camera measurements in order to reconstruct the field of
view up to solid boundaries (the walls of the water tank). Thus, for cylinder slam-
ming test cases, the ’outflow’ boundary conditions become solid wall boundaries,
and are treated in a similar manner as for the impacting body wall.
4.3 Pressure Estimation During Water Entry of Rigid Bod-
ies
Pressure field results are showing the same trends as observed in the velocity
field results for the wedge body water entry, described in Section 2.3. For the
initial stages of impact, a lower pressure estimation from the PIV reconstruction
algorithm is found as can be observed in Figure 4.3. This observation is again
attributed to the low correlation of the PIV measurements caused by the highly
localized flow around the immersed body, with a reduced particle image avail-
ability in this area. However, as the wedge penetration into the water evolves,
the estimated pressure results improve and closely match the results of numerical
simulations. Figure 4.3 and Figure 4.4 present two snapshots of pressure field at
12.8 ms and 27.6 ms, respectively.
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Figure 4.3: Pressure contours at t = 12.8 ms. Left: PIV-based estimations. Right:
Numerical simulations result [91].
Figure 4.4: Pressure contours at t = 27.6 ms. Left: PIV-based estimations. Right:
Numerical simulations result [91].
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It can again be seen that the reconstructed pressure from PIV is lower in the
spray root region. This result was easily predictable from the comparison of
velocity magnitudes which are lower in the PIV measurements in this area. A
qualitative analysis of the reconstructed pressure field from PIV shows that in the
vicinity of the rigid body wall, the pressure presents a distribution closely match-
ing results of simulations along the wedge wall, from the tip of the wedge until
close to the undisturbed free surface level (corresponding to a submergence value
Vt of 1). However, the pressure decreases and is up to 50% lower than the results
of Vepa [91] (using LS-Dyna) at the undisturbed free surface level. For this partic-
ular test case, where a 90◦ wedge is used, this effect does not change the orders of
magnitude of the peak pressure,which is approximately the same over the wedge
wall from the tip up until the spray region, as shown in the work of [51].
In Figure 4.5, wedge wall peak pressure of the entire time series for PIV
estimated pressure and simulation results are plotted. The first 2 ms of the impact
are left out of this comparison, as the values of PIV reconstructed pressure were
unusable because of the low resolution conferred in this initial stage. In these first
milliseconds, the velocity gradients are highly localized in small regions of the
fluid flow, equivalent to about one PIV interrogation window size. This means
that the velocity gradients are averaged over this interrogation window. However,
numerical simulations have refined grids that can closely capture the high velocity
gradient change in the near wall area of the fluid, immediately after impact. This
effect explains why the error between the PIV estimations of peak pressure and
the numerical simulations result decreases as the rigid wedge continues its water
entry. After 36 ms from the initial contact of the body with the water surface,
PIV maximum pressure at the wall reaches 3.5 kPa, while in the simulations, the
maximum value is around 4 kPa. An analysis of the pressure distribution on the
wedge wall is also performed. For this purpose, the pressure coefficient Cp on
the wedge wall, as defined in equation 4.11, is illustrated in Figure 4.6 against
the dimensionless entry depth y/Vt. Values of the Cp determined from the PIV
estimations and from the LS-Dyna simulations are compared with the analytical
and numerical results of Mei [51] and with simulation results of Wu [104].
Cp =
p − pre f
1
2ρV
2
i
(4.11)
The distribution of the pressure coefficient shows that the PIV estimations
are in good agreement with the literature results up to values of y/Vt of about
0.7. In the region close to the undisturbed free surface level, the PIV estimations
are under-predicting the maximum occurring pressure, for the reasons explained
previously.
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Figure 4.5: Maximum Pressure at the wall of a rigid wedge during water entry
with constant velocity (Vi = 1.5m/s).
Figure 4.6: Pressure Coefficient at the wall of a rigid wedge during water entry
with constant velocity (Vi = 1.5m/s).
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4.4 Improved Pressure Estimation Algorithms
Improvements to the PIV processing algorithms described in Section 4.2 have
been implemented in order to be applied to the deformable cylinder slamming
test case. These improvements are represented by a vector field re-sampling and
interpolation, meant to refine the temporal and spatial resolution of the velocity
map results. The steps of the complete pressure estimation methodology, which
are schematically shown in Figure 4.7, are presented in detail in the following:
Step 1. The PIV raw data is analysed using a feature identification code
based on image intensities, which identifies the cylinder position and deformation,
as well as the free surface profiles for every frame (Chapter 3).
Step 2. Following the feature identification procedure, an adaptive mask is
generated for the batch of images to process, as described in Section 2.3.2. It is to
be noted that the present procedure is independent from the assumption that the
body is rigid, and that the body deformation is recovered for each time step.
Step 3. The raw images together with the masked images generated for each
frame and a set of predetermined optimal parameters for PIV cross-correlation
analysis are then used for batch processing. The implementation of this algorithm
is done using Matlab, and the PIV cross-correlation utility program (PIVview) is
appended at each time step.
Step 4. The present method includes the possibility of multiple cameras
and/or multiple camera positions measurements. The repeatability of slamming
tests performed herein, makes it possible for a number of separate recordings to
be used to reconstruct the entire field of view (FOV) of the water domain. It is a
well-known shortcoming of the PIV measurements to have limited FOV (typically
in the range of a few tens of centimetres), however, the use of multiple cameras
and different camera arrangements gives the possibility of overcoming these lim-
itations. Thus, the present method proposes an optional grid re-construction of
the entire FOV by careful calibration of spatial arrangements and time triggering
of the measurements.
Step 5. The next step is to provide the user with the option of increased
resolution of the velocity vector map determined by cross-correlation of the PIV
images. The limited spatial resolution of a PIV grid can prove to be an important
challenge when dealing with highly localized flows and high velocity gradients.
Therefore, the goal of this improved algorithm is to create the possibility of vec-
tor field re-sampling in a stable way, such that the peak velocity gradients are
preserved after interpolation. To achieve this requirement a vector field spatial re-
sampling based on the streamline tracing of the flow is performed. This provides
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Figure 4.7: Improved pressure estimation algorithm.
an increased resolution through interpolation based on a physical interpretation of
the flow. The details of this new technique are given in Appendix A.
Step 6. After the procedure described in the previous step is used to im-
prove spatial resolution of the velocity vector map, a time-domain interpolant is
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constructed for each grid node. This provides a measured unsteady velocity field
with a lower bias by removing any outliers that might be present especially in the
far-field region of the flow. The time-domain interpolation scheme is based on a
4th order polynomial approximation of the velocity at each grid node. The mask
generated previously for the air and solid body regions is used in the interpola-
tion, so that only the velocity information of fluid nodes is considered. A typical
velocity map is illustrated in Figure 4.8 at time t =12.4 ms. The left side of the
figure shows the result of the velocity magnitude (FOV reconstructed from multi-
ple camera measurements) after spatial streamline based interpolation, whilst on
the right, the resulting map after time interpolation is shown.
Figure 4.8: Velocity magnitude. left: before time interpolation; right: after time
interpolation.
The resulting velocity map (Figure 4.8 (right)) shows a smoother distribution
of the contour lines in the far-field, since the small-scale variations of velocity
(with orders of magnitude around 1% of the peak velocity) are eliminated. Fur-
thermore, the velocity map before time interpolation shows a localized error at
the edge of the first camera FOV, which filters out after the procedure. The peak
velocity magnitude is kept unchanged after interpolation, in spite of the fact that
this region is close to the cylinder body, since the mask information is being used
at each time step. Figure 4.9 shows the time history of x and y velocity compo-
nent values before (black markers) and after (red markers) applying the procedure
described above. The values are corresponding to a fixed spatial point with co-
ordinates (36.9 mm, -12.3 mm), and it can be noted that after 17 ms, the point is
covered by the cylinder body, as the values drop to zero because of the masking-
based procedure mentioned earlier.
106 4.4 Improved Pressure Estimation Algorithms
Figure 4.9: Evolution of velocity values in time, at a fixed position of coordi-
nates (36.9 mm, -12.3 mm). Left: x-component velocity; Right:
y-component velocity. Black markers denote values before and red
markers denote values after time-domain interpolation.
Intuitively, the order of the polynomial approximation used for this tempo-
ral filtering procedure needs to be high enough so that peak velocity magnitudes
are kept unchanged, but still sufficiently low so that unrealistic high frequency
variations of the velocity are smoothed out. As mentioned previously, a 4th order
polynomial approximation was used to achieve this goal.
Step 7. The final step is the pressure estimation procedure. The velocity
results obtained in the previous steps are used for pressure estimation. Neumann-
type boundary conditions at solid walls such as the cylinder and the tank walls,
and a Dirichlet-type boundary condition for pressure at the free surface, where the
pressure is known to be equal to atmospheric pressure. The grid used is modified
in a staggered arrangement to calculate pressure at the centre of one cell and the
velocity components on the edges of the respective cell, as described in Section
4.3.
The procedure described above was applied to the time-resolved PIV mea-
surements of the 1.83 m/s impact speed test of the PVC Cylinder 1. The water
entry velocity was found to be approximately constant during the recorded se-
quence of 40 ms. However, the feature identification algorithm could only follow
the cylinder for the first 20 ms, which was half of the cylinder oscillation period.
The maximum occurring loads on the cylinder are found to be within this time
sequence, therefore the measurement time was considered satisfactory.
It should be noted that two test runs were used for the results presented herein,
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in order to enable the FOV reconstruction procedure. For this purpose, two high-
speed cameras were used in the experimental set-up B, which is detailed in Sec-
tion 5.2.1. The first camera, focused around the cylinder initial contact point had
a FOV of 90 mm x 90 mm, and only the first run was used for the velocity map
reconstruction. For the first run, the laser was at its lower position, illuminating
the bottom half of the water domain. By reflecting off the mirror mounted on the
bottom of the tank, the light sheet illuminated the FOV of the first camera from
underneath. The spray root optical access was still limited, and a spray cut-off
should be noted in the results below, as the comparison with numerical results
shows the differences in root formation which is due to the measurement limita-
tions. For the second run, the laser illuminated the upper half of the domain, and
the second camera was used to measure the upper part of the far-field domain. The
second camera measurements were used for the FOV reconstruction by stitching
the bottom half measurement of the first run and the top half measurement of the
second run to recreate the 315 mm x 350 mm water domain extending from the
cylinder symmetry line to the tank wall.
The numerical simulations were performed by Vepa [91], using the soft-
ware package LS-Dyna, on a 2D model of the experimental set-up, with identical
boundary conditions. The drop height recorded in the experiments with the help
of a position encoder, was used as an initial condition in the simulations. For more
details on the simulations used herein, the reader is referred to [92].
4.4.1 Velocity Field Results of Deformable Body Slamming
The first step of the PIV processing procedure was the cross-correlation analysis
of the images with adaptive masking of cylinder, air and bottom wedge. Batch
processing for the two cameras was performed with different sets of parameters.
The recordings of the first camera, which used a magnification factor of 7.8, were
analysed with a cross-correlation interrogation window (IW) of 48 pix x 48 pix
in x and y directions, respectively, and a windows overlap factor (IWo f ) of 66 %,
resulting in a final PIV grid step size of 2.0513 mm. The second camera recordings
had a magnification factor of 2.8, an IW of 32 pix x 32 pix and IWo f of 62%,
resulting in a PIV grid step size of 4.2857 mm.
After performing the grid re-construction for the entire fluid domain, the ve-
locity vector map is interpolated using the streamline approach, to achieve a grid
resolution increase from 2.0513 mm to 0.5 mm. The details of this procedure are
explained in Appendix A. The final PIV velocity result is obtained after applying
the temporal filter to the streamline-based interpolation result.
Figure 4.10 shows the comparison of the final measured velocity fields with
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simulation results at time t =12.4 ms. It can be noted that the vertical component
of velocity shows good agreement between measurements and simulation results.
As explained previously, the spray root access is limited in the case of the PIV
measurements, thus both velocity components show that the jet formation is vis-
ible only in the simulations. The largest error is for the horizontal component of
velocity, which in the simulations increases faster than in the measurements as the
y-coordinate of the cylinder wall node increases.
4.4.2 Pressure Results of Deformable Body Slamming.
The pressure from PIV measured velocity is estimated based on the Poisson
equation for pressure, and it is compared with the simulations results of Vepa [91]
for the same case of the 204 mm drop height test of Cylinder 1. Two representative
resulting pressure maps are shown in Figure 4.11 for time t = 1 ms and t = 5 ms.
The pressure field results show good qualitative agreement between the estimated
pressure map and the numerical one. However, quantitatively some differences
can be noticed regarding the pressure peak magnitude in the initial stages of the
impact, as illustrated for the 1 ms time step. The evolution of this peak pressure
wave reflected off the body surface is not as obvious in the PIV estimation as it
is in the numerical results, with the maximum values up to 4 times lower in the
PIV based estimation than for the numerical result. This is caused by the lower
temporal and spatial resolutions of the PIV measurement, especially in the spray
root and jet formation regions. The implications of this aspect are that, in the
measurements, the rate of change in wetted surface is not captured as well as in
the numerical simulations. This effect is more pronounced than in the case of the
wedge test, as the larger deadrise angle of the wedge body does not cause for this
large peak in the spray root, but for a more uniform pressure distribution on the
body wall. In the case of cylinder slamming, during the initial stage of entry, the
local deadrise angle tends to zero, and thus the peak pressure develops in the spray
root region.
However, as pointed out by Faltinsen in his review [26], the pressure peak that
can be identified in the initial stage of impact, lasting for a small period of time
compared to the natural period of oscillation of the body, does not have an im-
portant effect from a structural point of view, when hydroelasticity is considered.
Thus, the first milliseconds of impact - when the largest errors occur between es-
timated pressure and numerical pressure - can not be considered as conclusive for
the comparison. Figure 4.12 shows the evolution in time of the pressure coeffi-
cient. The pressure coefficient is calculated using equation 4.11, in which p is the
pressure at the cylinder wall.
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Figure 4.10: Velocity maps at t = 12.4 ms- comparison between LS-Dyna results
(left) and PIV results (right). Top: y-component velocity; Bottom:
x-component velocity.
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Figure 4.11: Pressure field at t = 1 ms (top) and t = 5 ms (bottom). left: LS-Dyna
numerical results; right: PIV estimated pressure results.
The time history of the maximum pressure coefficient at the cylinder wall
confirms the conclusions drawn from comparing the full-field pressure maps be-
tween simulations and PIV estimation. It can be observed that the high values
induced by the initial impact pressure peak cause a larger relative error between
the PIV result and the numerical one for the first 4 ms during entry. After the
large peak has dissipated, the values of the fluid pressure at the cylinder wall are
similar for the two methods. This is seen in the pressure maps results at 5 ms
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Figure 4.12: Time history of the maximum Cp at the wall. - a comparison be-
tween the values obtained from PIV pressure reconstruction using
the Poisson approach, and the numerical results from LS-Dyna [91]
after impact, where the pressure distribution in the vicinity of the body is similar
for PIV as it is for the LS-Dyna result. It should be noted that in the numerical
results, the dynamic behaviour of the reflected pressure peak from the body and
the tank walls, results in a visible pressure wave in the far-field region. This effect
is not captured in the PIV results because of the lower resolution (both spatial and
temporal), but it is also not relevant for the description of the slamming load.
As mentioned before, Faltinsen observed that the hydrodynamic load acting
on an impacting body is not affected by high local pressure peaks. To investigate
this, the total force acting on the cylinder is calculated by integrating the PIV
estimated pressure along the wetted body wall. Figure 4.13 shows this result and
compares it with the numerical simulations result as well as sensor measurements
of Van Nuffel [87] which will be discussed in detail in the next chapter.
It should be noted that the time histories of the recorded force as estimated
from PIV and the numerical simulations result match better than the maximum
pressure coefficient. It is thus concluded that, even though high pressure peaks are
present in the first milliseconds of the water entry, the highly localized nature of
this peak means that its contribution to the total hydrodynamic load is negligible.
Moreover, the match of these two results with force estimated by Van Nuffel using
strain gauge measurements is also good. Therefore, it can be concluded that the
PIV based estimation of loads can be used for estimating the total forces acting on
slamming deformable cylinders. In the next chapter, a detailed investigation into
this aspect will be presented.
112 4.5 Conclusions
Figure 4.13: Time history of the force on Cylinder 1 - a comparison between the
PIV estimated load, the numerical result of Vepa [91] and the esti-
mated force from strain measurements on the same test case, per-
formed by Van Nuffel [87]
4.5 Conclusions
In this chapter, the pressure estimation form PIV was detailed for the case of
the wedge body and the deformable cylinder water entry tests, respectively. The
comparison of PIV reconstructed pressure maps with the results of numerical sim-
ulations showed the same trends as observed in Chapter 2 for the velocity fields.
The overall match of the pressure at the wall of the rigid wedge was found to be
good, especially at the latter stages of water entry, while in the first milliseconds,
the highly localized flow coupled with the limited spatial resolution of PIV, cause
for lower values of the estimated pressure. Again, the main source of error for the
PIV results is the flow in the spray root region.
In order to improve the pressure estimation procedure for the more complex
test case of a deformable cylinder, streamline based interpolation for grid refine-
ment and a time interpolation for outlier removal were deployed. The procedure
was tested on Cylinder 1, for which the feature identification procedure presented
in Chapter 3 was used to create the adaptive masking. The results show the same
trends as in the case of the wedge. Considering that, for a cylinder body, the
initial impact pressure peak is much higher than for the wedge, because of the
very low local deadrise angle at impact, the underestimation of pressure from
PIV is explained by the spatial resolution requirements. However, even though
the magnitude of this high pressure peak is not fully captured when using the PIV
measurements, it was found that it is possible to determine the hydrodynamic load
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that develops over a period of time equal to the natural period of oscillation of a
deformable body.
When comparing the force acting on Cylinder 1, it was found that the PIV
estimations matched well with the results of the numerical simulations, as well as
with the estimation using strain gauge measurements on the same set-up. This
conclusion enables the further investigation of the hydrodynamic load on de-
formable cylinders during slamming. In the next chapter, an extensive test cam-
paign is presented that analyses the water entry of cylinders with different stiffness
and diameters.

Chapter 5
Validation of the Proposed PIV
Methodology for Experimental
Slamming Investigations
This chapter presents the results of a measurement campaign of slamming of de-
formable cylinders. PVC and composite cylinders of different dimensions and
stiffness are used for drop tests with entry speeds ranging from 1 m/s to 4 m/s.
The PIV measurements are performed on an experimental set-up instrumented
with force transducers and strain gauges. The methodology presented in the pre-
vious chapters is applied to extract information on the cylinder response during
water entry, and the measured fluid velocity fields are used for estimation of the
load occurring on the test objects. The results are compared with the measure-
ments performed using classical sensors, and the conclusions are drawn regard-
ing applicability, advantages and limitations of the PIV-based methods.
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5.1 Introduction
As mentioned in Section 1.2, the previous research done towards characteri-
zation of the loads occurring during slamming has offered a lot of insight on the
topic of rigid body water entry. Well established analytical models, such as the
Von Ka´rma´n method or the more general Wagner method, have been found to give
consistent estimations of the occurring loads. However, one of the shortcomings
of these methods is their assumption of a rigid body model to be used in the cal-
culations. In order to effectively model a fluid-structure interaction problem such
as in the case of deformable body water entry, one must resort to experimental
investigation or numerical simulations that can capture the effect of the material
properties of the impacting body (e.g. stiffness) on the occurring loads. As such,
the existing measurement techniques that are being deployed in slamming studies
are prone to errors introduced by limitations of sensor accuracy, mounting impre-
cisions, or even temperature shock effects on the recorded values - as shown in
[89]. Numerical simulations have offered a great deal of information on the topic,
with advanced algorithms and increasing computing power offering increased ac-
curacy and higher modelling precision [26, 46]. However, numerical modelling
limitations have not yet been fully eliminated, one of the biggest issues being the
optimal coupling between fluid modelling and structural response algorithms.
As stated in Section 1.3, the goal of this thesis is to provide a viable alterna-
tive to the above techniques, and to introduce a new way of estimating loads on
deformable bodies during water entry. The PIV measurements of fluid velocity
and structural deformations, together with PIV pressure estimation capabilities,
enable an alternative way of characterization of the phenomenon. In the following
sections, an extensive measurement campaign of deformable cylinders slamming,
is presented. The main focus in this chapter is on the aspects that are of inter-
est in the characterization of slamming, namely the body position and velocity,
the body displacements, and occurring forces. In the following, a detailed dis-
cussion on the advantages as well as limitations of the proposed methodology is
given, and the main conclusions are drawn in comparison with well established,
state-of-the-art measurement techniques that make use of force and strain sensors.
5.2 Experimental Set-up
The tests presented in this chapter have been conducted using the experimen-
tal set-up referred to, in Section 3.3, as Experimental set-up B. This annotation
is used to differentiate from the PIV measurements presented in this chapter, and
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those presented in Section 2.3, where slamming set-up A had been used. The PIV
equipment used for both arrangements, comprising the laser, the optical arrange-
ment, a CMOS camera and seeding particles, was identical. However, the drop
tests were performed differently in the two cases. The slamming set-up A made
use of a linear motor for the controlled movement of the impacting body, while for
set-up B, the tests were conducted using a free-falling impactor, with strain gauge,
force sensors and position encoder instrumentation mounted on the structure. Set-
up B was designed at the Department of Coastal Engineering of Ghent University,
and an in-depth analysis of the design process and instrumentation used is found
in the PhD dissertation of Van Nuffel [87]. It should be thus noted, that the exper-
imental slamming arrangement has been designed and assembled by Van Nuffel.
The description given here, in Section 5.2.1, is meant as a general overview of
the slamming set-up main components, with respect to the integration of the PIV
equipment that is detailed in Section 5.2.2.
5.2.1 Experimental Slamming Set-up
The deformable cylinders studied in this chapter can be categorized in two, ac-
cording to their respective diameters: one set of cylinders with smaller diameters
(D = 90mm), and another with large diameter (D ≥ 315mm). From the former
category, two cylinders have already been introduced in Chapter 3, where the dis-
placement results using the feature identification techniques were discussed. A
third cylinder, manufactured from PVC as well, but with a larger wall thickness
is presented herein. Regarding the large diameter tubes, results of two PVC and
two composite cylinders drop tests are discussed. The material properties of these
cylinders were determined by Van Nuffel [87], using compression tests, as well as
simulations performed with the finite element analysis (FEA) software Abaqus.
Since, in the compression tests, the cylinders were placed between circular plates
that did not cover the entire length of the body, the numerical simulations were
used to better approximate the relation between applied force and resulting dis-
placement, by controlling the way the boundary conditions are imposed during
compression. The material properties of the cylinders extracted from the com-
pression tests and FEA simulations, are presented in Table 5.1, along with their
dimensions. It should be noted that the composite cylinders are assumed to be
unidirectional in the hoop direction, and thus the value of Young’s modulus for
these cylinders is expressed with respect to this direction. Moreover, the cylinder
stiffness (Kc) is calculated by Van Nuffel [87] using FEA simulations, and it is the
slope of the linear part of the force-displacement curves.
The cylinders were painted black, and instrumented with uniaxial strain gauges
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Cylinder no. 1 2 3 4 5 6 7
Numbering in
[87]
C9 C8 C7 C1 C2 C5 C4
Material PVC PVC PVC PVC PVC GFRP GFRP
Cylinder diameter
D [mm]
89 90 90 315 315 318.7 321.7
Cylinder length
L [mm]
350 350 350 348.5 350 397.5 388
Wall thickness
d [mm]
1.5 3.15 4.7 9.4 6.6 1.85 3.325
Cylinder mass
m [kg]
0.304 0.42 0.615 4.25 3 1.12 2.237
Young’s modulus
E [Gpa]
3 2.7 2.58 3.2 3.4 22.8 18.25
Cylinder stiffness
Kc[N/mm]
26.84 230.25 745.96 158.78 58.35 6.08 43.45
Table 5.1: Test Cylinders Properties.
of type CEA-06-250UN-350. The locations of the strain gauges differed between
the small diameter and the large diameter cylinders. The small diameter shells
were instrumented with strain gauges on the outer surface, in the mid-plane of
the test tubes. Because of the small diameter of these cylinders, there was lim-
ited access which prevented the mounting of these sensors on their inner surface.
The locations of the two strain gauges, as measured from the lowest point on the
cylinder, are: θ = +90◦ and θ = −90◦, respectively. In the case of the large di-
ameter cylinders, the sensors were mounted on the inner diameter of the tubes,
at the mid-plane mark. The large diameter facilitated this mounting choice, and
the sensors were located at the bottom (θ = 0◦) and at the side (θ = 90◦) of the
cylinder.
Impactor assembly. The impactor assembly was designed and constructed
by Van Nuffel [87]. Figure 5.1 shows an overview of the experimental set-up,
as well as a close-up view of one installed deformable cylinder along with the
main components of the impactor assembly. Two vertical guiding rails are rigidly
fixed to the walls of the room, and an impactor is foreseen to slide between the
two rails. A LIMES LI20/B1 position encoder with 10 µm resolution and 6.5 m/s
maximum measurable speed, is also foreseen on the impactor. At the bottom of the
impactor, two circular Aluminium plates include a load cell arrangement between
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them, comprised of three force sensors. The three piezoelectric (ICP) sensors
(from PCB Piezotronics) form a load cell with an average sensitivity factor of
14.47 N/mV and a variation coefficient of 2%. The measurement range of the
load cell combination is approximately 66 kN (three load cells of 22 kN each),
making it an adequate choice for the expected occurring loads.
Figure 5.1: Slamming experimental set-up B.
The cylinder is fixed to the bottom circular plate, as illustrated in Figure 5.2,
in two configurations, corresponding to the two types of cylinders used for the
tests (small diameter and large diameter cylinders, respectively). The small di-
ameter cylinders are connected to a beam of 200 mm height, that is fixed to the
bottom circular plate. The solution of using an intermediate beam between the
cylinder and the two circular plates that contain the force sensors, is motivated
by the observation that, during slamming, the water jet separating from the small
cylindrical body was hitting the circular plates. The water then comes splashing
down on the free surface in the vicinity of the cylinder, causing unnecessary re-
flections and disturbances on the fluid flow. In the large diameter cylinders case,
this problem was not occurring due to the fact that the circular plates diameter
was in the same order of magnitude as the cylinder diameter. It should be also
noted that in the second configuration, the large cylinder is fixed on the bottom
circular plate, with a thin rectangular plate used between the tube and the plate, to
introduce additional mass depending on which cylinder is being tested.
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Figure 5.2: Installation of the small cylinders (left) and of the large cylinders
(right) on the bottom circular plate of the impactor.
The 1 m3 water tank used in the drop tests, was modified to provide the
optical access needed for PIV measurements and for imposing desired boundary
conditions on the flow. Firstly, two Plexiglass windows were foreseen on two of
the sides of the water tank: one side-view window for access of the laser sheet
perpendicular to the axis of the slamming cylinder, and one front-view window
for the camera recordings of the flow field. Secondly, for the drop tests of the
small diameter cylinders, a 0.7 m x 0.44 m x 0.7 m box was built and included
inside the water tank. This was done in order to reduce the 3D effects that were
generated predominantly at the ends of the cylinder. Therefore, the distances
from the cylinder to the front and back walls were reduced considerably, and a
predominant 2D flow was recreated in the mid-plane of the cylinder, where the
measurements were done. Moreover, in the case of the small cylinder tests, a 90◦
wedge was fixed to the bottom of the box, with a mirror included on the face of
the wedge oriented toward the laser head. This made it possible for the laser light
sheet to be delivered from underneath the penetrating body, and to increase optical
access inside the spray root region.
Two data acquisition systems were used in the present tests, to record values
of the above mentioned sensors and, at the same time, to trigger the PIV measure-
ment. The main of these two systems was a Genesis Gen5i oscilloscope, which
recorded signals of the three force transducers, as well as the position encoder sig-
nal. A secondary, National Instruments C-DAQ, data acquisition system was used
to record the values of the strain gauges. The Genesis oscilloscope recorded the
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position encoder signal and, when a threshold value (the first contact of the cylin-
der with the water surface) was reached, a trigger was sent to both the secondary
system and PIV synchronizer, which triggers the PIV recordings.
5.2.2 PIV Instrumentation
The PIV system used in the experiments performed in this dissertation was
assembled by ILA Intelligent Laser Applications GmbH [30], and comprises the
following components:
• Laser light source
• Articulated mirror arm
• CMOS camera
• Synchronizer
Figure 5.3 shows these main components of the PIV system for the case of
a Cylinder 1 drop test. It should be noted that the box and mirror described in
the previous section were deployed inside the water tank. This ensured optimal
conditions of illumination despite the constricted optical access, as well as the
application of boundary conditions to facilitate predominant 2D flow.
Laser light source. The laser used for the work presented in this dissertation
is a diode-pumped Quantronix Darwin Duo Nd:YLF double-pulsed laser as illus-
trated in Figure 5.4. The main feature of this high-powered laser is its applicability
to time-resolved PIV (TR-PIV) measurements, which is the main requirement for
investigating the slamming phenomenon. The choice of Nd:YLF over the more
conventional Nd:YAG lasers for conducting TR-PIV, is facilitated by the superior
performance of the former thanks to its upper state lifetime, which is double that
of the Nd:YAG - 480 µs compared to 230 µs.
The Aluminium enclosure of the laser head nests the pump chambers and op-
tical resonators of two independent cavities. Q-switches are included for operation
with short high-powered pulses (pulse widths in the order of nanoseconds). An ex-
ternal power supply cabinet contains the RF driver that provides the Q-switching
mechanism, as well as a pump for the water cooling system of the laser. Table 5.2
presents an overview of the laser specifications as indicated by the manufacturer.
Before commencing the slamming experiments, a series of measurements of
the laser power was conducted, and it was seen that the power showed a slight
decrease from the values given by the manufacturer. The measurements were
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Figure 5.3: PIV arrangement for slamming experimental set-up B.
performed by increasing the input current intensity in steps of 2 A, for each of the
cavities, individually. The operating frequency for the tests was set to 3 kHz, a
value which is given as a reference in the manual from Quantronix, and which is
also a common value used in the experiments presented here.
Figure 5.4: The articulated mirror arm used for laser light delivery to the test
section (left) and the double-cavity Nd:YLF laser head (right) [30].
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Laser Model Darwin DUO-527-80-M
Laser Wavelength 527 nm
Frequency range 0.1 kHz - 10 kHz
Repetition rate 60 W (at 3 kHz)
Pulse energy 20 mJ (at 3 kHz)
Minimum pulse width 200 ns
Pulse-to-Pulse stability 1 % rms
Operating temperature 20 ◦C
Maximum current 33 A
Table 5.2: Laser Specifications.
In Figure 5.5, the results of laser power measurements are presented. The
values showed a slight decrease in power of the second cavity, as compared to
the first cavity, which could be compensated for in operation, due to the inclusion
of a current offset setting that enables individual current intensity adjustment for
each of the laser cavities. It can be seen from the graphs, that the maximum laser
power at 3 kHz is 53.6 W, instead of the specified 60 W. This is caused by the
second cavity having up to 22 % less energy than the first cavity. However, when
operating at current intensities of up to 30 A, offsets of current on the second
cavity compensate for this difference, thus resulting in an equal intensity output
for the two cavities.
Also, during the measurements, a test of the optimal working temperature
was conducted. A corrected value of 23 ◦C was found to give maximum output
power, and thus this value was used further. The pulse width value used in the
present tests was set to 1 µs.
Articulated mirror arm. The articulated arm illustrated in Figure 5.4 reaches
1.6 m when fully extended and offers a 360 ◦ orientation of the laser light sheet.
The arm houses 7 mirrors oriented at 45 ◦ with an aperture of 16 mm. The inci-
dent laser light beam is first steered into the arm by a first user-adjustable mirror.
The mirror can be adjusted on two axes, thus allowing correct alignment of the
laser beam at the exit of the arm. The other end of the arm is foreseen with a lens
mount, where arrangements of cylindrical lenses allow for expansion of the laser
light sheet. Due to space constrictions as well as specific light delivery require-
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Figure 5.5: Laser power for each cavity as a function of the current intensity.
ments, the articulated arm is a useful tool for the delivery of laser light to the test
section. Considering the nature of the flow for slamming experiments, the light
sheet delivery is optimally done from underneath the test section (as discussed in
Chapter 2). The experimental set-up A used for tests discussed in Section 2.3, had
foreseen a glass bottom wall of the tank, which made it possible for the light sheet
to be expanded from underneath the water tank, with the help of the articulated
mirror arm. However, in the case of experimental set-up B, the slamming set-up
was built before PIV experimental investigations were foreseen to be deployed.
The guiding rails had been previously fixed to the walls of the room, and thus it
was not possible to elevate the water tank. Therefore, the optical arm could not be
mounted underneath the water tank, and it was fixed to the side of the tank, at an
angle.
CMOS camera. The experimental set-up presented in this chapter included
two high-speed digital cameras used for the PIV measurements. The main camera
(deemed Camera 1 and illustrated in Figure 5.6) is a 12-bit CMOS camera from
Photron, model FASTCAM SA1.1. Camera 1 was used also in the experimental
set-up A, as described in Chapter 2.
In order to increase the measured field of view of the recordings, and to recon-
struct whole domain measurements as mentioned already in Chapter 4, a second
high-speed camera (Camera 2) was included in the experimental arrangement.
Camera 2 is also a CMOS sensor device from Photron with comparable features
as the first. The specifications of the two cameras are given in Table 5.3.
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Figure 5.6: CMOS camera model Photron FASTCAM SA1.1 (left) [96]; PIV sys-
tem synchronizer (right) [30].
Parameter Camera 1 Camera 2
Sensor type 12-bit CMOS 10-bit CMOS
Pixel size 10 µm 17 µm
Minimum shutter time 1 µs 2 µs
Maximum frame rate 675000 fps 250000 fps
Maximum resolution
1024x1024 pixels
(@ 5400 fps)
1024x1024 pixels
(@ 3000 fps)
Built-in memory 8 GB 8 GB
Total recording time 1.01 s (@ 5400 fps) 2 s (@ 3000 fps)
Table 5.3: Camera Specifications.
The cameras record images using their built-in memory and after completion,
the data transfer to a PC is accomplished via a TCP/IP connection. Furthermore,
the cameras are triggered using a TTL 5Vp-p input, which is provided by the
Genesis oscilloscope. The cameras also include an additional option of trigger
settings, which enables the recording to be either at the end or at the beginning
of a measurement sequence, or at a user-defined position. This is achieved with a
two-step triggering procedure, in which the first step is to arm the cameras. This
implies that the camera is running in a continuous recording state, until the actual
trigger signal defines the recorded limits depending on where the trigger position
was previously set.
Synchronizer. The PIV synchronizer is an in-house built system provided
by ILA Intelligent Laser Applications GmbH [30]. The synchronizer is based on
the Field-Programmable Gate Array (FPGA) technique, and provides the output
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signals for the two laser cavities and for the CMOS camera. The synchronizer
communicates with the PC via network connection (TCP/IP) and a custom-build
software also provided by ILA allows for interactive user-adjustment of the PIV
recording parameters (laser frequency and pulse delay times, camera frame rate,
triggering options).
5.3 Small Diameter Cylinder Slamming
The first test cases examined in this section are the drop tests of cylinder 1, 2
and 3, as identified in Table 5.1. The present section is focused on the determina-
tion of cylinder velocity and induced slamming loads. The procedure described in
Chapter 3 for feature identification, has already been validated on the test cylin-
ders 1 and 2 at different entry speeds. From the information provided by the
feature identification procedure, the cylinder bottom position during the recorded
PIV sequence is recovered, allowing for the estimation of cylinder displacement
(w). Moreover, the velocity of the immersed body wall can be recovered at each
time step. The steps undertaken for pressure estimation from PIV data using the
Poisson approach has also been tested in Section 4.4 in the case of a 204 mm drop
height test of cylinder 1. In the following section, results of force acting on the
cylinder wall during water entry, as calculated from integrating the PIV estimated
pressure, are discussed for all the three small diameter cylinders. A comparison
is made with the results of loads as measured by Van Nuffel on the same test
cases, using load cells and strain gauge measurements. A complete description
of the work performed by Van Nuffel is given in his PhD dissertation [87], and
the discussion of his results is restricted in this chapter to aspects relevant to the
aforementioned comparison.
5.3.1 Cylinder Velocity
The cylinder drop tests are performed from fixed heights (H), which are a pri-
ori known from the position encoder information. Theoretical impact velocities
(Vti) could thus be calculated as in equation 5.1. This, however, can lead to an
erroneous estimate of the real impact velocity (Vi) because of the losses due to
friction between the impactor and the guiding rails.
Vti =
√
2gH (5.1)
To correctly determine the impact speed, the position of the cylinder, as
recorded by the encoder, is derived. Due to structural vibrations of the impactor,
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noise is present in the position encoder signal, which causes a high error in the
estimated velocity profile if the raw signal is directly derived. To eliminate this
noise, a low-pass butterworth filter is applied to the resulting velocity [56]. It
was shown by Van Nuffel [87] that an optimal value of the cut-off frequency of
75 Hz is appropriate for the recovery of correct velocity profiles over the entire
sequence of the position encoder data. The implementation of this filter design
is performed with the built-in Matlab functions butter and filtfilt for the recovery
of the polynomial coefficients of the filter, and of the output zero-phased filtered
results, respectively.
The filtered velocity from the position encoder is the velocity information of
the impactor, which is considered to be the velocity of the cylinder, if the body
is rigid. In the present case, the elasticity of the test tube needs to be taken into
consideration, and thus the obtained profiles are assumed to be valid only for the
position of the top point on the cylinder contour, which is clamped to the impactor.
Figure 5.7 (top) exemplifies the complete time sequence evolution of the im-
pactor velocity in the case of a Cylinder 1 drop test from a height of 204 mm. From
the moment the cylinder is released - which is marked as trelease - until the body
touches the water surface (timpact), its velocity increases linearly to about 1.9 m/s.
During approximately 20 ms after impact (tPIV ), the cylinder position is tracked
using the procedure described in Chapter 3, and PIV velocity measurements are
performed at 5 kHz. For the case exemplified here, the cylinder velocity keeps
increasing after initial impact until the impactor structure hits the dampers - 70
ms after impact, at time tstop - which brings the structure to a complete stop after
approximately 100 ms. It should be noted that this behaviour is valid for all small
diameter cylinders test cases, because of the large mass of the impactor structure
and the low occurring loads. In the cases of the large cylinders, the velocity of
the structure exhibits a slight deceleration immediately after impact, followed by
a general constant velocity profile until the dampers are reached.
The lower part of Figure 5.7 shows the evolution of the cylinder top velocity
only for the time sequence under consideration for PIV, for all the small cylinder
cases. It should be noted that this sequence is limited by the feature identification
procedure in time, as for tests with increasing entry velocity, the cylinder leaves
the field of view faster. The figure shows that the velocity profiles match quite
well, implying similar entry conditions, and also that the velocity does not deviate
largely from a constant profile. A quantitative analysis of this deviation (Figure
5.8) shows the absolute value of the relative error of the cylinder top velocity
(Vtop) from the constant value of the impact velocity (Vi), defined as:
errV = |Vi − Vtop|/Vi (5.2)
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Figure 5.7: Position encoder derived velocity profiles. Top: The complete time
sequence from the moment of release until full stop of the cylinder
after it hits the dampers; Down: The velocity profiles for cylinders
1, 2 and 3 in the analysed time sequence corresponding to PIV mea-
surements.
It can be observed that the largest variation of the velocity is present for all
the three cylinders in the case of the lowest drop height used (H = 54 mm). For the
other test cases, the variation is less than 6 % of the impact speed, thus making an
approximation of constant entry velocity, a valid assumption. This consideration
is based on the remarks of Hughes [40], who performed constant velocity water
entry experiments on a wedge body and stated that a value of 5 % is an acceptable
margin of error for the velocity to be considered constant during entry. The values
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Figure 5.8: Deviation of the position encoder derived velocity from the constant
value of initial impact velocity (Vi). Values for tests with drop heights
higher than 54 mm present a maximum deviation of less than 6 %,
which is considered an acceptable level for constant velocity water
entry experiments [40].
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of test drop heights, impact velocities and the maximum absolute relative error are
given in Table 5.4.
Cylinder 1 Cylinder 2 Cylinder 3
Drop Height
(mm)
Vi
(m/s)
|errV |max
(%)
Vi
(m/s)
|errV |max
(%)
Vi
(m/s)
|errV |max
(%)
54 0.96 27.17 0.93 27.25 0.94 17.08
204 1.83 6.38 1.81 6.05 1.81 3.98
459 2.71 0.60 2.72 1.44 2.71 0.93
816 3.66 1.87 3.67 1.57 3.63 1.06
Table 5.4: Cylinder Impact Velocities.
Having identified the velocity of the cylinder top, a similar procedure is per-
formed on the cylinder bottom point position, as determined from the feature iden-
tification algorithm. As the results of feature identification are also prone to small
errors in the recovered position, due to body surface reflections, the velocity de-
rived from the raw position information can be contaminated with noise. This
is eliminated by applying the same butterworth filter as for the velocity derived
from the encoder measured position. However, the approach in this case is to fil-
ter the position information and then derive the velocity from the filtered position
result. The cut-off frequencies for cylinders 2 and 3 were chosen as a function of
the natural period of oscillation of the cylinders. It was observed that for a filter
corresponding to one quarter of the natural period of oscillation (the occurence
of maximum stress), the filter well preserved the evolution of the cylinder bottom
position and eliminated any spurious values. Thus, the feature identification posi-
tion results were filtered at 500 Hz for cylinder 3 and at 267 Hz for cylinder 2. For
cylinder 1, however, the same procedure resulted in a cut-off frequency of 96 Hz,
which was too low, as it was observed that valid information was being lost, re-
sulting in filtered values of cylinder bottom point position which were much lower
than the real values. This trend was present especially for the higher impact speed
test cases. Thus, a higher cut-off frequency was used, a value of 190 Hz being
found to give good results for all the impact speeds, whilst still producing smooth
position results. Figure 5.9 (left) shows the fitted position results as well as the
raw feature identification results for all cylinders during an impact test from H =
204 mm. It can be seen that the approximation is very good, and that the curves
are almost a perfect match, with the only exceptions when spurious values of the
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raw data are encountered.
On the right side of Figure 5.9, the velocity curves resulting from the filtered
and unfiltered feature identification results, are illustrated. It can be seen that, even
though the difference between raw and filtered position results is very small, after
deriving the two data sets to obtained velocity, the differences are considerable.
However, the trends are obviously kept after filtering, and, with the exception of
a few spurious values given by larger differences in the position information, the
magnitudes are comparable as well.
Figure 5.9: Filtered feature identification results and derived velocity of the cylin-
der bottom for 204 mm drop height tests - top: cylinder 1; middle:
cylinder 2; bottom: cylinder 3.
In Figure 5.10, the results of the cylinder top and bottom velocities are com-
pared for the three cylinders for all the tested drop heights. Since the cylinder
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bottom cannot be tracked before it enters the water surface, its velocity profile
does not show the immediate deceleration at impact. Thus, the cylinder bottom
point velocity profiles derived from the feature identification procedure begins 0.2
ms after impact (corresponding to one time step). It should be noted that the cylin-
der bottom velocity is considered to be equal to the velocity of the cylinder top
point at impact (t = 0) in the subsequent PIV-based load estimation procedure.
Moreover, the cylinder bottom velocities could only be recovered for as long as
the cylinder was tracked using the feature identification algorithm, and thus, for
both cylinders 1 and 2, at a drop height of 816 mm, the profile is not captured for
one entire half of the oscillation period, as for the other cases.
As soon as the cylinder is in the water and can be tracked using the feature
identification procedure, the cylinder bottom begins to accelerate and, as expected,
its velocity value reaches that of the cylinder top approximately at the same time
that the maximum displacement occurs (see Figures 3.12 and 3.11 for compari-
son). The velocity continues to increase until a maximum value is reached, and
then decreases to the value of the cylinder top velocity, as seen in Figure 5.10. In
the case of cylinder 3, which has the highest stiffness, its bottom velocity is much
closer to the top velocity, as the cylinder does not deform as much during impact.
5.3.2 Forces
The pressure estimation procedure presented in Chapter 4 is used for determin-
ing the force acting on the wetted part of the cylinder wall during water entry. By
integrating the fluid pressure on the elements in the vicinity of the wall, and under
the assumption of a constant distribution over the length of the cylinder, the total
force acting on the cylinder body is recovered. Moreover, a second pressure es-
timation algorithm is tested and comparisons of results from both methods, with
the force results of Van Nuffel [87] are performed.
5.3.2.1 Estimation Methods
As previously discussed, the pressure estimation from PIV measured velocity,
can be done using the Poisson equation for pressure (as described in Chapter
4) or by direct integration of the Navier-Stokes (momentum) equation as given
in equation 4.1. In this chapter, both methods are used for the estimation of the
slamming loads. This is done in order to assess the accuracy and limitations of the
two methods with respect to PIV velocity errors, the robustness of the algorithms
and their applicability to slamming measurements.
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Figure 5.10: Results of cylinder top velocity (filtered from position encoder) and
velocity of cylinder bottom filtered position for all drop heights test
cases - top: cylinder 1; middle: cylinder 2; bottom: cylinder 3.
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By estimating the pressure gradient directly from 4.1, without applying the
divergence to obtain the Poisson equation, one can recover the pressure difference
between two neighbouring grid points as in equation 5.3. Starting from a known
value of the pressure (e.g. atmospheric pressure), and integrating along multiple
paths, the pressure field is reconstructed.
px − px+∆x =
x+∆x∫
x
∇pdx (5.3)
When performing direct integration of the momentum equation, two aspects
need to be carefully addressed. The first is the choice of integration paths. Consid-
ering that the velocity field used for calculating the pressure gradient in equation
4.1 is measured from PIV, and thus, is prone to errors, the result can be corrupted
when these errors accumulate over the integration path. To eliminate these ef-
fects, an iterative approach can be adopted, as that proposed by Liu [49], where
2m(n + m) + 2n(2m + n) paths are averaged over a grid of m x n grid nodes. The
second important aspect when adopting this technique, is the choice of boundary
conditions, from which the integration is started. The implementations of these
methods typically make use of prescribed boundary conditions on at least one of
the edges of the domain as shown by [11], either by having the boundary on a
solid wall, or by using the Bernoulli equation to estimate the value of the pressure
on an edge if that edge is situated far-field.
For the work presented herein, an implementation proposed by Dabiri et al.
[19] is used for the direct integration of the Navier-Stokes equation. The algorithm
of Dabiri was developed for a wide range of applications, including quasi-steady
state flows and unsteady flows. The robustness of the algorithm was tested in [19]
for numerical simulated flows past a square cylinder as well as on PIV measure-
ments of swimming jellyfish medusa and lamprey, with promising results. The
method proposed by Dabiri differs from other algorithms in the way the integra-
tion of the pressure gradient is performed. Instead of using an arithmetic mean
of many integration paths starting from each grid node, the algorithm of Dabiri
makes use of the median, which is less sensitive to localized spurious results.
Thus, a reduction in computational cost or even higher stability when localized
errors are too high, is achieved. Furthermore, the algorithm was preferred due to
its implementation of immersed boundaries treatment. The integration paths are
left undefined when they cross fluid-structure interfaces, thus making their con-
tribution to the estimated value of the pressure gradient in that node, null. This,
in turn, offers the advantage of eliminating any special treatment of the pressure
gradient at the solid walls, such as is necessary for the Poisson solver. The results
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of pressure estimation from PIV measurements of a swimming lamprey were en-
couraging for the application of this algorithm in the case of PIV measurements
during slamming, especially considering the treatment of the immersed bound-
aries. In order to avoid the limitations of this algorithm introduced by the use
of non-symmetrical boundary conditions (i.e. symmetry line boundary), the PIV
measured velocity field was mirrored with respect to the symmetry line. There-
fore, a complete velocity field for the entire water tank was used for pressure
estimation. Furthermore, to reduce the large computational time required for the
integration along multiple paths, the velocity field was not re-sampled on a fine
grid. This choice was made after a grid dependency study revealed that the pres-
sure field varied with less than 1 % rms when increasing the spatial resolution by
a factor of four.
5.3.2.2 Results
In the following, results of the PIV-based estimated load are compared with the
results obtained by Van Nuffel for the same drop test cases. The thesis of Van
Nuffel [87] explains in detail the work he performed in estimating the force from
sensor measurements and from strain measurements. Therefore, the procedure
will not be elaborated further here, but two observations will be made in order
to stress the fact that traditional sensor measurements are also subject to care-
ful analysis. Firstly, the force sensor measurements represent the unfiltered force
results obtained by Van Nuffel from the three load cells he used on the set-up.
However, these recordings are not simply the output of the load cells, but also
include an additional mass conversion factor which is necessary in order to re-
cover the true force acting on the cylinder body (equation 3.4), which differs from
the values recorded at the force sensor locations. As described in [87], the force
sensor measurements are contaminated with an important oscillatory component
corresponding to the structural vibrations of the impactor. Filtering the results was
proven efficient for results of tests performed on cylinders with low stiffness, such
as Cylinder 1, and the filtered value of force measured with the load cell matches
well with the force estimated from the strain. However, for Cylinders 2 and 3, the
higher stiffness of the tubes determines a higher oscillation frequency of the mea-
sured force, that approaches the eigenfrequency of the test set-up, rendering the
filtering procedure ineffective in producing the correct results without loss of real
signal. Secondly, the force estimated from strain was calculated by Van Nuffel, as
mentioned previously, using finite element simulations of cylinder dynamic load-
ing in order to estimate strain-to-force conversion factors. This was an elaborate
procedure which, corroborated with results of experimental static compression
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tests, showed that strain gauge misalignments or mounting fixation imprecisions
can prevent accurate application of such factors.
Figure 5.11 shows the forces on Cylinder 1 during water entry from the four
drop heights used. The red and blue curves represent the results of load estimated
from PIV measurements, with the Poisson and the Integral approach, respectively.
The solid and dotted lines represent force on the cylinder as estimated from strain
and load cell measurements, respectively. It can be seen that, for all the four drop
heights used, the PIV estimated load closely matches the strain estimated load.
This observation is in accordance with the remarks of Van Nuffel, who noted that
the force sensor measurements need to be filtered in order to eliminate the effect
of structural vibrations of the impactor.
For all the drop tests of Cylinder 1, the recorded forces are relatively small.
The values estimated from strain measurements are ranging from 73 N for the
54 mm drop height test, to about 416 N for the largest drop height of 816 mm.
The values of PIV estimated force, using the Poisson approach, closely match
the strain estimated ones, with the largest error being 11 % at the largest entry
velocity test case, but as low as 0.5 % for the smallest drop height test. In the case
of the Integral approach estimations, the results show the same trends, with errors
ranging from 1% for the first test case, to 15 % for the last.
Moreover, when observing the time evolution of the force obtained from these
three methods, the same behaviour can be noted, with the load increasing to reach
a maximum value about 8 ms after impact for the lowest drop height used, and
about 12 ms after impact for a drop height of 816 mm.
When comparing these results with the measured force as recorded by the
load sensors, it can be observed that the latter has a much higher deviation, with
errors of about 50 % for all the drop tests analysed. This higher uncertainty can
thus be eliminated only when the structural vibrations can be drastically reduced
in the experimental set-up, or when filtering of the raw force measurements can
successfully be applied to eliminate biased results.
In Figure 5.12, the forces on Cylinder 2 are plotted for three test cases corre-
sponding to the drop heights of 204 mm, 459 mm and 816 mm. The same general
trends are observed as for the results of Cylinder 1. The recorded forces are about
50 % higher than that of the first cylinder drop test cases. Furthermore, the force
recorded from the load cells shows a higher relative error compared to the strain
estimated force, over-predicting the maximum load by as much as 90 % . Thus,
the strain-based estimated force is taken as a reference for the PIV estimation
models. The force estimated using the PIV measurements are more consistent
with the reference values, with the exception of the last test corresponding to the
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Figure 5.11: Force on Cylinder 1 - results of load cell measurements and force es-
timated from strain gauge measurements [87]; load estimated from
PIV using the Poisson equation (PIV Poisson) and the direct inte-
gration of Navier-Stokes equation (PIV Integral) [19].
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highest entry velocity. For this last case, the load estimated from PIV keeps in-
creasing after the force estimated from strain measurements reaches its maximum
and starts decreasing, about 3.5 ms after impact. Considering that this trend is
observed in both PIV-based estimation methods, the errors can only be attributed
to errors in velocity measurements, that lead to the shift of the force maximum to
4 ms after impact, at a value 50 % higher than the reference values. The previ-
ous two test cases show that the Integral estimation model tends to overestimate
the load by less than 10 %, while the Poisson method produces maximum force
values of about 20 % lower than the strain estimations.
In the case of cylinder 3, the higher occurring loads, caused by the increased
stiffness of the cylinder, imply that an even higher error between strain estimated
force and load cell measurements is present. Moreover, the increased oscillation
frequency of the cylinder which approaches the eigenfrequency of the test set-up,
implies that correct filtering of the raw data becomes difficult. Therefore, when
comparing the maximum force sensor measured load with that of strain-based
estimations of the load, a factor of two difference is observed for all considered
test cases. This is caused by the high uncertainty of the classical sensor-based
measurements of slamming force.
Figure 5.13 shows the force on Cylinder 3 for the three test cases of 204 mm,
459 mm, and 816 mm drop heights, respectively. In general, the same trends as
observed for Cylinder 2 are present. The reduced oscillation period of the cylin-
der and the higher fluid velocity are responsible for the higher error between PIV
estimations and strain-based values. The two aspects have a direct effect on the
material acceleration term of the Navier-Stokes equation which is ultimately used
in the pressure reconstruction algorithms. With reduced period of oscillation - 6
ms compared to 20 ms in the case of Cylinder 1 - the fluid acceleration is much
higher in the first 3 milliseconds of water entry. Thus, the 5 kHz PIV recording
frequency can be a limitation when trying to resolve these fluctuations. Further-
more, the pressure distribution on the stiffer cylinder body exhibits a higher peak
in the spray root region of the flow, a peak that can not be captured using PIV, and
which can have an effect on the integrated value of the load.
5.3.3 Slamming Coefficient
The slamming coefficient results for the small cylinders test cases are in ac-
cordance with the observations made in the analysis of force-time histories. The
slamming coefficient is a dimensionless parameter defined using equation 5.4, and
which is used in literature as a way to compare the slamming loads on structures
with different geometries and/or entry conditions. The expression of this coef-
CHAPTER 5. VALIDATION OF THE PROPOSED PIV METHODOLOGY FOR EXPERIMENTAL
SLAMMING INVESTIGATIONS 139
Figure 5.12: Force on Cylinder 2 - results of load cell measurements and force es-
timated from strain gauge measurements [87]; load estimated from
PIV using the Poisson equation (PIV Poisson) and the direct inte-
gration of Navier-Stokes equation (PIV Integral) [19].
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Figure 5.13: Force on Cylinder 3 - results of load cell measurements and force es-
timated from strain gauge measurements [87]; load estimated from
PIV using the Poisson equation (PIV Poisson) and the direct inte-
gration of Navier-Stokes equation (PIV Integral) [19].
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ficient is derived from the definition of the slamming load, which is the force
needed to displace a certain volume of water.
Fimpact =
d
dt
(mVentry) = ρRLCsV2entry (5.4)
The slamming coefficient (Cs) is expressed as a function of the load (Fimpact),
fluid density (ρ), cylinder geometry - radius R and length L - and cylinder velocity
(Ventry). As the cylinders considered here are deformable, their velocity differs
for different points along the cylinder surface. Moreover, it was shown that the
cylinder top point evolution in time is approximately constant throughout water
entry, while the bottom point has a profile which considerably varies in time (from
the deceleration immediately following the impact, to the increase up to a value
of even 30 % higher than the top point velocity). Considering that the expression
of the force should be dependent on the submerged part of the impacting body,
the velocity of the wetted part of its circumference would need to be introduced
in equation 5.4. By using the time history of the cylinder bottom velocity, results
of the slamming coefficient for the Cylinder 1 are shown in Figure 5.14.
It can be observed that the distribution of the slamming coefficient differs
from that of the acting load, with the maximum value shifting towards the begin-
ning of the water entry (around 4 ms after impact, as opposed to the maximum
load value occurring 10 ms after impact). If the velocity of the top point of the
cylinder, which is approximately constant, would have been used in expression
5.4, this behaviour would no longer be observed.
In Figure 5.15, the maximum slamming coefficient is plotted for the three
small cylinder test cases as a function of the impact velocity. The figure shows
the maximum values obtained by Van Nuffel [87] (strain-based results) and those
estimated from PIV using the two techniques. It should be noted that, for reasons
of comparison, all the slamming coefficients are calculated using the cylinder top
point velocity. It can be seen from this figure that the best results are indeed
obtained for Cylinder 1, as the PIV estimations using both methods match quite
well with the strain based results. For Cylinders 2 and 3, the deviation of the PIV
results from the strain results is increasing, suggesting that limitations of the PIV
methods occur when stiffer bodies are considered. This was again observed in
the force-time histories analysis, and is mainly caused by the accuracy of the PIV
measurements and estimation models.
In Figure 5.16, a comparison is made between the results obtained from
strain-based estimation of load for all three cylinders. The graph shows two sets
of points calculated by introducing in equation 5.4, the velocity of the cylinder
top point and of the cylinder bottom, respectively. It can be seen that the decrease
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Figure 5.14: Slamming coefficient (CS ) on Cylinder 1 - top: estimated from strain
gauge measurements; middle: estimated from PIV using the Poisson
equation (PIV Poisson) and bottom: estimated from PIV by direct
integration of Navier-Stokes equation (PIV Integral).
of the slamming coefficient values with decreasing cylinder stiffness is no longer
applicable (when using the cylinder bottom velocity). It is thus believed that the
Cs values should be equal when this distinction occurs. From the figure, it can
be observed that this is not exactly the case. The explanation for this behaviour
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Figure 5.15: Maximum slamming coefficient values on the three small cylinders -
comparison of the maximum coefficient using the cylinder top point
velocity between strain-based estimations, and PIV estimation us-
ing the Poisson equation (PIV Poisson) and direct integration of the
Navier-Stokes equation (PIV Integral).
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must lie in the limitations in resolution of the feature identification technique,
which has an uncertainty of the measured displacement of 0.128 mm for the used
magnification factor (M = 7.8 pix/mm). Although this value is quite small, after
deriving to determine the body velocity, which is then squared in the expression
of the slamming coefficient, the errors are increased.
Figure 5.16: Maximum slamming coefficient values on the three small cylinders
as estimated from strain gauge measurements - comparison of the
results obtained using the cylinder top point velocity and using the
bottom point velocity.
5.4 Large Diameter Cylinder Slamming
The large diameter cylinders, noted in Table 5.1 as Cylinder 4 through 7, were
tested using the same slamming experimental set-up described above. For cylin-
ders 4 and 5, in order to achieve a large field of view (FOV) of the PIV measure-
ments, the two high-speed cameras were used in a side-by-side configuration. The
cameras were installed on a support that was positioned at different heights in or-
der to record different areas of the FOV. The PIV measurements were performed
for each cylinder, at each drop height, three times, corresponding to three differ-
ent positions of the cameras. The small error of the entry velocity profile, as well
as the zero-position triggering, allowed for an accurate estimation of the velocity
field using three separate measurement sets. With the help of pre-test calibrations
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using a marked target, the exact position of each camera frame is recovered. In
Figure 5.17 (left), the respective FOV of each camera is illustrated.
Figure 5.17: Cylinder 4 and 5 PIV measurement positions of the two cameras.
Left: the three positions of the cameras are marked; Right: example
of resulting velocity magnitude for Cylinder 4 (drop height H=459
mm; time step t = 15 ms).
It can be observed that the positioning of the cameras allows for an overlap
that accounts for loss of information at the frame edges, as expected when per-
forming correlation analysis on the PIV images. An example of a velocity map
recorded for Cylinder 4 is shown in Figure 5.17 (right), where the recordings of
each camera are overlaid on a common grid. The example depicts the added value
of using such a technique for increasing the PIV measurement FOV, as well as the
viability of the method when reconstructing the final large grid. The procedure
thereafter is to use a nearest neighbour 2D interpolation of the data on a final
grid, having a resolution equivalent to that of the smallest measured PIV grid.
For convenience, the implementation of this procedure was performed in Matlab,
using the built-in function griddata.
It should be noted that, even though the reconstructed grid did not extend up
to the physical boundaries of the water tank, the domain limits were far enough to
consider the flow irrotational at the boundaries. This was a choice of experimental
arrangement considered with regard to the PIV pressure estimation algorithm. As
discussed in the previous section, the alternative Integral approach suggested by
Dabiri [19] presented the advantage of independence of the estimated pressure
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result with respect to the imposed boundary conditions. Therefore, only the results
of this algorithm will be presented in this section, and shall be referred to as PIV
estimated load. Moreover, the measurements performed during the water entry of
cylinders 6 and 7 did not require the additional grid reconstruction procedure, and
only the first camera recordings were used.
In Table 5.5, the PIV measurements parameters are given for each of the
cylinders tested. It should be noted that all of the measurements on the large
cylinders were performed using a recording frequency of 6 kHz. Furthermore,
to account for larger displacements at higher entry velocities the interrogation
window size was varied from 24 x 24 pix to 48 x 48 pixels. These limits are given
as the extreme values used in the processing of the data, with mean values of the
window size being the 32 x 32 pixels choice. The window overlap factor was also
varied from 50 % overlap to 62 % overlap at higher interrogation window size
values.
Cylinder 4 Cylinder 5 Cylinder 6 Cylinder 7
Camera 1 magnification
[pix/mm]
4.1 4.1 3.5 3.5
Camera 2 magnification
[pix/mm]
4.85 4.85 - -
Final Grid spacing
[mm]
3.9 3.8 3.43 3.33
Final Grid size
[mm]
393 x 355 387 x 377 284 x 274 281 x 190
Final Grid nodes
8004 9000 6640 4312
Table 5.5: Large diameter cylinder parameters.
5.4.1 Cylinder Displacements and Velocity
Following the same steps as described for the small diameter cylinder tests, the
feature identification cylinder displacements results are obtained. A fixed cut-off
frequency of 100 Hz was considered for the low-pass filter applied to the fea-
ture identification result of cylinder bottom position in order to obtain the velocity
profiles. The results again show that, for the higher entry velocities, the feature
identification results have a time span limitation due to the cylinder leaving the
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recording FOV. Even though a lower magnification factor was used in order to
increase the camera FOV, the cylinder diameter was considerably larger than that
of the first three cylinders, and thus the recovered information could only be ex-
tracted for a limited amount of time. It should be noted that, even though for
Cylinders 4 and 5, the FOV was extended after using the stitching procedure of
multiple camera positions, the feature tracking algorithm was only applied for
measurements of the first camera position that captured the free surface profile in
the frame. Additional use of the second and third camera position recordings in
the feature identification step could have lead to an increase of the measurement
time sequence.
In Figures 5.18 and 5.19, the displacement and derived velocity results of the
feature identification algorithm are illustrated for the PVC large diameter cylin-
ders. Cylinder 4, which has the largest stiffness of the large cylinders considered
here, also presents the smallest recorded displacements, ranging from approxi-
mately 1 mm for the lowest entry velocity of 1 m/s, to about 6.24 mm for the 2.88
m/s drop test case. In the results presented here, the largest drop height used (H
= 816 mm), is not included due to the limited time during which the cylinder is
tracked. In this case, the cylinder deformation does not reach its maximum value
before the feature leaves the FOV.
The cylinder bottom point velocity is also plotted along with the velocity
profile of its top point, as derived from the position encoder - Figure 5.18 (bot-
tom). It can be observed that the velocity of the cylinder bottom is consistently
approaching the profile of its top point, especially when compared to the other
large cylinders, for which the deceleration during water entry is much larger. This
can be observed in Figure 5.19 (bottom), where the velocity profiles for cylinder 5
are exemplified for the four drop tests considered. As the cylinder displacements
increase from the previous case, ranging from 3.5 mm to approximately 23 mm,
the deceleration of the cylinder bottom becomes more obvious. It can be observed
that, for the case of cylinder 5, the measurement time for the highest two drop
heights is not sufficient to capture the peak of displacement. Also, for the case
of the 204 mm drop height, the cylinder evolution is tracked until just after this
peak of 9.1 mm deflection is reached. These observations explain the cylinder
bottom point velocity profiles, which for the third and fourth case, does not reach
the value of the encoder derived velocity.
As mentioned previously, the last two cylinders tested are composite material
bodies. The results of cylinder displacements and velocity profiles are presented
in a similar way as for cylinders 4 and 5, in Figures 5.20 and 5.21, respectively.
Cylinder 6 has the lowest stiffness of the large cylinder bodies, and thus presents
the highest recorded displacements, reaching up to 110 mm recorded deflection,
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Figure 5.18: Cylinder 4 feature identification result of vertical displacement (top)
and cylinder top and bottom velocities (bottom).
which is more than one third of its diameter. Due to this low stiffness, the cylinder
displacement keeps increasing up to the point when the impactor structure hits the
dampers. Even though in the feature identification results, this is not that obvious,
raw pictures of the cylinder entry showed this to be true, and the force recordings
of Van Nuffel [87] confirmed the observation, as the force time histories showed
a continuous increase up until the structures stops.
In the first drop test for cylinder 6 (H = 54 mm), the cylinder displacement
and recorded force seem to reach an upper limit around 40 ms after impact, but
the cylinder continues its water entry for the next 40 ms without returning to its
original, undeformed shape, as is the case with the other cylinders studied here.
This also explains the cylinder bottom point velocity profiles, which all present the
same evolution in time, without a noticeable acceleration after initial penetration.
Furthermore, it was observed that cylinder 6 deforms in an unusual way for the
higher drop heights used. For a drop height of 816 mm, the cylinder shape after
impact evolves in a manner which can no longer be approximated using an ellipse
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Figure 5.19: Cylinder 5 feature identification result of vertical displacement (top)
and cylinder top and bottom velocities (bottom).
shape, and even though the results can still predict the position of the cylinder
bottom point, the assumptions made during the feature identification stage can no
longer be applicable.
The results of the cylinder 7 displacements which are shown in Figure 5.21
present similar trends as those observed for the small cylinder tests and for cylin-
ders 4 and 5. The oscillation period for cylinder 7 is around 80 ms, with the
maximum loads occurring around 20 ms after impact. Even though, for the larger
drop heights, the time sequence of the feature tracking results is decreasing, it
is still possible to observe the maximum displacement values, which range from
approximately 6 mm to about 32 mm for the largest entry velocity. One other re-
mark can be made on the small amplitude oscillations present in the displacement
results, which are amplified in results of cylinder velocity - Figure 5.21 (bottom).
This behaviour seems to be caused by the material properties of the cylinder which
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Figure 5.20: Cylinder 6 feature identification result of vertical displacement (top)
and cylinder top and bottom velocities (bottom).
is manufactured using filament winding. This means that the stress distribution in
the cylinder is different from that for the PVC cylinders bodies. However, the
reduced amplitude of the oscillations means that there is no noticeable increase in
the cylinder displacements and the results are comparable to those of cylinder 5,
which has a similar stiffness.
It should be noted that, for all large diameter cylinder testing, the velocity
profiles of the cylinder top point show a larger deviation from the constant value
of the impact velocity. This behaviour is caused by the higher occurring forces on
the large cylinders than the small diameter ones. Due to these increased loads, the
structure decelerates, especially for the test cases using the larger drop heights of
459 mm and 816 mm.
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Figure 5.21: Cylinder 7 feature identification result of vertical displacement (top)
and cylinder top and bottom velocities (bottom).
5.4.2 Forces
The force-time histories are obtained from integrating the pressure obtained
from the PIV-based estimation on the cylinder wall, as in the case of the small
cylinder tests. As mentioned previously, the Integral approach was used for this
purpose, because of its flexibility regarding the specification of boundary condi-
tions. In the following, the results are presented and compared with the results of
Van Nuffel [87], as was done in Section 5.3.2. As concluded by Van Nuffel, the fil-
tering of raw data from the force transducers, in the case of the large cylinder tests,
produced more reliable results than for the small diameter cylinders. His conclu-
sion was based on the observation of the amplitude spectrum of the force and of
the strain recordings, which showed a clear separation of the peaks corresponding
to cylinder deformations from those corresponding to structural vibrations of the
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impactor. This enabled the use of a low-pass filter to the force sensor data, which
was not as straight forward in the case of the small cylinder tests. Therefore, in
the following, an inclusion of both raw measured force and filtered results is con-
sidered for the comparison of the PIV estimated load. Van Nuffel [87] considered
the filtered force results as the reference for extracting the impact load values, and
thus, the present analysis is focused on comparisons with these results.
In Figures 5.22 and 5.23, force-time histories for the two large PVC cylinders
are illustrated for three drop heights test cases. The tests performed from a drop
height of 816 mm are not included in this analysis due to the limited time history
of the PIV measurement. The force estimated from PIV is compared with the
force sensor raw and filtered data, and with the force estimated from strain. The
strain data used by Van Nuffel to estimate force by using strain-to-force conver-
sion factors was measured by a strain gauge located at the bottom of the cylinder
(0◦), on the inner surface, in the mid-plane of the tube. From Figure 5.22 a first
conclusion can be drawn that, similar to the cylinder 3 tests, in the case of higher
stiffness cylinders, the PIV estimated load is under-predicted when compared to
the measured force. A closer look to these results leads to the conclusion that,
even though the match between filtered force and strain estimated force seems to
be overall quite good, an important deviation of the maximum predicted load is
still present. The relative error between the two ranges from 5 % for the 459 mm
drop height test to 14 % for the lowest entry velocity case, with the strain esti-
mated load consistently higher than the filtered result. When looking at the PIV
estimated load, it can be seen that the maximum values are lower than the filtered
results, and increase with increasing entry velocity from about 21 % to just over
41 %. This observation supports the remarks on error sources for these results are
mainly caused by increased material acceleration which occurs with increasing
entry velocity, especially for stiffer bodies. However, it should also be noted that
the deviation of the raw force result from the filtered one is much higher, with
maximum loads of even 2.7 times higher.
For the case of cylinder 6, the comparison of the results show a different be-
haviour of the force-time histories. The maximum load estimated from the strain
measurements, and that estimated from PIV seem to match quite well, whilst be-
ing up to 50 % lower than the filtered force sensor result. This implies one of two
possible causes. On the one hand, the filtering procedure might not be very accu-
rate for the analysis of results for this cylinder, because of a shift in the frequencies
of body deformation closer to those of the structural vibrations. Another possibil-
ity might be the inaccurate results from the strain gauges due to misalignment or
mounting imprecisions. This latter conclusion can be supported by the remark that
during the experimental test runs, the strain gauge failed after several runs with a
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Figure 5.22: Forces on Cylinder 4 for three test cases (drop heights: H = 54 mm;
204 mm; 459 mm) . Forces obtained from PIV pressure estimation
are compared with the filtered force sensor measurements and strain
estimated force.
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Figure 5.23: Forces on Cylinder 5 for three test cases (drop heights: H = 54 mm;
204 mm; 459 mm). Forces obtained from PIV pressure estimation
are compared with the filtered force sensor measurements and strain
estimated force.
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higher entry velocity. This was caused by the large displacements of the cylinder
which, in combination with an improper mounting of the strain gauge ultimately
caused it to break. Thus, measurements before this failure occurred, could have
also been prone to errors. Nevertheless, the PIV estimated load shows a maximum
value 3 % higher than the filtered force for the lowest entry velocity case, but 34
% and 48 % lower for the later two cases, respectively. Again it is worth to note
that the unfiltered force can produce maximum loads of up to 2 times higher than
the filtered ones.
For the composite cylinders tests, the force estimated from PIV is compared
with the load cell measured force and force estimated from measurements of two
strain gauges [87]. The strain gauge referred to in the following as strain gauge 1
is installed at the bottom of the cylinder, the same as in the case of the PVC large
cylinders, while strain gauge 2 is located at the side of the cylinder - 90◦ - on
the inner surface, in the mid-plane of the tube. Figure 5.24 shows the force-time
histories for Cylinder 6, for a drop test of 54 mm height.
Figure 5.24: Forces on Cylinder 6 for one test cases (drop height: H = 54 mm).
Forces obtained from PIV pressure estimation are compared with
the filtered force sensor measurements and strain estimated force.
As mentioned previously, the flexible cylinder does not return to its unde-
formed shape before the impactor reaches a halt. The impact load is absorbed
by the deformation of the cylinder, and for higher entry velocities the load keeps
increasing for the entire 80 ms that the cylinder moves through the water. For this
small drop height, a maximum force is reached approximately 40 ms after impact,
and remains approximately constant before a slow decay is observed about 70 ms
after impact. The result of the PIV estimated force again matches quite well with
the estimation using measurements of the strain gauge located at the bottom of the
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cylinder, even though a high frequency oscillation is present in the former. These
oscillations can not be a physical manifestation and are attributed to the errors in
PIV estimated pressure, which stem from errors of the measured fluid velocity,
and which are amplified during integration.
In Figure 5.25, the force-time histories for Cylinder 7 are compared using
results of the same methods as for cylinder 6. In this case, the force curves are in
better agreement than for the other large cylinders. As noted previously, the dis-
placement time history for this particular test tube showed a secondary oscillatory
behaviour caused by the way in which the anisotropic nature of the composite
material affects the response of the cylinder to the loading. This effect is also
present in the force time history, and should be noted even though the oscillations
have a small amplitude. This effect could be amplified if the cylinder stiffness
is increased. The results of the 54 mm drop height test case show a strange be-
haviour of the force estimated from the 90◦ strain gauge similar to the result of the
Cylinder 6 drop test. However, at the higher entry velocities, the profiles match
reasonably well between the two strain gauges, as well as the PIV estimated force
and the load cell measurements. The relative error between the PIV estimation of
the impact force and the bottom strain gauge estimated maximum load is less than
2 % across all the three test cases. Moreover, the relative error between these two
results and the filtered maximum load is less than 20 % for all cases.
5.5 Conclusions
It was shown in this chapter that the PIV method can be used for estimation of
the loads acting on a deformable cylinder body during slamming. The analysis
of results for various test tubes, with diameters of approximately 90 mm and 315
mm, respectively, and with various cylinder stiffness, was done. The PIV-based
estimations of load were compared with the results of force sensor measurements
as well as strain based estimations of the load.
One first conclusion is that the results of PIV-based methods are better when
cylinders with low stiffness are considered. When the bodies are more rigid, the
PIV estimated loads are lower than the expected values because of the increase
in fluid acceleration that causes a larger pressure peak in the early stages of the
water entry. As concluded in Chapter 4, the PIV technique presents limitations in
capturing this pressure peak, thus resulting in lower values of the estimated force.
However, when comparing the results with unfiltered load cell measurements and
with force estimated from strain gauge measurements, it can be found that the
relative error in this case is larger than that between PIV and strain estimations.
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Figure 5.25: Forces on Cylinder 7 three test cases (drop heights: H = 54 mm;
204 mm; 459 mm). Forces obtained from PIV pressure estimation
are compared with the filtered force sensor measurements and strain
estimated force.
Therefore, it can be concluded that even though PIV does present certain
limitations under particular conditions of the water entry, it does also present ad-
vantages in its application to slamming studies. The first advantage is that, by
performing measurements in such a non-intrusive way, the flow physics is undis-
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turbed. Secondly, the relative error between PIV results and strain based estima-
tions is lower than the deviation of force sensor measurements. This implies that
PIV can offer an alternative to experimental investigation of slamming, when vi-
brations of the impacting structure are large and produce biased results of load cell
measurements. Furthermore, one should take into account that the estimation of
force from strain is a procedure that also requires attention and effort, and that it is
prone to mounting imprecisions of the sensor which can lead to erroneous results
or even the failure of the sensor. This aspect should also be considered when the
choice of measurement technique is made based on the flexibility that the method
confers.
Chapter 6
Conclusions and Future Work
6.1 General Conclusions
This thesis presents the research work performed on the experimental investi-
gations of water entry (slamming), using the Particle Image Velocimetry (PIV)
measurement technique. The main objective of this work was to identify whether
the application of the PIV technique to the study of slamming can offer further
insight into this topic, especially for the case of deformable bodies slamming. Ac-
cording to the author’s best knowledge, the use of PIV measurements in the study
of deformable bodies water entry has not been previously attempted. Therefore,
several steps were taken in this research work, to ensure both the feasibility of
the method, as well as the interpretation of its main advantages and drawbacks
compared to classical methods of experimental investigation of slamming.
Two main parts of the research presented here can be distinguished. The
first part is focused on performing accurate full-field fluid velocity measurements
during water entry, using PIV. In the second part, PIV-based load estimation tech-
niques were investigated, to reveal the possibility of recovering relevant informa-
tion from these measurements.
After an initial literature review on slamming investigation techniques, that
offered context to the relevance of this research topic, an analysis of the main as-
pects of PIV was presented in Chapter 2. A comprehensive presentation of the cur-
rent state-of-the-art was given in the aforementioned chapter, with respect to the
components of modern (high-speed) PIV systems, as well as the post-processing
techniques that are currently deployed. Several guidelines were given regarding
the successful implementation of PIV instrumentation in experimental slamming
set-ups. Among these, the need for optical access and for adequate seeding ma-
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terial, the laser light sheet delivery methods, and restriction of 3D flow effects
(when using 2D PIV measurements) were emphasized. Furthermore, state-of-
the-art PIV interrogation procedures were discussed, and it was acknowledge that
recent improvements in PIV post-processing algorithms have successfully com-
plemented the technological advancements made in the manufacturing of pow-
erful high-speed PIV systems. Therefore, it was concluded that the quality and
high sampling frequency of current PIV measurements have enabled the use of
these techniques in the study of a phenomenon such as slamming, which features
important dynamic behaviour in a short timespan (few milliseconds).
One of the most important aspects discussed in Chapter 2 was the accuracy
of PIV measurements. To improve the valid data detection during PIV interroga-
tion, an automated adaptive masking technique was introduced. It should be noted
that PIV processing algorithms are prone to erroneous results when regions of the
raw image under investigation exhibit a lack of seeding particle images. Such is
the case for PIV slamming recordings, where the presence of the moving body
and of the air region in the field of view can hinder the accurate estimation of
displacements. Therefore, the adaptive masking method was developed in order
to exclude from PIV interrogation the regions of the frame which do not contain
tracer images, namely the regions which do not correspond to the seeded water
domain. Due to the fact that the number of acquired PIV images taken during wa-
ter entry are in the order of a few hundred frames, the masking procedure needed
to be implemented in an automated way. This was done using information on the
position of the body at each time step, acquired using a position encoder incorpo-
rated in the experimental set-up. For the masking of the air region present in the
image, a feature identification technique was implemented, to recover the free sur-
face profile on each image. The validation of these improved PIV measurement
techniques was performed using tests of a rigid 90◦ wedge and cylinder (D = 90
mm) slamming. The PIV results were compared to numerical simulation results
for each test case. It was found that close agreement between the two methods
exists. However, certain limitations in the PIV-based results are noticeable espe-
cially for the first few milliseconds (4-5 ms) of impact. This is mainly due to
the fact that optical access in the spray root region of the flow is limited in the
experiments, and that seeding particle availability is also reduced in this region
(only about 2 particle images are present). Another factor that plays an impor-
tant role in the accuracy of PIV measurements is the resolution of the grids. At
present, spatial resolution of PIV is an issue that attracts a great deal of interest.
Several factors affect PIV spatial resolution and the general limitations arise from
the trade-off one must resort to, between optical resolution (the number of pixels
per unit length) and tracer particle size and distribution. These aspects need to
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be taken into account when analysing the accuracy of PIV measurements during
water entry. It was shown that the strong velocity gradients which occur in the im-
mediate vicinity of the immersed wall of the impacting rigid body can prove to be
difficult to resolve with PIV. However, the overall agreement between PIV results
and simulations results in the case of rigid body slamming (less than 10 % overall
error) show that the former is a suitable method of experimental investigation.
In Chapter 3, improvements of the automated adaptive masking procedure
previously introduced were presented. These improvements are intended for the
PIV measurements of deformable body slamming. In the case of slamming of
an elastic cylinder, the occurring loads cause for the body to deform during the
water entry. Therefore, the use of position encoder information as previously im-
plemented is no longer sufficient, as the assumption of constant shape of the body
during impact does not apply. The algorithm developed for the feature identi-
fication of a deformable body entering the water uses the raw pictures acquired
during PIV measurements. The contour of the immersed body wall is identified
using the intensity levels in the grayscale image and the position encoder informa-
tion to calculate an ellipse fit of the body contour. This technique thus produces
the shape of the cylinder on each frame, and enables the tracking of its evolution
in time. It was found that using this information, the body displacements can be
estimated and with a priori knowledge of the material properties of the impacting
body, strain and force results can be produced based on these measurements. This
provides additional information from PIV measurements that offer further insight
into slamming of deformable structures.
As mentioned previously, the second part of this thesis focuses on PIV-based
methods of estimating pressure from the fluid velocity maps. Chapter 4 gives an
overview of the methods applied to calculate pressure from the PIV measured ve-
locity, by making use of the Poisson equation for pressure and appropriate bound-
ary conditions. The algorithms used in this type of pressure estimations are found
to be increasingly popular in the PIV community. However, the implementation
of these methods is usually focused on the study of averaged velocity maps from
batch processing of several hundreds, or even thousands of images, and they are
not so common in time-resolved PIV analysis. The reason why averaged data is
more often used for pressure estimation than time-resolved data is that the latter
is less common in PIV studies, but also because of difficulties in pressure estima-
tion algorithms when time-dependent data is used. The time derivative of velocity
measured with high-speed PIV is prone to errors, because of the measurement
uncertainty, whilst when averaged data is used, these uncertainties are reduced
considerably.
The algorithm for pressure estimation based on solving the Poisson equation
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for pressure is tested on the case of rigid wedge slamming and the results are
compared with the numerical data. The results show that good estimation of the
pressure map can be achieved, within the limits of the accuracy of PIV measured
velocity data for the reasons mentioned above. It was observed that, as for the
case of velocity results, the limitations in accuracy of the pressure estimations are
mainly encountered in the first few milliseconds of water entry.
It should be noted that recently, another group [65] has independently per-
formed PIV-based pressure estimation during the water entry of a rigid wedge.
The test cases presented in [65] differed than the one presented in this work in
both the considered body geometry as well as in the way the estimation procedure
and the boundary conditions were applied. The fact that this independent research
was performed and with promising results as well, is encouraging for the future
application of PIV to the study of slamming.
In the same Chapter 4, the pressure estimation algorithm was applied to the
slamming of deformable cylinders. In order to improve the time-resolved PIV
data taken during slamming, a temporal smoothing technique was first considered.
This procedure eliminates spurious results of the velocity gradients, and has a
positive effect on the accuracy of pressure estimation. Another technique that
was developed in this work is the streamline-based velocity re-sampling. This
method is applied to the PIV velocity data in order to improve spatial resolution
in a reliable way. The application of these methods to experimental investigations
of deformable body slamming was tested using an extensive validation campaign
presented in Chapter 5.
The experimental set-up presented in Chapter 5 was instrumented with force
transducers and strain gauges, and thus the PIV measurements performed during
the slamming tests were compared with synchronized measurements using these
classical sensors. The goal of this campaign was to assess the performance of
PIV-based load estimation in comparison with the force and strain results that
are so often used in literature. Different cylinders were tested, with diameters of
90 mm and 315 mm, manufactured from different materials (PVC and composite
materials), and with various wall thickness. The drop tests were performed using
various impact velocities, ranging from approximately 1 m/s to just under 4 m/s.
Furthermore, two cameras were used, and post-processing procedures resulted in
reconstruction of the entire field of view for some of the test cases. By using the
methods developed in this work, it was found that the PIV-based estimations of-
fer good approximations of the loads occurring during slamming of deformable
cylinders. One important aspect that the reader should be taking into considera-
tion, is the findings of Van Nuffel [87]. He observed that force results of load cell
measurements show a higher level of uncertainty than estimations of force based
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on strain measurements, and this is caused by the effect of structural vibrations
of the experimental set-up. This effect is more pronounced when the structural
vibrations of the impactor are close to the resonance frequency of the impacting
body. Consequently, a solution to better estimate the actual slamming loads can be
to use the strain measurements and conversion factors of strain to force (when all
material properties are known a priori). The PIV-based load measurements, on the
other hand, show closer agreement with these strain-based estimations of load for
the case of deformable body slamming. Therefore, PIV-based methods can pro-
vide a new way of measuring slamming loads without the bias caused by structural
vibrations of the impactor. This, by itself, is a promising opportunity considering
that currently, the most stringent problems in the field of slamming research is the
effective way of separating the effects of the vibrations of the experimental set-up,
from the actual slamming induced loads. Furthermore, as it was shown in this
work, the information that can be extracted from PIV measurements is providing
not only the means to determine slamming loads, but also insight into the flow
physics (fluid velocity, free surface profiles, body displacements, etc.). This can
be further used as a way to validate numerical models. Therefore, even though
improved spatial and temporal accuracy is desirable, the PIV-based methods of
investigation of the slamming phenomenon are an interesting prospect. And since
the development of PIV over the past decade has shown remarkable progress, it
should be expected that the opportunities offered by this method of experimental
investigation will increase further.
6.2 Future research
The goal of this thesis was to use non-intrusive (PIV) measurement techniques
in the experimental study of slamming. It was shown that PIV investigations are
possible and moreover, useful in the description of the phenomenon. However, the
successful implementation of these methods depends on several aspects, which
can be improved in future research work.
The main aspect that needs to be considered for future work is the accuracy
of PIV measurements of velocity during slamming. The main causes for uncer-
tainties in PIV results are the spatial and the temporal resolutions of the velocity
maps. One factor that should be further improved in order to achieve the afore-
mentioned goals, is the optical resolution. The technological advancement has
brought forth increasingly powerful digital cameras. Cameras with higher resolu-
tions (currently up to 10 million pixel resolution) and even microscopes deployed
for PIV measurements can be used to further increase the resolution, particularly
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in the region that has been shown to be suffering from insufficient optical resolu-
tion: the spray root region. Improved spatial resolutions need to be addressed by
increasing both optical resolution as well as particle seeding density.
Together with the technological advancement of PIV systems, improvements
of post-processing procedures should also be addressed. One way of increasing
PIV accuracy through post-processing software improvements is the used of adap-
tive image interrogation methods. This type of methods, such as the implementa-
tion of [81], can decrease the level of uncertainty in the velocity gradient results,
and can give better estimation of displacement in the vicinity of the impacting
body wall.
As it was shown in Chapter 2, multi-grid interrogation techniques were ap-
plied in this work to improve the dynamic spatial range of the measured velocity.
However, new techniques using the same principle, but performing time-based it-
erative approaches can also be implemented. If the PIV sampling rates are to be
increased further, several frames can be used for multiple correlation-based inter-
rogation, and higher accuracy, as well as higher temporal resolution can thus be
achieved.
Another aspect that should be considered in the future, is the use of fluores-
cent tracers, such as the Rhodamine B particles. This type of particles scatters
light at a different wavelength than that of the incident laser light. If a bandpass
filter is applied to the imaging device to allow for only a narrow spectral band
of wavelength to be recorded (the particle images), the reflections of laser light
from free surface and the body surface can be considerably reduced or eliminated
altogether. This, in turn, would reduce the noise caused by unwanted reflections
during water entry.
Appendix A
Streamline-Based Velocity
Interpolation.
This appendix offers an overview of the streamline-bsed vector field re-sampling
technique, that was used to improve the spatial resolution of velocity field re-
sults. The principles of this procedures are detailed, and results of synthetic flow
test cases are given to asses the performance of the algorithm. Furthermore, the
method is tested on velocity field results of cylinder slamming as measured with
PIV. The PIV results discussed in this appendix have been introduced in Chapter
4.
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A.1 Methodology.
A higher spatial resolution is obtained by interpolating velocity data at stream-
line locations which do not coincide with grid nodes, whilst the velocity vector
is satisfying the condition of tangency to the streamline. The vector field re-
sampling by means of streamline tracing and interpolation is similar to the method
proposed by Thomas and Geiger [14], which used a local polynomial approxima-
tion of streamlines using each grid point as an anchor point. Firstly, the streamline
is defined as:
d~x
ds
= ~u(~x) (A.1)
A Matlab function was written for extracting streamline point location and
velocity information at these locations. If the calculated streamline point location
is (xs, ys), the function uses a bilinear interpolation on a 2x2 neighbourhood to
calculate the coordinates as:
xs = x0 + ks∆x
us
|vs| (A.2)
Equation A.2 expresses the xs coordinate of the streamline location as a func-
tion of the x0 coordinate of the previous point on the streamline. The user defined
step size of the streamline node location is hereby chosen as a fraction of the grid
step size (ks∆x, with 0 < ks ≤ 1) and the interpolated velocity (us). Following a
simplification procedure in which the local 2x2 neighbourhood is considered as a
local unit coordinate system where the four grid locations are (0,0), (0,1), (1,0),
and (1,1), the term us can be expressed in matrix form as:
us =
[
(1 − xs) xs
] u(0, 0) u(0, 1)u(1, 0) u(1, 1)

(1 − ys)ys
 (A.3)
Similarly, the ys coordinate of the streamline point location is calculated as
a function of vs. Following the procedure of determining the streamline coordi-
nates, velocity values are estimated at streamline locations by performing a cubic
downstream interpolation of the initial data. This method allows for a re-sampling
of the velocity field at streamline locations, meaning that the resulting grid will no
longer be a structured one. Since the methods described in this work are imple-
mented on structured grids, a last step is taken in which the resulting streamline-
based results are used as anchor points for interpolation on a structured grid. The
step size of this grid is chosen to be between 2 and 4 times lower than the initial
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PIV grid step size. The advantage of using this technique lies in the ability to
perform interpolation on the PIV measured velocity with the option of verifying
the result through a physical interpretation of the flow (the condition of tangency
to the streamline). More importantly, when features such as the rigid body or the
free surface are present in the field of view, the method allows for interpolating
data upstream on the streamline, thus obtaining better estimates in the vicinity of
the features. In the following, synthetic flows are considered, in order to assess
the performance of this method.
A.2 Synthetic Flow Cases
The algorithm for streamline-based interpolation is tested on two synthetic flow
test cases. The velocity fields are corrupted by Gaussian noise with varying stan-
dard deviations (σ). Results are compared against two Matlab built-in functions
for 2D map interpolation - imresize and the TriScatteredInterp function. In the re-
sults presented herein, the imresize function performs image-based re-sampling
using nearest-neighbour interpolation and the TriScatteredInterp function per-
forms linear interpolation of the input datasets.
The first test case is a diverging flow, defined as:
Ui j = yi j; Vi j = xi j; (A.4)
where Ui j and Vi j are the horizontal and vertical components of velocity,
respectively. The vectors of grid coordinates xi j and yi j are equally spaced vectors
defined as xi j = yi j = {−32,−31...31}. Figure A.1 shows the velocity magnitude
for this first test case, with and without Gaussian noise. The vector map and a
selection of streamlines is shown in Figure A.2.
For the second synthetic flow, a periodic channel flow is considered. The
same domain size is used as in the first synthetic flow test case. The horizontal
component has a parabolic profile in function of yi j, whilst the vertical component
is a sinusoidal function of xi j. The expression of the vector components are given
in equation A.5, where H represents the height of the channel.Ui j = 0.01 · ( H2 2 − yi j2);Vi j = 5 sin( xi j2pi ); (A.5)
In Figure A.3, the velocity maps corresponding to this second case are illus-
trated, with and without Gaussian noise.
168 A.2 Synthetic Flow Cases
Figure A.1: Synthetic flow case 1. Left: Exact solution; Right: Vector field with
Gaussian noise (σ = 1.6)
Figure A.2: Streamlines for synthetic flow case 1.
The three methods, streamline-based interpolation, the imresize function and
TriScatteredInterp function are used to re-sample the vector field on a fine grid,
for the two synthetic flow test cases. Results of the error of the interpolated values
using the three techniques with respect to the theoretical values, are given in Fig-
ure A.4. The results prove the superiority of the streamline approach, especially
for low noise values.
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Figure A.3: Synthetic flow case 2. Left: Exact solution; Right: Vector field with
Gaussian noise (σ = 1.6)
Figure A.4: Mean square error as a function of the standard deviation of Gaussian
noise (σ). Left: case 1. ; Right: case 2.
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The velocity data obtained from PIV measurements during slamming, as intro-
duced in Chapter 4, is re-sampled using the streamline-based interpolation tech-
nique. It should be noted that the interpolation is performed by disregarding grid
nodes which are flagged as not being in the water domain (using the mask matrix).
Figure A.5 shows a typical PIV result during slamming. The velocity vectors are
illustrated and one streamline is exemplified, together with anchor points (calcu-
lated on the initial grid) and the points where new velocity values are interpolated
(red markers). The streamline approximation is started from the initial anchor
point on the grid and the red marker points indicate new grid nodes that will be
used for velocity interpolation.
Figure A.5: Velocity vectors and streamline - black markers represent anchor
points and red markers represent points used for velocity interpo-
lation
The resolution of the final grid is increased by 4 times the initial resolution,
which makes for a general achieved resolution of 0.5 mm in both in-plane direc-
tions (e.g. an initial grid of 174 x 161 will lead to a final grid of 709 x 656 ).
Figure A.6 shows the grid before and after interpolation. The red-marked grid
nodes are the fluid grid nodes used for extracting values of velocity and pressure
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at the cylinder wall.
(a) (b)
Figure A.6: PIV grid. Left - coarse grid before streamline approximation; right -
fine grid after interpolating based on streamline approximation
Figure A.7 shows the comparison between raw results of x and y components
of velocity and interpolated ones at time 12.4 ms of the water entry of Cylinder 1.
It can be observed that the flow features are well preserved after the interpolation,
and that the peak velocity magnitudes are comparable.
An important aspect of the velocity field measurements in the case of a water
impact experiment is the ability to correctly measure fluid velocity at the wall of an
immersed body. The interpolation of velocity results shows good agreement with
the initially measured velocity, as can be seen in Figure A.8. The vertical velocity
magnitude seems to be slightly increased after interpolation at the cylinder tip,
whilst for the region closer to the spray root, the interpolated values are slightly
lower, especially at the early stage of impact.
172 A.3 PIV Slamming Measurements
Figure A.7: Velocity field at t = 12.4 ms. upper row: raw data; lower row: stream-
line interpolated.
Figure A.8: Velocity values at the cylinder wall. Left: x-component velocity;
Right: y-component velocity.
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Experimental Investigation of the Water Entry of Rigid and
Deformable Bodies Using Time-Resolved Particle Image
Velocimetry
Alexandru Nila
This doctoral thesis is focused on the use of optical measurement techniques,
namely Particle Image Velocimetry (PIV), in the study of the water impact of
rigid and deformable structures. Water impact, or slamming, is a fluid-structure
interaction problem, characterized by high induced loads with a very short du-
ration (typically milliseconds). Previous research on this topic has been carried
out using numerical simulations and experimental investigations for determining
the occurring structural loads and the flow physics. Numerical simulations of the
slamming problem have long been a useful tool in the estimation of impact loads.
However, uncertainties in the numerical modelling and coupling of fluid dynamics
with structural analysis, cause the need for experimental validation of the results.
Such experimental studies are conducted using pressure sensors, strain gauges or
force transducers mounted on the impacting bodies. Measurements performed us-
ing such sensors, are prone to large errors caused by numerous factors including
mounting precision and temperature shocks.
The present thesis proposes an alternative to the existing techniques, by us-
ing PIV measurements for description of the water entry problem. The advantages
of this method arise from its non-intrusive nature. By using such imaging tech-
niques for experimental investigation it is possible to accurately determine both
the fluid flow physics, as well as the structural response during water entry. The
first part of the thesis is focused on the fluid flow physics and the improvements
of PIV processing algorithms for accurate fluid velocity measurements, free sur-
face elevation profiles and body shape evolution. In the second part of the thesis
PIV-based pressure estimation models derived from the Navier-Stokes equations
are implemented to recover slamming loads from PIV measurements. Finally, re-
sults of an extensive experimental campaign, using various deformable impacting
bodies, are presented and discussed.
