Abstract: Nowadays society is demanding more and more smart healthcare services that allow monitoring patient status in a non-invasive way, anywhere and anytime. Thus, healthcare applications are currently facing important challenges guided by the u-health (ubiquitous health) and p-health (pervasive health) paradigms. New emerging technologies can be combined with other widely deployed ones to develop such next-generation healthcare systems. The main objective of this paper is to review and provide more details on the work presented in "LOBIN: E-Textile and Wireless-Sensor-Network-Based Platform for Healthcare Monitoring in Future Hospital Environments", published in the IEEE Transactions on Information Technology in Biomedicine, as well as to extend and update the comparison with other similar systems. As a result, the paper discusses the main advantages and disadvantages of using different architectures and communications technologies to develop wearable systems for pervasive healthcare applications.
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Introduction
The demand for smart healthcare services, which allow monitoring patients' health status in a pervasive and noninvasive manner, is increasing as a means to alleviate the issues associated with costly welfare systems and an increasing elderly population, as well as to improve quality of life, bringing benefits to patients, medical personnel, and society [1, 2] .
As a result, outstanding research and development efforts have been carried out during the last years both by academia and industry in this area, driving great breakthroughs on enabler technologies, such as wireless communications, micro-and even nano-electronics, or sensing techniques and materials.
Advances in microelectronics and wireless communications have made Wireless Sensor Networks (WSNs) and Body Area Networks (BANs), which represent two key functional components in smart healthcare systems, a reality, despite the fact they present different features.
WSNs can be used to deploy low-cost and low-consumption communications infrastructure to support wide coverage and mobility (i.e., pervasiveness), enabling natural movement of patients as well as potential development of value-added services (e.g., Location Based Services-LBS).
BANs are composed of tiny smart sensors deployed in, on, or around a human body [3] . Such sensors are deployed inside the human body in the so-called In-Vivo or Implantable BANs (IBANs). This kind of networks is still in an early development stage. Currently, they are mainly based on very specific wireless communications technologies, such as MICS [4] . In the long-term, they may be based on nanonetworks, a completely novel communications paradigm that aims at copying natural molecular and cell communications [5, 6] . These sensors are distributed on the human body, measuring different physiological parameters, in the so-called Wearable BANs (WBANs), which represent the most widely used solution within this scope nowadays. Smart fabrics that combine conductive materials with organic textiles (e-textiles) are of special interest to the so-called WBANs, since they provide a comfortable and user-friendly way to monitor patient's health status over extended periods of time, avoiding the use of cables wired around the patient. This paper is mainly focused on architectures and communications technologies for smart healthcare systems based on WBAN (so-called Wearable Healthcare Monitoring Systems-WHMS).
The remainder of the paper is structured as follows: Section 2 elaborates on typical architectures, features, and available communications technologies for wearable healthcare systems: In addition, Section 2 comprehensively surveys related work in this area. Section 3 uses the LOBIN platform to illustrate how e-textiles and WSN can be combined to develop smart healthcare systems providing not only real-time physiological monitoring but also additional services such as indoor location. Section 3 also compares the platform developed and the results obtained in the context of the LOBIN project with the related work presented in previous section. Section 4 discusses the most appropriate design criteria and decision making depending on the specific requirements of the target applications. Finally, Section 5 summarizes the paper and draws conclusions.
State of the Art
Smart WHMS definitely represent a very hot research topic, due to the fact that they may play a crucial role in present and future society. As a result, many research projects and prototypes have been developed during the last years and major breakthroughs in enabler technologies have been achieved in order to meet the specific requirements of these systems, as well as to face the challenges they present [3, [7] [8] [9] [10] [11] [12] [13] [14] [15] .
This section first discusses the typical communications architectures (based on a reference one) and the most relevant communications technologies used in this kind of systems. Next, a comprehensive survey on research projects, prototypes, and systems developed during the last years in this area is presented. Figure 1 shows a complete architecture for WHMS that fits the different approaches in [8] [9] [10] [11] . However, wearable healthcare systems are so diverse that they will implement different combinations of such communications segments depending on the target application. In an application aiming at allowing the user or patient to monitor its health status on its own by using a smart portable device, such as a smartphone or a tablet, the Backhaul/WAN communications segment may not be needed; the sensors in charge of measuring the appropriate physiological parameters could communicate directly with the smart device making a BAN up. In case the raw data coming from the BAN is not processed locally at the smart device but at the "cloud" (e.g., to save battery in the smart device), the smart device would have to communicate with the back-end servers through the backhaul communications segment, so the communications architecture would be composed of the BAN and the Backhaul/WAN. In telemedicine applications aiming at remote diagnosis or remotely monitoring the health status of a patient or group of patients being at home, the backhaul network would be definitely needed and the information coming from the BAN may have to traverse an AN before reaching the backhaul segment of the communications architecture. If such application also takes into account information coming from devices or just things (as in the so-called Internet of Things) around the users, the gateway of the BAN and the objects around the user might form a PAN directly connected to the WAN and so to the medical information systems. The communications technologies to be used will tightly depend on the specific requirements of each communications segment. For the WAN/Backhaul segment, cellular technologies (e.g., GSM, GPRS, UMTS) as well as broadband wired technologies (e.g., ADSL, cable) are the most appropriate, the first ones being the most widely used in practice, as it will be shown later in this section and in Section 2.2. Wi-Fi (IEEE 802.11) seems to be the most appropriate candidate for the AN. However, a wireless mesh network based on IEEE 802.11 or on IEEE 802.15-e.g., to provide coverage in indoor environments such as a hospital-that enables the communications with an eventual back-end system through a gateway, is also considered as an AN.
Architectures and Communications Technologies for WHMS
As it will be also illustrated later in this section and when reviewing the related projects in Section 2.2, Bluetooth is one of the most widely used communications technologies for PAN, since it provides reasonably high bandwidth (able to aggregate the traffic coming from the BAN) and it is widely implemented in commercial devices, such as smartphones or laptops. However, other communications technologies, such as IEEE 802.15.4/Zigbee or RFID, or even a combination of all them, can be also used to effectively deploy PANs.
Although many wired solutions are used to implement BAN in practice, as it will be shown at the end of this section and in Section 2.2, Wireless BANs (WBANs) are of special interest to this work since they meet better some key requirements of wearable healthcare systems, such as wearability, noninvasiveness, and comfortability. However, WBAN also need to overcome some issues related to reliability or security. Therefore, much research is currently being carried out to identify challenges at every layer of the communications stack and to propose solutions [9, [12] [13] [14] [15] . As a matter of fact, the IEEE 802.15 working group has recently launched the IEEE 802.15.6 standard exclusively targeting WBAN [16] . Table 1 summarizes and compares the most relevant communications for WBAN (both for  Implantable-IWBAN and Wearable-WWBAN) . It is worthwhile to remark that Bluetooth 4.0 Low Energy, despite not having been used in this kind of applications yet, represents a good candidate for WBANs, coupling its suitable technical features with its estimated high commercial penetration.
As a kind of conclusion and in order to illustrate current status on which are the most deployed communications technologies in each communications segment, Figure 2 shows the number of projects (from the subset of projects surveyed in Section 2.2) which use each communications technology in each communications segment. Regarding WAN, Figure 2 shows that cellular technologies are the most widely used technologies in this segment. There are 13 projects that deploy such technologies (three projects use GSM, five projects use GPRS, and five projects state using cellular technologies, including GSM, GPRS and UMTS); whereas only five projects use regular Internet connections (e.g., ADSL, cable). Nevertheless, this choice tightly depends on the specific requirements of the target application (e.g., mobility, pervasiveness, ubiquity). For example, in an application aiming at monitoring the health status of firefighters in the field, cellular technologies will be definitely used. However, in a telemedicine application aiming at monitoring health status of patients while they are at home, regular Internet communications technologies may be the best option. Next, the most relevant projects in this area that have paid special attention to the communications perspective are analyzed in detail.
Related Work
During the last years, several research projects on WHMS have been developed focusing on different medical areas. In this paper, projects in which the design of the communications architecture is part of the focus of the research activities have been selected. They are presented in chronological order and compared in Table 2 . Subsequently, more detailed project descriptions are provided by means of individual tables. In Table 2 , systems are first classified according to the "Medical Area" they are designed for into broad sense categories. Specific target application can be found in the individual project descriptions. This classification criterion must not be used to get an impression of the medical field interest of the researchers on WHMS, since only those projects elaborating on the architecture and communications technologies have been considered. It is worthwhile to mention that projects belonging to the General Purpose and Cardiac categories have in common the monitoring of heart related physiological parameters. The distinction is made because projects assigned to the latter category are focused on such organ and only track heart related parameters while those assigned to the former also consider other kind of medical parameters to evaluate the overall health status.
As previously stated in Section 1, an essential feature of WHMS is pervasiveness. Such a feature can appear in different flavors depending on the specific target application, justifying the classification criterion denominated as "Ubiquity Level". According to it, three categories can be distinguished, namely "Controlled Area", "Wide Area" and "Self-Monitoring". "Controlled Area" and "Wide Area" systems have in common the presence of medical specialists playing the role of information users. The former type includes those systems that allow for patients monitoring inside the boundaries of a specific area, usually a hospital facility, as in LOBIN [44] . The latter refers to those systems where patients can virtually have any arbitrary location (inside the coverage area of WAN technology, typically a Cellular Network technology). In "Self-Monitoring" systems patients can also have any arbitrary location but there is no involvement of medical specialists. In this case, patients are provided feedback on its own medical status. Some systems provide information to both medical specialists and the patient while not imposing limits on patient's location. Such systems are assigned to both the "Wide Area" and the "Self-Monitoring" categories.
From the communications point of view, systems can be compared in terms of the network segments that make up their architectures and the communication technologies used in each of them. In this sense, selected projects are analyzed taking as reference model the General Communications Architecture for WHMS introduced in Section 2.1 ( Figure 1 ). Abbreviations are used to specify the concrete communications technology used in the network segments that are deployed in each system. For non-deployed network segments corresponding fields are left blank.
More detailed descriptions of selected projects follow. They are done in terms of individual tables specifying the same concepts for each system, so that the different systems can be further compared. Such concepts have been chosen with the purpose of providing the reader with a general overview of both the medical purpose and the architecture of the system, and include:
 "Project name/Funding": whenever defined, the project name is used to refer to the system, otherwise paper authors are used. Funding can be provided either by specific research funding programs or by research institutions. System presentation year is also specified.  "Target Application": states the specific medical purpose of the system.  "Tracked Parameters": lists the medical parameters that the system considers classified into two different categories, namely physiological and non-physiological. For those parameters that appear in more than one system, abbreviations are used. Such parameters are:  "System Architecture": provides a brief description of the main building blocks composing the system considering both hardware and software elements.  "Communications Technologies": states the concrete communications technologies used in each network segment of the system ("BAN", "PAN/AN" and "WAN/Backhaul"), taking as a reference the General Communications Architecture for WHMS presented in Figure 1 . In case the system does not implement any of the network segments the corresponding field is left blank.  "System Highlights": in this field, peculiar features of the system are commented.
System descriptions are presented in chronological order below from Tables 3-38: 
The LOBIN Prototype: A Practical Study Case
System Description
The LOBIN system is defined as a healthcare IT platform to both monitor several physiological parameters (ECG, HR, angle of inclination, activity index and body temperature) and track the location of a group of patients within hospital facilities. The system shows and stores the data associated with the patients in real time. The device used to measure the physiological data is wearable, non-invasive, comfortable, and washable. The location algorithm used is accurate enough to determine correctly the hospital room where a given patient is located. Furthermore, the system supports the configuration of alarms by setting different triggers tailored to each patient and the transmission of certain parameters when the Management System explicitly requests them (on-demand) or after any alarm occurs.  The Healthcare-Monitoring Subsystem consists of a set of smart shirts to be worn by the patients. Every smart shirt is equipped with a device (so-called Wearable Data Acquisition Device-WDAD), which collects and processes the physiological parameters and transmits them wirelessly.  The Location Subsystem consists of a set of Beacon Points (BPs), which are deployed in well-known positions, and a set of end devices (so-called Location Wireless Transmission Boards-LWTBs), which are carried by targeted users (e.g., patients or any other personnel from the hospital). The BPs, as their name suggests, send beacons periodically with well-known transmission power. The LWTBs collect signal strength information received from different BPs and send it wirelessly.
 The Wireless Communications Infrastructure Subsystem (WCIS) is placed in between the
Location and Healthcare-Monitoring Subsystems and the Management Subsystem. It is responsible for carrying data from the former to the latter and commands from the latter to the former. It consists of a set of devices (so-called Distribution Points-DPs) that transmit ad hoc data up to a Gateway, which forwards them to the Management Subsystem. Thus, the Gateway handles the information associated with every single patient. It consists of a Management Server, which processes and stores all the data associated with the patients, and a Graphical User Interface (GUI), which allows the hospital staff to monitor the status of the patients. This subsystem can be integrated into commercial hospital management systems.
Next, each subsystem is explained in detail.
Healthcare Monitoring Subsystem
The Healthcare Monitoring Subsystem represents the BAN of the LOBIN project and it is mainly based on smart fabrics and e-textile. Thus, the LOBIN BAN can be classified as a wired solution from the communications point of view. Other surveyed WHMS have opted for wireless solutions, such as Bluetooth and IEEE 802.15.4 (e.g., Jovanov et al. [26, 27] , Zhang et al. [49] , and O'Donovan et al. [43] ). There are also WHMS that use proprietary technologies, such as Fensli et al. [20] , which uses RF-transmitter at 869.700 MHz, or Human++ [34] , which uses RF 2.4 GHz ISM. Other WHMS work with specific technologies, such as MICS (e.g., Yuce et al. [45] ) in the medical field or ANT (HipGuard [39] ) in the sports sector.
The Healthcare Monitoring Subsystem consists of the set of smart shirts to be worn by the patients. Every smart shirt is equipped with physiological sensors and a WDAD, which processes the data coming from the sensors and transmits them wirelessly. The WDAD is further divided into two different PCBs: the Data Acquisition and Processing Board (DAPB) and the WTB. The physiological sensors are in charge of measuring raw data that will be further processed in order to obtain the required biomedical parameters. The available sensors are: the e-textile electrodes, the accelerometer, and the thermometer. The e-textile electrodes are used to measure the bioelectric potential of the human body and are integrated into the smart shirt, as shown in Figure 5 . The signals provided by the 3-axis accelerometer are used to detect patient movements and determine whether the patient is laying down or moving about in order to aid appropriate diagnosis. The thermometer measures the body temperature and it must be in direct contact with the skin of the patient. Both the 3-axis accelerometer and the thermometer are integrated into the WDAD, as it is also shown in Figure 5 . The DAPB collects all the data from the sensors, processes them, merges them all together in a message (i.e., the healthcare-monitoring subsystem frame) and sends them via a serial port to the WTB.
The WTB builds a new packet by adding information related to the WCI to the message coming from the DAPB and transmits it wirelessly. Both the DAPB and the WTB share the same battery so they can be integrated into a common PCB for commercialization. Figure 6 shows the developed hardware. As has already been mentioned, a healthcare-monitoring frame to pack all the sensitive information in just one message is defined. All the physiological parameters are sampled every 4 ms. However, this message is only transmitted after collecting 65 ECG samples. This value is determined by the size of the frame resulting from the healthcare-monitoring frame together with the additional routing information, needing to be as close as possible to the 802.15.4 MTU (102 bytes). As a result of this decision, efficiency is maximized and transmission rates decreased, which in turn reduces collisions in the WCI. Thus, from the Management Subsystem point of view, the rest of the parameters apart from the ECG are sampled every 260 ms. Table 39 summarizes the most important features of the parameters transmitted in this message. Among the cardiac monitoring systems studied, the key monitored parameter is the ECG. Many projects, such as RECAD [21] , C. Park et al. [32] , MASN [38] , or GeM-REM [52] , are based only on the monitoring of such parameter. Other projects, like LOBIN, monitor additional parameters, such as temperature, activity index and the relative position of the body, which can help caregivers to understand the changes in the ECG of the patient. Not only these parameters are used to complement the ECG; the respiration (monitored in WEALTHY [24] and Magic [23] ), the blood pressure (monitored in Chung et al. [37] and Personal Health Monitor [35] ), and the SpO2 (monitored in Jovanov et al. [26, 27] and LifeGuard [22] ) are other important physiological parameters used to do so.
There are also different approaches with regard to the processing of the collected information. While in LOBIN all information is sent, shown and stored in real time, there are other projects that, because of communications limitations, only send information periodically or on demand (e.g., AMON [19] ), or that, in order to save energy, only send the information when any abnormal behavior is detected (e.g., GeM-REM [52] ). In addition, there are some projects that combine monitoring with artificial intelligence to analyze and diagnose cardiovascular issues (e.g., Shengh et al. [47] ).
Location Subsystem
Some of the surveyed projects do not have tracking systems, either because the user location is always known or because it is not necessary. However, there are some other projects, including LOBIN, in which it is useful to be able to accurately locate patients and caregivers, since, by knowing their exact positions, the system can quickly lead the closers medical professionals to the desired locations, thus saving treatment time and avoiding major problems. Within these projects, there are some which perform outdoor location, such as MIThril LiveNet [17, 18] , Jovanov et al. [26, 27] , SmartVest [33] , Personal Health Monitor [35] , HeartToGo [40] , and KNOWME [54] ; whereas others use indoor localization, such as LOBIN [44] , CodeBlue [25] , and MASN [38] .
In the case of outdoor localization, the use of GPS is unanimous, although there are others different methods. As for the indoor localization, much research has been carried out recently and many different solutions using different technologies, such as Assisted-GPS (AGPS) [55] , 802.11 [56] , Bluetooth [57] [58] [59] , RFID [60, 61] , Ultra Wide Band (UWB) [62] , or IEEE 802.15.4/Zigbee [63] [64] [65] , have been explored. The use of each technology implies some benefits and drawbacks that make it more or less suitable depending on the targeted scenario. In this case, the three aforementioned projects use IEEE 802.15.4, since it represents a good solution for sensor networks that run on limited battery power.
While CodeBlue [25] and MASN [38] use an empirical localization scheme, the so-called MoteTrack, which matches the radio signature acquired by a roaming device with known locations by using a database that stores average radio signatures and know locations, LOBIN uses an indoor location algorithm based on Weighted Centroid Localization (WCL) and the LQI. The LQI measurement is a characterization of the strength and/or quality of a received packet [63] [64] [65] . The WCL algorithm [66] consists of computing a point comprised within the area covered by the BPs the target received beacons from, so that this point will be closer to those BPs from where higher LQIs are received. In order to do so, different weights (directly proportional to the received LQI) are assigned to every received beacon. This solution was chosen among the many different available ones since it represents a nice trade-off between accuracy and battery consumption. As it has already been mentioned, LOBIN Location Subsystem consists of two different devices: BPs and LWTBs. The BPs are deployed in well-known positions and are plugged into the electricity supply network. They send beacons periodically in one of the four channels scheduled for location purposes (namely, IEEE 802.15.4 channels 11, 12, 13, and 14) using a fixed and well-known transmission power.
The LWTBs are carried by the users and are in sleep mode most of the time. Periodically (eventually, every 9 s, as explained in section Location Subsystem Tests), they wake up and listen to every single channel available for location purposes in order to record the LQI received from the different BPs. Note that the time that the LWTBs are listening to a given channel has to be at least twice the time between beacons from a given BP in order to avoid beacon losses. Once these data is collected, the LWTBs merge them into a single message (i.e., the location subsystem frame), add some necessary network layer information and send it to the Management Subsystem through the WCI Subsystem.
The location subsystem frame consists of a set of pairs (BP identifier, LQI). This set is preceded by a field that identifies the number of transmitted pairs up to a maximum of 80, which is more than enough taking into account the areas to be covered by the system and the transmission range of the BPs. The location of the patients is computed at the Management Subsystem-using such pairs and the WCL algorithm-and then drawn onto a 2-D plan. It is worthwhile to remark upon the fact that the location algorithm needs at least four pairs (BP identifier, LQI) in order to work properly.
Wireless Communications Infrastructure Subsystem
The LOBIN WCIS as well as other surveyed WHMS such as CodeBlue [25] , MASN [38] , Lee et al. [42] , and MEDISN [46] have decided to use IEEE 802.15.4 in their ANs because it is a technology with low bandwidth, low power consumption and low deployment and maintenance costs. Others WHMS have opted for the choice of technologies more developed and widely deployed at the time, such as IEEE 802.11 (e.g., AUBADE [31] , MIThril LiveNet [17, 18] or SmartVest [33] ).
The WCIS consists of a network of DPs that transmit data-coming from the WDADs and the LWTBs-ad-hoc up to a Gateway, which forwards them to the Management Subsystem. The overall WCI Subsystem architecture is shown in Figure 8 . DPs are deployed all over the targeted areas and they are plugged to the electricity supply network. From the hardware point of view, they are exactly the same as the BPs, the only difference being the software that runs on them.
The Gateway incorporates a wireless interface and an Ethernet (IEEE 802.3) interface. They are in charge of forwarding all the data coming from the WCI to the Management Subsystem. They are plugged into the electricity supply network. They implement full routing functionality, exactly as DPs do. Moreover, WDADs and LWTBs can send data straight through them.
Regarding the routing algorithm used in the WCIS, over the last few years much research has been carried out in order to design and develop routing algorithms that fit the many restrictions of IEEE 802.15.4 networks in an effective way [67] [68] [69] [70] . These restrictions have to do mainly with the limitations of the available hardware (e.g., battery, memory, computing capacity) and with some other issues associated with wireless communications, such as scarce bandwidth or collisions. The scenario considered in the LOBIN project adds some additional complexity to the problem, since it presents an asymmetric traffic pattern. Most of the information is sent from the patients to the Management Subsystem (uplink), since patients are sources of data; whereas only a few commands travel in the other direction, i.e., from the Management Subsystem to the patients (downlink). As a result, a routing algorithm that fits such special features has been designed and developed on top of IEEE 802.15.4 [71] .
The routing algorithm used in the WCI Subsystem is a source routing algorithm based on Dynamic Source Routing (DSR) [72] . When a DP is turned on, it queries its neighbour DPs to discover how to reach the destination (i.e., the Gateway). Thereafter, it receives responses, which contain different paths to do so. The first received response is stored as the default route. The following responses (up to 2) are stored as back-up routes. Before storing such routes, it is checked that they do not contain the same DP several times in order to avoid loops. In addition, DPs exchange, periodically, status information with their neighbours. Nevertheless, since the targeted scenario is very stable, this period is set to a high value (namely, minutes) in order to reduce the overhead introduced into the WCI. If a DP realizes that the default path is down either while transmitting a packet or after exchanging routing information, it can use one of the other default paths to solve the problem immediately. If there is no back-up path available in the DP at any given moment, the path discovery procedure is triggered again [71] . 
Gateway
In order to save memory in the DPs, they are not aware of the end nodes (namely, WDAD or LWTBs) that are associated with them, i.e., they do not store such information in memory. However, end nodes do store the DP they are associated with. If, either because the end node roams from one DP to another or because the DP it is associated with goes down, the end node realizes its DP is no longer available and it looks for other DPs to send the data through. Furthermore, in order to save battery life, end nodes are not involved in routing [71] .
In order to avoid possible interferences with the Location Subsystem, as well as with other widespread communication technologies such as IEEE 802.11 [73] , the 802.15.4 channel 25 is used for communication within the WCIS, since it is the furthest one from the channels used to broadcast location beacons.
Thus, among the WHMS studied based on IEEE 802.15.4, two groups can be differentiated according to their network and application layer. On the one hand, there are some projects that work directly on top of IEEE 802.15.4, designing and developing their own network and application layers (e.g., LOBIN, MASN [38] , that adopts a cluster-based communication scheme as its routing protocol, MEDISN [46] , in which their distribution points are self-organized into a routing tree, and CodeBlue [25] , which is based on a publish/subscribe routing framework allowing multiple sensor devices to relay data to all receivers). On the other hand, there are some projects that use Zigbee (in the body area network) such as Chen et al. [41] , and O'Donovan et al. [43] ). The network layer of Zigbee natively supports both star and tree topologies, as well as generic mesh networks.
Management Subsystem
The Management Subsystem is based on a client-server architecture (shown in Figure 9 ), the Management Server being the server and the GUIs being the clients. The Management Server was developed using C as programming language. It runs on Fedora, which is an operating system built on top of the Linux kernel. It uses an Oracle database (DDBB) to store the information associated with the patients. The DDBB provides an independent interface with the GUI, thus allowing the development of tailored user applications to cover additional functionalities.
The GUI was developed in Java, which provides it with great flexibility and allows it to run on any platform without problems, a computer, a PDA or a mobile. The developed GUI meets the system requirements, since it allows managing patients' profiles, monitoring all the medical parameters of any SERVER CLIENT GUI patient in real-time, locating any patient within the hospital facilities, verifying if any alarm has been activated, as well as sending an SMS including this information if required. The Management System also provides tools for managing maps and BPs' locations, so that this application can be implemented in any hospital without modifying the software of the location module.
System Validation and Tests
During the validation of the system, each subsystem was tested first separately for debugging and tuning purposes. Finally, the overall system was tested in a real scenario (namely, as a pilot scheme deployed in the Cardiology Unit of La Paz Hospital, Madrid, Spain).
Healthcare Monitoring Subsystem Tests
The Healthcare Monitoring Subsystem tests were planned twofold. The main goal of the first subset of tests was to verify that the sensors collect real data and that the WDAD processes and transmits these data correctly. In order to verify the correct processing of the bioelectric potentials obtained by the e-textile electrodes, the values sent by the WDAD were compared with the real values generated in the laboratory using the generator NI USB 628 from National Instrument. To verify that the body temperature sensor works properly, its values measures were compared with the values of a commercial thermometer, concluding that the temperature taken by the thermometer integrated into the WDAD takes about 5 minutes to acquire an accurate value. The accelerometer tests were performed manually by tilting the device to known angles.
Next, the second subset of tests was devoted to verify that the sensors work properly when in direct contact with the human body. The main result from this subset of tests has to do with the quality of the acquired ECG signal. It was checked that the ECG signal quality is more than acceptable when patients stay still (i.e., normal conditions), but worsens when sudden movements take place (e.g., when patients get out of bed or walk around). Nevertheless, in the latter situations, the measured ECG signal is much more accurate if the electrodes are wet or covered with a conductive gel. In addition, the ECG signal quality in such situations can be further enhanced by filtering the noise taking advantage of the signals provided by the 3-axis accelerometer [42] .
Location Subsystem Tests
The Location Subsystem tests were also divided into several stages. The first subset of tests was devoted to figure out what is the optimum gap between BPs. BPs are deployed following a rectangular grid in the hospital facilities ceil. The closer they are, the better the location algorithm performs, since it is most unlikely that a LWTB loses a beacon from a BP or that a LWTB receives beacons from less than four BPs, but the more expensive the deployment is, because more BPs are needed to cover the same area. Different configurations were tested, deploying BPs in rectangles of 100, 150, and 200 m 2 , the best results being obtained for the rectangles of smallest area. Therefore, our recommendation as a design criterion is that the area of the sub-rectangles of the BP grid network should not exceed 100 m 2 .
The main goal of the second subset of test was to maximize the performance of the Location Subsystem for the chosen DP deployment configuration by tuning different parameters. The parameters that were considered are: Note that the lower Ptx_loc is selected, the more accurate the patients' locations drawn in the map are, since the Management Server receives location information more frequently, but the more battery LWTBs spend, because they send information more frequently too. Furthermore, it has to be taken into account that Ptx_loc must be always higher than the time the end node needs to listen to the 4 channels available for location and that Tlisten must be at least twice Pbeacons in order to ensure there is enough time to receive at least one beacon:
The five configurations shown in Table 40 were tested and it was checked qualitatively that the configuration set in test number 5 performed better than the others, so it is the recommended one. In this configuration, Ptx_loc is set to the minimum value in order to reduce the latency and to improve the location of patients when they are moving around. To reduce the probability of losing a beacon, Tlisten is set to 4 times Pbeacons. Hence, if a beacon gets lost there is still enough time to receive at least another two. This decision improves significantly the stability of the location algorithm.
The error margin of the location algorithm was proved to be around 2 m 2 . This error margin improves the results obtained in [66] , despite the fact that the results presented in [66] were obtained outdoors. This is mainly because the BPs are placed much closer to one another in this case than in the experiments carried out in [66] (10 m × 10 m in these tests and 43 m × 43 m in [66] ). However, this accuracy is similar to the one reported in CodeBlue [25] , where the location algorithm is based on RSSI signatures.
WCIS Tests
The main goal of the WCI Subsystem tests was to determine the topology that suits better the target scenario. The first test deployment was composed of a network of DPs and a Gateway. In order to
cover approximately 300 m 2 , five DPs and one Gateway were deployed, as Figure 10 (A) shows. The main requirement the chosen topology has to meet is that the system supports at least five users ensuring that the percentage of lost packets is not more than 2% of those sent. It is worthwhile to remark upon the fact that these tests were run in a lab where intensive IEEE 802.11 tests were carried out in parallel. Thus, as it has been pointed out in Section 3.1.3, IEEE 802.15.4 channel 25 was selected in order to alleviate possible interference issues [73] . In addition, the WCIS was deployed in the roof of the lab, which is built of metal structures and the lab itself is plenty of metal structures, which may affect the propagation of the electromagnetic signal. First, a scenario composed by a network of DPs and a Gateway was tested. Obtained results show that this topology does not support high rate applications. Figure 10(B) shows that the percentage of lost packets increases non-linearly with the number of patients and greatly exceeds the maximum loss percentage allowed. This is due to the fact that the traffic handled by the network does not grow linearly with the number of patients, but higher, since it not only increases the traffic added by the sources, but also the traffic forwarded by the DPs. Similar issues were also reported in [25] .Therefore, this configuration is suitable for applications that present low traffic load, but require high coverage (e.g., ordinary temperature checking on-demand or location fixing), but it does not work for high rate applications (e.g., real-time ECG monitoring) since it does not support more than 6 WDADs sending messages every 260 ms (~3.1 Kbps). The same network topology (i.e., DP network) duplicating the deployed infrastructure was also tested. In this scenario two different channels were used within the WCIS in order to split the traffic. Several pairs of IEEE 802.15.4 channels were tested and none of them yielded the expected improvement. Thus, it can be concluded that in such scenarios that present heavy traffic load, interference between IEEE 802.15.4 channels may occur with subsequent high data losses. Furthermore, this approach entails some drawbacks such as that LWTBs have to be programmed to work in one channel or another or that network infrastructure has to be duplicated, which means an increase on the deployment cost. Finally, the DP network was replaced by a network of Gateways (Figure 11 ). This topology was proved to provide the best results, presenting the lowest percentage of losses in scenarios with 8/10 WDADs and LWTBs. This percentage of losses was tested to be with a 95% confidence in the interval (0.2068%, 1.6585%) for 10 tests of about 15 minutes duration involving 10 users. Therefore, the obtained data were considered to fit a Gaussian distribution and the 95% confidence interval was computed using the formula below, µ being the mean of the data, σ the standard deviation of the data, and n the length of the data (i.e., n = 100): (3) This approach adds redundancy to the system and supports user mobility better, since sources may be within the coverage of different Gateways and so data may be forwarded to the Management Server several times, reducing the probability of packet losses even when a patient is moving. Thus, the reliability of the system is improved and the user mobility is supported without interruption. However, this WCI configuration presents also some drawbacks, such as the wired infrastructure is required and the number of duplicated packets in the Management Server increases dramatically, although this is not a problem since the Management Server handles packets much faster than the rate they arrive with.
In others WHMS using IEEE 802.15.4 as communications technology, both stress and packet loss tests were also performed. In MEDISN [46] , 3 patients sent monitoring information at the same time and the percentage of packets lost was of 0.65%. In MASN [38] the number of traffic sources was increased from 20 to 150, yielding a percentage of packets lost between 5% and 20%. In addition, the user mobility causes packet losses in most of the WHMS which support it. For instance, in MASN [38] , several seconds (between 6 and 15 s) are lost from a source when it changes of cluster, and in MEDISN [46] , the percentage of lost packets increases up to 3.3%.
Overall System Tests
After debugging and tuning each subsystem separately, the performance of the whole system was tested in a real scenario by deploying a pilot scheme in the Cardiology Unit at La Paz Hospital (Madrid, Spain). For this client-side validation, each subsystem was set up following the design criteria and conclusions from previous tests. Figure 12 illustrates the coverage area and network infrastructure that was deployed for the pilot scheme.
The tests carried out at the hospital facilities involved five patients (i.e., five WDADs and five LWTBs) and ran for 24 hours. Such tests were considered successful, since the results obtained results met the expected ones (and so the requirements of the system):
 Percentage of packet losses was lower than the maximum acceptable value (i.e., 2%)  Battery life was proved to be about 8-9 hours for WDADs and two days for LWTBs  The location algorithm was tested to work properly  Measured physiological parameters were normal and met expected values  The quality of the real-time ECG signals was approved by hospital doctors Figure 12 . Pilot scheme schematics.
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In addition, hospital personnel provided valuable feedback to improve the quality and usability of the system, such as:
 The tightness of the smart shirt was pointed out as an issue by hospital personnel, since patients from Cardiology Unit often present high abdominal perimeter. Nevertheless, no further complains were received.  Hospital staff use the GUI both to monitor the patients' status in real-time easily, sitting in front of a PC, and to look at the signals over a long period of time, taking advantage of the features provided by the tool. Some of these features, such as checking just a given period of time by selecting initial time and final time or the scroll, were incorporated into the GUI on the request of hospital personnel.  The ECG display was modified following the feedback from the hospital personnel in order to fit the ECG representation they are used to handle (e.g., from commercial electrocardiographic devices). Figure 13 shows the developed GUI, where the health status of five patients can be monitored at a glance and the ECG of one of them is displayed. The tool also includes a Geographic Information System (GIS) to locate the patients in the hospital facilities plan. 
Discussion
In the field of WHMS the design of the communications infrastructure is a critical point. An extensive study on such systems has been done for the preparation of this paper in which different communications architectural solutions and communications technologies have been analyzed. As a result some basic WHMS design guidelines can be drawn.
Regarding the communications architecture, as it has been previously shown it can be divided into different network segments, namely BAN, PAN/AN and WAN/Backhaul (Figure 1 ). Despite every system implements its own solution in this sense, they all have in common the presence of at least a BAN segment. According to this and depending on the concrete "Ubiquity level", advices on the additional necessary network segments can be given:  "Self-Monitoring" systems may probably require a PAN network segment to provide connectivity with a data processing device that is not part of the BAN, as in LifeGuard [22] . Despite this such segment might not be necessary, like in HealthGear [28] .  "Controlled Area" type systems communications architecture may also need the addition of a PAN network segment to the BAN segment in order to expand the coverage area. An example of this is MASN [38] . Again this segment might not be necessary, as in Nerino et al. [50] .  "Wide Area" systems compulsory require a WAN/Backhaul network segment to allow for the remote monitoring. All the analyzed systems belonging to this category implement it.
From the communications architecture point of view, systems which ubiquity level corresponds to both the "Wide Area" and the "Self Monitoring" are equivalent to "Wide Area" systems. Additional network segments can be necessary in any of the "Ubiquity level" types of system depending on the specific functionalities of the concrete application. An example of this is the study case of the present paper. In the LOBIN [44] system a WAN/Backhaul segment is added in order to allow for remote access to the data base through the Internet.
A study on the communications technologies that can be used in each type of network segment has also been performed. The following discussion analyzes how traffic density and delivery frequency system properties make some technologies more appropriate than others.
 Projects which sources generate little traffic, like Nerino et al. [50] and Zhang et al. [49] or low delivery frequencies (order of seconds or minutes), can afford the use of technologies providing lower bandwidth that allow for lesser energy consumption in the BAN and PAN network segments, without incurring in packet losses. Such technologies are MICS, ANT, IEEE 802.15.4/Zigbee and some proprietary communication technologies in the ISM band. Despite this, some other projects with low traffic pattern use more popular technologies that involve higher power consumptions, such as Wi-Fi (IEEE 802.11) and Bluetooth, for monetary or technology compatibility reasons.  Projects with information sources generating a higher amount of traffic, such as AUBADE [31] or LifeGuard [22] , or with higher delivery frequencies, like Mithril LiveNet [17, 18] Depending on the number of monitored patients some network design decisions that can dramatically improve the overall system performance:
 In "Controlled Area" systems with simultaneous monitoring of multiple patients, such as LOBIN [44] , MASN [38] and MEDISN [46] , typically a single wireless traffic source is used to monitor each patient in order to minimize the physical medium occupancy. In case multiple sensors are used to monitor each patient, it is common to use a "concentrator of measurements" (through a BAN) and send them all at once. These projects often introduce an AN network segment (instead of a PAN) in the communications architecture in order to properly distribute the traffic and avoid bottlenecks, providing scalability to the WHMS. In such AN segment of the studied projects different topologies can be found, namely a network of relay points as in MASN [38] , a multiple gateway network as in LOBIN [44] , or a mesh network as in MEDISN [46] .  In "Controlled Area" systems in which the network is not shared by several patients as Lee et al. [42] , or in "Wide Area" and "Self-Monitoring" systems in which the patients have their own networks (as in AMON [19] and HealthGear [28] respectively), there are no problems of scalability and distribution of traffic.
Conclusions
This paper presents a comprehensive review and update on architectures and communications technologies for wearable healthcare systems from a very practical perspective. A general communications architecture for this kind of systems is sketched out and the most appropriate communications technologies are analyzed, depending on the specific requirements of each communications segment of such architecture. The most relevant projects in the area are also summarized in easy-handling format, what facilitates their comparison, and detailed in chronological order so that the reader can easily get an impression of the evolution and current trends of WHMS. In addition, the paper details the design, development, and validation phases of a real-world hardware and software IT platform (the LOBIN platform), based on e-textile and WSN as most innovative technologies, to monitor a set of physiological parameters from a group of patients and to locate them (or any other personnel from the hospital if desired) within hospital facilities. Finally, the most appropriate design criteria and decision making depending on the specific requirements of the target applications are discussed.
