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We show that, for any tubular algebra, the lattice of pp-definable subgroups of the
direct sum of all indecomposable pure-injective modules of slope r has m-dimension
2 if r is rational, and undefined breadth if r is irrational- and hence that there are no
superdecomposable pure-injectives of rational slope, but there are superdecomposable
pure-injectives of irrational slope, if the underlying field is countable.
We determine the pure-injective hull of every direct sum string module over a
string algebra. If A is a domestic string algebra such that the width of the lattice
of pp-formulas has defined breadth, then classify “almost all” of the pure-injective
indecomposable A-modules.
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Chapter 1
Introduction
12
13
We consider two different classes of finite dimensional K-algebras: In chapters 3
and 4, we consider tubular algebras, and in chapters 5, 6 and 7, we consider string
algebras.
Tubular algebras are defined as being tubular extensions of a tame concealed
algebra A0, of extension type either (2, 2, 2, 2), (3, 3, 3), (4, 4, 2) or (6, 3, 2).
Tubular algebras are usually described in terms of their Auslander-Reiten quiver:
the set of all finite dimensional indecomposable modules over a tubular algebra A
can be partitioned into sets P0 ∪ Q∞ ∪
⋃
γ∈Q∞0 Tγ- where P0 is a connected prepro-
jective component, Q∞ a connected preinjective component, and each Tγ is a set of
pairwise orthogonal, sincere, standard tubes. Furthermore, the components satisfy
the following conditions:
• For all γ ∈ Q+, every tube in Tγ is stable, whereas T0 and T∞ contain non-
stable tubes: one tube in T0 contains a projective module, and one tube in T∞
contains an injective module.
• Hom(Q∞, Tγ) = Hom(TγP0) = Hom(Q∞,P0) = 0 for all γ ∈ Q∞0 .
• Hom(Tγ, Tδ) = 0 for all γ > δ.
• Given any γ ∈ Q∞0 , and any tube in Tγ, any homomorphism from a module
in P0 ∪
⋃
δ<γ Tδ to a module in Q∞ ∪
⋃
δ>γ Tδ factors through a direct sum of
modules in Tγ.
Any module M ∈ A-Mod is said to have slope r if Hom(M,⋃γ<r Tγ) = 0 and
Hom(
⋃
δ>r Tδ,M) = 0. Ringel and Reiten proved in [22] that every indecompos-
able module over a tubular algebra (other than those in P0 and Q∞) has a unique
slope. We study the lattice of pp-formulas over this algebra, with the aim of further
extending the knowledge of modules over this algebra.
In section 3.5, we describe the pure-injective A-modules of which lie in the sup-
port of Tγ, for any positive rational α, and that this set coincides with the set of all
14 CHAPTER 1. INTRODUCTION
indecomposable pure-injective modules of slope γ. We also prove that the Cantor-
Bendixson rank of Supp(Tγ) is 2, and that the m-dimension of the lattice of pp-
definable subgroups of
⊕
M∈Tγ M - which in turn implies that there are no superde-
composable modules of slope γ.
In chapter 4 we consider the lattice of pp-definable subgroups of M(r)- the direct
sum of all indecomposable pure-injectives of slope r- for any irrational r. By theo-
rem 30, a pp-pair is closed on M(r) if and only if there exists  > 0 such that φ/ψ is
closed on all modules in
⋃
r−<γ Tγ.
We consider four specific tubular algebras: C(4, λ), C(6), C(7) and C(8). We
prove in theorem 31 that Cpp(M(r)) is wide for every irrational r.
In section 4.7, we extend this result to all tubular algebras through shrinking
functors- which are a type of tilting functor between two tubular algebras. We prove
that, given any irrational r, we can induce from a shrinking functor ΣT : A→ B, an
embedding from Bpp/ ∼s to Bppk/ ∼r (for some irrational s and k ≥ 1). It follows
that if w(Bpp/ ∼s) =∞ for all irrational s, then w(Bpp/ ∼s) =∞ for all irrational
r.
In [23], Ringel shows that given any tubular algebra A, there exists a finite set of
tubular algebras B1, . . . Bn and a series of shrinking functors:
A
Σ1−→ B1 Σ2−→ B2 · · · Σn−→ Bn
-with Bn being either C(4, λ), C(6), C(7) or C(8). It therefore follows that w(App/ ∼r
) =∞ for all tubular algebras A and all positive irrationals r.
It follows that, if the underlying field K is countable, then there exists a pure-
injective superdecomposable A-module of slope r.
We define string algebras at the start of chapter 5. It was proved.... that the finite
dimensional indecomposable modules over a string algebra are all string modules or
band modules.
Given any infinite word, one can extend the definition of a finite dimensional
string module, to define, to give a number of infinite dimensional string modules:
In particular, the direct sum string module, M(w), which is of countable dimension
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over the underlying field K, and the direct product string module, M(w), which
is of uncountable dimension over K. It was proved in [13] that every direct sum
string module is indecomposable. We show, in proposition 4, that the direct product
module M(w) is always pure-injective.
In [24], Ringel introduced a number of infinite dimensional string modules over
periodic and almost periodic words- which we refer to as Ringel’s list- with the inten-
tion of proving that it contained all the indecomposable pure-injective modules over
a domestic string algebra. It follows from our results that every module on Ringel’s
list is indeed indecomposable.
In [6], Burke describes some pure-embeddings between direct sum and direct
product modules over periodic and almost periodic words. We extend this result
to all words- in particular, that for all aperiodic words, w, the canonical embedding
from M(w) to M(w) is a pure embedding.
In [18], Prest and Puninski proved that, for every N-word, w, there exists a unique
infinite dimensional one-directed indecomposable pure-injective module- which we
denote as Mw- and that the map w 7→ Mw defines a bijection between N-words
and (isomorphism classes of) infinite dimensional one-directed indecomposable pure-
injective modules. If w is periodic or almost periodic, then Mw must be the module
on Ringel’s list. If w is aperiodic, then we prove, in corollary 29, that Mw is the
pure-injective hull of M(w).
In chapter 6, we find necessary and sufficient conditions on an infinite word, w,
to determine whether or not the direct sum string module w is pure-injective, and to
determine whether or not the direct product module M(w) is indecomposable.
Specifically, we prove that the direct sum module M(w) is pure-injective (and
indeed Σ-pure-injective) if and only if both Wz and Uz (cf. 6.1) satisfy the ascending
chain condition. Also, M(w) is indecomposable if and only if the poset of standard
basis elements {zi : i ∈ I} satisfies both the descending chain condition and (IC) (cf.
6.1).
It follows from these results that there are aperiodic N-words, w such that neither
M(w) nor M(w) is both pure-injective and indecomposable- and hence that Mw is
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neither M(w) nor M(w).
In chapter 7, we attempt to extend theorem 40 to two-directed modules. We
show in theorem 51- that for every non-periodic Z-word, u−10 w0, there exists a unique
(up to isomorphism) two-directed module Mw, containing a fundamental element (cf.
(7.1.2)) with right-word w0 and left-word u0.
Furthermore, we prove that there is exactly one two-directed pure-injective inde-
composable module containing a fundamental element with right-word w0 and left
word u0- giving us a bijective correspondence between non-periodic Z-words and
pure-injective indecomposables containing a fundamental element x such that u−1x wx
is not periodic (where wx and ux denote the right-word and left-word of x in M).
This correspondence implies that if every pure-injective indecomposable A-module
does contain a fundamental element, then we can classify almost all the indecompos-
able pure-injective A-modules.
We extend the results of [6] by finding the pure-injective hull of every direct sum
string module M(w). As in the one-directed case, H(M(w)) ∼= Mw whenever w
is aperiodic. Again, it follows from these results that Mw is a direct summand of
M(w). However, unlike in theorem 40, we cannot prove that Mw Mw′ for any pair
of distinct Z-words, w and w′.
It is conjectured that w(pp) < ∞ for every domestic string algebra, A. We
prove that, if w(App) < ∞, then every pure-injective indecomposable A-module
contains a fundamental element. Given such an algebra, it follows that every infinite
dimensional indecomposable pure-injective A-module is either a module on Ringel’s
list, or a module obtained from a homogeneous tube, or an “anomaly” (theorem 53).
Given any aperiodic Z-words, w and w′, we write w 4 w′ if every finite subword
of w is also a finite subword of w′. We prove in section.... that w 4 w′ if and only
if Supp(M(w)) ⊆ Supp(M(w′)). We also show that there exists distinct Z-words, w
and w′ such that M(w) M(w′) and Supp(M(w)) = Supp(M(w′)).
We prove in section 7.5 that Supp(M(w)) = Supp(M(w)) for every aperiodic
Z-word or N-word, w.
Finally, we show in section 7.6 that there are examples of words w and u such
17
that M(w) is a direct summand of M(u): Indeed, we construct a pure embedding
from M(w) to M(u) to show this.
Chapter 2
Background
18
2.1. HOMOLOGICAL ALGEBRA 19
First of all, we point out a few conventions, which we use throughout the thesis:
we denote by N the set of all non-negative integers, and by N+ the set of all strictly
positive integers.
We denote by Q+ the set of all strictly positive rationals, and by Q∞0 the set
Q+ ∪ {0} ∪ {∞} (where ∞ > q for all q ∈ Q).
We will also assume throughout the thesis that K denotes an algebraically closed
field.
2.1 Homological algebra
Throughout this section, R will denote any ring, K any field, and A any K-algebra.
Given any ring R, we denote by R-Mod and Mod-R the set of all left R-modules
and the set of all right R-modules respectively. We denote by R-mod (respectively,
mod-R) the set of all finitely presented leftR-modules (respectively, rightR-modules).
We will only be working over finite dimensional K-algebras. Such rings are Ar-
tinian, and hence Noetherian, and so every finitely generated module over such an
algebra is finitely presented.
The opposite algebra of A, denoted Aop, is theK-algebra with the same underlying
vector space, but with multiplication reversed: i.e. a× b in Aop is the element ba of
A.
Of course, (Aop)op is A, and every left (respectively, right) A-module may be
considered as a right (respectively, left) Aop-module.
Given any M ∈ A-Mod, the K-dual of M , denoted DM , is the K-vector space
HomK(A,K). We may consider it as a right A-module, where for all a ∈ A, fa :
M → K is the map taking every m ∈M to f(am).
The K-dual D induces a duality between A-mod and mod-A (since D(DM) ∼= M
for all M ∈ A-mod).
A map f ∈ Hom(L,M) is called a section if there exists h ∈ Hom(M,L) such
that hf = 1L- any such h is called a retraction of f . A map g ∈ Hom(M,N) is called
a retraction if there exists h ∈ Hom(N,M) such that fh = 1N .
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A chain complex in A-Mod is a sequence of A-modules Mi and homomorphisms
fi:
· · · f3−→M2 f2−→M1 f1−→M0 f0−→ 0
-such that fifi+1 = 0 for all i ∈ N. It is called an exact sequence if Im(fi+1) = Ker(fi)
for all i ∈ N.
Similarly, a cochain complex in A-Mod is a sequence of A-modules Ni and homo-
morphisms fi:
0
g0−→ N0 g1−→ N1 g2−→ N2 g3−→ . . .
-such that gi+1gi = 0 for all i ∈ N. It is called an exact sequence if Im(gi) = Ker(gi+1)
for all i ∈ N.
A short exact sequence is any sequences of modules L,M,N ∈ A-Mod and homo-
morphisms f, g:
0 −→ L f−→M g−→ N −→ 0
-such that f is an embedding, g a surjection, and Im(f) = Ker(g). A short exact
sequence is said to be split if f is a section, or equivalently, g is a retraction.
2.1.1 Projective and injective modules
A module P ∈ R-Mod is said to be projective if, for all M,N ∈ R-Mod, surjections
g : M  N , and homomorphisms f ∈ Hom(P,N), there exists h ∈ Hom(P,M) such
that f = gh.
Dually, a module E ∈ A-Mod is said to be injective if, for all L,M ∈ R-Mod,
embeddings g : L ↪→ M , and homomorphisms f ∈ Hom(L,E), there exists h ∈
Hom(M,E) such that f = hg.
Given any M ∈ R-Mod, the projective cover of M is an epimorphism h0 : P M
such that any submodule N of P with Ker(h0) + N = P must in fact be P . If a
projective cover exists, then it is unique up to isomorphism.
A minimal projective presentation of M is an exact sequence:
P1
h1−→ P0 h0−→M −→ 0
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-where h0 is the projective cover of M , and h1 is the composition of the projective
cover of Ker(h0) and the natural embedding Ker(h0) ↪→M .
Given any M ∈ A-Mod, a projective resolution of M is any sequence:
· · · f3−→ P2 f2−→ P1 f1−→ P0
-and map f0 ∈ Hom(P0,M) such that the sequence:
· · · f3−→ P2 f2−→ P1 f1−→ P0 f0−→M −→ 0
-is exact. The projective dimension of M - denoted pdM - is defined to be the minimal
m ∈ N such that there exists an exact sequence of the form:
0→ Pm → Pm−1 → · · · → P1 → P0 →M → 0
-with every Pi being projective. If no such m exists, then pdM :=∞.
Dually, given any M ∈ R-Mod, the injective envelope of M is an embedding
h0 : P  M such that N ∩ Im(h0) 6= 0 for all non-zero submodules N of M . The
minimal injective copresentation of a module M is an exact sequence:
0 −→M f0−→ E0 f1−→ E1
-such that f0 and the map E0/Im(f0) ↪→ E1 induced by f1 are injective envelopes.
Given any M ∈ A-Mod, an injective resolution of M is a complex:
0 −→ E0 h1−→ E1 h2−→ E2 h3−→ . . .
-and a map h0 ∈ Hom(M,E0) such that the sequence:
0 −→M h0−→ E0 h1−→ E1 h2−→ E2 h3−→ . . .
-is exact. The injective dimension of M - denoted idM is defined to be the minimal
m ∈ N such that there exists an exact sequence of the form:
0→M → E0 → E1 → · · · → Em−1 → Em → 0
-with every Ei being injective. If no such m exists, then idM :=∞.
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The right global dimension of A is defined to be max{pdM : M ∈ Mod-A}, and
the left global dimension of A is defined to be max{idM : M ∈ A-Mod}. If A is a
finite-dimensional K-algebra, then the right global dimension of A and the left global
dimension of A are equal (see (A.4.9) of SS1). We refer to it as the global dimension
of A.
2.1.2 Ext and Tor
Given any M,N ∈ A-Mod, and any k ≥ 1, Extk(M,N) is defined as follows: take a
projective resolution of M :
· · · f3−→ P2 f2−→ P1 f1−→ P0 f0−→M −→ 0
Applying the functor Hom( , N), we obtain a cochain complex:
Hom(P0, N)
Hom(f1,N)−→ Hom(P1, N) Hom(f2,N)−→ Hom(P2, N) Hom(f3,N)−→ . . .
Define:
Extk(M,N) := Ker(Hom(fk+1, N))/Im(Hom(fk, N))
Theorem 1. Given any X ∈ A-Mod, and any short exact sequence in A-Mod:
0 −→ L f−→M g−→ N −→ 0
There exists a long exact sequence:
0 −→ Hom(N,X) Hom(g,X)−→ Hom(M,X) Hom(f,X)−→ Hom(L,X)
−→ Ext1(N,X) −→ Ext1(M,X) −→ Ext1(L,X)
−→ Ext2(N,X) −→ Ext2(M,X) −→ Ext2(L,X) −→ . . .
Proof. See [4, (2.5.2)]
Given any M ∈ A-Mod, and N ∈ Mod-A, and k ≥ 1, TorAk is defined as follows:
given a projective resolution of M :
· · · f3−→ P2 f2−→ P1 f1−→ P0 f0−→M −→ 0
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-we induce the chain complex:
· · · 1⊗f3−→ N ⊗A P3 1⊗f2−→ N ⊗A P2 1⊗f1−→ N ⊗A P0
Then:
Tork(N,M) := Ker(1⊗ fk)/Im(1⊗ fk+1)
2.2 Model theory of modules
Given any ring, R, we denote the language of rings by LR. A formula φ(v1, . . . , vn)
in LR called a pp-formula if it is of the form:
∃vn+1, . . . , vn+m
k∧
i=1
n+m∑
j=1
rijvj = 0
-with rij ∈ R for all i and j. Fora all M ∈ R-Mod, and pp-formulas φ(v1, . . . , vn), we
define:
φ(M) := {m ∈Mn : M |= φ(m)}
Any such subset is called a pp-definable subset of Mn. We say that two pp-formulas
φ(v1, . . . , vn) and ψ(v1, . . . , vn) are equivalent if φ(M) = ψ(M) for all M ∈ R-Mod.
Given any n ∈ N, there exists a partial ordering on the set of all (equivalence
classes of) pp-formulas in the free variables v1, . . . , vn, given by:
φ ≥ ψ ⇐⇒ φ(M) ⊇ ψ(M) for all M ∈ R-Mod
Furthermore, this poset- denoted Rpp
n- is in fact a modular lattice, with the meet
operation given by φ(v) ∧ ψ(v), and the join given by:
∃w(φ(w) ∧ ψ(v − w))
In general, we refer to the lattice Rpp
1 as Rpp.
Given any M ∈ R-Mod, we define Rpp(M) := {φ(M) : φ(v) ∈R pp}- referred to
as the lattice of pp-definable subgroups of M (the lattice operations ≤,∧,∨ being
⊆,∩,+ respectively). Of course, it is a quotient lattice of Rpp- with the surjection
being the map taking φ(v) to φ(M).
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Given any n ∈ N+, a pp-n-type is a set of pp-formulas in Rppn, which is closed
under conjunction and logical implication. For example, given any M ∈ R-Mod and
m ∈Mn, the pp-type of m in M is:
ppM(m) := {φ ∈R ppn : m ∈ φ(M)}
Also, given any ψ ∈ Rppn, the pp-type generated by ψ- denoted 〈ψ〉 is the set {φ ∈R
ppn : ψ ≤ φ}. It is clearly a pp-type. A pp-n-type is said to be finitely generated if
there exists ψ ∈ Rppn such that the pp-type is equal to 〈ψ〉.
A map f ∈ Hom(M,N) is said to be a pure embedding if, for all n ∈ N+ and
m ∈M :
ppM(m) = ppN(f(m))
In fact, f is a pure embedding if and only if ppM(m) = ppN(f(m)) for all m ∈ M .
Note that any pure embedding is an embedding (taking φ(v) to be v = 0 shows this).
Lemma 1. Given any set of modules {Mi : i ∈ I},
⊕
Mi∈I and
∏
i∈IMi are elemen-
tarily equivalent.
Proof. [16, (2.23)]
Given any n ∈ N+, an n-pointed module, denoted (M,m), is an R-module M and
an n-tuple m = (m1, . . . ,mn) in M
n. Given any such module, we define f(M,m) to be
the unique map in Hom(Rn,M) taking the element ei = (0, . . . , 0, 1, 0, . . . , 0) of R
n
(with ith coordinate 1) to mi.
Given any n-pointed modules (M,m) and (C, c) (where m = (m1, . . . ,mn) and
c = (c1, . . . , cn)), a morphism from (M,m) to (C, c) is any f ∈ Hom(M,C) such that
f(mi) = ci for all i ≤ n.
We write (M,m) ≥ (C, c) whenever there exists a morphism from (M,m) to
(C, c). (M,m) and (C, c) are said to be equivalent if both (M,m) ≥ (C, c) and
(C, c) ≥ (M,m)
The set of equivalence classes of finitely presented n-pointed modules, endowed
with ≥, is a poset. Furthermore, this poset has a lattice structure, where the join of
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(M,m) and (C, c), is given by (M ⊕C, (m, c)), and the meet is the pushout of f(M,m)
and f(C,c).
An n-pointed finitely presented module (C, c) is said to be a free realisation of
φ(v1, . . . , vn) if pp
C(c) = 〈φ〉.
Lemma 2. Given any M ∈ R-mod, and any n-tuple m in M , the pp-type of m in
M is finitely generated.
Proof. See [17, (1.2.6)]
Lemma 3. Every pp-formula has a free realisation.
Proof. See [16, (8.12)]
Theorem 2. The lattice of n-pointed finitely presented modules is equivalent to Rpp
n.
Furthermore, the equivalence is obtained by taking every pp-formula to a free
realisation, and every pointed module (M,m) to a generator of ppM(m)
Proof. See [17, (3.1.4)]
Lemma 4. Given any pp-formula φ(v1, . . . , vn), with free realisation (C, c), and any
M ∈ A-Mod, the exact sequence:
Rn
f(C,c)−→ C pi−→ Coker(f(C,c))→ 0
-gives rise to the exact sequence of abelian groups:
0 −→ Hom(Coker(f(C,c)),M) (pi, )−→ Hom(C,M) g−→ φ(M) −→ 0
Where g is the map taking any h ∈ Hom(C,M) to h(c) = (h(c1), . . . , h(cn)).
Proof. See [17, (1.2.19)]
2.2.1 Pure-injectives
An R-module, M is said to be pure-injective if it is injective over pure embeddings:
i.e. given any pure embedding f ∈ Hom(L,N), any map g ∈ Hom(L,M) factors
through f .
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A module is said to be algebraically compact if every finitely satisfiable system of
linear equations in (possibly infinitely many) free variables, with parameters in M ,
is satisfiable in M .
Equivalently (by [17, (4.2.1)]), a module is algebraically compact if every pp-1-
type with parameters from M has a solution in M .
Theorem 3. An R-module is pure-injective if and only if it is algebraically compact.
Proof. See [17, (4.3.11)]
A module is said to be Σ-pure injective if every direct sum of copies of M is
pure-injective.
Theorem 4. A module M is Σ-pure-injective if and only if pp(M) has the descending
chain condition.
Proof. See [17, (4.4.5)]
Lemma 5. Let A be a K-algebra, and M any A-module, which is of countable di-
mension over K. Then M is Σ-pure-injective if and only if it is pure injective.
Proof. See [17, (4.4.9)] and [17, (4.4.10)]
Lemma 6. Suppose M is a module, such that -for any x, y ∈ M- there exists a
pp-formula ρ(v, v′) such that:
• (x, y) ∈ ρ(M)
• (x, 0) /∈ ρ(M)
Then M is indecomposable.
Proof. Let M = M1 ⊕ M2, and pick any non-zero m1 ∈ M1 and m2 ∈ M2. Let
x = (m1,m2) and y = (0,m2). Then the map:
M1 ⊕M2 M1 ↪→M1 ⊕M2
2.2. MODEL THEORY OF MODULES 27
(where the maps are the canonical projection and canonical embedding of the direct
summand) takes x to x, and y to 0. Consequently, given any pp-formula ρ(v1, v2):
M |= ρ(x, y) =⇒M |= ρ(x, 0)
-so there are no pp-formulas which satisfy the required conditions.
Lemma 7. Suppose M is a pure injective indecomposable module. Then, for any
x, y ∈M , there exists a pp-formula ρ(v, v′) such that:
• (x, y) ∈ ρ(M)
• (x, 0) /∈ ρ(M)
Proof. See [16, (4.11)]
Every module with local endomorphism ring is indecomposable: to see this, take
any non-indecomposable module, M1 ⊕M2 and let f be the map:
M1 ⊕M2 M1 ↪→M1 ⊕M2
-where there two maps are the projection onto, and the embedding of, the direct
summand M1. Then clearly both f and 1 − f are non-invertible, so End(M1 ⊕M2)
is not local.
Theorem 5. Every indecomposable pure-injective module has local endomorphism
ring.
Proof. See [17, (4.3.43)]
2.2.2 Pp-pairs and finitely presented functors
An object C of a category is said to be finitely presented if the functor Hom(C, ) com-
mutes with direct limits. The following result describes the finitely presented objects
in the category of functors from R-mod to Ab (the category of abelian groups).
28 CHAPTER 2. BACKGROUND
Lemma 8. For every finitely presented functor F ∈ (R−mod,Ab), there exists
A,B ∈ R-mod and f ∈ Hom(A,B) such that F ' Coker(f, ).
Furthermore, every functor in (R-mod,Ab) of the form Coker(f, ) (with A,B ∈
R-mod) is finitely presented.
Proof. See [17, (10.2.1)]
We denote by (R-mod,Ab)fp the full subcategory of (R-mod,Ab) containing all
the finitely presented functors.
A pp-pair is any pair of pp-formulas φ(v) and ψ(v) such that φ ≥ ψ. We usually
write them as φ/ψ. Given any pp-pair φ/ψ, and any M ∈ R-Mod, we say that φ/ψ
is open on M if φ(M) > ψ(M), and closed on M otherwise.
A pp-pair is said to be proper if there exists M ∈ R-Mod such that φ(M) >
ψ(M). Given any pp-pair φ/ψ and M ∈ R-Mod, we denote by (φ/ψ)(M) the group
φ(M)/ψ(M).
Every pp-pair φ/ψ determines a unique functor Fφ/ψ : R−Mod→ Ab which takes
any R-module M to (φ/ψ)(M).
Let φ/ψ and φ′/ψ′ be pp-pairs in n and m free variables (respectively). Suppose
that there is a pp-formula ρ(x, y) (where x has length n and y has length m) such
that:
ρ(x, y) ∧ ψ(x) ≤ ψ′(y)
ρ(x, y) ∧ φ(x) ≤ φ′(y)
φ(x) ≤ ∃yρ(x, y)
Then ρ defines a unique map f : (φ/ψ)(M) → (φ′/ψ′)(M), for any M ∈ R-Mod, as
follows: Given any a ∈ φ(M), there exists b ∈ M such that M |= ρ(a, b). Define
f(a+ψ(M)) to be b+ψ′(M). This map is well defined: Given any b, c ∈ φ′(M) such
that M |= ρ(a, b) and M |= ρ(a, c), we have that:
M |= ψ(0) ∧ ρ(0, b− c)
-and hence that b− c ∈ ψ′(M), so b+ ψ′(M) = c+ ψ′(M), as required.
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Any two such pp-formulas, ρ(x, y) and ρ′(x′, y′), satisfying those three conditions
are said to be equivalent if, for all M ∈ R-Mod, the map (φ/ψ)(M) → (φ′/ψ′)(M)
defined by ρ is equal to the map (φ/ψ)(M)→ (φ′/ψ′)(M) defined by ρ′.
We define the category of pp-pairs, denoted RLeq+, to be the category whose
objects are the pp-pairs, and whose morphisms are the equivalence classes of pp-
conditions of the form ρ(x, y), as described above.
Theorem 6. For any ring, R, (R−mod,Ab)fp is equivalent to RLeq+.
Proof. See [17, (10.2.30)].
2.2.3 Pure-injective hulls
Given any M ∈ R-Mod, the pure-injective hull of M is a pure-injective module H(M)
and a pure-embedding f : M → H(M) such that f does not factor through any direct
summand of H(M). The module H(M) may also be referred to as the pure-injective
hull of M .
Theorem 7. Every module M ∈ R-Mod has a pure-injective hull f : M → H(M).
Furthermore, it is unique up to isomorphism: given any second pure injective hull
g : M → N of M , there exists an isomorphism j : H(M)→ N such that jf = g.
Proof. See [17, (4.3.18)]
Theorem 8. Every module M is elementarily equivalent to its pure-injective hull-
i.e. given any sentence σ, M |= σ if and only if H(M) |= σ.
Proof. See [26, Cor 4].
Lemma 9. Let f : M → H(M) be a pure-injective hull of M . Then given any
pure-injective N ∈ R-Mod, and pure embedding g : M → N , there exists h ∈
Hom(H(M), N) such that hf = g.
Furthermore, any h such that g = hf must be pure, and hence a section.
Proof. See [17, (4.3.17)]
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Theorem 9. Given any M ∈ R-Mod, any pp-pair is open on M if and only if it is
open on H(M).
Proof. See [17, (4.3.21)]
A module M is said to be superdecomposable if it has no indecomposable direct
summands.
Theorem 10. Given any pure-injective module, M , there exists a set of indecom-
posable pure-injective modules {Nλ : λ ∈ Λ} and a superdecomposable pure-injective
module Nc such that M ' Nc ⊕H(
⊕
λNλ)
Furthermore, Nc and the modules Nλ (and their multiplicities) are unique up to
isomorphism.
Proof. See [17, (4.4.2)]
Lemma 10. Let {Mi : i ∈ I} be any collection of R-modules. Given any pure-
injective indecomposable module N , and pure embedding f : N →⊕i∈IMi, N must
be isomorphic to a direct summand of some Mi.
Proof. See [17, (4.4.1)]
2.3 Ziegler spectrum
Given any set of pp-pairs T = {φi/ψi : i ∈ I}, let Mod(T ) denote the subcategory
of R-Mod whose objects are precisely the R-modules M such that φi(M) = ψi(M)
for all i ∈ I. Any such category is called a definable subcategory of R-Mod, and the
object class of Mod(T ) is called a definable subclass of R-Mod.
Theorem 11. Let Z be a subclass of R-Mod. Then Z is definable if and only if it
is closed under direct products, direct limits and pure submodules.
Proof. See [17, (3.4.7)]
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Given any M ∈ R-Mod, the definable subcategory of R-Mod generated by M ,
denoted 〈M〉, is defined to be intersection of all definable subcategories of R-Mod
containing M .
The left Ziegler Spectrum of a ring R- denoted RZg- is the topological space whose
points are the pure-injective indecomposable left R-modules, and whose closed sets
are the sets of the form:
{X : φi(X) = ψi(X) for all i ∈ I}
-for any set {φi/ψi : i ∈ I} of pp-pairs.
Theorem 12. Given any proper pp-pair φ/ψ, and any M ∈ R-Mod such that
φ(M) > ψ(M), there exists a pure injective indecomposable module N in 〈M〉 such
that φ(N) > ψ(N).
Proof. See [28, (4.8)]
Given any M ∈ R-Mod, define the support of M - denoted Supp(M)- to be the set
of all pure-injective indecomposables in 〈M〉. Notice that, given any M,N ∈ R-Mod,
Supp(M) ⊆ Supp(N) if and only if every pp-pair closed on N is closed on M .
Given any set Z of R-modules, we define Supp(Z) to be the set of all pure-injective
indecomposable modules M such that every pp-pair closed on every module in Z is
closed on M .
2.3.1 Cantor-Bendixson rank
Given a topological space T , we say a point p ∈ T is isolated if {p} is an open set.
In order to define the Cantor-Bendixson rank of T , one has to recursively define
a topological space Tα for every ordinal α, as follows: First of all, let T0 be T .
Given Tα, let Tα+1 be the set of all non-isolated points of Tα- this is a closed set
in Tα. Let the topology on Tα+1 be the topology induced from Tα: i.e. the closed
subsets of Tα+1 are those of the form X ∩ Tα+1- where X is a closed subset of Tα.
Given a limit ordinal γ, define Tγ =
⋂
α<γ Tα, and let the closed subsets of Tγ be
the sets X ∩ Tγ- for every closed subset X of T .
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We say that a point p in T has Cantor-Bendixson rank α if p ∈ Tα\Tα−1. We say
that T has Cantor-Bendixson rank α if Tα−1 6= ∅ and Tα = ∅
Given any pp-pair φ/ψ, (φ/ψ) denotes the set of all indecomposable pure-injective
R-modules M such that φ(M) > ψ(M). We say that a pp-pair is minimal on M if
φ(M) > ψ(M), and there is no pp-formula χ such that φ(M) > χ(M) > ψ(M).
We say that a closed subset X of RZg satisfies the isolation condition if, for all
closed subsets Y of X and all isolated points N of Y , there exists a Y -minimal pp-pair
φ/ψ such that (φ/ψ) ∩ Y = {N}.
Lemma 11. Given any closed set X of RZg, the following are equivalent:
1. X satisfies the isolation condition.
2. Every N ∈ X which is isolated in some closed subset of X is isolated in Supp(N)
by a minimal pair.
Proof. See [17, (5.3.16)]
2.4 Bound quiver algebras
Let Q = (Q0, Q1) denote any finite quiver- where Q0 is the set of vertices, and Q1
the set of arrows. Given any α ∈ Q1, let s(α) and t(α) denote the source and target
of α.
A path of length n in Q is any string w = α1α2 . . . αn of elements of Q1, such that
s(αi) = t(αi+1) for all i ≤ n− 1. We define s(w) = s(αn) and t(w) = t(α1).
For each a ∈ Q0, we define a “path of length 0”, ea, such that s(ea) = t(ea) = a.
Given a field, K, the path algebra KQ is defined as follows: As a K-vector space,
it has basis given by the set of all paths in Q: the multiplication of elements in KQ
is such that:
w × u =
 wu if s(w) = t(u)0 otherwise
w × ea =
 w if s(w) = a0 otherwise
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eb × w =
 w if t(w) = b0 otherwise
For each a ∈ Q0, ea is an idempotent. And 1 =
∑
a∈Q0 ea.
A relation in KQ is a finite K-linear combination of paths in Q- all of which have
a common source, and a common target. A bound quiver algebra is any K-algebra
of the form KQ/I, where I is an ideal generated by finitely many relations.
A K-representation of Q is any set of K-vector spaces {Ma : a ∈ Q0}, and a set of
morphisms {fα ∈ HomK(Ms(α),Mt(α)) : α ∈ Q1}. We say that it is finite dimensional
if
⊕
a∈Q0 Ma is finite dimensional.
Given any path w = α1α2 . . . αn in Q, denote fα1fα2 . . . fαn by fw. We say that a
K-representation of Q is bound by I, if ∑i λifwi = 0 for all relations ∑i λiwi which
generate I.
We denote by RepK(Q, I) (and respectively, repK(Q, I)) the category of all K-
representations of Q (respectively, finite dimensional K-representations of Q) which
are bound by I.
Theorem 13. RepK(Q, I) and Mod KQ/I are equivalent categories.
Furthermore, if Q is a finite quiver, then repK(Q, I) and mod KQ/I are equivalent
categories.
Proof. See [1, (III.1.6)]
A quiver is said to be acyclic if there are no cyclic paths in Q. The underlying
graph of a quiver is the (undirected) graph obtained by replacing each arrow in Q1
by an undirected edge.
2.4.1 The quiver of an algebra
Let A be any finite dimensional K-algebra. An idempotent of A is any element e ∈ A
such that e2 = e. Idempotents ei and ej are said to be orthogonal if eiej = ejei = 0.
An idempotent e is said to be primitive if there is no pair of orthogonal idempotents
ei and ej in A such that e = ei + ej. A central idempotent of A is any idempotent e
of A such that ae = ea for all a ∈ A.
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The radical of A, denoted rad(A), is the intersection of all maximal right ideals
of A.
An algebra A is said to be connected if it cannot be written as a direct product of
two non-zero algebras- or equivalently, the only central idempotents of A are 0 and
1.
Let {e1, e2, . . . , en} be the complete set of primitive orthogonal idempotents in A.
We say that A is basic if eiA  ejA for all i 6= j.
The quiver of A- denoted QA- is the quiver with vertex set {1, 2, . . . , n}, and
dimK(ei(rad(A)/rad
2(A))ej) arrows from the vertex i to the vertex j.
Theorem 14. For any basic, connected, finite dimensional K-algebra A, there exists
an admissible ideal, I of KQA such that A ∼= KQA/I.
Proof. See [1, (II.3.7)]
2.5 Auslander-Reiten quivers
Given any M,N ∈ A-mod, a map f ∈ Hom(M,N) is said to be irreducible if f is
neither a section nor a retraction, and given any factorisation:
M
f //
g
  A
AA
AA
AA
A N
L
h
??~~~~~~~
-either g must be a section, or h a retraction.
Given any K-algebra A, the Jacobson radical of A-mod (denoted radA) is the
two-sided ideal in the category A-mod defined by:
radA(X, Y ) = {h ∈ HomA(X, Y ) : 1X − g ◦ h is invertible for all g ∈ Hom(Y,X)}
-for all X, Y ∈ A-mod. Given any n ∈ N, define radnA to be the ideal consisting of all
finite sums of maps of the form:
X = X0
f1−→ X1 f2−→ · · · fn−1−→ Xn−1 fn−→ Xn = Y
-with each map hi ∈ radA(Xi−1, Xi). Notice that radn+1A ⊆ radnA for all n ≥ 1. Define
rad∞A :=
⋂
n≥1 rad
n
A.
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Lemma 12. Take any X, Y ∈ A-mod, and f ∈ Hom(X, Y ). Then f irreducible if
and only if f ∈ radA(X, Y )\rad2A(X, Y ).
Proof. See [1, (IV.1.6)]
2.5.1 Translation quivers
A quiver (finite or infinite) is said to be locally finite if, given any a ∈ Q0, there are
only finitely many α ∈ Q1 with source a and only finitely many β ∈ Q1 with target
a.
A translation quiver is a locally finite quiver, endowed with a a subset Q′0 ⊆ Q0
and an injective map τ : Q′0 → Q0 such that, for all a ∈ Q′0 and b ∈ Q0 the number
of maps from b to a is equal to the number of maps from τa to b.
2.5.2 The Auslander-Reiten quiver
Given any basic, connected, finite dimensional K-algebra, A, the Auslander-Reiten
quiver ΓA is given as follows:
• The vertices of Γ are the (isomorphism classes of) indecomposable modules in
A mod.
• Given any such modules M and N , there are precisely dimK(radK(M,N)) −
dimK(rad
2
K(M,N)) arrows with source M and target N .
An almost split exact sequence is a short exact sequence:
0→ L f→M g→ N → 0
-where L and N are indecomposable, and f and g are irreducible.
A map f ∈ Hom(L,M) is left minimal if any h ∈ End(M) such that hf = f is an
isomorphism. It is left almost split if it is not a section, and any map h ∈ Hom(L,X),
which is not a section, factors through f . We say that f is left minimal almost split
if it is left minimal, and left almost split.
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Dually a map g ∈ Hom(M,N) is right minimal if any h ∈ End(M) such that
gh = g is an isomorphism. It is right almost split if it is not a retraction, and any
map h ∈ Hom(X,N), which is not a retraction, factors through g. We say that f is
right minimal almost split if it is left minimal, and left almost split.
Lemma 13. Given any short exact sequence:
0 −→ L f−→M g−→ N −→ 0
The following are equivalent:
• The sequence is an almost split exact sequence
• f is left minimal almost split
• g is right minimal almost split.
Proof. See [1, (IV.1.13)]
Given any M ∈ A-mod, we denote by M t the Aop-module HomA(M,A). The
functor ( )t : A-mod → Aop-mod induces an isomorphism between the set of finitely
generated projective right A-modules, and the set of finitely generated projective left
A-modules.
Given any M ∈ A-mod which is not projective, take a minimal projective presen-
tation of M :
P1
f1−→ P0 f0−→M −→ 0
The functor ( )t is left exact. Applying it gives the exact sequence:
0 −→M t f
t
0−→ P t0
f t1−→ P t1 −→ Coker(f t1) −→ 0
Define Tr(M) := Coker(f t1). Define τ
−(M) := DTr(M), and τ(M) := TrD(M).
Lemma 14. Let M be any indecomposable module in A-mod. If M is not injective,
then there exists an almost split exact sequence of the form:
0→M → N → τ−M → 0
If M is not projective, then there exists an almost split exact sequence of the form:
0→ τM → N →M → 0
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Proof. See [1, (IV.3.1)]
Theorem 15. Let M,N ∈ A-mod be indecomposable. If N is not injective, then:
Ext1A(M,N) ' DHomA(τ−N,M)
If M is not projective, then:
Ext1A(M,N) ' DHomA(N, τM)
If either M is projective, or N injective, then:
Ext1A(M,N) = 0
Proof. See [1, (IV.2.13)]
Theorem 16. Let A be a K-algebra, and M,N ∈ A-Mod.
• If M ∈ A-mod and pdM ≤ 1 then Ext(M,N) ' DHom(N, τ(M))
• If N ∈ A-mod and idN ≤ 1 then Ext(M,N) ' DHom(τ−1(N),M)
Proof. See [15]
A connected component of the Auslander-Reiten quiver is said to be preprojective
if it is acyclic, and every indecomposable M ∈ A-mod in the component is isomorphic
to τ−nP , for some n ≥ 0 and projective P ∈ A-mod.
Dually, a connected component of the Auslander-Reiten quiver is said to be prein-
jective if it is acyclic, and every indecomposable M ∈ A-mod in the component is
isomorphic to τnE, for some n ≥ 0 and injective E ∈ A-mod.
Two components Γ1 and Γ2 of an Auslander-Reiten quiver are said to be orthog-
onal if Hom(M,N) = Hom(N,M) = 0 for all M in Γ1 and N in Γ2.
2.5.3 Projective covers in quiver algebras
Let A be any bound quiver algebra, KQ/I, such that Q0 is finite. Then, given any
a ∈ Q0, the stationary path ea is a primitive idempotent of A. Furthermore, every
primitive idempotent is equal to ea for some a ∈ Q0.
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For each a ∈ Q0, define P (a) ∈ A-mod to be Aea. As a K-vector space, it has
basis the set of all paths in Q with source a, modulo I.
Lemma 15. Let A = KQ/I, for some finite quiver Q. Then given any a ∈ Q0, P (a)
is an indecomposable projective in A-Mod.
Furthermore, every projective module in A-mod is isomorphic to a finite direct
sum of copies of modules in {P (a) : a ∈ Q0}.
Proof. See [3].
Dually, for each a ∈ Q0, define I(a) ∈ A-mod to be D(eAAop).
Lemma 16. Let A = KQ/I, for some finite quiver Q. Then given any a ∈ Q0, I(a)
is an indecomposable injective in A-Mod.
Furthermore, every injective module in A-mod is isomorphic to a finite direct sum
of copies of modules in {I(a) : a ∈ Q0}.
To every a ∈ Q0, we also assign a simple module S(a), with Ma ' K, and Mb = 0
for all b ∈ Q0\a. Every simple A-module is isomorphic to S(a), for some a ∈ Q0.
Lemma 17. Let A = KQ/I, for some finite quiver Q.
Then every M ∈ A-mod has a projective cover.
Proof. See [1, (I.5.8)]
2.6 Torsion pairs and tilting
Given any class Z of modules in A-Mod, we write Hom(M,Z) = 0 (respectively,
Hom(Z,M) = 0) to mean that Hom(M,Z) = 0 (respectively, Hom(Z,M) = 0) for
all Z ∈ Z.
We define r(Z) to be the class of all M ∈ A-Mod such that Hom(Z,M) = 0, and
l(Z) to be the class of all M ∈ A-Mod such that Hom(M,Z) = 0.
Let F and G be classes of left A-modules. We say that (F ,G) is a torsion pair
if both l(F) = G and r(G) = F . We call F the torsionfree class, and G the torsion
class.
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Lemma 18. (F ,G) is a torsion pair if and only if the following condition holds:
• Hom(N,M) = 0 for all M ∈ F and N ∈ G
• For all M ∈ A-Mod, there exists a submodule M ′ of M in F such that M/M ′ ∈
G.
Proof. See lemma 1 of [22].
In any torsion pair, the torsionfree class is closed under submodules, and the
torsion class is closed under quotient modules.
A torsion pair (F ,G) is said to be split if Ext1(F ,G) = 0- or, equivalently, if every
M ∈ R-Mod can be decomposed into M ′ ⊕M ′′, with M ′ ∈ F and M ′′ ∈ G.
2.6.1 Tilting functors
Given any set Z of A-modules, we define add(Z) to be the set of all direct products
of direct summands of modules in Z. We also define ∏Z to be the set of all direct
summands of direct products of modules in Z.
Given any M ∈ A-Mod, we define add(M) = add({M}).
Given any finite dimensional K-algebra A, a tilting A-module is any T ∈ A-mod
such that:
• pd(T ) ≤ 1
• Ext(T, T ) = 0
• There exists an exact sequence:
0→A A→ T ′ → T ′′ → 0
-with T ′ and T ′′ in add(T ).
Given any algebra A, and any tilting module T ∈ A-mod, let B = EndA(AT ),
and define the functors:
ΣT := HomA(T, ) : A-Mod→ B-Mod
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Σ′T := ExtA(T, ) : A-Mod→ B-Mod
ΥT :=A TB ⊗ : B-Mod→ A-Mod
Υ′T := Tor
B
1 (T, ) : B-Mod→ A-Mod
Define two subclasses of A-Mod by F(T ) := Ker(ΣT ) and G(T ) := Ker(Σ′T ).
Define two subclasses of B-Mod by X (T ) := Ker(ΥT ) and Y(T ) := Ker(Υ′T ).
Theorem 17. (F(T ),G(T )) is a torsion pair in A-Mod, and (Y(T ),X (T )) is a
torsion pair in B-Mod.
Theorem 18. ΣT and ΥT are mutually inverse equivalences between the categories
G(T ) and X (T ).
Also, Σ′T and Υ
′
T are mutually inverse equivalences between the categories F(T )
and Y(T ).
Proof. See [9, (1.4)]
Chapter 3
Tubular Algebras
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3.1 Tubular algebras
3.1.1 Integral quadratic forms
Given any finite dimensional K-algebra A, the Grothendieck group K0(A) is defined
as follows: Let F be the free group generated by isomorphism classes of modules in
A-mod. Given any M ∈ A-mod, let [M ] denote its image as an element of F . Let
E be the subgroup of F generated by elements of the form [Y ]− [X]− [Z], for every
short exact sequence in A-mod:
0→ X → Y → Z → 0
Then K0(A) := F/E.
Let A be any finite dimensional K-algebra. It follows from the Jordan-Holder
theorem that K0(A) is isomorphic to Zn- where n is the number of non-isomorphic
simple A-modules.
Let KQ/I be the bound quiver algebra isomorphic to A. Recall that there is
exactly one simple KQ/I-module for each vertex of Q- so we may label the vertices
of Q as {1, 2, . . . , n}.
Recall, the set of simple modules {S(a) : a ∈ Q0} from (2.5.3). Given any M ∈ A-
mod, let x1, . . . , xn be such that [M ] =
∑n
a=1 xa[S(a)] (as elements of K0(A))- or
equivalently, let xa = dimK(eaM). Define (x1, . . . , xn) to be the dimension vector of
M - which we denote as dim(M).
Given a finite dimensional basic K-algebra A, let {P (a) : a = 1, . . . , n} denote
the indecomposable projective A-modules. The Cartan matrix CA is defined to be
the n× n matrix whose i-j-th entry is dimK(HomA(P (i), P (j))).
Lemma 19. Let A be any finite dimensional K-algebra with finite global dimension.
Then CA has an inverse in Mn(Q).
Furthermore, if CA is upper triangular, and dimK(EndA(P (i))) = 1 for all inde-
composable projectives P (i), then CA has an inverse in Mn(Z).
Proof. See page 70 of [23].
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In particular, if A = KQ/I for some acyclic quiver Q, then CA has an inverse in
Mn(Z).
Let A be any finite dimensional K-algebra such that CA is invertible. Define the
bilinear form 〈 , 〉 : Zn × Zn → Z by:
〈x, y〉 := xC−TyT for all x, y ∈ Zn
Lemma 20. Let A be a basic algebra of finite global dimension. Then, for all X, Y ∈
A-mod:
〈dim(X), dim(Y )〉 =
∑
n≥0
(−1)ndimK(Extn(X, Y ))
-where Ext0(X, Y ) := Hom(X, Y ).
Proof. See [1, (3.1.3)]
Given any K-algebra A such that CA is invertible in Mn(Z), define χA : Zn → Z
by:
χA(x) := 〈x, x〉
Then χA is an integral quadratic form- i.e. it is of the form:
χA : (x1, . . . , xn) 7→
n∑
i=1
x2i +
∑
i<j
µijxixj
-with µij ∈ Z for all i, j. We say that a quadratic form χ : Zn → Z is positive
semi-definite if χ(x1, . . . , xn) ≥ 0 for all (x1, . . . , xn) ∈ Zn. We define:
rad(χ) := {x ∈ Zn : χ(x) = 0}
radχ is a subgroup of Zn, and every element of rad(χ) is called a radical vector. The
radical rank of χ is defined to be the rank of rad(χ) as a subgroup of Zn.
Let x = (x1, . . . , xn) be any element of Zn. We say that x is sincere if xi 6= 0 for
all i. It is positive if xi ≥ 0 for all i.
The support of x is the set of all i ∈ Q0 such that xi 6= 0. We say that x is
connected if and only if the full subquiver of Q on the support of x is a connected
subquiver of Q. We say that x is a root of χA if χA(x) = 1.
Let U be any subset of K0(A), such that χ(x) ≥ 0 for all x ∈ U . Let Y be any
module class in A-mod. We say that Y is controlled by the restriction of χA to U if:
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• For all indecomposable A-modules M in Y , dim(M) is either a connected pos-
itive root, or a connected positive radical vector of χA in U .
• For every connected positive root x of χA in U , there is one indecomposable
A-module M (up to isomorphism) in Y with dim(M) = x.
• For every connected, positive radical vector x ∈ U , there is an infinite family of
(isomorphism classes of) indecomposable modules in Y with dimension vector
x
3.1.2 Tubes
Given any translation quiver Γ = (Γ0,Γ1, τ), the geometric realisation of Γ is defined
formally in [5, (4.1)]. Informally, we may define it as follows:
For all non-injective x ∈ Γ0, define γx to be an arrow from x to τ−x. Let Γ′1 be
the set of all such arrows.
Recall that, for all non-injective x ∈ Γ0, and all y ∈ Γ0, the number of maps from
x to y equals the number of maps from y to τ−x- we may therefore assign, to each
α : x→ y, a unique map β : y → τ−x- which we shall denote as σ(α).
For each arrow α ∈ Γ1, assign a 2-dimensional simplex, 4α to α, which is the
triangle:
y
σ(α)
!!C
CC
CC
CC
C
x
α
@@ γα // τ−x
We may informally define the geometric realisation of Γ to be the “shape” obtained
from the set of all triangles4α by identifying any edges of triangles which correspond
to the same arrow in Γ1, or in Γ
′
1.
A translation quiver Γ is called a tube if it contains a cyclic path, and the geometric
realisation of Γ is S1 × R+0 (where S1 is the unit circle).
Given any ring R, let Γ′ be a component of Γ(R-mod) which is a tube. We say
that Γ′ is a stable tube if and only if every R-module associated to a vertex of Γ′ is
neither projective nor injective.
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Given any n ∈ N+, define ZA∞/n to be the translation quiver with vertex set
Zn × N+, and arrow set:⋃
i∈Zn
⋃
j∈N+
{αi,j : (i, j)→ (i, j + 1), βi,j : (i, j + 1)→ (i+ 1, j)}
-with τ(i, j) = (i− 1, j) for all (i, j) ∈ Zn × N+.
Lemma 21. A component Γ′ of an Auslander-Reiten quiver is a stable tube if and
only if it is of the form ZA∞/n for some n ∈ N+.
Proof. See [23, (3.1.0)].
Given any stable tube Γ, which looks like ZA∞/n, we define the rank of Γ to be
n. A stable tube is said to be homogeneous if it has rank 1. We define the mouth of
Γ to be the vertices in {(i, 1) : i ∈ Zn}.
Given any stable tube of rank n, we will normally write the module associated to
the vertex (i, j) as Ei[j], and the maps as:
f ji : Ei[j]→ Ei[j + 1]
gji : Ei−1[j + 1]→ Ei[j]
-for all i ∈ Zn and j ≥ 1. Notice that, for all i, we have an almost split exact
sequence:
0→ Ei[1] f
1
i−→ Ei[2]
g1i+1−→ Ei+1[1]→ 0
And for all i ∈ Zn and k ≥ 2, we have an almost split exact sequence:
0→ Ei[k]
(fki ,g
k−1
i+1 )−→ Ei[k + 1]⊕ Ei+1[k − 1]
(gki+1,f
k−1
i+1 )
t
−→ Ei+1[k]→ 0
Given any quasisimple module Ei in a stable tube, we denote by Ei[∞] the direct
limit of the sequence:
Ei[1]
f1i−→ Ei[2] f
2
i−→ Ei[3] f
3
i−→ . . .
And we denote by Êi the inverse limit of the sequence:
· · · g
3
i−→ Ei−2[3] g
2
i−→ Ei−1[2] g
1
i−→ Ei[1]
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Lemma 22. Take any module Ei[k] in a stable tube of rank n, and any indecomposable
M ∈ A-Mod which is not isomorphic to Ej[m] for any j ∈ Zn and m ≤ n.
Then for all f ∈ Hom(Ei[k],M) there exists g ∈ Hom(Ei[k + 1],M) such that
f = gfki
Proof. We prove the result by induction on k: Assume that we have the result for
k − 1. Consider the almost split exact sequence:
0→ Ei[k]
(fki ,g
k−1
i+1 )−→ Ei[k + 1]⊕ Ei+1[k − 1]
(gki+1,f
k−1
i+1 )
t
−→ Ei+1[k]→ 0
Since M  Ei[k], f is not a section, so there exists h ∈ Hom(Ei[k + 1],M) and
h′ ∈ Hom(Ei+1[k − 1],M) such that f = hfki + h′gk−1i+1 . By the induction hypothesis,
h′ factors through fk−1i+1 - i.e. there exists h
′′ ∈ Hom(Ei+1[k],M) such that h′ = h′′fk−1i+1 .
Then:
f = hfki + h
′gk−1i+1
= hfki + h
′′fk−1i+1 g
k−1
i+1
= hfki − h′′gki+1fki
-so f factors through fki , as required.
Given any component Γ′, we say that an indecomposable module M0 ∈ A-mod
(but not in Γ′) is a proper predecessor of Γ′ if there exists a finite set of modules
M1, . . . ,Mk ∈ A-mod such that Mk ∈ Γ′ and Hom(Mi−1,Mi) 6= 0 for all i ≤ k. We
say that an indecomposable module N0 ∈ A-mod (but not in Γ′) is a proper successor
of Γ′ if there exists a finite set of modules N1, . . . , Nk ∈ A-mod such that Nk ∈ Γ′
and Hom(Ni, Ni−1) 6= 0 for all i ≤ k. Γ′ is said to be standard if no indecomposable
M ∈ A-mod is both a proper predecessor and a proper successor of Γ′
Lemma 23. Let T (ρ) be any standard stable tube. Given any indecomposable modules
M ,N in T (ρ), any map in Hom(M,N) is a K linear combination of the identity map
(if M ∼= N) and compositions of irreducible morphisms in the tube (i.e. the ones
associated with arrows of the tube).
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Proof. See [27, (2.7)]
Corollary 1. Given any two modules Ei[m] and Ei′ [m
′] in a standard stable tube
T (ρ), let J be the set of all a ≥ 0 such that m−m′ ≤ a ≤ m− 1 and nρ|(i′ − i+ a).
Then every map in Hom(Ei[m], Ei′ [m
′]) can be written in the form:∑
a∈J
λaf
m′−1
i′ f
m′−2
i′ . . . f
m−a
i′ g
m−a
i+a . . . g
m−2
i+2 g
m−1
i+1
-with all λa ∈ K.
Proof. Let h : Ei[m]→ Ei′ [m′] be any composition ha′ . . . h3h2h1 of irreducible maps.
Let a be the number of maps hj′ which are of the form g
n
j (for some j and n). Of
course, the other a′ − a maps take the form gnj , for some j and n.
Notice that, for all n ≥ 2 and j the almost split exact sequence starting at Ej[n]
gives gnj+1f
n
j = −fn−1j+1 gn−1j+1 .
If a ≥ m, then we can “re-shuﬄe” h into a map of the form:
h′g1i−mf
1
i−m−1g
1
i−m−1g
2
i−m−1 . . . g
k
i−m−1
-for some h′ ∈ Hom(Ei+m+1[2], Ei′ [k′]). The exact sequence starting at Ei−m−1[1]
gives that g1i−mf
1
i−m−1 = 0- and hence that h = 0.
If a < m, then- since, we can “re-shuﬄe” h into a map of the form:
±fm′−1i′ fm
′−2
i′ . . . f
m′−(a′−a)
i′ g
m−a
i+a . . . g
m−2
i+2 g
m−1
i+1
Notice that:
fm
′−1
i′ f
m′−2
i′ . . . f
m′−(a′−a)
i′ ∈ Hom(Ei′ [m′ − (a′ − a)], Ei′ [k′])
gm−ai+a . . . g
m−2
i+2 g
m−1
i+1 ∈ Hom(Ei[m], Ei+a[m− a])
-and so Ei′ [m
′ − (a′ − a)] ∼= Ei−a[m − a]. Thus a′ = 2a + m′ −m, and i′ − i + a is
divisible by nρ.
Lemma 23 completes the proof.
Notice that the following lemma can be applied to any quasisimple module Ei[1]
in a standard stable tube- where the left-minimal almost split map is the map f 1i :
Ei[1]→ Ei[2]:
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Lemma 24. Let L ∈ A-mod be indecomposable and such that End(L)) ' K, and
let f : L → M be left-minimal almost split. Then Coker(f, L) is 1-dimensional as a
K-vector space, and Coker(f,X) = 0 for all indecomposable modules X (other than
L).
Proof. Given any indecomposable X which is not isomorphic to L, any map g ∈
Hom(L,X) cannot be a section (since that would imply that L is a direct summand
of X), and hence factors through f .
The identity map in End(L) does not factor through f : since that would imply
that there exists h : M → L such that hf = 1- i.e. that f is a section, which
contradicts the fact that it is almost split. The fact that dimK(Coker(f, L)) ≤
dimK(Hom(L,L)) completes the proof.
Notice that, given any tube, and any k ≥ 2, the sequence:
0 −→ Ei f
k−1
i ...f
2
i f
1
i−→ Ei[k]
gk−1i+1−→ Ei+1[k − 1] −→ 0
3.1.3 Generalised tubes
A generalised tube is any collection of modules and morphisms (Mi, fi, gi)i∈N+ , where
fi : Mi → Mi+1 and gi : Mi+1 → Mi for all i ∈ N+, such that the following sequence
is exact:
0 −→Mi (fi,gi)
t
−→ Mi+1 ⊕Mi−1 (gi,−fi−1)−→ Mi −→ 0
(where M0 is the zero module, and f0 and g0 are zero maps, by convention). Given
any generalised tube, let M∞ denote the direct limit of the sequence:
M1
f1−→M2 f2−→M3 f3−→ . . .
-and let M̂ denote the inverse limit of the sequence:
· · · g3−→M3 g2−→M2 g1−→M1
Of course, any homogeneous tube is a generalised tube. In fact, every stable tube
(in the notation of (3.1.2)) gives us a generalised tube: where Mi = E1[i]⊕· · ·⊕Enρ [i],
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and fi and gi are given by the maps:
fi : (x1, . . . , xnρ) 7→ (f i1(x1), . . . , f inρ(xnρ))
gi : (y1, . . . , ynρ) 7→ (ginρ(ynρ), gi1(y1), . . . , ginρ−1(ynρ−1))
Furthermore, M∞ ∼= E1[∞]⊕ · · · ⊕ Enρ [∞] and M̂ ∼= Ê1 ⊕ · · · ⊕ Ênρ .
3.1.4 Krause’s canonical exact sequence
Let (Mi, fi, gi)i∈N+ be any generalised tube. Fix any j ∈ N. Then for all i ∈ N+ we
have a commutative diagram with exact rows:
0 //Mi+1
fi+j−1...fi //
gi

Mi+j+1
gj ...gi+j−1 //
gi+j

Mj // 0
0 //Mi
fi+j−1...fi //Mi+j
gj ...gi+j−1 //Mj // 0
Taking the inverse limit of such sequences, we obtain an exact sequence of the form:
0 // M̂
Φj //
M̂
hj //Mj // 0
-where Φ ∈ Hom(M̂, M̂) is the kernel of h1. Now, for all j ∈ N+, the following
diagram commutes:
0 // M̂
Φj //
M̂
hj //
Φ

Mj //
gj

0
0 // M̂
Φj+1 //
M̂
hj+1//Mj+1 // 0
Taking the direct limit of such sequences, we obtain an exact sequence:
0 −→ M̂ −→ Q −→M∞ −→ 0
This sequence- as originally described by Krause in [14]- will be referred to as the
canonical exact sequence associated to (Mi, fi, gi)i∈N+ .
Theorem 19. Given any generalised tube over a finite dimensional K-algebra, con-
sider the canonical exact sequence:
0 −→ M̂ −→ Q −→M∞ −→ 0
Then:
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1. Every infinite dimensional module in the Ziegler closure of {Mi : i ∈ N} is a
direct summand of M∞ ⊕ M̂ ⊕Q.
2. Q has finite length over its endomorphism ring.
3. Every module in the Ziegler-closure of M∞ is a direct summand of M∞ ⊕Q
4. Every module in the Ziegler-closure of M̂ is a direct summand of M̂ ⊕Q
Proof. See [14, (8.10)]
Given any ring R, a module G ∈ R-mod is said to be generic (in the sense of [11])
if it is indecomposable, of finite endolength, and is not finitely presented.
Theorem 20. Let Ei and Ej be any modules lying on the mouth of a stable tube in
Tγ. Then:
• The direct limit Ei[∞] is Σ-pure injective and indecomposable.
• Ei[∞] ∼= Ej[∞] if and only if Ei ∼= Ej.
• The Ziegler closure of Ei[∞] consists of Ei[∞] and finitely many generic mod-
ules (which are the distinct direct summands of the middle term Q of the canon-
ical exact sequence)
Proof. See [17, (15.1.9)]
Theorem 21. Let Ei and Ej be any modules lying on the mouth of a stable tube in
Tγ. Then:
• The inverse limit Êi is pure injective and indecomposable.
• Êi ∼= Êj if and only if Ei ∼= Ej.
• The Ziegler closure of Êi consists of Êi and finitely many generic modules
(which are the distinct direct summands of the middle term Q of the canon-
ical exact sequence)
Proof. See [17, (15.1.9)]
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3.1.5 Tubular families
A tubular family (indexed by I) is any set of tubes {T (ρ) : ρ ∈ I} in a given
Auslander-Reiten quiver. It is said to be stable if T (ρ) is stable for all ρ ∈ I.
Given a stable tubular family T = {T (ρ) : ρ ∈ I}, let nρ be the rank of T (ρ) for
each ρ ∈ I. Define the type of T to be the map I :→ N+ taking each ρ ∈ I to nρ. If
T contains only finitely many non-homogeneous tubes- say T (ρ1), . . . , T (ρt)- then we
say that T has type (nρ1 , . . . , nρt)- we will usually assume that the tubes are labeled
so that nρ1 ≥ · · · ≥ nρt .
We say that a module M lies in T (written M ∈ T ) if and only if it lies in one of
the tubes in T .
Lemma 25. Let T be a standard stable tubular family in A-mod. Then add(T ) is
an abelian category, which is serial, and closed under extensions.
Proof. See [23, (3,1,3)]
A tubular family is said to be sincere if, given any simple A-module S, there exists
a module T in one of the tubes T (ρ) such that S is one of the composition factors of
T . If A is a bound quiver algebra KQ/I, then this is equivalent to saying that, for
all vertices a ∈ Q0, there exists a module T in some tube such that eaT 6= 0.
A tubular family T = {T (ρ) : ρ ∈ I} is said to be separating if there exist subsets
P and Q of A-mod such that:
• P ∪ T ∪ Q is a partition of the set of all indecomposable modules in A-mod.
• Hom(Q, T ) = Hom(T ,P) = Hom(Q,P) = 0.
• Hom(T (ρ), T (ρ′)) = 0 for all ρ 6= ρ′ in I.
• Given any M ∈ P , any N ∈ Q, and any tube T (ρ) in T , every map f ∈
Hom(M,N) can be factored through a module in add(T (ρ)).
In which case, we say that T separates P from Q.
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3.1.6 Hereditary algebras and concealed algebras
The Euclidean diagrams are the graphs A˜n (with n ≥ 1), D˜n (with n ≥ 4), E˜6, E˜7,
and E˜8- which are defined as follows:
A˜1 : • •
A˜n : •
OOO
OOO
OOO
OOO
OO
ooo
ooo
ooo
ooo
oo
• • ______ • •
(n+ 1) vertices
D˜n : • •
• • • ______ • • •
(n+ 1) vertices
E˜6 : •
•
• • • • •
E˜7 : •
• • • • • • •
E˜8 : •
• • • • • • • •
AK-algebra A is said to be hereditary if every submodule of a projective A-module
is projective.
Lemma 26. Let Q be any acyclic quiver, whose underlying graph is a Euclidean
diagram. Then KQ is a representation-infinite hereditary algebra. The Auslander
Reiten quiver of KQ can be partitioned into P ∪ T ∪ Q, where:
• P is a connected preprojective component, containing all the projective KQ-
modules.
• Q is a connected preinjective component, containing all injective KQ-modules.
• T is a family of standard stable tubes {T (ρ) : ρ ∈ P1(K)}, which separates P
from Q.
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• Let nρ denote the rank of Tρ for each ρ ∈ P1(K), and n be the number of vertices
in Q. Then
∑
ρ∈P1(K)(nρ − 1) ≤ n − 2. In particular, only finitely many tubes
are non-homogeneous.
• add(T ) is a serial abelian category.
Proof. See [27, (XI.2)]
A concealed algebra of Euclidean type is any algebra of the form End(AT )-where
A = KQ is any quiver algebra over an acyclic quiver Q, whose underlying graph is
Euclidean, and T is any preprojective tilting A-module (as defined in section 2.6).
End(AT ) is said to be tame if and only if A is tame.
Theorem 22. Let B be any concealed algebra of Euclidean type- i.e. B = End(AT )
for some tilting module AT over a quiver algebra A = KQ, where Q is an acyclic
quiver, whose underlying graph, Q, is Euclidean.
Then the Auslander Reiten quiver can be partitioned into components P, T and
Q, where:
• P is a preprojective component, containing all the projective B-modules.
• Q is a preinjective component, containing all the injective B-modules.
• T is a stable tubular family {T (ρ) : ρ ∈ P1(K)}, separating P from Q.
• There is a group isomorphism f : K0(A) → K0(B) such that the following
diagram commutes:
K0(A)×K0(A)
〈 , 〉A
))SSS
SSSS
SSSS
SSSS
SS
f×f // K0(B)×K0(B)
〈 , 〉B

Z
In particular, χBf = χA.
• χB(x) ≥ 0 for all x ∈ Zn, and rad(χB) is a rank 1 subgroup of K0(B).
• gl.dim(B) ≤ 2, and pd(X) ≤ 1 for almost all (isomorphism classes of) inde-
composable B-modules.
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• pd(X) = id(X) = 1 for all modules X in T .
• The category add(T ) is serial, abelian, and closed under extensions.
Furthermore, the tubular type of T is:
• (min(p, q),max(p, q)), if Q is A˜m- where p and q are the number of anticlockwise
and clockwise arrows (respectively) in Q.
• (2, 2,m− 2) if Q is D˜m (with m ≥ 4)
• (2, 3, 3), if Q is E˜6
• (2, 3, 4), if Q is E˜7
• (2, 3, 5), if Q is E˜8
Proof. See [27, (XI.3.3)] and [27, (XII.3.4)]
An algebra A is called minimal representation-infinite if it is representation-
infinite, but such that A/(AeA) is representation-finite for all idempotents e of A
(other than 0 and 1).
We define an extended Kronecker quiver to be any quiver of the formQ = (Q0, Q1),
where Q0 = {0, 1} and Q1 = {α1, . . . , αt} for some t ≥ 3, with αi : 0→ 1 for all i ≤ t.
Theorem 23. The following are equivalent, for any basic connected algebra, A:
• A is minimal representation-infinite, and Γ(A−mod) has a preprojective com-
ponent containing all the projectives.
• A is either a concealed algebra of Euclidean type, or the path algebra of an
extended Kronecker quiver.
Proof. See [27, (XIV.2.4)]
A finite dimensional K-algebra A is said to be tame if, for all d ∈ N, there is
a finite set of A − K[X]-bimodules M1, . . . ,Mn (which are free and of rank d over
K[X]) such that all but finitely many indecomposable A-modules of dimension d are
isomorphic to Mi ⊗K[X] K[X]/〈X − λ〉 for some λ ∈ K and i ≤ n.
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The K-algebras over extended Kronecker quiver are well known to not be of tame
representation type. Which gives the following result:
Corollary 2. Let A be any basic connected algebra of tame representation type. Then
the following are equivalent:
• A is minimal representation-infinite, and Γ(A−mod) has a preprojective com-
ponent containing all the projectives.
• A is a concealed algebra of Euclidean type.
3.1.7 Branches
Let S(−1, 1) denote the set of all finite sequences in {1,−1} (including the sequence
of length 0, denoted ∅).
The complete branch is an infinite bounded quiver Q = (Q0, Q1), with Q0 = {bs :
s ∈ S(1,−1)}, and Q1 = {β(s,+1) : s ∈ S(1,−1)} ∪ {β(s,−1) : s ∈ S(1,−1)}, where:
β(s,−1) : b(s,−1) → bs
β(s,+1) : bs → b(s,+1)
-with a relation β(s,−1)β(s,+1) = 0 for every s ∈ S(−1, 1). Define a finite branch to be
any finite, full, connected subquiver of the complete branch, containing the vertex b∅.
The length of any finite branch is the number of vertices in it.
Notice that a finite branch B is uniquely characterised by a finite set of non-empty
finite sequences in +1 and −1: namely, let SB be the set of non-empty sequences
a ∈ S(−1,+1) such that ba is a vertex of B. Then the vertex set of B is {b∅} ∪ {ba :
a ∈ SB}, and the arrow set is {βa : a ∈ SB}.
Let KQ/I be a bound quiver algebra, and B a finite branch- let B0 denote the
vertex set of B, and B1 the set of arrows, and IB the set of relations. Let Q ∪ B
denote the quiver whose vertex set is the disjoint union of Q0 and B0, and whose
arrow set is the disjoint union of Q1 and B1.
Let Q′ be the quiver obtained from Q∪B by identifying vertex a with the vertex
b∅. Every relation in I or in IB gives us a unique relation of the quiver Q′: let I ′ be
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the ideal generated by all such relations in Q′. We call KQ′/I ′ the algebra obtained
from KQ/I by adding the branch B at a.
For example: if Q is the quiver:
1
α−→ 2 γ−→ 3
-with ideal I = 〈γα〉, and B is the branch uniquely determined by the set {−1,+1}:
b+1
β+1←− b∅ β−1←− b−1
-with relation IB = 〈β−1β+1〉, then the algebra obtained by adding B at 2 is the
K-algebra over the quiver:
1
α // b∅
γ //
β+1
~~}}
}}
}}
}}
3
b+1 b−1
β−1
``AAAAAAAA
-with the ideal being 〈αγ, β−1β+1〉.
Let B be any finite branch. Given any vertices bi1,...,in and bj1,...,jm , we say that
bi1,...,in depends on bj1,...,jm if (j1, . . . , jm) is an initial subsequence of (i1, . . . , in)- i.e.
if m ≤ n and jk = ik for all k ∈ {1, 2, . . . ,m}.
Given any vertex bs of a finite branch B, we define B(bs) to be full subquiver of
B whose vertex set is the set of all vertices in B which depend on bs. Let `B(bs) be
the number of vertices in B(bs).
Recall that B is a bound quiver (B, IB). Let `B be the element of K0(KB/IB)
given by:
`B =
∑
bs∈B
`B(bs)S(bs)
For example, if B is the branch uniquely characterised by the set {−1,+1}, then
`B = 3[S(b∅)] + [S(b−1)] + [S(b−1)].
3.1.8 Tubular extensions
Let A be a K-algebra, and X ∈ A-mod. The one-point extension of A by X- which
is denoted A[X], is the K-algebra: A AXK
0 K

3.1. TUBULAR ALGEBRAS 57
-where addition is matrix addition, and the multiplication of two elements is given
by matrix multiplication.
If A is a quiver algebra KQ/I, then A[X] will be (isomorphic to) a quiver algebra
KQ′/I ′, where Q′ is obtained from Q by adding an extra vertex, say 0, and precisely
dimK(X) arrows from 0 to vertices of Q. We call the vertex 0 of Q
′ the extension
vertex.
Let A be a K-algebra, and T = {T (ρ) : ρ ∈ I} a family of pairwise orthogonal
stable tubes in A-mod. Given any module E1 lying on the mouth of a tube in T , and
any finite branch B1, define A[E1, B1] to be the algebra obtained from the one-point
extension A[E1] by adding the branch B1 to the extension vertex of A[E1].
Given any s ∈ N+, any pairwise non-isomorphic modules E1, . . . , Es- each of which
lies on the mouth of a tube in T - and any set of finite branches B1, . . . , Bs, define
A[Ei, Bi]
s
i=1 inductively, using the formula:
A[Ei, Bi]
k+1
i=1 := (A[Ei, Bi]
k
i=1)[Ek+1, Bk+1]
-for all k ≥ 1.
Any algebra A[Ei, Bi]
s
i=1 of this form is called a tubular extension of A0 using
modules in T . For each module Ei, let ρi ∈ I be such that Ei lies in T (ρi). Let ri
be the rank of T (ρi), and define the extension type of A[Ei, Bi]si=1 over A to be the
map n : I → N+, such that:
n : ρ 7→ nρ = rρ +
∑
Ei∈T (ρ)
|Bi|
(where |Bi| denotes the number of vertices in Bi). If nρ = 1 for almost all ρ ∈ I, then
we write the extension type as (nρ1 , . . . , nρt)- where {ρ1, . . . ρt} is the set of all ρ ∈ I
such that nρ 6= 1, and (by convention) nρ1 ≥ nρ2 ≥ · · · ≥ nρt .
Theorem 24. Let A0 be an algebra with a tubular family T , which separates P from
Q.
Let A = A0[Ei, Bi]
t
i=1 be any tubular extension of A0 (where Ei ∈ T ). Then we
can partition A-mod into P0 ∪ T0 ∪Q0- where:
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• P0 is the class of all modules in P (of course, every A0-module is also an A-
module).
• T0 is the class of all indecomposable M ∈ A-mod such that either M |A0 is
a non-zero element of T , or the support of M is contained in some Bi and
〈`Bi , dim(M)〉 < 0.
• Q0 is the class of all indecomposable M ∈ A-mod such that either M |A0 is
a non-zero element of Q, or the support of M is contained in some Bi and
〈`Bi , dim(M)〉 > 0.
Furthermore, T0 is a tubular family, which separates P0 from Q0.
Proof. See [23, (4.7.1)]
A tubular algebra is defined to be any tubular extension of a tame concealed
algebra A0 (using modules in the separating tubular family as defined in theorem 22),
of extension type either (2, 2, 2, 2), (3, 3, 3), (4, 4, 2) or (6, 3, 2).
3.1.9 Basic properties of a tubular algebra
Dual to the idea of tubular extension is the idea of tubular coextension. Given any
algebra A∞, with a separating tubular family T , let T ∗ be the set of all Aop∞-modules
which are duals of modules in T . It is a separating tubular family of Aop∞-mod. A
tubular coextension of A∞ using modules from T is an algebra A such that:
Aop = Aop∞[DEi, K
op
i ]
t
i=1
-where Aop∞[DEi, K
op
i ]
t
i=1 is a tubular extension of A
op
∞ using modules from T ∗. The
extension type of A is defined to be the extension type of Aop∞[DEi, K
op
i ]
t
i=1.
An algebra A is said to be cotubular if it is a tubular coextension of a tame
concealed algebra A∞, of extension type either (2, 2, 2, 2), (3, 3, 3), (4, 4, 2) or (6, 3, 2).
Of course, an algebra A is tubular if and only if Aop is cotubular.
Lemma 27. Let A∞ be an algebra with a tubular family T , which separates P from
Q.
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Let A be a tubular coextension of A∞ using modules from T . Then we can partition
A-mod into P∞ ∪ T∞ ∪ Q∞, where T∞ is a tubular family, which separates P∞ from
Q∞.
Proof. This is just the dual of theorem 24
Theorem 25. An algebra is tubular if and only if it is cotubular.
Proof. See [23, (5.2.3)].
Theorem 26. Let A be a tubular algebra. Let A0 and A∞ be tame concealed algebras,
such that A is a tubular extension of A0, and a cotubular extension of A∞. Then A0
and A∞ are uniquely determined by A.
Let h0 and h∞ be the positive radical generators of A0 and A∞ respectively. Then
rad(χA) is a group of rank 2, and the subgroup of rad(χA) generated by h0 and h∞
has finite index in rad(χA).
Proof. See [23, (5.1.1)].
Notice that, since 〈 , 〉 is a bilinear form, and 〈h0, h0〉 = 〈h∞, h∞〉 = 0, we have
that:
〈h0, h∞〉 = −〈h∞, h0〉
Define ι0 : K0(A)→ Z and ι∞ : K0(A)→ Z by:
ι0(x) = 〈h0, x〉
ι∞(x) = 〈h∞, x〉
Given any x ∈ K0(A), we define the index of x to be the element of Q∞0 given by:
− ι0(x)
ι∞(x)
-which we denote ι(x). Given any M ∈ A-mod, define the index of M to be
ι(dim(M)). For all γ ∈ Q>0, define ιγ : K0(A)→ Q by:
ιγ(x) := ι0(x) + γι∞(x)
Note that x ∈ Ker(ιγ) if and only if ι(x) = γ.
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Lemma 28. Given any γ ∈ Q+, pick any a, b ∈ N such that γ = b/a. Let c be the
greatest common divisor of the coordinates of ah0 + bh∞.
Then Ker(ιγ) ∩ rad(χA) is a subgroup of K0(A) of rank 1- which is generated by
(a/c)h0 + (b/c)h∞.
Proof. Take any x ∈ Ker(ιγ) ∩ rad(χA). Since rad(χ) is a rank 2 subgroup, and h0
and h∞ are linearly independent elements of rad(χ), there exist q1, q2 ∈ Q such that
x = q1h0 + q2h∞. Then:
ι(x) = −〈h0, q1h0 + q2h∞〉〈h0, q1h0 + q2h∞〉
= −q2〈h0, h∞〉
q1〈h∞, h0〉
= q2/q1
Then:
b/a = γ = ι(x) = q2/q1
And so every element of rad(χ) ∩ Ker(ιγ) is equal to q(ah0 + bh∞), for some q ∈ Q-
so the subgroup does have rank 1.
Finally, note that every element of the set {q(ah0 +bh∞) : q ∈ Q}∩Zn must equal
d((a/c)h0 + (b/c)h∞) for some d ∈ Z.
Define P0, T0, and Q0 to be the module classes as in theorem 24. Dually, define
P∞, T∞, and Q∞ to be the module classes as found in lemma 27
Define Pγ (respectively, Tγ, Qγ) to be the set of all indecomposable M ∈ A-mod
such that ιγ(dim(M)) < 0 (respectively, ιγ(dim(M)) = 0, ιγ(dim(M)) > 0).
Theorem 27. For all γ ∈ Q+, Tγ is a sincere stable tubular P1(K)-family of type T,
separating Pγ from Qγ.
It is controlled by the restriction of χA to Ker(ιγ).
Proof. See [23, (5.2.2)].
Lemma 29. For all γ ∈ Q∞0 , Pγ = P0 ∪
⋃
α<γ Tα, and Qγ = Q∞ ∪
⋃
β>γ Tβ
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Proof. By [23, p275], A-mod can be partitioned as:
P0 ∪ T0 ∪ (P∞ ∩Q0) ∪ T∞ ∪Q∞
-and we have the following:
ι0(dim(X)) > 0 and ι∞(dim(X)) < 0 for all X ∈ P∞ ∩Q0
ι0(dim(X)) ≤ 0 and ι∞(dim(X)) ≤ 0 for all X ∈ P0 ∪ T0
ι0(dim(X)) ≥ 0 and ι∞(dim(X)) ≥ 0 for all X ∈ P∞ ∪ T∞
So, given any X ∈ P0 ∪ T0, ιγ(dim(X)) ≤ 0 ≤ γ. So P0 ∪ T0 ⊆ Pγ, and similarly,
Q∞ ∪ T∞ ⊆ Qr.
Now, given any X ∈ P∞ ∩Q0, we have:
X ∈ Pγ ⇐⇒ ι0(dim(X)) + γι∞(dim(X)) < 0
= ι(dim(X)) = β for some β ∈ (0, γ)
= X ∈ Tα for some β ∈ (0, γ)
And so Pγ = P0 ∪
⋃
α<γ Tα. The proof for Qγ follows similarly.
Given any r ∈ R+\Q+, we define:
Pr := P0 ∪
⋃
α<r
Tα
Qr := Q∞ ∪
⋃
β>r
Tβ
Note that Qr ∪ Pr is a partition of the set of all indecomposable modules in A-mod,
and Hom(Qr,Pr) = 0. Note that, given any r, s ∈ R+0 :
r ≤ s⇐⇒ Pr ⊆ Ps ⇐⇒ Qs ⊆ Qr
By convention, we set Tr := 0 for all r ∈ R+\Q.
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3.2 Slope
Throughout this section, A will be a tubular algebra, and the components Pγ, Tγ ,Qγ
(for all γ ∈ R∞0 ) are as described in the previous section.
Lemma 30. Take any γ ∈ Q+ and any stable tube T (ρ) in Tγ.
Given any M ∈ add(Pγ) there exists a module T ∈ add(T (ρ)) such that there is
an embedding M ↪→ T .
Dually, given any N ∈ add(Qγ) there exists a module T ′ ∈ add(T (ρ)) such that
there is a surjection T ′  N .
Proof. Let h : M ↪→ E(M) be an injective hull of M . Since Tγ separates Pγ from
Qγ, there exists T ∈ add(T (ρ), and maps f : M → T and g : T → E(M) such that
h = gf . Since h is an embedding, so must f be.
The other case is proved dually.
Corollary 3. Take any α, β ∈ Q∞0 with α < β. Then, for all M ∈ A-Mod,
Hom(M, Tβ) = 0 implies Hom(M, Tα) = 0, and Hom(Tα,M) = 0 implies that
Hom(Tβ,M) = 0.
Consequently, for all α ∈ Q∞0 , l(Tα) ⊆ l(Pα) and r(Tα) ⊆ r(Qα) (where r( ) and
l( ) are as defined in section 2.6).
Proof. Take any X ∈ Tβ and any map f ∈ Hom(M,X). By lemma 30, we can
pick Y ∈ add(Tβ) such that there exists an embedding h : X ↪→ Y . Then hf ∈
Hom(M, Tβ) = 0, and hence f = 0 (since h is an embedding). The other case is
proved dually.
Let A be any tubular algebra. Given any r ∈ R∞0 , we say that a module M ∈ A-
Mod has slope r if and only if Hom(Qr,M) = Hom(M,Pr) = 0.
Lemma 31. Given any M ∈ A-Mod, and any r ∈ R∞0 , the following are equivalent:
1. M has slope r.
2. Hom(Qr,M) = Ext(Pr,M) = 0.
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3. There exists  > 0 such that:
Hom(Qr ∩ Pr+,M) = Hom(M,Pr ∩Qr−) = 0
4. There exists  > 0 such that:
Hom(Qr ∩ Pr+,M) = Ext(Pr ∩Qr−,M) = 0
(where Qα := Q0 if α < 0 and Q∞+ := Q∞).
Proof. First of all, given any connected component Γ′ of the AR quiver, theorem 16
gives that:
Ext(X,M) = 0 for all X ∈ Γ ⇐⇒ Hom(M, τX) = 0 for all X ∈ Γ
⇐⇒ Hom(M,X) = 0 for all X ∈ Γ
(since components of an Auslander Reiten quiver are closed under τ and τ−). And
so (2) is equivalent to (1), and (3) is equivalent to (4).
Clearly, (1) implies (3). To show the converse, suppose that there exists  > 0 as in
(3). Then given any Y ∈ Qr and f ∈ Hom(Y,M), we can pick a rational β ∈ (r, r+)
such that Y ∈ Qβ. By lemma 30, there exists a module T ∈ add(Tβ) such that there
exists a surjection g : T  Y . Then fg ∈ Hom(T,M) = 0 by our assumption. Since
g is a surjection, f must be zero. Dually, one can show that Hom(M,Pr) = 0.
Of course, if M is finite dimensional and indecomposable, and does not lie in P0
or Q∞, then it lies in Tγ for some unique γ ∈ Q∞0 - and, since each tubular family Tβ
separates Pβ from Qβ, the slope of M is γ.
Theorem 28. Let M ∈ A-Mod be any indecomposable module, which does not lie
in P0 or Q∞. Then there exists a unique r ∈ R∞0 such that M has slope r.
Proof. See [22], Theorem 6.
Given any X ∈ A-mod, there exists (by theorem 6) a pp-pair φ/ψ such that
(φ/ψ)(M) ∼= Hom(X,M) for all M ∈ A-Mod. We denote the sentence ∀v(φ(v) →
ψ(v) by Hom(X, ) = 0.
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Similarly, there exists a pp-pair φ/ψ such that (φ/ψ)(M) ∼= Ext(X,M) for all
M ∈ A-Mod. We denote the sentence ∀(v)(φ(v)→ ψ(v) by Ext(X, ) = 0.
Given any r ∈ R∞0 , we define the theory Φr by:
Φr := {Ext(Y, ) = 0 : Y ∈ Pr} ∪ {Hom(X, ) = 0 : X ∈ Qr}
So for all M ∈ A-Mod, M |= Φr if and only if M has slope r.
Lemma 32. Given any r ∈ R∞0 , any A-module M lies in l(Pr) if and only if it is
generated by Tγ, for all rational γ < r.
Proof. See lemma 11 of [22].
Lemma 33. Given any r ∈ R∞0 ,  > 0, and any M ∈ A-Mod of slope r, there exists
a directed system (Mi, fij)I (with every Mi ∈ add((Pr ∪Tr)∩Qr−)) with direct limit
isomorphic to M .
Proof. Let {Mλ : λ ∈ I} be the set of all finite dimensional submodules of M which
are isomorphic to a module in add((Pr ∪ Tr) ∩ Qr−). Let ≤ be the partial ordering
on I such that i ≤ j if and only if Mi is a submodule of Mj.
Consider the directed system, with modules {Mλ : λ ∈ I}, and morphisms fij :
Mi →Mj: where fij is the natural inclusion map of Mi into Mj
For all i ∈ I, define hi : Mi ↪→M be the natural embedding of the submodule Mi
into M . We claim that (M, (hi)i∈I) is the direct limit of the system.
Firstly, given any i ≤ j, the following diagram clearly commutes:
Mi
fij //
hi
!!C
CC
CC
CC
C
Mj
hj

M
(since all the maps involved are inclusions of submodules).
Now, given any module N , and set of maps {gi : Mi → N : i ∈ I} such that
gi = gjfij for all i, j ∈ I such that i ≤ j, we construct a map F ∈ Hom(M,N) such
that F ◦ hi = gi for all i ∈ I.
Pick any α ∈ (r − , r). By lemma 32, there exists a module ⊕k∈J Tk, with each
Tk ∈ Tα, and a surjection Ψ :
⊕
k∈J Tk M .
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Given any m ∈ M , pick any t ∈⊕k∈J Tk such that Ψ(t) = m. Let J ′ be the set
of all k ∈ J such that t has a component in Tk, and let:
ρ :
⊕
k∈J ′
Tk ↪→
⊕
k∈J
Tk
-be the natural embedding of the direct summand. Now, Im(Ψρ) is a finite dimen-
sional submodule of M which is isomorphic to a module in add((Pr∪Tr)∩Qr−). Let
Mi be the relevant submodule in the directed system. We define F (m) to be giΨρ(t).
One can check that this map is well defined, and that it satisfies the required
conditions.
3.3 Modules in stable tubes
Throughout this section, T (ρ) will be a standard stable tube of rank n- and the
modules in T (ρ) will be denoted {Ei[m] : i ∈ Zn,m ∈ N+}, and γ will denote the
slope of all the modules in T (ρ). We define Ei[0] to be the zero module for all i ∈ Zn.
Lemma 34. For all i ∈ Zn and m ∈ N+:
dim(Ei[m]) =
m∑
j=1
dim(Ei+j[1])
Proof. For all i ∈ Zn and k ∈ N+, there exists an exact sequence:
0 −→ Ei[k] −→ Ei[k + 1]⊕ Ei+1[k − 1] −→ Ei+1[k] −→ 0
And so:
dim(Ei[k + 1]) = dim(Ei[k]) + dim(Ei+1[k])− dim(Ei+1[k − 1])
The result follows by induction on k.
Lemma 35. Take any γ ∈ Q+ and any tube T (ρ) in Tγ.
Given any M ∈ A-Mod with slope greater than γ, there exists a module T ∈ T (ρ)
such that Hom(T,M) 6= 0.
Dually, given any N ∈ A-Mod with slope less than γ, there exists a module T ′ ∈
T (ρ) such that Ext(T ′,M) 6= 0.
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Proof. We will only prove the first half. The proof of the second half follows a similar
argument.
Let r ∈ R be the slope of M . Since r > γ, then pick any  ∈ (0, r− γ). We claim
that there exists a module N ∈ Pr ∩ Qr− such that Hom(N,M) 6= 0: if not, then
Hom(Qr−,M) = 0 and Hom(M,Pr−) = 0 (since Pr− ⊆ Pr), and so M has slope
r − - contradicting theorem 28 (since M has slope r).
Consequently, we can pick a module N ∈ Pr ∩ Qr−, and a non-zero map g ∈
Hom(N,M). By lemma 30, there exists T ′ ∈ add(T (ρ)) and a surjection f : T 
N . Then gf 6= 0, so Hom(add(T (ρ)),M) = 0, and so Hom(T (ρ),M) 6= 0, as
required.
Lemma 36. Take any γ ∈ Q+, and any homogeneous tube T (ρ) in Tγ. Denote the
modules in T (ρ) by E[1], E[2], E[3], . . . .
Then for all M ∈ A-Mod with slope less than γ, and all k ≥ 1:
dimK(Hom(M,E[k])) 6= 0
Furthermore, if Hom(M,E[k]) is finite dimensional, then:
dimK(Hom(M,E[k])) = kdimK(Hom(M,E[1]))
Dually, for all N ∈ A-Mod of slope greater than γ, and all k ≥ 1:
dimK(Hom(E[1], N)) 6= 0
-and if Hom(E[1], N) is finite dimensional, then:
dimK(Hom(E[k], N)) = kdimK(Hom(E[1], N))
Proof. For all k ∈ N+, we have an exact sequence:
0 −→ E[k] −→ E[k − 1]⊕ E[k + 1] −→ E[k] −→ 0
Since Ext(M,E[k]) = 0 for all k ∈ N+, we induce the exact sequence:
0 −→ Hom(M,E[k]) −→ Hom(M,E[k + 1]⊕ E[k − 1]) −→ Hom(M,E[k])
−→ Ext(M,E[k]) = 0
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And so:
dimK(Hom(M,E[k + 1])) = 2dimK(Hom(M,E[k]))− dimK(Hom(M,E[k − 1]))
By induction we get that:
dimK(Hom(M,E[k])) = kdimK(Hom(M,E[1]))
Finally, by lemma 35, there exists k′ ∈ N such that Hom(M,E[k′]) 6= 0. Then, for all
k ∈ N:
Hom(M,E[k]) =
k
k′
Hom(M,E[k′]) 6= 0
-as required.
Lemma 37. For all k, k′ ∈ N, and any indecomposable module E on the mouth of a
stable tube:
dimK(Hom(E[k], E[k
′])) = dimK(Ext(E[k], E[k′])) = min(k, k′)
Proof. Follows straight from corollary 1
Corollary 4. Let Ei and Ej be any pair of modules on the mouth of a stable tube
T (ρ), and take any k ≥ 1. Then Hom(Ei, Ej[k]) 6= 0 if and only if Ei ∼= Ej.
Furthermore, dimK(Hom(Ei, Ei[k])) = 1 for all k ∈ N+.
Proof. Follows straight from corollary 1
3.4 Lattices and dimension
An equivalence relation ∼ on a lattice L is called a congruence if, for all a, b, c ∈ L,
a ∼ b implies both a+c ∼ b+c and a∧c ∼ b∧c. Given any class L of modular lattices,
which is closed under sublattices and quotient lattices, we define the L-dimension of
a modular lattice L as follows:
Let L0 := L. Define, for every non-zero ordinal α, a modular lattice Lα and a
lattice surjection piα : L Lα by induction:
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Given Lα and piα : L→ Lα, define ∼α+1 to be the smallest equivalence on L such
that, a ∼α+1 b whenever the interval [piα(a),piα(b)] in Lα is isomorphic to a lattice in
L. Then the quotient lattice L/ ∼α+1 is a modular lattice, which we denote Lα+1.
Define piα+1 : L Lα+1 to be the natural projection.
For a limit ordinal γ, define ∼γ to be the congruence on L such that, for all
a, b ∈ L0:
a ∼γ b if and only if piα(a) ∼α piα(b) for some α < γ
And define Lγ := L0/ ∼γ, and piγ : L0 → L0/ ∼γ to be the obvious surjection.
Let 1L and 0L denote the top and bottom elements of L. If piα(0L) 6= piα(1L) for
all α, then we define the L-dimension of L to be∞. Otherwise, let α be minimal such
that piα(0L) = piα(1L). Then α is not a limit ordinal, so we define the L-dimension of
L to be α− 1: it is denoted L-dim(L).
Notice that, if L′ is a subclass of L, then L′-dim(L) ≥ L-dim(L).
Lemma 38. Let L be any class of modular lattices, closed under sublattices and
quotient lattices. Let L be any modular lattice, and a, b ∈ L. Let ∼1 be the congruence
defined on L by L as above.
Then, for all a, b ∈ L, a ∼1 b if and only if there exists a finite set of elements
c0, c1, . . . cn of L such that:
a ∧ b = c0 ≤ c1 ≤ . . . cn−1 ≤ cn = a+ b
-and every interval [ci, ci−1] is isomorphic to a lattice in L.
Proof. PSL 290 See [17, (7.1.1)]
Let Lm be the class of all 1-point and 2-point lattices. Then the Lm-dimension of
L is called the m-dimension of L- and is denoted mdim(L).
Lemma 39. Let R be any ring, and X any closed subset X of RZg which satisfies
the isolation condition. Then CB(X) = mdim(pp(X)).
Proof. See [17, (5.3.60)].
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Let Lb be the class of all totally ordered lattices. Then Lb-dim(L) is called the
breadth of L- and is denoted w(L).
A subposet P of a modular lattice L is said to be wide if, given any two points
a > b in P , there exists c, d ∈ P such that c  d, and d  c, and the elements c + d
and c ∧ d of L satisfy a ≥ c+ d > c ∧ d ≥ b.
Lemma 40. Given any modular lattice L, the following are equivalent:
• w(L) =∞.
• L has a wide subquotient.
• L has a wide subposet
Proof. See [17, (7.3.1)]
Theorem 29. Let R be any ring, and M an R-module. Then:
• If there exists a superdecomposable pure-injective R-module, N with Supp(N) ⊆
Supp(M), then w(pp(M)) =∞.
• If pp(M) is countable (for example, if R is countable) and w(pp(M))∞, then
there exists a superdecomposable pure-injective R-module, N , with Supp(N) ⊆
Supp(M).
Proof. See [28, (7.8)].
Corollary 5. Let A be a tubular algebra. Given any r ∈ R∞0 , let M(r) denote the
direct sum of all pure-injective indecomposable A-modules of slope r.
If there exists a superdecomposable pure-injective A-module N of slope r, then the
breadth of pp(M(r)) is ∞.
Furthermore, if A is countable, and the breadth of pp(M(r)) is ∞, then there
exists a superdecomposable pure-injective A-module N of slope r.
Proof. By thm 29, it is enough to prove that, given any N ∈ A-Mod, supp(N) ⊆
supp(M(r)) if and only if N has slope r. Recall (from section 2.3) that Supp(N) ⊆
70 CHAPTER 3. TUBULAR ALGEBRAS
Supp(M(r)) if and only if every pp-pair closed on M(r) is closed on N . If Supp(N) ⊆
Supp(M(r)), then N ∈ Supp(M(r)), so N has slope r, by lemma 41.
To prove the other direction, suppose that N has slope r (i.e. that N |= Φr),
and that a pp-pair φ/ψ is open on N . By theorem 12 there exists a pure-injective
indecomposable M in 〈N〉 such that φ(M) > ψ(M). Then M |= Φr (since every
pp-pair closed on N is closed on M), i.e. M slope r, and hence must be a direct
summand of M(r). Since φ/ψ is open on M , it is open on M(r), as required.
Given any r ∈ R+, we shall attempt to calculate the m-dimension and the breadth
of the lattice pp(M(r)), which will determine whether or not there exists a superde-
composable A-module of slope r (if R is countable).
3.5 Modules arising from separating tubular fam-
ilies
Throughout this section, A will be any K-algebra, such that A-mod has a sincere,
stable tubular family T = {T (ρ) : ρ ∈ P1(K)} which separates the set of proper pre-
decessors in A-mod (denoted P) from the set of proper successors in A-mod (denoted
Q).
3.5.1 Infinite dimensional modules
Define:
CT := r(Q) = {M ∈ A-Mod : Hom(Q,M) = 0}
DT := l(T ) = {M ∈ A-Mod : Hom(M, T ) = 0}
RT := r(DT ) = {M ∈ A-Mod : Hom(DT ,M) = 0}
ωT := CT ∩ DT
BT := l(P) = {M ∈ A-Mod : Hom(M,P) = 0}
MT := BT ∩ CT
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Notice that, if A is a tubular algebra, and T is a tubular family Tγ, then MT is the
set of all A-modules of slope γ.
Lemma 41. Let A be a tubular algebra, and r ∈ R∞0 . Given any set of A-modules
{Mi : i ∈ N}, all of which have slope r, any module in Supp(
⊕
i∈IMi) also has slope
r.
Proof. Pick any module N in Supp(
⊕
i∈IMi). For all i ∈ N, Mi has slope r, and so
Mi |= Φr. Since every sentence in Φr is the “closure of a pp-pair” and every pp-pair
closed on all Mi is closed on N , we have:
N |= Φr
-i.e. N has slope r.
Let E be any module lying on the mouth of a tube T (ρ) in T . Then the direct
limit E[∞] obtained from the ray starting at E is called a Pru¨fer module. Dually,
the inverse limit Ê obtained from the coray ending at E is called an adic module.
Lemma 42. There exists exactly one (up to isomorphism) infinitely generated inde-
composable module GT in ωT such that End(GT ) is a division ring.
Furthermore, GT is generic.
Proof. See theorem 2 and corollary 6 of [22].
The module described in lemma 42 will be referred to throughout this section as
GT .
Lemma 43. For all quasisimple modules E in T , the Pru¨fer module E[∞] lies in
ωT . Furthermore, every module in ωT is a direct sum of copies of GT and Pru¨fer
modules.
Proof. Theorem 4 of [22]
Lemma 44. Let E and E ′ be any two quasisimple modules lying in tubes in T . Then:
Hom(E ′, E[∞]) 6= 0⇐⇒ E ∼= E ′
72 CHAPTER 3. TUBULAR ALGEBRAS
Furthermore:
dimK(Hom(E,E[∞])) = 1
Proof. By theorem 20, E[∞] lies in the definable subcategory generated by the set
{E[1], E[2], E[3], . . . }- so any pp-pair closed on the module ⊕k∈N+ E[k] is closed on
E[∞].
By theorem 6 there is a pp-pair φ/ψ such that Fφ/ψ ' Hom(E ′, ). If E ′  E,
then Hom(E ′, E[k]) = 0 for all k (by corollary 4). So φ/ψ is closed on E[k] for all k,
and hence closed on E[∞]- so Hom(E ′, E[∞]) = 0, as required.
Since the functor Hom(E, ) commutes with direct limits, we have that:
Hom(E,E[∞]) = Hom(E, lim−→E[k]) = lim−→Hom(E,E[k])
By corollary 4, dimK(Hom(E,E[k])) = 1 for all k ≥ 1. It follows that:
dimK(Hom(E,E[∞])) = 1
Dually, one can prove that:
Lemma 45. Let E and E ′ be any two quasisimple modules lying in tubes in T . Then:
Hom(Ê, E ′) 6= 0⇐⇒ E ∼= E ′
Furthermore:
dimK(Hom(Ê, E)) = 1
Lemma 46. Let Ei[∞] be any Pru¨fer module, associated to a module Ei, in a tube
T (ρ) in T . Then Hom(GT , Ei[∞]) = 0.
Proof. See [22], chapter 8.
Corollary 6. Ext(T , GT ) = Hom(T , GT ) = 0.
Proof. Of course, Hom(T , GT ) = 0- since GT ∈ ωT . To show the second result,
take any module Ei[k] in a tube T (ρ) in T , and any map hk ∈ Hom(Ei[k], GT ). By
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repeatedly applying lemma 22, we obtain a series of maps hm ∈ Hom(Em[k], GT )
such that hm = hm+1f
m
i for all m ≥ k. Then hk must factor through the direct limit
of the sequence:
Ei[k]
hk−→ Ei[k + 1] hk+1−→ Ei[k + 2] hk+2−→ . . .
However, the direct limit of this sequence is the Pru¨fer module Ei[∞]. By lemma 46,
Hom(Ei[∞], GT ) = 0. It follows that hk = 0, as required.
Lemma 47. Given any stable tube T (ρ) in T , let (Mi, fi, gi) be the generalised tube
associated with T (ρ). Then the middle term Q of the canonical exact sequence lies
in ωT .
Consequently, Q is a direct sum of copies of GT .
Proof. By theorem 20, every indecomposable direct summand of Q lies in the support
of M∞, and hence in the support of {Mi : i ∈ N+}. By lemma 41, Q ∈ MT (since
Mi ∈MT for all i ≥ 1): In particular, Q ∈ CT .
To prove that Q ∈ DT , it is enough to prove that Hom(Q,Ei) = 0 for all qua-
sisimples Ei of T (ρ). Suppose, for a contradiction, that there exists a non-zero map
f ∈ Hom(Q,Ei), for some i. Let {ρi : i ∈ N+} be the set of maps such that
(Q, (ρj)j∈N+) is the direct limit of the sequence:
M̂
Φ−→ M̂ Φ−→ M̂ Φ−→ . . .
-so ρj = ρj+1Φ for all j ∈ N+. Since f 6= 0, there must exist j ∈ N such that
f ◦ ρj 6= 0. Then f ◦ ρj+1 6= 0 (since fρj+1Φ = fρj 6= 0).
By lemma 45, Hom(M̂, Ei) ∼= Hom(Êi, Ei)-which is a 1-dimensional K-vector
space. Let pi : E1 ⊕ · · · ⊕ Enρ  Ei be the natural projection, and let the maps
h1, h2, h, . . . be as in (3.1.4). Since pi and h1 are surjections, pih1 6= 0, and so every
map in Hom(M̂, Ei) is a K multiple of pih1.
In particular, f ◦ ρj+1 = λpih1 for some λ ∈ K. And so:
fρj = fρj+1Φ = λpih1Φ
However, since we have an exact sequence:
0 −→ M̂ Φ−→ M̂ h1−→M1 −→ 0
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-we must have that fρj+1 = 0- giving our required contradiction.
Consequently, Q ∈ ωT . By lemma 43 it is a direct sum of copies of GT (since no
direct summands of Q are Pru¨fer modules).
3.5.2 The pure-injective modules in Supp(T )
Lemma 48. (RT ,DT ) is a split torsion pair.
Proof. See corollary 1 of [22]
Lemma 49. Let M be a pure-injective module in MT ∩ RT . Then there exists a
module Mρ ∈
∏
(T (ρ)) for all ρ ∈ P1(K) such that:
M ∼=
∏
ρ∈P1(K)
Mρ
Proof. See [25, (2.2)]
Lemma 50. The following is a complete list of all the indecomposable pure-injectives
in A-Mod which lie in MT :
• The modules in T (i.e. all the finitely generated ones).
• A unique Pru¨fer module E[∞] for each indecomposable E lying on the mouth
of a tube in T .
• An unique adic module Ê for each indecomposable E lying on the mouth of a
tube in T .
• The generic module, GT .
Proof. Clearly the set of all indecomposable modules in A-mod in MT is the set of
modules lying in tubes in T . Now, let M be any infinitely generated pure-injective
indecomposable in MT . Since (RT ,DT ) is a split torsion pair, M must lie in either
RT or DT .
If M ∈ DT , then M ∈ ωT , and so it is either one of the Pru¨fer modules or GT -
by lemma 43.
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If M ∈ RT , then by lemma 49, there exists modules Mρ ∈
∏
(T (ρ)) for all
ρ ∈ P1(K) such that:
M =
∏
ρ∈P1(K)
Mρ
Pick any ρ′ ∈ P1(K) such that Mρ 6= 0 (at least one must exist, since M 6= 0). Then:
M = Mρ′ ⊕
∏
ρ6=ρ′
Mρ
Since M is indecomposable,
∏
ρ 6=ρ′Mρ = 0- so M ∼= Mρ′ . Since definable categories
are closed under direct products and direct summands, Mρ must lie in the definable
category generated by T (ρ)- and hence in the support of Tγ. By theorem 19, M must
be either a Pru¨fer, or an adic, or a direct summand of Q- which, by lemma 47, must
be GT . Since GT and all relevant Pru¨fer modules lie in ωT , Mρ must be an adic
module- which completes the proof.
Corollary 7. The set of all pure-injective indecomposables of slope γ is equal to
supp(T ).
Proof. By lemma 41 every module in the support of T lies in MT - and hence is one
of the modules listed in lemma 50.
Conversely, any Pru¨fer module lies in the support of some tube T (ρ) (by theo-
rem 20), and hence in the support of T - and similarly for the adic modules. Finally,
GT is a direct summand of the middle term Q of a canonical exact sequence associ-
ated to a tube T (ρ) in T , and hence lies in the support of any given Pru¨fer module
from that tube- and hence in the support of Tγ.
3.5.3 The CB-rank of Supp(T )
Lemma 51. Let X be the Ziegler-closure of the set of all modules in T . Then the
CB-ranks of the modules in X are as follows:
• The finite dimensional modules (i.e. those in T ) have CB-rank 0.
• Every Pru¨fer and adic module has CB-rank 1.
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• The generic module GT has CB-rank 2.
Furthermore, X satisfies the isolation condition.
Proof. Let X0 denote X, and X1 be the set of all non-isolated points in X (with the
induced topology), and X2 the set of all non-isolated points in X1. We shall prove
that X1 contains precisely the Pru¨fers, adics, and the generic, and that X2 contains
just the generic.
We shall also prove that every point M in X can be isolated in its closure by an
M -minimal pair. By lemma 11, this is enough to prove that X satisfies the isolation
condition.
First of all, every finite dimensional module Ei[k] in X is isolated: Let f denote
the left minimal almost split map:
Ei[k] −→ Ei[k + 1]⊕ Ei+1[k − 1]
By theorem 6, there exists a pp-pair φ/ψ such that Fφ/ψ ' Coker(f, ). By lemma 24,
φ/ψ is closed on every indecomposable module other than Ei[k]- so {Ei[k]} is indeed
a closed set of AZg. Also, (φ/ψ)(Ei[k]) is a 1-dimensional K-vector space over K (by
lemma 24), and so φ/ψ is an Ei[k]-minimal pair, isolating Ei[k] in its closure.
Now, any given Pru¨fer module Ei[∞] is not isolated: By theorem 20, any closed
set containing {Ei[k] : k ∈ N} must contain Ei[∞], and so the set X\{Ei[∞]} cannot
be closed. Thus CB(Ei[∞]) > 0.
Let φ/ψ be a pp-pair such that Fφ/ψ ' Hom(Ei, ). Then Hom(Ei, GT ) = 0 by
corollary 6, and Hom(Ei, Êj) = 0 for all j (since Êj ∈ RT ), and so, by lemma 44,
(φ/ψ) ∩X0 = {Ei[k] : k ∈ N} ∪ {Ei[∞]}. Thus (φ/ψ) ∩X1 = {Ei[∞]}- so Ei[∞] is
isolated in X1- and hence has CB-rank 1.
By theorem 19, the Ziegler-closure of Ei[∞] is {Ei[∞], GT }- so φ/ψ isolates Ei[∞]
in its closure (since Hom(Ei, GT ) = 0). Furthermore, by lemma 44, φ/ψ Ei[∞]-
minimal.
Similarly, one can show that every adic module is isolated in X1- and hence has
CB-rank 1- and also that it is isolated in its Ziegler closure by a minimal pair.
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Finally, the generic module GT is not isolated in X1, or indeed X0- since it lies
in the Ziegler closure of any given Pru¨fer module Ei[∞] (by theorem 20. Conse-
quently, X2 = {GT } (since every other module in X has CB-rank less than 2). Thus
CB(GT ) = 2.
Since GT has finite dimension over End(GT ), the lattice of pp-definable subgroups
of GT has no infinite descending chains: so we can pick φ ∈ pp such that φ(GT ) 6= 0,
and the pp-pair φ/(v = 0) is minimal on GT .
Since the Ziegler closure of GT is {GT }, this pp-pair isolates GT in its closure, as
required.
Corollary 8. The lattice pp(
⊕
M∈T M) has m-dimension 2.
Consequently, there are no superdecomposable modules in MT .
Proof. By lemma 51, the set supp(T ) has the isolation condition. Thus, by lemma 39
the m-dimension of pp(T ) is equal to the CB rank of supp(T )- which, by lemma 51,
is 2.
3.6 Irrational cuts
Throughout this section, A will be a tubular algebra. Given any r ∈ R+, we denote
by M(r) the direct sum of all pure-injective indecomposable A-modules of slope r.
By corollary 8, we have:
Proposition 1. Given any γ ∈ Q+, pp(M(γ)) has m-dimension 2.
Proof. We claim that any pp-pair φ/ψ is closed on M(γ) if and only if it’s open on⊕
M∈Tγ M . Of course, one direction is obvious, since
⊕
M∈Tγ M is a direct summand
of M(γ). Conversely, every direct summand of M(γ) is either a Pru¨fer, adic, or
generic module, and hence lies in Supp(T ), and so any pp-pair closed on ⊕M∈Tγ M
is closed on M(γ).
Consequently, we have an isomorphism between the two lattices, pp(M(r)) and
pp(
⊕
M∈Tγ (M)) (the map taking φ(M(γ)) to φ(
⊕
M∈Tγ (M)) for all pp-formulas φ).
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Since Tγ is a sincere, stable, separating tubular family, corollary 8 completes the
proof.
Given any Given any r ∈ R+\Q, the Auslander-Reiten quiver of A partitions into
Pr ∪ Qr, with Hom(Qr,Pr) = 0. We refer to the modules of slope r as “lying in the
irrational cut”- in the sense that they lie between the modules in Pr and the modules
in Qr.
We wish to determine the m-dimension, and indeed the breadth of pp(M(r)) when
r is irrational.
Given any pp-pair, φ/ψ and any r ∈ R+, we say that φ/ψ is closed near the left
of r if there exists  > 0 such that φ(X) = ψ(X) for all X ∈ Pr ∩Qr−. We say that
it is open near the left of r if it is not closed near the left of r.
We say that φ/ψ is closed near the right of r if there exists  > 0 such that
φ(X) = ψ(X) for all X ∈ Pr+ ∩ Qr. We say that it is open near the right of r if it
is not closed near the right of r.
Lemma 52. Let r ∈ R+. Let φ/ψ be any pair which is open near the right of r, or
open near the left of r.
Then there exists a pure-injective indecomposable module M of slope r such that
φ(M) > ψ(M).
Proof. We denote by Th(A-Mod) the theory of left A-modules. We claim that the
theory:
Th(A-Mod) ∪ Φr ∪ {∃v(φ(v) ∧ ¬ψ(v))}
-is finitely satisfiable. By the completeness theorem, this will imply that the theory
is satisfiable.
Given any finite subset Φ′ of Φr, there are only finitely many X ∈ Pr such that
Ext(X, ) = 0 appears in Φ′- so we may pick α < r such that every such X lies in
Pα. Similarly, we may pick β > r such that Y ∈ Qβ for every Y such that Hom(Y, )
appears in Φ′.
Recall that we are assuming that φ/ψ is open either near the left of r or near the
right of r.
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1. If it is open near the left of r, then there exists a module M ∈ Pr∩Qα such that
φ(M) > ψ(M). Then Ext(X,M) = 0 for all sentences of the form Ext(X, ) in
Φ′ (since X ∈ Pα). Furthermore, Hom(Y,M) = 0 for all sentences of the form
Hom(Y, ) = 0 in Φ′( since Y ∈ Qr), so:
M |= Φ′ ∪ {∃v(φ(v) ∧ ¬ψ(v))}
2. If φ/ψ is open near the right of r, then there exists a module M ∈ Pβ ∩ Qr
such that φ(M) > ψ(M). Then Ext(X,M) = 0 for all sentences of the form
Ext(X, ) in Φ′ (since X ∈ Pr). Furthermore, Hom(Y,M) = 0 for all sentences
of the form Hom(Y, ) = 0 in Φ′( since Y ∈ Qβ), so:
M |= Φ′ ∪ {∃v(φ(v) ∧ ¬ψ(v))}
So the theory is indeed finitely satisfiable. Let N be any model of it. Then N ∈ A-
Mod. Since φ(N) > ψ(N), theorem 12 implies that there exists a pure-injective
indecomposable M in 〈N〉 such that φ(M) > ψ(M). Since N has slope r, so does
M , by lemma 41.
3.6.1 Pp-formulas at an irrational cut
Recall that, given any 1-pointed A-module (C, c), we denote by f(C,c) the unique map
in HomA(A,C) taking 1 to c.
Proposition 2. Let r be any positive irrational and φ(v) be any pp-formula.
Then there exists a pp-formula φ′ ≥ φ, with free realisation (M ′,m′), and  > 0
such that:
• M ′ ∈ add(Pr−)
• Coker(f(M ′,m′)) ∈ add(Qr+)
• φ(X) = φ′(X) for all indecomposable X ∈ A-Mod with slope in (r − , r + ).
• dimK(φ(X)) = dimK(φ′(X)) = dimK(Hom(M ′, X ′)) for all X ∈ Qr− ∩ Pr+.
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Proof. Let (N, n) be the free realisation of φ(v). Decompose N as M ⊕ L, with
M ∈ add(Pr) and N ∈ add(Qr). Let m ∈ M and l ∈ L be such that the element
(m, l) of M ⊕ L corresponds to the element n of N . Notice that, for all X ∈ Pr:
φ(X) = {f(m) : f ∈ Hom(M,X)}
Let CR ∈ add(Qr) and CL ∈ add(Pr) be such that Coker(f(M,m)) ∼= CL ⊕ CR.
Let piL ∈ Hom(M,CL) and piR ∈ Hom(M,CR) be such that the natural surjection
M  Coker(fφ) is the map:
M
(piL,piR)−→ CL ⊕ CR
Let KL = Ker(piL) and KR = Ker(piR). Notice that:
• Since they are both submodules of M , KL and KR both lie in add(Pr).
• Since piL(m) = piR(m) = 0 we can think of m as an element of KL, and as an
element of KR
Let iL : KL ↪→M and iR : KR ↪→M denote the natural embeddings. Notice that
iLf(KL,m) = iRf(KR,m) = f(M,m), and so:
Im(iLf(KL,m)) = Im(iRf(KR,m)) = Im(f(M,m)) = 〈m〉
(Where 〈m〉 := {am : a ∈ A}). Since the lattice of submodules of M is modular, the
interval:
M
EE
EE
EE
EE
yy
yy
yy
yy
KL
DD
DD
DD
DD
KR
zz
zz
zz
zz
〈m〉
-gives us that M/KR ' KL/〈m〉, and hence that the following sequence is exact:
0 −→ 〈m〉 −→ KL piRiL−→ CR −→ 0
(since piRiL(m) = piR(m) = 0). And so CR ∼= Coker(f(KL,m)).
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Now, let φ′ be a pp-formula which generates ppKL(m), and pick  > 0 such that
no indecomposable direct summands of M ⊕ CL ⊕ CR ⊕ KR ⊕ KL have slope in
(r − , r + ).
Given any X ∈ Pr ∩ Qr−, Hom(CR, X) = 0, so Hom(Coker(f(M,m)), X) '
Hom(CL, X). Thus:
dimK(φ(X)) = dimK(Hom(M,X))− dimK(Hom(CL, X))
Since Hom(Coker(f(KL,m)), X)
∼= Hom(CR, X) = 0, we have that:
dimK(φ
′(X)) = dimK(Hom(KL, X))
Applying theorem 1 to the exact sequence 0 → KL → M → CL → 0 gives an exact
sequence:
0→ Hom(CL, X)→ Hom(M,X)→ Hom(KL, X)→ Ext(CL, X) = 0
So:
dimK(φ
′)(X) = dimK(Hom(KL, X))
= dimK(Hom(M,X))− dimK(Hom(CL, X))
= dimK(Hom(M,X))− dimK(Hom(Coker(f(M,m)), X))
= dimK(φ(X))
So φ(X) = φ′(X). Taking (M ′,m′) to be (KL,m) completes the proof.
Corollary 9. Let φ/ψ be any pp-pair, and r > 0 any irrational.
If φ/ψ is open near the left of r, then there exists  > 0 such that φ/ψ is open on
every module lying in a homogeneous tube in Pr ∩Qr−.
Similarly, if φ/ψ is open near the right of r, then there exists  > 0 such that φ/ψ
is open on every module lying in a homogeneous tube in Qr ∩ Pr+.
Proof. We shall only prove the first assertion. The second proved similarly.
Apply proposition 2 to φ and ψ to obtain pp-formulas φ′ and ψ′ with free re-
alisations (M ′,m′) and (N ′, n′), and 1, 2 satisfying the relevant conditions. Let
 = min(1, 2).
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Suppose that there exists γ ∈ (r − , r) ∩Q, and a module E[k] lying in a homo-
geneous tube T (ρ) in Tγ, such that φ/ψ is closed on E[k]. We shall prove that φ/ψ
is therefore closed near the left of r.
Then φ′(E[k]) = φ(E[k]) = ψ(E[k]) = ψ′(E[k]), and so:
dimK(Hom(M
′, E[k])) = dimK(Hom(N ′, E[k]))
Then, as in the proof of lemma 36, it follows that, for all m ∈ N+:
dimK(Hom(M
′, E[m])) = dimK(Hom(N ′, E[m]))
-thus φ′/ψ′ is closed on every module in T (ρ).
Now, given any X ∈ Qγ ∩ Pr, and any x ∈ φ(X) = φ′(X), there exists f ∈
Hom(M ′, X) such that f(m′) = x. Then f factors through a module Y ∈ add(T (ρ)):
M ′
f //
∃g
  B
B
B
B X
Y
∃h
>>~
~
~
~
Since g(m′) ∈ φ′(Y ) = ψ′(Y ), there exists g′ ∈ Hom(N ′, Y ) such that g′(n′) =
g(m′). Then hg′(n′) = x, and so x ∈ ψ′(X) = ψ(X). Thus φ/ψ is closed on every
module in Qγ ∩ Pr- as required.
Proposition 3. Let φ/ψ be any pp-pair, and r any positive irrational.
Then, there exists  > 0 and a vector v ∈ K0(A) such that dimK((φ/ψ)(X)) =
v.dim(X) for all X ∈ Pr+ ∩Qr−.
Proof. Let M ′, m′ and  be as in proposition 2. Since M ′ ∈ Pr−, it has projective
dimension at most 1.....(find reference....): and so there exists an exact sequence:
0 −→ P1 −→ P0 −→M ′ −→ 0
-with P0 and P1 being projective, and hence in P0 ∪ T0. Given any X ∈ Qr− ∩ Pr+
we can induce an exact sequence:
0→ Hom(M,X)→ Hom(P0, X)→ Hom(P1, X)→ Ext(M ′, X) = 0
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Consequently:
dimK(φ(X)) = dimK(Hom(M
′, X)) = dimK(Hom(P0, X))− dimK(Hom(P1, X))
Now, label the vertices of Q as 1, 2, . . . n, and consider the indecomposable pro-
jectives {P (a) : a ∈ Q0} of A-mod. Then there exists c1, . . . , cn, d1, . . . , dn ∈ N such
that P0 ∼=
⊕n
a=1 P (a)
ca and P1 ∼=
⊕n
a=1 P (a)
da .
Now, given any X ∈ A-mod, let (x1, x2, . . . , xn) be dim(X). Then for all a ∈ Q0,
dimK(Hom(P (a), X) = xa, and so:
dimK(Hom(P0, X)) = (c1, . . . , cn).(x1, . . . , xn)
dimK(Hom(P1, X)) = (d1, . . . , dn).(x1, . . . , xn)
Let v1 = (c1 − d1, . . . , cn − dn). Then for all X ∈ Pr− ∩Qr+:
dimK(φ(X)) = dimK(Hom(M
′, X)) = (v1).dim(M)
Similarly, there exists δ > 0 and a vector v2 in Zn such that, for all X ∈ Pr−δ ∩
Qr+δ:
dimK(ψ(X)) = (v2).dim(N
′)
Taking v = v1 − v2 and relabeling min(, δ) as  completes the proof.
3.6.2 The lattice of pp-formulas at an irrational cut
Theorem 30. Given any irrational r ∈ R∞0 , let M(r) denote the direct sum of all
indecomposable pure-injective A-modules of slope r. Then, given any pp-pair φ/ψ,
the following are equivalent:
1. φ/ψ is closed near the left of r
2. φ/ψ is closed near the right of r
3. φ(M(r)) = ψ(M(r)).
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Proof. First of all, lemma 52 gives that (3) implies (2) (and indeed, (1)).
To prove that (1) implies (3)- suppose that φ/ψ is closed near the left of r- i.e.
that there exists  > 0 such that φ(X) = ψ(X) for all X ∈ Pr ∩Qr−. By lemma 33,
there exists a direct system ((Mi), (fij)), with each Mi in add(Pr ∩Qr+), with direct
limit M(r). Since pp-formulas commute with direct sums (by [17, (1.2.31)]), we have
that:
φ(lim−→Mi) = lim−→φ(Mi) = lim−→ψ(Mi) = ψ(lim−→Mi)
-so φ/ψ is indeed closed on M(r)- as required.
Finally, we prove that (2) implies (1). Let v and  be as in proposition 3. Assume
that (2) holds- i.e. there exists δ > 0 such that φ/ψ is closed on all modules in
Qr ∩ Pr+δ.
We claim that v.h0 + γv.h∞ = 0 for all γ ∈ (r, r+ δ)∩Q. Indeed, given any such
γ, pick any k ∈ N+ such that kγ ∈ N. By corollary 12, there exists a homogeneous
indecomposable module X with dim(X) = kh0 + kγh∞. Then X has slope γ, and so
(φ/ψ)(X) = 0, and hence k(v.h0 + γv.h∞) = 0, so v.h0 + γv.h∞ = 0 as claimed.
Since this holds for all γ ∈ (r, r + ), it follows that v.h0 = v.h∞ = 0. Now,
given any module X in a homogeneous tube in Pr ∩Qr−δ, dim(X) ∈ rad(χA), and so
dim(X) = bh0 + b
′h∞ for some b, b′ ∈ N. Thus vdim(X) = 0, and so (φ/ψ)(X) = 0.
It follows from corollary 9 that φ/ψ is closed near the left of r- which completes
the proof
We refer to any pp pair satisfying the conditions of theorem 30 as being closed
near r. We say that a pp-pair is open near r if it is not closed near r.
Notice that theorem 30 does not hold if r is rational- for example, take a stable
tube T (ρ) in Tr and let E[1] be any quasisimple in it. Let f1 be the irreducible map
in Hom(E[1], E[2]). By theorem 6, there exists a pp-formula φ/ψ which is equivalent
to Cok(f1, )- where (f1, ). By lemma 24, φ/ψ is open on E1 and closed on all other
modules in A-Mod- and hence is open on a module in Tr, but is closed near the left
and near the right of r.
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Given any r ∈ R∞0 , let ∼r be the relation on ppR such that φ ∼r ψ if and only if
there exists  > 0 such that φ(X) = ψ(X) for all X ∈ Qr− ∩ (Pr ∪ Tr). It is clearly
a congruence on ppR. Of course, if φ/ψ is a pp-pair and r /∈ Q, then φ ∼r ψ if and
only if φ/ψ is closed near the left of r.
Corollary 10. Given any r ∈ R+\Q, let M(r) be the direct sum of all indecomposable
pure-injectives of slope r.
Then the lattices pp(M(r)) and App/ ∼r are naturally isomorphic.
Proof. Define a map from pp(M(r)) to App/ ∼r, taking any pp-definable subgroup
φ(M(r)) to the equivalence class of φ in App/ ∼r. By theorem 30 it is an isomorphism.
One can easily check it is a well defined map.
Chapter 4
Modules of Irrational Slope
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In the last chapter we proved that, given any r ∈ R+\Q, the lattices pp(M(r))
and pp/ ∼r are equivalent- where M(r) is the direct sum of all pure-injective inde-
composables in A-mod of slope r. We prove in this chapter that the breadth of this
lattice is undefined.
We prove the result, first of all, for a few specific tubular algebras- C(4, λ), C(6),
C(7) and C(8)- and then show how the result can, through tilting functors, be ex-
tended to all tubular algebras.
4.1 Modules in tubular families
Throughout this section A will be any tubular algebra, and T = (n1, . . . , nt) will be
the tubular type of A. γ will denote any positive rational. The set of tubes in Tγ will
be denoted {T (ρ) : ρ ∈ P1(K)}. For each ρ ∈ P1(K), nρ will denote the rank of the
tube T (ρ). By theorem 27, there exist pairwise distinct ρ1, . . . , ρt ∈ P1(K) such that
nρs = ns for all s ∈ {1, 2, . . . , t}, and nρ = 1 for all ρ /∈ {ρ1, . . . , ρt}.
Given any stable tube T (ρ) of rank k, the quasisimple modules will normally be
denoted {Eρi : i ∈ Zk}- such that τ−(Eρi ) = Eρi+1 for all i ∈ Z.
Lemma 53. Given any stable tube T (ρ), any indecomposable quasisimple module Ei
in T (ρ), and any k ≥ 1:
χA(dim(Ei[k])) =
 0 if nρ|k1 otherwise
Proof. Since E[k] lies in a stable tube, it has projective dimension 1 (by theorem...).
Thus, by lemma 20 and theorem 16:
χA(Ei[k]) = dimK(Hom(Ei[k], Ei[k]))− dimK(Ext(Ei[k], Ei[k]))
= dimK(Hom(Ei[k], Ei[k]))− dimK(Hom(Ei[k], τEi[k]))
= dimK(Hom(Ei[k], Ei[k]))− dimK(Hom(Ei[k], Ei−1[k]))
It follows from corollary 1 that dimK(Hom(Ei[k], Ei[k])) is the number of elements
a of {1, 2, . . . , k} such that nρ|(a − k). Similarly, dimK(Hom(Ei[k], Ei−1[k])) is the
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number of elements a in {1, 2, . . . , k} such that nρ|(a − 1 − k). The result follows
straight from these facts.
Lemma 54. Let V be the subgroup of K0(A) generated by the set {dim(M) : M ∈ Tγ}.
Then the rank of V is 1− t+∑ts=1 ns.
Proof. By [23, (5.3.2’)], the rank of V is at least 1− t +∑ts=1 ns. Pick any a, b ∈ N
such that b/a = γ. By lemma 28, rad(χA) ∩ Ker(ιγ) is a subgroup of K0(A) of rank
1- in fact every element of it is equal to q(ah0 + bh∞) for some q ∈ Q. Let C be the
set:
C := {ah0 + bh∞} ∪
t⋃
s=1
{dim(Eρsj ) : 1 ≤ j ≤ ns − 1}
Since |C| ≤ 1 − t +∑ts=1 ns, it will be enough to prove that V is spanned (over Q)
by C.
Given any ρ ∈ I, the elements dim(Eρ1), . . . dim(Eρnρ−1) lie in C. Furthermore, by
lemma 34:
nρ∑
i=1
dim(Eρi [1]) = dim(E
ρ
1 [nρ])
By lemma 53, dim(Eρ1 [nρ]) ∈ rad(χ), and since dim(Eρ1 [nρ]) ∈ Ker(ιγ), there exists
q ∈ Q such that:
dim(Eρ1 [nρ]) ∈ rad(χ) = q(ah0 + bh∞)
-thus dim(Eρnρ) lies in the Q-span of C.
Finally, every indecomposable module in Tγ is isomorphic to Eρi [k] for some ρ ∈ I,
k ∈ N, and i ∈ Znρ . By lemma 34:
dim(Eρi [k]) =
k∑
j=1
dim(Eρi+j−1[1])
-and hence lies in the Q-span of C, as required.
Given an element x ∈ K0(A), let 〈x〉 denote the subgroup of K0(A) generated
by x. We say that x is primitive if and only if the quotient lattice K0(A)/〈x〉 is
torsionfree- i.e. if and only if there is no y ∈ K0(A) and integer n ≥ 2 such that
ny = x.
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Lemma 55. Assume that every X ∈ Tγ has both projective dimension and injective
dimension 1. Let U be any subgroup of K0(A) of rank 1 − t +
∑t
s=1 ns, such that
dim(M) ∈ U for all M ∈ Tγ. Then the following are equivalent:
1. For all connected positive x ∈ K0(A) such that χA(x) ∈ {0, 1}, there exists an
indecomposable module M ∈ Tγ with x = dim(M).
2. For all s ∈ {1, 2, . . . , t}, ∑nsi=1 dim(E(ρs)i ) is primitive in U , and the subgroup
of U generated by {x ∈ U : χA(x) ∈ {0, 1}} is the subgroup of U generated by
{dim(M) : M ∈ Tγ}.
Proof. See [23, (5.3.3)].
Corollary 11. Pick any a, b ∈ N such that γ = b/a. Let c be the greatest common
divisor of all the coordinates of ah0 + bh∞. Then, given any stable tube T (ρs):
ns∑
i=1
dim(E
(ρs)
i ) = (a/c)h0 + (b/c)h∞
Proof. Let U be the subgroup of K0(A) generated by {dim(M) : M ∈ Tγ}. By
lemma 54, it has rank 1− t+∑ts=1 ns. Notice that U is a subgroup of Ker(γ).
Given any connected positive x ∈ U such that χ(x) ∈ {0, 1}, there exists an
indecomposable module M ∈ Tγ such that dim(M) = x (by theorem 27).
Thus, by lemma 55,
∑ns
i=1 dim(E
(ρs)
i ) is primitive in U . As in the proof of
lemma 54,
∑ns
i=1 dim(E
(ρs)
i ) ∈ rad(χA) ∩Ker(χC).
By lem 28:
rad(χA) ∩Ker(ιγ) = {(d/c)(ah0 + bh∞) : d ∈ Z} ⊆ U
Since
∑ns
i=1 dim(E
(ρs)
i ) is primitive in U , it must be primitive in rad(χA) ∩ Ker(ιγ),
and so:
ns∑
i=1
dim(E
(ρs)
i ) =
1
c
(ah0 + bh∞)
-as required.
Corollary 12. Given any a, b ∈ N+, there exists a homogeneous indecomposable
module with dimension vector ah0 + bh∞.
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Proof. Since ah0 + bh∞ ∈ rad(χ) ∩ Ker(ι), there exist infinitely many (isomorphism
classes of) A-modules with dimension vector ah0 + bh∞.
One can easily check (from lemma 34) that there can only be finitely many inde-
composable modules in any given tube with dimension vector ah0 + bh∞. Since there
are only finitely many non-homogeneous tubes, the result follows.
4.2 The tubular algebras, C(4, λ), C(6), C(7) and
C(8)
We now introduce the bound quiver algebras, C(4, λ), C(6), C(7) and C(8), as well
as calculating their characteristic χ, and quoting a few other properties from [23,
(5.6)]. Indeed, they are tubular algebras, by [23, (5.6.1)].
4.2.1 C(4, λ)
Given any λ ∈ K\{0, 1}, C(4, λ) denotes the algebra over the quiver:
1 4
α12  



3
β
^^=======
γ
  



6
α11
^^=======
α21  



2 5
α22
^^=======
-subject to the relations β(α12α11 − α22α21) and γ(α12α11 − λα22α21). The tubular
type of C(4, λ) is (2, 2, 2, 2). The Cartan matrix is:
CC(4,λ) =

1 0 1 1 1 1
0 1 1 1 1 1
0 0 1 1 1 2
0 0 0 1 0 1
0 0 0 0 1 1
0 0 0 0 0 1

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And (C−1)T is:
C−T =

1 0 0 0 0 0
0 1 0 0 0 0
−1 −1 1 0 0 0
0 0 −1 1 0 0
0 0 −1 0 1 0
1 1 0 −1 −1 1

The characteristic is:
χC(4,λ)(x1, . . . , x6) =
1
2
(x1 − x2)2 + (x3 + 1
2
(x1 + x2 + x4 + x5))
2
+ (x6 +
1
2
(x1 + x2 − x4 − x5))2 + 1
2
(x4 − x5)2
Also, h0 = (1, 1, 2, 1, 1, 0) and h∞ = (0, 0, 1, 1, 1, 1), and so the index of any element
(x1, . . . , x6) ∈ K0(A) is:
ι(x1, . . . , x6) =
x4 + x5 − x2 − x1
x3 − x6
Also, 〈h0, h∞〉 = 2.
4.2.2 C(6)
C(6) is the algebra with underlying quiver:
4
α3
  



5
α2oo
1 2
γ′oo 3
γoo 8
α1
^^=======
β1  



6
β3
^^=======
7
β2
oo
-with relations γ(α3α2α1 − β3β2β1) = 0.
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The tubular type of C(6) is (3, 3, 3), and the Cartan matrix is:
CC(6) =

1 1 1 1 1 1 1 1
0 1 1 1 1 1 1 1
0 0 1 1 1 1 1 2
0 0 0 1 1 0 0 1
0 0 0 0 1 0 0 1
0 0 0 0 0 1 1 1
0 0 0 0 0 0 1 1
0 0 0 0 0 0 0 1

C−T =

1 0 0 0 0 0 0 0
−1 1 0 0 0 0 0 0
0 −1 1 0 0 0 0 0
0 0 −1 1 0 0 0 0
0 0 0 −1 1 0 0 0
0 0 −1 0 0 1 0 0
0 0 0 0 0 −1 1 0
0 1 0 0 −1 0 −1 1

And so the characteristic is:
χC(6) = (x1 − 1
2
x2)
2 +
3
4
(x2 − 2
3
(x3 − x8))2 + (x4 − 1
2
(x3 + x5))
2
+ (x6 − 1
2
(x3 + x7))
2 +
3
4
(x5 − 1
3
(2x8 + x3))
2 +
3
4
(x7 − 1
3
(2x8 + x3))
2
So h0 = (1, 2, 3, 2, 1, 2, 1, 0) and h∞ = (0, 0, 1, 1, 1, 1, 1, 1). And the index of any
element (x1, . . . , x8) of K0(C(6)) is given by:
ι(x1, . . . , x8) =
x4 + x5 + x6 + x7 − x1 − x2 − x3
x3 − x8
Also, 〈h0, h∞〉 = 3
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4.2.3 C(7)
C(7) is the algebra with quiver:
3
γ4
  



4
γ3oo 5
γ2oo
1 2
γoo 9
γ1
^^=======
β1  



6
β4
^^=======
7
β3
oo 8
β2
oo
-with the relation γ(α4α3α2α1 − β4β3β2β1) = 0.
The tubular type is (4, 4, 2), and the Cartan matrix is:
CC(7) =

1 1 1 1 1 1 1 1 1
0 1 1 1 1 1 1 1 2
0 0 1 1 1 0 0 0 1
0 0 0 1 1 0 0 0 1
0 0 0 0 1 0 0 0 1
0 0 0 0 0 1 1 1 1
0 0 0 0 0 0 1 1 1
0 0 0 0 0 0 0 1 1
0 0 0 0 0 0 0 0 1

C−T =

1 0 0 0 0 0 0 0 0
−1 1 0 0 0 0 0 0 0
0 −1 1 0 0 0 0 0 0
0 0 −1 1 0 0 0 0 0
0 0 0 −1 1 0 0 0 0
0 −1 0 0 0 1 0 0 0
0 0 0 0 0 −1 1 0 0
0 0 0 0 0 0 −1 1 0
1 0 0 0 −1 0 0 −1 1

So the characteristic χC(7) : K0(C(7))→ Z is given by:
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χ =
2
3
(x3 − 1
4
(x9 + 3x2))
2 +
2
3
(x6 − 1
4
(x9 + 3x2))
2 + (x1 − 1
2
(x2 − x9))2
+
3
4
(x7 − 1
3
(x9 + 2x6))
2 +
3
4
(x4 − 1
3
(x9 + 2x3))
2
+ (x8 − 1
2
(x7 + x9))
2 + (x5 − 1
2
(x4 + x9))
2
Also, h0 = (2, 4, 3, 2, 1, 3, 2, 1, 0) and h∞ = (0, 1, 1, 1, 1, 1, 1, 1, 1), so the index of any
element (x1, x2, . . . , x9) is given by:
ι(x1, . . . , x9) =
−2x1 − 2x2 +
∑8
i=3 xi
x2 − x9
Also, 〈h0, h∞〉 = 4.
4.2.4 C(8)
C(8) is the algebra with quiver:
3
α3
wwppp
ppp
ppp
ppp
pp 4
α2oo
1 2
γoo 10
α1
ggOOOOOOOOOOOOOO
β1~~
~~
~~
~~
5
β6
^^=======
6
β5
oo 7
β4
oo 8
β3
oo 9
β2
oo
-with relation γ(α3α2α1 − β6β5β4β3β2β1) = 0. The tubular type of C(8) is (6, 3, 2),
and its Cartan matrix is:
CC(8) =

1 1 1 1 1 1 1 1 1 1
0 1 1 1 1 1 1 1 1 2
0 0 1 1 0 0 0 0 0 1
0 0 0 1 0 0 0 0 0 1
0 0 0 0 1 1 1 1 1 1
0 0 0 0 0 1 1 1 1 1
0 0 0 0 0 0 1 1 1 1
0 0 0 0 0 0 0 1 1 1
0 0 0 0 0 0 0 0 1 1
0 0 0 0 0 0 0 0 0 1

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C−T =

1 0 0 0 0 0 0 0 0 0
−1 1 0 0 0 0 0 0 0 0
0 −1 1 0 0 0 0 0 0 0
0 0 −1 1 0 0 0 0 0 0
0 −1 0 0 1 0 0 0 0 0
0 0 0 0 −1 1 0 0 0 0
0 0 0 0 0 −1 1 0 0 0
0 0 0 0 0 0 −1 1 0 0
0 0 0 0 0 0 0 −1 1 0
1 0 0 −1 0 0 0 0 −1 1

The characteristic is:
χC(8) = (x1 − 1
2
(x2 − x10))2 + 3
4
(x3 − 1
3
(x10 + 2x2))
2 + (x4 − 1
2
(x3 + x10))
2
+
3
5
(x5 − 1
6
(x10 + 5x2))
2 5
8
(x6 − 1
5
(x10 + 4x5))
2 +
2
3
(x7 − 1
4
(x10 + 3x6))
2
+
3
4
(x8 − 1
3
(x10 + 2x7))
2 + (x9 − 1
2
(x8 + x10))
2
Also, h0 = (3, 6, 4, 2, 5, 4, 3, 2, 1, 0), h∞ = (0, 1, 1, 1, 1, 1, 1, 1, 1, 1) and the index of any
element (x1, . . . , x10) of K0(C(8)) is:
ι(x1, . . . , x10) =
−9x1 − 3x2 + 8x3 + 4x4 + 5x5 + 4x6 + 3x7 + 2x8 + x9
x2 − x10
Also, 〈h0, h∞〉 = 6.
4.3 Indecomposables over C(4, λ), C(6), C(7) and
C(8)
Throughout this section C will denote one of the four tubular algebras, C(4, λ), C(6),
C(7) or C(8). And K0(C) will be identified as Zn- where n is the number of vertices
of the quiver associated to C.
In order to study the lattice Cpp/ ∼r (where r is irrational), we need a few results
regarding the dimension vectors of indecomposable C-modules.
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4.3.1 The dimension vectors of C-modules
Lemma 56. rad(χ) = {ah0 + bh∞ : a, b ∈ Z}
Proof. By theorem 26, rad(χ) is a rank 2 subgroup of K0(C), and h0, h∞ ∈ rad(χ) are
linearly independent elements of it. Consequently, we can write any (x1, . . . , xn) ∈
rad(χ) as a Q-linear combination of h0 and h∞:
(x1, . . . , xn) = q1h0 + q2h∞
Notice that the (n−1)-th and n-th coordinate of h0 are 1 and 0 respectively, and the
(n− 1)-th and n-th coordinate of h∞ are both 1.
By projecting onto the (n − 1)-th coordinate and the n-th coordinate of Qn, we
get:
q1 + q2 = xn−1
q2 = xn
Since xn and xn−1 lie in Z, so must q1 and q2- which completes the proof.
Lemma 57. For all x ∈ K0(C):
χC(x+ h0) = χC(x+ h∞) = χC(x− h0) = χC(x− h∞) = χC(x)
Proof. For all four of the tubular algebras, χC takes the form:
χ(x1, . . . , xn) =
k∑
j=1
pj(x1, . . . , xn)
2
-where each pj(x1, . . . , xn) is a (homogeneous) polynomial in Q[x1, . . . , xn], of degree
1.
Since χ(h0) = 0, it follows that pj(h0) = 0 for all j. And so, for example,
pj(x+ h0) = pj(x). It follows that:
k∑
j=1
pj(x+ h0)
2 =
k∑
j=1
pj(x)
2
-i.e. χ(x) = χ(x+ h0). One can similarly show the other results.
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Of course, since χA : Zn → Z is just a polynomial in n variables, we may also
consider it as a map from Qn to Q.
Lemma 58. There exists p ∈ N such that, given any (x1, . . . , xn) ∈ Qn, with xn−1 =
xn = 0 and χ(x1, x2, . . . , xn) = 1:
|xi| ≤ p for all i ∈ {1, 2, . . . n− 2}
Proof. I’m only proving this for C(4, λ)- the other cases are proved similarly. Recall
that, for any x = (x1, . . . , x6) ∈ Q6:
χC(4,λ)(x1, . . . , x6) =
1
2
(x1 − x2)2 + (x3 + 1
2
(x1 + x2 + x4 + x5))
2
+
1
2
(x4 − x5)2 + (x6 + 1
2
(x1 + x2 − x4 − x5))2
So if x5 = x6 = 0, and χ(x) = 1, then:
(
1
2
(x1 + x2 − x4))2 ≤ 1
(x3 +
1
2
(x1 + x2 + x4))
2 ≤ 1
1
2
(x1 − x2)2 ≤ 1
1
2
(x4)
2 ≤ 1
Consequently, |x4| ≤ √2, and |x1−x2| ≤ √2. Furthermore, since (x1+x2−x4)2/4 ≤ 1,
we have that:
|x1 + x2| ≤ 2 + |x4| < 4
It follows that |x1| ≤ 3 and |x2| ≤ 3. Finally, since (x3 + (x1 + x2 + x4)/2)2 ≤ 1, we
have that |x3| ≤ 4- which completes the proof.
Define Ω ⊆ K0(C) to be the set of all elements (x1, . . . , xn) of K0(C), such that
xn = xn−1 = 0 and χC(x1, . . . , xn) = 1.
Lemma 59. The set Ω is finite, and we have a bijective correspondence between the
set {x ∈ K0(C) : χ(x) = 1} and the set:
{ah0 + bh∞ + y : a ∈ Z, b ∈ Z, y ∈ Ω}
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Proof. Take any (x1, . . . , xn) ∈ K0(C) such that χ(x1, . . . , xn) = 1, and let y =
(x1, . . . , xn) − (xn−1 − xn)h0 − xnh∞. By lemma 57, χ(y) = 1, and the last two
coordinates of y are clearly 0.
The finiteness follows straight from lemma 58
Define µ : K0(A) → N to be the map such that µ(dim(M)) = dimK(M) for all
M ∈ A-mod.
Lemma 60. Take any coprime a, b ∈ N+such that b > −nρ〈h∞, y〉 for all y ∈ Ω and
ρ ∈ P1(K). Let γ = b/a. We can pick p ≥ 0 such that, for all y ∈ Ω:
| 1〈h0, h∞〉 (µ(〈h∞, y〉h0 − 〈h0, y〉h∞)) + y| ≤ p
Let T (ρ) be any non-homogeneous stable tube in Tγ. Let E be any quasisimple in
T (ρ). Then:
dimK(E) ≥ 1〈h0, h∞〉µ(ah0 + bh∞)− p
Furthermore, if nρ = 〈h0, h∞〉, then:
|dimK(E)− 1〈h0, h∞〉µ(ah0 + bh∞)| ≤ p
Proof. Let E1, E2, . . . , Enρ denote the quasisimples of T (ρ). By lemma 59, there
exists (for each i) unique ci, di ∈ N and yi ∈ Ω such that:
dim(Ei) = cih0 + dih∞ + yi
Since the slope of Ei is b/a we have:
b/a = ι(dim(Ei)) =
di〈h0, h∞〉+ 〈h0, yi〉
ci〈h0, h∞〉 − 〈h∞, yi〉
Let ki = gcd(di〈h0, h∞〉 + 〈h0, yi〉, ci〈h0, h∞〉 − 〈h∞, yi〉) (noting that both things
are indeed non-zero). Then:
kib = di〈h0, h∞〉+ 〈h0, yi〉
kia = ci〈h0, h∞〉 − 〈h∞, yi〉
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So:
dim(Ei) =
1
〈h0, h∞〉 ((kia+ 〈h∞, yi〉)h0 + (kib− 〈h0, yi〉)h∞)
Recall, from corollary 11, that ah0 + bh∞ =
∑nρ
i=1 dim(Ei). By considering the last
coordinate in Zn of this equation, we get:
b =
nρ∑
i=1
di =
nρ∑
i=1
di =
nρ∑
i=1
kib− 〈h0, yi〉
〈h0, h∞〉
So:
b
(
〈h0, h∞〉 −
nρ∑
i=1
ki
)
= −
nρ∑
i=1
〈h∞, yi〉
Since b > −nρ〈h∞, y〉 ≥ 0 for all y ∈ Ω, we must have:
〈h0, h∞〉 =
nρ∑
i=1
ki
Recall that we are trying to prove two statements: Firstly, if nρ = 〈h0, h∞〉, then
ki = 1 for all i ≤ k, so:
di =
1
nρ
(b− 〈h0, yi〉)
ci =
1
nρ
(a+ 〈h∞, yi〉)
(for all i ≤ nρ). Thus:
|dimK(Ei)− 1
nρ
(µ(ah0 + bh∞)|
= | 1
nρ
(〈h0, yi〉µ(h0)− 〈h0, yi〉µ(h∞) + µ(yi))|
≤ p
Secondly, if nρ 6= 〈h0, h∞〉, then nρ < 〈h0, h∞〉 (no stable tube has rank greater
than 〈h0, h∞〉). Then:
dimK(Ei)− 1〈h0, h∞〉(µ(ah0 + bh∞))
=
1
〈h0, h∞〉 (µ((kia+ 〈h∞, yi〉)h0) + µ((kib− 〈h0, yi〉)h∞)− µ(ah0 + bh∞))
≥ 1〈h0, h∞〉 (µ((a+ 〈h∞, yi〉)h0) + µ((b− 〈h0, yi〉)h∞)− µ(ah0 + bh∞))
≥ −p
-as required.
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4.3.2 Pp-pairs near an irrational cut
Lemma 61. Given any r1, r2 ∈ R such that 0 < r1 < r2, and any γ1, γ2 ∈ Q, there
are only finitely many pairs (a, b) ∈ N2 such that:
b
a
≤ r1 < r2 ≤ b+ γ1
a+ γ2
Proof. Given any a, b ∈ N:
b+ γ1
a+ γ2
− b
a
=
γ1 − (b/a)γ2
a+ γ2
Let S := {(a, b) ∈ N2 : b
a
≤ r1 < r2 ≤ b+γ1a+γ2}.
Let s = |γ1|+ r2|γ2|. Then for all a, b such that b/a ≤ s:
b+ γ1
a+ γ2
=
b
a
+
γ1 − (b/a)γ2
a+ γ2
≤ r1 + s
a+ γ2
Consequently, we can pick a′ ∈ N large enough such that (a, b) /∈ S, for all a ≥ a′
and b ∈ N.
Finally, given any a ≤ a′, there are only finitely many b ∈ N such that b/a ≤ r1.
It follows that S is finite.
Lemma 62. Given any r1, r2 ∈ R such that 0 < r1 < r2, and any γ1, γ2 ∈ Q, there
are only finitely many pairs (a, b) ∈ N2 such that:
b+ γ1
a+ γ2
≤ r1 < r2 ≤ b
a
Proof. Let S := {(a, b) ∈ N2 : b+γ1
a+γ2
≤ r1 < r2 ≤ ba}. We claim that there exists k ∈ N
such that:
sup{(b/a)γ2 − γ1 : (a, b) ∈ S} ≤ k
Indeed, if γ2 ≤ 0, then let k = −γ1. Whereas, if γ2 > 0, then, (a, b) ∈ S implies that:
b < −γ1 + r1(a+ γ2)
And hence that:
(b/a)γ2 − γ1 ≤ (γ2/a)(−γ1 + r1(a+ γ2))− γ1
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-and one can clearly see that there exists k ∈ N such that, for all a ∈ N:
(γ2/a)(−γ1 + r1(a+ γ2))− γ1 ≤ k
Now, given any such k, we have that, for all (a, b) ∈ S:
(b/a)γ2 − γ1
a+ γ2
≤ k
a+ γ2
Now, pick any a0 large enough such that k/(a+γ2) ≤ r2−r1 for all a ≥ a0. Then,
for all a ≥ a0 and b ∈ N:
b
a
− b+ γ1
a+ γ2
=
(b/a)γ2 − γ1
a+ γ2
≤ k
a+ γ2
< r2 − r1
-and so (a, b) /∈ S.
Finally, for all a < a0, there are only finitely many b ∈ N such that b+γ1a+γ2 ≤ r1,
and hence only finitely many b such that (a, b) ∈ S- which completes the proof.
Corollary 13. Take any γ1, γ2 ∈ Q+, any irrational r > 0, and any  > 0.
Then there exists δ ∈ (0, ) such that, for all a, b ∈ N, and y ∈ Ω:
ι(ah0 + bh∞ + γ) ∈ (r − δ, r + δ) =⇒ ι(ah0 + bh∞) ∈ (r − , r + )
Proof. Recall that 〈h0, h∞〉 = −〈h∞, h0〉. For all a, b ∈ N, and y ∈ Ω:
ι(ah0 + bh∞ + γ) = − 〈h0, ah0 + bh∞ + y〉〈h∞, ah0 + bh∞ + y〉
= − 〈h0, bh∞〉+ 〈h0, y〉〈h∞, ah0〉+ 〈h∞, y〉
=
b+ (〈h0, y〉)/(〈h0, bh∞〉)
a− (〈h∞, y〉)/(〈h0, bh∞〉)
Let γ1 = 〈h0, y〉)/(〈h0, bh∞〉 and let γ2 = −(〈h∞, y〉)/(〈h0, bh∞〉), and pick any ′ ∈
(0, ). Then by lemma 62 , there are only finitely (a, b) ∈ N2 and y ∈ Ω such that:
b+ γ1
a− γ2 ≤ r + 
′ < r +  ≤ b/a
Similarly, by lemma 61, there are only finitely (a, b) ∈ N2 and y ∈ Ω such that:
b/a ≤ r −  < r − ′ ≤ b+ γ1
a− γ2 ≤ r + 
′
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Consequently, we can pick δ ∈ (0, ′) such that, for all a, b ∈ N and y ∈ Ω:
ι(ah0 + bh∞ + y) ∈ (r − δ, r + δ) =⇒ r −  < b/a < r + 
Lemma 63. Let φ/ψ be any pp-pair which is open near r (cf (3.6.2)). Then there
exists  > 0 such that φ/ψ is open on every C-module in Pr ∩Qr−.
Proof. By corollary 9 there exists ′ > 0 such that φ/ψ is open on every module lying
in a homogeneous tube in Pr+′ ∩Qr−′ .
By proposition 3 there exists  > 0 and a vector v ∈ Zn (i.e. K0(C)) such that
dimK(φ/ψ)(X) = v.dim(X) for all X ∈ Pr+ ∩ Qr−. We may assume that  ≤ ′,
and that  ∈ Q.
We claim that v.h0 + γv.h∞ > 0 for all γ ∈ (r − , r + ) ∩ Q: to see this,
take any a ∈ N+ large enough such that aγ ∈ N. By corollary 12 there exists a
homogeneous indecomposable module X ∈ A-mod, with dim(X) = ah0 + aγh∞.
Then X ∈ (Qr−,Pr+), and so φ/ψ is open on X, and so a(v.h0 + γ.h∞) > 0, as
required.
By corollary 13, there exists δ ∈ (0, ) such that, for all a, b ∈ N and y ∈ Ω:
ι(ah0 + bh∞ + y) ∈ (r − δ, r + δ) =⇒ ι(ah0 + bh∞) ∈ (r − , r + )
Now, let:
s = min(v.h0 + (r − )v.h∞, v.h0 + (r + )v.h∞)
Notice that s ∈ R\Q (since r ±  ∈ R\Q), and that s = inf{v.h0 + γv.h∞ : γ ∈
(r − , r + )}.Thus s > 0.
Now, pick any a′ ∈ N such that a′ > −(v.y)/s for all y ∈ Ω. We can pick δ′ > 0
small enough such that ι(ah0 + bh∞+ y) /∈ (r− δ′, r) for all y ∈ Ω, b ∈ N and a ≤ a′.
We claim that φ/ψ is open on every X ∈ Qr−δ′ ∩ Pr. Indeed, given any such X,
let a, b ∈ N and y ∈ Ω be such that dim(X) = ah0 + bh∞ + y. Then a ≥ a′ (by our
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choice of ′), and b/a ∈ (r − δ, r + δ) (by our choice of δ), and so:
dimK(φ(X))− dimK(ψ(X)) = v.(ah0 + bh∞ + y)
= av.(h0 + (b/a)h∞) + v.y
≥ a′s+ v.y
> 0
So φ/ψ is open on X, as required. Relabeling δ′ as  completes the proof.
4.4 rad+(χ)
Define rad+(χ) to be the set {ah0 + bh∞ : a, b ∈ N2\{(0, 0}}. Let ι : rad+(χ) →
Q+ ∪ {∞} be the map ι : ah0 + bh∞ 7→ b/a. Let µ : rad+(χ) → N be the map such
that µ(dim(M)) = dimK(M) for any M with dim(M) ∈ rad+(χ).
Lemma 64. Take any x, y ∈ rad+(χ) such that ι(x) < ι(y). Then:
ι(x) < ι(x+ y) < ι(y)
limn→∞ι(x+ ny) = ι(y)
Proof. These can be easily checked.
We define a pre-order on rad+(χ) by:
x ≤ y ⇐⇒ ι(x) < ι(y) or (ι(x) = ι(y) and µ(x) ≤ µ(y))
It is in fact a total order: If ah0 + bh∞ ≤ a′h0 + b′h∞ and a′h0 + b′h∞ ≤ ah0 + bh∞
then one can easily check that a = a′ and b = b′.
Lemma 65. Given any r ∈ R+\Q, k ∈ N, and any  > 0, there exists x ∈ rad+(χ)
such that r −  < ι(x) < r, and, for all y ∈ rad+(χ):
ι(x) < ι(y) < r =⇒ µ(y) > µ(x) + k
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Proof. First of all, given any k′ ≥ 1, consider the set:
{x ∈ rad+(χ) : µ(x) ≤ k′, ι(x) < r}
There exists k′ ≥ k such that this set is non-zero. It is clearly finite, so we can pick
an element x0 = a0h0 + b0h∞ which is maximal in this set (w.r.t. the total order on
rad+(χ)). Notice that, for all y ∈ rad+(χ):
ι(x) < ι(y) < r =⇒ µ(y) > µ(x0)
Suppose, for a contradiction, that for all x ∈ rad+(χ) with r−  < ι(x) < r, there
exists y ∈ rad+(χ) with ι(x) < ι(y) < r and µ(y) ≤ µ(x)+k. Then we can recursively
define non-empty sets S1, S2, S3, . . . , and elements xi = (aih0 + bih∞) ∈ Si by:
Si+1 = {y ∈ rad+(χ) : µ(y) < µ(xi) + k, ι(xi) < ι(y) < r}
xi+1 = max(Si+1)
Define ci := ai − ai−1 and di = bi − bi−1 for all i ≥ 1: So xi − xi−1 = cih0 + dih∞.
Notice that, for all i:
• 0 ≤ µ(cih0 + dih∞) ≤ k (by our choice of xi−1)
• ci and di can’t both be negative (since 0 ≤ µ(cih0 + dih∞))
• di ≥ 0- Suppose for a contradiction that di < 0. Then ci ≥ 0 (by above), and
so:
ι(xi) = bi/ai = (di + bi−1)/(ci + ai−1) < bi−1/ai−1 = ι(xi−1)
-contradicting the definition of Si.
• ci ≥ 0: Suppose for a contradiction, that ci < 0. Then:
bi−1
ai−1
<
bi−1
ai−1 − 1 ≤
bi−1 + di
ai−1 + ci
= ιxi < r
-and so (ai−1 − 1)h0 + bi−1h∞ ∈ Si−1-contradicting our choice of xi.
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• di/ci > ι(xi−1)- since di/ci ≤ ι(xi−1) would imply that:
bi/ai = (bi−1 + di)/(ai−1 + ci) ≤ bi−1/ai−1
(by lemma 64), which contradicts the fact that xi = aih0 + bih∞ ∈ Si.
Of course, it follows from our choice of x0 that di/ci > r.
Now, let A be the finite set:
A := {y ∈ rad+(χ) : µ(y) ≤ k, ι(y) > r}
And define, for all n:
An := {
n∑
i=1
yi : yi ∈ A for all i ≤ n}
Notice that Si ⊆ {x0 + z : z ∈ Ai} for all i. We claim that there exists n such that:
ι(x0 + z) > r for all z ∈ An
-this will give our required contradiction.
To prove this, let z0 ∈ A be such that ι(z0) is minimal (if there is more than
one, then pick the one such that µ(z0) is minimal too). Let e0, f0 ∈ N be such that
e0h0 + f0h∞ = z0.
By lemma 64, we can find N such that ι(x0+Nz0) > r. Take any z = eh0+fh∞ ∈
ANf0 . Then f ≥ Nf0. Let q = f/Nf0 ≥ 1. Notice that:
r < ι(x0 +Nz0) =
b0 +Nf0
a0 +Ne0
≤ b0 + qNf0
a0 + qNe0
(since (b+Nf0)/(a+Ne0) ≤ f0/e0 ). Also:
f0
e0
≤ f
e
=
qNf0
e
So e ≤ qNe0. And so:
r <
b0 + qNf0
a0 + qNe0
≤ b+ f
a+ e
-so ι(x0 + z) > r for all z ∈ An- thus proving the claim.
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Lemma 66. Let C be either C(4, λ), C(6), C(7) or C(8). Given any irrational r > 0,
and any  > 0, and any d ≥ 1, there exists a tube T (ρ) of rank 〈h0, h∞〉, and index
in (r − , r) such that, given any quasisimple E of T (ρ), and any indecomposable
N ∈ C-mod:
ι(dim(N)) ∈ (ι(dim(E)), r) =⇒ dimK(N) ≥ dimK(E) + d
Proof. Let p be the bound from lemma 60. Pick any k ≥ 1 large enough such that:
1
〈h0, h∞〉(k − p)− p ≥ d
By lemma 65, there exist coprime a, b ∈ N, such that r −  < b/a < r, and given
any a′, b′ ∈ N:
b/a < b′/a′ < r =⇒ µ(a′h0 + b′h∞) > µ(ah0 + bh∞) + k
Pick T (ρ) to be any tube of index b/a and rank 〈h0, h∞〉.
Now, take any indecomposable N ∈ C-mod, with slope in (b/a, r). Of course,
N ∼= E ′[j] for some quasisimple E[j′]. Let a′, b′ be coprime integers such that b′/a′ is
the slope of E ′.
By lemma 65 and lemma 60:
dimK(E
′[j]) ≥ dimK(E ′[1])
≥ 1〈h0, h∞〉(µ(a
′h0 + b′h∞))− p
≥ 1〈h0, h∞〉(µ(ah0 + bh∞) + k)− p
≥ 1〈h0, h∞〉(〈h0, h∞〉dimK(E)− p+ k)− p
≥ dimK(E) + d
4.5 The width of Cpp/ ∼r
We assume throughout this section, that C is one of the four tubular algebras: C(4, λ),
C(6), C(7), C(8).
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Lemma 67. Given any r ∈ R+\Q, d ∈ N,  > 0 and any pp-pair φ/ψ which is open
near r, there exists γ ∈ (r − , r) and a stable tube T (ρ) in Tγ of rank 〈h0, h∞〉 such
that:
• φ/ψ is open on every module in the tube.
• Given any quasisimple E in T (ρ), and any X ∈ Qγ ∩ Pr:
dimK(X) > dimK(E) + d
Proof. By lemma 63, there exists δ > 0 such that φ/ψ is open on every module in
Pr ∩ Qr−δ. By lemma 66, there exists γ ∈ (r − δ, r) ∩ Q satisfying the required
conditions.
Theorem 31. Let C be either C(4, λ), C(6), C(7) or C(8). Then, given any r ∈
R+\Q, the lattice Cpp/ ∼r is wide.
Proof. Take any pp-pair φ/ψ such that φ r ψ. Apply proposition 2 to φ (and N)
to obtain a pointed module (M,m) (respectively (N, n)) and 1 > 0 (respectively,
2 > 0). Let  = min(1, 2).
Let d = dimK(N), and apply lemma 67 to find γ ∈ (r− , r)∩Q and a tube T (ρ).
Since T (ρ) is a non-homogeneous tube (it has rank 〈h0, h∞〉 > 1), we can pick any
two non-isomorphic modules, E and E ′, on the mouth of T (ρ).
Pick any x ∈ φ(E)\ψ(E), and any x′ ∈ φ(E)\ψ(E ′), and let θ and θ′ be generators
of ppE(x) and ppE
′
(x′) respectively. We shall prove that the images of ψ + θ and
ψ + θ′ in pp/ ∼r are incomparable.
First of all, notice that every quotient module of E (other than E itself) has
dimension less than dimK(E), and hence lies in add(Qr). In particular, every non-
zero map from E to a module in (Qγ ∪ Tγ) ∩ Pr is an embedding.
As a non-trivial quotient of E, Coker(f(E,x)) must lie in add(Qr). So, given any
Z ∈ Qγ ∩ Pr:
dimK(θ(Z)) = dimK(Hom(E,Z))− dimK(Hom(Coker(f(E,x)), Z))
= dimK(Hom(E,Z))
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Similarly:
dimK(θ
′(Z)) = dimK(Hom(E ′, Z))
Now, we suppose for a contradiction, that θ+ψ ≤r θ′+ψ. Then θ ∼r θ∧+(ψ+θ′)-
i.e. there exists δ > 0 such that, for all X ∈ Qr−δ ∩ Pr:
θ(X) = (θ ∧ (ψ + θ′))(X)
Since δ can be arbitrarily small, we may assume that δ < . We can find a free
realisation for θ ∧ (ψ + θ′), by considering the pushout, L, of the maps f(E,x) and
f(N⊕E′,(n,x′)):
C
f(N⊕E′,(n,x′))

f(E,x) // E
∃g



N ⊕ E ′ ∃g
′
//___ L
Let l = g(x). Then (L, l) is a free realisation of θ ∧ (ψ + θ′). Notice that there exists
a surjection E ⊕N ⊕ E ′  L with non-zero kernel, and so:
dimK(L) < dimK(E) + dimK(E
′) + dimK(N)
We claim that every map h from E to a module Z ∈ Pr ∩ Qr−δ factors through g:
Indeed, since h(x) ∈ θ(Z) = θ∧(ψ+θ′)(Z), there must exist a map h′ : L→ Z taking
l to h(x). Furthermore, since (h′g − h)(x) = 0, it must factor through Coker(f(E,x)).
However, since Hom(Coker(f(E,x)), Z) = 0, it must be zero. So h = h
′g, as required.
Given any direct summand Y of L, let piY : L Y denote the projection onto Y .
We can split L into L′ ⊕ L′′ ⊕ L′′′, where:
• L′ is the direct sum of all indecomposable direct summands Y of L in Pr such
that piY g 6= 0.
• L′′ is the direct sum of all indecomposable direct summands Y of L in Pr such
that piY g = 0.
• L′′′ is the direct sum of all indecomposable direct summands of L in Qr.
Let pi′ : L  L′, pi′′ : L  L′′, and pi′′′ : L  L′′′ be the natural surjections onto the
direct summands. We claim that Coker(Hom(pi′g, Z)) = 0 for all Z ∈ Qr− ∩ Pr.
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To prove this, take any h : E → Z. Since Coker(Hom(g, Z)) = 0, h factors
through g- i.e. there exist maps h′, h′′, h′′′ such that the following diagram commutes:
E
(pi′g,pi′′g,pi′′′g)//
h
**UUU
UUUU
UUUU
UUUU
UUUU
UUUU
U L′ ⊕ L′′ ⊕ L′′′
(h′,h′′,h′′′)



Z
Since X ∈ Qr−, Hom(L′′′, Z) = 0, so h′′′ = 0. Also pi′′g = 0 (by our choice of L′′).
Thus h = h′pi′g, as required.
Define f ′ := pi′g- we have proved that Coker(f ′, Z) = 0 for all Z ∈ Pr ∩ Qr−δ.
Also, f ′ is an embedding (as shown at the start of the proof). Consider the exact
sequence:
0 −→ E f ′−→ L′ −→ Coker(f ′) −→ 0
Now, since L′ ∈ add(Pr), we can pick γ′ ∈ (r− δ, r)∩Q such that L′ ∈ add(Pγ′).
Take any module Z in a homogeneous tube in Tγ′ . Then Ext(L′, Z) = 0, and theo-
rem 1 gives us an exact sequence:
0 −→ Hom(Coker(f ′), Z) −→ Hom(L′, Z) Coker(f
′, )−→ Hom(E,Z)
−→ Ext(Coker(f ′), Z) −→ Ext(L′, Z) = 0
So Ext(Coker(f ′), Z) ∼= Coker(f ′, Z) = 0 (by the claim above). Lemma 36 therefore
implies that Coker(f ′) has no direct summands in Qγ′ , In particular, Coker(f ′) ∈
add(Pr).
Now, notice that:
dimK(Coker(f
′)) = dimK(L′)− dimK(E)
≤ dimK(L)− dimK(E)
< dimK(N) + dimK(E
′) + dimK(E)− dimK(E)
Since every module in Pr ∩ Qγ has K-dimension at least dimK(N) + dimK(E ′) (by
our choice of γ, using lemma 67), Coker(f ′), cannot have any direct summands in
Pr ∩Qr−, and hence Coker(f ′) ∈ add(Tγ).
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The surjection L′  Coker(f ′) implies that L′ must have a direct summand Y in
Tγ. By our definition of L′, Hom(E, Y ) 6= 0, and so Y ∼= E[k] for some k ≥ 1 (by
corollary 4). Indeed, we will say that Y = E[k].
Recall that Y is a direct summand of L, and piY : L Y denotes the natural pro-
jection onto Y . By our choice of L′, piY g 6= 0. By corollary 4, dimK(Hom(E,E[k])) =
1, and so piY g is equal to (a non-zero scalar multiple of) the embedding ρ in the short
exact sequence:
0 −→ E[1] ρ−→ E[k] pi−→ τ−E[k − 1] −→ 0
-as described in at the end of (3.1.2). We will assume that piY g = ρ. Then y = ρ(x) 6=
0. Now, the map:
N ⊕ E ′ g−→ L piY−→ Y
-takes (n, x′) to y. Since Hom(E ′, Y ) = 0 (by corollary 4), the map piY giN : N → Y
(where iN : N ↪→ N ⊕ E ′ is the natural embedding) takes n to y.
Now, pipiY giN(n) = pi(y) = piρ(x) = 0, and hence factors through Coker(f(N,n).
Since Coker(f(N,n) ∈ add(Qr), we have that piY giN ∈ Ker(pi) = Im(ρ), and hence
factors through ρ:
N
piY giN //
f ′′
  B
B
B
B E[k]
E[1]
ρ
<<yyyyyyyy
Since ρ is an embedding, and ρ(x) = ρf ′′(n), it follows that f ′′(n) = x.
Since E ∈ Pr ∩ Qr−, our choice of N , n and  (cf. proposition 2) give that
x ∈ ψ(E)- which contradicts our choice of x.
Thus θ + ψ r θ′ + ψ, and similarly θ + ψ r θ′ + ψ- and so the lattice is indeed
wide.
4.6 Other classes of tubular algebras
In order to extend theorem 31 to all tubular algebras, we first need to define a few
more types of tubular algebra:
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4.6.1 Canonical algebras
Given any t ≥ 2, take any n1, . . . , nt ≥ 1. Let ∆(n1, n2, . . . , nt) denote the quiver:
a
(1)
1
α
(1)
2 // a
(1)
2
// . . .
α
(1)
n1−1// a
(1)
n1−1
α
(1)
n1
<
<<
<<
<<
<<
<
a
(1)
1
α
(2)
2 // a
(1)
2
// . . .
α
(2)
n2−1// an1−1
α
(2)
n2
&&MM
MMM
MM
0
α
(t)
1
%%KK
KKK
K
α
(1)
1
BB
α
(2)
1
99ssssss ...
...
... ω
a
(1)
1
α
(t)
2 // a
(1)
2
// . . .
α
(t)
nt−1// an1−1 α
(t)
nt
88qqqqqqq
For all i ≤ t, let α(i) be shorthand for the path α(i)ni . . . α(i)2 α(i)1 . Let V be the
t-dimensional vector space, with basis {α(1), . . . , α(t)}. A generic subspace I of
V is any (t − 2)-dimensional subspace such that, given any m,n ∈ {1, 2, . . . , t},
I ∩ 〈α(n), α(m)〉 = {0}. Of course, any generic subspace of V is also an ideal in
K∆(n1, . . . nt).
A bound quiver algebra KQ/I is called a canonical algebra if Q is a quiver of the
form, ∆(n1, . . . , nt), and I an ideal of KQ given by a generic subspace.
Given any canonical algebra C = K∆(n1, . . . , nt)/I, define:
P = {M ∈ C-mod : dimK(eωM)− dimK(e0M) < 0}
T = {M ∈ C-mod : dimK(eωM)− dimK(e0M) = 0}
Q = {M ∈ C-mod : dimK(eωM)− dimK(e0M) > 0}
Lemma 68. Given any canonical algebra C, T is a sincere, stable tubular family,
indexed by P1(K), which separates P from Q.
We define a canonical tubular extension of a canonical algebra C to be any tubular
extension of C (as described in (3.1.8)) using modules from T .
4.6.2 Bush algebras
Recall the set S(+1,−1) of finite sequences of +1 and −1. We say that a sequence
a ∈ S(−1,+1) is strictly positive (or strictly negative) if it has length at least one,
and every element of it is +1 (respectively, −1).
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Let B(1), . . . , B(t) be finite branches. Recall from (3.1.7) that, for each branch
B(s), there exists a finite subset S(s) ⊂ S{−1,+1} such that {b(s)∅ } ∪ {b(s)a : a ∈ S(s)}
is the vertex set of B(s), and {β(s)a : a ∈ S(s)} the arrow set of B(s). Let ns = |S(s)|+1
(the number of vertices of B(s)). Label the vertex b
(s)
∅ of B
(s) as ω.
Let Q = (Q0, Q1) be the graph with Q0 containing one vertex, ω, and Q1 being
empty. Let A the algebra obtained from KQ by adding the branches {B(1), . . . , B(t)}
to ω. Any such algebra A is called a bush algebra, and the branching type of A is
(n1, . . . , nt).
For example, taking B(1) to be the branch with vertex set B
(1)
0 = {b∅, b−1, b+1},
and B(2) to be the branch with vertex set B
(2)
0 = {b(2)∅ , b(2)−1, b(2)+1, b(2)+1,−1, b(2)+1,+1}, then
the bush algebra obtained has underlying quiver:
b
(1)
−1 bb
β
(1)
−1
EE
EE
EE
EE
E b
(1)
+1
β
(1)
+1||yy
yy
yy
yy
y
b∅
b
(2)
−1
||
β
(2)
−1
yyyyyyyyy
b
(2)
+1
β
(2)
+1
bbEEEEEEEEE
b
(2)
+1,−1
}}
β
(2)
+1,−1
{{{{{{{{
b
(2)
+1,+1
β
(2)
+1,+1
aaCCCCCCCC
-and the ideal I is 〈β(1)−1β(1)+1 , β(2)−1β(2)+1 , β(2)+1,−1β(2)+1,+1〉.
Given any bush algebra, an A-module is called a coordinate module if its K-
representation satisfies the following:
• The vector space associated to ω is a 2-dimensional K-vector space (denoted
Mω)
• There exists a pairwise different set of 1-dimensional subspaces U1, U2, . . . Ut
of Mω such that, given any vertex b
(s)
a of B, the K-vector space associated to
it is U (s) if a is strictly positive, and Mω/U
(s) if it is strictly negative, and 0
otherwise.
• The K-homomorphism associated to any arrow of the form β(s)+1 is the natural
embedding U (s) ↪→Mω
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• The K-homomorphism associated to any arrow of the form β(s)a (where a is
strictly positive, and has length at least 2) is the identity map U (s) → U (s).
• The K-homomorphism associated to any arrow of the form β(s)−1 is the natural
projection Mω M/U (s).
• The K-homomorphism associated to any arrow of the form β(s)a (where a is a
strictly negative sequence of length at least 2) is the identity map M/U (s) →
M/U (s).
• The K-homomorphism associated to any other arrow is the zero map.
For example, if A is the branch algebra as defined above, then the coordinate modules
are the A modules with representation:
(K ⊕K)/〈(1, λ)〉
hhhh
QQQ
QQQ
QQQ
QQQ
〈(1, λ)〉
K ⊕Kee
3 SKK
KKK
KKK
KK
yy
K kssssssssss
(K ⊕K)/〈(1, µ)〉
vvvv
mmmmmmmmmmmm
〈(1, µ)〉
0
yy
sssssssssss 〈(1, µ)〉
1
eeKKKKKKKKK
-for some distinct λ, µ ∈ P1(K) (where the maps to and from K⊕K are just the em-
beddings of subspaces, and canonical projections onto the factor spaces respectively).
Lemma 69. An algebra C is a canonical tubular extension of a canonical algebra C0
if and only C is a coextension of a bush algebra C∞ by a coordinate module.
If so, then the extension type of C over C0 equals the branching type of C∞.
Proof. By [23, (4.8.1)].
4.7 Shrinking functors
Let A be any tubular algebra. By theorem 26, there is a unique tame concealed
algebra A0 such that A is a tubular extension A0[Ei, Ki]
t
i=1 of A0- where E1, . . . , Et are
elements of the separating tubular family T in A0-mod, and K1, . . . , Kt are branches.
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A tilting module T ∈ A-mod is called a shrinking module if there exists a prepro-
jective tilting A0-module T0 and a projective A-module Tp such that T ∼= T0 ⊕ Tp.
Given any shrinking module AT , the functor Hom(T, ) : A-mod→ B-mod (where
B := End(AT )) is called a left shrinking functor.
We define B0 := End(A0).
Lemma 70. Let Σ0 be the functor Hom(T0, ) : A0-mod → B0-mod. Then B =
B0[Σ0(Ei), Ki]
t
i=1.
Proof. By [23, (4.7.4)].
Theorem 32. If A is a tubular algebra, and AT a shrinking A-module, then B =
End(AT ) is a tubular algebra.
Proof. By [23, (5.5.1)].
Lemma 71. There exists a linear transformation σT : K0(A)→ K0(B), such that:
σT (dim(M)) = dim(ΣTM)− dim(Σ′TM)
-where Σ′T := Ext(T, ).
Proof. By [23, (4.1.7)].
Let hA0 and h
A
∞ be the positive radical generators in rad(χA) as in theorem 26.
Since B is also a tubular algebra, there are positive radical generators hB0 and h
B
∞ in
rad(hB) (as in the theorem).
Define ιA0 := 〈hA0 , 〉 : K0(A)→ Z and ιB0 := 〈hB0 , 〉 : K0(B)→ Z.
Lemma 72. σT (h
A
0 ) = h
B
0 . Furthermore, σ(h
A
∞) is in rad(χB), and so there exist
n0, n∞ ∈ Q+0 such that:
σ(hA∞) = n0h
B
0 + n∞h
B
∞
Proof. For the first assertion, see page 290 of [23]. The second is by [23, (5.4.a)].
Define σ : Q∞0 → Q∞0 by:
σ(γ) :=
n∞γ
n0γ + 1
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-where n0 and n∞ are as in lemma 72. Notice that σ : Q∞0 → {δ ∈ Q∞0 : 0 ≤ δ ≤
n∞/n0} is an order preserving bijection. ΣT is said to be a proper shrinking functor
if n0 6= 0.
Lemma 73. Let AT be a shrinking module. Suppose that an indecomposable M ∈
A-mod doesn’t lie in G(T ) (cf (2.6.1)). Then M is a preprojective A0-module.
Proof. See [23, (5.4.1)]
Lemma 74. ΣT defines an equivalence from PA∞ ∩ G(AT ) onto PBσ∞
Proof. By [23, (5.4.2’)]- noting that T Bσ∞ is indeed a separating tubular family.
Theorem 33. Given any γ ∈ Q∞0 , ΣT induces an equivalence of categories from Tγ
onto T Bσ(γ).
Proof. See [23, (5.4.3)]
Corollary 14. Given any r ∈ R∞0 , ΣT gives an equivalence between PAr ∩ G(T ) and
PBσ(r).
4.7.1 Inducing an embedding of pp-lattices
First of all, note the following:
Lemma 75. Let φ/ψ be any pp-pair in any algebra, A, and let (M,m) and (N,n) be
the free realisations of φ and ψ respectively.
Then, given any module X, φ/ψ is closed on X if and only if, for every h ∈
Hom(M,X) there exists h′ ∈ Hom(N,X) such that the following diagram commutes:
Ak
f(M,m)//
f(N,n)

M
h

N
h′ // X
Proof. This can easily be checked.
Throughout the rest of this subsection, A will be a tubular algebra, AT a shrinking
module, andB = End(AT ) (which is also a tubular algebra, by 32. We fix an irrational
r > 0.
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Recall (from (2.6.1)) that there exists a functor ΥT given by:
ATB ⊗ : B-Mod→ A-Mod
-and that ΥT and ΣT induce some mutually inverse equivalences (as in theorem 18).
In fact:
Lemma 76. ΣT induces an equivalence of categories between PAr ∩G(AT ) and PBσ(r)-
with the mutually inverse functors being ΥT and ΣT .
Proof. Fairly easy, given lemma 74 and theorem 33.
We denote by M(r) the direct sum of all indecomposable pure-injective A-modules
of slope r, and by N(σ(r)) the set of all indecomposable pure-injective B-modules of
slope σ(r). We aim to show that w(Bpp(M(σ(r)))) =∞ implies w(Bpp(M(r))) =∞.
We denote by ∼σ(r) the equivalence relation on Bpp (and hence on the lattice of
1-pointed finitely presented B-modules) such that φ ∼σ(r) ψ if and only if there exists
 > 0 such that φ(Y ) = ψ(Y ) for all Y ∈ PBσ(r) ∩QBσ(r−).
Let t1, . . . , tk be any generating set for T (as a K-module). Notice that, given any
Y ∈ A-mod, and any maps f, g ∈ Hom(T, Y ):
f = g ⇐⇒ f(ti) = g(ti) for all i ≤ k
We define a map from Bpp
1 to App
k as follows: Given any φ(v) ∈B pp1, let (C, c)
be a free realisation of φ(v), and let g(C,c) ∈ Hom(B,B C) be the unique map taking 1
to c.
Consider the k-pointed A-module:
(ΥTC, ((ΥTg(C,c))(t1), . . . , (ΥTg(C,c))(tk)))
We define ΥT (φ) to be any pp-formula ψ ∈A ppk such that:
〈φ〉 = ppΥTC((ΥTg(C,c))(t1), . . . , (ΥTg(C,c))(tk))
We shall show this map induces an embedding from Bpp
1/ ∼σ(r) into Appk/ ∼r.
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Lemma 77. Given any φ, ψ ∈B pp:
Υ(φ) ∼r Υ(ψ) =⇒ φ ∼σ(r) ψ
Proof. Let (BC, c) and (BD, d) be the free realisations of φ and ψ respectively.
Suppose that Υ(φ) ∼r Υ(ψ). Pick any  > 0 such that (Υ(φ))(X) = (Υ(ψ))(X)
for all X ∈ PAr ∩QAr−. We claim that φ(Y ) = ψ(Y ) for all Y in PBσ(r) ∩QBσ(r−).
Take any y ∈ φ(Y )- so there exists a map h ∈ HomB(C, Y ) taking c to y. Consider
the map:
ΥTB
ΥT g(C,c)−→ ΥTC ΥT h−→ ΥTX
Let xi = (ΥTg(C,c))(ΥTh)(ti) for each i ≤ k. Then:
(x1, . . . , xn) ∈ (Υ(φ))(ΥTY )
(by our definition of ΥT (φ). Of course, ΥTY ∈ PAr ∩QAr−, so, by our assumption:
(Υ(φ))(ΥTY ) = (Υ(ψ))(ΥTY )
- thus there exists a map f ∈ Hom(ΥTD,ΥY ) such that (f)(ΥTg(D,d))(ti) = xi for
all i ≤ k.
Then (f)(ΥTg(D,d))(ti) = xi = (ΥTg(C,c))(ΥTh)(ti) for all i ≤ n, and hence
(f)(ΥTg(D,d)) = (ΥTg(C,c))(ΥTh) (since t1, . . . , tk generated T ).
Of course, the equivalence of categories gives that:
ΣT ((ΥTh)(ΥTg(C,c))) = ΣTΥT (hg(C,c)) = hg(C,c)
Also the equivalence of categories implies that f = ΥTΣTf . And so:
ΣT ((f)(ΥTg(D,d))) = ΣT ((ΥTΣTf)(ΥTg(D,d)))
= ΣTΥT ((ΣTf)(g(D,d)))
= (ΣTf)(g(D,d))
Corollary 15. The map φ 7→ ΥT (φ) induces a lattice embedding of from Bpp1/ ∼σ(r)
to App
k/ ∼r. Consequently, if w(Bpp1/ ∼σ(r)) = ∞ then w(Appk/ ∼r) = ∞, and
hence w(App
1/ ∼r) =∞
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Proof. By lemma 77, the induced map is an embedding. One can easily check that
it is a well defined lattice homomorphism.
The fact that w(App
k/ ∼r) = ∞ implies w(App1/ ∼r) = ∞ follows from [17,
(7.3.8)].
4.7.2 Shrinking functors between different tubular algebras
Lemma 78. Given any canonical tubular algebra A, there exists a proper left shrink-
ing functor from A-mod to C-mod- where C is either C(6), C(7), C(8) or C(4, λ)
(for some λ ∈ K\{0, 1}.
Proof. See [23, (5.7.1)].
Corollary 16. Given any canonical tubular algebra, A, and any r ∈ R+\Q, the
lattice ppA/ ∼r has infinite breadth.
Proof. By lemma 78 there exists a proper shrinking functor from A to either C(4, λ),
C(6), C(7) or C(8). The result follows, by corollary 15 and theorem 31.
Lemma 79. Let B0 be a tame concealed bush algebra, and M a coordinate module
for B. Let B = B0[M ]- note that, by lemma..., B
op is a canonical tubular extension
of a canonical tubular algebra.
If B is not a canonical algebra, then there exists a proper left shrinking functor
from B-mod to C-mod- for some canonical tubular algebra C
Proof. See [23, (5.7.2)]
Corollary 17. Let B0 be a tame concealed bush algebra, and M a coordinate module
for B. Let B = B0[M ].
Then, given any r ∈ R+\Q, the lattice ppB/ ∼r has infinite breadth.
Proof. If B is a canonical tubular algebra, then corollary 16 gives the required result.
If not, then by lemma 79 there exists a proper shrinking functor from B-mod to
C-mod- for some canonical tubular algebra C.
The result follows, by corollary 15 and corollary 16.
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Lemma 80. Given any tubular algebra A, there exists a proper left shrinking functor
from A-mod to B-mod- for some canonical tubular extension B of a tame concealed,
canonical algebra.
Proof. See [23, (5.7.1)]
Theorem 34. Given any tubular algebra A, and any r ∈ R+\Q, the lattice ppA/ ∼r
has infinite breadth.
And consequently, if K is countable, then there exists a superdecomposable pure-
injective A-module of slope r.
Proof. Follows from lemma 80, corollary 15 and corollary 17.
Recall, from theorem 28, that every indecomposable pure-injective module over
a tubular algebra has unique slope. If K is countable, then this result does not
extend to superdecomposable modules: For example, given any positive irrationals
r, s such that r > s, theorem 34 gives us a pure-injective superdecomposable modules
M and N of slope r and s respectively. By lemma 35, Hom(Tγ, N) 6= 0 (and hence
Hom(Tγ,M ⊕N) 6= 0) for all γ < r. Thus M ⊕N cannot have slope less than r.
Similarly, Hom(M, Tδ) 6= 0 (and hence Hom(M ⊕N, Tδ) 6= 0) for all δ > s, and so
M ⊕ N cannot have slope greater than s. Hence it is a pure-injective superdecom-
posable module, which doesn’t have slope.
This raises the question of whether or not every pure-injective superdecomposable
module can be expressed as a direct sum of modules, each of which has slope. We
leave this question open.
Chapter 5
String Algebras
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5.1 String algebras
A string algebra is a bound quiver algebra KQ/I (over a finite quiver, Q) satisfying
the following conditions:
• For all a ∈ Q0 there are at most two arrows with source a, and at most two
with target a.
• Given any α ∈ Q1, there is at most one β ∈ Q1 such that s(β) = t(α) and
βα /∈ I
• Given any α ∈ Q1, there is at most one γ ∈ Q1 such that t(γ) = s(α) and
αγ /∈ I
• There exists N ∈ N such that any Q-path of length at least N lies in I
For example, the path algebra of the Kronecker quiver is a string algebra, as is the
path algebra of the quiver:
a
α //
β
// b
γ // c
δ //

// d
-and ideal I = 〈δγ, γα〉. Another example is the Gelfand-Ponomarev algebra, Gm,n
(for all m,n ≥ 2)- which has underlying quiver:
a βeeα 99
-and ideal 〈αm, βn, αβ, βα〉.
5.1.1 Finite dimensional string modules
For every α ∈ Q1, we define a formal inverse α−1, with s(α−1) = t(α) and t(α−1) =
s(α). We define Q−11 to be the set of all such inverse arrows. We define (α
−1)−1 to
be α, for all α−1 ∈ Q−11 .
Define a letter to be any element of Q1 ∪ Q−11 . Every letter in Q1 is said to be
direct, and every letter in Q−11 is said to be inverse. A finite word is any finite string
of letters l1l2l3 . . . ln, such that:
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• t(li+1) = s(li) for all i ∈ {1, 2, . . . , n− 1}
• li 6= l−1i+1 for all i ∈ {1, 2, . . . , n− 1}
• No substring of it (i.e. string of the form ljlj+1 . . . lk with j ≥ 1 and k ≤ n) lies
in I.
• There are no substrings ljlj+1 . . . lk such that l−1k . . . l−1j+1l−1j lies in I
The length of a finite word l1 . . . ln is n. We refer to l1 and ln as the first and last
letters, respectively, of l1 . . . ln. We define t(l1 . . . ln) := t(l1) and s(l1 . . . ln) := s(ln).
For any such word l1 . . . ln, we define w
−1 := l−1n . . . l
−1
1 . Notice that w
−1 is also a
word.
For each a ∈ Q0, we define two more words, 1a,+1 and 1a,−1, of length zero- such
that s(1a,1) = s(1a,−1) = t(1a,1) = t(1a,−1) = a. Furthermore, we define (1a,1)−1 =
1a,−1 and (1a,−1)−1 = 1a,1. We define W to be the set of all finite words for KQ/I
(including the words of length zero).
Given any word D = l1 . . . ln, a subword of D is any word of the form lk . . . lm, for
some k ≥ 1 and m ≤ n such that k < m. We call it an initial subword if k = 1.
Lemma 81. D 6= D−1, for all D ∈ W.
Proof. Write D as l0l1l2 . . . ln. Assume, for a contradiction, that D = D
−1. So
li = l
−1
n−i for all i ∈ {0, 1, 2, . . . , n},.
If n is even, say n = 2k, then lk = l
−1
n−k- which, since n − k = k, is clearly
a contradiction. However, if n is odd, say n = 2k + 1, then lk = l
−1
n−k = l
−1
k+1-
contradicting the definition of a word.
Given any finite word w = l1 . . . ln (with n ≥ 0), let M(w) be an n+1-dimensional
K-vector space with basis z0, z1, z2, . . . , zn. We endow it with an A-module structure
as follows: For all a ∈ Q0 and i ∈ {0, 1, . . . , n}, define:
eazi =

zi if i > 0 and s(li) = a
z0 if i = 0 and t(l1) = 0
0 otherwise
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For all α ∈ Q1, define:
αzi =

zi−1 if li−1 = α
zi+1 if li = α
−1
0 otherwise
Any module of this form is called a (finite dimensional) string module. And we call
the set {z0, z1, . . . , zn} the standard basis of M(w).
Theorem 35. For all w ∈ W, M(w) is an indecomposable A-module.
Furthermore, for all u,w ∈ W, M(w) ∼= M(u) if and only if either w = u or
w = u−1.
Proof. See [8] page 161.
5.1.2 Finite dimensional band modules
Given any D = (l1 . . . ln) ∈ W , and k ∈ N+, define Dk to be the string of letters
l′1l
′
2 . . . l
′
kn such that l
′
i(mod n) = li for all i ≤ nk- note that it is not necessarily a word.
A word D is said to be cyclic if Dk ∈ W for all k ∈ N. A cyclic word D is
primitive if there is no C ∈ W and k ≥ 2 such that D = Ck. Any primitive cyclic
word is called a band.
Lemma 82. Let D be any band. Then D does not equal any (non-trivial) cyclic
permutation of D.
Furthermore, D does not equal any cyclic permutation of D−1.
Proof. Write D as l1 . . . ln. First of all, suppose that D is a cyclic permutation of
D−1: i.e. there exists k such that:
l1 . . . ln = l
−1
k . . . l
−1
1 l
−1
n . . . l
−1
k+1
Then, in particular, l1 . . . lk = l
−1
k . . . l
−1
1 - contradicting lemma 81
Now, suppose that D is a non-trivial cyclic permutation of itself- i.e there exists
k ∈ {0, 1, . . . n− 1} such that:
l1 . . . ln = lk+1 . . . lnl1 . . . lk
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-so, for all i ∈ Zn, li = li+k. Let m be the highest common factor of n and k.
Elementary number theory gives us that, for every i ∈ {1, 2, . . .m}:
li = li+m = li+2m = · · · = ln−2m+i = ln−m+i
And so y = (l1 . . . lm)
n/m- contradicting the definition of a band.
Given any band, D = l1 . . . ln, and any indecomposable N ∈ K[T, T−1]-mod, we
define an A-module M(K[T,T−1]N,D) as follows: First of all, recall that any N ∈
K[T, T−1]-mod is uniquely determined by a finite dimensional K-vector space, Km,
and an automorphism φ ∈ AutK(Km) (which is the action of multiplying by T ). Let
V0, V1, . . . Vn−1 be copies of Km, and define M(K[T,T−1]N,D) to be the module with
underlying vector space
⊕k−1
i=0 Vi. The A-module structure is defined as follows:
Given any a ∈ Q0, define ea to be the identity map on all Vi such that t(li+1) = a,
and zero on all the other Vi. And for all α ∈ Q1, define α to be the map such that,
for any Vi and any x ∈ Vi:
αx =

x (as an element of Vi−1) if i 6= 0 and li = α
φ(x) (as an element of Vn−1) if i = 0 and ln−1 = α
x (as an element of Vi+1) if i 6= n− 1 and li+1 = α−1
φ−1(x) (as an element of V1) if i = n− 1 and ln = α−1
0 otherwise
We will normally denote this module as M(D,m, φ). In fact, since m is the K-
dimension of Im(φ), we need not specify m in the notation- so we may refer to the
module as M(D,φ). Any module of this form is called a band module.
Theorem 36. For all indecomposable module (Km, φ) in K[T, T−1]-mod and all
bands C, M(C, φ) is an indecomposable A-module.
Moreover M(C, φ) and M(D,ψ) are isomorphic if and only if one of the following
is true:
• C is a cyclic permutation of D, and the K[T, T−1]-modules corresponding to φ
and ψ are isomorphic.
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• C is a cyclic permutation of D−1, and the K[T, T−1]-modules corresponding to
φ and ψ−1 are isomorphic.
Proof. See [8] page 161.
Theorem 37. Every indecomposable M ∈ A-mod is either a string module M(C),
or a band M(D,φ).
Furthermore, no finite dimensional string module is isomorphic to a (finite dimen-
sional) band module.
Proof. See [8] page 161.
5.2 Infinite words
We define an N-word to be any infinite string of letters l1l2 . . . lnln+1 . . . such that
l1 . . . ln ∈ W for all n ∈ N+. An N-word l1l2l3 . . . is said to be periodic if there exists
k ≥ 1 such that ln = ln+k for all n ∈ N.
Every periodic N-word can be written in the form D∞-for some unique band D.
We say that a periodic N-word D∞ is contracting (respectively, expanding) if the last
letter of D lies in Q1 (respectively, in Q
−1
1 ).
An N-word l1l2l3 . . . is said to be almost periodic if there exists k ≥ 1 such
that lk+1lk+2lk+3 . . . is periodic, but lklk+1lk+2lk+3 . . . is not. A N-word is said to be
aperiodic if it is not periodic or almost periodic.
For any almost periodic Z-word, w, there exists a unique band D, and a unique
k ≥ 0 such that l∞k is not periodic, and l1 . . . lk−1lkD∞. It is said to be contracting
(respectively, expanding) if D∞ is contracting (respectively, expanding). Notice that
both l′nl
′
1 and lkl
′
1 are both words, and so l
′
n and l
′
1 can’t both be direct (by the
definition of a string algebra), and similarly, can’t both be inverse.
We define a Z-word to be any 2-sided infinite string of the form:
. . . l−m−1lm . . . l−1l0l1 . . . lnln+1 . . .
-such that, for all m,n ∈ N, l−n . . . l−1l0l1 . . . lm ∈ W . We say that a Z-word is:
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• periodic- if there exists k ∈ N+ such that ln+k = ln for all n ∈ Z.
• almost periodic- if is not periodic, but is of the form u−1w, where u and w are
almost periodic N-words.
• half-periodic- if it is of the form u−1w, with one of the N-words w, u being
almost periodic, and the other being aperiodic.
• aperiodic- if it is none of the above.
Any almost periodic Z-word, w can be written in the unique form u−1l1 . . . lmv- for
some periodic N-words u, v, and finite word l1 . . . lm such that lmv and l−11 u are almost
periodic. We say w is:
• contracting- if both u and v are contracting.
• expanding- if both u and v are expanding.
• mixed - if u is contracting, and v expanding.
• negative mixed - if u is expanding, and v contracting.
Lemma 83. The following are equivalent for any string algebra A:
1. There are only finitely many bands
2. Every N-word is periodic or almost periodic
3. Every Z-word is periodic or almost periodic
Proof. Proposition 2 of [24].
A string algebra is said to be domestic if it satisfies the conditions of lemma 83,
and non-domestic otherwise.
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5.2.1 Infinite dimensional string modules
We will be dealing a lot with K-vector spaces of the form:
∏
i∈I
Vi
-where Vi is a 1-dimensional K-vector space. Elements of such a space are usually
written in the form (xi)i∈I (with each xi in Vi)- however, we will write such an element
as
∑
i∈I xi throughout the chapters on string algebras.
Let w be any N-word, l1l2l3 . . . , or Z-word, . . . l−1l0l1l2 . . . . Define the index set
I of w to be N in the former case, and Z in the latter.
We define an infinite dimensional A-moduleM(w)- referred to as the direct product
module over w- as follows: For each i ∈ I, let Vi be a one dimensional K-vector space,
and let zi be any non-zero element of Vi. We define M(w) to be the A-module with
underlying K-vector space
∏
i∈I Vi , such that, for all a ∈ Q0 and i ∈ I:
eazi =
 zi if t(li+1) = a0 otherwise
-and such that ea(
∑
i∈I λizi) =
∑
i∈I λieazi for all elements
∑
i∈I λizi of M(w). Also,
for all α ∈ Q1:
αzi =

zi−1 if li = α
zi+1 if li+1 = α
−1
0 otherwise
-and α(
∑
i∈I λizi) =
∑
i∈I λiαzi for all elements
∑
i∈I λizi of M(w).
We define the direct sum string module- denoted M(w)- to be the submodule of
M(w) with underlying K-vector space
⊕
i∈I Vi.
If w is a Z-word, then we define M+(w) and M−(w) to be the submodules of
M(w) with underlying K-vector space
∏
i≥0 Vi ⊕
⊕
i<0 Vi and
⊕
i≥0 Vi ⊕
∏
i<0 Vi)
respectively.
We define a string module over w to be any module of the form M(w), M(w),
M+(w) or M−(w). Notice that, for any string module M over w, M(w) is a submod-
ule of M , and M is a submodule of M(w). We refer to the embeddings M(w) ↪→M
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and M ↪→M(w) (corresponding to the inclusion of submodules) as canonical embed-
dings.
We call the set {zi : i ∈ I} the standard basis of M(w). In fact, given any string
module M over w, we refer to {zi : i ∈ I} as the standard basis of M (even though
it is not strictly a basis of, for example, M(w)).
5.2.2 Some isomorphisms between string modules
We say that w is an infinite word if it is either a Z-word, an N-word, or the inverse
of an N-word. We call w a word if and only if it is a finite word, or an infinite word.
Given any two words u and w, we say that u is a subword of w if there exist
words u′ and u′′ such that w = u′uu′′ (of course, u′′ would have to be a finite word
or N-word, and u′ a finite word or inverse of an N-word).
Given any two words, w = . . . l−1l0l1l2 . . . , and w′ = . . . l−2l−1l0l1l2 . . . (with index
sets I and J respectively), we write w = w′ whenever there exists k ∈ Z such that
{i+ k : i ∈ I} = J and li = l′i+k for all i ∈ I.
Of course, given any two such words, M(w) ∼= M(w′), M(w) ∼= M(w′), M−(w) ∼=
M−(w′) and M+(w) ∼= M+(w′), via the map ∑i∈I λizi 7→ ∑i∈I λiyi+k (where {zi :
i ∈ I} and {yj : j ∈ J} are the standard bases of M(w) and M(w′) respectively).
Also, we write w = (w′)−1 whenever there exists k ∈ Z such that {k−i : i ∈ I} = J
and li = l
′
k−i for all i ∈ I. Of course, given any two such words, M(w) ∼= M(w′),
M(w) ∼= M(w′), M−(w) ∼= M+(w′) and M+(w) ∼= M−(w′), via the map ∑i∈I λizi 7→∑
i∈I λiyk−i.
5.2.3 Ringel’s List
In [24] Ringel focusses on the following set of modules:
• A module M(w), for every contracting periodic or almost periodic N-word, w.
• A module M(w), for every expanding periodic or almost periodic N-word, w.
• A module M(w), for every contracting almost periodic Z-word, w.
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• A module M(w), for every expanding almost periodic Z-word, w.
• A module M+(w) for every mixed almost periodic Z-word, w.
• A module M−(w) for every negative mixed almost periodic Z-word, w.
We will refer to the set of all such modules as Ringel’s list. Since M+(w) ∼= M−(w−1)
for any mixed almost periodic Z-word, w, we may ignore the modules on that list
over negative mixed words.
Theorem 38. Every module on Ringel’s list is pure-injective.
Proof. See [24].
It was suspected that every module on Ringel’s list is also indecomposable. Indeed,
this result (theorem 41) does follow from our results in the next chapter.
It was conjectured that every infinite dimensional pure injective indecomposable
module over a string algebra is a string module over some infinite word w: and
further, that every infinite dimensional indecomposable pure-injective module over a
domestic string algebra is isomorphic to a module on Ringel’s list.
Proposition 4. Let w be any N-word or Z-word over a string algebra A. Then M(w)
is pure-injective.
Proof. Consider the opposite algebra Aop = HomK(A,K). It will be enough to prove
that M(w) is the K-dual of an Aop-module- since any such module is a pure-injective
A-module- by [17, (4.3.29)].
Given any x ∈ A, let fx denote the corresponding element in Hom(A,K). One
can easily check that Aop is a string algebra, with {fea : a ∈ Q0} being primitive
orthogonal idempotents (i.e. the stationary paths), and {fα : α ∈ Q1} the set of
arrows (i.e. the paths of length 1).
Given any arrow fα in A
op, denote the inverse letter associated to fα as fα−1 . This
gives an obvious bijection between the letters of A and the letters of Aop- where each
l corresponds to fl.
130 CHAPTER 5. STRING ALGEBRAS
If l1l2l3 . . . is a word in A, then one can easily check that fl1fl2fl3 . . . is a word in
Aop.
Consider the string module M(fl1fl2fl3 . . . ) over A
op. One can easily check that
Hom(M(fl1fl2fl3 . . . ), K) is isomorphic (as an A-module) to M(w).
Theorem 39. Let w be any infinite word. Then M(w) is indecomposable.
Proof. See [13].
5.3 Some pp-formulas over string algebras
5.3.1 Partially ordering the set of words
Let W ′ denote the set of all finite words and N-words. Of course, W ′ can be par-
titioned into
⋃
a∈Q0W ′a- where W ′a is the set of all w ∈ W ′ such that t(w) = a.
Furthermore, we partition each W ′a into two sets H1(a) and H−1(a), as follows:
By definition of a string algebra, there exists at most two direct letters in Q1 with
target a, and at most two inverse letters in Q−11 with target a. We can arbitrarily
place each of these (at most four) letters in either H1(a) or H−1(a), to satisfy the
following criteria:
• Hs(a) contains at most one direct letter, and at most one inverse letter (for
each s ∈ {−1,+1}.
• Given any l1, l2 ∈ H1(a), the string l−11 l2 is not a word
• Given any l1, l2 ∈ H−1(a), the string l−11 l2 is not a word
By the definition of a word (and of a string algebra), there is always at least one way
of doing this. Now place 1a,+1 ∈ H1(a) and 1a,−1 ∈ H−1(a). Given any w ∈ W ′ of
non-zero length, we place w in whatever subset we placed its first letter in.
Given any s ∈ {−1,+1} and w ∈ Hs(a), we define 1a,sw to be w. Now we define
a total order on Hs(a) such that C < D if and only if one of the following holds:
• D = CαE for some word E and α ∈ Q1
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• C = Dβ−1F for some word F and β ∈ Q1
• C = E1γ−1F1 and D = E1δF2 for some words E1, F1, F2 and γ, δ ∈ Q1
Lemma 84. Given any u,w1, . . . , wn ∈ Hs(a) such that u < wi for all i, there exists
a finite word D such that u < D ≤ wi for all i.
Proof. Let w = min{wi : 1 ≤ i ≤ n}. If w is finite, then let D = w. If not, then
there are two possibilities:
Firstly, if u is an initial subword of w, then (since u < w) there exists α ∈ Q1 and
a word w′ such that w = uαw′- in which case set D = uα.
Secondly, if u is not an initial subword of w, then (since u < w) there exists
α, β ∈ Q1, and words D, u′ and w′ such that u = Dβ−1u′ and either w = Dαw′ or
w = D. Then u < D ≤ w, as required.
Lemma 85. Given any w = l1l2l3 · · · ∈ H1(a), let D = l′1l′2 . . . l′k be any finite word
(with k ≥ 1) in H1(a) which is not an initial subword of w. Then D > w implies
l1 . . . lk−1 ≥ w.
Similarly, D < w implies l1 . . . lk−1 ≤ w.
Proof. Firstly, if w = l′1 . . . l
′
n for some n ≤ k − 1, then l′n+1 must be a direct letter
(since D > w), and so:
l′1 . . . l
′
nl
′
n+1 . . . l
′
k−1 ≥ l′1 . . . l′n = w
-as required. Secondly, if w is not an initial subword of D, then there must exist
n < k such that l1 . . . ln = l
′
1 . . . l
′
n, and ln+1 ∈ Q−11 , and l′n+1 ∈ Q1. And so:
l′1 . . . l
′
nl
′
n+1 . . . l
′
k−1 ≥ l′1 . . . l′n > w
-as required.
Lemma 86. Given any a ∈ Q0 and s ∈ {−1,+1}, let w1, w2, w3, . . . be any strictly
descending infinite sequence of words in Hs(a). Then there exists w ∈ Hs(a) such
that w ≤ wi, and is maximal such- i.e. w ≥ u for all u ∈ H1(a) such that wi > u for
all i ∈ N.
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Furthermore, w is an N-word, and given any finite initial subword D of w, there
exists k ≥ 1 such that, D is an initial subword of wi, for all i ≥ k.
Proof. We can write each wi as li,1li,2li,3 . . . - where each li,j is either a direct letter,
an inverse letter, or “zero” (in the case that wi is finite, of length less than j).
We define, recursively, letters l1, l2, l3, . . . as follows: First of all, there are at most
two possible words in H1(S), which we denote α and β
−1. Define:
l1 :=
 α if li,1 = α for all i ∈ N+β−1 otherwise
Notice that, if li,1 = β
−1 for any i, then li+1,1 = β−1 (since wi+1 ≤ wi). Furthermore,
if wi,1 = 1a,s for some i, then li+1,1 = β
−1. Define k1 ∈ N to be minimal such that
lk1,1 = l1.
Now, assume that we have defined a word l1 . . . ln−1, and a smallest possible kn−1
such that li,1li,2 . . . li,n−1 = l1 . . . ln−1 for all i ≥ kn−1. As before, let α, β ∈ Q1 be such
that ln−1α and ln−1β−1 are words. Define:
ln :=
 α if li,n = α for all i ≥ kn−1β−1 otherwise
Define kn ∈ N to be minimal such that kn ≥ kn−1 and lkn,n = ln. Notice that:
lkn,1lkn,2 . . . lkn,n = l1l2 . . . ln
Define w := l1l2l3 . . . .
To show that wn > w for all i ≥ 0, it is enough to prove that wki ≥ w, for all
i (since wki > wki+1 > wki+2 > . . . ). Suppose, for a contradiction, that wki < w for
some i. Then there must exist m such that:
l1l2 . . . lm = lki,1, lki,2 . . . lki,m
-with lm+1 = α and lki,m+1 = β
−1 for some α, β ∈ Q1. However, given any j ≥ ki:
l1l2 . . . lm = lkj ,1, lkj ,2 . . . lkj ,m
-and , since lki,m+1 = β
−1, lj,m+1 must be β−1 (otherwise wj > wki). Thus, by its
definition, lm+1 = β
−1- giving our required contradiction.
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To show it is a greatest lower bound, take any u > w. Let n ∈ N be such
that l1l2 . . . ln is the longest possible common initial subword of u and w- notice that
u ≥ l1 . . . ln, and ln+1 must be an inverse letter.
Now, consider the word wkn+1 . Then:
ln+1,1ln+1,2 . . . ln+1,n+1 = l1l2 . . . ln+1 < l1l2 . . . ln ≤ u
-as required.
We refer to the word w as defined in lemma 86 as lim−→wi.
Corollary 18. Given any a ∈ Q0 and s ∈ {−1,+1}, any subset Y ⊆ Hs(a) has a
unique infimum, inf(Y)- i.e. a word w ∈ H1(S) which is maximal in Hs(a) such that
w ≤ u for all u ∈ Y .
Furthermore, if sup(Y) is not an element of Y , then it is an N-word.
Proof. If Y has a minimal element, then the result is obvious. So we assume it does
not.
For each n ∈ N, let Dn be the minimal word of length at most n such that there
exists u ∈ Y with u ≤ Dn. Of course, D1 ≥ D2 ≥ D3 ≥ . . . , and there is no n ≥ 0
such that Dk = Dn for all k ≥ n (this would imply that Dn ∈ Y and it is a minimal
element of Y ).
Define inf(Y ) = lim−→Dn. By lemma 86, it is an N-word, and one can easily check
that it satisfies the required conditions.
Of course, we have similar results regarding upper bounds:
Lemma 87. Given any a ∈ Q0 and s ∈ {−1,+1}, let w1, w2, w3, . . . be any strictly
ascending infinite sequence of words in Hs(a). Then there exists w ∈ Hs(a) such that
w ≥ wi, and is minimal such- i.e. w ≤ u for all u ∈ H1(a) such that wi < u for all
i ∈ N.
Furthermore, w is an N-word, and given any finite initial subword D of w, there
exists k ≥ 1 such that, D is an initial subword of wi, for all i ≥ k.
We denote the word defined in lemma 87 as lim−→wi.
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Corollary 19. Given any a ∈ Q0 and s ∈ {−1,+1}, any subset Y ⊆ Hs(a) has a
unique supremum, sup(Y)- i.e. a word w ∈ H1(S) which is minimal in Hs(a) such
that w ≥ u for all u ∈ Y .
Furthermore, if sup(Y) is not an element of Y , then it is an N-word.
5.3.2 pp-definable subsets obtained from words
Given any M ∈ A-Mod, subset X ⊆M of M , and α ∈ Q1 we define:
αX := {αx : x ∈ X}
α−1X := {m ∈M : αm ∈ X}
So, given any finite word D = l1l2 . . . ln, we can induct this notation to define:
DX := l1(l2(. . . (ln(X)) . . . ))
Of course, if X ⊆ Y , then DX ⊆ DY .
Lemma 88. Given any D ∈ W, suppose there exists α, β ∈ Q1 such that Dβ ∈ W
and Dα−1 ∈ W. Then α and β are unique, and for all M ∈ A-Mod:
DβM ⊆ DM ⊆ Dα−1M
Dβ0 ⊆ D0 ⊆ Dα−10
Dβ(M) ⊆ Dα−1(0)
Proof. If D is of non-zero length, then the uniqueness of α and β (if they exist) follows
from the definition of a string algebra, as does the fact that αβ ∈ I- and hence that
αβM = {0}.
If D has zero length- without loss of generality D = 1a,+1- then the uniqueness of
C and D, and the fact that αβ ∈ I follows from the definition of H+1(a).
The remaining assertions follow straight from the definition, and the fact that
αβM = {0}.
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Let D = l1 . . . ln be any finite word. For any x ∈ M , we define Dx to be D{x}.
There exists a pp-formula φ(v, v′) such that, for all M ∈ A-Mod:
φ(M) = {(x1, x2) ∈M2 : x1 ∈ Dx2}
-namely, the formula:
∃v1, . . . , vn−1((lnv′ = vn−1) ∧ (l1v1 = v) ∧
n−1∧
i=2
livi = vi−1)
(Where, if li ∈ Q−11 , say li = β−1, then livi = vi−1 refers to the pp-formula vi = βvi−1).
We shall refer to this pp-formula as v ∈ Dv′. Of course, for all M ∈ A-Mod, and
x ∈M :
x ∈ DM ⇐⇒M |= ∃v′(x ∈ Dv′)
Notice that v ∈ Dv′ and v′ ∈ D−1v are logically equivalent, and that 0 ∈ D0.
5.3.3 Subword notation
For a finite word w = lm+1 . . . ln, we define wk := lk+1 . . . ln and uk = l
−1
k . . . l
−1
m+2l
−1
m+1
, for all k in the index set of w.
If w is an N-word, l1l2l3, . . . , then we define wk := lk+1lk+2lk+3 . . . and uk :=
l−1k . . . l
−1
2 l
−1
1 for all k ∈ N+.
If w is a a Z-word, . . . l−2l−1l0l1l2l3, . . . , then we define wk := lk+1lk+2lk+3 . . . and
uk := l
−1
k l
−1
k−1l
−1
k−2 . . . for all k ∈ Z.
Given any word w, and any i in the index set of w, we define:
wˆi :=
 wi if wi ∈ H1(a) for some a ∈ Q0ui if wi ∈ H−1(a) for some a ∈ Q0
uˆi :=
 ui if ui ∈ H−1(a) for some a ∈ Q0wi if ui ∈ H1(a) for some a ∈ Q0
Of course, for any word w, and any k, u−1k wk = w.
For example, if we take A to be the string algebra over the following quiver:
a
α
**
β
44 b
γ

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-with ideal I = 〈βγ, γα〉, then we could take H1(b) to be the set of all words starting
with α or γ−1 (and 1+1(b)), and H−1 to be the set of all words starting with β (and
1−1(b)). Take w to be the word:
l1l2l3l4l5l6 = αγβα
−1βα−1
Then w0 = w ∈ H1(b), and w2 = βα−1βα−1 ∈ H−1(b). So wˆ0 = w, and uˆ0 = 1−1(b).
Also uˆ2 = βα
−1βα−1 and wˆ2 = γ−1α−1.
5.3.4 Results about pp-formulas defined by words
Lemma 89. Let w be any word. If there exist distinct i, j in the index set of w, such
that wˆi = wˆj, and uˆi = uˆj, then w is a periodic Z-word.
Proof. Without loss of generality, we may assume that i < j. There are two possi-
bilities: Either wi = uj and wj = ui, or wi = wj and ui = uj.
Suppose we have the former case. By considering the first j − i letters of wi and
uj, we have:
li+1li+2 . . . lj = l
−1
j . . . l
−1
i+2l
−1
i+1
-contradicting lemma 81.
We must therefore have that wj = wi = li+1 . . . ljwj. Consequently, both wi and
wj are N-words, and lk = lk+j−i for all k ≥ i + 1: so wi is indeed periodic, and
wi = (li+1 . . . lj)
∞.
Similarly, ui = uj = (l
−1
j l
−1
j−1 . . . l
−1
i+1)
∞- completing the proof.
Lemma 90. Let w = l1l2l3 . . . be any periodic N-word. Let E = l1 . . . ln be the unique
band such that w = E∞. Then, for all i ∈ N, E is not an initial subword of ui, and
E is an initial subword of wi if and only if i ∈ N.
Proof. Follows from lemma 82.
Given any word w, M any string module over w ,and X any subset of the standard
basis {zi : i ∈ I} of M , the K-span of X in M is the K-vector subspace:
spMK (X) := {
∑
zi∈X
λizi : λi ∈ K} ∩M
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For example, if w = l1l2l3 . . . is an N-word, and X = {zi : i ≥ n} for some n ∈ N,
then sp
M(w)
K (X) =
∏
i≥nKzi, and sp
M(w)
K =
⊕
i≥nKzi.
Notice that, given any subsets X0, X1, X2, X3, . . . of the index set:
spK(
⋃
j∈N
Xj) =
∑
j∈N
spK(Xj)
Lemma 91. Let M be any string module over a word w, with standard basis {zi :
i ∈ I}. Let x = ∑i∈I′ λizi be any element of M , such that λi 6= 0 for all i ∈ I ′.
Then x ∈ βM if and only if, for all i ∈ I ′ exactly one of the set {li+1, l−1i } is β.
Proof. First of all, suppose that β ∈ {li+1, l−1i } for every i such that λi 6= 0.
Let I1 = {i : li+1 = β}, and I2 = {i : li = β−1}. Then:
β(
∑
i∈I1
λizi+1) + β(
∑
i∈I2
λizi−1) = x
To show the other direction, assume that x ∈ βM . Pick any y = ∑i µizi in M
such that x = βy. Notice that, for all i:
βspK(zi) = spK(βzi) ⊆ spK(zi−1, zi+1)
Suppose, for a contradiction, that there exists j ∈ I such that λj 6= 0, and neither
lj+1 nor l
−1
j is β. Then βzj+1 6= zj, and so βzj+1 ∈ spK(zj+2). Similarly, βzj−1 ∈
spK(zj−2).
Also, for all i /∈ {j + 1, j − 1}, βzi ∈ spK(zi−1, zi+1), so for all i:
βzi ∈ spK({zk : k 6= j})
-and so:
βy ∈ spK({zk : k 6= j})
However, βy = x /∈ spK({zk : k 6= j}) (since λj 6= 0)- giving our required contradic-
tion.
Lemma 92. Let M be any string module over a word w, with standard basis {zi :
i ∈ I}. Then, for all i, j ∈ I such that i < j:
M |= zi ∈ li+1li+2 . . . lj(zj)
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Proof. Clearly M |= zk ∈ lk+1zk+1 for all k ∈ {i, i+ 1, . . . , j − 1}. The result follows
by induction.
Lemma 93. Let w be any word, and M any string module over w, with standard
basis {zi : i ∈ I}.
Let x =
∑
k λkzk and y =
∑
k µkzk be any two elements of M . Suppose that, for
some n:
M |= y ∈ lnx
Then λn = µn−1.
Proof. We may assume without loss of generality that ln is direct- if it is inverse,
then we can instead write:
M |= x ∈ l−1n y
-with l−1n being a direct letter (and consider M as a module over w
−1).
Let α ∈ Q1 be such that ln = α. Then ln−1 6= α−1 (by definition of a word), so
αzn−2 ∈ spK(zn−3). Also, for all k /∈ {n− 2, n}:
αzk ∈ sp(zk−1, zk+1) ⊆ spK(zj : j 6= n− 1)
And so:
α(x− λnzn) =
∑
j 6=n
λjαzj ∈ spK({zj : j 6= n− 1})
Thus:
λnzn−1 − µn−1zn−1 = αλnzn − µn−1zn−1
= −αx+ αλnzn + y − µn−1zn−1
= −α(x− λnzn) +
∑
i∈I\{n−1}
µizi
∈ spK({zm : m 6= n− 1})
Thus λn − µn−1 = 0, as required.
The following result follows by induction on m:
5.3. SOME PP-FORMULAS OVER STRING ALGEBRAS 139
Corollary 20. Let w be any word, and M any string module over w, with standard
basis {zi : i ∈ I}.
Let C = ln+1 . . . ln+m, be any subword of w, and x =
∑
k λkzk and y =
∑
k µkzk
any elements of M such that:
M |= y ∈ Cx
Then λn+m = µn.
5.3.5 Pre-Subwords and Post-Subwords
Given any finite word w = l1 . . . lk, a pre-subword is any subword lm+1 . . . ln such that
either m = 0 or lm ∈ Q−11 , and either n = k or ln+1 ∈ Q1.
Given any N-word w = l1l2l3 . . . , every subword of w is either of the form wk =
lk+1lk+2 . . . or of the form lm+1 . . . ln. In the former case, it is a pre-subword if and
only if either k = 0 or lk ∈ Q−11 . In the latter case, it is a pre-subword if ln+1 ∈ Q1,
and either m = 0 or lm ∈ Q−11
Finally a pre-subword of a Z-word, w = . . . l−1l0l1l2 . . . is any subword of the form
w, or wk for some k ∈ Z such that lk ∈ Q−11 , or u−1k for some k such that lk+1 ∈ Q1,
or lm+1 . . . ln such that lm ∈ Q−11 and ln+1 ∈ Q1.
Lemma 94. Let M be any string module over a word w, and let {zi : i ∈ I} be the
standard basis of M .
Let u be any subword of w, and let I ′ be the index set of u. Then spK({zi : i ∈ I ′})
is an A-submodule of M if and only if u is a pre-subword. And if so, then the
submodule is isomorphic to some string module over u.
We refer to the module as defined in lemma 94 as the submodule of M defined
by u. The map from it to M corresponding to the inclusion of the submodule will be
called the canonical embedding.
For example if w = . . . l−1l0l1l2 . . . is a Z-word, and u = lk+1lk+2 . . . a pre-
subword of w, then the submodule obtained from M+(w) has underlying K-vector
space
∏
i≥kKzi- and is isomorphic to M(u).
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The definition of a post-subword of a word w is the same as the definition of a
pre-subword, but with every every occurrence of Q1 replaced by Q
−1
1 , and vice versa.
For example, l1 . . . lm is a post subword of l0l1 . . . lmlm+1 if and only if l0 ∈ Q1 and
lm+1 ∈ Q−11 .
Lemma 95. Given any string module M over w, and any subword u of w, let I ′ be
the index set of u. Then u is a post-subword if and only if there exists a well-defined
homomorphism g : M →M(u) given by:
g :
∑
i∈I
λizi =
∑
i∈I′
λiyi
(where {yi : i ∈ I ′} is the standard basis of M(u)).
Furthermore, if g does exist, then the image of g is isomorphic to a string module
over u.
Given any post-subword u of w, we refer to the the string module Im(g) as defined
in lemma 95 as the quotient module of M defined by u- and we refer to the projection
of M onto Im(g) as the canonical projection.
For example, given any N-word, w, with post-subword u = ln+1ln+2ln+3 . . . , let
{zi : i ≥ 0} and {yi : i ≥ k} denote the standard bases of M(w) and M(u) respec-
tively. Then there exists a well defined homomorphism f : M(w)  M(u) given
by:
f(
∑
i∈N
λizi) =
∑
i≥n
λiyi
Similarly, there exists a well defined homomorphism from M(w) to M(u) (which is
defined the same way).
5.4 Comparing infinite and finite strings
In order to study the model theory of string modules, one often wishes to consider
the pp-type of a given element of a given module. If the underlying word of a string
module is infinite and aperiodic, then this can be a fairly daunting prospect. The
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results of this section show that we only need to look at a certain finite substring of
w, in order to determine whether a given pp-formula lies in the pp-type.
Given any aperiodic word w, and any x ∈ M(w), there is clearly a finite pre-
subword E of w such that x lies in the subword M(E) of M(w). We shall prove
that, for any m ∈ N, we can pick a finite pre-subword (m)E(m) of w such that E is a
subword of (m)E(m), and:
M((m)E(m)) |= φ(x)⇐⇒M(w) |= φ(x)⇐⇒M(w) |= φ(x)
-for all pp-formulas φ(v) which contain at most m equations. We will also find a
post-subword (m+)E(m+) such that:
M((m+)u(m+)) |= φ(pi(x))⇐⇒M(w) |= φ(x)⇐⇒M(w) |= φ(x)
(Where pi : M(w)  M((m+)E(m+)) is the canonical projection, as defined after
lemma 95.)
Throughout this section, w will be any word, and {zi : i ∈ I} will be the standard
basis of M(w). We call a standard basis element zi of M(w) a trough provided li+1
(if it exists) is a direct letter and li (if it exists) is an inverse letter. Similarly, we
say that zi is a peak if li+1 (if it exists) is inverse and li (if it exists) is direct. By
lemma 94, every trough zi gives a submodule of M(w), with underlying vector space
Kzi- we shall refer to this submodule as Kzi.
We say that two troughs zi and zj in w (with i < j) are adjacent if there is no
trough zk with i < k < j.
Notice that the distance between in between two adjacent troughs in any word
w is bounded- i.e. there exists N ∈ N such that |j − i| ≤ n for all pairs of adjacent
troughs zi and zj: this is because li+1 . . . lj = ED
−1, for some words E, D consisting
of only direct letters letters. By the definition of a string algebra, there exists N ′ ∈ N
such that there are no paths in A of length greater than N ′. Consequently j−i ≤ 2N ′.
Of course, this implies that every infinite word has infinitely many troughs.
Given any trough T = zi, let wT denote the subword wi of w, uT the subword ui
of w−1. By lemma 94, M(uT ) and M(wT ) are submodules of M(w), with standard
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bases {zj : j ≤ i} and {zj : j ≥ i} respectively, such that:
M(uT ) ∩M(wT ) = Kzi
M(uT ) +M(wT ) = M(w)
We say that two troughs T and T ′ are comparable provided there exists a ∈ Q1
and s ∈ {−1,+1} such that both wT and wT ′ lie in Hs(a). We define a pre-order ≤T
on the set of of w troughs by:
T ≤T T ′ ⇐⇒ T and T ′ are comparable and wT ≤ wT ′
Lemma 96. Every set of 2m|Q0|+1 troughs in w contains a subset {Ti0 , Ti1 , . . . , Tim}
such that:
Ti0 ≤T Ti1 ≤T · · · ≤T Tim
Furthermore, if wTij is not a periodic N-word, for all j, then we may choose the
troughs Ti such that:
Ti0 <T Ti1 <T · · · <T Tim
Proof. First of all, we can partition the set into:
⋃
a∈Q0
⋃
s=−1,+1
X sa
- where X sa is the set of those troughs T such that eaT = T and wT ∈ Hs(a).
Then there must exist a ∈ Q0 and s ∈ {−1,+1} such that |X sa | ≥ m + 1. Since
wT ∈ Hs(a) for all T ∈ Xs(a), they must be pairwise comparable.
Furthermore, if wTi = wTj (for any distinct i and j) implies that both wTi and
wTj are periodic (as in the proof of lemma 89), which proves the last assertion.
Take any trough zc in w, and consider the subword u
−1
c = . . . lc−2lc−1lc of w. Given
any m ∈ N, we define the subwords (u−1c )(m) and (u−1c )(m+) of w as follows:
Pick N ≥ c to be minimal such that the set {zi : c ≤ i ≤ N} contains m + 1
pairwise comparable troughs- if no such N exists (i.e. because the word wc is finite,
and not long enough) then define both (u−1c )
(m) and (u−1c )
(m+) to be w. Otherwise,
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denote these troughs as T0, T1, . . . , Tm. For each trough Ti, let ti be such that zti = Ti.
We assume that the troughs are labeled such that ti < ti+1 for all i.
Of course, tm = N . If wN is periodic, then define both (u
−1
c )
(m) and (u−1c )
(m+) to
be w.
If wN is not periodic, then, for each distinct pair i, j ∈ {0, 1, . . . ,m}, the words
wti and wtj are distinct- let di,j be the length of the longest possible common initial
subword of wti and wtj .
Now, let k ∈ Z be minimal such that zk is a trough, and:
k > max{ti + di,j : i, j ∈ {0, 1, . . . ,m}, i 6= j}
Then define (u−1c )
(m) to be the pre-subword u−1k of w, and define u
(m+)
c to be u
−1
k1
-
where k1 > k is maximal such that lk+1 . . . lk1 is a string of direct letters.
For an example over the string algebra G3,3 (defined at the start of the chapter),
first of all, set H1(a) to be the set of all words with first letter α or β
−1, and H−1(a)
to be the set of all words with first letter α−1 or β. Let w be the Z-word with
w0 = αβ
−1β−1αβ−1(ααβ−1)∞ and u0 = (β−1α)∞. We shall show how to find the
subword (u−10 )
(1) of w.
Of course, z0 is a trough, and z3 is an adjacent comparable trough. So t0 = 0
and t1 = 3. The longest possible common initial subword of w0 and w3 is αβ
−1, so
d0,1 = 2. Then k > t1 +d0,1 = 3 + 2, is minimal such that zk is a trough. Then k = 8,
and so u
(1)
0 = u
−1
8 = . . . l6l7l8. And since l9l10l11 = ααβ
−1, u(1+)0 = u
−1
10 .
Lemma 97. Let (u−1c )
(m) and T0, T1, . . . Tm be as above. Then given any distinct i, j
such that Ti ≤ Tj, there exists a map f ∈ Hom(M(wTi),M(w)), with image contained
in M((u−1c )
(m)), such that f(Ti) = Tj.
Proof. First of all, if wTi = wTj , then M(wTi) and M(wTj) are isomorphic via the
map g : M(wTi)→M(wTj) defined by:
g :
∑
k∈N+
λti+kzti+k 7→
∑
k∈N+
λtj+kztj+k
Since wTi = wTj , they must both be periodic, and so the subword (u
−1
c )
(m) of w must
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be w itself. Since wTj is a pre-subword of w, there exists a canonical embedding
M(wTj) ↪→M(w).
Now, if wTi 6= wTj , then let di,j be as above: so lti+1 . . . lti+di,j = ltj+1 . . . ltj+di,j ,
and lti+di,j+1 6= ltj+di,j+1. Since wTi < wTj , lti+di,j+1 ∈ Q−11 and ltj+di,j+1 ∈ Q1, and so
lti+1 . . . lti+di,j is a post-subword of wTj , and ltj+1 . . . ltj+di,j a pre-subword of wTj , and
hence of w (since ztj is a trough).
Consider the map:
M(wTi)M(lti+1 . . . lti+di,j)→M(ltj+1 . . . ltj+di,j) ↪→M(w)
-where the first map is the canonical projection (as in lemma 95), the third map
is the canonical embedding (as defined after lemma 94), and the second map is the
isomorphism as described in (5.2.2).
Of course, this map takes zti to ztj , and ltj+1 . . . ltj+di,j is a subword of (u
−1
c )
(m)
(by the definition of (u−1c )
(m)), and so the image of this map lies in M((u−1c )
(m)).
In our example, w0 < w3, and so there exists a map f : M(w0) → M(w) given
by:
f :
∑
i≥0
λizi = λ0z3 + λ1z4 + λ2z5
-which clearly has image contained in the K-span of {zi : i ≤ 8}- and and hence in
M((u−10 )
(m)). -which takes T1 = z3 to T0 = z0, as in lemma 97.
5.4.1 Comparing pp-types
Lemma 98. Let w be any word, zn a trough of w, and m ∈ N. Then, for any
x ∈M(u−1n ), and any φ(v) ∈ ppA with at most m equations:
M(w) |= φ(x) ⇐⇒ M((u−1n )(m)) |= φ(x)
In particular, if (u−1n )
(m) is either a finite word, or the inverse of an N-word, then:
M(w) |= φ(x) ⇐⇒ M−(w) |= φ(x) ⇐⇒ M((u−1n )(m)) |= φ(x)
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Proof. Of course, there exists a canonical embedding M((u−1n )
(m)) ↪→M(w), so:
M((u−1n )
(m) |= φ(x) =⇒M(w) |= φ(x)
Assume from now on that M(w) |= φ(x). Write φ(v) as ∃v1, . . . vnψ(v1, . . . , vnv),
where ψ is the formula:
m∧
j=1
(
n∑
i=1
rijvi = rjv)
Now, take any witnesses x1, . . . xn to the statement M(w) |= φ(x). We shall use the
maps as described in lemma 97 to “patch together” a set of witnesses y1, . . . , yn to
the statement:
M((u−1n )
(m)) |= φ(x)
Let T0, T1, . . . , Tm be the pairwise comparable troughs of w, as in the definition of
(u−1c )
(m). For each such trough Ts, we can write every xi (not necessarily uniquely)
as x≤Tsi + x
>Ts
i , where the former lies in M(u
−1
Ts
), and the latter in M(wTs).
Now, since x1, . . . xn are witnesses to M(w) |= φ(z0), they must satisfy (for all
j ≤ m):
n∑
i=1
rij(xi) = rjx
Consequently:
n∑
i=1
rijx
>Ts
i = −
n∑
i=1
rijx
≤Ts
i + rjx
Since the left hand side lies in M(wTs), and the right hand side in M(u
−1
Ts
), both sides
must lie in KTs- so both sides equal ρjsTp, for some ρjs ∈ K.
Having done this for every j ∈ {1, . . .m}, consider the set of vectors in Km:
{(ρ1p, . . . ρms) : 0 ≤ s ≤ m}
This set must be linearly dependent over K, so we can pick µ0, µ1, . . . µm (not all
zero) such that
∑
s∈S µsρjs = 0 for every j ∈ {1, . . . ,m}.
Now, recall that we have a total ordering on {Ts : 0 ≤ s ≤ m}. Pick the largest
Tk with respect to this ordering, such that µk is nonzero. By lemma 97, there must
exist maps fs ∈ Hom(M(wTs),M(wTk)), for every s ∈ S\{k}, taking Ts to Tk - and
each one must have image contained in M((u−1c )
(m)).
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We may assume that µk = 1, and hence that ρjk +
∑
s 6=k µpρjs = 0. Now, for
every i ≤ n, define:
yi := x
≤Tk
i +
∑
s 6=k
µsfs(x
>Ts
i )
First of all, notice that every yi lies in M((u
−1
c )
(m)). Also, for every j ∈ {1, . . .m} we
have:
n∑
i=1
rijyi =
n∑
i=1
rij(x
≤Tk
i ) +
n∑
i=1
rij
∑
s 6=k
µsfs(x
>Ts
i )
=
n∑
i=1
rijx
≤Tk
i +
∑
s 6=k
µsfs(
n∑
i=1
rijx
>Ts
i )
=
n∑
i=1
rijx
≤Tk
i +
∑
s 6=k
µsfs(ρjsTs)
= rjx+ ρjkTk +
∑
s 6=k
µsρjsTk
= rjx+
∑
s∈S
µsρjsTk
= rjx
Since y1, . . . yn lie in M((u
−1
n )
(m)) and satisfy ψ(y1, . . . yn, x), we have that:
M((u−1n )
(m)) |= φ(x)
-as required.
Given any subword of w of the form wk = lk+1lk+2 (with zk a trough), the subword
(m)wk of w is defined symmetrically: i.e. take the subword w
−1
k = . . . l
−1
k+2l
−1
k+1 of w
−1,
and consider the subword (w−1k )
(m) of w−1. If it is of the form . . . l−1j+2l
−1
j+1 for some
j ≤ k, then define (m)wk to be lj+1lj+2 . . . . Otherwise, define (m)wk to be w.
Now, given any word w, and any finite pre-subword E = lk+1 . . . ln of w, such that
zk and zn are troughs in w, we define
(m)(E)(m) to be the subword:
((m)(lk+1 . . . ln))
(m)
Corollary 21. Let E = lk+1 . . . lm be any pre-subword of w, such that zk and zn are
troughs. Then for all x ∈M(E), and pp-formulas φ(v) with at most m equations:
M(w) |= φ(x)⇐⇒M((m)E(m)) |= φ(x)
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In particular, if (m)E(m) is a finite word, then:
M(w) |= φ(x)⇐⇒M(w) |= φ(x)⇐⇒M((m)E(m)) |= φ(x)
5.4.2 Comparing words with similar subwords
Suppose we have two words w and w′, and a pre-subword E of w such that (m)E(m) is
a pre-subword of w′. We may consider M((m)E(m))- and hence M(E) as a submodule
of M(w′). We prove, in this section, that for all x ∈M(E):
M(w) |= φ(x)⇐⇒M((m)E(m)) |= φ(x)⇐⇒M(w′) |= φ(x)
-for any φ(v) ∈ pp with at most m equations.
Lemma 99. Let w = . . . l−1l0l1l2 . . . and w′ = . . . l′−1l
′
0l
′
1l
′
2 . . . be any two words, with
index sets I and I ′ respectively. Take any i ∈ I ∩ I ′ such that zi and z′i are troughs,
and any m ∈ N.
Suppose that (u−1i )
(m) = u−1j , for some j ≥ i, and that:
li+1 . . . ljlj+1 = l
′
i+1 . . . l
′
i+1 . . . l
′
jl
′
j+1
Then ((u′i)
−1)(m) = (u′j)
−1 = . . . l′j−2l
′
j−1l
′
j
Proof. This follows straight from the way that (u−1i )
(m) is constructed: Let N ≥ i
be minimal such that the set {zi, zi+1, . . . , zN} contains m + 1 comparable troughs.
Label the troughs in {zk : i ≤ k ≤ N} as {zts : 0 ≤ s ≤ m′}- of course, m′ ≥ m.
Notice that N ≤ j (by the definition of (u−1i )(m)), and so:
li+1 . . . lN lN+1 = l
′
i+1 . . . l
′
N l
′
N+1
Therefore the set {z′ts : 0 ≤ s ≤ m′} is precisely the set of troughs of w′ in the
set {z′i, z′i+1, . . . , z′N}. Furthermore, any two given troughs z′ts and z′tr are comparable
(under the ordering troughs in w′) if and only if z′ts and z
′
tr are comparable (under
the ordering of troughs in w).
So, given any two comparable troughs, z′ts and z
′
tr in w
′, zts and ztr are comparable
in w. Let dr,s be as in the definition of (u
−1
i )
(m). Then:
lts+1 . . . lts+dr,s = ltr+1 . . . ltr+dr,s
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-and lts+dr,s+1 6= ltr+dr,s+1. By definition of (u−1i )(m):
max(ts + dr,s + 1, tr + dr,s + 1) ≤ j
And so:
l′ts+1 . . . l
′
ts+dr,s = l
′
tr+1 . . . l
′
tr+dr,s
-and l′ts+dr,s+1 6= l′tr+dr,s+1. The result follows.
Lemma 98 and lemma 99 give the following two results:
Corollary 22. Let w,w′, k, i, j and m be as in lemma 99. Then, for any x ∈M(u−1i ):
M(w) |= φ(x)⇐⇒M((u−1i )(m)) |= φ(x)⇐⇒M(w′) |= φ(x)
Corollary 23. Given any word w, any subword of the form u−1k , and any x ∈
M(u−1k ):
M(w) |= φ(x)⇐⇒M((u−1k )(m)) |= φ(x)⇐⇒M((u−1k )(m+)) |= φ(x)
Also, given any finite subword E of w and x ∈M(E):
M(w) |= φ(x)⇐⇒M((m)E(m)) |= φ(x)⇐⇒M((m+)E(m+)) |= φ(x)
5.4.3 A further comment on these subwords
Take any Z-word, w, and any i ∈ Z such that ui is not periodic. We shall prove
in this subsection, that for all sufficiently small j < i, the subword (u−1j )|(m) of w
lies “strictly to the left of zi”- and hence that zi is not contained in the submodule
M((u−1j )
(m)) of M(w).
Consequently, given given an aperiodic N-word or Z-word, w, and any m ∈ N and
zi, there are only finitely many j ∈ Z such that zi ∈M((m)z(m)j ).
First of all, given a cyclic word l1 . . . ln, and any k ∈ N+, we define (l1 . . . ln)k/n
to be the word l′1 . . . l
′
k- where l
′
i mod n = li for all i ∈ {1, . . . , k}. We also define
k/n(l1 . . . lk) to be (((l1 . . . lk)
−1)k/n)−1. For example:
(αγβ−1)7/3 = αγβ−1αγβ−1α
4/3(αγβ−1) = β−1αγβ−1
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Lemma 100. Let ln+1ln+2ln+3 . . . be any finite word or N-word. Take any m > n
and k ∈ N such that:
ln+1 . . . ln+k = lm+1 . . . lm+k
Then ln+1 . . . ln+k = (ln+1 . . . lm)
q- where q = k/(m− n)
Proof. Let d = m− n. Since ln+1 . . . ln+k = lm+1 . . . lm+k, it follows that ln+i = ln+d+i
for all i ≤ k. The result follows.
Corollary 24. Let w = . . . l−1l0l1l2 . . . be any Z-word, such that u−10 is not periodic.
Then for all i ∈ Z such that zi is a trough, there exists c < i such that, for all j ≤ c,
(u−1j )
(m) is of the form u−1k for some k < i.
And hence that zi /∈M((u−1j )(m)).
Proof. Let N = 2m|Q0|N ′- where N ′ is the maximal possible distance between two
troughs in w.
Relabeling if necessary, we may assume that i > 0 and z0 is a trough of w. Then
for all positive n ≤ N , let kn ∈ N be maximal such that:
(l−10 l
−1
−1 . . . l
−1
−n+1)
kn/n = l−10 l
−1
−1 . . . l
−1
−kn+1
(kn exists, since u
−1
0 is not periodic). Pick any c < min{−kn : 1 ≤ n ≤ N} such that
zc is a trough.
Now, given any j < c, let T0, T1, . . . , Tm be the comparable troughs in w as in the
definition of (u−1j )
(m): note that, given any j1, j2 ≤ s, |ti − tj| ≤ N .
Given any distinct j1, j2 ≤ m let dj1,j2 be as in the definition of (u−1j )(m). It will
be enough to prove that max(tj1 + dj1,j2 , tj2 + dj1,j2) < 0.
Assume without loss of generality, that j1 < j2. Suppose, for a contradiction, that
tj1 + dj1,j2 ≥ 0. By the definition of dj1,j2 :
tj1+1 . . . tj1+dj1,j2 = tj2+1 . . . tj2+dj1,j2
-and so, by lemma 100, there exists q ∈ Q+ such that:
ltj2+1 . . . ltj2+dj1,j2 = (ltj1+1 . . . ltj2 )
q
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-and hence a rational q′ ≤ q such that:
ltj2+1 . . . l−1l0 = (ltj1+1 . . . ltj2 )
q′
-and so there exists a cyclic permutation E of ltj1+1 . . . ltj2 such that:
ltj′+1 . . . l−1l0 =
q′ E
Sinceltj1+1 . . . ltj2 , and hence E, has length at most N , we have contradicted our choice
of c- completing the proof.
Corollary 25. Take any aperiodic Z-word, w, and m ∈ N. Then for all i ∈ Z there
are only finitely many j ∈ Z such that zi lies in the submodule M((m)z(m)j ) of M(w).
Similarly, given any i ∈ Z, there are only finitely many j ∈ Z such that the
canonical projection M(w)M((m+)z(m+)j ) takes zi to 0.
5.5 Simple String Maps
In [10] Crawley-Boevey describes the the homomorphisms between any two direct
sum string modules M(w) and M(u), in terms maps called windings. We extend this
idea to any pair of string modules M and N , by defining what we call “simple string
maps”.
If we restrict to maps between direct sum modules, then every simple string map
is a winding, and every winding is a simple string map.
The set of all simple string maps are defined as follows:
1. If w is a word, and M a string module over w, then the canonical embedding
of the subword M(w) of M into M is a simple string map.
2. If w is a word, and M a string module over w, then M is a subword of M(w),
and the canonical embedding of M into M(w) is a simple string map.
3. If w is a word, and M a string module over w, and u is a pre-subword of w,
then the natural embedding of the submodule of M defined by u into M (see
lemma 94) is a simple string map.
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4. If w is a word, and M a string module over w, and u is a post-subword of w,
then the natural projection of M onto the quotient module of M defined by u
(see lemma 95) is a simple string map.
5. If w = u, then the obvious isomorphisms M(w) → M(u), M−(w) → M−(u),
M+(w) → M+(u), and M(w) → M(u)- (as described in 5.2.2)- are simple
string maps.
6. If w = u−1, then the four isomorphisms M(w) → M(u), M−(w) → M+(u),
M+(w) → M−(u), and M(w) → M(u)- as described in (5.2.2)- are simple
string maps.
7. If f : M → N and g : L→M are simple string maps, then so is gf : L→M
Let M and N be any string modules over words w and u respectively. Let {zi :
i ∈ I} and {yj : j ∈ J} be the standard bases of M and N respectively.
Given any non-zero simple string map f , there exists s ∈ {−1,+1}, k ∈ Z and
a, b ∈ I ∪ {−∞,+∞} (with a+ 1 < b) such that for all elements ∑i∈I λizi of M(w).
f(
∑
i∈I
λizi) =
∑
i∈I′∩(a,b)
λiysi+k
Furthermore, any simple string map in Hom(M,N) is uniquely determined by such
an a, b, s and k.
Given any simple string map, these elements a, b ∈ I∪{−∞,+∞} define a unique
subword la+2la+3 . . . lb−2lb−1 of w. For a couple of examples: If w is a Z-word, b = +∞
and a ∈ I, then the subword is the N-word la+2la+3 . . . ; if w is a finite word, a = −∞,
and b = +∞, then the subword is w itself.
One can easily check that la+1 ∈ Q1 (if a ∈ I): Suppose, for a contradiction, that
la+1 = α
−1 ∈ Q−11 . Then:
f(za+1) = f(αza) = αf(za) = α0 = 0
-contradicting the choice of a. Similarly, lb ∈ Q−11 (if b ∈ I) and so la+2la+3 . . . lb−1 is
a post-subword of w.
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Furthermore, if s = 1 then l′k+a+2 . . . l
′
k+b−1 is a pre-subword of u, and:
l′k+a+2 . . . l
′
k+b−1 = la+2la+3 . . . lb−1
Similarly, if s = −1, then l′k−b+1 . . . l′k−a−2 is a pre-subword of u, and:
l′k−b+1 . . . l
′
k−a−2 = la+2la+3 . . . lb−1
The following lemma follows straight from these conditions:
Lemma 101. Let M and N be any two string modules, with standard bases {zi : i ∈
I} and yj : j ∈ J} respectively. Let f, g ∈Hom(M,N) be any simple string maps,
such that f(zi) = g(zi) 6= 0 for some i ∈ I.
Then f = g.
5.6 Pure embeddings between string modules
5.6.1 Periodic and almost-periodic results
Let w = . . . l0l1l2 . . . be any N-word or Z-word such that, for some s ∈ Z, ls is direct
(if it exists), and ls+1ls+2ls+3 · · · = D∞, for some band D (of length n) with inverse
last letter.
Let w′ = . . . l′−2l
′
−1l
′
0l
′
1l
′
2 . . . be the periodic Z-word, such that l′kn+1 . . . l′kn+n = D
for all k ∈ Z.
Let hD : M(w) → M(∞D∞) denote the simple string map uniquely determined
by the post-subword ls+1ls+2ls+3 . . . of w and the pre-subword l
′
1l
′
2l
′
3 . . . of w
′.
In [6] the following pure-embeddings were found between string modules over
periodic N-words:
Lemma 102. For any contracting periodic or almost periodic Z-word or N-word, w,
the canonical embedding M(w) ↪→M(w) is pure.
Lemma 103. Let w = l1l2l3l4 . . . be any expanding periodic or almost periodic
N-word. Let f ∈ Hom(M(w),M(w)) be the canonical embedding, and hD be as
5.6. PURE EMBEDDINGS BETWEEN STRING MODULES 153
defined above. Then the map:
(f, hD) : M(w) −→M(w)⊕M(∞D∞)
-is a pure embedding.
If w = . . . l0l1l2 . . . is a Z-word such that l1 is inverse, and l−10 l−1−1l−1−2 · · · = E∞, for
some band E with inverse last letter, then we can define, as above, a simple string
map gE : M(w)→M(∞E∞), using the post-subword u−10 of w.
Lemma 104. Let w =∞ El1 . . . lsD∞ be any almost periodic Z-word. Let f :
M(w)→M(w) be the natural embedding. Then:
• If w is contracting, then f is a pure-embedding.
• If w is expanding, then the map:
(f, gE, hD)
t : M(w) −→M(w)⊕M(∞E∞)⊕M(∞D∞)
-is a pure embedding.
• If w is mixed (i.e. D∞ is expanding and (E−1)∞ contracting) then the map:
(f, hD)
t : M(w) −→M(w)⊕M(∞D∞)
-is a pure embedding.
5.6.2 Aperiodic and half-periodic results
Our results from section 5.4 extend Burke’s results to all infinite words, w:
Proposition 5. Suppose that w is an aperiodic N-word or Z-word. Then the natural
embedding M(w) ↪→M(w) is pure.
Proof. Take any x ∈M(w), and any pp-formula φ(v). Pick any troughs zk and zn in
w (with k ≤ n) such that x lies in the submodule M(lk+1 . . . ln) of M(w).
Pick any φ ∈ ppM(w)(x), and let m be the number of equations in φ. Since w is
aperiodic, (m)(lk+1 . . . ln)
(m) is a finite word, and so, by corollary 21, x ∈ φ(M(w)).
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Proposition 6. Let w be any contracting half-periodic Z-word. Then the natural
embedding M(w)→M(w) is pure.
Proof. Let s ∈ Z be such that ws = D∞ (for some band D) and ws−1 is not periodic.
Take any pp-formula φ(v), and let m be the number of equations in φ. Pick any
x ∈M(w) such that x ∈ φ(M(w)).
Pick any trough zn in w such that n ≤ s and x ∈M(wn). By lemma 98:
M((m)wn) |= φ(x)
Since u−1n is aperiodic,
(m)wn is an N-word- i.e. there exists k ≤ n such that (m)wn is
the subword wk of w. Of course wk = lk+1 . . . lsD
∞ is a contracting almost periodic
Z-word, and so, by lemma 102, the canonical embedding:
M((m)wn) −→M((m)wn)
-is pure, so x ∈ φ(M((m)wn)). This completes the proof, since M((m)wn) is a sub-
module of M(w).
Proposition 7. Let w = . . . ls−1lsD∞ be any expanding half periodic Z-word. Then
the map:
(f, hD) : M(w)→M(w)⊕ (∞D∞)
(where f is the canonical embedding, and hD is as defined above) is a pure embedding.
Proof. Take any pp-formula φ(v), and let m be the number of equations in φ. Pick
any x ∈M(w) such that x ∈ φ(M(w)) and gD(x) ∈ φ(M(∞D∞)).
Pick any trough zn in w such that n ≤ s and x ∈M(wn). By lemma 98:
M((m)wn) |= φ(x)
Since u−1n is an aperiodic N-word, there exists k ≤ n such that (m)wn is the subword
wk of w. Of course wk = lk+1 . . . lsD
∞ is an expanding almost periodic Z-word, and
so, by lemma 103, the map:
M((m)wn) −→M((m)wn)⊕ (M∞D∞)
-is a pure embedding. Thus x ∈ φ(M((m)wn))- which completes the proof, since
M((m)wn) is a submodule of M(w).
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5.7 Pp-formulas obtained from finite words
Take any D ∈ W , and let a = t(D). There is at most one γ ∈ Q1 such that
Dγ−1 ∈ W . The pp-formula (.D)(v) (as defined in [18]) is the pp-formula:
(.D)(v) :=
 (v = eav) ∧ v ∈ Dγ−1(0) if such a γ exists(v = aav) ∧ v ∈ D(M) otherwise
Similarly there exists at most one α ∈ Q1 such that αD ∈ W . We define:
(1.D)(v) :=
 (.D)(v) ∧ αv = 0 if such an α exists(.D)(v) otherwise
Also, there exists at most one β ∈ Q1 such that β−1D ∈ W . We define:
(+1.D)(v) :=
 (.D)(v) ∧ v ∈ βM if such a β existsv = 0 otherwise
Too illustrate these pp-formulas, one may look at their free realisations (as described
in [18]):
• Let E be the longest possible string of direct letters such that ED ∈ W . Then
(M(ED), z) is a free realisation of (.D)(v) (where z is the standard basis element
which lies “in between E and D”).
• The free realisation of (1.D)(v) is the pointed module (M(D), z), where z is
the basis element of M(D) which lies “furthest to the left”.
• Let E be a longest possible string of direct letters such that Eβ−1D is a word.
Let z be the element of the standard basis of M(Eβ−1D) which lies “between
Eβ−1 and D”. Then (M(Eβ−1D), z) is a free realisation of (+.D)(v).
For example, working over G3,3- if D is the word αβ
−1, then a free realisation of
(.D)(v) is (M(α−1α−1β), z1), where the string module looks like:
Kz2
β
""F
FF
FF
FF
F
α
||xx
xx
xx
xx
Kz1
α
||xx
xx
xx
xx
Kz3
Kz0
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A free realisation of (1.D)(v) is (M(α−1β), z0):
Kz1
β
""F
FF
FF
FF
F
α
||xx
xx
xx
xx
Kz0 Kz2
And a free realisation of (+1.D)(v) is M(α−1α−1βα−1β), z3):
Kz2
β
""F
FF
FF
FF
F
α
||xx
xx
xx
xx
Kz4
β
""F
FF
FF
FF
F
α
||xx
xx
xx
xx
Kz1
α
||xx
xx
xx
xx
Kz3 Kz5
Kz0
Given any C,D ∈ W such that C−1D ∈ W , we define:
(C−1.D)(v) := (.C)(v) ∧ (.D)(v)
The free realisation of (C−1.D)(v) is (M(C−1D), z)- where let z denotes the standard
basis element of M(C−1D) which lies “in between C−1 and D”: for example, if C is
βα−2 and D is β−1α, then a free realisation of (C.D)(v) is (M(α2β−2α), z3), where
the string module looks like:
Kz2
β
""F
FF
FF
FF
F
α
||xx
xx
xx
xx
Kz1
α
||xx
xx
xx
xx
Kz3
β
""F
FF
FF
FF
F Kz5
α
||xx
xx
xx
xx
Kz0 Kz4
5.7.1 Links to simple string maps
Throughout this section, w will be any word, and M a string module over w, with
standard basis {zi : i ∈ I}.
Lemma 105. Let C = (l′m+1 . . . l
′
1l
′
0)
−1 and D = l1 . . . ln be any finite words such that
C−1D ∈ W. Let z′m, z′m+1, . . . , z′n−1, z′n be the standard basis of M(C−1D).
Take any x ∈M , and write it in the form ∑i∈I0 λizi- where λi 6= 0 for all i ∈ I0.
Then the following are equivalent:
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1. uˆi ≥ C and wˆi ≥ D for all i ∈ I0.
2. For all i ∈ I0, there exists a simple string map M(C−1D)→M taking z′0 to zi
3. There exists f ∈ Hom(M(C−1D),M), which is a K-linear combination of sim-
ple string maps, taking z′0 to x.
4. x ∈ (C−1.D)(M).
Proof. Clearly (3) implies (4), as (M(l′m+1 . . . l
′
n), z
′
0) is a free realisation of (C.D)(v).
We shall prove that (4) implies (1), (1) implies (2), and (2) implies (3).
Assume that (4) holds, and suppose, for a contradiction, that there exists i ∈ I0
such that (without loss of generality) wˆi < D. We may assume (without loss of
generality) that wˆi = wi. Let k ≤ m be maximal such that li+1 . . . li+k = l′1 . . . l′k.
Suppose, first of all, that k = n. Since wi < D, li+k+1 must be an inverse letter- say
α−1. Then Dα−1 = li+1 . . . li+kli+k+1 ∈ W , so (.D)(v) is the pp-formula v ∈ Dα−1(0)
(by definition). But if x ∈ (.D)(M), then:
M |= x ∈ li+1 . . . li+kli+k+1(0)
Since λi 6= 0, this contradicts corollary 20.
Now, if k < n, then l′k+1 must be a direct letter- say β (since wi < D). Then:
x ∈ (C.D)(M) ⊆ (.D)(M) ⊆ DM ⊆ l′1 . . . l′kβ(M)
Pick any y ∈ M such that x ∈ l′1 . . . l′k(y) and y ∈ βM . By corollary 20, y must
have zi+k-coefficient λi. Since li+k+1 6= β (by our choice of k), lemma 91 gives that
li+k = β
−1. Then k  1- since that would imply that β−1β = li+kl′k+1 = l′kl′k+1 ∈ W-
so k = 0.
But if k = 0, then l−1i ∈ H−1(a) (since ui ∈ H−1(S)) and β ∈ H1(a) (since
D ∈ H1(a))- giving our required contradiction.
Now, assume that (1) holds. Take any i ∈ I0. Assume without loss of generality
that wi ∈ H1(a). Let j and k be maximal such that l′1 . . . l′k = li+1 . . . li+k and
l′−j . . . l
′
0 = li−j . . . li.
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Then l′−j . . . l
′
k is a post-subword of C
−1D and li−j . . . li+k is a pre-subword of w.
Consider the map:
M(C−1D)M(l′−j . . . l′k)→M(li−j . . . li+k) ↪→M
-where the first map is the natural projection onto the quotient module, the third
map is the natural embedding of the submodule, and the second map is isomorphism
as in (5.2.2). This map clearly takes z′0 to zi.
Finally, assume that (2) holds. For each i ∈ I0, let fi be the simple string map
such that fi(z
′
0) = zi. Let f =
∑
i∈I0 λifi- one can easily verify that f is a well defined
homomorphism: For example, if M is M(w), then I0 must be finite, and so, for all
y ∈ M(C−1D), ∑i∈I0 fi(y) is a K-linear combination of finitely many zj- and hence
is a well defined element of M(w).
Corollary 26. Let φ(v) be any pp-formula of the form (C.D)(v), (.D)(v) (1.D), or
(+1.D)(v).
Take any element x =
∑
i∈I λizi of M . Then x ∈ φ(M) if and only if zi ∈ φ(M)
for all i ∈ I such that λi 6= 0.
Proof. If φ(v) is (C.D)(v), then this follows straight from lemma 105
By considering their free realisations, it is easy to see that any pp-formula of the
form (.D)(v), (1.D)(v) or (+1.D)(v) is equivalent to one of the form (C.D)(v)- the
result follows.
Lemma 106. Take any a ∈ Q0, s ∈ {−1,+1}, and C,D ∈ Hs(a). Then (.D)→ (.C)
if and only if C ≤ D.
Proof. Recall the free realisations of (.C)(v) and (.D)(v), as described above: Let
EC and ED be the longest possible strings of direct letters such that ECC ∈ W
and EDD ∈ W . Let z and y denote the standard basis elements of M(ECC) and
M(EDD) such that (M(ECC), z) (respectively, M(EDD), y)) is a free realisation of
(.C)(v) (respectively (.D)(v)).
If (.D) → (.C), then y ∈ (.D)(M(EDD)) ⊆ (.C)(M(EDD)), and so C ≤ D by
lemma 105.
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Conversely, suppose that C ≤ D. Then EDC ∈ W : to see this, let F be the
longest possible initial subword of C which contains only direct letters. Since C ≤ D,
F must also be an initial subword of D ,and so EDF ∈ W (since it is a subword of
EDD). Thus EDF doesn’t lie in the ideal I of KQ. It follows, by definition, that
EDC is a word.
Consequently, E−1D is an initial subword of E
−1
C , and hence E
−1
D ≤ E−1C . Thus, by
lemma 105, there exists a map from M(ECC) to M(EDD) taking z to y.
Notice that, given any finite word, D, we can express DM in terms of the pp-
formulas of the form (.C)(v): for example, if the first letter of D is direct, then
DM = (.DE)(M), where E is the longest possible string of inverse letters such that
DE ∈ W .
The following corollary follows straight from this fact, and corollary 26:
Corollary 27. Let x =
∑
i∈I λizi be any element of a string module M over a word
w (where λi 6= 0 for all i ∈ I). Then, for any finite word D:
x ∈ DM ⇐⇒ zi ∈ DM for all i ∈ I
5.7.2 Homomorphisms between string modules
Lemma 107. Given any words w and w′, any homomorphism from M(w′) to M(w)
is a K-linear combination of simple string maps.
Proof. See [10].
Our results from the last section give a slight extension of this:
Lemma 108. Let D = l1 . . . l
′
k be any finite word, and w any word. Then, for any
string module M over w, any f ∈ Hom(M(D),M) is a K-linear combination of
simple string maps.
Proof. We prove the result by induction on k: assume we have the result for all n < k,
and take any word l′1 . . . l
′
k of length k.
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Let z′0, z
′
1, . . . , z
′
k be a standard basis of M(l
′
1 . . . l
′
k). Pick m ≤ k to be maximal
such that z′m is a peak. Of course, l
′
m+i is inverse for all i such that 1 ≤ i ≤ k −m.
Say, lm+i = α
−1
i ∈ Q−11 for all such i.
Let C = (l′1 . . . l
′
m)
−1 and D = l′m+1 . . . l
′
k. Then z
′
m ∈ (C−1.D)(M(l′1 . . . l′k)), so
f(z′m) ∈ (C−1.D)(M). By lemma 105, there exists g ∈ Hom(M(l′1 . . . l′k),M)- which
is a K-linear combination of simple string maps- such that g(z′m) = f(z
′
m).
Then (f − g)(z′m) = 0, and furthermore:
(f − g)(z′m+i) = (f − g)(αi . . . α1zm) = αi . . . α1(f − g)(zm) = 0
-for all i ≥ 1. Consequently, (f − g) factors through the canonical projection pi :
M(l′1 . . . l
′
k)M(l′1 . . . l′m−1):
M(l′1 . . . l
′
k)
pi //
f−g
((PP
PPP
PPP
PPP
PP
M(l′1 . . . l
′
m−1)
∃h

M(w)
By induction, h is a K-linear combination of simple string maps- and hence so is hpi.
Thus so is f = g + hpi.
Let M be any string module over a word w, and let {zi : i ∈ I} be its standard
basis. Let N be any string module over a pre-subword u of w- of course, it has
standard basis {zi : i ∈ I ′}, for some I ′ ⊆ I.
Given any simple string map f : N → M , we say that f is a right shift if, for all
i, f(zi) is either zero, or zj, for some j > i. Similarly, we say that f is a left shift if,
for all i, f(zi) is either zero, or zj, for some j < i.
Lemma 109. Let w, u,M,N, I and I ′ be as above. Then, for any simple string map
f : N →M , exactly one of the following holds:
• f is a right shift.
• f is a left shift.
• f(zi) = zi for all i ∈ I ′ (i.e. f is the canonical embedding of the submodule, as
in lemma 94).
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Proof. First of all, if f(zi) = zi for any i ∈ I ′, then by lemma 101, f must be the
canonical embedding (as defined after lemma 94).
Assume from now on, that f(zi) 6= zi for all i. Recall that there exists a, b ∈
I ′ ∪ {−∞,∞} and k ∈ Z such that either:
f(zi) =
 zk+i if a < i < b0 otherwise
-or:
f(zi) =
 zk−i if a < i < b0 otherwise
In the first case, k must be non-zero. Then f is a right shift if k > 0, and a left shift
if k < 0.
Assume, that we have the second case. Suppose, for a contradiction, that there
exists i, j ∈ I ′ such that a < i < j < b and k − i > k − j. Let m = max{i ∈ I ′ :
i < k − i}. Then m + 1 < b (otherwise k − i > i for all i ∈ (a, b), contradicting our
assumption), and so f(zm+1) = zk−(m+1).
Of course, m+ 1 ≥ k − (m+ 1), by our choice of m, and so m+ 1 > k − (m+ 1)
(since f(zm+1) 6= zm+1), and so k − m = m + 1 and k − (m + 1) = m. Assume,
without loss of generality, that lm+1 is direct- say lm+1 = α. Then:
αzm = αf(zm+1) = f(αzm+1) = f(zm) = zm+1
-and so lm+1 must be α
−1- which is clearly a contradiction.
5.7.3 Simple string endomorphisms
Let M be any string module over a word w, with standard basis {zi : i ∈ I}. We
define the binary relation ≤w on the set {zi : i ∈ I} by:
zi ≤w zj ⇐⇒ wˆi ≤ wˆj and uˆi ≤ uˆj
If w is not a periodic Z-word, then, by lemma 89, there are no distinct i, j ∈ I such
that both uˆi = uˆj and wˆi = wˆj- and so ≤w is a well defined partial ordering of
{zi : i ∈ I}.
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Lemma 110. Let w be any word, f ∈ End(M(w)) any simple string map, and i ∈ I
such thatf(zi) 6= 0. Then f(zi) ≥w zi.
Furthermore, if w is not a periodic Z-word and f is not the identity, then f(zi) >w
zi.
Proof. For all finite words D ≤ wˆi, zi ∈ (.D)(M), and so zj = f(zi) ∈ (.D)(M), so
D ≤ wˆj. It follows that wˆi ≤ wˆj, and similarly, uˆi ≤ wˆj.
To prove the second assertion, lemma 109 gives that f(zi) = zj for some j 6= i,
and either wˆi 6= wˆj or uˆi 6= uˆj (by lemma 89). Thus zj > zi, as required.
5.8 1-Sided Modules
Given any M ∈ A-Mod, any a ∈ Q1, and any non-zero m ∈ eaM , the set {D ∈
H1(a) : D is finite, and m ∈ (.D)(M)} is downwards-closed (by lemma 106). We
define the right-word of m in M to be the supremum of it.
Similarly, we define the left-word of m in M to be the supremum of {C ∈ H−1(a) :
C is finite, and m ∈ (.C)(M)}.
Lemma 111. Let M be any string module over a word w, with standard basis {zi :
i ∈ I}. Then, for all i ∈ I, zi has right-word wˆi, and left word uˆi.
Proof. Follows straight from lemma 105.
Lemma 112. Take any pure-injective M ∈ A-Mod, and any m0 ∈ M . Let w =
l1l2l3 . . . be the right word of m0 in M .
If m0 ∈ (1.D)(M) for some D ≤ w, then there exists f ∈ HomA(M(w),M) such
that f(z0) = m0 (where {zi : i ∈ N} is the standard basis of M(w)).
Proof. Let r ∈ A denote the unique α ∈ Q1 such that α−1 ∈ H−1(a) (if such an α
exists, and 0 otherwise). Since m0 ∈ (1.D)(M), rm0 = 0.
Consequently, it will be enough to find a set {mi : i ∈ N+} such that limi = mi−1
for all i ∈ N+: given such a set, we let f be the unique map such that f : zi 7→ mi
for all i ∈ N.
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Since M is pure-injective, and hence algebraically compact, it will be enough to
show that the set:
{l1v1 = m0} ∪
⋃
i≥2
livi = vi−1}
-is finitely satisfiable in M . Given any finite subset X of it, pick any trough zk of w
such that no equation of the form livi = vi−1 with i > k lies in X. Let C = l1 . . . lk.
Since C < w:
M |= (.C)(m0)
(by the definition of right-word). Consequently there exists m1, . . . ,mk ∈ M such
that limi = mi−1 for all i ≤ k- as required.
A module M ∈ A-Mod is said to be one-directed (as defined in [18]) if there exists
a finite word D such that the pp-pair (1.D)/(+1.D) is open on M . M is said to be
two-directed if it is not one-directed.
Lemma 113. Any M ∈ A-Mod is two-directed if and only if, for all a ∈ Q1 and
m ∈ eaM , both the right-word and the left word of m in M are N-words.
Proof. See [18]
Let M be any string module over a word, w, with standard basis {zi : i ∈ I}.
Take any a ∈ Q0, and x ∈ eaM , and write x as
∑
i∈I0 λizi- where λi 6= 0 for all i ∈ I0.
It follows from lemma 105, that x has right-word inf{wˆi : i ∈ I0}, and left-word
inf{uˆi : i ∈ I0}.
Consequently, every string module over a finite word or N-word is one-directed.
Furthermore, every string module over a Z-word is two-directed: Any element x =∑
i∈I0 λizi of M has right-word sup{wˆi : i ∈ I0}, which is an N-word, by lemma 87,
and similarly, the left word is an N-word, so the above lemma implies that M is
two-directed.
Lemma 114. Take any a ∈ Q0, s ∈ {−1,+1}, and finite word D ∈ Hs(a). Let φ(v)
be any pp-formula such that:
(1.D) < φ < (+1.D)
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Then there exists E > D such that φ is equivalent to (+1.D) + (1.E).
Proof. See [18, (4.4)]
Let M be a one-directed module. Take any m0 ∈ (1.D)(M)\(+1.D)(M) (where D
is a finite word). Assume without loss of generality that D ∈ H1(a) for some a ∈ Q1.
Let w be the right word of m0 in M . We say that m0 is homogeneous in M if, for all
D ≤ w and E ∈ H1(a):
m0 ∈ ((+1.D) + (1.E))(M)⇐⇒ E ≤ w
Lemma 115. Take any a ∈ Q0 and w ∈ H1(a). Let M be either M(w) or M(w),
with standard basis {zi : i ∈ I}. Then z0 is homogeneous in M , with right word w.
Proof. We only need to prove that z0 is homogeneous: Suppose, for a contradiction,
that z0 ∈ (+1.D)+(1.E) for some D ≤ w and E > w. Then there exists x ∈ (1.E)(M)
such that z0−x ∈ (+1.D). Since z0 /∈ (1.E)(M), x has z0-coefficient 0- by corollary 26.
Recall (from the definition) that (+1.D)(M) is either (.D)(M)∩βM (if there exists
β ∈ Q1 ∩H−1(a)) or v = 0 (if not). Of course, z0 6= 0. Furthermore, z0 has left-word
1a,−1, and hence z0 /∈ βM ⊆ (+1.D)(M). Since z0 − x has z0-coefficient 1, it follows
from corollary 26 that z0 − x /∈ (+1.D)(M)- giving our required contradiction.
Theorem 40. Given any a ∈ Q0, and w ∈ H+1(a) (respectively, H−1(a)), there
exists a unique (up to isomorphism) pure-injective indecomposable one-directed Mw ∈
A-Mod containing a homogeneous element m0 with right-word (respectively, left-word)
w.
Furthermore, every indecomposable pure-injective one-directed module is isomor-
phic to Mw, for some finite word or N-word, w.
Proof. See [18, (5.4)]
Notice that, if w is a finite word, then M(w) is one-directed, pure-injective, and
indecomposable, and z0 satisfies the conditions required of m0 in theorem 40. Thus
Mw ∼= M(w). Also, we have the following result for N-words:
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Corollary 28. Let w be any N-word, such that M(w) is pure-injective. Then M(w)
is not indecomposable.
Proof. First of all, notice that z0 is a homogeneous element of both M(w) and M(w),
with right-word (or left-word) w- by lemma 115. Consequently, if M(w) was inde-
composable, then both M(w) and M(w) would be indecomposable and pure-injective
(by theorem 39 and proposition 4), and so M(w) and M(w) would be isomorphic (by
theorem 40).
Since M(w) is of countable dimension over K, and M(w) of uncountable dimen-
sion, they cannot, however, be isomorphic.
By lemma 112, there exists f ∈ Hom(M(w),Mw) such that f(z0) = m0 (where
{zi : i ∈ I} is the standard basis of M(w)). We shall prove that, if w is an aperiodic
N-word, then f is a pure embedding.
In fact, we will prove a slightly more general result- which will be needed for some
of the proofs in chapter 7. First of all, we will need the following result:
Lemma 116. Let w = l1l2 . . . be any N-word, and M be either M(w) or M(w). Let
k > 0 be such that zk is a trough in w, and let i, j ∈ N be such that:
zj ∈ ((l1 . . . li).(li+1 . . . lk))(M)
If li+1 . . . lk is not an initial subword of either wj or uj, then there exists a simple
string map h ∈ End(M) such that h(zi) = zj, and h(zn) = 0 for all n ≥ k.
Proof. Assume, without loss of generality, that li+1 . . . lk ∈ H1(a) for some a ∈ Q0.
Since zj ∈ ((l1 . . . li).(li+1 . . . lk))(M), lemma 105 implies that li+1 . . . lk ≤ wˆj and
(l1 . . . li)
−1 ≤ uˆi.
Since (li+1 . . . lk) is not an initial subword of wˆj, lemma 85 gives that wˆj ≥
li+1 . . . lk−1, and so:
zj ∈ ((l1 . . . li).(li+1 . . . lk−1))(M)
Let y0, . . . yk−1 be the standard basis of M(l1 . . . lk−1). By lemma 105, there exists a
simple string map h : M(l1 . . . lk−1)→M(w) taking yi to zj.
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Since zk is a trough, l1 . . . lk−1 is a post-subword of w. Let pi be the canonical
projection M(w)M(l1 . . . lk−1). Then hpi is a simple string map, and satisfies the
required conditions.
5.8.1 1-Sided Modules over Aperiodic Words
Lemma 117. Let w be an aperiodic N-word (without loss of generality, w ∈ H1(a) for
some a ∈ Q0). Let M be a one-directed module, containing a homogeneous element
m0 with right word w, such that m0 ∈ (1.D)(M)\(+1.D)(M) for some D ≤ w.
Then ppM(w)(z0) = pp
M(m0).
Proof. Of course, the map in lemma 112 gives that ppM(w)(z0) ⊆ ppM(m0).
To show the converse, take any φ(v) ∈ ppM(m0). We must prove that z0 ∈
φ(M(w)). Let m ∈ N be the number of equations in φ. Since w is aperiodic, the
subword z
(m)
0 is finite, so we may pick k ∈ N such that zk is a trough, and z(m+)0 is
an initial subword of l1l2 . . . lk−1.
Pick any k′ ∈ N large enough such that:
• For every i ∈ {2, 3, . . . , k}, l1 . . . lk′ is not an initial subword of wi or ui
• zk+k′ is a trough in w.
Let D denote l1 . . . lk+k′ . Since zk+k′ is a trough, D < w. Define ψ(v) to be φ(v) ∧
(1.D)(v). Of course, (1.D) ≥ ψ + (+1.D) ≥ (+1.D). Furthermore, ψ + (+1.D) >
(+1.D)- since m0 ∈ ψ(M)\(+1.D)(M). By lemma 114, there exists E > D such that
ψ + (+1.D) is equivalent to (1.E) + (+1.D). Of course:
m0 ∈ ψ(M) ⊆ ((1.E) + (+1.D))(M)
Since m0 is homogeneous in M , E < w- and so M(w) |= (1.E)(z0). Thus:
z0 ∈ ((1.E) + (+1.D))(M(w)) = (ψ + (+1.D))(M(w))
Pick any x ∈M(w) such that:
M(w) |= ψ(z0 − x) ∧ (+1.D)(x)
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We can write x uniquely as
∑
i∈I λizi (where λi 6= 0 for all i ∈ I). By corollary 26,
zi ∈ (+1.D)(M(w)) for all i ∈ I. In particular, 0 /∈ I. Now, partition I into
IL = I ∩ {1, . . . k − 1} and IR = I ∩ {i ∈ N : i ≥ k}. Let xL =
∑
i∈IL λizi and
xR =
∑
i∈IR λizi.
Given any i ∈ IL, zi ∈ (+1.D)(M(w)) ⊆ (1.D)(M(w)). By our choice of k′, D
is not an initial subword of wˆi so by lemma 116, there exists a simple string map
gi ∈ End(M(w)) taking z0 to zi , such that gi(zj) = 0 for all j ≥ k + k′.
Notice that gi is a right shift (by lemma 109, since gi(z0) = zi). Let g =
∑
i∈IL λizi
(note that g(z0) = xL). Then g(zj) ∈ spK{zn : n > j} for all j ∈ N, and g(zj) = 0
for all j ≥ k + k′, so gk+k′ = 0. So:
(
k+k′∑
n=0
gn)(z0 − xL) = (
k+k′∑
n=0
gn)(1− g)(z0) = (1− gk+k′)(z0) = z0
Now, let pi : M(w)  M(z(m+)0 ) denote the canonical projection. Since z
(m+)
0 is
an initial subword of wk, it follows that pi(xR) = 0, and hence that pik(g
n(xR)) = 0
for all n ≥ 0. Thus:
pik−1(
k+k′∑
n=0
gn)(z0 − xL − xR) = pik+k′−1(z0) = pi(z0)
Since M(w) |= ψ(z0 − xL − xR), we have that:
pi(z0) ∈ ψ(M(z(m+)0 ) ⊆ φ(M(z(m+)0 ))
And hence z0 ∈ φ(M(w)), by corollary 23
Proposition 8. Let w, a,M and m0 be as in lemma 117. Then any map f : M(w)→
M taking z0 to m0 is a pure-embedding.
Proof. Take any x ∈ M(w), and any φ ∈ ppM(f(x)). We must show that x ∈
φ(M(w)).
Write x as
∑
i∈I λizi, where λi 6= 0 for all i ∈ I. Let m be the number of
equations in φ. Pick any d ≥ max{i : i ∈ I} such that zd is a trough. Then x
lies in the submodule M(l1 . . . ld) of M(w), so- by corollary 23- it will be enough to
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prove that pi(x) ∈ φ(M((l1 . . . ld)(m+)))- where pi : M(w)  M((l1 . . . ld)(m+)) is the
canonical projection.
Since w is aperiodic, we can pick k ∈ N such that:
• (l1 . . . ld)(m+) is an initial subword of l1 . . . lk−1
• For all distinct i, j ≤ d, li+1 . . . lk is not an initial subword of uj or wj
• zk is a trough.
Now pick any k′ ≥ 0 large enough such that:
• for all i, i′ ≤ k such that i 6= i′, li . . . li+k′ 6= li′ . . . li′+k′ .
• zk+k′ is a trough in w.
Let D = l1 . . . lk+k′ , and let ψ(v0) be the pp-formula:
∃v1, . . . , vk+k′
(
χ(v0, v1, . . . , vk+k′) ∧ φ(
∑
i∈I
λivi)
)
-where χ(v0, v1, . . . , vk+k′) is a pp-formula generating pp
M(D)(z0, z1, . . . , zk+k′).
Of course, m0 ∈ ψ(M) (we could take f(z1), f(z2), . . . f(zk+k′) to be witnesses for
v1, v2, . . . , vk+k′). Thus, by lemma 117, z0 ∈ ψ(M(w))- i.e. there exists x1, . . . xk+k′
in M(w) such that:
M(w) |= χ(z0, x1, x2, . . . , xk+k′) ∧ φ(λ0z0 +
∑
i∈I\{0}
λixi)
By the definition of χ, there exists f ∈ Hom(M(D),M(w)) taking z0 to z0, and zi to
xi for all i ∈ {1, 2, . . . , k + k′}.
We shall construct a map h′ ∈ End(M(w)) such that h′(z0 +
∑
i∈I\{0} λixi) =∑
i∈I λizi + x
′- where x′ lies in the submodule M(wk) of M(w). This will be enough
to complete the proof, since it will imply that pi(x′) = 0 (by our choice of k), and
hence that:
pi(
∑
i∈I
λizi) = pih
′(λ0z0 +
∑
i∈I\{0}
λixi) ∈M((l1 . . . ld)(m+))
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Since zk+k′ is a trough, M(D) is a submodule of M(w). Let ρ : M(D) ↪→ M(w)
denote the canonical embedding. By lemma 108, f − ρ is a K-linear combination of
finitely many simple string maps:
f − ρ =
∑
j∈J
µjfj
Since (f − ρ)(z0) = 0, each such map is either a left shift or a right shift. Let J0
be the set of all j ∈ J such that fj(zi) 6= 0 for some i ≤ k + k′. Of course, for all
i ≤ k + k′: ∑
j∈J0
µjfj(zi) =
∑
j∈J
µjfj(zi) = xi − zi
Partition J0 into JL ∪ JR ∪ JRR, where:
• j ∈ JL if and only if it is a left shift.
• j ∈ JR if and only if it is a right shift and fj(zi) ∈ {zi+1, . . . , zk} for some i ≤ d.
• j ∈ JR if and only if it is a right shift and fj(zi) /∈ {z0, z1, . . . , zk} for all i ≤ d.
Given any j ∈ JL, pick any i ≤ d such that fj(zi) = zi′ for some i′ ≤ i. Then
zi′ ∈ ((l1 . . . li).(li+1 . . . lk+k′))(M(w)) and li+1 . . . lk is not an initial subword of wi′ or
u′i (by our choice of k).
By lemma 116, there exists a simple string map hj : M(w) → M(w) such that
h(zi) = zi′ , and hj(zn) = 0 for all n ≥ k. By lemma 101), hjρ = gj.
Similarly, given any j ∈ JR, pick any i ≤ d such that fj(zi) = zi′ for some i′ ≤ k.
Then zi′ ∈ ((l1 . . . li).(li+1 . . . lk+k′))(M(w)) and li+1 . . . lk+k′ is not an initial subword
of wi′ or ui′ (by our choice of k
′), so there exists (by lemma 116) a simple string
map hj : M(w) → M(w) such that h(zi) = zi′ , and hj(zn) = 0 for all n ≥ k. By
lemma 101 hjρ = gj.
Define h ∈ End(M(w)) to be the map:
h =
∑
j∈JL∪JR
µjhj
First, we claim that h(k+k
′+1) = 0: suppose, for a contradiction, that h(k+k
′+1)(zi) 6= 0
for some i- so there exists j1, j2, . . . , jk+k′+1 ∈ JL∪JR such that hjk+k′+1 . . . hj2hj1(zi) 6=
0.
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Since hjn+1hjn . . . hj1(zi) 6= 0, it follows that hjn . . . hj2hj1(zi) ∈ {z0, z1, . . . zk+k′−1}
for all n < k + k′. And so:
zi <w hj1(zi) <w hj2hj1(zi) <w · · · <w hj2hj1(zi)
-giving us k + k′ + 1 distinct elements of {z0, z1, . . . zk+k′−1}- which is clearly a con-
tradiction.
Now, given any i ≤ k, let x′i = h(zi) and x′′i =
∑
j∈JRR µjfj(zi). Of course,
zi + x
′
i + x
′′
i = xi. Notice that x
′′
i ∈ spK{zk, zk+1, zk+2, . . . }. Now:
(
k+k′∑
n=0
(−1)nhn)(x′i + zi) = (
k+k′∑
n=0
(−1)nhn)(h+ 1)(zi) = zi
Notice that, given any n ≥ k, hj(zn) = 0 for all j ∈ JL, and that hj(zn) ∈
spK{zk, zk+1, zk+2, . . . } for all j ∈ JR. It follows that, for all n ∈ N, hn(x′′i ) ∈
spK{zk, zk+1, zk+2, . . . }, and hence that:
pi(
k+k′∑
n=0
(−1)nhn)(x′′i ) = 0
Define h′ =
∑k+k′
n=0 (−1)nhn. Then, for all x ≤ d:
pih′(xi) = pi(
k+k′∑
n=0
(−1)nhn)(zi + x′i) + pi(
k+k′∑
n=0
(−1)nhn)(x′′i )
= pi(zi)
So pih′(
∑
i∈I λixi) = pi(
∑
i∈I λizi), and hence:
pi(
∑
i∈I
λizi) ∈ φ(M((l1 . . . ld)(m+))
-as required.
Corollary 29. Given any aperiodic N-word, w, let Mw and m0 ∈ Mw be as in
theorem 40. By lemma 112, there exists f ∈ Hom(M(w),Mw) such that f(z0) = m0.
Then f : M(w) ↪→Mw is the pure-injective hull of M(w). Furthermore, Mw is a
direct summand of M(w)
Proof. By proposition 8 it is indeed a pure embedding. Furthermore, since Mw is
indecomposable (by theorem 40), f cannot be factored through a direct summand of
Mw.
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Corollary 30. Let w be any N-word. Then Mw is a direct summand of M(w).
Proof. If w is expanding, then M(w) satisfies the conditions of theorem 40 (for its
indecomposability, see corollary 32- and so M(w) ∼= Mw, by the theorem.
If w is contracting, then M(w) satisfies the conditions of theorem 40, and so
M(w) ∼= Mw, by the theorem. The canonical embedding M(w) ↪→M(w) is pure (by
lemma 102), and hence split- so Mw is indeed a direct summand of M(w).
Finally, if w is contracting or aperiodic, then by proposition 5, the canonical
embedding M(w) ↪→ M(w) is pure. Thus by lemma 9, Mw is a direct summand of
M(w).
5.8.2 1-Sided Modules over Contracting Words
Throughout this section, w = l1l2l3 . . . will be a contracting periodic or almost peri-
odic N-word, and M will be a 1-directed module, containing a homogeneous element
m0 ∈ (1.D)(M)\(+1.D)(M) (for some D ≤ w) which has right word w.
Let s ∈ N be minimal such that ls+1ls+2 . . . is periodic. Then there exists a unique
n > 0 such that ls+1 . . . ls+n is a band- we let C = ls+1 . . . ls+n.
For all i ∈ {1, 2, . . . , , }, we denote by Ci the cyclic permutation of C with first
letter ls+i.
There exists (as in [24]) a simple string map Φw : M(w)→M(w), defined by:
Φw :
∑
i∈N
λizi 7→
∑
i≥s
λi+szi
-we refer to it as the Ringel shift.
Notice that, given any simple string map f ∈ End(M(w)) which is not a power
of Φw (or the identity), Im(f) is finite dimensional: Indeed if Im(f) is infinite dimen-
sional, then f is uniquely determined by an infinite post-subword wi and an infinite
pre-subword wj of w such that wi = wj. It follows that either i = j (i.e. f is the
identity) or i = s+ kn (for some k ∈ N+) and j = s- and hence that f = Φkw.
Lemma 118. Let w be any contracting N-word, and M a 1-directed module, con-
taining a homogeneous element m0 ∈ (1.D)(M)\(+1.D)(M) (for some D ≤ w) which
has right word w.
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Then ppM(w)(z0) =pp
M(m0).
Proof. Take any φ ∈ ppM(m0). We must show that z0 ∈ φ(M(w)).
First of all, we claim that there exists a trough zk of w such that, for all i > 0
with zi ∈ (1.(l1 . . . lk))(M(w)), l1 . . . lk is not an initial subword of wˆi.
Recall from lemma 111 that, for all wordsD ∈ H1(a), and i ≥ 1, zi ∈ (1.D)(M(w))
if and only if wˆi ≥ D, and uˆi ≥ 1a,−1 (and hence that its first letter is direct).
First of all, if w is periodic, then pick any k ≥ n such that zk is a trough. Given
any i > 0, it follows from lemma 82 that C is an initial subword of wˆi if and only
if i ∈ nN. However, for any such i, the first letter of uˆ−1i is the first letter of C−1-
which is inverse, since w is contracting.
If w is not periodic (i.e. s ≥ 1), then we claim that there exists k > 0 such that,
for all i ∈ N+, l1 . . . lk is not an initial subword of wˆi. Indeed, pick any k > 0 such
that:
• k > 2s
• For all i > 0, l1 . . . lk is not an initial subword of wi- this is possible, since
wi 6= w for all i > 0, and the set {wi : i > 0} contains only finitely many
different words.
• l1 . . . lk is not an initial subword of (C ′)∞, for any cyclic permutation C ′ of C−1.
• zk is a trough
Given any i ≥ 1, l1 . . . lk is not an initial subword of wi (by our choice of k). Fur-
thermore if i < 2k, then l1 . . . lk cannot be an initial subword of ui (it follows from
lemma 81), and if i ≥ 2k > k + s, then the initial subword of ui of length k is equal
to (C ′)k/n, for some cyclic permutation C ′ of C−1- and so it cannot equal l1 . . . lk (by
our choice of k). So l1 . . . lk is not an initial subword of wˆi, as required.
Given any such k, let D = l1 . . . lk, and let ψ(v) be φ(v)∧ (1.D)(v). Then (1.D) ≥
ψ+ (+1.D) > (+1.D), so by lemma 114 there exists E ∈ H1(a) such that ψ+ (+1.D)
is equivalent to (1.E) + (+1.D).
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Since m0 ∈ φ(M), we must have E < w0. Thus:
z0 ∈ (1.E)(M(w)) ⊆ (ψ + (+1.D))(M(w))
Pick any x ∈ (+1.D)(M(w)) such that z0 − x ∈ ψ(M(w)). Write x as
∑
i∈I λizi-
where λi 6= 0 for all i ∈ I.
By corollary 26, zi ∈ (+1.D)(M(w)) for all i ∈ I- in particular, i 6= 0, and D ≤ wˆi.
By our choice of k, D is not an initial subword of wˆi, so lemma 116 implies that there
exists a simple string map fi ∈ End(M(w)) taking z0 to zi, and such that fi(zj) = 0
for all j ≥ k.
Let f =
∑
i∈I λifi. Then f(zj) ∈ spK{zj+1, zj+2, . . . } for all j ∈ N, and f(zj) = 0
for all j ≥ k, so fk+1 = 0, and hence:
k∑
j=0
f j(z0 − x) =
k∑
j=0
f j(1− f)(z0) = z0
Since z0 − x ∈ ψ(M(w)) ⊆ φ(M(w)):
z0 ∈ ψ(M(w)) ⊆ φ(M(w))
Proposition 9. Let w,M,m0 and z0 be as in lemma 118. Let f : M(w) → M be
any map taking z0 to m0. Then f is a pure-embedding.
Proof. Take any element x =
∑
i∈N λizi of M(w). Pick any k > s such that zk is a
trough, and λi = 0 for all i ≥ k- so x =
∑k
i=0 λizi. Take any φ ∈ ppM(f(x)). We
must show that x ∈ φ(M(w)).
We claim that there exists k′ such that for all i, j ≤ k, li+1 . . . li+k′ is not an initial
subword of uj, and it’s an initial subword of wj if and only if wi = wj: Indeed, pick
any k′ such that:
• k′ > s+ n
• li+1 . . . li+k 6= lj+1 . . . lj+k for all distinct i, j ≤ s.
• For all i ≤ s, li+1 . . . li+k is not an initial subword of (C ′)∞, for any cyclic
permutation C ′ of C−1.
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• zk+k′ is a trough.
One can easily check it satisfies the required condition.
Let D = l1 . . . lk+k′ . It is a pre-subword of w, and so M(D) is a submodule of
M(w), with standard basis z0, z1, . . . , zk+k′ . Let χ(v0, v1, . . . , vk+k′) be a pp-formula
which generates ppM(D)(z0, z1, . . . , zk+k′). Let ψ(v0) be:
∃v1, . . . vk+k′
(
χ(v0, v1, v2, . . . ) ∧ φ(
k∑
i=0
λivi)
)
Of course, m0 ∈ ψ(M) (we could take f(z1), f(z2), . . . , f(zk+k′) to be witnesses to it),
so z0 ∈ ψ(M(w)), by lemma 118- i.e. there exists x1, . . . xk+k′ ∈M(w) such that:
M(w) |= φ(λ0z0 +
k∑
i=1
xi) ∧ χ(z0, x1, x2, . . . xk+k′)
-so there exists a map g : M(D)→M(w) such that g(z0) = z0 and g(zi) = xi for all
i ∈ {1, 2, . . . , k + k′}.
Let ρ : M(D) ↪→ M(w) be the canonical embedding as defined after lemma 94.
By lemma 108, g − ρ is a K-linear combination of (distinct) simple string maps:
g − ρ =
∑
j∈J
µjgj
Let J ′ be the set of all j ∈ J such that gj(zi) 6= 0, for some i ≤ k, and let g′ =∑
j∈J ′ µjgj(zi). Then g
′(z0) = z0, and g′(zi) = g(zi) = xi − zi for all i such that
1 ≤ i ≤ k.
We claim that, for all j ∈ J ′, there exists a simple string map hj ∈ End(M(w))
such that gj = hjρ.
Given any j ∈ J ′, take any i ≤ k such that gj(zi) 6= 0. By lemma 101, it’s enough
to find a simple string map hj such that hj(zi) = gj(zi).
Let i′ ∈ N be such that gj(zi) = zi′ . Assume, without loss of generality, that
wi = wˆi- i.e. that wi ∈ H1(a) for some a ∈ Q0.
If li+1 . . . lk+k′ is an initial subword of wˆi′ , then wi = wi′ (by our choice of k
′)
and so i′ − i ∈ nZ. Since ui = (l1 . . . li)−1 ≤ ub, it follows that i′ ≤ i, and so
Φ
(i−i′)/n
w (zi) = zi′ = g(zi), as required.
5.8. 1-SIDED MODULES 175
If li+1 . . . lk+k′ is not an initial subword of wˆi′ , then lemma 116 gives our required
hj.
Now, define h := −∑j∈J ′ µjhj ∈ End(M(w)). Of course, (1 − h)(z0) = z0, and
(1 − h)(zi) = xi for all i ∈ {1, 2, . . . , k}. We claim that
∑∞
n=1 h
n is a well-defined
endomorphism of M(w): it’s enough to prove that, for all i ∈ N, there exists N ∈ N
such that hN(xi) = 0.
Partition J into J1 ∪ J2- where j ∈ J1 if and only if Im(hj) is finite dimensional.
Notice that if j ∈ J2, then hj is a finite power of Φ- and hence is a left shift.
Given any j ∈ J1, Im(hj) is finite dimensional- so (since J1 is finite) we can pick
N such that, for all i ∈ N and j ∈ J1, hj(zi) ∈ {0, z0, z1, z2, . . . zN−1}.
Also, for all j ∈ J2 and i < N , hj(zi) ∈ {0, z0, z1, z2, . . . zN−1}. Consequently,
hN(zi) = 0- otherwise there would be j0, j1 . . . jN ∈ J such that gjN . . . g2g1(zi) 6= 0,
and hence a descending chain:
zi >w g1(zi) >w · · · >w gjN . . . g2g1(zi)
-with each element in {z0, z1, . . . , zn−1}- which is clearly a contradiction.
Now, given any i > N , and j ∈ J , either gj(zi) = 0, or gj(zi) = Φd(zi) =
zi−dn for some d ∈ N+. It follows that there exists N ′ ∈ N such that hN1(zi) ∈
spK{z0, z1, . . . zN−1}. Thus hN1+N(zi) = 0, as required.
Of course:
∞∑
n=0
hn(
∑
i
λixi) =
∞∑
n=0
hn(
∑
i
λi)(1− h)(zi) =
∑
i
λizi
Since M(w) |= φ(∑i λixi), we have that:
M(w) |= φ(x)
5.8.3 1-Sided Modules over Expanding Words
Throughout this section, w = l1l2l3 . . . will be a expanding periodic or almost periodic
N-word.
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Let s ∈ N be minimal such that ls+1ls+2 . . . is periodic. Then there exists a unique
n > 0 such that ls+1 . . . ls+n is a band. We denote it E.
For all i ∈ {1, 2, . . . , n}, we denote by Ei the cyclic permutation of E with first
letter ls+i.
There exists (as in [24]) a simple string map Φw : M(w)→M(w), defined by:
Φw :
∑
i∈N
λizi 7→
∑
i≥s
λizi+n
-we refer to it as the Ringel shift.
Notice that, given any simple string map f ∈ End(M(w)) either f is a positive
power of Φ, or the identity, or Im(f) is finite dimensional.
Lemma 119. Let w be any expanding periodic or almost periodic N-word. Let R
be the set of all f ∈ End(M(w)) which are a K-linear combination of simple string
maps which are right shifts.
Then R is a local ring.
Proof. R is closed under addition, and multiplication- since the composition of any
two simple string right shifts is a simple string right shift. Thus R is indeed a ring,
with 0R and 1R being the zero map and the identity map of End(M(w)).
Now, take any f in R. We can write it uniquely as λ1E −
∑
i∈I λifi- where each
fi is a simple string right shift, and λi 6= 0 for all i ∈ I.
We need to show that either f or 1 − f is invertible. We may therefore assume
that λ 6= 0. By multiplying through by λ−1, we may assume that λ = 1.
Let g = 1 − f . We claim that ∑∞n=0 gn is a well defined endomorphism of w. If
so, then it is an element of R, and (
∑∞
n=0 g
n)f = f(
∑∞
n=0 g
n) = 1, as required.
Take any x ∈ M(w). We must show that ∑∞n=0 gn(x) is a well defined element
of M(w). It will be enough to prove that, given any k ∈ N, the zk coefficient of∑
n g
n(x) is an element of K.
Given any n ∈ N, define:
In = {f ∈ R : f(x) ∈ spK{zn+1, zn+2, zn+3, . . . }}
One can easily check that it is an ideal of R, and that InIm ⊆ In+m for all m,n ∈ N.
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Now, since g ∈ I1, gn ∈ In for all n ≥ 1. So the zk-coefficient of
∑∞
n=k+1 g
n(x) is
zero. So the zk-coefficient of
∑∞
n=0 g
n(x) is the zk-coefficient of
∑k
n=0 g
n(x)- which is
clearly a well defined element of K.
Lemma 120. Let w be any expanding periodic N-word, and {fi ∈ End(M(w)) : i ∈
I} be any set of simple string maps, such that fi(z0) = zi for all i ∈ I.
Then every map of the form
∑
i∈I λifi is a well defined endomorphism of M(w).
Proof. Assume that w ∈ H1(S). Given any i ∈ I, if wi ∈ H1(S), then fi is a simple
string map taking every zj to either zj+i or zero.
If wi ∈ H−1(S), then w > u−1i , and fi takes every zj to zj−i or zero. Of course, if
j ≤ 2i, then j − i ≤ i, and so fi(zj) = 0 (by lemma 109).
So, for any i ∈ I, Im(fi) ∈ spK{zj : j > i/2}. Thus, given any k ∈ N, and any
x ∈M(w), the zk-coefficient of
∑
i∈I λifi(x) is the zk-coefficient of
∑
i≤2k λifi(x)
Of course,
∑
i≤2k λifi is a well defined endomorphism, so we are done.
Lemma 121. Let w = l1l2l3 . . . be a expanding periodic or almost periodic N-word.
Suppose that M is a one-directed module, and contains a homogeneous element m0 ∈
(1.D)(M)\(+1.D)(M) (for some D ≤ w) which has right word w.
Then ppM(w)(z0) =pp
M(m0).
Proof. Take any φ ∈ ppM(m0). We must show that z0 ∈ φ(M(w)).
First of all, we claim that there exists a trough zk of w such that, for all i > 0
with zi ∈ (1.(l1 . . . lk))(M(w)), there exists a simple string map in End(M(w)) taking
z0 to zi.
If w is not periodic, then as in the proof of lemma 118, there exists k ∈ N+ such
that, for all i > 0, l1 . . . lk is not an initial subword of wˆi. Then lemma 116 gives the
required simple string map.
If w is periodic, pick any k ≥ n such that zk is a trough. Then, given any i > 0
such that zi ∈ (1.l1 . . . lk)(M(w)), the first letter of uˆi is inverse, and l1 . . . lk ≤ wˆi. If
l1 . . . lk is an initial subword of wˆi, then it follows from lemma 82 that i ∈ nN- and
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so Φi/n is the required simple string map. If l1 . . . lk is not an initial subword of wˆi,
then lemma 116 gives the required simple string map .
Now, let ψ(v) be φ(v) ∧ (1.D)(v). Then (1.D) ≥ ψ + (+1.D) > (+1.D), so by
lemma 114 there exists E ∈ H1(a) such that ψ+(+1.D) is equivalent to (1.E)+(+1.D).
Since m0 ∈ φ(M), we must have E < w0. Thus:
z0 ∈ (1.E)(M(w)) ⊆ (ψ + (+1.D))(M(w))
Pick any x ∈ (+1.D)(M(w)) such that z0 − x ∈ ψ(M(w)). Write x as
∑
i∈I λizi-
where λi 6= 0 for all i ∈ I. Of course, x ∈ (+1.D)(M(w)), and z0−x ∈ ψ(M(w)) too.
By corollary 26, zi ∈ (+1.D)(M(w)) for all i ∈ I- in particular, i 6= 0. Since
zi ∈ (1.D)(M(w)), our choice of k gives that there exists a simple string right shift
hi ∈ End(M(w)) taking z0 to zi.
Define h =
∑
i∈I λihi. By lemma 120, it is a well defined element of the subring
R of End(M(w)), and so by lemma 119, there exists g ∈ R such that gh = 1End(M(w))
Then g(z0 − x) = gh(z0) = z0, so z0 ∈ φ(M(w)) (since z0 − x ∈ φ(M(w))).
Proposition 10. Let w,M,m0, z0 be as in lemma 121. Let f : M(w) → M be any
map taking z0 to m0. Let hE : M(w) → M(∞E∞) be the map as defined before
lemma 103.
Then (f, hE) : M(w)→M ⊕M(∞E∞) is a pure-embedding.
Proof. Take any element x =
∑
i∈N λizi of M(w). Pick any k > s such that zk is a
trough, and λi = 0 for all i ≥ k- so x =
∑k
i=0 λizi.
Take any pp-formula φ such that f(x) ∈ φ(M) and hE(x) ∈ φ(M∞E∞). By
lemma 103, it’s enough to prove that x ∈ φ(M(w)).
As in the proof of proposition 9, we can pick k′ such that for all i, j ≤ k, li+1 . . . li+k′
is not an initial subword of uj, and it’s an initial subword of wj if and only if wi = wj-
and also such that zk+k′ is a trough.
Let D = l1 . . . lk+k′ . It is a pre-subword of w, and so M(D) is a submodule of
M(w), with standard basis z0, z1, . . . , zk+k′ . Let χ(v0, v1, . . . , vk+k′) be a pp-formula
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which generates ppM(D)(z0, z1, . . . , zk+k′). Let ψ(v0) be:
∃v1, . . . vk+k′
(
χ(v0, v1, v2, . . . ) ∧ φ(
k∑
i=0
λivi)
)
Of course, m0 ∈ ψ(M) (we could take f(z1), f(z2), . . . , f(zk+k′) to be witnesses to it),
so z0 ∈ ψ(M(w)), by lemma 118- i.e. there exists x1, . . . xk+k′ ∈M(w) such that:
M(w) |= φ(
k∑
i=0
xi) ∧ χ(z0, x1, x2, . . . xk+k′)
-so there exists a map g : M(D)→M(w) such that g(z0) = z0 and g(zi) = xi for all
i ∈ {0, 1, . . . , k + k′}.
We shall, from now on, consider g as a map in Hom(M(D),M(w)) (by simply
composing it with the canonical embedding of M(w) into M(w)).
Let ρ : M(D) ↪→ M(w) be the canonical embedding as defined after lemma 94.
By lemma 108, g − ρ is a K-linear combination of (distinct) simple string maps:
g − ρ =
∑
j∈J
µjgj
We claim that, for all j ∈ J , there exists a simple string map hj ∈ End(M(w)) such
that hjρ = gj:
Take any i such that gj(zi) 6= 0. Then gj(zi) = zi′ for some i′. Notice that
z′i ∈ ((l1 . . . li), (li+1 . . . lk+k′))(M(w)).
If li+1 . . . li+k+k′ is not an initial subword of wi′ , then lemma 116 gives the required
map. If it is an initial subword, then wi = w
′
i (by our choice of k
′), and so i− i′ ∈ nZ.
Since ui < i
′, i− i′ must be negative, and so Φ(i′−i)/nw (zi) = zi′ . Thus Φ(i
′−i)/n
w ρ = gj,
by lemma 101.
Now, define h := −∑j∈J ′ µjhj ∈ End(M(w)). Of course, (1 − h)(z0) = z0, and
(1 − h)(zi) = xi for all i ∈ {1, 2, . . . , k}. We shall prove that
∑
n′≥0 h
n′ is a well
defined endomorphism of M(w).
Let N be maximal such that hj(zN) 6= 0 for some j ∈ J such that hj is not a
power of Φw. We claim that h
N is a K-linear combination of right shifts. Notice
that, for all j ∈ J and i > N , hj(zi) is either 0, or zi+dn, for some d ∈ N+
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Given any i ≤ N , we have that hN+1(zi) ∈ spK{zN+1, zN+2, . . . }: If not, then
there must be j0, j1 . . . jN ∈ J such that hjN . . . hj2hj1(zi) 6= 0, and hence a descending
chain:
zi >w hj1(zi) >w · · · >w hjN . . . hj2hj1(zi)
-with each element in {z0, z1, . . . , zN}- which is clearly a contradiction.
Of course, given any j ∈ J and i > N , gj(xi) ∈ spK{zi+1, zi+2, . . . } (since either
gj(xi) = 0, or j is a power of Φw). Thus, given any x ∈ M(w), and any n′ > N ,
Im(hn
′
) ⊆ spK{zn′ , zn′+1, zn′+2, . . . }. Consequently, as in the proof of lemma 120,∑
n′>N h
n′ is a well defined element of R- and so
∑
n′≥0 h
n′ ∈ End(M(w)). Then:
∑
n′≥0
hn
′
(xi) =
∑
n′≥0
hn
′
(1− h)(zi) = zi
-and similarly
∑
n′≥0 h
n′(z0) = z0. Since M(w) |= φ((1−h)(x)), we have that M(w) |=
φ(x)- which completes the proof.
Chapter 6
Indecomposable Pure-Injective
Modules
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Let w be any N-word or non-periodic Z-word. Recall from theorem 39 and propo-
sition 4 that M(w) is indecomposable, and M(w)is pure-injective. In this chapter,
we determine what conditions on w determine whether or not M(w) is pure-injective,
and what conditions on w determine whether or not M(w) is indecomposable.
6.1 Indecomposable Direct Product Modules
Given any word, w, we define Ww := {wˆi : i ∈ I} and Uw := {uˆi : i ∈ I}. Of course,
these are subsets of
⋃
a∈Q0 H1(a) and
⋃
a∈Q0 H−1(a) respectively, and so we can define
partial orders on them both. For example, the partial order on Ww will be defined
by:
wˆi ≤ wˆj ⇐⇒ wˆi, wˆj ∈ H1(a) for some a ∈ Q0 and wi ≤ wj
If w is not a periodic Z-word, then we define a partial order on the standard basis
{zi : i ∈ I} of M(w) by:
zi ≤ zj if and only if wˆi ≤ wˆj and uˆi ≤ uˆj
-indeed, this is equal to the partial order ≤w as defined in (5.7.3).
Given any subset J ⊆ I, we say that the set {zi : i ∈ J} satisfies the “Indecom-
posability Criterion”-or (IC)- if:
• Given any a ∈ Q0, we can partition any subset of {j ∈ J : zi ∈ eaM(w)} into
IL ∪ {i0} ∪ IR, where inf{uˆi : i ∈ IL} > uˆi0 and inf{wˆi : i ∈ IR} > wˆi0 .
We say that w satisfies (IC) if and only if {zi : i ∈ I} satisfies (IC).
We shall prove that- given any N-word or non-periodic Z-word, w- M(w) is inde-
composable if and only if w satisfies (IC) and the poset {zi : i ∈ I} has no infinite
descending chains.
Lemma 122. Let w be any N-word or Z-word (other than a periodic Z-word). Let
{zi : i ∈ I} be the standard basis for M(w). Then, for any subset J ⊆ I:
• If {zj : j ∈ J} satisfies (IC), then so does {zj1} ∪ {zj : j ∈ J}, for any j1 ∈ I
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• If {zj : j ∈ J} satisfies (IC), then so does {zjk : k ≥ 1} ∪ {zj : j ∈ J}, for any
ascending chain zj1 < zj2 < zj3 < . . . in {zi : i ∈ I}.
Proof. Take any subset J0 of J . By our assumption, it can be partitioned into
JL ∪ {j0} ∪ JR of J0, as in the definition of (IC). Let:
w′ = inf{wˆj : j ∈ JR} > wˆj0
u′ = inf{uˆj : j ∈ JL} > uˆj0
There are three different cases to consider: Firstly, if wˆj1 > wˆj0 , then let J
′
R =
JR ∪ {j1}. Then:
inf{wˆj : j ∈ J ′R} = min(w′, wˆj1) > wˆj0
-so the partition JL∪{j0}∪JR of J0∪{j1} satisfies the definition of (IC). Furthermore,
if we define J ′′R = J
′
R∪{zjk : k ≥ 2}, then the partition {j0}∪JL∪J ′′R of J0∪{zjk : k ∈
N+} satisfies the definition of (IC). If uˆj1 > uˆj0 then the result is proved symmetrically.
Finally, suppose that both wˆj1 ≤ wˆj0 and uˆj1 ≤ uˆj0 . w is not a periodic Z-word,
so by lemma 89, wˆj1 < wˆj0 (without loss of generality). Let J
′
R = JR ∪ {j0}. Then:
inf{wˆj : j ∈ J ′R} = wˆj0 > wˆj1
And so JL ∪ {j1} ∪ J ′R is a partition of J0 ∪ {j1} satisfying the conditions required of
(IC). Furthermore, since zj2 > zj1 we have, without loss of generality, that wˆj2 > wˆj1 ,
and that, for all k ≥ 2:
uˆjk ≥ wˆj2 > wˆj1
And so, setting J ′′R = J
′
R∪{zjk : k ≥ 2}, the partition JL∪{j1}∪J ′′R of j0∪{jk : k ≥ 1}
satisfies the conditions required of (IC).
Corollary 31. Let w = . . . l−2l−1l0D∞ be any expanding half-periodic Z-word. Let
{zi : i ∈ Z} be the standard basis of M(w).
Then w satisfies (IC) if and only if, for all i ∈ I0, the set {zi : i ≤ i0} satisfies
(IC).
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Proof. Of course, if w satisfies (IC), then so does {zi : i ≤ 0}.
To prove the converse, let s ∈ Z be minimal such that ws is periodic, and let
n ∈ N+ be minimal such that ws = (ls+1 . . . ls+n)∞. Since w is expanding half-
periodic, ls ∈ Q1, and ls+n ∈ Q−11 . Consequently, for all i such that s ≤ i < s+ n:
zi < zk+i < z2k+i < z3k+i < . . .
We can partition {zj : j ∈ Z} into:
{zj : j < s} ∪
⋃
0≤i≤n−1
{zs+i+mn : m ∈ N}
So, if {zi : i ≤ s− 1} satisfies (IC), then, by lemma 122, so does w.
6.1.1 Words satisfying (IC) and the descending chain condi-
tion
Recall that we refer to every element of M(w) in the form
∑
i∈I λizi- where there
may be infinitely many non-zero λi. This is the element corresponding to the element
(λizi)i∈I of
∏
i∈I Kzi.
Proposition 11. Let w be any Z-word or N-word, which satisfies (IC), such that the
poset {zi : i ∈ I} contains no infinite descending chains.
Then M(w)is indecomposable.
Proof. Take any two elements x, y ∈M(w). Pick any ax, ay ∈ Q0 such that eaxx 6= 0
and eayy 6= 0. Write eaxx as
∑
i∈Ix λizi and eayy as
∑
i∈Iy µizi- where λi 6= 0 for all
i ∈ Ix and µi 6= 0 for all i ∈ Iy.
Partition Ix into IL∪{i0}∪IR, as in the definition of (IC). Relabeling the standard
basis of w, we may assume that i0 = 0. Let D be the longest possible common initial
subword of wˆ0 and inf{wˆi : i ∈ IR}. Since wˆ0 < inf{wˆi : i ∈ IR}, there are two cases
to consider:
• If wˆ0 = D, then there exists α ∈ Q1 such that Dα is an initial subword of
inf{wˆi : i ∈ IR}. Define φ1(v) to be the pp-formula such that:
φ1(M) = DαM
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Notice that z0 /∈ φ1(M(w)), and that zi ∈ φ1(M(w)) for all i ∈ IR.
• If wˆ0 < D, then let φ1 be (.D)(M). Then z0 /∈ φ1(M(w)) (by lemma 105), and
for all i ∈ IR, wˆi ≥ D, so zi ∈ φ1(M(w)) (by lemma 105).
Notice that, given any element m =
∑
i νizi of M(w):
m ∈ φ1(M(w)) if and only if νizi ∈ φ1(M(w)) for all i such that νi 6= 0
-by corollary 27, or corollary 26.
We can similarly find a pp-formula φ2(v) such that z0 /∈ φ2(M(w)), zi ∈ φ2(M(w))
for all i ∈ IL, and given any element m =
∑
i νizi of M(w):
m ∈ φ2(M(w)) if and only if νizi ∈ φ2(M(w)) for all i such that νi 6= 0
Similarly, we may partition Iy into JL∪{j0}∪JR, and find pp-formulas ψ1(v) and
ψ2(v) such that zj0 /∈ ψ1(M(w)), zj0 /∈ ψ2(M(w)), and:
zi ∈ ψ1(M(w)) for all i ∈ JR
zi ∈ ψ2(M(w)) for all i ∈ JL
-and also, for all elements m =
∑
i νizi of M(w), and k ∈ {1, 2}:
m ∈ ψk(M(w)) if and only if νizi ∈ ψk(M(w)) for all i such that νi 6= 0
We may assume, without loss of generality, that j0 ≥ 0. Let ρ(v1, v2) be the
pp-formula:
∃v3, v4, v5, v6 (φ1(v3) ∧ φ2(v4) ∧ ψ1(v5) ∧ ψ2(v6)
∧ (v1 − v3 − v4) ∈ l1 . . . lj0(v2 − v5 − v6))
We claim that this satisfies the conditions required of lemma 6. Indeed, taking
v3 =
∑
i∈IR λizi, v4 =
∑
i∈IL λizi, v5 =
∑
i∈JR µizi, v4 =
∑
i∈JL µizi, we have:
M(w) |= ρ(x, y)
Suppose, for a contradiction, that M(w) |= ρ(x, 0). Let m3,m4,m5,m6 ∈ M(w) be
any witnesses to it.
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Since m5 ∈ ψ1(M), its zj0 component must be zero. Also m6 ∈ ψ1(M), so its zj0
component must be zero.
Since M |= (x −m3 −m4) ∈ l1 . . . lj0−1(−m5 −m6), it follows from corollary 20
that x−m3 −m4 has z0 component zero.
However, m3 and m4 must have z0-component zero. And therefore, so must x-
giving our required contradiction. So M(w) |= ρ(x, 0), and hence M(w) is indecom-
posable, by lemma 6.
Corollary 32. Let w be any N-word or Z-word, which is expanding periodic or ex-
panding almost periodic. Then M(w)is indecomposable.
Proof. By proposition 11, it’s enough to prove that w has (IC), and {zi : i ∈ I} has
no infinite descending chains. We will take the case where w is an N-word, l1l2l3 . . . -
the proof for a Z-word is similar.
Recall that there exists unique s ∈ N and n ∈ N+ such that D = ls+1 . . . ls+n is a
band, ls+1ls+2 · · · = D∞, ls+n ∈ Q−11 , and ls ∈ Q1 (if s ≥ 1).
Since w is an expanding, we have that, for all i such that s < i ≤ s+ k:
zi < zk+i < z2k+i < z3k+i < . . .
We can partition N into:
{z1, . . . , zn} ∪
k⋃
i=1
{zi+mk : m ≥ 1}
Thus {zi : i ∈ N} has no infinite descending chains, and, by lemma 122 the finite set
{z1, . . . , zn} satisfies (IC), and hence so does {zi : i ∈ N}, as required.
These arguments can also be applies to mixed Z-words, to prove that M+(w) is
indecomposable:
Proposition 12. Let w be any mixed Z-word. Then M+(w) is indecomposable.
Proof. First of all, given any subset J ⊆ Z containing only finitely many negative
elements, the set {zi : i ∈ J} satisfies (IC), and has the descending chain condition-
one can show this by mimicking the proof of corollary 32.
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Now, given any two elements x and y of M+(w), one can mimic the proof of
proposition 11 to find a pp-formula ρ(v1, v2) such that:
M+(w) |= ρ(x, y) ∧ ¬ρ(x, 0)
-which completes the proof, by lemma 6.
Theorem 41. Every module on Ringel’s list is indecomposable.
Proof. It follows straight from from theorem 39, corollary 32 and proposition 12.
6.1.2 Words not satisfying the descending chain condition
We shall prove in this section, that M(w) is not indecomposable, for all words w
such that the set of standard basis elements of M(w) contains an infinite descending
chain.
Lemma 123. If w is one of the following words:
• A contracting periodic or almost periodic N-word.
• A contracting almost periodic Z-word
• A mixed almost periodic Z-word
• A contracting half-periodic Z-word.
Then M(w) is not indecomposable.
Proof. Write w as either l1l2l3 . . . or . . . l−1l0l1l2 . . . , depending on whether it is an
N-word or a Z-word. Let s be minimal such that ls+1ls+2ls+3 . . . is a periodic N-word,
and let n ≥ 1 be minimal such that ls+1ls+2ls+3 · · · = (ls+1 . . . ls+n)∞.
Notice that ls+n ∈ Q1, and ls (if it exists) lies in Q−11 (if w is a mixed word, then
we consider w−1 rather than w- in order for it to satisfy this property).
Consequently, ws+n = ls+n+1ls+n+2ls+n+3 . . . is a post-subword of w, and ws =
ls+1ls+2ls+3 . . . a pre-subword of w. Since ws = ws+n, there exists a simple string
map Φ ∈ End(M(w)), defined by:
Φ :
∑
i∈I
λizi 7→
∑
i≥s
λi+nzi
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-where {zi : i ∈ I} is the standard basis of M(w).
Suppose for a contradiction, that M(w) is indecomposable. Since M(w) is pure-
injective (by proposition 4), there exists- by lemma 6- a pp-formula ρ(v1, v2) such
that:
M(w) |= ρ(
∑
k∈N
zkn+s, zs) ∧ ¬ρ(x, 0)
And hence:
M(w) |= φ(Φ(
∑
k∈N
zkn+s),Φ(zs))
However, Φ(
∑
k∈N zkn+s) =
∑
k∈N zkn+s and Φ(zs) = 0, which gives our required
contradiction.
Corollary 33. Let w be any Z-word or N-word. Suppose that there exists a sequence
i1, i2, i3, . . . such that:
wˆi1 = wˆi2 = wˆi3 = . . .
uˆi1 > uˆi2 > uˆi3 > . . .
Then M(w) is not indecomposable.
Proof. It suffices to prove that w is one of the words described in lemma 123. Let
a ∈ Q0 be such that zik ∈ eaM(w) for all k ∈ N.
We can pick a subsequence j1, j2, . . . of i1, i2, . . . which is either strictly ascending
or strictly descending, and such that either wjk ∈ H1(a) for all k ∈ N or wjk ∈ H−1(a)
for all k ∈ N. We assume, without loss of generality, that wjk ∈ H1(a) for all k ∈ N.
Since wjk = wj1 for all k ∈ N, there must exist a band D, such that wjk = D∞ for
all k. Note that w cannot be a periodic Z-word- since it would imply that ujk = uj1
for all k ∈ N. Let s < j0 be minimal such that ws = ls+1ls+2ls+3 . . . is periodic. Then
ws = E
∞ for some cyclic permutation E of D.
If E∞ was expanding, then there would be a map Φ : M(w)→M(w) given by:
Φ :
∑
i
λizi 7→
∑
i≥s
λizi+n
-where n is the length of D. And so Φ(j1−j0)/n(zj0) = zj1- contradicting the fact that
zi0 > zi1 . Consequently, E must be contracting, and so w (or w
−1) is indeed one of
the four types of word as described in lemma 123.
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Lemma 124. Let w be any N-word or non-periodic Z-word. Suppose that the poset
{zi : i ≥ 0} contains an infinite descending chain. Then M(w)is not indecomposable.
Proof. Suppose that an infinite descending chain exists:
zi0 > zi1 > zi2 > . . .
Let a ∈ Q0 be such that zik ∈ ea(M(w)) for all k. First of all, consider the chains:
wˆi1 ≥ wˆi2 ≥ wˆi3 ≥ . . .
uˆi1 ≥ uˆi2 ≥ uˆi3 ≥ . . .
If either of them is eventually stationary, we can apply corollary 33. If not, then by
picking a suitable subsequence, we may assume that wˆik+1 < wˆik and uˆik+1 < uˆik for
all k ∈ N.
As in the proof of corollary 33, we may- by picking a suitable subsequence- assume
that the sequence i0, i1, i2, . . . is strictly increasing or strictly decreasing, and that
there exists s ∈ {−1,+1} such that wˆik ∈ Hs(a) for all k ∈ N.
We assume, without loss of generality, that i0, i1, i2, . . . is strictly ascending, and
wˆik ∈ H1(a) for all k ∈ N. We define, recursively, a subsequence j0, j1, j2, . . . of
i0, i1, i2, . . . and finite words Ck, Dk (for every k ≥ 0) such that:
1. j0 < j1 < j2 < j3 < . . .
2. Dk is an initial pre-subword of wjk , and an initial post-subword of wjn for all
n > k.
3. Ck is an initial pre-subword of ujk , and an initial post-subword of ujn for all
n > k.
4. For all k ≥ 0, jk+1 − jk > ck + dk (where ck denotes the length of Ck, and dk
the length of Dk).
To do this, consider the descending chains wi0 , wi1 , wi2 , . . . and ui0 , ui1 , ui2 , . . . . Write
lim−→wik as l
′
1l
′
2l
′
3 . . . , and lim−→uik as (l
′
0)
−1(l′−1)
−1(l′−2)
−1 . . . .
Assume that- for some n ∈ N+, we have found jk, Dk and Ck for all k ≤ n, such
that:
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1. j0 < j1 < j2 < j3 < · · · < jn
2. For all m ≤ n, Dm is an initial pre-subword of wjm , and an initial post-subword
of lim−→wik .
3. For all m ≤ n, Cm is an initial pre-subword of ujm , and an initial post-subword
of lim−→uik
4. For all m ≤ n, jm − jm−1 > cm−1 + dm−1 (where cm−1 denotes the length of
Cm−1, and dm−1 the length of Dm−1).
Let k ≥ 0 be such that ik = jn. Consider the descending chain zik+1 > zik+2 > zik+3 >
. . . .
As in the proof of lemma 86, there exists k′ ≥ k such that: l′1 . . . l′dk l′dk+1 is an initial
subword of wik′ and (l
′
0)
−1(l′−1)
−1 . . . (l′−ck+1)
−1(l′−ck)
−1 is an initial post-subword of
uik′ . Furthermore, we may pick k
′ large enough such that ik′ − jn > cn + dn.
Define jn+1 to be this i
′
k. Let dn+1 be maximal such that l
′
1 . . . l
′
dn+1
is an initial
subword of wjn+1 , and let Dn+1 = l
′
1 . . . l
′
dn+1
.
Similarly, let cn+1 be maximal such that (l
′
0)
−1 . . . (l′−cn+1+1)
−1 is an initial subword
of ujn+1 , and let Cn+1 = (l
′
0)
−1 . . . (l′−cn+1+1)
−1. Then jn+1, Dn+1 and Cn+1 clearly
satisfy the required conditions.
Having defined the sequence, consider, for each k ≥ 0, the finite string module
M(C−1k Dk). Let y
(k) denote the standard basis of M(C−1k Dk) with left-word Ck
and right-word Dk. Since Ck and Dk are initial post-subwords of ujk+1 and wjk+1
respectively, there exists a canonical projection:
M(w)M(C−1k Dk)
-taking zjk+1 to y
(k). Since Ck and Dk are initial pre-subwords of ujk and wjk respec-
tively, there exists a canonical embedding:
M(C−1k Dk) ↪→M(w)
-taking y(k) to zjk . Combining these two maps, we have a map fk:
M(w)M(C−1D) ↪→M(w)
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-which takes zjk+1 to zjk . Notice that, for every k, Im(fk) = spK{zi : jk − ck ≤
i ≤ jk + dk}. Therefore, Im(fk) ∩ Im(fk′) = {0} for all k′ 6= k, and so the map
f :=
∑
k≥0 fk is a well defined endomorphism of M(w). Furthermore, fk(zik′ ) = 0
for all k′ 6= k. So:
f(
∑
k≥0
zik) =
∑
k≥0
zik
Now, assume for a contradiction, that M is indecomposable. Consider the ele-
ments zi0 and
∑
k≥0 zik . Since M(w)is pure injective, lemma 7, gives a pp-formula
ρ(v1, v2) such that:
M |= ρ(zi0 ,
∑
k≥0
zik) ∧ ¬ρ(0,
∑
k≥0
zik)
However, this implies that:
M |= ρ(f(zi0), f(x))
-giving our required contradiction.
6.1.3 Words not satisfying (IC)
Let w be any Z-word or N-word. Given any i ∈ I and m ∈ N, recall the post-subword
(+m)z
(m+)
i of w, as defined in section 5.4. Let pi
m
i : M(w)M((+m)z
(m+)
i ) denote the
canonical projection.
Lemma 125. If w is an aperiodic Z-word or N-word, then for all j ∈ I and m ≥ 1,
there are only finitely many i ∈ I such that pimj (zi) 6= 0.
If w is a half periodic Z-word, then given any j ∈ Z and m ∈ N, there are only
finitely many i < 0 in I such that pimj (zi) 6= 0.
Proof. It’s a straightforward extension of corollary 25.
Given any word w with standard basis {zi : i ∈ I}, any subset J ⊆ I, and any
i ∈ J , we say zi is J-minimal if zj ≮ zi for all j ∈ J .
Given any N-word or Z-word, w, and any standard basis elements zj1 , zj2 , zj3 , . . .
of M(w) and zj, we say that the sequence zj1 , zj2 , zj3 , . . . right converges on zj if:
• uˆjk ≤ uˆjk+1 and uˆjk ≤ uˆj for all k ∈ N+
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• wˆj1 > wˆj2 > wˆj3 > . . . , with lim−→ wˆjk = wˆj.
Similarly, we say that zj1 , zj2 , zj3 , . . . left converges on zj if wˆjk ≤ wˆjk+1 and
wˆjk ≤ wˆj for all k ≥ 1, and uˆj1 > uˆj2 > uˆj3 > . . . , with lim−→ uˆjk = uˆj.
Lemma 126. Let w be any N-word or non-periodic Z-word, with standard basis
{zi : i ∈ I}, which contains no infinite descending chains. Let I0 be any subset of I,
such that {zi : i ∈ I0} doesn’t satisfy (IC).
Then, given any j ∈ I0 such that zj is I0-minimal, there exists i1, i2, i3, . . . in I0
such that each zik is I0-minimal, and the sequence zi1 , zi2 , zi3 , . . . either left-converges
or right converges on zj.
Proof. If w is a Z-word, then both wˆj and uˆj are N-words, so we may pick descending
chains of finite words D1 > D2 > D3 > . . . and C1 > C2 > C3 > . . . with such that
lim−→Dn = wˆj and lim−→Cn = uˆj respectively.
If w is an N-word, then (without loss of generality) wˆj is an N-word, and uˆj a
finite word, so we pick a descending chain of finite words D1 > D2 > D3 > . . . such
that lim−→Dn = wˆj, and we let Cn = uˆj for all n ∈ N
+.
Given any n ∈ N+, we can partition the set I\{j} into sets In1 ∪In2 ∪In3 ∪In4 ∪In5 ∪In6 ,
where:
In1 := {i ∈ I0\{j} : wˆi > Dn}
In2 := {i ∈ I0\{j} : wˆi ≤ Dn and uˆi > Cn}
In3 := {i ∈ I0\{j} : uˆi ≤ uˆj and wˆj < wˆi ≤ Dn}
In4 := {i ∈ I0\{j} : wˆi ≤ wˆj and uˆj < uˆi ≤ Cn}
In5 := {i ∈ I0\{j} : uˆj < uˆi ≤ Cn and wˆj < wˆi ≤ Dn
In6 := {i ∈ I0\{j} : uˆi ≤ uˆj and wˆi ≤ wˆj}
Of course, In6 = ∅ for all n- since zj is minimal with respect to I, and w is not a
periodic Z-word. Furthermore, there must exist n0 ∈ N such that In05 = 0 - if not,
then we could easily find an infinite descending chain zi1 > zi2 > zi3 > . . . in I-
contradicting our assumption.
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Now, for all n > n0, either I
n
3 6= ∅ or In4 6= ∅: Suppose, for a contradiction,
that In3 = I
n
4 = ∅ for some n ≥ n0- then I0 can be partitioned into In1 ∪ I2 ∪ {j}.
Since wˆi > Dn for all i ∈ In1 , it follows that inf{wˆi : i ∈ In1 } ≥ Dn. If wˆj is
infinite, then Dn > wˆj. Whereas, if wˆj is finite, then wˆi 6= wˆj for all i 6= j, and so
inf{wˆi : i ∈ In1 } > wˆj (by lemma 86).
Similarly, inf{uˆi : i ∈ In2 } > uˆj, and so the partition In1 ∪ In2 ∪{j} is a partition of
I0 as in the definition of (IC)- giving our contradiction.
Now, as In3 ⊇ In+13 and In4 ⊇ In+14 for all n, we must have (without loss of
generality), that In3 6= 0 for all n > n0.
Pick any i ∈ In03 , and take i1 ∈ I0 such that zi1 ≤ zi, and zi1 is minimal with
respect to I0. Of course, i1 /∈ In06 , and so i1 ∈ In03 .
Now take any n1 > n0 such that i1 /∈ In13 . Repeating the argument, we can find
i2 ∈ In13 such that zi2 is minimal with respect to I0.
Inducting this argument will give us a set j1, j2, j3, . . . , such that:
• ujk ≤ uj for every k.
• Every ujk is minimal with respect to I0.
• For every k, wˆj < wˆjk < Dk.
Since lim−→Dn = wˆj, lim−→ wˆik = wˆj. Now, we can pick a subsequence i1, i2, i3, . . .
of j1, j2, j3, . . . such that uˆi1 , uˆi2 , uˆi3 , . . . is either non-decreasing or non-increasing.
Since {zi : i ∈ I} contains no infinite descending chains, the sequence must be non-
decreasing: thus zi1 , zi2 , zi3 , . . . right-converges on zj, as required.
Note that, if we had In4 6= 0 for all n > n0, then we would have found a chain
which left-converges on zj.
Lemma 127. Let w be any aperiodic N-word, or any aperiodic or half-periodic
Z-word. Take any j, i1, i2, i3, · · · ∈ I, such that zi1 , zi2 , zi3 , . . . right-converges on
zj.
Take any pp-formula φ(v) such that zik ∈ φ(M(w)) for all k ∈ N+. Then zj ∈
φ(M(w)).
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Proof. We may assume, without loss of generality, that wˆj = wj. Let m be the
number of equations in φ.
First of all, if wˆj is aperiodic, then there exists k ∈ N such that (u−1j )(m) is the
subword u−1j+k of w. Since lim−→ wˆjk = wj, we can pick d ∈ N
+ such that lj+1 . . . lj′lj+k+1
is an initial subword of wˆjd .
Assume, without loss of generality, that wjd ∈ H1(a) for some a ∈ Q0- so wˆjd =
wjd . Since zjd ∈ φ(M(w)), lemma 98 gives that:
zjd ∈ φ(M((u−1jd )(m)))
By lemma 99, (u−1jd )
(m) is the subword u−1jd+k of w. Now, as ujd ≤ uj and ljd+1 . . . ljd+k =
lj+1 . . . lj+k < wj, there exists a simple string map:
f : M((u−1jd )
(m))→M(w)
-such that f(zjd) = zj. So zj ∈ φ(M(w)), as required.
Now, if wˆj is not aperiodic, then w must be half-periodic- so uˆj must be an
aperiodic N-word- and so there exists d ∈ Z such that (m)wj is the subword wd =
ld+1ld+2 . . . of w.
We assume, for now, that (ldld+1 . . . lj)
−1 is an initial pre-subword of lim−→ uˆjk , then
(by lemma 87) there exists n ∈ N+ such that, for all k ≥ n, (ldld+1 . . . lj)−1 is an
initial subword of uˆjk- and so (ld+1 . . . lj)
−1 is an initial pre-subword of uˆjk . Thus, by
lemma 98:
M(w) |= φ(zj)⇐⇒M(ld+1 . . . ljwˆjk) |= φ(zjk)
Given any k ≥ n, since wˆjk+1 < wˆjk , there exists a simple string map:
gk : M(ld+1 . . . ljwˆjk+1)→M(ld+1 . . . ljwˆjk)
-taking zjk+1 to zjk . Note that Im(gk) is finite dimensional. Now consider the chain:
· · · gn+2−→M(ld+1 . . . ljwˆjn+2)
gn+1−→M(ld+1 . . . ljwˆjn+1) gn−→M(ld+1 . . . ljwˆjn)
Since lim−→wjk = wj, the inverse limit of this sequence is M(ld+1 . . . ljwˆj), endowed
with maps hk ∈ Hom(M(ld+1 . . . ljwˆj),M(ld+1 . . . ljwˆjk)) for each k ≥ n: hk being the
simple string map taking zj to zjk .
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Let (C, c) be a free realisation of φ(v). For each k > n, consider the set of maps:
Sk := {gk−1 . . . gnf : f ∈ Hom(C,M(ld+1 . . . ljwˆjk)), such that f(c) ∈ spK(zjn)}
Such a set is non-empty, since zjk ∈ φ(M(ld+1 . . . ljwˆjk)) for all k > n.
Furthermore, Sk is a K-vector space, which is finitely generated (since Im(gn) is
finitely generated), and Sk+1 ⊆ Sk for all k > n, and so:⋂
k>n
Sk 6= ∅
Consequently, there exists a series of maps (fk ∈ Hom(C,M(ld+1 . . . ljwˆjk))k≥n such
that fk(c) = zjk and gkfk+1 = fk for all k ≥ n- and hence there exists a map
f : C → M(ld+1 . . . ljwˆj) such that fk = hkf for all k ≥ n. It follows that f(c) = zj-
and so zj ∈ φ(M(ld+1 . . . ljwˆj)), as required.
Now, if (ldld+1 . . . lj)
−1 is not an initial subword of lim−→ uˆjk , then let d
′ ≤ d be
maximal such that (ld′+1 . . . lj)
−1 is an initial subword of lim−→ uˆjk . Let E = ld′+1 . . . lj.
Since lim−→ uˆjk < (ldld+1 . . . lj)
−1, it follows that there exists n ∈ N+ such that:
uˆjk < E
−1 for all k ≥ n
So there exists a canonical projection pik : M(w)M(E−1wjk), which gives that:
M(E−1wjk) |= φ(pik(zj))
As above, we can construct a sequence
· · · gn+2−→M(E−1wˆjn+2)
gn+1−→M(E−1wˆjn+1) gn−→M(E−1wˆjn)
Since pik(zjk) ∈ φ(M(E−1wjk)) for all k ≥ n, the same argument as above gives that:
zj ∈ φ(M(E−1wˆj))
-and, since this is a submodule of M((m)wˆj), and hence of M(w):
M(w) |= φ((m)wˆj)
-as required.
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Lemma 128. Let φ(v) be any pp-formula with m equations. Let w be any aperiodic
Z-word, and I0 any subset of I such that zi ∈ φ(M(w)) for all i ∈ I0. Then:∑
i∈I0
zi ∈ φ(M(w))
Similarly, if w is an expanding half-periodic Z-word, and I0 any subset of I ∩ {i ∈
Z : i ≤ 0} such that zi ∈ φ(M(w)) for all i ∈ I0, then:∑
i∈I0
zi ∈ φ(M(w))
Proof. Similar to the proof of lemma 171.
Proposition 13. Let w be word, other than a periodic Z-word. If w doesn’t satisfy
(IC), then M(w)is not indecomposable.
Proof. Since every finite word satisfies (IC), w must be a N-word, or a Z-word. If the
poset {zi : i ∈ Z} has an infinite descending chain, then we may apply lemma 124. We
assume therefore that it does not. If w is periodic, or almost periodic, then it cannot
be expanding (by corollary 32)- so lemma 123 gives that M(w) is not indecomposable.
We therefore assume, from now on, that M(w) is either aperiodic, or is a half-
periodic Z-word. Assume, for a contradiction, that M(w)is indecomposable. Take
any subset I0 ⊆ I which cannot be partitioned as in the definition of (IC). Note
that, if w is half-periodic, then it must be expanding (since we are assuming that
{zi : i ∈ I} has d.c.c.)- and so, by corollary 31, we may assume that i ≤ 0 for all
i ∈ I0.
We claim that there exists an infinite subset J ⊆ I0, such that:
• For all j ∈ J , zj is I0-minimal.
• For all m ∈ N, there are only finitely many distinct i, j ∈ J such that pimj (zi) 6= 0
(where pimj : M(w)M((m+)z
(m+)
j ) is the canonical projection associated from
the post-subword, as in lemma 95).
• For every j ∈ J , there exists j1, j2, j3, . . . in J , such that zj1 , zj2 , zj3 , . . . either
right-converges on zj, or left-converges on zj.
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We shall first explain why such a set implies that M(w) is not indecomposable- and
then prove that it exists.
Let J be any set satisfying the claim. Assume, for a contradiction, that M(w)is
indecomposable. Pick any i ∈ J . Relabeling w if necessary, we may assume that
i = 0. Since M(w) is pure-injective, there exists- by lemma 7- a pp-formula ρ(v1, v2)
satisfying:
M(w) |= ρ(z0,
∑
j∈J
zj) ∧ ¬ρ(0,
∑
j∈J
zj)
Let m be the number of equations in ρ. Define:
J ′ := {j ∈ J : ∃j′ ∈ J\{j} such that pimj (z′j) 6= 0}
By the conditions of J , J ′ is finite. Since J is infinite, J\J ′ 6= 0. Given any non-zero
i ∈ J\J ′, consider the natural projection pimi : M(w)  M((m+)z(m+)i ). Of course,
pimj (
∑
j∈J zj) = pi
m
i (zi), so:
M((+m)z
(m+)
i ) |= ρ(0, pimi (zi))
So, by corollary 23, we have that M(w) |= ρ(zi, 0). Thus lemma 128 gives:
M(w) |= ρ(0,
∑
j∈J\J ′
zj)
Now, given any j ∈ J ′, there exists a sequence j1, j2, . . . of elements of J such that-
without loss of generality- zj1 , zj2 , zj3 , . . . right converges on zj. Thus, by lemma 127,
M(w) |= ρ(0, zj). Since J ′ is finite, we have that:
M(w) |= ρ(0,
∑
j∈J ′
zj)
And so |= ρ(0,∑j∈J zj), giving our required contradiction.
All that remains, therefore, is to show that such a set exists. Let I0 be any subset
of I which cannot be partitioned as in the definition of (IC). Note that, if w is a
half periodic Z-word, then it must be expanding (since w has no infinite descending
chain) so we may use the subset {i ∈ I0 : i < 0} instead of I0: by proposition 11, it
cannot be partitioned (as in the definition of (IC)). Furthermore, by corollary 125, for
all i ∈ I0 and m ≥ 1, there are only finitely many j ≤ 0 in I0 such that pimj (zi) 6= 0.
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Given any n ∈ N+, let Sn denote the set of all sequences of elements of N+ such
that the sum of all the terms is a given sequence is n. For example:
S3 = {(1, 1, 1), (1, 2), (2, 1), (3)}}
Also, we let S0 := {0}. Given any sequence s ∈ Sn, of length k, and any t ∈ N+,
we denote by s, t the sequence in Sn+t of length k + 1, such that s is an initial
subsequence, and whose last term is t. For example, if s is (1, 2, 1), and t = 4, then
s, t is (1, 2, 1, 4).
We shall define, recursively, for every n ∈ N, a set Jn = {is : s ∈ Sn} ⊂ I0, and-
for every s ∈ ⋃0≤k≤n Sk- a sequence y1s , y2s , y3s , . . . in {zi : i ∈ I0} such that:
• zis is I0-minimal for all s ∈ Sn.
• yn′s is I0 minimal, for all s ∈
⋃
k≤n Sk, and n′ ∈ N+
• For every k ≤ n and s ∈ Sk, the sequence zis,1 , zis,2 , . . . , zis,k−n , y1s , y2s , y3s , . . .
either right converges or left converges on xs
• Given any n < m and any s ∈ Sn, s′ ∈
⋃
k≥1 Sk:
pinis(xs′) = pi
n
is′
(xs) = 0
For the n = 0 case, pick any i0 ∈ I0 such that zi0 is I0-minimal. By lemma 126,
there exists a sequence y10, y
2
0, y
3
0, . . . of I0-minimal elements in {zi : i ∈ I0}, which
either left converges or right converges on zi0 .
Now, suppose that, for some n, we have sets J0, J1, J2, . . . Jn, and a sequence
y1s , y
2
s , y
3
s , . . . for every s ∈
⋃
0≤k≤n Sk, satisfying the given conditions.
Notice that any element of Sn can be written uniquely in the form (s,m)- where
1 ≤ m ≤ n and s ∈ Sn−m. Furthermore:
Sn+1 = {(s,m, 1) : (s,m) ∈ Sn} ∪ {(s,m+ 1) : (s,m) ∈ Sn}
-except when n = 0, in which case S = {(1)}.
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Of course, there are- by corollary 125- only finitely many j ∈ I0\
⋃
k≤n Jk such
that:
pin+1j (zis) 6= 0 for some s ∈
⋃
k≤n
Jk
-and also only finitely many j ∈ I0\
⋃
k≤n Jk such that:
pin+1is (zj) 6= 0 for some s ∈
⋃
k≤n
Jk
Consequently, given any element of Sn of the form (s,m) (with m ≥ 1, s ∈ Sn−m),
consider the sequence y1s , y
2
s , y
3
s , . . . . We can therefore pick k such that y
k
s /∈ {zis′ :
s′ ∈ ⋃j≤n S}, and such that:
pin+1s′ (y
k
s ) = pi
n+1
yks
(zis′ ) = 0 for all s
′ ∈
⋃
k≤n
Jk
(where pin+1
yks
means the map pin+1j - where j is the element of I0 such that y
k
s = zj).
Define is,m+1 to be the j ∈ I0 such that yks = zj. Relabel yk+1s as y1s , and yk+2s as ym+2s ,
and so on. Of course, the sequence y1s , y
2
s , y
3
s , . . . still (either right or left) converges
on xs.
Also, by lemma 126, we can pick a sequence y1s,m+1, y
2
s,m+1, y
3
s,m+1, . . . which either
left converges or right converges on zis,m+1 .
Now, if n 6= 0, then consider the sequence y1s,m, y2s,m, y3s,m, . . . which either left
converges or right converges on zs,m. Again, we can pick k ≥ 1 such that:
pin+1s′ (y
k
s,m) = pi
n+1
yks,m
(zis′ ) = 0 for all s
′ ∈
⋃
k≤n
Jk
-and we define is,m,1 to be such that zis,m,1 = y
k
s,m. Relabel y
k+1
s,m as y
1
s,m, and y
k+2
s,m as
y2s,m, and so on. Notice that y
1
s,m, y
2
s,m, y
3
s,m, . . . still (left or right) converges on zis,m .
Also, pick any sequence y1s,m,1, y
2
s,m,1, y
3
s,m,1, . . . of I0-minimal elements which either
left converges or right converges on xs,m,1.
We can do this for every element of Jn, taking care to ensure that:
pin+1is (zis′ ) = piis′ (zis) = 0 for all s, s
′ ∈ Sn+1
-which will give us an element is for every s ∈ Sn+1, and a sequence y1s , y2s , y3s , . . . for
every s ∈ ⋃0≤k≤n+1 Sk satisfying the required conditions.
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Having done this for every n ∈ N, one can easily check that the set ⋃n∈N Jn
satisfies the conditions required of J .
6.2 Pure-injective direct sum string modules
Given any N-word or non-periodic Z-word, w, we define Ww := {wˆi : i ∈ I} and
Uw := {uˆi : i ∈ I}. Of course, these are subsets of
⋃
a∈Q0 H1(a) and
⋃
a∈Q0 H−1(a)
respectively, and so we can define partial orders on them both. For example, the
partial order on Ww will be defined by:
wˆi ≤ wˆj ⇐⇒ wˆi, wˆj ∈ H1(a) for some a ∈ Q0 and wi ≤ wj
We shall prove that M(w) is pure-injective if and only if bothWw and Uw satisfy the
ascending chain condition.
Proposition 14. Let w be any N-word or Z-word. If either of the posets {wˆi : i ∈ Z}
or {uˆi : i ∈ Z} contains an infinite ascending chain, then M(w) is not pure-injective.
Proof. Suppose, without loss of generality, that {wˆi : i ∈ Z} contains an infinite
ascending chain:
wˆi1 < wˆi2 < wˆi3 < . . .
For each n ∈ N+, pick a finite word Dn such that wˆin < Din < wˆin+1 . Notice that
(.Dn+1)(v)→ (.Dn)(v) for all n ∈ N, and that:
zin ∈ (.Dn)(M(w))\(.Dn+1)(M(w))
Thus we have an infinite descending chain of pp-definable subgroups of M(w):
(.D1)(M(w)) > (.D2)(M(w)) > (.D3)(M(w)) > . . .
Thus M(w) is not Σ-pure-injective (by theorem 4), and so- since w is of countable
dimension over K, it is not pure-injective (by lemma 5).
The rest of this chapter is devoted to proving the converse of proposition 14:
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Theorem 42. Suppose that w is an N-word, or a non-periodic Z-word, such that
both Ww and Uw have the ascending chain condition.
Then M(w) is totally transcendental- i.e. the lattice pp(M(w)) contains no infinite
descending chains.
And consequently M(w) is pure injective.
6.3 Maps between string and band modules
First of all, we need a little background on band modules.
6.3.1 Tubes in the AR-quiver of a string algebra
Recall that every finite dimensionalK[T, T−1]-module can be written as (M,φ)- where
M is a finite dimensional K-vector space, and φ is an automorphism of M .
Every indecomposable finite dimensional K[T, T−1]-module is isomorphic to a
module of the form (Kn, Jn,λ)- where n ∈ N, λ ∈ K\{0}, and Jn,λ is the n × n
Jordan matrix, with every entry on the diagonal being λ (which is an indecomposable
automorphism of Kn) . Furthermore, (Kn, Jn,λ) ∼= (Km, Jm,µ) if and only if m = n
and λ = µ.
It is known (see [8]) that the Auslander-Reiten quiver of K[T, T−1] consists of a
family of orthogonal homogeneous stable tubes {Tλ : λ ∈ K\{0}}, where, for each λ,
the unique ray in Tλ is given by:
(K, J1,λ)
f1−→ (K2, J2,λ) f2−→ (K3, J3,λ) f3−→ . . .
Lemma 129. Given any band, D = l1 . . . lm, there exists a functor:
FD : K[T, T
−1]-mod→ A-mod
-taking each module (V, φ) to the band module M(D,n, φ).
Furthermore, FD preserves almost-split exact sequences, and takes every homoge-
neous tube in K[T, T−1]−mod to a homogeneous tube in A-mod.
Proof. See [8, p164]
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We shall write each band module M(D,n, Jn,λ) as S
D
λ [n], and the irreducible maps
between band modules as fD,n,λ : S
D
λ [n] ↪→ SDλ [n+ 1] and gD,n,λ : SDλ [n+ 1] SDλ [n].
When it is clear which tube we are talking about, we will refer to the modules as
just S[n], and the morphisms as fn and gn. Furthermore, we will write the map:
fn+k−1 . . . fn+1fn : SDλ [n] ↪→ SDλ [n+ k]
-as f (k), and the map:
gngn+1 . . . gn+k−1 : SDλ [n+ k] SDλ [n]
-as g(k).
Recall that every band module has underlying K-vector space
⊕m−1
i=0 Vi, where
Vi = K
n for all i. Let ei,1, . . . , ei,n be the canonical basis for each Vi. Then we refer
to the set {ei,j : 0 ≤ i ≤ m− 1, 1 ≤ j ≤ n} as the standard basis of SDλ [n].
6.3.2 Maps between string and band modules
The homomorphisms between band modules and direct sum string modules have been
determined in [12]. We present an equivalent definition, which is more consistent with
the notion of simple string maps, as defined in section 5.5.
Fix any non-zero λ ∈ K and band D. This gives us a unique tube in the AR
quiver: we shall denote its elements as S[n] and its irreducible morphisms as fn and
gn.
Consider the string module M(∞D∞). Let {z0 : i ∈ Z} be a standard basis for
it (such that z0 has right word D
∞). We can define a map pi1D : M(
∞D∞)  SDλ [1]
such that:
pi1 : (zim+j) 7→ λ−iz1,j
-for all i ∈ Z and j such that 0 ≤ j ≤ m − 1. One can easily check that it is well
defined.
Lemma 130. There exists, for every n, a map pin : M(
∞D∞) S[n] such that:
pi1 = g1g2 . . . gn−1pin
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Proof. This can be proved by induction on n, using the dual result of lemma 22,
noting that every pin cannot be a retraction, since M(
∞D∞) is indecomposable (by
theorem 39).
Given any direct sum string module M(w), we define a simple string map from
M(w) to SDλ [n] to be any map of the form:
M(w)
f→M(∞D∞) pij S[j] f
(n−j)
↪→ S[n]
-where f is a simple string map, and 1 ≤ j ≤ n.
Theorem 43. Every homomorphism from a string module M(w) to a band module
S[n] is a K-linear combination of simple string maps.
Proof. See [12]
By a dual argument, we can define a series of maps:
{in ∈ Hom(S[n],M(∞D∞)) : n ∈ N}
-such that, for all n:
infn−1 . . . f2f1 = i1
(Each map in is the K-dual of the map pin over the opposite algebra Λ
op.
We define a simple string map from a band module SDλ [n] to a string module
M(w) to be any map of the form:
S[n]
g(n−j)
 S[j]
ij
↪→M(∞D∞) h→M(w)
-where h is a simple string map (with finite dimensional image), and j ≤ n.
Theorem 44. Let f : SDλ [n]→M(w) be any homomorphism from a band module to
a direct sum string module.
Then f is a K-linear combination of finitely many simple string maps.
Proof. See [12]
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Finally, a simple string map map from a band module SDλ [n] to a band module
SCµ [m] is any map f which takes one of the following two forms:
1. A map of the form:
SDλ [n]
g(n−k)−→ SDλ [k] f
(m−k)−→ SDµ [m]
(which can only happen if C = D and λ = µ- i.e. both band modules lie in the
same tube).
2. A map of the form:
SDλ [n]
g(n−k)
 SDλ [k]
ik
↪→M(∞D∞) h→M(∞C∞) pij SCµ [j]
f (m−j)
↪→ SCµ [m]
-for some k ≤ n, j ≤ m, and simple string map h.
Notice that, in the second case, h must be a simple string map of the form:
M(∞D∞)M(E) ↪→M(∞C∞)
-where E is a post-subword of ∞D∞, and a pre-subword of ∞C∞, and the maps are
the canonical projection and canonical embedding as defined after lemma 95 and
lemma 94 respectively.
It follows that, if h′ is a simple string map of the second kind, then given any
standard basis element z of SDλ [n], the right-word (and left-word) of h
′(z) in SCµ [m]
is strictly greater than the right-word (respectively, left-word) of z in SDλ [n].
Theorem 45. Any map between two band modules is a finite K-linear combination
of simple string maps.
Proof. See [12]
6.3.3 Results about simple string maps
Lemma 131. Let M and N be any direct sum string modules or band modules, and
f, g ∈ Hom(M,N) be simple string maps.
Let z be any standard basis element of M such that f(z) 6= 0. Then f = g if and
only if f(z) = g(z).
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Proof. Lemma 101 gives the case when M and N are both string modules. The other
cases also follow from this lemma, by considering what the simple string maps look
like.
Let M and N be any band modules or direct sum string modules. We define
Hom′(M,N) to be the K-vector subspace of Hom(M,N) consisting of all maps f
which are a K-linear combination of finitely many simple string maps. Notice that,
if M is a finite dimensional string module or band module, then Hom(M,N) =
Hom′(M,N): Indeed, every f ∈ Hom(M,N) is a K-linear combination of distinct
simple string maps
∑
j∈J λjfj. Given any standard basis element z of M , there are
only finitely many different j ∈ J such that λjfj(z) is non-zero- otherwise
∑
j∈J λjfj
would be an infinite sum of different basis elements of N - which cannot happen in a
band module or a direct sum string module. Since M has only finitely many basis
elements, it follows that there are only finitely many j ∈ J such that λj is finite.
Define End′(M) to be Hom′(M,N). Notice that, if M is a band module, then
End′(M) = End(M), and so it is a ring. Also, if M is a string module, then the
composition of two simple string maps in End′(M) is a simple string map, so End′(M)
is a ring.
6.3.4 A variant of Ko¨nig’s Lemma
Given any X1, X2, Y1, Y2 ∈ A-Mod, any map f : X1 ⊕ Y1 → X2 ⊕ Y2 can be written
in the form:  f11 f12
f21 f22
 :
 X1
Y1
→
 X2
Y2

-we define the restriction of f from X1 to X2 to be the map f11 : X1 → X2.
For each i ∈ N+, let Mi =
⊕ni
j=1Xi,j, where Xi1 , . . . , Xi,ni are indecomposable.
Take any infinite sequence:
M1
f1→M2 f2→M3 f3→ . . .
We define an indecomposable subchain of this sequence, to be any sequence of the
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form:
X1,k1
g1→ X2,k2 g2→ X3,k3 g3→ . . .
-with ki ∈ {1, 2, . . . , ni} for each i ∈ N+, and with each map gi : Xi,ki → Xi+1,ki+1
being the restriction of fi from Xi,ki to Xi+1,ki+1 .
In the interests of easing notation, we shall usually write an indecomposable sub-
chain as X1, X2, . . . - where Xi = Xi,ki (for some ki) for each i ∈ N+.
We define a finite indecomposable subchain (of length n) of the sequence to be
any sequence:
X1,k1
g1→ X2,k2 g2→ X3,k3 g3→ . . . Xn,kn
-with ki ∈ {1, 2, . . . , ni} for each i ≤ n, and with each map gi : Xi,ki → Xi+1,ki+1
being the restriction of fi from Xi,ki to Xi+1,ki+1 .
We shall usually write a finite indecomposable subchain as X1, X2, . . . - where
Xi = Xi,ki (for some ki) for each i ∈ N+.
The following result is a variant of Ko¨nig’s lemma, written in terms of these
sequences:
Lemma 132. For each i ∈ N+, let Mi =
⊕ni
j=1Xi,j, for some indecomposable modules
Xi1 , . . . , Xi,ni. Take any infinite sequence:
M1
f1→M2 f2→M3 f3→ . . .
Let (†) be any unary predicate on the set of all finite indecomposable subchains of this
sequence, such that,:
(†)(X1,k1 , . . . Xn,kn) =⇒ (†)(X1,k1 , X2,k2 , . . . , Xn−1,kn−1)
-for every finite indecomposable subchain (X1,k1 , X2,k2 , . . . , Xn,kn).
Suppose that, for all n ≥ 1, the sequence has a finite indecomposable subchain
X1,k1 , X2,k2 , . . . , Xn,kn such that (†)(X1,k1 , X2,k2 , . . . , Xn,kn).
Then there exists an infinite indecomposable subchain:
X1,k1 → X2,k2 → X3,k3 → . . .
-such that (†)(X1,k1 , X2,k2 , . . . , Xkm for all m ≥ 1.
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Proof. Given any n > 0, let Cn be the set of all indecomposable subchains of length
n satisfying (†). By our assumption, Cn 6= ∅ for all n.
Given any finite indecomposable subchain X1,k1 , X2,k2 , . . . Xm,km , and any n ≥ 0,
let Cn(X1,k1 , X2,k2 , . . . Xm,km) be the set of all indecomposable subchains of length
m+ n whose first m modules are X1,k1 , X2,k2 , . . . Xm,km , and which satisfy (†).
We shall recursively define a sequence:
X1,k1 → X2,k2 → X3,k3 → . . .
-such that, for all m and all n ≥ 0, Cn(X1,k1 , X2,k2 , . . . , Xm,km) 6= ∅: and hence that
(†)(X1,k1 , . . . Xm,km) for all m ≥ 1.
Assume that, for some m ≥ 0, we have found X1,k1 , X2,k2 , . . . , Xm,km satisfying
the condition.
Then, for all n > 0, Cn(X1,k1 , . . . Xm,km) partitions into:⋃
j≤nm+1
Cn−1(X1,k1 , . . . Xm,km , Xm+1,j)
So there exists j ≤ nm+1 such that Cn−1(X1,k1 , . . . Xm,km , Xk+1,j) 6= ∅ for all n > 0.
We define km+1 to be any such j- completing the induction.
6.4 Spanning sets and almost-invertible maps
We assume from now on that w is an N-word or Z-word. Notice that, given any finite
word D, there is at most one i ∈ I such that wˆi = D.
Define Zw to be the basis set {zi : i ∈ I} of M(w), and define two maps w : Zw →
Ww, u : Zw → Uw by w(zi) := wˆi and u(zi) := uˆi.
We aim to prove that if both Ww and Uw have the ascending chain condition,
then M(w) is totally transcendental- i.e. it has no infinite descending chains of pp-
definable subgroups. In order to do this, we need a fair amount of groundwork.
Recall that, given any descending sequence zi1 > zi2 > zi3 > . . . , lim−→ wˆik and
lim−→ uˆik are either finite words or N-words. We claim that they are both N-words:
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First of all, if the sequence wˆi1 ≥ wˆi2 ≥ wˆi3 ≥ . . . is eventually stationary, then the
limit cannot be a finite word (by our observation above. Whereas, if the sequence is
not eventually stationary, then by lemma 86, lim−→w(zik) is an N-word.
We define Z to be the “closure of Z under limits of descending chains”- i.e.
a smallest possible set containing every element of Z, such that, for every infinite
descending chain in Z:
zi1 > zi2 > zi3 > . . .
-there exists an element z ∈ Z such that w(z) = lim−→w(zik) and u(z) = lim−→u(zik).
Lemma 133. Let z be any element of Z\Z. Then u(z)−1w(z) is a word. Further-
more, if we label w(z) = l′1l
′
2l
′
3 . . . and u(z) = (l
′
0)
−1(l′−1)
−1(l′−2)
−1 . . . , then, given
any j ∈ Z, there exists z′ ∈ Z\Z such that:
u(z′) = (l′j)
−1(l′j−1)
−1(l′j−2)
−1 . . .
w(z′) = l′j+1l
′
j+2l
′
j+3 . . .
Proof. Since z ∈ Z\Z, there exists an infinite descending chain:
zi1 > zi2 > zi3 > . . .
-such that lim−→w(zik) = w(z) and lim−→u(zik) = u(z). Consider the chains:
w(zi1) ≥ w(zi2) ≥ w(zi3) ≥ . . .
u(zi1) ≥ u(zi2) ≥ u(zi3) ≥ . . .
Given any j ≥ 0, there exists- by lemma 86- k ∈ N+ such that l′1 . . . l′j and
(l′−j+1 . . . l
′
−1l
′
0)
−1)−1 are initial subwords of w(zin) and u(zin) respectively (for all n ≥
k). Thus l′−j+1 . . . l
′
−1l
′
0l
′
1 . . . l
′
j is indeed a word for all j, and hence so is u(z)
−1w(z).
It also follows that:
• zin+j > zin+1+j > zik+2+j > . . .
• lim−→w(zik+j)} = l
′
j+1l
′
j+2l
′
j+3 . . .
• lim−→u(zik+1)} = (l
′
j)
−1(l′j−1)
−1(l′j−2)
−1(l′j−3)
−1 . . .
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And so there must exist z′ ∈ Z such that u(z′) = (l′j)−1(l′j−1)−1(l′j−2)−1 . . . and
w(z′) = l′j+1l
′
j+2l
′
j+3 . . . , as required.
One can easily check that the set {w(z) : z ∈ Z} (respectively {u(z) : z ∈ Z})
has the ascending chain condition if and only if Ww (respectively, Uw) does.
6.4.1 The spanning set of a pp-definable subgroup
Given any z ∈ Z, (u(z))−1w(z) is a word. We denote by M(z) the string module
M((u(z))−1w(z)). Define:
A := {M(z) : z ∈ Z,M(z) is not a periodic Z-word}
P := {M(z) : z ∈ Z,M(z) is a periodic Z-word}
B := {SDλ [n] : n ≥ 1, λ ∈ K\{0},∃z ∈ Z with w(z) = D∞ and u(z) = (D−1)∞}
And define M := A ∪ P ∪ B. We write add(M) to mean the set of all finite direct
sums of modules in M.
Notice that, for all M ∈ M, and standard basis elements x of M , there exists
z ∈ Z such that x has right-word w(z) and left-word u(z) in M (by lemma 133).
Define E := End′(M(w)). Given any pointed module (M,m), with M ∈ add(M),
we define:
(M,m)(M(w)) := {f(m) : f ∈ Hom′(M,M(w))}
It is clearly an E-submodule of M(w).
We define an M-sequence to be any collection (Mi, fi,mi)i∈N+- where Mi ∈
add(M), fi ∈ Hom′(Mi,Mi+1), and mi ∈ Mi for all i ≥ 1, and fi(mi) = mi+1
for all i. Such a sequence will usually be written in the form:
(M1,m1)
f1−→M2 f2−→M3 f3−→ . . .
An M-sequence is said to be eventually stationary (respectively eventually zero) on
M(w) if there exists k ≥ 1 such that (Mj,mj)(M(w)) = (Mk,mk)(M(w)) (respec-
tively (Mj,mj)(M(w)) = 0) for all j ≥ k.
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Given a second M-sequence, (Ni, gi, ni)i∈N+ , we say the two sequences are equiv-
alent if (Mk,mk)(M(w)) = (Nk, nk)(M(w)) for all k ≥ 1.
Given any pp-formula φ(v), we say that a pointed module (M,m) is a spanning
set for φ(M(w)), provided M ∈M, m ∈ φ(M), and (M,m)(M(w)) = φ(M(w)).
Given any descending chain of pp-definable subgroups of M(w):
φ1(M(w)) ≥ φ2(M(w)) ≥ φ3(M(w)) ≥ . . .
- a spanning sequence for φ1(M(w)), φ2(M(w)), . . . is defined to be anyM-sequence,
(Mi, fi,mi)i∈N+ such that, for all k ≥ 1, (Mk,mk)(M(w)) is a spanning set for
φk(M(w)).
We shall prove the following two results:
Theorem 46. Let w be any N-word, or non-periodic Z-word, such that Ww and Uw
have the ascending chain condition.
Then every M-sequence is eventually stationary on M(w).
Theorem 47. Let w be any N-word, or non-periodic Z-word, such that Ww and Uw
have the ascending chain condition.
Then every descending chain of pp-definable subgroups of M(w) has a spanning
sequence.
Of course, it follows from these two results that if w is an N-word, or non-periodic
Z-word, such that Ww and Uw have the ascending chain condition, then M(w) is
totally transcendental.
6.4.2 Almost-invertible morphisms
Lemma 134. Let M and N be any pair of modules in M. Given any m ∈ M , and
any f ∈ Hom(M,N), there exists g ∈ Hom′(M,N) such that g(m) = f(m).
Proof. If M ∈ B, then f ∈ End(M,N) = Hom′(M,N) (as in (6.3.3)) as required.
Assume, therefore, that M ∈ A∪P- and hence that M is a direct sum string module.
Let {fj : j ∈ N} be the set of all simple string maps in Hom(M,N).
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Let J ′ ⊆ N be as large as possible such that the subset {fj(m) : j ∈ J ′} of N
is linearly independent over K. Given any j ∈ J\J ′, λjfj(m) lies in the K-span
of {fj(m) : j ∈ J ′} (otherwise, the set {fj(m) : j ∈ J ′} ∪ {j} would be linearly
independent, contradicting, the maximality of J).
Consequently, there exists µj ∈ K for all j ∈ J ′ such that:
f(m) =
∑
j∈J ′
µjfj(m)
Since N is either a direct sum string module or a band module, and all the fj(m) are
linearly independent, only finitely many of the µj can be non-zero. Let J
′ := {j ∈
J : µj 6= 0}. Setting g =
∑
j∈J ′ µjfj ∈ Hom′(M,N) completes the proof.
Given any periodic Z-word, ∞D∞ (where D is a band, of length n), there exists a
simple string map in End(M(∞D∞) taking every standard basis element yi to yi+n.
We shall refer to this map as Φ. Of course, it is invertible, and we refer to its inverse
as Φ−1.
Lemma 135. Given any M ∈ M, and any simple string map f ∈ End′(M), the
following are equivalent:
• f is an isomorphism.
• For all standard basis elements z of M , f(z) is fundamental (cf 7.1.2) in M ,
with right-word w(z) and left-word u(z)
• f is the identity map if M ∈ A ∪ B, or a power of Φ, if M ∈ P.
Proof. These can easily be checked, using lemma 110 and lemma 156, and the defi-
nition of simple string maps.
Given any M ∈ M, a map h ∈ End′(M) is almost-invertible if it cannot be
expressed as a K-linear combination of finitely many non-invertible simple string
maps.
Of course, any simple string map f ∈ End(M) is invertible if and only if it is
almost-invertible.
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6.4.3 Facts about almost-invertible maps
In general, given any M,N ∈ M, we say that a map f ∈ Hom′(M,N) is almost
invertible if and only if one of the following occurs:
• M ∈ A ∪ P , N = M , and f is an almost invertible map in End′(M).
• M ∈ B- say, M = SDλ [n], and N = SDλ [n+ k] for some k ≥ 0, and f = hf (k) for
some invertible map h ∈ End′(N).
The concept of an almost invertible map may seem somewhat arbitrarily defined, but
they have a practical property: Given any M,N ∈M, x ∈M , and f ∈ Hom′(M,N):
(M,x)(M(w)) = (N, f(x))(M(w)) if f is almost-invertible
In fact, given any g ∈ End′(M):
(M,x)(M(w)) = (M, g(x))(M(w)) if and only if g is almost-invertible
-although these results won’t actually be proved.
Lemma 136. Take any L,M,N ∈ M, and any maps f, h ∈ Hom′(L,M), g ∈
Hom′(M,N).
If gf is almost invertible, then so must both f and g be.
Also, if f + h is almost invertible, then at least one of f and h must be.
Proof. The second assertion follows straight from the definition of an almost invertible
map.
The first assertion can be checked case by case. For example, if L ∈ A, then gf
is almost invertible if and only if N = L and gf is invertible. Then the map:
L
f−→M g−→ N (gf)
−1
−→ L
-implies that L is a direct summand of M . Since M is indecomposable (by theorem 39,
or theorem 36), M must be isomorphic to L, and g and f are invertible- and hence
almost-invertible.
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Consequently, given anyM ∈M, the set of all non-almost-invertible f ∈ End′(M)
is a two-sided ideal in End′(M).
Lemma 137. Take any M,N ∈ M, and any simple string map f : M → N which
is not almost-invertible. If f is not one of the following two types of map:
• A map of the form f (i)g(i+k) : SDλ [n]→ SDλ [n− k]
• A map of the form M(∞D∞) pii SDλ [i]
f (n−i)
↪→ SDλ [n].
-then, for all standard basis elements z of M , f(z) is a K-linear combination of
finitely many standard basis elements y of N- all of which satisfy y > z (under the
ordering of Z).
Proof. If M and N are string modules, then f(y) is a standard basis of N , so we may
consider both z and f(z) as elements of Z. Then M ∼= M(z) and N ∼= M(f(z)). It
follows that z ≤ f(z) (the proof is similar to that of lemma 110).
Now suppose, for a contradiction, that both w(f(z)) = w(z) and u(f(z)) = u(z),
then u(z)−1w(z) = u(f(z))−1w(f(z)), and so M(z) = M(f(z)), and- by lemma 110-
f is either the identity map, or a power of the shift map Φ (if M(z) ∈ P)- and hence
is invertible, giving our required contradiction. Thus f(z) > z as required.
One can check the other cases similarly, using this fact, and the definitions of
simple string maps.
Lemma 138. Suppose that we have a M-sequence:
(X1, x1)
h1→ X2 h2→ X3 → . . .
-where each Xi in indecomposable, and each hi is a non-invertible simple string map.
Then the sequence is eventually zero.
Proof. It will be enough to prove that, for any standard basis element z of X1, there
exists n ≥ 1 such that hn . . . h2h1(z) = 0. Define n1, n2, . . . as follows:
n1 := 1
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ni+1 := min{k > ni : hk−1 is not of the form f (i)g(j) or of the form piig(j) }
-note that such a set is always non-empty: since any chain of maps of the form:
S[n]
f (j1)g(i1)−→ S[n+ j1 − i1] f
(j2)g(i2)−→ S[n+ j1 − i1 + j2 − i2] f
(j3)g(i3)−→ . . .
(with each ik > 0) will eventually be zero.
For all i ≥ 1, define Yi := Xni and gi := hni+1−1 . . . hni+1hni . Notice that, for all
i, gi takes any standard basis element z
′ of Yi to a K-linear combination of standard
basis elements z′1, . . . , z
′
n of Yi+1, each satisfying z
′
j > z
′.
Assume, for a contradiction, that hn . . . h2h1(z) 6= 0 for all n. Then let z(1) := z,
and define z(2), z(3), . . . inductively, as follows: Given z(n) such that for all m ≥ n,
gm . . . gn+1gn(z
(n)) 6= 0, write gn(z(n)) in terms of the standard basis of Yi+1:
gn(z
(n)) =
∑
j∈J
λjyj
(where J is finite, and λj 6= 0 for all j ∈ J). By our assumption, at least one of the
yj must satisfy gm . . . gn+2gn+1(yj) 6= 0 for all m ≥ n. Let z(n+1) be any such yj.
Now, we have that:
z(1) < z(2) < . . .
-contradicting the fact that Z has no infinite ascending chains.
Corollary 34. Take any M-sequence:
(M1,m1)
g1→M2 g2→M3 → . . .
-where each Mi is indecomposable, and each gi is not almost invertible.
Then there exists n ∈ N such that gn . . . g2g1(m) = 0.
Proof. Write each map gi as
∑nj
j=1 λi,jfi,j- with each fi,j being a non-invertible simple
string map, and each λi,j being non-zero. We can define a M-sequence:
M1
h1−→M (n1)2 h2−→M (n1n2)3 h3−→M (n1n2n3)4 −→ . . .
-such that, for all n ≥ 2, the set of all indecomposable subchains of length n is in
bijective correspondence with the set of all chains of the form:
M1
f1,j1−→M2
f2,j2−→ · · · fn−1,jn−1−→ Mn
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(with 1 ≤ jk ≤ nk for all k ≤ n). Given any finite subchain X1, . . . , Xn, let
(†)(X1, . . . , Xn) be the condition:
fn−1,jn−1 . . . f2,j2f1,j1(m1) 6= 0
Given any infinite indecomposable subchain X1, X2, X3, . . . , there exists n such that
X1, . . . , Xn does not satisfy (†) (by lemma 138).
Thus, by lemma 132, there exists n ∈ N+ such that gn−1 . . . g2g1(m1) = 0.
6.4.4 Inverses of almost-invertible morphisms
Lemma 139. Given any M ∈ A ∪ B, every almost invertible map in End′(M) has
an inverse in End(M).
Proof. By lemma 135, the only invertible simple string map in End(M) is the identity
map. Consequently, every almost invertible map in End′M can be written in the form
λ(1 − g), where g ∈ End′(M) is a finite combination non-invertible maps- i.e. g is
non-almost-invertible.
It’s enough to prove that
∑∞
i=0 g
i is a well defined endomorphism of M , since:
λ(1− g)(λ−1
∞∑
i=0
gi) = (λ−1
∞∑
i=0
gi)λ(1− g) = 1M
Given any x ∈ M , we can find n ≥ 1 such that gn(x) = 0, by corollary 34. Then∑∞
i=0 g
i(x) =
∑n
i=0 g
i(x), which is a well defined element of M . So
∑∞
i=0 g
i is indeed
a well defined endomorphism- completing the proof.
Corollary 35. Take any M ∈ A, and N in M, and almost invertible f ∈ End′(M).
Given any m ∈M , and any g ∈ Hom′(M,N), there exists h ∈ Hom′(M,N) such
that hf(m) = g(m)
Proof. By lemma 139 f has an inverse f−1 ∈ End(M). The map gf−1 ∈ Hom(M,N)
takes f(m) to g(m)- so, by lemma 134, there exists h ∈ Hom′(M,N) taking f(m) to
g(m), as required.
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Corollary 36. Let SDλ [n] be any module in B. Let f ∈ Hom′(SDλ [n], SDλ [n + k]) be
any almost invertible map. Take any M ∈ M which is not isomorphic to SDλ [i] for
any i < n+ k.
Then for any g ∈ Hom′(SDλ [n],M), there exists h ∈ Hom′(SDλ [n+k],M) such that
g = hf .
Proof. By repeatedly applying lemma 22, there exists h′ ∈ Hom(S[n + k],M) such
that g = h′f (k).
By the definition of almost-invertible, there exists an invertible ρ ∈ End′(SDλ [n+
k]) such that f = ρf (k).
Let h = h′ρ−1 (ρ−1 exists, by lemma 139). Then hf = h′ρ−1ρf (k) = g. Since
Hom′(S[n+ k],M) = Hom(S[n+ k],M), we are done.
6.5 Infinite almost-invertible chains
Given any M-sequence:
(M1,m1)
f1→M2 f2→M3 → . . .
We say that an indecomposable direct summand X1 of M1 admits infinitely many
almost invertible maps if there exists, for every n, a direct summand Z of Mn such
that the restriction of fn−1 . . . f2f1 from X1 to Z is almost invertible.
Lemma 140. Suppose we have a M-sequence:
M1
f1→M2 f2→M3 → . . .
-and that an indecomposable direct summand X1 of M1 admits infinitely many almost
invertible maps.
Then there exists, for every n ≥ 2, an indecomposable direct summand Xn of Mn
such that:
• For all n ≥ 1, the restriction of fn from Xn to Xn+1 is almost invertible.
• For all n ≥ 1, the restriction of fn−1 . . . f2f1 from X1 to Xn is almost invertible.
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Proof. We wish to apply lemma 132, with (†)(X1, X2, . . . , Xn) being the conjunction
of the following two conditions:
1. The restriction of fn−1 . . . f2f1 from X1 to Xn is almost invertible
2. for all j < n, the restriction of fj from Xj to Xj+1 is almost invertible
By lemma 132, it’s enough to prove that, for all n ≥ 1, there exists X1, X2, . . . , Xn
such that (†)(X1, X2, . . . , Xn) holds.
Indeed, given any n, there exists a direct summand Xn of Mn such that the
restriction of fn−1 . . . f1 from X1 to Xn is almost invertible (since X1 admits infinitely
many almost invertible chains).
Furthermore, this map is the sum of all maps of the form hn−1 . . . h2h1 corre-
sponding to finite indecomposable subchains:
X1
h1→ Y2 h2→ Y3 h3→ · · · hn−2→ Xn−1 hn−1→ Xn
Then, by lemma 136, at least one such map is almost invertible. And for that finite
indecomposable subchain, each hi must be almost invertible.
We define any subchain X1, X2, X3, . . . , satisfying the properties of lemma 140 to
be an almost invertible subchain of the M-sequence.
The contrapositive of lemma 140 gives us:
Corollary 37. Suppose that we have a M-sequence:
(M1, x)
f1→M2 f2→M3 → . . .
-which does not admit an infinite almost invertible subchain. Then there exists n ≥ 1
such that for all direct summands X of M1 and Z of Mn, the restriction of fn−1 . . . f2f1
from X to Z is not almost invertible.
Lemma 141. Suppose that an M-sequence:
(M1, x)
f1−→M2 f2−→M3 . . .
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-is such that, for all n, the sequence:
(Mn, fn−1 . . . f1(x))
fn−→Mn+1 fn+1−→Mn+2 . . .
-does not admit an infinite almost invertible chain.
Then there exists n such that fn . . . f2f1(x) = 0
Proof. Let n1 := 1, and define n2, n3, n4, · · · ∈ N+ inductively, as follows: Given any
nk, write Mnk as a direct sum of indecomposables:
Mnk '
n⊕
i=1
Yi
Since each Yi does not admit an infinite almost invertible subchain, there exists-
by corollary 37- an nk+1 > nk such that, for all direct summands Z of Mnk+1 , the
restriction of fnk+1−1 . . . fnk+1fnk from Yi to Z is not almost invertible.
Now consider the M-sequence:
(Mn1 , x)
g1−→Mn2 g2−→Mn3 g3−→ . . .
Where gk := fnk+1−1 . . . fnk for all k ≥ 1. Given any finite indecomposable subchain
X1, . . . , Xn, let (†)(X1, . . . , Xn) be the statement:
gn−1 . . . g2g1(x) 6= 0
Given any infinite indecomposable subchain X1, X2, . . . , corollary 34 implies that
there exists n such that X1 . . . Xn doesn’t satisfy (†). So, by lemma 132 there exists
n such that no infinite indecomposable subchain of length k satisfies (†), and so
gk . . . g2g1g0(x) = 0. Thus:
fnk+1 . . . f2f1(x) = 0
-as required.
6.6 Periodic string modules
Suppose that we have an M-sequence:
(M1,m1)
f1−→M2 f2−→M3 f3−→ . . .
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-such that, for all n ≥ 1, no direct summands of Mn in A∪P admit an infinite almost
invertible chain.
We shall prove, in this section, that this sequence is eventually stationary on
M(w).
6.6.1 Power series rings
Take any band D = l′1 . . . l
′
m. Let w
′ = . . . l′−2l
′
−1l
′
0l
′
1l
′
2 . . . be the Z-word such that
l′k = l
′
k mod m for all k ∈ Z, and let {yi : i ∈ Z} be the standard basis of M(w′). We
shall denote M(w′) as M(∞D∞).
Given any x1 ∈M(∞D∞), we define:
〈x1〉(M(w)) := (M(∞D∞), x1)(M(w))
Given any x1, . . . , xk in M(
∞D∞), define:
〈x1, x2, . . . , xk〉(M(w)) := 〈x1〉(M(w)) + · · ·+ 〈xk〉(M(w))
These are E-submodules of M(w) (where E := End′(M(w))).
We consider the power series rings K[[T ]][T−1] and K[T ][[T−1]]: note that both
of these are fields. Let V be an m-dimensional K[[T ]][T−1]-vector space, with ba-
sis e0, . . . em−1, and V ′ be an m-dimensional K[T ][[T−1]]-vector space, with basis
e′0, . . . , e
′
m−1.
Define a K-linear maps F : M(∞D∞)→ V and F ′ : M(∞D∞)→ V ′ by:
F
(∑
a∈Z
m−1∑
b=0
λam+byam+b
)
:=
∑
a∈Z
m−1∑
b=0
λam+bebT
a
F ′
(∑
a∈Z
m−1∑
b=0
λam+byam+b
)
:=
∑
a∈Z
m−1∑
b=0
λam+be
′
bT
a
We can also define K-linear maps G : V → M+(∞D∞) and G′ : V ′ → M−(∞D∞)
by:
G
(∑
a∈Z
m−1∑
b=0
λam+bT
aeb
)
:=
∑
a∈Z
m−1∑
b=0
λam+byam+b
G′
(∑
a∈Z
m−1∑
b=0
λam+bT
aeb
)
:=
∑
a∈Z
m−1∑
b=0
λam+byam+b
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Of course, the canonical embedding M(∞D∞) ↪→ M+(∞D∞) is equal, as a K-linear
map, to GF , and similarly for G′F ′
For x1, . . . , xk ∈ M(∞D∞), we define 〈F (x1), . . . , F (xk)〉 to be the K[[T ]][T−1]-
subspace of V generated by {F (x1), . . . , F (xn)}, and we define 〈F ′(x1), . . . , F ′(xk)〉
to be the K[[T−1]][T ]-subspace of V ′ generated by {F ′(x1), . . . , F ′(xn)}
Lemma 142. Let x, x1, x2, . . . xn be any elements of M(
∞D∞). If both F (x) ∈
〈F (x1), . . . , F (xk)〉 and F ′(x) ∈ 〈F ′(x1), . . . , F ′(xk)〉, then:
〈x〉(M(w)) ⊆ 〈x1, x2, . . . , xk〉(M(w))
Proof. Assume that F (x) ∈ 〈F (x1), . . . , F (xk)〉 and F ′(x) ∈ 〈F ′(x1), . . . , F ′(xk)〉.
It will be enough, by lemma 134- to prove that, given any simple string map g :
M(∞D∞) → M(w), there exists g1, g2, . . . , gk ∈ Hom′(M(∞D∞),M(w)) such that∑k
i=1 gi(xi) = g(x).
Recall- from section 5.5- that every simple string map from M(∞D∞) to M(w)
looks like:
M(∞D∞)M(C) ↪→M(w)
-where C is a post subword of ∞D∞ and a pre-subword of w, and the two maps are
the natural projection and the natural embedding. Since ∞D∞ is not a subword of
w or w−1, the map is not an embedding, and so it must factor through one of the
following two canonical projections:
M(∞D∞) = M(w′)M(w′j) for some j ∈ Z
M(∞D∞) = M(w′)M((u′j)−1) for some j ∈ Z
We may assume, without loss of generality, that it is the latter, and that j =
0. We refer to the module M((u′0)
−1) as M(∞D), and the canonical projection
M(w′) → M((u′0)−1) as pi : M(∞D∞) → M(∞D). It suffices to find g1, . . . , gk ∈
Hom′(M(∞D∞),M(∞D) such that
∑k
i=1 gi(xi) = pi(x)
Since F (x) ∈ 〈F (x1), . . . , F (xk)〉, there exists a1, . . . , ak ∈ k[[T ]][T−1] such that∑k
i=1 aiF (xi) = F (x). Write each ai as:
∑
j≥ni λijT
j.
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Let Φ : M(∞D∞)→M(∞D∞) be the simple string map taking every yj to yj+m.
For every i ≤ k, let Ji := {j ≥ ni : piΦj(xi) 6= 0}- noting that Ji is finite.
Define g′i ∈ End′(M(∞D∞)) by:
g′i :=
∑
j∈Ji
λijΦ
j
Of course, pig′i ∈ Hom′(M(∞D∞),M((u′0)−1)).
Let h : M(∞D∞) ↪→ M+(∞D∞) denote the canonical embedding, and let pi′ :
M+(∞D∞)M(∞D) be the canonical projection. Of course, pi = pi′h.
For each i ∈ {1, 2, . . . , n} define hi ∈ Hom(M(∞D∞),M+(∞D∞)) by:
hi :=
∑
j≥N
λijhΦ
j
-where N = max{ni : i ≤ k}. Then:
pi′(hi(xi)− hg′i)(xi) = pi′
∑
j>maxJi
λijh(Φ
j(xj)) = 0
-by definition of Ji. So:
k∑
i=1
pig′i(xi) =
k∑
i=1
pi′hg′i(xi)
= pi′
k∑
i=1
hi(xi)
= pi′
k∑
i=1
G(aiF (xi))
= pi′G
k∑
i=1
(aiF (xi))
= pi′GF (x)
= pi(x)
-as required.
Given any End′(M(∞D∞))-submodule M1 of M(∞D∞), we define V (M1) to be
the K[[T ]][T−1]-subspace of V given by:
V (M1) :=
⋃
x∈M1
〈F (x)〉(V )
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And we define V ′(M1) to be the K[[T−1]][T ]-subspace of V ′:
V ′(M1) :=
⋃
x∈M1
〈F (x)〉(V )
-and we define [M1](M(w)) to be the E-submodule of M(w):
[M1](M(w)) := {f(m) : m ∈M, f ∈ Hom′(M1,M(w))}
Corollary 38. Let M1 ⊇ M2 ⊇ M3 ⊇ M4 ⊇ . . . be any descending chain of
End′(M(∞D∞))-submodules of M(∞D∞).
Then there exists k ≥ 1 such that [Mn](M(w)) = [Mk](M(w)) for all n ≥ k.
Proof. Consider the descending chain of K[[T ]][T−1]-subspaces of V :
V (M1) ≥ V (M2) ≥ V (M3) ≥ . . .
Since V is finite dimensional (over K[[T ]][T−1]), there exists k ≥ 1 such that V (Mj) =
V (Mk) for all j ≥ n.
Similarly, there exists k′ ≥ 1 such that V ′(Mj) = V ′(Mk′) for all j ≥ n. As-
sume, without loss of generality, that k ≥ k′. It follows, from lemma 142, that
[Mj](M(w)) = [Mk](M(w)) for all j ≥ k.
6.6.2 Implications for M-sequences
Suppose that we have an M-sequence:
(M1,m1)
f1→M2 f2→M3 f3→ . . .
-such that, for all n ≥ 1, no direct summands of Mn in A∪B admit an infinite almost
invertible chain.
Write each Mi as Ai ⊕ Ni - where Ai is the direct sum of all summands of Mi
which admit an infinite almost invertible chain- of course, Ai ∈ add(P).
By repeatedly applying corollary 38 and corollary 37, we can find a subsequence
k1 < k2 < k3 < . . . of N (with k1 = 1) such that, for all j ≥ 1:
• Given any indecomposable direct summand N of Akj , and any i ≥ kj+1:
[(Mi,mi)(N)](M(w)) = [(Mkj+1 ,mkj+1)(N)](M(w))
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• Given any indecomposable direct summands Y and Z of Nkj and Akj+1 ⊕Nkj+1
respectively, the restriction of fkk+1−1 . . . fkj from Y to Z is not almost invertible.
We wish to prove that the sequence:
(Ak1 ⊕Nk1 ,m1)
fk2−1...fk1+1fk1−→ Ak2 ⊕N21
fk3−1...fk2+1fk2−→ Ak3 ⊕Nk3
fk3−1...fk2+1fk2−→ . . .
-is eventually stationary on M(w). In the interests of easing notation, we relabel it
as:
(A1 ⊕N1, (a1, n1)) F1→ A2 ⊕N2 F2→ A3 ⊕N3 F3→ . . .
Write each map Fk as:  fk gk
ρk hk
 :
 Ak
Nk
→
 Ak+1
Nk+1

Decompose Ai as Li ⊕ Bi- where every direct summand of Li is (isomorphic to) a
direct summand of Ai−1, and every direct summand of Bi is not. For example, if:
Ai ∼= M(∞D∞) and Ai+1 ∼= M(∞D∞)⊕M(∞D∞)⊕M(∞C∞)
(with M(∞C∞)  M(∞D∞) ), then: Li+1 = M(∞D∞) ⊕ M(∞D∞) and Bi+1 =
M(∞C∞).
Notice that, for all k ≥ 2, and all j ≥ k:
[(Aj ⊕Nj, (aj, nj))(Lk)](M(w)) = [(Ak ⊕Nk, (ak, nk))(Lk)](M(w))
We define iBk , iLk , piBk , piLk to be the following canonical embeddings and projec-
tions:
iBk : Bk ↪→ Ak
iLk : Lk ↪→ Ak
piBk : Ak  Bk
piLk : Ak  Lk
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Lemma 143. The M sequence:
(A1 ⊕N1, (a1, n1)) F1→ A2 ⊕N2 F2→ A3 ⊕N3 F3→ . . .
(as defined above) is equivalent to the M-sequence:
(A1 ⊕N1, (a1, n1)) G1→ A2 ⊕N2 G2→ L2 ⊕ A3 ⊕N3 G3→ L2 ⊕ L3 ⊕ A4 ⊕N4 G4→ . . .
Where G1 = F1 and, for all k ≥ 2, Gk is the map:
1 0 0
0 piLk 0
0 fkiBkpiBk gk
0 ρkiBkpiBk hk

:

L2 ⊕ . . . Lk−1
Ak
Nk
→

L2 ⊕ · · · ⊕ Lk−1
Lk
Ak+1
Nk+1

Proof. First of all, define ak ∈ Ak and nk ∈ Nk to be such that:
Fk(ak, nk) =
 fk gk
ρk hk
 (ak, nk)t = (ak+1, nk+1)
Also, define a′k ∈ Ak, n′k ∈ Nk and lk ∈ Lk to be such that a′1 = a1, n′1 = n1 and, for
all k ≥ 1:
Gk(l2, . . . lk−1, a′k, n
′
k) = (l2, . . . , lk−1, lk, a
′
k+1n
′
k+1)
We have to prove that, for all k:
(Ak ⊕Nk, (ak, nk))(M(w)) = (L2 ⊕ . . . Lk−1 ⊕ Ak ⊕Nk, (l2, . . . lk−1, a′k, n′k))(M(w))
First of all, we prove by induction on k ≥ 1, that there exist maps:
τk ∈ Hom′(L2 ⊕ . . . Lk−1, Ak)
τ ′k ∈ Hom′(L2 ⊕ . . . Lk−1, Nk)
-taking (l2, . . . lk−1) to (ak − a′k) and (nk − n′k) respectively. Note that the k = 1 case
is vacuous.
Assume that τk and τ
′
k exist. Then:
ak+1 − a′k−1 = fk(ak) + gk(nk)− fk(iBkpiBk(a′k))− gk(n′k)
= fk(ak − a′k) + iLkpiLk(a′k) + gk(nk − n′k)
= fk(τk(l2, . . . lk−1)) + iLk(lk) + gk(τ
′(l2, . . . , lk−1))
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So define τk+1 to be:
(
fkτk + gkτ
′
k, iLk
)
:
 L2 ⊕ · · · ⊕ Lk−1
Lk
→ (Ak+1)
-we can define τ ′k+1 similarly.
Consequently, the map:
 τk 1 0
τ ′k 0 1
 :

L2 ⊕ · · · ⊕ Lk−1
Ak
Nk
→
 Ak
Nk

takes (l2, . . . lk−1, a′k, n
′
k) to (ak, nk). And so:
(Ak ⊕Nk, (ak, nk))(M(w) ⊆ (L2 ⊕ · · · ⊕ Lk−1 ⊕ Ak ⊕Nk, (l2, . . . , lk, a′k, n′k))(M(w))
We now prove, by induction on k, that:
(L2 ⊕ · · · ⊕ Lk−1 ⊕ Ak ⊕Nk, (l2, . . . , lk, a′k, n′k))(M(w)) ⊆ (Ak ⊕Nk, (ak, nk))(M(w)
Assume that we have the result for all j ≤ k. Then, for all j ≤ k:
(Lj, lj)(M(w)) ⊆ [(Aj, a′j)(Lj)](M(w)) (6.1)
⊆ [(Aj ⊕Nj, (aj, nj))(Lj)](M(w)) (6.2)
⊆ [(Ak+1 ⊕Nk+1, (aj, nj))(Lj)](M(w)) (6.3)
(1) holds because lj = piLj(a
′
j), (2) holds by the induction hypothesis, and (3) follows
from the observation just before the start of the lemma.
Now, given any h ∈ Hom′(Ak+1,M(w)), consider the map:
(−hτk+1, h) :
 L2 ⊕ · · · ⊕ Lk
Ak+1
→M(w)
It takes (l2, . . . , lk, ak) to −h(ak+1 − a′k+1) + h(ak+1) = h(a′k+1), and so:
(Ak+1, a
′
k+1)(M(w)) ⊆ (L2 ⊕ · · · ⊕ Lk ⊕ Ak+1, (l2, . . . , lk, ak+1))(M(w))
Thus:
(Ak+1, a
′
k+1)(M(w)) ⊆ (Ak+1 ⊕Nk+1, (ak+1, nk+1))(M(w))
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-as required. Similarly, one can show that, for all k:
(Nk, n
′
k)(M(w)) ⊆ (Ak ⊕Nk, (ak, nk))(M(w))
-which completes the proof.
Lemma 144. Let Y and Z be direct summands of Bk⊕Nk and Bk+2⊕Nk+2 respec-
tively. Then the restriction of Gk+1Gk from Y to Z is not almost invertible.
Proof. It is enough to prove that, given any direct summand Z ′ of Ak+1 ⊕ Nk+1, at
least one of the following holds:
• The restriction of Gk from Y to Z ′ is not almost invertible
• The restriction of Gk+1 from Z ′ to Z is not almost invertible.
If Y is a direct summand of Nk, then the restriction of Gk from Y to Z
′ is equal
to the restriction of Fk from Y to Z
′. This is not almost invertible, by one of the
properties of Nk.
If Y is a direct summand of Ak, then there are three possibilities:
1. If Z ′ is a direct summand of Nk+1 then the restriction of Gk+1 from Z ′ to Z is
not almost-invertible (as above).
2. If Z ′ is a direct summand of Nk+1, and Z ′ ∼= Y , then Z ′ must be a direct sum-
mand of Lk+1, so piBk+1 takes Z
′ to zero. Thus fk+1iBk+1piBk+1 and ρk+1iBk+1piBk+1
both take Z ′ to zero- so the restriction of Gk+1 from Z ′ to Z is zero.
3. If If Z ′ is a direct summand of Nk+1, and Z ′  Y , then there cannot be any
almost invertible maps in Hom′(Y, Z ′).
Corollary 39. Suppose we have a M-sequence:
(M1,m1)
F1→M2 F2→M3 F3→ . . .
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-such that, for all n ≥ 1, only direct summands of Mn in P admit an infinite almost-
invertible chain.
Then the sequence is eventually stationary on M(w).
Proof. It is enough to show that the sequence:
(A1 ⊕N1, (a1, n1)) G1→ A2 ⊕N2 G2→ L2 ⊕ A3 ⊕N3 G3→ L2 ⊕ L3 ⊕ A4 ⊕N4 G4→ . . .
-as defined in lemma 143 is eventually stationary.
First of all, consider the M-sequence:
(A1 ⊕N1, (a′1, n′1)) H1→ A3 ⊕N3 H2→ A5 ⊕N5 H3→ . . .
-where Hi is the restriction of G2i−1 from A2i−1 to A2i+1. Notice that, for all k:
Hk . . . H1(a
′
1, n
′
1) = (a
′
2k+1, n
′
2k+1)
By lemma 144, no direct summand of any A2i−1⊕N2i−1 admits an infinite almost
invertible chain- so by lemma 141, there exists k such that (a′j, n
′
j) = (0, 0) for all
j ≥ k + 1. Furthermore, lj = 0 for all j ≥ k + 1.
So, given any j ≥ k + 1:
(L2 ⊕ · · · ⊕ Lj−1 ⊕ Aj ⊕Nj, (l2, . . . , lj−1, a′j, n′j))(M(w))
= (L2 ⊕ · · · ⊕ Lj−1 ⊕ Aj ⊕Nj, (l2, . . . , lk−1, lk, 0, 0, . . . 0))(M(w))
= (L2 ⊕ · · · ⊕ Lk, (l2, . . . , lk, ))(M(w))
-so the sequence is indeed eventually stationary on M(w).
6.7 M-sequences are eventually stationary
In order to prove that every M-sequence is eventually stationary, we show how any
M-sequence can be “split” into two M-sequences, such that one looks like the ones
in corollary 39, and the other is equivalent to an M-sequence of the form:
(M,m)
1M−→M 1M−→M 1M−→ . . .
Since both such sequences are eventually stationary, the result will follow.
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Lemma 145. Take any M-sequence:
(M1,m1)
F1→M2 F2→M3 → . . .
Suppose that M1 has a direct summand X1 in A∪B which admits an infinite almost
invertible sequence:
X1 → X2 → . . .
-and that, if X1 ∈ B, then- writing each Xi as SDλ [ki]- every Mi+1 has no direct
summands of the form SDλ [n] with n < ki.
Then there exists an equivalent spanning sequence of the form:
(X1 ⊕ Y1, (x1, y1))→ X2 ⊕ Y2 → X3 ⊕ Y3 → . . .
-where Xi ⊕ Yi 'Mi for all i, and each map looks like: f ′i g′i
ρ′i h
′
i
 :
 Xi
Yi
→
 Xi+1
Yi+1

-where f ′i is almost invertible, and ρ
′
i(xi) = 0.
Proof. First of all, we can write each module (Mi,mi) as (Xi ⊕ Yi, (xi, yi)), and each
Fi as:  fi gi
ρi hi
 :
 Xi
Yi
→
 Xi+1
Yi+1

fi is the restriction of F1 from X1 to X2- by our assumption, it is almost invertible.
So, by corollary 35 or corollary 36, there exists a map τ ∈ Hom′(X2, Y2) such that
τf1(x1) = ρ1(x1).
For all i ≥ 2, let xi ∈ Xi and ni ∈ Ni be such that Fi−1(xi−1, yi−1) = (xi, yi). Let
x′2 := x2 and y
′
2 := h(y1)− τg1(y1). Notice that the map:
F :=
 1 0
−τ 1
 :
 X2
Y2
→
 X2
Y2

-is invertible, and takes (x2, y2) to (x
′
2, y
′
2). So :
(X2 ⊕ Y2, (x2, y2))(M(w)) = (X2 ⊕ Y2, (x′2, y′2))(M(w))
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Now consider the sequence:
(X1 ⊕ Y1, (x1, y1)) FF1→ X2 ⊕ Y2 F2F
−1→ X3 ⊕ Y3 F3→ X4 ⊕ Y4 F4→ . . .
It is equivalent to the original spanning sequence. Also, FF1 is the map: f1 g1
ρ1 − τf1 h1 − τg1

-with ρ1 − τf1(x1) = 0.
Finally, given any n ≥ 3, we claim that the restriction of Fn−1 . . . F2F−1 from X2
to Xn is almost invertible: if we have that, then we can induct the argument, to find
the the remaining maps.
Let G denote the restriction of Fn−1 . . . F2 from X2 to Xn, and H the restriction
of Fn−1 . . . F3 from Y2 to Xn.
The restriction of Fn . . . F1 from X1 to Xn is given by Gf1 +Hρ1. By our assump-
tions, this is almost invertible.
Now, since ρ1 − τf1(x1) = 0, the map:
(Gf1 +Hρ1)− (Gf1 +Hτf1)
-is not an embedding, and hence is not almost invertible. Thus, by lemma 136,
Gf1 +Hτf1 is almost invertible. By lemma 136, G+Hτ is almost invertible.
Since G+Hτ is the restriction of Fn−1 . . . F2F−1 from X2 to Xn, we are done.
6.7.1 Rearranging band modules
Lemma 146. Take any m,n, k ≥ 1, any non-zero λ ∈ K, and any band D. Then,
for all g ∈ Hom′(SDλ [n], SDλ [m]), there exists h ∈ Hom′(SDλ [n + k], SDλ [m + k]) such
that f (k)g = hf (k).
Moreover, h is almost invertible if and only if g is.
Proof. Assume that g is a simple string map. There are two possibilities for what g
looks like:
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• Suppose g is a map of the form:
S[n]
f→M(∞D∞) f ′→M(∞D∞)→ S[m]
-where f ′ is a simple string map with finite dimensional image. Since M(∞D∞)
is indecomposable, it follows from corollary 36) that f ′f factors through f (k) ∈
Hom′(S[n], S[n + k]). Consequently, so does g, and so does f (k)g. Let h ∈
Hom′(SDλ [n+ k], S
D
λ [m+ k]) be such that f
(k)g = hf (k).
• Suppose that g is a map of the form f (i+m−n)g(i), for some i < n. Then, by
considering the almost split exact sequences in the tube look like, we get:
f (k)f (i+m−n)g(i) = (−1)kf (i+m−n)g(i)f (k)
Finally, since f (k) is almost invertible, and hf (k) = f (k)g, lemma 136 gives that g is
almost invertible if and only if h is.
Any M ∈ add(M) can be uniquely decomposed in the form:
⊕
j∈J0
Mj ⊕
⊕
i∈I0
SDiλi [ni]
-where I0 and J0 are finite sets, and Mj ∈ A ∪ P for all ∈ J0. We define M [+k] to
be the module: ⊕
j∈J0
Mj ⊕
⊕
i∈I0
SDiλi [ni + k]
We denote by f (k) : M ↪→M [+k] the unique map such that:
• For all j ∈ J0, the restriction of f (k) from Mj to Mj is the identity.
• For all i ∈ I0, the restriction of f (k) from SDiλi [ni] to SDiλi [ni + k] is the map f (k)
associated with that tube.
• For all other pairs of indecomposable direct summands X (of M) and Y (of
M [+k]), the restriction of f (m) from X to Y is zero.
Given any such map, and any x ∈M , we shall refer to f (k)(x) as x.
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Lemma 147. Take any M,N ∈ add(M), any m ∈M , and any k ≥ 1.
Then for all g ∈ Hom′(M,N) there exists h ∈ Hom′(M [+k], N [+k]) such that the
following diagram commutes:
M
g //
f (k)

N
f (k)

M [+k] h // N [+k]
Proof. Assume that both M and N are indecomposable. If M ∈ A∪P , then M [+k] '
M - so the result is vacuous.
Suppose, therefore, that M ∈ B. If N ∈ B, then we apply lemma 146. If
N ∈ A ∪ P then we apply corollary 36.
Of course, taking N = M(w) in lemma 147 gives:
Corollary 40. Take any M ∈ add(M), and any m ∈M . Then, for all k ∈ N:
(M,m)(M(w)) = (M [+k],m)(M(w))
Lemma 148. Suppose that an M-sequence:
(M1,m1)
F1→M2 F2→M3 F3→ . . .
-admits an infinite almost invertible chain of the form:
SDλ [k1]→ SDλ [k2]→ SDλ [k3]→ . . .
Let Xi be such that S[ki] ⊕ Xi ∼= Mi for all i. Then there exists an equivalent M-
sequence of the form:
(SDλ [k1]⊕X1, (s1, x1)) G1→ SDλ [k2]⊕X2[+k2]
G2→ SDλ [k2 + k3]⊕X3[+k2 + k3]
G3→ SDλ [k2 + k3 + k4]⊕X4[+k2 + k3 + k4] G4→ . . .
-such that the following indecomposable subchain is almost invertible:
S[k1]→ S[k2]→ S[k2 + k3]→ S[k2 + k3 + k4]→ . . .
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Proof. Let mj = Fj−1 . . . F1(m1) for all j ≥ 1. Given any n ≥ 1, let Yn be such that
Mn ∼= SDλ [kn]⊕ Yn. Let ρn be the map: 1 0
0 f (kn)
 : SDλ [kn]⊕ Yn ↪→ SDλ [kn]⊕ Yn[+kn]
For all j > n, let ρj be the map: f (kn) 0
0 f (kn)
 : SDλ [kj]⊕ Yj ↪→ SDλ [kj + kn]⊕ Yn[+kn] for all j > n
By lemma 147, there exists, for every j ≥ n, a map:
Hj ∈ Hom′(SDλ [kj]⊕ Yj[+kn], SDλ [kj+1 + kn]⊕ Yj+1[+kn]) for all j > n
-such that Hjρj = ρj+1Fj. Consider the M-sequence:
(M1,m1)
F1→ · · · Fn−2→ Mn−1 ρnFn−1→ SDλ [kn]⊕Mn[+kn]
Hn→ SDλ [kn+1 + kn]⊕Mn+1[+kn]
Hn+1→ SDλ [kn+2 + kn]⊕Mn+2[+kn]
Hn+2→ SDλ [kn+3 + kn]⊕Mn+3[+kn]→ . . .
Given any j ≥ n, Hj−1 . . . Hnρn = ρjFj−1 . . . Fn, and so:
Hj−1 . . . HnρnFn−1 . . . F1(m1) = ρjFj−1 . . . FnFn−1 . . . F1(m1)
It follows from corollary 40 that this M-sequence is equivalent to the original one.
Finally, since ρj and the restriction of Fj−1 . . . FnFn−1 . . . F1 from SDλ [k1] to S
D
λ [kj]
is almost invertible, so is the restriction of Hj−1 . . . HnρnFn−1 . . . F1 from SDλ [k1] to
SDλ [kj + kn]. Thus the subchain:
SDλ [k1]→ · · · → SDλ [kn]→ SDλ [kn+1 + kn]→ SDλ [kn+2 + kn]→ . . .
-is an almost invertible subchain.
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6.7.2 The proof
Let
⊕k
i=1Mk and
⊕k
i=1 Nk be modules in add(A ∪ B). We say that a map f ∈
Hom′(
⊕k
i=1Mk,
⊕k
i=1Nk) is almost invertible if it looks like:
f1 0 . . . 0
0 f2 . . . 0
...
...
. . .
...
0 0 . . . fk

:

M1
M2
...
Mk

→

N1
N2
...
Nk

-with each fi being almost invertible. Notice that, for all m ∈
⊕k
i=1Mk:
(
k⊕
i=1
Mk,m)(M(w)) = (
k⊕
i=1
Nk, f(m))(M(w))
Theorem 48. Every M-sequence is eventually stationary on M(w).
Proof. Take any M-sequence:
(M1,m1)
F1→M2 F2→M3 F3→ . . .
By applying lemma 145 and lemma 148 repeatedly, we can obtain an equivalent
spanning sequence of the form:
(I1,1 ⊕N1, (x1, n1))→ I2,1 ⊕ I2,2 ⊕N2 → I3,1 ⊕ I3,2 ⊕ I3,3 ⊕M3 → . . .
-such that, for all k ≥ 1:
• Ik,j ∈ add(A ∪ B) (for all j ≤ k)
• Every map looks like:
fk,1 0 0 . . . 0 gk,1
0 fk,2 0 . . . 0 gk,2
0 0 fk,3 . . . 0 gk,3
...
...
...
. . .
...
...
0 0 0 . . . fk,k gk,k
0 0 0 . . . 0 ρk
0 0 0 . . . 0 hk

:

Ik,1
Ik2
Ik,3
...
Ik,k
Nk

→

Ik+1,1
Ik+12
Ik+1,3
...
Ik+1,k
Ik+1,k+1
Nk+1

-with each fk,i being almost invertible.
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• No direct summand of Nk in A∪B admits an invertible chain in the sequence:
Nk
hk−→ Nk+1 hk+1−→ Nk+2 hk+2−→ . . .
Let x1,1 ∈ I1,1 n1 ∈ N1 be such that m1 is the element (x1,1, n1). For all k ≥ 1,
define xk,1 ∈ Ik,1, . . . , xk,k ∈ Ik,k and nk ∈ Nk to be such that, for all k:
Fk(xk,1, . . . , xk,k, nk) = (xk+1,1, . . . , xk+1,k+1, nk+1)
By corollary 38, there exists k ≥ 1 such that:
(Nk, nk)(M(w)) = (Nj, nj)(M(w)) for all j ≥ k
Take any j ≥ k. We claim that:
(
⊕
i≤j
Ij,i ⊕Nj, (xj,1, . . . , xj,j, nj))(M(w)
= (
⊕
i≤k
Ij,i ⊕Nk, (τ1(xk,1, . . . τk(xk,k), nk))(M(w))
-where τi = fj−1,i . . . fk+1,ifk,i for all i ≤ k. Notice that τi is almost invertible, and
so:
(Ik,i, xk,i)(M(w)) = (Ij,i, τi(xk,i))(M(w))
-so proving the claim will complete the proof.
To prove it, note that for all i ∈ {k + 1, . . . j}, the restriction of Gj−1 . . . Gi+1Gi
from Ni to Ij,i takes ni to xj,i. And so:
(Ij,i, xj,i)(M(w)) ⊆ (Ni, ni)(M(w))
= (Nj, nj)(M(w))
Also, given any i < k, the restriction of Gi−1 . . . Gk from Nk to Ij,i takes nk to
xj,i − τ(xk,i). And so:
(Ij,i ⊕Nj, (xj,i, nj))(M(w)) = (Ij,i ⊕Nk, (xj,i, nk))(M(w))
= (Ij,i ⊕Nk, (τ(xk,i), nk))M(w)
= (Ij,i ⊕Nj, (τ(xk,i), nj))(M(w))
Putting these together proves our claim.
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6.8 Finding spanning sequences
Throughout this section, w will be any N-word or non-periodic Z-word, such that
Ww and Uw have the ascending chain condition. The standard basis of M(w) will be
denoted {zi : i ∈ I}.
Lemma 149. Given any a ∈ Q0, take any C ∈ H−1(a) and D ∈ H1(a), and any
J ⊆ Z such that w(zi) ≥ D and u(zi) ≥ C for all i ∈ J .
Then there exists z′ ∈ Z such that:
• u(z′) = inf{u(zi) : i ∈ J} ≥ C
• w(z′) ≥ D
• inf{u(zi) : i ∈ J, zi  z′} > u(z′)
Proof. Let u′ := inf{u(zi) : i ∈ I}. Define:
D := {zj : j ∈ J, u(zj) = u′}
Define C to be the set of all descending chains in Zw:
zk1 > zk2 > zk3 > . . .
-such that kj ∈ J for all j ∈ N, and lim−→u(zkj) = u
′. Notice that C and D cannot
both be zero.
Given any zi, zj ∈ D, zi ≥ zj if and only if w(zi) ≥ w(zj)- and so D is totally
ordered with respect to the ordering on Z, and contains no infinite ascending chains.
• If D is non-zero and finite, then define:
y1 := min{zi : i ∈ I, u(zi) = u′}
Of course, D ≤ w(y1).
• IfD is non-zero and infinite, then- since it is totally ordered, andWw contains no
infinite ascending chains- we can label this set as {zkj : j ∈ N}- with zkj > zkj+1
for all j ∈ N. Then there exists z ∈ Z such that u(z) = lim−→ zkj = u
′ and
w(z) = lim−→w(zkj) ≥ D.
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Now, If C is non-empty, then define:
w′ := inf{lim−→w(zkj) : zk1 > zk2 > zk3 > . . . is a chain in C}
One can easily check that there exists a chain zk1 > zk2 > zk3 > . . . in Z such
that u(zkj) = u
′ for all j, and lim−→w(zkj) = w
′- and so there exists z ∈ Z such that
w(z) = w′ and u(z) = u′. Define y2 to be this z.
Define:
z′ :=
 y1 if C is zero or y1 ≤ y2y2 if C is zero or y2 ≤ y1
One can easily check that:
inf{u(zi) : i ∈ J, zi  z′} > u′
-and hence satisfies all the required conditions.
Corollary 41. Given any a ∈ Q0, let C ∈ H−1(a) and D ∈ H1(a) be any finite
words. Then there exists a finite subset {z(1), . . . , z(n)} of Z such that:
{zi ∈ Z : zi ∈ (C−1.D)(M(w))} =
n⋃
k=1
{zi ∈ Z : zi ≥ z(k)}
Furthermore, w(z(k)) > D and u(z(k)) > C for all k ≤ n
Proof. Let I0 = {i ∈ Z : zi ∈ (C−1.D)(M(w))}. By repeatedly applying corollary 41,
we can find subsets I0 ⊇ I1 ⊇ I2 ⊇ I3, . . . and elements z(1), z(2), z(3), . . . of Z, such
that, for all n ≥ 1:
• w(z(n)) ≥ D
• u(z(n)) = inf{u(zi) : i ∈ In−1} ≥ C
• In = {zi : i ∈ In−1, zi  z(n)}
• inf{u(zi) : i ∈ In} > u(z(n)).
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Notice that, for all n, u(z(n)) > u(z(n−1)). Since Uw contains no infinite ascending
chains, there exists n such that In = 0.
Since u(z(k)) ≥ C and w(z(k)) ≥ D for all k ≤ n, we clearly have:
{zi ∈ Z : zi ∈ (C−1.D)(M(w))} ⊆
n⋃
k=1
{zi ∈ Z : zi ≥ z(k)}
Furthermore, given any i ∈ I, let k ≥ 0 be such that i ∈ Ik\Ik+1. Then z(k) ≤ zi.
Thus:
{zi ∈ Z : zi ∈ (C−1.D)(M(w))} ⊇
n⋃
k=1
{zi ∈ Z : zi ≥ z(k)}
-as required.
Corollary 42. Given any C ∈ H−1(S) and D ∈ H1(S), let z(1), . . . , z(n) be as defined
in corollary 41
Then for all z ∈ Z such that w(z) ≥ D and u(z) ≥ C, there exists k ≤ n such
that z(k) ≤ z.
Proof. We may assume that z /∈ Z- and so there exists a descending chain of elements
of Z:
zi1 > zi2 > zi3 > . . .
-such that lim−→w(zik) = w(z) and lim−→u(zik) = u(z). For all k ≥ 1, define:
Jk := {j ∈ {1, 2, . . . , k} : z(j) ≤ zik}
Of course, all Jk are non-zero, and:
J1 ⊇ J2 ⊇ J3 ⊇ . . .
-so
⋂
k≥1 Jk is non-empty. Pick any j in it. Then w(z
(j)) ≤ w(zik) for all k, so
w(z(j)) ≤ lim−→w(zik) = w(z). Similarly, u(z
(j)) ≤ u(z), completing the proof.
Given any pp-formula φ(v) be any pp-formula, we say that (B, b) is a basis for
φ(M(w)) if it is a spanning set for φ(M(w)), and it also satisfies the following condi-
tion:
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• Given any M ∈ M, and m ∈ φ(M), there exists f ∈ Hom′(B,M) taking m to
m′.
We aim to prove that a basis exists for every pp-definable subgroup of M(w).
Notice that, if (M,m) is a basis for φ(M(w)), and (N, n) is a basis for ψ(M(w)),
then (M ⊕N, (m,n)) is a basis for (φ + ψ)(M(w)). It is therefore, enough to prove
that a basis exists for any φ(M(w))- where φ(v) is a pp-formula with free realisation
(X, x)- with X ∈ A-mod being indecomposable.
6.8.1 Pp-formulas freely realised in string modules
Suppose we have a pp-formula φ(v), with free realisation (M(l1 . . . lk), x)- for some
finite word l1 . . . lk. Given any j ∈ {0, 1, . . . , k}, define Dj = lj+1 . . . lk, and Cj =
(l1 . . . lj), and consider the set:
{i ∈ Z : zi ∈ (Cj.Dj)(M(w))}
By corollary 41, we can find a finite subset Zj of Z such that, for all i ∈ Z:
zi ∈ (Cj.Dj)(M(w)) ⇐⇒ zi ≥ z for some z ∈ Zj
For every z ∈ Zj, let Mj,z be the module M(z), and denote by z the standard basis
element of Mj,z, with right word w(z) and left word u(z).
Since Dj ≤ w(z) and C−1j ≤ u(z), there exists a simple string map:
fj,z : M(l1 . . . lk)→M(u(z)−1w(z))
-taking zj to z. Define mj,z := fj,z(x), and:
Mφ :=
k⊕
j=0
⊕
z∈Zj
Mj,z
Let mφ be the element of Mφ whose Mj,z-component is mj,z (for every j and z). Of
course, mφ ∈ φ(Mφ).
Lemma 150. Let φ(v) be any pp-formula with free realisation (M(l1l2 . . . lk), x) - for
some finite word l1 . . . lk.
Then (Mφ,mφ) (as defined above) is a basis of φ(M(w)).
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Proof. Take any M ∈ M and m ∈ φ(M). We must prove there exists a map in
Hom′(Mφ,M) taking mφ to m.
Since m ∈ φ(M), there exists a map g′ ∈ Hom′(M(l1 . . . lk),M) such that g′(n) =
m′. It is therefore enough to prove that, for every simple string map g : M(l1 . . . lk)→
M , there exists a simple string map h : Mφ →M taking mφ to g(x).
We claim that we only need to prove this for every M ∈ A ∪ P : Indeed, any
simple string map from M(l1 . . . lk) to a band module S
D
λ [n] in B looks like:
M(l1 . . . lk)
g′′→M(∞D∞) pi SDλ [n′]
f (n−n
′)
↪→ SDλ [n]
-where g′′ is a simple string map, and n′ ≤ n. Of course, if SDλ [n] ∈ B, then
M(∞D∞) ∈ P . Therefore, if we can prove the result for P , then we have it for
B.
We may therefore assume that M ∈ A∪P . Let {yj : 0 ≤ j ≤ n} be the standard
basis of M(l1 . . . lk). Since g 6= 0, there exists j ∈ {0, 1, 2, . . . k} such that f(yj) 6= 0.
Since g is a simple string map, g(yj) must be a standard basis element of M . By
lemma 133, g(yj) may be thought of as an element z of Z. Note that M ∼= M(z). Of
course, yj ∈ (C−1j .Dj)(M(l1 . . . lk)), and so:
z = g(yj) ∈ (C−1j .Dj)(M)
-so, by corollary 42, there exists y ∈ Zj such that y ≤ z. Consider the direct summand
Mj,y of Mφ. Since y ≤ z, there exists a simple string map h : Mj,y → M taking zj,y
to z.
Now, let pi be the projection onto the direct summand:
pi : Mφ Mj,y
Since pi, h and fj,y are simple string maps, so is hpifj,y. Since hpifj,y(zj) = z = g(zj),
lemma 131 gives that hpifj,y = g, and hence that hpi(mφ) = g(x) , as required.
6.8.2 Pp-formulas freely realised in band modules
Lemma 151. Let D be any band such that:
inf{w(z) : z ∈ Z,w(z) ≥ D∞, u(z) ≥ (D−1)∞} = D∞
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Then there exists z ∈ Z such that w(z) = D∞ and u(z) = (D−1)∞.
Proof. We can pick a sequence k1, k2, k3, · · · ∈ I such that:
• w(zkj+1) < w(zkj) for all j ≥ 1
• lim−→w(zkj) = D
∞.
• u(zkj+1) ≤ u(zkj) for all j ≥ 1
We define, recursively, a subsequence n1, n2, n3, . . . of k1, k2, k3, . . . as follows: Let
n1 := k1. Having found any ni, let m ∈ N be such that ni = km. Of course:
D2w(zkm) > D
2D∞ = D∞
Since lim−→w(zkj) = D
∞, there must exists j > m such that D∞ < w(zkj) < D
2w(zni).
Define:
ni+1 :=
 nk +N if wˆnk = lnk+1lnk+2 . . .nk −N if uˆnk = lnk+1lnk+2 . . .
-where N is the length of D. Notice that:
• D∞ < w(zni+1) < Dw(zni)
• (D−1)∞ < u(zni+1) < D−1u(zni)
Consequently, for all i ≥ 1, Di−1 is an initial subword of w(zmi) and (D−1)i−1 is an
initial subword of u(zmi). Thus lim−→w(zni) = D
∞ and lim−→u(zni) = (D
−1)∞. The
result follows, by the definition of Z.
Lemma 152. Suppose that φ(v) is a pp-formula with free realisation of the form
(SDλ [n], x). Then φ(M(w)) has a basis.
Proof. First of all, if there exists z ∈ Z such that w(z) = D∞ and u(z) = (D−1)∞,
then we define (Mφ,mφ) to be (S
D
λ [n], x). This is clearly a basis of φ(M(w)).
Assume, from now on, that no such z exists. Let m be the length of D, and
let D0, D2 . . . Dm−1 be the cyclic permutations of D (with D = D0). For each j ∈
{0, 1, 2, . . . ,m− 1}, define Cj := (Dj)−1, and:
Aj := {i ∈ Z : w(zi) > D∞j , u(zi) > C∞j }
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By lemma 151, inf{w(zi) : i ∈ Aj} > D∞. Let (Dj)qj (with qj ∈ Q) be the longest
possible common initial subword of (Dj)
∞, and inf{w(zi) : i ∈ Aj}. Notice that
D∞j < D
qj
j < inf{w(zi) : i ∈ Aj}.
Similarly, let Let C
pj
j (with pj ∈ Q) be the longest possible common initial subword
of C∞j , and inf{u(zi) : i ∈ Aj}. Notice that C∞j < Cpjj < inf{u(zi) : i ∈ Aj}.
Let {yi : i ∈ Z} be a standard basis for M(∞D∞), such that w(y0) = D∞0 . For
each j ∈ {0, 1, . . . ,m − 1}, let pij : M(∞D∞)  M((Cpjj )−1Dqj) denote the natural
surjection such that pij(zj) has right-word D
qj
j in M((C
pj
j )
−1Dqjj ).
Now, for each k ≤ n and j ≤ m, let hj,k be the map:
SDλ [n]
g(n−k)
 SDλ [k]
ik
↪→M(∞D∞) pijM((Cpjj )−1Dpjj )
(where ik is the map as defined before lemma 44).
For each j and k such that 0 ≤ j ≤ m − 1 and 1 ≤ k ≤ n, define Mj,k :=
M((C
pj
j )
−1Dqjj ). Define:
B :=
⊕
0≤j≤m−1
⊕
1≤k≤n
Mj,k
-and let b ∈ B be the element whose Mj,k component is hj,k(x), for every j and k.
By lemma 150, (B, b)(M(w)) has a basis. in order to prove that this basis is also a
basis for φ(M(w)), it will be enough to prove that, given any M ∈ M, any simple
string map in Hom′(SDλ [n],M) factors through some hj,k.
First of all, given any M ∈ A ∪ P , any simple string map in Hom′(SDλ [n],M)
looks like:
SDλ [n]
g(n−k)
 SDλ [k]
ik
↪→M(∞D∞) h→M
-for some k ≤ n and simple string map h. Pick any j′ ∈ Z such that h(yj′) 6= 0. Since
h is a simple string map, h(yj′) is a basis element of M , and so we may consider it
an element z of Z.
Let j ∈ {0, 1, . . . ,m − 1} and s ∈ Z be such that j′ = j + sm. Let Φ ∈
End′(M(∞D∞) be the shift map taking y0 to ym. Then, the simple string map:
M(∞D∞) Φ
s→M(∞D∞) h→M
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-takes yj to z. Since M is a direct sum string module, Im(hΦ
s) must be finite
dimensional, and it follows that D∞j < w(z) and C
∞
j < u(z), and so :
w(z) > D
qj
j > D
∞
j
u(z) > C
pj
j > C
∞
j
-and consequently, hΦs can be factored through pij- so hΦ
sg(n−k) factors through hj,k,
as required.
Now, given any SCµ [n
′] ∈ B, C is not a cyclic permutation of D, and so any simple
string map from SDλ [n] to S
C
µ [n
′] must look like:
SDλ [n]
g(n−k)
 SDλ [k]
ik
↪→M(∞D∞) f→M(∞C∞) pik′ SCµ [k′]
f (n
′−k′)
↪→ SCµ [n′]
Then M(∞C∞) ∈ P , and so we can factor the simple string map fikg(n−k) through
some hj,k.
Corollary 43. Let φ(v) be any pp-formula. Then φ(M(w)) has a basis.
Proof. Follows straight from lemma 150 and lemma 152.
Of course, theorem 47 follows straight from this corollary: Take any descending
chain of pp-definable subgroups:
φ1(M(w)) ≥ φ2(M(w)) ≥ φ3(M(w)) ≥ . . .
We may assume that φi ≥ φi+1 for all i (by replacing every φi with φ1∧ · · · ∧φi). For
each i ∈ N+, let (Mi,mi) be a basis for φi(M(w)). By the definition of a basis, there
exists a map fi ∈ Hom′(Mi,Mi+1) taking mi to mi+1. Thus the M-sequence:
(M1,m1)
f1−→M2 f2−→M3 f1−→ . . .
-is a spanning sequence for the descending chain.
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6.9 Examples
Let w be any N-word or non-periodic Z-word. Recall from theorem 39 and proposi-
tion 4 that M(w) is indecomposable, and M(w)is pure-injective.
One can easily check that there is no N-word or non-periodic Z-word, w such that
both Ww and Uw have the ascending chain condition, and Zw has the descending
chain condition: and hence there is no N-word or non-periodic Z-word, w, such that
both M(w) and M(w) are indecomposable and pure-injective. Note that we already
had this in the N-word case, from corollary 28.
We now present a few examples of N-words, to illustrate the different possibilities
that can occur.
First of all, if w is a contracting N-word or Z-word, then Uw and Ww have the
ascending chain condition, so Zw does not have the descending chain condition: so
M(w) is pure injective, and M(w) is not indecomposable.
If w is an expanding N-word or Z-word, then Zw has the descending chain con-
dition, so at least one of Ww and Uw doesn’t have the ascending chain condition: so
M(w) is indecomposable, but M(w) is not pure injective.
For some aperiodic examples, let A be the Gelfand-Ponomarev algebra G3,3 (cf.
section 5.1. Let C = αβ−1, and D = ααβ−1β−1. One can check that if w is the word:
DCDC3DC5DC7 . . .
-then both Uw andWw have the ascending chain condition, so M(w) is pure-injective,
and M(w) is not indecomposable. Conversely, if w is:
CDCD3CD5CD7 . . .
-then Zw has the descending chain condition, and w satisfies (IC), and so M(w) is
indecomposable, and M(w) is not pure-injective.
Finally, if w is the word:
CDC3D3C5D5C7D7C9D9 . . .
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-then Zw does not have the descending chain condition, and at least one of Ww and
Uw doesn’t have the ascending chain condition. And so M(w) is not pure-injective,
and M(w) is not indecomposable.
Chapter 7
Two-Directed Modules
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7.1 Two-directed modules
Having determined what the one-directed modules over a string algebra look like,
we turn our attention to the two-directed modules. We first of all need a few more
results about some of the pp-formulas which were defined in chapter 5.
7.1.1 Left-words and right-words
Lemma 153. Take any D ∈ W, and β ∈ Q1 such that Dβ ∈ W. Then, for all
M ∈ A-Mod, DβM ⊆ (.D)(M).
Furthermore, if M is two-directed, then DβM = (.D)(M).
Proof. Let a ∈ Q0 and s ∈ {−1,+1} be such that D−1 ∈ Hs(a). Then, β ∈ H−s(a),
since Dβ ∈ W .
First of all, suppose that there exists an inverse letter α−1 in H−s(a). Then
(.D)(M) = Dα−1(0) (by definition). Given any x ∈ Dβ(M), pick any y ∈ βM such
that x ∈ Dy. Then αy ∈ αβM = 0 (since α−1, β ∈ H−s(a)), so x ∈ Dα−1(0), as
required.
Now, if H−s(a) ∩Q−11 = ∅, then (.D)(M) = D(M). So DβM ⊆ DM = (.D)(M).
For the second assertion, suppose that M is two-directed. Given any x ∈ (.D)(M),
there exists y such that x ∈ Dy, and αy = 0 for any α−1 ∈ H−s(a) ∩Q−11 . Let E be
the longest possible string of inverse letters such that D−1E ∈ W .
Then D−1M = (.D−1E)(M), so y ∈ (.D−1E)(M). Since αy = 0 for any α ∈
H−s(a) ∩Q−11 , it follows that:
y ∈ (1.D−1E)(M) = (+1.D−1E)(M)
(the equality holds, since M is two-directed). By definition:
(+1.D−1E)(M) = (1.D−1E)(M) ∩ βM
So y ∈ βM , and hence x ∈ DβM , as required.
Lemma 154. Let w = l1l2l3 . . . be any be any N-word in H1(a) for some a ∈ Q0.
Let M be any module, and m any element of ea(M). Then m has right-word greater
than or equal to w if and only if m ∈ l1l2 . . . lnM for all n ∈ N.
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Proof. Let u be the right-word of m in M . If u ≥ w, then given any subword
l1 . . . ln of w, pick any k ≥ n such that lk+1 ∈ Q1. Then l1 . . . lk < w ≤ u, and so
m ∈ (.(l1 . . . lk))(M) (by definition of the right-word of m), and so m ∈ l1 . . . lk(M) ⊆
l1 . . . ln(M), as required.
Conversely, suppose that m ∈ l1 . . . ln(M) for all n ∈ N. Pick any ascending chain
k1 < k2 < k3 < . . . in N such that lki+1 ∈ Q1 for all i ∈ N+, and let Di = l1 . . . lki .
Then, by lemma 153:
m ∈ Dilki+1M ⊆ (.Di)(M) for all n ∈ N+
Since D1 < D2 < D3 < . . . and lim−→Di = w, it follows that w ≤ u.
Lemma 155. Take any M ∈ A-Mod, a ∈ Q0, and any x0, y0 ∈ ea(M), with right-
words w and u respectively in M . Then x0 + y0 has right-word greater than or equal
to min(u,w) in M .
In fact, if u 6= w, then x0 + y0 has right-word min(u,w).
Proof. To prove the first assertion, it’s enough (by the definition of right-word) to
prove that x0 + y0 ∈ (.E)(M) for all E ≤ min(u,w). Indeed, given any such E, x0 ∈
(.E)(M) (since E ≤ w) and x0 ∈ (.E)(M) (since E ≤ u), and so x0 + y0 ∈ (.E)(M),
as claimed.
To prove the second result: Let v be the right-word of x0 +y0 and assume, without
loss of generality, that u < w. Then v ≥ min(u,w) = u. Also, since y0 = (x0+y0)−x0,
the first assertion gives that u ≥ min(v, w) = v (since u < w), and so u = v, as
required.
7.1.2 Fundamental elements
Given any string module M , and any a ∈ Q0, take any m ∈ eaM . Let w and u be
the right-word and left-word, respectively, of m in M . We say m0 is fundamental in
M if there is no x ∈M satisfying:
• x has left-word in M greater than u
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• m− x has right-word in M greater than w
Notice that the statement “x is fundamental in M , with right-word w and left-word u”
can be defined by a infinite conjunction of pp-formulas and negations of pp-formulas:
∧
C≤u,D≤w
(
(C−1.D)(v) ∧
∧
E>u,F>w
¬((E−1.D) + (C−1.F ))(v)
)
The concept of a fundamental element is an extension of the notion of a maximal
element, as defined over finite dimensional modules by Baratella and Prest (see [2,
(4.1)])
We use fundamental elements as tools to link pure-injective modules over string
algebras to string modules. We shall prove first of all, that every standard basis
element of a string module M(w) is fundamental in M(w). We shall then prove that
(in almost all cases), the pp-type of a fundamental element m0 of a pure-injective
module M is uniquely determined by its right-word and left-word M .
For an example of a fundamental element, take any N-word, w, and consider the
one-directed pure-injective indecomposable Mw as defined in theorem 40. Then the
homogeneous element m0 as described in the theorem is fundamental in Mw.
Lemma 156. Let w be a word, and M be a string module over w (i.e. either M(w),
M(w), M+(w) or M−(w)). Then every standard basis element zi of M is fundamen-
tal in M , with right-word wˆi and left-word uˆi.
Consequently, given any pure-embedding f : M → N , f(zi) is fundamental in N ,
with right-word wˆi, and left-word uˆi
Proof. Lemma 111 gives the right-word and left-word of zi in M . Suppose, for a
contradiction, that it is not fundamental: Then there exists C ≤ ui, D ≤ wi, E > ui
and F > wi such that:
M |= ((C−1.F ) + (E−1.D))(zi)
Pick any x ∈ (C−1.F )(M) such that zi − x ∈ (E−1.D)(M). Since x ∈ (.F )(M), x
must have zi-coefficient 0, by lemma 105. However, since zi−x ∈ (.E)(M), lemma 105
gives that zi − x must have zi-coefficient 0- giving our required condition.
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Since f is a pure embedding, we have that, for all pp-formulas of the form
(C−1.D)(v):
zi ∈ (C−1.D)(M)⇐⇒ f(zi) ∈ (C−1.D)(N)
The result clearly follows.
Lemma 157. Let w = l−2l−1l0l1l2 . . . and w′ = l′−2l
′
−1l
′
0l
′
1l
′
2 . . . be any Z-words. Then
M(w) ∼= M(w′) if and only if either w = w′ (i.e. there exists k such that li = l′i+k
for all i ∈ Z) or w = w′ (i.e. there exists k such that li = l′k−i for all i ∈ Z).
Proof. Let {zi : i ∈ Z} and {yi : i ∈ Z} be the standard bases of M(w) and M(w′)
respectively. One direction is clear- for example, if li = l
′
i+k for all i ∈ Z, then there
exists a simple string map in Hom(M(w),M(w′)) taking every zi to yi+k, with inverse
given by the map taking each yi to zi−k.
Conversely, assume that w 6= w′ and w 6= (w′)−1. Then, given any map f :
M(w)→ M(w′), write f(z0) as
∑
i∈I0 λiyi- where I0 ⊂ Z is a finite subset such that
λi 6= 0 for all i ∈ I0.
Given any finite word E ≤ wˆ0, z0 ∈ (.E)(M(w)), and so f(z0) ∈ (.E)(M(w)).
Thus, by corollary 105, E ≤ wˆ′i for all i ∈ I. Thus the right-word of yi in M(w′)
(which is w′i, by lemma 111) is greater than or equal to wˆ0.
Also, since w 6= w′ and w−1 6= w′, we cannot have both wˆ′i = wˆ0 and uˆ′i = uˆ0 for
any i ∈ I.
Consequently, we can partition I0 into I1 ∪ I2, where wˆ′i > wˆ0 and uˆ′i ≥ uˆ0 for all
i ∈ I1, and uˆ′i > uˆ0 and wˆ′i ≥ wˆ0 for all i ∈ I2.
By lemma 155,
∑
I1
λiz
′
i has right-word greater than or equal to min{wˆ′i : i ∈
I1} > wˆ0, and
∑
I2
λiz
′
i has left-word greater than or equal to min{uˆ′i : i ∈ I1} > uˆ0.
Thus f(z0) is not fundamental, and so f is not pure, by lemma 156. Thus f is not
an isomorphism, as required.
Lemma 158. Let w = . . . l−2l−1l0l1l2 . . . be any Z-word, and M any two-directed
pure-injective A-module, containing a fundamental element m0, with right-word wˆ0
and left-word uˆ0. Let {mi ∈M : i ∈ Z\{0}} be any set such that limi = mi−1 for all
i ∈ Z (such a set exists, since M is pure injective).
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Then, for every i ∈ Z, mi is fundamental in M , with right-word wˆi, and left word
uˆi.
Proof. By symmetry, it’s enough to prove the result for all i ≥ 0. We proceed by
induction on i ∈ N. Assume the statement is true for m1,m2, . . . ,mi−1. We assume,
without loss of generality, that li+1li+2 · · · ∈ H1(a), for some a ∈ Q1.
Of course, mi ∈ li+1li+2 . . . lkM for all k ≥ i- so it has right-word greater than
or equal to wi. Furthermore, for all finite words E > wi, l1 . . . liE > w0, so m0 /∈
(.l1 . . . li)(M). It follows that mi /∈ (.E)(M) (since mi ∈ (.E)(M) would imply that
m0 ∈ (.l1 . . . liE)(M)). Thus, the right-word of mi in M is indeed wˆi
Notice that, if li is direct (say, α), then αmi = mi−1 has left word l−1i−1l
−1
i−2 . . . , so
it follows that the left-word of mi is just α
−1l−1i−1l
−1
i−2 . . . , as required.
We assume, from now on, that li = γ
−1, for some direct letter γ. Of course, the
left-word of mi is greater than or equal to ui. Now suppose, for a contradiction, that
mi has left-word u
′ > ui. Since the first letter of ui is γ, so must the first letter of u′
be. Let u′′ be such that u′ = γu′′. Of course, u′′ > ui−1.
Since M is pure-injective, there exists x ∈ M such that γx = mi, and x has left-
word greater ran or equal to u′′- and hence greater than ui−1. Then γ(mi−1−x) = 0,
and so mi−1 − x has right-word greater than γ−1wi- contradicting the fact that mi−1
is fundamental.
It remains to show that mi is fundamental: Suppose, for a contradiction, that
mi = m
′
i +m
′′
i , where m
′
i has left word u
′ > ui, and m′′i has right-word w
′ > wi. First
of all, if the first letter of u′ is not l−1i , then it must be direct- say, δ- and l
−1
i inverse-
say, γ−1: then γm′i ∈ γδM = 0, and so:
γm′′i = γmi − γm′i = mi−1
-and hence that mi has right-word greater than or equal to γw
′. Since γw′ > γwi =
wi−1, we have a contradiction.
Secondly, if the first letter of u′ is l−1i , then let u
′′ be such that u′ = l−1i u
′′. There
are two cases to consider:
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If li is direct- say, li = α- then αm
′
i has left-word u
′′ > ui−1, and αm′′i has right-
word greater than or equal to αw′ > wi−1- which implies that mi−1 = αm′′i + αm
′
i is
not fundamental.
Assume now that li is inverse- say, li = β
−1. Then u′ = βu′′, for some u′′ > ui−1.
Since M is pure-injective, we can pick m′i−1 ∈M with left-word greater than or equal
to u′′, such that βm′i−1 = m
′
i.
Now, β(mi−1 − m′i−1) = mi − m′i = m′′i , so mi−1 − m′i−1 has right-word greater
than or equal to β−1w′ > wi−1 - contradicting the fact that mi−1 is fundamental.
Lemma 159. Let x be a fundamental element of a module M with left word u and
right-word w. If y is fundamental in M with left word u and right-word w′ > w, then
x+ y is a fundamental, with left word u and right-word w.
Proof. First of all, lemma 155 tells us that the right word of x+ y is min(w,w′) = w,
and the left word, u′ of x+ y satisfies u′ ≥ u.
Now, if u′ > u, then we have that x = (x + y) − y- with the left word of x + y
being u′ > u, and the right-word of y being w′ > w- contradicting the fact that x is
fundamental. So u′ = u.
To show that x+y is fundamental- suppose, for a contradiction, that it is not- i.e.
there exists x′, y′ ∈ M such that x′ has left-word u′′ > u, y′ has right-word w′′ > w,
and x+ y = x′ + y′. Then:
x = x′ + y′ − y
The right-word of y′−y is greater than or equal to min(w′′, w′) = w′ > w, and the left
word of x′ is u′′ > u- thus x is not fundamental- giving our required contradiction.
Corollary 44. Given any module M , and a ∈ Q0, let m1, . . . ,mk ∈ eaM be any
fundamental elements of M , with each mi having left word u
′
i and right-word w
′
i.
Suppose that, for all distinct i, j ≤ n, either w′i 6= w′j or u′i 6= u′j.
Then
∑k
i=1mi is a non-zero element of M , with left-word min{u′i : i ≤ k} and
right-word max{w′i : i ≤ k}.
Proof. Let J := {i ≤ k : w′i ≤ w′j for all j ≤ k}. Then there exists a unique j0 ∈ J
such that uj′0 ≤ u′j for all j ∈ J .
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By lemma 159,
∑
j∈J mj is fundamental inM , with right-word w
′
j0
. Since w′j > w
′
j0
for all j /∈ J , it follows from lemma 155 that ∑j≤kmj = ∑j∈J mj + ∑j /∈J mj has
right-word w′j0 = min{w′j : j ≤ n}.
Similarly,
∑
j≤kmj has left-word min{u′i : i ≤ k}.
7.1.3 Fundamental and homogeneous elements
Let w = . . . l−1l0l1l2 . . . be any Z-word. Let M be any two-directed pure-injective A-
module, containing a fundamental element m0, with left-word u0 and right-word w0.
Then there exists- as in lemma 112- a map f ∈ Hom(M(w),M) such that f(z0) = m0.
For all i ∈ Z, lemma 158 implies that f(zi) is fundamental in M , with left-word uˆi
and right-word wˆi.
Given any M ∈ A-Mod, we say that m0 ∈M is a trough if and only if m ∈ ea(M)
for some a ∈ Q0, and αm = 0 for all α ∈ Q1.
Given any trough m0 ∈ eaM , there exists a unique map f ∈ Hom(eaA,M) taking
ea to m0. Of course, Im(f) is a 1-dimensional K-vector subspace of M , which is
generated by m0. We denote the cokernel of f by M/〈m0〉.
Lemma 160. Let w = . . . l−1l0l1l2 . . . be any non-periodic Z-word, such that l1 ∈ Q1
and l0 ∈ Q−11 . Suppose that M is a two-directed pure-injective, with elements mi ∈M
for each i ∈ Z such that limi = mi−1 for all i, and such that m0 is fundamental in
M , with right-word w0 and left word u0 (and so m0 is a trough).
Assume that wˆ1 = w1- i.e. w1 ∈ H1(a) for some a ∈ Q0. Then given any
D,E ∈ H1(a) such that D ≤ w1:
M/〈m0〉 |= ((+1.D) + (1.E))(m1) if and only if E ≤ w1
(Where m1 corresponds to the image of m1 in M/〈m0〉).
Proof. Since l1 is direct, we shall denote it α. One direction of the proof is clear: If
E ≤ w1, then m1 ∈ (.E)(M), and hence m1 ∈ (1.E)(M/〈m0〉) (since αm1 = m0 = 0
in M/〈m0〉).
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To show the other direction, suppose- for a contradiction- that:
M/〈m0〉 |= ((+1.D) + (1.E))(m1)
-for some finite word E > w1. Let C be the longest possible common initial subword
of E and w1. Then C > w1 and C ≤ E, so (1.E)(v)→ (1.C)(v). Thus:
M/〈m0〉 |= ((+1.D) + (1.C))(m1)
We can write C in the (unique) form:
C1D
−1
1 C2D
−1
2 . . . CnD
−1
n
-where every Ci and Di is a word containing only direct letters- and that, for all
i ∈ {1, 2, . . . , n− 1}, Ci+1 and Di have length at least 1. Let ci be the length of Ci,
and di the length of Di for every i.
Define, for every i ∈ {0, . . . , n}, Ni :=
∑i
j=1(cj + dj). So
C1D
−1
1 . . . CiD
−1
i = l1l2 . . . lNi for all i ∈ {0, . . . , n}
Since C > w1, lNn+1 ∈ Q−11 - we shall denote it γ−1. By our assumption, there exists
x ∈M such that:
M/〈m0〉 |= (+1.D)(m1 − x) ∧ (1.C)(x)
If there exists β ∈ Q1 such that β−1D is a word, then m1 − x ∈ (+1.D)(M/〈m0〉)
implies that m1 − x ∈ β(M/〈m0〉)- i.e. there exists y ∈ M and λ ∈ K such that
m1 − x = βy + λm0.
If no such β exists, then m1 − x ∈ (+1.D)(M/〈m0〉) implies that m1 − x = 0- i.e.
there exists λ ∈ K such that m1 − x = λm0.
In either case, αm0 = 0 (since m0 is a trough), and so αx = αm1 = m0 (since
αβ = 0 if such a β exists).
Now, recall that M/〈m0〉 |= (1.C)(x)- i.e.:
M/〈m0〉 |= ∃v1 . . . vn
(
C1v1 = x ∧
n∧
i=2
(Civi = Di−1vi−1) ∧ γDnvn = 0
)
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Pick any x1, x2, . . . , xn in M such that their images in M/〈m0〉 are witnesses to that
pp-formula. Then there exists λ0, λ1, . . . , λn ∈ K such that:
M |= C1x1 = x+ λ0m0
M |= Cixi = Di−1xi−1 + λi−1m0 for every i ∈ {2, . . . n}
M |= γDnxn = λnm0
We claim that, for every i ∈ {1, . . . , n} there exists yi ∈ M , a finite subset
Ji ⊂ Z\{Ni}, and non-zero elements {µj : j ∈ Ji} of K, such that:
1. Dixi = mNi +
∑
j∈Ji µjmj + yi
2. yi ∈ DiC−1i . . . D1C−11 α−1(0)
3. mj /∈ DiC−1i . . . D1C−11 α−1(0) for all j ∈ Ji
We shall prove this by induction: For i = 1, we have that αC1x1 = α(x+λ0m0) = m0.
Let y′ = x1 −mc1 . Then:
D1x1 = mN1 +D1y
′
And, since αC1y
′ = 0, we have that y′ ∈ C−11 α−1(0), and so we set y1 = D1y′ ∈
D1C
−1
1 (0) and J1 = ∅, as required.
Assume now that the claim holds for i. Then:
Ci+1xi+1 = λim0 +Dixi
= λim0 +mNi +
∑
j∈Ji
µjmj + yi
If m0 ∈ DiC−1i . . . D1C−11 α−1(0), then replace yi by yi + λimi. If not, then we can
replace µ0 by µ0 + λ0 (if 0 ∈ Ji), or define µ0 = λ0, and replace Ji by Ji ∪ {0} (if
0 /∈ J)- so that we now have:
Ci+1xi+1 = mNi +
∑
j∈J
µjmj + yi
= Ci+1mNi+ci+1 +
∑
j∈Ji
µjmj + yi
-with yi ∈ DiC−1i . . . D1C−11 α−1(0), and mj /∈ DiC−1i . . . D1C−11 α−1(0) for all j ∈ Ji.
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We claim that mj ∈ Ci+1(M), for all j ∈ Ji: suppose not, for a contradiction.
Assume, without loss of generality, that Ci+1 ∈ H1(b), for some b ∈ Q0. Then let
J ′ := {j ∈ Ji : wˆj ≤ wˆj′ for all j′ ∈ Ji}, and pick j0 ∈ J ′ such that uˆj0 is minimal-
note that it is unique, by lemma 89.
By lemma 159,
∑
j∈J ′ µjmj is fundamental in M , with right-word wˆj0 , and left
word uˆj0 . However, we have that:
∑
j∈J ′
µjmj =
(Ci+1xi+1 −mNi+ci+1)− ∑
j∈Ji\J ′
µjmj
+ yi
Since mj0 /∈ DiC−1i . . . D1C−11 α−1(0) and yi ∈ DiC−1i . . . D1C−11 α−1(0), yi must
have left-word strictly greater than the left-word of
∑
j∈J ′ µjmj.
Furthermore, wˆj > wˆj0 , for all j ∈ Ji\J ′, so the right-word of
∑
j∈Ji\J ′ µjmj is
greater than wˆi0 (by lemma 155). Also, since
∑
j∈J ′ µjmj /∈ Ci+1(M), the right-word
of Ci+1(xi+1−mNi+ci+1) must be greater than that of
∑
j∈J ′ µjmj. So the right-word
of:
Ci+1(xi+1 −mNi+ci+1)−
∑
j∈Ji\J ′
µjmj
-in M is greater than wˆj0- contradicting the fact that
∑
j∈J ′ µjmj is fundamental in
M . Thus proving that mj ∈ Ci+1(M) for all j ∈ Ji.
Now, given any j ∈ Ji, the right-word of mj in M is wˆj- which is either wj or uj.
Since mj ∈ Ci+1(M), it follows that Ci+1 must be an initial subword of either wj or
uj (by lemma 154), and so either Ci+1mj+ci+1 = mj or Ci+1mj−ci+1 = mj. Define the
sets:
J+ = {j + ci+1 : j ∈ Ji, Ci+1mj+ci+1 = mj}
J− = {j − ci+1 : j ∈ Ji, Ci+1mj−ci+1 = mj}
Given any j ∈ J+, let µ′j = µj−ci+1 , and given any j ∈ J−, let µ′j = µj+ci+1 . So:
Ci+1(
∑
j∈J+∪J−
µ′jmj) =
∑
j∈Ji
µjmj
Now, given any j ∈ J+, Di+1mj is either 0 or mj+di+1- and in the latter case, mj+di+1 /∈
Di+1C
−1
i+1Di . . . D1C
−1
1 α
−1(0) (it follows from lemma 158).
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Applying a similar argument to all j ∈ J− it follows that:
Di+1(
∑
j∈J−∪J+
µ′mj) =
∑
j∈Ji+1
µ′′mj
-for some finite set Ji+1, with mj /∈ Di+1C−1i+1Di . . . D1C−11 α−1(0) for all j ∈ Ji+1.
Now, define:
y′ := xi+1 −mNi+ci+1 −
∑
j∈J−∪J+
µ′jmj
Of course, Ci+1y
′ = yi, and so y′ ∈ C−1i+1DiC−1i . . . D1C−11 α−1(0). Now let yi+1 =
Di+1y
′. Then:
Di+1xi+1 = mNi+1 +Di+1
∑
j∈J+∪J−
µ′mj + yi+1
= mNi+1 +
∑
j∈Ji+1
µ′′mj + yi+1
-which completes the induction.
As a result of the induction, we have:
Dnxn = mNn +
∑
j∈J
µjmj + yn
-with yn ∈ C−1α−1(0) and mj /∈ C−1α−1(0) for all j ∈ Jn+1. Recall that lNn+1 = γ−1,
and that γDnxn = λnm0. Thus:
λnm0 = mNn+1 +
∑
j∈J
µjγmj + γyn
If λ0m0 ∈ γC−1α−1(0), then we may replace yn by yn − λnm0, and still have yn ∈
C−1α−1(0). If λ0m0 /∈ γC−1α−1(0) then we may replace µ0 by µ0 − λn. So we now
have:
0 = mNn+1 +
∑
j∈Jn
µjγmj + γyn
Note that γyn ∈ γC−1α−1(0). Also, given any j ∈ Jn, either γmj = 0, or γmj /∈
γC−1α−1(0) (since mj is fundamental).
Thus there exists a finite, non-empty set J ′, such that mj /∈ γC−1α−1(0) for all
j ∈ J ′, and non-zero elements νj for all j ∈ J ′ such that:
γyi =
∑
j∈J ′
νjmj
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However, the left hand side lies in γC−1α−1(0), since mj /∈ γC−1α−1(0) for all j ∈
J ′, it follows from corollary 44 that
∑
j∈J ′ νjmj /∈ γC−1α−1(0)- giving our desired
contradiction.
7.1.4 The pp-type of a fundamental element
Lemma 161. Let w = . . . l−2l−1l0l1l2 . . . be any aperiodic or half-periodic Z-word.
Let M be any pure-injective A-module. Suppose there exists a fundamental m0 ∈
M with left word u0, and right-word w0. Then:
• If w0 is aperiodic, then any map f : M(w) → M taking z0 to m0 is a pure-
embedding.
• If w is contracting half-periodic, then any map f : M(w)→M taking z0 to m0
is a pure-embedding.
• If w is expanding half-periodic, then given any map f : M(w) → M taking z0
to m0, the map (f, hD) : M(w) → M ⊕M(∞D∞) is a pure-embedding (where
hD is the map as defined in lemma 103).
Proof. Let mi = f(zi) for all i 6= 0. By lemma 158 each mi is fundamental in M ,
with left word uˆi and right-word wˆi.
Take any x =
∑
i∈Z λizi in M(w) and any pp-formula φ(v) ∈ ppM(f(x)) (with
hD(x) ∈ φ(∞D∞) if w is expanding half-periodic). Let m be the number of equations
in φ(v). We must show that x ∈ φ(M(w)).
Pick any trough zi0 such that λi = 0 for all i ≤ i0. Then M(wi0) is a submodule
of M(w), which contains x. Since u0 is aperiodic, there exists i1 < i0 such that
(m)wi0
is the pre-subword wi1 of w. Pick any k < i1 such that zk is a trough, and also such
that wk+1 is not periodic.
Since wi1 is a pre-subword of wk+1, we have a map:
M(wk) ↪→M(w) f→M M/〈zk〉
-where the first map is the canonical embedding, and the last map is the natural
projection onto the quotient module. Of course, this map takes zk to 0, so we can
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factor it through M(wk)/〈zk〉 ∼= M(wk+1):
M(wk) //
pi && &&LL
LLL
LLL
LL
M(w)
f //M // //M/〈zk〉
M(wk+1)
∃g
55kkkkkkkk
We may assume, without loss of generality, that wk+1 ∈ H1(a) for some a ∈ Q0.
Lemma 160 implies that, for any initial pre-subword D of wk+1, and any finite word
E ∈ H1(a):
M/〈zk〉 |= ((+1.D) + (1.E))(m1) if and only if E < wk+1
If w is aperiodic, then wk+1 is aperiodic, and proposition 8 gives us that:
M(wk+1) |= φ(x)
Similarly, if w is contracting half-periodic, then wk+1 is contracting almost periodic,
and so, by proposition 9:
M(wk+1) |= φ(x)
And if w is expanding half-periodic, then wk+1 is expanding almost periodic. And
since M(∞D∞) |= φ(hD(x)), proposition 10 gives that:
M(wk+1) |= φ(x)
Since (m)wi0 is wi1 , which is a pre-subword of wk+1, lemma 22 gives that:
M((m)wi0) |= φ(x)
And so M(w) |= φ(x), as required.
7.1.5 Extending lemma 161 to almost periodic Z-words
We can extend lemma 161 to all almost periodic words. To do so, we need a slight
variant of corollary 23.
Lemma 162. Let w be any contracting or mixed almost periodic Z-word- assume it
is of the form ∞El1l2l3 . . . , where E is a band of length N , and l−11 (E
−1)∞ is not
periodic.
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Then, given any x ∈M(w) and m ∈ N, there exists d < 0 such that x lies “to the
right of zd” (i.e. x has zi-coefficient 0 for all i ≤ d), wd is a post-subword of w, and
for all pp-formulas φ(v) with at most m equations:
x ∈ φ(M(w))⇐⇒ pi(x) ∈ φ(M(wd))
-where pi : M(w)M(wd) is the canonical projection.
Proof. First of all we define d: Let zt0 denote any trough, with t0 < 0 such that
x ∈ M(wt). Pick any c ∈ N such that −cN < t0. Given any m ∈ N, pick any
d < −cN(m+ 1) such that wd is a post-subword of w.
Of course, x ∈ φ(M(w)) implies that pi(x) ∈ φ(M(wd)). For the converse, we use
a similar argument to the proof of lemma 98. Write φ(v) as ∃v1, . . . vnψ(v1, . . . , vnv),
where ψ is the pp-formula:
m∧
j=1
(
n∑
i=1
rijvi = rjv)
We assume that pi(x) ∈ φ(M(wd))- and hence that there exists x1, . . . , xn in M(w)
such that, for all j ≤ m:
n∑
i=1
rijpi(xi) = rjpi(x)
Let y′j =
∑n
i=1 rijxi − rjx. Of course, pi(y′j) = 0, so y′j must have zk-coefficient 0, for
all k ≥ d.
Given any s such that 1 ≤ s ≤ m, let ts = t0 − smN . Since u0 is periodic,
zts is a trough, and so M(wts) and M(u
−1
ts ) are submodules of M(w), such that
M(wts) +M(u
−1
ts ) = M(w) and M(wts) ∩M(u−1ts ) = Kzts .
Thus xi = x
≤Ts
i + x
>Ts
i , for some x
≤Ts
i ∈M(u−1ts ) and x>Tsi ∈M(wts). And so, for
all j ≤ m, we have:
n∑
i=1
rijx
>Ts
i − rjx = −
n∑
i=1
rijx
≤Ts
i + y
′
j
Since the right hand side lies in M(u−1ts ), and the left hand side in M(wts), both sides
equal ρjszts , for some ρj,s ∈ K.
As in the proof of 98, we can pick {µs ∈ K : 0 ≤ s ≤ m} (not all zero) such that∑m
s=0 µsρjs = 0 for every j ∈ {1, . . . ,m}.
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Since (E−1)∞ is a contracting N-word, there exists a simple string map Φ ∈
End(M(w)), such that, for all i ≤ −N , Φ(zi) = zi+N , and for all i > −N , Φ(zi) = 0.
Notice that, for all j, rjx ∈M(wt0), and so Φc(rjx) = 0 (since t0 > −cN).
Now, let k be minimal such that µk 6= 0. For all i ∈ {1, 2, . . . , n}, define:
yi = µkx
>Tk
i +
∑
s>k
µsΦ
(s−k)c(x>Tsi )
Then:
∑
i
rijyi =
∑
i
rij
(
µkx
>Tk
i +
∑
s>k
µsΦ
(s−k)c(x>Tsi )
)
=
∑
i
rijµkx
>Tk
i +
∑
s>k
µsΦ
((s−k)c(
∑
i
rijx
>Ts
i )
= µk(−rjx+ ρjszts +
∑
s>k
µsΦ
(s−k)c(−rjx+ ρjkztk)
= −µkrjx+ ρjszts +
∑
s>k
µsρjkzts
= −µkrjx
Thus M(w) |= φ(−µkx), and so M(w) |= φ(x), as required.
Lemma 163. Let w be any expanding almost periodic Z-word- assume it is of the
form ∞El1l2l3 . . . , where E is a band of length N , and l−11 (E
−1)∞ is not periodic.
Then, given any x ∈M(w) and m ∈ N, there exists d < 0 such that x lies “to the
right of zd” (i.e. x has zi-coefficient 0 for all i ≤ d), wd is a post-subword of w, and
for all pp-formulas φ(v) with at most m equations:
x ∈ φ(M(w))⇐⇒ pi(x) ∈ φ(M(wd)) and gE(x) ∈ φ(M(∞E∞))
-where pi : M(w)M(wd) is the canonical projection, and gE is the map as defined
in (5.6.1).
Proof. The proof is very similar to that of lemma 162.
First of all, pick any t0 < 0 such that zt0 is a trough, and x ∈ M(wt0). Pick any
c ∈ N such that −cN < t0. Given any m ∈ N, pick any d < −cN(m + 1) such that
wd is a post-subword of w.
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Of course:
x ∈ φ(M(w)) =⇒ pi(x) ∈ φ(M(wd)) and gE(x) ∈ φ(M(∞E∞))
To prove the converse, assume that pi(x) ∈ φ(M(wd)) and gE(x) ∈ φ(M(∞E∞)).
It suffices, by lemma 103, to prove that x ∈ φ(M(w)). Write φ(v) in the form
∃v1, . . . vnψ(v1, . . . , vnv), where ψ is the formula:
m∧
j=1
(
n∑
i=1
rijvi = rjv
)
Since pi(x) ∈ φ(M(wd)), there exists x1, . . . , xn in M(w) such that, for all j ≤ m:
n∑
i=1
rijpi(xi) = rjpi(x)
Let y′j =
∑n
i=1 rijxi−rjx. Since pi(y′j) = 0, y′j must have zk-coefficient 0, for all k ≥ d.
Given any s such that 1 ≤ s ≤ m, let ts = t0 − smN . Mimicking the proof of
lemma 162, we can write each xi as x
≤Ts
i + x
>Ts
i , with x
≤Ts
i ∈ M(u−1ts ) and x>Tsi ∈
M(wts). Furthermore, there exists ρjs (for all j and s) such that:
n∑
i=1
rijx
>Ts
i − rjx = −
n∑
i=1
rijx
≤Ts
i + y
′
j = ρjszts
-and we can pick {µs ∈ K : 0 ≤ s ≤ m} (not all zero) such that
∑m
s=0 µsρjs = 0 for
every j ∈ {1, . . . ,m}.
Since (E−1)∞ is an expanding N-word, there exists a simple string map Φ ∈
End(M(w)), defined by:
Φ :
∑
k∈Z
λkzk 7→
∑
k≤0
λkzk−N
Now, let k ≤ m be minimal such that µk 6= 0. For all i ∈ {1, 2, . . . , n}, define:
yi = µkx
>Tk
i +
∑
s>k
µsΦ
(s−k)c(x>Tsi )
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Then: ∑
i
rijyi =
∑
i
rij
(
µkx
>Tk
i +
∑
s>k
µsΦ
(s−k)c(x>Tsi )
)
=
∑
i
rijµkx
>Tk
i +
(∑
s>k
µsΦ
(s−k)c(
∑
i
rijx
>Ts
i )
)
= µk(−rjx+ ρjszts) +
∑
s>k
µsΦ
(s−k)c(−rjx+ ρjkztk)
= −µkrjx+ ρjszts −
∑
s>k
µsΦ
(s−k)rjx+
∑
s>k
µsρjkzts
= −rj(
∑
k≤s≤m
µkΦ
cN(k−s))(x)
Thus M(w) |= φ(∑k≤s≤m µkΦcN(k−s)(x)). Now, the map ∑k≤s≤m µkΦcN(k−s) is in-
vertible (by a similar proof to that of lemma 120), and so M(w) |= φ(x), as re-
quired.
Corollary 45. Let w =∞ Dl1l2 . . . lsE∞ be any almost-periodic Z-word (where lsE∞
and l−11 (D
−1)∞ are not periodic). Let M be any two-directed pure-injective inde-
composable module, containing a fundamental element m0 with right-word w0 and
left-word u0. Then, given any f ∈ Hom(M(w),M) taking z0 to m0:
• If w is contracting, then f is pure.
• If w is mixed, then (f, hE) : M(w)→M ⊕M(∞E∞) is pure.
• If w is expanding, then (f, gD, hE) : M(w) → M ⊕M(∞E∞) ⊕M(∞E∞) is
pure.
Proof. The proof mimics that of lemma 161, using lemma 162 or lemma 163 instead
of corollary 23.
7.2 Pure-injective hulls of string modules
7.2.1 Periodic and almost periodic modules
We now turn our attention to periodic Z-words. Given any band D, the shift ring
of M(∞D∞) is the subring S of End(M(∞D∞)) generated by the Ringel shift map
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Φ ∈ End(M(∞D∞))- which is the simple string map taking each standard basis
element zi to zi+k (k being the length of D). Notice that it is isomorphic to K[T, T
−1],
and so we may consider M(∞D∞) as a right module over K[T, T−1].
Given a band, D, recall, from (6.3.1), the functor FD : K[T, T
−1]-Mod→ A-Mod,
which takes indecomposable finitely generated modules to band modules. It is in fact
isomorphic to the functor from K[T, T−1]-Mod to A-Mod which takes every module
K[T,T−1]M to AM(
∞D∞)⊗K[T,T−1] M (for an explanation, see [6, p4]).
Given any prime ideal P of S, we shall denote by χP the map:
M(∞D∞)
(m⊗1)−→ M(∞D∞)⊗ S (m⊗χ
′
P )−→ M(∞D∞)⊗H(S(P ))
-where χ′P is the composition of the embedding of S into its localisation, S(P ), and
the pure-injective hull S(P ) ↪→ H(S(P )) of S(P ).
We define χ : M(w) −→ ∏P∈P FD(H(S(P ))) to be the map such that for every
x ∈M(w) and P ∈ P , the component of χ(x) in FD(H(S(P ))) is χP (x).
Theorem 49. Let w be be any periodic Z-word, ∞D∞. Then the pure-injective hull
of M(w) is:
M(w)
χ−→
∏
P∈P
FD(H(S(P )))
-where P is the set of all non-zero prime ideals of the shift ring, S.
Furthermore,
∏
P∈P FD(H(S(P ))) is a direct summand of any pure-injective model
of the theory of M(∞D∞).
Proof. See [6, (2.13)]
It is known that, for any P ∈ P , FD(H(S(P ))) = M(∞D∞) ⊗K[T,T−1] H(S(P )) is
pure-injective and indecomposable. Indeed, as a direct summand of the pure-injective
hull of M(∞D∞), it must be pure-injective.
To see that it is indecomposable, consider FD as the functor described in (6.3.1).
Then FD(S(P )) is a representation of QA with the module H(S(P )) placed on every
vertex. Since H(S(P )) is indecomposable, it follows that FD(H(S(P ))) must also be.
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Theorem 50. For an expanding periodic N-word, w = l1 . . . lsD∞, the pure-injective
hull of M(w) is:
(f1, χhD) : M(w) −→M(w)⊕
∏
P∈P
FD(H(S(P )))
-where f1 is the canonical embedding, hD is as in lemma 103, and χ as in theorem 49.
For a mixed almost periodic Z-word, w = ∞El1 . . . lsD∞, the pure-injective hull
of M(w) is:
(f1, χhD) : M(w) −→M+(w)⊕
∏
P∈P
FD(H(S(P )))
-where f1 is the canonical embedding.
For an expanding almost periodic Z-word, w = ∞El1 . . . lsD∞, the pure-injective
hull of M(w) is:
(f1, χgE, χhD) : M(w) −→M(w)⊕
∏
P∈P
FE(H(S(P )))⊕
∏
P∈P
FD(H(S(P )))
-where f1 is the canonical embedding, and hD and gE are as defined in lemma 104.
Proof. See [6, (3.5)] and [6, (3.7)].
7.2.2 Aperiodic and half periodic modules
Proposition 15. Let w be any aperiodic or contracting half-periodic Z-word. Then
the pure-injective hull of M(w) is a two-directed indecomposable module.
Proof. Since M(w) is a two-directed module, every pp-pair of the form (1.D)/(+1.D)
is closed on M(w), and hence on H(M(w)), by theorem 9.
Now assume- for a contradiction- that H(M(w)) is not indecomposable. Write
the pure-injective hull as:
M(w)
(f1,f2)
↪→ M1 ⊕M2
-with M1 and M2 being non-zero, and pure-injective. It will be enough to show
that we can factor this map through either f1 or f2- because this will contradict the
minimality condition of pure-injective hulls.
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Of course, for all D < w0, z0 ∈ (.D)(M(w)), and so f1(z0) ∈ (.D)(M1) and
f2(z0) ∈ (.D)(M2). Similarly, for all C < u0, f1(z0) ∈ (.C)(M1) and f2(z0) ∈
(.C)(M2).
We claim that, either f1(z0) is fundamental in M1, with left word u0, and right-
word w0, or f2(z0) is fundamental in M2, with left word u0, and right-word w0. If
neither holds, then there must exist x ∈M1, with left word u′ > u0 such that f1(z0)−x
has right-word w′ > w0 in M1, and similarly, y ∈ M2, with left word u′′ > u0 such
that f2(z0)− y has right-word w′′ > w0 in M2.
Then (x, y) ∈M1 ⊕M2 has left word min(u′, u′′) > u0 in M1 ⊕M2, and (f1(z0)−
x, f2(z0)− y) has right-word min(w′, w′′) > w0 in M1 ⊕M2- but since (f1(z0), f2(z0))
is fundamental in M1 ⊕M2 with right-word w0 and left-word u0 (by lemma 156), we
have our contradiction.
We may therefore assume, without loss of generality, that f1(z0) is fundamental
in M1, with left-word u0 and right-word w0. Thus, by lemma 161, f1 is a pure-
embedding.
Since M2 is pure-injective, f2 must factor through the pure-embedding f1:
M2
M(w)
f2
;;xxxxxxxx
f1 //M1
∃g
OO


So we can factor (f1, f2) through f1, as required.
Lemma 164. The pure injective hull of
⊕
P∈P FD(H(S(P ))) is the canonical embed-
ding: ⊕
P∈P
FD(H(S(P ))) ↪→
∏
P∈P
FD(H(S(P )))
Proof. By theorem 49 the map:
⊕
P∈P
FD(H(S(P ))) ↪→
∏
P∈P
FD(H(S(P )))
-is a pure-embedding, and since
∏
P∈P FD(H(S(P ))) is pure-injective, lemma 9 implies
that H(
⊕
P∈P FD(H(S(P )))) is a direct summand of
∏
P∈P FD(H(S(P )))).
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By theorem 49, it remains to show that H(
⊕
P∈P FD(H(S(P )))) models the theory
of M(∞D∞).
The pure-injective hull in theorem 49 implies that
∏
P∈P FD(H(S(P ))) models the
theory of (M(∞D∞)) (by theorem 8).
Also, the canonical embedding:
⊕
P∈P
FD(H(S(P ))) ↪→
∏
P∈P
FD(H(S(P )))
-is an elementary embedding, by lemma 1.
Thus
⊕
P∈P FD(H(S(P ))) models the theory of (M(
∞D∞)). Hence, by theorem 8,
so does H(
⊕
P∈P FD(H(S(P ))))- as required.
Of course, K[T, T−1] is a principal ideal domain, and- since we are assuming that
K is algebraically closed- every prime ideal P of K[T, T−1] can be written as 〈T −λ〉,
for some unique λ ∈ K\{0}. We denote by φλ(v) the pp-formula:
∃v1∃v2 (v = v1 + v2 ∧ v1 ∈ D(λv2))
Lemma 165. Let w = . . . ls−2ls−1lsD∞ be any expanding half-periodic Z-word. Let
f : M(w) ↪→ M(w) denote the canonical embedding of the submodule. Then, given
any prime ideal P0 ∈ P, any map of the form:
M(w)
(f,g)−→M(w)⊕
∏
P∈P\{P0}
FD(H(S(P )))
-is not a pure-embedding.
Proof. First of all, recall that there are simple string map Φw ∈ End(M(w))) and
Φ′w ∈ End(M(w)), which take take every zi with i ≥ s to zi+n (n being the length of
D), and every zi with i < s to zero.
Write P0 as 〈T − λ〉 and let φλ(v) be the pp-formula as defined above.
First of all, for all P ∈ P\{P0}, every element of H(S(P )) is divisible by T − λ,
and hence so is every element of M(∞D∞)⊗H(S(P )) (considering it as a left module
over the shift ring S ' K[T, T−1]). Thus φλ(FD(H(S(P ))) = FD(H(S(P ))).
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It remains to prove that zs /∈ φλ(M(w)) and zs ∈ φλ(M(w)). To prove the latter,
notice that zs − λzs+n ∈ φλ(M(w)) . Thus (1 − λΦ′w)(zs) ∈ φλ(M(w)), and so
zs ∈ φλ(M(w)) (since Φ′w is invertible).
Finally, suppose, for a contradiction, that zs ∈ φλ(M(w)). Let x, y ∈ M(w) be
such that zs = x + y, and M(w) |= x ∈ D(λy). Note that zs /∈ D−1(M(w)) (by the
properties of an expanding word), and y ∈ D−1(M(w))- so y must have zs-coefficient
0 (by corollary 27). Thus x has zs-coefficient 1.
Now, let j ∈ N be maximal such that x has non-zero zs+jn-coefficient (note that
such a j exists). Then, by corollary 20, y must have non-zero zs+(j+1)n-coefficient
(since x ∈ D(λy)). And hence so does zs- giving our required contradiction. Thus
zs /∈ φy(M(w)), and so the map is indeed not a pure-embedding.
Proposition 16. Let w = . . . l−2l−1l0D∞ be any expanding half-periodic Z-word.
Then the pure-injective hull of M(w) is:
M(w)
(f,χhD)−→ Mw ⊕
∏
P∈P
FD(H(S(P )))
Where Mw is an indecomposable two-directed direct summand of M(w), and f is a
map such that f(z0) is fundamental in M , with right-word D
∞ and left-word u0.
Proof. By lemma 161 and theorem 49, the map:
M(w) −→M(w)⊕M(∞D∞) −→M(w)⊕
∏
P∈P
FD(H(S(P )))
-is a pure embedding. Since M(w) and
∏
P∈P FD(H(S(P ))) are pure-injective (by
proposition 4 and theorem 49), there exists (by lemma 9) a pure-embedding (and
hence section) g such that the following diagram commutes:
M(w)
))SSS
SSSS
SSSS
SSSS
S
// H(M(w))
∃g



M(w)⊕∏P∈P FD(H(S(P )))
By theorem 10 there exist indecomposable modules {Mi : i ∈ I1}, {Ni : i ∈ I2},
{Li : i ∈ I3}, and superdecomposable (or zero) modules Lc,Mc, Nc such that:
H(M(w)) ∼= H(
⊕
i∈I1
Mi)⊕Mc
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M(w) ∼= H(
⊕
i∈I2
Ni)⊕Nc
M(w) ∼= H(
⊕
i∈I3
Li)⊕ Lc
-and the indecomposable modules are unique up to isomorphism. It follows from
lemma 164 that
⊕
i∈I3 Li
∼= ⊕P∈P FD(H(S(P ))), and that Lc = 0. Since H(M(w)) is
a direct summand of M(w)⊕H(⊕P∈P FD(H(S(P ))), it follows that:
H(M(w)) ∼= Mc ⊕H(
⊕
i∈J2
Ni)⊕H(
⊕
P∈P ′
FD(H(S(P ))))
-for some subsets J2 ⊆ I2 and P ′ ⊆ P . It follows from lemma 165 that P ′ = P ,
and so there exists a direct summand M of M(w) such that the pure-injective hull
of M(w) is of the form:
(f, χhD) : M(w) −→M ⊕
∏
P∈P
FD(H(S(P )))
Notice that χhD(z0) has left-word (D
−1)∞ in
∏
P∈P FD(H(S(P ))). It follows from
lemma 156 and lemma 155 that f(z0) must be fundamental in M , with left-word u0
and right-word D∞.
We claim that M is indecomposable: Suppose, for a contradiction, that M ∼=
M1⊕M2 (with both summands being non-zero). Let f1 ∈ Hom(M(w),M1) and f2 ∈
Hom(M(w),M2) be the maps such that f = (f1, f2). As in the proof of proposition 15,
we have- without loss of generality- that f1(z0) is fundamental in M1 with left-word
u0 and right-word w0.
By lemma 161, the map M(w) → M1 ⊕
∏
FD(H(S(P ))) is a pure embedding,
and hence f2 can be factored through it- contradicting the minimality condition of a
pure-embedding. Thus M is indeed indecomposable, which completes the proof.
Theorem 51. For any infinite word w (other than a periodic Z-word), there ex-
ists a unique indecomposable pure-injective A-module, Mw, containing a fundamental
element m0, with right-word w0 and left-word u0.
Furthermore, this module is a direct summand of M(u−10 w0).
Proof. If M is an N-word, then theorem 40 gives the required result. Assume, there-
fore, that w is a Z-word.
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If w is aperiodic, contracting half-periodic, or contracting almost periodic, then
the pure-injective hull of M(w) is indecomposable- by proposition 15. Furthermore,
given any other module N and element n0 of N satisfying the conditions, there exists
a pure-embedding from M(w) to N taking z0 to n0- and so M ∼= N , by theorem 7 is
a direct summand of N (by lemma 9). So M ∼= N , as required.
Also, the pure embedding M(w) ↪→ M(w) (from proposition 5) and lemma 9
imply that Mw is a direct summand of M(w).
Now, suppose that w is expanding half-periodic- write it as u−1s D
∞, for some band
D. By lemma 16, the pure-injective hull of M(w) is:
M(w)
(f,χhD)−→ M ⊕
∏
P∈P
FD(H(S(P )))
-for some indecomposable M and map f .
Lemma 156 implies that (f(zs), hDχ(zs)) is fundamental, with right-word ws and
left-word us. Since hDχ(zs) has left-word (D
−1)∞ > us, it follows that f(zs) must be
fundamental, with right-word ws and left-word us.
To prove the uniqueness, take any module N and n0 ∈ N satisfying the required
conditions. Then, by lemma 161 there exists a pure-embedding of the form:
M(w)
(g,χhD)−→ N ⊕
∏
P∈P
FD(H(S(P )))
-where g is a map taking z0 to n0. By lemma 9, H(M(w)) (and, in particular, M) is
a direct summand of N ⊕∏P∈P FD(H(S(P ))). It follows that M is a direct summand
of N - and hence that M ∼= N .
Similar arguments give the remaining cases.
Recall that if w is an N-word, then by theorem 40, Mu ∼= Mw if and only if w = u.
It would make sense to assume that, for a Z-word, w, Mw ∼= Mu if and only if u = w
or u = w−1.
However, we cannot prove that such a condition holds. We can provide some
conditions on w and u which imply that Mu  Mw. We also have no examples of
“different” words w and u such that Mw ∼= Mu.
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7.3 Words with similar sets of finite subwords
Let w = . . . l−2l−1l0l1l2 . . . and w′ = . . . l′−2l
′
−1l
′
0l
′
1l
′
2 . . . be any Z-words. We write
w 4 w′ if every finite subword of w is a subword of w′ or (w′)−1- i.e. for all finite
subwords lk+1 . . . lk+n of w, there exists a finite subword l
′
m+1 . . . l
′
m+k of w
′ such that
either lk+1 . . . lk+n = l
′
m+1 . . . l
′
m+k or lk+1 . . . lk+n = (l
′
m+1 . . . l
′
m+k)
−1.
We prove in this section, that for any pair of aperiodic Z-words, w and w′,
Supp(M(w′) ⊆ Supp(M(w)) if and only if w′ 4 w.
We write w ∼ w′ whenever both w 4 w′ and w′ 4 w. We prove, in proposition 18,
that there do in fact exist Z-words, w and w′, such that w 6= w′, w−1 6= w′ and w ∼ w′-
and hence that M(w) M(w′) and Supp(M(w)) = Supp(M(w′)).
7.3.1 Supp(M(w′)) ⊆ Supp(M(w)) implies w′ 4 w
Lemma 166. Let w = . . . l−1l0l1l2 . . . and w′ = . . . l′−1l
′
0l
′
1l
′
2 . . . be any Z-words, such
that Supp(M(w′)) ⊆ Supp(M(w)).
Then w′ 4 w.
Proof. Assume that Supp(M(w′)) ⊆ Supp(M(w)). Let {zi : i ∈ Z} and {yi : i ∈ Z}
denote the standard bases of M(w) and M(w′) respectively.
Suppose, for a contradiction, that w′ has a finite subword which is not equal to
any subwords of w or w−1. Since it can be chosen to be arbitrarily long, we may
assume that it is of the form l′m . . . l
′
k, where m < 0 < k, and ym and yk are troughs.
Let C = (l′m+1 . . . l
′
−1l
′
0)
−1, and D = l′1 . . . l
′
k. Also, let E = (l
′
m+2 . . . l
′
−1l
′
0)
−1, and
F = l′1 . . . l
′
k−1. Let φ(v) be (C
−1.D)(v), and ψ(v) be ((C−1.F ) + (E−1.D))(v). We
shall prove that φ/ψ is open on M(w′), but closed on M(w).
We may assume, without loss of generality, that w0 ∈ H1(a) and u0 ∈ H−1(a). Of
course, yj ∈ (C−1.D)(M(w′)), but since yj is fundamental with right-word wj < F
and left-word uj < E, it follows that yj /∈ ((C−1.F ) + (E−1.D))(M(w′)). So the
pp-pair is indeed open on M(w′).
Now, take any x ∈ (C−1.D)M(w). Write x in the form ∑i∈I0 λizi, where λi 6= 0
for all i ∈ I0. By corollary 26, zi ∈ (C−1.D)(M(w)) for all i ∈ I0.
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Given any i ∈ I0, either D is not an initial subword of wˆi, or C is not an initial
subword of uˆi (otherwise w will have a subword equal to C
−1D). We can therefore
partition I0 into sets I1 and I2 such that:
• for every i ∈ I1, D is not an initial subword of wˆi
• For every i ∈ I2, C−1 is not an initial subword of uˆi.
For all i ∈ I1, lemma 85 implies that F ≤ wˆi, and thus, by lemma 105:
M(w) |= (C−1.F )(
∑
i∈I1
λizi)
Similarly, M(w) |= (E−1.D)(∑i∈I2 λizi), and so:
M(w) |= ((C−1.E) + (F−1.D))(x)
-so the pp-pair is indeed closed on M(w)- giving our required contradiction.
Corollary 46. Suppose that w and w′ are Z-words such that w  w′. Then Mw 
Mw′.
Proof. Since w  w′, there exists (without loss of generality) a finite subword l′m . . . l′k
of w′ which is not a finite subword of w.
Let φ/ψ be the pp-pair as constructed in the proof of lemma 166. It is closed
on M(w), and hence on H(M(w)) (by theorem). It is therefore closed on the direct
summand Mw of H(M(w)).
Now, Mw′ contains a fundamental element x, with left word u
′
0 and right-word w
′
0
in Mu. Then x ∈ φ(M(w′))\ψ(M(w′)) (by considering the definition of fundamental
in terms of pp-formulas).
Since φ/ψ is open on Mw′ and closed on Mw, we therefore have Mw Mw′ .
Corollary 47. Let w and u be any two almost periodic Z-words such that w 6= u and
w 6= u−1. Then Mu Mw.
Proof. One can easily check that w  u for any such w and u. The result follows,
from corollary 46
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7.3.2 w′ 4 w implies Supp(M(w′)) ⊆ Supp(M(w))
Lemma 167. Suppose that w and w′ are aperiodic Z-words such that w′ 4 w.
Then Supp(M(w′)) ⊆ Supp(M(w)).
Proof. Suppose that φ/ψ is a pp-pair which is closed on M(w). In order to prove it
is closed on M(w′), take any x ∈ φ(M(w′)). Let mφ and mψ be the number of atomic
formulas in φ and ψ respectively- and let m = max(mφ,mψ).
Take any pre-subword l′c+1 . . . l
′
c+d of w
′ such that x ∈M(l′c+1 . . . l′c+d).
Let i, j ∈ N be such that l′c−i+1l′c−i+2 . . . l′c+d+j is the subword (m)l′c+1 . . . l′(m)c+d of w′.
By corollary 21:
M((m)(l′c+1 . . . l
′
c+d)
(m)) |= φ(x)
Since w′ 4 w, there exists b ∈ Z such that (without loss of generality):
lb−ilb−i+1lb−i+2 . . . lb+d+jlb+d+j+1 = lc−il′c−i+1l
′
c−i+2 . . . l
′
c+d+jlc+d+j+1
In particular, lb+1 . . . lb+d is a pre-subword of w, and lb+1 . . . lb+d = l
′
c+1 . . . l
′
c+d so we
may consider x as an element of M(lb+1 . . . lb+d). Furthermore, by lemma 99:
(m)(lb+1 . . . lb+d)
(m) =(m) (l′c+1 . . . l
′
c+d)
(m)
We may consider x as an element of M(w)- by considering the canonical embedding:
M((m)(lb+1 . . . lb+d)
(m)) ↪→M(w)
Since x ∈ φ(M((m)(lb+1 . . . lb+d)(m))), we therefore have that:
x ∈ φ(M(w)) = ψ(M(w))
Thus, by corollary 21, x ∈ ψ(M((m)(lb+1 . . . lb+d)(m))), and so:
M((m)l′c+1 . . . l
′(m)
c+d ) |= ψ(x)
Thus M(w′) |= ψ(x), as required.
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7.3.3 Words with the same set of finite subwords
First of all, we need to make a clear distinction between unlabeled words and labeled
words: We may consider a labeled Z-word to be a map σ : Z→ Q1 ∪Q−11 , such that
the string of letters . . . σ(−1)σ(0)σ(1)σ(2)σ(3) . . . is a Z-word.
Given any two labeled words σ and τ , we write σ = τ if and only if σ(i) = τ(i)
for all i ∈ Z.
We define ≈ to be the equivalence relation on labeled Z-words, such that σ ≈ τ
if and only if there exists k ∈ Z and c ∈ {−1,+1} such that σ(i) = τ(is + k) for all
i ∈ Z.
We refer to any equivalence class in the set of labeled words modulo ≈ as an un-
labeled word. Notice that every equivalence class contains countably many unlabeled
words.
Proposition 17. Let w and u be any labeled Z-words. Then M(w) ∼= M(w′) if and
only if w ≈ w′.
Proof. We have proved, in (5.2.2), that w ≈ w′ implies M(w) ∼= M(w′). To show the
converse, take any labeled Z-words, w′ = . . . l−1; l′0l′1l′2 . . . and w = . . . l−1l0l1l2 . . . ,
such that M(w) ∼= M(w′). Let f : M(w′)→M(w) be an isomorphism.
Let {zi : i ∈ Z} and {z′i : i ∈ Z} be the standard bases of M(w) and M(w′)
respectively. Write f(z′0) as
∑
i∈I λizi- where λi 6= 0 for all i ∈ I.
We claim that there is at least one i ∈ I such that wˆi = wˆ′0 and and uˆi = uˆ′0.
If not, then we can partition I into I1 ∪ I2, where wˆi 6= wˆ′0 for all i ∈ I1, and
uˆi = uˆ
′
0 for all i ∈ I2. It follows that wˆi > wˆ′0 for all i ∈ I1 (the proof is similar to
that of lemma 110)). Thus, by lemma 155, the right-word of
∑
i∈I1 λizi in M(w) is
min{wˆi : i ∈ I1}, which is greater than wˆ′0. Similarly, the left-word of
∑
i∈I2 λizi in
M(w′) is greater than uˆ0, and so f is not a pure embedding (by lemma 156)- which
contradicts the fact that every isomorphism is a pure embedding.
Consequently, there does exists i ∈ Z such that wˆi = wˆ′0 and uˆi = uˆ′0. It follows
that w ≈ w′.
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Proposition 18. There exist Z-words, w and w′, such that M(w)  M(w′), and
Supp(M(w)) = Supp(M(w′)).
Proof. We shall take A to be the Gelfand-Ponomarev algebra, G3,3. Note that there
are only four different bands over G3,3 (up to cyclic permutation and taking inverses)-
we may consider these bands to be C = αβ−1, D = ααβ−1, E = αβ−1β−1 and
F = ααβ−1β−1. Notice that, given any n ≥ 2, there is a finite combination of
C,D,E and F , of length exactly n.
Note that any combination of C,D,E and f is a word, and that for every Z-word,
w, either w or w−1 can be written as a combination of these four bands.
Consider the set of all binary sequences {(ai)i∈N : ai ∈ {0, 1} for all i ∈ N}. We
shall construct an injective map from this set to the set of all labeled Z-words.
Consider the set of all finite combinations of C,D,E and F . It is clearly countable,
and so we label these words as W1,W2,W3, . . . . Note that, given any finite word B,
there exists i ∈ N such that either B or B−1 is a subword Wi.
Now, given any sequence (ai)i∈N, we define a labeled word σ, as follows:
• Pick any aperiodic N-word, u0, with first letter β, and define σ(i) for all i ≤ 0
to be such that u0 = σ(0)
−1σ(1)−1σ(2)−1 . . . .
• For all n ≥ 1, define σ(3n − 2), σ(3n − 1) and σ(3n) to be such that σ(3n −
2)σ(3n − 1)σ(3n) = D if an = 0, and σ(3n − 2)σ(3n − 1)σ(3n) = E if an = 1.
• Place the finite subwords W1,W2,W3, . . . , one by one, into any available “gaps”:
i.e. given the word Wi, let ni be the length of Wi, and pick any k ∈ N large
enough such that ni ≤ 3k − 5. Then set σ(3k + 1), . . . , σ(3k + ni) to be such
that σ(3k + 1) . . . σ(3k + ni) = Wi.
• Fill in the remaining gaps in the labeled word, using any combinations of
C,D,E and F - note that we can do this, since every remaining gap is of length
greater than or equal to 2.
Notice that, given any two distinct binary sequences (ai)i and (bi)i, there exists some
j such that aj 6= bj, and so the labeled words σ and τ obtained from these sequences
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will have to be different- since σ(3j − 1) and τ(3j − 1) must necessarily be different.
So we have our injective map from the set of all binary sequences to the set of all
labeled words.
Also, given any two of these words, w and u, every possible finite word is a subword
of both w and u- and so w ∼ u.
Finally, this map gives us uncountably many different labeled Z-words, each of
which contains every single finite word as a subword. Given any one of these words,
w, there are only countably many other finite words u such that w ≈ u, and so there
must be at least one word u in the set such that u and w do not lie in the same
≈-equivalence class. Thus, by proposition 17, M(w) M(u)- as required.
7.4 Algebras with a pp-lattice of defined width
7.4.1 The link between fundamental elements and the width
of the pp-lattice
The following result has been conjectured (for example, in [19, (1.5)]):
Conjecture 1. If A is a domestic string algebra, then w(App) <∞- and hence there
are no superdecomposable pure-injective A-modules.
This is certainly not the case for non-domestic string algebras:
Theorem 52. Let A be a non-domestic string algebra. Then w(App) =∞.
Proof. See [20, (4.1)]
Indeed, in [21] Puninski has even shown how to construct a superdecomposable
pure-injective over a particular non-domestic string algebra.
Domestic string algebras can have arbitarily large (but finite) m-dimension: i.e.
given any n ∈ N, [7] shows that the CB-rank of the Ziegler Spectrum of the domestic
string algebra Λn is n+ 1- and hence so is the m-dimension of Λnpp.
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In this section, we shall prove that, given any string algebra A such that the width
of the lattice App is defined (and hence that A is domestic), every pure-injective A-
module contains a fundamental element.
Lemma 168. Let A be any string algebra. Suppose a two-directed pure-injective
module M ∈ A-Mod contains no fundamental elements. Given any m ∈ M , let
w0 = l1l2l3 . . . and u0 = l
−1
0 l
−1
−1l
−1
−2 . . . be the right-word and left-word of m in M .
Then, given any w′′ > w0, there exists x ∈ M with right-word w′ such that
w0 < w
′ < w′′, and m− x has left-word greater than u0.
Proof. Let X be the set of all finite words C ∈ H−1(a) such that m ∈ ((.C)+(.D))(M)
for some finite word D > w0. Since m is not fundamental in M , X 6= ∅, and hence
has a supremum.
We claim that sup(X ) is an N-word: If it were a finite word, say C ′, then by
lemma 87, C ′ ∈ X , so we could pick x ∈ (.C ′)(M) such that m − x ∈ (.D)(M) for
some D > w0. Since M is two-directed, the left-word of x in M is an N-word- say, u′′-
and C ′ < u′′, since x ∈ (.C ′)(M). Pick any finite word C ′′ such that C ′ < C ′′ < u′′.
Then x ∈ (.C ′′)(M), and so:
m = x+ (m− x) ∈ ((.C ′′) + (.D))(M)
And so C ′′ ∈ X - contradicting the fact that C ′′ > C ′ = sup(X ).
Let u′ = sup(X ). As it is an N-word, we can pick initial pre-subwords C1, C2, . . .
of u′, such that the length of Cn+1 is greater than than the length of Cn for all n. Of
course, C1 < C2 < C3 < . . . , and lim−→Cn = u
′.
For each n ∈ N+, the set {D > w : ((.Cn) + (.D))(M) 6= {0}} is non-empty,
since Cn ∈ X . Let w(n) denote the supremum of it. Of course, w(n) > w0, and
w(n) ≥ w(n+ 1) for all n ∈ N+.
We claim that lim−→w(n) = w0: Suppose not, for a contradiction. Pick any D ∈ W
such that w0 < D < lim−→w(n), and consider the conjunction of pp-formulas:∧
n∈N+
((.Cn)(v) ∧ (.D)(m− v))
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It is finitely satisfiable: Given any finite subset I ⊆ N+, let n = max(I). Then
D < w(n), and so M |= ((.Cn) + (.D))(m), as required.
Since w is algebraically compact, the system is satisfiable: i.e. there exists x ∈M
such that x ∈ (.Cn)(M) for all n, and m− x ∈ (.D)(M). Then the left-word of x is
at least sup(X ), and the right-word of m − x is greater than D- and hence greater
than w0. Thus, by lemma 155, the right-word of x is w0.
Since x is not fundamental, there exists y ∈ M with left-word greater than the
left-word of x (and hence greater than u′), such that the right-word of x−y is greater
than w0.
Of course, m = y+ (m− x) + (x− y). However, (m− x) + (x− y) has right-word
greater than w0 (because both m − x and x − y do)- so we can pick C > w′ such
that (m − x) + (x − y) ∈ (.C)(M). Furthermore, the left word of y is greater than
u′ = supX - so we can pick C > u′ such that y ∈ (.C)(M). Thus:
m ∈ ((.C) + (.D))(M)
-so D ∈ X - giving our required contradiction.
Now, given any w′′ > w, we can pick n such that w′′ > w(n) (since lim−→w(n) = w).
Since Cn ∈ X , there exists D > w such that m ∈ ((.Cn) + (.D))(M). Pick any
x ∈ (.Cn)(M) such that m− x ∈ (.D)(M).
Then m−x must have right-word less than or equal to w(n), and hence less than
w′′, as required.
Proposition 19. Let A be any string algebra. If there exists an A-module M with
no fundamental elements, then the lattice App(M) contains a wide subposet.
Proof. Pick any a ∈ Q0, such that ea(M) 6= 0. Given any x ∈ ea(M), we will denote
by wx the right-word of x in M , and by ux the left-word of x in M .
First of all, we claim that, given any m ∈ M , and any N-words, u′ > um and
w′ > wm, we can x, y ∈ M , and finite words Cy, Cx, Dy, Dx such that wm < Dx <
wx < Dy < wy < w
′ and um < Cy < uy < Cx < ux < u′.
Indeed, by lemma 168, we can pick x′ ∈M such that wx′ = wm and w′ < ux′ < u′.
Similarly, we can pick y′ ∈M such that uy′ = um and w < wy′ < u′. Now, by applying
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lemma 168 to y′, we can pick x ∈M such that ux = ux′ and w′x < wx < wy′ . Similarly,
we can pick y ∈M such that wy = wy′ and uy′ < uy < ux′ . Then:
wm = w
′
x < wx < w
′
y = wy
um = uy′ < uy < ux′ = ux
Picking any finite words Cx, Cy, Dx, Dy such that wm < Dx < wx < Dy < wy and
um < Cy < uy < Cx < ux completes the proof of the claim.
Define a pre-order on the set eaM ×H1(a)×H−1(a) by:
(x,C,D) ≤ (y, E.F )⇐⇒ wx ≤ wy, ux ≤ uy, C ≤ E and D ≤ F
Now, we recursively define a series of subsets B0, B1, B2, . . . of M ×H−1(a)×H1(a),
such that, for all n ∈ N:
• Dx < wx and Cx < ux, for all (x,Cx, Dx) ∈ Bn
• wx 6= wy and ux 6= uy for all elements (x,Cx, Dx) and (y, Cy, Dy) of of Bn.
• Given any (x,Cx, Dx) in Bn, there is no element (y, Cy, Dy) of Bn (other than
(x,Cx, Dx)) such that Dx ≤ wy ≤ wx or Cx ≤ uy ≤ ux.
• Bn contains at least one comparable pair: i.e. there exists (x,Cx, Dx) and
(y, Cy, Dy) in Bn such that (x,Cx, Dx) < (y, Cy, Dy).
• Bn−1 ⊂ Bn.
• Given any elements (x,Cx, Dx) and (y, Cy, Dy) of Bn−1, such that (x,Cx, Dx) <
(y, Cy, Dy), there exist elements (z, Cz, Dz) and (z
′, Cz′ , Dz′) of Bn such that
wx < wz < wz′ < wy and ux < uz′ < uz < uy.
Notice that given any such sets B0, B1, B2, . . . , the set
⋃
n∈NBn is partially ordered
by ≤, and that the last condition implies that every non-trivial interval contains two
incomparable elements.
To define B0, take any m ∈ ea(M). By the above claim, there exists m′ ∈ ea(M)
such that wm′ > wm and um′ > um. Pick any finite words Dm, Dm′ , Cm, C
′
m such
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that Dm < wm < Dm′ < wm′ and Cm < um < Cm′ < um′ . Then define B0 :=
{(m,Cm, Dm), (m′, Cm′ , Dm′)}. It clearly satisfies the first four conditions (and the
last two are vacuous).
Now, given any n ∈ N, such that Bn is defined, let {(mi, Cmi , Dmi) : 1 ≤ i ≤ k}
be the set of elements of Bn. By applying the claim, there exists x1, y1 ∈ M , and
Cx1 , Cy1 , Dx1 , Dy1 such that:
wm1 < Dx1 < wx1 < Dy1 < wy1 < min{Dmj : Dmj > wm1}
um1 < Cy1 < uy1 < Cx1 < ux1 < min{Cmj : Cmj > um1}
Again, by the claim, there exists x2, y2 ∈M , and Cx2 , Cy2 , Dx2 , Dy2 such that:
wm2 < Dx2 < wx2 < Dy2 < wy2 < min{Dmj : Dmj > wm2}
-and such that wy2 < Dx1 if Dx1 > wm2 , and wy2 < Dy1 if Dy1 > wm2 , and also such
that:
um2 < Cy2 < uy2 < Cx2 < ux2 < min{Cmj : Cmj > um2}
-and such that ux2 < Cx1 if Cx1 > um2 , and ux2 < Cy1 if Cy1 > um2 .
Repeating this argument will give a pair xi, yi ∈M for every mi. Let Bn+1 be the
set of all mi, xi, and yi, for all i ≤ k. It clearly satisfies the required conditions- in
particular, given any j, k ≤ k such that wmi < wmj and umi < umj , the elements xi
and xj satisfy the last condition required of Bn+1.
Having defined the sets Bn for every n ∈ N, it follows from the conditions that
the set:
{(C−1x .Dx)(v) : (x,Cx, Dx) ∈
⋃
Bn}
-is a wide subposet of ppA.
Note that it is possible to have a pure-injective indecomposable module M ∈ A-
Mod such that ppA(M) contains a wide poset: for example, if we take A to be
G3,3, and w to be a Z-word such that every finite word w is a subword of it. Then
Mw is indecomposable and pure-injective. One can construct a wide sub-poset of
App containing only pp-formulas of the form (C
−1.D)(v), with D ∈ H1(a) and C ∈
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H−1(a). Eveluating each element of this poset on Mw will give a wide sub-poset of
pp(Mw).
7.4.2 Domestic string algebras with w(pp) <∞
Theorem 53. Let A be any string algebra, such that w(App) < ∞. Then every
pure-injective indecomposable A-module must be exactly one of the following:
1. A finite dimensional string module
2. A finite dimensional band module
3. A module from Ringel’s list
4. A Pru¨fer module, adic module, or generic module associated with a homogeneous
tube of ΓA corresponding to a band module.
5. Some other infinite dimensional module M containing a fundamental element
m0, with right-word D
∞, and left-word (D−1)∞, for some band, D.
Proof. Take any indecomposable pure-injective M ∈ A-Mod. If M is finite dimen-
sional, then the result follows from theorem 36 and theorem 35.
If M is infinite dimensional and one-directed, then the result follows from theo-
rem 40, and the fact that every module on Ringel’s list is pure-injective and inde-
composable.
Finally, if M is two-directed, then by proposition 19 M contains a fundamental
element m0. Let w0 and u0 denote the right-word and left-word (respectively) of m0
in M . If u−10 w0 is not periodic, then it must be almost-periodic. There exists a string
module on Ringel’s list with underlying word u−10 w0. Thus, by theorem 51, M is
isomorphic to this module.
If u−10 w0 is a periodic Z-word, then there’s nothing to prove.
Of course, this result would extend to all domestic string algebras if conjecture 1
is true. We leave open precisely what modules on the fifth item on the list contains.
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We suspect that it may only contain a few anomalies, or possibly even be empty.
Although we have no proof for such a statement.
It’s worth pointing out exactly which modules on Ringel’s list are isomorphic:
Proposition 20. Let M and N be any modules on Ringel’s list. Then M ∼= N if
and only if one of the following holds:
1. There exists an N-word, w, such that M = N = M(w).
2. There exist contracting almost periodic Z-words, w and u, such that M = M(w),
N = M(u), and either w = u or w = u−1.
3. There exist expanding almost periodic Z-words, w and u, such that M = M(w),
N = M(u), and either w = u or w = u−1.
4. There exist mixed almost periodic Z-words, w and u, such that M = M+(w),
N = M+(u), and either w = u or w = u−1.
Proof. The N-word case follows straight from theorem 40. The Z-word cases follow
from corollary 47.
7.5 The equivalence of M(w) and M(w)
We shall prove, in this section, that Supp(M(w)) = Supp(M(w)) for any aperiodic
Z-word or N-word, w. One direction is fairly straightforward:
Lemma 169. Supp(M(w)) ⊆ Supp(M(w)) for any aperiodic N-word or Z-word, w.
Proof. Take any pp-pair φ/ψ which is closed on M(w). Given any x ∈ φ(M(w)),
take a pre-subword E of w such that x ∈ M(E). Let m = max(mφ,mψ)- where mφ
and mψ are the number of equations in φ and ψ respectively.
Of course, x ∈ φ(M(w)), and so x ∈ ψ(M(w)). Thus x ∈ ψ(M((m)E(m)) by
corollary 21, and so m ∈ ψ(M(w)) as required.
In order to prove the converse we take any pp-pair φ/ψ which is closed on M(w).
Given any x ∈ φ(M(w)), we show how x can be split up into an infinite sum ∑i∈I xi
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(where I is the index set of w), such that each xi lies in φ(M(w)). Our assumption
therefore gives that each xi lies in ψ(M(w)), and we show that this implies that∑
i∈I ∈ ψ(M(w)).
Lemma 170. Let w be any aperiodic N-word or Z-word, and φ(v) be any pp-formula.
Let m be the number of equations in φ(v). Then given any x ∈ φ(M(w)) and trough
zc in w, there exists
y ∈ φ(M(wc))
-such that:
x− y ∈ φ(M((u−1c )(m)))
Proof. The proof uses similar arguments to that of lemma 98. Write the pp-formula
φ(v) as ψ(v, v1, . . . , vn)- where ψ(v, v1, . . . , vn) is the formula:
m∧
j=1
(
n∑
i=1
rijvi = rjv)
Let x1, . . . , xn be any witnesses of the statement M(w) |= φ(x).
Let T0, T1, . . . , Tm be the pairwise comparable troughs, as in the definition of
(u−1c )
(m). For each s ≤ m, there exists x≤Tsi ∈M(u−1Ts ) and x>Tsi ∈M(wTs) such that
x = x≤Tsi + x
>Ts
i .
Also, for all i ≤ n, there exists x≤Tsi ∈ M(u−1Ts ) and x>Tsi ∈ M(wTs) such that
xi = x
≤Ts
i + x
>Ts
i . For all j ≤ m we have:
n∑
i=1
rijxi = rjx
And so:
n∑
i=1
rijx
>Ts
i − rjx>Tsi = rjx≤Tsi −
n∑
i=1
rijx
≤Ts
i
Since the left hand side lies in M(wTs), and the right hand side in M(u
−1
Ts
), both sides
must lie in KTs- i.e. they both equal ρjsTs- for some ρjs ∈ K
Having done this for every j ∈ {1, . . .m}, there exists {µs ∈ K : s ∈ S} (not all
zero) such that
∑m
s=0 µsρjs = 0 for every j ∈ {1, . . . ,m}.
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Let Tk be minimal (with respect to the ordering on troughs) such that µk 6= 0. By
lemma 97, there must exist maps fk ∈ Hom(M(w>Ts),M(wTk)), for every s ∈ S\{k},
taking Ts to Tk - and each one must have image contained in M(z
(m)
c ).
We may assume that µk = 1. Now define:
y := x>Tk +
∑
s6=k
µsfs(x
>Ts
i )
yi := x
>Tk
i +
∑
s 6=k
µsfs(x
>Ts
i )
Notice that y ∈M(wc) and that:
x− y = x≤Tk −
∑
s 6=k
µsfs(x
>Ts
i ) ∈M((u−1c )(m))
(since Im(fs) ∈M((u−1c )(m)) for all s 6= k, by lemma 97).
Similarly, for every i ≤ n, yi ∈ M(wc) and xi − yi ∈ M((u−1c )(m)). Finally, for
every j ≤ m:
n∑
i=1
rijyi − rjy
= (
n∑
i=1
rijx
>Tk
i )− rjx>Tk +
∑
s 6=k
(
n∑
i=1
rijµsfs(x
>Ts
i )− rjµsfs(x>Tsi )
)
= ρjkTk +
∑
s 6=k
µsfs
(
(
n∑
i=1
rijx
>Ts
i )− rjx>Tsi
)
= ρjkTk +
∑
s 6=k
µsfs(ρjsTs)
= (
∑
s∈S
µsρjs)Ts
= 0
So M(w) |= ψ(y, y1, y2, . . . , yn) and M(w) |= ψ(x−y, x1−y1, . . . , xn−yn). And thus:
y ∈ φ(M(wc))
x− y ∈ φ(M((u−1c )(m)))
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For the rest of this section we let {ti : i ∈ I} be the subset of I (the index set of
w) such that {zti : i ∈ I} is the set of all troughs in w, and ti < ti+1 for all i ∈ I
Corollary 48. Let w be any aperiodic N-word or Z-word, and φ(v) be any pp-formula.
Let m be the number of equations in φ(v).
Given any x ∈ φ(M(w)), and any m ∈ N, we can find a set {xi : i ∈ I} (I being
the index set of w) such that:
• xi ∈ φ
(
M(wti) ∩M((u−1ti+1)(m))
)
for every i ∈ Z
• x = ∑i∈Z xi
Proof. It’s just a case of repeatedly applying lemma 170: For example, if w is an
N-word, then applying the lemma, with c = t0 gives that x = x0 + y0, for some
x ∈ φ(M((u−1t0 )(m))) and y0 ∈ φ(M(wt0)).
Then applying lemma 170 to y0, with c = t1, gives that y0 = x1 + y1, for some
x1 ∈ φ(M((u−1t1 )(m)))) and y1 ∈ φ(M(wt1)).
Note that, since y0 ∈ φ(M(wt0)) and y1 ∈ φ(M(wt1)) ⊆ φ(M(wt0)), x1 = y0 − y1
must also lie in φ(M(wt0)).
Continuing up the word will give the required result.
Note that wti is an N-word, and that (u−1ti+1)
(m) is the inverse of an N-word (or a
finite word, if w is an N-word), so the “overlap” of them (as subwords of w) is a finite
subword of w: namely, the subword (0)(lti+1 . . . lti+1)
(m).
Thus M(wti) ∩ M((u−1ti+1)(m)) is a finite dimensional submodule of M(w), and
indeed it is equal to M((0)(lti+1 . . . lti+1)
(m)).
Lemma 171. Let φ(v) be any pp-formula with at most m equations.
Suppose we have a set {xk ∈ M((m)(ltk+1 . . . ltk+1)(m)) : k ∈ I} such that M(w) |=
φ(xk)
Then M(w) |= φ(∑k∈I xk).
Proof. Write φ(v) as ∃v1 . . . ∃vnψ(v, v1, . . . , vn), where ψ is:
m∧
j=1
(
n∑
i=1
rijvi = rjv)
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Applying corollary 21 to the subword (m)(ltk+1 . . . ltk+1)
(m) of w gives that:
M((m)((m)(ltk+1 . . . ltk+1)
(m))(m)) |= ψ(xk)
Let yk,1, . . . yk,n be any witnesses to that statement.
Given any d ∈ I it follows from lemma 25 that there are only finitely many k ∈ I
such that zd ∈ M((m)((m)(ltk+1 . . . ltk+1)(m))(m)). It follows that, for every i ≤ n,∑
k∈I yk,i is a well defined element of M(w).
Furthermore, for every j ∈ {1, . . . ,m}:
n∑
i=1
rij
∑
k∈Z
yk,i =
∑
k∈Z
n∑
i=1
rijyk,i
= rj
∑
k∈Z
xk
So M(w) |= ψ(∑k xk,∑k yk,1,∑k yk,2, . . . ,∑k yk,n, and so M(w) |= φ(∑k xk), as
required.
Proposition 21. Supp(M(w)) = Supp(M(w)) for every infinite aperiodic word, w.
Proof. Lemma 169 gives one direction. To show the converse, take any pp-pair φ/ψ
which is closed on M(w). Pick m > 0 such that φ and ψ have at most m equations.
Take any x ∈ φ(M(w)). We must show that x ∈ ψ(M(w)).
By corollary 48 we can find a set of elements {xk ∈ φ(M((0)(lti+1 . . . lti+1)(m))) :
i ∈ Z} such that x = ∑k∈Z xk.
Of course, we may consider each xk as an element of M(w). Then, for every k,
xk ∈ φ(M(w)) = ψ(M(w)). Since xk ∈M((0)(lti+1 . . . lti+1)(m)), corollary 21 gives:
M((m)((0)(lti+1 . . . lti+1)
(m))(m)) |= ψ(xk)
Thus, by lemma 171
∑
k xk ∈ ψ(M(w)), as required.
Corollary 49. Supp(M(w)) ⊆ Supp(M(w′)) for all aperiodic Z-words w and w′ such
that w 4 w′ then
Proof. This follows directly from lemma 167 and proposition 21
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7.6 Direct summands: an example
We have shown that if w 4 w′ then Supp(M(w)) ⊆ Supp(M(w′)). We will show how,
in some circumstances, we have that M(w) is in fact a direct summand of M(w′).
We will take A to be any Gelfand-Ponomarev algebra Gm,n (see section 5.1 for a
definition). Notice that every word is made up of either the two letters α and β−1,
or the two letters α−1 and β. We may take H1(a) (respectively H−1(a)) to be the set
of all words which start with either α or β−1 (respectively, α−1 or β).
Notice that, given any word D, there exists an almost periodic N-word, w, such
that Dw ≥ Du for all N-words, w. For example, if D = 1a,1 (the word of zero length),
then w = (αnβ−1)∞.
Take any aperiodic Z-word, w, such that M(w) is indecomposable- we know that
such words do exist, by section 6.9. We assume that w0 ∈ H1(a). Pick any series
D1, D2, D3, . . . of initial post-subwords of w0 of increasing length. Of course, Dk is
an initial post-subword of Dk+1 for all k ∈ N+, and lim−→Dk = w0.
Similarly, pick any series C1, C2, C3, . . . of initial post-subwords of u0 of increasing
length. Then Ck is an initial post-subword of Ck + 1 for all k ∈ N+, and lim−→Ck = u0.
Now, for each k, we can find finite words Ek and Fk such that:
• DkFk is not an initial subword of w0
• DkFk > w0
• The last letter of Fk is inverse (and hence must be β−1).
• CkEk is not an initial subword of u0
• CkEk > u0
• The last letter of Ek is inverse (and hence must be α−1).
To see this, notice that Dk(α
n−1β−1)∞ is a word, and Dk(αn−1β−1)∞ ≥ w0. Since w0
is aperiodic, then we pick any N sufficiently large such that Dk(α
n−1β−1)N is not an
initial subword of w0, and this finite word satisfies the required conditions.
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Now, define w′ to be the N-word:
E−11 C
−1
1 D1D1E
−1
2 C
−1
2 D2F2E
−1
3 C
−1
3 D3F3 . . .
For each k ≥ 1, there is a simple string map f ′k : M(w) → M(w′) which takes z0
to the standard basis element of M(w′) with left-word CkEkF−1k D
−1
k−1 . . . and right-
word DkFkE
−1
k+1C
−1
k+1 . . . . Furthermore, the image of fk is contained in the submodule
M(E−1k C
−1
k DkFk) of M(w
′).
For each k, let fk be the composition of f
′
k and the canonical embedding M(w
′) ↪→
M(w′). Let f : M(w)→M(w′) be ∑k≥1 fk. It is a well defined map. We claim that
it is a pure-embedding.
To see this, take any x ∈ M(w), and any φ ∈ ppM(w′)(f(x)). Let N be the
number of equations in φ. Pick a pre-subword E of w such that x ∈ M(E). Let
piM(w)M((N+)E(N+)) denote the canonical projection.
Since w is aperiodic, we can pick k sufficiently large such that (N+)E(N+) is a
proper subword of C−1k Dk. Then
(N+)E(N+) is a post-subword of C−1k Dk, and hence
of w′, and so there exists a canonical projection h from M(w′) onto M((N+)E(N+))
taking f(z0) to pi(z0). Furthermore, hf = pi.
Since f(x) ∈ φ(M(w′)), it follows that pi(x) = hf(x) ∈ φ(M((N+)E(N+))), and so
x ∈ φ(M(w)), by corollary 23.
Since f is pure, lemma 9 implies the pure injective hull of M(w) (which is M(w),
since it is indecomposable) is a direct summand of M(w′).
Chapter 8
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In this section, we re-iterate some of the main results that we obtained in chapters
3 to 7, as well as outlining ways in which these results could be extended.
In chapter 3, we showed that the m-dimension of pp(
⊕
M∈Tγ M) is 2, for every
positive rational γ. However, we did not deal with the case of γ = 0 and γ =∞. It
is suspected that similar results apply to these tubes.
In chapter 4 we proved that, for every r ∈ R+\Q, w(pp(M(r))) =∞ (where M(r)
is the direct sum of all indecomposable pure-injectives of slope r)- and hence that,
if the underlying field K is countable, then there exists a superdecomposable pure-
injective A-module M of slope r. We also showed that there are superdecomposable
pure-injective modules which do not have slope. It remains an open question, as
to whether or not every pure-injective superdecomposable over a string algebra can
be decomposed as a direct sum (or a direct product) of modules, all of which have
well-defined slope.
In chapter 5, we showed that for every aperiodic N-word, w, the unique pure-
injective indecomposable module Mw as defined in theorem 40 is the pure-injective
hull of M(w), and hence a direct summand of M(w). In chapter 6, we found necessary
and sufficient conditions on an infinite word, w, to determine whether or not M(w) ∼=
Mw and whether or not M(w) ∼= Mw. We show that there are cases where Mw 
M(w) and Mw M(w).
A possible extension of this work would be to try and determine what this unique
module is, for any such word, w. However, there are uncountably many different
N-words words over a non-domestic string algebra, and by their nature, they are
somewhat more difficult to describe then the almost periodic words, so it is hard to
see how someone would be able to determine exactly what these modules are.
In chapter 7, we attempted to extend theorem 40 to 2-sided modules. We showed
in theorem 51- that for every non-periodic Z-word, u−10 w0, there exists a unique (up
to isomorphism) 2-sided module Mw, containing a fundamental element m0 of right-
word w0 and left-word u0. Furthermore, we showed the links between this module and
the pure-injective hull of the direct sum string module M(w). However, we cannot
provide a proof that Mw Mu whenever w 6= u and w 6= u−1.
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In theorem 53 we classified “almost all” the indecomposable pure-injective mod-
ules over a certain class of string algebras (namely, the string algebras A such that
w(App) < ∞). Describing the modules on the fifth point of the list would give a
complete classification. Furthermore, if conjecture 1 is true, then we would have the
result for every domestic string algebra. This conjecture still remains open.
We also leave open the question of whether or not every indecomposable pure-
injective module contains a fundamental element- if such a result was true, then we
would have a near-complete classification of all the pure-injective indecomposable
modules over a string algebra (similar to theorem 53).
Finally, we showed in section 7.6 that there are examples of words w and u such
that M(w) is a direct summand of M(u), and we constructed a pure embedding from
M(w) to M(u) to prove this. We suspect that this construction can be extended
to more pairs of words. Of course, M(w) can only be a direct summand of M(u) if
Supp(M(w)) ⊆ Supp(M(u)), and hence if w 4 u. We leave it open as to whether
such a a construction can be be provided for any u and w such that w 4 u.
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