Reisner AT, Heldt T. A computational model of hemorrhage and dehydration suggests a pathophysiological mechanism: Starling-mediated protein trapping. Am J Physiol Heart Circ Physiol 304: H620 -H631, 2013. First published November 30, 2012; doi:10.1152/ajpheart.00621.2012.-We sought to understand the degree to which a single computational cardiovascular model could replicate the typical responses of healthy subjects through a breadth of blood loss patterns and whether such a model could illuminate the cause-effect relationships that underlie the observed responses. The model consisted of compartments for the upper body, lower body, viscera, and kidneys as well as a four-chambered heart and a pulmonary compartment. Transcapillary fluid flux was governed by Starling forces, whereas lymphatic flow was driven by hydrostatic tissue pressure and scaled by a lymphatic activation term. We adjusted parameters based on results from one protocol involving moderate continual blood loss in a canine model. Next, we simulated six additional protocols spanning euvolemic and dehydrated subjects and compared in silico behavior with in vivo hemodynamic responses and fluid shifts. The model was able to replicate group-averaged behavior (i.e., within 1 or 2 SEs) of the rate and quantity of vascular refill and the associated cardiac output during slow, moderate, and rapid ongoing blood losses, the restitution after the cessation of blood loss, and the absence of restitution in dehydrated subjects. The model suggested that the earlier phase of restitution, i.e., transcapillary fluid shifts, was antagonistic to the later phase of restitution, i.e., protein return via lymphatics. This phenomenon was termed "interstitial protein trapping." In conclusion, the model appears valid for a range of blood loss patterns and prehydration states. Further investigation into the in vivo relevance of interstitial protein trapping is justified. circulation; computer model; interstitial fluid; lymphatics; hemorrhage THE PHYSIOLOGY OF HEMORRHAGE is of major importance because exsanguination is the most common treatable cause of death after major trauma (27, 31), disproportionately afflicting young adults and adolescents. Yet the in vivo investigation of hemorrhage is costly, with practical considerations limiting the scope of any live subject protocol. In contrast, a computational model offers a means to obtain comprehensive data from an experimental protocol (18 -20, 35, 36). A computational model can also serve as an educational tool (16) and, in the future, might be useful as an analytic tool for patient assessment and clinical decision making (26). However, the generalizability of computational hemorrhage models has not been broadly examined, where some reports (18 -20, 35) Previously, our group (15, 17) has developed and validated a computational CV model that simulated the hemodynamic responses to orthostatic stress. To study the generalizability of this model, we simulated the hemodynamic response to hemorrhage and compared the predictions with results from a diversity of experimental protocols that spanned different blood loss patterns. We focused on the responses of healthy subjects, to be consistent with the typical population of in vivo animal protocols and with the younger adults who make up the plurality of trauma patients in clinical practice.
Previously, our group (15, 17) has developed and validated a computational CV model that simulated the hemodynamic responses to orthostatic stress. To study the generalizability of this model, we simulated the hemodynamic response to hemorrhage and compared the predictions with results from a diversity of experimental protocols that spanned different blood loss patterns. We focused on the responses of healthy subjects, to be consistent with the typical population of in vivo animal protocols and with the younger adults who make up the plurality of trauma patients in clinical practice.
Furthermore, the physiological literature suggests that hydration status can have an enormous effect on the response to blood loss. In one swine protocol, for example, dehydration notably diminished plasma refill and raised the rate of mortality from 0% to 66% (4) . The experimental literature suggests that two underlying mechanisms are relevant to dehydration: namely, transcapillary fluid shifts (12) and protein shifts (8, 23) . Through simulation, we studied both of these mechanisms and further compared the results against experimental protocols involving various prehydration states. Ultimately, we sought to understand the degree to which one CV model could replicate the typical responses of healthy subjects through a breadth of blood loss patterns and whether such a model could illuminate the cause-effect relationships that underlie the observed responses.
METHODS
We developed a closed-loop model of the mammalian CV system that could also represent the effects of fluid shifts during blood loss. The model was a lumped-parameter electric analog of the CV and interstitial fluid compartments. The resultant set of first-order differential equations was integrated using an adaptive step-size fourthorder Runge-Kutta routine.
Architecture. The topology of the CV model is shown in Fig. 1 and was largely taken from Ref. 15 . Briefly, in addition to the heart and pulmonary circulation, we modeled four peripheral tissue compartments: the upper body (which included the arms, head, and upper torso), the legs (which included the pelvis and lower torso), the viscera, and the kidneys, where each peripheral vascular bed received approximately the same fraction of cardiac output (CO). The pumping action of the heart was represented using a time-varying elastance model. Blood pressure homeostasis was maintained with set-point representations of the arterial and cardiopulmonary baroreflex systems. This implementation enabled accurate modeling of the hemo-dynamic response to upright tilt and lower body negative pressure in prior work (15, 17) .
As in Ref. 15 , the pressure-volume relationship for the veins in the legs and splanchnic compartments were represented as a nonlinear sigmoid function. Unlike in Ref. 15 , where venous resistances were constant, we implemented volume-dependent resistances, which simulate venous collapse in underfilled states. We adapted the heuristic method of Zamanian (38) , in which the vascular resistance becomes a strongly nonlinear function of vascular volume: the venous outflow resistances increase significantly as vascular volume drops below the compartment's zero pressure filling volume.
To allow for plasma volume restitution from the interstitium, we further adapted the model in Ref. 15 by splitting total blood volume into red blood cell (RBC) volume (RBCV) and plasma volume and by formulating differential equations for the dynamic evolution of both components. Similarly, we introduced into the model osmotically active colloids that give rise to the osmotic pressures in the vasculature and interstitium (see the APPENDIX). (2), superior vena cava (SVC) (5), thoracic aorta (6), abdominal aorta (7), abdominal veins (14) , and thoracic inferior vena cava (IVC) (15) are each represented by a resistor, a constant capacitor, and a source of (variable) external pressure. The peripheral circulation is composed of four parallel branches with precapillary (pre-cap) and postcapillary (post-cap) compartments. The upper body (3), renal (8), splanchnic (10) , and leg (12) precapillary compartments each consist of a variable resistor, a capacitor, and a source of (variable) external pressure. The upper body (4), renal (9), splanchnic (11) , and leg (13) postcapillary compartments are similarly modeled with a resistor, a capacitor, and an external pressure source. In addition, the upper body (4) and leg (13) postcapillary compartments each contain a diode (valve). The interstitial space (shown in detail in Fig. 2 ) is broken into two compartments that, in this model, are located in communication with the upper body and leg circulations. The right heart (16) and left heart (17) are each represented by a variable capacitor (atrium) in series with a diode (valve), a resistor (valve), a second variable capacitor (ventricle), and a second diode (valve). The pulmonary circulation (17) is represented by a constant resistor, a constant capacitor (precapillary components), and a microvascular resistor in series with a constant resistor and constant capacitor. Changes in intrathoracic pressure are modeled with a variable pressure source across the capacitors.
To simulate hemorrhage, we added a resistive pathway from the proximal aorta compartment to an extracorporal compartment that allowed for blood to exit the CV system. To simulate dehydration, we introduced a resistive pathway at the level of the renal microcirculation, leading to an extracorporal compartment that allowed for plasma volume to exit the system. The instantaneous rate of blood or plasma volume loss was given by the arterial or venous pressures divided by the resistances of the respective extracorporal pathways.
The structures of the upper and lower body microcirculatory compartments are shown in Fig. 2 . The previously reported model (15) lumped the middle two (pre-and postcapillary) resistances into a single unit. However, to compute functional capillary pressure, which is a determinant of the Starling forces governing interstitial fluid shifts, it was necessary to divide the lumped resistor into pre-and postcapillary resistances. In the present version of the model, each microcirculatory bed contained four resistors and two capacitors. The capacitors represented the elastic properties of the arteries and veins, whereas the four resistors represented the arterial resistance, precapillary resistance (including arteriolar resistance), postcapillary resistance, and venous outflow (venule) resistance, respectively. The model's two interstitial fluid compartments, the upper and lower body interstitial compartments, were connected to their respective capillary pressure nodes (Fig. 2) . Within each interstitial fluid compartment, we included a dependent pressure source (upper diamond in Fig. 2 ) to represent the capillary colloid osmotic pressure, which acted to pull fluid into the vasculature. It was opposed by a second dependent pressure source (lower diamond in Fig. 2 ) with an opposite polarity, which represents interstitial colloid osmotic pressure and acted to pull fluid into the interstitial space. The oncotic pressures were modeled as dependent pressure sources as their values depend on the time-varying filling states and colloid contents of the respective compartments. The hydrostatic pressure in the interstitium was dependent on the state of interstitial filling (i.e., interstitial fluid volume), as indicated by the capacitor at the far end of the interstitial model. Finally, we also provided a pathway (arrow in Fig. 2 ) for lymphatic drainage of the interstitial colloid and fluid back to the venous circulation.
The vital importance of the lymphatic system and of protein restitution during acute hemorrhage has long been recognized (8, 23) . We implemented a simplified model of lymphatic flow, dependent only on the hydrostatic pressure of the tissues and an empiric "activation term" that enabled lymphatic flow augmentation after blood loss. Specifically, we assumed that flow through the lymphatic system was driven by (i.e., was proportional to) the sum of the hydrostatic pressure in the interstitial compartment and a small constant positive pressure term that accounted for the intrinsic pumping action of the initial lymphatics (meaning that lymphatic return was possible even when interstitial tissue pressures were slightly negative). After hemorrhage, increased lymphatic return has been shown to correlate with other physiological compensations, including ␣-adrenergic agonists and stress hormones (14, 24, 33, 39) . We scaled the lymphatic flow by an empiric activation term gated to other sympathetic responses. Here, sympathetic activation was used as a general proxy indicating the activation of host compensatory mechanisms. For computational purposes, this activation term was implemented as a sympathetically gated resistor (Fig. 2) ; this was not intended to represent any true physical resistance but merely a mechanism for easily increasing or decreasing lymphatic flow, in accordance with empiric observations (14, 24, 33, 39) .
Initial parameter values. We carried forward most parameter values from the original model (15) without modification. As mentioned above, we split the upper and lower body microcirculatory resistances in Ref. 15 into a much larger precapillary resistance (90% of the original value) and a much smaller postcapillary resistance (the remaining 10% of the original value). We assigned 11 liters of interstitial fluid volume evenly between the upper and lower body interstitial compartments and assumed the total interstitial and plasma colloid contents to be 5.2 and 4.2 mmol, respectively. This led to initial interstitial and plasma oncotic pressures of 9.2 and 24 mmHg, respectively, which were in agreement with what has been reported in the literature (11) . Furthermore, we assumed that RBCV accounts for 40% of the total blood volume (hematocrit of 0.40). Finally, we set the incremental interstitial compliances to 200 ml/mmHg. The values quoted here were initial parameter values; some of these values changed as the simulation converged to its cyclic steady state or underwent dehydration or bleed protocols. The parameter choices for the resistances to interstitial and lymphatic fluid flow are discussed below in Parameter tuning.
In silico experiments. We identified a convenience sample of published reports describing in vivo responses to blood loss in large mammals. Specifically, we searched MedLine as follows: (blood loss The interstitial circuit attaches to the vasculature at the "capillary" node, located between a precapillary and postcapillary resistance element. P, pressure; R, resistor; q, flow; C, capacitance; int, interstitial; lymph, lymphatic; RH, right heart (atrium). P cap onc is the pressure source representing capillary oncotic pressure; P int onc is the pressure source representing interstitial oncotic pressure. Pext is the local atmospheric pressure. http://ajpheart.physiology.org/ or hemorrhage) and (cardiac output or blood pressure or dehydration). We only included studies that quantified blood loss through time, and we excluded results involving any resuscitation or therapy. We selected all studies that either reported multiple rates of blood loss or included dehydrated subjects. Three relevant studies were identified (4, 5, 30); a summary of the studies is shown in Table 1 .
First, we simulated the steady-state behavior of our model to compare the predicted pressure, volumes, and flows to what have been published in the physiological literature for normal healthy subjects.
Second, to assess the model's hemodynamic and plasma volume restitution behaviors, we simulated the hemorrhage protocol of Prist et al. (30) to study the behavior of our model during different rates of continual blood loss. In their study, three groups of five splenectomized dogs were subjected to mild, moderate, and severe rates of continual blood loss via a cannulated femoral artery under pentobarbital anesthesia. CO was measured by thermodilution, hematocrit was measured by microcentrifugation, and RBCVs were measured through Cr 51 -marked RBC concentrations. Third, to assess the model's plasma volume restitution during and after a bleed from a euvolemic versus dehydrated baseline, we implemented the bleed protocol of Barrientos et al. (4) . In that report, two groups of six immature Yorkshire pigs (euvolemic and dehydrated for 48 h, respectively) were subjected to (30% of 65 ml/kg) blood loss over 20 min via a cannulated femoral artery followed by serial observations during a recovery period of up to 24 h. Ketamine and curare anesthesia were used. Hematocrit was measured by electronic blood analysis, and the blood volume change was indirectly computed.
Fourth, to assess the model's hemodynamic behavior during and after a bleed from a euvolemic versus dehydrated baseline, we implemented the bleed protocol of Brown et al. (5), who studied seven splenectomized Hampshire swine dehydrated via 48 h of water deprivation and an additional five euvolemic control swine, all subjected to blood loss of 25 ml/kg over four 15-min intervals (anesthesia not specified). CO was measured by thermodilution. [Note that we excluded the third experimental group from Brown et al. (5) , which received a pharmacological intervention that was outside the scope of this modeling investigation.] Fifth, to test whether or not accurate simulation required the inclusion of lymphatic flow, we disabled the lymphatic return circuit, increased the rates of transcapillary fluid shifts. and then repeated the simulations of Prist et al. (30) and Barrientos et al. (4) .
Parameter tuning. For the simulations above, we established values for three key parameters: the resistance to hemorrhage, the resistance to transcapillary fluid exchange, and the resistance to lymphatic return. (As described above, the lymphatic resistance did not represent any true physical structure but was a heuristic mechanism for increasing or decreasing lymphatic flow in accordance with empiric observations.)
For the baseline simulation of steady-state hemodynamics, we simply permitted the model to equilibrate to a pulsatile steady state from its initial conditions. For the various hemorrhage simulations, we adjusted the bleed resistance by trial and error to match approximately the total volume bled (per kg body wt) or the profile of RBCV as a surrogate measure for bled volume. Once set for a particular bleed protocol, the bleed resistance was kept constant throughout a particular simulation.
Finally, we adjusted the resistances to interstitial fluid exchange and lymphatic drainage to match, subjectively, the hemodynamic response of the Prist et al. moderate bleed protocol. In this sense, the Prist et al. moderate bleed data represented our model training data, whereas the remaining data from the Prist et al. study and those from the Barrientos et al. and Brown et al. served as our test data. In other words, once the model parameters were set for the Prist et al. moderate bleed protocol, the parameters were not changed (with the exception of the bleed resistance to account for the differences in bleed protocols). The resistances to transcapillary fluid exchange and lymphatic drainage so determined were 64 and 20 peripheral resistance units, respectively.
Independent and dependent parameters. The model's independent parameters included 1) total fluid volume and total RBCV; 2) a set of nonvarying resistance and capacitance parameters (compliance of the vascular elements and arterial resistances); and 3) the set points, scale factors, and reflex gains that dictated how dependent parameters were dynamically adjusted as a function of other model parameters, e.g., V max, which sets an upper limit to peripheral venous volume changes We chose the pressures throughout the CV system to serve as state variables. Dependent parameters and variables were computed through stepwise numerical integration of the differential equations, after the model had been supplied with the independent parameters. Dependent variables included all pressures, flows, and volumes within individual compartments. Also, all controlled parameters were dependent, including heart rate, arteriolar resistance, venous zero-pressure filling volumes, and cardiac contractility. Table 2 shows values for steady-state dependent parameters (prehemorrhage, for both euvolemia and dehydration). By the design of the original model, those values were comparable with normal textbook values (11, 32) . Table 1 for additional comparisons]. For the dehydrated group, the computational model was more accurate, matching the (lack of) intravascular volume restitution and (lack of) hematocrit decrease within 1 SD of the in vivo experiment. Four of six dehydrated swine died during the protocol, and, therefore, the terminal in vivo datum, which appears to indicate late-stage restitution, merely reflects data from the two surviving swine. Figure 5 shows several internal variables for euvolemic and dehydrated subjects during simulation of the protocol by Barrientos et al. (4) . During dehydration (before the onset of hemorrhage), there was a progressive reduction in baseline blood volume as well as interstitial hydrostatic pressure. After hemorrhage, the dehydrated subject did not increase lymphatic flow because the interstitial hydrostatic pressure was too low to drive any flow. Hence, interstitial colloid content was not transferred to the vasculature. In contrast, the euvolemic subject was able to transfer interstitial colloid content after hemorrhage, and, consequently, the colloids pulled substantial volume into the vasculature.
RESULTS
Brown et al. (3) reported an absence of posthemorrhagic restitution in their dehydrated swine, whereas volume restitution in euvolemic swine progressed steadily over 24 h. Our simulations matched these behaviors. Upon termination of hemorrhage, the euvolemic subject demonstrated 36% reduction in CO in silico, whereas Brown et al. (3) measured ϳ27% reduction in vivo. After 3 h, the simulated euvolemic subject had CO improved to 90% of baseline in silico, quite similar to the 91% of baseline reported in vivo by Brown et al. with 100% survival. Also consistent with the simulations, dehydrated in vivo swine did not improve CO over 24 h; indeed, only four of seven swine survived. However, these dehydrated swine did not evidence as large a reduction in CO as our simulation, 29% versus ϳ50% reduction, respectively. The results of Brown et al. (3) were notable in that all in vivo subjects, euvolemic and dehydrated alike, had similar decreases in CO, even though their survival patterns were different. Also, the euvolemic and dehydrated swine of Brown et al. failed to increase systemic vascular resistance at all, at any time. In contrast, our in silico subjects displayed compensatory increases in systemic vascular resistance consistent with the vasoconstriction responses reported by Prist et al. (30) , and our dehydrated subject showed a greater decrement in CO versus the euvolemic in silico subject. Figure 6 shows in silico behavior after the lymphatic return was turned off the transcapillary refill was augmented via a 75% reduction in transcapillary resistance. This alternative model could replicate the in vivo results of Prist et al. (Fig. 6,  top) without invoking lymphatic flow. However, this alternative model could not replicate the 24-h continual restitution reported by Barrientos et al. (Fig. 6, bottom) .
DISCUSSION
We have developed a computational model to replicate typical large-mammal CV responses to blood loss. The http://ajpheart.physiology.org/ project was notable because the simulated organism was compared with experimental results for a varied set of blood loss protocols. In general, the simulations were able to match experimental fluid shifts and hemodynamics, replicating the following phenomena: the rate and quantity of vascular refill and associated CO during mild, moderate, and severe ongoing blood losses; the restitution after the cessation of blood loss; and the absence of restitution in dehydrated subjects. The discrepancies between the simulated subjects and in vivo subjects were well within the population-wide variability observed in the animal populations (note that the SDs would be more than twice the magnitude of the SEs shown in Fig. 3 ).
This computational model was based on a legacy model previously validated for human orthostatic stress responses (13) . Using this model to simulate hemorrhage, it was apparent that both transcapillary and lymphatic restitution mechanisms were necessary to replicate in vivo CV recovery and, for dehydrated subjects, to replicate the absence of restitution. The simulations revealed a physiological mechanism underlying the absence of restitution in dehydration, which we refer to as "interstitial protein trapping." These findings are discussed in detail below.
The immortal problem of modeling. Here we have the immortal problem of modeling: include enough of the system activity to develop a model of suitable accuracy, yet keep the model simple enough to permit a feasible means to determine the outputs (i.e., "the response"), as Cochin and Plass wrote in the introduction to Analysis and Design of Dynamic Systems (7) . Expanding the complexity of a model can work significantly against its usefulness: parameters are harder to pick reliably because very many different combinations of parameters can lead to model responses that are essentially indistinguishable; simulation times are increased; and, most importantly, it becomes difficult to understand in a fundamental way that parts of the model actually contribute to a particular observation and how. A model may be most effective, generalizable and predictive, when it includes major mechanisms but omits secondary, minor mechanisms. The immortal problem of modeling that Cochin and Plass referred to comes down to the selection of effects to include.
In this report, we made a determination about what major effects to include and adjusted the parameter values (i.e., model training) by studying Prist et al. (30) . Subsequently we applied the model to simulate six other protocols (i.e., model testing) from a total of three published reports (4, 5, 30) and found that the timing and magnitude of the model's responses generally matched the experimental results. That a model developed to simulate one protocol could also reasonably simulate other, distinct protocols supports that the model successfully captured true physiological behavior. Below, we discuss in detail the effects that were included and excluded and consider the model's potential validity and limitations.
Modeling of the microcirculation and transcapillary fluid exchange. On the basis of common physiological knowledge and published reports, we determined that transcapillary fluid exchange must be included in this model. Consider Prist et al. (30) , who demonstrated that when blood loss occurred quickly, hemodynamic deterioration was precipitous. Yet Prist et al. also showed that when the same total volume of blood loss occurred at a slower pace, the consequent hypovolemia was quite attenuated because there was time available for more transcapillary fluid exchange. These results dictated that transcapillary fluid exchange was a major effect that needed to be included in our computational model. Our actual implementation was a rudimentary lumped-element model of transcapillary fluid exchange, governed by the balance between average capillary hydrostatic and capillary oncotic pressures, and average interstitial hydrostatic and oncotic pressures, in accordance with the Starling forces (11) . This rudimentary model did not include structural and autoregulatory complexities of the in vivo microcirculation that have been described in a range of other reports, e.g., Refs. 2, 25, and 29. Below, we will explore the validity of this formulation and highlight its limitations.
As noted above, the model parameters were tuned to just one in vivo protocol before being applied successfully to the other five protocols. This supports that we did include the major factors that determine hemodynamic trends and fluid shifts and that we did not artificially overfit the model to a single experimental protocol. We also found that the model's performance did not require the precise estimation of transcapillary flow resistance: halving/doubling these resistances in our simulated subject led to hemodynamic changes Ͻ1 SD of the population-wide variability seen in an animal population. This insensitivity to transcapillary flow resistance was consistent with experimental findings showing that transcapillary water shifts equilibrate over just minutes (9) . Given such rapid equilibration, it is logical that halving/doubling the rate of the rapid minute-scale process would not make a substantial difference over longer hour timescales.
If the model was relatively insensitive to changes in transcapillary resistance, then it must be insensitive to those factors that alter the transcapillary resistance, namely, the resistance per surface area unit and total capillary surface area. Effects associated with shock physiology that can alter the transcapillary resistance and total capillary surface area, such as capillary bed vasoconstriction, occlusive microthrombi, and endothelial edema, may only alter the timing of fluid flux by a matter of minutes and, hence, for the CV responses to blood loss, may be analytically negligible given an hour timescale. We speculate that this insensitivity to factors that alter transcapillary flow rates is why our model, lacking any representations of shock pathophysiology, could replicate the Prist et al. data even after the development of frank hypotension. On balance, we suggest that our model did include the proper effects necessary for estimating gross hemodynamics for different patterns of blood loss and hydration.
Note that this supportive evidence is limited to the model's application to hemodynamic trends and fluid shifts over multiple minutes to hours. For other applications (e.g., for cellular health and inflammation, transcapillary protein flux, or shorter timescales), this model may not contain the appropriate major effects. Also, an underlying assumption of the model is that an empiric relationship between peripheral vascular resistance (PVR) and the hemodynamic state is predictable, even though actual PVR is determined by interplay of central autonomic controls and local microcirculatory factors. As long as the hemodynamic state and local microcirculatory factors are suitably correlated, then it is computationally unnecessary to Euvolemic subjects (solid lines) were stable before hemorrhage, whereas dehydrated subjects (dashed lines) developed gradual hypovolemia before hemorrhage, and their divergent responses are evident. See Fig. 4 for the primary results of this simulation.
calculate PVR as a function of both. A suitable value for PVR can be obtained just by considering the hemodynamic state alone, after calibrating to reflect the combined effects of both central and local control systems. Yet this approach breaks down if and when microcirculatory effects diverge substantially from their expected relationship with central autonomic effects. A salient example would be vasodilation in late-stage hemorrhagic shock caused by smooth muscle ischemia (22) ; this phenomenon would not be predicted by this model. In short, this model may not be suitable for simulations beyond which it has been evaluated. Lymphatic flow and protein restitution. In preliminary work that modeled transcapillary fluid shifts after hemorrhage, it became apparent that we were still missing a major effect. No matter how we tuned the parameters for transcapillary fluid shifts, we could not reproduce restitution over 24 h as reported by Barrientos et al. (2) . That blood volume restitution occurs in two phases has been previously observed (4, 6) : the first (immediate) phase involves transcapillary fluid shifts and a second slower phase involves protein movement into the vasculature. Our findings suggested that we could not obtain satisfactory simulations without modeling both mechanisms.
We therefore modeled protein restitution via lymphatic flow. In keeping with the principles of modeling discussed above, we sought the simplest model that could replicate physiological behavior. We reasoned that lymphatic flow back into the vasculature would be largely determined by just two factors: the interstitial hydrostatic pressure, since flow into the initial lymphatics occurs in the absence of any intrinsic lymphatic pumps, and the sympathetic state, since ␣-adrenergic agonists and stress hormones are known to increase lymphatic flow (33, 39) .
Our results suggested that this simple representation generated sufficiently realistic behavior, even though the in vivo lymphatic system has a remarkably complicated structure, including the initial lymphatics, lymphangions, lymph nodes, Fig. 6 . In silico behavior after the lymphatic return was turned off and transcapillary refill was augmented via a 75% reduction in transcapillary resistance. This alternative model compared favorably with the in vivo results of Prist et al. (30) , where the top row shows the transcapillary refill for (from left to right) mild, moderate, and severe rates of blood loss. However, this alternative simulation could not replicate the 24-h continual restitution reported in vivo by Barrientos et al. (4) , where the middle row shows the simulation's lack of hemodilution and the bottom row shows the simulation's lack of volume restitution.
venolymphatic anastomoses, and thoracic ducts. Furthermore, the concentration of the lymph sampled by the initial lymphatics can be substantially altered in the lymph nodes, where protein-fluid may either filter in or out of the lymphatic system, depending on conditions (1). Also, lymphatic flow is subject to complex neurohumeral controls (33, 39) . It has been established that lymphatic pumping increases after blood loss (14, 24) , although it is unclear to what extent protein returns to the vasculature via the thoracic duct, via venolymphatic anastomoses, or via reduced transcapillary extravasation back into the interstitium (23) . Our model assumed that all lymph flow returned to the vasculature via the thoracic duct, and, within the vasculature, we assumed perfect colloid mixing. Therefore, protein entering via the right atrium would be analytically equivalent to protein entering a peripheral venule. Likewise, having all protein-free lymph enter via the right atrium is also a simplification (see Ref. 1 ), yet we believe this is not a significant inaccuracy because reequilibrium between the model's distributed fluid compartments occurs relatively quickly and because lymph flow volumes are small compared with transcapillary flow volumes.
This model of lymphatic flow was similar to the implementation of Pirkle and Gann (28) , in that flow is governed by the hydrostatic pressure of the interstitium and the resistance of the lymphatics. Interestingly, they concluded that their implementation was nonphysiological because, when compensatory protein flow was subsequently turned off (abruptly), their model's vascular volume drifted down. The authors reasoned that this instability was nonphysiological and that there must be an additional source of vascular volume restitution, namely, from intracellular fluid shifts. However, we do not think their findings invalidate our approach. First, their discrepancy (i.e., the vascular volume drift) was quite small: Ͻ2 ml/kg (28) . Tuning a model so finely is often an exercise in overfitting: the improvement in their model's overall fidelity by adding intracellular fluid shifts was small and remains to be validated in additional data sets. Our second concern is that abruptly turning off protein flow was itself nonphysiological. In actuality, protein from the interstitium remains shifted into the vasculature beyond 24 h and overlaps with measurable de novo protein synthesis (37) . For the states that we investigated (i.e., Ͻ24 h after hemorrhage onset), we suggest that our model was suitably physiological even without the inclusion of cellular fluid shifts. This is not to dispute that cellular fluid shifts occur but rather that there is no cause to conclude intracellular fluid shifts cause substantive CV effects, based on our results and on those of Pirkle and Gann (28) .
Interstitial protein trapping: salient in dehydration? In our simulations, we observed a phenomenon that may be highly relevant to the pathophysiology of dehydration and physiology of exercise, which we termed "interstitial protein trapping." To our knowledge, this phenomenon has not been previously elucidated. Specifically, we found that the earlier phase of restitution, i.e., transcapillary fluid shifts, was antagonistic to the later phase of restitution, i.e., protein return via lymphatics. Interstitial-protein trapping is shown in Fig. 5 , where its effect is dramatic after dehydration, causing a complete lack of posthemorrhage restitution. Specifically, as dehydration slowly developed over 24 h, the simulated subject compensated with progressive transcapillary fluid shifts via Starling forces. Because these shifts largely kept pace with the slow progression of dehydration, the adrenergic system was never activated, and lymphatic flow was never stimulated. When hemorrhage did occur and the adrenergic system was activated, the interstitial tissues lacked sufficient hydrostatic pressure to drive lymphatic flow. As a result, the interstitial protein remained trapped in the interstitium rather than being returned to the bloodstream via the activated lymphatics. The dehydrated in silico subject could not return protein to the vasculature after major blood loss.
What is the real-world relevance of this finding? First, it may be salient to the pathophysiology of dehydration. Horowitz and Samueloff (21) compared fluid and protein shifts in dehydrated rats before and after heat acclimation. They found that heatacclimated rats were better able to increase plasma oncotic pressure and preserve plasma volume during dehydration. Similar findings, that heat acclimatization leads to enhanced protein movement from the interstitium into the vascular space during dehydration, were reported in Ref. 34 . Horowitz and Samueloff concluded that the benefits of heat acclimatization must be due to reduced capillary spillage of albumen. However, the same findings could also be (at least in part) explained by interstitial protein trapping. Perhaps heat-acclimated rats were early to activate enhanced protein return during dehydration, as prophylaxis against interstitial protein trapping once profound hypovolemia has occurred? Increasing albumen return via lymphatics would have the same net effect as reducing capillary spillage of albumen.
Interstitial protein trapping could also be relevant (theoretically) to exercise physiology. In theory, factors that retard transcapillary flow (e.g., upright stance causing elevated lower leg vascular pressures) or promote early lymph flow activation (warming up before heavy exertion) could prevent protein trapping and improve the ability of the athlete to increase blood volume. This is entirely conjecture, but may be worth further consideration, because this dynamic effect could explain some of the variability in findings that pertain to exercise, posture, and blood volume (10, 13) .
Is this phenomenon relevant outside of this computer simulation? Mathematically, it can be shown that interstitial protein trapping is inevitable as long as 1) interstitial hydrostatic pressure is a major driver of lymphatic flow and 2) under certain conditions, fluid can escape from the interstitium without a concurrent increase in lymphatic flow. Whenever condition 2 occurs, then protein will become trapped in the interstitium and cannot easily shift to the vasculature.
Of course, it may be that our model overstates the importance of lymphatic protein return and interstitial fluid trapping and likewise underestimates the reduction of capillary albumen spillage during hypovolemia. Ultimately, a novel mechanism suggested by computer modeling, such as interstitial protein trapping, requires in vivo assessment to determine the extent to which it is real.
Limitations. Our goal was to establish a model valid for any pattern of blood loss and hydration in healthy subjects. However, vasoconstriction was highly variable in different experimental reports, and we could not always replicate blood pressure trends that were determined largely by vasoconstriction patterns. Consider that the average hemorrhage subject in Prist et al. (30) showed significant vasoconstriction (triple the baseline PVR), whereas the average hemorrhage subject in Brown et al. (5) did not vasoconstrict at all, i.e., no increase from baseline PVR. Further work is justified into a model that accurately predicts the degree of vasoconstriction in any population, although it is likely that additional information would be mandatory, e.g., the type and depth of anesthesia, to make a valid estimation of the subjects' vasoconstriction.
In terms of other limitations, there were many important physiological effects that were out of scope of this project. By design, this model did not consider effects relevant to intrabeat behavior of the CV system, e.g., arterial propagation of pressure pulses. Our model has not been evaluated for subjects with preexisting chronic conditions or extremes of age. Also, as noted above, we did not model the secondary effects of shock, e.g., cardiac dysfunction, microvascular pathology, etc. Based on the adequacy of our results, it proved reasonable to assume that shock pathophysiology was negligible through the conditions that we explored, but we expect that for additional modeling applications, e.g., responses to resuscitation, these factors will have to be considered. In future work, it will be appropriate to explore the validity of this model for broader physiological conditions (e.g., for chronic CV and lymphatic disease, shock states, and after resuscitation) building on the current validation with comparison against a range of experimental protocols.
Conclusions. Ultimately, our goal was to modify a preexisting model capable of simulating the dynamic CV response to orthostatic stress (17) so that it could simulate various hypovolemic states spanning different patterns of blood loss and different hydration states. The mechanisms that we chose to include in the computational model and the adequacy of our implementations were supported through favorable comparison against seven distinct experimental protocols in four published reports. The results emphasize the importance of lymph flow and protein flux during hemodynamic instability. Also, the simulations of dehydration illuminate a mechanism that may be important to understanding responses to blood loss, dehydration, and even exercise: interstitial protein trapping. In vivo experimentation will be necessary to test the true relevance of interstitial protein trapping.
APPENDIX
Here, we briefly describe the governing equations for fluid exchange in the CV model. We assumed that the vascular and interstitial compartments were well mixed, so that the respective oncotic pressures were the same throughout the respective compartments.
The interstitial compartment was characterized by an interstitial volume (V i) and interstitial colloid content (Ci). Vi could change through changes in transcapillary fluid flow (qi) and/or lymphatic drainage (ql). In terms of computing Ci, we assumed that there was a constant rate of colloid escape from the vasculature to the interstitium that was equal and opposite to the basal rate of colloid return via the lymphatics. Assuming that changes in colloid vascular escape were negligible relative to changes in lymphatic flow, we specified that the temporal evolution of V i and Ci was therefore given by the following: The colloid content and blood volume in the extracorporal compartment was determined from the quantities above, as the total colloid content and volume across all three compartments must remain constant.
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