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Abstract
In our earlier work we have developed the axiomatic theory of the
scalar cardinality of interval-valued fuzzy sets following Wygralak’s ax-
iomatic theory of scalar cardinalities of fuzzy sets. The cardinality has
been defined as a mapping from the set of interval-valued fuzzy sets with
finite support to the set of closed subintervals of [0, +∞). We have shown
that each scalar cardinality of interval-valued fuzzy set can be charac-
terized using the appropriate mapping called cardinality pattern. More-
over, we have found some basic conditions under which the valuation
property, the subadditivity property, the complementarity rule and the
cartesian product rule are satisfied using different cardinality patterns t-
norms, t-conorms and negations on the lattice LI (the underlying lattice
of interval-valued fuzzy set theory). The presented paper is the first from
the collection of papers consisting of the further investigation of the pro-
posed theory providing the description of cardinality patterns, t-norms,
t-conorms and negations satisfying the above mentioned properties. We
restrict ourselves to the valuation property here.
Keywords: cardinality, interval-valued fuzzy set, cardinality pattern,
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valuation property
1 Introduction
The cardinality is a very important characteristic of crisp sets. The concept of
cardinality for finite crisp sets is easily understandable and used by researchers
in different research areas. Nevertheless, in some cases we are interested in si-
multaneous modeling of vagueness (gradations in the membership degree) and
uncertainty (lack of information), e.g. we need to assess the linguistically quan-
tified propositions (fuzzy querying in databases, expert systems, evaluation of
natural language statements, aggregation, decision making in fuzzy environ-
ment, metrical analysis of grey images, etc.). For such situations we can use
interval-valued fuzzy sets and we need a related concept of cardinality. There
are two basic ways how to generalize the notion of cardinality for (interval-
valued) fuzzy sets – a scalar cardinality (a single number or interval), see e.g.
in [6, 15, 14, 16, 12, 18, 19, 20, 21, 3, 5], and a fuzzy cardinality (a fuzzy or
interval-valued fuzzy set), see e.g. in [21, 4, 17]. The historical remarks related
to the development of the concept of cardinalities of (interval-valued) fuzzy sets
can be found in [11].
Following Wygralaks approach [21] we have introduced in [11] the axiomatic
definition of scalar cardinalities for interval-valued fuzzy sets. We have consid-
ered the notion of cardinality as an approximation of the number of elements of
a finite (interval-valued) fuzzy set. The motivation for such approach is quite
straightforward. It is trivial that a cardinality of a finite crisp set can be ex-
pressed as a sum of values of the corresponding characteristic function. Further,
characteristic functions can be seen as a special case of fuzzy set membership
functions. Therefore it seems natural to take elements belonging to the support
of a fuzzy set and sum their (transformed) membership grades to get its car-
dinality, a real number in general. A real number can be estimated using an
appropriate interval of real numbers. So, because an interval-valued fuzzy set
can be assumed as an approximation of a fuzzy set, it is quite natural to intro-
duce cardinalities of interval-valued fuzzy sets as intervals of real numbers. The
lower limit of such interval can be seen as an pessimistic and the upper limit
as an optimistic evaluation of the number of elements of an (interval-valued)
fuzzy set, respectively. Assuming the ordering of intervals based on compari-
son of interval limits and the fact that the cardinalities of crisp and fuzzy sets
have to be special cases of cardinalities of interval-valued fuzzy sets, we get that
cardinalities of interval-valued fuzzy sets form a special lattice.
We have also shown in [11] that each scalar cardinality of interval-valued
fuzzy set can be characterized using the appropriate mapping called cardinality
pattern. Moreover, we have found some basic conditions under which the val-
uation property, the subadditivity property, the complementarity rule and the
cartesian product rule are satisfied using different cardinality patterns, t-norms,
t-conorms and negations on the lattice LI (the underlying lattice of interval-
valued fuzzy set theory). These properties have been simply adopted from the
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crisp case because, in our opinion, they can be crucial for possible practical ap-
plications. From the same point of view it is necessary to have at least a partial
description of cardinalities satisfying the above mentioned properties for.
In the presented paper we restrict ourselves to the valuation property and
provide the description of cardinality patterns, t-norms, t-conorms and nega-
tions satisfying it. Such description can simplify selection of appropriate cardi-
nalities for a particular application. Since Atanassov’s intuitionistic fuzzy set
theory [1, 2] is equivalent to interval-valued fuzzy set theory [10], all results
presented in this paper can be straightforwardly transformed to intuitionistic
fuzzy set theory.
The paper is organized as follows. In Section 2 we present some basic prelim-
inaries connected to interval-valued fuzzy sets, scalar cardinalities, cardinality
patterns, t-norms and related operations on LI . There we also briefly mention
some results from [11]. In Section 3 we study the valuation property with respect
to the generalized pseudo-t-representable t-norms and t-conorms. In Section 4
and Section 5 we discuss the connection between the valuation property and
the pseudo-t-representable t-norms and t-conorms of the first and the second
kind, respectively. Finally, in Section 6 we focus on the valuation property and
t-representable t-norms and t-conorms.
2 Preliminary definitions
This section consists of basic notions, definitions and properties of scalar cardi-
nalities used in [11] in order to make this work self-contained. Throughout the
paper, let U denote a universal set.
2.1 The lattice LI
Definition 2.1 [8] We define LI = (LI ,≤LI ) by
LI = {[x1, x2] | (x1, x2) ∈ [0, 1]2 and x1 ≤ x2},
[x1, x2] ≤LI [y1, y2] ⇐⇒ (x1 ≤ y1 and x2 ≤ y2), for all [x1, x2], [y1, y2] ∈ LI .
In the sequel, if x ∈ LI , then we denote its bounds by x1 and x2, i.e.
x = [x1, x2]. The length of the interval x = [x1, x2] ∈ LI is called the degree of
uncertainty of x and is denoted by pi(x) = x2 − x1. We define for further usage
the sets
L¯I = {[x1, x2] | (x1, x2) ∈ R2 and x1 ≤ x2},
L¯I+ = {[x1, x2] | (x1, x2) ∈ [0,+∞[2 and x1 ≤ x2},
D = {[x, x] | x ∈ [0, 1]}.
For all a ∈ R, we define aLI ∈ L¯I as aLI = [a, a], e.g. the smallest and the
largest element of LI are given by 0LI = [0, 0] and 1LI = [1, 1]. We also extend
≤LI to L¯I as follows: for x, y in L¯I , x ≤L¯I y ⇐⇒ x1 ≤ y1 and x2 ≤ y2.
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Definition 2.2 [13] Let L = (L,≤L) be a complete lattice. An L-fuzzy set on
U is a mapping A : U → L.
Clearly interval-valued fuzzy sets are LI -fuzzy sets since LI is a complete
lattice. From now on, we will denote the class of interval-valued fuzzy sets on
U by FLI (U). Let A ∈ FLI (U), then we define
supp(A) = {u | u ∈ U and A(u) 6= 0LI},
core(A) = {u | u ∈ U and A(u) = 1LI}.
If A is a crisp or fuzzy set in U , then we will identify A with the associated
interval-valued fuzzy set.
An interval-valued fuzzy set A on U with finite support will be called a finite
interval-valued fuzzy set. The class of all finite interval-valued fuzzy sets on U
will be denoted by FFLI (U).
We will use only interval-valued fuzzy sets with finite support in the rest of
our paper.
Finally, we define the constant interval-valued fuzzy set a¯LI by a¯LI (u) = aLI ,
for all u ∈ U .
2.2 Triangular norms and related operations on LI
Definition 2.3 [9]
• A t-norm on LI is a commutative, associative mapping T : (LI)2 → LI
which is increasing in both arguments and which satisfies T (1LI , x) = x,
for all x ∈ LI .
• A t-conorm on LI is a commutative, associative mapping S : (LI)2 → LI
which is increasing in both arguments and which satisfies S(0LI , x) = x,
for all x ∈ LI .
• A negation on LI is a decreasing mapping N : LI → LI which satisfies
N (0LI ) = 1LI and N (1LI ) = 0LI . If N (N (x)) = x, for all x ∈ LI , then
N is called involutive.
Theorem 2.4 [9] A negation N on LI is involutive iff there exists an involutive
negation N on [0, 1] such that, for all x ∈ LI ,
N (x) = [N(x2), N(x1)]. (1)
From now on, if a negation N on LI can be represented by (1) using a
negation N on [0, 1], then we call N the representant of N .
The mapping Ns : LI → LI defined by, for all x ∈ LI ,
Ns(x) = [1− x2, 1− x1]
is a negation on LI which is called the standard negation on LI . Note that
Ns(x) = [Ns(x2), Ns(x1)], for all x ∈ LI , where Ns is the standard negation on
[0, 1] given by Ns(x) = 1− x, for all x ∈ [0, 1].
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Lemma 2.5 [11] Let T be a t-norm and N an involutive negation on LI .
Then the mapping TN : (LI)2 → LI defined by, for all x, y ∈ LI , TN (x, y) =
N (T (N (x),N (y))), is a t-conorm on LI .
Let S be a t-conorm and N an involutive negation on LI . Then the mapping
SN : (LI)2 → LI defined by, for all x, y ∈ LI , SN (x, y) = N (S(N (x),N (y))),
is a t-norm on LI .
If N = Ns, and T and S are a t-norm and t-conorm on LI , then we will
abbreviate TNs to T ∗ and SNs to S∗. Similarly, if N = Ns, and T and S are
a t-norm and t-conorm on [0, 1], then we write also T ∗ and S∗ instead of TNs
and SNs .
Special classes of t-norms and t-conorms are:
• the t-representable t-norms TT1,T2 and t-conorms SS1,S2 (the class TT1,T2)
given by, for all x, y ∈ LI ,
TT1,T2(x, y) = [T1(x1, y1), T2(x2, y2)],
SS1,S2(x, y) = [S1(x1, y1), S2(x2, y2)],
• the pseudo-t-representable t-norms TT and t-conorms SS of the first kind
(the class TT ) given by, for all x, y ∈ LI ,
TT (x, y) = [T (x1, y1),max(T (x1, y2), T (x2, y1))],
SS(x, y) = [min(S(x1, y2), S(x2, y1)), S(x2, y2)],
• the pseudo-t-representable t-norms T ′T and t-conorms S ′S of the second
kind (the class T ′T ) given by, for all x, y ∈ LI ,
T ′T (x, y) = [min(T (x1, y2), T (x2, y1)), T (x2, y2)],
S ′S(x, y) = [S(x1, y1),max(S(x1, y2), S(x2, y1))],
• the generalized pseudo-t-representable t-norms TT,t and t-conorms SS,t
(the class TT,t) given by, for all x, y ∈ LI ,
TT,t(x, y) = [T (x1, y1),max(T (t, T (x2, y2)), T (x1, y2), T (x2, y1))],
SS,t(x, y) = [min(S(1− t, S(x1, y1)), S(x1, y2), S(x2, y1)), S(x2, y2)],
where T1, T2 and T are t-norms and S1, S2 and S are t-conorms on [0, 1] which
satisfy T1 ≤ T2 and S1 ≤ S2, and where t is an arbitrary element of [0, 1]. We
call T1, T2, T , S1, S2 and S the representants of the corresponding t-norm or
t-conorm on LI . Note that if t = 0, then the generalized pseudo-t-representable
t-norm TT,0 = TT is a pseudo-t-representable t-norm of the first kind, and if
t = 1, then TT,1 = TT,T is a t-representable t-norm. Some examples of t-norms
and t-conorms on LI can be found in [11].
For further usage we give the following definitions. Let T be a t-norm on an
arbitrary lattice L and a ∈ L, then we define a(1)T = a and a(n)T = T (a, a(n−1)T ),
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for all n ∈ N \ {0, 1}. Let T be a t-norm on [0, 1], then we say that T is
Archimedean if, for all a, b ∈ ]0, 1[, there exists n ∈ N \ {0} such that a(n)T < b.
We say that T has zero-divisors if there exist a, b ∈ ]0, 1[ such that T (a, b) = 0.
If for an element a ∈ ]0, 1[ it holds that a(n)T = 0 for some n ∈ N \ {0}, then a is
called a nilpotent element of T . We say that T is nilpotent if T is continuous
and if each a ∈ ]0, 1[ is a nilpotent element of T .
Using t-norms, t-conorms and negations on LI , the intersection, union and
complement of two interval-valued fuzzy sets A and B is defined as follows.
Definition 2.6 [7] The generalized intersection ∩T , union ∪S and complement
coN of interval-valued fuzzy sets is defined as follows: for all A,B ∈ FLI (U)
and for all u ∈ U ,
A ∩T B(u) = T (A(u), B(u)),
A ∪S B(u) = S(A(u), B(u)),
coN A(u) = N (A(u)).
2.3 Scalar cardinalities of interval-valued fuzzy sets
In [11] we have introduced the axiomatic theory of scalar cardinality of interval-
valued fuzzy sets following Wygralak’s approach [21] using the following defi-
nitions of the addition on L¯I and multiplication on L¯I+: for all a, b ∈ L¯I and
c, d ∈ L¯I+,
a+ b = [a1 + b1, a2 + b2],
c · d = [c1d1, c2d2].
Definition 2.7 [11] A mapping cardI : FFLI (U) → L¯I+ is called a scalar cardi-
nality of interval-valued fuzzy sets if the following conditions hold:
(1) coincidence: for all u ∈ U ,
cardI(1LI/u) = 1LI ;
(2) monotonicity: for all a, b ∈ LI and u, v ∈ U ,
a ≤LI b =⇒ cardI(a/u) ≤LI cardI(b/v);
(3) additivity: for all A,B ∈ FFLI (U),
supp(A) ∩ supp(B) = ∅ =⇒ cardI(A ∪S B) = cardI(A) + cardI(B),
where a/u denotes, for an arbitrary u ∈ U and a ∈ LI , the interval-valued fuzzy
singleton A given by
A(v) =
{
a, if v = u,
0L, if v ∈ U \ {u}.
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The following theorem brings a useful characterization of a scalar cardinality
cardI :
Theorem 2.8 [11] A mapping cardI : FFLI (U) → L¯I+ is a scalar cardinality iff
there exists a mapping fI : L
I → LI (called scalar cardinality pattern) fulfilling
the following conditions:
(1) fI(0LI ) = 0LI , fI(1LI ) = 1LI ,
(2) fI(a) ≤LI fI(b) whenever a ≤LI b,
such that
cardI(A) =
∑
u∈supp(A)
fI(A(u)),
for each A ∈ FFLI (U).
We recall some definitions and properties that we will need later on.
Valuation property: For each A,B ∈ FFLI (U),
cardI(A ∩T B) + cardI(A ∪S B) = cardI(A) + cardI(B),
for a t-norm T and a t-conorm S on LI .
Proposition 2.9 [11] The scalar cardinality induced by a cardinality pattern fI
satisfies the valuation property for a t-norm T and a t-conorm S on LI iff for
each a, b ∈ LI ,
fI(T (a, b)) + fI(S(a, b)) = fI(a) + fI(b). (2)
Definition 2.10 [11]
• A scalar cardinality of interval-valued fuzzy sets cardI is called repre-
sentable if there exist scalar cardinalities of fuzzy sets card1 and card2
such that, for all A ∈ FFLI (U),
cardI(A) = [card1(A1), card2(A2)],
where A1, A2 ∈ FF[0,1](U) are given by A1(u) = (A(u))1 and A2(u) =
(A(u))2, for all u ∈ U . We denote a representable cardinality by cardrI .
• A scalar cardinality of interval-valued fuzzy sets cardI is called 1-semi-
representable if there exists a scalar cardinality of fuzzy sets card1 such
that, for all A ∈ FFLI (U),
(cardI(A))1 = card1(A1),
where A1 ∈ FF[0,1](U) is given by A1(u) = (A(u))1, for all u ∈ U . We
denote a pseudo-representable cardinality by cardsr1I .
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• A scalar cardinality of interval-valued fuzzy sets cardI is called 2-semi-re-
presentable if there exists a scalar cardinality of fuzzy sets card2 such that,
for all A ∈ FFLI (U),
(cardI(A))2 = card2(A2),
where A2 ∈ FF[0,1](U) is given by A2(u) = (A(u))2, for all u ∈ U . We
denote a 2-semi-representable cardinality by cardsr2I .
• A scalar cardinality pattern of interval-valued fuzzy sets fI is called rep-
resentable if there exist scalar cardinality patterns of fuzzy sets f1 and f2
such that, for all a ∈ LI ,
fI(a) = [f1(a1), f2(a2)].
We denote a representable cardinality pattern by frI .
• A scalar cardinality pattern of interval-valued fuzzy sets fI is called 1-
semi-representable if there exists a scalar cardinality pattern of fuzzy sets
f1 such that, for all a ∈ LI ,
(fI(a))1 = f1(a1).
We denote a 1-semi-representable cardinality pattern by fsr1I .
• A scalar cardinality pattern of interval-valued fuzzy sets fI is called 2-
semi-representable if there exists a scalar cardinality pattern of fuzzy sets
f2 such that, for all a ∈ LI ,
(fI(a))2 = f2(a2).
We denote a 2-semi-representable cardinality pattern by fsr2I .
A scalar cardinality which is 1- or 2-semi-representable will be called semi-
representable. Similarly, a scalar cardinality pattern which is 1- or 2-semi-re-
presentable will also be called semi-representable.
Theorem 2.11 [11] A scalar cardinality pattern fI is 1-semi-representable iff
(fI([a1, a2]))1 = (fI([a1, a
′
2]))1, (3)
for all [a1, a2], [a1, a
′
2] ∈ LI .
Theorem 2.12 [11] A scalar cardinality pattern fI is 2-semi-representable iff
(fI([a1, a2]))2 = (fI([a
′
1, a2]))2, (4)
for all [a1, a2], [a
′
1, a2] ∈ LI .
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Theorem 2.13 [11] A scalar cardinality pattern fI is representable iff
(fI([a1, a2]))1 = (fI([a1, a
′
2]))1 and (fI([a1, a2]))2 = (fI([a
′
1, a2]))2, (5)
for all [a1, a2], [a1, a
′
2], [a
′
1, a2] ∈ LI .
Theorem 2.14 [11] Let cardI be a scalar cardinality of interval-valued fuzzy
sets and let fI be its associated cardinality pattern. Then cardI is 1-semi-
representable iff fI is 1-semi-representable. Furthermore, if (cardI(A))1 =
card1(A1) and (fI)1 = f1, then f1 is the cardinality pattern associated to card1.
Theorem 2.15 [11] Let cardI be a scalar cardinality of interval-valued fuzzy
sets and let fI be its associated cardinality pattern. Then cardI is 2-semi-
representable iff fI is 2-semi-representable. Furthermore, if (cardI(A))2 =
card2(A2) and (fI)2 = f2, then f2 is the cardinality pattern associated to card2.
Theorem 2.16 [11] Let cardI be a scalar cardinality of interval-valued fuzzy
sets and let fI be its associated cardinality pattern. Then cardI is representable
iff fI is representable. Furthermore, if cardI = [card1, card2] and fI = [f1, f2],
then f1 and f2 are the cardinality patterns associated to card1 and card2 respec-
tively.
3 The valuation property and the class TT,t
Proposition 3.1 Let t1 ∈ [0, 1], t2 ∈ [0, 1], and let TT,t1 and SS,t2 be a general-
ized pseudo-t-representable t-norm and t-conorm on LI respectively. If (fI , TT,t1 ,
SS,t2) satisfies the valuation property, then for all a ∈ LI ,
fI([0,max(T (t1, a2), a1)]) + fI([min(S(1− t2, a1), a2), 1]) = fI(a) + fI([0, 1]).
Proof. Assume that TT,t1 and SS,t2 are generalized pseudo-t-representable and
(fI , TT,t1 ,SS,t2) satisfies the valuation property. Then for all a ∈ LI it holds
that
fI(TT,t1(a, [0, 1])) + fI(SS,t2(a, [0, 1])) = fI(a) + fI([0, 1]),
from which the result immediately follows. 
By putting a = [a1, a1] ∈ D, a = [a1, 1] and a = [0, a2] respectively, we obtain
the following corollaries.
Corollary 3.2 Let t1 ∈ [0, 1], t2 ∈ [0, 1], and let TT,t1 and SS,t2 be a generalized
pseudo-t-representable t-norm and t-conorm on LI respectively. If (fI , TT,t1 ,
SS,t2) satisfies the valuation property, then for all a1 ∈ [0, 1],
fI([0, a1]) + fI([a1, 1]) = fI([a1, a1]) + fI([0, 1]).
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Corollary 3.3 Let t1 ∈ [0, 1], t2 ∈ [0, 1], and let TT,t1 and SS,t2 be a generalized
pseudo-t-representable t-norm and t-conorm on LI respectively. If (fI , TT,t1 ,
SS,t2) satisfies the valuation property, then for all a1 ∈ [0, 1],
fI([0,max(t1, a1)]) + fI([S(1− t2, a1), 1]) = fI([a1, 1]) + fI([0, 1]).
Corollary 3.4 Let t1 ∈ [0, 1], t2 ∈ [0, 1], and let TT,t1 and SS,t2 be a generalized
pseudo-t-representable t-norm and t-conorm on LI respectively. If (fI , TT,t1 ,
SS,t2) satisfies the valuation property, then for all a2 ∈ [0, 1],
fI([0, T (t1, a2)]) + fI([min(1− t2, a2), 1]) = fI([0, a2]) + fI([0, 1]).
By putting a2 = 1 in the previous corollary we obtain the following.
Corollary 3.5 Let t1 ∈ [0, 1], t2 ∈ [0, 1], and let TT,t1 and SS,t2 be a generalized
pseudo-t-representable t-norm and t-conorm on LI respectively. If (fI , TT,t1 ,
SS,t2) satisfies the valuation property, then
fI([0, t1]) + fI([1− t2, 1]) = fI([0, 1]) + fI([0, 1]).
Corollary 3.6 Let t1 ∈ [0, 1], t2 ∈ [0, 1], and let TT,t1 and SS,t2 be a general-
ized pseudo-t-representable t-norm and t-conorm on LI respectively. Let fI be
1-semi-representable. If (fI , TT,t1 ,SS,t2) satisfies the valuation property, then
f1(1− t2) = 0.
Proof. Under the given conditions it follows from Corollary 3.5 that f1(0) +
f1(1− t2) = f1(0) + f1(0). Since f1(0) = 0, we immediately obtain that f1(1−
t2) = 0. 
Corollary 3.7 Let t1 ∈ [0, 1], t2 ∈ [0, 1], and let TT,t1 and SS,t2 be a general-
ized pseudo-t-representable t-norm and t-conorm on LI respectively. Let fI be
2-semi-representable. If (fI , TT,t1 ,SS,t2) satisfies the valuation property, then
f2(t1) = 1.
Proof. Under the given conditions it follows from Corollary 3.5 that f2(t1) +
f2(1) = f2(1) + f2(1). Since f2(1) = 1, we immediately obtain that f2(t1) = 1.

Theorem 3.8 Let t1 ∈ [0, 1], t2 ∈ [0, 1], and let TT,t1 and SS,t2 be a generalized
pseudo-t-representable t-norm and t-conorm on LI respectively. If (fI , TT,t1 ,
SS,t2) satisfies the valuation property, then
• for all a ∈ LI for which a1 ≤ T (t1, a2) and a2 ≥ S(1− t2, a1) it holds that
fI([0, a2]) + fI([a1, 1]) = fI(a) + fI([0, 1]);
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• for all a ∈ LI for which a1 ≥ T (t1, a2) and a2 ≤ S(1− t2, a1) it holds that
fI([0, a1]) + fI([a2, 1]) = fI(a) + fI([0, 1]);
• for all a ∈ LI for which a1 ≥ T (t1, a2) and a2 ≥ S(1− t2, a1) it holds that
fI([0, a1]) + fI([a1, 1]) = fI(a) + fI([0,max(t1, a1)]);
• for all a ∈ LI for which a1 ≤ T (t1, a2) and a2 ≤ S(1− t2, a1) it holds that
fI([a2, 1]) + fI([0, a2]) = fI(a) + fI([min(1− t2, a2), 1]).
Proof. Assume that TT,t1 and SS,t2 are generalized pseudo-t-representable and
(fI , TT,t1 ,SS,t2) satisfies the valuation property.
• From Corollary 3.3 it follows for all a1 ∈ [0, 1] for which a1 ≤ t1, that
fI([0, t1]) + fI([S(1− t2, a1), 1]) = fI([a1, 1]) + fI([0, 1]). (6)
On the other hand, for all a ∈ LI satisfying a1 ≤ T (t1, a2) we obtain from
Proposition 3.1 and Corollary 3.4 that
fI([0, T (t1, a2)]) + fI([min(S(1− t2, a1), a2), 1]) = fI(a) + fI([0, 1]),
fI([0, T (t1, a2)]) + fI([min(1− t2, a2), 1]) = fI([0, a2]) + fI([0, 1]),
from which it follows that
fI([min(S(1− t2, a1), a2), 1]) +fI([0, a2]) = fI(a) +fI([min(1− t2, a2), 1]).
If furthermore a2 ≥ S(1− t2, a1), then also a2 ≥ 1− t2, so we obtain
fI([S(1− t2, a1), 1]) + fI([0, a2]) = fI(a) + fI([1− t2, 1]). (7)
From (6) and (7) it follows that
fI([0, t1]) + fI(a) + fI([1− t2, 1]) = fI([0, a2]) + fI([a1, 1]) + fI([0, 1]),
for all a ∈ LI for which a1 ≤ T (t1, a2) and a2 ≥ S(1 − t2, a1). Using
Corollary 3.5 it follows that
fI([0, 1]) + fI(a) = fI([0, a2]) + fI([a1, 1]),
for all a ∈ LI for which a1 ≤ T (t1, a2) and a2 ≥ S(1− t2, a1).
• Let a ∈ LI with a1 ≥ T (t1, a2) and a2 ≤ S(1 − t2, a1). Then from
Proposition 3.1 it follows that
fI([0, a1]) + fI([a2, 1]) = fI(a) + fI([0, 1]).
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• Let a ∈ LI such that a1 ≥ T (t1, a2) and a2 ≥ S(1 − t2, a1). Then from
Proposition 3.1 it follows that
fI([0, a1]) + fI([S(1− t2, a1), 1]) = fI(a) + fI([0, 1]).
Combining this with Corollary 3.3, we obtain
fI([0, a1]) + fI([a1, 1]) = fI(a) + fI([0,max(t1, a1)]).
• Let a ∈ LI such that a1 ≤ T (t1, a2) and a2 ≤ S(1 − t2, a1). Then from
Proposition 3.1 it follows that
fI([0, T (t1, a2)]) + fI([a2, 1]) = fI(a) + fI([0, 1]).
Combining this with Corollary 3.4, we obtain
fI([a2, 1]) + fI([0, a2]) = fI(a) + fI([min(1− t2, a2), 1]).

Theorem 3.8 shows that if (fI , TT,t1 ,SS,t2) satisfies the valuation property,
with TT,t1 and SS,t2 generalized pseudo-t-representable, then fI is completely
determined by its action on {[0, x2] | x2 ∈ [0, 1]} ∪ {[x1, 1] | x1 ∈ [0, 1]}, T and
S.
Corollary 3.9 Let t1 ∈ [0, 1], t2 ∈ [0, 1], and let TT,t1 and SS,t2 be a generalized
pseudo-t-representable t-norm and t-conorm on LI respectively. If (fI , TT,t1 ,
SS,t2) satisfies the valuation property, then
fI([t1, 1− t2]) = fI([0, 1]).
Proof. Let a = [t1, 1− t2], then obviously a1 ≥ T (t1, a2) and a2 ≤ S(1− t2, a1),
so from Theorem 3.8 it follows that
fI([0, t1]) + fI([1− t2, 1]) = fI([t1, 1− t2]) + fI([0, 1]),
Using Corollary 3.5 we obtain the desired result. 
4 The valuation property and the class TT
Lemma 4.1 Let TT and SS be a pseudo-t-representable t-norm and t-conorm of
the first kind on LI respectively. If (fI , TT ,SS) satisfies the valuation property,
then, for all a ∈ LI ,
fI(a) = fI([0, a1]) + fI([0, a2]).
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Proof. Let b = [0, 1], then from (2) it follows that, for all a ∈ LI ,
fI([0, a1]) + fI([a2, 1]) = fI(a) + fI([0, 1]). (8)
Let also a = [0, 1], then we obtain that [1, 1] = fI([0, 0])+fI([1, 1]) = fI([0, 1])+
fI([0, 1]). Hence fI([0, 1]) =
[
1
2 ,
1
2
]
.
Let now a = [a2, 1], then from (8) it follows that
fI([0, a2]) + fI([1, 1]) = fI([a2, 1]) + fI([0, 1]).
Using the fact that fI([1, 1]) = fI([0, 1]) + fI([0, 1]), we obtain
fI([a2, 1]) = fI([0, a2]) + fI([0, 1]). (9)
Using (9) in (8), we obtain that, for all a ∈ LI ,
fI([0, a1]) + fI([0, a2]) + fI([0, 1]) = fI(a) + fI([0, 1]).
Hence we obtain what we had to prove. 
Lemma 4.2 Let TT and SS be a pseudo-t-representable t-norm and t-conorm of
the first kind on LI respectively. If (fI , TT ,SS) satisfies the valuation property,
then, for all a, b ∈ [0, 1],
fI([0, T (a, b)]) = fI([0,min(a, b)]),
fI([0, S(a, b)]) = fI([0,max(a, b)]).
Proof. Let x2, y2 ∈ [0, 1] be arbitrary, then TT ([0, x2], [0, y2]) = [0, 0] and
SS([0, x2], [0, y2]) = [min(x2, y2), S(x2, y2)]. So, from (2) it follows that
fI([0, 0]) + fI([min(x2, y2), S(x2, y2)]) = fI([0, x2]) + fI([0, y2]).
Using Lemma 4.1 we obtain
fI([0,min(x2, y2)]) + fI([0, S(x2, y2)]) = fI([0, x2]) + fI([0, y2]). (10)
If x2 ≤ y2, then from (10) it follows that
fI([0, x2]) + fI([0, S(x2, y2)]) = fI([0, x2]) + fI([0, y2]),
or, equivalently,
fI([0, S(x2, y2)]) = fI([0, y2]).
Similarly, from x2 ≥ y2 it follows that fI([0, S(x2, y2)]) = fI([0, x2]). Hence, for
all x2, y2 ∈ [0, 1],
fI([0, S(x2, y2)]) = fI([0,max(x2, y2)]). (11)
13
Let us now choose arbitrarily x1, y1 ∈ [0, 1], then TT ([x1, x1], [y1, y1]) =
[T (x1, y1), T (x1, y1)] and SS([x1, x1], [y1, y1]) = [S(x1, y1), S(x1, y1)]. So, from
(2) it follows that
fI([T (x1, y1), T (x1, y1)]) + fI([S(x1, y1), S(x1, y1)]) = fI([x1, x1]) + fI([y1, y1]).
Note that for all x, y ∈ LI , from x + x = y + y it follows that 2x1 = 2y1 and
2x2 = 2y2, so x = y. Thus, using Lemma 4.1, we obtain
fI([0, T (x1, y1)]) + fI([0, S(x1, y1)]) = fI([0, x1]) + fI([0, y1]).
Taking into account (11), it follows that
fI([0, T (x1, y1)]) + fI([0,max(x1, y1)]) = fI([0, x1]) + fI([0, y1]). (12)
If x1 ≤ y1, then from (12) it follows that
fI([0, T (x1, y1)]) + fI([0, y1]) = fI([0, x1]) + fI([0, y1]),
or, equivalently, fI([0, T (x1, y1)]) = fI([0, x1]). Similarly, if x1 ≥ y1, then
fI([0, T (x1, y1)]) = fI([0, y1]). Hence, for all x1, y1 ∈ [0, 1],
fI([0, T (x1, y1)]) = fI([0,min(x1, y1)]).

Theorem 4.3 Let TT and SS be a pseudo-t-representable t-norm and t-conorm
of the first kind on LI respectively. Then (fI , TT ,SS) satisfies the valuation
property iff
(i) for all a ∈ LI ,
fI(a) = fI([0, a1]) + fI([0, a2]),
(ii) for all a, b ∈ [0, 1],
fI([0, T (a, b)]) = fI([0,min(a, b)]),
fI([0, S(a, b)]) = fI([0,max(a, b)]).
Proof. From Lemmas 4.1 and 4.2 it follows that if (fI , TT ,SS) satisfies the
valuation property, then (i) and (ii) hold.
Assume conversely that (i) and (ii) hold and let x, y ∈ LI be arbitrary. Then,
using (i), (2) is equivalent to
fI([0, T (x1, y1)]) + fI([0,max(T (x1, y2), T (x2, y1))])
+ fI([0,min(S(x1, y2), S(x2, y1))]) + fI([0, S(x2, y2)])
= fI([0, x1]) + fI([0, x2]) + fI([0, y1]) + fI([0, y2]),
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or, using (ii), equivalent to
fI([0,min(x1, y1)]) + fI([0,max(T (x1, y2), T (x2, y1))])
+ fI([0,min(S(x1, y2), S(x2, y1))]) + fI([0,max(x2, y2)])
= fI([0, x1]) + fI([0, x2]) + fI([0, y1]) + fI([0, y2]),
We consider the following cases.
• If x1 ≤ y1 and x2 ≥ y2, then (2) is equivalent to
fI([0, x1]) + fI([0, T (x2, y1)]) + fI([0, S(x1, y2)]) + fI([0, x2])
= fI([0, x1]) + fI([0, x2]) + fI([0, y1]) + fI([0, y2]),
or, equivalently,
fI([0,min(x2, y1)]) + fI([0,max(x1, y2)]) = fI([0, y1]) + fI([0, y2]),
which holds, since y1 ≤ y2 ≤ x2 and y2 ≥ y1 ≥ x1.
• If x1 ≤ y1 and x2 ≤ y2, then (2) is equivalent to
fI([0,max(T (x1, y2), T (x2, y1))]) + fI([0,min(S(x1, y2), S(x2, y1))])
= fI([0, x2]) + fI([0, y1]).
Let
α = fI([0,max(T (x1, y2), T (x2, y1))]) + fI([0,min(S(x1, y2), S(x2, y1))]).
Since T , S, min, max and fI are increasing and y2 ≤ 1, we obtain that
α ≤L¯I fI([0,max(x1, T (x2, y1))]) + fI([0, S(x2, y1)])
≤L¯I fI([0,min(x2, y1)]) + fI([0,max(x2, y1)]),
(13)
using the fact that x1 ≤ min(x2, y1), T (x2, y1) ≤ min(x2, y1) and (ii). It
is easily seen that
fI([0,min(x2, y1)]) + fI([0,max(x2, y1)]) = fI([0, x2]) + fI([0, y1]). (14)
On the other hand, if x2 ≥ y1, then, since T , S, min, max and fI are
increasing and x2 ≤ y2, we obtain that
α ≥L¯I fI([0,max(T (x1, x2), T (x2, y1))])
+ fI([0,min(S(x1, x2), S(x2, y1))])
= fI([0, T (x2, y1)]) + fI([0, S(x1, x2)])
= fI([0,min(x2, y1)]) + fI([0,max(x1, x2)])
= fI([0, y1]) + fI([0, x2]),
(15)
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using (ii). From (13), (14) and (15) it follows that α = fI([0, x2]) +
fI([0, y1]).
If x2 ≤ y1, since T , S, min, max and fI are increasing, S(x1, y2) ≥ y2 ≥ y1,
S(x2, y1) ≥ y1 and x2 ≤ y2, we obtain that
α ≥L¯I fI([0,max(T (x1, x2), T (x2, y1))])
+ fI([0,min(S(x1, y2), S(x2, y1))])
≥L¯I fI([0, T (x2, y1)]) + fI([0, y1])
= fI([0,min(x2, y1)]) + fI([0, y1])
= fI([0, x2]) + fI([0, y1]),
(16)
using (ii). From (13), (14) and (16) it follows that α = fI([0, x2]) +
fI([0, y1]).
The other cases are analogous. 
Corollary 4.4 Let TT and SS be a pseudo-t-representable t-norm and t-conorm
of the first kind on LI respectively. Let fI([0, .]) be strictly increasing. Then
(fI ,SS , TT ) satisfies the valuation property iff fI satisfies Theorem 4.3 (i), S =
max and T = min.
Proof. Assume that TT and SS are a pseudo-t-representable t-norm and
t-conorm of the first kind on LI respectively, fI([0, .]) is strictly increasing
and (fI ,SS , TT ) satisfies the valuation property. Then fI([0, S(a, b)]) = fI([0,
max(a, b)]) and fI([0, T (a, b)]) = fI([0,min(a, b)]). Hence S(a, b) = max(a, b)
and T (a, b) = min(a, b).
The converse part of the statement is obvious. 
Corollary 4.5 Let TT and SS be a pseudo-t-representable t-norm and t-conorm
of the first kind on LI respectively. Then there does not exist a 1-semi-represen-
table scalar cardinality pattern fI such that (fI , TT ,SS) satisfies the valuation
property.
Proof. Assume that (fI ,SS , TT ) satisfies the valuation property and fI is 1-
semi-representable. From Lemma 4.1 it follows that fI([0, 1]) =
[
1
2 ,
1
2
]
. From
Theorem 2.11 we obtain (fI([0, 1]))1 = 0, which is a contradiction. 
Corollary 4.6 Let TT and SS be a pseudo-t-representable t-norm and t-conorm
of the first kind on LI respectively. Then there does not exist a 2-semi-represen-
table scalar cardinality pattern fI such that (fI , TT ,SS) satisfies the valuation
property.
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Proof. Assume that (fI ,SS , TT ) satisfies the valuation property and fI is 2-
semi-representable. From Lemma 4.1 it follows that fI([0, 1]) =
[
1
2 ,
1
2
]
. From
Theorem 2.12 we obtain (fI([0, 1]))2 = 1, which is a contradiction. 
Corollary 4.7 Let TT and SS be a pseudo-t-representable t-norm and t-conorm
of the first kind on LI respectively. Then there does not exist a representable
scalar cardinality pattern fI such that (fI , TT ,SS) satisfies the valuation prop-
erty.
Note that from Theorem 4.3 it follows that in the case that T and S are
pseudo-t-representable of the first kind, if (fI , T ,S) satisfies the valuation prop-
erty, then fI is completely determined by the value of fI([0, a]), for all a ∈ [0, 1].
In the case that the representant of one of T and S is Archimedean, we can find
even stronger results. First we prove some lemmas. Let us remind the reader
that T ∗ (S∗) denotes the dual t-conorm (t-norm) to a t-norm T (t-conorm S)
with respect to the standard negation Ns, respectively.
Lemma 4.8 Let TT and SS be a pseudo-t-representable t-norm and t-conorm
of the first kind on LI respectively. If at least one of T and S∗ is Archimedean
and (fI , TT ,SS) satisfies the valuation property, then fI([0, a]) = fI([0, b]), for
all a, b ∈ ]0, 1[.
Proof. Assume first that T is Archimedean. Let us choose arbitrarily a, b ∈
]0, 1[ and assume a ≥ b (the case a ≤ b is shown similarly). From Theorem
4.3 it follows that fI([0, a
(2)
T ]) = fI([0, T (a, a)]) = fI([0,min(a, a)]) = fI([0, a]).
Recursively, using Theorem 4.3, we find for all n > 2 that
fI([0, a
(n)
T ]) = fI([0, T (a, a
(n−1)
T )])
= fI([0,min(a, a
(n−1)
T )])
= fI([0, a
(n−1)
T ])
= fI([0, a]).
Since T is Archimedean, there exists an n ∈ N \ {0} such that a(n)T < b. Hence,
since fI is increasing,
fI([0, a]) = fI([0, a
(n)
T ]) ≤LI fI([0, b]) ≤LI fI([0, a]).
Assume now that S∗ is Archimedean. We have for all x ∈ [0, 1] that x(2)S =
S(x, x) = 1−S∗(1−x, 1−x) = 1− (1− x)(2)S∗ . We find recursively for all n > 2,
that
x
(n)
S = S(x, x
(n−1)
S )
= 1− S∗(1− x, 1− x(n−1)S )
= 1− S∗(1− x, (1− x)(n−1)S∗ )
= 1− (1− x)(n)S∗ .
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Since S∗ is Archimedean, for all x, y ∈ ]0, 1[, there exists an n ∈ N \ {0} such
that (1− x)(n)S∗ < 1− y, so x(n)S = 1− (1− x)(n)S∗ > y.
Let now arbitrarily a, b ∈ ]0, 1[ and assume a ≤ b (the case a ≥ b is shown
similarly). From Theorem 4.3 it follows that fI([0, a
(2)
S ]) = fI([0, S(a, a)]) =
fI([0,max(a, a)]) = fI([0, a]). Similarly as above for T , we find recursively that
fI([0, a
(n)
S ]) = fI([0, a]), for all n ∈ N \ {0}. Since S∗ is Archimedean, there
exists an n ∈ N \ {0} such that a(n)S > b. Hence, since fI is increasing,
fI([0, a]) = fI([0, a
(n)
S ]) ≥LI fI([0, b]) ≥LI fI([0, a]).

Lemma 4.9 Let TT and SS be a pseudo-t-representable t-norm and t-conorm of
the first kind on LI respectively. If at least one of T and S∗ is Archimedean and
(fI , TT ,SS) satisfies the valuation property, then there exists an α ∈ {x | x ∈ LI
and x2 ≤ 12} such that, for all a ∈ LI ,
fI(a) =

0LI , if a = 0LI ,[
1
2 ,
1
2
]
, if a = [0, 1],
1LI , if a = 1LI ,
α, if a1 = 0 and a2 ∈ ]0, 1[,[
1
2 + α1,
1
2 + α2
]
, if a1 ∈ ]0, 1[ and a2 = 1,
[2α1, 2α2], else.
(17)
Proof. From the definition of scalar cardinality pattern and from the proof of
Lemma 4.1 it follows that fI(0LI ) = 0LI , fI(1LI ) = 1LI and fI([0, 1]) =
[
1
2 ,
1
2
]
.
From Lemma 4.8 it follows that there exists an α ∈ LI such that fI([0, a]) =
α, for all a ∈ ]0, 1[. Since fI is increasing, fI([0, a]) ≤LI fI([0, 1]), so α2 ≤ 12 .
Hence, for all a ∈ [0, 1],
fI([0, a]) =

0LI , if a = 0,[
1
2 ,
1
2
]
, if a = 1,
α, else.
(18)
Using Theorem 4.3(i) it is easy to see that fI(a) is given by (17), for all a ∈ LI .

Theorem 4.10 Let TT and SS be a pseudo-t-representable t-norm and t-co-
norm of the first kind on LI respectively. If at least one of T and S∗ is
Archimedean and at least one of them does not have zero-divisors, then (fI , TT ,
SS) satisfies the valuation property iff there exists an α ∈ {x | x ∈ LI and
x2 ≤ 12} such that fI(a) is given by (17), for all a ∈ LI .
Moreover, if T has zero-divisors, then α = 0LI , and if S∗ has zero-divisors,
then α =
[
1
2 ,
1
2
]
.
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Proof. Assume first that (fI , TT ,SS) satisfies the valuation property. From
Lemma 4.9 it follows that fI(a) is given by (17), for all a ∈ LI .
Assume conversely that there exists an α ∈ LI such that α2 ≤ 12 and such
that fI(a) is given by (17), for all a ∈ LI . It is easy to see that fI is a scalar
cardinality pattern and that fI([0, a]) is given by (18), for all a ∈ [0, 1].
We prove that (fI , TT ,SS) satisfies the valuation property. A straightforward
calculation shows that fI(a) = fI([0, a1]) + fI([0, a2]), for all a ∈ LI . Let now
a, b ∈ [0, 1] such that a ≤ b (the case a ≥ b is analogous). If a = 0, then
fI([0, T (a, b)]) = fI([0, 0]) = fI([0,min(a, b)]). If b = 1, then fI([0, T (a, b)]) =
fI([0, a]) = fI([0,min(a, b)]). Similarly, if a = 0 or b = 1, then fI([0, S(a, b)]) =
fI([0,max(a, b)]). Assume now that 0 < a ≤ b < 1. Then we have the following
cases.
• Neither T or S∗ has zero-divisors: then 0 < T (a, b) < 1 and
a, b ∈ ]0, 1[
=⇒ 1− a, 1− b ∈ ]0, 1[
=⇒ 0 < S∗(1− a, 1− b) < 1
=⇒ 0 < S(a, b) < 1.
Hence fI([0, T (a, b)]) = α = fI([0,min(a, b)]) and fI([0, S(a, b)]) = α =
fI([0,max(a, b)]).
• T has zero-divisors: then from the assumptions it follows that S∗ does
not have zero-divisors. So, similarly as in the previous case we find
that fI([0, S(a, b)]) = α = fI([0,max(a, b)]). Let a
′, b′ ∈ ]0, 1[ be such
that T (a′, b′) = 0. Then fI([0, T (a′, b′)]) = fI([0, 0]) = 0LI , but on
the other hand fI([0,min(a
′, b′)]) = α. Thus, if fI([0, T (a′, b′)]) = fI([0,
min(a′, b′)]), then α = 0LI . Conversely, if α = 0LI , then for all a, b ∈ ]0, 1[,
T (a, b) < 1, so fI([0, T (a, b)]) = 0LI = fI([0,min(a, b)]).
• S∗ has zero-divisors: similarly as in the previous case we find that T
does not have zero-divisors, fI([0, T (a, b)]) = α = fI([0,min(a, b)]) and
fI([0, S(a, b)]) = fI([0,max(a, b)]) iff α =
[
1
2 ,
1
2
]
.
From Theorem 4.3 it follows that, under the mentioned restrictions for α,
(fI , TT ,SS) satisfies the valuation property. 
Theorem 4.11 Let TT and SS be a pseudo-t-representable t-norm and t-co-
norm of the first kind on LI respectively. If at least one of T and S∗ is
Archimedean and both have zero-divisors, then there does not exist a scalar
cardinality pattern fI such that (fI , TT ,SS) satisfies the valuation property.
Proof. Assume that there exists a scalar cardinality pattern fI such that
(fI , TT ,SS) satisfies the valuation property. Then from Lemma 4.9 it follows
that fI([0, a]) is given by (18), for all a ∈ [0, 1].
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Since T has zero-divisors, there exist a, b ∈ ]0, 1[ such that T (a, b) = 0. From
Theorem 4.3 if follows that
0LI = fI([0, 0]) = fI([0, T (a, b)]) = fI([0,min(a, b)]) = α. (19)
On the other hand, since S∗ has zero-divisors, there exist a′, b′ ∈ ]0, 1[ such
that S(a′, b′) = 1. Thus, using Theorem 4.3, we obtain[
1
2
,
1
2
]
= fI([0, 1]) = fI([0, S(a
′, b′)]) = fI([0,max(a′, b′)]) = α. (20)
From (19) and (20) it follows that
0LI = α =
[
1
2
,
1
2
]
,
which is a contradiction. 
5 The valuation property and the class T ′T
Lemma 5.1 Let T ′T and S ′S be a pseudo-t-representable t-norm and t-conorm
of the second kind on LI respectively. If (fI , T ′T ,S ′S) satisfies the valuation
property, then for all a ∈ LI ,
fI([0, a2]) + fI([a1, 1]) = fI(a) + fI([0, 1]).
Proof. This follows immediately from applying the valuation property for
a ∈ LI and b = [0, 1]. 
Lemma 5.2 Let T ′T and S ′S be a pseudo-t-representable t-norm and t-conorm
of the second kind on LI respectively. If (fI , T ′T ,S ′S) satisfies the valuation
property, then, for all a1, a2, b1, b2 in [0, 1],
fI([0, T (a2, b2)]) = fI([0,min(a2, b2)]),
fI([S(a1, b1), 1]) = fI([max(a1, b1), 1]).
Proof. Let a = [0, a2] and b = [0, b2] in L
I . Then from the valuation property
it follows that
fI([0, T (a2, b2)]) + fI([0,max(a2, b2)]) = fI([0, a2]) + fI([0, b2]).
If a2 ≤ b2, then it follows that
fI([0, T (a2, b2)]) + fI([0, b2]) = fI([0, a2]) + fI([0, b2]),
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or, equivalently (since from x+ z = y + z it follows that x = y, for all x, y, z in
LI),
fI([0, T (a2, b2)]) = fI([0, a2]) = fI([0,min(a2, b2)]).
Let a = [a1, 1] and b = [b1, 1] in L
I . Then from the valuation property it
follows that
fI([min(a1, b1), 1]) + fI([S(a1, b1), 1]) = fI([a1, 1]) + fI([b1, 1]).
If a1 ≤ b1, then it follows that
fI([a1, 1]) + fI([S(a1, b1), 1]) = fI([a1, 1]) + fI([b1, 1]),
or, equivalently,
fI([S(a1, b1), 1]) = fI([b1, 1]) = fI([max(a1, b1), 1]).

Lemma 5.3 Let T ′T and S ′S be a pseudo-t-representable t-norm and t-conorm
of the second kind on LI respectively. If (fI , T ′T ,S ′S) satisfies the valuation
property, then, for all a1, a2, b1, b2 in [0, 1],
fI([T (a1, b1), 1]) = fI([min(a1, b1), 1]),
fI([0, S(a2, b2)]) = fI([0,max(a2, b2)]).
Proof. Let a2, b2 in [0, 1] be arbitrary. Assume that a2 ≤ b2. Then from the
valuation property it follows that
fI([0, T (b2, b2)]) + fI([a2, S(a2, b2)]) = fI([0, b2]) + fI([a2, b2]).
Adding fI([0, 1]) to both sides of this equality, we obtain, using Lemmas 5.1
and 5.2, that
fI([0,min(b2, b2)])+fI([0, S(a2, b2)])+fI([a2, 1]) = fI([0, b2])+fI([0, b2])+fI([a2, 1]),
or, equivalently,
fI([0, S(a2, b2)]) = fI([0, b2]) = fI([0,max(a2, b2)]).
Let now arbitrarily a1, b1 in [0, 1]. Assume that a1 ≤ b1. Then from the
valuation property it follows that
fI([T (a1, b1), b1]) + fI([S(a1, a1), 1]) = fI([a1, b1]) + fI([a1, 1]).
Adding fI([0, 1]) to both sides of this equality, we obtain, using Lemmas 5.1
and 5.2, that
fI([0, b1])+fI([T (a1, b1), 1])+fI([max(a1, a1), 1]) = fI([0, b1])+fI([a1, 1])+fI([a1, 1]),
or, equivalently,
fI([T (a1, b1), 1]) = fI([a1, 1]) = fI([min(a1, b1), 1]).

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Theorem 5.4 Let T ′T and S ′S be a pseudo-t-representable t-norm and t-conorm
of the second kind on LI respectively. Then (fI , T ′T ,S ′S) satisfies the valuation
property iff
(i) for all a ∈ LI ,
fI([0, a2]) + fI([a1, 1]) = fI(a) + fI([0, 1]).
(ii) for all a1, a2, b1, b2 in [0, 1],
fI([T (a1, b1), 1]) = fI([min(a1, b1), 1]),
fI([S(a1, b1), 1]) = fI([max(a1, b1), 1]),
fI([0, T (a2, b2)]) = fI([0,min(a2, b2)]),
fI([0, S(a2, b2)]) = fI([0,max(a2, b2)]).
Proof. From Lemmas 5.1 and 5.2 it follows that if (fI , T ′T ,S ′S) satisfies the
valuation property, then (i) and (ii) hold.
Assume conversely that (i) and (ii) hold and let us choose arbitrarily x, y in
LI . Then, using (i), (2) is equivalent to
fI([0, T (x2, y2)]) + fI([min(T (x1, y2), T (x2, y1)), 1])
+ fI([0,max(S(x1, y2), S(x2, y1))]) + fI([S(x1, y1), 1])
= fI([0, x2]) + fI([x1, 1]) + fI([0, y2]) + fI([y1, 1]),
or, using (ii), equivalent to
fI([0,min(x2, y2)]) + fI([min(T (x1, y2), T (x2, y1)), 1])
+ fI([0,max(S(x1, y2), S(x2, y1))]) + fI([max(x1, y1), 1])
= fI([0, x2]) + fI([x1, 1]) + fI([0, y2]) + fI([y1, 1]).
We consider the following cases.
• If x2 ≤ y2 and x1 ≥ y1, then (2) is equivalent to
fI([0, x2]) + fI([T (x2, y1), 1]) + fI([0, S(x1, y2)]) + fI([x1, 1])
= fI([0, x2]) + fI([x1, 1]) + fI([0, y2]) + fI([y1, 1]),
or, equivalently,
fI([min(x2, y1), 1]) + fI([0,max(x1, y2)]) = fI([0, y2]) + fI([y1, 1]),
which holds, because y1 ≤ x1 ≤ x2 and x1 ≤ x2 ≤ y2.
• If x2 ≤ y2 and x1 ≤ y1, then (2) is equivalent to
fI([0, x2]) + fI([min(T (x1, y2), T (x2, y1)), 1])
+ fI([0,max(S(x1, y2), S(x2, y1))]) + fI([y1, 1])
= fI([0, x2]) + fI([x1, 1]) + fI([0, y2]) + fI([y1, 1]),
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or, equivalently,
fI([min(T (x1, y2), T (x2, y1)), 1]) + fI([0,max(S(x1, y2), S(x2, y1))])
= fI([x1, 1]) + fI([0, y2]).
(21)
Using (ii) and using the fact that x1 ≤ y1 and x2 ≤ y2, we obtain that
fI([min(T (x1, y2), T (x2, y1)), 1]) = fI([T (T (x1, y2), T (x2, y1)), 1])
= fI([T (T (x1, x2), T (y1, y2)), 1])
= fI([min(T (x1, x2), T (y1, y2)), 1])
= fI([T (x1, x2), 1])
= fI([min(x1, x2), 1])
= fI([x1, 1]).
Similarly, we find
fI([0,max(S(x1, y2), S(x2, y1))]) = fI([0, S(S(x1, y2), S(x2, y1))])
= fI([0, S(S(x1, x2), S(y1, y2))])
= fI([0,max(S(x1, x2), S(y1, y2))])
= fI([0, S(y1, y2)])
= fI([0,max(y1, y2)])
= fI([0, y2]).
Hence (21) holds.
The other cases are shown in a similar way. 
Note that from Theorem 5.4 it follows that in the case that T and S
are pseudo-t-representable of the second kind, if (fI , T ,S) satisfies the valu-
ation property, then fI is completely determined by the values of fI([0, a]) and
fI([a, 1]), for all a ∈ [0, 1]. In the case that the representant of one of T and S
is Archimedean, we can find even stronger results. First we prove some lemmas.
Lemma 5.5 Let T ′T and S ′S be a pseudo-t-representable t-norm and t-conorm
of the second kind on LI respectively. If at least one of T and S∗ is Archimedean
and (fI , T ′T ,S ′S) satisfies the valuation property, then for all a1, a2, b1, b2 in ]0, 1[
such that a1 ≤ a2 and b1 ≤ b2,
fI([0, a2]) = fI([0, b2]),
fI([a1, 1]) = fI([b1, 1]),
fI([a1, a2]) = fI([b1, b2]).
Proof. Assume that T or S∗ is Archimedean and (fI , T ′T ,S ′S) satisfies the valu-
ation property. Similarly as in the proof of Lemma 4.8, we find using Theorem
5.4(ii) that fI([0, a]) = fI([0, b]), for all a, b in ]0, 1[.
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In a similar way we find that fI([a, 1]) = fI([b, 1]) for all a, b in ]0, 1[. Let
now arbitrarily a, b in LI such that 0 < min(a1, b1) and max(a2, b2) < 1. From
Theorem 5.4 it follows that
fI(a) + fI([0, 1]) = fI([0, a2]) + fI([a1, 1])
= fI([0, b2]) + fI([b1, 1])
= fI(b) + fI([0, 1]),
which implies that fI(a) = fI(b). 
Lemma 5.6 Let T ′T and S ′S be a pseudo-t-representable t-norm and t-conorm
of the second kind on LI respectively. If at least one of T and S∗ is Archimedean
and (fI , T ′T ,S ′S) satisfies the valuation property, then there exist α, β, γ in LI
satisfying α ≤LI β ≤LI γ such that, for all a ∈ LI ,
fI(a) =

0LI , if a = 0LI ,
β, if a = [0, 1],
1LI , if a = 1LI ,
α, if a1 = 0 and a2 ∈ ]0, 1[,
γ, if a1 ∈ ]0, 1[ and a2 = 1,
[α1 + γ1 − β1, α2 + γ2 − β2], else.
(22)
Proof. From the definition of scalar cardinality pattern it follows that fI(0LI ) =
0LI and fI(1LI ) = 1LI .
From Lemma 5.5 it follows that there exist α ∈ LI and γ ∈ LI such that
fI([0, a]) = α and fI([a, 1]) = γ, for all a ∈ ]0, 1[. Let β = fI([0, 1]). Since fI
is increasing, fI([0, a]) ≤LI fI([0, 1]) ≤LI fI([a, 1]), so α ≤LI β ≤LI γ. Using
Theorem 5.4(i) it is easy to see that fI(a) = [α1 + γ1 − β1, α2 + γ2 − β2] for all
a ∈ LI such that 0 < a1 ≤ a2 < 1. So fI(a) is given by (22), for all a ∈ LI . 
Theorem 5.7 Let T ′T and S ′S be a pseudo-t-representable t-norm and t-conorm
of the second kind on LI respectively. If at least one of T and S∗ is Archimedean
and at least one of them does not have zero-divisors, then (fI , T ′T ,S ′S) satisfies
the valuation property iff there exist α, β, γ in LI with α ≤LI β ≤LI γ such that
fI(a) is given by (22), for all a ∈ LI .
Moreover, if T has zero-divisors, then α = 0LI and β = γ, and if S∗ has
zero-divisors, then α = β and γ = 1.
Proof. Assume first that (fI , T ′T ,S ′S) satisfies the valuation property. From
Lemma 5.6 it follows that fI(a) is given by (22), for all a ∈ LI .
Assume conversely that there exist α, β, γ in LI such that α ≤LI β ≤LI γ
and such that fI(a) is given by (22), for all a ∈ LI . It is easy to see that fI is
a scalar cardinality pattern.
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We prove that (fI , T ′T ,S ′S) satisfies the valuation property. A straightforward
calculation shows that fI([0, a2]) + fI([a1, 1]) = fI(a) + fI([0, 1]), for all a ∈
LI . Let now a, b in [0, 1] such that a ≤ b (the case a ≥ b is analogous). If
a = 0, then fI([0, T (a, b)]) = fI([0, 0]) = fI([0,min(a, b)]). If b = 1, then
fI([0, T (a, b)]) = fI([0, a]) = fI([0,min(a, b)]). Similarly, if a = 0 or b = 1,
then fI(T (a, b), 1]) = fI([min(a, b), 1]), fI([0, S(a, b)]) = fI([0,max(a, b)]) and
fI([S(a, b), 1]) = fI([max(a, b), 1]). Assume now that 0 < a ≤ b < 1. Then we
have the following cases.
• Neither T or S∗ has zero-divisors: then 0 < T (a, b) < 1 and, similarly as
in the proof of Theorem 4.10, 0 < S(a, b) < 1.
Hence fI([0, T (a, b)]) = α = fI([0,min(a, b)]), fI([T (a, b), 1]) = γ =
fI([min(a, b), 1]), fI([0, S(a, b)]) = α = fI([0,max(a, b)]) and fI([S(a, b), 1]) =
γ = fI([max(a, b), 1]).
• T has zero-divisors: then from the assumptions it follows that S∗ does
not have zero-divisors. So, similarly as in the previous case we find
that fI([0, S(a, b)]) = α = fI([0,max(a, b)]) and fI([S(a, b), 1]) = γ =
fI([max(a, b), 1]). Let a
′, b′ in ]0, 1[ be such that T (a′, b′) = 0. Then
fI([0, T (a
′, b′)]) = fI([0, 0]) = 0LI , but on the other hand fI([0,min(a′, b′)]) =
α. Thus, if fI([0, T (a
′, b′)]) = fI([0,min(a′, b′)]), then α = 0LI . Con-
versely, if α = 0LI , then for all a, b in ]0, 1[, T (a, b) < 1, so fI([0, T (a, b)]) =
0LI = fI([0,min(a, b)]). Similarly fI([T (a, b), 1]) = fI([min(a, b), 1]) for all
a, b in ]0, 1[ if and only if β = γ.
• S∗ has zero-divisors: similarly as in the previous case we find that T does
not have zero-divisors, fI([0, T (a, b)]) = α = fI([0,min(a, b)]), fI([T (a, b), 1]) =
γ = fI([min(a, b), 1]), fI([0, S(a, b)]) = fI([0,max(a, b)]) and fI([S(a, b), 1]) =
fI([max(a, b), 1]) iff α = β and γ = 1LI .
From Theorem 5.4 it follows that, under the mentioned restrictions for α, β and
γ, (fI , T ′T ,S ′S) satisfies the valuation property. 
Theorem 5.8 Let T ′T and S ′S be a pseudo-t-representable t-norm and t-conorm
of the second kind on LI respectively. If at least one of T and S∗ is Archimedean
and both have zero-divisors, then there does not exist a scalar cardinality pattern
fI such that (fI , T ′T ,S ′S) satisfies the valuation property.
Proof. Assume that there exists a scalar cardinality pattern fI such that
(fI , T ′T ,S ′S) satisfies the valuation property. Then from Lemma 5.6 it follows
that fI([0, a]) is given by (22), for all a ∈ [0, 1].
Since T has zero-divisors, there exist a, b ∈ ]0, 1[ such that T (a, b) = 0. From
Theorem 5.4 if follows that
0LI = fI([0, 0]) = fI([0, T (a, b)]) = fI([0,min(a, b)]) = α,
β = fI([0, 1]) = fI([T (a, b), 1]) = fI([min(a, b), 1]) = γ.
(23)
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On the other hand, since S∗ has zero-divisors, there exist a′, b′ ∈ ]0, 1[ such
that S(a′, b′) = 1. Thus, using Theorem 5.4, we obtain
β = fI([0, 1]) = fI([0, S(a
′, b′)]) = fI([0,max(a′, b′)]) = α,
1LI = fI([1, 1]) = fI([S(a
′, b′), 1]) = fI([max(a′, b′), 1]) = γ.
(24)
From (23) and (24) it follows that
0LI = α = β = γ = 1LI ,
which is a contradiction. 
6 The valuation property and the class TT1,T2
Now we consider the case that T and S are t-representable.
Theorem 6.1 Let TT1,T2 and SS1,S2 be a t-representable t-norm and t-conorm
on LI respectively. Then (fI , TT1,T2 ,SS1,S2) satisfies the valuation property iff
(i) for all a ∈ LI ,
fI([0, a2]) + fI([a1, 1]) = fI(a) + fI([0, 1]),
(ii) for all a, b ∈ [0, 1],
fI([0, T2(a, b)]) + fI([0, S2(a, b)]) = fI([0, a]) + fI([0, b]),
fI([T1(a, b), 1]) + fI([S1(a, b), 1]) = fI([a, 1]) + fI([b, 1]).
Proof. Assume first that (fI , TT1,T2 ,SS1,S2) satisfies the valuation property. Let
a ∈ LI and b = [0, 1] ∈ LI , then TT1,T2(a, b) = [0, a2] and SS1,S2(a, b) = [a1, 1],
so from (2) it follows that (i) holds. Let now arbitrarily a2, b2 ∈ [0, 1], then
a = [0, a2], b = [0, b2] ∈ LI , so from (2) it follows that
fI([0, T2(a2, b2)]) + fI([0, S2(a2, b2)]) = fI([0, a2]) + fI([0, b2]).
Similarly, the second equality of (ii) can be proven.
Assume conversely that (i) and (ii) hold. Then for all a, b ∈ LI ,
fI(TT1,T2(a, b)) + fI(SS1,S2(a, b)) + fI([0, 1]) + fI([0, 1])
= fI([0, T2(a2, b2)]) + fI([0, S2(a2, b2)]) + fI([T1(a1, b1), 1]) + fI([S1(a1, b1), 1])
= fI([0, a2]) + fI([0, b2]) + fI([a1, 1]) + fI([b1, 1])
= fI(a) + fI(b) + fI([0, 1]) + fI([0, 1]).
Since from x + z = y + z it follows that x = y, for all x, y, z ∈ LI , we obtain
that (2) holds. 
From Theorem 6.1 it follows that in the case that T and S are t-represen-
table, if (fI , T ,S) satisfies the valuation property, then fI is completely deter-
mined by the value of fI([0, a]) and fI([a, 1]), for all a ∈ [0, 1].
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Corollary 6.2 Let TT1,T2 and SS1,S2 be a t-representable t-norm and t-conorm
on LI respectively. Then (fI , TT1,T2 ,SS1,S2) satisfies the valuation property iff
there exist an element α ∈ LI and scalar cardinality patterns f11, f12, f21 and
f22 on the unit interval such that
(i) for all a ∈ LI ,
fI(a) = [α1f21(a2) + (1− α1)f11(a1),
α2f22(a2) + (1− α2)f12(a1)], (25)
(ii) (f11, T1, S1), (f12, T1, S1), (f21, T2, S2) and (f22, T2, S2) satisfy the valua-
tion property.
Proof. Assume first that (fI , TT1,T2 ,SS1,S2) satisfies the valuation property.
Let α = fI([0, 1]). Define for all a ∈ [0, 1],
f11(a) =
(fI([a, 1]))1 − (fI([0, 1]))1
1− (fI([0, 1]))1 , if (fI([0, 1]))1 < 1,
f12(a) =
(fI([a, 1]))2 − (fI([0, 1]))2
1− (fI([0, 1]))2 , if (fI([0, 1]))2 < 1,
f21(a) =
(fI([0, a]))1
(fI([0, 1]))1
, if (fI([0, 1]))1 > 0,
f22(a) =
(fI([0, a]))2
(fI([0, 1]))2
, if (fI([0, 1]))2 > 0.
It is easy to verify that f11, f12, f21 and f22 are scalar cardinality patterns on
the unit interval. From Theorem 6.1(ii) it follows for all a, b ∈ [0, 1] that
(fI([0, T2(a, b)]))1 + (fI([0, S2(a, b)]))1 = (fI([0, a]))1 + (fI([0, b]))1,
so
f21(T2(a, b)) + f21(S2(a, b)) = f21(a) + f21(b),
i.e. (f21, T2, S2) satisfies the valuation property. Similarly (f11, T1, S1), (f12, T1,
S1) and (f22, T2, S2) satisfy the valuation property.
Now we calculate the right hand side of (25) for all a ∈ LI . We have the
following cases.
• If (fI([0, 1]))1 = 0, then the first projection of the right hand side of (25)
is equal to 0 + f11(a1) = (fI([a1, 1]))1. On the other hand, from Theorem
6.1(i) it follows that 0+(fI([a1, 1]))1 = (fI(a))1 +0, so the first projection
of the right hand side of (25) is equal to (fI(a))1.
• If (fI([0, 1]))1 = 1, then the first projection of the right hand side of (25)
is equal to f21(a2) + 0 = (fI([0, a2]))1. On the other hand, from Theorem
6.1(i) it follows that (fI([0, a2]))1 +1 = (fI(a))1 +1, so the first projection
of the right hand side of (25) is equal to (fI(a))1.
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• (fI([0, 1]))1 ∈ ]0, 1[, then the first projection of the right hand side of (25)
is equal to (fI([0, 1]))1f21(a2) + (1− (fI([0, 1]))1)f11(a1) = (fI([0, a2]))1 +
(fI([a1, 1]))1 − (fI([0, 1]))1, which according to Theorem 6.1(i) is equal to
(fI(a))1.
A similar calculation shows that the second projection of the right hand side of
(25) is equal to (fI(a))2. So (i) holds.
Assume conversely that there exist an element α ∈ LI and scalar cardinality
patterns f11, f12, f21 and f22 on the unit interval such that (ii) holds and
define the mapping fI : L
I → LI by (i). A straightforward calculation shows
that fI is a scalar cardinality pattern on LI . It only remains to show that
(fI , TT1,T2 ,SS1,S2) satisfies the valuation property. We have the following cases.
• If α1 = 0, then (fI(a))1 = f11(a1), for all a ∈ LI . So, for all a, b ∈ LI , we
obtain that
(fI(TT1,T2(a, b)) + fI(SS1,S2(a, b)))1
= f11(T1(a1, b1)) + f11(S1(a1, b1))
= f11(a1) + f11(b1)
= (fI(a) + fI(b))1,
using the fact that (f11, T1, S1) satisfies the valuation principle.
• If α1 = 1, then (fI(a))1 = f21(a2), for all a ∈ LI . We obtain similarly that
(fI(TT1,T2(a, b)) + fI(SS1,S2(a, b)))1 = (fI(a) + fI(b))1, for all a, b ∈ LI .
• If α1 ∈ ]0, 1[, then for all a, b ∈ LI ,
(fI(TT1,T2(a, b)) + fI(SS1,S2(a, b)))1
= α1f21(T2(a2, b2)) + (1− α1)f11(T1(a1, b1))
+ α1f21(S2(a2, b2)) + (1− α1)f11(S1(a1, b1))
= α1f21(a2) + (1− α1)f11(a1) + α1f21(b2) + (1− α1)f11(b1)
= (fI(a) + fI(b))1,
using the fact that (f11, T1, S1) and (f21, T2, S2) satisfy the valuation prop-
erty.
Similarly we obtain that (fI(TT1,T2(a, b)) + fI(SS1,S2(a, b)))2 = (fI(a) + fI(b))2,
for all a, b ∈ LI . This completes the proof. Note that for any choice of α ∈ LI ,
fI([0, 1]) = α. 
7 Conclusions
We provided in this paper the characterization of cardinality patterns for which
the corresponding scalar cardinalities of finite interval-valued fuzzy sets satisfy
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the valuation property with respect to different classes of t-norms and t-conorms
on the lattice LI . The paper covers the t-representable t-(co)norms, the pseudo
t-representable t-(co)norms of the first and second kind and the generalized
pseudo-t-representable t-(co)norms. Our future research will focus on further
description of cardinality patterns, t-(co)norms and negations satisfying the
subadditivity property, the complementarity rule and the cartesian product rule.
The choice of the appropriate cardinality pattern is based on the intended
application and therefore strictly context dependent. Obviously it goes beyond
the scope of our paper. Nevertheless, we suppose that the presented charac-
terization can increase the applicability of the cardinality theory presented in
[11].
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