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Abstract: We study the anomalous dimension of the cusped Maldacena-Wilson line
in planar N = 4 Yang-Mills theory with scalar insertions using the Quantum Spectral
Curve (QSC) method. In the straight line limit we interpret the excited states of the
QSC as insertions of scalar operators coupled to the line. Such insertions were recently
intensively studied in the context of the one-dimensional defect CFT. We compute a five-
loop perturbative result analytically at weak coupling and the first four orders in the 1/
√
λ
expansion at strong coupling, confirming all previous analytic results. In addition, we find
the non-perturbative spectrum numerically and show that it interpolates smoothly between
the weak and strong coupling predictions.
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1 Introduction
The AdS5/CFT4 correspondence [1–3] conjectures a duality between four-dimensional N =
4 supersymmetric Yang-Mills (SYM) theory and type IIB superstring theory on AdS5×S5.
The correspondence is of the strong-weak type, so that the strong coupling regime of one
theory is mapped to the weak coupling regime of the other, and vice versa. To test this
duality, one has to calculate a physical quantity on both sides, finding agreement. While
this is not usually possible using perturbative methods, due to the strong-weak nature
of the correspondence, integrability [4, 5] provides non-perturbative tools for exactly this,
allowing one to test the AdS/CFT correspondence in highly non-trivial ways.
Integrability in gauge theories was first discovered in QCD in [6, 7]. Later, it was
found in a different context in N = 4 SYM in the seminal paper [8]. The development of
integrability techniques led to the discovery of the Quantum Spectral Curve (QSC) [9, 10],
describing the spectrum of local operators (see [11–13] for reviews). In [14], a numerical
method was proposed to solve the QSC. This algorithm enables one to probe the finite
coupling regime, thus allowing the QSC to reach its truly non-perturbative potential. The
main objects of interest are the so-called Q-functions. They are obtained as a solution
of a Riemann-Hilbert type problem, determined by asymptotic information, analyticity
constraints, functional relations, and certain linear monodromy equations across a branch
cut, called gluing conditions.
In this paper we consider the Maldacena-Wilson line [15, 16]. For special shapes like
a straight line, the Wilson loop is 1/2-BPS and the expectation value can be computed
exactly by resumming the relevant Feynman diagrams [16, 17] or by using methods like
localisation1 [18]. This setup can be generalised by introducing a cusp into the Wilson
line, which results in divergences. These divergences are controlled by the so-called cusp
anomalous dimension, which admits a perturbative expansion at both weak and strong
coupling [19–22]. Cusps in Wilson lines behave very much like local single-trace operators,
and a set of boundary Thermodynamic Bethe Ansatz (TBA) equations was found for the
cusp anomalous dimension in [23, 24]. In the near-BPS limit, when the line becomes
almost straight, these equations can be solved analytically [25–27]. However, in general
the TBA equations have a number of technical problems, which do not allow one to use
them efficiently. The QSC method was applied to compute the cusp anomalous dimension
non-perturbatively in [28], where the classical strong coupling result [20, 26] was reproduced
numerically.
Another way to modify the 1/2-BPS Wilson line is to insert operators along its contour
[29]. Such an infinite straight Wilson line with insertions can be considered as a superconfor-
mal defect with a one-dimensional CFT living on it [30]. The expectation value of operator
insertions in a 1/2-BPS Wilson line in the four-dimensional theory thus corresponds to
correlation functions in the one-dimensional CFT. One-dimensional CFTs are of interest
for the boostrap programme due to their simplicity [31–34]. Furthermore, this provides an
1Strictly speaking one has to first map the line to a circle by a conformal transformation for those results
to apply.
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ideal playground to investigate the AdS2/CFT1 correspondence, and has been intensively
studied recently [30, 35–37].
In this paper we discuss both the cusped Wilson line and the defect CFT living on
the infinite straight Wilson line using the QSC. This allows us to develop an integrability
description for the spectrum of the one-dimensional CFT.
Setup and notations. Consider two Wilson lines in N = 4 SYM, intersecting at an
arbitrary angle φ. The coupling to the scalars of the theory along the lines is parametrised
by two unit vectors, ~n and ~nθ, such that ~n · ~nθ = cos θ. Explicitly, we have
Figure 1. The excited cusp: A Feynman diagram for the insertion of Φ‖ (denoted by the blue dot) at
the cusp of two semi-infinite Wilson rays, forming a cusp with angle φ. The angle between the scalars
coupled to the two rays is θ. Dashed lines represent scalar propagators, whereas gluon propagators
are depicted by the usual spiral. In contrast to the insertions considered in [23, 24, 29], the scalar
insertion in this case can interact with the scalars that couple to the Wilson line. Therefore, in
addition to having the gluon-scalar-scalar vertex, we are also allowed to have a scalar propagator
that goes from the insertion to the line.
W = trP exp
(∫ 0
−∞
dt(iA · x˙+ ~Φ · ~n|x˙|)
)
× P exp
(∫ ∞
0
dt(iA · x˙φ + ~Φ · ~nθ|x˙φ|)
)
, (1.1)
where ~Φ is a vector made out of the six scalars, and x(t) and xφ(t) are straight lines that
form an angle φ at the cusp. This setup is depicted in figure 1. The expectation value of
this observable diverges as
〈W 〉 ∼
(
ΛIR
ΛUV
)∆
, (1.2)
where ΛIR/UV are infrared and ultraviolet cutoffs, respectively, and ∆ is called the cusp
anomalous dimension.
Now consider the expectation value of a cusped Wilson line with L scalar fields inserted
at the cusp. Let us decompose the six-dimensional space of scalars as
R6 = R4⊥ ⊕ R2‖ , R2‖ = span(n, nθ) , (1.3)
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where the corresponding insertions will be called orthogonal and parallel, respectively. First,
consider orthogonal insertions. Here, a number L of scalars is inserted at the cusp, denoted
by Φ⊥ = ~Φ · ~n⊥, such that ~n⊥ is orthogonal to both ~n and ~nθ. The cusp anomalous
dimension is obtained by considering the case without insertions, i.e. L = 0. While the
QSC was originally formulated for local single-trace operators of N = 4 SYM, it was
adapted in [28] to the cusped Wilson line with L orthogonal insertions.
In addition to the orthogonal scalar insertions considered above, it is possible to insert
a combination of scalars that couple to the two Wilson lines. In this paper we study such
parallel scalar insertions in the cusped Wilson line, which we denote as Φ‖. Due to operator
mixing the spectrum is found by diagonalising the mixing matrix. However, the explicit
form of the eigenstates is not known in general. While they contain a combination of the
scalars Φ · n and Φ · nθ, there could also be other fields present. The explicit form of the
insertions was derived in the ladders limit in [38], where only a special class of Feynman
diagrams needs to be considered, as originally observed in [16]. We review this limit in
section 3.1, and extend the QSC description of the first excited state to the case of general
angles. In the case of the straight line limit, with both φ→ 0 and θ → 0, there is a number
of perturbative results available [30, 39, 40] studying the single insertion of ~Φ · ~n, which we
refer to as the first excited state. This observable is the main focus of this paper.2
These types of insertions were hitherto outside the scope of the integrability framework
of [23, 24]. However, it was observed in [38] that such observables can be naturally studied
using the QSC. For the case of non-zero angles it was noticed that these insertions satisfy
the same QSC equations as the cusped state without insertions, but differ in their classical
scaling dimension ∆0 = L. In this paper we study the case of a single insertion of Φ‖,
and develop its QSC description in the presence of a cusp outside the ladders limit, i.e. for
generic values of the angles φ, θ.
Main results. After finding the correct solution of the QSC for generic angles φ, θ, we
take both of them to zero. This is equivalent to computing the two-point correlator of
this operator with its conjugate in the corresponding defect CFT. In the QSC picture, this
amounts to “untwisting” the Q-functions, a process which changes their asymptotics in a
non-trivial way. We compute the anomalous dimension ∆ of this insertion at five loop
orders ∆ ' 1 + g2γ1 + · · ·+ g10γ5,3 with γ1 = 4 , γ2 = −16 known previously [39, 40], and
our new result given by
γ3 = −56pi
4
45
+ 128 ,
γ4 =
272
135
pi6 +
128
3
pi2 − 64
3
pi2ζ3 + 128ζ3 − 160ζ5 − 1280 ,
γ5 = −7328
2835
pi8 − 64
2835
pi6 − 896
45
pi4 − 2560
3
pi2 +
64
3
pi4ζ3 +
512
3
pi2ζ3 +
448
3
pi2ζ5
− 384(ζ3)2 − 1024ζ3 − 640ζ5 + 2688ζ7 + 14336 .
(1.4)
2The case with finite φ and θ is also of interest from the one-dimensional defect CFT perspective. It
can be interpreted as a colour-twist operator described in [41] (see also [42]).
3g is related to the ’t Hooft coupling λ as g =
√
λ
4pi
.
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Figure 2. Numerical data for the case with φ = θ = 0, depicted by the solid black line. The dashed
red line depicts our five-loop result at weak coupling, see eq. (1.4). Our data reproduces the strong
coupling result derived in [30] depicted by the dotted blue line. At finite coupling it interpolates
between them.
In [30] the AdS2/CFT1 correspondence was used to find the anomalous dimension
of such an insertion at strong coupling via a Witten diagram calculation. On the string
theory side it corresponds to the two-point correlator of a singlet operator yaya (with bare
dimension 2), formed of five S5 fluctuations orthogonal to the defect.
We are able to solve the QSC numerically at finite values of the coupling with very
high precision, transitioning smoothly between the weak and strong coupling regimes. Our
numerical data is presented in figure 2. It allows us to substantiate the result of [30]. By
fitting the numerical data obtained we can predict4 the first three5 subleading orders at
strong coupling. We find
∆ = 2− 5√
λ
+
295
24
1
λ
− 305
16
1
λ3/2
+O
(
1
λ2
)
. (1.5)
This paper is organised as follows. In section 2 we review the QSC applied to the
ground state of the cusp. In section 3 we review the discussion of the excited states in [38],
allowing us to describe the parallel insertions with QSC methods. In section 4 we present our
numerical results for the first excited state for various values of φ and θ at finite coupling. We
show that these results allow us to successfully interpolate between perturbative calculations
4The leading term in equation (1.5) matches a fit of the numerical data with a relative error ∼ 10−14,
with the next three subleading terms having a relative errors ∼ 10−12, 10−10, and 10−8. The number of
digits of precision of the subleading terms increases as we assume that more terms in this equation are
exact. In particular, if we assume that the first three orders of this equation are exact, the relative error
in the fourth subleading term goes down to ∼ 10−11. We therefore believe that our expression is exact for
the first four orders with a good degree of confidence.
5After the first version of this paper appeared on the arXiv, we were informed by the authors of [43], that
they were able to reproduce the second subleading coefficient using analytic bootstrap techniques developed
in [44].
– 5 –
at weak and strong coupling. In section 5 we describe the analytical solution at weak
coupling. We end in section 6 with a brief discussion.
2 General aspects of QSC
The QSC formalism was originally developed to capture the spectrum of local single-trace
operators in the planar limit of N = 4 SYM [9, 10]. Pedagogical introductions are available
in [11–13]. While this formalism is not naively expected to apply to the cusped Wilson
line, it has been shown in [28] that only the asymptotics of the Q-functions, as well as the
gluing equations, need to be modified — while keeping the structure of the QQ-relations
unchanged — in order to obtain the spectrum of the cusped Wilson line.
2.1 Q-functions and QSC equations
In the following we will denote shifts in the spectral parameter u by the standard notation
used in this context, i.e. for a function f(u) dependent on u we define
f± = f(u± i/2) , f [n] = f(u+ ni/2) . (2.1)
The main set of Q-functions is given by
Pa(u) , Pa(u) , a = 1, . . . , 4 ,
Qi(u) , Qi(u) , i = 1, . . . , 4 ,
Qa|i(u) , a = 1, . . . , 4; i = 1, . . . , 4 ,
(2.2)
which are sufficient for all practical purposes. In fact, the eight P-functions form a basis for
the whole Q-system, where all other Q-functions can be obtained using the QQ-relations.
The set of single-index Q-functions (2.2) is analytic in the complex u-plane, apart from
prescribed branch points and cuts. The functions Pa(u) have a single branch cut6 between
u = ±2g7. Similarly, the functions Qi(u) have an infinite tower of branch cuts: between
u = ±2g on the real axis, and its copies, shifted by integer multiples of i into the lower
half-plane. The single short branch cut of the P-functions can be resolved by the Zhukovsky
variable x(u), defined as
x(u) =
u
2g
+
√(
u
2g
)2
− 1 . (2.3)
As stated above, the Q-functions satisfy a number of relations, called QQ-relations.
First, Qa|i is found through the finite-difference equation
Q+a|i −Q−a|i = PaQi . (2.4)
Additionally, the Q-functions have to satisfy
Qi = −PaQ±a|i ,
Pa = −QiQ±a|i ,
(2.5)
6As this branch cut does not run through infinity, it is called a short cut.
7g =
√
λ
4pi
, where λ is the ’t Hooft coupling.
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while the single-index Q-functions obey
PaPa = QiQi = 0 . (2.6)
Similar relations to the ones above hold for all indices raised/lowered, with the additional
property
Qa|iQa|j = −δji ,
Qa|iQb|i = −δba .
(2.7)
The above set of equations is known as QQ-relations. In order to find the physical spec-
trum, the QQ-relations have to be supplementend with the so-called gluing conditions. We
describe the relevant gluing conditions below.
2.2 QSC for cusped Wilson line
It was shown in [28] that the QSC can be used to capture the spectrum of a cusped Wilson
line with orthogonal scalar insertions at the cusp. This requires two modifications: First,
the asymptotics of the Q-functions need to be modified, while the QQ-relations (2.4) and
(2.5) are unchanged. Second, the gluing equations need to be changed w.r.t. to those used
for the local operators as we describe below. While for a generic state in N = 4 SYM the
Q-functions with raised indices can be interpreted as the Hodge-duals of Q-functions with
lower indices, they satisfy a simple relation8 in the case of the cusped Wilson line:
Pa(u) = χabPb(u) ,
Qi(u) = χijQj(u) ,
(2.8)
with the constant matrix χ given by
χab = χij =

0 0 0 −1
0 0 1 0
0 −1 0 0
1 0 0 0
 . (2.9)
For generic angles φ, θ, the asymptotics of the single-index Q-functions for the cusp
without operator insertions9 are given by
P1(u) ' C1/2 u−1/2 e+θuf(+u) , Q1(u) ' C′1/2+∆ u−1/2 e+φuF (+u) ,
P2(u) ' C1/2 u−1/2 e−θuf(−u) , Q2(u) ' C′1/2+∆ u−1/2 e−φuF (−u) ,
P3(u) ' 1
C
3/2 u+3/2 e+θug(+u) , Q3(u) '
1
C
′3/2−∆ u+3/2 e+φuG(+u) ,
P4(u) ' − 1
C
3/2 u+3/2 e−θug(−u) , Q4(u) ' −
1
C
′3/2−∆ u+3/2 e−φuG(−u) ,
(2.10)
8This also holds in the left-right symmetric subsector of N = 4 SYM, which contains the sl(2)-sector.
9This corresponds to L = 0 in the conventions of [28].
– 7 –
where the arbitrary constant C can be set to 1, and where
f(u) = 1 +
∞∑
n=1
an
un
, F (u) = 1 +
N∑
i=n
ci
ui
,
g(u) = 1 +
∞∑
n=1
bn
un
, G(u) = 1 +
N∑
i=n
di
ui
.
(2.11)
Due to the half-integer powers of u in both the Pa and Qi, it is often convenient to define
pa(u) =
Pa(u)
u1/2
, qi(u) =
Qi(u)
u1/2
, (2.12)
so that the large-u expansion of the pa and qi runs in integer powers of u. The pa can be
efficiently represented as an infinite series in inverse powers of the Zhukovsky variable x(u)
(2.3).
In the above expressions the parameter  and the combination a1 − b1 are not fully
independent already at the level of the QQ-relations. They can be expressed in terms
of the angles φ, θ, and ∆, while ∆ can be expressed in terms of the angles and the first
three subleading expansion coefficients in (2.11). The detailed results can be found in [28],
where they were derived by expanding the Baxter equation (2.15) to fourth order in large u.
However, we found that the same results can be obtained by using a novel set of relations,
called PQ-relations, introduced in section 2.5. By expanding the first four of them to fourth
order in large u, we reproduce the same constraints in a computationally easier way. The
specific PQ-relations used are listed in eq. (2.20).
2.3 Gluing conditions
The QQ-relations do not fix all parameters in the expansions (2.10), so that further relations
are needed to obtain a closed system of equations, determining the spectrum of operators.
This can generally be achieved by relating some Q-functions to their analytic continuations
through the branch cut on the real axis, denoted by Q˜. Historically, there were two ways to
achieve this: the Pµ-system and theQω-system. They relied on constructing antisymmetric
matrices µ — relating P and P˜ — or ω — relating Q and Q˜. The remaining parameters
were fixed by the fact that µ and ω can be expressed as combinations of P and P˜, or Q
and Q˜, respectively.
A simpler construction for local single-trace operators was proposed in [45], where the
gluing conditions are given by
Q˜1 = α1Q¯
2
, Q˜2 = α2Q¯
1
, Q˜3 = α3Q¯
4
, Q˜4 = α4Q¯
3
, (2.13)
where the αi are some constants, and the bar denotes complex conjugation. In the case of
the cusped Wilson line, these conditions are adapted to [28]
q˜1(u)
q˜2(u)
q˜3(u)
q˜4(u)
 =

1 0 0 0
0 1 0 0
0 α1 sinh (2piu) 1 0
α2 sinh (2piu) 0 0 1


q1(−u)
q2(−u)
q3(−u)
q4(−u)
 , (2.14)
where α1 and α2 are two complex parameters.
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2.4 Baxter equation
It is often convenient to rewrite the QQ-relations in section 2.1 in a way as to eliminate Qa|i.
Doing so, one obtains the so-called Baxter equation for the functions Qi, with coefficients
dependent on the functions Pa and Pa. This was first done in [46], with the result being
D0Q[+4]−
[
D1 −P[+2]a Pa[+4]D0
]
Q[+2] +
1
2
[
D2 −PaPa[+2]D1 + PaPa[+4]D0
]
Q+ c.c. = 0.
(2.15)
The four solutions to this fourth-order finite-difference equation are the four functions Qi.
A shorter, simple derivation of this result and an explicit form of the determinants Di is
presented in appendix A.
2.5 PQ-relations
As will be seen later, the Baxter equation can be useful to derive constraints on the Q-
functions. However, there is a different set of equations depending again only on the P-
and Q-functions, which are algebraically simpler, but have no free index. These are called
the PQ-relations, and can be derived from the QQ-relations in section 2.1. We introduce
the notation
Pnm = P
[+m]
a P
a[+n] , Qnm = Q
[+m]
i Q
i[+n] . (2.16)
Using the QQ-relations (2.4) and (2.5), we find
Q02n = P
2n
0 −
n−1∑
m=1
P2n2mQ
0
2m (2.17)
for n ∈ N, which can be rewritten in terms of products of just Q-functions or P-functions.
Given a set of numbers c = {c1, . . . , clc} of length lc, and defining
P(c) =
lc−1∏
i=1
P
ci+1
ci , (2.18)
we find
Q02n =
∑
c
(−1)lcP(c) , (2.19)
where the sum runs over all ordered sets with unique even entries, such that the first entry
is 0, and the last is 2n. For a derivation of eqs. (2.17) and (2.19) see appendix B.
As described in section 2.2, these relations provide a computationally efficient method
to impose constraints on the expansion parameters of the Q-functions. To derive these
constraints, the first four PQ-relations, given by10
0 = Q20 + P
2
0 ,
0 = Q40 + P
4
0 − P20P42 ,
0 = Q60 + P
6
0 − P20P62 − P40P64 + P20P42P64 ,
0 = Q80 + P
8
0 − P20P82 − P40P84 − P60P86
+ P20P
4
2P
8
4 + P
2
0P
6
2P
8
6 + P
4
0P
6
4P
8
6 − P20P42P64P86 ,
(2.20)
are expanded to fourth order at large u.
10Here we have used eqs. (2.8) and (2.9).
– 9 –
Figure 3. Ladders limit: Dashed lines represent scalar propagators. Each scalar propagator joining
two Wilson rays contains a factor of g2 cos θ. The blue dot is a scalar insertion of Φ‖ at the cusp.
3 The excited cusp
In this section we find the anomalous dimension of a single parallel insertion at the cusp
of the Wilson line (see eq. (1.2)) using the QSC, and describe the details of the QSC setup
to do this. First, we review the ladders limit in which the calculation simplifies, which
originally appeared in [38] and where the excited states of the cusp where first explored.
Then, we go beyond the ladders limit and develop a QSC description of the problem in full
generality. Finally, we take the limit of a straight Wilson line with a single insertion ~Φ · ~n,
which is equivalent to calculating its spectrum in a one-dimensional CFT. We present the
asymptotics and gluing conditions in this case.
3.1 The ladders limit
The angle between the unit vectors coupling to the scalars on the two Wilson rays is θ.
Consequently, propagators connecting scalars on the two rays of the Wilson line in figure 3
contain a factor of g2 cos θ. The ladders limit [16, 21, 47] is obtained by taking the coupling
g → 0 and θ → i∞, in such a way that gˆ = g2e−iθ/2 is kept constant. In this limit, only
Feynman diagrams that contain the highest power of cos θ survive. The Feynman diagrams
at loop order L correspond to ladder diagrams, that is, diagrams that contain L scalar
propagators beginning on one of the Wilson lines and ending on the other, see figure 3.
In this limit, the QSC simplifies considerably. Most of the coefficients in (2.11) become
suppressed by powers of g. As a result the Pa become explicit simple functions, and
therefore the coefficients of the Baxter equation (2.15) are quite simple [38]. Additionally,
the fourth order Baxter equation factorises into two second order ones. In [38], the following
– 10 –
second order Baxter equation was obtained:
(4gˆ2 + 2∆u sinφ− 2u2 cosφ)q(u) + u2q(u− i) + u2q(u+ i) = 0 . (3.1)
The two remaining q-functions can be found by replacing ∆→ −∆. The Baxter equation
admits solutions for generic values of ∆. In order to find the physical spectrum, one needs
to introduce an appropriate quantisation condition, which constrains the allowed values of
∆ to a discrete set corresponding to physical operators. Thus, it plays the same role as the
gluing conditions. In the ladders limit the quantisation condition is given by [38]
∆ = − 2gˆ
sinφ
q+(0)q¯
′
+(0) + q¯+(0)q
′
+(0)
q+(0)q¯+(0)
, (3.2)
where q+ denotes the solution of the Baxter equation (3.1) which scales as q+ ∼ euφu∆, bar
denotes complex conjugation, and the prime denotes the derivative in u. As the function
q+ contains ∆ in a non-linear way due to the Baxter equation, the quantisation condition
allows for many solutions. The physical spectrum at zero coupling gˆ = 0 is given by non-
negative integer values ∆0 = L. The ground state solution corresponds to ∆0 = 0, while
solutions with ∆0 = L > 0 are interpreted as excited states, and correspond insertions of
a particular combination of L scalars from Φ‖. As the value of the coupling increases, the
dimension ∆ of every excited state splits into two. The first excited state, i.e. the case with
L = 1, is considered in this paper and is depicted in figure 1. In the ladders limit, a single
insertion of Φ‖ in the point-splitting regularisation scheme can be written explicitly [38].
At weak coupling one of two of the first excited states becomes
Φ‖ ∝
(
~Φ · ~n+ ~Φ · ~nθ
)
+O(g2) , (3.3)
which is the state we will study in this paper. The second state of the cusp with ∆0 = 1
should become a descendant of the ground state in the straight line limit and is thus trivial.
3.2 Beyond the ladders limit
The ladders limit resums a part of all Feynman diagrams to all orders in perturbation
theory in the effective coupling gˆ. This results in a non-trivial function ∆(gˆ). However,
the limit involves taking θ → i∞, but our goal is to have θ finite. For finite θ but small g
we still have an explicit form of the Pa, as only finitely many terms survive. We can plug
the Pa into the general form of the Baxter equation (2.15), resulting in a very complicated
expression, which can be provided upon request. In particular, we have not been able to
factorise it into two second order equations. Nevertheless, we managed to solve it explicitly
as we describe below.
Two solutions turn out to be independent of θ and can thus be deduced from (3.1). For
the first excited state with ∆ = 1 +O(g2) we find
q1(u) = ue
+uφ , q2(u) = ue
−uφ . (3.4)
The other two solutions have a more complicated singularity structure. In order to describe
them in a suitable basis of functions, we recall that at weak coupling the branch cuts of
– 11 –
the qi collapse into poles, so that any solution of the Baxter equation has a prescribed
pole structure — rather than a branch cut structure — in the lower half plane, spaced out
in intervals of i. When solving the Baxter equation around small coupling it was noticed
[28, 48, 49] that one can restrict oneself to the basis containing polynomials, shifted inverse
powers 1(u+in)a , and certain special functions, called η-functions, i-periodic combinations of
η-functions, and products thereof. We define (generalised) η-functions as [28]
ηz1,z2,··· ,zks1,s2,··· ,sk (u) ≡
∑
n1>n2>···>nk≥0
zn11 z
n2
2 · · · znkk
(u+ in1)s1(u+ in2)s2 · · · (u+ ink)sk . (3.5)
In the case where all the twists zi = 1, they reduce to the η-functions that appeared in the
weak coupling calculations of [48, 49]. The η-functions have some algebraic properties that
make them particularly amicable for solving finite-difference equations. We have
η
z1,z2,··· ,zn,z[+2]
s1,s2,··· ,sn,s =
1
z1z2 · · · znz η
z1,z2,··· ,zn,z
s1,s2,··· ,sn,s −
1
z
1
us
ηz1,z2,··· ,zns1,s2,··· ,sn . (3.6)
This means that we can construct a general ansatz out of η-functions and rational functions,
plug it into the Baxter equation, and then use the above relation to eliminate the respective
shifts in the argument. We then demand that the remainder vanishes term by term, thus
fixing the parameters of the ansatz. We find
e−uφq3(u) =
(
uη
exp(2iφ)
1 −
1
2
(1 + i cotφ)
)
− i
cos θ + 1
1
2
(1 + i cotφ)
1
u
+
i
8
sec4
θ
2
cot
φ
2
1
u2
− 1
8
sec4
θ
2
cot2
φ
2
uη13 −
1
cos θ + 1
cot
φ
2
uη
exp(2iφ)
2 +
1
8
sec4
θ
2
cot2
φ
2
uη
exp(2iφ)
3 , (3.7)
while the remaining solution q4 is obtained by taking φ→ −φ.
The existence of these solutions for the Baxter equation with general θ shows that the
excited states, found initially in the ladders limit, are still well defined for general θ. We
will also use an explicit form of these q-functions at the leading order in g for the analysis
of the untwisting limit when one sends both φ, θ → 0. In the next section we consider these
limits.
3.3 QSC for straight line case
Now we consider the straight line case φ → 0. We also take θ → 0. Note that for the
ground state the result is that all P- and Q-functions are simply zero, as a consequence
of the supersymmetry. This is not the case for the excited state, as the corresponding
operators do not preserve any supersymmetries.
These limits are singular in the natural basis of “twisted” Q-functions, i.e. those with
“pure” large u asymptotic of the type eαuuβ . In order to obtain the untwisted Q-functions,
one should form linear combinations of the twisted Q-functions which have a finite limit.
We call this procedure untwisting.
First, we take φ → 0, which changes the asymptotics of the Qi. We present them in
the case with φ = 0 and nonzero θ in appendix C. Next, we take θ → 0. We find the fully
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untwisted asymptotics of the Q-functions to be as follows:
P1 ∼ A1u3/2f1(u) , Q1 ∼ B1u3/2+∆g1(u) ,
P2 ∼ A2u−3/2f2(u) , Q2 ∼ B2u1/2+∆g2(u) ,
P3 ∼ A3u1/2f3(u) , Q3 ∼ B3u−3/2−∆g3(u) ,
P4 ∼ A4u−5/2f4(u) , Q4 ∼ B4u−5/2−∆g4(u) ,
(3.8)
where
fa(u) = 1 +O
(
1
u2
)
, gi(u) = 1 +O
(
1
u2
)
. (3.9)
We notice that the asymptotics of the untwisted functions P2 and P3 differ by an even
power of u, as do those of P1 and P4. This leaves us with a “gauge symmetry”, given by
the linear transformation
P1 → P1 + ρP4 , P3 → P3 + σP2 , (3.10)
which is a freedom of the QSC construction. For example, one can use this symmetry to
fix two of the large u expansion coefficients of the Pa to be zero, as is done in eq. (5.4).
Note that the power structure of the asymptotics of the Q-functions in equation (3.8) is
very similar to those of the Q-functions that describe local single-trace operators in N = 4
SYM. Plugging them into the QQ-relations (2.4) and (2.5), we can derive constraints on the
leading order coefficients. This is done in the standard way, by first finding the asymptotics
of Qa|i using eq. (2.4), followed by using eq. (2.5) to obtain a set of independent equations
constraining the leading order coefficients. Its solutions are given by
A1A4 =
1
12
i(∆− 1)∆(∆ + 3)(∆ + 4) ,
A2A3 = −1
6
i∆(∆ + 1)(∆ + 2)(∆ + 3) ,
B1B4 =
i∆(∆ + 1)(∆ + 3)(∆ + 4)
2(∆ + 2)(2∆ + 3)
,
B2B3 =
i(∆− 1)∆(∆ + 2)(∆ + 3)
2(∆ + 1)(2∆ + 3)
.
(3.11)
Again, in analogy to the local operators case, there are no further constraints on the ex-
pansion coefficients. Moreover, we can directly use the formula derived in [10] (see also
[11]) for the case of local operators, in order to obtain the constraints in (3.11), as the
derivation only relies on the QQ-relations and the absence of twists. Finally, we need the
gluing conditions. The gluing matrix is obtained by untwisting the gluing matrix (2.14) for
the cusp with orthogonal insertions. The fully untwisted gluing matrix is found to be
q˜i(u)
q˜2(u)
q˜3(u)
q˜4(u)
 =

1 0 0 0
0 1 0 0
α sinh (2piu) 0 1 0
0 −α sinh (2piu) 0 1


q1(−u)
q2(−u)
q3(−u)
q4(−u)
 , (3.12)
where α is a complex-valued constant.
Having deduced the correct asymptotics and the structure of the gluing matrix, we can
directly implement the numerical method of [14, 28] as we explain in the next section.
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4 Numerical solution
The asymptotic expansions from section 3 are used to construct a numerical solution of the
QSC. The procedure we follow is essentially the same as the one developed in [14], which
was applied to the case of the cusp with orthogonal insertions in [28]. We briefly review
the procedure below.
The first step is to reparametrise the Pa in terms of the Zhukovsky variable x(u) defined
in eq. (2.3). After extracting the asymptotics, we get
fa(u) = 1 +
M∑
n=1
ca,n
x2n
, (4.1)
where M is some suitably large cutoff. We can now approximate the Pa everywhere in the
complex plane, within some small error due to the finite cutoff M . The QQ-relations (2.4)
and (2.5) are combined to give
Q+a|i −Q−a|i = −PaPbQ+b|i , (4.2)
which we can use to write a large u asymptotic expansion for Qa|i:
Qa|i ∼ uNa|i
K∑
i=1
Ba|i,n
un
. (4.3)
Here, Na|i is the (a, i)-th matrix-element of the the product of the asymptotics of the Pa
and the Qi. We can define a linear problem for the Ba|i,n in terms of the ca,n, and obtain
Qa|i to arbitrarily high precision by choosing a sufficiently high imaginary part for the initial
value of the spectral parameter u. Then, using eq. (4.2) recursively, we bring the value of
the argument close to the branch cut. We proceed by finding the Qi above the branch cut
and Q˜i below the branch cut using eq. (2.5) and
Q˜i = −P˜
a
Q+a|i . (4.4)
Notice that the reparamterisation in terms of x(u) lets us transition from Pa to P˜a by
the replacement x → 1/x. All that remains is to impose the gluing conditions (3.12) in
the following optimisation problem. We can calculate both sides of eq. (3.12) at sampling
points uk on the cut (usually the Chebyschev points), and minimise the difference between
them. The constant α is given by
α =
q˜3(u)− q3(u)
q1(u) sinh(2piu)
= − q˜4(u)− q4(u)
q2(u) sinh(2piu)
. (4.5)
Following [28], we use
F =
∑
k
|q˜1(uk)− q1(−uk)|2 + |q˜2(uk)− q2(−uk)|2
+ Var
[
q˜3(uk)− q3(−uk)
q1(−uk) sinh(2piuk)
]
+ Var
[
− q˜4(uk)− q4(−uk)
q2(−uk) sinh(2piuk)
]
,
(4.6)
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Figure 4. This plot shows our numerical data for the case φ = pi/4 and θ = pi/8. The dashed
red line represents the one-loop result at weak coupling, which we conjecture to take the form
∆(g) = 1 + 4g2 cos2 (θ/2) + O(g4), consistent with both the ladders limit and θ → 0. The dotted
blue lines represent the slope of the classical strong coupling result of [26]. The solid black line
represents the numerical data obtained with the QSC.
where Var is the usual variance11 of a function, which in this case measures the deviation of
α from a constant. The function F is minimised using the Levenberg-Marquardt algorithm
as described in [14].
4.1 Results
Implementing the numerical method of [14] in our case, we are able to interpolate between
the weak and strong coupling regimes with very good precision, see figure 2. We find a
smooth transition between the two regimes, so that our result also serves as a non-trivial
check of the AdS5/CFT4 correspondence.
We can extract a three loop guess for the weak coupling result from the numerical data,
which we substantiate by an explicit analytical solution of the QSC at weak coupling in
section 5.
By making a fit of our numerical data at large λ we find that, within the numerical
error, the first four coefficients are given by
∆ = 2− 5√
λ
+
295
24
1
λ
− 305
16
1
λ3/2
+O
(
1
λ2
)
. (4.7)
More precisely, the mismatch with the numerical values we find is
∆Fit −∆ = −2.7× 10−14 + 1.5× 10
−11
√
λ
− 3.5× 10
−9
λ
+
4.1× 10−7
λ3/2
+O
(
1
λ2
)
. (4.8)
Increasing the precision of our numerical data gives a result consistent with (4.7), so within
reasonable doubt one can assume (4.7) to be exact. Assuming this to be correct, we extract
11Var [fk] =
∑
k
∣∣f¯ − fk∣∣2, where f¯ is the average of all sampled values fk.
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Figure 5. This plot shows our numerical data for the case φ = 0 and θ = pi/8. The dashed
red line represents the one-loop result at weak coupling, which we conjecture to take the form
∆(g) = 1 + 4g2 cos2 (θ/2) + O(g4), consistent with both the ladders limit and θ → 0. The dotted
blue lines represent the slope of the classical strong coupling result of [26]. The solid black line
represents the numerical data obtained using the QSC. The dash-dotted grey line is found by
extrapolating the obtained data to higher values of g.
the following numerical values for the subsequent coefficients:
∆ = 2− 5√
λ
+
295
24
1
λ
− 305
16
1
λ3/2
− 19.62538318
λ2
+
259.247338
λ5/2
+O
(
1
λ3
)
. (4.9)
This is in agreement with the strong coupling result of [30], given by
∆ = 2− 5√
λ
+O
(
1
λ
)
. (4.10)
The unknown coefficients could in principle be calculated to arbitrarily high precision,
with the only barrier being computational time. Once sufficiently high precision has been
reached, one could try to obtain a linear combination of MZVs of various transcendentalities
to find analytic predictions. In appendix E we display a table with numerical values for ∆.
We also solve the QSC numerically12 in the case where both φ, θ are non-zero, and
where φ is zero and θ is non-zero. Only the classical strong coupling result is known in the
case for generic angles [20, 26].
We present our data for φ = pi/4 and θ = pi/8 in figure 4. Fitting the data at strong
coupling, we find
∆(λ) = −0.0121791
√
λ+ 2.0817− 5.45√
λ
+O
(
1
λ
)
. (4.11)
The numerical prefactor of the linear term in g agrees with the result13 of [26] to up to
seven digits of precision.
12The precision of our numerical data is lower in the cases where at least one twist is present, as compared
to when both twists are absent. However, we are still able to reproduce the leading order classical result.
At the same time there is no technical difficulty in improving the precision further.
13The result in [26] is given by a complicated parametric equations. We provide a Mathematica notebook
calculating it to high precision upon request.
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For φ = 0 and θ = pi/8 we obtained numerical results for a wide range in g, see figure 5.
Fitting the data at strong coupling, we find
∆(λ) = 0.0038986
√
λ+ 1.9− 5.√
λ
+O
(
1
λ
)
. (4.12)
The numerical prefactor of the linear term in g agrees with the result of [26] to up to seven
digits of precision.
5 Analytic solution at weak coupling
The QSC can be solved analytically at weak coupling using the iterative procedure devel-
oped in [45], which we briefly review below.
5.1 Revision of method
Our starting point is equation (4.2). Given the functions Pa, and an approximation Q
(0)
a|i
of Qa|i valid up to order g2n, the mismatch in eq. (4.2) can be expressed as dSa|i, i.e.
Q
(0)+
a|i −Q
(0)−
a|i + PaP
bQ
(0)+
b|i = dSa|i , (5.1)
where dSa|i ∼ g2n is small. The exact solution can be written as
Qa|i = Q
(0)
a|i + b
j+
i Q
(0)
a|j , (5.2)
where the functions b ji can be shown to satisfy the first-order finite-difference equation
b
j[+2]
i − b ji = −dSa|iQ(0)a|j+ +O
(
g4n
)
. (5.3)
The advantage of this algorithm is that eq. (5.3) can be solved analytically to high order
in g, allowing for the procedure to be carried out iteratively. Thus, starting with Q(0)a|i and
a weak coupling expansion of the Pa to sufficiently high order, we are able to find Qa|i to
high order in g. This allows us to find the weak coupling expansions of qi and q˜i by using
eqs. (2.5) and (4.4). Finally, we impose the gluing conditions (3.12). Thus, once we know
the Q-functions at tree-level, this algorithm allows us to find the expansion of ∆(g) for the
physical values, as well as the remaining free expansion coefficients of the Pa in eq. (5.4).
5.2 Q-functions at leading order
Using the numerical solution of section 4, we find an ansatz for the scaling of the expansion
coefficients of the Pa in eq. (4.1) at weak coupling. We found the following weak coupling
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behaviour:
c1,1 =
1
g2
(
c1,1,−2 + c1,1,0 g2 + c2,1,2 g4 + . . .
)
,
c1,2 =
1
g2
(
c1,2,−2 + c1,2,0 g2 + c2,2,2 g4 + . . .
)
,
c1,3 = 0 (fixed using gauge symmetry) ,
c1,n>3 = g
2n−6 (c1,n,2n−6 + c1,n,2n−4 g2 + c1,n,2n−2 g4 + . . . ) ,
c2,n = g
2n
(
c2,n,2n + c2,n,2n+2 g
2 + c2,n,2n+4 g
4 + . . .
)
,
c3,1 =
1
g2
(
c3,1,−2 + c3,1,0 g2 + c3,1,2 g4 + . . .
)
,
c3,2 = 0 (fixed using gauge symmetry) ,
c3,n>2 = g
2n−4 (c3,n,2n−4 + c3,n,2n−2 g2 + c3,n,2n g4 + . . . ) ,
c4,n = g
2n
(
c4,n,2n + c4,n,2n+2 g
2 + c4,n,2n+4 g
4 + . . .
)
.
(5.4)
We use this scaling for the Pa in eqs. (3.8) and (4.1), and plug them into the general form
of the Baxter equation (2.15). To leading order in g we obtain
+ (u+ 2i)3
(
10u2 − 10iu+ 1) q(u+ 2i)
− 4
(
10u6 + 35iu5 − 54u4 − 36iu3 − 58u2 − 96iu+ 12)
u+ i
q(u+ i)
+ 2
(
30u5 − 57u3 − 48u+ 32
u
)
q(u)
− 4
(
10u6 − 35iu5 − 54u4 + 36iu3 − 58u2 + 96iu+ 12)
u− i q(u− i)
+ (u− 2i)3 (10u2 + 10iu+ 1) q(u− 2i)
= 0.
(5.5)
The solutions of this Baxter equation are the qi at leading order in weak coupling. To find
them, we use a general ansatz consisting of the η-functions defined in eq. (3.5) and powers
of u. We fix the coefficients of the ansatz by plugging it into eq. (5.5), expanding at large
u, and solving the resulting expression order by order. In this way we obtain
q1 =
4
3
iu2 +O (g2) ,
q2 =
12
5
ig2u+O (g2) ,
q3 = −
5
3
(
1
u3
− 2i
u2
− 4i− 8u+ 8iu2η12 + 4iu2η14
)
+O (g2) ,
q4 = −3
(
1
u2
− 2i
u
− 2 + 4iu2η13
)
+O (g2) .
(5.6)
5.3 Constructing Q(0)a|i
In order to find the qi at high order in g, we need to use the iteration procedure discussed
in section 5.1. Thus, the next step is to find Q(0)a|i . Solving equation (2.4) and enforcing
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equation (2.5), we find Q(0)−a|i , whose non-zero components are given in Appendix D. We
note here that there is a remaining gauge symmetry of the Q-functions, given by
Q1 → Q1 + ρQ2 , Q3 → Q3 + σQ4 , (5.7)
which can be fixed by imposing that the q-functions have a large u expansion in 1/u2 rather
than 1/u. Having obtained Q(0)−a|i , we carry out the procedure in section 5.1 to find the
functions qi and q˜i to high order in g. In order to find the physical spectrum we need
to impose the gluing conditions (3.12), fixing the scaling dimension ∆, as well as the yet
unfixed expansion parameters of the Pa in eq. (5.4).
5.4 Gluing
After finding the functions qi and q˜i to high order in g, we impose the gluing conditions
(3.12) in order to obtain the physical spectrum. In order to do this, we consider the scaling
behaviour of the P˜-functions used to find the q˜-functions. We have
P˜1 =
1
g2
u3f11(u) + uf12(u) +O
(
g2
)
,
P˜2 =
1
g4
u2f21(u) +
1
g2
f22(u) +
1
u2
f23(u) +O
(
g2
)
,
P˜3 =
1
g4
u2 + f31(u) +
1
g2
f32(u) +
1
u2
f33(u) +O
(
g2
)
,
P˜4 =
1
g6
u3f41(u) +
1
g4
uf42(u) +
1
g2
1
u
f43(u) +
1
u3
f44(u) +O
(
g2
)
,
(5.8)
where we expanded around small g. The functions fij(u) will depend on the general ex-
pansion parameters of the P-functions in eq. (5.4). For the gluing equations (3.12) to be
consistent, α has to admit a small coupling expansion of the form
α = α(g) =
α−6
g6
+
α−4
g4
+ . . . . (5.9)
The gluing equations (3.12) are solved order by order in g, starting at g−6, by expanding
both sides around u → 0. This will result in multiple zeta-functions, arising from the
expansion of the η-functions appearing on both sides. Every order in g fixes a number of
coefficients of the P-functions, as well as one order in the expansion of ∆ at weak coupling.
This procedure was carried out to five loops, with the result summarised in eq. (1.4). We
also verified our analytic result (1.4) numerically with high precision.
6 Conclusions
In this paper we show how the Quantum Spectral Curve [10] description for the cusped
Maldacena-Wilson line [28] can be used to find the first excited state, corresponding to a
scalar insertion at the cusp. More precisely, the scalars inserted are the ones that couple
to the Wilson lines. Such observables were not previously considered to be accessible with
integrability techniques. The integrable description of these states was first deduced in [38]
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for cusped Wilson lines in the ladders limit. Here we show that this interpretation persists
for finite angles and in particular for a straight line.
In the limit where the line becomes straight the equations for the excited states remain
non-trivial, even though the ground state trivialises. We find the spectrum of the first
excited state, corresponding to the bare dimension ∆0 = 1, numerically for a wide range of
the coupling at high precision. We reproduce previously derived weak and strong coupling
results, and interpolate between them. Using the numerical data obtained, we find the
first three subleading coefficients in the 1/
√
λ expansion at strong coupling. Additionally,
we derive an analytic weak coupling expression at five loops using the algorithm of [45],
matching our numerical data.
The method presented in this paper can be extended to capture the spectrum of higher
excitations. In principle it should be possible to treat the case of very high excitations —
corresponding to a large number of operator insertions — with a modified version of the
Asymptotic Bethe Ansatz. This direction should be explored further.
One motivation for this study comes from the one-dimensional defect CFT. While
no general, non-perturbative integrability method is available to calculate the structure
constants in N = 4 SYM, recent investigations show that the Q-functions of the QSC
might encode this data [38, 50–54]. The present setup could be an ideal background for
this development.
Finally, we would like to highlight that recently, a spin chain description was obtained
at weak coupling for scalar insertions in the non-supersymmetric Wilson loop inN = 4 SYM
[55]. The strong coupling result for the expectation of a Wilson loop with scalar insertions
was obtained in [35]. All six scalars of the theory are on equal footing in this case. The
existence of a spin chain description at one loop hints that the problem is integrable to all
loops, and one could try to apply the QSC method in this case as well.
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A Derivation of Baxter equation
In this appendix we want to present a short, modern derivation of the Baxter equation
(2.15), and give an explicit form of the determinantsDi. There are multiple ways of deriving
the Baxter equation, the first one having been published in [46]. The easiest derivation the
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authors are aware of is to start with the trivial 5× 5 determinant∣∣∣∣∣∣∣∣∣∣∣
Pa[−4] Pa[−2] Pa Pa[+2] Pa[+4]
P1[−4] P1[−2] P1 P1[+2] P1[+4]
P2[−4] P2[−2] P2 P2[+2] P2[+4]
P3[−4] P3[−2] P3 P3[+2] P3[+4]
P4[−4] P4[−2] P4 P4[+2] P4[+4]
∣∣∣∣∣∣∣∣∣∣∣
= 0 , (A.1)
where a ∈ {1, 2, 3, 4}. Expanding in the first column, we find
D0Pa[+4] −D1Pa[+2] +D2Pa − D¯1Pa[−2] + D¯0Pa[−4] = 0 , (A.2)
where the determinants Di are given by
D0 =
∣∣∣∣∣∣∣∣∣
P1[−4] P1[−2] P1 P1[+2]
P2[−4] P2[−2] P2 P2[+2]
P3[−4] P3[−2] P3 P3[+2]
P4[−4] P4[−2] P4 P4[+2]
∣∣∣∣∣∣∣∣∣ , D1 =
∣∣∣∣∣∣∣∣∣
P1[−4] P1[−2] P1 P1[+4]
P2[−4] P2[−2] P2 P2[+4]
P3[−4] P3[−2] P3 P3[+4]
P4[−4] P4[−2] P4 P4[+4]
∣∣∣∣∣∣∣∣∣ ,
D2 =
∣∣∣∣∣∣∣∣∣
P1[−4] P1[−2] P1[+2] P1[+4]
P2[−4] P2[−2] P2[+2] P2[+4]
P3[−4] P3[−2] P3[+2] P3[+4]
P4[−4] P4[−2] P4[+2] P4[+4]
∣∣∣∣∣∣∣∣∣ ,
(A.3)
while the D¯i are obtained by inverting the shifts in the corresponding Di. To proceed, we
multiply (A.2) with Q−a|i, obtaining
D0Pa[+4]Q−a|i −D1Pa[+2]Q−a|i +D2PaQ−a|i − D¯1Pa[−2]Q−a|i + D¯0Pa[−4]Q−a|i = 0 . (A.4)
Finally, we use (2.4) and (2.5) to shift Qa|i and contract it with the respective shifted Pa.
As an example, we obtain for the first term
Pa[+4]Q−a|i = P
a[+4]
[
Q+a|i −PaQi
]
= Pa[+4]
[
Q+3a|i −P[+2]a Q
[+2]
i −PaQi
]
= −Q[+4]i −Pa[+4]P[+2]a Q[+2]i −Pa[+4]PaQi .
(A.5)
Repeating this process for the remaining terms and collecting the different shifts in Qi, we
obtain (2.15).
B Proof of PQ-relations
To derive (2.17), we rewrite Q[+2n]i using (2.5), shift the resulting Q
[+2n−1]
a|i to Q
+
a|i using
(2.4), and contract the resulting expression by again using (2.5):
Q02n = Q
iQ[+2n]i = −QiPa[+2n]Q[+2n−1]a|i = −QiPa[+2n]
[
Q+a|i +
n−1∑
m=1
P[+2m]a Q
[+2m]
i
]
= Pa[+2n]Pa −
n−1∑
m=1
Pa[+2n]P[+2m]a Q
iQ[+2m]i = P
2n
0 −
n−1∑
m=1
P2n2mQ
0
2m .
(B.1)
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To derive (2.19) we will perform a proof by induction. First notice that
Q02 = P
2
0 , (B.2)
which is consistent with (2.19), as the only set in the sum is c = {0, 2}, thus establishing
the inductive hypothesis. From (2.17) we find
Q02n+2 = P
2n+2
0 −
n∑
m=1
P2n+22m Q
0
2m = P
2n+2
0 −
n∑
m=1
P2n+22m
∑
c′
(−1)lc′P (c′)
=
∑
c
(−1)lcP(c) .
(B.3)
This derivation merits some explanation: First we use (2.17), followed by using the inductive
assumption on Q02m for every m ≤ n, so that the sum in c′ runs over all ordered sets with
unique even entries, with first entry 0 and last entry 2m. Finally, we recognise that the
resulting expression can be rewritten as the desired result.
C Form of Q-functions for φ = 0, θ 6= 0
The Pa remain unchanged. The asymptotics of the Qi are given by
Q1 ∼ C0′1/20 u3/2+∆F (+u) ,
Q2 ∼ C0′1/20 u1/2+∆F (−u) ,
Q3 ∼ C0′3/20 u5/2−∆G(+u) ,
Q4 ∼
∆− 1
∆
C0
′3/2
0 u
3/2−∆G(−u) .
(C.1)
Similar to the fully twisted case, the parameters in this expansion satisfy a number of
constraints, which can be derived using the PQ-relations. We find
′0 =
(
8 i sin4 θ2
C20 (1− 3∆ + 2∆2)
)1/2
, (C.2)
and additionally
a1 − b1 = −cos(θ) + 2
sin(θ)
,
a1b2 = a2 cot(θ) + a1 csc(θ)
2 + a21 csc(θ) + a2a1 − a3 + b3 .
(C.3)
Finally, the scaling dimension ∆ satisfies the constraint(
∆− 1
2
)2
=
1
4 (cos θ + 1)
[ (
4a2 − 2b21 + 2
)
cos 2θ − 4a2 − 24b1 sin θ
− 4b1 sin 2θ + 2b21 + 25 cos θ + 35
]
.
(C.4)
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D Non-zero components of Q(0)−a|i
Q
(0)−
1|3 = −
5
3
,
Q
(0)−
2|1 =
2u2
3
− 2iu
3
− 1
3
,
Q
(0)−
2|3 =
(
−20u
2
3
+
20iu
3
+
10
3
)
η12 +
(
−10u
2
3
+
10iu
3
+
5
3
)
η14 −
20iu
3
− 10
3
,
Q
(0)−
2|4 =
(−6u2 + 6iu+ 3) η13 − 3i ,
Q
(0)−
3|1 = −
4
3
iu2(2 c3,1,−2 − 1)− 8
3
u c3,1,−2 +
4
3
i c3,1,−2 − 4iu
4
3
− 8u
3
3
,
Q
(0)−
3|3 = η
1
2
(
40
3
iu2(2 c3,1,−2 − 1) + 80
3
u c3,1,−2 − 40
3
i c3,1,−2 +
40iu4
3
+
80u3
3
)
+ η14
(
20
3
iu2(2 c3,1,−2 − 1) + 40
3
u c3,1,−2 − 20
3
i c3,1,−2 +
20iu4
3
+
40u3
3
)
− 80
3
u c3,1,−2 +
10
3
i(4 c3,1,−2 + 1)− 40u
3
3
+ 20iu2 ,
Q
(0)−
3|4 = η
1
3
(
12iu2(2 c3,1,−2 − 1) + 24u c3,1,−2 − 12i c3,1,−2 + 12iu4 + 24u3
)
= −3(4c3,1,−2 + 1)− 6u2 + 6iu ,
Q
(0)−
4|1 =
4u
3
− 2i
3
,
Q
(0)−
4|2 =
3
5
,
Q
(0)−
4|3 =
20
3
η13 +
5
3
η15 +
(
−40u
3
+
20i
3
)
η12 +
(
−20u
3
+
10i
3
)
η14 −
40i
3
,
Q
(0)−
4|4 = 6 η
1
2 + 3 η4
1 + (−12u+ 6i) η13 ,
(D.1)
where c3,1,−2 is an expansion parameter in the P-functions, see eq. (5.4).
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E Numerical data for the first excited state of the straight Wilson line
We present a table with numerical values of ∆(g) for the first excited state of the straight
Wilson line, for a wide range of values of the coupling. While the data obtained has very
high precision, we only display the first ten digits. Data with higher precision is provided
upon request.
g ∆(g) g ∆(g) g ∆(g) g ∆(g)
0.02 1.001597441 1.06 1.685728714 2.14 1.830067113 3.26 1.884990678
0.06 1.014193085 1.10 1.695283395 2.18 1.832914829 3.30 1.886303778
0.10 1.038413668 1.14 1.704278088 2.22 1.835668877 3.34 1.887587263
0.14 1.072392557 1.18 1.712760290 2.26 1.838333793 3.38 1.888842123
0.18 1.113587510 1.22 1.720772316 2.30 1.840913828 3.42 1.890069304
0.22 1.159156169 1.26 1.728351980 2.34 1.843412965 3.46 1.891269711
0.26 1.206387712 1.30 1.735533170 2.38 1.845834945 3.50 1.892444210
0.30 1.253054911 1.34 1.742346346 2.42 1.848183278 3.54 1.893593630
0.34 1.297594595 1.38 1.748818955 2.46 1.850461270 3.58 1.894718765
0.38 1.339104679 1.42 1.754975794 2.50 1.852672027 3.62 1.895820376
0.42 1.377215244 1.46 1.760839321 2.54 1.854818479 3.66 1.896899192
0.46 1.411915459 1.50 1.766429924 2.58 1.856903387 3.70 1.897955914
0.50 1.443398234 1.54 1.771766151 2.62 1.858929356 3.74 1.898991211
0.54 1.471948837 1.58 1.776864913 2.66 1.860898847 3.78 1.900005730
0.58 1.497877093 1.62 1.781741660 2.70 1.862814186 3.82 1.901000088
0.62 1.521481720 1.66 1.786410534 2.74 1.864677572 3.86 1.901974881
0.66 1.543034635 1.70 1.790884507 2.78 1.866491088 3.90 1.902930680
0.70 1.562776187 1.74 1.795175494 2.82 1.868256708 3.94 1.903868033
0.74 1.580915745 1.78 1.799294463 2.86 1.869976300 3.98 1.904787470
0.78 1.597634521 1.82 1.803251526 2.90 1.871651640 4.02 1.905689499
0.82 1.613089086 1.86 1.807056018 2.94 1.873284412 4.06 1.906574610
0.86 1.627414836 1.90 1.810716572 2.98 1.874876216 4.10 1.907443273
0.90 1.640729129 1.94 1.814241184 3.02 1.876428573 4.14 1.908295942
0.94 1.653134005 1.98 1.817637271 3.06 1.877942930 4.18 1.909133056
0.98 1.664718494 2.02 1.820911718 3.10 1.879420663 4.22 1.909955035
1.02 1.675560558 2.06 1.824070933 3.14 1.880863083 4.26 1.910762286
1.06 1.685728714 2.10 1.827120877 3.18 1.882271441 4.30 1.911555201
Table 1. This table contains the numerical values obtained for ∆(g) for the first excited state in
the limit where both angles φ and θ vanish. This corresponds to inserting a single scalar at a point
along a straight Wilson line, where the scalar is the same as the ones coupled to the Wilson line.
The data obtained is precise to at least 20 digits, the first ten of which are included in the table.
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