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Abstract
This thesis addresses the measurement and interpretation of seismic anisotropy
around active volcanoes via shear wave splitting analysis.
An overpressured magma reservoir will exert a stress on the surrounding country
rock that may or may not be manifest as observable strain. Shear wave splitting
analysis can be a useful indicator of stress in the crust and hence, the pressure in-
duced by magma movement. Changes in shear wave splitting have already been
observed at Mt. Ruapehu following eruptions in 1995/1996 and are inferred to be
caused by changes in local stress in response to magma pressure. One of the main
problems with the interpretation of temporal changes in shear wave splitting is the
possibility of spatial variations being sampled along diering raypaths and being
interpreted as temporal changes. Using a dense observational network and an au-
tomated shear wave splitting analysis, we examine local earthquakes occurring in
2008 within 100 km of Mt. Ruapehu. We note a strong azimuthal dependence of
the fast direction of anisotropy () and so introduce a spatial averaging technique
and a two-dimensional tomography of recorded delay times (t), to observe the
spatial variation in more detail. Using this new method of mapping shear wave
splitting parameters, we have created a benchmark of spatial variations in shear
wave anisotropy around Mt. Ruapehu, against which future temporal changes may
be measured. The observed anisotropy is used to dene regions in which  agrees
with stress estimations from focal mechanism inversions, suggesting stress-induced
anisotropy, and those in which  aligns with structural features such as fault strikes,
suggesting structural anisotropy. Data from past deployments of three-component
seismometers have been analysed in the same way as those recorded during the
2008 experiment and the results compared. We identify a stable region of strong
anisotropy, interpreted to be caused by schistose mineral alignment, and a tran-
sient region of strong anisotropy centred on the volcano during the major magmatic
eruption of 1995.
We also introduce a method of analysing temporal variations in seismic anisotropy
iii
at active volcanoes by using tight clusters of earthquakes and highly correlated
multiplets. At Mt. Ruapehu, changes in shear wave splitting parameters associated
with the 2006 and 2007 phreatic eruptions are detected using a cluster of earthquakes
to the west of the volcano. Similar analyses using another cluster and multiplets
from the stable region of strong anisotropy do not reveal temporal changes, although
examination of the waveform codas of the repeating earthquakes reveals systematic
changes that we interpret as being caused by seismic scatterers associated with the
2006 and 2007 eruptions. These scatterers appear to contaminate the shear wave
coda and so inhibit the detection of any subtle changes in shear wave splitting
parameters.
Finally, we apply some of these methods to data from the 2008 eruption of Okmok
volcano, Alaska. Shear wave splitting analysis at Okmok reveals a change in
anisotropy associated with the 2008 eruption. This change however, is attributed
to a change in dominant hypocentre location. Multiplet analysis at Okmok volcano
reveals a similar scatterer contamination of the shear wave arrival. This spurious
phase is interpreted to be an S to P conversion from interaction with the magma
reservoir.
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1. Overview and motivation
Modern geophysical techniques enable changes to be observed at some volcanoes
before magmatic eruptions: detection of seismicity from magma pushing through
cold country rock is one of the most common and successful monitoring techniques
and can lead to short-term predictions. The famous example of the 1980 Mt. St.
Helens eruption is one such case, in which elevated rates of seismicity 3{7 km be-
neath the point of eruption for 56 days prior to the eruption suggested to scientists
that an eruption was imminent, enabling certain actions to try to prevent loss of
life [Geophysics Program, University of Washington, 1980; McNutt , 1996]. Another
example of geophysical precursers to eruptions is surface deformation from ination
or deation of a volcano due to magma movement, which has been detected with
Interferometric Synthetic Aperture Radar (InSAR) at Okmok Volcano in the Aleu-
tians [Lu et al., 2005] and in the Afar region of Ethiopia [Barisin et al., 2009] among
others. However, some volcanoes do not display these clues, and there remains a
need for techniques that are sensitive to other physical attributes that might change
in conjunction with the eruption process.
Lu et al. [2005] were able to observe the surface deformation of magma pooling in
a shallow reservoir at Okmok. Any overpressured magma storage reservoir, be it
a system of dikes, sills, conduits, spherical chamber or a combination of these, will
exert a stress on the surrounding country rock that may or may not be manifest
as observable strain. Detecting and understanding this stress may be a key to
predicting if and when a volcano will erupt.
The underlying motivation of this project is to determine whether anisotropy mea-
sured from shear wave splitting changes around a volcano prior to and during mag-
matic eruptions. The temporal variation of shear wave splitting and its interpre-
tation is highly controversial [e.g. Aster et al., 1990; Bokelmann and Harjes , 2000;
Seher and Main, 2004; Liu et al., 2004; do Nascimento et al., 2004; Peng and Ben-
Zion, 2005; Liu et al., 2008]. One of the main problems with the interpretation of
temporal changes in shear wave splitting is the possibility that spatial variations
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are sampled at dierent times when measurements are made along dierent propa-
gation paths, and that these spatial variations masquerade as temporal variations
[e.g. Kaneshima, 1990; Liu et al., 2004; Boness and Zoback , 2006a]. Changes in
anisotropy have already been reported at Mt. Ruapehu following the 1995/1996
eruptions (see Section 2.2.6 and Miller and Savage [2001] for more details) and in-
terpreted to be caused by changes in local stresses in response to magma pressure.
In this study we aim to develop and extend the investigation of these changes. This
will lead to new understanding of both seismic anisotropy and the magmatic plumb-
ing system so that methods of monitoring can be advanced and improved, ideally
leading to more reliable eruption prediction.
In order to achieve these goals, three investigations were conducted. First, a
dense network of seismometers was deployed between January and December 2008
to supplement the permanent network [GeoNet , Last accessed 17 April 2011,
http://www.geonet.org.nz] and resolve the spatial extent of the anisotropy around
Mt. Ruapehu, which diers from the regional trend. Using an automated shear wave
splitting analysis, we examined local earthquakes that occurred in 2008 within 100
km of the volcano. We observe a strong azimuthal dependence of fast direction of
anisotropy () and so introduce a spatial averaging technique and a two-dimensional
tomography of recorded delay times (t), to observe the spatial variation in more
detail. This yields a reference map of anisotropy against which to measure future
changes. The anisotropy can be divided into regions in which  agrees with stress
estimations from focal mechanism inversions, suggesting stress-induced anisotropy,
and those in which  is aligned with structural features such as fault strikes, sug-
gesting structural anisotropy. This investigation is described in Chapter 4.
Second, as shear wave splitting can be highly dependent on the raypath, methods
have been sought to mitigate the problem of spatial variations being erroneously
interpreted as temporal changes. We have repicked and re-analysed temporary de-
ployments of three-component seismometers around Mt. Ruapehu in 1994, 1995,
1998, 2001, 2002 and 2008. The shear wave splitting results are inverted for two-
dimensional delay time tomography and a spatial averaging of fast directions under-
taken. This analysis takes into account the diering earthquake and sensor locations
during each of the deployments and enables data from each time period to be com-
pared. We also use clusters of earthquakes, families of similar earthquakes and
permanent seismic stations to analyse temporal variations of shear wave splitting
along similar paths. This investigation is described in Chapter 5.
Finally, the method of identifying repeating earthquakes and using them to mon-
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itor anisotropy before, during and after an eruption has been tested at Okmok
volcano in the Aleutian Arc, Alaska. Okmok has recently experienced a large mag-
matic eruption, recorded by a network of seismometers and by GPS as part of the
Alaska Volcano Observatory's (AVO) [Alaska Volcano Observatory , Last accessed 22
Feb 2011, http://www.avo.alaska.edu] monitoring system. As mentioned above,
Okmok has displayed other evidence of magma pooling and charging, so this location
was chosen to investigate how magma charging is linked to stress changes causing
shear wave anisotropy. This investigation is described in Chapter 6.
In summary, this project develops the interpretation of shear wave splitting at volca-
noes and provide a method of monitoring stress caused by lling of a magma reser-
voir before an eruption. This method uses repeating sources so that the changes in
seismic anisotropy observed occur along a specic path, in order to eliminate the
uncertainty caused by dierent raypaths.
Chapter 2 of this thesis contains a review of the relevant literature about Mt. Ru-
apehu, including geophysical and geological observations. This is included because a
good interpretation of the data needs to be consistent with all available evidence.
Chapter 3 outlines in detail most of the methods and software used in this project. In
some cases important or useful scripts are included in the appendices. Chapters 4, 5
and 6 have been written as stand-alone papers. Chapter 4 is in review and has been
resubmitted after minor revisions to the Journal of Geophysical Research at the time
of writing. Chapter 5 is in preparation for submission. Chapter 6 is published in
a Journal of Geophysical Research special edition for the 2008 eruptions of Okmok
and Kasatochi volcanoes. The structure of this thesis means that there is some
repetition of methodology and background as some explanation was needed in the
individual papers, however, the explanations in the background and methodology
chapters are more thorough.
Appendices A{G provide supplementary material. Appendix A summarises the
eruptive activity of Mt. Ruapehu. Appendix B provides information about the tem-
porary and permanent seismic stations around Mt. Ruapehu. Appendix C contains
instructions for the acquisition of seismic data. Appendix D provides some useful
scripts for processing seismic data. Appendix E lists useful parameters that are
used in multiplet identication, double-dierence relocation, anisotropy analysis,
and Coulomb modelling. Appendix F contains results from Chapter 5, using the
multiplets. Appendix G also includes a paper that has been published in Geophys-
ical Research Letters. I provided guidance to the author during the research for
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the Honor's thesis [Keats , 2010], prepared the paper for publication and was corre-
sponding author for the submission. This paper ties closely with Chapter 5 and a
lot of the work was done in conjunction with this thesis.
4
2. Background
2.1. Introduction
The subject of temporally varying anisotropy is a hotly debated topic [e.g. Aster
et al., 1990; Bokelmann and Harjes , 2000; Seher and Main, 2004; Liu et al., 2004;
do Nascimento et al., 2004; Peng and Ben-Zion, 2005; Liu et al., 2008; Crampin and
Peacock , 2008]. Spatial variations of anisotropy masquerading as temporal varia-
tions is one of the main caveats associated with the interpretation [Liu et al., 2004].
The temporal variations in anisotropy associated with major magmatic eruption
at Mount Ruapehu [Miller and Savage, 2001; Gerst and Savage, 2004] have been
subject to these doubts and so in this thesis we aim to test whether changes in
anisotropy with time can be reliably used as an eruption forecasting tool. To do this
we must rst have a full understanding of the problem at hand. We must gain an
understanding of the spatial variations in anisotropy at Mt. Ruapehu before tempo-
ral changes can be examined. This chapter contains an introduction to shear wave
splitting and a review of the geophysical and geological literature that is relevant
to the interpretation in Chapters 4 and 5. This chapter also includes a review of
the use of multiplets, which have been widely used to detect changing path prop-
erties, while mitigating the problem of heterogeneity [e.g. Baisch et al., 2008, and
references therein]. Understanding the occurrence, detection and use of multiplets
underpins the analyses employed in Chapters 5 and 6.
2.2. Mount Ruapehu
2.2.1. Introduction
Mount Ruapehu is an active, predominantly andesitic, composite volcano (Figure
2.1). It is the highest mountain (2797 m) on the North Island of New Zealand and is
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Figure 2.1. Photograph of Mount Ruapehu from the east in spring. Inset: photograph of Crater
Lake in summer.
one of a small number of active volcanoes that are topped by a crater lake that lls
the active vent (Figure 2.1 inset). The summit is composed of overlapping craters
that have been active since the Holocene [Hackett and Houghton, 1989], the currently
active one of which is South Crater [Nairn et al., 1979], lled by Crater Lake (Figure
2.2 top). Major magmatic eruptions occurred in 1945 and 1995/1996; the latter was
the largest historical eruption of Mt. Ruapehu, producing a 12 km-high volcanic ash
plume and lahars on the anks of the volcano [Bryan and Sherburn, 1999].
Phreatic and phreatomagmatic eruptions frequently occur at Mt. Ruapehu [Hurst
et al., 2004], which also threaten lives and property [Johnston et al., 2000]. There
are three ski elds on the mountain, Whakapapa, Turoa and Tukino (Figure 2.2
top), all three of which lie in high risk zones [Houghton et al., 1987]. There is
also a hydrolectric power scheme around Mt. Ruapehu with a major dam at Lake
Moawhango (Figure 2.2 bottom). The principal road and rail routes for the North
Island cross the ring plain east and west of the volcano (Figure 2.2 bottom).
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10 km
Figure 2.2. Top: Map of Ruapehu Mountain showing trails and ski elds [New Zealand Map
Series (NZMS) 273 Tongariro National Park, from http://www.doc.govt.nz Last accessed 22
February 2011]. Bottom: Road map of the Ruapehu region [from http://www.wises.co.nz Last
accessed 22 February 2011].
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2.2.2. Tectonic setting
New Zealand forms part of the boundary between the Australian and Pacic tectonic
plates (Figure 2.3 left). To the south of the South Island this plate interface dips
steeply eastward as the Australian plate subducts beneath the Pacic plate at the
Puysegur subduction zone [e.g. Lamarche and Lebrun, 2000]. Northeast of the North
Island the Pacic plate subducts beneath the Australian plate along the obliquely-
westward dipping Hikurangi subduction zone [e.g.Walcott , 1987]. Along the western
side of the South Island the transpressive Alpine Fault accommodates the change in
subduction sense [e.g. Wellman, 1971].
Mount Ruapehu is the southernmost of the large active volcanoes on the North
Island (Figure 2.3). It is located at the southern end of the Taupo Volcanic Zone
(TVZ), an extending continental back-arc system resulting from the subduction of
the Pacic Plate beneath the Australian Plate (Figure 2.3 left) [Stern et al., 2010].
The TVZ is regarded as the southern onshore continuation of the Havre trough, an
extending basin NNE of New Zealand dened by active normal faulting and volcan-
ism [e.g. Walcott , 1987; Wright , 1993]. Within the TVZ, extension occurs within
the volcanic arc, as opposed to most of the Havre Trough, which has a well dened
back-arc basin to the west of the subduction zone and the active volcanic arc to
the east of the tectonic basin [Villamor and Berryman, 2006]. Most models depict
extension of the TVZ/Havre Trough gradually decreasing from up to 30{40 mm/yr
in the north [Davey et al., 1995] to a point of zero extension at the southern ter-
mination [Beanland and Haines , 1998; Rowland and Sibson, 2001; Wallace et al.,
2004]. The TVZ is characterised by high crustal heat ow (between 600 mW/m2 in
the south and 2000 mW/m2 in areas of rhyolitic melts [Hochstein, 1995]), numerous
shallow earthquakes (< 8 km [Bryan and Sherburn, 1999]), and active extensional
faulting [Bibby et al., 1995]. Volcanism within the TVZ is predominantly rhyolitic
in the centre with andesite stratovolcanoes at the northern and southern extremi-
ties [Wilson et al., 1995]. Rhyolite volcanism is generally manifest in catastrophic
caldera-forming eruptions, the last of which was the AD 180 Hatepe eruption of
Taupo caldera [Wilson et al., 1995]. Other activity takes the form of geysers and
hotsprings in the ca. 20 geothermal areas [Bibby et al., 1995] (Figure 2.3).
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Figure 2.3. Left: Map of New Zealand showing the Hikurangi margin, Alpine Fault and Puyseger
margin in black. Red box is area of TVZ map. Right: Map of the TVZ showing mapped faults in
black, calderas in blue and active geothermal areas in red. Red triangles show locations of active
stratovolcanoes. Orange and yellow curves are the young and old TVZ outlines respectively, after
Wilson et al. [1995]. Magenta boxes show main study area.
2.2.3. Crater Lake
Crater Lake is the source of the most frequent hazards at Mt. Ruapehu. The incor-
poration of large amounts of water into magmatic eruptions often results in more
explosive and violent phreatomagmatic events [Starostin et al., 2005]. Hydrothermal
or phreatic eruptions frequently occur at Ruapehu Crater Lake when the surface lake
temperature is above 40C [Hurst and Dibble, 1981]. These conditions are proba-
bly only possible when the Crater Lake has a depth of 175 m or greater: this is the
greatest depth for which Hurst and Dibble [1981] found that a small scale convection
model tted the data, implying that at depth the lake is on the margin of a boiling
instability.
Lahars from the Crater Lake pose one of the greatest threats to people on the ski
elds and also in the low lying areas of the ring plain [Hurst et al., 2004]. A breakout
lahar caused one of the worst natural disasters in the history of New Zealand, the
Tangiwai disaster, killing 151 people as their train was caught in the ow [Manville
et al., 2007].
Prior to the 1995 eruption, Crater Lake was about 150 m deep lying over a breccia-
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Figure 2.4. Ruapehu Crater Lake temperature since 2000 [courtesy of GeoNet , Last ac-
cessed 17 April 2011, http://www.geonet.org.nz/volcano/alert-bulletins/archives/2011/
alert-bulletin-feb-21-2011-4-00-pm-ruapehu-volcano.html].
lled vent in which a pool of molten sulphur controlled heat ow into the lake [Hurst
et al., 1991; Christenson, 1994]. Crater Lake's volume varies as lava emplacement or
explosive volcanism modies the bathymetry, and has a catchment for precipitation
of about 0.8 km2 [Hurst et al., 1991]. It is usually maintained at the overow
level by meltwater from ice and precipitation on the summit catchment and by
condensation of magmatic steam, but the explosions can expell water and lower the
lake level to far below overow. During the 1980s the temperature of Crater Lake
was found to cycle between 15 and 40C with a 6{12 month periodicity [Hurst
et al., 1991]. This phenomenon is, as of 18 April 2011, currently observed with a
similar periodicity (Figure 2.4). Hurst et al. [1991] analysed heat and mass input and
output of Crater Lake in order to derive a model of the dynamics of the lake (Figure
2.5) and the phreatic eruptions described by Latter [1981b]. They found that only
50% of heat going into the lake is from magmatic steam and so to account for the
other heat input, they concluded that at lower levels (> 100 m) the lake will consist
of a series of immiscible liquids or suspensions separated by denite boundaries.
Within the throat of the volcano, Hurst et al. [1991] suggested that the mechanism
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for transferring heat from depth is in the form of a heat pipe with steam rising
and liquid falling through a porous or fractured medium. This model proposed by
Hurst et al. [1991] was stable and provided enough heat without additional net mass
ux; however, it did not explain the cyclic heating and cooling that was observed
in the 1980s [Hurst et al., 1991] and 2000s (Figure 2.4), with a periodicity of 6
months to a year. The cooling can be achieved by a thin impermeable layer at
the upper boundary of the heat pipe as conduction will not provide suciently
rapid heat transfer. Hurst et al. [1991] suggested that a layer of sulphur could
play an important role. Elemental sulphur has been observed to exist within the
waters of Crater Lake [Giggenbach, 1974], and the density of sulphur relative to
water favours accumulation on the bottom of the lake. Sulphur pools have also
been observed at volcanoes in Costa Rica [Oppenheimer and Stevenson, 1989] and
submarine volcanoes in the Kermadec Arc [C. de Ronde pers. comm. 2009]. The
viscosity of liquid sulphur is highly temperature dependant (the viscosity changes
by four orders of magnitude in the temperature range of 159C to 200C) and Hurst
et al. [1991] demonstrated that this property provides a mechanism for the cycles of
low and high heat input into the lake. Recent integrated nite-dierence heat-mass
transport simulations [Christenson et al., 2010] agree with this model (Figure 2.5).
2.2.4. History of hazards at Mount Ruapehu
Phreatic and phreatomagmatic explosive eruptions have occurred on average every
5 years historically (see Appendix A.1 for details). All historic eruptions have origi-
nated from the southern summit crater occupied by the 0.16 km2 Crater Lake with
107 m3 of hot (20{50C), acidic (pH<1) water [Kilgour et al., 2010]. Phreatic erup-
tions, when a small amount of basic andesite interacts with Crater Lake water, have
dominated historic eruptions [Houghton et al., 1987; Kilgour et al., 2010], although
six major magmatic eruptions have happened in historic times; in 1861, 1945, 1969,
1971, 1975 and 1995{1996.
The 1945 eruption
In 1945, magma extrusion took place with dome-building. The dome completely
lled the crater and was later destroyed by explosions [Houghton et al., 1987]. Ac-
tivity was rst recorded on 8 March 1945, when a steam plume was observed coming
11
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Hurst et al. (1991)
Christenson et al. (2010)Christenson & Wood (1993)
Hurst & Sherburn (1993)
Figure 2.5. Sketches of Crater Lake dynamics showing multiple phase ows and sulphur hy-
drothermal seal. After Hurst et al. [1991], Hurst and Sherburn [1993], Christenson and Wood
[1993] and Christenson et al. [2010].
from Crater Lake. Steam was the only observation until 19 March, when a lava
dome was seen emerging from Crater Lake. Spectacular eruptions commenced on
26 March, sending a plume of ash and steam to heights of 2.5 km above the summit
[Johnston and Neall , 1995]. Activity increased and culminated in a series of explo-
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sive eruptions from late July to December. Ash was distributed up to 250 km away
from the vent, polluting water supplies and causing loss of crops [Johnston et al.,
2000]. Two hikers were injured by hot ballistics close to the summit [Johnston et al.,
2000].
The 1966 to 1975 eruptions
Phreatomagmatic eruptions due to failure of the \roof-rock" are the most violent
type of eruptions at Ruapehu and give very little warning through seismicity; about
25 minutes of isolated earthquakes and 105 seconds of tremor in 1969 and nine
minutes of earthquakes and 75 seconds of tremor in 1975 [Latter , 1981b]. The
volcanic earthquakes increased in size before both the 1969 and 1975 eruptions of
Ruapehu [Hurst et al., 2004]. Both of these eruptions consisted of a single large
explosion that ejected lake water, mud and rocks onto the summit, causing damage
to Whakapapa ski eld [Ruapehu Surveillance Group, 1996]. These eruptions both
occurred at night so no-one was harmed [Scott and Travers, 2009] but there are also
no known eyewitness accounts. A dierent type of phreatomagmatic eruption, such
as that in 1971, was preceded by several months of warning in the form of tremor,
which was interpreted by Latter [1981b] as being from rising magma.
The 1966, 1968 and 1971 eruptions of Ruapehu were preceded by fumarolic heating
of the Crater Lake. In the case of the 1966 eruption, the surface lake temperature
was above 40C [Hurst and Dibble, 1981].
The 1995/1996 eruptions
In the ve or six weeks preceding the 1995 eruption, there was an 18% increase in the
concentration of sulphate ions in the Crater Lake [Hurst et al., 2004] and geodetic
measurements showed a small (2{3 cm) ination of the crater area [Ruapehu Surveil-
lance Group, 1996]. There was a gradual increase of the lakewater's Mg/Cl ratio
(see Section 2.2.5 for explanation) in the six months leading up to the 1995 eruption
[Hurst et al., 2004] and temperature uctuations were accompanied by minor steam
eruptions [Ruapehu Surveillance Group, 1996]. A telemetered hydrophone and tem-
perature sensor were suspended at 20 m depth in Crater Lake at the time of the
eruption [Hurst and Vandemeulebrouck , 1996]. This equipment recorded a strong
acoustic pulse and a rapid increase in temperature on 26 April 1995, about the same
time that the Mg/Cl increase started. A small eruption on 29th June 1995 destroyed
13
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the equipment and so temperature measurements could only be obtained by manual
sampling in conjunction with Mg/Cl measurements [Hurst and Vandemeulebrouck ,
1995]. Readings at the outlet showed a temperature decrease between May and
September and so further activity was unexpected. With hindsight, the decrease in
temperature may have been due to small eruptions causing large amounts of snow
and ice to fall into the lake [Hurst and Vandemeulebrouck , 1995].
The 1995 eruption sequence began when an ML3.6 volcanic earthquake occurred on
the 18th September 1995 and was followed by a large lahar [Ruapehu Surveillance
Group, 1996]. Ruapehu Surveillance Group [1996] provide a detailed account of
observations during the 1995 eruption.
Bryan and Sherburn [1999] divided the 1995 and 1996 eruptions into 10 phases based
on changes in seismicity, the details of which are presented in Appendix A.2. Low-
frequency (1 Hz) volcanic tremor was rst recorded on 18 September, about 1 hr be-
fore the eruption, and continued for several days [Ruapehu Surveillance Group, 1996;
Bryan and Sherburn, 1999]. In contrast, 2 and 7 Hz tremor was regularly recorded
throughout 1994 and 1995. Enhanced 7 Hz tremor occurred about 10 hrs prior to the
eruption and 2 Hz tremor continued throughout the eruption period. Long-period
earthquakes with a dominant frequency of 2 Hz dominated the earthquake activity
and there was a marked lack of high-frequency earthquakes throughout the eruption
period. Bryan and Sherburn [1999] demonstrated that the source of the 1 Hz tremor
was signicantly deeper (a few km) than that of the 2 Hz tremor (< 1000 m) and
that it was associated with magma intrusion. In early October 1995, a new pattern
of seismicity was established with a change from predominantly 2 Hz tremor and
LP earthquakes to a wider-band (2{10 Hz) tremor, coinciding with the ejection of
the last of the water from Crater Lake and the change from a phreatomagmatic to
a magmatic eruption style. In late October and early November 1995, small vol-
canic earthquakes accompanied eruptions of ash to several hundred metres above
the crater, the last of which was observed on 9 November 1995.
The 1996 eruption was preceded by several days of strong tremor [Hurst et al., 2004]
and phreatomagmatic eruptions resumed on 17 June 1996. The small amount of
water that had accumulated in Crater Lake between eruptions was quickly expelled
and the eruption style and seismicity was very similar to that of the later 1995
eruptions [Bryan and Sherburn, 1999]. Sub-Plinian ash fell over a large section to
the north and west of Ruapehu on 17 and 18 June and smaller eruptions continued
through July and the rst week of August, spreading ash over much of the North
Island [Johnston et al., 2000].
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In 1995 the northwestern lahars passed by a T-bar drive station on Whakapapa ski
eld, which had fortunately been closed an hour previously and so was deserted. The
repeated ashfall and acid rain caused considerable damage to facilities on Ruapehu's
three ski elds [Miller et al., 1999]. Flights over the North Island were severely
disrupted by the ash plumes of the 1995 and 1996 eruptions [Hurst et al., 2004]. In
2000, Johnston et al. [2000] estimated the total cost of economic loss, damage of
equipment and response activities from the 1995 and 1996 eruptions to be in excess
of NZ$130 million.
The 2006 and 2007 phreatic eruptions
On 4 October 2006 a small eruption occurred in Ruapehu Crater Lake. At the time
of the eruption, the lake temperature was at a local low of  15C and there was no
anomalous gas ux (A. Jolly pers. comm. 2010). The 2006 eruption was associated
with a ML 2.9 volcanic earthquake but no airwave, or ash or steam projection into
the atmosphere. It created a 4{5 m-high wave deposit on the summit snow [Mordret
et al., 2010]. There was also a 1.3 m rise in lake level in the following fortnight
[Kilgour et al., 2010].
The Crater Lake level was again at overow on 25 September 2007, when another
phreatic eruption occurred. Jolly et al. [2010] analysed seismic data from the 2007
eruption. The eruption was preceded by two small volcano-tectonic earthquakes and
minor tremor. It began with a ML 3.2 volcanic earthquake and produced a strong
VLP (Very-Long Period) earthquake, which lasted for about 20 s. The main eruptive
phase lasted for about 4 min and included an explosive phase, lasting less than 60 s
that was detected on microbarographs 3.1 and 9.4 km away. The eruption also cre-
ated a  4:5 km-high steam column and a  2 km-high Surtseyan jet, which ejected
ballistics, ash and water, producing lahars in the Whangaehu and Whakapapaiti
catchments. Two climbers staying in the Dome Shelter ( 600 m from Crater Lake)
were caught in the eruption: one was seriously injured by the ejecta from Crater
Lake, but was rescued later in the evening [Kilgour et al., 2010]. The ballistics, some
up to 2 m diameter, showed evidence of intense hydrothermal alteration and pores
were often lled with elemental sulphur. Juvenile glass, making up 5% of the ash,
conrmed the presence of magma [Christenson et al., 2010]. The eruption has been
interpreted to have been triggered by the development of pressurised, vapour-static
gas columns beneath the elemental sulphur seal (see Section 2.2.3 and Christenson
et al. [2010]).
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Lahars
As well as explosive eruptions, break-out lahars occur at Mt. Ruaephu when the dam
of ash and ice, usually created by previous eruptions, forming the southeastern rim
of Crater Lake fails. A break-out lahar occurred on Christmas Eve 1953, sending
a 1:6  106 m3 lahar down the Whangaehu River, causing the destruction of the
Tangiwai rail bridge and the loss of 151 lives [Healy , 1954]. Since then, Crater Lake
has been continuously monitored and measures have been put in place, such as lahar
warnings and the raising of the bridge, to reduce the risk from break-out lahars. In
March 2007, a similar break-out lahar occurred but this one resulted in very little
damage due to planning and monitoring [Manville et al., 2007].
2.2.5. Monitoring
The Whakapapa ski eld, on the northwest ank of Mt. Ruapehu, is exposed to
a high hazard with a very short response time, should an eruption occur beneath
the summit Crater Lake. For this reason an automatic Eruption Detection System
(EDS) is in place [Sherburn and Bryan, 1999]. It is operated by the Department
of Conservation (DoC) and works on parameters developed by GNS Science [Hurst
et al., 2004]. The EDS has recently been updated to include air pressure sensors to
help detect eruptions, a purpose-built computer program to quickly evaluate seismic
and air pressure data for tell-tale signs of an eruption, and a monitoring system that
noties emergency responders and activates speakers to send out warnings [GNS
Science, 2011].
GeoNet is a government-funded project to build and operate a modern geological
hazard monitoring system in New Zealand. The following description of monitoring
techniques is based on information from the GeoNet website [GeoNet , Last accessed
17 April 2011, http://www.geonet.org.nz/volcano/monitoring-methods/], un-
less otherwise stated. The chemistry of the Crater Lake is monitored closely by
GeoNet to obtain information about the relative abundances of gases and interaction
of the water with juvenile magma. An increase in magnesium to chloride ratio sug-
gests water interaction with juvenile magma [Hurst and Vandemeulebrouck , 1995].
Neither chloride nor magnesium ions enter the lake through precipitation. The main
source of chloride is fumarolic gases containing hydrogen chloride entering the lake.
Magnesium ions however, enter the lake through direct contact between water and
high-temperature rock. Magnesium and chloride ions are only lost though seepage
16
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Figure 2.6. Day and night images of Mt. Ruapehu from the GeoNet Webcam [GeoNet , Last
accessed 17 April 2011, http://www.geonet.org.nz].
and outow [Hurst et al., 1991], thus an increase in magnesium to chloride ratio is
indicative of contact between high temperature rock and water. Sampling is carried
out at the surface of the lake, which is assumed to be representative of the whole
lake because of mixing to considerable depths, as discussed in Section 2.2.3.
The bathymetry of Crater Lake was determined in the second half of the last century
and a summary of depth measurements was published by Hurst and Dibble [1981].
In 1965, depth soundings were made with a Kelvin sounding winch and a metered
pulley. Prior to this, depth estimations had been carried out by the New Zealand
Canoeing Association. In 1970, the lake was resurveyed with an echo sounder. Other
surveys included spot depth measurements in 1982 and depth soundings. After the
1995 and 1996 eruptions, all of the water in the crater lake was expelled and the
form of the lake bottom could again be recorded [Harry Keys, pers. comm. 2008].
Temperature, heatow, density and mineral concentrations suggest that Crater Lake
is convecting vigorously, although there may be a layer  0:2 m deep on the surface
in which the cold, fresh, less dense water from melt and precipitation does not mix
thoroughly with the rest of the lake [Hurst and Dibble, 1981].
GeoNet uses a Correlation Spectrometer (COSPEC) or a FLYSPEC (a miniaturised,
lightweight correlation spectrometer) to measure the absorption of ultraviolet light
by sulphur dioxide (SO2). Measurements since 2003 have shown a correlation be-
tween carbon dioxide (CO2) and SO2 production and Crater Lake temperature
[Christenson et al., 2010].
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Figure 2.7. Tongariro Volcanic Centre seismograph network as of 22 February 2011 [GeoNet , Last
accessed 17 April 2011, http://www.geonet.org.nz/resources/network/static-maps.html].
Two real-time GeoNet Webcams are a valuable source for the remote monitoring
of Mt. Ruapehu (Figure 2.6). Visual observations such as rockfalls may indicate
changes in the state of the volcano, and when analysed with seismic observations,
can aid interpretation of signals. New cameras are also infrared-capable, allowing
pictures to be taken at night when there is enough ambient light such as from a full
moon (Figure 2.6 right).
Seismicity around Mt. Ruapehu has been monitored since the installation of the
Tongariro seismometer in 1952 [Smith, 1981]. Since then, the network has been ex-
panded and upgraded, and complemented with many temporary deployments. As
of 28 March 2011, the network consists of seventeen three-component seismometers
and two borehole seismometers distributed throughout the Tongariro Volcanic Cen-
tre (Figure 2.7). Triangulation and levelling measurements [e.g. Otway , 1979] have
been replaced by twelve continuous GPS monuments to monitor ground deforma-
tion.
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2.2.6. Seismology
Types of seismicity
Four types of earthquakes are recorded at Mt. Ruapehu; these are volcanic or long-
period (LP), volcano-tectonic (VT), regional and teleseismic [Latter , 1981a; Sher-
burn et al., 1999] (Figure 2.8). These earthquakes are described in detail below and
examples can be seen in Figure 2.8. Figure 2.9 displays the local seismicity since
1990 in the top panel and the deeper, regional seismicity since 1990, which mostly
occurs on the subducted slab in the bottom panel.
Latter [1981a] described detailed observations of seismicity in the 1960s and 1970s
around Mt. Ruapehu: The majority of observed earthquakes at Mt. Ruapehu were
VTs, with high-frequency ( 3 Hz), usually sharp, well-dened phases. The LPs ob-
served at Mt. Ruapehu were often multiple rather than discrete events, with poorly
dened phases, emergent onsets and frequencies  3 Hz, with 2 Hz being the most
common. Latter [1981a] noted that it was sometimes dicult to identify an LP
earthquake purely on the basis of its frequency content because of marked attenua-
tion of high frequencies along the path. Dominant low frequencies were ascribed to
the earthquake's occurence in heat-weakened material and high frequencies to in-
stantaneous source mechanisms operating in competant rock. Latter [1981a] found
no dierence in phase structure, waveform, or frequency content between LPs that
were accompanied by eruptions and those that were not. The majority of LP earth-
quakes occurred directly beneath Crater Lake, either immediately beneath the lake
or 0.5 to 1.3 km below [Latter , 1981a; Hurst and McGinty , 1996]. Occasionally, LP
earthquakes took place at locations in the Tongariro National Park where no previ-
ous vent was in existence, suggesting a magmatic intrusion. When a sequence of LPs
was of long duration, and the spacing between events was very small, Latter [1981a]
observed that the sequence would grade into volcanic tremor. Mt. Ruapehu was
anomalous in having long periods of volcanic tremor that did not precede eruption
[Hurst et al., 2004].
Hurst [1992] analysed the most common volcanic tremor produced by Mt. Ruapehu,
which was a continuous signal with a dominant frequency of about 2 Hz, and found
that it had a sharply peaked spectrum and an autocorrelation function with a high
degree of coherence. Comparisons of this tremor with various stochastic simulations,
with either the characteristics of the oscillator, or the forcing function containing
a random element, revealed that the cause of the tremor was most likely to be
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Figure 2.8. Example waveforms of typical earthquakes recorded at station TUVZ at Mt. Ruapehu.
(a) Recording of the M 9.0 Japan earthquake on Friday, March 11, 2011, recorded at 05:59 UTC.
(b) Recording of a ML 5.0 earthquake on the subducted slab beneath the North Island on Thursday,
January 6, 2011 (cusp ID 3443657). (c) Recording of a ML 2.0 volcano-tectonic earthquake at Mt.
Ruapehu on March 25, 2011 (cusp ID 3485488). (d) Recording of a ML 1.7 long-period earthquake
at Mt. Ruapehu on Jauary 27, 2011 (cusp ID 3455916). (e) Recording of volcanic tremor at Mt.
Ruapehu on October 24, 2007, recorded at 14:54 UTC.
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resonance in a cavity, such as an \organ-pipe", lled by a compressible uid. The
\organ pipe" resonator was interpreted to be a quarter of a wavelength long (65
m if it were lled with superheated steam and 200{400 m in the case of magma)
and of low attenuation (high Q), which meant that it had little interaction with
the surrounding material. The tremor was best modelled by a random damping
factor on the oscillator, representing energy input to the resonant system, although
a \white noise" forcing function, representing high pressure steam, also t the data
well. Hurst [1992] also noted that, while the 2 Hz tremor and LP earthquakes
probably originated from the same source, the tremor was not the result of the
repeated ocurrence of small LPs, contrary to previous belief [Latter , 1981a], but the
product of a resonator with positive feedback sustaining oscillation. The dominant
2 Hz tremor was further analysed by Hurst and Sherburn [1993] in an attempt to
characterise the source. They concluded that the 2 Hz tremor was caused by a
single, asymmetric, low-attenuation resonator and suggested that the resonator was
in the single-phase vapour region beneath the main vent (Figure 2.5).
Earthquake locations
In 1981, Latter [1981b] found that earthquake epicentres were strongly concentrated
beneath the east and northeast slopes of Mt. Ruapehu and there was a tendency for
deeper earthquakes in the south and west compared to the north and east.
A two month temporary deployment of 14 broadband seismometers around Mt. Ru-
apehu in early 1994 was carried out by Leeds University, the University of Memphis
and IGNS (Institute of Geophysical and Nuclear Science, now GNS Science), and
analysed by Hurst [1998]. Seismicity associated with the active vent of Mt. Ru-
apehu as well as tectonic earthquakes were recorded. Hurst [1998] found that VT
earthquakes and bursts of volcanic tremor both had sources under Crater Lake. The
general crustal seismicity was found to show a transition from shallow (< 10 km)
TVZ-type events to the north, to deeper crustal activity to the south. Three main
clusters around Mt. Ruapehu were identied by Hurst [1998] (Figure 2.10): a well-
known long-lived centre near Waiouru (referred to hereafter as the Waiouru swarm),
an area on the north ank of Tongariro volcano, and a cluster about 15 km WNW
of Mt. Ruapehu (henceforth referred to as the Erua swarm). Both high-frequency
(VT) and low-frequency (LP) earthquakes were located by Hurst [1998] to be in the
immediate vicinity of the Crater Lake with similar depths; less than 1000 m below
the surface of Crater Lake. However, the epicentral position of the low-frequency
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Figure 2.9. All earthquakes in the Ruapehu region from 1 January 1990 to 1 January 2011 from
the GeoNet catalogue [GeoNet , Last accessed 17 April 2011, http://www.geonet.org.nz]. Top:
Shallow (<40 km) seismicity, colour coded by depth and scaled by magnitude. Bottom: Seismicity
deeper than 40 km, colour coded by depth and scaled by magnitude.
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earthquakes was in a gap in the high-frequency events, lending support to the idea
that the VTs occurred in the wall-rock next to the source of the LPs; a uid lled
conduit (Figure 2.5).
Seismicity in relation to eruptions
Bryan and Sherburn [1999] observed that the background seismicity at Mt. Ruapehu
altered after the 1995 and 1996 eruptions, likely reecting a change in the volcanic
plumbing system. Prior to 1995, seismicity at Mt. Ruapehu was characterised by
volcanic tremor with spectral peaks at 2 and 7 Hz, and by shallow VT earthquakes
occurring at rates of about 5 per day. The 7 Hz tremor was continuous and only
detected at station DRZ (Figure 2.7), the closest station to the Crater Lake, whereas
the 2 Hz tremor tended to occur in bursts. On and o throughout the late 1980s, 3
Hz tremor was also observed at DRZ [Sherburn et al., 1999], which mainly occurred
when the temperature of Crater Lake was above 30C. Sherburn et al. [1999] sug-
gested an origin related to the source of additional heat input into the lake. There
were very few VT earthquakes prior to and during the 1995 eruption but many
between the 1995 and 1996 eruptions. During the latter part of the 1995 eruption
and the 1996 eruption volcanic tremor at Mt. Ruapehu was dominated by wide-
band (2{10 Hz) tremor. Two factors are suggested by Bryan and Sherburn [1999]
to have aected the tremor frequency; structural modications within the conduit
and the loss of Crater Lake. In addition, only after the loss of the Crater Lake were
ground-coupled airwaves observed. The airwaves were used to assess whether the
LP earthquakes were associated with explosions when visual observations were not
possible [Sherburn et al., 1999].
The style of seismicity and its relation to eruption at Mt. Ruapehu was analysed
by Sherburn et al. [1999]. They observed that, although large eruptions are always
accompanied by LP earthquakes and/or strong volcanic tremor, the converse was not
true; periods of enhanced volcanic tremor and large or more numerous LPs did not
always coincide with eruptions. No consistency could be found between correlations
of smaller eruptive events and seismicity or lake temperature.
A later temporary deployment of broadband seismometers in 1998 was used to
characterise the changes in seismicity from before and after the 1995/1996 erup-
tions. Bryan and Sherburn [2003] also observed the change in dominant frequency
of strong tremor from before to after the 1995-1996 eruptions. The post eruption
tremor was found to be dominated by 0.8{1.4 Hz energy although the 2 Hz energy
23
2. Background
was still present. The change in dominant frequency was attributed to changes in
the volcanic plumbing system but it was suggested that the two types of tremor had
discrete sources and the change in the system was the creation of the new source
rather than an alteration of the former. It was also noted that no very-long-period
(VLP) seismicity, with periods of 3{20 s, had been observed at Ruapehu [Bryan and
Sherburn, 2003].
Distal swarms and their relationship with eruptions
Hurst and McGinty [1999] observed that, although there were very few VT earth-
quakes at Mt. Ruapehu imediately prior to and during the 1995/1996 eruptions,
within the year preceeding the eruptions there were a series of swarms of earth-
quakes 15{22 km to the west of the volcano (close the the Erua swarm, Figure
2.10). All of the several hundred located earthquakes showed sharp onsets and ap-
peared to be typical tectonic events, but the swarms were larger than typical swarms
in the area. Comparison of this seismicity with other observations at Mt. Ruapehu
showed that the two main bursts of seismicity in the swarms could be related to
the two periods of heating of Crater Lake, and the latter of the heating phases was
immediately followed by increases in the Mg2+ ion concentration. Relocation of the
swarm seismicity revealed three distinct clusters close to the Raurimu fault (Section
2.2.8) with most of the earthquake depths between 10 and 15 km below the surface.
Hurst and McGinty [1999] found no apparent migration and calculated the b-value
to be 0.74, which is on the low end of those typical of tectonic earthquake swarms.
Tectonic environments typically have b-values of 0.8{1.2 while b-values in volcanic
swarms tend to be higher ( 1:3) [Wiemer and Wyss , 2002]. Hurst and McGinty
[1999] also calculated composite and individual focal mechanisms and found that
the two southern clusters displayed oblique-normal mechanisms, which is consistent
with the Raurimu fault. The northern cluster displayed an oblique-reverse compos-
ite mechanism, which is in agreement with a branch of the Raurimu fault 2 km to
the north. The inference was that the seismicity was not caused directly by magma
movement but by the changes in stress caused by magma movement [Hurst and
McGinty , 1999].
We analysed seismicity and anisotropy of the persistent section of those earthquakes
analysed by Hurst and McGinty [1999]; the Erua swarm (Keats et al. [2011], Ap-
pendix G and Figure 2.10). We found that the b-value of the Erua swarm increased
from 1.2 to 1.8 around the time of the 2006 and 2007 phreatic eruptions of Mt.
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Figure 2.10. Earthquakes recorded during the 2008 temporary deployment, clustered in the
Waiouru swarm, the Erua swarm and the Tongariro swarm.
Ruapehu. We also found that the fast direction of anisotropy changed and delay
time decreased locally around the same time period. These results were interpreted
as an increase in uid in the region associated with the trigger of the eruptions.
The cluster of earthquakes to the southeast of the summit of Mt. Ruapehu, known
as the Waiouru swarm (Figure 2.10), was rst analysed by Reyners [1980] and later
by Hayes et al. [2004]. During a six month temporary seismic deployment in 2001,
319 earthquakes in the cluster were detected and relocated. Hayes et al. [2004] found
that the seismicity dened a vertical sheet striking NE{SW with the majority of the
events occurring at 11{21 km depth. Focal mechanisms and stress inversions were
found to indicate strike-slip motion on a near-vertical fault parallel to the strike
of the swarm, which is in contrast to the nearby, sub-parallel, normal Snowgrass
fault (Section 2.2.8). Analysis gave a b-value of 1.02, which is more consistent
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with tectonic, rather than volcanic swarms, although analysis of b-value with time
showed large uctuations after the 1995 eruption of Mt. Ruapehu. The conclusion
was that the swarm was due to uid movement from the dehydrating subducted slab,
tectonic in origin and reected the regional stress rather than local stress caused by
the volcano. Hayes et al. [2004] found that the activity of the swarm did correlate
with volcanic activity but to a lesser extent than Hurst and McGinty [1999] found
around the Raurimu fault to the west.
Velocity models
Several velocity models have been proposed for the Ruapehu Region using various
methods including refraction surveys [e.g. Sissons and Dibble, 1981; Dibble et al.,
1985], joint earthquake location and velocity estimation [e.g. Latter , 1981b; Hurst
and McGinty , 1996], and velocity tomography [e.g. Rowlands et al., 2005]. A sum-
mary of 1-D velocity models in the Ruapehu region is shown in Figure 2.11.
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Anisotropy, attenuation and ambient noise
Miller and Savage [2001] measured shear wave splitting from shallow (< 30 km) and
deep (> 50 km) earthquakes in 1994 and 1998 and observed a change in the dom-
inant fast polarisation () spanning the time of the last major magmatic eruption
in 1995/1996. This study was extended by Gerst and Savage [2004], who used the
same techniques and an additional deployment of three-component seismometers in
2002 to observe further changes in . The results of both studies were interpreted
as being caused by a dike-shaped magma reservoir, or system of dikes, trending
NE{SW. According to this model, the magma reservoir was pressurised before the
eruption, producing a local stress eld dierent from the regional stress eld. Fol-
lowing the eruption the reservoir was less full and correspondingly less pressurised
so the local stress returned to that of the surrounding region. The Gerst and Sav-
age [2004] study suggested that the later changes in  were due to repressurising of
the reservoir in response to an increase of magma in the system. The stress in the
surrounding crust caused by the pressurised magma reservoir is thought to preferen-
tially align randomly oriented uid-lled microcracks and cause seismic anisotropy
that is detected through shear wave splitting [Crampin, 1994] (see Section 2.3.4).
Shear wave splitting results in the North Island from teleseisms consistently yield
trench parallel fast directions [Hofmann, 2002; Audoine et al., 2004; Greve et al.,
2008], with larger delay times within the Central Volcanic Region (CVR) [Greve
et al., 2008]. Using local events generally results in more scatter within the CVR
[Hofmann, 2002; Audoine et al., 2004], although Morley et al. [2006] found that,
using earthquakes from the subducted slab, fast directions rotated from trench par-
allel east of the CVR to trench perpendicular within the CVR. Seward et al. [2009]
examined anisotropy in the North Island using Pn velocity modelling and also found
trench parallel fast directions to the east and within the CVR. Audoine et al. [2004]
examined anisotropy in the North Island from shear wave splitting and spatial av-
eraging and found a complex pattern. The general fast direction from shallow and
deep earthquakes was trench-parallel, which was attributed to uid-lled cracks in
the crust and asthenospheric ow in the mantle. They found that in the extension
region of the TVZ the results were more varied with a dominant trench-normal fast
direction, which was attributed to corner ow.
Eberhart-Phillips and Reyners [2009] used earthquake arrival time data to invert
for a 3-D vp azimuthal anisotropy model for the central North Island. They found
that at most depths there was strong anisotropy to the east of the TVZ, with the
28
2. Background
fast axis striking NE-SW (trench parallel). This was associated with the Haast
schist terrane mineral orientation in the crust and bending or fossil anisotropy in
the subducted slab at depth. Beneath the TVZ and to the west Eberhart-Phillips
and Reyners [2009] found less anisotropy, generally striking N-S{NW-SE, which is
trench-normal. This was attributed to corner ow in the mantle wedge. In the
vicinity of Mt. Ruapehu, anisotropy in the crust was found to be generally parallel
to extension (WNW-ESE) and was attributed to microcracks aligning with local
stress.
Seismic attenuation around Mt. Ruapehu was investigated by Syuhada [2010]. He
found that there was higher attenuation within the TVZ than outside. This at-
tenuation was frequency dependant, suggesting intrinsic attenuation rather than
scattering. Syuhada [2010] also found that the attenuation was anisotropic, with
higher attenuation in the N{S direction in the shallow crust, and NW{SE direction
in the lower crust, agreeing with the hypothesis of Eberhart-Phillips and Reyn-
ers [2009], that uid-lled cracks are oriented to local stress in these directions.
Titzschkau et al. [2010] used a repeating source within the Waiouru swarm to inves-
tigate changes in attenuation related to the 1995/1996 eruptions of Mt. Ruapehu.
They found a high attenuation anomaly in waveforms that travelled through the
volcano, which increased over the time of the eruption and a decrease in attenuation
of waves that travelled close to but not through the volcano. These changes in atten-
uation were attributed to the same source mechanism as the shear wave anisotropy
studies [Miller and Savage, 2001; Gerst and Savage, 2004].
Using Interferometry on retrieved cross-correlation functions from ambient seismic
noise (IRCCSN) is a newly emerging technique used to monitor changes in stress at
volcanoes [e.g. Brenguier et al., 2008]. Mordret et al. [2010] employed this method
at ve stations around Mt. Ruapehu to investigate changes associated with the
2006 and 2007 phreatic eruptions of Mt. Ruapehu. By comparing surface wave
Green Functions constructed from ambient seismic noise relative to a reference Green
Function, they found a 0.8% decrease of relative seismic velocity starting two days
before the 2006 eruption, which was modelled as a point source at 5 km depth,
either centred on the volcano or oset to the NE, with volume change of 0.0017
km3. This volume change was found to be the threshold at which no deformation
would be detected by the GPS network. There was no signicant velocity change
associated with the 2007 eruption and this was attributed to a more open system
than the 2006 eruption even though other observations suggest the same eruption
mechanisms.
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2.2.7. Other geophysical observations
Gravity and magnetics
The regional gravity map (not presented) shows a NNE-trending regional gradient
[Cassidy et al., 2009, and references therein] and shows little eect of the volcanoes
in the Tongariro Volcanic Centre. However, when integrated with 38 newer gravity
stations, Cassidy et al. [2009] were able to determine a gravity residual along the
saddle between Mts. Ruapehu and Ngauruhoe. They found an asymmetric negative
anomaly, which was modelled along with two aeromagnetic data sets that follow
the same prole. Regional magnetic data showed positive anomalies associated
with the volcanic centres [Cassidy et al., 2009]. The aeromagnetic data of Cassidy
et al. [2009] were from elevations of 1500 and 2500 m a.s.l, and both proles also
displayed a positive anomaly over the volcanoes. The optimum model from the joint
inversion was found to be an extensive upper layer with density 2200 kg/m3 and
a maximum thickness of 1000 m over a 2670 kg/m3 layer with three abrupt depth
changes, and a denser magnetic material in the centre. This was interpreted as
mixed volcanic deposits over greywacke with a minimum basement subsidence of 650
m and steep-sided bodies of lavas and dikes at the centre. The depth changes were
correlated with mapped faults. These interpretations agree with those of Horspool
[2003] from gravity proles across Mt. Ruapehu, restrained by seismic refraction
surveys. Horspool [2003] found a broad anomaly and a short-wavelength anomaly.
The broad anomaly was interpreted as the displacement of basement rocks by low
density material. The subsidence was found to be accommodated mainly by faulting
(1000 m), but 400 m of subsidence was attributed to exure due to the load of the
volcano. The short-wavelength anomaly was interpreted to be a dense andesite dike
in a low density cone.
Magnetotellurics
A 3-D inversion of data from 40 broadband magnetotelluric (MT) soundings was
conducted by Ingham et al. [2009]. Phase tensor analysis suggested that a shallow
conductive layer corresponding to a zone of acid alteration lies between a high resis-
tivity layer of dry volcanic rock and ash and a higher resistivity layer corresponding
to the basement greywacke. The 3-D inversion indicated a dike-like structure of low
resistivity extending from the summit of Mt. Ruapehu to the NE and persisting to
at least 10 km depth. This structure was interpreted to be part of the volcanic feeder
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system supplying uids, hot gases and magma to the volcanoes. A more localised
high frequency MT survey was carried out by Jones et al. [2008] to investigate the
hydrothermal vent system of Mt. Ruapehu. They found that the entire summit
plateau was underlain with hydrothermally alterred low resistivity material. How-
ever, Jones et al. [2008] did identify two regions of higher resistivity that coincided
with past eruption centres and are believed to be the location of heat pipes that
have been altered at a higher temperature.
Deformation
Deformation surveys conducted by Otway [1979] were initiated in 1970 and con-
sisted of accurate horizontal angle observations supplemented with electromagnetic
distance measurements. Local extension across Crater Lake was observed in the six
weeks prior to the May 1971 phreatomagmatic eruptions. Over the following three
years, a reversal of the pre-eruption deformation was observed as volcanic activity
declined. During this time there were two phreatic eruptions, which correlated with
sharp rises in lake temperature and seismicity, but not with signicant extension.
Two weeks before the 1975 eruption, signicant extension was observed, which ex-
tended further from the lake than previously measured extension phases. The 1975
eruption destroyed the survey markers and so continuity with further surveys was
lost. Otway [1979] interpreted the observed deformation as magmatic intrusions or
increases in shallow gas pressure.
A pilot GPS survey was carried out by Miller et al. [2003] to identify potential
permanent site locations and detection thresholds. Unfortunately the atmospheric
conditions around Mt. Ruapehu in the troposphere mean that at times the noise had
a higher amplitude than the changes expected (centimetres) [Hurst and Fournier ,
2009].
Synthetic aperture radar interferometry (InSAR) has recently been carried out on
Mt. Ruapehu using ALOS PALSAR. The results indicated that there has been no
major deformation around Ruapehu since 2007, although resolution on the summit
was limited due to snow cover [Joyce et al., 2009].
Stress estimations
Villamor and Berryman [2006] note that all of the Quaternary faults in the area are
normal, suggesting that the maximum compressive stress, S1, is close to vertical. In
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a normal faulting regime the minimum compressive stress, S3, is the minimum hori-
zontal compressive stress, SHmin, and is orthogonal to the fault strike. Therefore the
maximum horizontal compressive stress, SHmax, is parallel to fault strike. However,
the faults may be at a high angle to the stress [e.g. Townend and Zoback , 2001],
may have been formed at a time when the local stresses were dierent, or may have
been deformed since their creation, in which case the current SHmax may be dierent
to that inferred from the faults. The crosscutting of contemporary fault sets with
three dierent strikes suggest that the S3 and S2 axes of the stress tensor have to be
similar in magnitude, suggesting that small changes in horizontal stress could rotate
SHmax [Villamor and Berryman, 2006]. Further evidence that jS2j  jS3j in the
Ruapehu region comes from Wallace et al. [2004], who modelled GPS observations
with block rotation that allows opening of the Taupo rift and implies a change in
stress orientation over a short distance due to observed contraction at the south-
ern termination of the TVZ. The temporal changes in shear wave splitting in the
region observed by Miller and Savage [2001] and Gerst and Savage [2004] are also
consistent with this hypothesis.
Estimates of local stress parameters have been calculated by inverting rst motions
and focal mechanisms of local earthquakes. A summary of these stress estimates
can be found in Section 4.1, and Table 4.1.
2.2.8. Some geological observations
Structural geology
The basement greywacke in the Ruapehu region consists of the Torlesse and Waipapa
terranes to the east and west respectively [Adams et al., 1998; Mortimer , 2004]
(Figure 2.12). The geological textures of the basement rocks around Mt. Ruapehu
were investigated by Beetham and Watters [1985] during the Tongariro Power de-
velopment project. They found no discernible internal structure in the basement
greywacke with the exception of a couple of small areas that display textural
zone 2B, semi-schistose rocks (on the metamorphic sequence described by Turn-
bull et al. [2001]); these were to the north of the Kaimanawa Range and around lake
Moawhango (Figure 2.10).
Figure 2.13 displays four zones identied by Villamor and Berryman [2006] as having
dierent fault strikes. The area of most dense faulting is to the NE of Mt. Ruapehu,
around Mt. Ngauruhoe and Mt. Tongariro, called the Tongariro graben [Rowland
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Figure 2.12. Terranes of New Zealand [afterMortimer , 2004]. Red box indicates Ruapehu region.
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Figure 2.13. Map of the Ruapehu region showing mapped faults (from the NZ Active Faults
Database of GNS, after Villamor and Berryman [2006]). Colours show dierent fault sets and pale
polygons show limits of the overlapping zones of similar strike.
and Sibson, 2001]. The average strike of these faults is 030 [Rowland and Sibson,
2001], similar to metamorphic fabric in the basement rock. The strike of faults
around Mt. Ruapehu describe the axis of the Ruapehu graben, which at 010, is
closer to N{S than the Tongariro graben to the north. The Rangipo fault forms
the east boundary of the Ruapehu graben and crosscuts the faults of the Karioi
fault set to the southeast. Faults to the southwest (the Ohakune-Raetihi fault set)
strike WNW{ESE in an area of Tertiary marine deposits and Quaternary volcanics,
however there is no information about deeper basement fabric for this zone. The
Ohakune-Raetihi fault set are cross cut to the east by the Karioi fault set and to the
north by the Raurimu fault, which bounds the west side of the Ruapehu graben.
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Petrology and geochemistry
Initial stage: andesite melts 
produced by melting/assimilation 
in the lower crust
Cone building stage: magmas evolving 
in dyke/sill-like storage reservoirs 
dispersed throughout the crust.
Discrete batches evolve independently
Later stages: frequent eruption of 
small volumes of magma from large 
number of shallow storages
Ruapehu 250-180 ka Ruapehu 150-3 ka Ruapehu < 3 ka
Mixing/mingling
Crystal fractionation
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Figure 2.14. Petrological and geochemical models of Mt. Ruapehu [after Nakagawa et al., 1999;
Price et al., 2005].
Petrologic and geochemical evidence suggests that rather than having one main
magma reservoir, magma is stored at Mt. Ruapehu in evolving dikes and sills dis-
persed throughout the crust [Price et al., 2005] (Figure 2.14). These magma pockets
are suggested to be discreet, enabling dierent levels of crust assimilation [Graham
et al., 1995], until just before or during an eruption, when mixing occurs [Donoghue
et al., 1995]. Magma composistions uctuate through wide ranges over relatively
short time intervals, although geochemical evidence [Gamble et al., 1999] from collec-
tive data suggest that the general trend is increasing SiO2 abundance. Gamble et al.
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[1999] showed that the temporal geochemical and petrographic variations among
erupted magmas are modulated by processes of mixing and mingling between fresh
magma from below and stagnant melt and entrained crystals from earlier events
remaining in the volcanic edice. Evidence of mixing comes from complexly zoned
phenocryst assemblages, banded pumices and variable melt inclusion compositions
in phenocrysts, although zoned feldspar phenocrysts suggest long existences of some
magma before extrusion [Gamble et al., 1999]. The conjunction of magma pockets
has been suggested as a possible eruption trigger for the 1995/1996 eruptions by
Nakagawa et al. [1999] (Figure 2.14), although the main trigger was thought to be
injection of high temperature magmas into the shallow plumbing system. Nakagawa
et al. [1999] propose that, prior to 1995 there was a shallow low-temperature magma
storage system comprising crystal-rich mush and remnant magma from preceding
eruptive episodes. Geochemical evidence from tephras show that at least two discrete
high-temperature magmas were then repeatedly injected into the mush zone, form-
ing discrete and mixed magma pockets within the shallow system. The intermittent
1995 and 1996 eruptions sequentially tapped these magma pockets. Geochemical
evidence suggests that the high-temperature magmas that are stored in the lower
crust (20 km) are recharged on a time scale of the order of thousands of years
[Price et al., 2007; Stewart , 2010] and it is the migration of batches of this more
mac magma up through the crust (on time scales of the order of 10{100 years),
interacting with the more evolved magma at shallow levels, that triggers eruptions.
Magma ux has been found to be consistent (0.8 km3 ka 1), through 40Ar/39Ar
dating, over time scales of thousands of years although production may be in short
bursts of activity, creating uxes up to 20 times greater [Gamble et al., 2003].
36
2. Background
2.3. Seismic anisotropy
2.3.1. Introduction
Seismic anisotropy is the variation of seismic wavespeed with direction. It is an
indicator of geometric ordering in a material, where features smaller than the seis-
mic wavelength (e.g. crystals, cracks, pores, layers or inclusions) have a dominant
alignment. This alignment leads to a directional variation of elastic wavespeed. Mea-
suring the eects of anisotropy in seismic data can provide important information
about processes and mineralogy in the Earth. Measurements of seismic anisotropy
have been used to detect fabric and stress in the Earth's crust [e.g. Christensen
and Mooney , 1995], ow in the upper mantle [e.g. Ribe, 1989], topography of the
core-mantle boundary [e.g. Kendall and Silver , 1996] and dierential rotation of the
inner core [e.g. Song and Richards , 1996].
Hess [1964] rst made a signicant observation of large-scale anisotropy when seismic
refraction measurements in oceans showed that the P wave velocity of the upper
mantle (Pn) was consistently higher for proles recorded perpendicular to an oceanic
spreading centre (i.e. parallel to the direction of spreading or plate movement) than
for proles recorded parallel to the spreading centre. These measurements were
attributed to the alignment of olivine crystals in the mantle lithosphere because
of ow during the formation of the oceanic plate at the ridge. Since the 1970s
improvements in computing power and memory and in seismic eld observation
have led to a greater understanding of the seismic anisotropy of the Earth at all
levels and scales.
2.3.2. Theoretical models of anisotropy
The derivation of the equations governing seismic body wave propagation in
anisotropic media presented here follows the approaches of Crampin [1984], Babuska
and Cara [1991] and Stein and Wysession [2003].
In a homogeneous anisotropic medium the elastodynamic equations of motion can
be written as

@2uj
@t2
=
@jk
@xk
(2.1)
for j; k = 1; 2; 3. Here uj is the component of displacement in the direction j of
the displacement vector ~u, xk is position, t is time and  is density. jk are the
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components of the second-order stress tensor, which is related to innitesimal strain
by Hooke's Law:
jk = Cjkmnmn (2.2)
for j; k;m; n = 1; 2; 3, where Cjkmn is the fourth-order tensor of elastic moduli that
denes the properties of the medium and mn is the second-order strain tensor:
mn =
1
2

@um
@xn
+
@un
@xm

: (2.3)
Due to the symmetry of mn, Equation 2.2 can be written as
jk = Cjkmn
@um
@xn
; (2.4)
meaning that Equation 2.1 becomes

@2uj
@t2
= Cjkmn
@2un
@xk@xm
: (2.5)
The fourth-order tensor of elastic moduli Cjkmn has the following symmetries:
Cjkmn = Ckjmn (2.6)
due to the symmetry of jk,
Cjkmn = Cjknm (2.7)
due to the symmetry of mn, and from thermodynamic arguments
Cjkmn = Cmnjk: (2.8)
These symmetry arguments reduce the number of independent elastic parameters
from 34 = 81 to 21, and enables the tensor of elastic moduli to be written as a
symmetric 6 6 matrix [e.g. Babuska and Cara, 1991]:
Cjkmn =
26666666664
C1111 C1122 C1133 C1123 C1131 C1112
C2211 C2222 C2233 C2223 C2231 C2212
C3311 C3322 C3333 C3323 C3331 C3312
C2311 C2322 C2333 C2323 C2331 C2312
C3111 C3122 C3133 C3123 C3131 C3112
C1211 C1222 C1233 C1223 C1231 C1212
37777777775
: (2.9)
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The displacement vector ~u of a plane wave can be expressed as
uj = aje
i!(t nlxlc ) (2.10)
where aj is the amplitude vector dening the polarisation, ! is the angular frequency,
c is the phase velocity and nl are the components of a normal vector ~n in the direction
of propagation.
The derivatives of ~u in space and time can be written as
@2uj
@t2
= aj(i!)
2ei!(t 
nlxl
c ) (2.11)
@2un
@xk@xm
=
annknm
c2
(i!)2ei!(t 
nlxl
c ): (2.12)
Inserting these derivatives into Equation 2.5, we nd that
aj =
Cjkmnannknm
c2
(2.13)
where we have omitted the common multiplier (i!)2ei!(t 
nlxl
c ).
In order to derive a simple relationship for the propagation of seismic waves in an
anisotropic medium, we will restrict our attention to propagation in the direction
x1. This is not a severe restriction because we can rotate the tensor of elastic moduli
to consider propagation in other directions. Equation 2.13 becomes
c2a1 = C1111a1 + C1112a2 + C1113a3 (2.14)
c2a2 = C2111a1 + C2112a2 + C2113a3 (2.15)
c2a3 = C3111a1 + C3112a2 + C3113a3 (2.16)
These equations can be written as the linear eigenvalue problem
(M  c2I)a = 0 (2.17)
where the 3 3 matrix M is given by
M =
264 C1111 C1112 C1113C2111 C2112 C2113
C3111 C3112 C3113
375 (2.18)
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I is the identity matrix and a is the amplitude vector.
In the general case this becomes
(mjn   c2jn)an = 0 (2.19)
where jn is the Kronecker delta function (1 if i = j, 0 if i 6= j), and mjn is the
Christoel Tensor M
mjn =
Cjkmnnknm

(2.20)
the components of which are dependent on the propagation direction ~n.
To solve the classic eigenvalue problem in Equation 2.17, we form the determinant:
det(M   c2I) = 0: (2.21)
This gives us three orthogonal, linearly independent eigenvectors, ~a, which are the
polarisation vectors.
The eigenvalue for the ith eigenvector is c2i , which represents the squared phase
velocity for a polarisation direction parallel to ~ai. The result is mutually orthogonal
polarisations for the quasi-P and two quasi-S waves, which also all have dierent
velocities. The terminology \quasi" is adopted because the polarisations of the
waves in an anisotropic medium are no longer strictly parallel or perpendicular to
the direction of propagation. A key implication is that a body wave that is polarised
in the direction of one of these three eigenvectors does not experience a polarisation
change. A body wave entering the medium that is not polarised in one of these
directions, however, will be split into a P wave and two quasi-S waves, which are
often called the fast and slow S waves. This phenomenon is called shear wave
splitting or acoustic birefringence.
2.3.3. Types of anisotropy
The equations in Section 2.3.2 describe the most general system of anisotropy. Spe-
cic systems contain additional symmetries, which reduce the number of indepen-
dent elements of the elastic tensor. For instance, an orthorhombic crystal system
has nine independent elements and a hexagonal system has ve. An isotropic solid
has only two independent elements, commonly referred to as the Lame coecients
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 and , and a uid has only one (the bulk modulus, k). Table 2.1 displays the
orders of anisotropy found in the Earth and typical causes.
Table 2.1. Number of independent elastic coecients for selected symmetry systems and typical
minerals or Earth's materials. After Babuska and Cara [1991].
Type of symmetry Number of
independent elastic
coecients
Typical material
triclinic 21 plagioclase
monoclinic 13 horneblende
orthorhombic 9 olivine
tetragonal 6 stishovite
trigonal I 7 ilmenite
trigonal II 6 quartz
hexagonal 5 ice
cubic 3 garnet
isotropic 2 volcanic glass
Hexagonal symmetry
Here we give a detailed explanation of anisotropy with hexagonal symmetry because
this is the most relevant type in the crust [Babuska and Cara, 1991].
The elastic tensor for hexagonal materials has the form
Cjkmn =
26666666664
C1111 C1122 C1133 0 0 0
C2211 C2222 C2233 0 0 0
C3311 C3322 C3333 0 0 0
0 0 0 C2323 0 0
0 0 0 0 C3131 0
0 0 0 0 0 C1212
37777777775
(2.22)
for an axis of symmetry parallel to axis x3 in Cartesian coordinates (e.g. Figure
2.15). This is because Cjkmn = 0 when either one or three of jkmn are equal.
This can be expressed as ve independent coecients A, C, F , L and N , Love's
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Figure 2.15. Three possible seismic plane-waves propagating through material with alternating
fast and slow velocity layers. (a) propagation direction (x1) is orthogonal to axis of hexagonal
symmetry, (b) propagation direction (x3) is parallel to axis of hexagonal symmetry. After Babuska
and Cara [1991].
coecients, arranged as follows:
Cjkmn =
26666666664
A A  2N F 0 0 0
A  2N A F 0 0 0
F F C 0 0 0
0 0 0 L 0 0
0 0 0 0 L 0
0 0 0 0 0 N
37777777775
: (2.23)
One example of hexagonal anisotropy is a stack of alternating layers of materials with
fast and slow seismic velocities (Figure 2.15). The system will have a vertical axis
of symmetry and so a vertically propagating S wave will have a speed independent
of its polarisation and will not be split. A wave travelling perpendicular to the axis
of symmetry (Figure 2.15 a) however, will have a velocity that is dependent on its
polarisation. An S wave with a polarisation vector perpendicular to the plane of
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the layers will have a velocity that is a function of both seismic velocities. An S
wave with a polarisation vector parallel to the plane can travel in the layers with
faster seismic velocity without being severely inuenced by the layers with a slower
seismic velocity. To examine this, consider a wave propagating in the x1 direction.
The Christoel tensor becomes
mjk =
1

264 A 0 00 N 0
0 0 L
375 : (2.24)
As long as L 6= N , there are three distinct eigenvalues, which are equal to the
diagonal terms. The fastest wave is polarised parallel to the direction of propagation
and has the velocity
1 =
s
A

: (2.25)
If N > L, as is the case in Figure 2.15, the second wave has a polarisation in the
x1   x2 plane, parallel to the layers, and a velocity
1 =
s
N

: (2.26)
The slowest wave propagates with phase velocity
2 =
s
L

(2.27)
and is polarised parallel to the axis of symmetry.
In the case of propagation parallel to the axis of symmetry, x3 (Figure 2.15 b), the
Christoel tensor becomes
mjk =
1

264 L 0 00 L 0
0 0 C
375 ; (2.28)
and two of the three eigenvalues are degenerate. There will be one P wave polarised
in the propagation direction with velocity
2 =
s
C

; (2.29)
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and one S wave with arbitrary polarisation in the x1   x2 plane, and velocity
2 =
s
L

: (2.30)
Comparison of these two cases shows that the P wave in the second case (propagation
parallel to x3) has a slower velocity than that in the rst case (propagation parallel
to x1) and the S wave in the second case has the same velocity as the slow wave in
the rst case.
Systems with lower orders of symmetry
The majority of anisotropic rocks in the Earth have, or can be approximated to have,
hexagonal symmetry. This is because the most common symmetries have patterns
that do not dier signicantly for horizontal fast axis alignment and near-vertical
incidence angles [Savage, 1999]. The simplest models used to explain variations
in two orthogonal directions are hexagonally symmetric models. Therefore shear
wave splitting is usually interpreted in terms of transverse anisotropy with a hor-
izontal symmetry axis [Savage, 1999]. However, in Section 2.3.2 and Table 2.1 we
saw that a lot of common minerals have lower orders of symmetry. These other
types of anisotropy usually make up a small percentage of the total and so, if the
contributions of dierent symmetry systems are known, averages can be calculated.
For example, for a layered medium that also contains aligned cracks, the combined
result is usually orthorhombic symmetry [Babuska and Cara, 1991]. Several averag-
ing processes can be used to dene the overall elastic properties of a material on a
macroscopic scale. Voight's average is calculated by averaging the stinesses of the
material (i.e. the rigidities, n). Reuss's average is computed by averaging the com-
pliances (1=n). These are upper and lower bounds and so the Hill's average [Hill ,
1952] is commonly applied, which is an average of the Voight and Ruess averages
[see Mavko et al., 1998, for a detailed comparison].
Intrinsic and extrinsic anisotropy
The overall anisotropy of a rock depends not only on the minerals of which it is
made, but also on the physical conditions that the rock has experienced, and on the
length scale of investigation. Most microscopic constituents of the Earth are intrinsi-
cally anisotropic (see Table 2.1), meaning that the individual crystals are themselves
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anisotropic. However, if the crystals are randomly orientated, then on the length
scales of seismic waves (of order 10 1 m in seismic exploration techniques and 102
km in long-period seismology) the rock will appear isotropic. If this rock then under-
goes shearing (plastic and viscous ow), the anisotropic minerals will preferentially
align and the rock will be extrinsically anisotropic. This situation is called lattice-
preferred orientation (LPO) anisotropy [Mainprice and Nicolas, 1989]. Conversely,
two isotropic rocks with dierent physical properties in alternating layers, such as in
sedimentary rocks, will commonly be anisotropic on the scale of seismic investiga-
tion. In this case, the gravity eld has created the rock to be anisotropic. Isotropic
rocks that have undergone tectonic stress can also become anisotropic due to aligned
fractures or cracks. Practically all rocks contain small cracks and the spatial dis-
tribution of these cracks exerts a strong inuence on the bulk elastic anisotropy.
These situations are called shape-preferred orientation (SPO) anisotropy [Mainprice
and Nicolas , 1989] and result from a certain geometric order. In the upper crust,
anisotropy is most likely to be caused by stress closing microcracks perpendicular
to the maximum compressive stress (SPO) [Crampin, 1994]. At a high conning
pressure (when the eect of cracks on seismic velocity is eliminated), anisotropy is
controlled by the preferred orientation of anisotropic minerals (LPO) [Babuska and
Cara, 1991, and references therein].
2.3.4. Shear wave splitting
As discussed in Section 2.3.2, a shear body wave entering an anisotropic medium will
typically be split into a quasi-P wave, which is usually small in amplitude and can
be neglected [Crampin, 1984], and two quasi-S waves, which are the fast and slow S
waves. The polarisation of the fast S wave is usually referred to as  and the delay
time between the fast and slow waves is t (Figure 2.16). Both of these parameters
give information about the anisotropic medium:  indicates the fast direction of the
anisotropic medium and t contains information about the strength of anisotropy
and the length of the raypath in the anisotropic medium. Savage [1999] provided
a list of shear wave anisotropy studies that give insights into processes at various
depths throughout the Earth. Anisotropy in the upper mantle is mainly caused by
the preferred orientation of olivine crystals [Mainprice et al., 2005]. This thesis is
concerned primarily with crustal anisotropy and so a more detailed explanation of
anisotropy in the crust is presented below.
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Fast direction
φ
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δ t
SHmax
Figure 2.16. Shear wave splitting in an anisotropic medium. Anisotropy is caused by prefer-
entially aligned cracks due to a maximum horizontal compressive stress (SHmax). A vertically
propagating shear wave that is arbitrarily polarised gets split into a fast wave with polarisation
() parallel to crack alignment, and a slow wave, which is polarised at 90 to . The waves are
separated with delay time t.
In the crust
Most of the rocks of which the crust is composed are anisotropic due to preferred
mineral orientations (LPO) or small scale compositional layering (SPO) [Mainprice
and Nicolas , 1989; Babuska and Cara, 1991]. Compositional layering, as mentioned
in Section 2.3.3, has hexagonal symmetry and will usually have its axis of symmetry
aligned vertically, yielding transverse anisotropy, if the rock hasn't undergone too
much deformation. A vertically propagating wave will therefore not experience any
shear wave splitting and will have the velocity of the \slow" direction.
As mentioned earlier, in the upper crust, anisotropy is most likely to be caused by
stress closing microcracks perpendicular to the maximum compressive stress (SPO)
[Crampin, 1994] (Figure 2.16). For vertical propagation, the shear wave with the
displacement in the plane of the open cracks will travel faster than one crossing the
plane of the cracks, and so a fast shear wave with orientation , and a slow shear wave
orthogonal to , with a delay time, t, will be observed [Babuska and Cara, 1991].
In the simple case of uid-lled cracks with innite aspect ratios (at ellipsoids),
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the system will also have hexagonal symmetry. Often the axis of symmetry will be
aligned horizontally, creating azimuthal anisotropy, perpendicular to the direction of
maximum horizontal compressive stress. A vertically propagating wave will therefore
experience shear wave splitting. When the anisotropy is crack-induced, it can be
considered a direct indicator of present stress [e.g. Nur , 1971; Boness and Zoback ,
2006a], with  giving information about the orientation of maximum stress and t
giving information about the strength of anisotropy and the amount of time that
the wave spent in the anisotropic medium. If the normals to the plane of the cracks
are aligned parallel to the x1 axis, the stiness matrix may be written as:
Cjkmn =
26666666664
+ 2   0 0 0
 + 2  0 0 0
  + 2 0 0 0
0 0 0  0 0
0 0 0 0 (1  ) 0
0 0 0 0 0 (1  )
37777777775
(2.31)
where  and  are the Lame coecients and  = Na3=V is the crack density, N
being the number of cracks in the volume V , and a being the radius of the cracks
[Crampin, 1985].
Shear wave velocity depends strongly on the porosity of a rock and the degree of
saturation [Babuska and Cara, 1991]. In a dry rock, the S wave velocity is barely
inuenced by the presence of porosity. If the pore pressure equals the conning
pressure, microcracks and grain boundaries are kept open and both P and S velocities
are reduced, and continue to decrease with increasing pressure. For this reason shear
wave splitting analysis has also been used in industry to examine the small changes
associated with injection and removal of uids from reservoirs [Hatchell and Bourne,
2005; Sayers , 2007].
SPO anisotropy from cracks is not always on a microscopic scale. Macroscopic frac-
tures are often aligned because they are caused by faulting in a regional stress eld
[Boness and Zoback , 2006b]. These macroscopic structures also cause anisotropy
and shear wave splitting that often aligns with the maximum compressive stress.
Exceptions arise when strike-slip faults initially align at 45 to the direction of max-
imum compressive stress, faults are a product of a palaeo-stress, or the rock has
been deformed since the faulting.
Velocity anisotropy is also strongly dependent on rock fabrics and metamorphic
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rocks with distinct foliations can have anisotropies of up to 20% even in the absence
of cracks [Babuska and Cara, 1991, and references therein]. This is mainly due to
the preferred alignment of intrinsically anisotropic minerals (LPO) such as biotite
and hornblende [Babuska and Cara, 1991]. The order of symmetry in this case is
dependent on the composition of the rock and the relative abundances of minerals.
Shear wave splitting will also depend on the orientation of the rock with respect
to the direction of propagation. A metamorphic rock will often have an axis of
symmetry that is neither vertical nor horizontal, making interpretation of seismic
analyses more challenging (see Section 2.3.6 for a discussion).
2.3.5. Determination of shear wave splitting parameters
The following section derives the equations for shear wave splitting parameters based
on the method of Silver and Chan [1991].
The displacement of a shear wave arriving at the surface at time To in an isotropic,
homogeneous medium can be expressed (after Equation 2.10) as
u(!) = w(!)e i!Top^ (2.32)
where w(!) is the wavelet function, incorporating the source time function, the
attenuation operator, the instrument response and the vector amplitude, and p^ is
the unit vector pointing in the direction of displacement contained in the plane
orthogonal to the direction of propagation b^.
Splitting due to anisotropy is modelled by projecting p^ onto the fast and slow
polarisation directions f^ and s^ and then time shifting them by t=2 and  t=2. The
polarisation matrix V is dened by
Vil = Cijklb^j b^k: (2.33)
For small amounts of anisotropy, t can be expressed in terms of the relative per-
turbation of shear velocity :
^ =
1   2
0
(2.34)
where 1;2 = 1;2   0, and 0 is the isotropic shear velocity, so that
t =  10 L^: (2.35)
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The split waveform can be written as
u(!) = w(!)e i!T0 (; t)p^ (2.36)
where  is the angle between f^ and p^, and the splitting operator is
  = ei!t=2^f^f+ e i!t=2s^s^ (2.37)
or more simply
  = ei!T(;t) (2.38)
where
T = t=2(^f^f  s^s^): (2.39)
A straightforward way to determine the parameters  and t is to correct for the
anisotropy by returning Equation 2.36 to the form of Equation 2.32 by searching for
the inverse operator   1. Equation 2.37 shows that the operator is unitary and so
the inverse is simply the complex conjugate  .
A measure of linearity can be found by computing the eigenvalues of the two-
dimensional time-domain covariance matrix cij of the particle motion:
cij(; t) =
Z 1
 1
ui(t)uj(t  t)dt: (2.40)
There will be one non-zero eigenvalue in the absence of anisotropy:
1 =
Z 1
 1
w(t)2dt: (2.41)
In the presence of anisotropy c will have two non-zero eigenvalues 1 and 2, and
thus a search for   1 such that the corrected seismogram
~us(!) =  
 1us(!) (2.42)
possesses a singular covariance matrix will produce the splitting parameters  and
t.
For any pair of values of  and t, the covariance matrix ~c(; t) for the rotated and
shifted seismograms may be expressed in terms of the covariance c(t) of a reference
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coordinate system. The components of ~c(; t) are therefore
~c11(; t) =
Z 1
 1
~u21(t+ t=2)dt (2.43)
= ~c11(; 0)
= R1i()cij(0)R1j()
~c22(; t) =
Z 1
 1
~u22(t+ t=2)dt (2.44)
= ~c22(; 0)
= R2i()cij(0)R2j()
~c12(; t) =
Z 1
 1
~u1(t+ t=2)~u2(t+ t=2)dt (2.45)
= R1i()cij(t)R2j()
= ~c21(; t)
where the rotation tensor R denes the change of coordinate system from the initial
reference frame of north{south, east{west. In the presence of noise, ~c(; t) will not
be singular but the grid search over  and t will be for the matrix that is most
nearly singular. This is equivalent to nding the minimum of 2 (
min
2 ), which gives a
measure of variance of the noise processes. For a noise process that is approximately
Gaussian, the squares of the noise components will be 2-distributed, and min2 is
the sum-of-squares of the noise. This enables the calculation of the condence region
from
2
mins
 1 + k
n  kfk;n k(1  ) (2.46)
where k is the number of parameters (; t =2),  is the condence level (0.05 for
95% condence) and f is the inverse of the F probability distribution with n degrees
of freedom.
The magnitude of elastic anisotropy is sometimes represented by the coecient of
anisotropy [Babuska and Cara, 1991]
k =
(max   min)

 100% (2.47)
= t

1
ttmin
  1
ttmax

 100%
which is also referred to as the percentage anisotropy [Savage, 1999], and sometimes
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by the dierential shear wave anisotropy [Crampin, 1994]
SWA =
(max   min)
max
 100%: (2.48)
Another parameter used is the anisotropy parameter  = N=L [Montagner and
Kennett , 1996], where N and L are the Love parameters from Section 2.3.3.  can
be related to k as follows:
k =
200(
p
   1)p
 + 1
: (2.49)
Having calculated the strength of anisotropy in a cracked medium, the crack density
and crack radius can be estimated using  = Na3=V from Section 2.3.4, which can
be normalised to  = a3 for a unit cube where  is the crack density and a is the
crack radius. Obviously one of these parameters needs to be estimated before the
other can be computed.
Another parameter that can be used to characterise shear wave splitting is the split-
ting intensity, which is measured by the amplitude of the transverse component, and
depends on the angle between the backazimuth of the earthquake and the direction
of the symmetry axis, and on the delay time between the two quasi-shear waves
[Chevrot , 2000]. It can therefore be used to determine  and t, or conversely, can
be calculated from the splitting parameters and used to compare measurements.
2.3.6. Ambiguities and limitations
Subjectivity
Visual inspection methods of determining shear wave splitting parameters can suer
problems associated with observer bias or subjectivity [Teanby et al., 2004a]. Auto-
mated methods can be used to analyse large data sets, although visual inspection
is useful for checking the results [Liu et al., 2008]. There are currently several auto-
mated methods used in shear wave splitting analysis; the cross-correlation method
[e.g. Fukao, 1984], the covariance matrix method [Silver and Chan, 1991] and the
aspect ratio method [Shih et al., 1989].
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Time window and cycle skipping
All of the methods mentioned above use a `window' in time around the S wave
arrival. An ideal time window for the covariance matrix method should begin right
before the fast arrival and end after the slow arrival [Liu et al., 2008]. However,
the analysis window may include a signicant portion of P wave coda before the
S wave arrival or other phases after the slow arrival so the choice of window can
signicantly aect the results. If the S waveform is sinusoidal (contains a narrow
band of frequencies, e.g. Figure 2.17 a) and the onset is not sharp, or if the time
window doesn't allow for any low-energy time before the arrival, then cycle skipping
can occur. This is when the match of the fast and slow waveforms has a factor of
T=2 ambiguity where T is the dominant period, i.e. a shift of the slow direction by
n T=2 for integer n will give the same degree of t and waveform linearity.
Cycle skipping can often be identied by examination of the error contours from a
shear wave splitting measurement: if there are multiple minima, separated by T=2
on the delay time axis (Figure 2.17 d). Usually the correct solution is chosen but
sometimes the wrong one is selected, which leads to a false delay time. If one or
more cycles are skipped so that the slow component lags behind, the fast direction is
not aected, however, if the slow component is shifted in front of the fast component
then the slow direction will be recorded as the fast direction. This leads to an error
of 90 in the recorded fast direction. Several attempts have been made to nd the
optimal window [e.g. Peng and Ben-Zion, 2004; Liu et al., 2008] but Teanby et al.
[2004a] devised an automated method using cluster analysis to provide an objective
choice of window that gives the most stable result for shear wave splitting (Figure
2.18, see Section 3.2.3 for more details).
The shear wave window
The particle motion recorded at the Earth's surface does not always represent the
particle motion of an incoming S wave along its path. Due to interaction of the in-
coming wave with the free surface, an S to P conversion can occur and the measured
particle motion can adopt an elliptical waveform even if travelling in an isotropic
medium [Nuttli , 1961]. This leads to apparent shear wave splitting with the appar-
ent fast direction pointing to the direction of the incoming wave. A characteristic
of measurements that were obtained from rays with a large deviation from vertical
is a 180 periodicity of the fast directions with backazimuth [Crampin, 1985].
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(a)
(c) (d)
(b)
Figure 2.17. Example of measurement with potential cycle skipping from earthquake 3014562 at
station OTVZ ltered with 2{3 Hz band pass. (a) Normalised waveforms of radial and transverse
waves and radial and transverse waves corrected for splitting (b) Overlaid waveforms rotated to
fast (black) and slow (blue dashed) directions and particle motion showing split (left) and corrected
(right) waves. (c)  and t results for dierent time windows. (d) Error surface showing repeating
.
Nuttli [1961] showed that the distortion is only signicant if the incidence angle of
the S wave is larger than the critical SV to P conversion angle at the free surface:
ic = sin
 1

vs
vp

(2.50)
where vp and vs are the near-surface P and S wave velocities respectively.
Assuming a normal vs=vp ratio of  1=
p
3 (Poisson's ratio of 0.25), the critical
angle, ic, is found to be close to 35
, i.e. near-vertical incidence [Babuska and
Cara, 1991]. Due to this phenomenon, measurements of shear wave splitting with
incidence angles larger than 35 at the surface should not be included in the results as
the complex particle motion can result in erroneous splitting parameters. However,
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(a) (b)
Figure 2.18. Example of window selection from earthquake 2845512 at station MOVZ. (a) Wave-
forms of east, north and vertical components showing P and S (red) arrival picks and maximum
and minimum windows. Grey box indicated nal chosen window. (b)  and t results for dierent
time windows.
shear wave splitting studies [Crampin, 1986; Currie et al., 2001; Boness and Zoback ,
2006a] often use an incidence angle threshold of up to i  50. This is because the
calculation of ic is a simplication and assumes straight line rays. In reality lower
velocity layers at the surface will curve the wavefront and eectively extend the
shear wave window by several degrees [Gledhill , 1991].
Null measurements
As mentioned in Section 2.3.2, a shear wave will only be split if the incoming po-
larisation diers from the fast or slow directions of the medium it travels through.
Sometimes an unsplit wave, when analysed for shear wave splitting, can yield split-
ting parameters due to a matching of the rst wavelet with a scattered wave ar-
riving later in the coda. The corresponding value of t is meaningless and  has a
90 ambiguity as it could be either the fast or slow direction (Figure 2.19). These
measurements are known as \nulls" and in practice, result from the shear wave
splitting analysis that give  to within 20 of the polarisation of the incoming wave
are often considered null results [Peng and Ben-Zion, 2004] and are not included in
the interpretation. Nulls signify that no splitting was reliably detected [Silver and
Chan, 1991], although sometimes their direction can assist with interpretation of
shear wave splitting results as the measured direction will either be the fast or slow
direction of the medium. When looking for some of the characteristics described
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(a)
(c) (d)
(b)
Figure 2.19. Example of null measurement from earthquake 2999693 at station FWVZ. (a)
Normalised waveforms of radial and transverse waves and corrected radial and transverse waves.
(b) Overlaid waveforms rotated to fast (black) and slow (blue dashed) directions and particle
motion showing split (left) and corrected (right) waves. (c)  and t results for dierent time
windows. (d) Error surface showing two distinct bars of .
subsequently in this section, a diagnostic plot of  against incoming polarisation is
sometimes useful. In this case the null measurements must be included, otherwise
bars of gradient 1 and thickness 40 will appear with no measurements, as can be
seen in Figure 2.20.
Frequency dependence
Another hurdle that must be overcome in shear wave splitting analysis is that the
results (both  and t) can be heavily frequency-dependent [e.g. Marson-Pidgeon
and Savage, 1997]. Boness and Zoback [2006a] showed that the polarisation of the
split shear waves and the amount of anisotropy recorded are strongly dependent
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Figure 2.20. Fast polarisation measurements as a function of incoming polarisation displaying
the bands, with gradient 1, that have no data because the measurements that fall into these bands
are null measurements.
on the frequency and length scale of investigation. Nistala and McMechan [2005]
explained the frequency-dependence of anisotropy by showing that the polarisation
at the receiver depends only on the orientation of the anisotropy within two wave-
lengths of the receiver. Liu et al. [2003] analysed this phenomenon and discussed two
mechanisms giving rise to it: scattering of seismic waves by preferentially aligned
inhomogeneities, such as fractures, oriented inclusions or ne layers; and uid ow
in porous rocks containing micro-cracks and macro-fractures [Tod and Liu, 2002].
Maultzsch et al. [2003] and Chapman [2003] attributed the frequency-dependence to
the length scale of fractures in the rock and suggested that this dependence could
be used to calculate fracture size.
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Interpreting shear wave splitting: Some assumptions
Most shear wave splitting observations are interpreted under some assumptions:
1. That the medium possesses hexagonal symmetry,
2. That the medium has a horizontal axis of symmetry,
3. That the anisotropic medium is in a single, homogeneous layer.
4. That the anisotropic medium is localised beneath the receiver.
These assumptions are rarely completely true in the Earth. The following para-
graphs explore these common caveats, although this project will mainly focus on
the last of these issues.
Symmetry of anisotropy
The existence of lower orders of symmetry than hexagonal may produce large vari-
ations in shear wave splitting such as frequency-dependence of splitting parameters
if the symmetry systems are on dierent length-scales, as was mentioned above. A
single layer of anisotropy that has a dipping axis of symmetry will produce split-
ting parameters with a certain symmetry with backazimuth even when the incidence
angles are near-vertical [Silver and Savage, 1994]. An examination of splitting pa-
rameters over a range of backazimuths and angles of incidence can help to identify
the symmetry in the medium [Liu et al., 1993]. However, laterally heterogeneous
anisotropy may also display a dependence on backazimuth [Zinke and Zoback , 2000]
and so care must be taken.
Vertically-layered anisotropy
When a shear wave passes through two anisotropic layers, the observed splitting
parameters depend strongly on the thickness and strength of anisotropy of the layers,
the relative fast directions, and on the wavelength of the wave [Silver and Savage,
1994]. If the S wave has been suciently split in the rst layer that the fast and
slow waves are separated, then when it enters the second layer, which has a fast
direction 20  70 dierent, both of the quasi-shear waves will be split again [Silver
and Savage, 1994] (Figure 2.21). In this case both waves will now have the fast and
slow directions of the second layer. When the shear wave splitting parameters are
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Figure 2.21. Schematic of shear wave splitting in the case of two anisotropic layers. The incoming
shear wave is split twice, leading to four individual waves at the receiver. In most cases the
individual arrivals are unresolved. After Silver and Savage [1994].
measured, it is only the rst arriving wavelets that are taken into account and so the
measurement will only show the second layer. One way to determine whether this
has happened is to look at the incoming polarisation of the split shear waves. If all
of the measurements indicate the same incoming polarisation then it is likely that
there is more than one layer of anisotropy. However, when the splitting from the rst
layer is weak so that the two quasi-shear waves aren't more than one wavelength
apart, both waves are still resplit, but the result is a complex waveform that is
dicult to interpret, but is still meaningful. Silver and Savage [1994] showed that if
apparent splitting measurements are obtained for this case then a characteristic 90
periodicity in the measured fast direction and delay time as a function of incoming
polarisation occurs. This pattern can also help to identify more than one layer of
anisotropy.
When there are multiple layers of anisotropy that have a gradual transition, rather
than an interface such as in Figure 2.21, the shear waves will not resplit. Ray
theory predicts that the two orthogonal waves can rotate slowly around the ray in a
smoothly varying anisotropic medium [Babuska and Cara, 1991]. This means that
the fast direction recorded at the surface will only reect that of the uppermost
anisotropic medium but the delay time could be a sum of all of the splitting. This
could lead to anomalously high delay times. In Chapter 5, we use a simple test
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involving multiplets to determine whether multiple layers are present in the Ruapehu
region and nd that the data suggest that there is one layer.
Varying incoming polarisation
As we have seen, several factors may aect the splitting parameters as a function of
incoming polarisation. Having a wide range of incoming polarisations may help to
identify one or more of these factors. However, if individual or few measurements are
used to diagnose changes in anisotropy, be they spatial or temporal, then care must
be taken that the variation is not a function of the earthquake source mechanism
rather than the raypath. We overcome this in Chapters 5 and 6 by using repeating
sources in the form of multiplet earthquakes (see Section 2.4 for more details on
multiplets).
Spatially varying anisotropy
Most shear wave splitting results are plotted as rose diagrams (circular histograms)
of fast direction at the station at which the measurements were made (e.g. Section
4.4.1). This implicitly assumes that the anisotropy is localised beneath the station.
In many regions this may be appropriate, however when there is lateral heterogene-
ity, the rose diagrams will become scattered or multi-modal. In Chapter 4 we detect
distinct splitting parameters for measurements using earthquakes from several dier-
ent clusters in the region of Mt. Ruapehu. This backazimuthal dependence suggests
that the  value obtained from shear wave splitting analysis is highly dependent
upon the path that the ray takes, which has also been found in other regions by
Zinke and Zoback [2000] in California and Liu et al. [2004] in Taiwan, for example.
Furthermore, this suggests that the anisotropy changes over shorter distances than
is often observed for mantle anisotropy [Greve et al., 2008] and that averaging  over
the whole region [Gerst and Savage, 2004] may not be appropriate. If the causes of
the dierent regions of anisotropy are known, it is easier to identify and map the dif-
ferences using shear wave splitting analysis. Zinke and Zoback [2000] detected both
stress-induced and structure related anisotropy at the same station in California,
and distinguished between the two mechanisms by observing that dierent clusters
of earthquakes gave dierent fast polarisations, thereby showing that the shallow
crust beneath the station does not always inuence the shear wave splitting. If the
crustal stresses or fabrics are more complex or unknown, then it is more dicult
to map and interpret heterogeneous anisotropy, although a denser array of seismic
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stations and a broad range of backazimuths increases the likelihood of identifying
the source of heterogeneity.
2.3.7. Temporal variation of shear wave splitting in the crust
The temporal variation of shear wave splitting and its interpretation is highly con-
troversial [e.g. Aster et al., 1990; Bokelmann and Harjes , 2000; Seher and Main,
2004; Liu et al., 2004; do Nascimento et al., 2004; Peng and Ben-Zion, 2005; Liu
et al., 2008]. The main point of dispute is whether the accumulation of stress be-
fore earthquakes allows the time and magnitude of impending large earthquakes to
be stress-forecast through shear wave splitting monitoring. The eects have been
reported with hindsight before 15 earthquakes ranging in magnitude from an M1.7
seismic swarm event in Iceland [Gao and Crampin, 2004] to the M7.7 Chi-Chi Earth-
quake in Taiwan [Crampin and Peacock , 2005], including an apparently successfully
stress-forecast M5.0 earthquake in SW Iceland [Crampin et al., 1999]. Crampin
and Peacock [2008] present a biased summary of observations of temporal variations
in shear wave splitting attributed to stress-aligned uid-saturated microcracks and
contrary interpretations. Among the discussions about the identication of tempo-
ral variations there are accusations of observer bias in data selection [Aster et al.,
1990], unsound statistical analyses [Seher and Main, 2004], misinterpretation of spa-
tial variation [Liu et al., 2004] and lack of correlation with other stress determining
factors/correlation with structural evidence [do Nascimento et al., 2004].
Clear evidence has been obtained that crustal shear wave splitting can vary over
short distances and can be caused by structural features in the crust, which would
not change with changing stress [Zinke and Zoback , 2000; Boness and Zoback ,
2006a]. However, it is also clear that anisotropy due to stress-aligned uid-saturated
microcracks can change with time, as has been demonstrated in industry when small
changes associated with injection and removal of uids from reservoirs were exam-
ined [Hatchell and Bourne, 2005; Sayers , 2007; De Meersman et al., 2009].
The use of similar earthquakes (i.e. those that have the same source mechanism and
location) for shear wave splitting analysis helps to eliminate some of the discrepancies
with interpretation. Peng and Ben-Zion [2005] used similar earthquakes to analyse
spatiotemporal variations of crustal anisotropy in the aftershock regions of the 1999
M7.4 Izmit and M7.1 Duzce earthquakes. They found pronounced changes in the
spatiotemporal anisotropy patterns but explained them by the spatial variations of
raypaths due to the changing seismicity, rather than changes in the properties of the
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anisotropic medium. Results using the similar earthquakes did not show systematic
precursory changes in anisotropy before the Duzce main-shocks.
A spatial and temporal analysis of shear wave anisotropy around the San Andreas
Fault was conducted by Liu et al. [2008] using similar events so that the raypaths
were almost identical. They found strong spatial variations in both the measured
 and t, which revealed the extreme complexity of shear wave anisotropy in the
area. However, the results also showed that there were no appreciable precursory,
coseismic, or post-seismic temporal changes in a region near the rupture of an M6.0
earthquake, about 15 km away from its epicentre.
Temporal variation of shear wave splitting parameters as a stress indicator has also
been employed at several volcanoes. These observations are summarised in Section
2.3.8.
2.3.8. Shear wave splitting around volcanoes
Even though we have seen that shear wave splitting analysis can be used as an
indicator of stress and of uid saturation in the crust, surprisingly few studies have
been conducted on shear wave splitting around volcanoes (Figure 2.22). This is due,
in part, to the generally noisy waveforms and complicated interpretation of such
observations when taking into account heterogeneity and complex stress regimes.
This section contains an overview of some shear wave splitting studies around active
volcanoes. These studies are often coupled with other stress or strain indicators
in order to minimise the ambiguity in the interpretation of shear wave splitting
parameters. It should be noted that there is signicant literature about shear wave
splitting in the mantle beneath active volcanoes because these regions are invariably
of interest tectonically, but this section focuses on crustal studies only.
Hawaii
Munson et al. [1993] and Munson et al. [1995] found that  was consistent with
the direction of maximum horizontal compressive stress in Southern Hawaii. Savage
et al. [1989] also found that around the East Rift Zone of Hawaii, fast polarisations
tended to be parallel to the strike of the East Rift Zone and the regional maximum
horizontal compressive stress from earthquake focal mechanisms. They found that
the average anisotropy was about 5% but also found evidence of near-station eects.
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Figure 2.22. Map showing volcanoes at which shear wave splitting investigations have been
carried out. Green volcano symbol indicates that temporal variations were observed, red indicates
that no temporal variations were observed. Details of the studies are given in the text.
Local to the Kaoiki Fault Zone, Booth et al. [1992] found that  was consistent
with anisotropy being caused by cracks aligned approximately perpendicular to the
direction of least principal stress. However, they did not observe time{dependent
variation of  associated with the 1983 ML6.6 earthquake, either because there was
no change or the change was smaller than the scatter of the data. Munson et al.
[1993] found that, in the Kaoiki region, delay time measurements showed evidence
for both dominant shallow and weaker pervasive anisotropy and a crack density of
6{12% was obtained. However, Munson et al. [1995] later found large station-to-
station variations in  and a relationship between delay time measurements and
event depth that provided evidence of predominantly shallow anisotropy. A search
for temporal changes in anisotropy associated with the 1983 Kaoiki main shock was
also unsuccessful. Deviation from the general trend was detected at a dierent array
in Hilea, whereMunson et al. [1993] found that  was rotated by 30 in relation to the
general direction of maximum horizontal compressive stress in Southern Hawaii.
Long Valley
Savage et al. [1990] examined shear wave splitting from local earthquakes around
Long Valley Caldera and found that the fast directions had a strong lateral variation
but in most cases lined up with fault strikes and with the P axes of focal mechanism
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groupings. The lateral variation suggested that the anisotropy was primarily near-
station and shallow in this region. Further shear wave splitting analysis by Shih and
Meyer [1990], who also found lateral variation in , indicated interaction between
the inating caldera and the Sierra Nevada range-front faults.
Alaska
Gardine and Roman [2010] investigated shear wave splitting and earthquake fault-
plane solutions at Redoubt volcano around the time of the March 2009 eruption.
They found that after the eruption,  had a direction more consistent with the
regional stress than before the eruption.
In Chapter 6 we use shear wave splitting analysis, a multiplet of 25 similar earth-
quakes and double-dierence relocation to examine temporal variations in seismic
properties prior to and accompanying magmatic activity associated with the 2008
eruption of Okmok volcano. We nd a general change in  but cannot rule out
dependence on backazimuth, and no signicant change using the multiplet. Using
earthquakes originating from the subducted slab in order to reduce the eect from
changing paths, Kufner [2010] examined shear wave splitting beneath Okmok vol-
cano. Several modes of  were identied, relating to the anisotropy of the mantle
wedge, regional stress direction, and local stress induced by the pressurisation and
depressurisation of the magma reservoir. These modes were found to have dierent
prominence at dierent times throughout the eruptive cycle.
Montserrat
Roman et al. [2011] investigated local stress eld reorientations preceding changes
in volcanic activity at the Soufriere Hills volcano using local earthquake fault-plane
solutions and measurements of shear wave splitting in regional earthquakes. They
observed that local stress orientation from fault-plane solutions during a six-month
period preceding the onset of eruptive activity in 1999 was highly localised and
spatiotemporally variable, although the variation in fault-plane solutions and shear
wave splitting measurements were correlated. The spatial pattern of precursory local
stress orientations was modelled by Roman et al. [2011] in terms of the pressurisation
of a vertical dike.
63
2. Background
Etna
Bianco et al. [1996] investigated shear wave splitting on the east slope of Mt. Etna
Volcano, Sicily, and found consistent  aligned with the maximum compressive stress
regime calculated from fault-plane solutions. Musumeci et al. [2005] conducted a
similar analysis in southeastern Sicily, where focal mechanism inversions and shear
wave splitting conrmed the regional alignment. Temporal variations of shear wave
splitting parameters related to eruption were identied by Bianco et al. [2006] and
Zaccarelli et al. [2009]. Bianco et al. [2006] found that time delays of shear wave
splitting before the 17 July{9 August 2001 ank eruption of Mt. Etna showed a
systematic increase starting several days before and a sudden decrease hours before
the start of the eruption. On several occasions before the eruption, Bianco et al.
[2006] also observed a 90 ip of , whereby the faster and slower split shear waves
exchanged polarisations. The observed changes of the splitting parameters were
interpreted in terms of changes in the stress eld acting in the area, in turn producing
changes in the aspect ratio of the cracks. Coda wave interferometry and shear wave
splitting analysis using earthquake doublets were employed by Zaccarelli et al. [2009]
to track stress-related wave propagation eects during the waning phase of the 2002
NE ssure eruption at Mt. Etna. They detected temporal changes in both wave
velocities and anisotropy, consistent with observed eruptive activity, and inferred a
depressurisation of the system correlating with the termination of the eruption.
Vesuvius
Bianco et al. [1998] carried out a detailed structural and geophysical study of the
Somma-Vesuvius volcanic complex by integrating mesostructural measurements, fo-
cal mechanisms and shear wave splitting analysis. They found that the movements of
faults were mainly related to the regional stress eld and that a local stress eld was
also present but that there was no evidence of magma- or gravity-induced stresses.
Seismic swarms were found to correlate with variations in shear wave splitting pa-
rameters at Vesuvius by Del Pezzo et al. [2004] and Bianco and Zaccarelli [2009].
Del Pezzo et al. [2004] compared S coda decay rate (Q 1C ), b-values and shear wave
splitting associated and found correlations between Q 1C ,  and t with earthquake
activity but no variations in b-value. When compared to strain measurements from
a nearby dilatometer, sensitivities of the order of 1:4  109 (Q 1C /strain units) for
Q 1C and 2 1010 (msec/strain units) for t were calculated. Bianco and Zaccarelli
[2009] calculated a background seismicity anisotropy of 4% but at times of seismic
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crisis, the average anisotropy was 8% and the fast directions tended to ip by 90.
The mechanism of this ip is described by Crampin et al. [2002] to be due to an
increase in pore-uid pressure to the extent that it is greater than the maximum
horizontal stress and the cracks are therefore re-orientated at 90.
Phlegraean Fields
At the Phlegraean Fields, Savage et al. [1989] observed the average shear wave
splitting delay time to be 0.2 s, corresponding to a minimum anisotropy of 7%.
The strike of the inferred maximum compressive stress was consistent with values
obtained from fault-plane solutions. In their reprocessed data, Bianco and Zaccarelli
[2009] obtained 7% anisotropy and irregular fast directions with a general trend in
agreement with results of Savage et al. [1989].
Iceland
Analysis of shear wave splitting within the Kraa{Leirhnukur geothermal eld, Ice-
land, was carried out by Tang et al. [2008]. They found evidence for at least two
major crack systems of microfractures, which agreed with microearthquake locations
and a simultaneous MT (magnetotelluric) survey.
Volti and Crampin [2003] observed temporal increases in time delays for 5 months
at 240-km distance before the 1996 Gjalp Eruption on the Vatnajokull Iceeld. The
increasing time delays were interpreted as indicating the accumulation of stress as
the ascending magma fractured the upper crustal surface layers.
Japan
At Mount Asama, Savage et al. [2010a] correlated Global Positioning System (GPS)
baseline length measurements with shear wave splitting measurements to analyse
stress changes accompanying the eruption in 2004. They found that the best model
from the GPS analysis of a vertical dike and conduit also t the shear wave splitting
measurements, as did the temporal variations. From this a crack aspect-ratio of
2:610 5 was calculated and a dierential horizontal stress of 6 MPa at 3 km depth
was inferred.
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Unglert et al. [2010] performed shear wave splitting analyses on local earthquakes
around Aso Volcano between 2001 and 2008 and compared the results to strain
from GPS measurements in the area. They observed, using clusters with relatively
stable epicentres, that two stations showed a signicant change in  in 2004{2005.
Models from seismic tomography and receiver functions were found to t both the
anisotropy and strain measurements.
Taiwan
Konstantinou et al. [2009] compared focal mechanism inversions with shear wave
splitting analysis at the Tatun Volcano Group in Taiwan. They observed that an area
of vigorous hydrothermal activity exhibited a localised stress eld that is dierent
from the regional stress eld. The suggestion was that such a stress conguration
likely causes opening of microcracks, favouring the ascent and circulation of uids
in the upper crust. Shear wave splitting measurements seemed to conrm these
results.
Antarctica
Martinez-Arevalo et al. [2003] used seismic attenuation and shear wave splitting
around Deception Island volcano to demonstrate the complex and heterogeneous
structure there. They did not investigate the possibility of temporal changes and
found that the results were too varied to compare to regional trends.
Ruapehu
Temporal variation of shear wave splitting at Mt. Ruapehu was investigated by
Miller and Savage [2001] and Gerst and Savage [2004]. Miller and Savage [2001]
measured shear wave splitting from earthquakes in 1994 and 1998 and observed a
change in the dominant  spanning the time of the last major magmatic eruption
in 1995/1996. That study was extended by Gerst and Savage [2004], who used the
same techniques and an additional deployment of three-component seismometers in
2002 to observe further changes in  (Figure 2.23). The results of both studies were
interpreted as being caused by a dike-shaped magma reservoir, or system of dikes,
trending NE{SW. According to this model, the magma reservoir was pressurised be-
fore the eruption, producing a local stress eld dierent from the regional stress eld.
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Figure 2.23. Schematic stress and anisotropy model after Gerst and Savage [2004]. In 1994,
a pressurised dike system created a local stress eld. In 1998, after the eruption, when the dike
system was depressurised, stress directions partially returned to the regional trend. In 2002, the
dike system relled, and the stress eld in the anomalous region was dominated by the dike again.
The alignment of cracks was not as strong as in 1994, so the anisotropy in the anomalous region
was not strong enough to aect fast directions from deep events.
This interpretation is favoured above one in which dikes are intruded and solidify,
causing a new structural anisotropy, because of the lack of detectable deformation
and seismicity associated with dike intrusion. The model suggests that following
the eruption the reservoir was less full and correspondingly less pressurised, mean-
ing that the local stress returned to that of the surrounding region. The Gerst and
Savage [2004] study suggested that the later changes in  were due to repressurising
of the reservoir in response to an increase of magma in the system because  from
deep earthquakes displayed the regional trend, while  from shallow earthquakes
was orientated to the pre-eruption direction. The return of the anisotropy to the
pre-eruptive state also supports the interpretation of stress-controlled anisotropy as
the intrusion of dikes would be a permanent change.
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In Chapter 4 we investigate the spatial variations in anisotropy in more detail in
order to compare future changes in anisotropy and to identify the regions and causes
of past changes in anisotropy with more condence. These changes are examined in
more detail in Chapter 5, where we test new methods of detecting temporal changes
in anisotropy.
Geothermal elds
Shear wave splitting has been used as a tool to characterise fractured reservoirs (ge-
ometry, distribution and density of subsurface cracks) and monitor uid pressure in
many geothermal areas. Shear wave splitting analysis is particularly useful in these
environments because the assumption that the observed shear wave splitting is due
solely to the mechanical anisotropy induced by aligned cracks and microcracks in an
otherwise isotropic matrix has been found to be reliable [Rial et al., 2005]. Vlahovic
et al. [2003] characterised crack orientations at Coso Geothermal eld, California
and also inferred a temporal increase in crack density from a 3% increase in per-
centage anisotropy over 5 years. Tang et al. [2005] found that time delays increased
at times of uid injection at Kraa Geothermal eld, Iceland and also at Coso.
High quality observations of shear wave splitting at The Geysers Geothermal elds
allowed Elkibbi et al. [2005] to characterise the crack distribution there. Crack ori-
entations obtained from observed polarisation orientations were in good agreement
with independent eld evidence at The Geysers.
2.3.9. Spatial variation of shear wave splitting
As outlined in Section 2.3.7, it is important to mitigate the chance of spatial vari-
ations of shear wave splitting being erroneously interpreted as temporal variations.
One way to do this would be to map spatial variations in detail at a time when there
are no hypothesised temporal changes. This becomes dicult, but essential, when
the anisotropy is very heterogeneous and the seismograph array is less dense than
the spatial changes. This section outlines some examples of shear wave splitting
tomography studies, which attempt to solve the problem of spatial variation. Shear
wave anisotropy tomography is dicult because of the nonlinear eect of multiple
layers of anisotropy on waveforms.
Audoine et al. [2004] presented a simple method of 2D spatial averaging to examine
heterogeneous anisotropy in the crust. The method treated  separately from t.
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A grid was constructed with nodes regularly spaced between each earthquake and
station. This grid was then treated as a new data set and  for each node within a
polygon, or within a box of a regular lattice, was averaged. This created average 
values at regular intervals that could be more dense than the station spacing.
Abt and Fischer [2008] carried out 3-D shear wave splitting tomography for the man-
tle. The method parametrised the mantle as a 3-D block model of crystallographic
orientations with the elastic properties of olivine and orthopyroxene. Splitting was
calculated using the Christoel equation (Equation 2.20) to progressively split the
horizontal components of a synthetic wavelet in each block of the model, and shear
wave splitting parameters were predicted with an eigenvalue minimisation technique.
A linearised, damped least-squares inversion was used to calculate partial deriva-
tives and to solve for a best-tting model of crystallographic orientations. Non-linear
properties of shear wave splitting were accounted for by applying the inversion iter-
atively and recalculating partial derivatives after each iteration. Using this method,
Abt and Fischer [2008] modelled an idealised subduction zone with uniform sta-
tions and sources. They found that both the azimuth and dip of crystallographic
axes were resolvable to a depth of 100{150 km, as were lateral heterogeneities in
anisotropy on a scale of 50 km. When applied to real data, Abt and Fischer [2008]
found that the geometry of stations and observed seismicity in the Nicaragua-Costa
Rica subduction zone yielded partial to good resolution.
Long et al. [2008] described a theoretical framework for the computation of nite-
frequency sensitivity kernels for wave equation shear wave splitting intensity tomog-
raphy aimed at the upper mantle. They found that the partial dierential equations
that govern wave equation shear wave splitting tomography are, upon linearisation
with the Born approximation, similar to the equations that describe transmission
and reection tomography. Solving for the dip of the symmetry axis with respect to
the horizontal plane and the anellipticity parameter, which represents the strength
of the anisotropy, they derived sensitivity kernels in the same way.
Zhang et al. [2007] developed a 3-D shear wave splitting tomography method by back
projecting shear wave splitting delay times along raypaths derived from a 3-D shear
velocity model, assuming the delay times are accumulated along the ray paths. This
tomography used only t from local earthquakes to investigate anisotropy strength
in the crust. In this way, regions of high anisotropy were identied but information
regarding fast directions was not accounted for.
In Chapter 4, we develop a method to quantify spatial variations of shear wave
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splitting that has similarities with the method of Audoine et al. [2004], and that of
Zhang et al. [2007].
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2.4. Earthquake multiplets
2.4.1. Introduction
Repeatable sources of seismic energy have been used to study changes in seismic
velocity due to changes of stress in the Earth's crust for over a century (Reasenberg
and Aki [1974] and references therein). The sources rst considered were usually
explosions in quarries and were used to detect stress variations due to the Earth's
tides. Poupinet et al. [1984] used microearthquake doublets to monitor stress around
the Calaveras Fault in California. The choice of using doublets was inuenced by
the accuracy of timing measurements, the provision of more direct sampling of the
seismogenic zone and the fact that earthquake sources are richer in shear wave energy
than explosions. It is this latter value that makes repeating earthquakes attractive
in this study.
For two earthquakes to have seismograms that are indistinguishable to within un-
certainties, they require near-identical source parameters (hypocentre and moment
tensor) and invariant seismic properties along the propagation path [Poupinet et al.,
1984]. Figure 2.24 displays similar waveforms recorded near the Calveras Fault in
California from Scha and Beroza [2004]. The rst pulse of each phase is mainly
determined by the radiation pattern. Waveform similarity therefore places a limit on
dierences of the underlying source processes [Got and Frechet , 1993]. First motions
could be reproduced by events located in dierent positions [Cattaneo et al., 1999]
and so similarities in the coda are also sought. The seismograms of earthquakes
that have closely spaced hypocentres tend to be similar due to the similarity of
the Green's functions characterising the source-receiver paths [Baisch et al., 2008].
Therefore the coda of the seismogram, which is only aected by the propagation, is
unlikely to be replicated by a dierent raypath. Geller and Mueller [1980] concluded
that the hypocentres of similar earthquakes cannot be separated from each other by
more than a quarter of the dominant wavelength (=4).
2.4.2. Identication of repeating earthquakes
There are several methods of multiplet identication; cross-spectral techniques [Got
et al., 1994], pattern recognition [Joswig , 1995], cross-correlation analysis on P and
S waves checked independently [Maurer and Deichmann, 1995] and a fractal ap-
proach [Smalley et al., 1987]. One of the methods, BCSEIS [Du et al., 2004a],
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Figure 2.24. Unltered waveforms of 38 multiplet earthquakes from Scha and Beroza [2004],
recorded near the Calveras Fault in California. Bottom trace shows superposed individual traces.
72
2. Background
1000 1100 1200 1300 1400 1500 1600 1700 1800 1900 2000
1
0
1
 
a
m
pl
itu
de
1000 1100 1200 1300 1400 1500 1600 1700 1800 1900 2000
 1
0
1
n
o
rm
a
lis
ed
 
 500  400  300  200  100 0 100 200 300 400 500
0
0.5
1
co
e
ffi
cie
nt
 60  40  20 0 20 40 60
0
0.5
1
co
rr
e
la
tio
n
samples
Figure 2.25. Two earthquakes from the multiplet from Chapter 6. Earthquakes 10196 and 10230,
recorded at station OKWE. Correlation coecients for the cross-correlation show a peak near zero.
Bottom is zoom of correlations around zero time shift.
cross-correlates band-pass ltered waveforms and then veries (selects or rejects)
the estimated time delay by comparing the result to that from cross-correlation
of both raw and band-pass ltered data in the third-order spectral domain. This
method is described in more detail in Section 3.2.1.
The cross-correlation results can depend on several parameters. Filtered waveforms
are often used and the type and band of lter has an eect on the cross-correlations
[Du et al., 2004a]. For example, the narrower the band, the less complex the wave-
form and therefore the two waveforms will usually correlate better. The use of
lower frequencies will also tend to produce more similar waveforms because more
distant earthquakes will be within =4 separation. Other parameters include the
time window for comparison, the sampling frequency and the size of the time steps
that the waveforms are shifted during the cross-correlation. A larger time window
will result in more of the coda being compared and therefore waveforms with a cer-
tain cross-correlation coecient (CCC) will be more similar. However, using large
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Figure 2.26. Plot showing cross-correlation coecients between all earthquake pairs recorded
at station OKSO on Okmok Volcano between January 2003 and February 2009 from Chapter 6.
Warm colours indicate a higher cross-correlation coecient.
time windows will be more computationally expensive [Du et al., 2004a] and give
generally lower CCC [Scha and Beroza, 2004], yielding fewer pairs meeting im-
posed CCC criteria. Smaller time steps will give a more precise time shift for the
matching arrivals but will likewise take more time to run. Once the cross-correlation
has been conducted, a search for CCC over a certain threshold (CC lim) is carried
out. The CCC is a measure of similarity of the waveforms (for example see Figure
2.25). Many studies use dierent parameters and thresholds as they have varying
data quality and the aim of the studies are dierent. However, Baisch et al. [2008]
quantify the CCC threshold at which the =4 criterion can be applied to the data
as 0.95 with a correlation window length 2:8 the travel-time dierence between
the P and S arrivals. Appendix E.1 lists some of these dierent studies.
The next step is to identify clusters, families or multiplets of earthquakes. Some
studies only need two earthquakes (a doublet) for analysis [e.g. Poupinet et al.,
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1984], but some require many earthquakes over certain time periods [e.g. Rubinstein
and Ellsworth, 2010]. There are also several ways to identify multiplets. Figure 2.26
displays the cross-correlation coecients between all earthquake pairs recorded at
station OKSO on Okmok Volcano between January 2003 and February 2009, colour
coded by CCC. The simplest method is to identify events that have CCC  CC lim
using a cross-correlation matrix such as that in Figure 2.26. In this way if earthquake
A and B are similar, and B and C are similar, then A, B and C will all be in the same
multiplet [Rubinstein and Ellsworth, 2010]. This is the Equivalence Class algorithm
[Press et al., 1986]. The drawback with this method is that A and C might not be as
similar as the study requires. An additional constraint can be applied so that A and
C also have to have a CCC  CC lim. In this way all earthquakes within a multiplet
will have CCC  CC lim with all other earthquakes within the multiplet. This is
the method used to identify the multiplet (Figure 2.27) in Chapter 6. Additional
requirements are usually put on the multiplet having to have passed the CC lim
criteria at a certain number of stations. For example, in Chapter 6 the earthquakes
had to have CCC  CC lim at three or more stations to be included in the multiplet.
This is because the source could look similar from one azimuth but still be quite
dierent at dierent azimuths and would therefore have a dierent location or source
mechanism [Baisch et al., 2008]. However, conditions are sometimes set so that if
the CCC at one station is greater than an upper limit CC lim(u), then the CCC only
has to pass a lower threshold CC lim(l) at other stations for the earthquake to be
included [Du et al., 2004a].
Most studies that use multiplets do so because the source locations are indistinguish-
able. For this reason some authors put additional constraints on the distance be-
tween the hypocentres [e.g. Rubinstein and Ellsworth, 2010]. This can be done with
relocated earthquakes or with catalogue locations, although some catalogues have
automatic depths and locations might not be accurate if the network is sparse.
2.4.3. Uses of repeating earthquakes
Multiplets are a valuable tool for investigating processes within the Earth. The
waveform similarity of these repeating earthquakes enables changes in seismic prop-
erties manifest as subtle changes in the waveforms to be monitored. The fact that
repeating earthquakes rupture a single location also enables monitoring of slip and
fault strength as a function of space and time. Other authors exploit the fact that
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Figure 2.27. Multiplet from Chapter 6, recorded is station OKWE. Bottom traces show overlayed
individual traces and stack of all traces.
small changes in phase arrival times can indicate a slight shift in earthquake loca-
tion, and therefore relocate similar events to understand fracture geometry. Studies
using multiplets generally fall into one of these three categories. Some important
studies are summarised below and in Appendix E.1.
Understanding earthquake rupture
Several conceptual models have been suggested to explain the phenomenon of re-
peating earthquakes: repeated stress release at an asperity or stress concentration
along the fault [e.g. Nadeau and Johnson, 1998; Igarashi et al., 2003], and high-
pressure uid injection into the crust [e.g. Evans et al., 2005; Baisch et al., 2006].
Observations that suggest that similar earthquakes are caused by repeating slips
of small asperities can be used to estimate the cumulative amount of aseismic slip
in the region around the repeating earthquakes [Igarashi et al., 2003], provided the
aseismic slip in these asperities is negligable.
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Seismicity due to uid injection is usually explained by the reduction of eective
normal stress acting on pre-existing fractures [Baisch et al., 2008]. Shear slip occurs
when the ratio of shear to eective normal stress exceeds the frictional strength [King
et al., 1994]. This type of earthquake can have associated stress drops that are several
orders of magnitude smaller than that resolved on the fracture planes [e.g. Jost et al.,
1998]. Therefore coseismic changes in the stress eld would be relatively minor and,
as long as the uid pressure inside the fracture keeps increasing, the same fracture
plane may slip repeatedly [Baisch and Harjes , 2003]. If the stress conditions are
constant, subsequent slip events on the same fracture may exhibit approximately
the same source function, thus forming a series of repeating earthquakes. Subtle
changes in the size, recurrence interval or location of these repeating earthquakes
can be used to monitor the spatial and temporal evolution of uid injection [Lees ,
1998], slip [Igarashi et al., 2003; Rau et al., 2007] and fault strength [Marone et al.,
1995; Dreger et al., 2007; Allmann and Shearer , 2007].
Lack of repeating earthquakes can also provide insights into seismogenic processes.
Du et al. [2004b] examined earthquakes in the Wellington region and failed to iden-
tify repeating earthquakes. This was suggested to be consistent with the hypothe-
sised strong coupling between the Pacic and Australian plates under the Wellington
region.
Understanding seismogenetic structures
Small changes in phase arrival times can indicate a slight shift in earthquake location.
Relocation of similar earthquakes using methods similar to double-dierence reloca-
tion (see Section 3.2.2 for more details) can be used to identify subsurface fractures
and fracture networks. Relative relocation of similar events has been widely used
to understand earthquake geometry in geothermal areas [Lees , 1998; Moriya et al.,
2003], volcanic areas [Got et al., 1994, 2002; Brancato and Gresta, 2003; Battaglia
et al., 2003; Alparone and Gambino, 2003; Yamawaki et al., 2004], subduction inter-
faces [Igarashi et al., 2003; Kimura et al., 2009], large fault zones [Cattaneo et al.,
1997; Stich et al., 2001; Waldhauser et al., 2004; Rau et al., 2007; Li et al., 2007;
Dreger et al., 2007] and in mines [Spottiswoode and Milev , 1998].
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Monitoring changes in path properties
Velocity changes
Reasenberg and Aki [1974] rst used repeated air gun shots to measure seismic
velocities in a granite quarry. They recognised that, with a repeating source, the
only changes observed should occur in the physical properties along the path of
propagation, and so detected a change in seismic velocity due to the Earth's tides.
Poupinet et al. [1984] used microearthquake doublets to monitor seismic velocity,
and by inference stress, around the Calaveras Fault in California. They found a
delay in coda arrivals after the Coyote Lake earthquake (M5.9) and interpretted
the reduction in S wave velocity as a decrease in stress. Scha and Beroza [2004]
used repeating earthquakes in the aftershock zones of the 1989 Loma Prieta and
1984 Morgan Hill, California, earthquakes. They measured a coseismic velocity
decrease of about 1.5% for P waves and 3.5% for S waves, and demonstrated that
the amplitude of the velocity decrease decayed logarithmically with time following
the main shock. Scha and Beroza [2004] suggested that, because the fractional
change in S wave velocity was greater than the fractional change in P wave velocity,
the opening or connection of uid-lled fractures was the underlying cause, while the
magnitude of the velocity change implied that low eective pressures were present
in the source region of the velocity change. Zhao and Peng [2008] systematically
investigated the velocity contrast along the Calaveras fault that ruptured during the
1984 Morgan Hill earthquake using fault zone head waves that refract along the fault
interface. They stacked waveforms in 353 sets of repeating clusters, and aligned the
direct P waves to obtain velocity contrasts of 2  3% and 12  14% NW and SE.
Earthquake multiplets were used to monitor the shear wave velocity in Merapi Vol-
cano, Indonesia, by Ratdomopurbo and Poupinet [1995]. They found a gradual
increase in velocity before the 1992 eruption and attributed this to an increase of
pressure in the volcanic plumbing system closing cracks. Pandol et al. [2006] also
used doublets to detect pressurisation in the volcanic plumbing system at Mt. Vesu-
vius. They found a systematic velocity increase followed by a rapid drop just before
a sustained seismic swarm including a M3.6 earthquake.
Attenuation changes
Got et al. [1990] analysed the spectral ratio of the coda of doublets of mi-
croearthquakes with the purpose of nding evidence for temporal changes in the
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attenuation in the crust before a large magnitude earthquake. They found that
there were numerous kinds of variations but they could not directly relate them to
the forecasting of earthquakes. Beroza et al. [1995] analysed 21 earthquake doublets
that spanned the preseismic, coseismic and postseismic intervals of the The Loma
Prieta earthquake and measured the change in coda Q. They also found that the
changes were neither spatially coherent nor correlated between adjacent frequency
bands. Aster et al. [1996] and Antolik et al. [1996] used pairs and clusters of earth-
quakes to search for temporal variations in coda Q along the San Jacinto fault zone
(Parkeld, California). They found that when using earthquakes with CCC  0:7,
coda Q was stable with time but with a large standard deviation, and attributed this
variability to random uctuations in the coda driven by source variability and not by
any systematic temporal variability in coda Q. Using earthquakes with CCC  0:95,
the mean value of coda Q did not vary by more than approximately 5% during the
study period, indicating that coda Q shows no sign of sensitivity to processes before
large earthquakes. However, using a multiplet, Chun et al. [2010] found a sharp
rise in the P wave attenuation operator about 18 months before the 2004 Parkeld
Earthquake, accompanied by a rapid fall in P to S amplitude ratio in both the fre-
quency and time domains. These changes were attributed to a decline in pore-uid
saturation due to microcracking that culminated in catastrophic rock failure during
the fault rupture.
Titzschkau et al. [2010] used a repeating source within the Waiouru swarm to inves-
tigate changes in attenuation related to the 1995/1996 eruptions of Mt. Ruapehu.
They did not nd any direct dependence of coda Q on volcanic activity although
they did nd a high attenuation anomaly in waveforms that travelled through the
volcano when they examined relative changes in integrated direct wave attenuation.
The anomaly increased over the time of the eruption and decreased in waves that
travelled close to but not through the volcano and was attributed to changing stress
caused by the magma plumbing system.
Scattering changes
Got and Coutant [1997] used the S wave coda of multiplets to investigate scat-
terers along the propagation path at Kilauea, Hawaii. They found that scattered
waves were emitted anisotropically along some preferred directions and that travel
time delay variation in the coda could arise purely due to geometrical propagation
eects. Baisch and Bokelmann [2001] investigated the character of multiplet wave-
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forms before and after the Loma Prieta earthquake. They found that the coherence
between the waveforms reduced after the earthquake due to coseismically opened
cracks causing increased scattering, and gradually recovered over 5 years due to the
cracks closing through crack healing, uid diusion or after deformation. Niu et al.
[2003] observed a change of the order of 10 m in the location of scatterers in the
Parkeld region by monitoring them using repeating earthquakes. The motion of
the scatterers was coincident with the onset of an aseismic deformation event in
1993 and was thought to be the result of a stress-induced redistribution of uids in
uid-lled fractures caused by the transient event.
Shear wave splitting changes
Peng and Ben-Zion [2005] used similar earthquakes to analyse spatiotemporal vari-
ations of crustal anisotropy in the aftershock regions of the 1999 M7.4 Izmit and
M7.1 Duzce earthquakes, and Liu et al. [2008] carried out a similar investigation
around the San Andreas Fault. The results of these studies are discussed in Section
2.3.7.
Bokelmann and Harjes [2000] used induced seismicity multiplets in the German
Continental Deep Drilling Program to investigate time varying shear wave split-
ting. They observed a decrease in S wave anisotropy of  2% associated with uid
injection into aligned cracks, and then stable velocity after a larger (M1.2) earth-
quake, and suggested that the temporal variation was due to tectonic stress release.
De Meersman et al. [2009] found a correlation between multiplet groups and tem-
poral variations in seismic anisotropy from sensors in a single borehole in the North
Sea Valhall oil eld in 1998. They explained these ndings in the context of a cyclic
recharge and dissipation of cap-rock stresses in response to production-driven com-
paction of the underlying oil reservoir. They suggested that the cyclic nature of this
mechanism drove short-term variations in seismic anisotropy and the reactivation of
microseismic source mechanisms over time.
Detection of earthquakes
Recently the occurrence of highly similar waveforms in geothermal areas has been
taken advantage of to detect low magnitude earthquakes [Rawlinson et al., 2010].
Waveform templates of master events are cross-correlated with continuous seismic
data and earthquakes as small as ML0 have been systematically identied in low
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SNR data. Waveform similarity analysis has also been adapted and implemented in a
declustering procedure to identify foreshocks and aftershocks to obtain instrumental
catalogues that are cleaned of dependent events [Barani et al., 2007].
2.5. Summary
In this chapter we have reviewed the previous work that is relevant when trying
to discriminate between temporally amd spatially varying anisotropy at active vol-
canoes. An overview of the detection and quantication of anisotropy has been
given that will assist in the understanding and interpretation of shear wave splitting
results. This chapter has reviewed the geophysical and geological literature that is
relevant to the interpretation of anisotropy at Mt. Ruapehu in Chapters 4 and 5. We
have also reviewed the detection and use of multiplets, which are used in Chapters
5 and 6 as a tool to measure temporally changing anisotropy.
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3.0.1. Introduction
This chapter explains the steps that were taken and the methods used in this project.
Not all analysis tools were used on all datasets and individual parameters used for
each dataset can be found in the associated chapter. New processing programs writ-
ten by this author are described in the associated chapter. All data were processed
using Seismic Analysis Code (SAC) [Goldstein et al., 2003; Goldstein and Snoke,
2005]; important scripts can be found in the appendicies.
3.1. Data acquisition
Data for this project were obtained from several sources including a temporary
deployment of seismometers around Mt. Ruapehu.
3.1.1. Spatial Anisotropy Deployment At Ruapehu
The Spatial Anisotropy Deployment At Ruapehu (SADAR) was part of a project
funded by the Earthquake Commission (EQC) and Victoria University of Welligton
(VUW) to investigate seismic anisotropy at Mt. Ruapehu. The deployment consisted
of sixteen temporary three-component seismometers deployed around Mt. Ruapehu
to complement the permanent (GeoNet) network of fteen three-component seis-
mometers (Figure 3.1) active at the time. The SADAR stations operated throughout
2008 and during that time recorded 929 local earthquakes, as small as magnitude
1.0, that were also recorded at the permanent sites and routinely located for the cat-
alogue. More details about the seismic stations used in this analysis can be found in
Appendix B.1. Information about deployment equipment and logistics can be found
in Appendix C.1.
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Figure 3.1. Map of the area around Mount Ruapehu (central peak). The white circles indicate the
catalogue locations of the earthquakes in 2008, used in this study. The inverted triangles represent
3-component seismometers; the yellow are permanent GeoNet stations, the blue are temporary
SADAR stations and the pink are temporary Ngauruhoe stations (NGA).
The PASSCAL program suite was used to convert the data into Reftek format and
then continuous mini-seed format. The mini-seed les were cut around earthquakes
of interest and nally converted into SAC format for picking. Figure 3.2 displays
a ow diagram of the steps taken to get the RT130 data into cut SAC les and
Appendix C.2 contains a more detailed explanation of how the conversions were
performed.
3.1.2. GeoNet
GeoNet [GeoNet , Last accessed 17 April 2011, http://www.geonet.org.nz/] is a
project to build and operate a modern geological hazard monitoring system in New
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SITENAME DAS# day DAS# 0
1
State of Health file
rt2sac_ms_jj
hour rt130 data 
Stations station info
rt130cut
REF_DATA .ref files
ref2mseed
Mseed_DATA R day 
refrate
Log_files das#.log
Err_files das#.err
PCF_files das#.rating
mkpos
Stations das#.pos
tkeqcut
EqCut EQ eq.m
ms2sac
SAC_DATA EQ eq.SAC
hour.m
Figure 3.2. Flow diagram and directory structure outlining the conversion of RT130 data to cut
SAC les. Rectangles represent directories, ellipses represent program steps and rounded rectangles
represent data les. Script rt2sac ms jj prepares the data and directory structure, other scripts
are part of the PASSCAL package. More details can be found in Appendix C.2.
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Zealand. It is funded by the Earthquake Commission (EQC) and designed, built
and operated by GNS Science. The New Zealand National Seismograph Network is
made up of 46 backbone stations as of 22 February 2011, located throughout the
country to provide a homogeneous location and data collection capability. Regional
seismograph networks provide enhanced volcano monitoring and improved depth
control for subduction-related earthquakes along the Hikurangi margin. They use
predominantly short-period seismometers, remote digitisers and spread-spectrum
radio links to backbone stations or directly to the data centres. One of these regional
networks surrounds the Tongariro Volcanic Centre (TVC) (Figure 2.7).
The TVC network consists of 19 seismograph sites, including two borehole seismome-
ters. For the purpose of this study seismic data were obtained by rst selecting the
earthquakes of interest using GeoNet's \quakesearch" [GeoNet , Last accessed 17
April 2011, http://magma.geonet.org.nz/resources/quakesearch/]. The pa-
rameters used in this project are listed in Appendix E.2. Once the CUSP (Caltech-
USGS Seismic Processing) IDs of the earthquakes had been listed, the waveform
data were downloaded using the Common Waveform Buer (CWB) client, which is
also available from the GeoNet website [GeoNet , Last accessed 17 April 2011, http:
//www.geonet.org.nz/resources/basic-data/waveform-data/]. Appendix D.1
contains the shell script used to download data.
Once the waveform data had been obtained, the P and S arrivals were manually
picked in SAC (see Appendix D.2 for scripts) for further analysis.
3.1.3. Past deployments
1994
A deployment of 14 three-component seismometers was carried out around Mt. Ru-
apehu between 28 January and 13th March 1994 by Leeds University, the University
of Memphis and IGNS (Institute of Geophysical and Nuclear Science, now GNS Sci-
ence) to characterise the seismicity beneath Crater Lake [Hurst , 1998]. The station
details are listed in Appendix B.2 and displayed in Figure 3.3. Data from that de-
ployment were used byMiller and Savage [2001] and Gerst and Savage [2004] in their
analyses of shear wave splitting. However, the processed data were not archived and
so had to be retrieved from DAT tapes stored at GNS Science, Wairakei. The data
were recorded by Lennarz MARS-88 data-loggers and so had to be read by a DAT
reader, converted with mars2mseed (PASSCAL package) then merged, converted
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Figure 3.3. Map of past deployments.
and cut to obtain SAC earthquake les. It was also noted that the previous analy-
ses only used ve out of nine available stations (the other ve stations had timing
errors and so the data was not used or archived). Data from the nine stations were
picked and analysed for shear wave splitting using MFAST (Section 3.2.3) in this
investigation.
1995
Twelve three-component seismometers were deployed around Mt. Ruapehu between
September and December 1995 by IGNS to observe the 1995 eruption sequence and
to act as a backup in case the permanent stations were destroyed. The station details
are listed in Appendix B.2 and displayed in Figure 3.3. The data are archived at
GeoNet and can be accessed in the same way as the permanent network using the
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CWB request tool. Once obtained, the data were picked for P and S arrivals and
analysed for shear wave splitting using MFAST.
1998
A deployment of three three-component seismometers was carried out around Mt.
Ruapehu between February and July 1998 by Leeds University and IGNS. The pur-
pose of this deployment was to characterise the post-eruption background seismicity
[Sherburn et al., 1999]. The station details are listed in Appendix B.2 and displayed
in Figure 3.3. Those data were also used by Miller and Savage [2001] and Gerst
and Savage [2004] in their studies of shear wave splitting, but the processed data
were not archived at the time and so had to be retrieved from tapes stored at GNS
Science, Wairakei. The data were processed in the same way as for the 1994 de-
ployment although the waveform data had not been stored with details about the
deployment and so comparison of waveforms with those previously published was
used to identify stations.
2001 START
The START experiment was carried out between January and June 2001 by Uni-
versity of Cambridge student Daniel Rowlands. It was designed to create uniform
coverage over the central and northern Tongariro volcanic centre for use in seismic
tomography [Rowlands et al., 2005]. The station details are listed in Appendix B.2
and displayed in Figure 3.3. Those data are archived on the IRIS DMC (Incor-
porated Research Institutions for Seismology Data Management Center) and were
accessed using the BREQ-FAST (Batch REQuests, FAST) system. The P and S
arrivals were retrieved, picked and analysed for shear wave splitting by Rob Holt
using MFAST.
2001 CNIPSE
The deployment around Waiouru in 2001 was conducted in order to charac-
terise earthquakes in the Waiouru swarm [Hayes et al., 2004]. This deploy-
ment was a smaller part of the CNIPSE (Central North Island Passive Seismic
Experiment) deployment [Henrys et al., 2003]. The station details are listed
in Appendix B.2 and displayed in Figure 3.3. Data from this deployment are
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archived at GeoNet and so can be accessed in the same way as for the per-
manent network using the CWB request tool. Phase picks are also archived at
GeoNet but separately from the waveform data. Phase picks were downloaded
from ftp://ftp.geonet.org.nz/quake/bulletin/ and added to the SAC headers.
Shear wave splitting analysis was carried out using MFAST.
2002 CHARM
The CHanging Anisotropy at Ruapehu Mountain (CHARM) experiment was carried
out between January and July 2002 by Victoria University of Wellington (VUW)
Masters student Alex Gerst. It was designed to reoccupy the stations from the 1994
and 1998 deployments to further investigate changes in shear wave splitting around
Mt. Ruapehu [Gerst and Savage, 2004]. The station details are listed in Appendix
B.2 and displayed in Figure 3.3. As this deployment was carried out by VUW, the
data were still on le. They were repicked and reprocessed by Prof. Martha Savage
using MFAST [see Savage et al., 2010b] and the results of that reprocessing are used
in this project.
3.1.4. Alaska Volcano Observatory
The Alaska Volcano Observatory (AVO) [Alaska Volcano Observatory , Last accessed
22 Feb 2011, https://www.avo.alaska.edu/] is a joint program of the United
States Geological Survey (USGS), the Geophysical Institute of the University of
Alaska Fairbanks (UAFGI), and the State of Alaska Division of Geological and Geo-
physical Surveys (ADGGS). The backbone of AVO's volcano monitoring program
consists of networks of continuously recording seismometers installed at selected
volcanoes in Alaska. Okmok volcano is one of the best instrumented, with four
broadband three-component seismometers and eight short-period, single-component
seismic stations (Figure 3.4). Seismic data are relayed to AVO facilities in Fairbanks
and Anchorage where they are analysed both automatically and manually. AVO op-
erates a network of telemetered GPS receivers at Okmok volcano that provides a
continuous record of ground deformation. AVO also conducts periodic eld-based
GPS surveys as well as measuring deformation with satellite radar interferometry
(InSAR) techniques. Seismic data were personally obtained from the AVO archive
in Anchorage and P and S picks from the catalogue were added to the SAC headers.
89
3. Methodology
191˚39' 191˚49' 191˚59' 192˚09'
53˚20'
53˚30'
0 5 10
km
Figure 3.4. Map of Okmok Volcano. Red triangles are three-component broadband seismic
stations with continuous GPS; blue triangles are single component short-period seismic stations.
3.2. Data processing
3.2.1. Waveform cross-correlation
We use the Bispectrum Cross-correlation package for SEISmic events (BCSEIS) of
Du et al. [2004a] to obtain cross-correlation coecients and time delay estimates.
Cross-correlation using BCSEIS has been performed in this study to identify mul-
tiplets and to assist in the relocation of hypocentres (see Section 3.2.2). BCSEIS
cross-correlates band-pass ltered waveforms and then veries (selects or rejects) the
estimated time delay by comparing the result to that from cross-correlation of both
raw and band-pass ltered data in the third-order spectral domain. This makes the
method less sensitive than cross-correlation delay time estimates alone to Gaussian
noise [Du et al., 2004a].
The cross-correlation is carried out on specied windows around the P and S wave
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arrival picks (e.g. Figure 3.5) on pairs of seismograms recorded at a common station.
The cross-correlation function is:
CC() = n
Z 1
 1
x(t)y(t+ )dt (3.1)
where x and y are the two seismograms,  is the time delay between the two seismo-
grams and n is a normalisation factor that ensures the function takes values between
 1 and 1:
n =
Z
x2dt
Z
y2dt
 1=2
(3.2)
The maximum value of CC() (CC()max) represents the similarity between the
two time series and  is the time delay corresponding to CC()max. The BCSEIS
algorithm returns the maximum cross-correlation coecient and the corresponding
time delays of event pairs at each station (absolute cross-correlation coecients are
given between 0 and 1, 1 being perfect correlation).
The cross-correlation approach works in the second-order spectral domain. This
is because a cross-correlation is a convolution with a time-reversed sequence, or a
multiplication with a complex-conjugate in the frequency domain. Given that X(f)
and Y (f) are the Fourier transforms of x(t) and y(t) respectively, and X is the
complex conjugate of X, the cross-correlation, C, is
C = X  Y: (3.3)
Non-linear multiplications, for example the bispectrum (Equation 3.4), can be used
in this case because Gaussian processes in spectra of order higher than two are
identically zero [Du et al., 2004a]. Even if the noise is non-Gaussian, if it has zero
skewness then it will still be suppressed by the bispectrum method. The bispectrum
cross-correlation, B is given by
B(f1; f2) = E [Y (f1) X(f2) X(f1 + f2)] (3.4)
where E [] is the expectation operator. When the time series are divided into k
overlapping data segments [Wong et al., 2009], this becomes
B(f1; f2) =
1
k
kX
i=1
Yi(f1) Xi(f2) Xi (f1 + f2): (3.5)
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The bispectrum method is used to calculate a time delay on both raw and band-
passed waveforms by locating the lag of the peak of the bispectrum cross-correlation
series, which is then compared to  . If they are suciently close then both CC()
and  from the cross-correlation are accepted.
A Hanning tapered band-pass lter between 1 and 10 Hz was used for all cases.
Our results agree with observations made by Du et al. [2004a]; choosing a dierent
lter in the range 0.5{5 Hz to 5{20 Hz was not found to change the nal results
appreciably.
In Chapter 6 multiplets were identied by having a P wave cross-correlation coef-
cient (CC lim) of more than 0.95 at three or more stations; if one or more of the
stations showed a cross-correlation coecient of more than 0.98 (CC lim(u)) then the
threshold at the other stations was lowered to 0.85 (CC lim(l)). These criteria have
been adopted based on studies by Shearer [1997] and Du et al. [2004a], although the
thresholds are higher in this study, and a slightly dierent method was used and is
described in Chapter 5. Choosing only those events with high cross-correlation coef-
cients ensures extremely similar waveforms [Hemmann et al., 2003; Igarashi et al.,
2003; Du et al., 2004b; Pandol et al., 2006]. Examples of the resulting multiplets
are discussed in Chapters 5 and 6. A higher correlation in the P waveforms than
in the S waveforms was sought because the nature of this study required the inclu-
sion of S waveforms that change over time. The cross-correlation analysis used the
vertical-component because the temporal changes observed in shear wave splitting
were expected to be more pronounced in the horizontal components of the S wave-
form. For input into the double-dierence relocation algorithm the cross-correlation
thresholds were lowered to CC lim(l) of 0.5, CC lim of 0.7 and CC lim(u) of 0.8. This is
because it is the accurate dierential times that are important for this step rather
than highly similar waveforms.
Scha et al. [2004] tested a variety of window lengths and found that although
smaller windows generally produced higher-similarity measurements than longer
ones they also produced larger residuals after double-dierence relocation. We used
a window of 2.54 s around the P wave, making a total of 254 sample points with 30
of them before the P arrival (Figure 3.5). This window was large enough to contain
several cycles of the seismic wavetrain, producing precise delay time measurements,
and yielding events with highly similar waveforms. A longer time window of 3.82
s was used for the S wave calculation to accommodate the uncertainty associated
with the catalogue S arrival picks and the longer periods of the S waves. This corre-
sponded to 382 sample points, 50 of them before the picked S arrival. The windows
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SP
Figure 3.5. Example of time window used for cross-correlation analysis. Vertical component of
earthquake 2246324 recorded at station MOVZ.
were allowed to overlap.
3.2.2. Double-dierence relocation
HypoDD is a package for relocating earthquakes based on the double-dierence (DD)
algorithm of Waldhauser and Ellsworth [2000]. The DD method can be used when
the inter-event distance between two earthquakes is small compared to the event-
station distance and the scale of velocity heterogeneity. In this case the ray paths
between the event and station can be considered to be highly similar and the only
dierence, accounting for the dierential arrival time, is the distance between the
events (Figure 3.6). This results in accurate relative locations between the events
but does not constrain absolute locations. HypoDD employs an iterative method to
adjust the relative positions of the events and origin times to minimise the residual
between the observed and calculated travel time dierences.
drijk = (t
i
t   tjk)obs   (tik   tjk)cal (3.6)
Here drijk is the DD for station k, (t
i
t tjk)obs is the dierence in observed arrival times
for events i and j, and (tik tjk)cal is the dierence in calculated arrival time for events
i and j. The DD travel time residual can be linearly related to perturbations in the
hypocentres using a truncated Taylor series expansion and using the appropriate
slowness vector for each event [Waldhauser and Ellsworth, 2000].
drijk =
@tik
@m
mi   @t
i
k
@m
mj (3.7)
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Figure 3.6. Schematic diagram illustrating the calculation of the double dierence residual.
Here mi and mj are the estimated hypocentres (x; y; z and origin time), and mi
and mj are the adjustments to the estimated hypocentres required for a better
t to the observed phase arrival times. Equation 3.6 can be used for both absolute
travel times or cross-correlation relative travel time dierences, a fact that helps to
mitigate the problem of unconstrained absolute locations if only the cross-correlation
dierential times are used.
Collation of the DD residuals (Equation 3.7) for all earthquake pairs and all stations
yields a system of linear equations that can be solved iteratively:
WGm =Wd: (3.8)
Here G contains the partial derivatives, d contains the double-dierences, m con-
tains the changes in hypocentral parameters of interest, andW is a diagonal weight-
ing matrix. The mean shift of the centroid of the cluster (of N events) can be
restricted to zero by including
NX
i=1
mi = 0: (3.9)
The number of earthquake pairs grows as the square of the number of earthquakes to
be relocated and therefore the system of linear equations (Equation 3.8) can become
very large and the inversion can be computationally expensive and time consuming.
For this reason the inversion can be performed using either the conjugate gradient
method [LSQR see Paige and Saunders , 1982] or the method of singular value de-
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composition (SVD). SVD is more robust and produces more reliable estimates of
uncertainties but is far less ecient and so cannot be used for more than about 100
earthquakes. In this case Waldhauser and Ellsworth [2000] suggest that the LSQR
method be used, however smaller selections of earthquakes should still be relocated
using SVD to estimate uncertainties.
There are several parameters to customise to the dataset in order to optimise the
HypoDD inversion. The rst set of parameters denes the linkage between the
events and selects events for the relocation. Appendix E.3 displays the parameters,
a description, and a typical value. The second set of parameters are involved in
the inversion itself and are mainly related to the weightings and errors. These
parameters can change after each iteration and Appendix E.4 displays the chosen
parameters for the relocation carried out in Section 6.3.1. Here we employed ve sets
of iterations with ten iterations per set. The weightings were chosen so that in the
initial iterations the catalogue P and S picks were used almost exclusively, then the
cross-correlations were phased in such that in later iterations the cross-correlation
relative times were used almost exclusively. This weighting scheme was employed to
ensure that the catalogue data mainly constrained the absolute positions of events
without sacricing the highly accurate relative cross-correlation data.
3.2.3. Shear wave splitting
We use the automatic shear wave splitting package (MFAST) of Savage et al. [2010b]
in order to compute shear wave splitting parameters. MFAST incorporates Silver
and Chan's [1991] algorithm for calculating shear wave splitting using a grid-search
inversion over the azimuth of the fast polarisation direction  and delay time t,
for a given time window, and Teanby et al.'s [2004b] SPLIT code, which conducts
cluster analysis over a range of time windows to nd the most stable result. These
methods are explained in more detail in this section.
Silver and Chan algorithm
The mathematics behind the Silver and Chan [1991] automatic shear wave splitting
algorithm are outlined in detail in Section 2.3.5. In this section we focus on the
practicalities of running the algorithm.
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Figure 3.7. Examples of split shear wave particle motions. Top row shows time series of fast
(black) and slow (blue) shear waves. Bottom row shows hodograms (display of particle motion).
Left column of each panel shows time series and hodogram of the unprocessed signal, right column
of each panel shows the result after shear wave splitting analysis. (a) Event 2257819 at station
MOVZ. Unprocessed hodogram displays elliptical particle motion. (b) Event 2246324 at station
MOVZ. Unprocessed hodogram displays cruciform particle motion.
The rst step is to identify the shear wave arrival and dene a shear wave analysis
window around it, which was originally picked manually. If anisotropy is present, the
particle motion within this window will be elliptical or cruciform, examples of which
can be seen in Figure 3.7. A grid search over  and t is then performed (see Section
2.3.5), during which both horizontal components of the seismogram are rotated by
 and one component is lagged by t. The grid search here uses increments of 1
over 180 and increments of 0.01 seconds between 0.0 and 1.0 seconds. The result
that has the lowest second eigenvalue 2 of the corrected particle-motion covariance
matrix indicates linear particle motion after correction and is the solution that best
corrects for the splitting. Figure 3.8 conceptualises these steps. An F test is used
to calculate the 95% condence interval for the optimum values of  and t. The
2 of the particle-motion covariance matrix provides a measure of the match of the
corrected waveforms in the analysis window. The smaller the value of 2, the better
the match. A threshold value for 2 and the condence interval are applied in order
to discard events that do not give good shear wave splitting parameters.
SPLIT
Results are often sensitive to the exact choice of shear wave analysis window. Teanby
et al. [2004b] incorporated the Silver and Chan [1991] algorithm into codes (SPLIT)
96
3. Methodology
(a) (d)(c)(b)
N component
E component
fast 
component
slow 
component
fast 
component
slow 
component
initial 
polarisation
initial 
polarisation 
-90o
δt
Figure 3.8. Schematic illustration of the steps to determine shear wave splitting parameters
[after Gerst , 2003]. (a) North and east components of a seismogram and a hodogram (display of
particle motion) oriented to north of a split S wave. Seismogram is complex and particle motion
is elliptical. (b) Seismogram and hodogram oriented to fast and slow directions. The waveforms
are similar but are separated by t. (c) The fast component is shifted back by t so that the
waveforms line up. The particle motion becomes linear. (d) Seismogram and hodogram rotated
into the direction of the initial polarisation. All of the energy is within this plane.
that calculate  and t for a range of windows and perform a cluster analysis on the
results to nd the most stable result.
The choice of shear wave analysis window should be representative of the shear wave
and ideally be long enough to include several periods of the dominant frequency
to prevent cycle skipping (see Section 2.3.6) and decrease the inuence of noise.
However, if spurious secondary phases in later parts of the waveform are included,
they can degrade splitting estimates [Teanby et al., 2004b]. Teanby et al. [2004b]
found that results from windows shorter than one period tend to become unstable
and have unrealistically low errors because only small fragments of a wavelength
need to be matched.
The grid of windows to be tested is set up by the SPLIT algorithm as follows. The
beginning of the analysis window tbeg is allowed to vary between tbeg0 and tbeg1, with
nbeg steps of tbeg. Similarly, the end of the analysis window tend is allowed to
vary between tend0 and tend1, with nend steps of tend. The total number of analysis
windows n is given by n = nbegnend, and the shear wave analysis window is dened
by
tbeg = tbeg1   (i  1)tbeg for i = 1; 2; 3; :::; nbeg; (3.10)
tend = tend0   (i  1)tend for i = 1; 2; 3; :::; nend: (3.11)
tbeg0, tbeg1, tend0 and tend1 are chosen, initially manually, to fulll the above criteria.
Stability over a wide range of dierent analysis windows ensures that the measure-
ment is robust and SPLIT reduces the time taken to test using manual window
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(a) (b)
Figure 3.9. Example of cluster analysis from event 2241298 at station MOVZ. (a)  and t
plotted against window number, plateaus indicate similar results. (b)  plotted against t tight
clusters indicate similar results. Blue cross is chosen \best" result
selection. Simply searching for the window that gives the lowest error bars in the
measurements is not a good criterion as an unstable result, which is sensitive to
small window changes, may be selected. The Teanby et al. [2004b] method searches
over the range of window start/end times dened above to nd measurements that
are stable over many dierent analysis windows. Plateaus in  and t when plotted
against window number (Figure 3.9 a), or tight clusters when  is plotted against
t (Figure 3.9 b), indicate stable splitting measurements, so that once the proper
plateau has been identied the window that gives the smallest error can be selected.
The unsupervised hierarchical cluster analysis technique of Everitt et al. [2001] is
used to analyse clusters. To analyse the clusters, the scales (of  and t) are stan-
dardised in order to compare distances between points. To start there are the same
number of clusters as there are data points and all the inter-cluster distances are
calculated, taking into account the cyclic nature of . The two nearest clusters are
then combined so that the number of clusters decreases by one. SPLIT continues
combining clusters until there is only one cluster comprising the whole dataset. The
result is a hierarchy of clusters. The nal clusters are selected by maximising the
between-cluster variance with respect to the within-cluster variance, indicating tight
clusters that are widely spaced. The nal clusters also have to satisfy the criterion
that the ratio of within-cluster variances to that when two clusters are combined is
lower than a critical value. This is the null hypothesis that the two clusters should
be combined as a single cluster [Milligan and Cooper , 1985].
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Figure 3.10. Three dierent cluster types [after Teanby et al., 2004b]: (a) diuse cluster with
low individual measurement errors, (b) tight cluster with high individual measurement errors, and
(c) tight cluster with low individual measurement errors. SPLIT chooses cluster (c).
The criteria employed to select the optimum cluster are based on the number of
points and the variance of the cluster. The number of points in the optimum cluster
must not be less than a cycle's worth of points. The optimum cluster is selected
by minimising both the within-cluster variance, and the mean data variance. This
avoids the selection of diuse clusters with low measurement errors and tight clusters
with high measurement errors, as illustrated in Figure 3.10. The best measurement
is the one with the lowest variance from within the best cluster.
MFAST
The nal step to fully automate the shear wave splitting analysis process is to
automatically pick the SPLIT window start and end times and to automatically
choose the lter that is applied to the data before the shear wave splitting analysis.
MFAST, the method of Savage et al. [2010b], incorporates the Silver and Chan
[1991] algorithm and the SPLIT codes to create a program that can automatically
analyse large data sets for shear wave splitting. Figure 3.11 illustrates the processing
steps involved in MFAST.
As we have seen in Section 2.3.6, shear wave splitting can be highly frequency-
dependent and so the choice of lter can bias the shear wave splitting results. Dif-
ferent types of earthquakes recorded at dierent stations require dierent lters to
maximise the signal-to-noise ratio (SNR). However, it has also been observed that
using a narrow band lter can encourage cycle skipping (Section 2.3.6). MFAST
uses a predened set of 14 band-pass lters (Appendix E.5) to identify the best
lter.
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Figure 3.11. Flowchart of data processing steps for MFAST [after Savage et al., 2010b]. Dashed
lines indicate optional steps.
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Figure 3.12. Schematic illustration of time windows around S arrival for cluster analysis.
The best lter is dened by the maximum product of the lter bandwidth (in oc-
taves) and the SNR. The SNR is calculated by nding the mean of the amplitude of
the fast Fourier transform (t) of the signal (0.05 { 3.05 s after the S wave arrival)
to the t of the noise (0.05 { 3.05 s before the S wave arrival). The three best lters
(fb1, fb2 and fb3) are applied to the data and advanced to the next step and those
with SNR < 3 result in the event being rejected from the analysis.
The choice of window extremes dened in this section is carried out automatically
by MFAST using the P and S arrival times and the dominant frequency fd of the
waveform. Figure 3.12 illustrates the window choices. The dominant frequency
is calculated from the peak of an t of the same three second window that was
used to calculate the SNR, but is limited to 0:3  fd  8 Hz. The minimum
window is one period (1T = 1=fd) long and the maximum window is more than
2:5T long. There are ve start times between tbeg0 and tbeg1, which are usually 0.2
s apart so that tbeg =  0:3; 0:5; 0:7; 0:9; 1:1 s. However, if the P{S arrival
time (tS   tP ) is less than 2.2 s, tbeg1 is set to  0:1 s and tbeg0 is  (tS   tP )=2.
There are between 15 and 25 end times between tend0 and tend1, which are between
tend0 = 5=6tT and tend1 = 2:5T . There are therefore between 75 and 125 windows
for each ltered seismogram. The best window is chosen according to Teanby et al.
[2004b] (above).
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Figure 3.13. Eigenvalue contour plot from shear wave spitting analysis of earthquake 2241298
recorded at staion MOVZ. Contours indicate multiples of the standard errors.
In addition, MFAST automatically grades the results in order to reduce the eect
of cycle skipping and to ensure low-quality measurements do not contaminate the
results. To ensure high-quality measurements, grades are given according to the
condence interval, the SNR and the formal error bars on  and t. An additional
criterion is based on the area around the best result on the eigenvalue contour plot
(Figure 3.13). Appendix E.6 summarises the grading. To reduce the risk of cycle
skipping giving eroneous results, other clusters that are above the threshold dened
in Section 3.2.3 are compared to the chosen cluster and those measurements that
have multiple clusters with similar quality but dierent  and t are rejected. It is
also possible to further grade the results from dierent lters using the same cluster
grading and rejecting the results if they are too dierent, however we generally used
only the best chosen lter (fb1) in order to minimise the processing time.
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3.2.4. Circular statistics
Conventional statistics of mean and error analyses cannot be used when dealing with
directional data. This is because 0 is the same as 360 (the data are periodic) and
so special statistical methods are required for the analysis of directional data. The
following section outlines the treatment of directional data and follows the methods
of Davis [1986]. Other tests such as the test of goodness-of t and test of equality
of two sets of data have been used in subsequent chapters where appropriate but
are not described here.
180 Ambiguity
Shear wave splitting data represents orientation data rather than directional data;
in other words 0 is the same as 180. The same statistics can be used as with
directional data but the angles have to be doubled rst ( = 2). This eectively
transforms the orientation data into directional data and the mean, standard de-
viation and standard error can be calculated as below, as long as the result of the
calculations is halved afterwards.
Obtaining the mean of directional measurements
The mean value of directional data can also be expressed as the dominant direction
and can be found by computing the vector resultant R. Each measurement is treated
as a normalised unit vector with direction i (i = 1; :::; n). The coordinates of the
end point of the unit vector is given by
Xi = cos i
Yi = sin i
(3.12)
and R can be obtained by summing the sines and cosines of the individual vectors
so that the end position is
Xr =
nX
i=1
cos i
Yr =
nX
i=1
sin i
(3.13)
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Figure 3.14. The mean direction of a set of unit vectors can be determined from the direction of
the vector resultant R, obtained by combining the three unit vectors. The length of the resultant
can be used to express the dispersion of the set of unit vectors. (a) Three vectors that are tightly
clustered around a common direction result in a long R that approaches the value of n. (b) Three
widely dispersed vectors result in R less than one [after Davis, 1986].
and the direction of R, which is the mean direction  is
 = tan 1

Yr
Xr

= tan 1
 
nX
i=1
sin i
,
nX
i=1
cos i
!
;
(3.14)
and must be divided by two to yield the fast direction . Figure 3.14 illustrates this
concept. The length of the resultant depends on the dispersion of the vectors and
so the length of R can be used to obtain a measure of the spread
R =
p
X2r + Y
2
r
.
n
=
vuut nX
i=1
cos i
!2
+
 
nX
i=1
sin i
!2,
n :
(3.15)
The quantity R is the mean resultant length and is analogous (but reversed) to
the variance, so that a large R has a small spread and vice versa. It is therefore
sometimes expressed as its complement, which is the circular variance
s20 = 1  R: (3.16)
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From the circular variance we can obtain the circular standard deviation and the
angular standard deviation. The circular standard deviation is described as
scircular =
q
 2 ln( R): (3.17)
with values between 0 and innity. This denition of the standard deviation is
useful because, for a wrapped normal distribution, it is an estimator of the standard
deviation of the underlying normal distribution. It will therefore allow the circular
distribution to be standardised as in the linear case. For a measure between 1 and
180 the angular standard deviation is used, which is a simple square root of the
variance
sangular =
p
1  R: (3.18)
The von Mises distribution and Rayleigh's test for non-randomness
In order to obtain information about the errors and deviations of circularly dis-
tributed data we must have a probability model of known characteristics against
which we can test. The von Mises distribution is a circular equivalent of the normal
distribution and similarly is characterised by two parameters, a mean direction 
and a concentration parameter . If  is zero then all directions are equally probable
and the distribution is circularly uniform. It is dicult to calculate  directly but
tables can be used to obtain the value of  from R. A test can then be done to see
whether there is a preferred orientation. This is Rayleigh's test and it is carried out
by seeing whether the value of R exceeds a certain threshold based on the number
of observations n and the signicance level . Tables of critical values of R can be
found in Davis [1986].
The condence angle or standard error se of the estimate of the mean direction  is
given by (in radians)
se = 1
.p
n R : (3.19)
In general both the standard deviation and the standard error are useful measures.
The standard deviation describes the spread of values in the sample and the standard
error describes the sample mean's accuracy as an estimate of the population mean.
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3.2.5. Anisotropy analysis
In order to constrain the locations of high anisotropy, a two-dimensional tomographic
inversion was conducted on the delay time (t) estimates from the shear wave split-
ting analysis to obtain the locations of strong anisotropy. We then produced spatial
averages of splitting parameters as a rst-order approximation to the heterogeneous
anisotropic structure. These methods are described fully in Section 4.3.2 but an
overview of the steps taken is presented here. Calculations for the resolution of the
tomography are also included in Section 4.3.2.
Two-dimensional delay-time tomography
The following steps outline the two-dimensional delay-time tomography method.
The station and event locations are rst converted from latitude and longitude into
New Zealand Map Grid (NZMG) coordinates and the splitting data (, t and the
respective error margins) is read into MATLAB. Once these parameters are loaded,
stations and events that are within the limits of the grid area (Figure 3.15 a) are
identied. The following grid parameters are also dened:
 minimum box size for the checkerboard minsizeCB = 4000;
 maximum number of rays passing through a box maxnumber = 65;
 minimum number of rays passing through a box minnumber = 20;
 minimum box size minsize = 4000.
The checkerboard model mCB (Figure 3.15 b) is constructed using the limits of the
grid area andminsizeCB. The design matrixGCB for the checkerboard grid is built
by nding where the rays cross the gridlines and calculating the distance that each
ray crosses each grid box (Figure 3.15 c). The synthetic data for the checkerboard
can then be calculated:
dCB = GCBmCB: (3.20)
Boxes for the inversion are found by using quadtree gridding (Figure 3.15 d). This
method counts how many rays are in the current grid box. If there are more than
maxnumber rays in the grid box then the gridbox is divided into four new equal
sized boxes, as long as the new boxes are not smaller than minsize. If there are less
than minnumber rays in the grid box then the box is agged so that it is no longer
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included in the analysis. These steps are carried out for every box until there is
either between maxnumber and minnumber rays in each box, the box is excluded
or the box size reaches minsize.
The design matrix for the quadtree grid G is constructed in the same way as GCB.
The synthetic checkerboard data are then weighted according to the error margins
on the real measurements:
Gw =WG; (3.21)
dCBw =W dCB (3.22)
where
W = diag

1=t
max(1=t)

: (3.23)
The inversion of the weighted checkerboard data (Figure 3.15 e) is carried out using
a medium-scale optimisation inversion function (lsqlin) in MATLAB. Constraints
are set so that the minimum anisotropy strength can not be below 0 s/km and the
maximum can not exceed the maximum t observed for a ray path applied to one
block length, i.e. tmax=Lb where Lb is the width of the smallest block,
The inversion is then carried out on the real data (d = t) by weighting and inverting
them in the same way as the checkerboard data (Figure 3.15 f).
Spatial Averaging
The fast direction of shear wave anisotropy for each grid block is found through
the following steps. First a weighting prole along each ray wr is constructed. The
weighting prole was tested using four dierent denitions:
 the anisotropy strength s of each block b (sb) from the 2-D delay time tomog-
raphy along the ray path r is normalised by the measured delay time tr for
the ray and used as the weighting function wrb = sb=tr,
 the weighting prole is a function of distance d from the station so that the
weight for each block along the raypath is wrb = 1=db station,
 the weighting prole is a function of distance d from the station so that the
weight for each block along the raypath is wrb = 1=d
2
b station,
 there is no weighting prole, each ray is weighted as one.
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Figure 3.15. Examples of output from 2-D delay time tomography steps. See text in Section
3.2.5 for details.
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The  value for each ray is then appointed to each block that the ray passes through
and multiplied by the weighting for that ray and that block rb = rwrb. All w
for each block are grouped together, and the average , standard deviation and
standard error for each grid block are calculated.
3.2.6. Stress analysis
Coulomb stress
Stress modelling in this project has been carried out using the Coulomb 3.1 package
[Lin and Stein, 2004; Toda et al., 2005], which is available from [USGS , Last ac-
cessed 22 Feb 2011, http://earthquake.usgs.gov/research/modeling/coulomb/
download.php]. It is designed to calculate static displacements, strains, and stresses
caused by fault slip, magmatic intrusion or dike expansion/contraction.
The Coulomb stress transfer is calculated, in its simplest form, by the equation
 =  + 
0 : (3.24)
 is the change in failure stress on the receiver fault caused by slip on the source
faults,  is the change in shear stress (positive in the direction of receiver fault
slip),  is change in normal stress, and 
0 is the eective fault friction coecient
on the receiver fault. Failure is promoted when the Coulomb stress increases.
Coulomb 3.1 does not take into account factors such as dynamic stresses, pore uid
diusion, and viscoelastic rebound, nor does it facilitate the inclusion of gravitational
loading of topography. However, it is a simple tool that permits exploration of stress
changes and can be used, as it has been in this project, to model ination and
deation of an idealised magma reservoir.
To implement Coulomb 3.1, several parameters should rst be dened or estimated
(Appendix E.7). Here we assume the modelling is being carried out in order to
analyse shear wave splitting results at a volcano. Other parameters should be used
when modelling fault slip.
Coulomb 3.1 permits the application of a uniform regional or tectonic stress. The
azimuths of the three principal stress directions should be mutually orthogonal and
estimated using a priori information. In a normal faulting regime the plunge of S1
will be 90 (vertical) and in a reverse faulting regime it will be zero (horizontal).
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The stress at the surface will usually be zero but there will be a vertical gradient.
A value of 100 bars/km is recommended in the manual. We calculated the vertical
gradient using the expressions presented by Zoback and Townend [2001].
Coulomb 3.1 calculates the stress tensor at locations on a model grid given the
parameters listed in Appendix E.7. In order to calculate the direction of maximum
horizontal stress, we use a variation of a script originally written by Sonja Greve
and based on the method of Lund and Townend [2007].
The t of the modelled maximum horizontal stress to the shear wave splitting fast
direction results is calculated with an additional script. The t is calculated by
interpolating the model so that there are estimates of SHmax at the same locations
as the measurements of  and calculating the cosines of the dierence of the angles.
Fit values are given as the sum of the cosines (higher numbers equate to a better
t), and the normalised cosines, therefore a t of 1 is a perfect match, 0 is exactly
perpendicular at each point.
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Abstract
We have created a benchmark of spatial variations in shear wave anisotropy around
Mount Ruapehu, New Zealand, against which to measure future temporal changes.
Anisotropy in the crust is often assumed to be caused by stress-aligned microcracks,
and the polarisation of the fast quasi-shear wave () is thus interpreted to indicate
the direction of maximum horizontal stress, but can also be due to aligned min-
erals or macroscopic fractures. Changes in seismic anisotropy have been observed
following a major eruption in 1995/96 and were attributed to changes in stress from
the depressurisation of the magmatic system. Three-component broadband seis-
mometers have been deployed to complement the permanent stations that surround
Ruapehu, creating a combined network of 34 three-component seismometers. This
denser observational network improves the resolution with which spatial variations
in seismic anisotropy can be examined. Using an automated shear wave splitting
analysis, we examine local earthquakes in 2008. We observe a strong azimuthal de-
pendence of  and so introduce a spatial averaging technique and two-dimensional
tomography of recorded delay times. The anisotropy can be divided into regions in
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which  agrees with stress estimations from focal mechanism inversions, suggesting
stress-induced anisotropy, and those in which  is aligned with structural features
such as faults, suggesting structural anisotropy. The pattern of anisotropy that is in-
ferred to be stress related cannot be modelled adequately using Coulomb modelling
with a dike-like ination source. We suggest that the stress-induced anisotropy is
aected by the load of the volcano and a lithospheric discontinuity.
4.1. Introduction
4.1.1. Overview
In this paper we present shear wave splitting results from a combined network of
34 broadband and short-period three-component seismometers. This combined net-
work is denser than those used in previous studies and so yields results with higher
resolution of spatial variations in anisotropy. We use both shallow (< 30 km) and
deep (> 50 km) earthquakes that occurred throughout 2008 near Mt. Ruapehu and
the automated shear wave splitting method of Savage et al. [2010b] to measure
anisotropy parameters. We employ a spatial averaging technique similar to that of
Audoine et al. [2004] combined with a new method of two-dimensional tomography
to analyse spatial variations in anisotropy and relate these to stress and struc-
ture in the region. The Coulomb stress package of Lin and Stein [2004] and Toda
et al. [2005] is used to predict stress orientations consistent with a putative magma
reservoir model and determine whether they are consistent with the anisotropy in
regions where stress dominates. The results of this study will be used to detect
future changes in anisotropy and to identify regions of past changes in anisotropy
with more condence.
Mount Ruapehu is a 2797 m-high andesitic stratovolcano and the highest active
volcano in New Zealand (Figure 4.1). It is the southernmost of the large active
volcanoes on the North Island, which make up the Taupo Volcanic Zone (TVZ).
The TVZ is a spreading segment of the Earth's crust resulting from the subduc-
tion of the Pacic Plate beneath the Australian Plate at the obliquely-westward
dipping Hikurangi subduction zone. Subsidence in the central axis of the TVZ at
the southern termination has led to prominent active faults developing to the east
and west of Mt. Ruapehu, which are down-thrown towards the mountain [Villamor
and Berryman, 2006]. The ring plain is composed of laharic, uvial, pyroclastic
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and fall deposits [Houghton et al., 1987], indicating that Mt. Ruapehu produces
dierent styles of eruptions, some of which have the potential to be devastating to
the surrounding area [Neall et al., 1999]. The principal road and rail routes of the
central North Island cross the ring plain east and west of the volcano and there are
three ski elds on the mountain, all of which are in high risk zones [Houghton et al.,
1987]. Major magmatic eruptions occurred in 1945 and 1995/1996; the latter was
the largest historical eruption of Mt. Ruapehu, producing a 12 km-high volcanic
ash plume and lahars on the anks of the volcano [Bryan and Sherburn, 1999]. Mt.
Ruapehu frequently experiences phreatic and phreato-magmatic eruptions [Hurst
et al., 2004], which also threaten lives and property [Johnston et al., 2000].
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Figure 4.1. Map of the area around Mount Ruapehu (central peak). The circles indicate the
catalogue locations of the earthquakes in 2008, used in this study, scaled by magnitude and colour-
coded by depth. The inverted triangles represent three-component seismometers; the cyan are
permanent GeoNet stations, the blue are temporary SADAR stations and the purple are temporary
Ngauruhoe stations. Boxes represent clusters of earthquakes, see text for a discussion.
Eruptions of Mt. Ruapehu often occur with few or no detectable precursors, making
prediction dicult [Hurst et al., 2004]. For this reason Mt. Ruapehu volcano has,
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in recent years, been subject to several studies of crustal seismic anisotropy using
shear wave splitting analysis [Miller and Savage, 2001; Gerst and Savage, 2004] in
an attempt to characterise the local stress regime.
4.1.2. Previous studies of seismic anisotropy
Miller and Savage [2001] measured shear wave splitting from shallow (< 30 km) and
deep (> 50 km) earthquakes in 1994 and 1998 and observed a change in the dominant
azimuth of fast polarisation () spanning the magmatic eruption of 1995/1996. That
study was extended by Gerst and Savage [2004], who used the same techniques
and an additional deployment of three-component seismometers in 2002 to observe
further changes in .
The changes in  in both studies were interpreted as being caused by a dike-shaped
magma reservoir, or system of dikes, trending NE{SW. According to this model,
the magma reservoir was pressurised before the eruption, producing a local stress
eld dierent from the regional stress eld. Following the eruption the reservoir
was less full and correspondingly less pressurised so the local stress returned to
that of the surrounding region. The Gerst and Savage [2004] study suggested that
the later changes in  were due to repressurising of the reservoir in response to an
increase of magma in the system. The stress in the surrounding crust caused by the
pressurised magma reservoir is thought to preferentially align randomly oriented
uid-lled microcracks and cause seismic anisotropy that is detected through shear
wave splitting (e.g. Crampin [1994]; Hatchell and Bourne [2005]). While aligned,
these microcracks are anisotropic structures but they are transient with the changing
stress and so we refer to this cause of anisotropy as stress-induced anisotropy. Crustal
media with prominent structures such as layers, parallel fractures or lineated fabric
can also be anisotropic (e.g. Kaneshima [1990]; Babuska and Cara [1991]; Boness
and Zoback [2006a]). When the structures exhibit horizontal axes of symmetry, a
vertically propagating shear wave will also be split and we refer to this intrinsic
anisotropy as structural anisotropy. This complicates interpretation of shear wave
splitting measurements because the possibility of both structural anisotropy and
stress-induced anisotropy must be considered.
Kaneshima [1990] examined fast shear wave polarisation throughout Japan and at-
tributed the observations to three mechanisms: stress-induced microcracks; cracks
or fractures in the vicinity of active faults; and intrinsic rock properties from pre-
ferred orientation of minerals. Zinke and Zoback [2000] detected both stress-induced
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and structure related anisotropy at the same station in central California and distin-
guished between the two mechanisms by observing that dierent clusters of earth-
quakes gave dierent fast polarisations, thereby showing in that case that the shal-
low crust beneath the station did not inuence the shear wave splitting. Boness
and Zoback [2006a] measured shear wave anisotropy at stations on and around the
San Andreas Fault and found by interpreting  orientations in conjunction with
the fault strikes and regional maximum horizontal compressive stress from borehole
breakouts, that separate regions of structural and stress-induced anisotropy could
be identied.
If we can dierentiate between stress-induced and structural anisotropy then shear
wave splitting analysis has the potential to be developed into a near-real time stress-
monitoring tool. This could be a valuable addition to the monitoring arsenal at Mt.
Ruapehu and other volcanoes that exhibit little precursory activity before erup-
tions.
4.1.3. Regional Geology
The basement greywacke in the Ruapehu region consists of the Torlesse and Waipapa
terranes to the west and east respectively [Adams et al., 1998;Mortimer , 2004]. The
geological textures of the basement rocks around Mt. Ruapehu were investigated by
Beetham and Watters [1985] during the Tongariro Power development project. They
found no discernible internal structure in the basement greywacke except a couple
of small areas that display textural zone 2B, semi-schistose rocks (on the metamor-
phic sequence described by Turnbull et al. [2001]); these were to the north of the
Kaimanawa Range (which is outside our study area) and around Lake Moawhango
(Figure 4.1). Mortimer [1993] identies these areas as Kaimanawa schist, which is
a continuation of the Haast schist. The schist around Lake Moawhango is therefore
the only region in which we expect to observe anisotropy related to the metamor-
phic texture. Anisotropy from the semi-schistose rocks would have  oriented in the
same direction as the strike of the fabric, that is 035{040 [Beetham and Watters ,
1985].
Figure 4.2 (a) displays four zones identied by Villamor and Berryman [2006] as
having dierent fault strikes. The area of most dense faulting lies to the NE of Mt.
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Figure 4.2. Zones and clusters for comparison of parameters. Black triangles indicate the summit
of Mt. Ruapehu. (a) Orange lines are known faults (from the NZ Active Faults Database of GNS),
yellow boxes group faults with similar strikes into four zones [Villamor and Berryman, 2006].
Zone 1 contains the Tongariro graben, zone 2 contains the Ruapehu Graben, zone 3 contains the
Ohakune-Raetihi fault-set and zone 4 contains the Karioi fault-set. (b) White dots show epicentres
of earthquakes with focal mechanism information from Sherburn et al. [2009], red boxes group the
earthquakes into seven clusters. Clusters a, b, c and d are labelled for reference in the text to
those clusters in zone 2. (c) Dark green bars show fast polarisation results from spatial averaging
in section 4.4.2, green boxes show groups of data within 10 km of earthquake cluster centroid in
(b). (d) Combination of all zone and cluster outlines.
Ruapehu (zone 1), around Mt. Ngauruhoe and Mt. Tongariro. The average strike
of zone 1 faults is 030 [Rowland and Sibson, 2001]. The strike of zone 2 faults of
010 corresponds to the axis of the Ruapehu graben. Faults in zone 2 cross-cut the
faults of zones 3 to the west and zone 4 to the east. Zone 4 faults strike NNE{SSW
and the zone incorporates the area of the more pervasive metamorphic fabric, which
is sub-parallel to the fault strikes. Zone 3 faults strike WNW{ESE in an area of
Tertiary marine deposits and Quaternary volcanics, however there is no information
about deeper basement fabric for this zone.
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4.1.4. Stress Estimates
Villamor and Berryman [2006] noted that all of the Tertiary faults in the area are
normal, suggesting that the maximum compressive stress, S1, is close to vertical.
In a normal faulting regime the minimum compressive stress (S3) corresponds to
the minimum horizontal compressive stress (SHmin) and for Andersonian fault ori-
entations, is orthogonal to the fault strike. Conversely, the maximum horizontal
compressive stress (SHmax) is parallel to fault strike, in which case we would expect
 to also be parallel to fault strike regardless of whether stress-induced or struc-
tural anisotropy due to fault zones were dominant. The sense of motion and the
crosscutting of contemporary fault sets with three dierent strikes suggests that the
minimum and intermediate principal values of the stress tensor are similar in mag-
nitude, in which case small changes in horizontal stress magnitudes might rotate
SHmax [Villamor and Berryman, 2006]. Further evidence that jS2j  jS3j in the Ru-
apehu region comes fromWallace et al. [2004], who modelled GPS observations with
block rotation that allows opening of the Taupo rift and implies a change in stress
orientation over a short distance due to compression at the southern termination of
the TVZ. The temporal changes in shear wave splitting in the region observed by
Miller and Savage [2001] and Gerst and Savage [2004] are also in accordance with
this hypothesis.
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4. Spatial variations in anisotropy at Ruapehu
Estimates of local stress parameters have been calculated by inverting rst motions
and focal mechanisms of local earthquakes. A summary of these stress estimates can
be found in Table 4.1. These calculated or inferred maximum horizontal compressive
stresses will subsequently be referred to as SfocalHmax.
(a) Earthquakes and clusters
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(b) Focal Mechanisms
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Figure 4.3. Steps to calculate SHmax from focal mechanism inversions using the method of Arnold
and Townend [2007]. Black triangles indicate the summit of Mt. Ruapehu. (a) White dots show
epicentres of earthquakes that have focal mechanism information, red boxes group the earthquakes
into seven clusters. (b) Focal mechanisms used in the inversions, after Sherburn et al. [2009]. Blue
indicates hypocentre is deeper than 8 km and red shallower than 8 km. (c) Stereonets showing
principal stresses with S1 in red, S2 in green and S3 in blue. (d) SHmax estimations with 80%
condence interval in pink.
We carried out similar stress inversions of focal mechanisms to Sherburn et al. [2009]
using the Bayesian method of Arnold and Townend [2007] but using slightly dierent
clusters of events in order to better compare stress orientations to the zones of similar
fault strikes previously described in Section 4.1.3 and displayed in Figure 4.2. The
focal mechanisms used in the inversions are those calculated using rst motions and
the FPFIT method [Reasenberg and Oppenheimer , 1985] by Sherburn et al. [2009] for
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well-recorded earthquakes using parameters from the GeoNet earthquake database.
Figure 4.3 (a) displays the epicentres of those earthquakes with calculated focal
mechanisms, and the focal mechanisms are displayed in Figure 4.3 (b). The focal
mechanism inversion method allows fault plane ambiguities, observational errors,
and weights associated with individual focal mechanisms to be incorporated into
the analysis. The clustering and resulting principal stresses can be seen in Figure
4.3. For cluster a we used earthquakes that were all within our study area and fault
zone 1 (Figure 4.2), which resulted in a smaller subset than that used by Sherburn
et al. [2009], but we get stress tensor results that are in good agreement, with SfocalHmax
of 10315. We created four clusters of earthquakes from zone 2, all of which were
to the west of Mt. Ruapehu. The three from within the Erua cluster (b, c and d)
give the same SfocalHmax orientation of 10819 but the one closer to the mountain (d)
gave a normal faulting regime (S1 vertical) whereas the other two gave strike-slip
(S2 vertical). The northernmost of these three clusters (b) is in the overlap between
zones 1 and 2 (Figure 4.2). The cluster that Sherburn et al. [2009] used to the
southwest of Mt. Ruapehu was split into two, the northernmost of which was in
our zone 2 (cluster e) and gave SfocalHmax = 007  14. The resulting cluster in zone
3 (cluster f ) displays a normal faulting regime with SfocalHmax of 12944, which is
sub-parallel to the faults in this zone (Figure 4.2 (a)), although only eight focal
mechanisms were used in the inversion and the errors are large (Table 4.2). There
were enough earthquakes in cluster g (zone 4, the Waiouru swarm) to subdivide the
cluster, however all subsets of earthquakes (divided by time, depth, spatially and
randomly) yielded the same result to within errors; SfocalHmax of 00812, which was
very similar to that of cluster e in zone 2.
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4.2. Data
The Spatial Anisotropy Deployment At Ruapehu (SADAR) project consisted of 13
broadband and three short-period temporary three-component seismometers, de-
ployed around Mt. Ruapehu to complement the permanent network of three broad-
band and 12 short-period three-component seismometers [GeoNet , Last accessed 17
April 2011, http://www.geonet.org.nz] (Figure 4.1). A separate temporary de-
ployment of three three-component broadband seismometers around Mt. Ngauruhoe
took place in January and February 2008 [Jolly et al., 2011], the data from which are
included in the combined data set with data from the permanent network and the
SADAR stations. The SADAR stations were deployed throughout 2008 and during
that time recorded 1978 local earthquakes, as small as magnitude 1.0, that were also
recorded at the permanent sites and routinely located for the national New Zealand
catalogue. Of these, 929 had impulsive S wave arrivals and displayed shear wave
splitting at at least one station. More details about the seismic stations used in this
analysis are listed in Appendix B.
Figure 4.1 shows the catalogue hypocenters of the recorded seismicity [GeoNet , Last
accessed 17 April 2011, http://www.geonet.org.nz]. Hypocenters are routinely
calculated by GeoNet and have typical formal errors on the order of 0.01 horizon-
tally and 2 km vertically. The earthquakes tend to occur in three main clusters.
The majority of the earthquakes occur to the southeast of Mt. Ruapehu, around
the village of Waiouru and this group of earthquakes is referred to hereafter as the
Waiouru swarm. Many earthquakes also occur to the northwest of the mountain:
these have been referred to in previous studies by several names including the Na-
tional Park swarm [Sherburn and White, 2006], Raurimu swarm [Reyners , 2010] and
Erua swarm [Keats et al., 2011] after features and villages local to the earthquakes.
Here we adopt the term Erua swarm as Erua village is directly over the center of
the swarm and, even though the Raurimu fault passes through the swarm, we nd
no evidence that the earthquakes are directly related to the fault. The cluster of
earthquakes to the northwest continues in a line to the west. This is the so-called
Taranaki-Ruapehu Line (TRL) [Sherburn and White, 2006; Stern, 2009]. The third
cluster near Mt. Tongariro to the northeast is smaller and somewhat shallower (< 8
km) than the other two but nevertheless is important in this study and is referred to
as the Tongariro swarm. Deep (> 50 km) earthquakes originate from the subducted
slab and Figure 4.1 illustrates the deepening of these earthquakes, and hence the
subducted slab, to the northwest.
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Figure 4.4 displays map and prole views of the catalogue locations of the shallow
(< 40 km) earthquakes (grey) and the relocations (black) calculated using HypoDD
(see Section 3.2.2 for details).
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Figure 4.4. Map and depth proles of relocated hypocentres of 60% of the shallow (< 40 km) 2008
catalogue. Grey dots are catalogue locations and black are relocations using HypoDD [Waldhauser
and Ellsworth, 2000]. (a) Map of catalogue and relocated earthquakes, red inverted triangles
indicate seismic stations. (b) N{S depth prole. (c) W{E depth prole.
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4.3. Method
4.3.1. Shear wave splitting
We use the automatic shear wave splitting method of Savage et al. [2010b], which
incorporates the Silver and Chan [1991] algorithm for calculating shear wave split-
ting using a grid-search inversion over the azimuth of the fast polarisation direction
 and delay time t, for a given time window, and Teanby et al. [2004a]'s SPLIT
code, which conducts cluster analysis over a range of time windows to nd the most
stable result.
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Figure 4.5. Modelled raypaths from reprasentative earthquakes to reprasentative stations in a
N{S transect. Earthquakes are modelled in the centre of each main cluster. Velocity model is from
Latter [1981a]. Raypaths were calculated using the method of Kroon [2009].
The optimum lter is identied based on a product of the signal-to-noise ratio and
bandwidth, and time window extremes are based on the dominant frequency of the
rst three seconds of the S waveform. In addition, the Savage et al. [2010b] method
grades or rejects the splitting parameters chosen by the cluster analysis based on the
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distribution of clusters in order to mitigate cycle skipping and ambiguous results.
Uncertainties (d) are calculated by nding the 95% condence interval for the
optimum values of  and t after conducting an F test for the chosen time window
[Silver and Chan, 1991]. The method requires no input parameters, and the only
manual step is determining the S arrival time. The incidence angle of each ray at
each station is calculated using the TauP Toolkit [Crotwell et al., 1999] with the
1-D velocity model of Latter [1981a] for the Ruapehu region. Rays with incidence
angles greater than 35 from vertical are not included in the analyses as these lie
outside the shear wave window [Nuttli , 1961] and S{P conversions at the surface
could contaminate the waveforms. We observe that the steep velocity gradient in
the top 0.5 km ensures that the majority of the local earthquakes recorded fulll this
criteria. Figure 4.5 displays the modelled raypaths from reprasentative earthquakes
to reprasentative stations in a N{S transect. The initial polarisations of the incoming
waves are calculated as part of the algorithm, such that applying the calculated
splitting parameters returns the waves to their unsplit state. Results from the shear
wave splitting analysis that gave  to within 20 of the polarisation of the incoming
wave were considered null results [Peng and Ben-Zion, 2004] and not included in the
interpretation. Nulls signify that no splitting was reliably detected [Silver and Chan,
1991], rendering the corresponding value of t meaningless and giving  with a 90
ambiguity. The  results are often plotted as rose diagrams (circular histograms) at
the station where the measurements were recorded (e.g. Figure 4.6).
Table 4.3. Station name with number of shear wave splitting measurements selected to be class
A and B, with short t (< 0.5 sec) from the method of Savage et al. [2010b].
Station
Name
SWS
measurements
Mean
()
Standard
Error ()
Standard
Deviation
()
Mean
t
(sec)
Standard
Deviation
(sec)
ALL all 5129 9.6 35.6 61.7 0.13 0.09
shallow 3689 3.8 inf 64.7 0.13 0.09
deep 873 15.8 36.5 49.2 0.13 0.07
ABUR all 0
shallow 0
deep 0
ASHAW all 97 32.1 15.8 37.4 0.15 0.09
shallow 76 33.0 19.3 40.3 0.14 0.10
deep 16 25.8 26.6 28.3 0.19 0.03
ATKR all 71 -62.8 inf 49.2 0.07 0.03
shallow 66 -58.9 26.1 44.1 0.07 0.02
deep 2 42.0 0.0 0.0 0.15 0.02
BALD all 51 15.1 28.4 43.8 0.13 0.06
shallow 40 9.1 24.3 39.4 0.14 0.06
deep 9 46.5 inf 46.0 0.05 0.00
BLYT all 96 -14.6 13.8 31.6 0.05 0.03
Continued on next page
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Table 4.3 { continued from previous page
Station
Name
SWS
measurements
Mean
()
Standard
Error ()
Standard
Deviation
()
Mean
t
(sec)
Standard
Deviation
(sec)
shallow 76 -14.5 13.3 28.4 0.05 0.03
deep 17 -7.9 inf 49.0 0.09 0.00
HOR2 all 101 2.6 18.4 32.4 0.13 0.05
shallow 82 4.3 19.4 31.7 0.13 0.05
deep 10 -7.6 inf 31.7 0.10 0.00
KBEL all 1 48.0 0.0 0.0 0.00 0.00
shallow 0
deep 1 48.0 0.0 0.0 0.00 0.00
MAKA all 0
shallow 0
deep 0
MASHUT all 0
shallow 0
deep 0
MOA all 4 39.9 inf 31.7 0.07 0.00
shallow 3 40.2 inf 35.3 0.07 0.00
deep 1 39.0 inf 0.07
MOUNDS all 98 83.4 25.2 31.6 0.07 0.06
shallow 85 80.8 10.9 29.2 0.05 0.03
deep 8 -23.6 inf 42.5 0.15 0.00
PEN2 all 175 -13.0 12.7 39.4 0.12 0.06
shallow 121 -11.5 13.6 36.7 0.13 0.05
deep 37 -17.5 32.8 40.3 0.14 0.03
TONG all 84 21.1 12.0 34.1 0.20 0.08
shallow 67 20.1 14.4 35.2 0.18 0.09
deep 10 28.0 27.6 25.4 0.31 0.03
UP48 all 126 52.4 41.7 50.7 0.12 0.06
shallow 98 64.5 inf 52.7 0.12 0.06
deep 17 37.0 18.0 26.3 0.06 0.00
WAHI all 174 36.5 30.4 49.3 0.17 0.09
shallow 132 35.8 inf 61.6 0.16 0.08
deep 29 39.1 16.5 23.6 0.24 0.01
WHAKIN all 96 14.1 24.7 42.5 0.15 0.09
shallow 80 11.5 28.1 42.5 0.15 0.09
deep 10 40.7 45.8 0.19 0.11
COVZ all 0
shallow 0
deep 0
DRZ all 80 38.9 inf 53.7 0.21 0.00
shallow 57 43.8 inf 56.7 0.19 0.06
deep 13 39.1 inf 36.6 0.21 0.00
FWVZ all 284 -18.5 22.1 51.6 0.12 0.08
shallow 196 -29.4 19.5 47.1 0.12 0.08
deep 41 44.0 inf 52.9 0.15 0.07
KRVZ all 158 -37.6 inf 64.6 0.35 0.05
shallow 130 -41.4 inf 59.7 0.35 0.05
deep 13 -7.8 inf 41.6 0.32 0.09
MOVZ all 262 6.2 9.5 34.3 0.13 0.08
shallow 143 7.2 11.7 35.1 0.15 0.09
deep 74 1.1 9.1 20.1 0.07 0.01
Continued on next page
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Table 4.3 { continued from previous page
Station
Name
SWS
measurements
Mean
()
Standard
Error ()
Standard
Deviation
()
Mean
t
(sec)
Standard
Deviation
(sec)
MTVZ all 275 -80.1 35.5 54.7 0.11 0.02
shallow 185 -71.3 28.7 49.8 0.10 0.03
deep 43 22.4 inf 54.3 0.11 0.01
NGZ all 230 -25.1 36.9 52.2 0.18 0.11
shallow 154 -57.9 inf 65.3 0.20 0.13
deep 33 -7.4 inf 49.6 0.17 0.00
OTVZ all 353 -81.0 7.3 34.9 0.14 0.04
shallow 262 -75.7 8.1 33.8 0.14 0.04
deep 44 84.3 21.9 36.4 0.11 0.00
PKVZ all 172 63.5 11.9 38.6 0.11 0.07
shallow 100 72.2 12.7 34.3 0.14 0.07
deep 53 40.4 27.3 40.4 0.17 0.06
TRVZ all 205 -2.5 10.1 39.3 0.21 0.15
shallow 134 -2.4 11.3 37.7 0.21 0.15
deep 37 -4.8 inf 48.7 0.21 0.07
TUVZ all 173 36.0 14.3 39.3 0.21 0.08
shallow 120 32.1 16.8 39.5 0.23 0.09
deep 27 37.3 27.3 35.6 0.18 0.06
TWVZ all 186 -26.3 24.8 49.5 0.10 0.09
shallow 121 -34.3 inf 54.0 0.04 0.02
deep 50 -16.2 23.9 37.5 0.09 0.00
WNVZ all 238 1.5 10.4 39.1 0.10 0.04
shallow 161 0.8 9.8 37.2 0.10 0.04
deep 44 5.1 30.8 40.7 0.21 0.09
WPVZ all 352 -20.9 40.5 41.7 0.14 0.08
shallow 266 -21.1 inf 40.1 0.14 0.08
deep 36 -25.1 24.5 37.4 0.12 0.03
WTVZ all 357 63.0 30.7 50.4 0.20 0.09
shallow 284 70.0 29.0 48.0 0.20 0.09
deep 50 9.6 31.1 43.6 0.22 0.07
NGA4 all 16 -4.5 inf 38.5 0.27 0.00
shallow 16 -4.5 inf 38.5 0.27 0.00
deep 0
NGA5 all 14 -17.2 29.7 28.4 0.27 0.14
shallow 10 -18.9 44.5 28.9 0.27 0.15
deep 2 19.2 inf 20.2 0.30 0.01
NGA6 all 28 -18.7 inf 44.7 0.12 0.10
shallow 23 -10.6 inf 45.0 0.12 0.10
deep 4 -33.8 inf 43.2 0.05 0.04
4.3.2. Delay Time Tomography
In order to constrain the locations of high anisotropy, a two-dimensional tomo-
graphic inversion was conducted on the delay time (t) estimates from the shear
wave splitting analysis to obtain the strength of anisotropy (the amount of splitting
in seconds, measured per km) in each of the grid blocks. We assume that the shear
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Figure 4.6. Rose diagrams of fast polarisation of split shear waves from automated method
[Savage et al., 2010b]. Rose diagrams are plotted on the station at which the observations were
made and are scaled according to the number of measurements so that the area of each bar, rather
than the length, is proportional to the number of measurements. Numbers of measurements and
statistical analyses are listed in Table 4.3. Note the bimodal forms of some of the rose diagrams.
Orange lines are known faults (from the NZ Active Faults Database of GNS, after Villamor and
Berryman [2006]), blue line is the outline of the TVZ (after Wilson et al. [1995]).
wave splitting delay times are accumulated along the raypath [e.g. Crampin, 1991;
Zhang et al., 2007] and that the total delay time is simply the sum of the delay times
for each grid block that the ray traverses.
tr =
nX
b=1
(sb  Lrb) (4.1)
Here tr is the measured delay time of the ray r, sb is the strength of anisotropy per
grid block, and Lrb is the length of the raypath within each of the n blocks. The
assumption that t is simply additive is a simplication of a non-linear relationship
between heterogeneous anisotropy and the observed apparent t at the surface. How-
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ever, it gives a rst-order approximation to the heterogeneous anisotropic structure
of regions of strong and weak anisotropy.
Other authors [Crampin, 1994; Sayers and Kachanov , 1995] have calculated crack
density to characterise the strength of anisotropy, but the possibility of anisotropy
in our study area being caused by eects other than uid-lled cracks means that
the anisotropy cannot be interpreted solely in terms of an idealised crack model. To
accomplish the inversion, we rst gridded the study region using a quadtree gridding
system [Townend and Zoback , 2001, 2004] and a minimum block size of 5 km square,
with each grid block having between 20 and 65 ray paths passing through it. These
parameters were chosen to minimise the residuals from the tomographic inversion,
while ensuring that each block contained enough data to give a reliable mean when
the  measurements of the rays intersecting it were averaged for the analysis in
Section 4.3.3. The results obtained using variations of these parameters are listed
in Table 4.4. The quadtree gridding method iteratively analyses each block; more
than 65 ray paths passing through a block results in the block being subdivided
further, fewer than 20 ray paths means that the block is excluded from the analysis.
The gridding continues until all of the blocks fulll these criteria by either having
between 20 and 65 rays passing through them, or by having been divided until it
has the minimum size of 5 km square. Figure 4.7 displays the rays and 145 grid
blocks, 121 of which were used for the analysis.
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Figure 4.7. Region of analysis divided into grid blocks using quadtree gridding. Grey lines show
raypaths, blue inverted triangles are seismic stations. Criteria for gridding were that there be
between 65 and 20 raypaths passing through each box, with a minimum box size of 5 km. This
resulted in 149 blocks, 121 of which are used in the analysis. Shaded boxes show those not used.
The grid is oriented at a slight angle from north because the grid was constructed using the New
Zealand Map Grid (NZMG) coordinate system and plotted in latitude and longitude.
We used a medium-scale optimisation inversion function (lsqlin) in MATLAB, which
uses an active set method similar to that described by Gill et al. [1981]. This al-
gorithm determines a feasible initial solution by rst solving the linear least-square
problem, then converges on a nal solution iteratively subject to bounding con-
straints. The active set refers to the elements that remain within the boundary
constraints with each iteration. The constraints were set so that the minimum
strength could not be below 0 s/km and that the maximum could not exceed the
maximum t observed for a ray path applied to one block length, i.e. tmax=Lmin(b)
where Lmin(b) is the width of the smallest block from the quadtree gridding. The
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data were weighted so that the problem becomes (in matrix notation)
GTC 1d = (GTC 1G)m (4.2)
Here G is the design matrix constructed by nding the distance that each ray
traverses each block, i.e. from Lrb; d is a vector containing the t measurements of
each ray; m is the model solution containing the strength of anisotropy (the amount
of splitting) per block. The errors can be split into the measurement errors and
0.000
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0.015
0.020
0.025
strength of anisotropy (s/km)
Stations
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Figure 4.8. Delay time tomography from the inversion of data. Warm colours indicate strong
anisotropy, shaded area shows the limit of statistical signicance calculated from the model variance
matrix, white inverted triangles are seismic stations.
the inversion errors, which originate from the scale of the strength variation of the
model.
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We therefore construct the error covariance matrix, C, with diagonal components
Cii = 
2
d(i) + L
2
b  ~2m  nb(i)=n (4.3)
and constant o-diagonals with values:
Cij = ~
2
m  L2b=n2 (4.4)
Here 2d(i) is the squared standard error of the i
th measurement, Lb is the length
scale of the boxes, nb(i) is the number of boxes the i
th ray passes through and ~2m
is the mean of the variance of the result when the data are weighted as 1=d(i). To
test the scale of the eect that each section of the ray has on other sections, n is
an arbitrary number of sections to further divide the portions of each ray in each
box. We conducted the inversion with various values of n, ranging from 1 to 1000
and found the inversion results to be relatively insensitive to the weighting. The
results are presented using n = 100 and output parameters for dierent values of n
are listed in Table 4.4. We nd that typical magnitudes of d(i) are approximately
10 2   10 3 and typical magnitudes of m(i) are approximately 10 5. The error is
therefore dominated my the measurement uncertainties, as expected. We performed
a checkerboard test to assess where structures may be retrieved. The checkerboard
test was carried out by constructing the checkerboard model vector mCB using a
regular grid with blocks given alternating anisotropy strength values of 0.01 km/s
and 0.02 km/s, and adding random noise drawn from a standard normal distribution.
Synthetic t measurements were calculated by the linear multiplication:
dCB = GCBmCB (4.5)
The inversion was then carried out using the quadtree grid as described above.
Figure 4.8 displays the inversion results and Figure 4.9 displays the results from a
checkerboard test.
The resolution matrix was found to be the identity matrix because the problem is
over-constrained due to the design of the grid, namely that each block should have
more than 20 rays passing through it in order to obtain a reliable average  per block
(see Section 4.3.3 below). The limit of statistical signicance illustrated in Figure 4.8
and Figure 4.9 was constructed by nding the contour where the log of the standard
deviation (square-root of the diagonal elements of the model variance matrix) was
 5:5 (see Figure 4.10 for contours of m). The value of log10 m(ii) =  5:5 was
chosen because it encompassed most of the grid blocks with more than 20 rays, and
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included the features from the checkerboard test that were best reconstructed. It can
be seen in Figure 4.10 that a dierent choice of cut-o would give a dierent limit
of statistical signicance and that the choice given here is a conservative estimate in
that there are features of the checkerboard that are recreated outside of this limit.
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Figure 4.10. Contours of the square-root of the diagonal elements of the model variance matrix
log10 m(ii).
4.3.3. Spatial Averaging
We produced spatial averages of splitting parameters as a rst-order approximation
to the heterogeneous anisotropic structure [Audoine et al., 2004].
To construct the map of spatial averages in , the  values were weighted and
assigned to each grid block that each ray passed through using the quadtree gridding
from Section 4.3.2. The rose diagrams of the  values are plotted and the mean
direction (computed using circular statistics) from each grid block is plotted only
when the standard deviation of the data is less than 30 and the standard error of the
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Figure 4.11. Spatial averages of fast shear wave polarisations from shear wave splitting. Red
rose diagrams are normalised, yellow bars show mean polarisation. Black triangles indicate the
summit of Mt. Ruapehu and yellow polygons show zones from Figure 4.2. Rose diagrams are
plotted in the centre of each grid block and those grid blocks with less data than the threshold are
not plotted. Grid blocks with a standard deviation larger than 30 and standard error larger than
10 do not have the mean plotted. (a) Spatial Average with no weighting function applied. (b)
Spatial averaging with weighting inversely proportional to distance from the station. (c) Spatial
averaging with weighting inversely proportional to the square of the distance from the station.
(d) Spatial averaging with weighting functions along the raypaths taken from the two-dimensional
tomographic inversion of delay time.
mean is less than 10. These criteria enable us to eliminate those blocks exhibiting
large scatter or more than one mode. Several weighting schemes were tested and are
displayed in Figure 4.11; (a) corresponds to no weighting function, and (b) and (c)
to the situations in which the  values are weighted by 1=d and 1=d2, where d is the
distance of the grid block from the station [Audoine et al., 2004]. This weighting
scheme was designed to account for the fact that the value of  will be inuenced by
a greater amount by anisotropic media later in the path [Rumpker and Silver , 2000;
Nistala and McMechan, 2005]. Figure 4.11 (d) displays weighting for the regions of
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high anisotropy determined by t tomography, described in Section 4.3.2. To obtain
this weighting the anisotropy strength prole along each ray was normalised by the
t measurement for the particular ray-path and used as the weighting function, w:
wrb =
sb
tr
(4.6)
Here r signies the passing ray and b signies the block in question so that the
average fast direction for n rays passing through the block, b, is:
b = tan
 1 2
0BBBB@
nX
r=1
sinr  wrb
nX
r=1
wrb
;
nX
r=1
cosr  wrb
nX
r=1
wrb
1CCCCA (4.7)
The spatial averaging using 1/d2 weighting (Figure 4.11 (c)) produces the least
scatter and the most means with standard error and standard deviation to within
the threshold values stated in Section 4.3.3. Spatial averaging using 1=d2 weighting
fuctions yielded 88 measurements within the thresholds, whereas 64 measurements
were produced by averaging with no weighting function, 75 were produced with 1=d,
and 73 were produced using the tomography weighting functions.. Therefore we will
subsequently analyse the map of spatial averaging using 1/d2 weighting functions
(Figure 4.12).
4.4. Results
4.4.1. Shear wave splitting
Figure 4.6 displays rose diagrams of the fast polarisations for earthquakes recorded
in 2008, plotted at the station at which they were recorded and scaled according
to how many measurements were obtained. Table 4.3 includes information about
how many events were used at each station and Figure 4.13 displays results from
just the shallow (< 30 km) and deep (> 50 km) earthquakes separately. The vast
majority of the earthquakes fall into the shallow category and, while there are small
dierences between the results from the shallow and deep events at some stations,
these results don't inuence the overall analysis. The automatic shear wave splitting
algorithm chooses a lter based on the dominant frequency of the waveforms and
the bandwidth. We do not observe a systematic dierence in the chosen lter as
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Figure 4.12. Spatial averages of fast shear wave polarisations from shear wave splitting with
weighting inversely proportional to the square of the distance from the station. Red rose diagrams
are normalised, yellow bars show mean polarisation. Blue triangle indicates the summit of Mt.
Ruapehu. Rose diagrams are plotted in the centre of each grid block and those grid blocks with
less data than the threshold are not plotted. Grid blocks with a standard deviation larger than
30 and standard error larger than 10 do not have the mean plotted.
a function of depth. We also do not see a systematic increase in delay time for
the deep events (Figure 4.14). These observations suggest that at the frequencies
chosen (predominantly 1{8 Hz) the anisotropy that we are measuring is crustal in
origin, although upper mantle anisotropy could be aecting the waveforms at lower
frequencies. We conclude that the following analysis benets more from the inclusion
of all of the data, thus increasing the data set, than it would from the exclusion of
deep earthquakes. Therefore both deep and shallow earthquakes have been included
throughout.
In order to ensure that there were no strong temporal changes in anisotropy during
the SADAR experiment, we performed a temporal averaging analysis similar to that
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Figure 4.13. Rose diagrams of fast polarisation of split shear waves from automated method on
earthquakes with hypocentres shallower than 30 km (a) and deeper than 50 km (b). Rose diagrams
are plotted on the station at which the observations were made and are scaled according to the
number of measurements. Note the dierent scales to Figure 4.6.
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Figure 4.14. Analysis of earthquake depth with t using all available data.
used by Savage et al. [2010a]. Figure 4.15 shows  and t results throughout 2008 for
a subset of the stations. Station TUVZ is on the east ank of Mt. Ruapehu and has
been used in previous studies to demonstrate temporal changes in anisotropy [Gerst
and Savage, 2004], in attenuation [Titzschkau et al., 2010] and in cross-correlation
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Figure 4.15. Shear wave splitting data for earthquakes throughout 2008 recorded at ve stations.
Scattergraphs show individual measurements (blue) with error bars indicating the 95% condence
interval for each measurement and a 20 point moving average (red) with error bars indicating the
standard error of the mean. The top graph of each panel shows delay time results and the bottom
graphs show fast orientation results.
functions from ambient seismic noise [Mordret et al., 2010]. Station TRVZ is on the
southwest ank of the volcano, close to the summit and was also used by Gerst and
Savage [2004]. Stations OTVZ, MOVZ and PKVZ are further away from the summit
of Mt. Ruapehu at dierent azimuths from the volcano. Each of these stations is
close to one of the main clusters of earthquakes displayed in Figure 4.1 but each
records earthquakes from all three clusters. Figure 4.15 shows that there are small,
insignicant variations in the  and t averages throughout 2008 at some of the
stations but that these variations are uncorrelated. We therefore treat all the data
as time independent.
Some of the rose diagrams in Figure 4.6 display directions with very little scatter
and one strong modal orientation. Others, however, display more scatter or bimodal
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Figure 4.16. Azimuthal analysis of fast polarisation data for stations TWVZ and WPVZ. (a)
Backazimuth versus fast polarisation plot for TWVZ showing three strong backazimuths giving
distinct fast polarisations. Colours represent density of data points. (b) Zoom in on rose diagrams
from Figure 4.6 for stations TWVZ and WPVZ, showing one bimodal and one linear rose diagram.
(b) Map of the area around Mount Ruapehu (from Figure 4.1). The white circles indicate the
catalogue locations of the earthquakes in 2008, used in this study. The inverted triangles represent
seismometers. (d) Backazimuth versus fast polarisation plot for WPVZ showing three strong
backazimuths again giving distinct fast polarisations even though these are not obvious from the
rose diagram alone.
forms. Further analysis of the shear wave splitting results from station TWVZ
(Figure 4.16 (a)) suggests that the two main modes of  are caused by measurements
from earthquakes with two dominant backazimuths. The two backazimuths are
consistent with the distribution of seismicity displayed in Figure 4.1. There is also
a third backazimuth associated with the third cluster of earthquakes that gives a
discrete , although this isn't obvious from the rose diagram. The two backazimuths
from the strong orientations of  are less then 050 apart, suggesting that as the
rays approach the station, they traverse similar paths. The path lengths and depths
sampled by the rays further from the station are quite dierent, with more distant
earthquakes sampling deeper crust. The two strong orientations of  associated with
these backazimuths are about 80 dierent, suggesting the splitting occurred in the
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early part of the ray-path, further from the station. The same analysis of shear wave
splitting results from station WPVZ (Figure 4.16 (d)) shows that, although the rose
diagram doesn't show three clear modes, there is more than one value of  caused
by more than one backazimuth. This backazimuthal dependence suggests that the
 value obtained from shear wave splitting analysis is highly dependent upon the
path that the ray takes, which has also been found in other regions by Zinke and
Zoback [2000] and Liu et al. [2004]. Furthermore, this suggests that the anisotropy
is not uniform throughout the crust in the study region, as is observed for mantle
anisotropy [Greve et al., 2008] and that averaging  over the whole region [Gerst
and Savage, 2004] may not be appropriate. Comparison of  and backazimuth with
t data (Figure 4.17) indicates that the splitting delay times are also inuenced
by the backazimuth, suggesting that not only does the fast direction vary spatially,
but the strength of anisotropy is also heterogeneous. Azimuthal analysis of  data
from all of the stations is in Figures 4.18 and 4.19. The majority of the stations
display a similar pattern of  dependence with backazimuth but some show a range
of  for a single backazimuth (e.g. at a backazimuth of  300 at station ASHAW,
Figure 4.18). All of the backazimuths that display this behaviour relate to seismicity
from the TRL. The TRL seismicity ranges in depth from 15   35 km [Sherburn
and White, 2005], suggesting that there is some depth dependence of shear wave
splitting parameters, at least to the west of Mt. Ruapehu, that our analyses do not
account for. However,the spatial averages of splitting parameters are a good rst-
order approximation to the heterogeneous anisotropic structure and account for the
majority of the spatial variations in observed .
4.4.2. Spatial Averaging
There are some strong, but complex, patterns that are visible in the mean  values
in Figure 4.12. When all of the measurements are combined they have a mean
of 013 (from Figure 4.6), which correlates with most SfocalHmax estimations for the
Ruapehu region (Table 4.1) and also regional anisotropy from SKS (007{066) and
Pn studies [Greve et al., 2008; Seward et al., 2009]. This direction is sub-parallel
to the trench caused by the Pacic Plate subducting beneath the Australian Plate
striking at 015 [Wood and Davy , 1994], and the strike of structures in the region
such as the line of volcanoes that make up the TVZ and bounding faults (010{030
Rowland and Sibson [2001]; Villamor and Berryman [2006]). However, the overall
distribution does not have a single strong mode, and we observe a greater degree
of heterogeneity when we examine the smaller scale detail. Only to the southeast
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Figure 4.17. Azimuthal analysis of fast polarisation and delay time data for station TWVZ.
(a) Delay time versus fast polarisation plot showing two strong delay times giving distinct fast
polarisations. Colours represent density of data points. (b) Backazimuth versus delay time plot
showing the two distinct delay time measurements with dierent backazimuths. (c) Backazimuth
versus fast polarisation plot showing the same fast polarisations and backazimuths.
and northeast of the study region is the NNE-SSW trend dominant. South of Mt.
Ruapehu (around  175300   39200) the trend is more north{south, and to the
northwest of the volcano (around  175200   39100) the fast polarisations turn to
a more east{west orientation.
4.4.3. Delay Time Tomography
Figure 4.8 displays the inversion results with several interesting features. There is a
region of high anisotropy to the northeast of Mt. Ruapehu, which coincides with the
location of other volcanoes: Mt. Ngauruhoe and Mt. Tongariro. The region immedi-
ately surrounding Mt. Ruapehu does not exhibit high anisotropy. There is a region
of high anisotropy to the southeast of the study area, which corresponds to the
persistently active Waiouru swarm (Figure 4.1) [Hayes et al., 2004]. The Waiouru
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Figure 4.18. Azimuthal analysis of fast polarisation data for all stations. Colours represent
density of data points.
swarm is a linear feature, which does not have many seismometers, nor earthquakes
on its southeast side, resulting in the blocks encompassing the Waiouru swarm ap-
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Figure 4.19. Azimuthal analysis of fast polarisation data for all stations. Colours represent
density of data points.
pearing less populated with rays to the southeast (Figure 4.7). However, there are
still many crossing rays and rays originating in these blocks so that the results of
the checkerboard test (Figure 4.9) suggest that the region is well resolved.
To test the signicance of the improvement of the model of anisotropy strength
compared to the null case we performed an F test. The null case was calculated as a
uniform anisotropy strength with a value equal to the mean anisotropy strength of
the best model. The sum of squares of the weighted residuals for the null case was
compared to the sum of squares of the weighted residuals for the best model to get
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an F statistic of 1.40. This exceeds the critical value of 1.06 and so the hypothesis
that the models are the same to within errors can be rejected and the best model
can be accepted to provide a signicantly better t to the data.
4.5. Interpretation
It is important to dierentiate between stress-induced and structural anisotropy
before interpreting shear wave splitting parameters and any time variations observed.
Kaneshima [1990], Zinke and Zoback [2000] and Boness and Zoback [2006a] were
able to distinguish between stress-induced and structure related anisotropy in regions
where both the regional stress eld and local structures were well known. These are
examples where individual shear wave splitting measurements display either stress-
induced or structure related anisotropy. The Boness and Zoback [2006a] study also
found that some stations displayed a mix of polarisations, which could have been
from a mix of anisotropy mechanisms or an average of the two.
As crustal stresses change, either locally due to earthquakes, uid movement, and/or
volcanic activity, or regionally due to tectonic movement, the contribution of stress
induced microcracks to the anisotropy will change. If the eect of stress induced
microcracks on shear wave splitting becomes stronger than that of the structural
inuences, and the direction of SHmax is dierent to the strike of the structure,
then a rotation of  may be observed. This temporal rotation of  indicates a
change in SHmax, and therefore the stress tensor, that could be either directional
or magnitudinal. We do not observe a temporal variation in shear wave splitting
parameters during this study, however to aid the interpretation of past changes and
possible future changes, it is important to create a benchmark.
To determine whether the anisotropy that was observed in 2008 is governed by
stress-induced microcracks or structural inuences, we use the zones and clusters
dened in Section 4.1.3 and Figure 4.2 and compare the horizontal direction of
metamorphic fabric, surcial fault strikes, SfocalHmax and . The results are listed in
Table 4.2. These dierent observations all sample dierent levels within the crust;
surcial faults give estimates of SHmax at the surface at the time of faulting and
a possible source of anisotropy around the fault plane, seismic source observations
give estimates of SHmax at the depth of the earthquake and anisotropy samples the
path between the seismic source and the surface. Therefore this 2-D analysis is a
rst order approximation and more in depth interpretation could be done with the
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Figure 4.20. (a) Comparison of fault strikes, , SHmax and fast direction from P anisotropy
tomography. Black triangle indicates the summit of Mt. Ruapehu. Red bars show direction of
SHmax from focal mechanism inversions with 80% condence interval and red polygons show clus-
ters of earthquakes used. Green bars show  direction with standard error and green polygons
show areas of anisotropy measurements used. Yellow rose diagrams show fault strikes after Vil-
lamor and Berryman [2006] and yellow polygons show zones from Figure 4.2. Blue bars show
P wave anisotropy tomography after Eberhart-Phillips and Reyners [2009]. Length of bar indi-
cates strength of anisotropy and colour represents depth of modelled anisotropy: white is at 0
km, getting progressively darker through 4, 11 and 18 km depth (black). (b) Inferred anisotropy
mechanisms around Mount Ruapehu. Anisotropy to the north of Mt. Ruapehu is thought to be
controlled by fractures and faults. Anisotropy in to the west and south is thought to be caused by
stress-induced microcracks, even though the direction changes. The area to the southwest does not
contain enough data to draw conclusions about the mechanism of anisotropy, and anisotropy to
the southeast is probably caused by a combination of mineral alignment, stress-induced microcrack
alignment, and fractures.
use of a 3-D tomographic inversion of the shear wave splitting parameters. Figure
4.20 (a) also shows anisotropy fast azimuth and strength from the P wave anisotropy
tomography of Eberhart-Phillips and Reyners [2009]. The estimates are plotted on
the node of the inversion and vary with depth. Comparison of this P wave anisotropy
with the stress, structure and shear wave splitting is dicult to quantify due to the
coarse grid, however the general agreement is good and we suggest that the P wave
anisotropy ts our data best shallower than about 11 km depth (light blue Figure
4.20 (a)). This mid{upper-crustal depth ts with the majority of the ray-paths,
however, it is deeper than hypothesised models for magma reservoirs [Price et al.,
2007] and so anisotropy at depth would probably not be aected by magma induced
stresses. Eberhart-Phillips and Reyners [2009] attribute the crustal anisotropy to
foliation in schists (east of study area), crustal stresses (southwest of study area)
and fracture zones (north of study area).
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4.5.1. Stress and Structure
Comparison of stress estimates from our focal mechanism inversions (Section 4.1.4,
Figure 4.3) and those of Hayes et al. [2004], Sherburn et al. [2009] and Reyners [2010]
with Quaternary fault analysis of Villamor and Berryman [2006] (Figure 4.20) shows
that active SfocalHmax often diers from those inferred from surface faults. Clusters a,
b, c and d display SfocalHmax that is sub-perpendicular to surface faults, whereas S
focal
Hmax
for clusters e, f and g align with surface faults.
4.5.2. Anisotropy, Stress and Structure
To easily compare  to SfocalHmax and structural inuences, we take an average of the
shear wave splitting results within each cluster indicated in Figure 4.2 (c). These
estimates for average  were calculated by taking results from the grid blocks within
10 km of the earthquake cluster centroid (Figure 4.2 (b)). We have carried out
this analysis for the spatial averaging results using 1/d2 weighting functions and the
comparisons are displayed in Figure 4.20 (a) with reference to the clusters dened by
earthquake locations, and to the zones of similar fault strike determined by Villamor
and Berryman [2006]. A cartoon summary of our interpretations is presented in
Figure 4.20 (b).
Cluster a
In the region of dense faulting in zone 1 the observed shear wave splitting direction
is sub-parallel to the fault strikes (Figure 4.20). The estimate of SfocalHmax, which uses
earthquakes from the Tongariro swarm, is nearly perpendicular to . Therefore in
zone 1 (around cluster a), the observed shear wave splitting is most likely caused
by anisotropy from the fault zones rather than stress induced anisotropy.
Cluster b
Cluster b, at the southwest edge of zone 1, has similar  and SfocalHmax to cluster a.
Even though the faulting is not as dense near cluster b, there are still faults with the
same orientation (Figure 4.2) and therefore the inference of structural anisotropy
being dominant holds for all of zone 1 (Figure 4.20 (b)).
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Clusters c and d
SfocalHmax for clusters c and d (in the west of zone 2) is approximately perpendicular to
the general strike of the structure and  correlates well with SfocalHmax, suggesting that
stress induced anisotropy is the cause of shear wave splitting in this region (Figure
4.20 (b)). Zone 2 is a region of weak fabric and few mapped faults (Figure 4.2 (a)),
so it is not surprising that  does not line up well with the structure (Figure 4.20
(a)).
Cluster e
Cluster e is located closer to the centre of zone 2. In this case SfocalHmax and  align
with fault strikes for the zone although there are few surcial faults close to the
cluster, suggesting that stress is the governing anisotropy mechanism in this part of
zone 2 as well (Figure 4.20 (b)).
Cluster f
Neither fault strikes, nor the estimate of SfocalHmax in zone 3 correlate with  (Figure
4.20). However, this location is at the edge of our limit of statistical signicance
described in Section 4.3.2, and there is no information about basement fabric. While
SfocalHmax from earthquakes and surface fault strikes are well aligned in zone 3, the errors
on SfocalHmax are large. We cannot draw conclusions about the cause of anisotropy in
zone 3 as there is not enough data.
Cluster g
Our estimate of SfocalHmax using this cluster (the Waiouru swarm) aligns well with
estimates of . There is also higher-grade schist [Beetham and Watters , 1985; Mor-
timer , 1993; Lin et al., 2007] striking in the same direction as mapped faults, as
mentioned in Section 4.1.3, which also correlates with  (Figure 4.20 (a)). In this
case we are unable to distinguish the cause of anisotropy just by looking at the 2008
data as there were no evident changes in stress. If the anisotropy in this region
is governed by stress-induced microcracks and there was a rotation in SHmax then
a rotation of  would be observed. Even if the anisotropy in 2008 was governed
by structural inuences, if there was a rotation of SHmax, there would likely be a
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change in magnitude of anisotropy as well. If this change in magnitude was large
enough to eect the overall anisotropy then a rotation of  would still be observed.
Past estimates of SfocalHmax for the Waiouru swarm [Hayes et al., 2004; Sherburn et al.,
2009] have all been of similar strike so it is unlikely that temporal analysis of shear
wave splitting will assist in the identication of the cause of anisotropy. The amount
of shear wave splitting that we observe in this area is comparible with the values
obtained by Godfrey et al. [2000], who used laboratory experiments to show that
Haast schist can have as much as 0.2 sec of splitting for a 5 km thick layer.
4.5.3. Delay Time Tomography
The interpretation of the delay time tomography must be considered in conjunction
with the limitations of the method. It is designed to create a rst-order approxima-
tion for regions of strong and weak anisotropy and will therefore not provide accurate
absolute values of anisotropy strength. For example, discrete layers of anisotropy
can cause the leading shear wave to resplit [e.g. Yardley and Crampin, 1991] and so
the observed t will be that of the last layer; a 90 change of fast direction between
discrete layers can result in destructive interference and an observed t smaller than
that for either layer; or a layer of anisotropy that has its fast direction parallel with
the polarisation of the incoming wave will not be split, resulting in zero delay time.
However, the large volume of data and crossing rays used in this study allow us
to interpret the inversion results with reference to the regions of strong and weak
anisotropy.
To interpret the tomography of t and the regions of high anisotropy to the northeast
and southeast of Mt. Ruapehu (Figure 4.8), we examined other evidence in these
regions, as with the spatial averaging above. The region of strong anisotropy to the
northeast of Mt. Ruapehu is strongest on the northeast ank of Mt. Tongariro, which
is the location of the active Ketetahi geothermal eld [Risk et al., 2002]. High pore-
uid pressures are likely at geothermal elds and there may be some hydrothermal
alteration, creating more cracks in the rocks and therefore also higher percentage
anisotropy [Lees and Wu, 1999]. However, in Section 4.5.2 we saw that SfocalHmax was
not aligned with  in this region and that the area is densely faulted. Therefore,
high pore-uid pressures probably do contribute to the high anisotropy by increasing
the fractures, but the regional stress is not strong enough to overprint the structural
eect.
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There is no evidence for high heat-ow in the Waiouru region, but the consistently
active seismicity suggests uid movement in a critically loaded fault zone [Hayes
et al., 2004]. Therefore, high pore-uid pressures at depth could be creating a
strong stress induced anisotropy. The fault zone itself could be contributing to the
anisotropy because even though there are fewer mapped faults in this region than
in zone 1, the persistent seismicity suggests highly fractured rock at depth. Close
to Waiouru Beetham and Watters [1985] also identied a region of higher-grade
metamorphic (semi-schistose) rock, which could also be a cause of anisotropy. The
combination of these three mechanisms could combine to create a stronger anisotropy
(Figure 4.20 (b)).
4.5.4. Modelling
Petrologic evidence for Mt. Ruapehu suggests that rather than having one main
magma reservoir, magma is stored in evolving dikes and sills dispersed throughout
the crust [Price et al., 2005]. If these magma pockets are connected then it is possible
that magma injection into the system of small chambers could be modelled as a
single expanding source, although it is unlikely to completely describe the system.
Bryan and Sherburn [1999] suggested that the relatively quiet seismic scenario of
the 1995/1996 eruptions reected an open vent system, high heat ux and a small
volume of magma involved in the eruption. An open system and low magma input
are not conducive to detecting stress changes through shear wave splitting analysis at
stations tens of kilometers away. However, Miller and Savage [2001] and Gerst and
Savage [2004] found that shear wave splitting results changed over time, suggesting
that the anisotropy was caused by microcracks aligned with time-varying stress,
rather than static structure. Therefore, we use the Coulomb stress modelling package
of Lin and Stein [2004] and Toda et al. [2005] to model the maximum horizontal
stress caused by ination sources to gauge whether the observed anisotropy could be
caused by stress from one or more pressurised magma reservoirs. We carry out the
Coulomb modelling with no regional stress as the evidence outlined in Section 4.1.4
suggests that jS1j(vertical) > jS2j  jS3j and SHmax is only sensitive to dierences
between jS2j and jS3j. We use a coecient of friction of 0.8, Poisson's ratio of
0.25, Young's modulus of 8 GPa, and calculate all models at 2 km depth. We used
dike geometry based on the dike-like feature of low resistivity identied by Ingham
et al. [2009], a point source similar to that modelled by Mordret et al. [2010], and
a conduit-like source both centred on the volcano. The volume of the sources used
was based on the maximum and minimum estimates of eruptive products of the
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1995/1996 eruptions, which are 0.005 km3 and 0.01 km3 [Bryan and Sherburn, 1999].
We tested dierent models (Table 4.5) because the geometry of the magma reservoir
are currently unknown and to possibly constrain the geometry and volume of the
subsurface magma.
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Figure 4.21. Results from Coulomb modelling of a dike (orange bar) with 0.5 m of expansion
(not to scale). Mean  from spatial averaging using 1=d2 weighting in red, maximum horizontal
stress direction as calculated using Coulomb modelling in pink, contours indicate the strength of
the dierential stress away from the source, background colours represent residual between data
and model, with dark colours showing higher mist.
Figure 4.21 displays the modelled maximum horizontal stress calculated using the
method of Lund and Townend [2007], and the mean  in each block from the spa-
tial averaging described in Section 4.4.2, with the residuals shown by the coloured
background. The pattern of anisotropy, while described well in places by the stress
caused by a dike-like magma reservoir, is not consistent in other areas. There could
be a major eect from other stress such as that from the topographic loading of
the volcanic edice [Horspool , 2003] and those related to the extension of the TVZ
[Villamor and Berryman, 2006; Wallace et al., 2004] that we are unable to account
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for in this simple model. Table 4.5 lists the mean t, calculated by nding the L1
norm, between the predicted maximum horizontal stress from the dierent models
and the measured . The t is given for the whole study area rather than for spe-
cic areas as fault zone 2 includes the majority of the measurements and overlaps
with the other zones, and zone 2 is the zone in which stress is inferred to be gov-
erning the anisotropy. The dominant feature in the mist between the data and
the model (Figure 4.21) is an E{W trending line to the northwest of Mt. Ruapehu.
This line coincides well with the Taranaki-Ruapehu line (TRL), which is a discon-
tinuity observed in electrical resistivity, gravity, seismic attenuation and receiver
functions [Stern et al., 2006]. There is also a high rate of crustal seismicity along
the line [Sherburn and White, 2005] although there are no mapped surcial features.
We suggest that the TRL, as the transition point between dierent physical rock
properties and a gravitational instability, harbors a high stress and possible crustal
ow along the line could cause the development of crustal fabrics. Therefore, we
attribute the orientation of  in the region (Figure 4.20), and hence the mist in
Figure 4.21, to the TRL.
153
4. Spatial variations in anisotropy at Ruapehu
T
a
b
le
4
.5
.
C
ou
lo
m
b
m
o
d
el
s
te
st
ed
w
it
h

t
(S
)
an
d
n
or
m
al
is
ed

t
(S
n
)
b
et
w
ee
n
m
o
d
el
an
d
re
su
lt
s
w
it
h
1/
d
2
w
ei
gh
ti
n
g.
L
o
ca
ti
on
s
ar
e
gi
v
en
fr
om
th
e
ce
n
tr
e
(R
u
a
p
eh
u
S
u
m
m
it
).
M
o
d
el
X
-s
ta
rt
Y
-s
ta
rt
X
-
n
Y
-
n
S
ou
rc
e
In

at
io
n
D
ep
th
to
D
ep
th
to
1/
d
2
(k
m
)
(k
m
)
(k
m
)
(k
m
)
T
y
p
e
T
op
(k
m
)
B
ot
to
m
(k
m
)
S
S
n
D
ik
e
1
-0
.1
-0
.1
2.
1
4.
1
C
ra
ck
0.
25
m
0.
25
6.
00
61
.9
32
0.
70
4
D
ik
e
2
-0
.1
-0
.1
2.
1
4.
1
C
ra
ck
0.
5
m
0.
25
6.
00
62
.6
63
0.
71
2
C
on
d
u
it
1
-0
.1
-0
.1
0.
1
0.
1
li
n
e
of
p
oi
n
ts
1.
7E
+
6
m
3
3.
00
5.
00
57
.8
53
0.
67
3
C
on
d
u
it
2
-0
.1
-0
.1
0.
1
0.
1
li
n
e
of
p
oi
n
ts
1.
7E
+
7
m
3
3.
00
5.
00
59
.2
29
0.
67
3
P
oi
n
t
1
-0
.1
-0
.1
0.
1
0.
1
P
oi
n
t
5.
0E
+
6
m
3
4.
00
5.
00
57
.9
86
0.
65
9
P
oi
n
t
2
-0
.1
-0
.1
0.
1
0.
1
P
oi
n
t
5.
0E
+
7
m
3
4.
00
5.
00
58
.9
58
0.
68
6
154
4. Spatial variations in anisotropy at Ruapehu
Finite element modelling including topography will illuminate the proportion of the
stress causing the shear wave splitting observations that originates from topography
and what stress eects are from dierent sources.
4.6. Conclusions
In this paper we have presented shear wave splitting results from a combined data
set of two temporary deployments of three-component seismometers and the per-
manent network. The combined network was denser than any previous studies and
so yields a result with a higher resolution of spatial variations in anisotropy. We
have used earthquakes that occurred throughout 2008 near Mount Ruapehu and
the automated shear wave splitting method of Savage et al. [2010b] to determine
anisotropy parameters. We then used a spatial averaging technique combined with
a new method of simplied two-dimensional tomography to analyse spatial varia-
tions in anisotropy and relate these to stress and structure in the region. Detailed
explanations of the methods are provided in the manual discussed in Sections 3.2.5
and 4.7. Comparison of shear wave splitting results to stress estimates and local
structures let us distinguish the regions in which shear wave splitting is governed by
structural anisotropy and those in which stress-induced microcracks are the main
cause. Our interpretations agree well with those of Eberhart-Phillips and Reyners
[2009] derived from P wave anisotropy tomography. However, our dierent obser-
vations all sample dierent levels within the crust. Therefore this 2-D analysis is a
rst order approximation and more in depth interpretation could be done with the
use of a 3-D tomographic inversion of the shear wave splitting parameters.
Coulomb modelling with a dike-like magma reservoir oriented approximately NE{
SW was used to calculate the maximum horizontal stress. The pattern of anisotropy,
while described well in places by the stress caused by a dike-like magma reservoir and
structural eects, could also have a major eect from the load of the volcanic edice
or other structures such as the Taranaki-Ruapehu line. Finite element modelling,
including topography, will illuminate the proportion of the stress causing the shear
wave splitting observations that originates from these dierent sources. The results
of this study will be used to measure future changes in anisotropy and to identify
the regions of past changes in anisotropy with more condence.
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4.7. Obtaining and Using the Programs
The codes for this method have mainly been written in Matlab and GMT [Wessel
and Smith, 1991]. The programs and a detailed technical manual can be found
online (https://sites.google.com/site/jessicahelenjohnson/tessa).
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5. Multiplets and multiple projects
at Mount Ruapehu: tools for the
detection of temporal variations in
seismic anisotropy
Abstract
The temporal variation of shear wave splitting and its interpretation is highly con-
troversial. One of the main problems with the interpretation of temporal changes
in shear wave splitting is the possibility of spatial variations being measured along
diering ray paths and being interpreted as temporal variation. In this chapter we
employ three dierent techniques in order to identify and minimise the uncertainties
associated with the observations of temporally varying shear wave anisotropy at Mt.
Ruapehu. The rst approach applies a simplied two-dimensional tomographic in-
version of recorded delay times of shear wave splitting (t) and a spatial averaging of
fast direction of anisotropy () to data from temporary seismic deployments in the
Tongariro Volcanic Centre at Mt. Ruapehu in order to identify regions of changing
seismic anisotropy. We observe a region of strong anisotropy (> 0:025 s/km greater
than the surrounding area) centred on Mt. Ruapehu in 1995, which was the time
of a major magmatic eruption. This is interpreted to be due to high pressure, uid
and increased fracturing during the time of the eruption. We also observe strong
anisotropy at Mt. Tongariro in 2008 (t  0:018 s/km greater than the surrounding
area) and a change in  ( 80) and examine the temporal evolution of this anomaly
using clusters of earthquakes and permanent seismic stations in operation since 2004.
This anomaly is attributed to a change in the geothermal system. The second ap-
proach uses clusters of earthquakes and permanent seismic stations to analyse the
temporal variation of shear wave splitting along similar paths. Stations close to the
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Waiouru swarm do not display changes in shear wave splitting over time, suggesting
that the source of local anisotropy is unchanging. The third approach uses families
of similar earthquakes occurring at Waiouru. Each multiplet is processed the same
way to avoid changes in splitting parameters that are actually artifacts of time win-
dow or lter choice. We observe a change in the S coda of multiplet earthquakes
around the time of the 2006 and 2007 phreatomagmatic eruptions of Mt. Ruapehu,
which we attribute to altered scatterers. These scatterers inhibit the observation of
subtle changes in the S waveforms that could cause changes in shear wave splitting,
but have implications for inferring other changes along the path.
5.1. Introduction
Temporal variation of seismic anisotropy measured via shear wave splitting and its
interpretation is highly controversial. Among the discussions there are accusations
of observer bias in data selection [Aster et al., 1990], unsound statistical analyses
[Seher and Main, 2004], misinterpretation of spatial variation [Liu et al., 2004] and
lack of correlation with other stress determining factors/correlation with structural
evidence [do Nascimento et al., 2004]. Most of the discussion is based around changes
associated with large earthquakes but there have also been other studies conducted
on shear wave splitting around volcanoes [e.g. Volti and Crampin, 2003; Bianco and
Zaccarelli , 2009; Savage et al., 2010a; Roman et al., 2011; Keats et al., 2011]. In-
terpretation at volcanoes is often dicult due to the generally noisy waveforms and
complicated interpretation of such observations when taking into account hetero-
geneity and complex stress regimes. Studies are therefore often coupled with other
stress or strain indicators in order to minimise the ambiguity in the interpretation
of shear wave splitting parameters.
The Tongariro Volcanic Centre (TVC), in the central North Island, New Zealand
(Figure 5.1), consists of three large, historically active andesite volcanoes: Ruapehu,
Ngauruhoe and Tongariro. These volcanoes are surrounded by an extensive ring
plain made of stream, debris ow, lahar, lava, and ashow deposits. Mount Ru-
apehu is a 2797 m-high andesitic stratovolcano and the highest active volcano in
New Zealand. It is the southernmost of the large active volcanoes on the North
Island, which make up the Taupo Volcanic Zone (TVZ), an extending continental
back-arc system resulting from the subduction of the Pacic Plate beneath the Aus-
tralian Plate at the obliquely-westward dipping Hikurangi subduction zone. Major
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magmatic eruptions occurred in 1945 and 1995/1996; the latter was the largest his-
torical eruption of Mt. Ruapehu, producing a 12 km-high volcanic ash plume and
lahars on the anks of the volcano [Bryan and Sherburn, 1999]. Mt. Ruapehu fre-
quently experiences phreatic and phreato-magmatic eruptions [Hurst et al., 2004],
which also threaten lives and property [Johnston et al., 2000]. The most recent
phreatic eruptions occurred on the 4th of October 2006 and on the 25th of Septem-
ber 2007 [Jolly et al., 2010; Mordret et al., 2010]. Mt. Ngauruhoe is also an andesite
stratovolcano, and most recently erupted in 1974 and 1975, when avalanches of hot
pyroclastic debris were generated reaching the base of the 900 m-high cone [Nairn
and Self , 1978]. Volcanic earthquakes, which suggest current active uid movement,
are frequently observed at Mt. Ngauruhoe and Mt. Tongariro [Hagerty and Benites ,
2003; Jolly et al., 2011].
Eruptions of Mt. Ruapehu often occur with few or no detectable precursors, making
prediction dicult [Hurst et al., 2004]. For this reason Mt. Ruapehu volcano has,
in recent years, been subject to several studies of crustal seismic anisotropy using
shear wave splitting analysis [Miller and Savage, 2001; Gerst and Savage, 2004] in an
attempt to characterise the local stress regime. Miller and Savage [2001] measured
shear wave splitting from shallow (< 30 km) and deep (> 50 km) earthquakes in 1994
and 1998 and observed a change in the dominant azimuth of fast polarisation ()
spanning the magmatic eruption of 1995/1996. That study was extended by Gerst
and Savage [2004], who used the same techniques and an additional deployment of
three-component seismometers in 2002 to observe further changes in .
The changes in  in both studies were interpreted as being caused by a dike-shaped
magma reservoir, or system of dikes, trending NE{SW. According to this model,
the magma reservoir was pressurised before the eruption, producing a local stress
eld dierent from the regional stress eld. Following the eruption the reservoir
was less full and correspondingly less pressurised so the local stress returned to
that of the surrounding region. The Gerst and Savage [2004] study suggested that
the later changes in  were due to repressurising of the reservoir in response to an
increase of magma in the system. The stress in the surrounding crust caused by the
pressurised magma reservoir is thought to preferentially align randomly oriented
uid-lled microcracks and cause seismic anisotropy that is detected through shear
wave splitting [e.g. Crampin, 1994; Hatchell and Bourne, 2005].
In this chapter we employ three dierent techniques in order to identify and minimise
the uncertainties associated with the observations of temporally varying shear wave
anisotropy at Mt. Ruapehu. We discuss the results and merits of each method and
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Figure 5.1. Map of the Tongariro Volcanic Centre showing seismicity during 2008. Boxes indicate
clusters of earthquakes, faults (black) are from the NZ active fault database [GNS Science, 2011].
Red inverted triangles show locations of permanent GeoNet seismic stations [GeoNet , Last accessed
17 April 2011]. Inset shows study region (orange box) in the central North Island, New Zealand.
nally make a recommendation for the best method of monitoring anisotropy at Mt.
Ruapehu.
The rst approach uses temporary deployments of three component seismometers
around Mt. Ruapehu in 1994, 1995, 1998, 2001, 2002 and 2008. Data from these
deployments have been repicked and re-analysed for shear wave splitting using the
automatic algorithm of Savage et al. [2010b]; MFAST. The shear wave splitting
results are then inverted using two-dimensional delay time tomography and a spatial
averaging of fast directions is applied using the methods described in Chapter 4. This
analysis takes into account the diering earthquake and sensor locations during each
of the deployments and so data from each time period can be compared.
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The second technique uses clusters of earthquakes and permanent seismic stations
to analyse the temporal variation of shear wave splitting along similar paths. This
method also uses MFAST to calculate the shear wave splitting parameters and the
results are compared with the benchmark of anisotropy from Chapter 4 in order to
rene the location of changing anisotropy.
The third approach uses families of similar earthquakes, as shear wave splitting can
be highly dependent on both the raypath and the focal mechanism. These multiplets
were identied from a swarm occurring at Waiouru using a cross-correlation method
on data from permanent seismometers, some of which have been in operation since
1990. The earthquakes that are part of the multiplets were also identied on data
from the temporary deployments and the permanent network as it was expanded.
Each multiplet was then processed in exactly the same way, to avoid changes in
splitting parameters that are actually artifacts of time window or lter choice, and
can thus be used to monitor any changes in anisotropy around Mt. Ruapehu.
5.2. Data
The three techniques described in this chapter utilise most of the available seis-
mic data that have been recorded around Mt. Ruapehu. These data come from
seven temporary deployments and the permanent seismic network. Single com-
ponent and three-component data from the permanent seismic network around
Mt. Ruapehu were provided by GeoNet [GeoNet , Last accessed 17 April 2011,
http://www.geonet.org.nz].
Fourteen three-component seismometers were positioned around Mt. Ruapehu be-
tween 28 January and 13 March 1994 by Leeds University, the University of Memphis
and IGNS (Institute of Geophysical and Nuclear Science, now called GNS Science).
The purpose of this deployment was to characterise the seismicity beneath Crater
Lake [Hurst , 1998].
Twelve three-component seismometers were installed around Mt. Ruapehu between
September and December 1995 by IGNS to observe the 1995 eruption sequence and
to act as a backup in case the permanent stations were destroyed.
Three three-component seismometers were deployed around Mt. Ruapehu between
February and July 1998 by Leeds University and IGNS. The purpose of this exper-
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iment was to characterise the post-eruption background seismicity [Sherburn et al.,
1999].
The START experiment was carried out between January and June 2001 by the
University of Cambridge. It was designed to create even coverage over the central
and northern Tongariro volcanic centre with 28 three-component seismometers for
use in seismic tomography [Rowlands et al., 2005].
In 2001, seismometers around Waiouru were set up by the University of Leeds in
order to characterise earthquakes in the Waiouru swarm [Hayes et al., 2004]. This
deployment was a smaller part of CNIPSE (Central North Island Passive Seismic
Experiment), of which we use 10 three-component seismometers.
The CHanging Anisotropy at Ruapehu Mountain (CHARM) experiment was carried
out by Victoria University of Wellington (VUW) between January and July 2002.
It was designed to reoccupy the stations from the 1994 and 1998 deployments to
further investigate the changes in shear wave splitting around Mt. Ruapehu [Gerst
and Savage, 2004], and consisted of nine three-component seismometers.
The Spatial Anisotropy Deployment At Ruapehu (SADAR) was part of this VUW
project to investigate seismic anisotropy at Mt. Ruapehu. SADAR consisted of
sixteen temporary three-component seismometers, positioned around Mt. Ruapehu
during 2008 to complement the permanent (GeoNet) network of fteen three-
component seismometers.
P and S phases were picked for earthquakes within 100 km of the summit of Mt.
Ruapehu and shear wave splitting analysis was carried out using the automated
method of Savage et al. [2010b]. Figure 5.2 displays the locations of seismometers
for each of these time periods and the raypaths of the earthquakes that were recorded
in the Ruapehu region. Station details are listed in Appendix B.2.
5.3. Method
5.3.1. Delay time tomography and spatial averaging of 
We used the method of two-dimensional t tomography and spatial averaging de-
scribed in Chapter 4, and applied it to each of the temporary deployments. The
assumption used in this inversion, that t is simply additive, is a simplication of a
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Table 5.1. Parameters used in delay time tomography and fast direction spatial averaging.
Parameter Value
West Longitude () 174.842
East Longitude () 176.275
North Latitude ()  38:819
South Latitude ()  39:930
Checkerboard grid size (km) 9
Node spacing (km) 3
Minimum number of rays 10
Minimum grid size (km) 4
non-linear relationship between heterogeneous anisotropy and the observed apparent
t at the surface. It is designed to create a rst-order approximation for regions of
strong and weak anisotropy and will therefore not provide accurate absolute values
of anisotropy strength, but will indicate relative strengths.
As most of the deployments were not as densely populated, nor run for as long as
the 2008 deployment that was used in Chapter 4, some of the parameters had to be
changed. We used the same parameters for each deployment. The parameters used
are listed in Table 5.1.
We chose to expand the whole grid in order to include earthquakes from further away
from Mt. Ruapehu because some of the deployments would have too few earthquakes
otherwise. We also lowered the minimum number of raypaths that pass through a
grid square to ensure that the majority of the grid squares are included in the
analysis. We chose to keep the minimum grid size the same in order to achieve
higher resolution where the data permitted and we chose to use a regular grid,
rather than the quadtree gridding, so that the deployments could be compared. Use
of a uniform grid enables the use of the resolution matrices to dene the regions
in which the the data model is well resolved, rather than using the variance as in
Chapter 4. The grids and rays are displayed in Figure 5.2.
5.3.2. Shear wave splitting using clusters
Keats et al. [2011] (Appendix G) carried out shear wave splitting analysis on the
Erua cluster (Figure 5.1) and identied a signicant change in shear wave splitting
parameters around the time of the 2006 and 2007 phreatomagmatic eruptions of
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Figure 5.2. Maps of the stations (blue inverted triangles), grids and rays (red lines) used in
the inversions and spatial averaging from the temporary deployment data in 1994, 1995, 1998,
2001 (START and CNIPSE), 2002 (CHARM) and 2008 (SADAR). Light grey boxes represent grid
squares intersected by fewer than 10 rays and are therefore excluded from the analysis.
Mt. Ruapehu. These were attributed to an increase in pore-uid pressure close
to the earthquake swarm because of the orientations of , the decrease in t, and
also because a change in b-value was observed. This interpretation agrees with
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the conclusions of Chapter 4: that anisotropy in this region is stress controlled. We
used another of the clusters of earthquakes identied by Latter [1981a]: the Waiouru
swarm [Hayes et al., 2004] (Figure 5.1). Using MFAST, which is the same automatic
shear wave splitting method as used by Keats et al. [2011], we examine shear wave
splitting parameters at four permanent stations and plot the results using a moving
average plot similar to that used by Savage et al. [2010a].
5.3.3. Identication of multiplets
triplets of similar earthquakes
3 pairs that share 3 earthquakes
CCC > 0.95 with > 2 earthquakes in 
master cluster @ > 2 stations
multiplet
master clusters that share > 2 earthquakes
master clusters
triplets that share > 2 earthquakes
CCC > 0.98 @ > 2 stations
pairs of similar earthquakes
Figure 5.3. Flowchart of the steps taken to identify multiplets of repeating earthquakes based
on the cross-correlation coecient (CCC ).
In order to identify repeating earthquakes, we obtained single-component data from
four permanent stations (CNZ, DRZ, NGZ and TUVZ), and three-component data
from four permanent stations (FWVZ, MOVZ, MTVZ and WNVZ) for earthquakes
within the Waiouru swarm ( 39:40 to  39:60, 175.50 to 175.85). We resampled
the data to 100 Hz and cross-correlated all of the earthquakes using BCSEIS [Du
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et al., 2004a]. The window around the P wave consisted of 254 sample points, 30 of
them before the P arrival. A longer time window around the S wave was used, with
382 sample points, 50 of them before the picked S arrival. To identify families of
repeating earthquakes we used a clustering method similar to the equivalence class
method [Press et al., 1986] but with some additional constraints. We rst identied
earthquakes that have a cross-correlation coecient (CCC) of greater than 0.98
at at least two stations. These are the so-called master clusters. For the master
clusters, each earthquake had to pass the criterion (CCC  0:98) with at least two
other earthquakes in the master cluster, therefore creating master clusters with at
least three earthquakes. We then allowed earthquakes that have a CCC of greater
than 0.95 at at least two stations with at least two of the earthquakes in the master
cluster to make up the multiplets. These steps are displayed in the ow diagram in
Figure 5.3. This resulted in 29 multiplets with between three and 44 earthquakes in
them. Table 5.2 lists the earthquakes in each multiplet.
Table 5.2. Multiplet earthquakes. Bold type signies a master event.
Multiplet cusp IDs
1 713435 717681 731389 740513 745014 745752 751102
751686 780799 823836 869045
2 717681 731389 773618 774660 783667 798565 863370
863381 863504 864062 865319 866401 867601 868322
868424 868430 868433 873893 876979 880548 880559
880563 880566 880737 880744
3 774660 780799 849235 854166 860382 861136 862134
864062 868322 868424 868433 869464 870108 873893
875217 876379 880827
4 1320199 1407505 1530126
5 1630239 1837466 1837469 1837485 1838463 1844136 1844141
1844285 1844342 1866471 1866993
6 1856497 1856512 1856565 1858659 1997935
7 1856579 1856581 1857554 1857709 1858650
8 1915931 2010897 2010899 2010902 2056035 2093879 2100212
2128942 2131174 2175922 2177432
9 2267528 2539392 2548822 2548988 2550123 2557082 2560748
2561051 2561411 2565068 2701496
10 2353070 2355161 2355194 2355203 2355592 2355616 2359582
2566751
11 2368688 2563550 2677553 2689944 2859875 2859887 3100667
3216444 3288154 3288881
12 2442078 2442299 2442300 2442302 2442303 2442304 2442405
13 2458279 2484722 2501538 2501539 2502953 2526030 2526035
2538312 2538404 2689944 2690039 2693049 2693051 2693060
2693302 2771194 3274673 3288154
14 2459523 2460165 2464351 2530772 2531389 2531931 2532721
2537329 2538507 2538717 2538822 2538823 2538975 2539308
Continued on next page
166
5. Temporal variations in anisotropy at Mount Ruapehu
Table 5.2 { continued from previous page
Multiplet cusp IDs
2539652 2539694 2539707 2546304 3077131 3229833
15 2499114 2918465 2920005 2965285 2986978 3070830 3070885
3070953 3071154 3073848 3074564 3074577 3075075 3075080
3075120 3075569 3075611 3076773 3077946 3077961 3079448
3079478 3079945 3080076 3084258 3084347 3086027 3088192
3088218 3102981 3150718 3277992 3289146 3289205 3289353
3293999 3294043
16 2520987 2521149 2539885 2539988 2540062
17 2530772 2531931 2537329 2537985 2538249 2538507 2538717
2538822 2538823 2538975 2539308 2539652 2539707 2540419
2540868 2546304 2549525
18 2563550 2693049 2693051 2720628 2859875 2859887 3288154
3288881 3291353
19 2676041 2777691 3133832 3133964 3134027 3134081 3135682
3136017 3137898 3142533 3143038 3153938 3156482 3175137
3178427 3202538 3207543
20 2676790 2725573 2725574 2747440 2765758 2772399 2772488
2777691 2797559 3027639 3057766 3081493 3109682 3129968
3280642
21 2907489 2917284 2917957 2918465 2920005 2937239
22 2938861 2961110 2982487 2996638 3021652 3045008 3103243
3103261 3104845 3109934 3113282
23 2967726 2969232 2969612 2969636 2969678 2970933 2971906
2976722
24 3005858 3017516 3018185 3018248 3019564 3021594 3021597
3023710 3041236 3051626 3067506
25 3066061 3066066 3066710 3066741 3067057 3068795
26 3070830 3070885 3070953 3071154 3071184 3073848 3073965
3074012 3074017 3074564 3074577 3075075 3075120 3075123
3075286 3075569 3075611 3075615 3075970 3076773 3077946
3077961 3078277 3079448 3079478 3079945 3080076 3084258
3084347 3086027 3088192 3088218 3088804 3089557 3089565
3095407 3102758 3104712 3107545 3150718 3289146 3289205
3293999 3294043
27 3094273 3094593 3094604 3095542 3278505
28 3125573 3126350 3129628 3131840 3131857 3131947 3132508
3133832 3133964 3133970 3134027 3134081 3134255 3135682
3136017 3137898 3138498 3140333 3142533 3143038 3153938
3156482 3175137 3178427 3202538 3207543
29 3244745 3276886 3277040 3277055 3277314 3277472 3280580
3280586 3281359 3285055
Examination of the multiplets showed that there were several multiplets that shared
more than 10 earthquakes. These were 14 and 17, 15 and 26, and 19 and 28. These
multiplets were therefore combined, resulting in 26 distinct multiplets. We also
investigated the behavior of the multiplets over the times in which the instrumenta-
tion changed in order to link multiplets so that they spanned a larger time interval.
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To link the multiplets we rst sought earthquakes that appeared in more than one
multiplet and occurred at times in the overlap period between instrument changes.
We then broadened the search to allow earthquakes that occurred in the overlap
period to only fulll the CCC criterion at a single station. However, this did not
result in any early multiplets being linked with later ones. Figure 5.4 shows that
more distinct multiplets were identied when more stations were operational and
there were few earthquakes during the instrument overlap periods.
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Figure 5.4. Top: Temporal evolution of multiplets. Coloured dots are earthquakes, where the
colour represents the multiplet ID, black dots are combined multiplet earthquakes, yellow stars
show time of coda changes. Multiplets are connected by solid black lines. Bottom: Instrument
operation times. Colours represent stations. 1C and 3C indicate single-component and three-
component instruments respectively. Grey bars indicate times of eruptions.
Once the multiplets had been identied we examined the automatic splitting param-
eters for the multiplet earthquakes and dened an optimum lter and time window
based on those automatically chosen. The multiplet earthquakes were repicked ac-
cording to the cross-correlation lag times and the shear wave splitting was analysed
again using the optimum parameters.
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5.4. Results and discussion
5.4.1. Delay time tomography
The results of the delay time tomographic inversions for the six temporary deploy-
ments are displayed in Figure 5.5. The shaded regions show the area outside the
resolution as dened by the diagonals of the resolution matrices.
The stability of these results were tested by `jackknife' tests: removing random
selections of earthquakes (Figure 5.6), and checkerboard tests (Figure 5.7). The
regions of good resolution are conservative estimates based on the resolution matrices
and the recreated features of the checkerboard tests. The main features of strong
anisotropy were found to be stable and robust following jackknife inversions using 2
sets of independent data. The deployments in 1994, 1998 and 2002 had very small
areas of resolution; we therefore concentrate on the inversions of the 1995, 2001 and
2008 deployments.
The feature of high anisotropy strength just southwest of lake Moawhango, in the
Waiouru region (marked with W), appears in 1995, 2001 and 2008. This is the
region that was interpreted to be caused in part by schistose mineral alignment and
aligned fractured fault zones in Chapter 4 and would therefore be unlikely to change
over time.
There are other prominent features of high anisotropy in each of the three inversions.
In 2008 the main feature of high anisotropy, other than at Waiouru, is close to Mt.
Tongariro (marked with T). It is not visible in 2001, despite good resolution. This
was interpreted as being a highly fractured geothermal area in Chapter 4. In 2001
the main feature of high anisotropy, other than Waiouru, is near the Erua swarm
(marked with E). Keats [2010] investigated the b-value and seismicity rate of this
cluster over time and found that in 2001 there was a spike in seismicity. This was
originally thought to be due to the CNIPSE deployment allowing a higher sensitivity,
however the magnitude of completeness did not go down at this time and the b-value
decreased, which is contrary to what would be expected if the anomaly was due to
better detection. Hence, it seems that there was a change in the characteristics of
the Erua swarm in 2001 and this is reected in the anisotropy tomography. The
main feature of high anisotropy, which is the highest out of all of the inversions at
> 0:025 s/km splitting, is centred just to the west of Ruapehu summit in 1995, which
is during the major eruption. The high anisotropy at this time is probably caused by
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Figure 5.5. Maps showing the results of delay time tomography for the six temporary deploy-
ments. Shaded areas indicate the estimated limit of resolution. W indicates Waiouru region, R is
Ruapehu, T is Tongariro, and E is Erua for reference.
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Figure 5.6. Results from the delay time tomography (left column, from Figure 5.5), two examples
of jackknife tests and the dierence between the two jackknifes (right column). Jackknife 1 was
carried out using exactly half of the data chosen randomly, jackknife 2 was carried out with the
other half so that jackknife 1 and 2 are mutually independent. W indicates Waiouru region, R is
Ruapehu, T is Tongariro, and E is Erua for reference.
171
5. Temporal variations in anisotropy at Mount Ruapehu
high pressure, uid and increased fracturing during the time of the eruption. This
area may also be higher than average in 1994 and 1998, although the resolution is
not good. However, it is an area of low anisotropy in 2001 and 2008.
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5.4.2. Spatial averaging of 
The results of the spatial averaging of  for the six temporary deployments display
fairly good continuity between deployments (Figure 5.8). Figure 5.9 displays the
comparison of each deployment with the 2008 deployment (Figure 5.8 f). Most of
the average fast directions t well, with the L1 norm t (Sn) above 0.7, where
Sn =
X
jcos(2008   )j
N
: (5.1)
The anomaly seems to be the 1994 deployment (Figure 5.9 a), in which all of the
average fast directions have a NNW orientation. This agrees with the results of
Miller and Savage [2001], even though the data were completely reprocessed and
included more stations and earthquakes in this study.
All of the deployments that have data near Waiouru show a good t in that region.
Both the 1995 and 2001 spatial average maps show high dierences from SADAR
near Mt. Tongariro, although there is evidence of an E{W trend just west of Ton-
gariro in 2001. This may be because the high anisotropy near Mt. Tongariro that
was observed in 2008 was anomalous. In this case the fast direction near Mt. Ton-
gariro in 2008 may also have been anomalous. We examine this anomaly in more
detail in the following section.
5.4.3. Shear wave splitting using clusters
Figure 5.10 displays rose diagrams of shear wave splitting results from the Waiouru
swarm and moving window time averages. The stations close to the Waiouru swarm
(MOVZ and MTVZ) display very little scatter. This is evidence that the automatic
method yields stable results.
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Figure 5.8. Maps of the spatial averaging of fast direction for the six temporary deployments.
Red rose diagrams show all measurements in grid squares that contain more than 10 passing rays
and yellow bars indicate the mean fast direction in each grid square when the standard deviation
is less than 30 and the standard error of the mean is less than 10.
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Figure 5.9. Maps of the spatial averaging of fast direction for the six temporary deployments
compared to the 2008 deployment. Blue bars show the fast direction for the grid squares in each
time period and the background colours represent the dierence between that result and the results
in 2008. The S value indicates the L1 norm t between the two deployments.
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Figure 5.11. Cross-sectional schematic map of Tongariro Volcano geothermal system derived
from magnetotelluric and DC resistivity measurements [Walsh et al., 1998]. Star indicates probable
depths of low-frequency earthquakes, after Hagerty and Benites [2003].
Station FWVZ, which is the station that displayed the most signicant variation
using the Erua swarm [Keats et al., 2011], doesn't display any signicant variation
at the time of the eruptions using the Waiouru swarm. This observation agrees with
the interpretation that the variations detected by Keats et al. [2011] were due to
near-source eects and with the interpretation in Chapter 4, that the main region of
anisotropy near the Waiouru swarm is governed by structural eects such as schistose
mineral alignment and aligned fractures. The stations close to Mt. Tongariro also do
not display signicant variation with time, although the  results are very scattered.
The tomography results from Section 5.4.1 suggested that there was a dierence in
anisotropy here in 2008 but there is no evidence for such a change when using the
continuous data since 2004. The fact that the stations around Mt. Tongariro do not
show signicant variation during the time that they have been in operation suggests
that there was a change in anisotropy before 2004.
Hagerty and Benites [2003] identied unusual low-frequency seismic events beneath
Mt. Tongariro beginning in 2001. The location of the low frequency events was
found to be related to the geothermal reservoir beneath Mt. Tongariro (Figure 5.11),
suggesting that there was a change in the geothermal system at this time. This
change in a system with high temperature (> 250C) and pressure (> 35 bar) uid
is likely to have aected the anisotropy here.
5.4.4. Shear wave splitting using multiplets
The application of MFAST to the multiplets yields very little scatter in shear wave
splitting parameters. However, the variation in noise content prompts the algorithm
to select dierent lters for some of the earthquakes. This sometimes leads to a
dierent splitting result. In general earthquakes in the same multiplet yield the same
shear wave splitting parameters within uncertainties when the same lter is applied,
regardless of the time window and S wave arrival pick (Figure 5.12). The results
using the multiplets generally mirror the prominent direction gained by using the
whole Waiouru cluster (Figure 5.10); there are exceptions however. In particular, the
multiplets display two distinct modes at FWVZ, both of which agree with the modes
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Figure 5.12. Rose diagrams showing shear wave splitting fast direction results using dierent
multiplets (coloured dots) ltered at 1{5 Hz.
seen in the rose diagram in Figure 5.10, but neither of which shows a dominance,
which is contrary to the results using the whole cluster. The two dierent modes
could be due to a dierence in source location, and hence raypath, or could be a
result of a dierent source mechanism. Appendix F.1 lists the results displayed in
Figures 5.12 and 5.13.
The incoming polarisation is consistent for each multiplet at each station (Figure
5.13). This suggests either that there are two anisotropic layers, or simply that the
mechanism of each earthquake within each multiplet is consistent. The mechanism
of each earthquake within each multiplet is expected to be consistent as the criteria
used to identify multiplets requires similarity of rst motions. This, and the fact
that there is no consistency between multiplets at the same stations, leads us to
the conclusion that it is the latter of these; i.e. that each multiplet has a consistent
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Figure 5.13. Rose diagrams showing shear wave splitting incoming polarisation of S waves
produced by dierent multiplets (coloured dots).
earthquake mechanism and that there is one layer of anisotropy.
Figures 5.12 and 5.13 also show the catalogue locations of the multiplet earthquake
epicentres. Some of the multiplets show up to 30 km of scatter from the mean
cluster centroid. However, the multiplets were dened using a CCC of at least 0.95,
meaning that we can assume the multiplet earthquakes are actually separated by
no more than =4 [Geller and Mueller , 1980] (see Section 2.4.2 for an explanation).
We can therefore infer that the multiplet earthquakes are no more than 2 km apart,
based on a lowest frequency of 1 Hz, and maximum seismic velocity of 8 km/s.
Earthquake relocation using the double-dierence technique may be used to conrm
this inference, however the relocation technique can generally relocate about 60{80%
of events. This means that several earthquakes might be rejected.
Figure 5.14 displays the same data as Figure 5.12, plotted over time. Even though
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the fast directions are fairly stable through time, there are some steps in the results,
particularly in the delay times.
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Figure 5.14. Fast direction () and delay time (t) at station MTVZ over time. Results are colour
coded by multiplet ID, error bars show 95% condence interval. Results from 1{5 Hz ltered data.
5.4.5. Scatterers
Examination of the waveforms revealed that some of the multiplets displayed a
change later in the coda. Figure 5.15 shows one such example using multiplet 14.
The other multiplets are displayed in Appendix F. Earthquakes were selected as
the same multiplet based of the similarity of the P coda. The S coda is markedly
dierent between earthquakes 3 and 4 even though the P coda is very similar and
the relative arrival times of the two waves is the same. The cross-correlation matrix
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Figure 5.15. Waveforms of earthquakes belonging to multiplet 14, recorded on the vertical
component at station TUVZ sampled at 100 Hz and ltered 1{10 Hz. Bottom trace shows a stack
of all of the traces and the second to last trace is all other traces overlaid. A change in coda can
be seen between events 3 and 4. This is discussed in the text and is illustrated further in Figure
5.16.
for the entire waveform (200 samples before to 2000 samples after the origin) is
displayed in Figure 5.16, and conrms that the rst three earthquakes dier from
the others. The stars on Figure 5.4 display the times at which similar changes occur
within other multiplets, where changes are dened as a cross-correlation coecient
of the whole waveform of 0.5 or less. The times are plotted at the mid-point between
the times of the earthquakes that change, but the change could have occurred at
any time between the earthquakes. All of the waveform changes occur around the
times of eruptions.
We suggest that the change in the waveforms from the multiplet earthquakes was
due to the alteration of a scatterer or scatterers associated with or caused by the
eruptions. Similar observations have been made by Taira et al. [2008] using a well
know repeating earthquake source in California. The arrivals associated with the
scatterers that we observe often arrive at the stations at a similar time to the S wave
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Figure 5.16. Cross-correlation matrix for multiplet 14 using the whole waveform, recorded on
the vertical component at station TUVZ and ltered 1{10 Hz. Colours represent cross-correlation
coecient(CCC). CCC for the portion of the coda used to identify the multiplets would result in a
solid red block, as they are all above 0.95. A change in CCC in this plot using the whole waveform
can be seen between events 3 and 4, which can also be seen in Figure 5.15, and is discussed in the
text.
arrival, and therefore change the S coda, causing the automatic algorithm to select
dierent shear wave splitting parameters. In Chapter 6 we see a similar behaviour
of a scattered phase using a multiplet at Okmok volcano, Alaska. It was found that
there were two populations within the multiplet, both giving the same fast direction,
but the delay times fell into two clusters. Examination of the waveforms revealed
an extra pulse of energy preceding the S wave arrival seen when the components
were rotated into fast and slow directions. The pulse was interpreted to originate
from a P to S conversion due to a scatterer along the raypath. Other multiplet
cross-correlation matrices (e.g. Appendix F, multiplets 5, 9 and 19) potentially
show migration or healing as the waveforms become more, or less similar over time.
Further work, including tracking individual scatterers, could help to understand the
evolution of these multiplets.
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5.5. Conclusions
We have shown that carrying out spatial averaging of shear wave splitting parame-
ters can minimise the problem of misinterpretation of spatial variation as temporal
variation. While this method can be used on sparse networks, the uncertainties
associated with it grow larger due to a lack of crossing rays and so it is not practical
unless there is a dense permanent network. This method would also not be employ-
able as a real time monitoring tool because the inversion requires raypaths over the
whole area of investigation. Therefore the results are averaged over the time of the
deployment. A potential near-real time technique could use three-month moving
windows, as long as the permanent network is well populated.
Investigation of shear wave splitting using clusters of earthquakes has been shown
to be a robust way of monitoring temporal changes. This method is more adaptable
to near-real time monitoring because as long as there are earthquakes in the cluster,
measurements can be carried out. However, using a cluster of earthquakes creates
some scatter in the shear wave splitting parameters, which could be because of the
slight variation in earthquake location and source mechanism. Therefore statistical
tests would have to be carried out to ensure the signicance of any changes observed,
which may result in a delayed diagnosis.
Multiplets ensure that changes in shear wave splitting parameters are not an artifact
of varying source mechanism or location. The use of multiplets as a tool for moni-
toring temporal changes in anisotropy is complex. An understanding of the whole
wavetrain is needed so that scatterers can be identied and not erroneously matched
in the shear wave splitting algorithm. Understanding the scatterers themselves, and
their temporal evolution, could be useful for the monitoring of volcanoes, but in
shear wave splitting analysis they are unwanted noise. A gradual stretching or com-
pression of the multiplet wavetrain, such as was seen by Scha and Beroza [2004]
in California, may yield a gradual change in anisotropy although we do not observe
that type of behavior at Mt. Ruapehu. Baisch and Bokelmann [2001] observed re-
duced correlation in multiplets immediately following the Loma Prieta earthquake
in California, and a healing over 5 years. Further work will investigate whether
the scatterers that we observe associated with the 2006 and 2007 eruptions exhibit
similar behavior, and whether healing can be observed in a gradual change in shear
wave splitting parameters. We conclude that the use of multiplets has potential for
both detection of temporal changes in anisotropy, and for monitoring the evolution
of scatterers, but more work is needed to understand the whole wavetrain.
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The occurrence of earthquakes that belong to multiplets, and the existence of mul-
tiplets at all cannot be guaranteed at volcanoes. This method could be used in
hindsight to observe stress changes but would be dicult to employ as a real-time
monitoring tool unless the multiplet earthquakes were well understood [e.g. Rubin-
stein and Ellsworth, 2010].
Currently, the recommendation for the best method for tracking changes in
anisotropy at Mt. Ruapehu is to use the anisotropy tomography estimation and spa-
tial averaging with three-month moving windows. These windows could be adjusted
and the method could be updated so that a test for a minimum number of crossing
rays or area of resolution could be performed before each inversion. When com-
bined with the monitoring of anisotropy parameters using clusters of earthquakes,
this method may provide a mid-term monitoring tool.
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6. Anisotropy, repeating earthquakes
and seismicity associated with the
2008 eruption of Okmok volcano,
Alaska
Johnson, J. H., S. Prejean, M. K. Savage & J. Townend (2010) Anisotropy, repeating
earthquakes, and seismicity associated with the 2008 eruption of Okmok volcano,
Alaska. J. Geophys. Res., 115, B00B04, doi:10.1029/2009JB006991.
Abstract
We use shear wave splitting (SWS) analysis and double-dierence relocation to ex-
amine temporal variations in seismic properties prior to and accompanying mag-
matic activity associated with the 2008 eruption of Okmok volcano, Alaska. Using
bispectrum cross-correlation, a multiplet of 25 earthquakes is identied spanning
ve years leading up to the eruption, each event having rst motions compatible
with a normal fault striking NE{SW. Cross-correlation dierential times are used
to relocate earthquakes occurring between January 2003 and February 2009. The
bulk of the seismicity prior to the onset of the eruption on 12 July 2008 occurred
southwest of the caldera beneath a geothermal eld. Earthquakes associated with
the onset of the eruption occurred beneath the northern portion of the caldera and
started as deep as 13 km. Subsequent earthquakes occurred predominantly at 3
km depths, coinciding with the depth at which the magma body has been modelled
using geodetic data. Automated SWS analysis of the Okmok catalogue reveals ra-
dial polarisation outside the caldera and a northwest-southeast polarisation within.
We interpret these polarisations in terms of a magma reservoir near the centre of
the caldera, which we model with a Mogi point source. SWS analysis using the
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same input processing parameters for each event in the multiplet reveals no tem-
poral changes in anisotropy over the duration of the multiplet, suggesting either a
short-term or small increase in stress just before the eruption that was not detected
by GPS, or eruption triggering by a mechanism other than a change of stress in the
system.
6.1. Introduction
Modern geophysical techniques have been used successfully to observe changes at
some volcanoes before magmatic eruptions. Observations include increases in seis-
micity [McNutt , 1996], long-period and very-long-period earthquakes and tremor
[Chouet , 1996; Neuberg et al., 2000], changes in tremor frequency [Powell and Neu-
berg , 2003] and attenuation [Del Pezzo et al., 2004], migrating earthquake sources
[Roman et al., 2006] and ground deformation [Lu et al., 2005; Wadge et al., 2006;
Palano et al., 2008]. There is commonly ambiguity in the interpretation of these
observations, and at other volcanoes these phenomena have not yet been seen at
all. There is therefore a need for multiple techniques, measuring dierent physi-
cal attributes, in order to monitor changes in the Earth's crust linked to eruption
processes. Any overpressured magma storage system, be it a system of dikes, sills,
conduits, volumetric chamber or a combination of these, will exert a stress on the
surrounding country rock that may or may not be manifested as observable surface
strain [Gudmundsson et al., 2009]. Determining and understanding the local state
of stress may be key to predicting if and when a volcano will erupt.
Shear wave splitting (SWS) analysis around volcanoes can in principle be a use-
ful indicator of maximum horizontal stress direction in the crust and, hence, the
pressure induced by magma movement [Bianco et al., 1998], but spatial variations
can be misinterpreted as temporal changes [Peng and Ben-Zion, 2004; Townend
and Zoback , 2006]. For this reason, we introduce a method of detecting temporal
variations in seismic anisotropy at active volcanoes by analysing highly correlated
repeating earthquakes. This approach ensures that any changes in splitting param-
eters can be interpreted to stem from changing properties of the medium over time
rather than changes in the source or the path geometry and can be compared to sur-
face strain measurements if suitable data are available. Okmok volcano on Umnak
Island, Alaska (Figure 6.1), was chosen as a case study because there is a network
of three component seismometers, a good time series of the deformation throughout
the eruptive cycle [Lu and Dzurisin, 2010; Freymueller and Kaufman, 2010] and,
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upon further inspection, repeating earthquakes with impulsive phase arrivals. The
bispectrum cross-correlation technique of Du et al. [2004a] with high correlation
thresholds is used here to identify sequences of repeating earthquakes at Okmok
volcano spanning six years (from January 2003 to February 2009) prior to and just
after the recent eruption near Cone D in the caldera. We use double-dierence
relocation [Waldhauser and Ellsworth, 2000] to determine the hypocentres of the
earthquakes and to elucidate the structure in the co-eruptive seismicity throughout
the caldera. An automated shear wave splitting analysis [Savage et al., 2010b] is
then applied to the Alaska Volcano Observatory (AVO) Okmok earthquake cata-
logue to obtain a general overview of the seismic anisotropy in the region. Finally,
xed input parameters are used on the repeating events for the shear wave splitting
analysis in order to treat each event as the same source and estimate bounds on
changes in anisotropy over the time period [Liu et al., 2008].
6.1.1. Background
Okmok volcano (Figure 6.1) is part of the Aleutian Volcanic Arc, a chain of more
than 40 active volcanoes representing the surface magmatic expression of the sub-
duction of the Pacic Plate as it moves northward beneath the North American Plate
[Packer et al., 1975]. Since written records began 250 years ago, Okmok has been
one of the most active caldera systems in North America with eruptions occurring
every 10{30 years [Miller et al., 1998]. Geologic evidence suggests that there have
been multiple explosive phreatomagmatic eruptions since the last caldera-forming
eruption 2050 years ago [Beget et al., 2005].
The most recent eruption of Okmok volcano, which occurred just north of Cone D
(Figure 6.1), commenced on 12 July 2008. This 2008 eruption had a notable lack
of geophysical precursors. Geodetic data indicate that the caldera inated contin-
uously between 1997 and 2005 [Fournier et al., 2009]. Subsequently, the caldera
was geodetically quiet between 2005 and early 2008, when renewed ination was
detected. There was however no notable increase in ination rate prior to eruption
onset [Freymueller and Kaufman, 2010]. Similarly, there was no indication of the
incipient eruption in seismic data other than a 5 hour precursory sequence of earth-
quakes (Figure 6.2). The rst earthquake in the sequence, which was too small to
be located, occurred at 14:36 UTC on 12 July 2008. During the following 3 hours,
small detectable earthquakes occurred at a rate of 5{15 events per hour. At approx-
imately 18:32 UTC, in the nal hour preceding eruption, the rate of earthquakes
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Figure 6.1. Digital elevation model from NASA's SRTM of the northeast of Umnak Island with
Okmok caldera, showing vertical-component short-period seismometer stations (empty triangles)
and 3-component broadband seismometer stations (lled triangles) of the Alaska Volcano Observa-
tory network. Cone A is the location of previous historic eruptions. Cone D is close to the location
of the 2008 eruption. Inset shows the location of Umnak Island in the Aleutian Arc, Alaska.
increased sharply, causing a rapid-re sequence of events, or spasmodic burst, which
merged into tremor at approximately 19:30 UTC as the eruption initiated. The
entire pre-eruptive sequence consisted of 56 locatable earthquakes with a magnitude
of greater than 1 [see AVO earthquake catalogue, Dixon and Stihler , 2009]. The
largest earthquake was M 2.4 and occurred at 19:24 UTC on 12 July 2008. Spectra
indicate that the pre-eruptive events were primarily brittle failure earthquakes rich
in high frequency energy, though small numbers of long-period (LP) and very-long-
period (VLP) events also occurred. Although periodic episodes of volcanic tremor
were commonly observed at Okmok in 2003{2005, no tremor was observed in 2008
prior to the eruption. The eruption itself was predominantly phreatomagmatic and
lasted ve weeks.
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The initiation of the eruption was accompanied by more than 10 hours of strong
continuous tremor, which masked smaller discrete earthquakes (Figure 6.2). The
co-eruptive sequence consisted of 260 locatable earthquakes, of which 80% were
located within the caldera. Haney [2010] has analysed the co-eruptive VLP tremor
and found it to have occurred NNW of Cone D, close to the new cone built by the
2008 eruption.
The previous eruption occurred in 1997 when Cone A in the caldera was active for
nearly four months, repeatedly erupting low ash clouds and producing a voluminous
lava ow [Patrick et al., 2004]. Eruptions in 1945 and 1958 also occurred at Cone
A [Larsen et al., 2009]. However re-evaluation of historical accounts of activity
at Okmok combined with geologic mapping and tephra studies [Neal et al., 2003]
suggest that other historic eruptions have been more complex, with more violent
eruptions from other vents within the caldera aecting all anks of the volcano.
Ination prior to the 1997 eruption of Okmok had been ongoing since 1993, and has
been modelled using Interferemetric Synthetic Aperture Radar (InSAR) data as a
Mogi point source [Mogi , 1958] 2.7{3.2 km below sea level (bsl) in the centre of the
caldera [Lu et al., 2000, 2005]. Lu et al. [2000, 2005] also modelled the deation
measured during the 1997 Cone A eruption as a Mogi source at similar depth, also
beneath the centre of the caldera. They found the subsidence during the 1997
eruption to equate to a volume change in the magma reservoir of about 0.048 km3
[Lu et al., 2000, 2005].
Deformation since 1997 detected by GPS and InSAR showed an ination that was
rapid up to 2000, slowed from 2000 to 2001, and then increased in rate again until
2002 [Miyagi et al., 2004]. The deformation has been interpreted by Miyagi et al.
[2004] as a charging magma body with varying magma ux, and has been modelled
using a source similar to that of Lu et al. [2000, 2005]. Ination is inferred from GPS
data to have continued between 2001 and mid-2004, but there was little deformation
between 2005 and 2007 [Fournier et al., 2009] or between 2007 and 2008 [Freymueller
and Kaufman, 2010], which suggests that magma inux slowed. Masterlark et al.
[2010] used ambient noise tomography to rene the location of the magma reser-
voir and reported a low-velocity zone, indicating the presence of a magma reservoir
at greater than 4 km depth, which is signicantly deeper than previous geodetic
estimates. Masterlark et al. [2010] also constructed nite element models for the
deformation to account for the complexity of the subsurface not included in con-
ventional half-space models. This enabled them to reduce the magma reservoir's
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depressurisation to within lithostatic constraints while retaining the magnitude of
deformation observed by InSAR.
In the period between January 2003 and February 2009, 991 earthquakes near
Okmok were recorded on seismic stations of the AVO and the Alaska Earthquake
Information Center (AEIC) networks along the Aleutian chain. Approximately half
of the earthquakes recorded during the six years occurred between 12 July 2008
and 1 February 2009 and a third of all the seismicity was associated with the 2008
eruption. We have used local events for the SWS analysis so that there is less am-
biguity in the origin of the anisotropy. Events deeper than about 20 km are not
generally catalogued by the AVO and we have therefore focussed this study on local
upper crustal events. The AVO Okmok network, installed in 2003, consists, at the
time of writing, of four three-component broadband and nine vertical-component
short-period seismometers spanning the caldera (Figure 6.1). The seismic stations
are complemented by campaign GPS and four continuous GPS sites [Fournier et al.,
2009] located at the three-component seismometer stations (Figure 6.1, lled trian-
gles), and satellite coverage including InSAR.
6.1.2. Seismic anisotropy
Shear wave splitting occurs when a shear wave travels through a seismically
anisotropic medium, i.e. one in which seismic waves travel faster in one direction
or with one polarisation than another. In the Earth's upper crust, anisotropy is
most likely to be caused either by horizontal stress closing microcracks perpendicu-
lar to the maximum compressive stress [Crampin, 1994] or by pervasive structural
features. For a near-vertical propagation direction, the shear wave with the dis-
placement in the plane of the open cracks will travel faster than that crossing the
plane of the cracks, and so a fast shear wave with orientation , and a slow shear
wave orthogonal to , separated by a delay time t, will be observed [Babuska and
Cara, 1991]. Crack-induced anisotropy has in some studies been considered a direct
indicator of present-day stress [Nur , 1971; Crampin, 1994; Savage, 1999], with 
providing information about the orientation of maximum horizontal stress and t
giving information about the strength of anisotropy and the amount of time that
the wave spent traversing the anisotropic medium. Boness and Zoback [2006a] com-
pared shear wave splitting measurements in California to results obtained using
other methods of determining maximum horizontal stress such as focal mechanism
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inversions and borehole breakouts, and concluded that shear velocity anisotropy pa-
rameters from local earthquakes are generally valid proxies for maximum horizontal
stress. Other studies that combine the aforementioned stress estimation methods
with shear wave splitting results have found that strong geological fabric or aligned
structures rather than the maximum stress can govern the observed  in some situ-
ations [Balfour et al., 2005; Audoine et al., 2000; do Nascimento et al., 2004]. Zinke
and Zoback [2000] detected both stress-induced and structure-induced anisotropy at
a single station near the Quien Sabe fault system in California. Miller and Savage
[2001] and Gerst and Savage [2004] observed a change in  around Mt. Ruapehu
volcano in New Zealand and interpreted it as stress changes due to a pressurised
dike beneath the volcano. Savage et al. [2010a] observed strong correlations between
shear wave splitting parameters and GPS baseline length changes at Asama volcano,
Japan.
We consider azimuthal anisotropy caused by structure to be unlikely in the case of
Okmok volcano. The entire edice of Okmok is composed of massive, sub-horizontal,
layered lava ows, which are tens of meters thick and within each ow the structure
is chaotic [C. Neal, pers. comm.]. Thus, at the wavelengths of seismic waves (
1 km), there are likely to be few consistent non-horizontal foliations. We have
therefore assumed that crack-induced anisotropy is the dominant cause of shear
wave splitting observations at Okmok. At Okmok the regional maximum horizontal
stress is estimated to be approximately northwest-southeast [Nakamura and Uyeda,
1980] due to the convergence of the plates. A deviation from that orientation would
suggest a dierent local stress eld overprinting the regional one.
Liu et al. [2004] showed that spatial variations of anisotropy can be erroneously
mapped into temporal changes. For this reason, we have used repeating earthquakes
so that any changes in splitting parameters can be assumed to be the result of varying
properties within the medium over time, rather than changes in the source or the
path geometry [Liu et al., 2008]. Repeatable sources of seismic energy have been
used to study changes in seismic velocity along common propagation paths in the
Earth's crust for over a century [Reasenberg and Aki , 1974, and references therein].
Poupinet et al. [1984] used microearthquake doublets to monitor stress around the
Calaveras Fault in California. They dened a doublet as a pair of earthquakes having
nearly identical waveforms and the same hypocentre and magnitude but occurring
at dierent times. Poupinet et al.'s [1984] decision to use doublets was inuenced
by the fact that earthquake sources are richer in shear wave energy than explosions
and it is this same property that makes repeating earthquakes attractive in this
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study. Having two earthquakes with seismograms that are highly similar requires
very similar source parameters (hypocentre and moment tensor) and near-uniform
seismic properties along the propagation path [Poupinet et al., 1984]. Doublets or
multiplets (more than two events) are typically identied on the basis of waveform
similarity, determined by cross-correlation [Scha and Richards , 2004]. Another
hurdle that must be overcome in shear wave splitting analysis is that the results can
be heavily frequency-dependent [e.g. Marson-Pidgeon and Savage, 1997]. Boness
and Zoback [2006b] also showed that the polarisation of the shear waves and the
amount of anisotropy recorded are strongly dependent on the frequency and length
scale of investigation. Using repeating earthquakes ensures similar raypath lengths
and using the same lter on each repeated earthquake ensures that we are sampling
the same features with each event.
6.2. Cross-correlation
6.2.1. Method
Cross-correlation using the Bispectrum Cross-correlation package for SEISmic events
(BCSEIS, Du et al. [2004a], see below) has been performed in this study to identify
multiplets and to assist in the relocation of hypocentres (see Section 6.3.1). BC-
SEIS cross-correlates both raw and band-pass ltered waveforms and then veries
(selects or rejects) the estimated time delay by comparing the result to that from
cross-correlation in the third-order spectral domain. This makes the method less
sensitive to Gaussian noise than cross-correlation delay time estimates alone [Du
et al., 2004a].
A Hanning tapered band-pass lter between 1 and 10 Hz was used on all 991 events
in our data set. Our results agree with observations made by Du et al. [2004a];
choosing a dierent lter in the range 0.5{5 Hz to 5{20 Hz was not found to change
the nal results appreciably.
The BCSEIS algorithm gives the maximum cross-correlation coecient and the
corresponding time delays of event pairs at each station (absolute cross-correlation
coecients are given between 0 and 1, 1 being perfect correlation). In this study
multiplets were identied by having a P wave cross-correlation coecient of more
than 0.95 at three or more stations; if one or more of the stations showed a cross-
correlation coecient of more than 0.98 then the threshold at the other stations was
195
6. Temporal seismic properties at Okmok
lowered to 0.85. These criteria have been adapted based on studies by Shearer [1997]
and Du et al. [2004a], although the thresholds are higher in this study. Choosing
only those events with a high cross-correlation coecient ensures extremely similar
waveforms [Hemmann et al., 2003; Igarashi et al., 2003; Du et al., 2004b; Pandol
et al., 2006]. A higher correlation in the P waveforms than in the S waveforms
was sought because the nature of this study required the inclusion of S waveforms
that change over time. The cross-correlation analysis used the vertical-component
because the temporal changes observed in shear wave splitting were expected to be
more pronounced in the horizontal components of the S waveform.
Scha et al. [2004] tested a variety of window lengths and found that although
smaller windows generally produced higher-similarity measurements than longer
ones they also produced larger residuals after double-dierence relocation. We used
a window of 2.54 s around the P wave, making a total of 254 sample points with 30 of
them before the P arrival. This window was large enough to contain several cycles of
the seismic signal, producing precise delay time measurements, and to yield events
with highly similar waveforms (Figure 6.3). A longer time window of 3.82 s was
used for the S wave calculation to accommodate the uncertainty associated with the
catalogue S arrival picks and the longer periods of the S waves. This corresponded
to 382 sample points, 50 of them before the picked S arrival. Where there were no
catalogue picks, we used the TauP toolkit [Crotwell et al., 1999] with a xed P to
S wave velocity ratio of 1.78 [Masterlark et al., 2010] to estimate the phase arrivals
before performing cross-correlation. Estimating P and S picks should enable the
true arrivals to be identied by cross-correlation if the true pick is within the cross-
correlation time window, otherwise the resulting low cross-correlation coecient
should ensure that the estimated pick is not included in further analyses. However,
the vertical component of the waveforms sometimes include spurious phases such as
S{P conversions (a discussion of which follows in Section 6.5.3) creating erroneous
picks. The erroneous picks were found to bias the relocation results and therefore
only the catalogue picks were included in the analyses. Our cross-correlation analysis
produced a total of 3,721,517 P wave waveform-based dierential times.
6.2.2. Results
The cross-correlation analysis revealed three distinct multiplets and approximately
50 doublets with cross-correlation coecients exceeding the thresholds stated in
Section 6.2.1. After examination of the multiplets, the largest was chosen for further
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Figure 6.3. (a) 25 events belonging to the multiplet beneath Cone A, recorded at station OKWE,
vertical component, ltered 1{10 Hz, normalised and aligned according to the time shift from cross-
correlation analysis. (b) Multiplet traces recorded at station OKSO, east component, ltered 1{10
Hz, normalised and aligned according to the time shift from cross-correlation analysis. Traces
are in chronological order with the most recent at the top. Bottom traces show the time shifted
stack of all events and all events overlayed. Triangles show catalogue P picks. Inverted triangles
show catalogue S picks. (c) Frequency spectrum of the unltered stacked waveform of all of the
recorded multiplet events at OKSO, which is one of the broadband seismometers. Dashed line
shows frequency spectrum representative of the noise, constructed from the 4 seconds before the
P arrival.
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analysis, since the others contained too few earthquakes or were sequenced over
short time periods. One of the multiplets not chosen for this study also occurred
beneath Cone A but was not recorded well at the three-component stations and the
other occurred near Cone D over three hours during the 2008 eruption. The chosen
multiplet consisted of 25 events (Table 6.1) occurring sporadically over the ve years
from 2004 to 2008. The events in the multiplet do not appear to have continued
after the onset of the eruption on 12 July 2008 and not all events were recorded at
all of the stations.
Figure 6.3 shows the vertical component of all 25 events recorded at station OKWE
and the east component of the 15 events recorded at station OKSO. The catalogue
P picks are close together. There are no S picks on the OKWE traces and the S
picks are not well aligned on the OKSO traces. This is because the S arrivals are
usually more dicult to identify when picking, especially at stations with only one
component, and caution must be taken when conducting the relocation and shear
wave splitting analysis because the catalogue S picks, if present, may not be accurate.
For this reason the cross correlation results, which produce highly accurate relative
P and S times between earthquakes, are heavily weighted during the relocation in
Section 6.3.1 and we have used the results from BCSEIS to repick the S phase
arrivals on relevant records of the multiplet before the shear wave splitting analysis
in Section 6.4.1.
6.3. Relocation
6.3.1. Method
We have performed hypocentre relocation using hypoDD, the double-dierencing
algorithm of Waldhauser and Ellsworth [2000] and Waldhauser [2001], applied to
catalogue phase data and dierential times from the cross-correlation analysis. The
double-dierence residuals (the residual between the observed and calculated travel-
time dierence between two events at a common station) at each station were min-
imised initially by a weighted least squares inversion using the conjugate gradients
method, followed by the method of Singular Value Decomposition (SVD) on the
multiplet identied in Section 6.2.2.
Using the hypoDD technique, approximately 65% of the 991 earthquakes were relo-
cated with data from the 13 stations of the AVO Okmok network. Only the Okmok
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Table 6.1. Catalogue details of the events belonging to the multiplet
ID Year Month Day Hour Minute Second Lat Long Depth Mag
() () (km)
10021 2004 02 13 00 31 37.74 53.391 -168.221 -2.5 1.1
10054 2004 11 12 16 57 30.82 53.442 -168.240 14.0 2.3
10061 2005 02 14 10 41 28.76 53.374 -168.236 -0.1 0.7
10068 2005 04 21 12 32 28.60 53.398 -168.236 1.5 1.2
10073 2005 06 16 13 36 46.95 53.399 -168.185 8.2 1.1
10117 2005 08 22 13 08 28.75 53.402 -168.188 5.0 0.7
10146 2005 11 13 04 59 48.51 53.427 -168.175 3.9 1.1
10169 2006 01 29 17 24 48.89 53.425 -168.145 5.7 1.3
10174 2006 03 10 08 57 03.51 53.404 -168.183 3.0 0.8
10187 2006 04 14 18 30 19.89 53.407 -168.179 2.9 0.6
10196 2006 05 14 11 52 51.95 53.396 -168.181 1.3 0.7
10211 2006 06 06 21 08 31.16 53.406 -168.176 1.1 0.1
10230 2006 07 29 21 41 03.21 53.403 -168.183 3.0 0.3
10274 2006 09 20 07 50 43.50 53.406 -168.180 0.8 0.1
10296 2006 11 23 15 21 34.48 53.402 -168.185 0.2 0.3
10315 2007 02 22 10 51 15.56 53.384 -168.200 -3.0 1.3
10327 2007 04 27 08 52 19.67 53.402 -168.188 2.4 0.9
10330 2007 05 18 10 26 12.54 53.400 -168.205 1.8 1.1
10339 2007 07 01 14 52 06.30 53.394 -168.216 1.8 0.7
10346 2007 07 15 02 50 38.24 53.400 -168.190 2.2 1.3
10365 2007 08 17 12 18 46.93 53.406 -168.184 2.8 1.7
10455 2007 09 28 06 34 20.58 53.402 -168.193 0.6 0.9
10476 2007 11 05 04 00 37.50 53.401 -168.190 3.9 0.5
10516 2008 04 15 12 15 47.76 53.402 -168.185 2.3 1.9
10521 2008 05 05 01 32 12.34 53.407 -168.180 5.1 0.7
network was used because the stations on other islands in the chain may bias the
results by not giving full azimuthal coverage. The data consisted of 15,412 P and
3099 S catalogue dierential times. Applying a cross-correlation coecient thresh-
old of 0.7 to the BCSEIS cross-correlation results yielded 13528 P and 1387 S cross-
correlation dierential times. There were ve sets of iterations with ten iterations
per set. The weightings were chosen so that in the initial iterations the catalogue
P and S picks were used almost exclusively, then the cross-correlations were phased
in such that in later iterations the cross-correlation relative times were used almost
exclusively (see Appendix E.4). This weighting scheme was adopted to ensure that
the catalogue data mainly constrained the absolute positions of events without sac-
ricing the highly accurate cross-correlation data [Waldhauser and Ellsworth, 2000;
Waldhauser , 2001]. All of the seismicity was treated as a single cluster and the
initial location of the centre of the cluster was taken from the catalogue locations.
The velocity model entered into hypoDD was that of Masterlark et al. [2010]. We
adapted data selection parameters based mainly on those used by Waldhauser and
Ellsworth [2000] in California, where there is excellent station coverage. Therefore,
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we reduced both the number of links required and the linking distance (where a link
is dened as an event pair with travel time information at a common station) and
kept the other parameters the same as those suggested byWaldhauser and Ellsworth
[2000]. The maximum event-station pair distance was set as 400 km in order to in-
clude all of the events; the maximum hypocentral separation was set as 4 km; the
maximum number of neighbors per event was four; the minimum number of links
required to dene a neighbor was ve; the minimum number of links per pair saved
was ve and the maximum number of links per pair saved was 20.
The results from hypoDD were validated by relocating smaller subsets of events us-
ing the SVD method included in the hypoDD package, and by relocating the whole
catalogue using dierent station distributions, varying linking parameters, and mak-
ing small adjustments to the velocity model. The output did not change signicantly
(the cluster centroid stayed within 0.01 horizontally and 0.2 km vertically of the
best result), conrming the stability of the results. The multiplet identied using
BCSEIS (Section 6.2.1) was veried by visually inspecting the relocated hypocentres
and by relocating them using the SVD method. There were no obvious outliers to
be rejected from the group.
6.3.2. Results
Figure 6.4 shows the relocations of all of the earthquake hypocentres colour-coded
according to time and Figure 6.5 displays the catalogue and relocated locations of
the multiplet. Typical errors for the catalogue locations of the multiplet events are
reported to be of the order of 0.5 km horizontally and 1 km vertically. The catalogue
errors are based on the uncertainty in the location calculation using catalogue picks
and do not take into account the uncertainty in the velocity model. Following
double-dierence relocation using the SVD inversion method, the relative errors are
found to be two orders of magnitude smaller, suggesting that the catalogue errors
are in fact larger than those reported. The multiplet event hypocentre locations are
now within 300 m vertically and 150 m horizontally of each other. The latitude,
longitude and depth of the relocated multiplet are 53.403,  168:186 and 3.6 km
bsl respectively.
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Figure 6.4. Relocated hypocentres of 65% of the AVO Okmok catalogue colour-coded according
to time. Left panels show all relocated seismicity up to eruption onset on 12 July 2008 (2008.53).
(a) Map view. (b) Depth section of the prole A{A', southwest-northeast with zero at Cone D.
Right panels show relocated co-eruptive seismicity; 11 July 2008 to 15 August 2008. (c) Map view.
(d) Depth section along the prole B{B', southwest-northeast with zero at Cone D. (e) Depth
section along the prole C{C', northwest-southeast with zero at Cone D. Black ellipses show the
location of the cluster of seismicity that contains the multiplet. (f) Depth versus time for the
duration of the eruption.
6.4. Shear wave splitting
6.4.1. Method
The Silver and Chan [1991] algorithm for calculating shear wave splitting uses a
grid-search inversion over the azimuth of the fast polarisation direction  and delay
time t, for a given time window. It has been incorporated into Teanby et al.
[2004a]'s SPLIT code, which conducts cluster analysis over a range of time windows
to nd the most stable result. Savage et al.'s [2010b] automated method calculates
the optimum three lters to apply to the data on the basis of signal-to-noise ratios
and then determines the maximum and minimum time window around the S arrival
for use in the Teanby et al. [2004a] code. These time window extremes are based
on the dominant frequency of the rst three seconds of the S waveform. Errors are
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Figure 6.5. Left: Catalogue locations of events in the identied multiplet in grey, relocated
hypocentres in black. Right: Zoom of relocated hypocentres of multiplet events. Depth sections
are centred on the multiplet. Inset is a composite focal mechanism, constructed with rst motions
of all multiplet earthquakes.
calculated by nding the 95% condence interval for the optimum values of  and
t after conducting an F test for the chosen time window [Silver and Chan, 1991].
We conducted the shear wave splitting analysis on all three best lters as well as
on the raw data for the 991 events. Output parameters from all three lters were
included in the results in order to minimise the eects of frequency-dependent shear
wave splitting. If all frequencies yielded the same results, then these were combined
and assigned a larger weighting than if there were discrepancies, in which case the
results cancelled each other out and were therefore assigned a smaller weight.
Results from the shear wave splitting analysis that gave  to within 20 of the
polarisation of the incoming wave were considered null results [Peng and Ben-Zion,
2004] and not included in the interpretation. Nulls signify that no splitting was
reliably detected [Silver and Chan, 1991], rendering the corresponding value of t
meaningless and giving  with a 90 ambiguity.
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Figure 6.6. Rose diagrams showing frequency of fast shear wave polarisation measurements at the
four 3-component seismometers from automated shear wave splitting analysis of the whole AVO
Okmok catalogue. Black overlayed rose diagrams in large plot show multiplet fast polarisations.
Smaller plots show (a) polarisations before the onset of the eruption on 12 July 2008; (b) polari-
sations after the onset of the eruption; 12 July 2008 to 28 February 2009. Table 6.2 displays the
number of earthquakes used for each rose diagram. Station OKCD was destroyed in the eruption.
Valid shear wave splitting measurements require the angle of incidence (i) to be
within the shear wave window of 35{45 [Nuttli , 1961; Booth and Crampin, 1985],
outside which S{P reections at the surface disturb the seismic record and shear wave
splitting measurements give erroneous results. The critical angle ic is calculated
from wave velocities vS and vP as ic = arcsin(vS=vP )  45 if vP=vS 
p
2 or
ic = arcsin(vS=vP )  35 if vP=vS 
p
3 [Nuttli , 1961], but a low-velocity layer at
the surface has the eect of increasing the number of events that arrive inside the
shearwave window by reducing i [Bernard and Zollo, 1989]. The 3D velocity model
of Masterlark et al. [2010] obtained by ambient seismic noise tomography conrms
that the velocity gradient at Okmok is high near the surface and the S wave speed is
low ( 1:8 km/s). This, in combination with the fact that most of the earthquakes
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Table 6.2. Number of events used in dierent time periods for the shear wave splitting anaysis
and displayed in Figure 6.6
Station 1st January 2003 { 1st January 2003 { 12th July 2008 {
28th February 2009 11th July 2008 28th February 2009
OKCD 238 238 0
OKCE 284 201 84
OKFG 172 26 146
OKSO 646 285 361
have depths similar to or greater than their lateral distance from the seismometers,
means that we can reasonably assume that angles of incidence from all of the events
were within the shear wave window.
Shear wave splitting analysis of the multiplet was conducted using the optimum
lter and time window for each event-station pair. A set of parameters were chosen
after inspection of the results from the automated analysis and then applied to each
event in the multiplet.
6.4.2. Results
Figure 6.6 shows rose diagrams of the fast polarisations for earthquakes between Jan-
uary 2003 and February 2009 at the four three-component stations (Table 6.2). The
diagrams show results obtained using Savage et al.'s [2010b] automated shear wave
splitting analysis performed on all local events. The stations outside the caldera
walls (OKSO and OKFG) have fast polarisations that are radial to the caldera, and
the two inside the caldera have northwest-southeast polarisations. Stations OKCE
and OKFG do not display a signicant change in general  orientation coinciding
with the onset of the eruption on 12 July 2008 (Figure 6.6 inset). There is more
scatter after the onset of the eruption in the case of OKFG and less scatter after
the onset in the case of OKCE. The OKSO results contain more scatter after the
onset of the eruption and display a bimodal distribution with two dominant fast
polarisations, one of approximately 70 and the other of approximately  45. Sta-
tion OKCD does not have any post-eruption data as it was destroyed by the initial
explosions of the eruption. No signicant change in  or t is seen immediately prior
to the eruption using any of the catalogues.
Looking specically at the location of the multiplet described in Sections 6.2.2 and
6.3.2 and Table 6.1, and the velocity model ofMasterlark et al. [2010] with an S wave
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(a) (b)
Figure 6.7. Results from the cluster analysis using Teanby et al. [2004a]'s algorithm of event
10339 at station OKCD. 78 windows with start times between 0.7 and 0.3 seconds before the S
pick and between 0.63 and 1.54 seconds after the S pick. Plot (a) shows results of  and t for
each window number and the errors associated with them. Plot (b) shows the same results with 
against t. Crosses represent optimum result. Note existence of three dierent clusters of splitting
parameters.
velocity of 1.8 km/s in the top few kms of the crust from Masterlark et al.'s [2010]
tomography result, the angle of incidence of the body waves from the multiplet can
be calculated using the two-point ray tracing method of Kim and Baag [2002]. The
incidence angles are found to be 45 at station OKCD and 44 at station OKSO,
which are within the shear wave window.
Two of the four three-component seismometers surrounding Okmok volcano (OKSO
and OKCD, Figure 6.1) produced enough waveforms from the multiplet to be used
in the temporal shear wave splitting analysis. After applying the automated shear
wave splitting analysis to the waveforms and inspecting the results, the input pro-
cessing parameters displayed in Table 6.3 were adopted for the multiplet as a whole.
An example of the cluster analysis is displayed in Figure 6.7. Each point repre-
sents a dierent analysis window and the corresponding splitting parameters. Three
clusters of  and t combinations are produced by dierent windows. One of these
Table 6.3. Parameters applied to the multiplet during the shear wave splitting analysis
Station Filter window parameters
(Hz) seconds before S arrival seconds after S arrival
OKCD 1-5 0.8 0.8
OKSO 1-3 0.8 0.8
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Figure 6.8. Shear wave splitting analysis results from station OKSO. Left panels show results
from event 10196, right panels are from event 10327. Plots (a) and (f) display error surfaces of
fast polarisation against delay time. Thick line shows 95% condence interval, cross shows chosen
values. Plots (b) and (g) display the horizontal components of the seismograms around the S picks,
rotated to the fast and slow orientations. Plots (d) and (i) show the elliptical particle motion. Plots
(c) and (h) display the same seismograms shifted in time by t so that the waveforms correlate.
Plots (e) and (j) show the more linear particle motion of the corrected waves. Note the pulse of
energy on the slow (dashed) trace before the S arrival (arrows). It has dierent amplitudes on
the seismograms from dierent events and can inuence the result from the shear wave splitting
algorithm if its amplitude is big enough.
combinations (the one chosen by the Teanby et al. [2004a] algorithm, shown by
the cross) is measured by the majority of the windows and gives a realistic result.
The windows that choose a larger t likely include cycle skipping. In general, nar-
rower frequency bands are more likely to produce cycle skipping by creating more
monochromatic waveforms. Cycle skipping can sometimes be identied by clusters
with t separated by a multiple of the dominant period, or by t equivalent to an
unusually high percentage of anisotropy. Identication of cycle skipping is best car-
ried out by viewing the waveforms and determining the quality of the result by eye.
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A random subsample of results was viewed in this experiment as a quality control
and an example of the results can be seen in Figure 6.8.
The choice of parameters used on the multiplet was based on a combination of the
dominant frequencies contained in the waveform, the time between the P and S
arrivals, and the most stable results from the automated analysis and are displayed
in Table 6.3. The frequency bands were chosen to obtain the best signal-to-noise
ratio while encompassing the dominant frequencies. Broad frequency bands and long
windows before the S arrival were chosen to minimise the risk of cycle skipping; the
P coda is minimal on the horizontal components so the impulsive S arrival can be
matched (Figure 6.3). The length of the window after the S arrival ensured at least
one period of the S wave was included while avoiding spurious secondary phases
in later parts of the waveform, which could degrade the splitting estimates [Teanby
et al., 2004a].
We have applied the same parameters to each event using the S arrival pick from
the BCSEIS analysis. The results are plotted in Figures 6.6 (black overlay) and 6.9
and the statistical analysis of the results is summarised in Table 6.4 and discussed
further in Section 6.5.
Dierent input processing parameters were used in an attempt to gain more infor-
mation from the multiplet analysis and the earthquakes surrounding the multiplet;
namely using a lower cross-correlation coecient threshold and signal-to-noise ratio.
However, while yielding slightly more data, this resulted in a poorer quality data
set overall with more scatter in results and no other conclusions could be drawn.
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6.5. Discussion and interpretation
6.5.1. The multiplet
The presence of repeating earthquakes underneath Cone A (Figures 6.1, 6.4 and 6.5)
shows that there was some ongoing process that continued unchanged throughout the
period February 2004 to May 2008. The occurrence of individual earthquakes within
the multiplet does not appear to correlate with any notable deformation events. A
few of the repeating earthquakes occurred at the same time as tremor in 2004 and
2005, when periodic episodes of volcanic tremor were commonly observed at Okmok
[C.Reyes, pers. comm]. There does not appear to be a correlation between their
times of occurrence however. Multiplet earthquakes do not appear to have continued
after the onset of the 2008 eruption in spite of seismicity contining in the same area.
This is likely because the structure over the path was changed by the eruption,
changing the waveforms and so producing lower cross-correlation coecients, rather
than because the earthquake mechanism and location necessarily altered.
The impulsive P and S arrivals in the records from the multiplet earthquakes suggest
that they were caused by brittle failure [Latter , 1981a; McNutt , 1996]. Figure 6.3,
panel c, displays the frequency spectrum for the unltered stacked waveform of
the multiplet recorded at OKSO. The spectrum is representative of the broadband
stations and displays a form that is typical of a brittle fracture volcano-tectonic
(VT) earthquake [Brune, 1970; Latter , 1981a], although with a slight decit of
long-period (LP) energy in the band 0.1{1 Hz. The rst motions were repicked and
found to be consistent for all of the events in the multiplet at each station. The
focal mechanism constructed using the rst motions is compatible with a normal
fault striking at approximately NE{SW (Figure 6.5 inset). Repeating earthquakes at
volcanoes usually contain lower frequencies [Neuberg , 2000; McNutt , 1996] because
they involve uid-pressurisation processes in their mechanisms. The lack of LP
energy in these spectra suggests that uid did not play a signicant role in the source
mechanism of the multiplet earthquakes [Latter , 1981a; McNutt , 1996]. Future
work could include a full focal mechanism inversion and waveform analysis to gain
more information about the source mechanisms and the raypath properties. Focal
mechanisms from other events could also be used to gain more insight into the local
stresses and processes.
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6.5.2. Relocation
The relocation results indicate that patch of events surrounding the identied mul-
tiplet beneath Cone A remained stationary over the time that the network was
active (Figure 6.4). Earthquakes persisted in this area throughout the course of the
eruption.
Relocated seismicity prior to the onset of the eruption on 12 July 2008 (Figure 6.4,
left panel) was predominantly located to the southwest of the caldera where there
are pre-Holocene volcanic centres and a geothermal eld [Motyka et al., 1994]. The
relocated hypocentres of earthquakes associated with the onset of the eruption (mid-
2008, right panel of Figure 6.4), which presumably opened the pathway for magma
ascent, occurred in the northern portion of the caldera and started as deep as 13
km. Due to the close network geometry the structure of the seismicity at depth
is not well dened. Earthquakes occurring during the middle and later portions of
the eruption occurred mostly at depths of about 3 km bsl but none were deeper
than about 7 km. Toward the end of the eruption, many relocated earthquakes
occurred at shallower depths, and there are only a few relocated events as deep
as 5km. The relocated co-eruptive seismicity was well distributed throughout the
caldera, which is consistent with being caused by small scale stress changes from
increased pore pressures as the magma near the surface exsolved uid and gas heated
existing groundwater. Some of the earthquakes throughout the caldera may have
been from reactivated faults accommodating the caldera-wide deformation observed
during the eruption [Freymueller and Kaufman, 2010]. The depth of the majority of
the relocated co-eruptive earthquakes coincided with the depth at which the centre
of deformation is modelled and interpreted to be the magma body [Lu et al., 2005],
suggesting they are causally related. The relocated earthquakes reached the surface
on the eastern edge of the cluster of seismicity just northeast of Cone D, the location
of the 2008 eruptive vent. There was a ring of relocated seismicity around Cone F
with a lack of earthquakes within it at all depths. We speculate that the pattern
of seismicity around Cone F could represent a ring fault that is a weak part of the
volcanic structure and has been reactivated or is simply an easy pathway for uids.
If this is the case, the lack of seismicity near Cone F may be due to local stresses
by being accommodated by the surrounding ring fault.
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6.5.3. Shear wave splitting
The dierence in  at dierent stations suggests that the observed anisotropy is
close to each station (Figure 6.6). The average orientation of  at stations OKFG
and OKSO is approximately radial with respect to the centre of the caldera. As-
suming that anisotropy in the crust is caused by the maximum horizontal stress
preferentially aligning microcracks [Crampin, 1994], the radial orientation agrees
with Lu et al. [2000]'s model of a charged magma body in the centre of the caldera
(see Section 6.1.1). Visual examination of the rose diagrams indicates that station
OKSO experienced a change in fast polarisation after the onset of the eruption (Fig-
ure 6.6 b). This could be interpreted as a change in the maximum horizontal stress
due to the eruption releasing pressure within the magma reservoir, particularly as
one of the directions is consistent with the stations within the caldera (OKCD and
OKCE). There was also a change in the amount of scatter, and in the standard
deviation, before and after the onset of the eruption at all stations. However, the
location of the majority of the seismicity shifted from the western geothermal areas
to be predominantly scattered around the caldera. This shift in epicentres changed
the dominant backazimuth and so the observed variation in  is not necessarily a
temporal one.
The two three-component stations inside the caldera (OKCD and OKCE) showed a
northwest-southeast orientation of  (Figure 6.6). We interpret this to be a result
of the regional maximum horizontal stress due to the subduction of the Pacic
Plate beneath the North American Plate. The pressurised magma body beneath
the centre of the caldera is inferred to have produced an isotropic stress on the
surrounding rock. According to this model, directly above the magma body the
maximum local stress was vertical and had less inuence on the direction of the
maximum horizontal stress. The geographical locations of OKCD and OKCE are
such that the maximum horizontal stress was not altered signicantly from the
background. Haney [2010]'s results from modelling of the VLP tremor agree with
this hypothesis. Figure 6.10 displays the results from Coulomb stress modelling [Lin
and Stein, 2004; Toda et al., 2005]. The source of ination used here is similar to
that modelled by Lu and Dzurisin [2010], namely a Mogi point source centred at 2.9
km bsl but with a potency of 2 109 m3. This potency is 1.5 orders of magnitude
larger than the volume change modelled by Lu et al. [2000, 2003, 2005] and Fournier
et al. [2009] because we are concentrating on a deviation from the regional stress
rather than from a post-eruption reference, where there is magma left in the system.
The tectonic stress is estimated using the methods of Zoback and Townend [2001].
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We assume a normal faulting regime and a coecient of friction of 0.8, meaning that
the maximum stress (S1) is vertical and has a vertical gradient of 26 MPa/km. We
assume the orientation of the maximum horizontal stress (S2) to be 135
 [Nakamura
and Uyeda, 1980] and to have a vertical gradient of 20 MPa/km, which is an average
of the maximum and minimum stress gradients.
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Figure 6.10. Maximum horizontal stress from a Mogi point-source of ination at 2.9 km bsl
with potency of 2  109 m3, indicated with grey circle. The tectonic stress is estimated using
the methods of Zoback and Townend [2001]. The black lines indicate the direction of maximum
horizontal stress at 1.5 km depth calculated using the technique of Lund and Townend [2007].
The grey rose diagrams display the shear wave splitting fast polarisation at the four 3-component
stations. (a) Source location in the centre of the caldera. (b) Preferred source location.
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Stress was modelled at 1.5 km depth, which is mid-way between the source of in-
ation and the surface and captures a portion of most of the earthquake raypaths
at a location where the anisotropy is inferred to be present. The top plot of Figure
6.10 shows the results when the source of ination is located in the centre of the
caldera, as modelled by Lu et al. [2000, 2003, 2005]. The bottom plot displays the
results when the source of ination is moved to best t the fast polarisation results,
while keeping the other parameters the same. This modelling suggests that our
interpretation of the fast polarisation results is plausible. The location that best
ts the splitting results lies to the SSE of the centre of the caldera. Anisotropy
caused by stress at depth may not correlate perfectly with strain observed at the
surface because the subsurface rocks are heterogeneous, with contrasting mechani-
cal stinesses accommodating stress dierently [Kinvig et al., 2009]. Furthermore,
the shear wave splitting method gives a measure of anisotropy intergrated over the
whole raypath, while the model calculates the stress at a single depth. Therefore,
a discrepency between the estimation of the source using these dierent methods is
inevitable. The best-tting location of the source also falls within the seismically
quiet zone below Cone F, identied on Figure 6.4 b, and is in the same section of
the caldera in which Fournier et al. [2009] modelled the ination source.
Statistical analysis of the multiplet shear wave splitting results is summarised in
Table 6.4 and Figure 6.9. Weighting proportional to the errors dened in Section
6.4.1 was applied to all calculations. A Rayleigh test [Davis , 1986] reveals that both
stations OKCD and OKSO exhibited signicant mean  values despite the scatter.
Using weighted least squares regression of  with time,  at both stations is found
to be unchanging within 95% condence. Both stations also exhibited unchanging
t within the same margins of error.
Station OKCD displayed a mean  of  17 and t of 0.26 s. If there were no changes
in splitting parameters, we would expect all points to be drawn from a common
2 distribution. A Kolmogorov-Smirnov test enables us to reject this hypothesis.
Therefore the outliers (denoted by crosses in Figure 6.9) were caused by a process
not described by a Gaussian distribution and are excluded in the following analyses.
This other process could be a change in shear wave splitting or simply a lower
quality of data. After inspection of the splitting results, we found that these outliers
yield measurements of lower quality, conrming their rejection from the analysis.
Removing these outliers from the calculations reduced the standard deviation and
changed the mean values to  of  21 and t of 0.24 s. This t value equates
to anisotropy of 4.6%, assuming that the anisotropy is constant along the whole
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raypath. This is within the range of percentages observed for volcanic environments
similar to Okmok volcano [Savage et al., 1989]. However, as the raypath did not
change during this analysis, we are unable to tell whether the anisotropy changes
along the path or where along the path it changes. A Student's t test produces a two-
tailed P value of 0.43, conrming that the orientation of  from this multiplet is not
statistically dierent from the average orientation of the data from all back azimuths
displayed in Figure 6.6, and suggesting that the region of anisotropy extended close
to the station.
Station OKSO displayed a mean  of 15 and t of 0.15 s. The delay times indicated
two populations; one of 0.10 s and one of 0.27 s. However, a t test showed that these
two populations' average  values were not signicantly dierent, with a two-tailed
P value of 0.36. In other words, some process changed the apparent percentage
of observed anisotropy, of between 5.6% and 2.2%, but not its polarisation. This
change in the apparent percent anisotropy could be attributed to an artifact of
the processing such as cycle skipping. However, visual inspection of the waveforms
indicated skipping has not occurred (see Figure 6.8 for examples). The dierence in
t corresponds to a dierence of less than a quarter of the dominant wavelength, also
indicating that cycle skipping was not the cause. Some of the waveforms displayed
a small pulse of energy before the S wave arrival (indicated in Figure 6.8), which
inuenced the selection of parameters made by the shear wave splitting algorithm.
The multiplet was identied by cross correlation coecients of greater than 0.95,
therefore a small amount of dissimilarity within the window of investigation is to
be expected and is unavoidable. The use of a higher threshold for cross correlation
yields too few events in the multiplet to carry out this analysis. We have not studied
the full receiver functions of these earthquakes and so cannot say exactly what the
extra pulse represents, but assume that it must be due to a slight dierence in the
location of the earthquake and therefore the intersection of the ray with a scatterer
that the other event rays do not encounter. This pulse is thus interpreted as an S{P
conversion of the wave coming into contact with a structure, possibly part of the
magma reservoir or another heterogeneity. The average  of 15, when compared
using a t test to that observed at station OKSO for events with all back azimuths,
gave a two-tailed P value of 0.56. This indicated that they were not statistically
dierent and also suggested a source of anisotropy extending to the station.
Modelling of the magma inux using GPS suggests that there was major injec-
tion beneath Okmok from 2002 to 2004 but after that time there was quiescence
[Fournier et al., 2009], except for notable ination in early 2008 [Larsen et al., 2009].
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The 2008 episode occurred after the time of the last earthquake in the multiplet.
Therefore, the average  value that deviates from the regional maximum horizontal
stress was probably established before we started to observe the multiplet. The lack
of signicant change in  between 2004 and the last member of the multiplet before
the 2008 eruption of Okmok is thus consistent with geodetic results. An increase in
the pressure of the magma reservoir, causing an increase in radial stress would have
increased the percentage of anisotropy and therefore the delay times between the
fast and slow shear waves [Crampin, 1994]. No increase in delay times was observed
using the multiplet. This suggests that there was little change in the magnitude of
the stress during the occurrence of the multiplet, which is also consistent with geode-
tic results. However, the analysis using the multiplet cannot resolve any changes in
stress that may have occurred immediately preceding the eruption and in particular
the increase in seismicity in the 5 hours before the eruption onset (Figure 6.2).
Although our study cannot resolve the physical process that triggered the eruption
uniquely, we speculate on the triggering process based on constraints from our re-
sults. When considering possible triggers for the eruption we take into account that:
1) the caldera was inating, but not at an increased rate at the time of the eruption
onset [Freymueller and Kaufman, 2010]; 2) magma was shallow as intrusion contin-
ued [Masterlark et al., 2010]; 3) there was not a large stress change in the 4 years
before the eruption; 4) no regional earthquake activity occurred at the time [Dixon
and Stihler , 2009]; 5) in the 4{5 years prior to eruption, there was little seismicity,
but signicant tremor; 6) most recent eruptions have not been particularly explosive
[Neal et al., 2003]; and 7) water was available and the eruption was phreatomag-
matic in nature [Larsen et al., 2009]. These things together lead us to the conclusion
that the system was open and able to passively degass without signicant overpres-
sure developing. The hot, shallow open system led to seismic quiescence. The deep
earthquakes could suggest some increase in recharge rate, though if that was true it
wasn't reected in the GPS. This may have increased the stress on a shorter time
scale than we are able to resolve using the multiplet study or for a small region
around the reservoir, which is not sampled by the raypath. Ongoing intrusion may
have simply reached a point were it overcame the overburden stress so the stress
change was smaller than can be resolved with this method. Contact with water
could also have been a trigger, though we cannot substantiate that.
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6.6. Conclusions
A multiplet of 25 earthquakes has been identied using a bispectrum cross-
correlation technique applied to the Okmok volcano AVO catalogue. The events
in the multiplet have cross-correlation coecients of more than 0.95 at three or
more stations or more than 0.98 at one station. The presence of a multiplet im-
plies that there was some ongoing process beneath the Cone A that was unchanged
over the period February 2004 to May 2008. However, the occurrence of multiplet
earthquakes does not correlate with notable deformation events, nor with tremor.
Double-dierence relocation of the entire Okmok catalogue conrms that earth-
quakes in the multiplet occurred at the same location to within 300 m vertically
and 150 m horizontally. There has been seismicity around this location for the
whole time that the seismic network has been deployed and it persisted throughout
the eruption, however events belonging to the multiplet could not be identied af-
ter the onset of the eruption. Relocation of hypocentres revealed structure in the
co-eruptive seismicity of the recent 2008 eruption just north of Cone D. Seismicity
started at between 13 km depth bsl and the surface then continued at about 3 km
depth beneath the centre of the caldera, where the majority of the seismicity oc-
curred. This is also the location of the centre of deformation as modelled by GPS
and InSAR. Co-eruptive earthquakes were mostly scattered throughout the caldera,
possibly accommodating local stress changes due to increased pore pressures. The
relocation shows the shallowest earthquakes close to Cone D, which was the location
of the 2008 eruptive vent.
Shear wave splitting analysis of the whole catalogue using an automated method
yields a fast splitting polarisation that is radial to the caldera at the seismometers
outside the caldera. This is interpreted as the direction of maximum horizontal
stress, caused by the charging magma body preferentially aligning microcracks and
causing anisotropy in the surrounding rock. The two seismometers inside the caldera
displayed a fast splitting direction approximately northwest-southeast, which we
interpret to be the regional stress caused by the tectonic regime. This orientation
was observable because the stations lie directly above the presumed magma body so
that the vertical stress it exerts does not signicantly aect the maximum horizontal
stress between the station and the magma body.
A separate shear wave splitting analysis was applied to the events in the multiplet
using xed input parameters in order to treat each event in the same manner. This
way any changes in output parameters could be assumed to be the cause of changing
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properties of the medium over time rather than changes in the source, or the path,
or the analysis input parameters. We observe no signicant change in shear wave
splitting from the multiplet between November 2004 and September 2007, for the
frequency band 1{5 Hz, along the path between the multiplet and the stations. This
is unsurprising as the GPS measurements show little variation in the inferred volume
change over the same time period. The fast polarisation of the shear wave splitting
in the multiplet was the same as that found from the analysis of the whole catalogue
at each station. However, each station displayed a dierent  value to the others,
suggesting that the source of anisotropy was local to the stations. The delay times
gave a percent anisotropy of 4{6%, which is typical of volcanic regions.
We speculate that the eruption may have been triggered by ongoing intrusion simply
reaching a point were the overburden stress was overcome. However, our results show
no stress change in the 4 years before the eruption Therefore, the stress may have
increased on a shorter time scale than we are able to resolve using the multiplet study
or for a small region around the reservoir, which is not sampled by the raypath.
A third possibility is that the system was in a state of criticality and the stress
change that triggered the eruption was too small to be resolved by this technique.
Continued analysis of the seismicity of Okmok volcano will show whether there has
been a change in shear wave anisotropy since the 2008 eruption to accompany the
deation of the volcanic edice inferred from geodetic modelling [Lu and Dzurisin,
2010].
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The principal focus of this thesis was to determine whether anisotropy measured
from shear wave splitting changes around a volcano prior to and during magmatic
eruptions.
The temporal variation of shear wave splitting and its interpretation is highly con-
troversial. One of the main problems with the interpretation of temporal changes is
the possibility of spatial variations being sampled along diering raypaths and being
interpreted as temporal changes. We have taken two approaches to mitigate this
problem. The rst is to understand where the anisotropy is acting so that even if
the raypaths dier, changes can be inferred. The second is to keep the raypath con-
stant so that, even if the exact location of the anisotropy is not known, any changes
observed can be condently interpreted to be temporal. The combination of these
two investigations has led to a more thorough understanding of the anisotropy in
the two study regions.
In Chapter 4, we presented shear wave splitting results at Mt. Ruapehu from a
combined data set of two temporary deployments of three-component seismome-
ters and the permanent network. We used earthquakes that occurred throughout
2008 near Mt. Ruapehu and the automated shear wave splitting method of Savage
et al. [2010b] to determine anisotropy parameters. A two-dimensional tomographic
inversion was applied to the shear wave splitting delay times in order to locate re-
gions of strong anisotropy. In 2008, regions of strong anisotropy were identied in
the Waiouru area and near Mt. Tongariro. We then used a spatial averaging tech-
nique to analyse spatial variations in the fast polarisation direction. Comparison
of shear wave splitting results to stress estimates and local structures let us dis-
tinguish regions in which shear wave splitting is governed by structural anisotropy
and those in which stress-induced microcracks were the main cause. Anisotropy in
the Waiouru region is inferred to be caused in part by schistose mineral alignment,
and the anisotropy near Mt. Tongariro was interpreted to be caused by macroscopic
fractures. The region to the west of Mt. Ruapehu exhibits weaker anisotropy than
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the previously mentioned areas, but still displayed detectable anisotropy, which was
inferred to be caused by stress-induced microcracks. These interpretations enable
us to focus investigations on the regions that are more likely to display temporal
changes in shear wave splitting related to volcanic activity.
In Chapter 5, the techniques that were developed for the analysis of the 2008 data
were also applied to other past deployments around Mt. Ruapehu. We found that the
region of high anisotropy near the Waiouru swarm was stable in time in terms of both
delay time and fast polarisation measurements. This agrees with the interpretation
that the anisotropy in this region is controlled by schistose mineral alignment and
faulting. A key observation was a region of strong anisotropy detected using the
1995 data and centred just to the west of Mt. Ruapehu. This feature occurred
in the region of anisotropy that was identied as stress-controlled and was present
at the time of a large magmatic eruption, and hence is interpreted to be due to
increased pore-uid pressure and fractures from the eruption. The application of
these techniques to temporally varying data has also uncovered the possibility that
the high anisotropy area near Mt. Tongariro in 2008 was a temporary feature.
Another technique employed in Chapter 5 to mitigate the problem of spatial varia-
tions of anisotropy being interpreted as temporal variations was the application of
the automated shear wave splitting method to ongoing swarms of earthquakes. The
two swarms that we used were the Waiouru swarm and the Erua swarm, which are
both approximately 20 km away from Mt. Ruapehu. We observed changes in shear
wave splitting parameters associated with the 2006 and 2007 phreatomagmatic erup-
tions using earthquakes from the Erua swarm, but such changes were not observed
using earthquakes from the Waiouru swarm. Changes have been observed in the
character of these earthquake swarms associated with volcanic eruptions, and so the
character of the Erua swarm over the 2006{2007 period was investigated further. It
was found that the b-value for the Erua swarm increased at the time of the change
in shear wave splitting parameters, although this was the only parameter related to
the seismicity to vary signicantly. The conclusion is that the anisotropy is usually
governed by stress-induced microcracks but the change was near-source and due to
an increase in pore-uid pressure associated with the eruptions, making the medium
in the source region more isotropic, and allowing the structure in the region to gov-
ern the weaker anisotropy. The consistent shear wave splitting parameters obtained
from the Waiouru earthquakes matches the results from the spatial averaging and
delay time tomography, and agrees with the interpretation of a structural mechanism
of anisotropy.
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In Chapter 5, we also investigated the occurrence of repeating earthquakes, and their
use in monitoring shear wave splitting. At Mt. Ruapehu, repeating earthquakes
were not identied in the Erua region, but were identied in the Waiouru swarm.
These multiplets were used to demonstrate the validity of assuming a single layer
of anisotropy. Each earthquake within a multiplet yielded the same shear wave
splitting results to within errors but no variations over time were observed. This
may have been due to the multiplets not spanning the time of the large eruptions.
It may also have been due to the source region having a strong intrinsic anisotropy
such that subtle changes in stress would not aect the anisotropy. An interesting
observation related to the 2006 and 2007 eruptions of Mt. Ruapehu was the alteration
of scatterers at the times of the eruptions. These scatterers inhibit the observation
of subtle changes in the S waveforms that could aect shear wave splitting, but have
implications for inferring other changes along the path.
We have shown that anisotropy at Mt. Ruapehu is not completely governed by stress
from the magma plumbing system, and that even in the regions where the shear
wave splitting is inferred to be stress-induced, the stresses are complex. Therefore,
we cannot rule out any of the models of the magma plumbing system from previous
studies described in Chapter 2, but suggest that the system is acting on several
scales. A deep magma reservoir may aect the wider stress regime but is masked
in areas by more localised sources. Changes in time seem to be due to variations
in pore-uid pressure, which are linked to volcanic activity, but the relationship of
shear wave splitting to volcanic activity cannot simply be modelled with Coulomb
stresses. This suggests that a highly localised investigation of shear wave splitting
close to the summit of Mt. Ruapehu may reveal detectable changes preceding small
eruptions because the changes that have been observed on this scale have been
attributed to increased pressure [e.g. Otway , 1979; Mordret et al., 2010; Jolly et al.,
2010].
In Chapter 6 we applied some of these methods to Okmok volcano, Alaska. At
Okmok, we found a dierence in the dominant fast polarisations of anisotropy from
the local seismicity before the major eruption in 2008 when compared to that from
the co-eruptive seismicity. The observed change was likely due to a variation in
raypath as most of the pre-eruptive seismicity originated in the geothermal elds
to the southeast of the caldera, whereas the co-eruptive seismicity occurred mainly
within the northern part of the caldera. In order to identify whether the changes
in shear wave splitting were due to temporal changes, a multiplet of 25 earthquakes
was identied and used to investigate the anisotropy over time.
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Shear wave splitting analysis using the multiplet at Okmok did not reveal any sys-
tematic changes over time associated with the 2008 eruption, but did yield other
interesting observations. We found that there were two populations within the mul-
tiplet. Both gave the same fast direction, but the delay time fell into two clusters.
Examination of the waveforms revealed an extra pulse of energy preceding the S wave
arrival seen when the components were rotated into fast and slow directions. The
pulse was interpreted to originate from a P to S conversion due to a scatterer along
the raypath. Similar relationships have been seen using repeating earthquakes at
Piton de la Fornaise volcano in La Reunion [Savage et. al, in prep.] and at Ruapehu
(Chapter 5).
The use of multiplets as a tool for monitoring temporal changes in anisotropy has
been revealed to have potential, but requires careful analysis. An understanding
of the whole wavetrain is needed so that scatterers can be identied and not erro-
neously matched in the shear wave splitting algorithm. Understanding the scatterers
themselves, and their temporal evolution, could be useful for the monitoring of vol-
canoes, but in shear wave splitting analysis they are unwanted noise. Analysis of
the individual scatterers is beyond the scope of this thesis. A gradual stretching or
compression of the multiplet wavetrain may yield a gradual change in anisotropy
although we do not observe that type of behaviour at either of the volcanoes in this
study. We conclude that the use of multiplets has potential for both detection of
temporal changes in anisotropy, and for monitoring the evolution of scatterers, but
more work is needed to understand the whole wavetrain.
This thesis prompts several avenues of further investigation. The 2-D delay time
tomography and spatial averaging of fast polarisations provides a rst order approxi-
mation for anisotropy structure, but full 3-D tomography of the shear wave splitting
results will enable us to gain even better resolution of the regions of anisotropy.
Finite element modelling, including topography, will illuminate the proportion of
the stress causing the shear wave splitting observations that originates from sources
other than a simple ination of the magmatic system. Application of 2-D delay
time tomography and spatial averaging of fast polarisations to past deployments
has uncovered the possibility that the high anisotropy area near Mt. Tongariro in
2008 was a temporary feature. This could be investigated further by examining
the temporal variations in shear wave splitting at stations close to Mt. Tongariro.
Finally, analysis of the scatterers seen in the coda of repeating earthquakes, their re-
lationship with volcanic activity, and their eect on shear wave splitting parameters
could provide important information for the development of the methods presented
222
7. Synthesis and conclusions
in this thesis.
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Table A.2. Phases of the 1995/1996 Ruapehu Eruption, after Bryan and Sherburn [1999]
Pre-eruption
To Sept. 17, 1995 Two and 7 Hz tremor independent; changes in Crater Lake
water temperature do not correlate with seismicity changes.
Phase 1 (Sept. 17{30, 1995)
Sept. 17 Changes in the amplitude and frequency content of tremor
precede a moderate lahar-producing eruption through Crater
Lake, accompanied by a ML 3.6 volcanic earthquake.
Sept. 17{25 Sub-1 Hz tremor common, and sometimes triggered by
volcano-tectonic earthquakes.
Sept. 19 ML 3.4 volcanic earthquake accompanies a lahar-producing
eruption through Crater Lake.
Sept. 23 ML 3.2 volcanic earthquake accompanies an eruption through
Crater Lake; three lahars generated. Sustained eruption begins
Sept. 24{25 Tremor and numerous volcanic earthquakes accompany a 10 km
high eruption column; sustained lahars.
Phase 2 (Sept. 30{Oct. 7, 1995)
Sept. 30{Oct. 7 Tremor and volcanic earthquakes accompany moderate but
intermittent eruptions.
Phase 3 (Oct. 7{14, 1995)
Oct. 7 ML > 3.6 volcanic earthquake accompanies an ash eruption to
7.5 km.
Oct. 11 An 8-h episode of wideband tremor accompanies an eruption of
about 0.02 km3 of ash; plume to 8{10 km. Crater Lake emptied.
Oct. 14 A 5-h episode of wideband tremor accompanies an eruption of
about 0.01 km3 of ash; plume to 11 km.
Phase 4 (Oct. 14{Nov. 9, 1995)
Oct. 14{31 Small volcanic earthquakes accompany eruptions of ash to a few
hundred meters above the crater.
Intra-eruption (Nov. 9, 1995{June 10, 1996)
Nov. 1995{Feb.
1996
Seven hertz tremor sustained at ; 3 m/s; about 20 shallow
volcano-tectonic earthquakes per day.
Feb.{June 1996 50 shallow volcano-tectonic earthquakes per day; a small lava
extrusion seen in Crater Lake.
Phase 5 (June 10{16, 1996)
June 10 Minor, intermittent tremor.
June 15 Strong wideband tremor. Six small (ML <2) volcano-tectonic
earthquakes.
Phase 6 (June 16{July 1, 1996)
June 16 Wideband volcanic earthquakes and tremor accompany an ash
eruption to several kilometers above the crater; a small lahar
empties Crater Lake.
June 17{18 Numerous volcanic earthquakes accompanied by ground-coupled
airwaves and a change to strombolian style eruptions; molten
material erupted to several hundred meters above the crater and
bombs to 1.5 km.
Continued on next page
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Table A.2 { continued from previous page
Phase 7 (July 1{15, 1996)
July 1{6 Many small wideband volcanic earthquakes and intermittent
tremor.
July 7 Continuous tremor and volcanic earthquakes with
ground-coupled airwaves accompany the eruption of ash to 5 km
elevation.
July 8{10 Minor tremor and volcanic earthquakes accompany intermittent
ash eruptions.
Phase 8 (July 15{19, 1996)
July 15{16 Strong tremor. Ash eruption to an elevation of 7 km. Numerous
discrete volcanic earthquakes with ground-coupled airwaves.
Phase 9 (July 19{24, 1996)
July 19{24 Tremor and volcanic earthquakes accompany ash eruptions.
Phase 10 (July 24{Aug. 11, 1996)
July 24{Aug. 11 Intermittent, low-amplitude tremor and minor, low-elevation
eruptions.
New background and post-eruption
From Aug. 11 Seven hertz tremor stabilises at about 2 m/s; shallow
volcano-tectonic earthquakes become common.
Sept. 9 Last observed ash eruption.
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C. Appendix: Data acquisition
C.1. Deployment logistics
Sites for the SADAR seismometers were chosen based on several criteria. Approx-
imate locations were rst identied on a map to ll in the gaps of the permanent
network and, where possible, reoccupy previous station's locations. Where previ-
ous locations were reoccupied, the exact coordinates were used. Where no previous
station had been located, sites were chosen based on:
 the ability to secure the sensor onto in situ bedrock for coupling;
 180 of clear view of the northern sky for maximum solar panel eciency;
 the site not being close to any sources of noise (e.g. running water);
 the site not being readily visible from public areas to avoid interference;
 the site not being in an area that has a lot of livestock.
In most cases not all of these criteria could be fullled and so a trade-o between
points usually resulted in suitable sites. When a suitable site was identied, per-
mission was obtained from the landowners and the seismometers were installed.
Each seismometer was placed on a ceramic plate in a hole between 0.5 and 1.5 m
deep. The holes were intended to reach in situ bedrock if it was available. The
ceramic plates were cemented to the rock at all of the sites except those within
the Tongariro National Park boundary. The seismometers were orientated to true
north and levelled (Figure C.1). A water-tight container was then secured around
each seismometer so that rain and groundwater did not aect the instruments. Every
seismometer was connected to a Reftek RT130, which was also placed in a waterproof
package (Figure C.2). The systems were powered (in all occasions bar one) by a solar
panel and two 12 V, 65 kWh sealed lead acid batteries, with the voltage controlled
by a regulator. In one case, a solar panel was impractical due to the site's proximity
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C. Appendix: Data acquisition
Figure C.1. Guralp (CMG3-ESP) in waterproof casing and cemented onto bedrock, aligned to
north and levelled at station MOA.
to a walking track so alkali cells were used. The Reftek timing and accurate site
locations were obtained from continuous GPS units. In some cases electric fences
were erected to discourage livestock from investigating the station (Figure C.3).
The continuous data were recorded by Reftek RT-130s on SD memory cards at 100
Hz with unitary gain in RT-130 format. The sites were serviced and data downloaded
approximately every three months.
C.2. Data processing manual
##########################################
Author: Jessica Johnson, jessica.johnson@vuw.ac.nz
Date: 30/01/09
Program: rt2sac ms
Purose: To convert data from rt130 from the refteks to sac data cut around events
listed from GeoNet Quakesearch
##########################################
Note: I have chosen to convert the data through Mseed rather than SegY because
ms2sac provides more headers in the nal product than segy2sac (hence the `ms'
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Figure C.2. Reftek seismograph, batteries and cables in plastic casing next to solar panel and
GPS unit at station ABUR.
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Figure C.3. Complete set up of solar panel, plastic casing and GPS unit surrounded by electric
fencing at station ASHAW.
in the title). I have also written a working script that uses SegY, please see that
script if you with to use it, it may need some work.
 Preparation:
The RT130 data should be in a directory named after the das number, which is
in a directory named after the site e.g. MAKA/915D/`raw data'. You will need
to conduct a quakesearch on the geonet website (http://magma.geonet.org.
nz/resources/quakesearch/) with the full CSV output. This information
can be converted into the format needed with the script mk evtfile.sh. Note:
this is set up for time over the leap day in 2008. This creates the le `evtle'
and can be located in the working directory (one level above the `sitename'
directory) or within the `sitename' directory. You will need to make a `dasle'
with the details of the das used at each station. This can be one le with all
of the information or many les with one das in each. The format is:
#das chan
0912B 1C1; 1C2; 1C3
0915A 1C1; 1C2; 1C3
etc
(C.1)
This can also be located in the working directory or within the `sitename'
directory.
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 Running:
The program rt2sac ms jj.sh must be invoked in the working directory (one
level above the `sitename' directory) with the sitename and das#
e.g. rt2sac ms jj.sh MAKA 915D
rt2sac ms jj.sh keeps track of the steps that it has performed in das#.log
and echos most steps to stout.
It will create the rest of the le structure:
REF DATA
Mseed DATA
SAC DATA
Err les
Log les
PCF les
Stations
It will also create a le in the directory Stations called `station.info':
#st das end dasDS s rate format chan preamp gain
9F99 9F99 100 c0 1 1
9F99 9F99 100 c0 2 1
9F99 9F99 100 c0 3 1
(C.2)
If the sample rate, format or pre-amp gain is dierent to those listed, this must
be changed in the code.
 rt130cut:
Once this is all set up rt130cut (passcal code) is invoked in REF DATA:
rt130cut -r wd/`sitename'/das# -d das#
This creates large data les in REF DATA. More than one .ref le could be
created if there is a gap in the data. rt2sac ms jj.sh checks that there is at
least one .ref le. If there is not, it gives a warning.
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 ref2mseed:
In the Mseed DATA directory ref2mseed (passcal code) is run:
ref2mseed -f ../REF DATA/*.ref -l wd/`site'/Stations/station.info
This makes miniseed data les in the directory Mseed DATA in folders named
per day. It also makes a .log le, which has the state of health information
and a .err le, which has information about any time jumps. If there are no
time jumps then .err may not be created. The .log le is moved to directory
Log les and the .err le (if it exists) is moved to the Err les directory.
 refrate:
The program refrate (passcal code) uses the .log le to make a le das#.rating
in the PCF les directory, which will be used to correct the timing. If there
is no errors there will be no .err le and refrate will not run. If this is the
case, rt2sac ms jj.sh makes the le with the correct headings but it will be
empty.
 mk pos:
mk pos is a shell script (written by Sonja Greve) that uses MATLAB to nd
the accurate location of the station from the state of health les (i.e. from the
GPS antenna). It makes the le das#.pos, which is then moved to Stations
directory (used later).
 tkeqcut:
tkeqcut is a gui (passcal code), which has replaced eqcut. It therefore cannot
be used easily in a command line (qmerge might be used in a later version).
The following should be entered in the windows that pop up:
Data Directories: Mseed DATA
DAS file: Stations/dasfile
Event file: Events/eq.local
click ``Build Trace db''
When this has counted the data files, enter the following:
Sample Rate of Input Data: 100
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Input Record Length: 3600
Output Record Length: 600
Parent of Output Directory: (default)
PCF File: PCF files/das#.rating
Leave both Tolerances as 0.0
Now click ``Cut Events''
This created a directory EqCut with one folder per Earthquake and cut mseed
les.
 run ms2sac.sh:
run ms2sac.sh is a shell script (written by me) that makes cut sac les in
the directory SAC DATA using ms2sac (passcal code). It must be run in the
working directory and have the sitename and das# entered
e.g. run ms2sac.sh MAKA 915D
Other Notes:
cleanup.sh, when run in the wd followed by the sitename, removes all of the prod-
ucts of rt2sac ms jj.sh to start afresh.
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D.1. CWB data retrieval
#!/bin/bash
# Script: cwb getevents.sh
# Invoke with: ./cwb getevents.sh station
# Purpose: To download data from GeoNet
# Author: Jess Johnson
# Date: 17/04/10
# Inputs: station ID code
# earthquakes.cusp: list of earthquake cusp IDs
# Outputs: sac les with automatic picks in headers
# Other programs: java
# GeoNetCWBQuery-2.2.2-bin.jar
(D.1)
#run this where you want the data.
stat=$1
#read list of cusp IDs
while read id
do
# check if this id has already been downloaded (this way you can stop it midway
and don't need to repeat any downloads).
if [ ! -f $id.done ]
then
echo $id
# put the data into a folder named for the cusp id.
if [ ! -d $id ]
then
mkdir $id
fi
cd $id
# download the data (the -o tells it the name of the downloaded le, if you want it
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named dierently change this bit.
# At the moment it will just give STAT.COMP.SAC
#Also change the path for the jar le to match wherever you keep it.
java -jar ~/software/CWB/GeoNetCWBQuery-2.2.2-bin.jar -event
geonet:$id -s ``NZ$stat..H...'' -o %s.%c.SAC
cd ..
# make a ag to show that this ID has been downloaded in case you need to stop
and start the process.
touch $id.done
fi
# make this your list of cusp ids.
done < earthquakes.cusp
cd ..
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D.2. Phase picking
#!/bin/bash
# Script: pick cwb.sh
# Invoke with: pick cwb.sh statlist (space separated)
# Purpose: To display the earthquakes in sac to be picked
# Author: Jess Johnson
# Date: 03/02/09
# Inputs: sad eqs in sac
# user input of p (ppick) and s (spick)
# Note: User can zoom using x, unzoom with o, pick polarities
# preceding the p or s pick with:
# e emergent
# i impulsive
# u up
# d down
# 0-4 grade
# Outputs: sac les with picks in headers
# Other programs: taup setsac
# sac
(D.2)
date
for stat in $1
do
# make an empty le to remind you which station you are picking
touch $stat=doing
if [ -d $stat ]
then
cd $stat
# This loops over every earthquake but it is set up specically for cusp ids
for eq in ???????
do
if [ ! -f $eq.done ]
then
if [ -d $eq ]
then
cd $eq
echo $eq
# taup setsac uses a 1D earth model to estimate the P and S arrivals on the
# seismograms and puts them into the sac headers as t8 and t9 respectively
for comp in $stat.?.SAC
do
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odp=`getsachdr $comp evdp`
ndp=`echo $odp/1000 | bc`
setsachdr $comp evdp $ndp
setsachdr $comp o 0
taup setsac -mod ak135 -evdpkm -ph p-8,s-9 $comp
done
# in SAC,
/usr/local/sac/bin/sac << END
# read the traces for this event
r $stat.?.SAC
# turn qdp o for a better plot
qdp off
# remove the mean
rmean
# and remove the linear trend
rtrend
# you can taper the data but I choose not too because most of my signal is at the
start
#taper
# highpass lter the data at 1 Hz, this can be changed
hp c 1
# plot only the rst 60 seconds of data for viewing
xlim 0 60
# plot three traces at a time and mark all traces with any picks I make
ppk perplot 3 m on
# write the headers, not the whole trace otherwise it will write the ltered data
wh over
quit
END
cd ..
touch $eq.done
fi
fi
done
cd ..
fi
rm $stat=doing
touch $stat=done
done
date
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Table E.3. Parameters used during double-dierence relocation.
Parameter Description Typical Value
MIN-
WGHT
Minimum picking weight 0
MAXDIST Maximum distance (in km) between
event pair and station
400
MAXSEP Maximum hypocentral separation
between event pairs (in km)
4
MAXNGH Maximum number of neighbours per
event
4
MINLNK Minimum number of links required to
dene a neighbour
5
MINOBS Minimum number of links per pair saved 5
MAXOBS Maximum number of links per pair saved 20
IDAT Data type: 1 =cross-correlation data
only; 2 =absolute (catalogue) data only;
3 =cross-correlation and catalogue data
3
IPHA Phase:1 =P wave; 2 =S wave; 3 =P & S
wave
3
DIST Maximum distance between cluster
centroid and stations
400
OBSCC Minimum number of cross-correlation
links per event to form a continuous
cluster
0
OBSCT Minimum number of catalogue links per
event to form a continuous cluster
8
0 =no clustering performed. If
IDAT= 3, the sum of OBSCC and
OBSCT is taken and used for both
ISTART Initial locations: 1 =start from cluster
centroid; 2 =start from catalogue
locations
2
ISOLV Least squares solution: 1 =SVD;
2 =LSQR
1
NSET Number of sets of iterations with the
following specications
2
NITER Number of iterations for the set of
weighting parameters that follow
5
WTCCP Weight for cross-correlation P wave data 1
WTCCS Weight for cross-correlation S wave data 0.5
WTCTP Weight for catalogue P wave data 0.1
WTCTS Weight for catalogue S wave data  9
 9 =data not used
Continued on next page
295
E. Processing parameters
Table E.3 { continued from previous page
Parameter Description Typical Value
WRCC Cut-o threshold for outliers located on
the tails of the cross-correlation data
6
WRCT Cut-o threshold for outliers located on
the tails of the catalogue data
4
0 < 1 =absolute threshold in seconds;
 1 =factor to multiply standard
deviation;  9 =no outliers removed
WDCC Maximum event separation distance (in
km) for cross-correlation data
4
WDCT Maximum event separation distance (in
km) for catalogue data
10
 9 =not activated
DAMP Damping (only for ISOLV= 2) -9
NLAY Number of layers in velocity model 6
RATIO VP=VS ratio, constant for all layers 1.73
TOP Depths to top of layers (in km), space
separated
0.0 1.0 ...
VEL Layer velocities (in km/s), space
separated
3.7 4.6 ...
CID Index of cluster to be relocated (0 =all) 0
ID ID of events to be relocated (8 per line),
blank for all events
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Table E.5. Filters tested during MFAST [after Savage et al., 2010b]
Filter Number Low Frequency (Hz) High Frequency (Hz) Bandwidth (Octave)
1 0.4 4.0 5
2 0.5 5.0 5
3 0.2 3.0 7.5
4 0.3 3.0 5
5 0.5 4.0 4
6 0.6 3.0 2.5
7 0.8 6.0 3.75
8 1.0 3.0 1.5
9 1.0 5.0 2.5
10 1.0 8.0 4
11 2.0 3.0 0.75
12 2.0 6.0 1.5
13 3.0 8.0 1.3
14 4.0 10.0 1.25
Table E.6. Quality criteria for grading during MFAST [after Savage et al., 2010b]
Grade Name Criterion
N (null) If  is between  20 to 20 or 70 to 110 of the
incoming polarisation
Dcl (Cluster D grade) If there is any cluster k for which the following holds:
N(k) > N(kbest)=2
var(k) < 5 var(kbest)
tdi(k) > tmax=4 or =4 < di(k) < 3=4
Ccl (Cluster C grade) Not Dcl
N(k) > N(kbest)=2
var(k) < 5 var(kbest)
tdi(k) > tmax=8 or =8 < di(k) < 7=8
Bcl (Cluster B grade) Not Ccl
N(k) > Nmin
var(k) < 5 var(kbest)
tdi(k) > tmax=8 or =8 < di(k) < 7=8
Acl (Cluster A grade) Not Bcl
ABPAR Not N
t < 0:8 tmax
SNR > 3
d < 25, where d =standard deviation of 
Continued on next page
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Table E.6 { continued from previous page
Grade Name Criterion
APAR t < 0:8 tmax
SNR > 4
d < 10
B Bcl
Not N
t < 0:8 tmax
SNR > 3
d < 25
A Acl
t < 0:8 tmax
SNR > 4
d < 10
AB A or B
Eng8 Maximum value of contour energy plots is greater than
8
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Table E.7. Parameters used in Coulomb 3.1 modelling.
Description Parameter Typical value Units
Poisson's ratio  or PR 0.25
Young's Modulous E 8 105 bar
Calculation Depth Calc 2 km
Coecient of Friction  or FRIC 0.8
Regional stress
Axis of maximum principle stress S1
Axis of intermediate principle
stress
S2
Axis of minimum principle stress S3
Azimuth DR 035 
Plunge DP 0 
Surface stress IN 0 bar
Vertical gradient GD 225.4 bar/km
Total number of sources # xed 1
Type of source (200 for a dyke,
500 for a Mogi-point source)
Kode 200
Right lateral slip rt.lat or tensile 0 m
Opening or closing reverse or
tensile or inate
1 or 5107 m or m3
Dip of source dip 90 
Depth to top of source Top 0.5 km
Depth to bottom of source Bot 6 km
West limit of source with respect
to the centre
X-start  0:1 km
South limit of source with
respect to the centre
Y-start  0:1 km
East limit of source with respect
to the centre
X-n 2.1 km
North Limit of source with
respect to the centre
Y-n 4.1 km
increment of grid for calculation
in the x direction
x-increment 1 km
increment of grid for calculation
in the y direction
y-increment 1 km
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Figure F.1. Waveforms of earthquakes belonging the multiplets, recorded at station TUVZ
and ltered 1{10 Hz, and cross-correlation matrices for the multiplets using the whole waveform.
Colours represent cross-correlation coecient.
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Figure F.2. Waveforms of earthquakes belonging the multiplets, recorded at station TUVZ
and ltered 1{10 Hz, and cross-correlation matrices for the multiplets using the whole waveform.
Colours represent cross-correlation coecient.
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Figure F.3. Waveforms of earthquakes belonging the multiplets, recorded at station TUVZ
and ltered 1{10 Hz, and cross-correlation matrices for the multiplets using the whole waveform.
Colours represent cross-correlation coecient.
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Figure F.4. Waveforms of earthquakes belonging the multiplets, recorded at station TUVZ
and ltered 1{10 Hz, and cross-correlation matrices for the multiplets using the whole waveform.
Colours represent cross-correlation coecient.
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Figure F.5. Waveforms of earthquakes belonging the multiplets, recorded at station TUVZ
and ltered 1{10 Hz, and cross-correlation matrices for the multiplets using the whole waveform.
Colours represent cross-correlation coecient.
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Figure F.6. Waveforms of earthquakes belonging the multiplets, recorded at station TUVZ
and ltered 1{10 Hz, and cross-correlation matrices for the multiplets using the whole waveform.
Colours represent cross-correlation coecient.
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G. The Erua earthquake cluster and
seismic anisotropy in the
Ruapehu region, New Zealand
Keats, B. S., J. H. Johnson & M. K. Savage (2011) The Erua earthquake cluster
and seismic anisotropy in the Ruapehu region, New Zealand. Geophys. Res. Lett.,
vol. 38, L16315, doi:10.1029/2011GL0490141.
Abstract
We use seismicity generated from the Erua earthquake cluster (a consistently active
area of seismicity about 20 km to the west of Mount Ruapehu) over the last 12
years to study seismic anisotropy in the Ruapehu region. In particular, we search
for changes associated with two minor phreatic eruptions on the 4th of October 2006
and the 25th of September 2007. The seismicity rate, magnitude of completeness,
focal mechanisms and b-value of the cluster are also examined to investigate whether
the characteristics of the seismicity changed over the duration of the study. The
earthquakes were relocated using hypoDD, and were found to show some shallow
structure with a westward dip in the depth of shallow seismicity. Shear wave splitting
results revealed a decrease in delay time in the 2006{2007 period at all stations and
a signicant variation in the fast shear wave orientation at one station in the same
time period. The b-value also increased signicantly from 1:00:2 in 2004 to a peak
of 1:8  0:2 in 2007, but no other parameters were found to vary signicantly over
this time period. We attribute these changes to an increase in pore-uid pressure in
the Erua region due to uid movement and suggest that this uid movement may
be associated with the eruptions in 2006 and 2007.
1Based on Brook Keats' Honors Thesis, the manuscript from which I prepared for publication
and was corresponding author
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G.1. Introduction
Understanding the temporal evolution of the stresses underlying tectonic processes
remains one of the fundamental goals of geophysics. The large changes in stress
accompanying magma movement around volcanoes may cause changes in seismic
properties, and understanding the relationship between changes in dierent pro-
cesses is one of the ways by which we can ultimately understand volcanic activity
and mitigate hazards [Roman et al., 2006]. Here we examine Mount Ruapehu, an
andesitic stratovolcano in the centre of the North Island of New Zealand at the
southern end of the Taupo Volcanic Zone (TVZ). Large magmatic eruptions have
occurred several times over the last century, the largest of which were a series of
phreatomagmatic{magmatic eruptions in 1995{1996 [Johnston et al., 2000]. Minor
phreatic and phreatomagmatic eruptions are also relatively common, the most re-
cent of which occurred on the 4th of October 2006 and on the 25th of September
2007 [Jolly et al., 2010; Mordret et al., 2010].
A shear wave in an anisotropic medium will be split into a fast and slow component,
with the fast orientation  and delay time t. Seismic anisotropy in the Earth's
crust can be caused by alignment of minerals, layering of materials, fractures or
stress-aligned microcracks [Crampin, 1994]. An applied stress eld can cause micro-
cracks to preferentially open parallel to the maximum compressive stress, causing
the medium to become seismically anisotropic. This mechanism is the only one that
allows seismic anisotropy to vary on observable time scales [Crampin and Zatsepin,
1997].
Previous studies by Miller and Savage [2001] and Gerst and Savage [2004] have
found that the 1995{1996 eruptions of Ruapehu were accompanied by a change in
seismic anisotropy. Liu et al. [2004] demonstrated that spatial variations in seismic
sources can be misinterpreted as temporal changes in anisotropy as dierent ray
paths sample dierent regions of the anisotropic medium. We use seismicity from the
Erua earthquake cluster, a consistently active area of seismicity about 20 km to the
west of Ruapehu, to measure seismic anisotropy over the last 12 years. Restricting
the location of the seismic sources (earthquakes) to a cluster minimises these spatial
variations to ensure observed changes are legitimately temporal. We compare the
anisotropy with relocated hypocentres and b-values.
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G.2. Data
Earthquakes from the Erua earthquake cluster were recorded on the GeoNet perma-
nent seismic network in the Ruapehu region [www.geonet.org.nz]. We have dened
the Erua earthquake cluster as a rectangle bounded by the latitudes 39:200S and
39:283S, and the longitudes 175:250E and 175:467E (Figure G.1). A total of 283
earthquakes with local magnitude (ML) greater than 2 were recorded in this area on
GeoNet's national seismograph network between March 1998 and June 2010. Four
stations (FWVZ, MOVZ, TWVZ and WNVZ) were selected for analysis based on
their location, spatial distribution and period of operation. There were 242 crustal
earthquakes at depths shallower than 40 km, and 41 deep earthquakes (70{250 km)
in the Wadati-Benio zone, created by the subduction of the Pacic plate under the
Australian plate beneath the North Island of New Zealand. Due to a low velocity
surface layer, incidence angles of all measurements were less than the critical angle
at which S{P conversions can interfere with the waveform [Nuttli , 1961].
G.3. Method
The earthquakes in the Erua cluster were relocated using hypoDD [Waldhauser ,
2001], a double dierence earthquake relocation algorithm. The algorithm was
applied to catalogue phase data and dierential times obtained with the Bispec-
trum Cross-correlation package for SEISmic events [BCSEIS, Du et al., 2004a]. The
weightings in hypoDD were set so that catalogue picks were weighted heavily for the
initial iterations and were signicantly down-weighted later, while the cross corre-
lation times were weighted weakly at the beginning and heavily at the end. This
technique constrained the relative positions without sacricing highly accurate cross
correlation data [Waldhauser , 2001]. The velocity model used for the relocation al-
gorithm is from Hurst and McGinty [1999] (see Table G.1). To improve azimuthal
coverage of the stations for the relocations, three stations to the west of the cluster
(HIZ, VRZ and WAZ) were included in the analysis (inset of Figure G.1).
We used the method of shear wave splitting (SWS) analysis to obtain measurements
of seismic anisotropy. An automated program developed by Savage et al. [2010b],
and based on the algorithms of Silver and Chan [1991] and Teanby et al. [2004a],
was used to perform all SWS measurements in this study. The program grades
each measurement and marks any null measurements in which no splitting result
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Figure G.1. (a) Map of the Ruapehu region showing seismic stations in GeoNet's permanent
network (red inverted triangles). Catalogue earthquake locations in the Erua earthquake cluster
are colour coded by origin time and scaled by magnitude, and active faults from GNS Science active
fault database are displayed in black. Inset shows study region in New Zealand and three additional
stations. (b) Cross section along A{A' showing catalogue locations and depths of earthquakes in
the Erua earthquake cluster shallower than 40 km. Black inverted triangle marks the location
of the surface expression of the Raurimu fault. (c) Cross section along A{A' showing catalogue
locations and depths of all earthquakes in the Erua earthquake cluster. (d) Map of the Ruapehu
region showing shear wave splitting  results from shallow (< 40 km) earthquakes in the Erua
cluster plotted as red rose diagrams (circular histograms) at the station that they were recorded
and scaled by the number of measurements. Relocated earthquakes are colour coded by origin
time and scaled by magnitude. (e) Cross section along A{A' showing earthquake relocations of
earthquakes shallower than 40 km. Black inverted triangle marks the location of the surface
expression of the Raurimu fault. (f) Cross section along A{A' showing relocations.
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Table G.1. Velocity model used during earthquake relocation [after Hurst and McGinty , 1999].
vP =vS is 1.73.
Depth to bottom of layer P wave velocity
(km b.s.l.) (km/s)
1.5 3.2
5.5 5.5
14.5 5.95
32.5 6.5
halfspace 8.1
is obtained. Only non-null results with a measurement grade of A or B and delay
time smaller than 0.5 s were included. Measurements that diered substantially
across lters were removed, and at most one measurement is presented for each
earthquake{station pair. Refer to Savage et al. [2010b] for details on these quality
control steps.
The seismicity rate, magnitude of completeness (Mc), and b-value of the Erua earth-
quake cluster were examined with time using ZMAP [Wiemer , 2001]. The mag-
nitude of completeness is calculated for the whole catalogue using the Maximum
curvature method. The uncertainty on Mc was calculated using 100 bootstrap cal-
culations. A catalogue of events withML  2 was used to calculate a moving b-value
with time. The b-value was calculated using the maximum likelihood method and
plotted against time using a window of 40 events and a ve event overlap (Figure
G.2). The uncertainty on the b-value was also calculated by bootstrapping.
G.4. Results
Earthquake Relocation
Using hypoDD, 87% of the earthquakes in the catalogue were relocatable (Figure
G.1). Average hypocenter uncertainties were 44.6 m, 47.0 m and 109.9 m in the
x, y and z directions respectively calculated with the singular value decomposition
(SVD) method.
Relocated earthquakes in the subducted slab showed earthquake depths around 100{
150 km and depth increasing to the west along the direction of the dip of the slab.
Earthquake depths within the shallow cluster gradually increased to the west. All
earthquakes were shallower than 20 km on the eastern side of the Raurimu fault but
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Table G.2. A summary of the statistical analysis results for each time period at station FWVZ,
showing the average value and 90% condence interval for the fast orientation  and delay time
t. The R value is a statistical measure of dispersion for circular datasets. If this value is above a
critical value (Rcrit), which is a function of the number of measurements (n), then a preferential
orientation is present for data following a von Mises distribution [Davis, 1986].
Parameter Period 1 Period 2 Period 3 Period 4
Time 1999-001 { 2000-200 2001-001 { 2004-320 2005-150 { 2006-300 2007-150 { 2011-001
n 15 22 16 14
() 3:0 12:1  36:8 18:6 46:3 10:2  50:5 23:3
t(s) 0:109 0:024 0:122 0:020 0:083 0:015 0:137 0:037
R 0.625 0.372 0.692 0.372
Rcrit 0.391 0.323 0.379 0.405
on the western side some were deeper than 30 km and only one was shallower than
10 km.
Shear Wave Splitting
SWS results were calculated using deep and shallow sources at individual stations.
The orientation of  for deep events did not vary signicantly with time at any of
the stations analysed [Keats , 2010].
The results for shallow earthquakes are displayed as red rose diagrams in Figure G.1
(d). These results were more numerous and varied between stations. At FWVZ,
the station operating for the longest period of time, there were considerably more
SWS results than for other stations and an interesting variation in  and t with
time was observed (Figure G.2). Around 2005  changed signicantly and t also
decreased. Both parameters appeared to have reverted back to their original values
by mid-2007. These changes are of interest because they precede the two minor
eruptions at Ruapehu in late 2006 and late 2007.
There are some gaps in the plot, which are due to the lack of good shear wave
splitting measurements at these times, which in turn are caused by a combination
of fewer earthquakes, noisier waveforms, and more null measurements (Figure G.3).
These factors could be partially caused by processes leading up to the eruption, but
we do not have enough other evidence to be denitive.
The results at FWVZ were divided into four time periods based on the changes
observed (Figure G.2). These periods were statistically analysed for signicance
(Table G.2). The analysis showed a preferential orientation in  in the rst, second
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Figure G.2. Moving average plot of fast polarisation () and delay time (t) using earthquakes
within the Erua swarm at station FWVZ. Individual measurements for  and t are displayed in
light blue and 10 point moving averages are displayed in dark blue. The error bars indicate 95%
condence intervals. The four time periods, marked by the numbers 1{4, and three transition
zones, marked by a t, are indicated with vertical red lines and the mean for each period are shown
by the red horizontal bars with 90% condence interval (dashed red lines). The times of the two
phreatomagmatic eruptions that occurred are also marked with grey bars. Rose diagrams of  are
displayed in their respective time periods. The b-value for the Erua swarm catalogue is also plotted
against time in black at the top using a window of 40 events and an 8 event overlap. Dashed black
lines indicate 95% condence interval.
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Figure G.3. Moving average results at stations FWVZ, MOVZ, TWVZ and WNVZ from 2004
to 2011. Individual measurements for  and t are displayed in dark blue and null results are in
pale blue. The error bars indicate 95% condence intervals. Grey vertical bars indicate the times
of the two phreatomagmatic eruptions. Red vertical bars indicate the same time periods as those
in Figure G.2 and Table G.2. Red horizontal bars indicate the mean values with 90% condence
interval (dashed lines) for each time period. The reason that few nulls appear on the plot of t at
TWVZ is that they have values that are larger than 0.5 s and so are not plotted.
and third time periods following a von Mises distribution [Davis , 1986]. The fourth
time period had no preferred orientation. The mean value of  changed signicantly
at the 90% condence level from  36:8 18:6 to 46:3 10:2 between periods two
and three before becoming more scattered in period four. This change in  was
accompanied by a decrease in t from 0:122 0:020 s to 0:083 0:015 s between the
second and third time period and an increase back to 0:137 0:037 s in the fourth
time period. The moving averages in Figure G.2 display an apparent increase in
t at FWVZ before the 2006 eruption. However, this is an artefact of the moving
average window as it includes data from the other time periods and so smoothes the
transitions, as can be seen from the data with no moving average plotted in Figure
G.3.
No signicant variations in  or t were observed at stations MOVZ, TWVZ and
WNVZ using the same time periods (Figure G.3).
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Mc and b-value
The magnitude of completeness was found to be Mc = 1:6 0:05, so the dataset of
earthquakes with ML  2 that was used can be considered to be complete.
For crustal earthquakes b-values typically have values of  1 for tectonic earth-
quakes, though they tend to be higher in volcanic regions [Wiemer and Wyss , 2002].
Figure G.2 shows that the b-value of the swarm changes systematically with time.
B-values began to increase signicantly in 2004 from  1 up to a peak of  1:8 at
the end of 2006 before beginning to decrease again.
G.5. Discussion and conclusions
The Erua earthquake cluster lies around the Raurimu fault, a north{south oriented
normal fault that is down-thrown to the east [Villamor and Berryman, 2006]. Seis-
micity in the cluster does not however, seem to be generated from this fault, with
earthquake locations distributed evenly around it. The step in shallow seismicity
(Figure G.1) showed shallower earthquakes on the down-thrown eastern side, indi-
cating that the step is not due to a seismogenic structure displaced by the fault.
The Raurimu fault has been interpreted to be a shallow structure ( 100 m) [Hor-
spool , 2003]. It is therefore not surprising that there is no seismic expression of the
Raurimu fault at depth. The shallow seismicity on the east of the Raurimu fault
is typical of the TVZ. The transition in the depth of the earthquakes is likely due
to the change in geothermal gradient from within the TVZ to the cooler, thicker
crust outside the TVZ. The deeper seismicity to the west may be part of a system
known as the Taranaki{Ruapehu line, a line of earthquakes thought to be due to
high strain rates associated with the rapid change in material properties across a
step in crustal thickness [Salmon et al., 2011].
At station FWVZ a signicant rotation of  and decrease in t was observed pre-
ceding the 2006 and 2007 eruptions. Examination of the earthquakes with time
showed that locations within the cluster were suciently random with no migration
occurring (Figure G.1). Small seismogenic zones within the Erua cluster also re-
turned changing  over time, conrming that the observed changes at FWVZ were
not due to changes in the source location (Figure G.4). Sherburn et al. [2009] cre-
ated a catalogue of earthquake focal mechanisms across New Zealand between 2004
and 2009, 31 of which were in the region of the Erua earthquake cluster. The focal
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Figure G.4. Maps of earthquake location, scaled by magnitude and coloured by fast direction
of anisotropy () recorded at station FWVZ. Panels show data for each of the time periods from
in Figure G.2 and Table G.2. Red rose diagrams summarise the  measurements for each time
period.
mechanisms show predominant normal faulting with no obvious change in source
mechanism with time.
Variations in the seismicity rate and b-values of nearby earthquake swarms were
observed at Mount Ruapehu accompanying the 1995{1996 eruptions [Hurst and
McGinty , 1999; Hayes et al., 2004]. Changes in seismicity at proximal swarms have
also been observed at other volcanoes around the world such as Augustine Volcano
in Alaska [Jacobs and McNutt , 2010], and Unzen and Kuju volcanoes in Japan
[Shimizu et al., 1992; Sudo et al., 1998]. Using the Erua cluster, we do not observe an
increase in the seismicity rate in the period around the 2006 and 2007 eruptions, yet
the increase in b-value beginning in 2004 indicates that the nature of the seismicity
changed before and during the eruptive period with an increase in the number of low
magnitude earthquakes relative to the number of high magnitude earthquakes. An
increase in b-value is expected to accompany an increase in pore-uid pressure or an
increase in thermal gradient [Jacobs and McNutt , 2010]. An increase in pore-uid
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pressure would also decrease the crack aspect-ratio [Zatsepin and Crampin, 1997],
therefore making the rock more isotropic and hence account for the smaller ts from
the SWS results. This eect could also account for the variation in  observed at
FWVZ: In periods two and four,  had an orientation similar to the local stress eld
found by Sherburn et al. [2009]. We therefore infer that the anisotropy was caused
by stress-aligned microcracks at these times. During period three,  changed to a
signicantly dierent orientation. The orientation of  in period three is sub-parallel
to the Raurimu fault, indicating that the stress-induced orientation of  could have
been replaced by structurally controlled anisotropy. This would not be observed at
stations farther from the cluster because there was strong anisotropy local to those
stations (Chapter 4). Results using deep (> 70 km) earthquakes would also fail to
display a change in SWS parameters because the changes occur in the crust near the
hypocenters of the shallow (< 40 km) earthquakes, which is unsampled when using
the deeper earthquakes (Figure G.1). We do not see seismicity on the Raurimu fault
induced by the increase in pore-uid pressure because the fault is much shallower
than the hypocenters [Horspool , 2003].
A similar mechanism was proposed by Crampin et al. [2002] to explain \90-ips"
in . They suggest that as the pore-uid pressure approaches the maximum hor-
izontal stress and the crack aspect-ratio decreases, the delay times will approach
zero. At this point the anisotropy becomes negative and the fast direction will ip
90 to SHmax. However, according to this model the anisotropy will continue to be
increasingly negative with increasing pore-uid pressure up to about 2% anisotropy.
The reason that the mechanism presented in this paper diers is because we observe
a transition period of several months between the two dominant fast orientations
and we observe the changes in delay time in the transition periods, and stable delay
times when  is stable. If this were a \ip" mechanism, we should observe decreas-
ing delay time with a stable fast direction until a threshold delay time and then a
sudden change to a direction which is orthogonal and an accompanying increase in
delay time. In general these two mechanisms are very similar in causation but have
dierent outcomes.
Other temporal changes in SWS parameters at volcanoes have suggested that the
local stress changes due to magma emplacement. Miller and Savage [2001], Gerst
and Savage [2004] and Roman et al. [2011] observed a rotation of  attributed to a
rotation of maximum horizontal stress. Bianco et al. [2006] and Volti and Crampin
[2003] both observed increasing delay times prior to volcanic eruption, suggesting
increasing dierential stress, rather than increasing pore-uid pressure. We do not
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nd evidence that either of these models are appropriate for the data presented
here.
Mordret et al. [2010] reported decreases in isotropic Rayleigh wave speed, using noise
cross-correlations, between some station pairs in two-week periods at the time of the
2006 and 2007 eruptions, suggesting that cracks opened or lled with uids around
that period. The paths with the most signicant Rayleigh wave speed variations did
not coincide with the paths that contain the biggest decreases in delay time that we
see, although it is likely that our observations have the same mechanism.
We propose that the variations in b-value,  and t observed in this study were due
to uid movement associated with volcanic activity in 2006 and 2007, similar to that
in 1995{1996 [Hayes et al., 2004]. In this model we propose that it is the regional
uid movement that aected both the Erua earthquake swarm and the magmatic
system at Mt. Ruapehu, rather than volcanic activity aecting the uid movement
in the region. This uid movement led to an increase in pore-uid pressure in
the Erua region. The temporal changes in seismic anisotropy observed indicate
that monitoring seismic anisotropy as part of an eruption forecasting system holds
potential. The nature of seismic swarms near active volcanoes seems to be linked to
volcanic activity and should be taken into consideration in the monitoring process.
326
