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Abstract. The paper is devoted to an invertible linear operator whose inverse is a Hilbert
- Schmidt operator and imaginary Hermitian component is bounded. Numerous regular
differential and integro-differential operators satisfy these conditions. A sharp norm esti-
mate for the resolvent of the considered operator is established. It gives us estimates for the
semigroup and so-called Hirsch operator functions. The operator logarithm and fractional
powers are examples of Hirsch functions. In addition, we investigate spectrum perturbation
and suggest the multiplicative representation for the resolvent of the considered operator.
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1. Introduction and statement of the main result
Norm estimates for the resolvent and functions of normal and selfadjoint linear
operators are well known [13]. But if an operator is non-selfadjoint, such estimates
are known in particular cases only. One of the first norm estimates for the function
of a non-Hermitian matrix was established by I.M. Gel’fand and G.E. Shilov [11]
in connection with their investigations of partial differential equations, but that
estimate is not sharp; it is not attained for any matrix. The problem of obtaining
a sharp estimate for the norm of a matrix-valued function has been repeatedly
discussed in the literature, cf. [7]. In the late 1970s, the author has obtained
sharp estimates for the resolvent and matrix-valued functions regular on the convex
hull of the spectrum. They are attained in the case of normal matrices. Later, these
estimates were extended to the Schatten-von Neumann operators, operators with
the Schatten - von Neumann Hermitian components, and operators represented as
a sum of a unitary operator and a Hilbert-Schmidt one. For the details see [12], and
references therein.
Let H be a separable Hilbert space with a scalar product (., .), the norm ‖.‖ =√
(., .) and the unit operator I. For a linear unbounded operator A in H Dom(A) is
the domain, A∗ is the adjoint of A; σ(A) denotes the spectrum of A and A−1 is the
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inverse to A, Rλ(A) = (A − Iλ)−1 (λ 6∈ σ(A)) is the resolvent; AR := (A + A∗)/2
and AI := (A−A∗)/2i. Recall that K is a Hilbert-Schmidt operator if
N2(K) := [Trace(KK∗)]1/2 <∞.
Besides, N2(K) is called the Hilbert-Schmidt norm. The ideal of Hilbert-Schmidt
operators is denoted by HS2.
Everywhere below it is assumed thatA is invertible operator,Dom(A)=Dom(A∗),
A−1 ∈ HS2 and ‖AI‖ <∞. (1)
The aim of this paper is to derive a sharp norm estimate for the resolvent of the
considered operator. It gives us estimates for the semigroup and so called Hirsch
operator functions. The operator logarithm and fractional powers are examples of
Hirsch functions. In addition, we investigate spectrum perturbations and suggest the
multiplicative representation for the resolvent of the considered operator. Numerous
regular differential and integro-differential operators satisfy conditions (1), cf. [17]
(see also Section 7 below).
Note that instead of the invertibility and condition A−1 ∈ HS2, in our reasonings
below, we can require the condition (A− aI)−1 ∈ HS2 for a regular a.
Put




ψ(A, λ) := inf
s∈σ(A)
∣∣∣∣1− λs
∣∣∣∣ (λ ∈ C).
Now we are in a position to formulate our main result.
Theorem 1. Under condition (1), the inequality














(x > 0). (2)
The proof of this theorem is presented in the next section. If AI = 0, then
τ(A) = 0 and we obtain the equality ‖(A− λI)−1‖ = ρ−1(A, λ).




2) (x > 0). (3)
About the recent results on the resolvent see the interesting papers [4, 5] and refer-
ences given therein.
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2. Proof of Theorem 1
Lemma 1. Under the hypothesis of Theorem 1, operator A−1 has a complete system
of the roots vectors.
Proof. For any real c with −ic 6∈ σ(A) we have
(A+ icI)−1 = (I + i(AR + icI)−1AI)−1(AR + icI)−1.
But (A + icI)−1 = A−1(I + icA−1)−1 ∈ HS2. So (AR + icI)−1 ∈ HS2, and by
the Keldysh theorem, cf. [13, Theorem V. 8.1] operator (A+ icI)−1 has a complete
system of the roots vectors. Since (A+icI)−1 and A−1 commute, A−1 has a complete
system of the roots vectors. As claimed.
From the previous lemma it follows that there is the orthogonal normal (Schur)







A−1Pk = PkA−1Pk (k = 1, 2, . . . ). (4)
Besides,
∆PkA−1∆Pk = λ−1k ∆Pk (∆Pk = Pk − Pk−1, k = 1, 2, ...;P0 = 0). (5)





λk∆Pk (∆Pk = Pk − Pk−1, k = 1, 2, ...;P0 = 0) and V = A−D.
Lemma 2. Under the hypothesis of Theorem 1, one has N2(V D−1) ≤ τ(A).
Proof. We have
APkf = PkAPkf (k = 1, 2, ...; f ∈ Dom(A)). (6)
Indeed, A−1Pk is an invertible k × k matrix, and therefore, A−1PkH is dense in
PkH. Since ∆PjPk = 0 for j > k, we have 0 = ∆PjAA−1Pk = ∆PjAPkA−1Pk.
Hence ∆PjAf = 0 for any f ∈ PkH. This implies (6).
Due to (5) we can write
∆Pk = ∆Pk∆Pk = ∆PkAA−1∆Pk = λ−1k ∆PkA∆Pk.
Thus,
∆PkA∆Pk = ∆PkD∆Pk = λk∆Pk.
602 M.Gil’
But ∆PkAPk−1 = ∆PkDPk−1 = 0. So ∆PkAPk = ∆PkDPk and thus ∆PkV Pk = 0.
Hence,
V Pk = Pk−1V Pk. (7)
Take into account that ‖V D−1ek‖ = |λk|−1‖V ek‖, V ek = Pk−1V ek and Pk−1V ∗ek =
0. Then
‖V ek‖ = 2‖Pk−1VIek‖ ≤ 2‖VIek‖ (VI = (V − V ∗)/2i).
Furthermore, VIek = (AI −DI)ek = AIek − Im λkek and
2i(VIek, ek) = (V ek, ek)− (V ∗ek, ek) = 0.
So
‖AIek‖2 = ‖VIek + Im λkek‖2 = ‖VIek‖2 + (Im λk)2.
Hence,
‖V ek‖2 ≤ 4‖VIek‖2 = 4(‖AIek‖2 − (Im λk)2) ≤ 4‖AI‖2.
But by the Weyl inequalities, cf. [13],
∞∑
k=1











2 ≤ 4‖AI‖2N22 (A−1) = τ2(A).
As claimed.
Lemma 3. Under the hypothesis of Theorem 1, the inequality
‖(A− z)−1‖ ≤ 1
ρ(A, λ)
Φ(N2(V D−1)/ψ(A, λ)) (λ 6∈ σ(A))
is valid.
Proof. With Iz = z, z 6∈ σ(A), we have
(A− z)−1 = (D + V − z)−1 = (D − z)−1(I + V D−1(I −D−1z)−1)−1. (8)
Put J := V D−1(I − D−1z)−1. Due to the previous lemma V D−1 is a Hilbert-
Schmidt operator and due to (7) JPk = Pk−1JPk. So J is the limit in the operator
norm of the operators Jk = JPk = Pk−1JPk as k →∞. Clearly J2k has the property




kPk, and thus we get J
k
k = 0. But the limit
of nilpotent operators in the operator norm is a Volterra (compact quasinilpotent)
operator, cf. [13, Theorem I.4.2]. So the operator V D−1(I −D−1z)−1 (z 6∈ σ(A))
is quasinilpotent. By [12, Theorem 6.4.1] we have
‖(I + V D−1(I −D−1z)−1)−1‖ ≤ Φ(N2(V D−1(I −D−1z)−1)).
Resolvents of non-selfadjoint operators 603
Since D is normal, we get
‖(I −D−1z)−1‖ = 1
ρ(1, A−1z)
.
But ρ(1, A−1z) = ψ(A, z). Thus




Now (8) proves the lemma.
The assertion of Theorem 1 follows from Lemmas 2 and 3.
Due to Theorem 6.4.2 [12],
‖(I + V D−1(I −D−1z)−1)−1‖ ≤ Φˆ(N2(V D−1(I −D−1z)−1)).
So Lemma 2 and (8) allow us to replace Φ by Φˆ.
3. Spectral variations
In this section we investigate the spectral variation of the considered operators under
bounded and unbounded perturbations. Immediately from Theorem 1 we get
Corollary 1. Under the hypothesis of Theorem 1, let C be a linear operator with






< ρ(A, λ) (λ 6∈ σ(A)), (9)
then λ is a regular point for C, and
‖Rλ(C)‖ ≤ Φ(τ(A)/ψ(A, λ))
ρ(A, λ)− ‖C −A‖Φ(τ(A)/ψ(A, λ)) .
Consider now unbounded perturbations.








is said to be the relative spectral variation of A2 with respect to A1. It is assumed
that
ν := ‖(A1 −A2)A−11 ‖ < 1. (10)
Lemma 4. Let A1 be invertible, and condition (10) hold. Then A2 is invertible,
‖A−12 ‖ ≤
‖A−11 ‖
1− ν and ‖A
−1




Proof. We have A2 = A1 + (A2 − A1) = (I + (A2 − A1)A−11 )A1. Now from (10),
the invertibility of A2 follows. But A−11 −A−12 = −A−12 (A1−A2)A−11 . Hence we get
the required result.
Lemma 5. Let A1 be invertible, condition (10) hold and there be a continuous
strongly increasing function φ : [0,∞) → [0,∞), such that φ(∞) = ∞, φ(0) =
0, and ‖(A−11 − λI)−1‖ ≤ φ(1/ρ(A−11 , λ)), where ρ(A−11 , λ) = infs∈σ(A−11 ) |s − λ|.
Then rsvA1(A2) ≤ z0(χ), where z0(χ) is the unique positive root of the equation
χφ(1/x) = 1.





|s1 − µ1| ≤ z0(χ).
But σ(A1) = {1s , s ∈ A−11 }. This proves the lemma.
Now let us return to the operator A in H, satisfying (1). By Theorem 6.4.2 from
[12] and [12, Lemma 6.5.2],
















Here V−1 is the nilpotent part of A−1. That is, V−1 a Volterra (a qusinilpotent
Hilbert-Schmidt operator), such that
A−1 = V−1 +D−1,
where D is a normal operator with σ(A−1) = σ(D−1). In addition, V−1 and D−1
have the same invariant subspaces. For more details see [12, Theorem 6.3.4].
The following properties of g(.) are valid, cf [12, Section 6.4]
g2(A−1) ≤ N22 (A−1)− |Trace (A−1)2|.
If A−1 is a normal Hilbert-Schmidt operator, then g(A−1) = 0. Moreover,
g2(A−1) ≤ 2N22 ((A−1)I) where (A−1)I := (A−1 − (A−1)∗)/2i.
Now Lemmas 4 and 5 imply
Theorem 2. Let A satisfy conditions (1) and A˜ be a linear operator in H, such
that
ν(A, A˜) := ‖(A− A˜)A−1‖ < 1.
Then A˜ is invertible,
‖A˜−1‖ ≤ ‖A
−1‖
1− ν(A, A˜) and
∥∥∥A˜−1 −A−1∥∥∥ ≤ ζ := ‖A−1‖ν(A, A˜)
1− ν(A, A˜) .
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Moreover, rsvA(A˜) ≤ z0(ζ), where z0(ζ) is the unique positive root of the equation
ζ
x
Φˆ(g(A−1)/x) = 1. (11)
Furthermore, substitute the equality x = yg(A−1) into (11) and apply [12,
Lemma 8.3.2]. Then we can assert that z(ζ) ≤ δ(ζ), where
δ(ζ) :=
{
eζ if g(A−1) ≤ eζ,
g(A−1)[ln (g(A−1)/ζ)]−1/2 if g(A−1) > eζ
Thus
rsvA(A˜) ≤ δ(ζ). (12)
4. Fractional powers and logarithm
In this section it is assumed that




|s+ t| ≥ t+ β(A) > 0 (t ≥ 0).
In addition, with s = x+ iy, we have∣∣∣∣1 + ts
∣∣∣∣2 = ∣∣∣∣1 + ts|s|2
∣∣∣∣2 = ∣∣∣∣1 + t(x− iy)|s|2
∣∣∣∣2 = (1 + tx|s|−2)2 + (yt)2|s|−4




|1 + t/s| ≥ 1.
Consequently, by Theorem 1,
‖(A+ tI)−1‖ ≤ Φ(τ(A))
t+ β(A)






where the scalar function f satisfies the condition∫ ∞
0
|f(t)|(1 + t)−1dt <∞. (16)
The formula (15) is a particular case of the Hirsch calculus, cf. [18]. Thus we have
proved the following
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In Section 7 we present an example of the operator illustrating Theorem 3.






t−ν(A+ It)−1dt (0 < ν < 1), (17)
provided (13) holds, cf. [16, Section I.5.2, formula (5.8)]. Now the previous theorem
implies the inequality






(0 < ν < 1). (18)
Recently, many interesting papers are devoted to fractional powers of linear op-
erators, cf. [2, 3, 8, 9, 10, 19, 20] and references therein. In particular, in [22],
the authors use the means of positive operators to establish Furuta-type operator
monotonicity results for negative powers. Let A,B be bounded linear operators
on a Hilbert space satisfying 0 ≤ B ≤ A. Furuta showed the operator inequality
(ArBpAr)
1
q ≤A p+2rq as long as positive real numbers p, q, r satisfy p+2r ≤ (1+2r)q
and 1 ≤ q. In the paper [21], the author shows that this inequality is valid if negative
real numbers p, q, r satisfy a certain condition. Of course we could not survey the
whole subject here and refer the reader to the excellent book [18] as well as to the
above listed papers and references therein.
The operator logarithm arises in numerous applications, in particular, its im-
portance can be ascribed to it being the inverse function of the matrix exponential.
Moreover, if we consider a vector differential equation with a T -periodic matrix,
then according to the Floquet theory, its Cauchy operator U(t) is equal to V (t)eΓt
where V (t) is a T -periodic matrix and Γ = 1T ln U(T ), cf. [7]. Put












(t+ β(A))(1 + t)
‖(A− I)x‖ (x ∈ Dom(A)). (19)
About the interesting recent results on the operator logarithm see [6, 15, 14] and
references given therein.
5. The Lyapunov norm
In this section we establish an estimate for the semigroup e−At generated by −A.
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Recall the generalized Lyapunov theorem [7, Theorem I.5.1]: in order for the spec-
trum of a bounded operator A to lie in the interior of the left half-plane, it is
necessary and sufficient that there exists a positive definite Hermitian operator W ,
such that
WA+A∗W = −2I. (22)
Besides W is defined by (21). Obviously,
‖W‖ ≤ l(A). (23)
Define the scalar product
(x, y)W = (Wx, y) and the norm ‖x‖W =
√
(x, x)W .
Recall that (., .) and ‖.‖ are the scalar product and norm in H, respectively; so
‖h‖W ≤
√
l(A)‖h‖ (h ∈ H).
Furthermore, with s = x+ iy, t ∈ R and a = ‖AI‖, under (13), we have
|s+ it|2 = |x+ i(y + t)|2 = x2 + (y + t)2 ≥ β2(A) > 0 (|t| ≤ a)





β2(A) + (|t| − ‖AI‖)2 if |t| ≥ ‖AI‖,
β(A) if |t| ≤ ‖AI‖ .
Then ρ(A,−it) ≥ ξ(t), t ∈ R. In addition,
|1 + it
s
|2 = |s+ it|
2
|s|2 =
|x+ i(y + t)|2
|s|2 =





≥ ϑ2 := β
2(A)
β2(A) + ‖AI‖2 (x ≥ β(A); |y| ≤ ‖AI‖, t ∈ R).
Thus ψ(A,−it) ≥ ϑ, t ∈ R, and by Theorem 1,
‖(A+ it)−1‖ ≤ Φ(τ(A)/ϑ)
ξ(t)
(t ∈ R).















‖x‖W (x ∈ H; t ≥ 0).
Thus we arrive at the following result.






‖x‖W (x ∈ H; t ≥ 0). (24)
6. The multiplicative representations for the resolvent
Since A−1 ∈ HS2, and has the Schur basis, we have
A−1 = D−1 + V−1 (σ(A−1) = σ(D−1)),
where V−1 is a quasinilpotent operator. In addition, from [12, Theorem 10.3.1] it
follows that








(λ 6∈ σ(A−1)). (25)
Here the arrow means that the indexes increase from left to right. The product in








as n→∞. Now taking into account that (A− zI)−1 = A−1(I − zA−1)−1, we arrive
at the following result.
Theorem 5. Under the hypothesis of Theorem 1 we have








(z 6∈ σ(A)) (26)
Since, ∆PkV−1∆Pj = 0, j ≤ k, we can rewrite (26) as
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7. An example and concluding remarks




f(x)h(x)dx (f, h ∈ L2(0, 1)).
On the set
Dom(A) = {u ∈ L2(0, 1) : u(k) ∈ L2(0, 1) (k = 1, 2); u(0) = u(1) = 0}







K(x, s)w(s)ds (w ∈ Dom(A)),





is bounded in L2(0, 1). In addition, K(x, s) = −K(s, x). So A = E + Kˆ, where
E is defined on Dom(A) by (Ew)(x) := −d2w(x)dx2 . Since E is self-adjoint, we have






(K(x, s) +K(s, x))w(s)ds.
The Green function G(t, s) of E is
G(x, s) =
{
x(1− s) if 0 ≤ x ≤ s ≤ 1,
s(1− x) if 0 ≤ s ≤ x ≤ 1 ,















K(x, x1)G(x1, s)dx1|2ds dx ≤ N22 (E−1)‖Kˆ‖2.
Assume that N2(KˆE−1) < 1. Since A = (I + KˆE−1)E, we obtain
N2(A−1) = N2(E−1(I + KˆE−1)−1) ≤ N2(E
−1)
1−N2(BE−1) .
Now one can apply Theorem 1.
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To apply Theorem 3 to the considered operator we use the matrix representation
of A. Let ek(x) = 1√2sin (pikx) be the normalized eigenfunctions of E. In addition,
let Kˆ be represented in {ek(x)}∞k=1 by a (real) matrix (bjk)∞j,k=1. So A is represented
by the matrix (ajk) with ajj = j2+bjj and ajk = bjk (j 6= k). We will consider A as a
perturbation of the operator T represented by the triangular matrix T = (tjk)∞j,k=1,
where tjk = ajk (j ≤ k) and tjk = 0 (j > k). Then, with the notation qT = ‖A−T‖,
we have






Put DT = diag(k2 + bkk), VT = T −DT and








Since the inverse to T is compact, the eigenvalues of T are the diagonal values of the
triangular representation. So λk(T ) = k2+bkk. Besides, ρ(T, λ) = infk |k2+bkk−λ|
and ψ(A, λ) = infk |1− k2+bkkλ |. By Lemma 3,
‖(T − λ)−1‖ ≤ 1
ρ(T, λ)
Φ(τT /ψ(T, λ)). (28)
Assume that
β(T ) := inf
k
k2 + bkk > 0.
Then





| ≥ 1 (Re λ > 0).
Obviously, any λ satisfying the inequality qT ‖(T − λ)−1‖ < 1 is regular for A.





< ρ(T, λ) then λ 6∈ σ(A). Suppose β(T ) <
qTΦ(τT ). If Re λ + β(T ) > qTΦ(τT ), then −λ is regular for A. Hence, β(A) ≥
β(T )− qTΦ(τT ). Now we can apply Theorem 3.
It should be noted that ψ(A, λ) essentially depends on σ(A). Indeed, for example,
if σ(A) is real and positive, then
ψ(A, iω) = inf
s∈σ(A)
∣∣∣∣1− iωs
∣∣∣∣ = (1 + ω2β2(A)
)1/2
,
for ω ∈ R. Moreover, ψ(A,ω) = 1 + |ω|β(A) for ω ∈ (−∞, 0), and ψ(A,ω) = 0 for
ω ∈ σ(A).
Finally, note that to the best of our knowledge, estimates for the resolvent of a
non-selfadjoint operator under condition (1) in the available literature are unknown.
As it was above shown, in the selfadjoint case Theorem 1 gives us the equality.
In addition, Theorem 3 allows us, in particular, to estimate the fractional powers
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of nonselfajoint operators, which play an essential role in the theory of differential
equations. Observe also that (24) gives us the estimate for a semigroup via l˜(A)
which is calculated by Theorem 1. Besides, the semigroup does not need to use
inequality (24).
In conclusion, I would like to thank the referees for their really helpful remarks.
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