In this paper, we consider an arbitrary matrix-valued, rational spectral density Φ(z). We show with a constructive proof that Φ(z) admits a factorization of the form
I. INTRODUCTION
The spectral factorization problem is a classical and extensively investigated problem in LinearQuadratic systems and control theory [31] , [29] , [11] , estimation theory and stochastic realization [23] , [24] , [25] , [27] , [28] , [7] , [8] , [10] , operator theory and network theory [1] , [3] , [6] , [16] , [17] , [33] , to mention just the main fields and a few references.
Since the pioneering works of Kolmogorov and Wiener in the forties, a variety of methods have been proposed to provide a solution to this problem, e.g., [2] , [20] , [26] , [30] , to cite but a few. A particularly relevant one is the well-known procedure devised by Youla in [32] which can be used to solve the multivariate spectral factorization problem in continuous-time. Remarkably, this method does not require any additional system-theoretic assumption: the spectrum Φ(z) may feature poles and zeroes on the imaginary axis, its rank may be deficient and it can be a non-proper rational function. Moreover, this method permits a generalization that allows for the selection of the region of analyticity of the spectral factor. This turns out to be a crucial feature in the solution of related control problems: For example, in [12] an a-causal spectral factor having zeros in a certain region of the complex plane has been used to weaken the standard assumptions for the solvability of the classical Positive Real Lemma equations. Surprisingly, the discrete-time counterpart of this results is so far missing. The reason could be due to the difficulty of deriving a result that parallels the Oono-Yasuura algorithm that constitutes a fundamental step in Youla's work.
In this paper, we establish a general discrete-time spectral factorization result. In particular, we show that, given an arbitrary rational matrix function Φ(z) that is positive semi-definite on the unit circle, and two arbitrary regions featuring a geometry compatible with spectral factorization, Φ(z) admits a spectral factorization of the form Φ(z) = W ⊤ (z −1 )W (z) where the poles and zeros of W (z) lie on the prescribed regions. The proof is constructive and gives, as a byproduct, a crucial property on the minimality of the McMillan degree of W (z). By suitably selecting the regions where poles and zeros of W (z) are located we can recover the outer spectral factor that may be viewed as the discrete-time counterpart of Youla's result. Of course, with respect to most classical control applications, the outer spectral factor -whose poles and zeroes lie inside the unit circle -is the natural solution. Nevertheless, when a-causal control and estimation problems are involved, see e.g. [4] , [5] , [13] , and in stochastic realization theory, see [23] , [25] , [14] , spectral factors whose poles and zeroes lie in different regions of the complex plane become important and it is therefore interesting to establish a general spectral factorization theory.
Stochastic minimality of the spectral factor is also a crucial feature in stochastic realization theory [23] , [24] , [9] and is one of the key aspects in the present analysis.
The organization of the paper is as follows. In section II, we formally introduce the discretetime spectral factorization problem and, after a few definitions we present our main results. In section III, we review some notions from polynomial and rational matrix theory. Section IV is devoted to present a number of preliminary results. In section V, we derive the proof of our main result and present some byproducts of our theory. Finally, in section VI, we draw some concluding remarks and we describe a number of possible future research directions.
General notation and conventions:
Given an arbitrary matrix G, we write G ⊤ , G, G − We denote by R[z] m×n , R[z, z −1 ] m×n and R(z) m×n the set of real m × n polynomial, Laurent polynomial (L-polynomial, for short) and rational matrices, respectively. Given a rational matrix
We denote by rk(G) the normal rank of G(z), i.e., the rank almost everywhere in z ∈ C of G(z). The rational matrix G(z) is said to be analytic in a region of the complex plane if all its entries are analytic in this region. Moreover, as in [32] , with a slight abuse of notation, when we say that a rational function f (z) is analytic in a region T of the complex plane that is not open, we mean that f (z) does not have poles in T. In the case of a rational f (z) this abuse does not cause any problems; in fact, f (z) can have only finitely many poles so that there exists a larger open region T ε ⊃ T in which f (z) is indeed analytic.
For example, if f (z) is rational and does not have poles on the unit circle, we say that f (z) is analytic on the unit circle in place of f (z) is analytic on an open annulus containing the unit circle. Notice that such an annulus does indeed exist.
Finally, throughout the paper, we let R 0 := R \ {0}, C 0 := C \ {0} and we denote by C := C ∪ {∞} the extended complex plane.
II. PROBLEM DEFINITION AND MAIN RESULT
We start by introducing the object of our analysis and define the problem of spectral factorization:
Definition 1 (Para-Hermitian matrix): A rational matrix G(z) ∈ R(z) n×n is said to be para-
Definition 2 (Spectrum):
A para-Hermitian rational matrix Φ(z) ∈ R(z) n×n is said to be a spectrum if Φ(e jω ) is positive semi-definite for all ω ∈ [0, 2π) such that Φ(e jω ) is defined.
Definition 3 (Para-unitary matrix):
A rational matrix G(z) ∈ R(z) n×n is said to be para-unitary
Remark 1:
Notice that a para-Hermitian matrix G(z) is Hermitian in the ordinary sense on the unit circle, while a para-unitary matrix G(z) is unitary in the ordinary sense on the unit circle. The spectral factorization problem can be defined as follows:
Problem 1: Given a spectrum Φ(z) find factorization of the form
The matrix function W (z) satisfying (1) 
Definition 4 ((Strictly) Unmixed-symplectic):
where
We are now ready for our main result.
Theorem 1:
Let Φ(z) ∈ R(z) n×n be a spectrum of normal rank rk(Φ) = r = 0. Let A p and A z be two unmixed-symplectic sets. Then, there exists a function W (z) ∈ R(z) r×n such that
2) W (z) is analytic in A p and its right inverse W −R (z) is analytic in A z .
3) W (z) is stochastically minimal i.e. the McMillan degree of W (z) is a half of the McMillan degree of Φ(z).
Moreover, 4) If
, and 2) is unique up to a constant, orthogonal matrix multiplier on the left, i.e., if W 1 (z) also satisfies points 1), and 2) then
where T ∈ R r×r is orthogonal. Therefore, if A p = A z , points 1) and 2), imply point 3).
given an arbitrary para-unitary matrix
is analytic in A p and satisfies Of course the most common requirement in control theory is that W (z) is causal and causally invertible which correspond to setting Theorem 2: Let Φ(z) ∈ R(z) n×n be a spectrum of normal rank rk(Φ) = r = 0. Then, there
2) W (z) and its (right) inverse W −R (z) are both analytic in { z ∈ C : |z| > 1 }.
3) W (z) is unique up to a constant, orthogonal matrix multiplier on the left, i.e., if W 1 (z) also satisfies points 1) and 2), then W 1 (z) = TW (z) where T ∈ R r×r is orthogonal.
4) Any factorization of the form
is analytic on the unit circle and the rank of Φ(z) is constant on the unit circle, then W (z) and its (right) inverse W −R (z) are both analytic in { z ∈ C : |z| ≥ 1 }.
7)
W (z) satisfying points 1) and 2) is stochastically minimal i.e. the McMillan degree of W (z) is a half of the McMillan degree of Φ(z).
Remark 2:
Notice that the hypothesis rk(Φ) = 0 of the previous results, is only assumed to rule out the trivial case of an identically zero spectrum Φ(z) for which the only spectral factorizations clearly correspond to W (z) = 0 m,n , with m being arbitrary, so that, in this case, W (z) cannot be chosen to be full row-rank.
III. MATHEMATICAL PRELIMINARIES ON RATIONAL MATRICES
Let f (z) = p(z)/q(z) ∈ R(z), q(z) = 0, be a nonzero rational function. We can always write
where ν is an integer and n(z), d(z) ∈ R[z] are nonzero polynomials such that n(α) = 0 and
The integer ν is called valutation of f(z) at α and we denote it by symbol v α ( f ). 
Consider now a nonzero real L-polynomial vector v(z) ∈ R[z, z −1 ] p . We can write it as 
A classical result in rational matrix theory is the following (see, e.g., [21, Ch.6 , §5]).
Theorem 3 (Smith-McMillan):
Let G(z) ∈ R(z) m×n and let rk(G) = r. There exist unimodular
are monic polynomials satisfying the
The rational matrix D(z) in (2) 
The integer exponents ν
i , appearing in the above expression, are called the structural indices of G(z) at α i and they are used to represent the zero-pole structure at α i of G(z). To obtain the zero-pole structure at infinity of G(z), we can proceed as follows. We 
where δ (G; p i ) is the degree of the pole p i , i.e., the largest multiplicity that p i possesses as a
pole of any minor of G(z). In particular, if D(z) in (2) is the Smith-McMillan form of G(z) and
G(z) has no pole at infinity then δ (G; p i ) = δ (D; p i ) for all i = 1, . . ., h, which, in turn, yields δ M (G) = δ M (D) = ∑ r i=1 deg ψ i (z).
IV. PRELIMINARY RESULTS
In this section, we collect a set of lemmata which we will exploit in the constructive proof of the main theorem.
Definition 5 (Regular matrix):
Lemma 1: A matrix G(z) ∈ R(z) m×n is analytic in C 0 together with its inverse (either right, left or both) if and only if it is a L-unimodular polynomial matrix.
has an inverse (either left, right or both) which is also L-polynomial. Hence, the only possible finite zeros/poles of G(z) are located at z = 0. This, in turn, implies that G(z) must be analytic together with its inverse in C 0 .
Vice versa, suppose that G(z) is analytic with its inverse in C 0 . Firstly, we notice that the existence of a left or right inverse for G(z) implies that the normal rank of G(z) is either r = n or r = m, respectively. Without loss of generality, we can suppose that r = n. By the Smith-
are unimodular (and, a fortiori, L-unimodular) polynomial matrices, respectively, and D(z) ∈ R(z) n×n is diagonal, canonic of the form
Hence, the analyticity of
the product of three L-unimodular polynomial matrices, G(z) must be a L-unimodular polynomial matrix.
Lemma 2: Let A ⊂ C be an unmixed-symplectic set. A para-unitary matrix G(z) ∈ R(z) n×n analytic in A with inverse analytic in A is a constant orthogonal matrix.
Proof:
The analyticity of the inverse of G(z) in A implies that of G(z −1 ) in the same region, and therefore that of G(z) in A * . We also notice that in the unit circle it holds G * (e jω )G(e jω ) = G ⊤ (e − jω )G(e jω ) = I n , ∀ ω ∈ [0, 2π), and we can write out the diagonal element in expanded form as
The latter equation implies that
and, therefore, we proved the analyticity of G(z) on the unit circle. By Definition 4 of unmixedsymplectic set, it follows that G(z) is analytic on the entire extended complex plane. We are in position of applying Liouville's Theorem [22, Ch.V, Thm.1.4] and conclude that G(z) must be a constant orthogonal matrix.
Remark 3:
With the standard choice A = { z ∈ C : |z| > 1 }, the previous lemma reads as follows: A regular para-unitary matrix G(z) ∈ R(z) n×n with regular inverse is a constant orthogonal matrix.
r×r is diagonal and analytic with its inverse in { z ∈ C 0 : |z| = 1 };
2) A(z) ∈ R(z) m×r is analytic together with its left inverse in { z ∈ C 0 : |z| ≤ 1 };
3) B(z) ∈ R(z) r×n is analytic together with its right inverse in { z ∈ C : |z| ≥ 1 }.
Remark 4:
If, in definition 6, A(z) and B(z) are interchanged, we have a right-standard factorization. Hence, it follows that any left-standard factorization of G(z) generates a right-
Lemma 3: Any rational matrix G(z) ∈ R(z) m×n of normal rank rk(G) = r admits a left-standard factorization.
Proof: By the Smith-McMillan Theorem, we can write
r×n are unimodular polynomial matrices and D(z) ∈ R(z) r×r is diagonal and canonic of the form
into the product of three polynomials:
the first without zeros in { z ∈ C : |z| ≤ 1 }, the second without zeros in { z ∈ C : |z| = 1 } and the third without zeros in { z ∈ C : |z| ≥ 1 }. Thus, it is possible to write
where D − (z) and its inverse are analytic in { z ∈ C : |z| ≤ 1 }, ∆(z) and its inverse in { z ∈ C : |z| = 1 } and D + (z) and its inverse in { z ∈ C : |z| ≥ 1 }. Eventually, by choosing
Left-standard factorizations are not unique. Indeed, any two decompositions are connected as follows.
Lemma 4:
Let G(z) ∈ R(z) m×n be a rational matrix of normal rank rk(G) = r and let
Proof: By assumption,
By Definition 6 of left-standard factorization, the right-hand side of (5) is analytic in { z ∈ C : |z| ≥ 1 }, while the left-hand side of (5) in { z ∈ C 0 : |z| < 1 }. Therefore, it follows that
and is also analytic in C 0 . Thus, by Lemma 1,
is a L-unimodular matrix. Finally, a rearrangement of (5) yields (4).
Remark 5:
Notice that, by replacing the word "left-standard" with the word "right-standard" in Lemmata 3 and 4, we obtain, by minor modifications in the proofs, a right-standard counterpart of Lemmata 3 and 4.
Let Φ(z) ∈ R(z) n×n be a para-Hermitian matrix of normal rank rk(Φ) = r and let Φ(z) = A(z)∆(z)B(z) be a left-standard factorization of Φ(z). We have that
is also a left-standard factorization of Φ(z). In particular, ∆ * (z) is equal to ∆(z), except for multiplication of suitable monomials of the form ±z k i in its diagonal entries, i.e.,
and
By invoking Lemma 4, we can write
The following two lemmata are used to establish a further characterization of a para-Hermitian matrix when it is positive semi-definite upon the unit circle.
Lemma 5: Let G(z) ∈ R(z) n×n and let T be a region of the complex plane such that
1) G(z) is Hermitian on T;
2) x ⊤ G(λ )x ≥ 0, ∀ x ∈ R n and ∀ λ ∈T ⊆ T for which G(λ ) has finite entries.
Let D(z) ∈ R(z) r×r be the Smith-McMillan canonical form of G(z) and denote by g (ℓ) ij and d (ℓ) ij the ℓ × ℓ minor (1 ≤ ℓ ≤ r) of the rational matrices G(z) and D(z), respectively, obtained by selecting those rows and columns whose indices appear in the ordered ℓ-tuples i and j, respectively. Then,
ii ), ∀α ∈ T.
Proof: Firstly, we recall that for any rational matrix G(z) it holds
The latter result is well-known and is presented, for instance, as an exercise in [21, Ch.6, Ex.6.5-6]. Hence, it remains to prove that
Since G(z) is Hermitian positive semi-definite on the regionT, it admits a decomposition of the form G(λ ) = W (λ )W (λ ) ⊤ for all λ ∈T. By applying the Binet-Cauchy Theorem (see [18, Vol.I, Ch.1, §2]), we have
where g (ℓ) ij (λ ) and w (ℓ) ij (λ ) denote the ℓ × ℓ minor of matrices G(λ ) and W (λ ), respectively, obtained by selecting those rows and columns whose indices appear in the ordered ℓ-tuples i and j, respectively. Moreover, in both the summations (9)- (10),
runs through all such multi-indices. By using Cauchy-Schwarz inequality and (9)- (10), we have
The latter inequality implies that for every zero α ∈ T of multiplicity k of a minor of G(z), there exists at least one principal minor of G(z) which has the same α either as a zero of multiplicity less than or equal to k or a pole of multiplicity greater than or equal to 0. Similarly, inequality (11) implies also that for every pole α ∈ T of multiplicity k of a minor of G(z), there exists at least one principal minor of G(z) which has the same pole of multiplicity greater than or equal to k. Therefore, we conclude that (8) holds.
Lemma 6: Let Φ(z) ∈ R(z) n×n be a spectrum of normal rank rk(Φ) = r and let D(z) ∈ R(z) r×r be its Smith-McMillan canonical form. Then, the zeros and poles on the unit circle of the diagonal elements of D(z) are of even multiplicity.
Proof: Firstly, we assume that the numerators and denominators of all entries in Φ(z) are relatively prime polynomials. Let α 1 = e jω 1 , α 2 = e jω 2 , . . ., α t = e jω t , be the zeros/poles on the unit circle of Φ(z) and let ν Let Φ(z) ∈ R(z) n×n be a spectrum of normal rank rk(Φ) = r and let D(z) ∈ R(z) r×r be its
similarly to a previous argument,
where, in this case, Σ ′ (z) has the form
with e ′ i (z) = α i z k i , α i ∈ R 0 , k i ∈ Z, i = 1, . . ., r. Moreover, since by (12) any zero/pole at α ∈ C 0 in the diagonal terms of D(z) is accompanied by a zero/pole at α −1 , we can always write D(z) in the form
where Λ(z), Σ 1 (z)Λ * (z) and ∆(z) are diagonal, canonic and analytic with their inverse in { z ∈ C : |z| ≥ 1 }, { z ∈ C : |z| ≤ 1 } and { z ∈ C : |z| = 1 }, respectively. Consequently, Λ(z) possesses the same structural indices at z = 0 of D(z). By exploiting Lemma 6, ∆(z) can be written as
with Θ(z) diagonal, canonic and analytic together with its inverse in { z ∈ C : |z| = 1 }. Finally, we can rearrange D(z) in the form
where Σ 2 (z) has the form (6), while Σ 1 (z) and Σ 3 (z) := Σ 1 (z)Σ 2 (z) possess the form (13).
To conclude this section, we report below another useful result.
Lemma 7:
Let Ψ(z) ∈ R[z, z −1 ] r×r be a para-Hermitian L-unimodular matrix which is positive definite on the unit circle. Then, Ψ hc is nonsingular if and only if Ψ(z) is a constant matrix.
Proof:
If Ψ(z) is a constant matrix then Ψ hc = Ψ(z) is nonsingular, by definition of Lunimodular matrix.
Conversely, assume that Ψ hc is nonsingular. Let us denote by K i ∈ Z, i = 1, . . ., r, the maximumdegree of the i-th column of Ψ(z) and by k i ∈ Z, i = 1, . . ., r, the minimum-degree of the i-th row of Ψ(z). Since Ψ(z) = Ψ * (z), we have that det Ψ(z) is a nonzero real constant and
Moreover, since Ψ(z) is positive definite on the unit circle, the diagonal elements of Ψ(z) cannot be equal to zero and, therefore, K i ≥ 0, i = 1, . . ., r. Actually, the nonsingularity of Ψ hc yields
otherwise one can check, by exploiting the Leibniz formula for determinants, that the maximumdegree of det Ψ(z) would be strictly positive. By (16) , all the entries of Ψ(z) must have maximumdegree less than or equal to zero. But, by (15) , k i = −K i for all i = 1, . . ., r, and so (16) also implies that all the entries of Ψ(z) must have minimum-degree greater than or equal to zero.
We conclude that
and, therefore, Ψ(z) must be a constant matrix.
V. PROOF OF THE MAIN THEOREM
We are now ready to prove our main result. For the sake of clarity and readability, we first prove the special case of Theorem 2 and we then proceed to the proof of our general Theorem 1.
Proof of Theorem 2:
We first prove statement 3). Let W (z) and W 1 (z) be two matrices satisfying 1) and 2). Then,
The latter equation implies V * (z)V (z) = I r , where
r×r is a regular para-unitary matrix. Moreover, we have that
so that
In view of Lemma 2, we conclude that V (z) is a constant orthogonal matrix.
Consider now statement 4) and let
Φ(z) = L * (z)L(z) where L(z) ∈ R(z) n×r is analytic in { z ∈ C : |z| > 1 }. In this case, we can write L * (z)L(z) = W * (z)W (z).
The latter equation implies
r×n is a rational matrix satisfying 1) and 2). Since L(z) and W (z) −R are both analytic in { z ∈ C : |z| > 1 }, then V (z) ∈ R(z) r×r is a regular para-unitary matrix. The same computation that led to (19) now
Now, we provide a constructive proof of statements 1) and 2), which represent the core of the Theorem. The procedure is divided in four steps.
Step 1. Reduce Φ(z) to the Smith-McMillan canonical form. By using the same standard procedure described in [32, Thm.2], we arrive at
r×n are unimodular polynomial matrices and D(z) ∈ R(z) r×r is diagonal and canonic.
Step 2. According to (14) , we can write D(z) in the form
where : 1) Λ(z) ∈ R(z) r×r is diagonal, canonic and analytic together with Λ −1 (z) in { z ∈ C : |z| ≥ 1 } and possesses the same structural indices at z = 0 of D(z);
2)∆(z) := Θ * (z)Θ(z) =∆ * (z), where Θ(z) ∈ R(z) r×r is diagonal, canonic and analytic together
3) Σ(z) ∈ R(z) r×r is diagonal of the form
Let us define
We have that Φ(z) = A(z)∆(z)B(z) is a left-standard factorization of Φ(z).
Step 3. Let I(z) := B −R (z)Θ −1 (z). By (7), we have A * (z) = N(z)B(z) and, therefore,
r×r is a L-unimodular matrix. By (22) , Ψ(z) is a paraHermitian matrix positive semi-definite definite on the unit circle. Actually a good deal more is true. We notice that A(z)∆(z)B(z) and B * (z)∆(z)A * (z) are two left-standard factorizations of Φ(z). Hence, by replacing ∆ 1 (z) with∆(z) =∆ * (z) in (4), we obtaiñ
where k i ∈ Z, i = 1, . . . , r. Hence, [N(z)] i j must be divisible by the polynomial
and, a fortiori, by
This suffices to establish that Ψ(z) is L-polynomial. Actually, by (22) , it follows that Ψ(z) has determinant which is a real nonzero constant. Hence, Ψ(z) is L-unimodular and positive definite on the unit circle. The problem is now reduced to that of finding a factorization of Ψ(z) of the form
r×r is a unimodular polynomial matrix. After this is achieved, the desired
where we have defined D + (z) := Θ(z)Λ(z). Indeed, by straightforward algebra,
Step 4. We illustrate an algorithm which provides a factorization of a para-Hermitian L-
] r×r positive definite on the unit circle into the product P * (z)P(z), where P(z) is a unimodular polynomial matrix.
The algorithm consists of the following two steps. First of all, we define Ψ 1 (z) := Ψ(z) and denote by h ∈ N the loop counter of the algorithm, which is initially set to h := 1.
1) Let
. ., r, be the maximum-degree of the i-th column of Ψ h (z) and k i ∈ Z, i = 1, . . . , r, be the minimum-degree of the i-th row of Ψ h (z). Consider the highest-columndegree coefficient matrix of Ψ h (z), denoted by Ψ hc h , and the lowest-row-degree coefficient matrix of Ψ h (z), denoted by Ψ lr h . As noticed in the proof of Lemma 7, the positive nature of Ψ h (z) implies that K i ≥ 0 for all i = 1, . . . , r. Moreover, the para-Hermitianity of Ψ h (z) 
We pick an index p ∈ M . Then, we define the polynomial matrix
Notice that the entry at
r×r is a unimodular polynomial matrix. By operating the transformation
we obtain a new positive definite matrix Ψ h+1 (z) with the same determinant of Ψ h (z).
Furthermore, the maximum-degree of the p-th column of Ψ h+1 (z) is lower than K p , while the maximum-degree of the i-th column, i = p, is not greater than K i .
This fact needs a detailed explanation. If we post-multiply
, we obtain a matrix of the form
where all the L-polynomials in the p-th column vector
have maximum-degree lower than K p , since Ψ hc h v h = 0, and minimum-degree which satisfies
since in (28) δ i ≥ 0, for all i such that α i = 0. Now, by pre-multiplying
h (z), the resulting matrix Ψ h+1 (z) can be written in the form
where the p-th column vector
differs from ψ h (z) only for the value of the p-th entry ψ ′ h+1 (z). Moreover, the maximumdegree of ψ ′ h+1 (z) cannot increase after the operation is performed, since
and, by (27) , δ i ≥ 0, for all i such that α i = 0. We conclude that all the L-polynomials in the p-th column of Ψ h+1 (z) have maximum-degree lower than K p , while, by (29) , the maximum-degree of all the other columns does not increase. We notice also that, since
, all the L-polynomials in the p-th row of Ψ h+1 (z) have minimumdegree greater than k p = −K p , while the minimum-degree of the all other rows does not decrease. Eventually, we update the value of the loop counter h by setting h := h + 1 and return to step 1).
2) Since Ψ h ∈ R r×r is positive definite, we can always factorize it into the product Ψ h = C ⊤ C where C ∈ R r×r , by using standard techniques such as the Cholesky decomposition (see, e.g., [19, Ch.4] ). Finally, we have constructed a polynomial unimodular matrix
It is worthwhile noticing that the iterative procedure of step 1) is always brought to an end (after a maximum of K 1 + · · · + K p iterations) since at the h-th iteration the maximum-degree of a column of Ψ h (z) is reduced at least by one, while the maximum-degree of all the other columns does not increase.
To complete the proof of statements 1) and 2), we notice that, by construction, the rational matrix W (z), as defined in (25), and its (right) inverse are analytic in { z ∈ C : |z| > 1 }. Moreover, we recall that D + (z) and D(z) have the same zero-pole structure at z = 0. Now, suppose, by contradiction, that W (z) has a pole at z = ∞. Then W * (z) has a pole at z = 0. But, since Φ(z) = W * (z)W (z), it follows that
+ (z) has no pole at z = 0. Since P −1 (z) and C(z) are unimodular matrices, in view of (30) , also W * (z) has no pole at z = 0. Hence, the contradiction. We conclude that W (z) has no pole at infinity. Finally, by following a similar argument, it can be verified that also W −R (z) has no pole at infinity. Now consider statement 5). If Φ(z) is analytic on the unit circle, then Θ(z) does not possess any finite pole. This, in turn, implies that D + (z) = Θ(z)Λ(z) is analytic in { z ∈ C : |z| ≥ 1}.
Thus, W (z), as defined in (25) , is also analytic in the same region.
As for point 6), the additional assumption that the rank of Φ(z) is constant on the unit circle implies that Θ(z) does not possess any finite zero. Thus, Θ(z) = I r and, by (25) ,
is analytic in { z ∈ C : |z| ≥ 1}. Hence, W (z) and its (right) inverse W −R (z) are both analytic in
Lastly, consider point 7). As shown in (21), the Smith-McMillan canonical form of Φ(z),
where Σ(z) ∈ R(z) r×r is a diagonal matrix with elements α i z k i , α i ∈ R 0 , k i ∈ Z, on its diagonal.
Let p 1 , . . . , p h be the nonzero finite poles of Φ(z). By (31) , it follows that
Moreover, if p ∈ C is a pole of Φ(z) of degree δ (Φ; p) then also 1/p is a pole of Φ(z) of the same degree and if p ∈ C is not a pole of Φ(z) then neither p nor 1/p are poles of W (z). Thus,
By (3), the McMillan degree of a rational matrix equals the sum of the degrees of all its poles, the pole at infinity included. If Φ(z) has no pole at infinity, then (33) directly yields δ M (Φ) = 2δ M (W ). Otherwise, assume that Φ(z) has a pole at infinity. Since W (z) and Φ(z) have the same structural indices at z = 0 and W (z) has no pole at z = ∞, it follows that
Therefore, by equations (33) and (34),
We are now ready to prove our main Theorem 1. Many of the ideas for this proof can be elaborated from those of the proof of Theorem 2.
Proof of Theorem 1:
We first show how to modify the constructive procedure used in the proof of Theorem 2 in order to obtain a spectral factor W (z) which satisfies points 1) and 2).
With reference to step 2 in the proof of Theorem 2, we rearrange the Smith-McMillan form of Φ(z) as
where the only difference with respect to the decomposition in (21) is that here Λ(z) ∈ R(z) r×r is diagonal, canonic and analytic in A p \ {∞} with Λ −1 (z) analytic in A z \ {∞}. Moreover, if 0 ∈ A p then Λ(z) has the same negative structural indices at z = 0 of Φ(z) and if 0 ∈ A z then Λ(z) has the same positive structural indices at z = 0 of Φ(z).
Now, to apply the procedure described in the proof of Theorem 2, it suffices to prove that for any choice of the unmixed-symplectic sets A p and A z , the para-Hermitian matrix Ψ(z), as defined in (22), is still L-unimodular. With reference to the notation introduced in the proof of Theorem 2, Ψ(z) can be written as
where we have defined 
On the other hand, let us consider the opposite choice A p = A z = { z ∈ C : |z| < 1 }. 
Since, for any choice of the unmixed-symplectic sets A p and A z , the factors of
ii , j ≥ i, are contained in the ones of q i j (z), then [Ξ(z)] i j must be divisible by the polynomial
ii , j ≥ i, for any choice of A p and A z . We conclude that Ψ(z) must be a L-polynomial matrix for any choice of A p and A z . But, since Ψ(z) is para-Hermitian, det Ψ(z) is a real constant, hence Ψ(z) is L-unimodular.
To prove point 3) we need to show that the McMillan degree of the spectral factor W (z) just obtained equals one half of the McMillan degree of Φ(z). To this aim we can follow the same lines of the proof of point 7) of Theorem 2. In fact, we can define A p,1 := A p \ { z ∈ C : |z| = 1 } and partition C 0 as
and replace equation (32) with the more general expression for the degree of the pole p i of Φ(z)
The rest of the proof remains the same.
The proof of point 4) is very similar to that of point 3) of Theorem 2. The only difference is that the para-unitary matrix function V (z) := W 1 (z)W −R (z) and its inverse are not regular, i.e.
analytic in { z ∈ C : |z| > 1 }, but they are analytic in A p so that Lemma 2 still applies.
As for point 5), we define V (z) := L(z)W −R (z) which is clearly para-unitary and analytic in A z , and the same computation that led to (19) , gives L(z) = V (z)W (z). On the other hand if V (z) is para-unitary and analytic in A p then, it is immediate to check that L(z) := V (z)W (z) is a spectral factor of Φ(z) and is analytic in A p as well.
The proof of points 6) and 7) is exactly the same as that of points 5) and 6) of Theorem 2.
A. Corollaries
To conclude this section, we present two straightforward corollaries of Theorem 2. The first is a complete parametrization of the set of all spectral factors of a given spectrum.
Corollary 1: Let Φ(z) be a given spectrum and W (z) be any spectral factor satisfying conditions where V (z) ∈ R(z) m×m is an arbitrary para-unitary matrix and r = rk(Φ).
Proof:
By repeating an argument used in points 3) and 4) of Theorem 2, we have that The next results characterizes the spectral factors of L-polynomial spectra.
Corollary 2: Let Φ(z) be a spectrum and W (z) be the spectral factor provided in the (constructive) proof of Theorem 1. Assume that Φ(z) is L-polynomial. If ∞ ∈ A p then W (z) is polynomial in z −1 (so that W * (z) is polynomial in z). Otherwise, 0 ∈ A p and W (z) is polynomial in z (so that W * (z) is polynomial in z −1 ).
We consider only the case of ∞ ∈ A p , the other being similar. If Φ(z) is L-polynomial, then the only finite pole it may possess is located at z = 0. Since W (z) does not have the pole at infinity, W (z) must be polynomial in z −1 . The latter fact, in turn, implies that W * (z) must be a polynomial matrix.
VI. CONCLUDING REMARKS AND FUTURE DIRECTIONS
In this paper we have established a general result on spectral factorization for an arbitrary discrete-time spectrum. This result opens the way for many applications and generalizations of known results in several fields of systems theory such as estimation and stochastic realization.
In particular, for these applications it will be important to further investigate the links between arbitrary spectral factors and stochastic minimality. A conjecture in this direction, which is currently under investigation, is the following.
Conjecture 1: Let Φ(z) ∈ R(z) n×n be a spectrum of normal rank rk(Φ) = r = 0. Let A p and A z be two unmixed-symplectic sets. Let W (z) be a spectral factor satisfying points 1), 2) and 3) of Theorem 1. Then W (z) is unique up to a constant, orthogonal matrix multiplier on the left, i.e., if W 1 (z) also satisfies points 1), 2) and 3), then W 1 (z) = TW (z) where T ∈ R r×r is orthogonal.
This conjecture would be a first step towards a complete parametrization of the set of all stochastically minimal right invertible spectral factors. We believe that this set can be parametrized very efficiently in terms of the all-pass divisors of a generalized phase function T 0 (z): 1
Conjecture 2: Let Φ(z) ∈ R(z) n×n be a spectrum of normal rank rk(Φ) = r = 0. Let W − (z) be the spectral factor corresponding to Theorem 2 and W + (z) be the spectral factor corresponding to 
