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HARNACK’S INEQUALITY FOR A CLASS OF NON-DIVERGENT
EQUATIONS IN THE HEISENBERG GROUP
FARHAN ABEDIN, CRISTIAN E. GUTIE´RREZ AND GIULIO TRALLI
Abstract. We prove an invariant Harnack’s inequality for operators in non-
divergence form structured on Heisenberg vector fields when the coefficient
matrix is uniformly positive definite, continuous, and symplectic. The method
consists in constructing appropriate barriers to obtain pointwise-to-measure esti-
mates for supersolutions in small balls, and then invoking the axiomatic approach
from [DGL08] to obtain Harnack’s inequality.
1. Introduction
In this paper we establish regularity properties of solutions to equations of the
form
LAu =
2n∑
i, j=1
ai j(z)XiX ju = 0, z ∈ Ω ⊂ R2n+1,
where Ω is an open set, A(z) =
(
ai j(z)
)
i, j
is symmetric and uniformly positive
definite, and X1, . . . ,X2n are the Heisenberg vector fields, see Section 2.
A challenging problem that researchers have been interested in is to determine
the validity of an invariantHarnack’s inequality supB u ≤ C infB u for all non nega-
tive solutions u, and for all metric balls B, with a constant C depending only on the
ellipticity constants of the coefficientmatrixA. WhenLA is replaced by a standard
uniformly elliptic operatorwithmeasurable coefficients, that inequality holds and
is the celebrated Harnack inequality of Krylov and Safonov [KS80]. Its proof de-
pends in a crucial way upon the maximum principle of Aleksandrov, Bakelman
and Pucci, see for example [GT01, Section 9.8]. A number of insightful generaliza-
tions and applications of this principle for various elliptic and degenerate-elliptic
pdes have been developed, for example, in [CG97, C97, DL03, N09, S10, M14]. In
the context of the Heisenberg group, ABP-type maximum principles have been
studied in [DGN03, GM04, BCK15]. However, a difficulty to deal with the oper-
ator LA is that it is not known if a maximum principle holds true in a form that
permits to establish pointwise-to-measure estimates for super solutions such as
[G16, Theorem 2.1.1]. As a result, this precludes one from extending the method
of Krylov and Safonov to obtain Harnack’s inequality in the present context.
On the other hand, it was proved in [GT11], and extended to more general
contexts in [T14], that when the ”contrast” of the coefficient matrix A, i.e., the
C. E. G. was partially supported by NSF grant DMS–1600578.
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ratio between its maximum and minimum eigenvalues, is sufficiently close to
one, then the required pointwise-to-measure estimates for super solutions can be
obtained by constructing appropriate barriers, and theHarnack inequality follows
from the general theory developed in [DGL08].
The purpose in this paper is to show that when the matrix coefficient A is
uniformly continuous inΩ and is symplectic (seeDefinition 3.1), then it is possible
to construct appropriate barriers in a simple and self contained way and obtain
the desired critical density estimates for super solutions on sufficiently small
balls. This yields Harnack’s inequality on balls having sufficiently small radius
bounded by a constant depending on the modulus of continuity of the matrix A,
see Theorem 5.1.
For non-divergent sub-Riemannian equations with Ho¨lder continuous coeffi-
cients, Harnack’s inequalities, with constants depending on the Ho¨lder conti-
nuity, are proved using parametrix methods in [BU07] for Carnot groups, and
in [BBLU10] for Ho¨rmander vector fields. Theorem 5.2 below yields a stronger
result inH1, since in this case every matrix of unit determinant is symplectic.
Our techniques can easily be used to obtain Harnack’s inequality for non-
divergent uniformly elliptic operators in RN with uniformly continuous coeffi-
cients. This is related to a classical result of Serrin [S55]. Serrin’s proof follows
the one for harmonic functions via a Poisson formula, and it exploits the explicit
knowledge of the Poisson kernels on balls for constant coefficient operators. The
Dini-continuity is then used to show that these kernels can be used as barriers
for the variable coefficient operators. In the setting of degenerate elliptic oper-
ators, the notion of the Poisson kernel is much more delicate (see [UL97]), and
it is unclear how to proceed with Serrin’s strategy. On the other hand, the fun-
damental solution for the Heisenberg Laplacian in Hn is well known [F73], and
the barriers we construct to obtain the critical density estimates are modeled after
these special solutions. In fact, inH1, the fundamental solution of every constant
coefficient operator can be written explicitly via a change of basis for the vector
fields. A similar change of basis in Hn for n ≥ 2 is applicable if we are dealing
with a symplectic matrix (see Remark 3.3 below), but not with generic matrices
(this is related to the fact that the Lie algebra of Hn is not free when n ≥ 2, see
[BU04, BU05]).
An outline of the paper is as follows. Section 2 contains preliminaries on
the Heisenberg group and the operators considered. In Section 3 we include
the backbone of our results. Lemma 3.2 contains an important identity, valid
for operators with constant symplectic matrix coefficients, that is essential for
the proof of Lemma 3.6. This leads to the fundamental Lemma 3.7 where the
desired barrier is constructed, and later used in Section 4 to prove the critical
density estimates. Finally, Section 5 contains the Harnack inequality and Ho¨lder
estimates.
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2. Preliminaries
We denote coordinates in R2n+1 as (x, t) = (x1, . . . , x2n, t) ∈ R2n ×R, let In denote
the n × n identity matrix, and define the 2n × 2nmatrix
J :=
(
0 −In
In 0
)
.
The Heisenberg Group Hn is the homogeneous Lie group (R2n+1, ◦, δr) equipped
with the composition law
(x, t) ◦ (ξ, τ) := (x + ξ, t + τ + 2 〈Jx, ξ〉)
and the family of dilations
δr :H
n →Hn, δr(x, t) = (rx, r2t), r > 0.
Here 〈·, ·〉 is the standard inner product in R2n. The identity element of the group
is 0 = (0, 0), and the inverse is (x, t)−1 := (−x,−t). We consider the homogeneous
symmetric norm
ρ(x, t) := (|x|4 + t2) 14
and its associated distance d((x, t), (ξ, τ)) := ρ((x, t)−1 ◦ (ξ, τ)) (c.f. [C81]). The
balls defined by this distance (called Koranyi balls) will be denoted BR((x, t)) :=
{(ξ, τ) : d((x, t), (ξ, τ)) < R}. For any (x, t) ∈Hn and any R > 0, we have
|BR((x, t))| = |BR(0)| = RQ|B1(0)|,
where | · | denotes the Lebesgue measure. The number
Q := 2n + 2
is the homogeneous dimension ofHn. The Lie algebra ofHn is generated by the
horizontal vector fields
(2.1) Xi = ∂xi + 2(Jx)i∂t, i = 1, . . . , 2n,
the horizontal gradient of a function ψ :Hn → R is
∇Hψ := (X1ψ, . . . ,X2nψ),
and the horizontal hessian of ψ is the matrix
D2
H
ψ :=
(
Xi, jψ
)
i, j=1,...,2n
,
where Xi, jψ =
1
2
(
XiX jψ + X jXiψ
)
. To simplify the notation, we will always denote
the points
z = (x, t), ζ = (ξ, τ).
We are concerned with the following class of differential operators
(2.2) LA := tr
(
A(z)D2
H
·
)
=
2n∑
i, j=1
ai j(z)Xi, j =
2n∑
i, j=1
ai j(z)XiX j
HARNACK’S INEQUALITY FOR NON-DIVERGENT EQUATIONS IN Hn 4
where A(z) = (ai j(z))i, j=1,...,2n ∈ R2n×2n is symmetric and uniformly elliptic
(2.3) λI2n ≤ A(z) ≤ ΛI2n, for all z ∈ Ω ⊂Hn,
with Ω an open set, and 0 < λ ≤ Λ < +∞ fixed constants. Since we consider
only solutions u to the homogeneous equation LAu = 0, we may assume without
loss of generality that det(A(z)) = 1 for all z ∈ Ω. This implies λ ≤ 1 ≤ Λ. The
class of symmetric matrices with unit determinant satisfying (2.3) is denoted by
Mn(λ,Λ,Ω).
For any constant matrixM ∈ Mn(λ,Λ,Ω) we let
(2.4) φM(x, t) :=
〈
M−1x, x
〉2
+ t2.
At times, it will be convenient for us to work with the modified norms ρM := φ
1/4
M
and the corresponding modified distance dM(z, ζ) := ρM(ζ−1 ◦ z), which are both
one-homogeneous with respect to the dilations δr. It is easy to show that ρ and
ρM are equivalent:
(2.5)
√
1
Λ
ρ ≤ ρM ≤
√
1
λ
ρ.
This implies, in particular, that dM is a quasi-distance, with constant
√
Λ/λ in the
quasi-triangular inequality. Moreover, if we denote by BM the balls with respect
to dM, we have
(2.6) B√λr(z) ⊆ BMr (z) ⊆ B√Λr(z) ∀r > 0, z ∈Hn.
Throughout the paper we will denote by dist(·, ·) and diam(·) the distance and the
diameter of sets with respect to d, whereas we will denote by distM(·, ·) the one
with respect to the modified distance dM.
3. Main Lemmas
We begin by defining a structural condition on the coefficient matrices that will
be necessary to establish our results, such as the critical density property, and
eventually, Harnack’s inequality.
Definition 3.1. A ∈ Mn(λ,Λ,Ω) is said to be symplectic if it satisfies the identity
(3.1) A−1(z) = J tA(z)J
at all points z ∈ Ω.
Notice that every symmetric, positive definite 2×2matrixwith unit determinant
is symplectic.
Example. If A is given in block form
A(z) =
(
A11(z) A12(z)
At
12
(z) A22(z)
)
,
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where A11,A22,A12 ∈ Rn×n, A11,A22 are symmetric, then A satisfies condition (3.1)
if and only if the blocks satisfy the identities
A11(z)A22(z) −A212(z) = In,
A11(z)A
t
12(z) = A12(z)A11(z),
A22(z)A12(z) = A
t
12(z)A22(z).
In particular the matrix
A(z) =
(
A11(z) 0
0 A−1
11
(z)
)
is symplectic, for any A11 symmetric and positive definite.
The following lemma establishes some useful identities satisfied by the function
φM defined in (2.4) whenM is a symplectic matrix with constant entries.
Lemma 3.2. SupposeM is a symmetric, positive definite and symplectic constant matrix.
Then
(3.2)
Q + 2
4
〈
M∇HφM,∇HφM
〉
= φMLMφM = 4(Q + 2)
〈
M−1x, x
〉
φM ∀(x, t) ∈Hn.
Conversely, if the first identity in (3.2) holds for φM in (2.4), then the matrix M must be
symplectic.
Proof. Direct calculation shows
X jφM = 4(M
−1x) j
〈
M−1x, x
〉
+ 4t(Jx) j, and
XiX jφM = 4(M
−1) ji
〈
M−1x, x
〉
+ 8(M−1x)i(M−1x) j + 4tJ ji + 8(Jx)i(Jx) j.
Using the antisymmetry of J , we thus have
(3.3) Xi, jφM = 4(M
−1) ji
〈
M−1x, x
〉
+ 8(M−1x)i(M−1x) j + 8(Jx)i(Jx) j.
By (3.1) we obtain
〈
M∇HφM,∇HφM
〉
=
〈
4
〈
M−1x, x
〉
x + 4tMJx, 4
〈
M−1x, x
〉
M−1x + 4tJx
〉
= 16
〈
M−1x, x
〉3
+ 16t2 〈MJx,Jx〉
= 16
〈
M−1x, x
〉3
+ 16t2
〈
M−1x, x
〉
= 16
〈
M−1x, x
〉
φM(x, t), and
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LMφM =
2n∑
i, j=1
Mi jXi, jφM
= tr
(
M
(
4
〈
M−1x, x
〉
M−1 + 8(M−1x) ⊗ (M−1x) + 8(Jx) ⊗ (Jx)
))
= 4(Q − 2)
〈
M−1x, x
〉
+ 8
〈
M−1x, x
〉
+ 8 〈MJx,Jx〉
= 4(Q + 2)
〈
M−1x, x
〉
,
which proves (3.2).
The converse follows from a review of the previous identities. 
Remark 3.3. From (3.2), it is easy to see that the function
(3.4) ΓM := φ
−Q−24
M
is, up to a multiplicative constant, the fundamental solution ofLM with pole at 0. In fact,
away from the origin we have
(3.5) LMΓM = Q − 2
4
φ
−Q+64
M
[
Q + 2
4
〈
M∇XφM,∇XφM
〉
− φMLMφM
]
= 0.
We now proceed to state precisely the continuity assumptions that are needed
on the coefficient matrices A(z) in (2.2). In the following, C(Ω) denotes the set of
continuous matrices in Ω, and || · || denotes the operator norm of a matrix.
Definition 3.4. The modulus of continuity of A(z) at the point z0 = (x0, t0) ∈ Ω is
ωA(z0; ǫ) := sup
z∈Bǫ(z0)∩Ω
||A(z) −A(z0)||, ǫ > 0.
Definition3.5. Letω : [0, 1)→ [0, 1) be anon-decreasing function satisfying lim
s→0+
ω(s) =
ω(0) = 0. The class C(Ω, ω) is the set of matrices A ∈ C(Ω) for which
ωA(z0; ǫ) ≤ ω(ǫ) for all z0 ∈ Ω and 0 < ǫ < 1.
Example. Fix D0 > 0 and consider the class of matrices A ∈ C(Ω) satisfying the
following uniformly Dini-condition with respect to the distance d:∫ 1
0
ωA(z0; ǫ)
ǫ
dǫ ≤ D0 ∀z0 ∈ Ω.
Then, this class is in C(Ω, ω) with ω(ǫ) = D0− log ǫ . Indeed, for all z0 ∈ Ω and any
0 < ǫ < 1, we have
D0 ≥
∫ 1
0
ωA(z0; s)
s
ds ≥
∫ 1
ǫ
ωA(z0; s)
s
ds ≥ ωA(z0; s)
∫ 1
ǫ
1
s
ds =
ωA(z0; s)
− log ǫ .
A concrete case is the class of d-Ho¨lder continuous matrices with exponent α, i.e.,
ωA(z0; s) ≤ Cǫα; in this setting an invariant Harnack inequality for LA is proved in
[BU07].
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In the following lemmawe exploit the continuity of the coefficients, the property
(3.1), and Lemma 3.2.
Lemma 3.6. Fix 0 < δ < 1
2
. Suppose A ∈ Mn(λ,Λ) is continuous at the point z0 ∈ Ω,
and the matrix A(z0) is symplectic. Denote α :=
Q − 2
4
+ δ and let M := A(z0). Consider
the function
(3.6) g(ζ) := − 1
α
φ−αM (ζ), for ζ , 0.
There exists ǫ0 > 0 depending only on λ,Λ,Q, δ and ωA(z0; ·) such that
−tr
(
A(z)(D2
H
g)(ζ)
)
≥ 0, for all z ∈ Bǫ0(z0) ∩Ω and ζ , 0.
If in addition A is in C(Ω, ω), then the choice of ǫ0 can be made independent of z0 and A
(it will depend only on λ,Λ,Q, δ and ω).
Proof. For any z ∈ Ω, we have for all ζ , 0
−tr
(
A(z)(D2
H
g)(ζ)
)
= −
2n∑
i, j=1
ai j(z)XiX jg(ζ)
= φ−α−2M
{
(α + 1)
〈
A(z)∇HφM,∇HφM
〉
− φMtr
(
A(z)D2
H
φ
)}
= φ−α−2M
{(
Q + 2
4
+ δ
) 〈
A(z)∇HφM,∇HφM
〉
− φMtr
(
A(z)D2
H
φ
)}
.
Consider the expressions
I := δ
〈
A(z)∇HφM,∇HφM
〉
,
II :=
Q + 2
4
〈
A(z)∇HφM,∇HφM
〉
− φMtr
(
A(z)D2
H
φ
)
.
We first estimate I. Since A,M ∈Mn(λ,Λ), we have
(3.7) I = δ
〈
A(z)(∇HφM)(ζ), (∇HφM)(ζ)
〉
≥ δ
(
λ
Λ
) 〈
M(∇HφM)(ζ), (∇HφM)(ζ)
〉
.
To estimate II, we write A(z) = A(z0) + [A(z) − A(z0)] = M + R(z). Using (3.2), we
thus obtain
II =
Q + 2
4
〈
A(z)∇HφM,∇HφM
〉
− φMtr
(
A(z)D2
H
φ
)
=
Q + 2
4
〈
(M + R(z))∇HφM,∇HφM
〉
− φMtr
(
(M + R(z))D2
H
φ
)
=
Q + 2
4
〈
R(z)∇HφM,∇HφM
〉
− φMtr
(
R(z)D2
H
φ
)
Assume now that d(z, z0) ≤ ǫ for ǫ ∈ (0, 1) to be determined. Then ||R(z)|| ≤ ω(ǫ),
and there exists a positive constant C1 = C1(λ,Λ,Q) such that
(3.8)
∣∣∣∣∣Q + 24
〈
R(z)(∇HφM)(ζ), (∇HφM)(ζ)
〉 ∣∣∣∣∣ ≤ C1ω(ǫ)
〈
M(∇HφM)(ζ), (∇HφM)(ζ)
〉
.
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Also, by using (3.3), we have
tr
(
R(z)D2
H
φM(ζ)
)
= 4
〈
M−1ξ, ξ
〉
tr(M−1R(z)) +
+ 8
〈
R(z)M−1ξ,M−1ξ
〉
+ 8 〈R(z)Jξ,Jξ〉 .
Since ‖R(z)‖ < ω(ǫ), andΛ−1 ≤ M−1 ≤ λ−1, we conclude that there exists a constant
C2 = C2(λ,Λ) such that ∣∣∣∣∣tr
(
R(z)D2
H
φM(ζ)
) ∣∣∣∣∣ ≤ C2ω(ǫ)|ξ|2.
Therefore,
(3.9)
∣∣∣∣∣φM(ζ)tr
(
R(z)D2
H
φM(ζ)
) ∣∣∣∣∣ ≤ C2ω(ǫ)|ξ|2φM(ζ).
Now, by (3.2), we obtain〈
M(∇HφM)(ζ), (∇HφM)(ζ)
〉
= 16
〈
M−1ξ, ξ
〉
φM(ζ) ≥ 16
Λ
|ξ|2φM(ζ).
In conjunction with (3.9), this implies the existence of a constant C3 = C3(λ,Λ)
such that ∣∣∣∣∣φM(ζ)tr
(
R(z)D2
H
φ(ζ)
) ∣∣∣∣∣ ≤ C3ω(ǫ)
〈
M(∇HφM)(ζ), (∇HφM)(ζ)
〉
.
With the bounds (3.8) and (3.9), we thus conclude there exists some constant
C = C(λ,Λ,Q) such that
(3.10) |II| ≤ Cω(ǫ)
〈
M(∇HφM)(ζ), (∇HφM)(ζ)
〉
.
Combining our estimates (3.7) and (3.10) for I and II respectively, and by noticing
that φM ≥ 0, we obtain
−tr
(
A(z)(D2Xg)(ζ)
)
≥ φ−α−2
{
δ
(
λ
Λ
)
− Cω(ǫ)
} 〈
M(∇HφM)(ζ), (∇HφM)(ζ)
〉
.
We now choose ǫ = ǫ0, with ǫ0 such that ωA(z0; ǫ0) ≤ δλ
CΛ
. 
In preparation for the construction of barriers in the following lemma, we fix
0 < δ < 1
2
, a point z0 ∈ Ω, and for A ∈ Mn(λ,Λ) ∩ C(Ω, ω) symplectic, we consider
as before M = A(z0); also recall g defined in (3.6). For any bounded open set
O ⊂Hn, we define the function
(3.11) h(z) :=
∫
O
g(z−1 ◦ ζ) dζ.
Also, for ψ a smooth non decreasing function of one variable such that ψ(s) = 1
for s ≥ 2 and ψ(s) = 0 for s < 1, we define for µ > 0 the function
(3.12) hµ(z) :=
∫
O
ψµ (dM(z, ζ)) g(z
−1 ◦ ζ) dζ,
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where ψµ(s) := ψ
(
s/µ
)
. The function hµ is C
∞ smooth, and converges uniformly
to h as µ→ 0+. In the following we denote
(3.13) η := 2
√
Λ/λ + 1.
Lemma 3.7. Let ǫ0 be the constant given in Lemma 3.6. There exists a positive constant
C depending only on λ,Λ,Q, δ such that for all 0 < r ≤ ǫ0 and z0 ∈ Ω with Bηr(z0) ⊆ Ω,
and for all open sets O′ ⋐ O ⊆ Br(z0), we have
(3.14) LAhµ(z) ≥ Cr−4δ ∀ z ∈ O′,
for all 0 < µ < min
{
r√
λ
,
dist(O′, ∂O)
2
√
Λ
}
, and for all A ∈ Mn(λ,Λ)∩C(Ω, ω) symplectic.
Proof. Let gµ(ζ) = ψµ(ρM(ζ))g(ζ). Since dM is symmetric,
hµ(z) :=
∫
O
gµ(z
−1 ◦ ζ) dζ =
∫
O
gµ(ζ
−1 ◦ z) dζ.
For z ∈ Br(z0), by (2.6) and the hypotheses of the lemma we have that
Br(z0) ⊂ B2r(z) ⊆ BM2r√
λ
(z) ⊆ B
2
√
Λ
λ r
(z) ⊂ Bηr(z0) ⊂ Ω.
In particular, O ⊂ BM
2r/
√
λ
(z) ⊂ Ω for any z ∈ O. By the smoothness of gµ and the
left-invariance of the vector fields and the Lebesgue measure, we have
XiX jhµ(z) =
∫
O
(XiX jgµ)(ζ
−1 ◦ z) dζ
=
∫
BM
2r/
√
λ
(z)
(XiX jgµ)(ζ
−1 ◦ z) dζ −
∫
BM
2r/
√
λ
(z)\O
(XiX jgµ)(ζ
−1 ◦ z) dζ
=
∫
BM
2r/
√
λ
(0)
(XiX jgµ)(ζ) dζ −
∫
BM
2r/
√
λ
(z)\O
(XiX jgµ)(ζ
−1 ◦ z) dζ
=
∫
∂BM
2r/
√
λ
(0)
(X jgµ)(ζ)
XiρM(ζ)
|DρM(ζ)| dσ(ζ) −
∫
BM
2r/
√
λ
(z)\O
(XiX jgµ)(ζ
−1 ◦ z) dζ,
where |DρM| stands for the Euclidean length of the standard gradient in R2n+1
and dσ is the standard 2n-dimensional Hausdorff measure in R2n+1. The last
step follows from the divergence theorem since the vector fields X j in (2.1) are
divergence-free. Next we want to replace gµ by g in the last two integrals. If
0 < µ < r/
√
λ, then for ζ ∈ ∂BM
2r/
√
λ
(0), ρM(ζ) > 2µ and so gµ = g in the first
integral. In the second integral, gµ(ζ−1 ◦ z) = g(ζ−1 ◦ z) if and only if dM(ζ, z) > 2µ.
If O′ is a compactly contained subset of O, then for z ∈ O′ and ζ < O we have
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dM(ζ, z) ≥ distM(O′, ∂O) ≥ 1√
Λ
dist(O′, ∂O) by (2.5). So if µ satisfies 0 < 2
√
Λµ <
dist(O′, ∂O), then we can eliminate µ in the second integral. Therefore, for any
z ∈ O′, we obtain
XiX jhµ(z) =
∫
∂BM
2r/
√
λ
(0)
(X jg)(ζ)
XiρM(ζ)
|DρM(ζ)| dσ(ζ) −
∫
BM
2r/
√
λ
(z)\O
(XiX jg)(ζ
−1 ◦ z) dζ.
Multiplying the last identity by ai j(z) and adding over i, j yields
(LAhµ)(z) =
∫
∂BM
2r/
√
λ
(0)
〈
A(z)(∇Hg)(ζ), (∇HρM)(ζ)
〉
|DρM(ζ)| dσ(ζ)
−
∫
BM
2r/
√
λ
(z)\O
tr
(
A(z)(D2
H
g)(ζ−1 ◦ z)
)
dζ ∀ z ∈ O′.
Since z ∈ O′ ⊂ O ⊆ Br(z0) ⊆ Bǫ0(z0) ∩Ω and A satisfies the assumptions of Lemma
3.6, we conclude that
−tr
(
A(z)(D2
H
g)(ζ−1 ◦ z)
)
≥ 0 for all ζ ∈ BM
2r/
√
λ
(z)\O.
Thus,
(LAhµ)(z) ≥
∫
∂BM
2r/
√
λ
(0)
〈
A(z)(∇Hg)(ζ), (∇HρM)(ζ)
〉
|DρM(ζ)| dσ(ζ)
= 4
∫
∂BM
2r/
√
λ
(0)
〈
A(z)(∇HρM)(ζ), (∇HρM)(ζ)
〉
ρ4α+1
M
(ζ)|DρM(ζ)|
dσ(ζ)
= 4
( √
λ
2r
)4α+1 ∫
∂BM
2r/
√
λ
(0)
〈
A(z)(∇HρM)(ζ), (∇HρM)(ζ)
〉
|DρM(ζ)| dσ(ζ)
= 4
( √
λ
2r
)Q−1+4δ ∫
∂BM
2r/
√
λ
(0)
〈
A(z)(∇HρM)(ζ), (∇HρM)(ζ)
〉
|DρM(ζ)| dσ(ζ)
≥ 4
1−2δλ2δ
r4δ
λ
Λ

( √
λ
2r
)Q−1 ∫
∂BM
2r/
√
λ
(0)
〈
M(∇HρM)(ζ), (∇HρM)(ζ)
〉
|DρM(ζ)| dσ(ζ)
 ,(3.15)
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for all z ∈ O′. Let
α(M, r) =
1
rQ−1
∫
∂BMr (0)
〈
M(∇HρM)(ζ), (∇HρM)(ζ)
〉
|DρM(ζ)| dσ(ζ).
We now adapt an argument from [BLU07, Section 5.5] to show that α(M, r) can be
bounded below by a positive constant independent of r and M. First notice that,
for all r > 0,
α(M, r) =
1
2 −Q
∫
∂BMr (0)
〈
M∇HΓM(z),∇HρM(z)
〉
|DρM(z)| dσ(z),
where ΓM is as in (3.4). By (3.5) and the divergence theorem, we obtain for any
r2 > r1 > 0
0 =
1
2 −Q
∫
BMr2 (0)rB
M
r1
(0)
LMΓM(z) dz
=
1
2 −Q
∫
∂BMr2 (0)
〈
M∇HΓM(z),
∇HρM(z)
|DρM(z)|
〉
dσ(z) − 1
2 −Q
∫
∂BMr1 (0)
〈
M∇HΓM(z),
∇HρM(z)
|DρM(z)|
〉
dσ(z)
= α(M, r2) − α(M, r1),
obtaining that α(M, r) = α(M, 1) for all 0 < r < ∞. Multiplying the last identity by
rQ−1, integrating from 0 to 1, and using the coarea formula yields
1
Q
α(M, 1) =
1∫
0
rQ−1α(M, r) dr =
∫ 1
0
∫
∂BMr (0)
〈
M∇HρM(z),∇HρM(z)
〉
|DρM(z)| dσ(z) dr
=
∫
BMr (0)
〈
M∇HρM(z),∇HρM(z)
〉
dz
=
1
16
∫
BM
1
(0)
〈
M∇HφM(z),∇HφM(z)
〉
φ
3
2
M
(z)
dz by definition of φM
=
∫
BM
1
(0)
〈
M−1x, x
〉
φ
1
2
M
(x, t)
dxdt ≥ λ
Λ
∫
B√
λ
(0)
|x|2√
|x|4 + t2
dxdt =: C˜, by (3.2) and (2.5).
Therefore we obtain that α(M, r) is bounded below uniformly in r and M, and so
from (3.15)
(LAhµ)(z) ≥ 4
1−2δλ2δ
r4δ
λ
Λ
C˜ =:
C
r4δ
for all z ∈ O′ and for all µ satisfying 0 < µ < min
{
r√
λ
,
dist(O′, ∂O)
2
√
Λ
}
. 
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Remark 3.8. Among all the possible sets O of fixed measure, the set that maximizes the
quantity ∫
O
1
d4α(z, ζ)
dζ
is the ball centered at z satisfying |B1|RQ = |BR(z)| = |O| (see [GT11, pg. 2112]). We
thus have ∫
O
1
d4α(z, ζ)
dζ ≤
∫
BR(z)
1
d4α(z, ζ)
dζ = RQ−4α
∫
B1(0)
1
ρ4α(ζ)
dζ =
= |O|1− 4αQ |B1|
4α
Q −1
∫
B1(0)
1
ρ4α(ζ)
dζ.
Hence, by (2.5), we get
0 ≥ h(z) = − 1
α
∫
O
1
d4α
M
(z, ζ)
dζ ≥ −Λ
2α
α
∫
O
1
d4α(z, ζ)
dζ
≥ −Λ
2α
α
|O|1− 4αQ |B1|
4α
Q −1
∫
B1(0)
1
ρ4α(ζ)
dζ.
Therefore there exists a positive constant γ depending only on Q,Λ, δ such that
(3.16) 0 ≥ h(z) ≥ −γ |O|1− 4αQ .
4. Critical density
We now use the barriers constructed in Lemma 3.7 to obtain critical density
estimates on balls, first, for balls of radius less than ǫ0, where ǫ0 is as in Lemma
3.6, and then for arbitrary balls. Recall that η is as in (3.13), and δ is a fixed number
in (0, 1
2
).
Theorem 4.1. There exists 0 < ǫ = ǫ(Q,Λ, λ) < 1 such that for all z0 ∈ Ω and 0 < r ≤ ǫ0
with Bηr(z0) ⊆ Ω, for any A ∈ Mn(λ,Λ)∩C(Ω, ω) symplectic and for any u ∈ C2(Bηr(z0))
satisfying
(i) u ≥ 0 in Bηr(z0),
(ii) LAu ≤ 0 in Bηr(z0),
(iii) infBr/2(z0) u <
1
2
,
we have
(4.1) |{z ∈ Br(z0) : u(z) < 1}| ≥ ǫ |Br(z0)| .
Proof. Let ϕ(z) := d(z, z0)4. We have
LAϕ(z) = 4trace (A(z))|x − x0|2 + 8 〈A(z)(x − x0), x − x0〉 + 8 〈A(z)J(x − x0),J(x − x0)〉
≤ 4Λ(Q + 2)|x − x0|2 ≤ 4Λ(Q + 2)r2 for any z ∈ Br(z0).
Let C be the constant in (3.14) and consider
w(z) :=
Cr2−4δ
4Λ(Q + 2)
(
u(z) +
1
r4
ϕ(z) − 1
)
.
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By (i), w is nonnegative on ∂Br(z0). By (iii), there exists a point z ∈ B r2 (z0) such that
u(z) < 1/2. Therefore,
(4.2) w(z) ≤ Cr
2−4δ
4Λ(Q + 2)
(
1
2
+
1
16
− 1
)
= − 7Cr
2−4δ
64Λ(Q + 2)
.
Let O := {z ∈ Br(z0) : w(z) < 0}. Notice that O is open, z ∈ O, and
O ⊆ {z ∈ Br(z0) : u(z) < 1}.
With this choice of O and by definingM := A(z0), we consider the barriers h, hµ in
(3.11), (3.12) respectively. We claim that
h −w ≤ 0 in O.
By definition, h is non-positive. Since w = 0 on ∂O, it follows that h − w ≤ 0 on
∂O. Suppose, for contradiction, that there exists ζ0 ∈ O such that h(ζ0) − w(ζ0) =
2σ > 0. Since hµ converges uniformly to h as µ goes to 0, there exists µ0 > 0
such that hµ(ζ0) − w(ζ0) ≥ σ for µ ≤ µ0. Let O′ ⋐ O containing ζ0 and 0 < µ <
min
{
r√
λ
,
dist(O′, ∂O)
2
√
Λ
, µ0
}
. By (ii), LAu ≤ 0 in Bηr(z0), and so LAw ≤ Cr−4δ in
Br(z0). Therefore, by Lemma 3.7, LA(hµ − w) ≥ 0 in O′. From the weak maximum
principle forLA we then infer that max
∂O′
(hµ − w) ≥ σ. Letting µ→ 0+, we conclude
that max
∂O′
(h − w) ≥ σ for any O′ containing ζ0. This is a contradiction, as h−w ≤ 0
on ∂O. This proves the claim.
Therefore, by (3.16), (4.2) and recalling that 4α = Q − 2 + 4δ, we obtain
− 7Cr
2−4δ
64Λ(Q + 2)
≥ w(z) ≥ h(z) ≥ −γ |O|1− 4αQ = −γ |O| 2Q (1−2δ) .
This, of course, implies
|O| 2Q (1−2δ) ≥ C
γΛ
7
64(Q + 2)
r2−4δ
=
C
γΛ
7
64(Q + 2)
|B1(0)|− 2Q (1−2δ) |Br(z0)|
2
Q (1−2δ) =: C0 |Br(z0)|
2
Q (1−2δ) .
Choosing ǫ = C
Q
2(1−2δ)
0
therefore gives us
|{z ∈ Br(z0) : u(z) < 1}| ≥ |O| ≥ ǫ |Br(z0)| .
Notice that ǫ depends only on Q, λ,Λ. 
Remark 4.2. We can extend Theorem 4.1 to the case where r > ǫ0 if we assume in addition
that |Ω| < +∞. In this case, (4.1) holds with a constant ǫ depending also on ω and |Ω|.
Since Bηr(z0) ⊂ Ω, we have cQ (η r)Q ≤ |Ω|, where cQ = |B1(0)|. Hence, ǫ0 < r ≤
1
η
( |Ω|
cQ
)1/Q
:= C¯. From (iii) there exists z¯ ∈ Br/2(z0) with u(z¯) < 1. We then have
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that Bǫ0/2(z¯) ⊂ Br(z0) and Bǫ0η/2(z¯) ⊂ Bηr(z0). Therefore we can apply Theorem 4.1 with
r{ ǫ0/2 and z0 { z¯ obtaining
|{z ∈ Bǫ0/2(z¯) : u(z) < 1}| ≥ ǫ|Bǫ0/2(z¯)|.
Hence
|{z ∈ Br(z0) : u(z) < 1}| ≥ |{z ∈ Bǫ0/2(z¯) : u(z) < 1}| ≥ ǫ|Bǫ0/2(z¯)|
= ǫ
(
ǫ0
2r
)Q
|Br(z0)| ≥ ǫ
(
ǫ0
2C¯
)Q
|Br(z0)|.
Combining the above with (4.1) gives for 0 < r < C¯
|{z ∈ Br(z0) : u(z) < 1}| ≥ ǫ¯ |Br(z0)|,
where ǫ¯ = ǫmin
{
1,
(
ǫ0
2C¯
)Q}
.
5. Conclusions andHarnack’s inequality
TheHarnack’s inequality now follows from the double ball property (see [GT11,
T12]) and the results in [DGL08]. In fact, we have the following Theorem.
Theorem 5.1. Let 0 < λ ≤ Λ and let ω be a function as in Definition 3.5. There exist
constants C ≥ 1 and K ≥ η depending only on Λ, λ,Q and a constant ǫ0 depending
in addition on ω, such that for any A ∈ Mn(λ,Λ) ∩ C(Ω, ω) symplectic and for any
u ∈ C2(Ω) satisfying
u ≥ 0 and LAu = 0 in BKr(z0) ⊂ Ω for some r ≤
η
K
ǫ0,
we have
(5.1) sup
Br(z0)
u ≤ C inf
Br(z0)
u.
Proof. We use the axiomatic approach to prove Harnack’s inequality developed
in [DGL08] for the doubling quasi metric Ho¨lder space (Hn, d, |·|). The reverse
doubling and ring conditions are satisfied from the homogeneity. Moreover, if
A ∈ Mn(λ,Λ), then the family of nonnegative supersolutions of LA satisfies the
double ball property by [GT11, Theorem 4.1] (see also [T12]). For this step the
continuity of A, the symplectic condition, and the restriction on the radius r are
unnecessary. In addition, if A ∈ C(Ω, ω) and is symplectic, then from Theorem 4.1
the family
{u ∈ C2(V,R) : V ⊂ Ω ∩ Bηǫ0(z0), u ≥ 0 and LAu ≤ 0 in V}
satisfies the ǫ-critical density for each z0 ∈ Ω. In fact, if Bηr(ζ0) ⊆ Ω∩ Bηǫ0(z0), then
r ≤ ǫ0 and Theorem 4.1 is applicable. It follows from [DGL08, Theorem 4.7, set of
conditions (A), and Theorem 5.1] that there exist constants C,K depending only
on λ,Λ,Q such that all nonnegative solutions u toLAu = 0 in BKr(z0) ⊂ Ω∩Bηǫ0(z0)
satisfy (5.1). If r ≤ η
K
ǫ0 we just need BKr(z0) ⊂ Ω, and the statement is proved.
Since the constants in the critical density and double ball properties depend only
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on λ,Λ,Q, it follows that the constants C and K in the Harnack inequality also
depend only on λ,Λ,Q. 
Also, from [DGL08, Theorem 5.3], it follows that the solutions to LAu = 0 are
Ho¨lder continuous with the estimate
(5.2) |u(z) − u(ζ)| ≤ C
(
d(z, ζ)
r
)α
sup
Br
|u| for all z, ζ ∈ Br/3
for r small compared to ǫ0, where the constants C and α depend only onQ, λ, and
Λ.
By Remark 4.2, using similar reasoning as in the proof of Theorem 5.1, we also
have the following.
Theorem 5.2. Let 0 < λ ≤ Λ, ω a function as in Definition 3.5, and |Ω| < +∞.
There exist constants C,K depending only on Λ, λ,Q, ω, |Ω| such that, for any A ∈
Mn(λ,Λ) ∩ C(Ω, ω) symplectic and any u ∈ C2(Ω) satisfying
u ≥ 0 and LAu = 0 in BKr(z0) ⊂ Ω,
we have
sup
Br(z0)
u ≤ C inf
Br(z0)
u.
Again, by [DGL08, Theorem 5.3], we obtain an estimate similar to (5.2), with
constants C and α depending in addition on ω and |Ω|.
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