This paper is devoted to the description of a new approach for emotion recognition. Our contribution is based on both the extraction and the characterization of phonemic units such as vowels and consonants, which are provided by a pseudophonetic speech segmentation phase combined with a vowel detector. Concerning the emotion recognition task, we explore acoustic and prosodic features from these pseudo-phonetic segments (vowels and consonants), and we compare this approach with traditional voiced and unvoiced segments. The classification is realized by the well-known k-nn classifier (k nearest neighbors) from two different emotional speech databases: Berlin (German) and Aholab (Basque).
Introduction
The manifestation of emotions is a particularly complex domain of the human being communication, and concerns pluridisciplinary research areas such as affective computing, psychology, cognitive science, sociology and philosophy [1, 2, 3] . This pluridisciplinarity is due to the high variability of the human behaviour, which involves multifaceted emotions for both production and perception processes. Affect (feelings and the physical associated changes), cognition, personality, culture and ethics are the most important components of the emotion described in the literature [4] . Although that some studies list more than a hundred emotions terms [5] , six primary emotions qualified as full-blown are widely accepted in the literature: fear, anger, happiness, boredom, sadness and disgust. Plutchik [6] postulates that all other emotions are mixed or derivate states, and occur as combinations, mixtures, or compounds of the primary ones.
Emotion-oriented computing aims at the automatic recognition and synthesis of emotions in speech, facial expression, or any other biological communication channel [7] . Concerning emotional speech classifications, one of the main difficulties resides in the determination of both feature sets and classifiers [8] . Other difficulties appear among them the definition of emotions and their annotation [9] .
The commonly used feature extraction schemes are based on both acoustic and prosodic features resulting in a very large feature vector. The mainly used acoustic features are derived from speech processing (i.e. Mel Frequency Cepstrum Coding -MFCC), whereas the prosody is characterized by large statistics measures of pitch, energy and duration traditionally computed during the voiced segment. Since the manifestations of the emotions are particularly complex and concern different levels of communication, the identification and the extraction of optimally emotional speech descriptors are still open issues. The classification stage is usually based on machine learning methods such as distance based (k-nn), decision trees, Gaussian Mixture Models (GMM), Support Vector Machines and fusion of different methods [10] .
A Vowel Based Approach
In this paper we propose a new feature extraction scheme based on a pseudo-phonetic approach (figure 1). The key idea of this work is to extract the features from different segments such as vowels and consonants. Some recent works have shown the relevance of a feature extraction at the phoneme level for the emotion recognition, especially for the vowels segments [11] . The vowels and consonants are identified by a segmentation of stationary segments (Divergence Forward Backward algorithm -DFB) combined with a vowel detector. This process is language independent and does not aim at the exact identification of phonemes as it could be done by a phonetic alignment. As a result, the obtained segments are termed pseudo-phonetic units.
This method has been introduced for automatic language identification [12] . Units similar to syllables termed "pseudosyllable" have been defined by gathering the consonants preceding the detected vowels (C n V structure) [13] . The study of these pseudo-syllables made possible the characterization of two main groups of language described in the literature: accentual (English, German and Mandarin) and syllabic (French and Spanish). 
Databases Description
In this paper, two different emotional speech database are studied: Berlin [14] , a German database, and Aholab [15] a Basque one. Both Berlin and Aholab contained acted speech from the six primary emotions plus a neutral style (Berlin contains the "Boredom" emotion).
The Berlin corpus is commonly used for emotion recognition [16, 17, 18] . 10 utterances (five short and five long) which could be used in everyday communication have been emotionally coloured by 10 gender equilibrated native German actors, with high quality recording equipment (anechoic chamber). 535 sentences marked as min. 60% natural and min. 80% recognisable by 20 listeners in a perception test have been kept and phonetically labelled in a narrow transcription. The Berlin corpus has a lexicon of 59 phonemes (24 vowels and 35 consonants).
The Aholab corpus [15] is composed of 702 sentences coming from a set of different sources: Basque newspapers, texts from several novels and others. From all these corpora (over 580,000 sentences), a reduced set of sentences have been extracted keeping the original frequency of the diphonemes as far as it was possible. A lexical balance has been then processed to get the 702 sentences. Concerning the emotions, two gender equilibrated professional speakers have acted the sentences in a semi-professional studio. The Aholab corpus has a lexicon of 35 phonemes (5 vowels and 30 consonants).
Pseudo-phonetic Unit Extraction
The automatic speech segmentation method reposes on the Divergence Forward Backward (DFB) algorithm [19] . Three kinds of segments are then identified: short or impulsive, transient and quasi-stationary zones. Once the segmentation is processed, a variance threshold is estimated and it enables speech activity detection. The vowels are identified by the spectral measure proposed by F. Pellegrino and al. [20] : "Reduced Energy Cumulating" (REC) (equation 1).
For a given sentence, peak detection on the REC curve allows vowel detection from the DFB segments. Speech segments that are not detected as vowels are considered as consonant segments. However these segments are not really consonants contrary to the vowels. This is mainly due to the fact that the DFB does not provide exact phonetic segments but rather stationary ones [13] .
The vowel detector has been previously evaluated in [21] on three phonetically labelled corpuses: Berlin, TIMIT [22] and NTIMIT [23] . The TIMIT databases contain read speech in American English for respectively high quality and real telephone hand-set quality. 52 phonemes (20 vowels and 32 consonants) are composing their lexicon. Table 1 presents the results obtain in a vowel detection task. The Vowel Error Rate measure (VER) was used to this purpose. This measure sums the miss-detection and insertion ratios from the reference data contained in the phonetic transcription. It has been employed in many studies referenced in [12] . In terms of VER, the emotional corpuses produce the highest error rate contrary to the read speech databases (TIMIT and NTIMIT) where the detection is made easier. Indeed, the actors have emphasized their speech to produce the emotions, modifying thus the vowels characteristics. However, as the vowels from the Aholab corpus are represented by only five different phonemes, a low vowel insertion ratio is obtained.
Acoustic based Emotion Recognition
Two approaches are studied for the acoustic based emotion recognition: voiced and vowel based. Figure 1 illustrates the method employed for both features extraction and classification phases. During the voiced-based approach, speech is segmented by a sliding window of 32ms with a frame rate of 16ms. A voicing detector is then used to differentiate the voiced frames from the unvoiced ones. For the vowel-based approach, variable length frames according to the vowels and consonants segments are provided by the combination of both DFB segmentation and vowel detection as previously described (section 2). The feature extraction is performed by the computation of 22 MFCC parameters (Mel Frequency Cepstrum Coding). Concerning the classification phase, the MFCC features are labeled for each frame by a knn classifier (k nearest neighbors, k = 1). The scoring computation is based on a n-fold cross validation scheme where n is equal to 10. This process aims at the minimization of the empirical risk by creating different data configurations for both training and testing phases.
Voiced Fusion
Two emotion labels vectors are obtained by the k-nn classification from voiced and unvoiced MFCC features. In order to fuse them, we firstly compute their conditional posteriori probabilities p(C i | V) and p(C i | UV) according to the seven emotions classes from the data (C 1 to C 7 ). Secondly, two different approaches are employed to fuse them: static and dynamic. The used fusion method is a linear combination of the two conditional probabilities. For a given sentence, the emotion decision is taken by the following equation:
The differentiation between static and dynamic fusion appears during the estimation of the weights from the voiced λ V and unvoiced λ UV classifiers. For the static fusion (equation 3), the weights are fixed during the entire phase test, and are estimated by their best combination from a set of chosen values (during the training phase). While the dynamic fusion is based on a voicing ratio computed for each test sentence. This method has been successfully used by Clavel and al. [24] for "fear" and "neutral" emotion discrimination. The voicing ratio r is defined as the proportion of voiced frames in speech. A power function is then applied to parameterize the decreasing velocity of the fusion weights: r α . 
As we can expect, performance of the voiced frames classification from the two emotional databases are better than the unvoiced ones (table 2), which are not bad scores compared to their respective naïve classifier (classifying all the test utterances as the most common emotional class). The dynamic fusions achieve the best score with 75.00% for Berlin and 99.87% for Aholab, revealing the interest of the voicing ratio normalization during this phase. These results are in agreement with those from the literature [10, 25] .
Pseudo-Phonetic Fusion
Two labels vectors are obtained from the detected emotions by the k-nn classifications from both vowels and consonants. Since the studied databases provide a phonetic transcription of the emotional speech data, we therefore separately perform MFCC computations from the references and the detected segments (section 2). Posteriori probabilities estimated from vowels and consonants segments are combined similarly to the voiced and unvoiced fusion (cf. equation 4). 
Since the DFB segmentation trends to over-segment the speech signal for the consonant segment which are the most represented (mean detected consonant/vowel ratio from the emotional data is about 1.53 against 1.18 for the reference), dynamic fusion was not explored. Similar recognition rates are achieved for both references and detected segments. Though the references perform the best score, they appear to be less complementary than the detected ones. Indeed, the relative improvement on Berlin is 2.09% for the references against 6.28% for the detected segments (0.01% and 1.14% for Aholab). 
Prosodic based Emotion Recognition
The voiced segments and those identified as "vowels" are exploited for the prosodic features extraction phase. The same features set are extracted for both approaches. Extracted features (Table 3 ) are based on statistical measures from the main components of the prosody (pitch, energy and rhythm).
Extraction of Prosodic Features
Whereas many descriptors have been proposed to characterize the pitch and the energy for emotional data, a few can be found concerning the rhythm. A first attempt for rhythmic modelling can be obtained through the segmental durations.
To this end, we have extracted both vowels and consonants duration from the transcription of the two studied databases. Figure 2 and 3 present statistics from these data according to the seven emotions from Berlin and Aholab. These figures illustrate many interesting results. First of all, we can notice that the emotions from the Basque corpus are much better separated than those from the German one. This is certainly due to the small number of speakers contained in the Aholab database (2 against 10 in Berlin). Secondly, many matching can be done between the speaking rate related to the emotions [26] and the vowels duration: "Fear" is perceived with the faster speaking rate while "Disgust" with the slowest one. "Anger" and "Sadness" are the most closed emotion, and "Happiness" is one of the most changeable inside and between the two studied databases. Another way to extract rhythmic features from segmental durations can be realized by the measure proposed by Grabe and al.: "Pairwise Variability Indice" (PVI) [27] . This measure quantify the duration variability d k from N vocalized intervals or successive intra vocalized (equation 5) and has been designed to characterize the dialects of the Britain English. This measure was implemented with the duration d k between the voiced or "vowel" segments. 
Emotion Recognition
A vector of conditional probability p(C i | Seg x ) is returned by the classifier for each tested segment Seg x (voiced or vowel) according to the seven emotion class C i . The decision of the emotion is obtained by an argmax function calculated on the sum of these probabilities. The results obtained by the prosodic models (table 4) confirm the interest of the vowels for the recognition of the emotions since they are higher again than those from the voiced segments. By way of comparison, Shami and al. [10] obtain a score of 59% on the voiced segments from the Berlin corpus with an additional level of feature extraction (macro-prosody). 
Conclusion
A new feature extraction scheme for emotion recognition is presented in this paper: the vowel based approach. The automatic vowels detector is evaluated on four different databases with three different languages and one noisy environment representing more than 250,000 vowels. Obtained mean VER score from these data is 23.29%. Since performance decrease less than 4% for independent language detection, the employed method seems therefore appropriate for vowel extraction in multi-language context. Acoustic and prosodic emotion recognition systems are then processed on the emotional databases with two different approaches: voiced and the proposed pseudo-phonetic. For each classifier, the vowel based approach performs better than the voiced based one. A very high recognition rate of 78.51% is attained in acoustic recognition with the vowels and consonants fusion on Berlin, while the score of the voice based dynamic fusion is 75.00%. Whereas an important information reduction takes place during the vowel-based approach, obtained performance from the pseudo-phonetic units for the two emotion recognizer are higher than for the voiced based approach. Those results are in agreement with the fact that among the speech structure units, vocalic nucleus has been proved to be the most perceptive one [28] . The pseudo-phonetic units can be thus considered as relevant to emotion recognition. We therefore propose to integrate the vowels and consonants units presented in this paper into emotions recognizer systems based on other machine learning techniques to improve their performance.
