Abstract This paper is concerned with the input-or-output test that is a kind of interval capacity consistency tests. And an O(n 2 log 2 n) algorithm dealing with the test is proposed, where n denotes the number of jobs. In literature, an O(n 4 ) algorithm has been known. The tests can be effectively used to reduce the search space of time-and resource-constrained scheduling problems. Computational results show that our new algorithm is about 3 times faster for instances of 30 jobs than the existing algorithm.
Introduction
Interval capacity consistency tests [5] consider the resource capacities available and required within certain time intervals. The goal of the tests is to draw conclusions that allow to rule out inadmissible job start times or sequences. The tests can be effectively used to reduce the search space of time-and resource-constrained scheduling problems. They have successfully been applied in algorithms for solving idealized problems such as the classical job shop scheduling problem (JSP) [2] . The tests can be applied in scheduling algorithms such as list scheduling or branch and bound procedures, or in constraint propagation based scheduling systems. The benefit of the tests is that they can reduce the search space and direct an algorithm towards good solutions. Some of interval capacity consistency tests are also known under the names of immediate selection, edge finding and energetic reasoning. The tests can also serve to derive tight lower bounds for make-span minimization problems. Here, we are only interested in the tests themselves and do not address scheduling algorithms in which they can be embedded. Since the tests only eliminate solutions incompatible with the capacity constraints, they are independent of the overall objective function to be optimized.
In this paper, we are concerned with disjunctive scheduling. An instance of the disjunctive scheduling problem consists of a set J of n jobs to be performed on one disjunctive resource, which can process only one job at a time. Jobs cannot be interrupted. The planning horizon is infinite, and the disjunctive resource is always available through the planning horizon. A release time r j , a deadline d j , and a processing time p j characterize each job j of J. The relation d j ≥ r j + p j holds ∀ j = 1, . . . , n. The scheduling problem in this study is seen as a constraint satisfaction problem (CSP). The question is to find an assignment of the start time t i of each job i within [r i , d i − p i ] that satisfies the set of constraints of the problem.
In the recent years, constrained-based approaches have turned out to be an efficient way to represent and solve N P-hard scheduling problems such as JSP [3] . The input-or-output test is one of the interval capacity consistency tests which are based on resource constraints. In branch and bound procedures that branch over disjunctive edges, the test may be employed to immediately select the orientation of edges, this process often called immediate selection, as first suggested by Carlier and Pinson [2] , or edge finding, this term introduced by Applegate and Cook [1] . Using these tests, Carlier and Pinson [2] were for the first time able to optimally solve a notoriously difficult 10×10 JSP instance (Fisher and Thompson [6] ) that -despite many attempts -had defied solution for over 25 years.
Domains of application of such rules concern an early detection of inconsistencies in time-resource constrained scheduling problems, and a support for the generation of solutions by pruning the search space without loss of solutions. Recent works using constraint propagation and especially the shaving technique to prune large parts of neighborhood report excellent results [4] . The use of constraint propagation in local search methods and particularly the shaving techniques employed are promising fields of research.
A basic idea of our algorithm in this paper was given in our previous work [7] . We modify it and report computational results.
The paper is organized as follows. In Section 2, the input-or-output test and other interval consistency tests for disjunctive scheduling problems are more precisely stated. In Section 3, the algorithm and its time complexity are presented. In Section 4, computational results are reported. Figure 1 shows an example with a set J = {i, j, k} of three jobs to be processed by the same resource. In the figure, a horizontal line represents an interval of time between r j and d j of j, a digit in a box represents p j of j. We can deduce that i must be scheduled first in i j k Figure 1 : An example for the input test the following way. Suppose i does not start first. Then all three jobs must be processed in the time interval [2, 9) . This means that a total processing time of 8 = 3 + 2 + 3 must be scheduled in 7 = 9 − 2 available time units, which is a contradiction. Thus we can conclude that i must start first. This observation leads to the following Lemma [5] . Figure 2 shows an example with a set J = {i, j, k, l} of four jobs to be processed by the same resource. We can deduce that i must precede j. Suppose i is not scheduled first and j is not scheduled last. Then all four jobs with a total processing time of 7 = 3+2+1+1 must be scheduled within the interval [1, 7] , which is a contradiction. Hence we can conclude that it is impossible that at the same time i is not first and j is not last. If either i must be first or j must be last, then i must precede j. This observation leads to the following Lemma [5] .
Input/Output Test and Input-or-Output Test
then i must be scheduled first or j must be scheduled last in
In the context of the branch-and-bound method, our objective is to find all job pairs (i, j) that satisfy the equation (1) . Here it is sufficient to find at least one subset J for a pair (i, j) that satisfies the condition.
The develop of algorithms with lower polynomial time complexity for testing the inputor-output conditions is an open issue. The number of a subset J is 2 n . It is unpractical to enumerate all subsets and to examine the condition (1).
Let J ⊆ J be a subset of jobs.
From this observation, we obtain the following Corollary.
Corollary 1 (Input-or-output with an interval)
then i must be scheduled first or j must be scheduled last in J , and i must precede j.
Our problem is to find all job pairs (i, j) that satisfy Lemma 2 with some job subset J . That means to find all job pairs (i, j) that satisfy Corollary 1 with some interval [r, d] . The number of time intervals [r, d] is O(n 2 ). For a time interval, there are O(n 2 ) pairs of jobs i and j to be examined. We can check the condition (2) in O(n) time for a pair of jobs and a job interval, and hence there is an obvious O(n 5 ) algorithm. By changing the order of examination, the total time complexity can be reduced from O(n 5 ) to O(n 4 ) [5] . And we have designed an O(n 2 log 2 n) algorithm.
Faster Algorithm for Input-or-Output Test
Though the input-or-output test could be applied to all pairs of jobs and all time intervals, our algorithm is applied to a pair of jobs i, j that satisfy
and time intervals [r, d] that satisfy
In the other cases, the test is induced to an input test or an output test. Let
The condition f (r, d, i, j) < 0 means the input-or-output condition of a pair of jobs
The value f interval (r, d) depends on the time interval [r, d] , and the value f pair (i, j) depends on the pair of jobs (i, j). By calculating f interval (r, d) and f pair (i, j) separately, we design faster algorithms for the input-or-output test. In this section, for a sake of clarity, we assume that
In the case of ∃ i, j ∈ J, d i = d j , our algorithm works correctly by applying lexicographical ordering.
O(n 3 log n) Algorithm
In this subsection, we show an O(n 3 log n) algorithm. The algorithm is rather simple, and plays a role in preparations for an O(n 2 log 2 n) algorithm. In this section, we assume that
Let us consider a set of time intervals , d 2 , i, j), . . . , f(r, d n , i, j) . The time complexity of O(n 2 ) pairs of jobs for O(n) time intervals is O(n 3 ). By using a balanced binary tree, we can reduce the time complexity to O(n 2 log n). For each r = r 1 , . . . , r n , we calculate f in this way, thus the total time complexity is O(n 3 log n) We let BT be a balanced binary tree that has n leaves, i.e. the height of the tree is O(log n). In the tree, we let • V be the set of vertices of BT , • LEAF = {l 1 , l 2 , . . . , l n } ⊂ V be the set of leaves of BT ,
We define a label of v ∈ V as
To reduce the memory size representing the interval, we define rep(i, j) as
The size of rep(s, t) is O(log n) for any s and t, and we take O(log n) time to obtain rep(s, t), since all vertices of rep(s, t) are children of vertices of the path connecting l s and l t . Each set rep(s, t) has one-to-one correspondence to each interval {l s , . . . , l t }.
We show an example of representative vertices in Figure 3 . In the example,
Hence it is sufficient to test the input-or-output condition for all vertices in rep(s, t) instead of testing the input-or-output condition for all leaves {l s , . . . , l t }. This is the key idea of the O(n 3 log n) algorithm.
The O(n 3 log n) algorithm consists of three procedures, initial procedure, update procedure and test procedure. In the initial procedure, we construct a binary tree BT and attach labels to vertices in BT . In the update procedure, we update labels of BT storing the sum of processing times in the time intervals and storing the sum of processing times of pairs of jobs. After the update procedure, we search pairs of jobs that satisfy the input-or-output condition. If we find such pairs, we output the pair. An abstract of the algorithm is below. 
Abstract of O(n

Initial procedure
Step1 Put indices to jobs so that
Step2 Construct a binary tree BT that has n leaves {l 1 , l 2 , . . . , l n }.
The time complexity of the initial procedure is O(n) except for the sorting. The required memory space is O(n), since each vertex v ∈ V has just one label L interval (v). Figure 4 shows an instance of the disjunctive scheduling problem. 
Update procedure
Step1 Let i * be a job that satisfies head = r i * .
Step2
In Step1, we find a job i * that is one of the pair of jobs examined in the following steps. In Step2, we update the time interval of the input-or-output condition in the followings. In Step3, we remove unnecessary leaves and vertices. If unnecessary leaves or vertices remain, an interval [r, d], r > d might be considered in our algorithm. In Step5, the pair of jobs (i * , i), i ∈ pairs(i * ) are candidates of the test. In Step6, if f pair (i * , i) is inserted to L pair (v), v ∈ rep(i * , i), then the right hand of the equation (2) is over estimated.
The time complexity of Step3 is O(n) in the bottom-up manner. In Step6, the time complexity of the insertions for all vertices in rep(i * , i) is O(log n). The time complexity of Step6 is O(n log n). The total time complexity of the update procedure is O(n log n). The required memory space increments is O(n log n)
Let us see the instance. First, head = 0. Then we obtain i * = 1, and head is updated to 3. In Figure 6 , labels L interval (v) are updated. Since pairs (1) = {2, 3, 4}, rep(1, 1) Figure 7 , all values f pair are attached to corresponding vertices of BT .
The test procedure is below.
Test procedure
Step1 The total time complexity of the test procedure is O(n 2 log n), since at most O(n 2 ) pairs of jobs can be examined and it occurs O(log n) test operation for a pair of jobs.
In the case of the instance, pairs (1, 2), (1, 3), (1, 4) satisfy the input-or-output condition.
O(n
In this subsection, we improve the O(n 3 log n) algorithm in previous subsection and obtain an O(n 2 log 2 n) algorithm. In the test procedure described in the above, we test all pair of jobs wastefully. In a new test procedure, we directly find pairs of jobs that satisfy the input-or-output condition. To realize it, we keep a set of labels L pair (v) in the non-increasing order by the heap structure.
Our O(n 2 log 2 n) algorithm consists of three procedures, initial procedure, update procedure and test procedure. The initial procedure of the O(n 2 log 2 n) algorithm is just the same with the initial procedure of the O(n 3 log n) algorithm. In the update procedure and the test procedure, we reduce the number of the check of the input-or-output condition by storing the sum of processing times of each pair of jobs in the non-increasing order. An abstract of the algorithm is the same with the abstract of the O(n 3 log n) algorithm. Next we show the update procedure of the O(n 2 log 2 n) algorithm.
Update procedure
Step1-Step5 are same as O(n 3 log n) algorithm.
non-decreasing order by applying the heap structure.
In Step6-1, the time complexity of the insertions for all vertices in rep(i * , i) is O(log 2 n). The time complexity of Step6 is O(n log 2 n). The total time complexity of the update procedure is O(n log 2 n). The required memory space increments is O(n log n) After the update procedure, we search pairs of jobs that satisfy the input-or-output condition. If we find such pairs, we output the pair. The test procedure is below.
Test procedure
Step1 For all v ∈ V , repeat below steps.
Step1 - If each pair of jobs (i, j) has pointers to all f pair (i, j), then the time complexity of the deletions in Step1-2 is O(log 2 n) and the required memory space to the pointers is O(log n).
is sorted in non-decreasing order. The total time complexity of the test procedure is O(n 2 log 2 n). Because at most O(n 2 ) pairs of jobs can be examined in the whole algorithm and it requires O(log 2 n) time to remove a pair of jobs from the heap of L pair (v). In this section, we assume the condition (5). Our algorithm uses a binary tree whose each leaf corresponds to a time interval. Using lexicographical order of r j , d j in implementation, there is no problem whether the condition (5) is satisfied or not.
Theorem 1
The algorithm find all pairs of jobs that satisfy the input-or-output condition in O(n 2 log 2 n) time and O(n 2 log n) memory space.
Proof. It takes O(log 2 n) time to remove a pair of jobs from the heap and a job is never removed again after the job had been removed once. At most O(n 2 ) deletions occur, hence the total time complexity of the test procedure is O(n 2 log 2 n). The initial procedure takes O(n) time. Each update procedure takes O(n log 2 n) time, and the update procedure is called at most n time in our algorithm. Hence the total time complexity of our algorithm is O(n 2 log 2 n). We also refer to the required size of memory space for computing. The number of all pairs of jobs are O(n 2 ). Each pair pushes a value to O(log n) heaps and has O(log n) pointers for each value. Hence, the algorithm requires O(n 2 log n) memory space.
Computational Results
Our goal in this section is to clarify the number of jobs in which our algorithm is faster than the obvious one. We have implemented this algorithm in C++ on a personal computer IBM 2662-34J * , and tested it. We generate JSP instances randomly, and use sub problems (disjunctive scheduling) that arise in the branch and bound procedure for the JSP instances. These instances are tested with new O(n 2 log 2 n) algorithm and the existing O(n 4 ) algorithm. The number of jobs of instances are 10, 20, . . . , 150. In Figure 8 , we compare new O(n 2 log 2 n) algorithm with the existing O(n 4 ) algorithm. In the figure, a point represent an average of CPU time of 100 instances of same size(number of jobs). Our new algorithm have a great advantage in terms of CPU time. In researches of exact algorithm of JSP, we want to solve instances with about 30 jobs. For these instances, our new algorithm is about 3 times faster than the obvious algorithm. For larger instances, we apply the meta-heuristics to get good solutions. Our new algorithm is about 20 times faster than the obvious algorithm, for the instances with about 100 jobs that are the target of the meta-heuristics. Figure 9: The number of labels required by the proposed O(n 2 log 2 n) algorithm
In Figure 9 , we present the maximum size of ∪ v L pair (v) that is required by the new algorithm. The theoretical maximum size of ∪ v L pair (v) in the algorithm is O(n 2 log n). In the figure, a point represent an average of the maximum size of ∪ v L pair (v) of 100 instances.
Conclusion
In this paper we have considered the input-or-output test for disjunctive scheduling. More precisely, we propose an O(n 2 log 2 n) algorithm for the input-or-output test. For the algorithm, data structures are most important; a binary tree and heaps attached to the tree make possible lower polynomial time complexity. This result could deserve to be delved, in particular as an eventual support for local search to obtain good upper bounds.
Finally, we claim that the results presented in this paper are not restricted to disjunctive scheduling problems. Indeed they can contribute to derive strong deductions also for the resource constrained project scheduling problem.
