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AbstractMany results exist in the literature describing technological and theoretical ad-vances in optical network topologies and design. However, an essential eort has yet tobe done in linking those results together. In this paper, we propose a step in this di-rection, by giving optical layouts for several graph-theoretical topologies studied in theliterature, using the Optical Transpose Interconnection System (OTIS) architecture.These topologies include the family of Partitioned Optical Passive Star (POPS) andstack-Kautz networks as well as a generalization of the Kautz and de Bruijn digraphs.This work is partially supported by a CTI CNET and the RNRT project PORTO (Plani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1 IntroductionMany results exist in the literature describing technological and theoretical advances inoptical network topologies and design. However, an essential eort has yet to be done inlinking those results together. In this paper, we propose a step in this direction, by giving theoptical layout of several graph-theoretical topologies studied in the literature, using existingoptical technologies.Our motivation stems from the fact that it has been shown that the break-even line lengthwhere optical communication lines become more eective than their electrical counterpartsis less than 1cm, in terms of speed and power consumption [1]. Therefore, the use of opticalinterconnections on-board is nowadays justied, and some studies even suggest that on-chipoptical interconnects will be soon cost-eective [2]. Moreover the emergence of cutting-edgetechnologies as Vertical Cavity Surface-Emitting Lasers (VCSELs) [3, 4], high sensibilityoptical transimpedance receivers [5], beam splitters (based on diractive optical elementswhich can split the optical beam of a VCSEL in 16 beams with a 16th of the incoming powereach, without signal amplication) [6, 7], micro-lenses, and holograms, makes possible thefabrication of complex optical communication networks.An interesting optical passive interconnection system is the Optical Transpose Intercon-nection System (OTIS) architecture, from the Optoelectronic Computing Group of UCSD2
[8, 9]. The OTIS architecture is a simple scalable means of implementing very dense inter-connections. It provides a transpose interconnection utilizing only a pair of lenslet arraysand making use of free-space optical interconnections. It has been shown in [10] that theOTIS architecture can be used to build 4-D meshes, hypercubes and complete networks.Also many algorithms on OTIS-Mesh were studied in [1113]. The OTIS architecture isused by the 3-D OptoElectronic Stacked Processors (3-D OESP) consortium to connect a16-by-16 switch (For more details, see http://soliton.ucsd.edu/3doesp/public/).From a logical topology viewpoint, our work focuses on topologies allowing one-to-manycommunications in a single communication step. The building block is the Optical PassiveStar (OPS) coupler [14] which can be used as a single-OPS broadcast-and-select network inwhich an incoming optical signal is broadcast to all output ports [15]. Although a great dealof research eorts have been concentrated on single-OPS topologies [1619], the OPS couplerpresents a severe drawback since its size is technologically limited by its splitting capabilities.That is the reason why we concentrate our study on multi-OPS topologies which seem moreviable and scalable.One such multi-OPS network can be built using the stack-Kautz topology, modeled anddescribed in [20]. The stack-Kautz is based on the Kautz digraph (i.e. directed graph) [21]and on stack-graphs (a useful model to manipulate multi-OPS networks) [15]. The Kautzdigraphs have a large number of nodes, n = dD+dD 1, for a given constant degree d and a lowdiameter D. As an example, KG(5; 3) has N = 150 nodes, degree 5 and diameter 3. Figure6 shows three Kautz digraphs: KG(2; 1) = K+3 , KG(2; 2) and KG(2; 3). It is both Eulerianand Hamiltonian and optimal with respect to the number of nodes if d > 2 [21]. Notice3
that routing on the Kautz digraph is very simple, since a shortest path routing algorithm isinduced by the label of the nodes. The mean eccentricity (i.e. average distance between eachpair of nodes) of Kautz networks, for various routing protocols, was compared to dierentnetwork topologies, namely Shuenet, GEMNET and de Bruijn, in [22]. This study showedthat Kautz networks are very attractive and more ecient than the others in case it wouldbe chosen as the logical topology of a communication network. Moreover, Kautz digraphswere used as the logical topology of the Rattlesnake ATM switch presented in [23, 24], whichis a cost eective switching system designed to build a local area ATM network that supportsmultimedia applications. The Kautz digraphs were chosen because of their simple routingmechanism, ecient broadcast and multicast protocols [25], and the possibility to generatenode-disjoint routes, which makes it node (or link) fault tolerant [26, 27].The stack-Kautz network is obtained from a Kautz digraph by replacing each node bya group of s nodes (where s is called stacking-factor) and each arc by an OPS couplerconnecting two groups of s nodes. Hence, this network is regular with the small constantdegree and the low diameter of the underlying Kautz digraph and has a large number ofnodes, equal to sn, where n is the number of nodes of the Kautz digraph and s is the size ofthe groups replacing the nodes. The stack-Kautz network has also a simple routing protocoland an ecient and optimal broadcast algorithm [20]. We remark that a stack-Kautz ofstacking-factor s = 1 is the original Kautz digraph and that the Kautz digraph of diameter 1is the complete digraph. Furthermore, the singlehop multi-OPS Partitioned Optical PassiveStar (POPS) network, introduced in [28], was modeled in [29] as a stack-graph built froma complete digraph, implying that a POPS network is in fact a stack-Kautz network of4
diameter 1.In this paper, we give the design of the family of POPS and stack-Kautz networks, usingthe OTIS architecture and OPS couplers. Our constructions are based on Proposition 3.2.1which states a more general result, showing that the OTIS architecture allows to implementevery Imase and Itoh digraph, a broader family of digraphs, which contains both Kautzdigraphs and de Bruijn digraphs [3032].This paper is organized as follows. We start by recalling, in Section 2, the results from theliterature upon which we construct ours. In particular, we present the Optical TransposeInterconnecting System (OTIS) architecture from [8], the Optical Passive Star, and thePartitioned Optical Passive Star (POPS) network from [28]. We also recall the stack-graphsfrom [15], the denition of the Kautz graph from [21], generalized with the graph of Imaseand Itoh from [31], and close this section by presenting the multihop multi-OPS stack-Kautznetwork from [20]. In Section 3, we propose the implementation of some building blocksusing the OTIS architecture: rst, the optical interconnections between a group of nodesand its corresponding OPS couplers, and then an optical interconnection network havingthe topology of a graph of Imase and Itoh. Finally, Section 4 presents the application ofthese building blocks to the optical design of the families of POPS networks and stack-Kautznetworks. We close the paper with some discussion on system implementation.
2 PreliminariesIn this section, we recall the basic features of the OTIS architecture and OPS couplers. Wealso show the model proposed in [15] for studying multi-OPS networks with stack-graphs.5
Then, we exemplify the use of this model on the POPS network. Finally, we recall thedenition of the Kautz digraph, the Imase and Itoh's digraph and the stack-Kautz.2.1 OTISTheOptical Transpose Interconnection System (OTIS) architecture, was rst proposedin [8]. OTIS(p; q) is an optical system which allows point-to-point (1-to-1) communicationsfrom p groups of q transmitters onto q groups of p receivers. This architecture connects thetransmitter (i; j), 0  i  p  1, 0  j  q   1, to the receiver (q   j   1; p  i  1).Optical interconnections in the OTIS architecture are realized with a pair of lenslet arrays[9] in a free space of optical interconnection as shown in Figure 1.The OTIS architecture was used in [10] to realize interconnection networks such as hyper-cubes, 4-D meshes, mesh-of-trees and buttery for multi-processors systems. It was shownthat, in such electronic interconnection networks (in which connections are realized withelectronic wires), a set of wires can be replaced with pairs of transmitters and receivers con-nected using the OTIS architecture. This is interesting in terms of speed, power consumption[1] and space reduction.2.2 Optical passive starsAn optical passive star coupler is a singlehop one-to-many optical transmission device.An OPS(s; z) has s inputs and z outputs. In the case where s equals z, the OPS is said to beof degree s (see Figure 2, left). When one of the input nodes sends a message through an OPScoupler, the s output nodes have access to it. An OPS coupler is a passive optical system,6
i.e. it requires no external power source. It is composed of an optical multiplexer followed byan optical ber or a free optical space and a beam-splitter [7] that divides the incoming lightsignal into s equal signals of a s-th of the incoming optical power. The interested reader cannd in [33] a practical realization of an OPS coupler using a hologram [6] at the outputs.Another realization using optical bers is described in [34]. Throughout this paper, we willdeal with single-wavelength OPS couplers of degree s, implying that only one optical beamhas to be guided through the network (see Figure 2, right). Consequently, only one nodecan send an optical signal through it per time step.2.3 Stack-graphsHypergraphs are a generalization of graphs where edges may connect more than two nodes[3537]. Let us dene a special kind of directed hypergraphs, called stack-graphs, which havethe property of being very easy to deal with. Informally, they can be obtained by piling ups copies of a digraph G and subsequently viewing each stack of s nodes as a hypergraphnode and each stack of s arcs as a hyperarc. The value s is called the stacking-factor of thecorresponding stack-graph. Let &(s;G) denote the stack-graph of stacking-factor s, obtainedfrom the digraph G. A formal denition can be found in [15].Therefore, an OPS coupler of degree s can be modeled by a hyperarc linking two hyper-graph nodes composed of s nodes each, meaning that the processors of one set (the OPSsources) can only send messages through the hyperarc while the other set (the OPS destina-tions) can only receive messages through the same hyperarc. Figure 3 shows an OPS couplermodeled by a hyperarc. 7
2.4 POPSThe Partitioned Optical Passive Star network POPS(t; g), introduced in [28], is com-posed of N = tg nodes and g2 OPS couplers of degree t. The nodes are divided into g groupsof size t (see Figure 4). Each OPS coupler is labeled by a pair of integers (i; j), 0  i; j < g.The input of the OPS (i; j) is connected to the i-th group of nodes, and the output to thej-th group of nodes. The POPS is a singlehop multi-OPS network.Since an OPS coupler is modeled as a hyperarc, the POPS network POPS(t; g) can bemodeled as a stack-Kg (or &(t;Kg ), for short) of stacking-factor t, where Kg is the completedigraph with loops (a loop is an arc from a node to itself) with g nodes and g2 arcs (seeFigure 5), as proposed in [29].2.5 Kautz digraphs and Imase and Itoh digraphsThe Kautz digraph was rst dened in [21] as follows.Denition 2.5.1 [21] The Kautz digraph KG(d; k) of degree d and diameter k is thedigraph dened as follows (see Figure 6).1. A vertex is labeled with a word of length k, (x1;    ; xk), on the alphabet  = f0;    ; dg,jj = d+ 1, in which xi 6= xi+1, for 1  i  k   1.2. There is an arc from a vertex x = (x1;    ; xk) to all vertices y such that y =(x2;    ; xk; z), z 2 , z 6= xk.Two properties are worth mentioning here: the Kautz digraphKG(d; k) has N = dk 1(d+1) nodes, constant degree d and diameter k (k = blogdNc). It is shown in [38] that KG(d; 1)8
is the complete digraph without loops K+d+1.Although very interesting in terms of number of nodes for xed degrees and diameters,Kautz digraphs do not yield digraphs of any size. Digraphs of Imase and Itoh have thusbeen introduced as a Kautz digraph generalization in order to obtain digraphs of every size[31] .Imase and Itoh's digraphs are dened using a congruence relation, as follows.Denition 2.5.2 [31] The digraph of Imase and Itoh II(d; n), of degree d with n nodes,is the directed graph in which:1. Nodes are integers modulo n.2. There is an arc from the node u to all nodes v such that v  ( du   ) mod n,1    d.Figure 7 shows an example of Imase and Itoh's digraph with II(3; 12). It has n = 12nodes, degree 3 and diameter blog3 12c = 2, vertex set V = f0; 1; : : : ; 11g and arc setf(u; v) j u 2 V; v  ( 3u  ) mod 12;  = 1; 2; 3g (e.g., arcs from 5 to 6,7,8). The gureis drawn in such a way that the left nodes and the right nodes represent the same nodes,and hence, arcs should be understood outgoing from the left set and incoming to the rightone. Furthermore, we note that a digraph II(3; 12) is also a Kautz digraph KG(3; 2) [32].Therefore, in Figure 7 we also give the labels that the nodes would have in KG(3; 2). In suchan example, for a given node u of II(3; 12), its label (x1; x2) in KG(3; 2) can be computedas x1 = 3  u=3 and x2 = u mod 4 (e.g. u = 7, (x1; x2) = (1; 3)). For more information onthis subject, we refer the interested reader to [39, p. 69].9
2.6 Stack-KautzWe now dispose of a good model for multi-OPS networks (the stack-graphs) and also of adigraph having good properties to build a multihop network (the Kautz digraph). Hence,we can recall the multihop multi-OPS architecture based on the stack-Kautz.In order to dene the optical interconnection network called stack-Kautz, we use theKautz digraph with loops KG(d; k), where every node has a loop and hence degree d + 1.Thus, we can dene the stack-Kautz graph as follows.Denition 2.6.1 The stack-Kautz graph SK(s; d; k) is the stack-graph &(s;KG(d; k))of stacking-factor s, degree d+ 1 and diameter k (see Figure 8).The stack-Kautz network has the topology of the stack-Kautz graph SK(s; d; k) andN = sdk 1(d + 1) nodes. Each node is labeled by a pair (x; y) where x is the label of thestack in KG(d; k) and y is an integer 0  y < s, i.e., x is the label of a node group andy is the label of a node in this group. Since the stack-Kautz network inherits most of theproperties of the Kautz digraph, like shortest path routing, fault tolerance and others, weshowed in a previous work that it is a good candidate for the topology of an OPS-basedlightwave network [20].We note that the denition of stack-Kautz network can be trivially extended to thestack-Imase-Itoh network.
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3 Implementing some building blocks with OTISIn this section, we explain how the OTIS architecture can be used both to connect a groupof nodes to the inputs of OPS couplers, and to connect the outputs of OPS couplers to agroup of nodes, and we show that the optical interconnections of an Imase and Itoh's basednetwork can be simply realized using the OTIS architecture.3.1 Creating groups of nodesWe can realize the optical interconnections between the t nodes of a group and the inputs of gOPS couplers (each node being connected to the g OPS couplers), in a simple way using oneOTIS(t; g) architecture plus g optical multiplexers (input part of an OPS coupler). Figure 9shows how to connect the transmitters of a group of 6 nodes to 4 optical multiplexers, usingOTIS(6; 4).Analogously, we can also realize the optical interconnections between the outputs of gOPS couplers and the t nodes of a group, using one OTIS(g; t) architecture plus g beam-splitters. Figure 10 shows how to connect 3 beam-splitters to the receivers of a group of 5nodes, using OTIS(3; 5).To build specic topologies, the output optical multiplexers are to be connected to itscorresponding input beam-splitters, through the topology of the Optical InterconnectionNetwork.
11
3.2 Optical implementation of the digraph of Imase and ItohThe main result of this paper, proved below, shows how the OTIS(d; n) architecture can beused to optically realize the interconnections of the Imase and Itoh digraph II(d; n), of nnodes of degree d each (see Denition 2.5.2). In order to prove this result, we rst considereach node as a group of d transmitters plus d receivers, thus taking the degree of II(d; n) intoaccount. Then, we show two functions which associate the inputs and outputs of OTIS(d; n)with the nodes of II(d; n). Finally, the last step is to prove that the neighbourhood obtainedwith OTIS(d; n) is the same neighbourhood of II(d; n). Formal arguments are developed inthe following.Proposition 3.2.1 The optical interconnections of the digraph of Imase and Itoh II(d; n)of degree d with n nodes can be perfectly realized with the OTIS architecture OTIS(d; n).Proof: The OTIS architecture OTIS(d; n) has dn inputs (d groups of size n) and dnoutputs (n groups of size d). The inputs e = (i; j), 0  i < d, 0  j < n, are connected tothe outputs s = (n  j   1; d  i  1).The digraph of Imase and Itoh II(d; n) of degree d with n nodes connect a node u to thenodes v  ( du  ) mod n, 1    d.We associate d inputs ofOTIS(d; n) to each node of II(d; n), such that the input e = (i; j)is associated to the node u = b(ni+ j)=dc. In other words, a node u of II(d; n) is associatedto inputs edu+ 1 = (b(du+   1)=nc ; du+   1  b(du+   1)=ncn), 1    d.We also associate d outputs of OTIS(d; n) to each node v of II(d; n), an output s =(n  j   1; d  i  1) being associated to node v = n  j   1, and a node v being associatedto outputs s = (v; d  ), 1    d. 12
Due to the OTIS architecture, a node u of II(d; n) is then connected to nodesv = n   du+   1  du+ 1n n  1; 1    d;v = n  1 + du+ 1n   du  ; 1    d;v  ( du  ) mod n; 1    d:Therefore, the neighbourhood of u, obtained by using the OTIS architecture, is exactlythe neighbourhood of u in the digraph of Imase and Itoh, proving the proposition.To illustrate this proposition, Figure 11 shows how the optical interconnections of thedigraph of Imase and Itoh are realized with the OTIS architecture. Notice that each nodeof II(3; 12) is represented as a group of 3 consecutive transmitters (in the left side) and agroup of 3 consecutive receivers (in the right side) in OTIS(3; 12). This stems from the factthat II(3; 12) has degree 3.Corollary 3.2.1 The Kautz digraph KG(d; k) is the digraph of Imase and ItohII(d; dk 1(d + 1)). Hence, we can realize the optical interconnections of KG(d; k) usingOTIS(d; dk 1(d+ 1)).Corollary 3.2.2 The de Bruijn B(d;D) is the digraph of Imase and Itoh II(d; dD). Hence,we can realize the optical interconnections of B(d;D) using OTIS(d; dD).
4 Implementing multi-OPS networks with OTISWe saw in the previous section that the OTIS architecture can be used to realize the opticalinterconnections of the digraph of Imase and Itoh and consequently of the Kautz digraph.It was also shown how to connect the nodes of a group with its corresponding OPS couplers.13
In this section, we show how to build the stack-Kautz and the POPS networks using thesebuilding blocks.4.1 Stack-Kautz with OTISThe stack-Kautz network SK(s; d; k) has dk 1(d + 1) groups of s nodes and dk 1(d + 1)2OPS couplers of degree s. Each node has degree d+ 1.The groups: We have explained how to connect a group of nodes to its correspondingOPS couplers. Hence, using dk 1(d + 1) OTIS(s; d + 1) plus dk 1(d + 1) OTIS(d + 1; s)architectures, we can connect all the groups of s nodes to their corresponding d + 1 opticalmultiplexers and d+ 1 beam-splitters.The Optical Interconnection Network: Now, we have to realize the optical inter-connection network which connects the optical multiplexers to their corresponding beam-splitters. The stack-Kautz network SK(s; d; k) is based on KG(d; k) which is a Kautzdigraph with loops. By Corollary 3.2.1, the optical interconnections of a Kautz networkKG(d; k) can be realized using one OTIS(d; dk 1(d + 1)). It remains to be shown how tooptically interconnect the loops.The loops: A loop is a local link for a group of nodes. Hence, the optical interconnectionbetween the optical multiplexer and the beam-splitter corresponding to a loop, can be locallyrealized using an appropriate technique (e.g., optical ber).
14
Synthesis: As it will be shown in the example below, the optical interconnections of thestack-Kautz network SK(s; d; k) are realized using dk 1(d+1) OTIS(s; d+1) plus dk 1(d+1)OTIS(d+ 1; s), dk 1(d + 1)2 optical multiplexers plus dk 1(d + 1)2 beam-splitters and oneOTIS(d; dk 1(d+ 1)).The groups are connected to the optical multiplexers using OTIS(s; d + 1) and to thebeam-splitters using OTIS(d + 1; s). The rst optical multiplexer and the rst beam-splitter of a group correspond to its loop. Hence, for each group of nodes, the remain-ing d optical multiplexers are connected to their corresponding beam-splitters through theOTIS(d; dk 1(d+ 1)) architecture, the rst group being connected to the d rst inputs andto the d rst outputs of OTIS(d; dk 1(d + 1)), the second group to the d next inputs andoutputs and so on.An example: Figure 12 shows how those interconnections are realized for SK(6; 3; 2)(modeled in Figure 8) using 12 OTIS(6; 4), 12 OTIS(4; 6), 48 optical multiplexers, 48 beam-splitters and one OTIS(3; 12). SK(6; 3; 2) has 72 nodes (12 groups of 6 nodes) of degree 4,connected in a network of diameter 2.4.2 POPS with OTISPOPS(t; g) has been modeled as a stack-Kg of stacking factor t and, due to the denition ofthe Kautz digraph, we know that KG(g 1; 1) is isomorphic to K+g and that KG(g 1; 1) isisomorphic to Kg . Hence, the POPS network POPS(t; g) is isomorphic to the stack-Kautznetwork SK(t; g   1; 1). Thus, we can realize the optical interconnections of POPS(t; g)using g OTIS(t; g) plus g OTIS(g; t), g2 optical multiplexers and beam-splitters and one15
OTIS(g   1; g). This implementation does not include the loops.On the other hand, OTIS(g; g) realizes the optical interconnections of Kg , includ-ing the loops. Thus, we can also realize the optical interconnections of POPS(t; g) us-ing g OTIS(t; g) plus g OTIS(g; t), g2 optical multiplexers and beam-splitters and oneOTIS(g; g), as shown in Figure 13. Indeed, optical interconnections of SK(s; d; 1) can bebetter realized using OTIS(d+ 1; d+ 1) which includes the loops.
5 DiscussionClearly, the implementation of such system is limited by technological constraints stemmingfrom several factors, like components design (beam-splitters, power budget, : : :), packaging,alignment, etc. In the case of the Stack-Kautz, if the size of the beam-splitters  andconsequently, the stacking factor  is limited around 16, then the power budget remainsreasonable [7]. Another constraint is the number of transceivers a processor can hold. Itsuces to keep the degree smaller than the stacking factor to overcome this obstacle, sincetechnology allows for processors to hold 8 8 VCSEL matrices [40]. Finally, the connectionof the multiplexers' outputs to the input of the central OTIS, as well as of its output to theinputs of the beam-splitters, can be done with a precise alignment if ber optics are used. Onthe other hand, the alignment of the micro-lenses matrices forming the dierent OTIS usedin the proposed networks seems delicate to implement and could be the subject of furtherspecic studies. In this way, we can reasonably think that near-future technology will allowfor the construction of stack-Kautz networks with up to 69.632 processors and diameter 3(i.e., s = d = 16). 16
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Optical Passive Star Couplers

































































































































































































































































































































































































































































































Figure 13: Optical interconnections of POPS(4; 2) using the OTIS architecture.
