Abstract. Cognitive psychology works have shown that the cognitive representation of categories is based on a typicality notion: all objects of a category do not have the same representativeness, some are more characteristic or more typical than others, and better exemplify their category. Categories are then defined in terms of prototypes, i.e. in terms of their most typical elements. Furthermore, these works showed that an object is all the more typical of its category as it shares many features with the other members of the category and few features with the members of other categories.
M.-J. Lesot Abstract. Cognitive psychology works have shown that the cognitive representation of categories is based on a typicality notion: all objects of a category do not have the same representativeness, some are more characteristic or more typical than others, and better exemplify their category. Categories are then defined in terms of prototypes, i.e. in terms of their most typical elements. Furthermore, these works showed that an object is all the more typical of its category as it shares many features with the other members of the category and few features with the members of other categories.
In this paper, we propose to profit from these principles in a machine learning framework: a formalization of the previous cognitive notions is presented, leading to a prototype building method that makes it possible to characterize data sets taking into account both common and discriminative features. Algorithms exploiting these prototypes to perform tasks such as classification or clustering are then presented.
The formalization is based on the computation of typicality degrees that measure the representativeness of each data point. These typicality degrees are then exploited to define fuzzy prototypes: in adequacy with human-like description of categories, we consider a prototype as an intrinsically imprecise notion. The fuzzy logic framework makes it possible to model sets with unsharp boundaries or vague and approximate concepts, and appears most appropriate to model prototypes.
We then exploit the computed typicality degrees and the built fuzzy prototypes to perform machine learning tasks such as classification and clustering. We present several algorithms, justifying in each case the chosen parameters. We illustrate the results obtained on several data sets corresponding both to crisp and fuzzy data.
that natural categories are organized around the notion of prototype and the related notion of typicality.
In this paper, we propose to transpose the cognitive view of prototypes to a machine learning principle to extract knowledge from data. More precisely, we propose to characterize data sets through the construction of prototypes that realize the cognitive approach. The core of our motivation is the fact that, through this notion of prototype, a data subset (a category for instance) is characterized both from an internal and an external point of view: the prototype underlines both what is common to the subset members and what is specific to them in opposition to the other data. Using these two complementary components leads to context-dependent representatives that are more relevant than classic representatives that actually exploit only the internal view. Furthermore, the method makes it possible to determine the extent to which the prototype should be a central or a discriminative element, i.e. it allows to rule the relative importance of common and discriminative features, leading to a flexible prototype building method.
Another concern of our approach is the adequacy with human-like descriptions that are usually based on imprecise linguistic expressions. To that aim, the construction method we propose builds fuzzy prototypes: the fuzzy logic framework makes it possible to model sets with unsharp boundaries or vague and approximate concepts, as occur in this framework.
The paper is organized as follows: in Section 2, the cognitive definitions of typicality and prototypes are introduced. In Section 3, these principles are formalized to a prototype building method that makes it possible to characterize numerical data sets. These prototypes are then exploited both for supervised and unsupervised learning: Section 4 presents prototype-based classification methods and Section 5 describes a typicality-based clustering algorithm.
Cognitive definition of prototype
The cognitive definition of prototype was first proposed in the 70's [27] and popularized by E. Rosch [31, 32] , in the context of the study of cognitive concept organization. Previously, a crisp relationship between objects and categories was assumed, based on the existence of necessary and sufficient properties to determine membership: according to this model, an object belongs to a category if it possesses the properties, interpreted as necessary and sufficient conditions; otherwise, it is not a member of the category. Now in the case of natural categories, it is often the case that no feature is common to all the category members: as modeled in the family resemblance model of Wittgenstein [36] , each object shares different common features with other members of the category, but no globally shared feature can be identified.
The prototype view of concept organization [27, 31, 32 ] models categories as organized around a center, the prototype, that is described by means of properties that are characteristic, typical of the category members. Indeed, all
Fuzzy prototypes: From a cognitive view to a machine learning principle 3 objects in a category are not equivalent: some are better examples and more characteristic of the category than others. For instance, in the case of the mammal category, the dog is considered as a better example than a platypus. Thus, objects are spread over a scale, or a gradient of typicality; the prototype is then related to the individuals that maximize this gradient.
Rosch and her colleagues [31, 32] studied this typicality notion and showed it depends on two complementary components: an object is all the more typical of its category as it shares many features with the other members of the category and few features with the members of other categories. This can for instance be illustrated by platypuses and whales in the case of mammals: platypuses are atypical mainly because they have too few features in common with other mammals, whereas whales are atypical mainly because they have too many common features with members of the fish category. Due to this typicality definition, prototypes underline both the common features of the category members and their discriminative features as opposed to other categories: they characterize the category both internally and in opposition to other categories.
3 Realization of the prototype view
Principle
To construct a fuzzy prototype in agreement with the previous cognitive prototype view, we consider that the degree of typicality of an object depends positively on its total resemblance to others objects of its class (internal resemblance) and on its total dissimilarity to objects of other classes (external dissimilarity). This makes it possible to consider both the common features of the category members, and their distinctive features as opposed to other categories. More precisely, the fuzzy prototype construction principle consists in three steps [29] :
Step 1 Compute the internal resemblance degree of an object with the other members of its category and its external dissimilarity degree with the members of the outside categories.
Step 2 Aggregate the internal resemblance and the external dissimilarity degrees to obtain the typicality degree of the considered object.
Step 3 Aggregate the objects that are typical "enough", i.e. with a typicality degree higher than a predefined threshold to obtain the fuzzy prototype.
Internal resemblance and external dissimilarity
Step 1, that is illustrated on figure 1 , requires the choice of a resemblance measure and a dissimilarity measure to compare the objects. These measures depend on the data nature and are detailed in Sections 3.3 and 3.4 in the case of fuzzy and crisp data. Formally, denoting them r and d respectively, and denoting x an object belonging to a category C, x internal resemblance with respect to C, R(x, C), and its external dissimilarity, D(x, C), are computed as
i.e. as the average resemblance to other members of the category and the average dissimilarity to members of other categories. The average operator can be replaced with other operators [29] . Figure 2 illustrates these definitions in the case of the iris data base, using only one attribute (petal length) for visualization sake: the histograms represent the data distribution, * , + and • respectively depict the three classes; the y-axis shows for each point its internal resemblance and external dissimilarity. As expected, it can be seen that the points maximizing internal resemblance are, for each class, the central points, underlining the common features of the category members. On the contrary, the points maximizing the external dissimilarity are extreme points, at least for the two extreme classes: points in the middle class (+ class) get low external dissimilarity values, as they are too close to the other groups and correspond to an average behavior. Thus external dissimilarity underlines the specificity of the classes, for instance indicating that high petal length is characteristic for the • class: it highlights the discriminative features of each category (or the absence of any, for the + class), and makes it possible to build caricatures of the classes.
Therefore combining both information to a typicality degree makes it possible to build representatives that simultaneously underline the common features of the category members, as well as their discriminative features as opposed to other categories. Aggregation to a typicality degree
Step 2 requires the choice of an aggregation operator to express the dependence of typicality on internal resemblance and external dissimilarity, that is formally written
where ϕ denotes the aggregation operator. It makes it possible to rule the semantics of typicality and thus that of the prototypes, determining the extent to which the prototype should be a central or a discriminative element [23] . Figure 3 illustrates the typicality degrees obtained from the internal resemblance and external dissimilarity of figure 2 for four operators: the minimum (see fig. 3a ) is a conjunctive operator that requires both R and D to be high for a point to be typical, leading to rather small typicality degrees on average. On the contrary, for the maximum (see fig. 3b ), as any disjunctive operator, if either R or D is high, a point is considered as typical. This leads to higher values but to non-convex distributions, reflecting a double semantics for typicality: central points as well as extreme points are typical, but for different reasons.
Trade-off operators, such as the weighted mean ( fig. 3c ), offer a compensation property: low R values can be compensated for by high D. This is illustrated by the leftmost point on fig. 3c , whose typicality is higher than with the min operator, because its external dissimilarity compensates for its internal resemblance. The weights used in the weighted mean determine the extent to which compensation can take place, and rule the relative importance of internal resemblance and external dissimilarity, leading to more or less discriminative prototypes, underlying more the common or the distinctive features of the categories.
Lastly, variable behavior operators, such as the mica operator [17] (see fig. 3d ) or the symmetric sum [33] , are conjunctive, disjunctive or trade-off operators, depending on the values to be aggregated. They offer a reinforcement property: if both R and D are high, they reinforce each other to give an 
even higher typicality (see class * ), if both are low, they penalize each other to give an even smaller value (see the leftmost point of the • class). Therefore, the aggregation operator determines the semantics of typicality, and rules the relative influence played by internal resemblance and external dissimilarity.
Aggregation to a prototype
Lastly step 3 builds the prototype of a category itself, as the aggregation of the most typical objects of the category: the prototype for category C is defined in a general form as
where τ is the typicality threshold and ψ the aggregation operator. The latter can still depend on the typicality degrees associated to the selected points, taking for instance the form of a weighted mean. Its actual definition depends on the data nature, it is detailed in Sections 3.3 and 3.4 in the case of fuzzy and crisp data.
Remarks
It is to be underlined that prototype can be built either from the typicality degrees of objects, as presented above, but also in an attribute per attribute
Fuzzy prototypes: From a cognitive view to a machine learning principle 7 approach: the global approach makes it possible to take into account attribute correlation, but it can also be interesting to enhance the typical values of the different properties used to describe the objects, without considering an object as an indivisible whole. This means, all the values of a property are considered simultaneously, without taking into account the objects they describe. For instance, if the objects are represented by means of a color, a size and a weight, the fuzzy prototype of the category of these objects is the union of typical values for the color, the size and the weight. It means that instead of computing internal resemblance, external dissimilarity and typicality degrees for each object, these quantities are computed for each attribute value. This approach is in particular applied in the case of fuzzy data, as described in Section 3.3.
Related works
There exist many works to summarize data sets, or build significant representatives. A first approach, taking the average as starting point, consists in defining more sophisticated variants to overcome the average's drawbacks, in particular its sensitivity to outliers (see for instance [11] ). Among these variants, one can mention the Most Typical Value [11] or the representatives proposed in [26] or [37] . In all these cases, the obtained value is computed as a weighted mean, the difference comes from the ways the weights are defined. Besides, a second approach, more concerned with interpretability, does not reduce the representative to a single precise value but builds so-called linguistic summaries [16, 15] . The latter identify significant trends in the data and represent them in the form "Q B's are A" where Q is a linguistic quantifier and A and B are fuzzy sets; for example, "most important experts are young".
Yet, both approaches build internal representatives that take into account the common characteristics of the data, but not their specificity. More precisely, they focus only on the data to be summarized, and do not depend on their context, which prevents them from identifying their particularity. On the contrary, the cognitive view highlights the discriminative features: the data are also characterized in opposition to the other categories.
Furthermore, the proposed realization of the cognitive approach described in Section 3.1 makes it possible to rule the relative importance common and discriminative features play and the trade-off between them through the choice of the aggregation operator, leading to a flexible method. As illustrated in Section 4 and 5, the choice of the aggregation operator depends on the considered use of the prototype.
Fuzzy data case
In this section, we consider the case of fuzzy data, i.e. data whose attributes take as values fuzzy sets: formally, denoting F (R) the set of fuzzy subsets defined on the real line, the input space is F (R) p where p denotes the number of attributes. We describe the instantiation of the previous prototype construction method, discussing comparison measures for such data and aggregation operators to construct the prototypes from the most typical values. We then present an application in a medical domain, to mammographies.
Comparison measures
In the case of fuzzy data, the framework used to compute the internal resemblance as well as the external dissimilarity is the one defined in [4] generalizing the Tversky's "contrast model" [35] . In this framework a measure of resemblance comparing two fuzzy sets A and B is a function of three arguments: M (A ∩ B) (the common features), M (A − B) and M (B − A) (the distinctive features), where M is fuzzy set measure [9] like the fuzzy cardinality for instance. More formally [4] :
An example of measure of resemblance, proposed by [8] , generalizing the Jacccard measure to fuzzy sets, is the following:
We also refer to this framework to choose a dissmilarity measure:
-independent of M (A ∩ B) and non decreasing in M (A − B) and
An example of measure of dissimilarity, based on the generalized Minkowski's distance, is the following:
where Z is a normalizing factor, n an integer and f X denotes the membership function of the fuzzy set X. It is to be noticed that a dissimilarity measure is not necessarily deduced from a resemblance measure and vice versa because the purpose is to have different information when comparing two objects, the dissimilarity measure focusing on distinctive features.
Aggregation into a fuzzy prototype
In the last step of the fuzzy prototype construction, fuzzy values of an attribute that are typical "enough" have to be aggregated in order to obtain a typical value for the considered attribute. An aggregation operator must be chosen among numerous existing operators, deeply studied by several authors like Mizumoto [24] , [25] , Detyniecki [7] or Calvo and her colleagues [5] .
Application to mammography
Nowadays, mammography is the primary diagnostic procedure for the early detection of breast cancer. Microcalcification 1 clusters are an important element in the detection of breast cancer. This kind of finding is the direct expression of pathologies which may be benign or malignant. The description of microcalcifications is not an easy task, even for an expert. If some of them are easy to detect and to identify, some others are more ambiguous. The texture of the image, the small size of objects to be detected (less than one millimeter), the various aspects they have, the radiological noise, are parameters which impact the detection and the characterization tasks.
More generally, mammographic images present two kinds of ambiguity: imprecision and uncertainty. The imprecision on the contour of an object comes from the fuzzy aspect of the borders: the expert can define approximately the contour but certainly not with a high spatial precision. The uncertainty comes from the microcalcification superimpositions: because objects are built from the superimpositions of several 3D structures on a single image, we may have a doubt about the contour position.
The first step consists in finding automatically the contours of microcalcifications. This segmentation is also realized thanks to a fuzzy representation of imprecision and uncertainty (more details can be found in [28] ). Each microcalcification is then described by means of 5 fuzzy attributes computed from its fuzzy contour. These attributes enable us to describe more precisely:
• the shape (3 attributes): elongation (minimal diameter/maximal diameter), compactness1, compactness2.
• the dimension (2 attributes): surface, perimeter. Figure 4 shows an example of the membership functions of the values taken by a detected microcalcification. One can notice that the membership functions are not "standard" in the sense that they are not triangular or trapezoidal (as it is often the case in the literature) and this is because of the automatic generation of fuzzy values (we will not go into details here, interested readers may refer to [3] ).
Experts have categorized microcalcifications into 2 classes: round microcalcifications and not round ones, because this property is important to qualify the malignancy of the microcalcifications. The aim is then to build the fuzzy prototypes of the classes round and not round. Figure 5 gives the obtained fuzzy prototypes with the internal resemblance and external dissimilarity computed using as aggregator the median (replacing the average in equation (1) by the median). The typicality degrees are obtained by the probabilistic tconorm (ϕ(x, y) = x + y − x · y in equation (2)). Lastly, the fuzzy values with maximal typicality degree are aggregated through the max-union operator to define the fuzzy prototype value of the corresponding attribute. It can be seen that on the attributes elongation, compactness1 or compactness2, the typical values of the two classes round and not round, are quite different: the intersection between them is low. This can be interpreted in the following way: a round microcalcification typically has an elongation approximately between 100 and 150 whereas a not round microcalcification typically has an elongation approximately between 150 and 200, etc. For the attributes surface and perimeter, contrary to the previous attributes, the typical values of the two classes are superimposed, it means that these attributes are not typical.
Crisp data case
In this section, we consider the case of crisp numerical data, i.e. data represented as real vectors: the input space is R p , where p denotes the number of attributes. We describe the comparison measures that can be considered in this case, and the aggregation operator that builds prototypes from the most typical data; lastly we illustrate the results obtained on a real data set.
Comparison measures
Contrary to the previous fuzzy data, for crisp data, the relative position of two data cannot be characterized by their common and distinct elements respectively represented as their intersection and their set differences: the information is reduced, and depends on a single quantity, expressed as a distance or a scalar product of the two vectors.
Thus dissimilarity is simply defined as a normalized distance [19] d(x, y) = max min
where δ is a distance, for instance chosen among the Euclidean, the weighted Euclidean, the Mahalanobis or the Manhattan distances, depending on the desired properties (e.g. robustness, derivability). The parameters d m and d M are the normalization parameters, that can for instance be chosen as d m = 0 and d M the maximum observed distance. More generally, d m can be interpreted as a tolerance threshold, indicating the distance below which the dissimilarity is considered as 0, i.e. no distinction is made between the two data points; d M corresponds to a saturation threshold, indicating the distance from which the two points are considered as totally dissimilar. Regarding resemblance measures, two definitions can be considered. They can first be deduced from scalar products as the latter are related to the angle between the two vectors to be compared and are maximal when the two vectors are identical; they must be normalized too to define a resemblance measure. Besides, similarity can be defined as a decreasing function of dissimilarity, as for instance
where γ is a user-defined parameter. Indeed, if dissimilarity is total, resemblance is 0 and reciprocally. The Cauchy function on the right expresses a nonlinear dependency between resemblance and dissimilarity, and in particular makes it possible to rule the discrimination power of the measure [30, 19] .
It is to be noticed that, as in the case of fuzzy data, the resemblance measure is not necessarily the complement to 1 of the dissimilarity measure: the normalization parameters defining dissimilarity can be different from those used to define the dissimilarity from which the resemblance is deduced. Indeed, resemblance is used to compare data points belonging to the same category, whereas dissimilarity compares points from different categories. Thus it is expected that they apply to different distance scales, requiring different normalization schemes.
Aggregation into a fuzzy prototype
After the typicality degrees have been computed, the prototype is defined as the aggregation of the most typical data. In the case of numerical data, one can for instance define the prototype as the weighted average of the data, using the typicality degrees as weights. Yet this reduces the prototype to a single precise value, which is not in adequacy with human-like description of categories: considering for instance data describing the height of persons from different countries, one would rather say that "the typical French person is around 1.70m tall" instead of "the typical French person is 1.6834m tall" (fictitious value): the prototype is not described with a single numerical value, but with a linguistic expression, "around 1.70m", which is imprecise. This is better modeled in the fuzzy set framework, that makes it possible to represent such unclear boundaries.
Therefore we propose to aggregate the most typical data in a fuzzy set [23] . To that aim, two thresholds are defined, respectively indicating the minimum typicality degree required to belong to the prototype kernel and its support; in-between, a linear interpolation is performed. In our experiments, the thresholds are set to high values (respectively 0.9 and 0.7), because the prototype aim is to characterize the data set, and extract its most representative components, and not to describe it as a whole.
Application to student characterization
As an example, we consider a data set describing results obtained by 150 students to two exams [23] . It was decomposed into 5 categories by the fuzzy cmeans [10, 2] : the central group corresponds to students having average results for both exams, the 4 peripheral clusters correspond to the 4 combinations success/failure for the two exams. Prototypes are built to characterize these 5 categories. The comparison measures are based on normalized Euclidean distances (with different normalization factors for the dissimilarity and the resemblance). The typicality degrees are derived from internal resemblance and external dissimilarity using the symmetric sum operator [33] . Lastly the prototype is derived from the most typical data points using the method described in the previous paragraph. Figure 6 represents the level lines of the obtained prototypes and shows they provide much richer information than a single numerical value: they model the unclear boundaries of the prototypes. They also underline the difference between the central group and the peripheral ones: no point totally belongs to the prototype of the central group, because it has no real specificity as opposed to the other categories, as it corresponds to an average behavior.
In all cases, the fuzzy prototypes characterize the subgroups, capturing their semantics: they are approximately centered around the group means but take into account the discriminative features of the clusters and underline their specificity. For instance, for the lower left cluster, the student having twice the mark 0 totally belongs to the prototype, which corresponds to the group interpretation as students having failed at both exams and underline its specificity. It is to be noticed that this results from the chosen aggregation operator (symmetric sum [33] ) that gives a high influence for external dissimilarity: it can be the case that such an extreme case should have a lower membership degree, which can be obtained changing the aggregation operator.
Extension to supervised learning: classification
In this section, we exploit the previous formalization of the typicality degrees as well as the fuzzy prototype notion to perform a supervised learning task of classification. It is true that the major interest of a prototype comes from its power of description thanks to its synthetic view of the database. But, as Zadeh underlined [38] , a fuzzy prototype can be seen as a schema for generating a set of objects. Thus, in a classification task, when a new object has to be classified, it can be compared to each fuzzy prototype and classified in the class of the nearest prototype (a sort of nearest neighbor algorithm where the considered neighbors are only the prototypes of the classes). Another approach consists in taking into account the degrees of typicality without considering the fuzzy prototypes, it means that the last step of our construction processed is missed. The difference of our approach with an instance-based learning algorithm [1] is that our methods are not lazy: the information learned during the typicality degree computation is taken into account in the classification task, more precisely in the class setting step, either by considering the nearest prototypes or by weighting the comparison by the typicality degrees. We proposed three classification methods based on typicality or on prototype notions:
• The first one is the one described above giving the class of the nearest prototype of the object to be classified. The prototype is constructed with the fuzzy value maximizing the typicality degree.
• The second one is like the first one, but the fuzzy prototype is obtained aggregating by the union (the maximum) of the values with a high typicality degree whereas the first one considers only one value.
• In the third one, a new object is compared to each object of the learning database. The comparison is the aggregation of the attribute by attribute comparisons weighted by the degree of typicality of the attribute value of the object in the learning database. Then, the class given to the unknown object is the class of the most similar object in the learning database. It is also possible to consider the k most similar objects but the realized experiments consider only the closest object relatively to the weighted similarity.
We tested these 3 methods on the microcalcifications database presented in Section 3.3 in 3 different classification problems: to classify the microcalcifications in round/not round, elongated/not elongated and small/not small. Table 1 gives the highest good classification rates obtained by each method and compares them with instance-based algorithm (IBL) with 10 neighbors. It shows that our method classifies better than IBL, highlighting the gain provided by the typicality-based approaches.
Extension to unsupervised learning: clustering
In this section, we further exploit the notion of prototype as a machine learning principle, considering the unsupervised learning case and more precisely the clustering task.
Motivation
Clustering [14] aims at decomposing a data set into subgroups, or clusters, that are both homogeneous and distinct: the fact that the subgroups are homogeneous (their compactness) implies that points assigned to the same cluster indeed resemble one another, which justifies their grouping. The fact that they are distinct (their separability) implies that points assigned to different subgroups are dissimilar one from another, which justifies their non-grouping and the individual existence of each cluster. Thus the cluster decomposition provides a simplified representation of the data set, that summarizes it and highlights its underlying structure. Now these compactness and separability properties can be matched with the properties on which typicality degrees rely, namely internal resemblance and external dissimilarity: a cluster is compact if all its members resemble one another, which is equivalent to their having a high internal resemblance. Likewise, clusters are separable, if all their members are dissimilar from other clusters members, i.e. if they have a high external dissimilarity. Thus a cluster decomposition has a high quality if all points have a high typicality degree for the cluster they are assigned to. This is illustrated using the artificial two-dimensional data set shown on figure 7a. Figures 7b and 7d present two data decompositions into 2 subgroups, respectively depicted with + and ⊳. Figures 7c and 7e show their associated typicality degree distribution: for each point, represented by its identification number as indicated on figure 7a, its typicality degrees for the two clusters are indicated, the plain line corresponding to the + cluster, the dashed one to the ⊳ cluster. It can be seen that typicality degrees take significantly higher values for the data partition of figure 7d than for the partition of figure 7b that is counter-intuitive and does not correspond to the expected decomposition: the most satisfying decomposition is the one for which each point is more typical of the cluster it belongs to.
Thus we propose to exploit the typicality degree framework to perform clustering: the typicality-based clustering algorithm (TBC) [20] looks for a decomposition such that each point is most typical of the cluster it is assigned to, and aims at maximizing the typicality degrees.
Typicality-based clustering algorithm
Following the motivations described above, the typicality-based clustering algorithm consists in alternating two steps: 1. Assuming a data partition, compute typicality degrees with respect to the clusters, 2. Assuming typicality degrees, modify the data partition so that each point becomes more typical of the cluster it is assigned to.
This means, one reduces to the supervised case considering the candidate categories provided by the data decomposition, and one then evaluates these candidates using the computed typicality degrees. According to empirical tests, this alternated process converges very rapidly to a stable partition, that corresponds to the desired partition [20] .
Among the expected advantages of this approach are robustness to outliers and ability to avoid cluster overlapping areas: both outliers and points located in overlapping areas can be identified easily, as they have low typicality degrees (respectively because of low internal resemblance and low external dissimilarity), leading to clusters that are indeed compact and separable. Moreover, after the algorithm has converged, the final typicality degree distribution can be exploited to build fuzzy prototypes characterizing the obtained clusters, offering an interpretable representation of the clusters.
Regarding the typicality computation step, two differences are to be underlined as compared to the supervised case described in Section 3. First, in the supervised learning framework, typicality is only considered for the cate-gory a point belongs to, and equals 0 for the other categories. In the clustering case, clusters are to be identified, and different assignments must be considered, thus typicality degrees are computed for all points and all clusters. The candidate partition is only used to determine which points must be taken into account for the computation of internal resemblance and external dissimilarity: for instance, for a given point, when its typicality with respect to cluster C is computed, internal resemblance is based on points assigned to C according to the candidate partition.
A second difference between supervised and unsupervised learning regards the choice of the aggregation operator defining typicality degrees from internal resemblance and external dissimilarity: it cannot be chosen as freely in both cases. Indeed, in the supervised case, on may be interested in discriminative prototypes (e.g. in classification tasks), thus a high importance may be given to external dissimilarity. In clustering, both internal resemblance and external dissimilarity must be influential, otherwise, outliers may be considered as highly typical of any cluster, distorting the clustering results. This means the aggregation operator must be a conjunctive operator or a variable behavior operator [20] .
Experimental results
In order to illustrate the properties of the typicality-based clustering algorithm (TBC), its results on the artificial two-dimensional data set shown on figure 8a are presented. The latter is made of 3 Gaussian clusters and a small outlying group in the upper left corner.
Typicality-based clustering algorithm
Figures 8b and 8c represent the level lines of the obtained typicality degree distribution and the associated fuzzy prototypes, when 3 clusters are searched for. Each symbol depicts a different cluster, the stars represent points assigned to the fictitious cluster that represents outliers and points in overlapping areas (more precisely, this cluster groups points with low typicality degrees [20] ). Figure 8b shows that the expected clusters are identified, as well as the outliers. These results show the method indeed takes into account both internal resemblance and external dissimilarity.
The effect of these two components can also be seen in the typicality distribution: on the one hand, the distributions are approximately centered around the group center, due to the internal resemblance constraint. On the other hand, the distribution of the upper cluster for instance is more spread on the x-axis than on the y-axis: the overlap with the two other clusters leads to reduced typicality degrees, due to the external dissimilarity constraint.
The associated fuzzy prototypes shown on figure 8c provide relevant summaries of the clusters: they have small support, and characterize the clusters. Indeed, they are concentrated on the central part of the clusters, but also underline their distinctive features, i.e. the particularities of each cluster as compared to the others: for the rightmost cluster for instance, the prototype is more spread in the bottom right region, indicating such values are specific for this cluster, which constitutes a relevant characterization as opposed to the 2 other clusters.
Comparison with fuzzy c-means and possibilistic c-means
So as to compare the results with classic clustering algorithms, figures 8d and 8e respectively show the level lines of the fuzzy sets built by the fuzzy c-means (FCM) algorithm [10, 2] and the distribution of coefficients obtained with the possibilistic c-means (PCM) [18] , both with c = 3. Outliers have a bigger influence for FCM than for TBC, and tend to attract all three clusters in the upper left direction. This sensitivity of FCM is well-known and can be corrected using variants such as the noise clustering algorithm [6] . Apart from the outliers assigned to the upper cluster, the FCM partition is identical to that of TBC. The main difference between TBC and FCM concerns the obtained fuzzy sets: the FCM ones are much more spread and less specific than the typicality or the prototype distributions, they cover the whole input space. Indeed, FCM do not aim at characterizing the clusters, but at describing them as a whole, representing all data points: FCM fuzzy sets aim at modeling ambiguous assignments, i.e. the fact that a point can belong to several groups simultaneously. The associated distribution thus corresponds to membership degrees that indicate the extent to which a point belongs to each cluster. Fuzzy prototypes only represent the most typical points, they correspond to fuzzy sets that characterize each cluster, indicating the extent to which a point belongs to the representative description of the cluster.
The PCM coefficients (see fig. 8e ) correspond to a third semantics. It can be observed that their distributions are spherical for all 3 clusters: the underlying functions are indeed decreasing functions of the distance to the cluster center. This implies they are to be interpreted as internal resemblances, not taking into account any external dissimilarity component. Thus, contrary to FCM, PCM are not sensitive to outliers, the latter are indeed identified as such and not assigned to any of the three clusters. Yet due this weight definition PCM suffer from convergence problems: they sometime fail to detect the expected clusters and identify several times the same cluster [13] . To avoid this effect, Timm and Kruse [34] introduce in the PCM cost function a cluster repulsion term, so as to force clusters apart. The proposed typicality-based approach can be seen as another solution to this problem: the external dissimilarity component also leads to a cluster repulsion effect. The latter is incorporated in the coefficient definition itself and not only in the cluster center expression, enriching the coefficient semantics.
Algorithm extensions
The previous typicality-based clustering mechanism can be extended to adapt to specific data or cluster constraints, we briefly mention here two extensions.
TBC does not depend on the data points themselves, but only on their comparison through resemblance and dissimilarity measures: contrary to FCM or PCM, it does not require the computation of data means and in the course of the optimization process, clusters are only represented by the set of their members, and not cluster centers. This implies that the algorithm is independent of the data nature, and makes it possible to extend it to other distances [21] : on the one hand, non-Euclidean distances can be used, in particular to identify non-convex clusters; on the other hand, non-vectorial data, such as sequences, trees or graphs can be handled.
Another extension concerns the use of typicality degrees in a GustafsonKessel manner: the Gustafson-Kessel algorithm [12] is a variant of FCM that makes it possible to identify ellipsoidal clusters, whereas FCM restrict to spherical clusters, through the automatic extraction of the cluster covariance matrices: contrary to the previous methods, the appropriate distance function is not determined at the beginning of the algorithm, but is automatically learned from the data. The Gustafson-Kessel-like typicality-based clustering algorithm [22] modifies the optimization scheme presented in Section 5.2 to estimate cluster centers and cluster covariance matrices, using as weights the typicality degrees. As TBC, it is robust with respect to outliers and able to avoid overlapping areas between clusters, leading to both compact and separable clusters [22] .
Conclusion
In this paper, we considered the cognitive definition of prototype and typicality and proposed to extend them to machine learning and data mining tasks. First, these notions make it possible to characterize data categories, underlining both the common features of the category members and their discriminative features, i.e. the category specificity, leading to an interpretable data summarization; they can be applied both to crisp and fuzzy data. Furthermore, these notions can be extended to extract knowledge from the data, both in supervised and unsupervised learning frameworks, to perform classification and clustering.
Perspectives of this work include the extension of the typicality notion to other machine learning tasks, and in particular to feature selection: when applied attribute by attribute, typicality makes it possible to identify properties that have no typical values for categories, and are thus not relevant for the category description. This approach has the advantage of defining local feature selection, insofar as attribute relevance is not defined for the whole data set, but locally for each category (or each cluster in unsupervised learning). Links with other feature selection methods, and particular entropybased approaches are to be studied in details.
