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Resumen
En este trabajo se estudia la actividad ele´ctrica card´ıaca por medio del modelo
del bidominio, el cual, describe el comportamiento ele´ctrico del tejido card´ıaco,
basado en el flujo de corriente, la distribucio´n del potencial ele´ctrico y la conser-
vacio´n de carga y corriente [7], para esto se utiliza el esquema de volu´menes finitos
construido sobre mallas rectangulares, donde se realiza un ana´lisis cualitativo de
acuerdo a las simulaciones realizadas. La discretizacio´n se enfocara´ en los algo-
ritmos existentes para ecuaciones el´ıpticas y parabo´licas donde su convergencia
estara´ garantizada por la teor´ıa cla´sica.
En general el modelo de los volu´menes finitos involucra los siguientes pasos [42]:
a) Descomposicio´n del dominio en volu´menes de control.
b) Formulacio´n de las integrales sobre cada volu´men de control.
c) Aproximacio´n de las integrales por integracio´n nume´rica.
d) Aproximacio´n de las derivadas por algu´n esquema nume´rico como el de Euler.
e) Montaje y solucio´n del sistema algebraico discreto.
Palabras Claves: Modelo del Bidominio, Volu´menes finitos, Actividad ele´ctri-
ca del tejido card´ıaco.
Abstract
In this paper heart activity through bidominio model, which study describes the
electrical behavior of cardiac tissue, based on the current flow, the distribution
of the electric potential and the conservation of charge and current [7] for this
we use the finite-volume scheme on rectangular grids built where a quantitative
analysis according to the simulations performed. The discretization will focus on
existing algorithms for elliptic and parabolic equations where convergence will be
guaranteed by the classical theory.
Generally the model of finite volumes involves the following steps [42]:
a) Decomposition of the domain in control volumes.
b) Formulation of the integrals over each control volume.
c) Approximation of integrals by numerical integration.
d) Approximation of derivatives by some numerical scheme like Euler.
e) Assembly and solution of the discrete algebraic system
Keywords: bidomain Model, Finite Volumes, electrical activity of the heart tissue
Introduccio´n
El comportamiento ele´ctrico del tejido card´ıaco es representado mediante el mo-
delo Bidominio, donde el tejido card´ıaco se considera compuesto por dos do-
minios intracelular y extracelular, interpenetrados y superpuestos, considerados
cont´ınuos, que ocupan por completo el volumen del corazo´n, dichos tejidos se
encuentran separados por la membrana celular card´ıaca que actu´a como un ais-
lante [43, 47]; el modelo bidominio se basa en un enfoque de volumen promedio,
equivalente a un modelo de cable multidimensional, que describe los potenciales
ele´ctricos promedio y los flujos de corriente intracelular y extracelular del mu´sculo
card´ıaco [38, 7].
Este modelo esta´ constituido por un sistema de ecuaciones diferenciales parciales
no lineales de tipo parabo´lico - el´ıptico con condiciones de frontera tipo Neumann,
para la resolucio´n de dichas ecuaciones se requiere de te´cnicas computacionalmen-
te efectivas, para esto se aplicara´ el esquema de volumenes finitos.
El me´todo de los volu´menes finitos es adecuado para realizar simulaciones nume´ri-
cas discretizando diversos tipos de ecuaciones (el´ıptica, parabo´lica o hiperbo´lica
por ejemplo) [8] siendo utilizado ampliamente en varios campos de la ingenieria,
tales como la meca´nica de fluidos, problemas de calor, o la ingenier´ıa de petro´leos.
Algunas de las principales caracter´ısticas del me´todo de volu´menes finitos son
iguales a las del me´todo de los elementos finitos, ver [29], se pueden usar geo-
metr´ıas arbitrarias con mallas estructurada o no estructuradas produciendo es-
quemas robustos. Como caso particular consideramos mallas rectangulares, sobre
las cuales construiremos el esquema que nos permitira´ discretizar las ecuaciones
del bidominio. Una caracter´ıstica que hace al me´todo atra´ctivo a la hora de mo-
delar problemas para los cuales el flujo es importante, es la conservacio´n local,
que permite que el flujo se mantenga de una celda a otra celda vecina. Se intro-
duce el me´todo a trave´s de ejemplos simples para luego dar una descripcio´n de la
discretizacio´n de las ecuaciones del bidominio, finalizando con un ana´lisis de los
resultados obtenidos de la simulacio´n realizada.
En el cap´ıtulo 2 se realiza una breve descripcio´n del modelo Bidominio, y se
desarrolla la construccio´n del modelo monodominio como caso particular del Bi-
domino, as´ı mismo, se presenta la formulacio´n de´bil para los modelos Bidominio
y monodominio respectivamente.
En el cap´ıtulo 3 se presenta una introduccio´n al esquema de volu´menes finitos,
con algunos ejemplos cla´sicos que permiten mostrar la aplicacio´n de la teor´ıa y
dar mayor claridad.
En el cap´ıtulo 4 se realiza la comparacio´n teo´rica entre los esquemas de diferen-
cias finitas, elementos finitos y volu´menes finitos. Por otro lado, basados en la
simulacio´n realizada en MATLAB de la solucio´n del Modelo Bidominio, se dan
algunas consideraciones y comparaciones respecto a la solucio´n con otros me´todos
de aproximacio´n.
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Cap´ıtulo 1
Fisiolog´ıa del corazo´n
El corazo´n es un o´rgano muscular situado en la cavidad tora´cica directamente
detra´s del esterno´n. Sus paredes esta´n formadas por tejido muscular card´ıaco,
reforzado por bandas de tejidos conectivo. Todo el o´rgano esta´ recubierto de una
bolsa fibrosa resistente, de tejido conectivo que se llama pericardio. La superficie
interna de este saco y la superficie externa del corazo´n esta´n cubiertas de una
capa lisa de ce´lulas parecidas a las epiteliales, sobre las que se extiende un l´ıquido
que reduce la friccio´n al mo´nimo al latir el corazo´n.
Tanto el corazo´n como todos los vasos esta´n revestidos de una capa de ce´lulas
lisas y aplanadas, el endotelio, el cual evita que la sangre se coagule en el interior
del sistemas circulatorio. Toda enfermedad o lesio´n del endotelio que provoque
en el mismo una superficie rugosa, puede ser motivo de un trombo en la cavidad.
El objetivo de este cap´ıtulo es estudiar de manera breve la fisiolog´ıia del corazo´n,
con el propo´sito de conocer algunas de las propiedades especiales del mu´sculo
card´ıaco y el funcionamiento del corazo´n en general. Para un estudio profundo
sobre la fisiolog´ıa del corazo´n, ve´ase por ejemplo, [6, 13, 15, 18, 44].
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1.1. El sistema circulatorio
El corazo´n, los vasos sangu´ıneos y la sangre en si misma son tres componentes
esenciales que requiere el cuerpo para sobrevivir. El sistema circulatorio consiste
en dos circuitos separados por los cuales viaja la sangre (el pulmonar y el siste´mi-
co). El circuito pulmonar lleva la sangre a los pulmones para ser oxigenada y la
regresa al corazo´n. En los pulmones es removido el dio´xido de carbono de la san-
gre y el ox´ıgeno es tomado por la hemoglobina en los glo´bulos rojos. El circuito
siste´mico lleva la sangre a trave´s del cuerpo para distribuir el ox´ıgeno y regre-
sa la sangre desoxigenada al corazo´n. La sangre sin ox´ıgeno llega a la aur´ıcula
derecha (AD) a trave´s de las venas cavas superior e inferior (VCS y VCI) de la
aur´ıcula derecha pasa al ventr´ıculo derecho (VD) a trave´s de la va´lvula trico´spide.
El ventr´ıculo derecho se contrae y env´ıa la sangre a la arteria pulmonar (AP) a
trave´s de otra va´lvula (la pulmonar) que evita que la sangre retroceda hacia el
ventr´ıculo. La arteria pulmonar se bifurca en dos arterias una para el pulmo´n
derecho y otra para el izquierdo (en el esquema de la circulacio´n normal, so´lo se
presenta una arteria pulmonar). En el pulmo´n se oxigena la sangre y regresa ya
oxigenada a la aur´ıcula izquierda (AI) a trave´s de las venas pulmonares. De la
aur´ıcula izquierda pasa al ventr´ıculo izquierdo (VI) a trave´s de la va´lvula mitral
y del ventr´ıculo izquierdo a la aorta (AO) a trave´s de otra va´lvula (ao´rtica). De
la aorta nacen innumerables ramas que llevan la sangre a todos los o´rganos y
tejidos. Las primeras de estas ramas son las arterias coronarias que llevan san-
gre oxigenada al propio corazo´n, a la masa muscular card´ıaca o miocardio de la
que extrae el ox´ıgeno necesario para seguir latiendo. Los dema´s o´rganos tambie´n
extraen el ox´ıgeno. La sangre ya sin ox´ıgeno regresa al corazo´n, a la aur´ıcula de-
recha, a trave´s de las venas cavas (VCS y VCI), cerra´ndose el ciclo.
Siguiendo el diagrama mostrado en la Figura 1.1 podemos describir el camino
de la circulacio´n tanto en el corazo´n como en nuestro cuerpo. El recorrido de la
sangre se inicia en el ventr´ıculo derecho (1) y se bombea la sangre por la v´ıa
(2), hacia las dos arterias pulmonares. Cuando la sangre fluye a trave´s de los
capilares pulmonares (3), estos descargan CO2 y cargan O2 a la sangre. La sangre
rica en ox´ıgeno fluye hacia atra´s a la aur´ıcula izquierda, por las venas pulmonares
(4). La sangre rica en ox´ıgeno fluye de la aur´ıcula izquierda hacia el ventr´ıculo
izquierdo (5) (cuando el ventr´ıculo se abre, la aur´ıcula se contrae). La sangre
del ventr´ıculo izquierdo pasa a la aorta (6), que lleva la sangre rica en ox´ıgeno
al sistema superior (7) y tiene tambie´n una ramificacio´n de arterias hacia abajo
(8), que abastece los o´rganos abdominales y a la parte ma´s baja del cuerpo. Las
arterias transportan la sangre a trave´s de las arteriolas, las cuales por turnos la
transporta hacia los capilares. Los capilares se reu´nen en ve´nulas que drenan e
intercambian la sangre rica en ox´ıgeno por sangre pobre en e´l. La sangre pobre
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en ox´ıgeno de la parte superior del cuerpo es llevada por una vena grande, la cava
superior(9). Igualmente ocurre con la sangre pobre en ox´ıgeno que es drenada y
llevada desde la parte inferior por medio de la vena cava inferior (10). Las dos
venas cavas llevan su sangre a la aur´ıcula derecha (11). Cuando el flujo de sangre
pasa de la aur´ıcula derecha, al ventr´ıculo derecho se completa el recorrido de la
sangre por el cuerpo humano.
Figura 1.1. El sistema circulatorio.
1.2. Fisiolog´ıa del corazo´n
El corazo´n esta´ compuesto por tres tipos principales de mu´sculo: el auricular, el
ventricular y las fibras musculares excitadoras y conductoras especializadas. Los
tipos de mu´sculo auricular y ventricular se contraen muy ra´pidamente, compara-
do con el mu´sculo esquele´tico. Las fibras excitadoras y conductoras especializadas
se contraen so´lo de´bilmente debido a que contienen pocas fibrillas contra´ctiles.
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El mu´sculo card´ıaco es una cavidad de muchas ce´lulas mioca´rdicas, todas inter-
conectadas, de tal forma que si se excita una de estas ce´lulas, el potencial de
accio´n se extiende a todas ellas. Para que la bomba funcione adecuadamente es
necesario que las redes de fibras (miocitos) que conforman el mu´sculo auricular y
ventricular se contraigan uniforme y sincro´nicamente, lo que dispone de una gran
unio´n entre los miocitos dado por los discos intercalares, que es una membrana
que permite el flujo libre de iones, entre ce´lulas, para permitir que el est´ımulo
ele´ctrico, potencial de accio´n, de un extremo se trasmita linealmente. El corazo´n
se compone en realidad de dos sincitios [24], el auricular que constituye la pared
de las dos aur´ıculas y el ventricular que constituye las paredes de los ventr´ıculos.
Las aur´ıculas esta´n separadas de los ventr´ıculos por el tejido fibroso que rodea las
aberturas valvulares existentes entre las aur´ıculas y los ventr´ıculos. Los potencia-
les de accio´n pueden ser conducidos de las aur´ıculas a los ventr´ıculos a trave´s de
un sistema especializado de conduccio´n, el haz auriculoventricular (AV), de varios
mil´ımetros de dia´metro. Esta masa muscular card´ıaca en dos sincitios funcionales
permite que la aur´ıcula se contraiga un poco antes que los ventr´ıculos, lo que hace
efectiva la bomba card´ıaca.
Figura 1.2. Naturaleza sincitial, entrelazada del mu´sculo card´ıaco
La Figura 1.2 muestra un cuadro histolo´gico t´ıpico del miocardio, con fibras
card´ıacas entrelazadas, con fibras que se dividen, se reu´nen y se separan nueva-
mente; por lo cual se ve que es un mu´sculo estriado, con miofibrillas t´ıpicas que
contienen filamentos de actina y miosina, estos filamentos se interdigitan y se des-
plazan unos a lo largo de los otros. Las a´reas oscuras que atraviesan el mu´sculo
card´ıaco se llaman discos intercalares. Adema´s, membranas celulares que separan
entre s´ı a las ce´lulas musculares card´ıacas. Se deduce que las fibras musculares
card´ıacas esta´n compuestas por muchas ce´lulas individuales conectadas en serie
entre s´ı. Las membranas celulares se fusionan unas con otras de manera que for-
man uniones permeables (gap junctions). Los iones se mueven con facilidad a lo
largo de los ejes longitudinales de las fibras musculares card´ıacas, por lo que los
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potenciales de accio´n viajan de una ce´lula card´ıaca a otra, por intermedio de los
discos intercalares, con reducida resistencia.
La Figura 1.3 ilustra las estructuras de las diferentes clases de vasos sangu´ıneos
y como se conectan estos vasos. Si se mira los capilares en su centro, ah´ı se forma
una capa de finas redes neuronales donde los materiales son intercambiados entre
la sangre y los tejidos celulares. Para cumplir con este papel, los capilares tienen
paredes muy delgadas formadas por una sola capa de ce´lulas epiteliales, las cuales
tambie´n esta´n envueltas en una delgada capa de la membrana.
Figura 1.3. Relacio´n de la estructura card´ıaca
1.3. Sistema de estimulacio´n y conduccio´n
Latir es una funcio´n propia del corazo´n, manifiesta muy pronto durante el desa-
rrollo embrionario y que continu´a durante toda la vida. Todos los tejidos necesitan
suministro constante del ox´ıgeno conducido por la sangre circulante.
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Figura 1.4. El nodo sinusal y el sistema de Purkinje del corazo´n.
En la Figura 1.4 se muestra el sistema especializado de estimulacio´n y conduccio´n
del corazo´n que controla las contracciones cardiacas. El nodo sinusal, donde se
genera el impulso r´ıtmico normal. Las v´ıas internodales que conducen el impulso
desde el nodo sinusal hasta el auriculoventr´ıcular (AV). El nodo AV, en el cual
el impulso procede de las aur´ıculas se demora antes de pasar a los ventr´ıculos. El
haz AV, conduce el impulso de las aur´ıculas a los ventr´ıculos. Las ramas derecha
e izquierda de las fibras de Purkinje, conducen el est´ımulo card´ıaco a todas las
partes de los ventr´ıculos. Las fibras o tejido de Purkinje se localizan en las paredes
internas ventriculares del corazo´n, por debajo del endocardio. Estas fibras son
fibras especializadas miocardiales que conducen un est´ımulo o impulso ele´ctrico
que interviene en el impulso nervioso del corazo´n haciendo que e´ste se contraiga
de forma coordinada. Los est´ımulos celulares se dan por potenciales de accie´n,
que no es ma´s que el cambio brusco de la polaridad de la membrana celular
(despolarizacio´n) originada por transferencia de iones, que ocasiona una sen˜al y
cambios celulares, despue´s de esto, la membrana vuelve a su potencial basal o
repolarizacio´n (ve´ase p.e., [13, 15, 44]).
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1.3.1. Tejido Nodal
El latido del corazo´n es iniciado y regulado por el tejido nodal, formado por fibras
musculares especializadas, los tejidos de Purkinje. Los vertebrados inferiores, co-
mo peces y ranas, presentan en el corazo´n una cavidad aparte, el seno venoso, en
el cual desembocan las venas y que sucesivamente encaminan la sangre hacia la
aur´ıcula derecha. En las especies ma´s evolucionadas esta disposicio´n desaparece,
excepto por un vestigio de tejido nodal que se llama nodo sinusal o sinoauricular
situado en el punto en que la vena cava superior entra en la aur´ıcula derecha,
ve´ase la Figura 1.4.
Hay un segundo nodo, asentado entre las dos aur´ıculas, inmediatamente por en-
cima de los ventr´ıculos, el nodo auriculoventricular (AV). Desde este u´ltimo des-
ciende un haz de fibras que se van arborizando a lo largo de los ventr´ıculos. El
nodo sinusal desencadena el latido cardiaco y regula la frecuencia de contraccio´n.
Por este motivo se llama marcapaso. A intervalos regulares se propaga una onda
contra´ctil desde este nodo sinoauricular por la musculatura auricular; al llegar al
nodo auriculoventricular, el impulso se propaga a los ventr´ıculos por el haz de
tejido nodal. No hay en realidad conexio´n muscular entre aur´ıculas y ventr´ıculos;
la correlacio´n entre sus respectivas contracciones se logra u´nicamente por el tejido
nodal especializado, el cual propaga los impulsos con rapidez casi 10 veces mayor
que la del mu´sculo ordinario.
La terminacio´n de las fibras del nodo sinusal se fusiona con las fibras del mu´sculo
auricular de alrededor, y los potenciales de accio´n que se originan en el nodo
sinusal salen hacia estas fibras, disemina´ndose por la masa muscular auricular
y finalmente por el nodo AV. Aqu´ı la velocidad es ma´s ra´pida 0.3 m/s, por la
presencia de tres pequen˜os fasc´ıculos de mu´sculo auricular: fasc´ıculo interauricular
anterior, medio y posterior, su velocidad de transmisio´n se debe a la presencia de
fibras especializadas similares a las de Purkinje.
1.3.2. El sistema de conduccio´n
El sistema de conduccio´n esta´ organizado de tal forma que el est´ımulo card´ıaco no
pase con demasiada rapidez; este retraso de 0.16 segundos da tiempo para que las
aur´ıculas vac´ıen el contenido a los ventr´ıculos antes de que comience la contraccio´n
ventricular. Son el nodo AV y las fibras de conduccio´n adyacentes las responsables
de este atraso del est´ımulo card´ıaco. La causa inicial de la conduccio´n lenta se
debe al taman˜o considerable, respecto de las fibras musculares auriculares. La
otra causa y tal vez la ma´s importante se debe a dos factores: (1) los potenciales
de reposo de la membrana son mucho menos negativos que el resto del miocardio,
(2) existen pocas uniones permeables laxas (gap junctions) entre las sucesivas
ce´lulas musculares. Estos dos feno´menos aumentan la resistencia al flujo de iones
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que estimulan a la ce´lula siguiente.
Las fibras de Purkinje, las cuales se dirigen a los ventr´ıculos desde el nodo AV,
excepto en su parte inicial, es decir, en la parte que atraviesa la barrera fibrosa
AV. Son fibras mayores que las musculares ventriculares y transmiten el potencial
de accio´n de 1.5 a 4 m/s. Velocidad seis veces mayor a la del mu´sculo card´ıaco. Se
cree que su rapidez de respuesta a los est´ımulos se debe a las uniones permeables
de las paredes de sus ce´lulas (gap junctions).
Por u´ltimo, la caracter´ıstica del haz AV es la capacidad de no permitir que los
potenciales de onda se devuelvan de los ventr´ıculos a las aur´ıculas por este con-
ducto. En algunos casos aparecen puentes anormales en la barrera fibrosa en un
lugar diferente al haz AV, permitiendo la devolucio´n del est´ımulo y causando una
grave arritmia.
1.3.3. Ritmo ele´ctrico de las fibras del nodo sinusal
Muchas fibras tienen la capacidad de autoexcitacio´n, proceso que puede causar
descargas y contracciones r´ıtmicas automa´ticas. La porcio´n de este sistema que
muestra la mayor capacidad de autoexcitacio´n es la formada por las fibras del
nodo sinusal [10], [35]. La Figura 1.5 muestra los potenciales de accio´n registrados
de una fibra del nodo sinusal durante tres latidos y, a t´ıtulo de comparacio´n, un
potencial de accio´n de una fibra muscular ventricular. El potencial de la fibra
del nodo sinusal entre descargas tiene una negatividad de tan solo -55 a -66 mV,
comparada con los -85 a -90 mV, de la fibra muscular ventricular. La causa de
esta menor negatividad se debe a que las membranas celulares del nodo sinusal
son permeables al sodio. Hay tres tipos de canales io´nicos de las membranas que
desempen˜an un papel importante en los cambios de voltaje del potencial de accio´n
[16], [46]. Se conocen como: (1) los canales ra´pidos de sodio, (2) los canales lentos
de calcio-sodio y (3) los canales de potasio. La apertura de los canales ra´pidos
de sodio durante unas pocas diez mile´simas de segundo es responsable del ra´pido
comienzo del potencial de accio´n (en forma de punta) que se observa en el mu´sculo
ventricular, debido a la ra´pida penetracio´n de iones positivos de sodio al interior
de la fibra.
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Figura 1.5. Descarga de una fibra del nodo sinusal.
La meseta del potencial de accio´n es causada por la apertura ma´s lenta de los
canales lentos de calcio y sodio que dura unas pocas de´cimas de segundo. La
apertura de los canales de potasio y la difusio´n de grandes cantidades de iones
positivos de potasio al exterior de las fibras devuelven el potencial de la membrana
al nivel de reposo. Existe una diferencia de estos canales en la fibra nodo sinusal.
Aqu´ı la negatividad es mucho menor que el potencial de reposo (solo -50 mV),
y a este grado de negatividad, los canales ra´pidos de sodio se han inactivado,
lo que significa que se han bloqueado. Cuando el potencial de la membrana es
menos negativo que unos -60 mV durante unos pocos milisegundos, las puertas
de inactivacio´n del lado interno se cierran y quedan as´ı. Por lo tanto, solo pueden
abrirse los canales lentos de calcio y sodio y causar as´ı el potencial de accio´n.
Como consecuencia, el potencial de accio´n se desarrolla ma´s lentamente que el
mu´sculo ventricular y se recupera con un descenso lento del potencial de accio´n,
en vez de la recuperacio´n brusca que ocurre en la fibra ventricular.
1.4. Ciclo card´ıaco
Se conoce con el nombre de ciclo card´ıaco a todos los feno´menos que ocurren
desde el inicio de la s´ıstole hasta que empieza nuevamente la otra s´ıstole. El ci-
clo card´ıaco esta´ formado por una etapa de s´ıstole, contraccio´n muscular, y otra
etapa de dia´stole, relajacio´n muscular. Si el nodo sinusal queda inutilizado por
alguna lesio´n o enfermedad, el nodo auriculoventricular toma su funcio´n como
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marcapaso. El ciclo cardiaco empieza por la despolarizacio´n automa´tica que ocu-
rre en el nodo sinusal (marcapasos cardiaco, ma´s adelante se detallara´), ubicado
en la aur´ıcula derecha cerca a la desembocadura de vena cava superior, el cual
trasmite el impulso por toda la aur´ıcula y por los haces internodales en busca de
despolarizar el nodo AV, el cual retarda el impulso alrededor de 0,1 ms para luego
enviar el impulso al ventr´ıculo. Este retraso se hace para que primero se contraiga
la aur´ıcula que el ventr´ıculo, bombeando sangre hacia el ventr´ıculo antes de que
este haga su gran s´ıstole. Es por esto u´ltimo que se conoce a las aur´ıculas como
las bombas cebadoras.
Cada latido cardiaco consta de una contraccio´n o s´ıstole, seguida de una relaja-
cio´n dia´stole. Al ritmo considerado normal de 70 latidos por minuto, cada uno de
ellos completo dura 0,85 de segundo. Las aur´ıculas y ventr´ıculos no se contraen
simulto´neamente; la s´ıstole auricular aparece primero, con duracio´n aproximada
de 0,15 de segundo, seguida de la s´ıstole ventricular, con duracio´n tambie´n aproxi-
mada de 0,30 de segundo. Durante la fraccio´n restante de 0,40 de segundo, todas
las cavidades descansaran en estado de relajacio´n. De esta manera, la funcio´n
impulsora de sangre del corazo´n sigue una sucesio´n c´ıclica. Las fases sucesivas del
ciclo, a partir de la s´ıstole auricular, son las siguientes:
a) S´ıstole auricular: a lo largo de la aur´ıcula se propaga la onda de contraccio´n,
estimulada por el nodo sinusal, con lo cual se obliga a que la sangre llene los
ventr´ıculos. E´stos esta´n ya medio llenos, por el hecho que la presio´n es ma´s
baja que en las auriculas, y las va´lvulas trico´spide y mitral esta´n abiertas.
La conduccio´n del impulso por el nodo auriculoventricular es ma´s lenta que
a lo largo de otras porciones del tejido nodal, lo que explica la breve pausa
despue´s de la s´ıstole auricular y antes de que comience la s´ıstole ventricular.
b) Comienzo de la s´ıstole ventricular: se contrae el mu´sculo de la pared ven-
tricular, estimulado por el impulso propagado por el haz de tejido nodal y
procedente del nodo auriculoventricular, con aumento ra´pido de la presio´n
en los ventr´ıculos. Al instante se cierran las va´lvulas mitral y trico´spide, lo
que contribuye al primer tono de los ruidos card´ıacos.
c) El periodo de aumento de la presio´n: la presio´n en los ventr´ıculos aumenta
ra´pidamente, pero hasta que se equilibra con la de las arterias, las va´lvulas
semilunares permanecen cerradas sin que entre ni salga sangre de los prime-
ros. En el momento en que la presio´n intraventricular sobrepasa a la de las
arterias, se abren las va´lvulas semilunares y la sangre brota en las arterias
aorta y pulmonar.
d) Comienzo de la dia´stole ventricular: al entrar en reposo los ventr´ıculos, su
presio´n interna desciende hasta ser menor a la de las arterias, motivo de que
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las va´lvulas semilunares se cierren de golpe y se perciba el segundo ruido
card´ıaco.
e) Periodo de descenso de la presio´n: despue´s del cierre de las va´lvulas semilu-
nares, las paredes ventriculares siguen relaja´ndose, con paralelo descenso de
la presio´n. Las va´lvulas trico´spide y mitral siguen cerradas porque la pre-
sio´n ventricular, au´n sigue siendo mayor que la auricular. La relajacio´n de
las paredes ventriculares da motivo a que al fin la presio´n intraventricular
sea inferior a la de las aur´ıculas, lo que abre las va´lvulas mitral y trico´spide,
con el consiguiente descenso de sangre de aque´llas a los ventr´ıculos.
1.5. Algunas afecciones cardiacas
Las alteraciones de cualquier parte del corazo´n, incluidas las aur´ıculas, el sistema
de Purkinje, o los ventr´ıculos, puede causar una descarga r´ıtmica de impulsos
que se extienden a todas direcciones por la totalidad del corazo´n. La causa ma´s
frecuente esta´ en las v´ıas de reentrada que actu´an como un circuito localizado que
se autoexcita repentinamente, imponie´ndose como un marcapaso del corazo´n.
1.5.1. Infarto de miocardio
En la mayor´ıa de los casos, el infarto de miocardio se debe a la arteriosclerosis
de las arterias coronarias. Otras causas pueden ser las embolias y las anomal´ıas
conge´nitas. Los estrechamientos de la luz (estenosis) de las arterias coronarias
se forman a trave´s de un proceso denominado ateroge´nesis, que consiste en el
depo´sito de ce´lulas, de tejido conectivo y de l´ıpidos, tanto intracelulares como
extracelulares, compuestos por colesterol, e´steres de colesterol, triglice´ridos y fos-
fol´ıpidos. Este depo´sito se realiza exce´ntricamente, formando la placa de ateroma
que se calcifica con frecuencia, o bien hemorragia de los pequen˜os vasos que cre-
cen dentro de la lesio´n. El aumento lento y progresivo de la placa va obstruyendo
la luz intraarterial, lo que impide el paso de la sangre o crea turbulencias del
flujo. De forma aguda, la obstruccio´n total puede deberse a la formacio´n de un
trombo en la superficie irregular de la placa ateromatosa, a la hemorragia en su
interior, al desprendimiento de una placa o al espasmo arterial en una zona de
por s´ı comprometida, ve´ase la Figura 1.6.
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Figura 1.6. Regio´n dan˜ada por infarto al mioca´rdio.
El infarto del miocardio es consecuencia de la trombosis coronaria. El infarto
subendoca´rdico (infarto incompleto), casi siempre obedece a la oclusio´n subtotal
de una arteria coronaria (trombosis) y tiene buen prono´stico inmediato, pero
tard´ıamente es causa de s´ındromes isqu´ımicos agudos si no se corrige la isquemia
residual. La enfermedad coronaria empieza cuando en estos pequen˜os vasos se
desarrollan las llamadas placas de ateroma, que son un cu´mulo de colesterol,
calcio y otras sustancias en las paredes de los vasos, ve´ase la Figura 1.7.
Figura 1.7. Arteria obstruida.
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Entonces se compromete en mayor o menor grado el flujo de ox´ıgeno y nutrientes
al propio corazo´n, con efectos que var´ıan desde una angina de pecho o un infarto
de miocardio, hasta una insuficiencia card´ıaca. La arteriosclerosis en los distintos
vasos ocurre de forma irregular, en unos mucho ma´s que en otros. La presencia en
un vaso dado de placas de ateroma hace que en dicho vaso existan estrechamientos
y que en ellos se desarrolle ma´s fa´cilmente un trombo, un coa´gulo de plaquetas,
prote´ınas de la coagulacio´n y desechos celulares que acaba taponando el vaso.
Una embolia es un trombo que ha viajado por la sangre hasta llegar a un vaso
pequen˜o donde se enclava como un e´mbolo. Trombosis y embolia son, te´rminos
equivalentes. Los mismos factores que favorecen la arteriosclerosis son los factores
que favorecen el desarrollo de enfermedad coronaria.
1.5.2. Taquicardia ventricular
Otro tipo de afeccio´n es la taquicardia ventricular, consiste que el corazo´n late
demasiado ra´pido. Si el problema comienza en las ca´maras inferiores del corazo´n,
esto se llama taquicardia ventricular. Cuando el corazo´n hace una taquicardia
ventricular no bombea sangre tan bien. Como consecuencia, e´ste bombea menos
sangre hacia su cuerpo y hacia su cerebro. La v´ıctima puede sentir que el corazo´n
le late con fuerza o puede sentir ve´rtigo o desmayarse. Si la taquicardia ventricular
no se trata apropiadamente puede causar la muerte.
1.5.3. Fibrilacio´n
Cuando un impulso penetra desde la aur´ıcula se difunde hasta el final del ventr´ıcu-
lo en aproximadamente 0,06 segundos. El ventr´ıculo queda en estado refractario,
y por tanto el impulso se interrumpe. En condiciones anormales el impulso puede
continuar dando vueltas alrededor del corazo´n por largo tiempo, en un movimien-
to circular. En consecuencia, se suprime la accio´n de bomba del corazo´n, pues el
bombeo requiere que el mu´sculo se relaje y se contraiga. Durante un movimiento
circular los mu´sculos de todo el corazo´n ni se relajan ni se contraen simulta´nea-
mente. Los movimientos circulares alrededor de las aur´ıculas causan el llamado
aleteo auricular, con las aur´ıculas aleteando ra´pidamente, pero incapaces de im-
pulsar sangre. Sus movimientos circulares pueden pasar en formas irregulares
alrededor de la aur´ıcula provocando fibrilacio´n auricular, pequen˜os movimientos
de fibrilacio´n del mu´sculo. Los movimientos circulares que se desarrollan en el
ventr´ıculo produce fibrilacio´n ventricular, en la cual el mu´sculo se contrae conti-
nuamente en movimientos fibrilantes finos ondulatorios. Tales ventr´ıculos no son
capaces de impulsar la sangre, y la persona muere ra´pidamente.
La fibrilacio´n ventricular puede iniciarse con un choque de corriente alterna de
60 ciclos, haciendo que los impulsos vayan en muchas direcciones al mismo tiem-
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po en el corazo´n, y establece tipos irregulares de transmisio´n del impulso. En la
fibrilacio´n ventricular podemos decir que el corazo´n simplemente tiembla y no
bombea sangre hacia el cuerpo o hacia el cerebro. A menos que se de tratamiento
en cinco a diez minutos la fibrilacio´n ventricular causa la muerte. Este tratamien-
to se realiza con un desfibrilador, que es un dispositivo disen˜ado para detectar
ro´pidamente un ritmo card´ıaco anormal y potencialmente mortal, proveniente de
la ca´mara inferior del corazo´n.
En una descarga desfibrilatoria pasa un gran flujo de electrones a trave´s del co-
razo´n por un corto periodo de tiempo. El flujo de electrones se llama corriente, la
cual se mide en amperes. La presio´n de empuje del flujo de electrones es denomi-
nada potencial ele´ctrico, y el potencial es medido en voltios. Siempre existe una
resistencia al flujo de los electrones, el cual es denominado impedancia, y se mide
en ohms. En otras palabras, una descarga desfibrilatoria es el flujo de electrones
con cierta presio´n durante cierto per´ıodo de tiempo (usualmente milisegundos) a
trave´s de una sustancia que genera resistencia, la impedancia transtora´cica. La
desfibrilacio´n es realizada por el pasaje de una suficiente cantidad de corriente
ele´ctrica (amperes) a trave´s del corazo´n por breves periodos de tiempo. El flu-
jo de corriente es determinado por la energ´ıa elegida (joules) y la impedancia
transtora´cica (ohms), o resistencia al flujo de la corriente.
En general, un desfibrilador consta de un mando que regula la intensidad de la
corriente ele´ctrica (100, 200, 300, 400 julios); unos cables, que se colocan en el
to´rax del paciente y recogen la actividad ele´ctrica card´ıaca (electrocardiograma o
ECG); una pantalla donde puede observarse el registro ECG; una pequen˜a impre-
sora de papel y dos paletas que administran la descarga ele´ctrica sobre la pared
tora´cica del paciente. Este choque pasa por el corazo´n e interrumpe los latidos
irregulares. Entonces el corazo´n vuelve a latir de manera regular. El desfibrilador
so´lo es eficaz en caso de fibrilacio´n ventricular, cualquier otra arritmia (taqui-
cardia ventricular, asistolia, disociacio´n AV, fibrilacio´n auricular, taponamiento
cardiaco u otras causas de s´ıncope) no responde a este tipo de maniobra.
Cap´ıtulo 2
Generalidades de la dina´mica
ce´lular card´ıaca
El corazo´n posee un sistema llamado cardionector formado por un grupo de ce´lu-
las destinadas a producir la excitacio´n y conduccio´n del corazo´n. Cuando las
ce´lulas esta´n en reposo, existe una diferencia de potencial a trave´s la membrana
celular, en condiciones de reposo, el potencial dentro de las ce´lulas, llamado el
potencial intracelular, es negativo en comparacio´n con el potencial extracelular
esta diferencia de cargas a ambos lados de la membrana se denomina potencial
de reposo. Si el interior de la ce´lula se hace menos negativo, llegando a un nivel
cr´ıtico, aparece un cambio fuerte en la permeabilidad, entrando masivamente ca-
tiones que invierten la carga a uno y otro lado de la membrana, genera´ndose el
llamado potencial de accio´n. Este cambio en la polaridad de la ce´lula es lo que
llamamos despolarizacio´n. [34, 39, 18, 43]
2.1. Membrana celular
La membrana celular o membrana plasma´tica es una bicapa de de l´ıpidos con-
formada por fosfol´ıpidos, glicol´ıpidos y prote´ınas, de aproximadamente 5 a 8 nm
de espesor, aunque es impermeable en s´ı a los iones, esta´ perforada por un gran
nu´mero de canales formados por prote´ınas, fundamentales mantener las concen-
traciones io´nicas correctas en las ce´lulas; permitiendo reducir la difusio´n de iones
y mole´culas en el interior y exterior de la ce´lula, dichas mole´culas pueden ser
transportadas por diversos procesos entre ellos o´smosis y difusio´n simple, etc.
En el caso de las ce´lulas excitables, la membrana celular es fundamental en la
produccio´n y propagacio´n de impulsos o sen˜ales, permitiendo responder de forma
espec´ıfica en diversos procesos celulares[18, 39, 40, 43]. En la siguiente figura se
muestra la estructura de la membrana celular.
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Figura 2.1. Membrana Celular.
A continuacio´n realizaremos una breve descripcio´n de algunos componentes fun-
damentales de la membrana celular permitiendo una mayor comprensio´n de las
mismas, estos son los canales io´nicos, bombas de la membrana y uniones Gap,
basados en [39, 43, 18].
2.1.1. Canales io´nicos
Un canal io´nico es una estructura de prote´ınas que tiene la capacidad de abrir y
cerrar en respuesta a los cambios de las concentraciones y del cambio ele´ctrico,
de igual forma catalizan el flujo de iones provocando cambios de voltaje a trave´s
de una membrana. existen diversos tipos de canales io´nicos pero no existen una
caracterizacio´n esta´ndar de ellos, entre los mas comunes esta´n: Los canales de
sodio, potasio y calcio.
Los Canales de Sodio permiten el paso de iones sodio a trave´s de la membra-
na celular; en las ce´lulas card´ıacas son responsables de la fase de despolarizacio´n
del potencial de accio´n.
Los Canales de Potasio permiten la salida de iones de potasio a trave´s de la mem-
brana celular; en ce´lulas excitables, como las card´ıacas, conduce a la repolariza-
cio´n del potencial de membrana, siendo fundamental para mantener el potencial
de reposo.
Los Canales de Calcio la entrada de calcio al espacio intracelular es esencial para
la interaccio´n de las prote´ınas que son responsables de la contraccio´n meca´nica
del corazo´n.
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2.1.2. Bombas io´nicas
Las bombas son prote´ınas que utilizan la energ´ıa de la hidro´lisis de ATP para
realizar un transporte activo a trave´s de la membrana celular, de un ion o mole´cula
en contra de un gradiente de concentracio´n qu´ımica o potencial ele´ctrico o ambos,
por ejemplo: La bomba de sodio potasio y la bomba de calcio[19, ?].
La bomba de Na − K en un solo procedimiento transporta 3 iones de sodio
fuera de la ce´lula y permite la entrada de dos de potasio, obteniendo que los
iones con ma´s carga positiva este´n fuera de la ce´lula comparados con los que se
encuentran al interior de la celula, estableciendo una diferencia de potencial en
la membrana[43, 17]. En la siguiente figura se puede visualizar dicho proceso.
Figura 2.2. Bomba de Sodio-Potasio.
En las ce´lulas card´ıacas, algunos canales se abren en la fase de despolarizacio´n
debido a un pequen˜o est´ımulo ele´ctrico, cabe aclarar que si dicho est´ımulo no
supera cierto umbral del potencial, no se producen cambios significativos en el
potencial de la membrana.
2.1.3. Uniones gap
Las uniones gap o uniones comunicantes son conexiones que se abren o se cierran
formadas por el acoplamiento de complejos prote´ıcos, basados en prote´ınas lla-
madas conexinas en ce´lulas estrechamente adheridas; siendo las componentes mas
importantes en el acoplamiento ele´ctrico y en la propagacio´n, ya que permiten el
flujo de la corriente ele´ctrica a ce´lulas adyacentes a trave´s del miocardio.
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2.1.4. Modelo de FitzHugh-Nagumo
El modelo de FitzHugh-Nagumo fue presentado en 1962 como una simplificacio´n
del modelo de 4 ecuaciones diferenciales no lineales de Hodgkin y Huxley, que
describe las propiedades mas importantes del potencial de accio´n y su dina´mica;
la reduccio´n de FitzHugh-Nagumo a un sistema de 2 ecuaciones diferenciales de
primer orden una lineal y otra cu´bica, permite realizar un ana´lisis mas sencillo e
intuitivo, pero que conserva las cara´cter´ısticas cualitativas del modelo inicial.[1,
14, 39]. Simulta´neamente Jin-Chi Nagumo propuso un sistema ana´logo, basado
en un circuito cuyas ecuaciones son las de FitzHugh, por tal motivo las ecuaciones
se conocen como el modelo de FitzHugh-Nagumo.
Las ecuaciones de FitzHugh-Nagumo esta´n dadas por [12, 23]:
dv
dt
= v(v − α)(1− v)− w + Iapp
dw
dt
= ε(v − γw)
donde, v y w representan las variable ra´pida(potencial) y de recuperacio´n(lenta)
respectivamente, para los para´metros α y ε que controlan comportamientos es-
pec´ıficos del modelo, se tiene que 0 < α < 1 , ε 1; la primera ecuacio´n modela
el cambio de voltaje y la segunda modela la variable de recuperacio´n del potencial
de accio´n.[18, 43].
Figura 2.3 Gra´ficas para v(Linea solida) y w(Linea punteada)
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La anterior gra´fica muestra el potencial de accio´n al aplicar un est´ımulo Iapp de
0.05 que dura de t = 50 a t = 60, donde α = 0,13 , ε = 0,013 y γ = 1,0 son los
valores originales del modelo.
2.2. Conductividad anisotro´pica del tejido
La conductividad del tejido card´ıaco tiene un comportamiento anisotro´pico, es
decir, presenta variaciones en sus propiedades segu´n la direccio´n y el lugar donde
se realice la medicio´n. La conductividad ele´ctrica del tejido card´ıaco debido a
su cara´cter aniso´tropico puede representarse por medio de tensores, los cuales al
igual que las fibras van a lo largo del tejido.
Definimos en un punto dado de la fibra, un sistema local de vectores ortogonales
unitarios[16, 47, 43] , tal que:
A =
[
al at an
]
(2.1)
al = vector paralelo a la fibra
at = vector transversal a la lamina fibra
El tensor de conductividad local y el campo ele´ctrico expresado en te´rminos de
la base local, esta dada por:
M∗ =
[
σl 0
0 σt
]
(2.2)
E∗ =
[
e1
e2
]
(2.3)
Considerando la ley de Ohm tenemos que:
J∗ = M∗E∗ (2.4)
=
[
σl 0
0 σt
] [
e1
e2
]
=
[
σle1
σte2
]
=
[
J1
J2
]
De acuerdo a 2.2, La conductividad de los medios intracelular y extracelular
expresada en te´rminos de la base locale(al, at, an), se representa por:
M∗i =
[
σil 0
0 σit
]
M∗e =
[
σel 0
0 σet
]
(2.5)
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Por otro lado, el vector corriente (J) y el campo ele´ctrico (E) en coordenadas
rectangulares esta´ dado por:
J = A∗J∗
E = AE∗
(2.6)
donde, A = (al, at) E∗ = A−1E
Como las columnas de A son vectores unitarios ortogonales, es decir A es or-
togonal, entonces A−1 = AT reemplazando 2.4 en 2.6 , obtenemos la relacio´n
entre E y J respeto a las coordenadas globales
J = A ∗ J∗
= AM ∗ E∗
= AM ∗ A−1E
= AM ∗ ATE
De acuerdo a esto, los tensores de conductividad global Mi y Me esta´n definidos
como:
Mi = AM
∗
i A
T
Me = AM
∗
eA
T
(2.7)
M∗e y M
∗
e son los tensores de conductividad intracelular y extracelular expresados
en la base local (al, at)
Ya que [al, at]
T es una base local, se tiene que I = [ala
T
l , ata
T
t ]
si reemplazamos 2.5 en 2.7 respectivamente,
Mi = AM
∗
i A
T
Mi =
[
al at
] [σil 0
0 σit
] [
al
at
]
se obtiene,
Mi = σ
i
lala
T
l + σ
i
tata
T
t
de forma ana´loga,
Me = σ
e
l ala
T
l + σ
e
tata
T
t
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sumando y restando σitala
T
l y aplicando ??
Mi = σ
i
lala
T
l + σ
i
tata
T
t
= σilala
T
l + σ
i
tata
T
t + σ
i
tala
T
l − σitalaTl
= σit(ala
T
l + ata
T
t ) + σ
i
lala
T
l − σitalaTl
= σitI + (σ
i
l − σit)alaTl
as´ı para Me se tiene que:
Me = σ
e
t I + (σ
e
l − σet )alaTl
resumiendo lo anterior tenemos que,
Mj = σ
j
t I + (σ
j
l − σjt )alaTl
donde, σjl = σ
j
l (x) ∈ C1(<2) y σjt (x) ∈ C1(<2), j ∈ i, e son conductividades
intracelular y extracelular respectivamente, en direccio´n parale´la y transversal a
lo largo de la fibra [2].
Figura 2.4 Representacio´n de la fibra.
Ahora, si se considera que la fibra rota respecto al eje x, la matriz de rotacio´n A
del sistema local al sistema global y AT del global al local esta´n dadas por:
A =
[
cos θ − sin θ
sin θ cos θ
]
AT =
[
cos θ − sin θ
sin θ cos θ
]
(2.8)
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De acuerdo a lo anterior,
Mi = AM
∗
i A
T ; Me = AM
∗
eA
T (2.9)
Sustituyendo 2.8 en 2.9, obtenemos en forma general que:
Mj =
[
cos2 θσjl + sin
2 θσjt sin
2 θ cos2 θ(σjl − σjt )
sin2 θ cos2 θ(σjl − σjt ) cos2 θσjl + sin2 θσjt
]
Para j = {i, e}, donde θ es el a´ngulo entre la direccio´n de la fibra y el eje x
Cap´ıtulo 3
Modelo Bidominio
3.1. Ecuacio´n del cable
Las neuronas y ce´lulas card´ıacas esta´n entre las ce´lulas de nuestro cuerpo que
poseen una mayor estructura de cable, considerando un cable como cualquier
estructura que proporciona de forma unidimensional, una v´ıa de cominicacio´n
para una sen˜al ele´ctrica. La teor´ıa cla´sica del cable se remonta a los estudios
de Lord Kelvin en 1855 para la sen˜al del cable tele´grafo, la aplicacio´n de la
ecuacio´n del cable al comportamiento neuronal se debe principalmente a Hodgkin
y Rushton(1946).
A continuacio´n se realizara´ una descripicio´n de la ecuacio´n del cable tomando
como referencia [18]. Consideremos la ce´lula como una pieza cil´ındrica alargada
que cubre el citoplasma; suponer que el potencial depende solo de la longitud y
no de variables radiales angulares, permite analizar al cable en una dimensio´n,
este supuesto se denomina como hipo´tesis, de nu´cleo de conduccio´n. la siguiente
figura muestra el esquema del modelo.
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Figura 3.1 Modelo del cable.
Al dividir el cable en trozos cortos de longitud ∆x, las corrientes en cualquier
seccio´n de dicho cable se balancean y u´nicamente aparece la corriente axial que
tiene componentes intracelulares y extracelulares, las cuales asumimos que son
ohmicas; de acuerdo a la figura anterior y aplicando la ley de Ohm se tiene que
el voltaje para la componente intracelular esta´ dado por:
Vi(x+ ∆x)− Vi(x) = −Ii(x)ri∆x (3.1)
donde Vi es el voltaje intracelular, ri y Ii son la resistencia intracelular por unidad
de longitud y la corriente axial intracelular respectivamente. De forma ana´loga
para la componente extracelular el voltaje esta´ dado por:
Ve(x+ ∆x)− Ve(x) = −Ie(x)re∆x (3.2)
dividiendo en ∆x las ecuaciones 3.1 y 3.2, luego tomando ∆x→ 0 tenemos que:
Ii = − 1
ri
∂Vi
∂x
(3.3)
Ie = − 1
re
∂Ve
∂x
(3.4)
Ahora, considerando que el cable no es afectado por otras corrientes adicionales y
que la membrana se puede expresar por un circuito, la corriente axial total puede
escribirse como:
IT = Ii + Ii
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Aplicando las leyes de Kirchhoff, y teniendo en cuenta que el cambio en las corrien-
tes axiales intracelulares y extracelulares se debe a la corriente transmembrana,
obtenemos,
Ii(x)− Ii(x+ ∆x) = Ie(x)− Ie(x+ ∆x) = Itm∆x
dividiendo en ∆x y tomando ∆x→ 0 tenemos que:
Itm = −∂Ii
∂x
=
∂Ie
∂x
(3.5)
considerando que IT = Ii + Ii, sustituyendo por 3.3
IT = − 1
ri
∂Vi
∂x
− 1
re
∂ve
∂x
como V = Vi − Ve entonces ∂V
∂x
=
∂Vi
∂x
− ∂Ve
∂x
reemplazando se tiene,
IT = − 1
ri
∂Vi
∂x
− 1
re
(
∂Vi
∂x
− ∂V
∂x
)
=
(
− 1
ri
− 1
re
)(
∂Vi
∂x
)
+
1
re
∂V
∂x
=
−re − ri
rire
(
∂Vi
∂x
)
+
1
re
∂V
∂x
−IT = re + ri
rire
(
∂Vi
∂x
)
− 1
re
∂V
∂x
(3.6)
multiplicando por − re
re + ri
re
re + ri
IT = − 1
ri
(
∂Vi
∂x
)
+
1
re + ri
∂V
∂x
en consecuencia,
1
ri
(
∂Vi
∂x
)
=
(
1
re + ri
)
∂V
∂x
− re
re + ri
IT (3.7)
sustituyendo 3.3 en 3.7
1
ri
(
∂Vi
∂x
)
=
(
1
re + ri
)
∂V
∂x
− re
re + ri
IT
−Ii =
(
1
re + ri
)
∂V
∂x
− re
re + ri
IT
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derivando respecto a (x) y como IT es constante ya que no hay variacio´n en el
potencial
−∂Ii
∂x
=
∂
∂x
[(
1
re + ri
)
∂V
∂x
− re
re + ri
IT
]
−∂Ii
∂x
=
∂
∂x
[(
1
re + ri
)
∂V
∂x
]
−∂Ii
∂x
=
(
1
re + ri
)
∂2V
∂x2
reemplazando 3.5 en la expresio´n anterior se tiene que,
Itm =
(
1
re + ri
)
∂2V
∂x2
recordemos que Itm es la suma de las corrientes capacitivas e io´nicas, es decir
Itm = Cm
∂V
∂t
+ Iion
de acuerdo a lo anterior,
p
(
V
rm
+ Cm
∂V
∂t
)
=
1
re + ri
∂2V
∂2x
donde rm es la resistencia de la membrana y Cm es la capacitancia, en consecuen-
cia, suponiendo que ri, re son constantes y que p es el per´ımetro del axo´n.
reorganizando te´rminos en la expresio´n anterior.
rm + Cm
∂V
∂t
+ rmIion =
rm
p(re + ri)
∂2V
∂2x
considerando ri y re constantes, tomando λm =
√
rm
p(re + ri)
y τm = rmCm pode-
mos reescribir la expresio´n, obteniendo:
τm
∂V
∂t
+ rmIion = λ
2
m
∂2V
∂2x
(3.8)
si reescalamos la corriente io´nica para alguna funcio´n f(depende del voltaje y
tiempo)que tiene unidades de voltaje, se define
Iion = f(V, t)
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introduciendo variables adimensionales
T =
t
τm
y X =
x
λm
la ecuacio´n 3.8 toma la forma,
∂V
∂T
=
∂2V
∂2X
+ f(V, T ) (3.9)
La ecuacio´n 3.9 se conoce como la ecuacio´n del cable. Si consideramos un cable
cortado, con V = 0 en la frontera tendr´ıamos condiciones de Dirichlet, por otro
lado si consideramos condiciones de Neumann tendrA˜amos que ∂V
∂T
= 0 en la
frontera, corresponde a un cable que termina con una membrana.
3.2. Descripcio´n del modelo bidominio
El corazo´n esta´ conformado por un nu´mero demasiado grande de ce´lulas, lo cual
no permite modelar cada ce´lula de forma individual y tener un control completo
de las variaciones de los potenciales[43], el modelo Bidominio esta´ basado en un
enfoque de volumen promedio.
El modelo Bidominio, describe el comportamiento ele´ctrico del tejido, basado en
el flujo de corriente, la distribucio´n del potencial ele´ctrico y la conservacio´n de
carga y corriente[7]. El tejido card´ıaco esta´ compuesto por dos dominios intra-
celular y extracelular, interpenetrados y superpuestos, considerados continuos y
que ocupan por completo el volu´men del corazo´n, dichos tejidos se encuentran
separados por la membrana celular card´ıaca que actu´a como un aislante.
El dominio espacial de nuestro modelo es un subconjunto acotado ω ⊂ <2 con
frontera suave ∂ω; los potenciales intracelular y extracelular se denotan por
ui = u(x, t) y ue = ue(x, t) respectivamente, v = v(x, t) := ui − ue es conoci-
do como el potencial transmembrana, la conductividad del tejido intracelular y
extracelular esta´ representada por Mi y Me.
A partir de las ecuaciones de Maxwell, la relacio´n entre los campos ele´ctrico y
magne´tico viene dada por
∇× E + ∂B
∂t
= 0
donde E y B son los puntos fuertes de los campos ele´ctricos y magne´ticos, res-
pectivamente. La corriente J en un conductor viene dada por la relacio´n general:
J = ME
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Se tiene que
J = −M∇u
donde M es la conductividad del medio. De acuerdo a esto,
Ji = −Mi∇ui
Je = −Mi∇ue
(3.10)
Supongamos que el u´nico camino de flujo de corriente es a trave´s de la membrana
celular, iapp(x, t) = iapp es una corriente de estimulacio´n aplicada al espacio ex-
tracelular (Por ejemplo, estimulacio´n de electrodos)[9]. La corriente intracelular
a trave´s de la membrana por unidad de volumen(Im) puede expresarse para los
espacios intracelulares y extracelulares, como:
∇ · Ji = −Im
∇ · Je = Im − iapp
(3.11)
donde, Im es la corriente transmembrana por unidad de volumen, que se compone
de una corriente capacitiva y una corriente io´nica [7], dada por;
Im = β
{
Cm
∂v
∂t
+ Iion
}
(3.12)
Sustituyendo 3.10 y 3.12 en 3.11
∇ ·Mi∇ui = Im (3.13)
∇ ·Me∇ue − iapp = −Im (3.14)
−∇ ·Mi∇ui = ∇ ·Me∇ue + iapp (3.15)
Por la ley de conservacio´n de corriente,
∇ · (Mi∇ui) = −∇ · (Me∇ue) (3.16)
Sustituyendo 3.12 y reorganizando te´rminos en las ecuaciones 3.13 y 3.14
βCm
∂v
∂t
−∇ · (Mi∇ui) + βIion = 0
βCm
∂v
∂t
+∇ · (Me∇ue) + βIion = iapp
Considerando el modelo para la membrana de Fitzhugh- Nagumo, dado por:
H(v, w) = av − bw
Iion(v, w) = −λ(w − v(1− v)(v − θ))
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donde a, b, λ y θ son para´metros propios del sistema. El modelo Bidominio esta´ da-
do por el siguiente sistema de reaccio´n - difusio´n:
βCm
∂v
∂t
−∇ · (Mi∇ui) + βIion = 0
βCm
∂v
∂t
+∇ · (Me∇ue) + βIion = iapp
∂v
∂t
−H(v, w) = 0
(3.17)
Ya que estamos considerando que el tejido card´ıaco esta´ aislado, utilizamos la
condicio´n que el flujo en frontera es cero, es decir,
(Mj(x)∇(uj)) · n = 0 sobre
∑
T
:= ∂Ω× (0, T ), j ∈ {e, i} (3.18)
Reescribiendo 3.17 en te´rminos de v y ue Restando Mi∇ue de 3.15 se tiene que:
∇ ·Me∇ue + iapp = −∇ ·Mi∇ui
∇ ·Me∇ue + iapp −Mi∇ue = −∇ ·Mi∇ui −Mi∇ue
∇ ·Mi∇(ui − ue) = −∇ · (Mi +Me)∇ue − iapp
∇ ·Mi∇v = −∇ · (Mi +Me)∇ue + iapp
∇ · (Mi +Me)∇ue +∇ ·Mi∇v = iapp (3.19)
Por tanto, el modelo en te´rminos de v y ue es un sistema parabo´lico-el´ıptico fuer-
temente acoplado esta´ dado por
βCm
∂v
∂t
+∇ · (Me∇ue) + βIion = iapp
∇ · (Mi +Me)∇ue +∇ ·Mi∇v = iapp
∂v
∂t
−H(v, w) = 0
(3.20)
Imponemos condiciones iniciales v(0, x) = v0(x), w(0, x) = w0 x ∈ Ω
Para encontrar la solucio´n v se requiere para la solucio´n v de el modelo bidominio
que el valor inicial v0 sea compatible con 3.18, entonces, si ui y ue son valor fijos,
el problema puede no tener solucio´n, esto nos lleva a imponer la condicio´n de
compatibilidad, ∫
Ω
ue(x, t)dx = 0 para casi todo punto, t ∈ (0, T ) (3.21)
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3.3. Modelo monodominio
Si Mi ≡ λMe para alguna constante λ ∈ R el sistema 3.17 es equivalente a una
ecuacio´n parabo´lica para el potencial transmebrana v, acoplado a una ecuacio´n
diferencial ordinaria para la variable gating w, tal que, tomando la segunda ecua-
cio´n de 3.17 y multiplicando por
1
1 + λ
obtenemos,
1
1 + λ
βCm
∂v
∂t
− 1
1 + λ
∇ ·Mi∇ui + 1
1 + λ
βIion = 0
βCm
1 + λ
∂v
∂t
−∇ · Mi
1 + λ
∇ui + βIion
1 + λ
= 0 (3.22)
Ahora multiplicando la primera ecuacion de 3.20 por λ
1+λ
λ
1 + λ
βCm
∂v
∂t
+
λ
1 + λ
∇ ·Me∇ue + λ
1 + λ
βIion =
λ
1 + λ
iapp
λ
1 + λ
βCm
∂v
∂t
+∇ · λMe
1 + λ
∇ue + λ
1 + λ
βIion =
λ
1 + λ
iapp
λ
1 + λ
βCm
∂v
∂t
+∇ · Mi
1 + λ
∇ue + λ
1 + λ
βIion =
λ
1 + λ
iapp (3.23)
Sumando 3.22 y 3.23 obtenemos
βCm
∂v
∂t
−∇ · Mi
1 + λ
∇ui +∇ · Mi
1 + λ
∇ue + βIion = λ
1 + λ
iapp
βCm
∂v
∂t
−∇ · Mi
1 + λ
∇(ui − ue) + βIion = λ
1 + λ
iapp
βCm
∂v
∂t
−∇ · Mi
1 + λ
∇v + βIion = λ
1 + λ
iapp
El modelo monodominio esta´ dado por:
βCm
∂v
∂t
−∇ · Mi
1 + λ
∇v + βIion = λ
1 + λ
iapp
∂v
∂t
−H(v, w) = 0
(3.24)
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3.4. Fo´rmula variacional
Modelo bidominio
Sea ϕ, ξ, ψ ∈ C∞(Ω× [0, T ]), multiplicamos por la funcio´n test ϕ ambos lados de
3.20, luego integramos por partes sobre ΩT = Ω× [0, T ].
Para la primera ecuacio´n de 3.20 tenemos que:
βCm
∂v
∂t
ϕ+∇ · (Me∇ue)ϕ+ βIionϕ = Iappψ
∫
ΩT
βCm
∂v
∂t
ϕ+
∫
ΩT
∇ · (Me∇ue)ϕ+ βIion =
∫
ΩT
Iappϕ
ϕβCmv
∣∣∣∣ΩT−∫ΩT βCm∂ϕ∂t +Me)∇ueϕ
∣∣∣∣
∂ΩT
− ∫
ΩT
Me)∇ue·∇ϕ+
∫
ΩT
βIionϕ =
∫
ΩT
Iappϕ
ϕβCmv
∣∣∣∣
ΩT
+
∫
ΩT
−βCm∂ϕ∂t −Me∇ue · ∇ϕ+ βIionϕ =
∫
ΩT
Iappϕ
βCm
∫
Ω
v0(x)ϕ0(0, x)dx+
∫
ΩT
−βCm∂ϕ∂t−Me∇ue·∇ϕ+βIionϕdx dt =
∫
ΩT
Iappϕdxdt
Para la segunda ecuacio´n de 3.20 tenemos que:
∇ · (Mi +Me)∇ueϕ+∇ ·Mi∇vϕ = iappψ
∫
ΩT
∇ · (Mi +Me)∇ueϕ+
∫
ΩT
∇ ·Mi∇vϕ =
∫
ΩT
iappψdxdt
(Mi +Me)∇ueϕ
∣∣∣∣
ΩT
−
∫
ΩT
(Mi +Me)∇ue · ∇ϕ+ (Mi∇v)ϕ
∣∣∣∣
ΩT
−
∫
ΩT
Mi∇v∇ · ϕ =
∫
ΩT
iappψdxdt
∫
ΩT
−{(Mi +Me)∇ue · ∇ϕ−Mi∇v · ∇ϕ} =
∫
ΩT
iappψdxdt
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Para la tercera ecuacio´n de 3.20 tenemos que:
∂v
∂t
−H(v, w) = 0
∫
ΩT
∂v
∂t
ξdtdx =
∫
ΩT
H(v, w)ξdtdx
∫
Ω
∫
T
∂v
∂t
ξdtdx =
∫
Ω
∫
T
H(v, w)ξdtdx
∫
Ω
[
ξw
∣∣∣∣0
T
−
∫
w
∂ξ
∂t
dt
]
dx =
∫
Ω
∫
T
H(v, w)ξdtdx
∫
[ξ(T, x)w(T, x)− ξ(0, x)w(0, x)] dx−
∫
Ω
∫
T
w
∂ξ
∂t
dtdx =
∫
ΩT
H(v, w)ξdxdt
∫
Ω
−ξ(0, x)w(0, x)dx−
∫
ΩT
w
∂ξ
∂t
dtdx =
∫
ΩT
H(v, w)ξdxdt
De acuerdo a lo anterior se define que:
Una tripleta u = (v, ue, w) de funciones es una solucio´n de´bil del modelo bido-
minio 3.20, si v, ue ∈ L2(0, T ;H1(Ω)), w ∈ C([0, T ];L2(Ω)), 3.18 y las siguientes
identidades son va´lidas para las funciones test ϕ, ψ, ξ ∈ D([0, T )× Ω) :
βCm
∫
Ω
v0(x)ϕ0(0, x)dx+
∫
ΩT
−βCm∂ϕ
∂t
−Me∇ue · ∇ϕ+ βIionϕdxdt =
∫
ΩT
Iappϕdxdt
∫
ΩT
−{(Mi +Me)∇ue · ∇ϕ−Mi∇v · ∇ϕ} dx dt =
∫
ΩT
iappϕdxdt
∫
Ω
−ξ(0, x)w(0, x)dx−
∫
ΩT
w
∂ξ
∂t
dtdx =
∫
ΩT
H(v, w)ξdxdt
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Modelo monodominio
De forma ana´loga, al proceso realizado para las ecuaciones del modelo Bidominio
tenemos que; Sea ϕ ξ ∈ C∞(Ω×[0, T ]), multiplicamos por la funcio´n test ϕ ambos
lados de 3.24, luego integramos por partes sobre ΩT = Ω× [0, T ].
Para la primera ecuacio´n de3.24
βCm
∂v
∂t
ϕ−∇ · Mi
1 + λ
∇vϕ+ βIionϕ = λ
1 + λ
iappϕ
∫
ΩT
βCm
∂v
∂t
ϕdxdt−
∫
ΩT
∇ · Mi
1 + λ
∇vϕdxdt+
∫
ΩT
βIionϕdxdt =
∫
ΩT
λ
1 + λ
iappϕdxdt
βCm
∫
Ω
v0(x)ϕ(0, x)dx+
∫
ΩT
βCm
∂v
∂t
ϕdxdt
+
∫
ΩT
βIiondxdt− 1
1 + λ
∇ · ∇vϕdxdt =
∫
ΩT
λ
1 + λ
iappϕdxdt
Para la segunda ecuacio´n de 3.24
∂v
∂t
−H(v, w) = 0
∫
ΩT
∂v
∂t
ξdtdx =
∫
ΩT
H(v, w)ξdtdx
∫
Ω
∫
T
∂v
∂t
ξdtdx =
∫
Ω
∫
T
H(v, w)ξdtdx
∫
Ω
[
ξw
∣∣∣∣0
T
−
∫
w
∂ξ
∂t
dt
]
dx =
∫
Ω
∫
T
H(v, w)ξdtdx∫
[ξ(T, x)w(T, x)− ξ(0, x)w(0, x)] dx−
∫
Ω
∫
T
w
∂ξ
∂t
dtdx =
∫
ΩT
H(v, w)ξdxdt
Por la anterior se define que:
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Una pareja u = (v, w) de funciones es una solucio´n de´bil del modelo monodo-
minio 3.24, si v ∈ L2(0, T ;H1(Ω)), w ∈ C([0, T ];L2(Ω)), 3.18 y las siguientes
identidades son va´lidas para las funciones test ϕ,∈ D([0, T )× Ω) :
βCm
∫
Ω
v0(x)ϕ0(0, x)dx
+
∫
ΩT
{βCmv∂ϕ
∂t
+ βIionϕ− 1
1 + λ
Mi∇v · ∇ϕ}dxdt = λ
1 + λ
∫
ΩT
Iappϕdxdt
∫
Ω
−ξ(0, x)w(0, x)dx−
∫
ΩT
w
∂ξ
∂t
dtdx =
∫
ΩT
H(v, w)ξdxdt
Cap´ıtulo 4
Introducccio´n a volu´menes finitos
El me´todo de volu´menes finitos permite discretizar y resolver nu´mericamente
ecuaciones diferenciales. Consideremos una malla de discretizacio´n del espacio,
entorno a cada punto de esta malla se construye un volu´men de control que no
se superpone con puntos vecinos, de esta forma el volu´men total resulta ser igual
a la suma de los volu´menes de control considerados [6]. La ecuacio´n diferencial a
resolver se integra sobre cada volumen de control, lo cual entrega como resultado
una versio´n discretizada de dicha ecuacio´n. Para realizar la integracio´n se requiere
especificar perfiles de variacio´n de la variable dependiente entre ellos los puntos
de malla. La principal propiedad del sistema de ecuaciones discretizadas es que
la solucio´n obtenida satisface en forma exacta las ecuaciones de conservacio´n
consideradas, independientemente del taman˜o de la malla.
Figura 4.1. Discretizacion´ en una dimensio´n.
El punto fuerte del me´todo es su conexio´n con las propiedades del flujo, de hecho
los fundamentos del me´todo recaen en la discretizacio´n directa de la expresio´n
integral de las leyes de conservacio´n esto lo diferencia del me´todo de diferencias
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finitas o elementos finitos que discretizan la forma diferencial de las leyes de
conservacio´n [11].
Respecto a la forma en que se relacionan las celdas con los puntos del mallado
consideramos un esquema en el que se asocian las variables a los centros de la
celda y las lineas de los mallados definen las celdas en donde las variables de flujo
son valores promediados sobre cada celda. Es de notar que existen otras formas
de asociacio´n entre las celdas y los puntos del mallado pero no seran consideradas
en este trabajo ver [11].
Ejemplo 1
Consideremos la ecuacio´n,
k
∂2T
∂x2
+ S = 0 (4.1)
donde k es el coeficiente de conduccio´n de te´rmica, T es la temperatura y S
un te´rmino fuente que representa la tasa de generacio´n de calor por unidad de
volu´men.
Sean xp, xw, xe puntos, con xp entre xw y xe, w entre xw y xp y e entre xp y xe
como la muestra la figura 4.1, tal que w es limite inferior del volu´men de control y
e es l´ımite superior del volu´men de control, denotamos por d(xw, xp) la distancia
entre xw y xp.
La distancia entre w y e es δx, integrando 4.1 tenemos,∫ e
w
k
∂2T
∂x2
dx+
∫ e
w
S = 0 (4.2)
Se define s∆x =
∫ e
w
sdx , la anterior ecuacio´n se reduce a:
k
dT
dx
∣∣∣∣
e
−kdT
dx
∣∣∣∣
w
+s∆x = 0 (4.3)
Podemos suponer un paso lineal para las derivadas por tanto,
k
dT
dx
∣∣∣∣
w
= kw
Txp − Txw
d(xp, xw)
k
dT
dx
∣∣∣∣
e
= ke
Txe − Txp
d(xp, xe)
(4.4)
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reemplazando en 4.3
kw
Txp − Txw
d(xp, xw)
− ke
Txe − Txp
d(xp, xe)
+ s∆x = 0
Esta ecuacio´n se puede simplificar llegando a una expresio´n de de la forma
apTxp = aETxe + awTxw + b
donde,
aE =
ke
d(xp, xe)
; aw =
kw
d(xp, xw)
ap = aE + aw ; b = s∆x
Extendiendo a 2 o´ 3 dimensiones tendr´ıamos
apTxp =
∑
i
aiTxi + b
luego la temperatura en xp se puede expresar en te´rminos de puntos vecinos. Para
completar el ana´lisis solo falta estimar kw, ke y s. Para S podemos suponer una
aproximacio´n como
S = S0 + S1Txp (4.5)
donde suponemos que el valor de s en el volu´men de control depende u´nicamente
del valor de T en el punto xp luego podemos reescribir la ecuacio´n como
apTxp = aETxE + awTxw + (S0 + S1Txp)∆x
reescribiendo tenemos que:
apTxp = aETxE + awTxw + b (4.6)
b = (S0+)∆x
ap = aE + aw − S1∆x
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Reglas ba´sicas
Existen reglas ba´sicas para que las aproximaciones realizadas en la seccio´n ante-
rior sean va´lidas.
1) Consistencia en los flujos a trave´s de los volu´menes de control. El flujo que
sale de un volu´men de control debe igualar al que entra al volu´men de control
siguiente. Esto se ilustra en la siguiente figura.
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Figura 4.2. Interpolacio´n Cuadra´tica.
Se puede observar que una funcio´n de interpolacio´n cuadra´tica, conduce a que los
flujos estimados en xp(dependientes de la curva de interpolacio´n) sean distintos
si la aproximacio´n se hace por izquierda o derecha, la funcio´n de interpolacio´n
debe evitar este problema.
Otro problema que debe evitarse es tener valores distintos al evaluar a k en el
l´ımite de control dependiendo de cual sea el volu´men de control considerado, esto
se evita no usando el valor de kxp para evaluar el coeficiente k en w o en e
2) Coeficientes positivos
Los coeficientes aE, aw, ap deben ser positivos, ya que un aumento en Txe y Txw
debe conducir a un aumento en Txp y esto sucede, si los ai son positivos.
3) Linealizacio´n del te´rmino fuente con pendiente negativa.
Para evitar que ap sea negativo si si es muy grande, se requiere si que sea nega-
tivo.
4) Suma de los coeficientes vecinos
El valor del coeficiente ap debe ser igual a la suma de los ai
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Coeficiente de conduccio´n en la frontera
En las ecuaciones 4.4 se requiere conocer el coeficiente k en las fronteras, w y e
del volu´men de control, para esto interpolamos siempre que sean conocidos los
valores kxe , kxp y kxw ,luego una forma podr´ıa ser
ke = fekxp + (1− fe)kxe
donde fe =
d(xp, e)
d(xp, xe)
,
si existe uniformidad en la distancia se puede suponer fe = 0, 5.
Otra alternativa es la siguiente:
Buscamos que,
k
dT
dx
∣∣∣∣
e
= ke
Txp − Txe
d(xp, xe)
(4.7)
Supongamos que el volumen k permanece constante dentro de cada volumen
de control, adicionalmente supongamos que no exite te´rmino fuente S luego
k
dT
dx
= c1, integrando entre xp y e, y luego, entre e y xE, despejamos c1 e igua-
lando esto a 4.7 tenemos,
ke =
(
1− fe
kxp
fe
kxe
)−1
Luego aw y ae esta´n dados por:
aw =
(
d(xp, w)
kw
+
d(w, xw)
kp
)−1
aE =
(
d(xp, e)
kp
+
d(e, xE)
kE
)−1
Solucio´n de las ecuaciones
Al plantear la ecuacio´n 4.6 en cada punto de la malla se obtiene un sistema de
ecuaciones algebraicas, que en general, se resuelve por iteraciones donde las 4
reglas ba´sicas establecidas anteriormente, permite asegurar que el procedimiento
iterativo converge.
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Linealizacio´n del te´rmino fuente
Si suponemos conocido S(T ) una estimacio´n de S en torno a un valor T ∗ puede
obtenerse por series de Taylor.
S = S(T ∗) +
(
dS
dX
)∗
(T − T ∗)
donde
(
dS
dX
)∗
es el gradiente de S evaluado en T* que al compararlo con 4.5
tenemos que: S1 =
(
dS
dX
)
Las anteriores expresiones permiten calcular aproximaciones para S0 y S1
Condiciones de borde
Denotemos un borde inferior B, existen principalmente 2 condiciones de borde
que son de intere´s, Dirichlet y Von Neumann. La primera especif´ıca el valor de
la variable de estado en el borde y se conoce como TB en este caso podemos
considerar Txw = TB. La segunda corresponde a una condicio´n conocida en B,
para este caso construimos una ecuacio´n adicional que permita determinar TB a
partir del flujo conocido en B, para ello se integra 4.1 en el volu´men de control
adyacente al borde el cual corresponde a medio volumen de control construido en
torno al primer punto interior de la malla.
Figura 4.3. Detalle de Distancias.
Integrando 4.1 entre B e i tenemos∫ i
B
d
dT
k
dT
dx
dx+
∫ i
B
Sdx = 0
k
dT
dx
∣∣∣∣
i
−kdT
dx
∣∣∣∣
B
+S∆x = 0
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definamos el flujo T en la direccio´n x como:
q = −kdT
dx
por lo tanto tenemos que,
qB − qi + (S0 + S1TB)∆x = 0 (4.8)
con qB denota el flujo en B que es conocido dado que es la condicio´n en el borde
qi es el flujo en i y puede estimarse como
qi = −kdT
dx
∣∣∣∣
i
= ki
TB − TI
d(B, I)
reemplazando en 4.8,
aBTB = aITI + b
con
aI =
ki
d(B, i)
aB = aI − S1∆x
b = S0∆x+ qB
Ejemplo 2
Consideremos la siguiente ecuacio´n,
ρCρ
dT
dt
=
d
dx
(k
dT
dx
) (4.9)
ρ es la densidad y Cp el calor espec´ıfico, los cuales se supondra´n constantes. En
esta ecuacio´n la solucio´n procede en el tiempo a partir de una distribucio´n inicial
de temperatura, luego dados los valores de T en el tiempo t, se determinan los
valores en el tiempo t+ ∆t. Denotamos por T 0xw , T
0
xp , T
0
xe los valores en el tiempo
t+ ∆t.
La ecuacio´n de discretizacio´n se determina integrando 4.9 en el volu´men de con-
trol dado en la figura 1 sobre el intervalo de tiempo que va desde t hasta t+ ∆t
ρCρ
∫ e
w
∫ t+∆t
t
∂T
∂t
dtdx =
∫ t+∆t
t
∫ e
w
∂
∂x
(
k
∂T
∂x
)
dtdx (4.10)
integrando el lado izquierdo, suponiendo que Txp predomina en todo el volu´men
de control de modo que
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ρCρ
∫ e
w
∫ t+∆t
t
∂T
∂t
dtdx = ρCρ∆x(T
1
xp − T 0xp)
integrando el lado derecho e igualando tenemos,
ρCρ∆x(T
1
xp − T 0xp) =
∫ t+∆t
t
[
ke
Txe − Txp
d(xe, xp)
− kw
Txp − Txw
d(xp, xw)
]
dt
ahora es necesario saber como var´ıan Txw , Txp , Txe en el intervalo de tiempo t y
t+ ∆t entonces podemos suponer que,∫ t+∆t
t
Txpdt = fT
1
xp + (1− f)T 0xp∆t
donde f denota un factor de peso ponderado entre 0 y 1, siguiendo el proceso,
ana´logamente se tiene que,
ρCρ
∆x
∆t
(T 1xp − T 0xp) = f
[
ke
T 1xe − T 1xp
d(xp, xe)
− kw
T 1xp − T 1xw
d(xp, xw)
]
+
(1− f)
[
ke
T 1xe − T 0xp
d(xp, xe)
− kw
T 0xp − T 0xw
d(xp, xw)
]
Ordenando te´rminos,
apTxp = aE
[
fT 1xe + (1− f)T 1xe
]
+
aw
[
fT 1xw + (1− f)T 0xw
]
+[
a0p − (1− f)aE − (1− f)aw
]
T 0xp (4.11)
donde,
a0p =
ρCp∆x
∆t
; aw =
kw
d(xp, xw)
Si f = 0 se denomina esquema expl´ıcito
Si f = 1 se denomina esquema impl´ıcito
Si f = 0, 5 se denomina esquema Crank-Nicolson
Los distintos valores para f pueden ser interpretados en te´rminos de la variacio´n
de Txp en el intervalo de tiempo entre t y t+ ∆t; el esquema expl´ıcito implica que
el valor antiguo T 0xp , prevalece en todo el intervalo de tiempo excepto en t + ∆t
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cuando el valor Txp cambia al valor T
1
xp , en cambio el esquema impl´ıcto supone
un cambio ra´pido del valor T 0xp al valor T
1
xp y este se mantiene hasta el final, es
decir hasta el tiempo t+ ∆t.
El esquema Crank-Nicolson supone una variacio´n lineal desde T 0xp hasta T
1
xp . Con-
sideremos el esquema impl´ıcito cuando f = 0.
apT
1
xp = aET
0
xe + awT
0
xw + (a
0
p − aE − aw)T 0xp
Luego T 1xp solo depende de las variables conocidas del intervalo de tiempo anterior
T 0xp , T
0
xw , T
0
xe , cualquier esquema con f 6= 0 es un esquema impl´ıcito pues Txp
depende en alguna medida de las variables conocidas T 1xw , T
1
xe . Para el esquema
expl´ıcito es necesario que todos los coeficientes sean positivos. luego necesitamos
que,
a0p > aE + aw
Lo cual se obtiene considerando, kE = kw = k y ∆x = d(xp, xE). Por tanto se
debe cumplir
ρCρ
∆x
∆t
>
2k
∆x
o´ ∆t <
ρCρ(∆x)
2
2k
Es de notar que puede ocurrir que ∆t sea muy grande entonces la variacio´n
lineal Txp es poco realista luego T
0
xp tendera´ mucho mas ra´pido a T
1
xp as´ı es mas
conveniente un esquema impl´ıcito Imponiendo f = 1 se tiene usando 4.11
apTxp = aET
1
xE
+ aWT
1
xW
+ a0pT
0
xp o´ apTxp = aETxE + aWTxW + b (4.12)
dado que,
aE =
kE
d(xe, xp)
; aW =
kW
d(xw, xp)
; ρCp
∆x
∆t
= a0p
b = S0∆x+ a
0
pT
0
xp ; ap = aE + a
0
W + a
0
p − S1∆x
Si el coeficiente K depende de T entonces esta ecuacio´n se puede calcular itera-
tivamente en cada paso del tiempo.
para el caso de 2 dimensiones se puede considerar
ρCp
∂T
∂t
=
∂
∂x
(Kx
∂T
∂x
) +
∂
∂y
kx
∂T
∂y
+ S
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generalizando el caso unidimensional tenemos,
apTxp = aETxE + awTxW + aNTxN + aSTxS + b
donde,
aE =
KE∆y
d(xe, xp
; aw =
(kW∆y
d(xW , xp
aN =
kN∆x
d(xp, xn
; as =
ks∆x
d(xp, xs
;
a0p =
ρCp∆x∆y
∆t
; b = S0∆x∆y + a
0
pT
0
p
ap = aw + aN + as + a
0
p − S1∆x
Para la discretizacio´n del modelo del bidominio es necesario construir los esque-
mas para el caso el´ıptico y parabo´lico donde los te´rminos difusivos sera´n la base
del modelo.
4.1.1. Caso el´ıptico
Para el estudio de este caso se seguira´ el esquema realizado en [8] luego se consi-
dera la siguiente ecuacio´n.
∂u
∂t
+ div(v · u)(x, t) = 0; x ∈ <2, t ∈ R+ (4.13)
con condiciones,
u(x, 0) = uo(x)x ∈ R2, v ∈ C1(R2,R2) y u0 ∈ L∞(R2)
Sea τ una malla de R2 que consiste en subconjuntos poligonales acotados con-
vexos de R2 y sea k ∈ τ un elemento de la malla τ que llamaremos volumen de
control(celda) integrando 4.13 sobre k y utilizando el teorema de Green se tiene,∫
k
∂u(x, t)
∂t
dx+
∫
∂k
v(x, t) · nk(x)u(x, t)dγ = 0 ∀t ∈ R2 (4.14)
donde nk denota el vector normal para k.
Sea r ∈ R+ y tn = nr con n ∈ N escribiendo la ecuacio´n 4.14 en el tiempo
tn y discretizando la derivada parcial encontramos una aproximacio´n u
n(x) de la
solucio´n de 4.13 en el tiempo tn la cual satisface la siguiente ecuacio´n:
1
|k|
∫
k
(un+1(x)− un(x)dx+
∫
∂k
v(x, tn) · nk(x)un(x)dγ = 0 (4.15)
(4.16)
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Donde dγ denota la medida sobre ∂k y u0(x)=u(x, 0) = uo(x).
Se define (unk)k∈τn ∈ N como las inco´gnitas discretas con k ∈ τ . y εk como el
conjunto de bordes incluidos en ∂k para σ ⊂ ∂k, dondenK,σ denota el vector
normal unitario sobre σ fuera de K. Ahora se puede escribir la integral como:∫
∂k
v(x, tn) · nk(x)un∂γ =
∑
σ∈εK
∫
σ
v(x, tn) · nK,σun(x)∂γ (4.17)
para σ ⊂ ∂k, ademas sea
v
(n)
k,σ =
∫
σ
v(x, tn)nK,σ∂γ
donde cada te´rmino puede ser discretizado de acuerdo a el signo del flujo:
F
(n)
k,σ =

v
(n)
k,σu
(n)
k , si v
(n)
k,σ > 0
v
(n)
k,σu
(n)
l , si v
(n)
k,σ < 0
donde l denota una vecindad de k.
El valor de la variable asignado en la cara tiene un sentido f´ısico evidente, el
cual es proporcionado por la corriente incidente, es decir el valor de u viene de-
terminado exclusivamente por la direccio´n de la malla, en que el flujo incide en la
celda. Este esquema se denomina upwiding y garantiza la estabilidad del me´to-
do para mas detalle ver [8]. De acuerdo a esto se tiene el siguiente esquema de
discretizacio´n.
m(k)
∆t
(un+1k − unk + Σσ∈εkF (n)k,σ = 0
∀k ∈ τ ∀n ∈ N
u
(0)
k =
∫
k
u0(x)dx
donde m(k) denota la medida del volu´men de control k.
Observacio´n
Una caracter´ıstica fundamental que debe tener todo esquema de volu´menes finitos
es ser conservativo, es decir se debe satisfacer la igualdad F
(n)
k,σ = −F (n)l,σ para todo
k, l ∈ τ y n ∈ N.
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Problema el´ıptico unidimensional
Consideremos la ecuac´ıon diferencial
−uxx(x) = f(x) x ∈ (0, 1)
u(0) = 0
u(1) = 0
(4.18)
Sea u ∈ C2([0, 1],∈ N), si f ∈ C([0, 1]) existe una u´nica solucio´n, ver [8].Se puede
ver que −uxx = f puede ser escrito como div(F ) = f con F = −ux, consideremos
una malla denotada por τ definida sobre el intervalo (0, 1) que consistente de N
celdas llamadas volu´menes de control, denotadas por ki, i = 1, 2...N y N puntos
xi en el intervalo (0, 1), para i = 1, 2...N que satisface las siguientes suposiciones :
Una malla admisible en (0, 1) notada por τ , esta dada por la familia (ki)i=1..N tal
que ki = (xi− 1
2
, xi+ 1
2
) y una familia (xi)i=0..N+1 tal que
x0 = x 1
2
= 0 < x1 < x 3
2
< ... < xi− 1
2
< xi+ 1
2
< ... < xN < xN+ 1
2
= xN+1 = 1
definimos sobre los conjuntos,
hi = m(ki) = xi+ 1
2
− xi− 1
2
i = 1, 2...N
con la condicio´n
∑N
i=1 hi = 1
h−i = xi − xi− 1
2
; h+i = xi+ 1
2
− xi, i = 1, 2...N
hi+ 1
2
= xi+1 − xi, i = 0, 1...N
donde, el taman˜o (τ) = h = max {hi, i = 1, 2...N}
Las variables discretas desconocidas son notadas por ui = 1, 2...N y se supo-
nen como aproximaciones de u en la celda ki. Las variables discretas ui pueden
ser tomadas como el valor medio u en ki o como el valor de u(xi) es decir el valor
de u en otros valores de ki, integrando 4.18 sobre cada celda ki tenemos,
ux(xi− 1
2
)− ux(xi+ 1
2
) =
∫
ki
f(x)dx i = 1, 2..N
Una aproximacio´n para −ux(xi+ 1
2
) con i = 1, 2..N − 1 es
Fi+ 1
2
= −ui+1 − ui
hi+ 1
2
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La anterior aproximacio´n es consistente en sentido que, si u ∈ C2([0, 1],R) en-
tonces,
F+
i+ 1
2
= −u(xi+1)− u(xi)
hi+ 1
2
= −ux(xi+ 1
2
) +O(h)
Teniendo en cuenta las condiciones de la frontera y tomando,
fi =
1
hi
∫
ki
f(x)dx para i = 1, 2..N
El esquema de volu´menes finitos para el problema 4.18 es:
Fi+ 1
2
− Fi− 1
2
= hifi i = 1, 2...N
Fi+ 1
2
= −ui+1 − ui
hi+ 1
2
i = 1, 2...N − 1
F 1
2
= − u1
h 1
2
FN+ 1
2
=
uN
hN+ 1
2
Escribiendo en forma matricial,
AU = B (4.19)
con u = (u1..., uN)
T ; b = (b1, ...bN)
T , A y b definidos por:
(AU)i =
1
hi
(
− ui+1 − ui
hi+ 1
2
+
ui − ui−1
hi− 1
2
)
i = 1, ..., N
bi =
1
hi
∫
ki
f(x)dx para i = 1, 2, ..., N
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Ecuaciones el´ıpticas de grado superior
Consideremos la siguiente ecuacio´n el´ıptica
−∆u(x) + div(v · u) + bu = f(x) (4.20)
dado que,
u(x) = g(x)
para x ∈ Ω, ademas se tiene que,
a) Ω es un conjunto abierto poligonal de 2 o´ 3 dimensiones
b) b > 0
c) f ∈ L2(Ω)
d) v ∈ C1(Ω,Rd); div(v) > 0 con d = 2 o´ 3
Por ahora se supone b = 0, v = 0, d = 2 , g = 0 y f ∈ C2(Ω,R), denote-
mos por (x, y) un punto de R2.
Para τ = (ki,j)i=1,2...N1;j=1,2...N2 una malla admisible de (0, 1) × (0, 1) la cual sa-
tisface lo siguiente:
Sean h1...hN1 > 0, k1, ..., kN2 > 0 tal que∑N1
i=1 hi = 1,
∑N2
i=1 ki = 1, h0 = hN1+1 = k0 = kN2+1 = 0
x 1
2
= 0, xi+ 1
2
− xi+ 1
2
= hi
para i = 1, 2...N1, xN1+ 12
= 1
para j = 1, 2...N2, y 1
2
= 0 kj = yj+ 1
2
− yj− 1
2
tal que yN2+ 12
= 1
ki,j = [xi− 1
2
, xi+ 1
2
]× [yj− 1
2
, yj+ 1
2
]
Sea
(
xi)i=0,1...N1+1 y
(
yj)j=0,1,...,N2+1 tal que,
xi− 1
2
< xi < xi+ 1
2
para i = 1, 2..N1 x0 = 0, xN1+1 = 1
yj− 1
2
< yj < xj+ 1
2
para j = 1, 2..N2 y0 = 0, yN2+1 = 1
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Sea xi,j = (xi, yj) para i = 1, 2, ..., N1j = 1, 2...N2
Definimos h−i = xi − xi− 1
2
, h+i = xi+ 1
2
− xi para i = 1, 2, ..., N1,
hi+ 1
2
= xi+1 − xi para i = 0, 1, 2...N1
Ana´logamente se tiene,
k−j = yj − yj− 1
2
, k+i = yj+ 1
2
− yj kj+ 1
2
= yj+1 − yj para i = 1, 2, ..., N1
Adicionalmente, definimos h = max {(hi; i = 1, 2..N1), (kj; j = 1, 2, ..., N2)}
Integrando 4.20 bajo cada volu´men de control ki,j se tiene que:
−
∫ y
j+12
y
j− 12
ux(xi+ 1
2
, y)dy +
∫ y
j+12
y
j− 12
ux(xi− 1
2
, y)dy
+
∫ x
i+12
x
i− 12
uy(x, yj− 1
2
)dx−
∫ x
i+12
x
i− 12
uy(x, yi+ 1
2
)dx =∫ y
j+12
y
i− 12
∫ x
j+12
x
j− 12
f(x, y)dxdy
Ana´logamente al ejemplo anterior tenemos,
F
i+
1
2
,j
− Fi− 1
2
,j + Fi,j+ 1
2
− F
i,j−
1
2
= hi,jfi,j
∀i, j ∈ {1, 2...N1} × {1, 2...N2}
donde hi,j = hi×kj y fi,j es un valor promedio de k bajo ki,j
Fi+ 1
2
,j = kj
ui+1,j−ui,j
h
i+12
para i = 0, 1...N1 j = 0, 1...N2
Fi,j+ 1
2
= −hi ui,j+1−ui,jk
i+12
para i = 0, 1...N1 j = 0, 1...N2
Este esquema satisface la propiedad de ser conservativos pues Fi+ 1
2
,j = −Fi− 1
2
,j
En nuestro desarrollo la siguiente aproximacio´n es valida gracias a que la malla es
rectangular, para situaciones mas generales no se tendria un esquema consistente
ver [8], pero gracias a la geometr´ıa de la malla podemos tomar
∇u · nk = uL − uK
d(K,L)
(4.21)
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4.1.2. Caso parabo´lico
El objetivo de esta seccio´n es el estudio de los esquemas de volu´menes finitos
aplicados a una clase lineal o no lineal de problemas parabo´licos basados en [8].
Consideremos la siguiente ecuacio´n
ut(x, t)−∆ϕ(u)(x, t) + div(v · u)(x, t) + bu(x, t) = f(x, t)
x ∈ Ω t ∈ (0, T ) (4.22)
donde Ω es un pol´ıgono abierto acotado y subconjunto de Rd con d = 2 o´ 3 T > 0,
b > 0, v ∈ Rd y condiciones iniciales dadas por:
u(x, 0) = u0(x), x ∈ Ω
Sea τ una malla admisible en el sentido expuesto anteriormente con la suposicio´n
adicional que σ ∈ εext. La discretizacio´n del tiempo se puede realizar con un paso
de tiempo variable, se define una constante de paso de tiempo k ∈ (0, T ).
Sea Nk ∈ N − 0 tal que Nk = max {n ∈ N, nk < T} y notemos tn = nk para
n ∈ {0, ..., Nk+1} . denotemos por u(n)k , k ∈ τ, n ∈ 0, 1..Nk + 1 la aproximacio´n
para u(xk, nk), ahora integramos la ecuacio´n 4.22 sobre cada volumen de control
k en el tiempo t ∈ (0, T ) luego tenemos,∫
k
ut(x, t)dx−
∫
∂k
∇ϕ(u)(x, t) · nk(x)dγ
+
∫
∂k
v · nk(x)u(x, t)dγ + b
∫
k
u(x, t)dx
=
∫
k
f(x, t)dx (4.23)
La discretizacio´n es obtenida tomando t = tn, usando el esquema de Euler rem-
plazamos ut(x, tn+1) por
u(x, tn+1)− u(x, tn)
∆t
Escribiendo la aproximacio´n de los te´rminos, en 4.22 e introduciendo una notacio´n
similar a las secciones anteriores
m(k)
u(n+1) − u(n)
∆t
−
∑
σ∈εk
F
(n+1)
k,σ +
∑
σ∈εk
vk,σu
(n+1)
σ+
+m(k)bu
(n+1)
k = m(k)f
n
k
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∀k ∈ τ , ∀n ∈ 0, ..Nk con dk,σF nk,σ = −m(σ)(ϕ(u(n)σ )− ϕ(u(n)k ))
para σ ∈ εk y n ∈ 1, 2, ..., Nk+1.
Ademas debe satisfacer que
F
(n)
k,σ = −F (n)L,σ
para todo σ ∈ εint con τ ∈ K|L para n ∈ 1, 2..Nk + 1
u0k =
1
m(k)
∫
k
u0(x)dx k ∈ τ
u0k = u0(xk) k ∈ τ
teniendo en cuenta la eleccio´n de unσ,+ dada por el esquema upwiding se tiene:
unσ,+ =
{
u
(n)
k si v · nk ≥ 0,
u
(n)
L si v · nk > 0,
esto se tiene para todo σ ∈ εint
unσ,+ =
{
u
(n)
k si v · nk ≥ 0,
u
(n)
σ si v · nk > 0,
esto se tiene para todo σ ∈ εk tal que σ ⊂ ∂Ω
f
(n)
k =
1
m(k)
∫
k
f(x, tn+1)dx ∀k ∈ τ ; ∀n ∈ 0, ...Nk
4.1.3. Esquema expl´ıcito para la ecuacio´n parabo´lica
Se seguira´ la estructura dada en [8]. Sea Ω un subconjunto poligonal abierto
de Rd, τ una malla admisible en el sentido expuesto anteriormente. Tomemos
T > 0, K ∈ (0, T ) y NK =max {n ∈ N, nk < T}.Sea X(τ,K) el conjunto de
funciones u de Ω× (0, (Nk + 1)k) en R tal que existe una familia de valores reales
{unk , k ∈ τ, n ∈ {0, ...Nk}}. Una versio´n expl´ıcita para la ecuacio´n (parabo´lica) es
m(k)
u(n+1) − u(n)
∆t
−
∑
h∈N(k)
τK|Lϕ(unL)− ϕ(unK) = m(k)fnk ∀k ∈ τ
u0k =
1
m(k)
∫
k
u0(x)dx ∀k ∈ τ
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Esta condicio´n de valor promedio se tiene por la regularidad del dato inicial
f
(n)
k =
1
Km(K)
∫ nk+1
nk
∫
k
f(x, t)dxdt ∀k ∈ τ
con τK|L =
m(K|L)
dσ
Con m(K|L) la medida de σk|L y dσ la distancia de xk a σ
Otra opcio´n es considerar un esquema impl´ıcito dado por
m(k)
u(n+1) − u(n)
∆t
−
∑
h∈N(k)
τK|Lϕ(un+1L )− ϕ(un+1K ) = m(k)fnk ∀k ∈ τ
u0k =
1
m(k)
∫
k
u0(x)dx ∀k ∈ τ
4.2. Modelo bidominio por volu´menes finitos
Malla admisible
Es necesario definir condiciones para la construccio´n de mallas no necesariamente
rectangulares; Sea Ω un pol´ıgono abierto acotado subconjunto de Rd, d = 2 o´ 3.
Una malla admisible para un esquema de volumen finito sobre Ω denotada por T
esta´ dada por una familia de volu´menes de control, los cuales son subconjuntos
poligonales convexos de Ω y una familia de subconjuntos Ω contenidos en R de-
notados por ε(son los bordes) con medida estrictamente positiva d−1, adema´s de
una familia de puntos denotados por P que satisfacen las siguientes propiedades.
1) La clausura de la unio´n de todos los volu´menes de control es Ω.
2) Para cualquier K ∈ τ existe un subconjunto εK de ε tal que,
∂K = K \K = ∪σ∈εKσ
3) Para cualquier (K,L) ∈ τ 2 con K 6= L. La medida de Lebesgue de K ∩L = 0
o´ K ∩ L = σ para algu´n σ ∈ ε, el cual es denotado por K|L
4) La familia P =
(
xk)k∈τ es tal que xK ∈ K y si σ = K|L asumiendo que
xK 6= xL, la linea que va desde xK hasta xL es ortogonal a K|L.
5) Para cualquier σ ∈ ε tal que σ ⊂ ∂Ω , Sea K el volumen control tal que
σ ∈ εK . Si xK /∈ σ, sea DK,σ la linea que va desde xK hasta σ y es ortogonal
a σ y tendremos DK,σ
⋂
σ = yσ
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Algunas consideraciones importantes son:
El taman˜o de la malla esta´ definido por size (τ) = {diam(k), k ∈ τ} para cual-
quier K ∈ τ y σ ∈ ε,m(K) es la medida de K y m(σ) es la medida de σ.
εint = σ ∈ ε : σ /∈ ∂Ω ; εext = σ ∈ ε : σ ⊂ ∂Ω
El conjunto de vecindades de K es denotado por N(K) tal que,
N(K) = L ∈ τ : ∃σ ∈ εKσ = K
⋂
L
Si σ = K|L denotaremos dσ dK|L a la distancia entre xK y xL y dk,σ la distancia
entre xK y σ.
Si σ ∈ εK ∩ εext,dσ denota la distancia entre xK y yσ y Para cualquier σ ∈ ε.
El siguiente ejemplo muestra la discretizacio´n de te´rminos difusivos con con-
diciones similares a las ecuaciones del bidominio.
Ejemplo 3
Sea τ una malla admisible, vamos a definir un esquema de volu´menes finitos para
discretizar,
−∆u+ div(∇u) + bu = f(x) con la condicio´n u(x) = g(x)
Sea fk =
1
m(k)
∫
k
f(x)dx, ∀k ∈ τ donde, (uk)k∈τ , denota las variables discretas
y las variables Fk,σ se denominaran flujo para todo k ∈ τ y σ ∈ εk, donde nK,σ
denota el vector normal unitario hacia el exterior de k y vk,σ =
∫
σ
v(x)nK,σdr.
Adema´s definimos: {
uσ+ = uK Si vK,σ ≥ 0
uσ+ = uL En otro caso
Si σ ⊂ K ∩ ∂Ω entonces {
uσ+ = uK , Si vK,σ ≥ 0
uσ+ = g(Y0), En otro caso
asumimos que los puntos xK esta´n localizados en el interior de cada volumen de
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control, luego dK,σ > 0, con dK,σ la distancia entre xK y σ, entonces un esquema
para volu´menes finitos ser´ıa el siguiente:∑
σ∈εK
FK,σ +
∑
σ∈εK
vK,σuσ + bm(K)uK = m(K)fK , ∀K ∈ τ
FK,σ = −τK|L(uL − uK) ∀σ ∈ εint
FK,σ = −τσ(g(Y0)− uK) ∀σ ∈ εext
4.3. Convergencia del modelo bidominio
Para probar la existencia de una soluc´ıon para el esquema, suponemos que el paso
de tiempo satisface la condic´ıon,
∆t <
βCm
2βC1 +
β2λ2
b
+
a2
b2
donde a, b, λ son para´metros del modelo de FitzHugh-Nagumo y βCm son para´me-
tros del modelo bidominio.
Nota: En el desarrollo del esquema, sera´ utilizada una malla cartesiana y la con-
dicio´n de estabilidad esta´ dada por:
∆t ≤ h [2ma´xk∈τ {|Iion,K |+ 2|Iapp,k|}+ 4h−1ma´xk∈τ {|Mi,k|+ |Me,k|}]−1
Para probar la existencia de la solucio´n se usara´ el siguiente lema.
Lema 1
Sea z una funcio´n tal que 1|ω|
∫
Ω
z(x)dx = 0 donde z es una constante sobre cada
celda de τ , esto es, z(x) = zK si x ∈ k, k ∈ τ , existe Cp > 0 tal que,
‖ z ‖2L2(Ω)6 Cp ‖ z ‖2Hk(Ω)
Teorema 1
Sea D una discretizacio´n recta´ngular de ΩT entonces el esquema de Volu´menes
finitos admite una u´nica solucio´n (une,k, u
n
i,k, w
n
k ) con u
n
i,K = v
n
K + u
n
e,K para todo
k ∈ τ y n ∈ {1, 2, ..., N}
Para probar este teorema se usara´ el siguiente resultado.
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Lema 2
Sea A, [ ], ‖ · ‖ un espacio de Hilbert de dimensio´n finita y sea p una funcio´n de
A en A tal que [p(ε), ε] > 0 para todo ε con ‖ε‖ = r > 0, entonces existe ξ ∈ A
tal que p(ε) = 0.
Dm: Consideremos Lh(Ω) ⊂ L2(Ω) el espacio de las funciones constantes a trozos
sobre cada k ∈ τ con norma,
(yn, zn)Ln(Ω) =
∑
k∈τ
|k|yKzk
‖ yh ‖2Lh(Ω)=
∑
k∈τ
|k||yK |2
Para yn, zn ∈ Ln(Ω) y yk denota constante de yn en k.
Sea Eh = Hh(Ω)×Hh(Ω)×Lh(Ω) un espacio de Hilbert y φn = (ψn, ϕn, ξn) ∈ Eh
y definimos las formas bilineales.
Ah(u
n
h, φn) = (βCmv
n
h − ψn)Lh(Ω) + (wnh , ξh)Lh(Ω)
Bh(u
n+1
h , φn) =
∑
K∈τ
∑
σ∈int(K)
d∗e,σ(ue,l− ue,k)(ψl−ψk) + [(d∗i,σ + d∗e,σ)(un+1e,l − un+1e,k )
+ (d∗i,σ(v
n+1
l − vn+1k )(ϕl − ϕk)]
y el operador Cn v´ıa,
(Cn, φn)n :=
∑
k∈τ
|K|(−βIn+1ion ψK) + In+1app,kψk + In+1app,kφk −Hn+1k εk
con,
uh = (ue,h, ui,h, wh) con ui,h = vh + ue,h
donde,
ue,h(x, t) = u
n+1
e,k
w,h(x, t) = w
n+1
k
v,h(x, t) = v
n+1
k
Multiplicando por ψK la siguiente expresio´n,
βCm|K|v
n+1
k − vn+1l
∆t
+
∑
σ∈εint(k)
d∗e,σ(u
n+1
e,l − un+1e,k ) + β|k|In+1ion,k = |k|In+1app,k
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obtenemos,
ψkβCm|k|v
n+1
k − vn+1L
∆t
+
∑
σ∈εint(k)
d∗e,σ(u
n+1
e,l − un+1e,k )ψk+
ψkβ|k|In+1ion,k = |k|In+1app,kψk
Ana´logamente, realizando los productos con ϕk y εk se tiene,∑
σ∈εint(k)
(d∗i,σ + d
∗
e,σ)(u
n+1
e,l − un+1e,k )ψk + d∗i,σ(vn+1l − vn+1k )ψk = |k|In+1app,kψk
(wn+1k − wnk
∆t
)εh −Hn+1k εh = 0
ψkβCm|k|v
n+1
k − vn+1l
∆t
+
∑
σ∈εint(k)
ψkd
∗
e,σ(u
n+1
e,l − un+1e,k ) + ψkβ|k|In+1ion,k−
|k|In+1app,kψk +
∑
σ∈εint(k)
(d∗i,σ + d
∗
e,σ)(u
n+1
e,l − un+1e,k )ψk + d∗i,σ(vn+1l − vn+1k )ψk−
|k|In+1app,kψk +
|k|(wn+1k − wnk
∆t
)εk − |k|Hn+1k εk = 0
Sumando para todo k se tiene,
(Cn+1, φn)h =
∑
k∈τ
|k|(βInion,kψk)− In+1app,kψk − In+1app,kϕk −Hn+1k εk)
Bh(u
n+1
h , φn) =
∑
k∈τ
∑
σ∈int(k)
d∗e,σ(u
n+1
e,l −ue,kn+ 1)(ψl−ψk)+[d∗i,σ+d∗e,σ(un+1e,l −un+1e,k )
+ d∗i,σ(v
n+1
l − vn+1k )(ϕl − ϕk)]
Ah(u
n
h, φn) = (βCmv
n
h − ψn)Lh(Ω) + (wnh , ξh)Lh(Ω)
reemplazando se obtiene,
1
∆t
(Ah(u
n+1
h , φn))− Ah(unh, φn) + βh(un+1h , φn) + (Cn+1, φn)h = 0
Definimos p : Eh → Eh tal que,
[p(un+1h ), φn] =
1
∆t
(Ah(u
n+1
h , φn))− Ah(unh, φn) +Bh(un+1h , φn) + (Cn+1, φn)h
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en [33] se verifica que p es cont´ınua, ya que A,B y Cn+1 lo son, adema´s que,
[p(un+1h )u
n+1
h ] ≥ 0 para ‖ u ‖εh, luego por el teorema 3.3, existe unk = (une,k, uni,k, wnK)
para todo k ∈ τ tal que p(unk) = 0, es decir,
βCm|k|v
n+1
k − vn+1l
∆t
+
∑
σ∈εint(k)
d∗e,σ(u
n+1
e,l − un+1e,k ) + β|k|Inion,k−
|k|Inapp,k +
∑
σ∈εint(k)
(d∗i,σ + d
∗
e,σ)(u
n+1
e,l − un+1e,k ) + d∗i,σ(vn+1l − vn+1k )−
|k|Inapp,k +
|k|(wn+1k − wnk
∆t
)εk − |k|Hnk = 0
Por tanto, para las ecuaciones del modelo Bidominio existe solucio´n.
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Sea una malla formada por una familia de volu´menes de control τ , la cual es-
tara´ formada por recta´ngulos abiertos de dia´metro ma´ximo h que sera´ el taman˜o
de la malla y sera admisible en el sentido expuesto anteriormente, adema´s para
todo k ∈ τ , xk denota el centro de k, ε(k) el conjunto de bordes de k, εint corres-
ponde a los bordes en el interior de Ω y εext el conjunto de bordes de k sobre ∂Ω,
luego,
ε(k) = εint(K)
⋃
εext(k) ; εint(k)
⋂
εext(k) = ∅ ∀k ∈ τ
Dado un volumen finito k nosotros denotamos por N(k) el conjunto de vecinda-
des de k con un borde comu´n en K para L ∈ N(k), d(k, l) denota la distancia
entre xk y xl, σ = k|l es el segmento entre k y l, adema´s nk,σ es el vector unitario
normal a σ = k|l orientado de k hacia l para todo k ∈ τ , ∣∣k∣∣ es la notacio´n para
la medida de la celda k.
Tenemos que, Ω =
⋃
k∈τ k,para K
⋂
l = ∅. Si k, l ∈ τ y k 6= l; el segmento
xkxl y σ = k|l son ortogonales.
La malla satisface la siguiente condicio´n para algu´n α ∈ R+
min
{
d(k, l)
dim(k)
}
> α para k ∈ T, l ∈ N(k)
Para discretizar las ecuaciones del bidominio elegimos una discretizacio´n ΩT que
consiste en la malla Ω y un paso temporal ∆t > 0, definimos tn+1 = tn + ∆t
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Consideremos ahora las ecuaciones del modelo bidominio
βCm
∂v
∂t
+∇ · (Me∇ue) + βIion = iapp
∇ · (Mi +Me)∇ue +∇ ·Mi∇v = iapp
∂v
∂t
−H(v, w) = 0
(4.24)
Integrando cada ecuacio´n sobre cada celda K y en el tiempo (tn, (tn + ∆t), tene-
mos:
β
∫ tn+1
tn
∫
K
Cm
∂v
∂t
dxdt+
∫ tn+1
tn
∫
∂Ω
Me(x)∇ue · nK,ldxdt +
β
∫ tn+1
tn
∫
K
Iion(v, w)dxdt =
∫ tn+1
tn
∫
K
Iappdxdt
β
∫ tn+1
tn
∫
∂Ω
(Mi(x)∇ue +Me(x)∇ue) · nK,ldxdt
+
∫ tn+1
tn
∫
∂Ω
Mi(x)∇v · nK,ldxdt =
∫ tn+1
tn
∫
K
Iappdxdt
∫ tn+1
tn
∫
K
∂w
∂t
dx =
∫ tn+1
tn
∫
K
H(v, w)dx
Donde la condicio´n de no flujo sobre los bordes es tomada de manera indepen-
diente. Se consideran 2 propiedades importantes: el teorema de la divergencia
que transforma integrales de volumen en integrales de superficie y ademas se
omitira´ la integracio´n temporal, se supondra´ que los te´rminos difusivos son cons-
tantes durante todo salto de tiempo sobre cada celda.
Ahora se discretizan cada uno de los te´rminos de las ecuaciones Sobre cada celda
k ∈ τ se definen los tensores de conductividad como:
Mj,k :=
1
|k|
∫
k
Mj(x)dx j ∈ e, i (4.25)
Utilizando 4.25 se puede elegir una aproximacio´n del flujo difusivo teniendo en
cuenta que este flujo es cero sobre los bordes externos σ.
Fj,K,L
{
≈ ∫
σ
(Mj(x)∇uj) · nK,Ldr Para σ ∈ εint
0 Para σ ∈ εint
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por lo tanto ∫
σ
(Mj(x)∇uj) · nk,ldr ≈ |σk,l|∇uj(yσ) ·Mj,Knk,l
Si σ ∈ εint(k) se define Mj,k,σ = |Mj,k,σnk,σ| j ∈ {e, i}.
luego
|σk,l|∇uj(yσ) ·Mj,knk,l = |σk,l|Mj,k,σ∇u(y0) · y0 − xk
d(k, σ)
Esta u´ltima igualdad no se tiene en general, solo cuandoMj,k,lnk,σ = |Mj,K,Lnk,σ|nk,σ,
que es el caso donde nK,σ es un vector propio de Mj,k, ademas recordemos que
dk,σnk,σ = yσ − xk. Asi usando 4.21 tenemos la aproximacio´n final
|σk,l|Mj,k,σ∇u(y0) · y0 − xk
d(k, σ)
≈ |σk,l|Mj,k,σ∇u(y0) · uj,σ − uj,k
d(k, σ)
(4.26)
Ahora, si xK /∈ σ la expresio´n natural para FK , σ seria,
Fj,k,l = |σk,l|Mj,k,luj,σ − uj,k
d(k, σj,k)
(4.27)
Ya que el esquema es conservativo, se puede obtener una aproximacio´n para uj,σ
en efecto −Fj,k,l = Fj,l,k as´ı,
|σk,l|Mj,k,luj,σ − uj,k
d(K, σk,l)
=
−|σk,l|Mj,k,l(uj,σ − uj,l)
d(L, σk,l)
Mj,k,luj,σd(l, σk,l)−Mj,k,luj,kd(l, σk,l) = −Mj,k,luj,σd(k, σk,l + d(k, σk,lMj,k,luj,l
uj,σ(Mj,k,ld(l, σk,l) +Mj,k,ld(l, σk,l) = Mj,k,luj,kd(l, σk,l) + d(k, σk,l)Mj,l,kuj,l
entonces,
uj,σ =
Mj,k,luj,kd(l, σk,l) + d(k, σk,l)Mj,l,kuj,l
Mj,k,kd(l, σk,l) +Mj,l,kd(k, σk,l)
dividiendo el numerador y denominador por d(l, σ)d(k, σ),
uj,σ =
Mj,k,luj,k
d(k, σ)
+
Mj,k,luj,l
d(l, σ
Mj,k,l
d(k, σ)
+
Mj,l,kuj,l
d(l, σ
)
(4.28)
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donde uj,σ es la aproximacio´n de uj(y0), j ∈ {e, i} .
Si xk ∈ τ , reemplazando 4.28 en 4.27 y tomando uσ = uk, obtenemos el valor de
Fj,k,l con σ ∈ εint
Fj,k,l =
∣∣σk,l∣∣ Mj,k,l
d(k, σ)
[(
d(k, σd(l, σ
Mj,k,ld(l, σ) +Mj,l,kd(k, σ)
)(
Mj,k,luj,k
d(k, σ)
+
Mj,l,kuj,l
d(l, σ)
)
− uj,k
]
Fj,k,l =
∣∣σk,l∣∣Mj,k,l[ Mj,l,kuj,kd(l, σ) +Mj,l,kuj,kd(k, σ)(
Mj,k,ld(l, σ) +Mj,l,kd(k, σ)
)
d(k, σ)
− uj,kMj,l,kd(L, σ)−Mj,l,kuj,kd(k, σ)(
Mj,k,ld(l, σ) +Mj,l,kd(k, σ)
)
d(k, σ)
]
Fj,k,l =
∣∣σk,lMj,k,l∣∣Mj,l,k(uj,l − uj,k)(
Mj,k,ld(l, σ) +Mj,l,kd(k, σ)
)
luego el flujo sobre los bordes internos es:
Fj,k,l = d
∗
j,k,l
∣∣σk,l∣∣(uj,l − uj,k)
con d∗k,l =
Mj,k,lMj,l,k
Mj,k,ld(l, σ) +Mj,l,kd(k, σ)
La condicio´n del borde se tiene en cuenta, imponiendo condicio´n de no flujo
sobre los bordes externos:
d∗j,k,l|σk,l|(uj,l − uj,k) = 0 para σ ∈ εext(k) j = i, e
discretizando los demas te´rminos H(v, w) y Iion(v, w)
Hn+1k : =
1∣∣k∣∣∆t
∫ tn+1
tn
∫
k
H(v, w)dxdt
In+1ionk :=
1∣∣k∣∣∆t
∫ tn+1
tn
∫
k
Iion(v, w)dxdt
Inappk : =
1∣∣k∣∣∆t
∫ tn+1
tn
∫
k
Iapp(x, t
n)dxdt
donde se dividio´ por ∆t por simplicidad.
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El ca´lculo comienza iniciando las variables,
v0K =
1
|k|
∫
k
v0(x)dx
w0K =
1
|k|
∫
k
w0(x)dx
utilizando el esquema de Euler se tiene que,
∫ tn+1
tn
∫
k
∂v
∂t
(x, t)dxdt = |k|v
n+1
k − vnk
∆t
y
∫ tn+1
tn
∫
k
∂w
∂t
(x, t)dxdt = |k|w
n+1
k − wnk
∆t
luego remplazando cada discretizaco´n se obtienen las siguientes ecuaciones
βCm|k|v
n+1
k − vnk
∆t
+
∑
σ∈εk
F n+1e,k,l + β|K|In+1ionk = |k|In+1appK∑
σ∈εk
F n+1i,ue,k,l + F
n+1
e,ue,k,l
+ F n+1i,v,k,l = |k|In+1appk
wn+1k − wnk
∆t
−Hn+1k = 0
La forma final del esquema de volu´menes finitos junto con las condiciones esta´ da-
do por:
βCm|k|v
n+1
k − vnk
∆t
+
∑
σ∈εint(k)
d∗e,k,l|σk,l|(un+1e,l − un+1e,k ) + β|k|In+1ionk = |k|In+1appk∑
σ∈εint(k)
|σk,l|d∗i,k,l + d∗e,k,l)(un+1e,l − un+1e,k ) + d∗i,k,l(vn+1l − vn+1k ) = |k|In+1appk
|k|w
n+1
k − wnk
∆t
− |k|Hn+1k = 0
La condicio´n de borde se toma imponiendo la siguiente condicio´n de no-flujo sobre
los bordes.
d∗j,k,l|σk,l|(un+1j,l − un+1j,k ) = 0 con σ ∈ εext(k)
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Respecto a las condiciones de frontera del modelo bidimonio, la discretizacio´n
esta´ dada por:∑
k∈τ) |k|un+1e,k = 0, n = 0, 1, 2, ..., N
Para la ecuacio´n parabo´lica se escogio´ un esquema expl´ıcito en la discretizacio´n,
cuando se toma el caso impl´ıcito se exige mayor esfuerzo computacional ver [11]
Ahora con base en lo anterior, podemos construir un esquema para el modelo
monodominio.
βCm|k|v
n+1
k − vnk
∆t
+
∑
l∈N(k)
1
1 + λ
d∗j,k,l|σk,l||(vn+1l − vn+1k )|+
β|k|In+1ionk =
λ
λ+ 1
|k|In+1appk
|k|w
n+1
k − wnk
∆t
− |K|Hn+1k = 0
La existencia-unicidad de la solucio´n aproximada y convergencia del esquema
nu´merico, hacia la solucio´n debil, son analizalizados en [33], donde se impone la
condicio´n,
∆t ≤ h
(
2maxk∈τ
{|Inion,k|+ |Iappk |}+ 4h−1maxk∈τ {|Mi,k|})
esta condicio´n solo es va´lida para mallas recta´ngulares.
Las siguientes gra´ficas son el resultado de realizar la simulacio´n y programacio´n
en Matlab del esquema de volu´menes finitos, para el modelo Bidominio y Mono-
domino, para mas detalle sobre el codigo ver anexo. Las constantes y para´metros
utilizados para esta simulacio´n fueron tomados de [2, 23, 47].
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Para el modelo Monodominio.
(a) t=2 ms (b) t=2 ms
En las gra´ficos anteriores se observa la variacio´n en el potencial inicial (v = 0) al
aplicar un est´ımulo instanta´neo de 1mV en t = 2ms, al dominio extracelular en
el Miocardio, este est´ımulo fue aplicado en la centro de la regio´n. En las gra´ficas
c) y d) muestran la evolucio´n del potencial en t = 80ms.
(c) t=80 ms (d) t=80 ms
Se puede observar la evolucio´n del potencial v pasando por el proceso de repola-
rizacio´n, donde los valores de c) y d) se encuentran en el orden de 10−3 mientras
que e) y f) esta´n en 10−4, este proceso continu´a hasta alcanzar a valores cercanos
a cero que coinciden con el potencial en reposo.
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(e) t=150 ms (f) t=150 ms
Para el modelo Bidominio, se realizo´ la simulacio´n aplicando un est´ımulo de
corriente instanta´neo en el centro de la regio´n de 100mV en t = 3ms, donde la
funcio´n de potencial inicial fue v = 0, y el potencial intracelular ue = 0.
(g) t=3 ms (h) t=50 ms
En h) se observa la evolucio´n del potencial que coincide con las fases de des-
polarizacio´n y repolarizacio´n del modelo de FizHugh- Nagumo, cumpliendo las
caracter´ısticas de un modelo de reaccio´n y difusio´n.
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4.4.1. Comparacio´n con otras te´cnicas de discretizacio´n
El me´todo de los volu´mes finitos es muy diferente al me´todo de las diferencias
finitas o al de elementos finitos, aunque algunas veces se puedan relacionar. En
te´rminos generales el me´todo de las diferencias finitas se basa en asignar puntos es-
paciados [26] y aplicar las ecuaciones constitutivas correspondientes del feno´meno
en cada punto, adicionalmente en cada discretizacio´n se remplaza la derivada de
las inco´gnitas por diferencias finitas a trave´s de series de Taylor.
El me´todo de las diferencias finitas presenta grandes dificultades cuando los te´rmi-
nos de la ecuacio´n son discontinuos; por otro lado, en el me´todo de volu´menes
finitos las discontinuidades presentes en los coeficientes no representan ningu´n
problema siempre que las mallas se elijan adecuadamente [8], particularmente los
bordes son tomados sobre las discontinuidades.
En conclusio´n, el esquema de volu´menes finitos difiere del esquema de diferencias
finitas en que este es usado para aproximar solo el flujo , garantizando la conser-
vacio´n, mientras que utilizando u´nicamente diferencias finitas como operador, el
esquema tendr´ıa problemas de estabilidad, cabe tener en cuenta que el esquema
de las diferencias finitas se puede utilizar para aproximar los flujos en la frontera
de los volu´menes de control.
Respecto al me´todo de los elementos finitos, dicho me´todo esta´ basado en una
formulacio´n variacional obtenida al multiplicar la ecuacio´n original por una fun-
cio´n test, donde las inco´gnitas continuas son aproximadas por una combinacio´n
lineal de funciones test y la ecuacio´n resultante es integrada bajo cada dominio. El
me´todo de elementos finitos puede ser mas preciso que volu´menes finitos cuando
se usan polinomios de grado superior [8], pero para realizar estas construcciones
se requieren esquemas adecuados que no siempre son compatibles con los proble-
mas planteados, adema´s el esfuerzo computacional en un esquema de volu´menes
finitos es menor bajo ciertas condiciones, respecto al realizado por elementos fi-
nitos, sin importar que los volu´menes sean discretizados en sus pasos temporales
de forma explicita.
Tomando algunas caracter´ısticas el me´todo de volu´menes finitos se puede con-
vertir en una discretizacio´n por elementos finitos y estas caracter´ısticas esta´n
asociadas a la geometr´ıa de la malla y a las funciones test.
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Se pueden notar como caracter´ısticas propias del me´todo de volu´menes finitos
que:
a) La coordenada del nodo j que es la precisa ubicacio´n de la variable u en la
celda kj no aparece explicitamente luego uj se asocia al valor promedio de u
en la celda.
b) Las coordenadas de la celda solo son necesarias a la hora de definir el volu´men
de la celda o la medida de las aristas.
c) Este me´todo permite una fa´cil introduccio´n a los problemas de contorno, es-
pecialmente en aquellos que las condiciones vienen planteados en te´rminos
del flujo los cuales pueden ser impuestos directamente sobre los respectivos
te´rminos.
Cap´ıtulo 5
Conclusiones
La discretizacio´n realizada por un esquema explicito es estable, en el mejor de los
casos de forma condicional y presenta una limitacio´n importante con el ma´ximo
paso del tiempo ∆t.
El gasto computacional es muy grande en el modelo del bidominio, ya que es
necesario resolver un sistema de n2 × n2 donde n es el nu´mero de celdas.
Se podr´ıan realizar otras simulaciones con mallas no estructuradas o con otra
geome´tria, como el caso de la discretizacio´n de Vorono´i y tambie´n en este caso la
estabilidad esta´ garantizada.
Una ventaja definitiva del modelo de volu´menes finitos sobre otras te´cnicas nume´ri-
cas es la forma como discretiza el flujo desde su forma integral garantizando que
este sea conservativo.
Al usar el modelo de corriente io´nica de Nagumo se garantiza una simplifica-
cio´n en los ca´lculos sin perder la veracidad del modelo.
La forma de mejorar la aproximacio´n del modelo es reduciendo el paso del tiempo
y el taman˜o de la celda, estas condiciones adema´s son necesarias en el momento
de probar la convergencia del me´todo.
Aunque no se demostro´ la convergencia para el modelo monodominio esta surge
como consecuencia de la realizada para el bidominio, adema´s cualquier discreti-
zacio´n realizada usando volu´menes finitos podr´ıa ser convergente siempre que se
usen adecuados pasos de tiempo y un nu´mero considerable de particiones.
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Cap´ıtulo 6
Anexo - Co´digos en Matlab
%Ecuaciones Modelo Monodominio
%Elaborado por
%Andrei Gonzalez
%Javier Hernan Gil Gomez
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%Programa para generar la malla y realizar los c\’alculos iniciales en t=0
% clear;
xmin=0;%input(’digite el valor m~Animo de x xmin=’);
xmax=5;%input(’digite el valor m~A¡ximo de x xmax=’);
ymin=0;%input(’digite el valor m~Animo de x ymin=’);
ymax=5;%input(’digite el valor m~A¡ximo de x ytmax=’);
n=5;%input(’digite el n~Aomero de intervalos n=’);
%vectores de coordenadas de los puntos de la malla
deltax=(xmax-xmin)/n;deltay=(ymax-ymin)/n;
coordenadasx=linspace(xmin,xmax,n+1);coordenadasy=linspace(ymin,ymax,n+1);
%coordenadas de los puntos medios de las celdas
pm(1,:)=linspace(deltax/2,xmax-deltax/2,n);
pm(2,:)=linspace(deltay/2,ymax-deltay/2,n);
%condiciones iniciales
w=0;
t=0;
%constantes
a=0.16875;b=1.0;cm=1.0;B=1.0;
dt=2e-3;% cambio en el tiempo
ka=deltax*deltay;%area de celda
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for i=1:n
for j=1:n
x=linspace(coordenadasx(i),coordenadasx(i+1),20);
y=linspace(coordenadasy(i),coordenadasx(i+1),20);
vf=1 - 1./(1+exp(-50*sqrt(x.^2+y.^2)- 0.1));%Funcion de potencial v inicial
v=trapz(y,vf);v=v*ones(1,20);
v(i,j,1)=trapz(x,v)/ka;
Hf=a*v(i,j,1)-b*w;Hf=Hf*ones(1,20);%Funcion de H inicial
H=trapz(y,Hf);H=H*ones(1,20);
Hk(i,j)=trapz(x,H)/ka;
wk(i,j)=w*(coordenadasx(i+1)- coordenadasx(i))*(coordenadasy(j+1)-coordenadasy(j))/ka;
Iion=-gamma*(wk(i,j)-v(i,j)*(1-v(i,j))*(v(i,j)-teta));
Ion(i,j)=Iion*((coordenadasx(i+1)-coordenadasx(i))*(coordenadasy(j+1)-coordenadasy(j)))/ka;
end
end
}
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%Calculo de Me de cada celda
int=Mi*(coordenadasx(i+1)-coordenadasx(i))*(coordenadasy(j+1)-coordenadasy(j))*normal/ka;
Mkl=norm(int);
int=Mi*(coordenadasx(i+1)-coordenadasx(i))*(coordenadasy(j+1)-coordenadasy(j))*normal/ka;
Mlk=norm(int);
d=Mkl*Mlk*deltax/(deltax/2*Mkl+deltax/2*Mlk);
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Calculo de la Suma de Datos de celdas vecinas
lamnda=-0.99;%Valor de la conductividad extracelular
Mi=[1,0;0,1]*lamnda; Tensor de conductividad extracelular
%vectores normales
%celdas 1 2 3
%%%%%%%% 8 X 4
%%%%%%% 7 6 5
%n1=[-1/sqrt(2) 1/sqrt(2)];%para la celda 1
n2=[0 1];
%n3=[1/sqrt(2) 1/sqrt(2)];%para la celda 3
n4=[1 0];
%n5=[1/sqrt(2) -1/sqrt(2)];%para la celda 5
n6=[0 -1];
%n7=[-1/sqrt(2) -1/sqrt(2)];%para la celda 8
n8=[-1 0];
suma=0;
if i==1 && j==1% esta en la esquina superior izquierda (suma 2)
normal=n4’; calculoM;d=(Mkl+Mlk)/(deltax/2*Mkl+deltax/2*Mlk)*deltax;
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suma =suma+1/(1+gamma)*d*deltax/deltax+(v(i,j+1)-v(i,j));
normal=n6’; calculoM;d=(Mkl+Mlk)/(deltax/2*Mkl+deltax/2*Mlk)*deltax;
suma =suma+1/(1+gamma)*d*deltax/deltax+(v(i+1,j)-v(i,j));
elseif i==1 && j==n % esta en la esquina superior derecha (suma 2)
normal=n8’; calculoM;d=(Mkl+Mlk)/(deltax/2*Mkl+deltax/2*Mlk)*deltax;
suma =suma+1/(1+gamma)*d*deltax/deltax+(v(i,j-1)-v(i,j));
normal=n6’; calculoM;d=(Mkl+Mlk)/(deltax/2*Mkl+deltax/2*Mlk)*deltax;
suma =suma+1/(1+gamma)*d*deltax/deltax+(v(i+1,j)-v(i,j));
elseif i==1 % esta en los bordes superiores (suma 3)
normal=n8’; calculoM;d=(Mkl+Mlk)/(deltax/2*Mkl+deltax/2*Mlk)*deltax;
suma =suma+1/(1+gamma)*d*deltax/deltax+(v(i,j-1)-v(i,j));
normal=n4’; calculoM;d=(Mkl+Mlk)/(deltax/2*Mkl+deltax/2*Mlk)*deltax;
suma =suma+1/(1+gamma)*d*deltax/deltax+(v(i,j+1)-v(i,j));
normal=n6’; calculoM;d=(Mkl+Mlk)/(deltax/2*Mkl+deltax/2*Mlk)*deltax;
suma =suma+1/(1+gamma)*d*deltax/deltax+(v(i+1,j)-v(i,j));
elseif i==n && j==1 %esta en la esquina inferior izquierda (suma 2)
normal=n4’; calculoM;d=(Mkl+Mlk)/(deltax/2*Mkl+deltax/2*Mlk)*deltax;
suma =suma+1/(1+gamma)*d*deltax/deltax+(v(i-1,j)-v(i,j));
normal=n2’; calculoM;d=(Mkl+Mlk)/(deltax/2*Mkl+deltax/2*Mlk)*deltax;
suma =suma+1/(1+gamma)*d*deltax/deltax+(v(i,j+1)-v(i,j));
elseif j==1 % esta en los bordes laterales izquierdos (suma 3)
normal=n2’; calculoM;d=(Mkl+Mlk)/(deltax/2*Mkl+deltax/2*Mlk)*deltax;
suma =suma+1/(1+gamma)*d*deltax/deltax+(v(i-1,j)-v(i,j));
normal=n6’; calculoM;d=(Mkl+Mlk)/(deltax/2*Mkl+deltax/2*Mlk)*deltax;
suma =suma+1/(1+gamma)*d*deltax/deltax+(v(i+1,j)-v(i,j));
normal=n4’; calculoM;d=(Mkl+Mlk)/(deltax/2*Mkl+deltax/2*Mlk)*deltax;
suma =suma+1/(1+gamma)*d*deltax/deltax+(v(i,j+1)-v(i,j));
elseif i==n % esta en el borde inferior (suma 3)
normal=n8’; calculoM;d=(Mkl+Mlk)/(deltax/2*Mkl+deltax/2*Mlk)*deltax;
suma =suma+1/(1+gamma)*d*deltax/deltax+(v(i,j-1)-v(i,j));
normal=n4’; calculoM;d=(Mkl+Mlk)/(deltax/2*Mkl+deltax/2*Mlk)*deltax;
suma =suma+1/(1+gamma)*d*deltax/deltax+(v(i,j+1)-v(i,j));
normal=n2’; calculoM;d=(Mkl+Mlk)/(deltax/2*Mkl+deltax/2*Mlk)*deltax;
suma =suma+1/(1+gamma)*d*deltax/deltax+(v(i-1,j)-v(i,j));
elseif i==n && j==n %esta en la esquina inferior derecha (suma 2)
normal=n8’; calculoM;d=(Mkl+Mlk)/(deltax/2*Mkl+deltax/2*Mlk)*deltax;
suma =suma+1/(1+gamma)*d*deltax/deltax+(v(i,j-1)-v(i-1,j));
normal=n2’; calculoM;d=(Mkl+Mlk)/(deltax/2*Mkl+deltax/2*Mlk)*deltax;
suma =suma+1/(1+gamma)*d*deltax/deltax+(v(i,j+1)-v(i,j));
elseif j==n % esta en el borde lateral derecho (suma 3)
normal=n2’; calculoM;d=(Mkl+Mlk)/(deltax/2*Mkl+deltax/2*Mlk)*deltax;
suma =suma+1/(1+gamma)*d*deltax/deltax+(v(i-1,j)-v(i,j));
normal=n6’; calculoM;d=(Mkl+Mlk)/(deltax/2*Mkl+deltax/2*Mlk)*deltax;
suma =suma+1/(1+gamma)*d*deltax/deltax+(v(i+1,j)-v(i,j));
normal=n8’; calculoM;d=(Mkl+Mlk)/(deltax/2*Mkl+deltax/2*Mlk)*deltax;
suma =suma+1/(1+gamma)*d*deltax/deltax+(v(i,j-1)-v(i,j));
else % esta en las celdas centrales (suma 4)
normal=n8’; calculoM;d=(Mkl+Mlk)/(deltax/2*Mkl+deltax/2*Mlk)*deltax;
suma =suma+1/(1+gamma)*d*deltax/deltax+(v(i,j-1)-v(i,j));
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normal=n4’; calculoM;d=(Mkl+Mlk)/(deltax/2*Mkl+deltax/2*Mlk)*deltax;
suma =suma+1/(1+gamma)*d*deltax/deltax+(v(i,j+1)-v(i,j));
normal=n2’; calculoM;d=(Mkl+Mlk)/(deltax/2*Mkl+deltax/2*Mlk)*deltax;
suma =suma+1/(1+gamma)*d*deltax/deltax+(v(i-1,j)-v(i,j));
normal=n6’; calculoM;d=(Mkl+Mlk)/(deltax/2*Mkl+deltax/2*Mlk)*deltax;
suma =suma+1/(1+gamma)*d*deltax/deltax+(v(i+1,j)-v(i,j));
\end
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%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%Programa principal
clear;clc
% 1-datos y calculos iniciales t=0
% 2-calcular potenciales
% 3-iterar t y recalcular todo
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%calcular el w inicial
%Calcular H,inicial integre para calcular H en cada celda
%Con H calcular v inicial
%con v y w calcular Iion e Iapp
%empezar a iterar en tiempo
%calcular los nuevos v, w, H, Iion e Iapp
gamma=-100; %dato inicial para ingresar
teta=0.25; %dato inicial para ingresar
x0=2.5; %dato inicial para ingresar
y0=2.5; %dato inicial para ingresar
%producto=gamma/(1+gamma)*Iapp
% 1: Programa malla
malla;% calcula v, H, Hk y w
for k=2:20
t=t+dt;
for i=1:n
for j= 1:n
if t>4e-3 && (coordenadasx(i)-x0)^2+(coordenadasy(j)-y0)^2<0.04;
producto=1; %disp(’ya’)
else
producto=0;%es (gamma/(gamma+1)*Iapp)
end
%Calculo de v
sumatoria;
v(i,j,k)=(dt/(B*cm*ka))*(producto*ka-B*ka*Ion(i,j)+(B*cm*ka*v(i,j,k-1))/dt - suma);
%Calculo de w
wk(i,j)=dt*Hk(i,j)+wk(i,j);
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%Calculo de Hk
H=a*v(i,j)- b*wk(i,j);
Hk(i,j)=H*((coordenadasx(i+1)-coordenadasx(i))*(coordenadasy(j+1)-coordenadasy(j)))/ka;
%Calculo Iion
Iion=-gamma*(wk(i,j)-v(i,j)*(1-v(i,j))*(v(i,j)-teta));
Ion(i,j)=Iion*((coordenadasx(i+1)-coordenadasx(i))*(coordenadasy(j+1)-coordenadasy(j)))/ka;
end
end
end
%Condicion de frontera en los bordes externos, es decir el flujo es cero.
for i=1:n
v(1,i,k)=0;
v(n,i,k)=0;
v(i,1,k)=0;
v(i,n,k)=0;
end
\newpage
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%Programa que realiza las graficas
xg=linspace(0,5,n);yg=xg;[xg,yg]=meshgrid(xg,yg);
for z=1:20
subplot(1,2,1)
contourf(xg,yg,v(1:n,1:n,z)),%view(60,30) %Crea las curvas de nivel
subplot(1,2,2)
surf(xg,yg,v(1:n,1:n,z)),view(60,30) %Crea la superficie V
title(z)
pause(0.3) %velocidad de transicion de las graficas.
end
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%Ecuaciones Modelo Bidodominio
%Elaborado por
%Andrei Gonzalez
%Javier Hernan Gil Gomez
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%Programa para generar la malla
% clear;
xmin=0;%input(’digite el valor m~Animo de x xmin=’);
xmax=5;%input(’digite el valor m~A¡ximo de x xmax=’);
ymin=0;%input(’digite el valor m~Animo de x ymin=’);
ymax=5;%input(’digite el valor m~A¡ximo de x ytmax=’);
n=20;%input(’digite el n~Aomero de intervalos n=’);
%vectores de coordenadas de los puntos de la malla
deltax=(xmax-xmin)/n;deltay=(ymax-ymin)/n;
coordenadasx=linspace(xmin,xmax,n+1);coordenadasy=linspace(ymin,ymax,n+1);
%coordenadas de los puntos medios de las celdas
pm(1,:)=linspace(deltax/2,xmax-deltax/2,n);
pm(2,:)=linspace(deltay/2,ymax-deltay/2,n);
%condiciones iniciales
w=0; a1=0.16875;b=1.0;
%constantes
cm=1;B=1/2000;
t=0;
dt=1e-3;Paso en el tiempo
ka=deltax*deltay;%area de celda
for i=1:n
for j=1:n
x=linspace(coordenadasx(i),coordenadasx(i+1),20);
y=linspace(coordenadasy(i),coordenadasx(i+1),20);
vf=1 - 1./(1+exp(-50*sqrt(x.^2+y.^2)- 0.1));%Funcion de potencial inicial
vf=trapz(y,vf);vf=vf*ones(1,20);
v(i,j,1)=trapz(x,vf)/ka;
u(i,j,1)=0.0;%Funcion potencial u_e inicial
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Hf=a1*v(i,j,1)-b*w;Hf=Hf*ones(1,20);
H=trapz(y,Hf);H=H*ones(1,20);
Hk(i,j)=trapz(x,H)/ka;
wk(i,j)=w*(coordenadasx(i+1)-coordenadasx(i))*(coordenadasy(j+1)- coordenadasy(j))/ka;
Iion=-gamma*(wk(i,j)-v(i,j)*(1-v(i,j))*(v(i,j)-teta));
Ion(i,j)=Iion*((coordenadasx(i+1)-coordenadasx(i))*(coordenadasy(j+1)-coordenadasy(j)))/ka;
end
end
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%calculo de las Mi de cada celda
Me=[1/6,0;0,10/6]; Tensor Inicial
Mi=[1/24,0;0,1/12];Tensor Inicial
int=Mi*(coordenadasx(i+1)-coordenadasx(i))*(coordenadasy(j+1)-coordenadasy(j))*normal/ka;
Mkli=norm(int);
int=Mi*(coordenadasx(i+1)-coordenadasx(i))*(coordenadasy(j+1)-coordenadasy(j))*normal/ka;
Mlki=norm(int);
di=Mkli*Mlki*deltax/(deltax/2*Mkli+deltax/2*Mlki);
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%calculo de Mi y Me en cada celda
int=Me*(coordenadasx(i+1)-coordenadasx(i))*(coordenadasy(j+1)-coordenadasy(j))*normal/ka;
Mkle=norm(int);
int=Me*(coordenadasx(i+1)-coordenadasx(i))*(coordenadasy(j+1)-coordenadasy(j))*normal/ka;
Mlke=norm(int);
de=Mkle*Mlke*deltax/(deltax/2*Mkle+deltax/2*Mlke);
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%suma de valores de celdas vecinas para u_e
%Me=[0.1,0;0,0.1];
%Mi=[0.2,0;0,0.2];
%vectores normales
%celdas 1 2 3
%%%%%%%% 8 X 4
%%%%%%% 7 6 5
%n1=[-1/sqrt(2) 1/sqrt(2)];%para la celda 1
n2=[0 1];
%n3=[1/sqrt(2) 1/sqrt(2)];%para la celda 3
n4=[1 0];
%n5=[1/sqrt(2) -1/sqrt(2)];%para la celda 5
n6=[0 -1];
%n7=[-1/sqrt(2) -1/sqrt(2)];%para la celda 8
n8=[-1 0];
76
%se debe calcular primero Mi y Me, luego se determina di y de,
finalmente se hace la suma
%se debe iterar para cada celda y determinar: los valores de Mi y Me
%en cada celda con el programa calculoM2
suma=0;
if i==1 && j==1% esta en la esquina superior izquierda (suma 2)
normal=n4’; calculoM2;de=(Mkle+Mlke)/(deltax/2*Mkle+deltax/2*Mlke)*deltax;
suma =suma+de*deltax/deltax+(u(i,j+1,k-1)-u(i,j,k-1));
normal=n6’; calculoM2;de=(Mkle+Mlke)/(deltax/2*Mkle+deltax/2*Mlke)*deltax;
suma =suma+de*deltax/deltax+(u(i+1,j,k-1)-u(i,j,k-1));
elseif i==1 && j==n % esta en la esquina superior derecha (suma 2)
normal=n8’; calculoM2;de=(Mkle+Mlke)/(deltax/2*Mkle+deltax/2*Mlke)*deltax;
suma =suma+de*deltax/deltax+(u(i,j-1,k-1)- u(i,j,k-1));
normal=n6’; calculoM2;de=(Mkle+Mlke)/(deltax/2*Mkle+deltax/2*Mlke)*deltax;
suma =suma+de*deltax/deltax+(u(i+1,j,k-1)-u(i,j,k-1));
elseif i==1 % esta en los bordes superiores (suma 3)
normal=n8’; calculoM2;de=(Mkle+Mlke)/(deltax/2*Mkle+deltax/2*Mlke)*deltax;
suma =suma+de*deltax/deltax+(u(i,j-1,k-1)-u(i,j,k-1));
normal=n4’; calculoM2;de=(Mkle+Mlke)/(deltax/2*Mkle+deltax/2*Mlke)*deltax;
suma =suma+de*deltax/deltax+(u(i,j+1,k-1)-u(i,j,k-1));
normal=n6’; calculoM2;de=(Mkle+Mlke)/(deltax/2*Mkle+deltax/2*Mlke)*deltax;
suma =suma+de*deltax/deltax+(u(i+1,j,k-1)-u(i,j,k-1));
elseif i==n && j==1 %esta en la esquina inferior izquierda (suma 2)
normal=n4’; calculoM2;de=(Mkle+Mlke)/(deltax/2*Mkle+deltax/2*Mlke)*deltax;
suma =suma+de*deltax/deltax+(u(i-1,j,k-1)-u(i,j,k-1));
normal=n2’; calculoM2;de=(Mkle+Mlke)/(deltax/2*Mkle+deltax/2*Mlke)*deltax;
suma =suma+de*deltax/deltax+(u(i,j+1,k-1)-u(i,j,k-1));
elseif i==n && j==n %esta en la esquina inferior derecha (suma 2)
normal=n8’; calculoM2;de=(Mkle+Mlke)/(deltax/2*Mkle+deltax/2*Mlke)*deltax;
suma =suma+de*deltax/deltax+(u(i,j-1,k-1)-u(i,j,k-1));
normal=n2’; calculoM2;de=(Mkle+Mlke)/(deltax/2*Mkle+deltax/2*Mlke)*deltax;
suma =suma+de*deltax/deltax+(u(i-1,j,k-1)-u(i,j,k-1));
elseif j==1 % esta en los bordes laterales izquierdos (suma 3)
normal=n2’; calculoM2;de=(Mkle+Mlke)/(deltax/2*Mkle+deltax/2*Mlke)*deltax;
suma =suma+de*deltax/deltax+(u(i-1,j,k-1)-u(i,j,k-1));
normal=n6’; calculoM2;de=(Mkle+Mlke)/(deltax/2*Mkle+deltax/2*Mlke)*deltax;
suma =suma+de*deltax/deltax+(u(i+1,j,k-1)-u(i,j,k-1));
normal=n4’; calculoM2;de=(Mkle+Mlke)/(deltax/2*Mkle+deltax/2*Mlke)*deltax;
suma =suma+de*deltax/deltax+(u(i,j+1,k-1)-u(i,j,k-1));
elseif i==n % esta en el borde inferior (suma 3)
normal=n8’; calculoM2;de=(Mkle+Mlke)/(deltax/2*Mkle+deltax/2*Mlke)*deltax;
suma =suma+de*deltax/deltax+(u(i,j-1,k-1)-u(i,j,k-1));
normal=n4’; calculoM2;de=(Mkle+Mlke)/(deltax/2*Mkle+deltax/2*Mlke)*deltax;
suma =suma+de*deltax/deltax+(u(i,j+1,k-1)-u(i,j,k-1));
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normal=n2’; calculoM2;de=(Mkle+Mlke)/(deltax/2*Mkle+deltax/2*Mlke)*deltax;
suma =suma+de*deltax/deltax+(u(i-1,j,k-1)-u(i,j,k-1));
elseif j==n % esta en el borde lateral derecho (suma 3)
normal=n2’; calculoM2;de=(Mkle+Mlke)/(deltax/2*Mkle+deltax/2*Mlke)*deltax;
suma =suma+de*deltax/deltax+(u(i-1,j,k-1)-u(i,j,k-1));
normal=n6’; calculoM2;de=(Mkle+Mlke)/(deltax/2*Mkle+deltax/2*Mlke)*deltax;
suma =suma+de*deltax/deltax+(u(i+1,j,k-1)-u(i,j,k-1));
normal=n8’; calculoM2;de=(Mkle+Mlke)/(deltax/2*Mkle+deltax/2*Mlke)*deltax;
suma =suma+de*deltax/deltax+(u(i,j-1,k-1)-u(i,j,k-1));
else % esta en las celdas centrales (suma 4)
normal=n8’; calculoM2;de=(Mkle+Mlke)/(deltax/2*Mkle+deltax/2*Mlke)*deltax;
suma =suma+de*deltax/deltax+(u(i,j-1,k-1)-u(i,j,k-1));
normal=n4’; calculoM2;de=(Mkle+Mlke)/(deltax/2*Mkle+deltax/2*Mlke)*deltax;
suma =suma+de*deltax/deltax+(u(i,j+1,k-1)-u(i,j,k-1));
normal=n2’; calculoM2;de=(Mkle+Mlke)/(deltax/2*Mkle+deltax/2*Mlke)*deltax;
suma =suma+de*deltax/deltax+(u(i-1,j,k-1)-u(i,j,k-1));
normal=n6’; calculoM2;de=(Mkle+Mlke)/(deltax/2*Mkle+deltax/2*Mlke)*deltax;
suma =suma+de*deltax/deltax+(u(i+1,j,k-1)-u(i,j,k-1));
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Construccion de la matrices de coeficientes para resolver el sistema para potencial extracelular u
%vectores normales
%celdas 1 2 3
%%%%%%%% 8 X 4
%%%%%%% 7 6 5
%n1=[-1/sqrt(2) 1/sqrt(2)];%para la celda 1
n2=[0 1];
%n3=[1/sqrt(2) 1/sqrt(2)];%para la celda 3
n4=[1 0];
%n5=[1/sqrt(2) -1/sqrt(2)];%para la celda 5
n6=[0 -1];
%n7=[-1/sqrt(2) -1/sqrt(2)];%para la celda 8
n8=[-1 0];
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
a=zeros(n^2);
%primera diagonal
cont=0;
for jj=n+1:n^2
cont=cont+1;
a(cont,jj)=di+de;
end
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%segunda diagonal
cont=0;
for ii=n+1:n^2
cont=cont+1;
a(ii,cont)=di+de;
end
diagonal principal
%bordes superiores
for jj=2:n
a(jj,jj)=-3*(di+de);a(jj,jj-1)=di+de;a(jj,jj+1)=di+de;
end
%bordes laterales izquierdos
for jj=n+1:n:n^2-1
a(jj,jj)=-3*(di+de);a(jj,jj+1)=di+de;
end
%bordes inferiores
for jj=n^2+1-n:n^2-1
if a(jj,jj)==0
a(jj,jj)=-3*(di+de);a(jj,jj-1)=di+de;a(jj,jj+1)=di+de;
end
end
%bordes laterales derechos
for jj=n:n:n^2-1
a(jj,jj)=-3*(di+de);a(jj,jj-1)=di+de;
end
%esquinas de 2
a(1,1)=-2*(di+de);a(n^2,n^2)=-2*(di+de);
a(n,n)=-2*(di+de);a(n^2-n+1,n^2-n+1)=-2*(di+de);
%restantes que corresponden a los centrales
for jj=n+1:n^2
if a(jj,jj)==0
a(jj,jj)=-4*(di+de);
end
end
%contiguos a la diagonal principal
for jj=n+1:n^2-1
if a(jj,jj)==-4*(di+de);% centrales(antes y despues)
a(jj,jj-1)=di+de;a(jj,jj+1)=di+de;
end
end
cont=0;
for ii=1:n
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for jj=1:n
cont=cont+1;
if ii==1 && jj==1% esta en la esquina superior izquierda (suma 2)
%coeficientes del vector de terminos independientes
b(cont)=ka*Iapp-di*(v(ii,jj+1,k)-v(ii,jj,k-1))-di*(v(ii+1,jj,k-1)-v(ii,jj,k-1));
elseif ii==1 && jj==n % esta en la esquina superior derecha (suma 2)
b(cont)=ka*Iapp-di*(v(ii,jj-1,k-1)-v(ii,jj,k-1))-di*(v(ii+1,jj,k-1)-v(ii,jj,k-1));
elseif ii==1 % esta en los bordes superiores (suma 3)
b(cont)=ka*Iapp-di*(v(ii,jj-1,k-1)-v(ii,jj,k-1))-di*(v(ii,jj+1,k-1)-v(ii,jj,k-1))-
di*(v(ii+1,jj,k-1)-v(ii,jj,k-1));
elseif ii==n && jj==1 %esta en la esquina inferior izquierda (suma 2)
b(cont)=ka*Iapp-di*(v(ii-1,jj,k-1)-v(ii,jj,k-1))-di*(v(ii,jj+1,k-1)-v(ii,jj,k-1));
elseif ii==n && jj==n %esta en la esquina inferior derecha (suma 2)
b(cont)=ka*Iapp-di*(v(ii-1,jj,k-1)-v(ii,jj,k-1))-di*(v(ii,jj-1,k-1)-v(ii,jj,k-1));
elseif jj==1 % esta en los bordes laterales izquierdos (suma 3)
b(cont)=ka*Iapp-di*(v(ki-1,jj,k-1)-v(ii,jj,k-1))-di*(v(ii+1,jj,k-1)-v(ii,jj,k-1))-
di*(v(ii,jj+1,k-1)-v(ii,jj,k-1));
elseif ii==n % esta en el borde inferior (suma 3)
b(cont)=ka*Iapp-di*(v(ii,jj-1,k-1)-v(ii,jj,k-1))-di*(v(ii-1,jj,k-1)-v(ii,jj,k-1))-
di*(v(ii,jj+1,k-1)-v(ii,jj,k-1));
elseif jj==n % esta en el borde lateral derecho (suma 3)
b(cont)=ka*Iapp-di*(v(ii-1,jj,k-1)-v(ii,jj,k-1))-di*(v(ii,jj-1,k-1)-v(ii,jj,k-1))-
di*(v(ii+1,jj,k-1)-v(ii,jj,k-1));
else % esta en las celdas centrales (suma 4)
b(cont)=ka*Iapp-di*(v(ii-1,jj,k-1)-v(ii,jj,k-1))-di*(v(ii,jj-1,k-1)-v(ii,jj,k-1))-
di*(v(ii+1,jj,k-1)-v(ii,jj,k-1))-di*(v(ii,jj+1,k-1)-v(ii,jj,k-1));
end
end
end
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
Se soluciona el sistema de pentadiagonal
bt=b’
x1=pentsolve(a,bt)
cont=0;
for ii=1:n
for jj=1:n
cont=cont+1;
u(ii,jj,k)=x1(cont);
end
end
%Condicion de flujo en la frontera
for ii=1:n
u(1,ii,k)=0;
u(n,ii,k)=0;
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u(ii,1,k)=0;
u(ii,n,k)=0;
end
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%Programa principal
clear;clc
% 1-datos y calculos iniciales t=0
% 2 calcular potenciales v y u
%3-iterar t y recalcular todo
\newpage
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%calcular el u,w,v inicial
%Calcular H,inicial integre para calcular H en cada celda
%Con H calcular
%con v y w calcular Iion e Iapp
%empezar a iterar en tiempo
%calcular los nuevos u,w,v, H, Iion e Iapp
gamma=-100; %dato para ingresar
teta=0.25; %dato para ingresar
x0=0.5; %dato para ingresar
y0=0.5; %dato para ingresar
malla2;% calcula u,v,w, H,e Ion en el tiempo 0
for k=2:5
t=t+dt;
if t>1e-3 && (coordenadasx(i)-x0)^2+(coordenadasy(j)-y0)^2<0.04;
Iapp=1;
else
Iapp=0;
end
for i=1:n
for j= 1:n
H=a1*v(i,j,k-1)- b*wk(i,j);
w=dt*Hk+w;sumatoria2;
v(i,j,k)=dt/(B*cm*ka)*(ka*Iapp-B*ka*Ion(i,j)+B*cm*ka/dt*v(i,j,k-1)-suma);
matrices;%Calcula el valor de u
Iion=-gamma*(wk(i,j)-v(i,j)*(1-v(i,j))*(v(i,j)-teta));
Ion(i,j)=Iion*((coordenadasx(i+1)-coordenadasx(i))*(coordenadasy(j+1)-coordenadasy(j)))/ka;
end
end
end
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%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%Programa que realiza las graficas de V
xg=linspace(0,5,n);yg=xg;[xg,yg]=meshgrid(xg,yg);
for z=1:20
subplot(1,2,1)
contourf(xg,yg,v(1:n,1:n,z)) %Grafica de la superficie para V
subplot(1,2,2)
surf(xg,yg,v(1:n,1:n,z)),view(60,30)%Curvas de nivel para V.
title(z)
pause(0.1)
end
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%Programa que realiza las graficas de U
xg=linspace(0,5,n);yg=xg;[xg,yg]=meshgrid(xg,yg);
for z=1:20
subplot(1,2,1)
contourf(xg,yg,u(1:n,1:n,z)) %Superficie para u
subplot(1,2,2)
surf(xg,yg,u(1:n,1:n,z)),view(60,30)%Curvas de nivel para u.
title(z)
pause(0.1)
end
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