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VOL-OF-VOL EXPANSION FOR (ROUGH) STOCHASTIC
VOLATILITY MODELS
OZAN AKDOĞAN
Abstract. We introduce an asymptotic small noise expansion, a so called
vol-of-vol expansion, for potentially infinite dimensional and rough stochas-
tic volatility models. Thereby we extend the scope of existing results for
finite dimensional models and validate claims for infinite dimensional models.
Furthermore we provide new, explicit (in the sense of non-recursive) repre-
sentations of the so-called push-down Malliavin weights that utilizes a precise
understanding of the terms of this expansion.
1. Introduction
With the transition from the Black & Scholes model to stochastic volatility
models the lack of analytic pricing formulae made the calibration against the implied
volatility surface a computational challenge. Asymptotic expansions (see [11] for
an overview) provide fast methods for approximate pricing and hence are popular
for calibration. As there is now strong evidence from option prices (cf. [5] and
[12]) as well as from historical prices (cf. [13]) that stochastic volatility is rough,
the benefits of asymptotic expansions are even more pronounced.
The so-called vol-of-vol expansion is particularly popular, as the leading term
agrees with the Black & Scholes price and higher order terms are usually given
in closed form. An early version of this expansion for one dimensional stochastic
volatility models is given in [19] and a generalization to finite-dimensional stochas-
tic volatility models in [25]. A further formal generalization came with the popular
Bergomi-Guyon expansion [7] (henceforth BG expansion) which is formulated in
terms of potentially infinite dimensional forward variance models and was incre-
mental in the introduction of the rough Bergomi model (cf. [6]). Although no
conditions for the validity of this expansion are provided, it is easy to see that the
terms agree with the ones in [25] for finite-dimensional stochastic volatility models.
In [4] a series representation, the so-called forest expansion, is introduced and shown
that, when appropriately truncated, the terms agree with those of the BG expan-
sion for the rough Heston model but not for the rough Bergomi model. However,
there is no convergence rate provided. Hence precise conditions for the validity of
the BG expansion for the infinite dimensional (and potentially rough) case remain
to the best of our knowledge unknown.
The main contributions of this paper will be precise conditions for this expansion
to hold and new explicit representations that improve on the recursive represen-
tations given in [25]. We will also show the relation to the forest expansion given
in [4] and prove (under some mild conditions) that a necessary condition for this
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expansion to agree with the BG expansion is that the underlying forward variance
model is affine.
The rest of this paper is organized as follows. In Section 2 we introduce the
setting and state the main result of this paper, namely conditions for the vol-of-vol
expansion to hold and new explicit representations of the terms of the expansion.
After providing some examples of forward variance models to which this expansion
applies, we will compare it in more detail to the vol-of-vol expansions mentioned
above. In the remaining sections we will prove the main result by utilizing the
Watanabe-Yoshida theory, i.e. the Yoshida extension [28, Theorem 2.2] of Watan-
abe’s Theorem [27, Theorem 2.3]. This Yoshida extension will be crucial as in
the original version of this theorem the non-degeneracy of the Malliavin covariance
matrix of the forward variance is necessary. While for finite dimensional stochastic
volatility models the Hörmander condition can be utilized, in the infinite dimen-
sional case this is not that straight forward (cf. [15] for semi linear SPDEs with
negative definite self-adjoint operators). With the Yoshida extension it will be suf-
ficient to have a local non-degeneracy condition. As the setting [28, Theorem 2.2]
is tailored for finite dimensional SDEs, we prove in Section 3 a version of this the-
orem that is suitable for our infinite dimensional SPDE setting. The results in this
section are formulated in a quite general way and could be used for example to
tackle the expansion of the term structure of forward interest rates as considered
in [18, Section 4] directly in the infinite dimensional setting, i.e. without an initial
discretization to arrive at the finite dimensional setting. In Section 4 we will then
provide conditions such that the truncated version of the weak Taylor expansion
validates the vol-of-vol expansion for a large class of forward variance models, which
include infinite dimensional but not yet rough forward variance models. In Section 5
we will give explicit representations of the terms appearing in the expansion. Based
on this representations and a change of limits argument we will show in Section 6
that this expansion holds true (essentially) whenever it exists, which in particular
is the case for rough models.
2. Main result
2.1. Setting and notation. For fixed T > 0, we assume as given a filtered proba-
bility space (Ω,F , (Ft)t∈[0,T ],P) accommodating a 2-dimensional Brownian motion
β = (β1, β2), with P being a local martingale measure for the market of stock
prices and variance swaps. For a given Hilbert space H we will denote by C∞b (H)
the set of smooth functions on H with bounded derivatives and by C∞bb (H) the set
of functions in C∞b (H) that are bounded. Further, we denote by C∞p (H) the set of
smooth functions on H such that the functions and its derivatives have polynomial
growth. If H = R, we will write C∞b , C∞bb and C∞p .
We will mainly use the term structure Hilbert spaceH that was introduced in [10,
Chapter 5]. Elements of H are bounded and absolutely continuous and the point
evaluation is a continuous functional. The multiplication operator u 7→ m(u, g) is
a linear continuous operator on H if and only if g ∈ H (see [2, Lemma II.5.6]).
Let σ be Lipschitz continuous onH and satisfy a linear growth condition, then for
g ∈ H the volatility of forward variance vector field on H , given by u 7→ m(σ(u), g)
is also Lipschitz continuous and satisfies a linear growth condition. For ǫ ∈ [−1, 1]
we denote the H valued forward variance process in Musiela’s parameterization (see
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[20]) by uǫt and assume that it is given by the continuous mild solution of
duǫt =
d
dx
uǫt dt+ ǫm(σ(u
ǫ
t), g) dβ
1
t , u
ǫ
0 = u,
i.e., it satisfies (see [9, Chapter 7])
(2.1) uǫt = Stu+ ǫ
∫ t
0
St−sm(σ(uǫs), g) dβ
1
s .
Here St denotes the shift-operator acting on real-valued functions f by Stf(x) =
f(t+ x). The corresponding log-price Xǫt is then given by
(2.2) dXǫt = −
1
2
uǫt(0) dt+
√
uǫt(0) dβt, X
ǫ
0 = x,
where dβt := (ρ dβ1t +
√
1− ρ2 dβ2t ) with correlation ρ ∈ [−1, 1].
For Σ > 0 we will recall (cf. [21, Exercise 1.1.1]) that the generalized Hermite
polynomials Hn(x,Σ), n ≥ 0, satisfy
Hn(x,Σ) =
(−Σ)n
n!
e
x2
2Σ
dn
dxn
e−
x2
2Σ ,
d
dx
Hn(x,Σ) = Hn−1(x,Σ), n ≥ 1.
We will write Hk(T ) := Hk(YT ,ΣT ) for k ≥ 0, where
YT :=
∫ T
0
√
u(t1) dβt1 and ΣT :=
∫ T
0
u(t1) dt1,
denote the martingale part and quadratic variation ofX0T . Finally for later reference
we mention the representation
Hm(T ) =
∫ T
0
Hm−1(tm)
√
u(tm) dβtm for m ≥ 1,
that follows from [21, Exercise 1.1.1] and [21, (1.27)]. We will further denote
U (i) :=
∂i
∂ǫi
∣∣
ǫ=0
U ǫ and
√
U
(i)
:=
∂i
∂ǫi
∣∣
ǫ=0
√
U ǫ,
and by Bn,k(T ) := Bn,k(X
(1)
T , ..., X
(n−k+1)
T ) the partial Bell polynomial
Bn,k(T ) =
∑
j∈T (n,k)
n!∏n−k+1
i=1 ji!
n−k+1∏
i=1
(X(i)T
i!
)ji
,(2.3)
with T (n, k) being the set of tuples (j1, ..., jn−k+1) of non-negative integers satisfy-
ing
n−k+1∑
i=1
ji = k and
n−k+1∑
i=1
iji = n.
In the following we set B0,0(T ) = 1 and Bk,0(T ) = B0,k(T ) = 0 if k ≥ 1.
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2.2. Main result. We notice that for g ∈ L2([0, T ]) the spot-variance uǫt(0) and
the log-price (2.2) are still well-defined.
Theorem 2.1. Let u ∈ H be a strictly positive initial curve, σ ∈ C∞b (H) and
f being in C∞p or bounded. If either g ∈ H, or g ∈ L2([0, T ]) and f being also
Lipschitz continuous, then the following weak Taylor expansion holds up to arbitrary
order p ≥ 2,
E[f(XǫT )] =
p∑
i=0
i∑
k=0
i+2k∑
l=k
ǫi
i!
E[Bi,k(T )Hl−k(T )]
dl
dxl
E[f(X0T )] + o(ǫ
p) as ǫ→ 0.
Proof. This follows from Propositions 4.2, 5.4 and 6.4. 
Thus the terms of the expansion at p-th order are given by expected values of
polynomials in X0, X(1), ..., X(p) as well as derivatives up to 3p-th order of the
Black & Scholes price E[f(X0T )] with respect to the initial log-price.
2.3. Examples. Our main examples that admit the vol-of-vol expansion are the
generalized stochastic volatility models with affine drift and the generalized Bergomi
model (all details can be found in [2]). The former class of models correspond to
(2.1) with σ(u) = σ˜(u(0))1 with 1 ∈ H and the latter to σ(u) = u while in both
cases g ∈ L2([0, T ]). Popular examples for the former class of models are σ˜(x) = √x
(see Remark 4.3) and σ˜(x) = x for the Heston and the GARCH model, respectively.
Both model classes admit a finite dimensional realization if (and essentially only
if) g(x) = φe−bx for positive numbers φ and b (and hence g ∈ H). In this case the
former class of models correspond to (Hull-White extended) stochastic volatility
models in which vt := ut(0) satisfies
dvt = b(θ − vt) dt+ φσ˜(vt) dβ1t , v0 = v,
and the generalized Bergomi model corresponds in this case to the conventional
Bergomi model. The rough versions of this models are given for the choice g(x) =
φx−γ with φ > 0 and Hurst parameter H = 12 − γ ∈ (0, 12 ) (and hence g ∈
L2([0, T ])). As we will show now, this models have the pleasant property that
they resemble the term structure of the at-the-money volatility skew very well. For
this we recall that the corresponding expansion of the implied volatility (cf. [25,
Theorem 3.2] or [7, Section 2]) at first order, is given by
σǫ = σ(0) + ǫσ(1) + o(ǫ), as ǫ→ 0,
with σ(0) =
√
1
T
∫ T
0 u(t1) dt1 and
σ(1)(k, T ) =
(1
2
− k∫ T
0
u(t1) dt1
)ρ ∫ T
0
∫ t1
0
m(σ(u0t2), g)(t1 − t2)
√
u(t2) dt2 dt1
2
√
T
∫ T
0
u(t1) dt1
,
where x denotes the initial log-price, k = log(ex/K) the log-strike of the call option
expiring in T . Then the term structure of the at-the-money volatility skew satisfies
at first order (cf. [6]) for a flat initial curve u = 1 is given by
ψ(T ; g) :=
∣∣∣ρσ(1)
∫ T
0
∫ t1
0
g(t1 − t2) dt2 dt1
2T 2
∣∣∣ ∝ ∣∣∣
∫ T
0
∫ t1
0
g(t1 − t2) dt2 dt1
2T 2
∣∣∣.
Hence in the rough version of the models we have ψ(T ; g) ∝ T−γ which is just the
empirically observed form if γ ≈ 0.4 and hence H ≈ 0.1.
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2.4. Related literature. The expansion introduced above is a generalization of
the results in [25, Section 3.2] to infinite dimensional forward variance models.
Moreover, while coming to the same results, the Representation (2.1) is explicit as
opposed to the representations given in [25, Theorem 3.1.] which are given in terms
of recursively defined Malliavin weights.
Besides the different parameterizations of the forward variance (time of maturity
vs time to maturity) our expansion agrees with the BG expansion. However, while in
[7] the asymptotic property is only assumed we provide precise conditions. Further,
our explicit representation allows us to sharpen the interpretation of the terms
Cxu0 (u), C
uu
0 (u) and C
µ
0 (u) which are introduced in [7].
With F l := d
l
dxl
E[f(X0T )], the expansion up to second order is given by
(2.4)


E[f(XǫT )] = E[f(X
0
T )] + ǫ
∑3
l=2 E[X
(1)
T Hl−1(T )]F
l
+ ǫ
2
2
∑4
l=2(E[X
(2)
T Hl−1(T ) + (X
(1)
T )
2Hl−2(T )])F l
+ ǫ
2
2
∑6
l=5 E[(X
(1)
T )
2Hl−2(T )]F l + o(ǫ2) as ǫ→ 0,
where we used that E[X(1)T H0(T )] = E[X
(2)
T H0(T )] = 0. In the following we write
Σ(u) := m(σ(u), g). Then from (5.5) and (5.4) it is straight-forward to compute
the individual terms of (2.4). In the notation of [7] we have

Cxu0 (u) = ρ
∫ T
0
∫ t1
0
Σ(u0t2)(t1 − t2)
√
u(t2) dt2 dt1
Cuu0 (u) = 2
∫ T
0
∫ t1
0
∫ t2
0
Σ(u0t3)(t1 − t3)Σ(u0t3)(t2 − t3) dt3 dt2 dt1
Cµ0 (u) = ρ
2
( ∫ T
0
∫ t1
0
∫ t2
0 dΣ(u
0
t2
)Σ(u0t3)(t1 − t3)
√
u(t3)
√
u(t2) dt3 dt2 dt1
+ 12
∫ T
0
∫ t1
0
∫ t2
0
Σ(u0t2 )(t1−t2)√
u(t2)
Σ(u0t3)(t2 − t3)
√
u(t3) dt3 dt2 dt1
)
,
and the terms of (2.4) at first order are given by
E[X
(1)
T H1(T )]F
2 = −1
2
Cxu0 (u)F
2, E[X
(1)
T H2(T )]F
3 =
1
2
Cxu0 (u)F
3,
and at second order by
(E[X
(2)
T H1(T ) + (X
(1)
T )
2H0(T )])F
2 =
1
4
Cuu0 (u)F
2,
(E[X
(2)
T H2(T ) + (X
(1)
T )
2H1(T )])F
3 = (−Cµ0 (u)−
1
2
Cuu0 (u))F
3,
(E[X
(2)
T H3(T ) + (X
(1)
T )
2H2(T )])F
4
= (Cµ0 (u) +
1
4
Cuu0 (u) +
1
4
(Cxu0 (u))
2)F 4,
as well as
E[(X
(1)
T )
2H3(T )]F
5 = −1
8
(Cxu0 (u))
2F 5,
E[(X
(1)
T )
2H4(T )]F
6 =
1
4
(Cxu0 (u))
2F 6.
In [7] the terms Cxu0 (u) and C
uu
0 (u) are introduced as the integrated spot / variance
covariance function and the integrated variance / variance covariance function,
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respectively, and formally defined as
Cxξ0 (ξ) =
∫ T
0
∫ T
s
E[dSs
Ss
dξxs ]
ds
dx ds
Cξξ0 (ξ) =
∫ T
0
∫ T
s
∫ T
s
E[dξxs dξ
y
s ]
ds
dx dy ds,
where ξ is the initial curve and ξxs denotes the forward variance at time s for time
x and S denotes the stock price process. It is related to the forward variance u in
Musiela’s parameterization by ξxs = us(x− s). In our notation these terms are
Cxu0 (u) =
∫ T
0
E[〈u(1)(0), X0〉t1 ] dt1,
Cuu0 (u) = 4
∫ T
0
∫ t1
0
E[〈u(1)(t1 − t2), u(1)(0)〉t2 ] dt1 dt2,
and thus showing that the first term is the integrated covariation between u(1)(0)
and X(0) and the second term the integrated auto-covariation of u(1).
Finally we mention the expansions given in [4] and [16] which are generalizations
of [3]. In the latter a decomposition formula for option prices in the Heston model
is introduced and based on that approximations proposed that are of first order
in vol-of-vol. In [16] this approximation for the Heston model is extended to third
order in vol-of-vol. In [4] the decomposition is extended to a series representation
and according to [4, Section 4] the terms of the BG expansion Cx,u0 (u), C
u,u
0 (u)
and Cµ0 (u) correspond to the terms (of their forest expansion) (X ⋄M), (M ⋄M)
and (X ⋄ (X ⋄M)), respectively, while noting that equality does not always hold.
In the current notation, Xt = Xǫt and
Mt = M
ǫ
t = ǫ
∫ t
0
∫ T
t1
m(σ(uǫt1), g)(t2 − t1) dt2 dβ1t1 .
Then the first term satisfies
(X ⋄M)0(T ) = ǫ ρ
∫ T
0
∫ T
t1
E[m(σ(uǫt1), g)(t2 − t1)
√
uǫt1(0)] dt2 dt1
and hence when comparing it (after an application of the Fubini Theorem and
setting Σ(u) = m(σ(u), g)) with the corresponding term in (2.4) we see
(X ⋄M)0(T ) = ǫE[Cx,u0 (uǫ)]
and similarly (M ⋄M)0(T ) = ǫ2 E[Cu,u0 (uǫ)] and so on for the higher order terms.
Surprisingly, for the affine forward variance models introduced in [14] (correspond-
ing to the stochastic volatility models with affine drift given in 2.3 with σ˜(x) =
√
x)
the terms agree with each other. Indeed for the first term this follows as (cf. [4,
Section 5])
(X ⋄M)0(T ) = ǫ ρ
∫ T
0
∫ T
t1
E[
√
uǫt1(0)g(t2 − t1)
√
uǫt1(0)] dt2 dt1
= ǫ ρ
∫ T
0
E[uǫt1(0)]
∫ T
t1
g(t2 − t1) dt2 dt1 = ǫ Cx,u0 (u).
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In the generalized stochastic volatility models with affine drift given in 2.3 the spot
variance uǫt(0) satisfies the stochastic Volterra equation
uǫt(0) = u(t) +
∫ t
0
g(t− s)σ˜(uǫs(0)) dβ1s .
For this class we can show that for the terms of the forest expansion to agree with
the terms of the BG expansion it is not only sufficient (as shown in [4]) but also
necessary that the forward variance model is affine in the sense of [14].
Proposition 2.2. If uǫ satisfies (2.4) and (X ⋄M)0(T ) = ǫ Cx,u0 (u) holds true,
then uǫ is necessarily affine, i.e. σ˜(x) =
√
x.
Proof. If uǫ satisfies (2.4) then (X ⋄M)0(T ) is given by
(X ⋄M)0(T ) = ǫ ρ
∫ T
0
E[σ˜(uǫt1(0))
√
uǫt1(0)]
∫ T
t1
g(t2 − t1) dt2 dt1.
Thus if (X ⋄M)0(T ) = ǫ Cx,u0 (u) then necessarily E[σ˜(uǫt1(0))
√
uǫt1(0)] = u(t1) for
all t1 ∈ [0, T ] and hence in particular for t1 = 0 which gives σ˜(u(0)) =
√
u(0). 
3. Truncated weak Taylor approximation
In this section we will introduce the truncated version of [23, Theorem 1] in a
similar way [28, Theorem 2.2] introduced a truncated version of [27, Theorem 2.3]
and end up essentially at [18, Theorem 2.1] which is stated without a proof. We
will make use of Malliavin calculus and use the notation of [21].
Definition 3.1. For a measurable subset A ⊂ Ω we will say that a random variable
F ∈ D∞ is locally non-degenerate on A if itâĂŹs Malliavin covariance matrix γ(F )
satisfies γ(F )−1 ∈ Lp on A for all p ≥ 1. If we can choose A = Ω we will as usual
just say that F is non-degenerate.
The following crucial lemma can be shown just as in [21, Proposition 2.1.4].
Lemma 3.2. If F ∈ D∞ is locally non-degenerate on A, then for φ ∈ C∞p and
G ∈ D∞ satisfying G = 0 on Ac, the integration by parts formula holds
E[φ′(F )G] = E[φ(F )H ], where H := δ
(
G
DF
γ(F )
)
∈ D∞.
In the following we will use the notion of Malliavin weights π which are Skohorod
integrals that will be evaluated either at ǫ = 0 or at an arbitrary ǫ ∈ [−1, 1]. In the
former case we will just write π and in the latter case π(ǫ).
Proposition 3.3. Let ǫ 7→ (Fǫ, ηǫ) be a smooth map from [−1, 1] into D∞(R2),
such that for all ǫ ∈ [−1, 1], Fǫ is locally non-degenerate on {ηǫ ∈ (−1, 1)}. If F0
is non-degenerate, ηǫ satisfies η0 = 0 and [28, Condition 4 of Theorem 2.2], i.e.
(3.1) P
[
|ηǫ| > 1
2
]
= o(ǫk) as ǫ→ 0, for all k ≥ 1,
then Fǫ admits a weak Taylor approximation of arbitrary order around 0 in the
sense of [23, Definition 2], that is, for every n ≥ 1 and f in C∞p or bounded and
Borel measurable, there are Malliavin weights π0, ..., πn ∈ D∞ such that
(3.2) |E[f(Fǫ)]−
n∑
i=0
ǫi
i!
E[f(F0)πi]| = o(ǫn), as ǫ→ 0.
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Proof. As F0 is non-degenerate, we can compute the π1, π2, ... as in [23, Theorem
1] but possibly without having the property (3.2). Let ψ be a smooth function
such that ψ(y) = 0 if |y| ≥ 1 and ψ(y) = 1 if |y| < 12 . Then for any G ∈ D∞ we
have ψ(ηǫ)G ∈ D∞(R) and ψ(ηǫ)G = 0 on {|ηǫ| ≥ 1}. We show the claim first for
φ ∈ C∞p , as in this case we can apply the integration by parts formula given in
Lemma 3.2 to arrive at
E[φ′(Fǫ)ψ(ηǫ)G] = E
[
φ(Fǫ)δ
(ψ(ηǫ)GDFǫ
γ(Fǫ)
)]
.
As ψ(η0) = 1 and ψ(n)(η0) = 0 for all n ≥ 1, we can argue from this in the same
way as in the proof of [23, Theorem 1] to see that φ(Fǫ)ψ(ηǫ) admits a weak Taylor
approximation of any order n ≥ 1
|E[φ(Fǫ)ψ(ηǫ)]−
n∑
i=0
ǫi
i!
E[φ(F0)πi]| = o(ǫn) as ǫ→ 0.
Hence we can conclude for φ ∈ C∞p by applying the Hölder inequality
|E[φ(Fǫ)]−
n∑
i=0
ǫi
i!
E[φ(F0)πi]|
≤ |E[φ(Fǫ)]− E[φ(Fǫ)ψ(ηǫ)]|+ |E[φ(Fǫ)ψ(ηǫ)]−
n∑
i=0
ǫi
i!
E[φ(F0)πi]|
= |E[φ(Fǫ)(1− ψ(ηǫ))]|+ o(ǫn) ≤
√
E[φ(Fǫ)2]E[(1 − ψ(ηǫ))2] + o(ǫn)
and by recalling the definition of ψ, noting that
√
E[φ(Fǫ)2] →
√
E[φ(F0)2] as
ǫ→ 0 and using (3.1) we see that√
E[φ(Fǫ)2]E[(1 − ψ(ηǫ))2] =
√
E[φ(Fǫ)2]E[(1− ψ(ηǫ))21|ηǫ|> 12 ]
≤
√
E[φ(Fǫ)2]P
[∣∣∣ηǫ∣∣∣ > 1
2
]
= o(ǫk),
for all k ≥ 1 which gives (3.2) for φ in C∞p . In particular for all n ≥ 1
(3.3) E[φ(Fǫ)] =
n∑
i=0
ǫi
i!
E[φ(F0)πi] +
ǫn+1
(n+ 1)!
E[φ(Fξ)ψ(ηξ)πn+1(ξ)],
where ξ ∈ (0, ǫ). To show the claim for the general case it suffices to show the
validity of (3.3) for all bounded and Borel measurable functions, which can be
shown with the Monotone Class Theorem (cf. [22, Chapter I, Theorem 8]). In fact,
we note that C∞p is closed under multiplication and generates (a σ-algebra that
contains) the Borel σ-algebra (as for the example the identity map on R is included
in C∞p ). Now let H denote the set of all bounded measurable functions that satisfy
(3.3). Then by the linearity of (3.3) in φ, H is a vector space that trivially contains
the constant functions. Now let (fm)m≥1 ⊂ H be such that 0 ≤ f1 ≤ f2 ≤ · · · and
limm→∞ fm =: f is bounded. The claim follows from [22, Chapter I, Theorem 8] if
f ∈ H. We show that each term in (3.3) converges. For the term on the left-hand
side this follows from dominated convergence. For the terms on the right-hand
side this again follows from dominated convergence after an application of Hölder’s
inequality. In fact, recalling that the Skohorod integrals π(ξ), for ξ ∈ [0, ǫ], are in
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D∞ and as each fm as well as f is bounded we can apply the Hölder’s inequality
and accordingly again from dominated convergence
|E[(fm(Fǫ)− f(Fǫ))π(ǫ)]| ≤
√
E[(fm(Fǫ)− f(Fǫ))2]
√
E[(π(ǫ))2]→ 0
as m→∞ and hence the claim. 
In the following corollary we state conditions under which the local non-degeneracy
condition and (3.1) are satisfied. It corresponds to a generic version (in particular
it does not explicitly depend on the first variation process) of [18, Theorem 3.2 and
Lemma A.2] (see also [26, Section 5]). Nevertheless the proof is similar.
Corollary 3.4. Let Fǫ be Ft-measurable for all ǫ ∈ [−1, 1] such that ǫ 7→ Fǫ is a
smooth map from [−1, 1] into D∞ and F0 is non-degenerate such that its Malliavin
covariance matrix γ(F0) satisfies γ(F0)
−1 > δ for some strictly positive δ. If also
(3.4)
d∑
i=1
∫ t
0
E[|DisFǫ −DisF0|2p] ds = o(ǫ2p), as ǫ→ 0,
holds for all p ≥ 1, then the conditions of Proposition 3.3 are satisfied.
Proof. We first construct a suitable η and show that the local non-degeneracy of
Fǫ on {ηǫ ∈ (−1, 1)}. Recalling that the Malliavin covariance matrix γ(Fǫ) is given
by γ(Fǫ) =
∑d
i=1
∫ t
0
(DisFǫ)
2 ds we find
|γ(Fǫ)− γ(F0)| ≤
d∑
i=1
∫ t
0
|(DisFǫ)2 − (DisF0)2| ds.
By using the inequality |x2 − y2| ≤ |x − y|2 + 2|y||x − y| (that holds true for all
x, y ∈ R) as well as the Hölder and the Cauchy-Schwarz inequality we see
|γ(Fǫ)− γ(F0)| ≤
d∑
i=1
∫ t
0
|DisFǫ −DisF0|2 + 2|DisF0||DisFǫ −DisF0| ds
≤
d∑
i=1
∫ t
0
|DisFǫ −DisF0|2 ds+ 2
√
γ(F0)
√√√√ d∑
i=1
∫ t
0
|DisFǫ −DisF0|2 ds.
If we now choose the map [−1, 1] ∋ ǫ 7→ ηǫ ∈ D∞ as
ηǫ = c
∑d
i=1
∫ t
0
|DisFǫ −DisF0|2 ds
γ(F0)
,
for some c > 0 satisfying δ := 1− (1
c
+ 2√
c
) > 0, we see that on {ηǫ < 1}
|γ(Fǫ)− γ(F0)| ≤
(1
c
+
2√
c
)
γ(F0)
and accordingly
γ(Fǫ) = γ(F0) + γ(Fǫ)− γ(F0) ≥ γ(F0)− |γ(Fǫ)− γ(F0)|
≥ γ(F0)
(
1−
(1
c
+
2√
c
))
= δγ(F0),
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which gives the local non-degeneracy of Fǫ on the set {ηǫ < 1}. Hence the claim
follows if Property (3.1) is satisfied, which it is, as
P [ηǫ >
1
2
] ≤ 2pE[ηpǫ ] = 2pE[γ(F0)−pcp(
d∑
i=1
∫ t
0
|DisFǫ −DisF0|2 ds)p]
≤ 2pδpC(t)
d∑
i=1
∫ t
0
E[|DisFǫ −DisF0|2p ds] = o(ǫ2p),
where we applied the Chebyshev inequality, the Jensen inequality and (3.4). 
4. Vol-of-vol Expansion: the regular case
The vol-of-vol expansion up to order n holds true, if for every f that is either in
C∞p or bounded and measurable there are Malliavin weights πi ∈ D∞ such that
(4.1) |E[f(XǫT )]−
n∑
i=0
ǫi
i!
E[f(X0T )πi]| = o(ǫn), as ǫ→ 0.
In this section we look at the regular version of this expansion, i.e. to the case
where in (2.1) the function g belongs to H . We will write for notational convenience
Σ(u) := m(σ(u), g) and notice that under the given conditions Σ ∈ C∞b (H). We
assume further that the square root function appearing in the log-price (2.2) is
replaced by a smooth approximation w ∈ C∞bb . In this case the following holds.
Lemma 4.1. Under the conditions given above, (Xǫt , u
ǫ
t) ∈ D∞(R × H) for each
ǫ ∈ [−1, 1]. In particular, for r ∈ [0, t], we have the following representations
D1rX
ǫ
t = w(u
ǫ
r(0))ρ−
1
2
∫ t
r
D1ru
ǫ
t1
(0) dt1
+ρ
∫ t
r
dw(uǫt1(0))D
1
ru
ǫ
t1
(0) dβ1t1 ,
D2rX
ǫ
t = w(u
ǫ
r(0))
√
1− ρ2,
D1ru
ǫ
t = ǫSt−rΣ(u
ǫ
r) + ǫ
∫ t
r
St−t1dΣ(u
ǫ
t1
)D1ru
ǫ
t1
dβ1t1 .
Proof. See for example [8, Lemma 5.3] or [2, Theorem IV 2.17]. 
Proposition 4.2. Under the conditions given above, for every strictly positive
initial curve u, Xǫ admits a truncated weak Taylor expansion of arbitrary order.
Proof. We will show that the conditions of Corollary 3.4 are satisfied. From the
strict positivity of u it follows that X0t is non-degenerate, as its Malliavin matrix
γ(X0t ) =
2∑
i=1
∫ t
0
(DisX
0
t )
2 ds =
∫ t
0
w(u(s))2 ds
is deterministic and due the given condition strictly positive. It remains to show
that (3.4) holds true, i.e.
(4.2)
2∑
i=1
∫ t
0
E[|DisXǫt −DisX0t |2p] ds = o(ǫ2p) as ǫ→ 0.
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Recalling Lemma 4.1 and using the Jensen inequality gives
E[|D1sXǫt −D1sX0t |2p] ≤ 32p−1ρ2pE[|w(uǫs(0))− w(u0s(0))|2p]
+32p−1
1
22p
E[|
∫ t
s
D1su
ǫ
r(0) dr|2p]
+32p−1E[|
∫ t
s
dw(uǫr(0))D
1
su
ǫ
r(0) dβ
1
r |2p].
By recalling w ∈ C∞bb (hence in particular Lipschitz continuous) and that the point
evaluation in H is continuous we see that by applying again the Jensen inequality
to the second term and the Burkholder-Davis-Gundy inequality to the third term,
we arrive at the inequality
(4.3)
2∑
i=1
E[|DisXǫt −DisX0t |2p] ≤ C1E[‖uǫs − u0s‖2p] + C2
∫ t
s
E[‖D1suǫr‖2p] dr
for positive constants C1, C2 that depend only on t. In the following we will intro-
duce further constants C3 − C10 that share this properties. We need to show that
both terms in (4.3) are in o(ǫ2p) when ǫ → 0 as in this case (4.2) will follow. For
the first term this follows from [9, Theorem 7.2] by noting that uǫs − u0s = ǫu1s with
u1s starting at 0, hence
sup
s∈[0,t]
E[‖uǫs − u0s‖2p] = ǫ2p sup
s∈[0,t]
E[‖u1s‖2p] ≤ ǫ2pC3 = o(ǫ2p).
The claim follows upon showing that the second term in (4.3) satisfies
(4.4) sup
s∈[0,t]
∫ t
s
E[‖D1suǫr‖2p] dr = o(ǫ2p).
By recalling Lemma 4.1, Σ ∈ C∞b (and hence the boundedness of dΣ and linear
growth property of Σ), that there is a M ≥ 1 and a real number ω such that
‖St‖ ≤Meωt as {St | t ≥ 0} is a strongly continuous semigroup, then applying the
Jensen inequality and [9, Proposition 7.3 and Theorem 7.2] we arrive at
sup
r∈[s,t]
E[‖D1suǫr‖2p]
≤ ǫ2pC4 sup
r∈[s,t]
E[‖Sr−sΣ(uǫs)‖2p] + ǫ2pC5
∫ t
s
E[‖D1suǫl‖2p] dl
≤ ǫ2pC6 sup
r∈[s,t]
E[‖uǫs‖2p] + ǫ2pC7
∫ t
s
sup
r∈[s,l]
E[‖D1suǫr‖2p] dl
≤ ǫ2pC8(1 + ‖u‖2p) + ǫ2pC7
∫ t
s
sup
r∈[s,l]
E[‖D1suǫr‖2p] dl.
Finally, applying the Gronwall inequality
sup
r∈[s,t]
E[‖D1suǫr‖2p] ≤ ǫ2pC9eǫ
2pC10
gives Property (4.4) and thus the claim. 
Remark 4.3 (Approximation of the square root). It is shown in [25, Section 4.1]
that the impact of the approximation of the square root in the context of small noise
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expansions is asymptotically negligible and hence we will mostly omit mentioning
it.
5. Push-down Malliavin weights
The Malliavin weights arise by iteratively applying Malliavin’s integration by
parts formula
∂n
∂ǫn
∣∣∣
ǫ=0
E[f(XǫT )] = E[f(X
0
T )πn]
where πn := π(0). Then π0(ǫ) := 1 and for n ≥ 1
πn(ǫ) := δ(X
(1),ǫ
T
DXǫT
‖DXǫT‖2
πn−1(ǫ)) +
∂
∂ǫ
πn−1(ǫ),
where X(1),ǫT :=
∂
∂ǫ
XǫT . A version of the Malliavin weights that is particularly
useful are the so-called push-down Malliavin weights (we adopted this name from
[25]) which are given by E[πn|YT ] (recall (2.1)) for n ≥ 0 and satisfy
(5.1) E[f(X0T )πn] = E[f(X
0
T )E[πn|YT ]], for n ≥ 0.
We will now derive a representation of the expectations in (5.1) that is free from
the recursively defined Malliavin weights (see above and compare also to Represen-
tations (53) and (54) in [25]). We need the following results related to the Hermite
and Bell polynomials.
Lemma 5.1. Let X ∈ L2(Ω) and Z be a real normally distributed random variable
with zero mean and variance given by Σ. Then
E[X |Z] =
∞∑
n=0
cnHn(Z,Σ), where cn :=
n!
Σn
E[XHn(Z,Σ)].
Proof. Cf. [24, Lemma 1]. 
Lemma 5.2. Let MBs be the function that gives the maximum number of Brownian
motions appearing in one term of the sum given in (6.3). Then,
(5.2) MBs
(
Bn,k(X
(1)
T , X
(2)
T , ..., X
(n−k+1)
T )
)
= k + n
and accordingly
(5.3) E[Bn,k(X
(1)
T , ..., X
(n−k+1)
T )Hl(T )] = 0 for l > n+ k.
Proof. The equality (5.2) follows from Itô’s product rule, i.e.
u
(m)
T (0) = m
∫ T
0
∂m−1
∂ǫm−1
∣∣∣
ǫ=0
Σ(uǫt1)(T − t1) dβ1t1(5.4)
gives MBs(u(m)T (0)) = m and MBs(u
(m)
T (0)u
(n)
T (0)) = m + n from the product
rule. Accordingly from the chain rule MBs(
√
uT (0)
(m)
) = m. Then from
(5.5){
(X
(m)
T )
jm =
∫ T
0
jm(X
(m)
t1
)jm−1
√
ut1(0)
(m)
dβt1
+ 12
∫ T
0 jm(jm − 1)(X
(m)
t1
)jm−2(
√
ut1(0)
(m)
)2 − jm(X(m)t1 )jm−1u
(m)
t1
(0) dt1
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with jm = 1 we see that MBs(X
(m)
T ) = 1 +MBs(
√
uT (0)
(m)
) = 1 +m and (5.2)
and hence (5.3) follows from another application of the product rule and (2.1) as
MBs
( n−k+1∏
m=1
(X
(m)
T )
jm
)
=
n−k+1∑
m=1
MBs((X
(m)
T )
jm) =
n−k+1∑
m=1
jm(1 +m).

Lemma 5.3. The following equality holds true
dn
dxn
E[f(X0T )] =
n!
ΣnT
E[f(X0T )Hn(YT ,ΣT )], n ≥ 0.
Proof. This is straight forward by recalling X0T = x+ YT − 12ΣT = ZT − 12ΣT with
ZT being normally distributed with mean x and variance ΣT . Then
E[f(X0T )
n!
ΣnT
Hn(YT ,ΣT )]
=
1√
2πΣT
∫
R
f(z − 1
2
ΣT )e
− (z−x)22ΣT (−(1)ne
(z−x)2
2ΣT
dn
dyn
∣∣∣
y=z−x
e
−y2
2ΣT ) dz
=
1√
2πΣT
∫
R
f(z − 1
2
ΣT )(−(1)n) d
n
dyn
∣∣∣
y=z−x
e
−y2
2ΣT dz
=
1√
2πΣT
∫
R
f(z − 1
2
ΣT )
dn
dxn
e
−(x−z)2
2ΣT dz =
dn
dxn
E[f(X0T )].

Now we can return to the mentioned explicit representation of the expectations
given in (5.1). We recall the Faà di Brunno’s formula in terms of Bell polynomials
(5.6)
∂n
∂ǫn
∣∣∣
ǫ=0
E[f(XǫT )] =
n∑
k=1
E[f (k)(X0T )Bn,k(X
(1)
T , ..., X
(n−k+1)
T )].
Proposition 5.4. For n ≥ 0 and f either in C∞p or bounded, we have
E[f(X0T )πn] =
n∑
k=1
n+2k∑
l=k
( dl
dxl
E[f(X0T )]
)
E
[
Bn,k(X
(1)
T , ..., X
(n−k+1)
T )Hl−k(T )
]
.
Proof. It follows from the Lemmas 5.1 and 5.3, that
(5.7) E[f(X0T )πn] =
∞∑
l=0
dl
dxl
E[f(X0T )]E[πnHl(T )].
Now from (5.6) we see that for every f that is in C∞
E[f(X0T )πn] =
n∑
k=1
E[Bn,k(X
(1)
T , ..., X
(n−k+1)
T )d
kf(X0T )],
holds true. As Hl(· − x− 12ΣT ,ΣT ) ∈ C∞p and recalling (2.1) it follows that
E[Hl(T )πn] =
n∑
k=1
E[Bn,k(X
(1)
T , ..., X
(n−k+1)
T )Hl−k(T )].
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Plugging this into (5.7) gives
E[f(X0T )πn] =
n∑
k=1
∞∑
l=k
dl
dxl
E[f(X0T )]E
[
Bn,k(X
(1)
T , ..., X
(n−k+1)
T )Hl−k(T )
]
and hence after recalling (5.3) from Lemma 5.2 the claim. 
6. Vol-of-vol Expansion: the general case
We show now the validity of the expansion in the general case where g ∈
L2([0, T ]). We will do so by approximating the right-hand side of (4.1), uniformly
in ǫ ∈ [−1, 1], and then conclude with a change of limits argument.
Lemma 6.1. Let T ∈ (0,∞). Then H is dense in L2([0, T ]).
Proof. Let P denote the set of polynomials on R+. As P restricted to [0, T ] are
dense in L2([0, T ]), it is sufficient to show that for every P ∈ P we can find a
function P˜ ∈ H such that P˜ = P on [0, T ]. In fact, P˜ := m(P, f) satisfies this
conditions, where f is a smooth function such that for 0 < T < T ′, it satisfies
f(x) = 1 for x ∈ [0, T ] and f(x) = 0 for x ≥ T ′. 
We denote the forward variance in (2.1) for g = gn by uǫ,n and the corresponding
log-price by Xǫ,n. The following is known for the case where g corresponds to the
power kernel of the rough models and (gn) to the so-called Markovian lifts (cf. [17,
Theorem 1. (b)] and [1, Theorem A.2]).
Lemma 6.2. Let f be Lipschitz continuous and (gn) ⊂ H such that gn → g in
L2([0, T ]), then |E[f(XǫT )− f(Xǫ,nT )]| → 0 uniformly in ǫ ∈ [−1, 1].
Proof. It suffices to show for an arbitrary ǫ ∈ [−1, 1] (for ǫ = 0 this is trivial)
E[Xǫ,nT ] is a Cauchy sequence. We will again approximate the square root with a
C∞bb function w. Then from the Burkholder-Gundy inequality, the Jensen inequality,
the Lipschitz continuity of w as well as the (local) martingality of uǫ,nt1 (0) we have
E[|Xǫ,nT −Xǫ,mT |2] ≤
1
2
E[|
∫ T
0
uǫ,nt1 (0)− uǫ,mt1 (0) dt1|2]
+2E[|
∫ T
0
w(uǫ,nt1 (0))− w(uǫ,mt1 (0)) dβt1 |2]
≤ C(T )
∫ T
0
E[|uǫ,nt1 (0)− uǫ,mt1 (0)|2] dt1,
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and see that the claim follows if E[|uǫ,nt1 (0)−uǫ,mt1 (0)|2] vanishes as n,m→∞. From
the Jensen inequality and the Lipschitz continuity of σ we have
E[|uǫ,nt1 (0)− uǫ,mt1 (0)|2]
≤ C1E[
∫ t1
0
‖St1−t2‖2|(σ(uǫ,nt2 (0))− σ(uǫ,mt2 (0))|2|gn(t1 − t2)|2 dt2]
+C1t1E[
∫ t1
0
‖St1−t2‖2|σ(uǫ,mt2 (0))|2|gn(t1 − t2)− gm(t1 − t2)|2 dt2]
≤ C2(t1)
∫ t1
0
E[|uǫ,nt2 (0)− uǫ,mt2 (0)|2]|gn(t1 − t2)|2 dt2
+C2(t1)
∫ t1
0
|(gn(t1 − t2)− gm(t1 − t2)|2 dt2,
where we have used the boundedness of σ, and that ‖St1−t2‖ ≤ Meω(t1−t2) for a
M ≥ 1 and a real ω. Thus if ω > 0 then ‖St1−t2‖ ≤Meωt1 and else ‖St1−t2‖ ≤M ,
i.e. C2(t1) is either constant or strictly increasing in t1 and hence, as the term∫ t1
0 |(gn(t1 − t2) − gm(t1 − t2)|2 dt2 is strictly increasing with t1 the claim follows
from the following version of the Gronwall inequality
E[|uǫ,nt1 (0)− uǫ,mt1 (0)|2] ≤ C5(t1) exp
(∫ t1
0
|gn(t1 − t2)|2 dt2
)
∫ t1
0
|gn(t1 − t2)− gm(t1 − t2)|2 dt2.

For real-valued continuous semi-martingales Y 1, ..., Y n−k+1 we introduce a con-
venient representation of
∏n−k+1
i=1 (
Y iT
i! )
ji , for a given j := (j1, ..., jn−k+1) satisfy-
ing
∑n−k+1
i=1 ji = k and
∑n−k+1
i=1 iji = n. For s = (s
1, s2) ∈ N × N0 we set
Y sT := 〈Y s
1
, Y s
2〉T if s2 6= 0 and else Y sT := Y s
1
T . We define
Qik :=
{
s = (s1, ..., sk−i) ∈ (N× N0)k−i
∣∣∣ k−i∑
l=1
1s2
l
6=0 = i
}
,
for i = 0, ..., ⌊k2 ⌋. By setting
∑n−k+1
(s1,s2)=1 :=
∑n−k+1
s1=1
∑n−k+1
s2=1 if s
2 6= 0 and else∑n−k+1
(s1,s2)=1 :=
∑n−k+1
s1=1 as well as j0 := 1 and js := js1js2 we can define
i∑
n,k,s,j
:=
∑
s∈Qi
k
n−k+1∑
s1=1
· · ·
n−k+1∑
sk−i=1
∏k−i
l=1 jsl
2i
and arrive after k applications of Itô’s formula at the representation
n−k+1∏
i=1
(Y iT )
ji =
⌊ k2 ⌋∑
i=0
i∑
n,k,s,j
∫ T
0
∫ t1
0
· · ·
∫ tk−i−1
0
dY
sk−i
tk−i
· · · dY s1t1 .(6.1)
Lemma 6.3. Let (gn) be a sequence in H such that gn → g as n → ∞ in
L2([0, T ]). Then for fixed but arbitrary p ≥ 1 and (k, l) ∈ {1, ..., p}×{k, ..., p+2k},
|Gk,l(gn)(T ; p)−Gk,l(κ)(T ; p)| vanishes as n→∞, where
(6.2) Gk,l(gn)(T ; p) := E[Bp,k(X
(1),n
T , ..., X
(p−k+1),n
T )Hl−k(T )].
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Proof. Recalling (2.3) and (2.1) we see that
Bp,k(X
(1)
T , ..., X
(p−k+1)
T ) =
∑
j∈T (p,k)
p!
∏p−k+1
i=1
1
(i!)ji∏p−k+1
i=1 ji!
p−k+1∏
i=1
(X
(i)
T )
ji
and applying (6.1) to
∏p−k+1
i=1 (X
(i)
T )
ji gives
p−k+1∏
i=1
(X
(i)
T )
ji =
⌊ k2 ⌋∑
i=0
i∑
p,k,s,j
∫ T
0
∫ t1
0
· · ·
∫ tk−i−1
0
dX
(sk−i)
tk−i
· · · dX(s1)t1 ,(6.3)
where for q ∈ {1, ..., k − i}
X
(sq)
t =


∫ t
0
√
ut1(0)
(s1q) dβ1t1 − 12
∫ t
0
u
(s1q)
t1
(0) dt1, if s2q = 0,∫ t
0
√
ut1(0)
(s1q)
√
ut1(0)
(s2q) dt1, if s2q 6= 0.
The claim follows, if for arbitrary but fixed k ∈ {1, ..., p}, i ∈ {0, ..., ⌊k2⌋}, s ∈ Qik
and for all l ∈ {0, ..., p+ k}{
E[
∫ T
0
∫ t1
0
· · · ∫ tk−i−1
0
dX
(sk−i)
tk−i
· · · dX(s1)t1 Hl(T )]
→ E[∫ T
0
∫ t1
0
· · · ∫ tk−i−1
0
dX
(sk−i),n
tk−i
· · · dX(s1,n)t1 Hl(T )] as n→∞,
holds true. In the following we set ki := k − i for notational convenience.
As the initial curve u is bounded and σ ∈ C∞b (H) it follows from the product
structure m(σ(u), g) that it means no loss of generality to assume that u ≡ 1 and
σ(u) ≡ u. Further, as in this case
√
ut(x)
(m)
=
1
2
u
(m)
t (x) +
m∑
l=2
√
1
(l)
Bm,l(u
(1)
t (x), ..., u
(m−l+1)
t (x)),
it means no loss of generality when it comes to proving the claim, to look at X˜
instead of X , where
X˜
(sq)
t :=
{ ∫ t1
0
u
(sq)
t1
(0) dβ1t1 , if s
2
q = 0,∫ t1
0 u
(sq)
t1
(0) dt1, if s2q 6= 0,
where u(sq)t (x) := u
(s1q)
t (x) if s
2
q = 0 and else u
(sq)
t (x) := u
(s1q)
t (x)u
(s2q)
t (x). We define
fj(t) := 1 for j = ki and for j = 0, ..., ki − 1
fj(t) :=
∫ t
0
fj+1(t1) dX˜
(sj+1)
t1
=
∫ t
0
∫ t1
0
· · ·
∫ tki−1−j
0
dX˜
(ski )
tki−j
· · · dX˜(sj+1)t1 .
With this notation, the claim follows, if for l = 0, ..., k + p
E[(f0(T )− fn0 (T ))Hl(T )]→ 0 as n→ 0.(6.4)
We will assume that s21, ..., s
2
i 6= 0 and hence s2i+1, ..., s2k−i = 0. Then
fj(tj) =
{ ∫ tj
0 fj+1(tj+1)u
(sj+1)
tj+1
(0) dtj+1, for j = 0, ..., i− 1,∫ tj
0 fj+1(tj+1)u
(sj+1)
tj+1
(0) dβtj+1 , for j = i, ..., ki − 1.
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We now derive a representation of a generic term of E[f0(T )Hl(T )], i.e.
E[f0(T )Hl(T )] =
∫ T
0
E[f1(t1)u
(s1)
t1
(0)Hl(t1)] dt1
=
∫ T
0
∫ t1
0
E[f2(t2)u
(s2)
t2
(0)u
(s1)
t2
(0)Hl(t2)] dt2 dt1 + ...
=
∫ T
0
∫ t1
0
· · ·
∫ ti−1
0
E[fi(ti)
i∏
j=1
u
(sj)
ti
(0)Hl(ti)] dti · · · dt1 + ....
As fi(ti) =
∫ ti
0
· · · ∫ tki−1
0
u
(ski )
tki
(0) dβ1tki
· · ·u(si+1)ti+1 (0) dβ1ti+1 , we can continue with
(again choosing one generic term)
E[fi(ti)
i∏
j=1
u
(sj)
ti
(0)Hl(ti)]
=
∫ ti
0
E[fi+1(ti+1)
i+1∏
j=1
u
(sj)
ti+1
(0)Hl−1(ti+1)] dti+1 + ...
=
∫ ti
0
∫ ti+1
0
E[fi+2(ti+2)
i+2∏
j=1
u
(sj)
ti+2
(0)Hl−2(ti+2)]dti+2dti+1 + ...
=
∫ ti
0
· · ·
∫ tki−1
0
E[
ki∏
j=1
u
(sj)
tki
(0)Hl−(k−2)(tki)]dtki · · · dti+1 + ...
We recall that u(0)t (0) = 1 and for m ∈ N
u
(m)
tq
(0) = m!
∫ tq
0
· · ·
∫ tq+m−1
0
g(tq − tq+m) dβ1tq+m · · · g(tq − tq+1) dβ1tq+1
= m
∫ tq
0
u
(m−1)
tq+1
(tq − tq+1)g(tq − tq+1) dβ1tq+1 .
Then letting N :=
∑ki
j=1 s
1
j + s
2
j , Nm := N − m and defining similar to above∑
N,ki,r,m
:=
∑⌊N2 ⌋
m=0
∑
r∈Qm
N
∑ki
r1=1
· · ·∑kirNm=1
∏Nm
j=1 s
1
j max(1,s
2
j)
2m gives
ki∏
j=1
u
(sj)
tki
(0)
=
∑
N,ki,r,m
∫ tki
0
· · ·
∫ tki+Nm−1
0
grNm (tki+[Nm−1] − tki+Nm) dβrNmtki+Nm
· · · gr2(tki+[1] − tki+2) dβr2tki+1g
r1(tki − tki+1) dβr1tki+1 ,
where tki+[x] ∈ {tki , tki+1, ..., tki+x}, and gr(·) = g2(·) if r2 6= 0 and gr(·) = g(·)
else. Similarly βrt = t if r
2 = 0 and βrt = β
1
t else. Without loss of generality we will
again look only at one generic term, i.e. we set (by abuse of notation)
ki∏
j=1
u
(sj)
tki
(0) :=
∫ tki
0
· · ·
∫ tki+Nm−1
0
grNm (tki+[Nm−1] − tki+Nm) dβrNmtki+Nm
· · · gr2(tki+[1] − tki+2) dβr2tki+1g
r1(tki − tki+1) dβr1tki+1 .
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Due to r ∈ QmN we have
∑Nm
i=1 1ri 6=0 = m and hence m of β
r1 , ..., βrNm are Brownian
motions and accordingly for l = m− (k − 2) we have
E[f0(T )Hl(T )] =
∫ T
0
· · ·
∫ tki+Nm−1
0
grNm (tki+[Nm−1] − tki+Nm) dtki+Nm
· · · gr2(tki+[1] − tki+2) dtki+1gr1(tki − tki+1) dtki+1dtki · · · dt1 + ...,
with m of gr1(·), ..., grNm (·) corresponding to g2(·) and the remaining to g(·) and
thus E[f0(T )Hl(T )] is well defined. By letting
GNm(tki , ..., tki+Nm−1; g) :=
∫ tki+Nm−1
0
grNm (tki+[Nm−1] − tki+Nm) dtki+Nm ,
and for l = 1, ..., Nm − 1
Gl(tki , ..., tki+l−1; g) :=
∫ tki+l−1
0
Gl+1(tki , ..., tki+l; g)g
rl(tki+[l−1] + tki+l) dtki+l ,
the claim thus follows if for tki ∈ [0, T ], |G1(tki ; g) − G1(tki ; gn)| → 0 for n →
∞ holds true. As (tki , ..., tki+Nm−1) 7→ GNm(tki , ..., tki+Nm−1;h) is (absolutely)
continuous and hence bounded on [0, T ]Nm whenever h ∈ L2([0, T ]) the claim follows
if | ∫ T0 gr1(T − t1) − gr1n (T − t1) dt1| vanishes as n → ∞, which holds true since
r1 ∈ {1, 2}. 
We denote by πni the i-th Malliavin weight that corresponds to the expansion of
Xǫ,nT . Further we recall that the Malliavin weights are also well-defined for X
ǫ
T as
all quantities are evaluated in ǫ = 0.
Proposition 6.4. Let f be either in C∞p or bounded. If f is also Lipschitz contin-
uous and g ∈ L2([0, T ]) then (2.2) admits a vol-of-vol expansion of arbitrary order
p ≥ 2, i.e. (recall (4.1))
|E[f(XǫT )]−
p∑
i=0
ǫi
i!
E[f(X0T )πi]| = o(ǫp), as ǫ→ 0.
Proof. It follows from Lemma 6.1 that there is a sequence (gn) ⊂ H such that
gn → g in L2([0, T ]). As (gn) ⊂ H we know that Xǫ,nT satisfies
|E[f(Xǫ,nT )]−
p∑
i=0
ǫi
i!
E[f(X0T )π
n
i ]| = o(ǫp), as ǫ→ 0.
Hence the claim follows from the Moore-Osgood Theorem if∣∣∣E[f(Xǫ,nT )]− E[f(XǫT )] +
p∑
i=0
ǫi
i!
(
E[f(X0T )π
n
i ]− E[f(X0T )πi]
)∣∣∣ = o(1),
as n→∞ uniformly in ǫ ∈ [−1, 1]. From Lemma 6.2 it suffices to show
|E[f(X0T )πni ]− E[f(X0T )πi]| = o(1) as n→∞
for i = 0, ..., p, but this follows from Lemma 6.3 as from Proposition 5.4
|E[f(X0T )πni ]− E[f(X0T )πi]|
≤
p∑
k=1
p+2k∑
l=k
| ∂
l
∂xl
E[f(X0T )]||Gk,l(gn)(T ; i)−Gk,l(g)(T ; i)|,
vanishes as n→∞. 
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