Introduction

1
In machine learning and pattern recognition applications, the process-2 ing of high dimensional data requires large computation time and capacity 3 storage. Though, it leads to poor performances when the dimensionality to 4 sample size ratio is high. To improve performances, the sample dimension- havior of the used classifier. So, we propose to only examine the dispersion 57 of the feature ranks provided by the examined scores thanks to the Kendall's 58 coefficient (Grzegorzewski (2006) ).
59
The paper is organized as follows. In section 2, we review different supervised 60 and unsupervised feature selection scores. Then, we introduce the spectral 61 semi-supervised score in section 3. Recent constraint scores are detailed in 62 section 4 and our semi-supervised constraint score is presented in section 5.
63
In section 6, we study the relationships between the constraints given by the to evaluate the feature relevance (Bishop (1996) ).
79
By considering the sample coordinates on the feature f r , each class ω, ω=1,
80
..., c, populated with n ω labeled samples is characterized by its mean µ ωr and 81 its variance σ 2 ωr . Moreover, let us denote µ r the mean of all data samples on 82 the feature f r .
83
The Fisher score F r used to evaluate the relevance of the feature f r is defined 84 by:
In order to select the most relevant features, they are sorted according to the feature by examining the dispersion of the data samples projected on its axis.
90
A feature is considered as being relevant when the data samples projected 91 on this feature axis are scattered as much as possible.
92
So, the variance score V r is used to evaluate the relevance of the feature f r :
The features are sorted according to the decreasing order of V r , in order 94 to select the most relevant ones.
96
Rather than measuring the data dispersion along a feature axis, one ex-
97
amines the local properties of the data. The basic idea is to assume that 98 the input data pairwise distances are preserved in the relevant feature space.
where x i − x j 2 represents the squared euclidean distance between x i 106 and x j in the d-dimensional initial feature space (von Luxburg. (2007)). The
107
parameter t has to be tuned in order to represent the local dispersion of the 108 data (Zelink-Manor and Perona (2005)).
109
The weights of the graph are represented by a similarity matrix S (n × n).
110
From S, we calculate the Laplacian matrix defined as 
where
By considering D ii as a density probability measure, f r is the weighted fea-122 ture average.
123
In order to select relevant features, they are sorted according to the ascend-
124
ing order of L r . classifier operating with the examined feature f r . It is defined as:
where f r is the cluster indicator of the samples generated by the classifier and 146 y is the initial class label vector (Zhao and Liu (2007a) together (cannot-link constraints).
161
The user has to build the subset M of must-link constraints and the subset
162
C of cannot-link constraints defined as:
, such as x i and x j must be linked}.
164 C = {(x i ,x j ), such as x i and x j cannot be linked}.
165
The cardinals of these subsets are usually much lower than the number ( 
185
The connection weights between two nodes of the graphs G M and G C are 186 respectively stored by the similarity matrices S M (n × n) and S C (n × n),
187
and are given by:
190
The matrices S M and S C are used to define the constraint Laplacian 196
where λ is a regularization parameter used to balance the contribution of 
201
The lower these two scores are, the more relevant the feature is. Zhang et al.
202
have experimentally shown that the features selected by C 1 and C 2 provide 203 similar performances when λ is well balanced. The edges in the graphs G W are weighted by using the similarity matrix S W
216
(n × n) and are expressed as:
where γ is a constant parameter which has been empirically set to 100 in inant analysis score and defined as:
where score which is less sensitive to the constraints chosen by the user. Given the 234 matrices S, S M and S C , the semi-supervised constraint score is defined as :
The proposed score C 4 r is the simple product between the Laplacien score 236 L r (see equation (4)) processed with the unlabeled data and the constraint 237 score C 1 r (see equation (9)) defined by Zhang:
So, it takes into account both the unlabeled data thanks to L r and the The performances of the examined scores are generally compared by mea- 
294
We prefer to examine only the feature ranks deduced from the scores, so that 295 our study is not corrupted by the decision step. More precisely, we study the 
The q th row of R * represents the d feature ranks by using the subset S q 311 (q = 1,...,p) while the r th column represents the ranks of the feature f r by 312 using the p different constraint subsets. Therefore, each row of R * is a per- 
315
We use the Kendall's coefficient to measure the concordance or agreement 316 between the feature ranks with p constraint subsets (Grzegorzewski (2006) ).
317
The Kendall's coefficient K * takes into account the different rows of the 318 matrix R * and is defined as (Siegel and Castellan (1988) ):
The term τ * v is the number of tied ranks in each of the m groups of ties in 
Comparative experimental results
340
In this section, we first measure the sensitivity of the scores against the 341 given constraints. So, we compare the Kendall's coefficient obtained by the
343
We also compare the performances obtained by a classifier operating in the cients K 1 , K 2 , K 3 and K 4 increase with the number card(S q ) of constraints.
415
The higher the number card(S q ) of constraints is, the more complete the su- 
420
We can also notice that K 4 has the highest values for the different cardinals 
Comparison of the performances
435
We also compare the performances obtained by the nearest neighbor clas-436 sifier which operates in the feature space selected thanks to the considered 437 supervised, unsupervised and semi-supervised feature scores.
438
The classification accuracies of the test data are used to evaluate the perfor-439 mance of each criterion.
440
As for measuring the Kendall's coefficients, the rates of good classification the 100 runs, we propose to rank the 4 criteria in descending order of their 461 accuracy. Let us denote rank * q the rank of the criterion C * at the run q.
462
This rank takes the values 1, 2, 3 or 4. At each run q, the method having 463 the highest accuracy is ranked as 1 and the method with the lowest accuracy 464 value, is ranked as 4. Methods with the same accuracy have the same rank.
465
We calculate a rank sum T * for each semi-supervised constraint score as 
where * is 1, 2, 3 or 4 corresponding to the score C 1 , C 2 , C 3 or C 4 respectively.
468
The method with the lowest rank sum is considered as being the score which 469 provides the best results. 
498
From the originally measured 6817 probe sets we removed genes that
499
were not present in at least one sample so a total of 5147 genes are 500 used in the experiments.
501
Because Leukemia has a predefined partition of the objects into train- Tables 6 and 7 show the rank sum T * for different numbers S q of constraints these scores depend on the subset of constraints built by the user since they 546 do not take into account the information provided by the unlabeled data. In 547 this paper, we propose a new semi-supervised constraint score that considers 548 both the pairwise constraints and the local properties of the unlabeled data.
549
Moreover, we study the relationships between the features selected by the 550 constraint scores and the constraints chosen by the user. We measure the 551 sensitiveness of the scores to constraint changes by the Kendall's coefficient.
552
To the best of our knowledge, this is the first work that studies the influence
