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ABSTRACT
Thin aluminium foils have been implanted, primarily with argon ions 
but also with other inert gases. In the as implanted condition and 
after annealing to a series of temperatures, the clustering of the 
inert gases to form bubbles and the subsequent bubble growth have 
been studied by analytical electron microscopy. The consecutive use 
of transmission electron microscopy with X-ray analysis and electron 
diffraction has enabled measurements of the proportion of gas located 
in the visible bubble population and the gas density within bubbles. 
The information obtained using these techniques has indicated that 
sub-microscopic argon bubbles are immobile and may remain so up to 
temperatures as high as 500°C. Together with this observation it is 
shown that there is a considerable delay in achieving the equilibrium 
thermal vacancy concentration. It has also been found that at 
temperatures close to the melting point gas re-solution will cause a 
net loss of gas from bubbles to the metal/oxide interface at the foil 
surface.
During ion implantations at elevated temperatures it was observed 
that precipitates, later found to be oxides, were associated with 
bubbles. This led to the realisation that oxygen would be knocked-in 
from the surface oxide during all ion implantation experiments. 
Further experiments were carried out to assess the effects of a 
surface oxide on inert gas bubble behaviour. Amongst other effects 
the oxide will slow down bubble growth by migration and coalescence 
as it will inhibit diffusion at the bubble surface.
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CHAPTER 1 - FUSION REACTOR MATERIALS PROBLEMS
1.1 INTRODUCTION
The provision of energy for industrial and household use is one of the 
major needs of society today and for the foreseeable future. It has 
been apparent for many years that at the current rate of consumption, 
traditional fossil fuels will be exhausted by the end of this century, 
Pooley [1], This realisation has caused all of the industrialised 
nations of the world to examine and plan what energy options they have 
for the future. The options which are receiving consideration are
a) Very large improvements in energy efficiency.
b) Extensive use of renewables ie solar, wind, wavepower.
c) Advanced nuclear power ie fast fission or fusion.
In a review of these options in 1982 by Pooley [1] it is argued that 
the first option is very unlikely to bring about the required energy 
savings because even if the technology were available, the deployment 
on the scale required would be impossible, though naturally some 
improvements in this area are likely to take place. The second option 
will be useful for small applications but even with technological 
advancements will be unable to supply sufficient energy density for 
industrial applications and so projections are for only about 1.5 % of 
total power by the end of this century. The third option of advanced 
nuclear power it is argued could supply sufficient power for the world, 
for the foreseeable future.
There are two types of advanced nuclear reactors under consideration,
the first is the fast reactor for which the technology already exists 
and commercial viability has been proven. The reservations expressed 
about this reactor concern its use of plutonium as a fuel and the 
highly active wastes which it will generate. The second type of 
advanced nuclear reactor is the fusion reactor; the problem here is 
that it is not yet proven that it can be made to work commercially. 
However if it could be made to work it would be able to do what fast 
reactors do, without the worries of plutonium or highly active, long 
life radioactive wastes. Unfortunately it also seems that it will 
involve very complex engineering and so may suffer efficiency and 
reliability problems.
This scenario of energy options for the future has led the major
nations of the world to invest heavily in fusion reactor research
programs, see Pease [2], Stiener [3], Rose [4], Carruthers [5] and 
Hancox [6],for reviews of progress and prospects in fusion research. A 
group of European countries are currently co-operating in a joint test 
reactor project known as JET (joint European torus), which is sited in 
England at Culham in Oxfordshire. The U.S. has built TFTR (tokamac 
fusion test reactor) and MFTR (mirror fusion test reactor). Similar 
test reactors are under construction or in use in Japan and USSR; see 
Conn [7] and Pease [8] for reviews of current test facilities 
worldwide. It is currently estimated that the first commercial 
prototype for a fusion reactor will not be built until after the end of 
this century but of course this assumes that all of the current
engineering and materials problems can be solved by then.
Many fields of research have been opened up by the new and far reaching 
scientific needs of fusion technology and other branches of science
have received new impetus. Among the most pressing technological 
problem which needs to be overcome is the provision of materials for 
the reactor vessel. For fusion to take place the plasma must reach a 
temperature of more than 100 million °C, and the fusion reaction
fires into the reactor wall a denser and higher energy flux of neutrons 
than anything encountered in current fission reactors. It is in this 
general area of reactor materials that this work is sited and more
specifically in gaining a better understanding of materials response to 
the severe radiation fluxes which will be encountered in first wall 
materials.
1.2 NUCLEAR REACTOR MATERIALS
The developr.ment of nuclear reactors has given rise to a series of 
materials design problems related specifically to the radiation damage 
they will receive from the nuclear fuels. With the current generation 
of fission reactors 65 yrs of research and 40 yrs of operating 
experience have now passed. This has led to a sufficient understanding 
of the nature and extent of the radiation damage oh the reactor
materials, to enable reactors to be built with commercial life 
expectancies of 50 yrs or more.
Developments in the late 1960’s in fusion plasma physics were such that 
it was considered time to begin commercial fusion reactor design
studies. It was quickly realised that the fusion environment would be 
far more aggressive on the reactor materials than the fission 
environment, Kulcinski [9], and that this would severely limit the 
commercial lifetime of any fusion reactor which could be built. This 
led to a major need for research into materials requirements for fusion
reactors, for reviews see Conn [10], Ehlich [11], Rovner [12], Gold 
[13], McHargue [14], Bloom [15].
1.3 THE FUSION REACTOR FIRST WALL
The area of a fusion reactor where the life expectancy will be limited 
most by radiation damage is in materials which directly face the 
fusion-plasma or the Tfirst wall* materials. To see why materials 
problems should be so much more severe in this area of a fusion reactor 
compared to the corresponding area in a fission reactor it is 
neccessary to look at the nuclear reactions and products which result 
from both types of fuel.
D-T fusion reaction
2d + 3t 4He (3.52 MeV) + ^n (14.08 MeV)
Fission reaction
2Q9U + l n o°cKr + 1iSBa + 2In (2-° MeV)92 o 36 56 O
Both nuclear reactions produce neutrons, but the fusion neutrons are of 
a much higher energy than those from fission. As these high energy 
neutrons pass through or are absorbed in the first wall material they 
cause transmutation reactions to occur. Because the cross section for 
transmutation reactions increases with neutron energy, the high energy 
fusion neutrons cause far more damage than the fission neutrons. The 
variation in transmutation cross-section with neutron energy is shown 
in figure 1.1 for several candidate first wall materials. The 
transmutation reaction can be generalised as:-
130
110
inc 90
E
c
Figure 1.1 Helium gas production
cross-section, from [9].
50 3I6SS o'o
a
c"
3 0 -
Nb-
Neutron energy in MeV >
Though the solid transmutation products may be detrimental, it is the 
production of helium gas in first wall materials which causes the most 
rapid deterioration in their properties. Because helium is virtually 
insoluble in metals it precipitates out in small clusters which 
eventually grow to form bubbles. The presence of these bubbles can 
lead to several types of radiation damage, all of which will be 
detrimental to the materials properties.
1.4 RADIATION DAMAGE IN FIRST WALL MATERIALS
The effects of the fusion plasma radiations on the first wall materials
are summarised below:-
DAMAGE CAUSE
sputtering of 1st high energy
wall
blistering gas driven
swelling void/bubble
formation
loss of ductility void/bubble
formation
increased crack void/bubble
propagation formation
increased creep radiation enhanced weaken structure
rate creep
These damage modes will operate in an environment of temperature and 
stress gradients across the wall and the possibility of pulsed 
operation, all of which may cause local intensification of one or more 
of the damage modes.
As can be seen in the table, most of the damage modes are made worse by 
the continual generation of helium gas within the material. The damage 
mode which most severely limits the useful lifetime of the first wall 
material is the loss of ductility. As little as 6Oppm He can reduce 
the ductility of 316SS (a candidate material) to below the 1$ minimum 
level which is normally specified, shown in figure 1.2. It is 
estimated^Conn [ 1 6 ] that this corresponds to a first wall lifetime of 
only 2-5 yrs. For a commercial reactor this would be unacceptable.
RESULT 
ions poison plasma
poison plasma 
weaken structure
weaken structure
weaken structure
The different modes of radiation damage occur to a greater or lesser
10
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Figure 1.2 The effect of low helium concentrations on the 
ductility of 316 stainless steel, from [14].
extent in all metals. To be able to select or design a metal or alloy
for use in the first wall (at present only metals can give the required
mechanical properties at a realistic cost), it is necessary first to 
have a thorough understanding of the properties which will make it best
able to resist or accommodate radiation damage.
To this end research has been carried out on all aspects of radiation 
damage and its correlation with mechanical and physical properties in 
metals. The most important aspect of radiation damage on material 
properties is the clustering and growth of: helium and by analogy of all 
inert gases. It is to this area of research that this thesis will be 
devoted.
1 .5  SCOPE OF PROJECT
The general aim of this work is to improve our understanding of the 
behaviour of gas atoms in metals. In particular it has involved a 
study of aspects of the nucleation and growth of gas bubbles.
Because this study has been orientated towards a fundamental
understanding of the processes involved, simple model systems of pure
metal-inert gas have been used. It was impractical to use reactor
conditions for the experiments as the transmutation products would
introduce additional variables into the system and specimen handling
would have been a problem due to activation. Therefore simulation
experiments have been carried out in which various inert gases have
been implanted using an ion accelerator at energies between 20 and
120kV, into pure metal targets at between room temperature and 600 
o
C. The systems which have been studied are
High purity aluminium (99-9999%) implanted with Helium
Neon
Argon
Krypton
The metal A1 represents one of the major crystal systems for metals, 
being FCC. The variety of inert gases has allowed a variety of 
analytical techniques to be used which would not be possible with 
helium alone.
CHAPTER 2 - THE DIFFUSION OF INERT GASES IN METALS
2.1 INTRODUCTION
The behaviour of inert gases is dominated by their closed outer shell 
of electrons, and because of this they interact repulsively with all 
metal atoms, Reed [17] . When inert gases are introduced into metals 
by ion implantation or nuclear techniques, their behaviour is first 
influenced by their solubility and diffusivity in the target metal. 
For inert gases in undamaged metals the solubility is usually below the 
limits of detection, Dushman [18] , because the heat of solution is
very large (several eV for He into metal), however their diffusion can
be very rapid. Being effectively insoluble, the inert gases can either 
diffuse back out of the metal surface, if they are able to migrate 
interstitially (ie He and Ne), or they may become trapped at defects 
either created by the gas implantation or inherent in the metal.
Argon, krypton and xenon will usually, by virtue of their size, 
displace a metal atom and reside substitutionally (there is some 
evidence that Ar may be able to migrate interstitial ly from work by 
VanVeen et al [19] ). The vast majority of studies of inert gas
behaviour have been carried out on He for reasons outlined in
chapter 1. Therefore discussion will always refer to He except where 
other inert gases are specifically mentioned.
A summary of the relative energy levels of the positions a He atom can 
take in a metal lattice is given in a review article by Ullmaier [20] 
and is reproduced in figure 2.1 below.
Figure 2.1 Some examples of energies of helium atoms in metals:
Ej5 energy of solution into interstitial sites, 
migration energy of interstitial He, EVB binding energy
between He atom and vacancy, EVB dissociation energy from
vacancy, ^21^ binding energy of two He atoms in an 
interstitial site.
From this figure it can be seen that He is deeply trapped in a vacancy, 
in fact as will be shown in subsequent chapters several He atoms can 
occupy a single vacancy and there will always be a positive binding 
energy for the next He. This deep trapping behaviour, together with 
the very low interstitial migration energy for He has made experimental
monitoring of He diffusion very difficult. All early attempts to
measure He diffusion in metals failed because it was not realised that
it was the ’traps’ or He clusters which were migrating and not
interstitial He. Only in the last six years has the migration energy 
for interstitial He been directly measured. The diffusion of He can be 
described by an equation of the form
D = Dq exp (-Q/kT)
Where Q is the activation energy for He migration. By reference to 
figure 2.1 it can be seen that this activation energy can be made up of
one or more binding energies eg Q=Em+Ek, depending where the He
resides in the metal lattice. This makes measurement of He diffusion 
complex, because it is often not known what position the He occupies in 
the metal lattice and it seems likely that there will be some He in
each of the available lattice traps. The problem is further 
complicated by the range of additional binding energies possible in 
multiply occupied vacancies and di-tri vacancy traps, not shown in 
figure 2 .1.
Measurement of the binding energy of He in a variety of traps has been 
successfully carried out and results are given in chapter 3 . In this 
chapter experimental work to determine the interstitial migration 
energy of He will be examined and where values have been obtained 
directly or indirectly they have been collected together into a table 
at the end of the chapter, together with calculated values for 
comparison.
2.2 EXPERIMENTAL WORK ON HELIUM DIFFUSION
To study experimentally the diffusion of He and the initial stages of 
clustering, it is necessary to introduce He into the metal lattice in a 
controlled fashion. This is most often achieved by ion implantation, 
which will normally introduce displacement damage into the lattice as 
the implanted gas is slowed down in the metal target. In this case the 
He will be quickly trapped in the defects which it itself creates (plus 
the intrinsic defect content of the metal), preventing any studies of 
He gas interstitial diffusion. Different ways of overcoming this 
problem have been developed.
If the implantation of He is carried out at very low temperature ~ 20K, 
as shown by Poker and Williams [21] and Thomas et al [22] , the He
should be immobile and come to rest interstitially without migrating to 
point defects or back out of the target surface. It should then be
possible to detect different stages of He diffusion by monitoring He 
release from the surface of the implanted material during ramp 
annealing.
Another approach has been to use materials which have been treated to 
contain very low defect concentrations eg by annealing high purity 
single crystal materials, and to achieve the He filling without causing 
displacement damage, thus forcing the He to migrate or reside 
interstitially in the absence of defect trapping sites. This can be 
achieved in two ways, sub damage-threshold implantation or tritium 
charging and ageing to ^He.
SUB DAMAGE-THRESHOLD IMPLANTATION - this can be carried out by 
implanting He ions of sufficiently low energy that they cannot displace 
metal atoms in the lattice. The maximum energy which can be 
transferred from He to a metal atom is related to their masses, as 
shown in the equation below :-
Ed = a Er(ZxZ2)7/6 (MX + M2)
M2e
Where E^ is the Rydberg energy and Z and M are the atomic numbers and 
masses. The He ion energy to displace a metal atom from its lattice 
site for a light metal like A1 will be ~50eV and for a heavy metal like 
W it will be ~400eV.
TRITIUM CHARGING - this can be used for metals which have some tritium 
solubility (which many metals have). This technique is described by 
Cost and Hickman [23] , and involves preparing a clean sample surface
and diffusing in tritium gas under pressure; on ageing the gas decays 
to give He by
— > 3He + p + v
The low energy p particle emitted is of insufficient energy to displace 
a metal atom and the average recoil energy of the ^He is only 1eV 
which is too low to create any displacements. Thus by ageing for 
different times, variable amounts of ^He are liberated into the metal 
lattice and this can either be frozen in by ageing at low temperature, 
Thomas et al [22] , or allowed to diffuse to point defects by ageing at 
room temperature or above, Cost and Hickman [23] and Bach [24] .
The advantages and limitations of the two damage-free techniques are 
usefully summarised in a table from Thomas [25] shown below
COMPARISON OF IMPLANTATION TECHNIQUES
TRITIUM DECAY SUB THRESHOLD
Advantages
Bulk samples Rapid
Minimises surface problems High local cone obtainable
Low cone observable No impurities
Limitations
Tritium solubility required Near surface only
Special handling facilities Surface condition important
Tritium trapping and segregation Low Z metals difficult 
Slow He accumulation
Once He has been introduced into the metal a variety of experimental 
techniques have been used to study its diffusion behaviour, and these 
have been reviewed in papers by Ullmaier [20] and Thomas [25] • A list
is given below of the principal techniques, results from which will be 
reviewed in some detail.
a) Resistivity - by monitoring changes during annealing.
b) Perturbed angle correlation (PAC) - monitors nuclear hyperfine 
interactions.
c) Field ion microscopy (FIM) - atom probe analysis of implanted 
specimens.
d) Thermal helium desorption spectroscopy (THDS) - monitor He 
release during annealing.
2.2.1 RESISTIVITY MEASUREMENTS
Interstitial helium mobility has been studied by resistivity
measurement in Niobium and NbO alloys by Chen et al [26] . In this
work the He was introduced by tritium charging at temperatures down to
10 K. At such low temperatures the tritium would form tritide
precipitates in pure Nb, so NbO alloys were used as the oxygen atoms
act as trapping sites for the tritium preventing precipitation. After
ageing it was shown that the He produced from the tritium decay
would remain trapped at the oxygen atom sites. The specimens were then
isochronally annealed and the resistivity monitored up to 100 K. No
change in resistivity was detected, indicating that the He remained
bound to the oxygen traps. Above 100 K the residual tritium was
redissolved and precipitated as tritides causing irreproducible
resistivity changes and making further measurement impossible. From
this it could be said that if E He is the migration energy for
m
interstitial ^He and E_He"° is the binding energy of ^He to
D
0, the lower limit for the value of (E He + E_.He“®) will be’ m B
about 0.3 eV. Work with pure Nb at temperatures above 295 K where
tritide precipitation was not a problem (tritide precipitation occurs 
up to 250 K) indicated a migration energy of about 0.66 eV. but it 
could not be established whether this was due to migration of 
individual helium atoms or small clusters of helium atoms, so this 
figure should represent an upper limit for helium migration.
Thus while this technique looked good initially, there are several 
problems inherent in the system chosen, which do not allow interstitial 
He migration to be studied in isolation. The results indicate a value 
Em for interstitial He between 0.3 and 0.66 eV.
2.2.2 PERTURBED ANGLE CORRELATION (PAC)
He atoms which are trapped following ion implantation will, when they
become mobile, migrate quickly to any defects which are present in the
metal lattice. One of the defects which could trap He is an impurity
atom. Use can be made of this to determine the temperature at which He
migrates interstitially, if the arrival of He at the impurity atom can
be detected. This can be achieved by doping the target metal with a
111radioactive isotope, ie In; the arrival of He at the indium atom 
sites can be detected as nuclear hyperfine interactions using PAC. An 
example of this technique is given by Wichert [27] where the diffusion 
in SS has been monitored. However in this work all of the implantation
and measurement was carried out at room temperature or above. So the
He must be assumed to be trapped at defects as soon as it is implanted, 
and any subsequent diffusion dominated by the trap behaviour.
Indium ions were first implanted at 350 KeV to a nominal 'depth of 50 nm 
into a series of SS samples, these were then implanted with He of 
different energies, 15, 100 and 200 KeV to nominal ranges of 70, 320
and 530 nm. The samples were then annealed and PAC spectra collected 
during heating.
f2
[ %]
He in Steel
( Ni 72/ Cr 16/ Fe 8 
trapped by ^In80 15 keV
200 keV
1-1016 He+/cm: 
-o— 510^
60
100 keV
200 keV
o/
20
0
200 600 800 1000 1200
Figure 2.2 The relative fraction of In-He complexes in 
steel as a function of annealing temperature 
for different energy implantations, from [27].
The results of this work shown in figure 2.2 are very general and 
illustrate the problems associated with knowing which traps are 
operative and identifying which atomistic processes are responsible for 
the spectral features. It can be seen in figure 2.2 that at between 
750-1100 K there is a marked increase in the number of He atoms 
associated with the ^ I n  impurity atoms, since it has been shown 
that interstitial He is mobile above room temperature, this is either 
due to detrapping of He from vacancy complexes (the binding energy of
He to traps usually precludes this) or due to migration of He-V 
complexes to the ^ i n .  It is also shown in figure 2.2 that the
further the He is implanted from the ^ I n  atoms the longer the He
111takes to combine with the 'In, which suggests a series of trapping 
and detrapping diffusion jumps or migration of clusters formed at the 
implanted depth.
It seems this technique could be very useful for detecting the
temperature at which interstitial He migrates, and hence the migration
energy if the He were implanted at sub-threshold energies to reduce the
number of trapping defects and the experiments were started at low
temperatures to render the interstitial helium initially immobile in
the lattice. However there would always be problems associated with
111the damage created by the 11'In implant itself, but this could be 
annealed out prior to the implantation.
2.2.3 FIELD ION MICROSCOPY (FIM1
In a very neat experiment Wagner and Seidman [28] have used an atom 
probe field ion microscope to measure the migration energy for 
interstitial helium. This is a pioneering experiment as they have for 
the first time studied He in a virtually defect free tungsten lattice, 
using sufficiently low temperatures to freeze the He interstitially. 
(This work was primarily aimed at determining range profiles of low 
energy He in W.)
Single crystal tungsten specimens were irradiated with He ions at sub­
threshold energies of 300-475 ©V - so that no lattice displacements 
would be caused by the implantation. The irradiations were carried out 
at a series of temperatures starting from 60 K, to 110 K and each 
sample was then cooled back to 60 K and chemical analysis by the atom 
probe technique carried out. A dramatic change in helium concentration 
was observed on increasing the implantation temperature from 90 - 110 K 
indicating that interstitial He was immobile at 90 K but was able to 
diffuse back out of the specimen surface at 110 K. From this work the 
migration energy of interstitial helium in tungsten was estimated as 
0.24 - 0.32 eV.
2.2.4 THERMAL HELIUM DESORPTION SPECTROMETRY (THDS)
This work was pioneered by Kornelsen [29] when he used UHV equipment to 
inject sub-threshold He into tungsten samples with a controlled defect 
concentration. These samples were then heated in isothermal steps and 
the helium release from the surface monitored by a mass spectrometer. 
These early experiments were carried out at room temperature and above, 
using 5 KeV heavy ion (Ne, Ar, Kr and Xe) implants to create a 
controlled number of defects. The surprising result was that when no 
prior damage implants were carried out on the specimen no helium was 
detected by thermal desorption shown in figure 2.3. This led to the 
conclusion that helium atoms injected into W undergo rapid interstitial 
diffusion at room temperature and so are able to escape out of the 
implanted surface. This implied an upper limit for He migration in W 
of ~0.7 ©V. An accurate value has since been determined as mentioned
previously [28] .
Figure 2.3 The effect of heavy ion
bombardment on helium 
trapping. In both cases 
He was injected at 
250 eV to the same dose:
(a) No prior bombardment
(b) Prior bombardment
with 5 KeV Kr, 
from [56].
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Using this technique a large number of experiments have now been 
carried out, using different methods to introduce the He into the metal 
lattice, as outlined earlier, and examining the He release behaviour 
over much wider ranges of temperature. The results from this work will 
be examined in three sections:-
a) Low temperature He implantation.
b) Low temperature Tritium charging.
c) High temperature He implantation.
2.2.4.1 LOW TEMPERATURE HELIUM IMPLANTATION
Recently Poker et al [21] [30] carried out low temperature experiments 
in an attempt to freeze the helium interstitially and monitor its 
release by mass spectrometry on annealing. They also experimented with 
Thermal Neutron Transmutation Doping (TNTD) at 100°C followed by 
annealing. The results from this low temperature work have been 
disappointing. In initial experiments [21] , 35 KeV helium was
implanted into Nickel at 18 K and helium release peaks were detected on 
isothermal annealing at 50 K and ~150 K, shown in figure 2.4, but on 
subsequent experimentation [30] the 50 K peak was shown to originate
from He trapped in a surface contamination film (hydrocarbons had 
polymerised onto the surface during implantation of He+) and the 150
K (broad) peak was attributed to anomalous desorption of He from a
thermal guard in the specimen chamber. This was further confirmed when
the experiments were repeated on Ni + Cu and no release peaks were
observed below 370 K.
It is not clear why no He release was detected below 370 K, if it was 
trapped interstitially during implantation then it would be expected to 
become mobile at <300 K. It is possible that the presence of a high 
defect concentration between the projected range of the implanted He 
and the surface created by the 35 KeV He implantation could have 
trapped any helium which was released interstitially during annealing 
before it could reach the surface.
Figure 2.4 The release rate of
helium as a function of 
temperature. The area 
under each curve repre­
sents the accumulated 
release. The area in 
the base represents the 
release of 1% of the 
implanted dose, from2
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This argument is supported by the TNTD experiment which indicated 
helium mobility at room temperature. In this experiment thermal 
neutrons were fired at a sealed nickel cylinder; more He was found 
inside the cylinder when it was punctured than should have reached 
there from the irradiation (a factor of >20 x more), indicating that 
the helium was able to migrate interstitially at room temperature in a 
direction away from the damage the irradiation was causing. The 
cylinder wall thickness and neutron range is not given so it is not 
clear over what distances the He would have migrated interstitially to 
get to the inside of the cylinder.
2.2.4.2 LOW TEMPERATURE TRITIUM CHARGING
Work on helium diffusion in nickel has also been carried out by Thomas
et al [22] [25] using low temperature charging by the so-called
"tritium trick" method, outlined at the beginning of this chapter. In
these experiments tritium charging was carried out at 473 and 573 K,
the specimens were then rapidly cooled to 80 K and flushed with to
reduce surface tritium coverage. The samples were then briefly warmed
during transfer to the desorption chamber where they were aged at 80 K
o
for 1 - 6  weeks. The Ni samples containing He formed by the decay 
of Tritium, were then isothermally annealed and the He desorption
monitored by mass spectrometry.
The results from this work, on single crystal, cold worked and annealed 
polycrystalline nickel, show a broad He release peak extending from 120 
K to 300 K common to all three material pretreatments figure 2.5. The 
amount of He liberated in this temperature interval is ~1 % of the 
total gas in the sample.
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The same problems in interpreting results exist here as with the 
previous work of Poker [21] [30] , with the additional complication of 
having tritium in the system. It is possible for tritium to escape 
from the specimen during loading and adsorb onto the walls of the 
chamber; surface contamination of the specimen may trap tritium or
3
He, and tritium may itself diffuse to traps before transmuting to
3
He (see work on Nb-0 earlier in this chapter [26] ), so that the
3
helium would not be interstitial when it is produced during ageing. 
Thomas has addressed most of these problems and has considered them in 
interpreting his results. The thermal release spectrum for the 
polycrystalline material is shown differentiated in figure 2 .6 .
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Figure 2.6 Plots of differentiated thermal release rate 
for three ramp anneals, from [22],
The two peaks shown are interpreted as being caused by different
physical processes. The first peak at 150K is attributed to surface or
near surface anomalous release, ie, not caused by bulk He interstitial
diffusion. This is based on surface analysis of the sample which
showed a thin oxide film of ~ 3nm. It was argued that this would act
as a plane source giving rise to the narrower of the two peaks, and not
give the broad double peak observed. Also the area under the first
peak varied little from sample to sample which might be explained by
the samples all having similar surface conditions.
The second peak from 170-300K is attributed to complex diffusion
processes involving a combination of bulk and pipe diffusion. The area
under the second peak varies between samples by an order of magnitude
(0.25 - 2.5$), and it is argued that this indicates a bulk diffusion
■ a
3 SAMPLES
AGING TIMES: 6-36 DAYS
3He C0NC: 0.1 - 0.6 appm
process where the trap density variations between samples cause the 
different release fractions. Because the peak is broad it could not be 
accounted for by a simple interstitial diffusion model, so several 
complex diffusion models were examined.
a) Grain boundary trapping.
b) Bulk impurity trapping.
c) Gas/dislocation interactions.
d) Pipe diffusion with bulk trapping.
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Figure 2.7 Helium release fraction as a function of
temperature for the ramp annealing of three 
tritium charged FCC metals from [25].
The model which best fitted the data for all material treatments was d, 
a mixture of pipe and bulk diffusion, implying a bulk migration energy
of ~ 0.35eV, and a migration energy by pipe diffusion of Em "
0.2 eV. This work clearly shows the difficulties in interpreting 
thermal release data and some of the disadvantages encountered by using
the damage free tritium ageing method.
Thomas has recently [25] published results.from low temperature (80K) 
tritium charging experiments on Al, Ni and 304SS, shown in figure 2.7. 
From thi work it is concluded that "in no case was simple diffusive 
behaviour observed". He could however draw a few general conclusions.
1. Helium is mobile in all three metals above 100K indicating 
helium migration energies of the order of 0.35eV.
2. Since such a large fraction of the 3 He remains trapped 
(>90/6), even when no defects are introduced by ^He charging, 
pre-existing defects may not be the only cause for the gas 
trapping.
3. The dependence of He release fraction on initial ^He 
concentration, shown in figure 2.7, suggests that He-He 
interaction may increase trapping efficiency ie "self trapping" 
may be taking place.
2.2.4.3 HIGH TEMPERATURE HE IMPLANTATION
Philips et al [31] have carried out He implantation into Ni at 
800-12R0°C. and simultaneously measured He re-emission using a mass 
spectrometer. Samples were implanted with 18, 23.5 and 28 MeV He to 
give implanted ranges of 18, 48 and 82 nm. The time dependent
re-emission rate for the different energy implantations is shown to be 
dependent on volume diffusion of He, with an effective activation 
energy of 0.8leV. It is claimed that results from unpublished work
would show that interstitial helium is mobile at below 80K in Ni, 
which implies a migration energy of < 0.3eV. (In fact when this work 
was published by Philips and Sonnenberg [32] , a value of 0.14eV ' 
was given.) From this observation it is concluded that the diffusion 
process at elevated temperature, activation energy 0.81eV, is not 
simple interstitial diffusion. Various diffusion mechanisms are
discussed before the final proposal of "hindered interstitial
diffusion" is presented. This mechanism involves helium migrating
interstitially, but being temporarily trapped at thermal vacancies. It 
is therefore dependent on the dissociation energy for helium from 
vacancies and the number of thermal vacancies present. The
dissociation energy can be found from EDlSSHe(s) = ^Heti) +
EbHe(s)» anci the rate process will change with temperature
as exp(-ED*ss/KT). The thermal vacancy formation energy is EFy 
and the concentration will vary with temperature as exp(-E v/KT). 
It is argued that the effective activation energy for the proposed 
diffusion mechanism will then be determined only by the difference in 
these EDiSSHe(s) ~ E*v = Using reasonable values for
f
Ni of E = 1.6eV [33] and using the measured effective activation 
energy of 0.81eV this gives a He-V dissociation energy of 2.4eV, which 
agrees reasonably well with values obtained elsewhere [34] [35] . Thus 
this model of hindered interstitial migration is shown to be consistent 
with the measured activation energy.
ef fIn the analysis used for this model it is shown that D will be
strongly dependent on CHe(i)/CHe(s)* under conditions of thermal
equilibrium. Though it is not mentioned in this paper the analysis is
the same as for Ostwald ripening - discussed in Chapter 4 of this 
thesis, and indeed examination of these results using the Ostwald
ripening analysis may yield some useful data on this process, for which 
little at present exists.
2.2.5 HE-HE TRAP MUTATION
During experimental studies of helium diffusion in defect free systems 
ie where sub-threshold implantation has been carried out on low defect 
concentration targets, Thomas et al [22] found substantial amounts of 
helium could be retained in the metal lattice up to high temperatures. 
This observation has since been made for a number of different metals 
eg Al by Thomas et al [22] , Au by Thomas and Bastasz [36] , Al, Ni and 
304SS by Thomas [25] arid Ni by Philips and Sonnenberg [32] . Since 
there is now evidence of interstitial migration at below RT it can only 
be assumed that the helium is retained by trapping at defects ie 
vacancies, but there are only very low concentrations available. From 
these observations Thomas et al [36] proposed that further vacancies 
were being created by the interstitial He.
It was suggested that when two interstitial helium atoms met in the 
lattice they had a small binding energy, which increased as more helium 
arrived; eventually there would be sufficient binding energy to punch 
out a self interstitial creating a vacancy. Theoretical calculations 
have since been carried out by Wilson et al [37] showing that there 
will be a binding energy between interstitial He atoms and that it 
could be sufficient to cause self interstitial creation. Further 
experimental evidence for this mechanism has been presented by Thomas 
[25] , where he shows that higher fractions of He are retained if 
higher initial concentrations in the metal lattice are achieved, shown 
in figure 2.7. It is argued that the higher initial concentration
causes larger number of He-He interactions.
2.3 SUMMARY
It is now well established experimentally that He is mobile in metal 
lattices at low temperatures .ie < 80K. There are still only a small 
number of definitive measurements of the activation energy for helium 
interstitial migration, but a range of values can be inferred for many 
metals from the experimental results. There is reasonable agreement 
between calculated values of He migration energy and the limited 
experimental values, as shown in table 2.1 below.
TABLE 2.1 - HELIUM INTERSTITIAL MIGRATION ENERGIES
(a)
METAL TEMP
MOBILE
/K
EXPERIMENTAL
MIGRATION
ENERGY/eV
EXPERIMENTAL
TECHNIQUE
REFERENCE CALCULATED
MIGRATION
ENERGY/eV
W 90-110 0.28 FIM [28] 0.24
Nb-0 100 00.3) (b) Resistivity [26] --
Ni 220 (0.35) (c) THDS-Tritium [22] 0.08
Al 100 (0.35) tt n [25] --
Ni 100 (0.35) (d) tt tt tt 0.08
304SS 100 (0.35) tt tt tt --
Ni 50 (0.1) (e) THDS [30] 0.08
Ni 1073 (0.81) (f) tt [31] 0.08
Ni 55 0.14 tt [32] 0.08
Cu —---------calculated values only--------------------  0.57
Pd " 1.74
Ag n 0.86
V " 0.13
Fe " 0.17
Ho " 0.23
Ta " 0.00
a) Calculated values taken from Scherzer [38] .
b) This is a lower limit but includes the binding energy of He to 
an impurity atom.
c) This value is an estimate based on questionable assumptions 
when interpreting results.
d) It is not clear from the results that this value is due only to 
interstitial migration.
e) This experiment could not be reproduced and was refuted in 
[30].
f) This value includes a contribution from vacancy trapping.
CHAPTER 3 - CLUSTERING OF INERT GASES
3.1 INTRODUCTION
Because He is practically insoluble in metals and is able to migrate 
easily through the metal lattice above room temperature it will, where 
they are available, associate with and become trapped in, any lattice 
defects present. This will apply to point defects such as vacancies or 
impurity atoms as well as extended defects like dislocations, 
precipitates and grain boundaries. It is not the aim of this work to 
investigate helium interactions with extended defects so the reader is 
referred to [39] [40] and references therein for further reading.
It is thought that the trapping and clustering of He atoms at lattice 
defects (whether created’ by He-He interactions or pre-existing), is the 
initial stage in thex nucleation of-gas bubbles. A large amount of 
research has been carried^dut^bO' gain a quantitative understanding of 
the kinetics and energetics of this early stage..of,.,clustering, as it is
fund anient al^ -uo a complete understanding of the response of different 
reactor materials to gas embrittlement.
The most successful technique used in these investigations has been 
Thermal Helium Desorption Spectrometry (THDS). This technique was 
first developed by Kornelsen [29], and has now been refined to a stage 
that allows the defect chemistry of single atom reactions to be 
studied. There are a few review articles written by the two main 
groups working in the area, Caspers and Van Veen [41], Van Veen et al 
[25], Kornelsen and Van Gorkum [42] [43] and a few by others working in
the field, Scherzer [38], Picraux [44].
Other techniques have also been used to study helium clustering 
reactions such as position annihilation, Viswanathan et al [45] and 
differential dilatometry, Gaber and Ehrhart [46], and these results 
complement (and in one case contradict) the THDS work, but results are 
limited compared to the wealth of work by THDS.
It will be the object of this section to review the experimental work 
carried out to study He clustering reactions, concentrating mainly on 
the THDS work as this dominates the literature on the subject. A brief 
description of the principles of the technique will be given first, as 
the interpretation of results will depend strongly on the experimental 
conditions used.
3.2 THERMAL HELIUM DESORPTION SPECTROMETRY
3.2.1 THE PRINCIPLES OF THDS
Experiments are carried out in conditions of ultra high vacuum (UHV) to 
ensure a clean crystal surface and to obtain a high sensitivity to He 
detection (>10^ He). Figure 3.1 shows schematically a typical 
experimental set up. A metal single crystal can be implanted from one 
side with ions of variable energy (0 - 5KeV), and on the other side can 
be bombarded with 2KeV electrons to heat the crystal at a controlled 
rate for annealing and desorption. The thermally desorbed helium is 
detected by a quadrupole mass spectrometer.
The interaction of single gas atoms with damage sites can be most
electron
gun
Figure 3.1 Basic experimental set up 
for a helium desorption 
spectrometer from 141].
effectively studied if the gas concentration in the lattice is low 
enough to allow some control over the number of gas atoms at each 
trapping site and traps are far enough apart to prevent interaction 
between trapping sites and close enough to the surface to allow release 
of thermally desorbed gas before it can be retrapped.
To achieve the desired defect distribution, there are various 
implantation schemes which have been used for implantation at room 
temperature in Mo or W
a) HEAVY ION (Xe), HIGH ENERGY (5KeV) - about 4 Frenkel pairs (one 
vacancy (V) + one interstitial (I)) are created for each implanted
atom. After implantation the mobile vacancies and implanted atoms 
associated with one or more vacancies remain in the specimen.
b) HEAVY ION (Xe), LOW ENERGY (100eV) - the heavy ions penetrate 
only the first two crystal layers and so only in these layers are 
vacancies produced; however, self interstitials penetrate further 
into the crystal and are able to be trapped by or annihilated at 
other defects.
c) LIGHT ION (He), HIGH ENERGY, (1KeV) - at this energy the helium 
is able to create Frenkel pairs; the vacancies will remain in the 
crystal; the interstitials will either annihilate vacancies or 
leave the crystal (during post implantation annealing) and the 
helium will either be captured by a vacancy or leave the crystal.
d) LIGHT ION (He), LOW ENERGY «E-(j FOR METAL) - by implantation at 
below the threshold displacement of the metal — , no new defects 
will be created and so the helium will either be captured by 
existing defects (as introduced by one of the previous implants) or 
migrate back out of the crystal surface.
A typical desorption experiment would involve four stages, starting 
with an annealed single crystal
1) Defect production, scheme a), b) or c).
2) Defect annealing, to anneal out unwanted defects leaving only
those types desired.
3) Helium filling - scheme d), to add He to existing defects.
4) Thermal Helium Desorption - to monitor He binding to defects.
By various combinations of implantation and desorption, several defect 
reactions can be studied to provide information on:-
The migration energy of vacancies.
The binding energies of helium to vacancies.
The capture of self interstitials by helium vacancy complexes.
The binding energy of substitutional impurity to vacancies.
The binding energy of helium to VX complexes where X is an
impurity atom eg Ne, Ar, Kr, Xe.
From careful interpretation of the above data it should then be 
possible to model how helium clusters form and grow in a variety of
metal crystals. The acquisition and interpretation of the types of 
data obtainable by THDS will now be examined individually.
3.2.2 VACANCY MIGRATION ENERGY
It is important when modelling cluster growth mechanisms to have 
accurate vacancy migration energies for each material studied. These 
have been found from a series of THDS measurements [41] [47] for Mo and 
W. Starting with crystals containing equal numbers of vacancies, they 
were then annealed to progressively higher temperatures prior to He 
filling. At the temperature at which the vacancies become mobile they 
will migrate out of the crystal leaving fewer traps for the helium. 
Thus a plot of the helium desorption peak area vs temperature will show 
the temperature at which the vacancies become mobile, as shown in 
figure 3.2. This gave results for Mo of - Emv = 1.3eV and W of - 
e“v = 1.7eV.
Figure 3.2 The number of He-V complexes 
formed (H-peak) as a function 
of annealing temperature 
prior to helium bombardment 
at subthreshold energy, 
from [41].
These results agree with values given by Balluffi [48], from 
resistivity recovery measurements.
3.2.3 HELIUM-VACANCY INTERACTIONS
This is the most important application of THDS, and has revealed a 
great deal about early clustering mechanisms. In a review by Van Veen
[49] results are presented for cluster growth from vacancies in Mo 
using helium concentrations of 1-2500 atoms/vacancy. This, brings 
together the results from many previous papers on He-V clustering in 
molybdenum [50] [51] [41] [52]. The starting material Mo (110),
containing a known number of He-V defects, was prepared by first 
bombarding with 3kV He ions to a dose of 15 x 10^ He/cm“^ followed 
by annealing to 1040K. This treatment that ensured the He-V defects 
stayed in the crystal while empty vacancies and helium from multiply 
filled vacancies were removed. (The number of He-V defects could be 
derived from the area under the He release peak for the first order 
reaction HeV — > He + V which occurs on thermal desorption at 1200K).~ 
Using this starting procedure each time, the Mo (110) was filled with 
increasing amounts of low energy helium (150eV) and then thermally 
desorbed at 40K/s up to 2400K. The helium filling dose was set to give 
a known number of He per trap from knowledge of the entrance 
probability of the 150eV He ions [49].
As with the tritium decay work, helium release peaks were found 
associated with surface related trapping sites at 300-500K. Careful 
experimentation allowed the surface related peaks to be distinguished 
from the release peaks originating from clusters within the crystal. 
Fortunately the temperature of release from the surface related sites 
was lower than that for the peaks of interest and so interpretation of 
results was not difficult. A typical set of release spectra shown in 
figure 3.3 of helium release from samples containing 1 to 12 He per
trap, further spectra, not shown here were collected for up to 2600 He
per trap.
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Figure 3.3 The helium desorption rate during ramp
annealing for increasing numbers of helium 
atoms, fn', per trap, showing characteristic 
release peaks, from [49].
From the position of each of the release peaks, E to M, it has been 
possible to derive dissociation energies for a complete range of 
He-V cluster sizes as shown in table 3*1 •
TABLE 3.1 - HELIUM VACANCY BINDING ENERGIES
Peak Temp n(He) Mechanism Binding
Notation K Energy
eV
E 790 5 - 9 addition to 2.11
F1 870 4 a si ngl e 2.4
F2 910 3 vacancy 2.6
G 970 2 n 2.9
H 1170 1 n 3.8
M 900 10-16 trap 2.4
M1
M2
to mutation
tt
to
M3-M5 1350 tt 3.5
11 1157 14-16 trap 3.0
12 1226 17-27 mutation 3.2
13 1300 28-41 tt 3.4
14 1350 42-55 tt 3.5
15 1390 56-70 tt 3.6
16 1425 70-90 tt 3.7
By comparing these results with calculations of defect configuration
energies for small clusters, a model for cluster growth has been
proposed based on a transition to 2-dimensional cluster morphology.
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Figure 3.4 Helium binding energies for HenV and HenV2 
complexes calculated from elasticity theory, 
from [49] .
Whereas it was originally assumed that the lowest energy cluster 
configuration was a sphere, recent observations by Evans et al [53]
[52], using TEM have produced evidence for clustering in a platelet 
morphology in molybdenum.
This has led to calculations of the elastic strain energy, by Caspers 
et al [54] and Finnis et al [55], associated with different cluster 
configurations which seem to show, Van Veen et al [49], that there is a 
transition in stability from spherical to 2-dimensional morphology at 
about nHe = 6 , shown in figure 3.4. Thus combining the results of the 
experimental binding energy with those of strain energy for different 
configurations a growth model is proposed for He in molybdenum:-
nHe = 1-9 (Hexv) - Simple addition of helium to the vacancy with 
a decrease in the binding energy from n = 1 to n - 5 and the same 
binding energies for additional helium atoms n = 5-9.
nHe = 10-11 (HexV2l«|) - Trap mutation involving the creation 
of a bound interstitial and accompanied by a change to 2-D 
morphology (platelet).
nHe = 1 2  - Emission of a bound interstitial, this may
occur during desorption heating or may have occurred at RT during 
implantation. It is proposed that the emission of the bound 
interstitial causes the large jump in binding energy which on
desorption gives the release peaks M„ _.
1-5
nHe = 12-16 (He. v..) - If a SIA has been emitted these additional x y
helium atoms will be bound more strongly and give rise to release 
peaks M .
nHe - 14-16 (He^y^j^) _ jf gjA remains bound then a
further configurational change occurs which may involve the creation 
of another bound interstitial.
nHe = 16-90 (HexvyIz) - A series of five discrete changes in 
binding energy are observed over this range indicating that each 
further addition of about 10-15 helium atoms to this cluster may 
involve a change in configuration associated with the creation of 
bound interstitials.
nHe = Q0-150 - Desorption does not take place until temperatures at 
which the thermal vacancy concentration will be appreciable, the 
presence of thermal vacancies then masks any characteristic peaks.
From the proposed growth model it is clear that there is still no firm 
evidence for a 2-dimensional growth morphology between nHe = 9 and nHe 
~ 500 where TEM observation is possible, but calculation of the elastic 
strain energy [49] does indicate this as the most stable configuration 
at these cluster sizes. It should be noted that there is some conflict 
in the calculations of strain energy for the different morphologies 
depending on the interaction potentials chosen. It is not yet clear 
which sets of potentials and other geometric parameters are 
appropriate.
The technique of THDS is limited to <0.5 Tm if room temperature 
mutation effects are to be observed. Above this temperature migration 
of thermal vacancies becomes appreciable and can modify the cluster 
morphology before desorption takes place. This point is especially 
important where highly strained overpressurised clusters are being
examined, as growth by loop punching or other pressure driven 
mechanisms would not be observed once thermal vacancies have reached 
the clusters.
The role of "trap mutation" ie spontaneous self interstitial creation, 
in the growth process has been well established, Caspers and VanVeen
[50] [51] [49]. But whereas in the early work this was attributed to 
self interstitial emission it is now not clear to what extent the 
interstitial remains bound and/or a change in the growth morphology 
will affect the change in He binding energy. Similar work has been 
carried out by Kornelsen et al [56] to determine the binding energy to 
helium to vacancies in tungsten, and Kornelsen and Edwards [57] in 
nickel. THDS has also been used by Bailey et al [58] to study helium 
clustering in Ni, but in this work they were unable to separate 
characteristic release peaks so that discrete binding energies could 
not be determined.
3.2.4 THE CAPTURE OF SELF INTERSTITIALS BY HE-V COMPLEXES
It is possible to study the reaction :- Hex + I = xHe by THDS, to see 
to what extent HeV clusters will be affected by SIA recombination. It 
was found by Van Veen et al [49] that up to HeyV, recombination could 
occur but above this number of helium atoms the cluster was unaffected 
by SIA interaction. This observation implies that from a very early 
stage in cluster growth the nuclei are stable against recombination and 
so the initial nucleation density should persist until cluster 
migration and coalescence is able to occur.
3.2.5 THE BINDING OF HE TO IMPURITY AND IMPURITY VACANCY COMPLEXES
The impurity atoms which have been studied are the inert gases Ne, Ar,
Kr and Xe. Experiments have been carried out on the binding of helium
to substitutional impurity atoms ie 1 impurity in 1 vacancy, and on the 
binding of helium to di and tri vacancies containing 1 impurity gas 
atom. An important difference in the position of the helium atoms at 
the trapping sites with one and two vacancies has been shown by Van 
Veen et al [51] for tungsten
a) Where the impurity atom sits in a single vacancy the helium 
atoms will take up octahedral interstitial positions around the 
substitutional site. The computed activation energy for jumps 
from one octahedral site to the next is <0.6eV so the helium atoms 
will rearrange themselves to the minimum energy configuration at 
room temperature. Each helium atom added to the site up to ~7 
atoms causes an increase in the binding energy of all the helium
atoms. Thus the helium atoms will all be desorbed at the same
time.
b) When the impurity atoms sit in a divacancy the helium atoms are 
assumed to be captive in substitutional positions, possibly on 
either side of the impurity atom. Here, as in the case with HeV 
complexes, the binding energy of each added helium decreases up to 
~7 atoms. Thus the helium atoms will be desorbed sequentially.
Experimental work in this area is summarised in a paper by Kornelsen et 
al [42], Using THDS on tungsten they have studied the effect of adding 
helium to the following traps, V, HeV, Ne, Ar, Kr and Xe, incrementally
from nHe = 1 to 100 atoms.
10 2The desired trap concentrations of "5 x 10 per cm were achieved 
by implantation of the appropriate ion followed by high temperature 
annealing (2150K) to remove free vacancies or multiple vacancy clusters 
as necessary, leaving a low concentration of unique trap types. The 
samples were then filled with low energy helium (250eV) to various 
concentrations corresponding to different numbers, n, of helium atoms 
per trap.
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Figure 3.5 Temperatures at which helium desorption peaks 
occur for different trap nuclei as a function 
of the number of helium atoms in the trap, 
from [42].
The results are best seen collected together on one graph taken from 
Kornelsen and VanGorkum [42] of release peak temperature vs 
multiplicity "n", as is shown in figure 3.5.
The results are shown tabulated in table 3.2 showing also the binding 
energy implied by each release peak. Some of these data were taken 
directly from earlier papers by Kornelsen [51] [59] [56].
TABLE 3.2- HELIUM BINDING ENERGY TO IMPURITY TRAPS 
nHe Vacancy Neon Argon Krypton Xenon
Ed Temp Ed Temp Ed Temp Ed Temp Ed Temp
eV K eV K eV K eV K eV K
1 4 . 0 1 5 2 0 2 . 5 1 0 0 0 2 . 0 8 2 0 1 . 7 6 8 0 1 . 2 5 0 6
2 3 . 1 1 2 2 0 n tt 2 . 3 9 2 0 8 0 0 1 . 6 6 7 0
3 2 . 9 1 1 3 0 tt tt tt tt 8 8 0 1 . 7 7 1 2
4 2 . 4 9 5 0 tt tt tt tt 2 . 2 9 1 0 1 . 9 7 9 8
5 n tt tt tt n tt tt tt 2 . 0 8 6 0
6 tt tt tt tt tt tt tt tt 2 . 0 8 6 0
7 it n tt tt tt tt tt tt 2 . 1 9 0 2
8 n tt tt tt tt tt tt tt 2 . 1 9 0 2
9 tt tt tt tt tt n tt tt 2 . 1 9 0 2
10 2 . 4 9 5 0 2 . 5 1 0 0 0 2 . 3 9 2 0 2 . 2 9 1 0 2 . 1 9 0 2
These results show two distinct stages in the cluster growth whether 
occurring at vacancies or impurity atoms:-
a) Filling of the single vacancy or substitutional atom nuclei to 
saturation ~10 helium atoms.
b) Spontaneous mutation of the nuclei by creating vacancies and/or 
changing morphology, Van Veen et al [49] > in discrete stages 
corresponding to additions of 10-15 helium atoms.
The authors were able to make several concluding remarks from this 
work.
1) All nuclei studied act as unsaturable traps for helium.
2) The binding energy of helium to the trap depends on its nature up 
to n“10.
3) When the trap has mutated at n > 10 He it loses its identity.
4) The helium binding energy increases monotonically up to n ~ 100.
5) The clusters studied here are all non-equilibrium as there will 
be insufficient thermal vacancies to equilibrate them.
No other systematic studies of the binding energy of helium to impurity 
atoms in other metals could be found. It would be of great interest to 
carry out a similar experiment on an FCC metal as somewhat different 
behaviour might be expected in the early stages of trapping at 
substitutional impurity atoms. The presence of tetrahedral and 
octahedral sites around the substitutional site might allow more helium 
atoms to be trapped before mutation takes place.
3.2.6 DISCUSSION OF THDS WORK
Through this technique great insight has been gained into early 
clustering mechanisms in the two metals which have been systematically 
studied, Mo and W. There seems to be a need now for more studies to be 
carried out on a wider variety of metals especially FCC metals. There 
are some limitations to the usefulness of the technique, which are 
listed below. It is hoped that other techniques will be able to bridge 
these gaps and provide some collaboration for the THDS findings.
1. At temperatures above 0.5 Tm thermal vacancies will be created 
in the material. These vacancies can then re-trap any helium which
is desorbed from larger clusters preventing the appearance of 
characteristic release peaks.
2. It is only possible to study small inert gas clusters by this 
technique as the release spectra from large clusters are too 
complex to deconvolute.
The last point mentioned here has in part been overcome by coupling 
aspects of this technique with TEM, Evans et al [60]. By this 
procedure small numbers of defects of controlled size can be created, 
and the specimens can then be examined by TEM. This has led to the 
observation of platelet morphology in larger clusters which will be 
discussed later in this chapter.
3.3 OTHER TECHNIQUES USED TO STUDY HE-POINT DEFECT REACTIONS
Many other techniques have been used to study the early stages of 
He-defect clustering, but most of the results are qualitative and act 
only to corroborate the THDS results (with the exception of 
differential dilatometry work which contradicts THDS results). The 
results from some of these other techniques will be briefly discussed.
3.3.1 POSITRON ANNIHILATION (PA)
Viswanathan et al [45] used PA to study the clustering of helium in 
316SS and Ni. The positron source used was radioactive sodium giving a 
broad energy distribution up into the MeV region and probing up to 100 
urn below the metal surface. The technique of PA is able to detect 
changes in atomic configurations at defect sites via the corresponding
change in electron density at the site. Defects act as traps for 
positrons and the characteristic lifetime corresponding to a given 
annihilation state is governed by the electron density.
Following implantation with 28 MeV He samples were annealed to a series 
of temperatures and PA spectra collected, the results revealed three 
stages to the defect behaviour
1. Recovery up to 673 K - No quantitative assignment of defect 
reactions is possible, but this stage can be attributed to a 
decrease in the free volume of lattice defects or the recovery of 
structural damage. ‘ This is in agreement with Stage III 
resistivity studies by Thompsor[6l] or vacancy migration from THDS 
by Caspers and VanVeen [41].
2. 673-1000 K - This stage is attributed to the growth of He-V 
clusters, again no quantitative reaction kinetics can be assigned, 
but this behaviour is in agreement with growth models derived from 
THDS work.
3. >1000 K - Growth of clusters into resolvable bubbles, which 
remain stable up to 1473 K (the highest temperature used). This 
is of course in agreement with all other findings.
Two additional observations which may be of interest were made. 
Firstly there seems to be a correlation between the lifetime of one of 
the positron states and the helium pressure inside the bubbles. From 
this, extrapolations could be made to give estimates of the "average" 
bubble pressure. Secondly there seems to be some evidence for the
development at high temperatures 1000-1200 K of a bimodal bubble size; 
one explanation for this could be Ostwald ripening, causing shrinkage 
of smaller bubbles and growth of large ones.
From these results it is clear that the technique of PA as used in 
these experiments is unlikely to provide any new quantitative 
information on the early stages of helium clustering.
3.3.2 POSITRON ANNIHILATION USING MONOENERGETIC POSITRONS
Kogel et al [62] have attempted to improve the usefulness of the PA 
technique by using a lower energy source. This would allow them to 
study lower energy helium implanted materials implanted to higher 
doses. However their results so far indicate that the resolution they 
can achieve is too low, so further improvements to their equipment are 
required.
3.3.3 PERTURBED ANGULAR CORRELATION (PAC>
The potential of this technique for studying early helium clustering 
has been investigated recently by Wichert [27] and Pleiter et al [63]. 
Their results indicate that the technique could be useful for 
determining the symmetry of He-V complexes from electric field 
gradients in different crystallographic directions. Axial symmetry in 
small He-V clusters along <111> directions has been inferred in Ni and 
Cu [63] and along <100> in Al by Dewaard [64]. No successful 
experiments have yet been performed in BCC materials but it could be 
useful in determining the symmetry of small HeV clusters in Mo produced 
by the THDS work, at defect sizes below the resolution of TEM.
Combining this technique with annealing studies is complicated by the 
excess vacancies created during implantation of the radioactive tracer 
In (350 KeV) and the helium ions (15-200 KeV). Work on stainless steel 
by Wichert [27] revealed temperature ranges for cluster growth and 
stability in agreement with that found from other annealing studies of 
*750-1100 K.
3.3.4 DIFFERENTIAL DILATOMETRY
There have seen several reports of the use of both the change in length 
of a specimen and the change in its lattice parameter, to study 
radiation effects in metals, eg Debras et al [65] with Al and Blewer et 
al [66] with erbium. However, no previous work has attempted to use 
this information on its own to describe quantitatively the clustering 
of the radiation produced defects.
In a recent paper by Gaber and Ehrhart [46] an attempt is made to use 
dilatometry measurements on Ni and Cu implanted with He to determine 
the clustering behaviour of interstitials and of He. Despite the 
authors* own cautionary remarks at the beginning of the paper that 
"there is no straight- forward interpretation of the absolute values of 
the change in lattice parameter and length", they proceed to give a 
unique interpretation of their results. It is claimed that their 
results show the presence of more vacancies than helium atoms after 
implantation, so that loop punching or self interstitial emission 
cannot be the growth process for small helium clusters - in 
contradiction with the THDS findings. However, the calculations used 
to show the presence of more vacancies than helium atoms involve some 
important assumptions which are not clearly stated and the irradiation
procedure used could actually lead to parts of the foil containing more 
vacancies than helium atoms, making the result valid, but an artifact 
of the experimental procedure and nothing to do with the growth of 
helium clusters in "conventional" implantations. For these and other 
reasons evident in this paper more experimental evidence is required 
before validity of the findings from THDS and other techniques outlined 
in this chapter can be questioned.
3.4 THE MORPHOLOGY OF HELIUM CLUSTERS
When helium clusters have grown large enough to be resolved by TEM they 
have been observed to be spherical in shape. Depending on their size 
and thermal history, this observation has been extended to include a 
whole series of polyhedra resulting from faceting on low energy planes 
(eg Tyler and Goodhew [67] ). Based on these observations it was
assumed that the shape of helium clusters at sizes below the resolution 
of TEM would be the same, that is spheroidal and models of helium 
cluster nucleation and growth assumed this morphology throughout all 
stages of growth.
The discovery by Evans et al [53] [52] of platelet shaped helium
clusters in molybdenum has now caused these assumptions to be examined 
more carefully. The observations by Evans et al [52] were made from 
the TEM examination of molybdenum which had been irradiated to contain 
a known number of helium atoms at a controlled low density of helium
trapping centres, using THDS filling techniques. The aim of the work
had been to extend the THDS work of Van Veen et al [41] to larger 
cluster sizes and so be able to use both desorption spectroscopy and 
TEM to observe the helium cluster behaviour. What was found from this
work on molybdenum was helium clustering in 2-dimensional platelet form 
on (110) planes. On heating to between 600 and 800°c the platelets 
transformed into groups of small bubbles. Initially this 
transformation into several small bubbles instead of one large bubble 
was unexpected but calculations by other workers, eg Finnis et al [55], 
Tyler and Goodhew [68], has since shown this to be energetically the 
most favourable route. In samples which had a higher trap density and 
were helium filled to a higher dose, no platelets were seen, but small 
groups of bubbles were found. It was inferred that these bubble groups 
had transformed from platelets at room temperature.
Subsequent experiments have shown evidence for loop punching from the 
platelets, Evans et al [60]. In this paper there is some detailed 
discussion of whether this effect, found after helium implantation 
under controlled conditions in molybdenum, might be a general 
phenomenon occurring in all materials subjected to a flux of helium. 
It would be very useful if observations of platelets were made in 
another material under any implantation conditions, but to date the 
phenomenon has only been observed in molybdenum.
There have now been detailed calculations carried out to show that 
energetically the platelet morphology in molybdenum will be the most 
stable by Finnis et al [55] for a range of cluster sizes corresponding 
to those observed. Although not all parameters in the calculation are 
well known, and hence several assumptions have been made, eg the gas 
pressure in a cluster, this is strong support for the observations and 
an indication that this could well be energetically the most stable 
morphology in a host of other metals.
As pointed out by Evans in [60], conventional implantation will give 
much higher densities of defects in the materials, which may obscure 
the observation of platelets if they were present. There has 
previously been some inconclusive work carried out with argon in copper 
which shows that the argon may have been precipitated in a planar 
state, by De Hossen [69], but this has not been followed up by any 
conclusive analysis. Planar precipitation prior to bubble formation 
has been observed recently for bromine in single crystal potassium 
chloride by Kawamata and Yada [70] but this material is ionically 
bonded and so does not support the case for metals.
Until further evidence is found for platelets being an intermediate 
stage of bubble nucleation and growth, it should not become part of the 
general theory for the clustering of helium in metals. However it is 
already becoming widely accepted as a plausible mechanism in the 
absence of any contradictory evidence.
CHAPTER 4 - BUBBLE GROWTH MECHANISMS
4.1 INTRODUCTION
Once a stable cluster of gas atoms has formed in a metal it can grow by 
a variety of mechanisms. Whether or not a particular mechanism will be 
operative will depend on the experimental conditions used. Such 
factors as gas pressure, temperature, defect concentration, bubble 
density and presence or absence of radiation fluxes will affect the 
rates of the various growth processes. While the types of growth 
processes which can operate in a gas-metal system are well understood, 
it is not always possible to discriminate experimentally which ones 
will be operative in a given system.
There have been several review articles on bubble growth in particular 
systems eg Tyler and Goodhew [67] in BCC metals below 0.65 Tm, Kaletta 
et al [71] during radiation at 0.5 Tm, Nichols [72] on the migration of 
cavities, Baskes et al [73] on low temperature growth at <0.3Tm, and 
VanSwygenhoven et al [74] also on growth at below 0.3 Tm. As yet no 
comprehensive review covering FCC, BCC and HCP metals at all 
temperatures and irradiation conditions has been produced. A recent 
suggestion by Goodhew [75], for cavity growth mechanism maps may lead 
to a more global approach to bubble growth kinetics. Because it is 
able to reduce the nature of the system and all competing growth 
mechanisms into a two dimensional rate contoured map, far more scope 
exists for comparing and contrasting growth behaviour in various 
systems.
It is convenient when reviewing bubble growth to divide the work into 
two sections, low temperature growth (<0.3Tm) and high temperature 
growth (>0.3Tm). Bubble populations studied for this work will 
generally be taken as being above the resolution limit of the TEM ie 
above about 1nm radius.
4.2 BUBBLE GROWTH BELOW 0.3 Tm
Over this temperature range it is assumed that no thermal vacancies are 
available. Without the presence of a radiation flux and with no 
vacancy migration, bubble growth cannot occur. It follows therefore 
that in this temperature range it will be assumed that there is a 
continuous supply of gas from ion implantation.
4.2.1 LOOP PUNCHING
Evidence presented in chapter 3 showed that bubbles act as unsaturable 
traps for inert gases. One way in which the metal lattice can 
accommodate the arrival of gas atoms at bubbles during irradiation, 
when thermal vacancies are not available, is by the creation of metal 
atom self interstitials. The maximum gas pressure required for this 
process will be that required to create a single self interstitial,
this has been given by Donnelly [76] as
P = 2jjr+ JLi_ where E? &  nsi.
r JX 1 2
Where e ! is the self interstitial formation energy and 12. is the mean
atomic volume. Typical values for Al given in [76] are,
ju = 2.6x1010 Pa, S L  = 1.658x10“29m3 and £ = 1.1 J/m2 , therefore for
a bubble in Al of 1 nm radius a pressure of 15 GPa would be required.
Theoretical work by Greenwood et al [77] has shown that a more 
efficient way for overpressurised bubbles to create extra volume is by 
punching out dislocation loops. The gas pressure derived for this 
process is
P = jub ln(r/b) + 2jk 
2tfr r
Where the loop radius is assumed to be the same as the bubble radius. 
Using typical values for Al of )i = 2.6x1010 Pa and b = 2.3x10“^° m, for 
the same size bubble as above would require a pressure of 3.6 GPa. 
Clearly loop punching would be the most likely of the two mechanisms. 
It has been suggested by Evans [78] and VanSwygenhoven [79] that the 
pressure required for loop punching could be higher than indicated by 
the above equation because of the presence of an activation barrier. 
However there is no experimental evidence to suggest how large the 
activation pressure could be. There are a few reports of the direct 
observation of loop punching from bubbles and platelets in the TEM. 
Shiraishi et al [80] observed loop punching from He bubbles in Al, 
Lally and Partridge [81] and Wampler et al [82] from hydrogen bubbles 
in Mg and Cu respectively and Evans et al [83] from He platelets in Mo.
A comparison has been carried out by VanSwygenhoven et al [74] for He 
implantation into Ni at RT, between the measured bubble diameter of 
foils implanted at RT and the calculated bubble diameter for growth by 
loop punching, using a series of different gas doses. The results, 
shown in figure 4 .1, include the effects onthecalculation of a variable 
parameter B , which is the fraction of implanted He which can be 
accounted for in the visible bubble population. A good fit to the loop 
punching equation given by Greenwood et al [77] is obtained if about 
0.5 of the implanted He is present in the visible (measured ) bubble
Figure 4.1 Comparison between experimental 
helium bubble diameters and 
calculated diameters for the 
loop punching model as a 
function of dose at 273K, 
from [74] .
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population. A better fit is obtained if the amount of implanted 
the visible bubble population increases with dose, as shown
bottom diagram in figure 4.1, this is taken as evidence for this
place during these experiments.
4.2.2 RADIATION INDUCED VACANCY CREATION AND MIGRATION
There are mechanisms by which vacancies can migrate to or be created at 
bubble surfaces at temperatures below 0.3 Tm> these are :-
a) Radiation enhanced vacancy migration.
b) Sub-threshold vacancy creation at the bubble surface.
Radiation enhanced vacancy diffusion has been considered by Greenwood 
et al [77] and Hudson and Nelson [84]. In the work by Hudson and 
Nelson they have collected together experimental measurements of 
radiation enhanced diffusion from several sources into a table. This
shows that during implantation with Heor Ne the diffusion coefficient
of substitutional metal atoms in Cu and Al is enhanced by 1 to 2 orders
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of magnitude, however the diffusion coefficients would still be 
— 12 2<10 cm /s, which would not be sufficient to change the growth 
mechanism.
Sub-threshold vacancy creation at free surfaces has been discussed by 
Hudson and Nelson [84] and Evans [85]. It is proposed that when near 
threshold displacements occur as a consequence of replacement collision 
sequences close to a free surface, recombination is prevented as the 
free suface itself acts as a sink for the vacancy. Hudson and Nelson 
make the point that the additional defect production rate due to this 
effect will be 2 to 3 orders of magnitude below that for threshold 
displacements and Evans [85] having proposed this as a possible growth 
mechanism in a previous paper [78], concludes that the energy required 
to prevent recombination will be very high and that the net effect of 
this mechanism may be zero.
4.3 BUBBLE GROWTH ABOVE 0.3Tm
In this temperature range thermal vacancies will be available, so that 
bubble growth can approach equilibrium with the metal surface tension. 
The main experimental evidence which will be examined will be from 
annealing experiments carried out after room temperature implantation.
4.3.1 LOOP PUNCHING
Manzke et al [86] have carried out a series of experiments on Al, 
following RT implantation with <8kV He to doses from 8 to 13 at$. 
Using EELS they have monitored the average He density within the 
visible bubble population during heating from RT (~0.3Tm) up to 500°C
in steps of 25°C. Their results, shown plotted in figure 4.2, 
indicate a series of discontinuous changes in density during heating.
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Figure 4.2 Temperature dependence of the helium 1S-2P 
transition energy E, of aluminium samples 
implanted to various doses, from [86].
Since no measurable increase in bubble radius was seen below 325°C 
this result is interpreted as indicating a discrete pressure decrease 
in a large number of bubbles. The most likely explanation for this 
would be loop punching, caused by the increase in internal gas pressure 
with temperature and the corresponding decrease in the ’bulk modulus. 
Similar results were found from isothermal experiments where samples 
were held at two different temperatures and the He densities measured 
after a series of time intervals. These results show a continuous 
decrease in gas density and bubble pressure after the discontinuous 
steps - as would be expected from thermal vacancy collection at the 
bubble surfaces. This work is discussed in more detail in the next 
chapter in bubble growth in Al.
4.3.2 VACANCY COLLECTION
Above about 0.3Tm thermal vacancy migration rates become appreciable, 
as is shown in figure 8.4 for Al. The equilibrium vacancy 
concentration will also increase with temperature, given by
Cv = exp (Ef/KT)
Where E^ , is the vacancy formation energy, (0.67eV for Al from 
Balluffi [48] ). Thus on annealing, the existing vacancy concentration 
generated during ion implantation will become mobile and thermal 
vacancy sources should become operative to maintain the vacancy 
concentration where sinks for existing vacancies exist.
Following RT ion implantation, as discussed previously, the gas 
pressure within bubbles is expected to be above that required to 
maintain equilibrium with the metal surface tension, given by
P = 2 j/r
Where %  is the metal surface tension and r is the bubble radius. If 
the samples are then heated to a temperature where vacancies are mobile 
it has been shown by Greenwood et al [77], that the vacancies will tend 
to flow towards the bubble surface Until the overpressure is relieved. 
This assumes that sufficient vacancy sources exist away from the bubble 
population. High densities of small bubbles will offer very high sink 
densities for existing vacancies.
From the above considerations a bubble population might be expected to 
show initial growth during annealing and once all the bubbles had 
reached their equilibrium size growth should stop. However there are 
further mechanisms which promote further bubble growth, which will now
be discussed.
4.3.3 MIGRATION AND COALESCENCE
As stated earlier, bubble coalescence is assumed to be instantaneous 
when two bubbles touch, so that the rate controlling process will be 
the bubble migration. This growth process has been examined in detail 
experimentally and theoretically by Tyler and Goodhew [67], from which 
the following summary is taken. For a bubble to migrate through a 
solid, material must be removed from one surface and added to another. 
There are three possible ways that this can occur for gas bubbles 
within a metal
a) Vapour phase transport within the bubble (V.t.).
b) Volume diffusion around the bubble (Vol).
c) Surface diffusion at the surface of the bubble (s.d.).
Analytical expressions have been derived by Nichols [72] for the bubble 
diffusion coefficient for each of these mechanisms, these are given 
below
4/3
= 9D X I  surface diffusion limited
t r 3 r4
= 3Dv J2. volume diffusion limited
4TTr3
p
= 3D J X  9. Pv vapour diffusion limited 
4TTK T r 3
Where X L  is the atomic volume, q is the deviation from equilibrium,
Py is the vapour pressure and KT have their usual meaning. These 
diffusion mechanisms are shown schematically in figure 4.3. To 
determine the correct diffusion coefficient for a population of
m ig ra tio n
Figure 4.3 The three possible mechanisms by which a bubble 
can migrate through a solid: surface diffusion
(s), volume diffusion (vol) and vapour transport 
(vt), from [71].
spherical bubbles, and a given set of experimental conditions, it would 
seem only necessary to determine which is the rate controlling 
diffusion mechanism from the three outlined above. However in many 
experimental studies the bubbles are found not to be spherical but are 
faceted. This phenomenon of bubble faceting leads to an additional 
rate controlling step, that of step nucleation on the facets, as shown 
by Willertz and Shewmon [87]. For all of these rate controlling
mechanisms it has been shown by Tyler and Goodhew [67], that the change
VtLin bubble radius with time obeys a power law of the form roct , where 
the value of is different for each process. Using these power laws 
Tyler and Goodhew [67] were able to distinguish which growth mechanisms 
were dominant in their work by plotting log bubble radius against log 
time, the slope of the plot 1 /ot indicated which mechanism was rate 
controlling, because each has a characteristic slope. This is shown in 
figure 4.4 which for completeness includes a plot of the growth rate 
predicted for Ostwald ripening.
slope mechanism 
^.1 ripening
1 vt. (eq) 
vol(eq)
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Figure 4.4 The ideal forms of log bubble size vs log time growth
curves. The abbreviation (eq) signifies that equilibrium 
bubbles are assumed, (p) indicates that constant volume 
and hence constant gas pressure is assumed, from [67].
Also considered in figure 4.4 is the effect of internal gas pressure on 
the growth rates for the different diffusion mechanisms. The term 
(equ) indicates that the bubbles are assumed to approach their 
equilibrium size after coalescence, given by P=2^/r, and the term (P) 
indicates that the bubbles are assumed to maintain a constant volume 
and hence a constant pressure after coalescence. This treatment of 
bubble growth by migration and coalescence has been extended to account 
for experimental results from implantation at elevated temperature by 
Kaletta [71]. It was found that if, instead of assuming a constant 
total number of gas atoms, a function was incorporated into the 
analysis to account for a continuous increase in the number of gas 
atoms with time, experimental results could be satisfactorily 
explained. Most notably, the development of a bi-modal bubble size 
distribution, as reported experimentally by Packan [88] and Mansur and 
Coghlan [89]» can be predicted from this analysis.
4.3.4 OSTWALD RIPENING
As indicated in figure 4.4 bubble growth during annealing can take 
place by a process known as Ostwald ripening. This bubble growth 
process occurs as a consequence of the difference in solubility of He
in equilibrium with large bubbles and small bubbles so that large 
bubbles grow at the expense of small ones. The concentration of gas in 
solution at the surface of a bubble can be found from Sieverts law
C° = S exp -(E, - p_a )
—  KT- -^----
Where S is a solubility constant, Efe is the heat of solution of the 
gas, P is the bubble pressure, S L  is the atomic volume and KT have 
their usual meaning. Thus it can be seen that the gas concentration in 
solution at the bubble surface will increase for small bubbles as the
pressure P^, will be larger. The coarsening of a bubble population by 
Ostwald ripening has been modelled analytically by Markworth [90].
4.4 GROWTH MECHANISM MAPS
It is important when studying the growth of gas bubbles in metals to be 
able to correlate experimental results with analytical models. From 
such correlations it should be possible to predict which growth 
mechanisms will dominate in environments outside of those for which 
experimental data exists. Thus new or unexpected types of behaviour 
can be more easily seen and investigated.
Because of the large number of different irradiation conditions used to 
study gas-metal systems and the large number of competing growth 
processes possible it is difficult to usefully compare and contrast 
data from different systems. In a recent paper by Goodhew [75] a way 
of overcoming these problems has been suggested.
By mapping the behaviour of a given system in a way analogous to
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Figure 4.5 Bubble growth mechanism maps for faceted, +F, 
and unfaceted, -F, bubbles in niobium, 
from [75].
Ashby*s work on deformation maps [91], it is possible to show in 
2-dimensional space of temperature and cavity size, the regions in 
which different mechanisms dominate and their respective reaction 
rates, as shown in figure 4.5.
At present only simple systems have been examined, but being a computer 
based method it should in principle be possible to extend it to more 
complex systems and to build a substantial data base on bubble growth 
work.
CHAPTER FIVE - BUBBLE GROWTH IN ALUMINIUM
5.1 INTRODUCTION
Despite there having been several separate studies of inert gas bubble 
growth in Al, a full explanation of the experimental observations has 
not yet been provided. To highlight areas of disagreement and 
anomalous behaviour a detailed review of the principal studies will be 
undertaken.
The principal technique used to study bubble growth has been TEM, but 
resistivity measurements, lattice parameter measurements and more 
recently EELS have also been used. In most of the early work it was 
observed that bubble growth did not occur until unexpectedly high 
temperatures of >0.8Tm, so studies were made of bubble growth at 
elevated temperatures, ignoring low temperature results. It has only 
recently become possible to monitor quantitatively the early stages of 
bubble growth, where at low temperatures growth can occur by loop 
punching and vacancy collection. By the use of EELS it is now possible 
to study these growth processes indirectly by monitoring changes in the 
bubble internal pressure. An example of this is work by Manzke et al 
[86].
When studying the growth of inert gas bubbles in a particular metal 
there are many factors which are likely to affect the dominant growth 
processes, such as temperature, radiation, impurities etc. as 
discussed in the previous chapter. It is important therefore when 
comparing different studies of bubble growth in Al that the boundary
conditions are known and their effects understood.
The work examined in this review will be for systems where there is no 
temperature or stress gradient. Bubble growth is studied in the 
absence of irradiation fluxes other than those occuring during 
implantation and excepting electron irradiation in the TEM.
5.2 EXPERIMENTAL PROCEDURES
The experimental proceduresused in the different studies examined in 
this review vary considerably. The irradiation conditions are listed 
in table 5.1 below.
TABLE 5.1 - EXPERIMENTAL IRRADIATION. CONDITIONS
REFERENCE RADIATION
SOURCE
TEMPERATURE
°C
DOSE
at%
IMPURITIES
Manske [86] 0.5-8kV He 30 8-16 oxygen?
Cost [92] 46MeV He <60 .005 oxygen?
Schmidt [93] 70MeV He <200 .01-.08 oxygen?
Shiraishi [943 23MeV He ~100 .005-.01 oxygen?
Chen [95] 46MeV He <100. .005 oxygen?
Ruedl [96] neutrons 30,100,150 .1 Li,Al^Og
Ruedl [97] neutrons <200 .004-.35 Li,Al 0-
The likely effects of implantation temperature are, firstly on the 
dislocation density during and after implantation, as shown by Ruedl
[96], secondly on the oxygen content of the implanted sample as 
discussed by Cox et al [ 98] and finally on the degree of
overpressurisation within the bubbles as shown by Manzke [86]. All of 
these may affect subsequent bubble growth and so must be taken into 
account.
The effect of implanted dose and bubble density will be to limit the 
modes of bubble growth which can be studied. Very high doses will be 
good for studying low temperature bubble growth by EELS, Manzke [86], 
but not be very useful for studying growth at high temperatures by 
migration and coalescence, as growth would be too rapid. Conversely 
low gas doses and bubble densities i.e. Shiraishi [94] facilitate the 
study of bubble growth by migration and coalescence, but cannot be used 
to study low temperature growth.
The most obvious impurity present in the studies that will be reviewed 
is lithium. The presence of the impurity lithium arises as a 
consequence of one of the techniques used for helium implantation. 
When boron nitride is placed in contact with the surface of the metal 
target and irradiated by fast neutrons - the boron transmutes to give
one lithium and one helium atom of variable energy and angle of
incidence which then enter the metal target. However since the
solubility of lithium in aluminium is 1.8 at$, Ruedl [96], and only 0.1
at$ Li is present in the studies reviewed, the authors of these studies 
do not consider that it will have any effect on bubble growth. When 
alumina particles are deliberately introduced into aluminium as an 
impurity, as was done in the studies of Ruedl [96] [97], they will 
affect the bubble growth. These effects will be discussed in detail 
later in this section.
There are two further factors which may vary between studies and affect
the bubble growth behaviour. The first is the presence or absence of 
grain boundaries in the area studied. It has been suggested by 
Shiraishi [94] that grain boundaries can cause gross coarsening of the 
bubble size by a sweeping mechanism. The second is the proximity of 
the sample surface to the bubble population, as a denuded zone has been 
observed by several workers which can be hundreds of Angstroms deep
[97] [99] [100].
Having shown some of the difficulties which can arise when comparing 
different studies of bubble growth in aluminium, it is hoped that the 
different results can be brought together coherently. Because 
different growth mechanisms are operative at different temperatures in 
Al, the results from bubble growth experiments will be divided into 
sections on low temperature bubble growth <200°C and high temperature 
bubble growth >200°C.
5.3 LCW TEMFERATPRE BOBBLE GRCMTH ffl ALUMINIUM. <200°C
There are now a large number of papers reporting different experimental 
techniques, which show that following low temperature implantation, 
<0.5 Tm, of inert gases into metals, gas bubbles are formed with high, 
non-equilibrium internal pressures, see review article by Donnelly [76] 
for references.
Evidence of this effect was found in aluminium by Cost and Johnson [92] 
in 1970, using X-Ray diffraction to measure the lattice parameter of Al 
after implantation with 50 ppm He at <60°C. They found a decrease in 
the lattice parameter of the irradiated Al, by 0.035?, which was only 
partly recovered upon annealing up to 475°C. Resistivity
measurements were also made during annealing of the irradiated sample 
and both techniques showed recovery peaks centred at 100°c and 
450°C, shown in figure 5.1 (a) and (b).
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Figure 5.1 The change in electrical resistance of helium 
implanted Al with ramp annealing (a), the same 
curves differentiated (b), from [92].
It was not clear at the time where the He had positioned itself in the 
lattice at low temperatures, but the high temperature recovery peak at 
450°C was attributed to bubble formation. It was suggested that the 
incomplete recovery of the lattice parameter of Al at 475°C may be 
due to residual overpressure. In a more recent paper by Debras et al 
[12] in 1979, using much higher doses of <6.5 at# He in Al they have 
measured, by electron diffraction, lattice parameter reductions of up 
to 7.2# associated with visible gas bubbles. They have attributed this 
directly to high isotropic compressive stresses originating in 
overpressurised gas bubbles. Unfortunately they did not anneal their 
specimens after implantation to be able to correlate changes in lattice 
parameter and bubble pressure with bubble growth.
During studies of the irradiation of Al and Al-1# A12°3 Ru©dl [96]
found that after implantation at 30°C or 100°C to a dose of "0.1 
at# He all that could be seen by TEM was a high density of 
dislocations. Only on annealing to temperatures >450°C for the Al
samples was there a great reduction in the dislocation density and 
large bubbles were formed. In the A1-A12o the dislocation density
persisted up to 650°C and the bubbles remained small. However,
following implantation to the same dose at 150°C and examining the 
specimens by TEM, he found no dislocations and a uniform distribution 
of ~30 A bubbles. This observation indicates that a growth mechanism 
may become operative at the higher implantation temperature of 150°C. 
Further work was carried out by Ruedl et al [97] in 1976 where Al 
samples were irradiated to doses of 0.004 to 0.35 at# He at 200°C. 
In this work he found that the bubble density of the as-irradiated 
samples saturated at about 1 x 10^/cm^ and on increasing the dose 
the bubble size increased while the density remained constant. By 
examining the same area of one sample after repeated He bombardments, 
it was found that almost all the bubbles remained in the same relative 
positions but grew larger and a small number of new bubbles appeared 
which, it was surmised, were at the limits of detectability before the 
increase in the dose. Since Ruedl et al have not cited the appearance 
of dislocation loops this work could be said to demonstrate the growth 
of bubbles by vacancy collection at 200°C and possibly as low as 
150°C [96]. However there is no evidence of the final condition of
the bubbles, whether they remain overpressurised or have reached
thermal equilibrium, though Ruedl does note the absence of strain 
fields around the bubbles as evidence that they were not 
overpressurised when they were examined after irradiation.
A quantitative study of low temperature bubble growth in Al has been 
carried out by Manzke et al [86] (as discussed earlier in this 
chapter). Using recently developed techniques for monitoring helium 
bubble pressure via the shift in the 1S-2P transition energy by EELS,
they have monitored changes in the bubble pressure during annealing 
from low temperatures.
In this work epitaxially grown Al films of thickness 100 nm and grain 
size about 500 nm were used. This starting material was implanted with 
0.5 to 8 KeV He to give uniform helium concentrations of 8, 11, 13 and
16.3 at$. These samples were then isochronally and isothermally 
annealed and changes in the helium pressure within the bubbles 
monitored via changes in the 1S-2P transition energy by EELS.
The results from the isochronal annealing of 20 minutes at each 
temperature show that the’ pressure within the bubbles remains constant 
until about 230°C, and then it appears to approach equilibrium by 
stepwise reductions in pressure (see figure 4.2).
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Figure 5.2 The energy shift E of the He 1S-2P transition 
for two annealing temperatures as a function of 
time. The He content in both cases is 13 at%, 
from [86].
It is also noted that for higher He concentrations the bubble pressures 
start to fall off at lower temperatures and that the 13 a.t% He shows 
the strongest stepwise behaviour. An additional effect not shown in
this figure is that for smaller isochronal temperature intervals (every 
10°c instead of 25°C) the reduction in pressure occurs at lower 
temperatures for samples with the same helium concentration.
The isothermal annealing was carried out at two temperatures and the 
results are shown in figure 5.2. Here again a stepwise reduction in 
pressure is indicated followed by a gradual decrease which flattens out 
beyond 100 minutes. Manzke et al have interpreted the low temperature 
results in the following way
Below about 200°C the limited reductions in bubble pressure are 
achieved by loop punching. This would be caused by the temperature 
increase causing sufficient increase in the gas pressure within the 
bubbles to cause the criterion for loop punching (given in the previous 
chapter) to be exceeded. The fact that higher helium concentrations 
punch loops at lower temperatures would seem to be supported by 
equation of state from the work by Trinkaus [101]. In this he shows 
that the increase in bubble pressure per degree temperature rise will 
be greater for larger bubbles or higher helium concentrations. The 
stepwise reduction in bubble pressure, if that is what is being 
observed, could only be explained by co-operative loop emission from 
large numbers of bubbles. This would require a distribution of bubble 
size and helium content within a very narrow range. The authors do not 
seem to consider the possibility of bubble lattice formation, which can 
lead to just these conditions.
The asymptotic behaviour of the isothermal anneals and the lowering of 
the annealing temperature for smaller temperature intervals in the 
isochronal anneals could be accounted for by thermal vacancy
collection, if the rates were very low. The rapid decrease in bubble 
pressure above ~200°c would also indicate thermal vacancy collection 
but at higher rates.
Consideration of the vacancy activation energy for Al (1.31 ®V, from
Balluffi [48] ) shows that overpressurised bubbles of the size obtained 
here should relax to thermal equilibrium at about room temperature. 
This would seem to agree with the work earlier in this chapter by Cost 
and Johnson [92] where they found a recovery peak centred at ~100°C 
from their resistivity and lattice parameter studies. However it does 
not agree with this study by Manzke et al or earlier studies by Ruedl 
[96] [97] where temperatures above 150°C seem to be required. To 
explain this delay in thermal vacancies reaching the bubbles Manzke et 
al propose that the punched out interstitial loops remain bound to the 
bubbles and effectively shield them from the thermal vacancies. By 
calculating the reduction in vacancy concentration around the bubbles 
if interstitial loops were present they show that the thermal vacancy 
relaxation would be delayed until 200-300°C for He concentrations up 
to l6At$, which would seem to fit their results. They also point out 
that above a critical loop density a dislocation network can form, in 
which the loops would lose their interstitial character and become good 
sources for vacancies. This process is estimated to start at about 5% 
implanted He and should be complete by about 20^. This may explain why 
in the higher He content samples the bubbles approach thermal 
equilibrium at a lower temperature.
It could also be argued that in the work by Cost and Johnson [92] the 
bubble density from a 0.005 at$ He implant would be so low that there 
would be adequate vacancy supply to overcome any barrier problems and
similarly for the work by Ruedl [96] [97], with implanted doses of
0.004 to 0.35 at$ and this is why they seem to equilibrate at lower 
temperatures.
An additional piece of work by Shiraishi et al [80] is of interest in 
relation to the loop punching proposal. In this work they found that 
on heating Al-0.4# Li alloy in the TEM, which had been helium doped to 
produce visible bubbles, loops could be observed to emanate from the 
bubbles and glide away in the <110> directions. Some of the bubbles 
had visible strain field contrast around them at room temperature and 
others which showed no contrast at room temperature gained contrast 
during heating to 200°C. After holding at this temperature for some 
10 minutes and continuing electron irradiation at 200 kV, loops were 
punched out and away from a bubbble showing strong strain contrast. 
Neither the action of temperature nor of electron irradiation could 
produce this result on their own. Further it was found that using 
electron irradiation of 1000 KV, loops were punched in an identical 
fashion on heating to only 50°C. In the original paper the loops
punched out were mistakenly analysed as being vacancy and not
interstitial in nature.
Unfortunately this observation was not followed up by more experiments 
to be able to define more precisely the factors contributing to the
loop punching. Instead it seems to provide an answer to some problems
and raise more questions.
This is one of the few observations of strain field contrast around gas 
bubbles, and associated with these bubbles with strain fields are the 
strings of up to 15 (visible) interstitial dislocation loops. When
contrasting this result with those of Manzke et al the differences in 
bubble density and bubble size must be kept in mind. Is it because of 
the lower bubble density that the loops were able to glide away from 
the bubbles in Shiraishi’s work? Or was the electron irradiation 
necessary to cause the interstitial loops to glide away? The 
temperature of the phenomenon is about the same in both Manzke’s and 
Shiraishi’s work. Why have thermal vacancies not relieved any excess 
pressure in the bubbles in Shiraishi’s work by 200°C if the loops do 
not remain bound to the bubbles once emitted? Why is the strain field 
contrast so strong around Shiraishi’s bubbles?
There remain several aspects of low temperature bubbles growth in Al 
which are not yet properly explained; below is a list of some of the 
points arising from the experimental work discussed.
1. There is no clear evidence to support Manzke et al’s proposal 
that punched out interstitial loops remain bound to the bubbles 
after they have been emitted, and indeed the work by Shiraishi , 
[102] would seem to contradict this for low bubble densities.
2. The steps in the bubble pressure during annealing in Manzke’s 
work need further explanation: there is the additional 
possibility that at such high bubble densities the strain fields 
between bubbles are interacting to cause chain reactions of loop 
punching from single events.
3. No quantitative consideration has been made of the possible 
effects of impurity atoms like oxygen which are invariably present 
from ion implantation as has been shown by Cox et al [98].
4. The curious combined effects of electron irradiation and 
temperature on bubble growth as shown in separate experiments by 
Shiraishi [102] and Cox et al [98] have not been explained.
5.4 HIGH TEMPERATURE BUBBLE GROWTH IN ALUMINIUM >200°C
There have been many attempts to study bubble growth at higher
temperatures which have given rise to some apparently conflicting
results.
Perhaps the first thing which should be considered before looking in
detail at the various bubble growth results is the extent to which the
bubbles have equilibrated with their surface tension at higher 
temperatures - a point not taken account of in any of the studies to 
date. Though it might casually be assumed that, once thermal vacancies 
are available, at 70-300°C (see previous section), the bubbles will 
have reached their equilibrium pressure and remain at equilibrium 
through to the melting point; there is now evidence that this may not
be the case. Thus it may be important to consider the effects of
overpressurised bubbles on growth mechanisms at elevated temperatures 
and the overpressurisation may itself be indicative of the presence of
non-equilibrium processes taking place at the bubble surfaces.
The first and probably the strongest evidence for overpressurised 
bubbles persisting to elevated temperatures is shown by Manzke et al 
[86], see figure 4.2. For the lowest helium concentration he studied, 
of 8 at$ He, equilibrium was not achieved until ~480°C (for 
isochronal anneals of 20 minutes). The trend shown here is for lower 
He concentrations to equilibrate at higher temperatures. If these
results were extrapolated to the sort of He concentrations typical for 
high temperature bubble growth experiments ie ~0.1 at$ (see table 5.2) 
it would be quite conceivable that they would not equilibrate until 
close to the melting temperature! Unfortunately this cannot be tested 
by Manzke*s technique as it relies on a high bubble density to obtain a 
useful measurement. Also this trend which is so clearly shown, is 
contrary to what intuitively would be expected. If the bubbles 
equilibrate by thermal vacancy absorption at temperature >200°C then 
lower He concentrations should equilibrate faster than high He 
concentrations as fewer vacancies would be needed. Manzke explains 
this anomaly by proposing that interstitial loops punched out by the 
bubbles during growth are able to form a dislocation network at high 
helium concentrations and these networks are able to act as vacancy 
sources. He also suggests that this vacancy source mechanism only 
becomes operative between ~5-20 at% He which covers the range of He 
concentrations he studied. This highlights a point which has been 
noted by Goodhew et al recently [103] that assumptions of thermal 
equilibrium vacancy concentrations assume that sufficient vacancy 
sources exist- this may not be the case.
Based on such experimental evidence one could speculate that, with the 
appropriate He concentration, bubbles will remain overpressurised on 
annealing to temperatures up to ~500°C either because there are 
insufficient thermal vacancies available or because the vacancies are 
unable to reach the bubbles. It is interesting to consider the likely, 
effects of this on bubble growth in the temperature range up to 
500°C. Firstly the bubbles will remain smaller, but if this is due 
to thermal vacancy concentrations below equilibrium, growth should 
still occur by migration and coalescence, probably surface diffusion
controlled. However if it were due to a barrier to vacancy absorption 
at the surface of the bubble, then bubble migration might also be 
limited by the barrier and growth by migration and coalescence slowed 
down.
Attempts to study systematically the growth of bubbles during high 
temperature annealing in Al have been carried out by Shiraishi [94], 
Chen and Cost [95] and Schmidt and Pieper [80]. Other workers have 
made observations of bubble growth in Al, but have not attempted to 
identify experimentally the growth mechanisms. The experimental 
results from the three principal studies are shown in table 5.2. These 
studies will first be discussed individually, then points of agreement 
and disagreement will be outlined.
Chen and Cost fQ5l :- in this work Al was implanted to a dose of 42 ppm 
and annealed at 550°C for different times of 6 to 182 hours. No 
reason is given for choosing this particular temperature (>0.85 T )■ 
to study bubble growth in Al. Examination of the results in this paper 
shows sample sizes as low as 11 bubbles per experimental point; 
reference to other work on bubble growth eg Tyler and Goodhew seems to 
cast doubts on any attempts to fit such statistically weak data to 
current growth models. Of the 13 samples used in this study, the 
results from the four shortest anneals, of below 11 hours are 
disregarded because the He content calculated from the visible bubble 
population, did not match the implanted dose. It is suggested that 
this was because many bubbles were below the resolution limit of the 
microscope. An alternative explanation, not considered by the authors, 
is that the bubble populations studied in these samples may have been 
overpressurised.
TABLE 5.2 -  COMPARISON OF EXPERIMENTAL DATA
REFERENCE SAMPLE DOSE IMPLANT ANNEAL ANNEAL AVERAGE BUBBLE COMMENTS
No ppm TEMP TEMP TIME RADIUS DENSITY
°C °C Hrs nm /cm^
x 1 0 ^ 3
CHEN+ 1 4 2 < 1 0 0 5 5 0 6 . 1 1 . 5 - results not
COST 2 n It tt 7 . 5 2 . 0 - used- many
[ 9 5 ] 3 tt It tt 8 . 6 2 . 3 - bubbles below
4 it ft ti 11 2 . 3 - TEM resolution?
5 it It it 1 6 . 9 2 . 2
6 it tt tt 2 9 2 . 5 -
7 it tt tt 3 6 2 . 8 -
8 n It it 3 9 2 . 8 -
9 n tt it 5 0 . 3 2 . 4 -
10 it It it 6 5 . 8 3 . 6 -
11 n ft tt 9 3 . 8 3 . 8 -
1 2 it ft it 1 1 8 3 . 3 -
13 it It tt 181 3 . 9 -
SHIRA- A3 06 87 1 0 0 5 5 0 1 5 . 2 6 . 8
AISHI 291 it tt 6 0 0 1 6 . 5 6 . 4
[ 9 4 ] 3 0 2 n tt tt 1 5 . 0 9 . 8
3 0 1 n t! tt 10 6 . 5 11
3 0 4 it tt tt 10 7 . 4 6 . 2
300 n tl it 3 0 6 . 6 6 . 7
3 0 3 it It tt 1 0 0 6 7 . 5 0 . 1
2 9 6 n tt 6 4 5 1 . 5 1 0 . 0 4 . 8
3 0 5 it It 6 4 5 1 . 5 8 . 8 5 . 8
B 2 3 5 43 tt 5 5 0 1 0 0 7 . 1 4 . 9
2 5 0 n tt 6 0 0 1 7 . 9 2 . 0
2 3 9 it tt tt 1 8 . 2 3 . 0
2 6 4 it It n 1 8 2 . 5 . 0 2 4 ’
2 3 4 it tt tt 3 3 4 . 6 . 2 3
2 4 2 it tt ti 3 2 0 7 . 0 .0 1
2 4 5 it It it 1 0 0 8 . 8 2 . 8
2 4 9 n tt 6 4 5 1 8 . 4 8 . 4
2 4 3 it tl 6 4 5 1 7 . 1 4 . 8
2 4 6 n It 6 4 5 1 4 0 . 7 . 2 2
C 2 8 4 4 3 5 5 0 1 3 . 3 6.0 all samples
2 7 8 It tt 6 0 0 1 9 . 0 .71 cold worked
2 8 2 It tt tt 10 9 . 0 . 1 3  "
2 8 7 II tl n 10 1 0 . 0 . 6 3  "
2 8 8 II It tt 3 0 7 . 9 2 . 1  "
2 9 0 It tt 6 4 5 1 . 5 2 7 . 0 .2 6  "
SCHMIDT A1 5 7 0 < 2 0 0 6 0 0 1 2 7 . 3 2 . 4  cold worked
PIEPER 2 2 8 4 0 -- 5 8 2 1 2 . 8 1700 cold worked
[ 9 3 ] 3 1 0 0 < 2 0 0 3 8 2 1 1 . 6 8 4 0 0
4 it tt 4 7 7 1 1 . 6 3 0 0
5 tt it 5 8 2 1 8 . 3 4 . 7
The bubble size distribution from two samples was fitted to the model 
proposed by Gruber [104] by converting the bubble size to the number of 
gas atoms per bubble assuming an equilibrium Van der Waal's gas. The 
fit required a surface diffusion coefficient 5 orders of magnitude too 
low, indicating that growth in these cases was not limited by surface 
diffusion alone.
All the data being considered (8 out of 13 results) was then compared 
to the facet limited growth model proposed by Willertz and Shewmon 
[93]» to see if this could explain the observed bubble growth. 
Modifications were made to the model to take account only of bubbles 
above a critical radius and after a corresponding anneal time; the 
justification for doing this seems weak. The authors claim a good fit 
to the model from their results, figure 5.3 but the plot shown can only 
really be claimed a good fit for the last four points of anneal times 
>94 hours, and the scatter on these point is large. For anneal times 
between 16 and 94 hours these results indicate, if anything, that 
bubble growth is being further limited by processes other than facet 
nucleation.
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Figure 5.3 The mean bubble radius obtained for a series of 
annealing times, with calculated growth curves 
for facet nucleation limited bubble growth 
superimposed, from [95].
Shiraishi et al TQ41 :-in this work both cold worked and annealed 
aluminium were implanted to different doses. The samples were 
initially annealed after implantation, from 200°C to 645°C, but 
because no bubbles were visible following anneals below 500°C only 
samples annealed above 550°C were finally used.
Three groups of samples were produced using different conditions prior 
to bubble growth annealing studies.
Group A - Annealed Al implanted to 87 ppm He.
Group B - Annealed Al implanted to 43 ppm He.
Group C - 8% cold worked Al implanted to 43 ppm He.
Samples from all three groups were annealed for up to 100 hours at
550°C, 600°C and 645°C (see table 5.2). In the samples from
group C less helium could be accounted for in the visible bubble
population than in the samples from group B, nominally irradiated to 
the same dose. This is consistent with the finding of Schmidt and 
Pieper [80] that helium loss during annealing is greater from cold 
worked material, probably due to enhanced diffusion of helium to the 
surface along dislocations and sub-boundaries in the cold worked 
aluminium. Bubble growth was observed on increasing the annealing 
temperature, but there appeared to be no growth with time at a given 
temperature of 6 00°C. In this group there is insufficient data to 
determine which bubble growth mechanism will be operative, but there is 
an indication that bubble growth may be limited by mechanisms other 
than facet nucleation. For these cold worked samples, this is
consistent with the finding of Ruedl [96] that the presence of 
dislocation tangles may pin bubbles delaying migration and coalescence. 
Recrystallisation of the Al was only observed in the sample anneal at
645°C, the average bubble size more than doubled for this sample.
In the samples from groups A and B only about half of the implanted 
dose can be accounted for in the visible bubble population. It is also 
shown that more gas can be accounted for in the bubbles annealed at 
645°C than at 550°C. This would suggest either the bubbles were 
not at their equilibrium size at 550°C or helium is being detrapped 
from sub-microscopic traps at the higher temperature. There is no 
evidence here to favour either possibility. The growth of bubbles from 
group A with time at 600°C has been plotted against calculated growth 
curves for both surface diffusion limited growth from Gruber [104] and 
facet nucleation limited growth from Wiliertz and Shewmon [93]. The 
fit clearly indicates growth is not limited solely by surface diffusion 
during migration and coalescence and the observed growth would required 
a value of D five orders of magnitude below accepted values in 
agreement with Chen and Cost [95]. Whilst the growth rate predicted by 
facet nucleation limited growth is comparable to that observed 
experimentally, the scatter of results is too great to verify this as 
the only operative mechanism.
A further observation from the bubble growth of samples in groups A and 
B was the occurrence of anomalous high bubble growth in some samples 
annealed at 600°C. After 100 hours at 600°C, a sample from group A 
showed an increase in average bubble radius of more than ten times that 
for 30 hours. In group B of three samples annealed for 1 hour at 
600°C two gave average radii of about 9 nm and one gave 80 nm again a 
factor of ten larger but for the same annealing time. The authors 
suggest that this anomalous bubble coarsening is caused by a grain 
boundary sweep mechanism, in which a migrating grain boundary drags
bubbles along with it. This effect has been observed by other workers 
[105] [106] [107] and Speight et al in [106] have formulated the 
relationship between the driving force for boundary migration and the 
bubble size which can be dragged by the moving boundary. The authors 
have compared their experimental data with the predictions from this 
model and obtain an inconclusive fit. Again here the scatter of the 
experimental points is large, suggesting either that other mechanisms 
are operating or the quality of the data is poor.
A final observation from this work was that the effect of increasing 
the implanted dose from 43 ppm to 87 ppm was to double the bubble 
density and give a similar bubble size. This is an interesting 
contrast to the results of Ruedl [108] [109], where implantation to 
higher doses at 200°C, caused the bubble size to increase and the 
density to remain constant at 1x10^/cm^.
Schmidt and Pieper JQ31 is the final piece of work which will be 
considered. In this work they implanted cold worked Al to a dose of
"560 ppm and annealed-Al to a dose of "100 ppm. As well’ as carrying
out TEM investigations of the bubble size distribution following 
post-irradiation annealing, they also used - elastic scattering to 
study the depth profile of the implanted helium. The depth profile 
showed that for the cold worked material the helium started to diffuse 
out of the sample at 500°C. For annealed material there was no
change in the depth profile up to 582°C. The authors suggest that in 
the cold worked materials helium bubbles are being swept to the surface 
during recrystallisation. This is in conflict with the results from 
Shiraishi et al [94] who found that for a lower dose of He, of only 43 
ppm, recrystallisation did not occur until 6 45°C. It is possible
that the authors have assumed recrystallisation to have taken place 
without actually verifying it. If this was the case then the diffusion
of He out of the surface of the cold worked material could have been
caused by fast diffusion paths for the helium to the surface along
dislocations and sub-boundaries.
The three annealed samples were post irradiation annealed to
temperatures of 382, 477 and 582°C, each for 1 hour. The first
sample annealed at 382°C gave a mean bubble diameter of 1.7 nm and a 
helium content calculated from the visible bubble population, assuming 
equilibrium conditions, of twice the implanted dose. This is explained 
by the authors as indicative that voids have been formed in this case. 
It is not clear why this sample should have behaved any differently to 
the others when they were all irradiated under the same conditions. 
The other two samples gave helium contents calculated in the same way 
of 1/2 to 3/4 of the implanted dose. This is a more usual observation, 
the evidence from the - scattering suggests that helium would not 
be lost from the surface at these annealing temperatures, so this may 
be an indication that the bubbles have not yet reached their 
equilibrium sizes. The sample annealed to 582°C gave an average 
bubble diameter of 17 nm. The authors imply that this must be an 
anomalous result caused by deformation during specimen handling. 
Despite uncertainties about the presence or otherwise of voids, and 
anomalous results from these samples the authors have attempted to 
assess whether bubble growth in this work was limited by surface 
diffusion during migration and coalescence or Ostwald ripening. They 
claim that surface diffusion is the favoured process and that realistic 
values for surface diffusion are obtained. However, the scatter of 
results and uncertainty about the specimen history makes this a very
tenuous suggestion. No mention has been made of possible facet 
nucleation limited growth, though it is stated that the bubbles are 
clearly faceted in some of the samples studied.
5.5 CONCLUSIONS
None of the three principal works considered here have produced 
definitive results on bubble growth mechanisms in aluminium. This 
seems to be a reflection on the difficulties of obtaining good quality 
bubble growth data, but there are also in the results indications that 
other as yet unidentified mechanisms may be influencing bubble growth 
in aluminium.
All three works are unable to account for the implanted dose in the 
visible bubble population for annealing at 500°C and above. The work 
of Schmidt and Pieper using - scattering indicated that at these 
temperatures He does not escape from the surface of the specimen. 
There is also the observation from Shiraishi's work that more He can be 
accounted for in higher temperatures anneals. All of this would 
suggest that the bubbles do not reach their equilibrium size until 
above 500°C.
Two of the works show bubble growth to be limited during migration and 
coalescence to a rate similar to that given by facet nucleation limited 
growth, but neither provide a good enough fit to identify this as the 
only limiting process which is operating. The region of poorest fit 
seems to be for short annealing times indicating that another process 
may initially limit growth by migration and coalescence.
6 CHAPTER SIX - THE BUBBLE LATTICE
6.1 INTRODUCTION
It has been observed that high densities of voids (cavities formed by 
vacancy coalescence), and bubbles (cavities containing insoluble inert 
gas under pressure) can form in a regular array with the same lattice 
symmetry as the host metal (the term cavity is used here to describe 
holes in the metal which can be either voids or bubbles). These arrays 
are commomly termed superlattices because of their correspondence with 
the host lattice.
The first reported observation of a void superlattice was by Evans 
[110] in 1971. In this work Mo had been irradiated at 950 °C with
2MeV nitrogen ions. The first reported bubble superlattice was from 
Sass and Eyre [111] in 19735 this work was also carried out with Mo but 
followed implantation with 36kV He ions at room temperature. In both 
of these observations it was found that the superlattice ’gave rise to 
extra spots in the electron diffraction pattern, shown in figure 6.1, 
and that the lattice spacing could be determined from the spot spacing. 
The nucleation and growth/shrinkage behaviour of voids and bubbles is 
distinctly different, although the observed microscopic features look 
very similar. It is therefore a little surprising that high densities 
of both types of cavity form "identical" superlattices. This behaviour 
is interpreted as an obvious indication that the same mechanism should 
be responsible for superlattice formation in both cases. Many of the
early models proposed to explain superlattiee formation could not 
account for the behaviour in both void and bubble arrays, but more 
recent models seem to have overcome this problem.
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Figure 6.1 A selected area diffraction pattern, with
superlattice reflections shown enlarged in the 
inset, from [128].
Because void and bubble behaviour are quite different phenomena, 
experiments are generally carried out and reported separately with 
little or no reference to work on the other. This has nfeant that in 
several cases the investigation of the void and the bubble superlattice 
have been pursued independently. It is more convenient therefore, to 
survey the experimental observations of lattice formation in separate 
sections but to discuss both together when examining the various models 
for lattice formation which have been proposed.
The study of cavity superlattices has received a lot of attention since 
its discovery in 1972, a major review of this work was produced by 
Krishan [112] in 1982 and other important work has been published since 
by Evans [113] and Johnson and Mazey [114]-.
6.2 EXPERIMENTAL OBSERVATIONS OF THE THE VOID SUPERLATTICE
Voids form in metals by the clustering of a supersaturation of 
vacancies. The vacancy supersaturation arises following irradiation 
with particles energetic enough to displace host atoms from their 
lattice positions to form Frenkel pairs, ie a self interstitial atom 
and a vacancy. Hence when studying the formation of voids from 
irradiation with a large variety of particles, the dose is expressed as 
dpa - displacements per atom, or the number of times each atom in the 
target is displaced from its lattice site, rather than the total number 
of incident particles. Once formed, many Frenkel pairs will 
spontaneously recombine but those that survive can migrate, if the 
temperatures are high enough ie above about 0.3Tm, and cluster. 
Because dislocations act as a biased sink for interstitials a surplus 
of vacancies are left to migrate around the metal lattice; below a 
critical temperature vacancies have a lower configuration energy when 
they combine to form voids, than as single vacancies in the metal 
lattice.
Stoneham [115] has studied the growth of voids and the formation of the 
void lattice and has proposed that four stages of development can be 
identified
a) Initial formation of small randomly distributed voids.
b) Growth of larger voids at the expense of small ones.
c) Appearance of small regions of local ordering.
d) The spread of those regions throughout the irradiated area.
Experiments to date have produced void lattices in a large number of 
BCC, FCC and HCP metals, with no notable exceptions being found. In 
all cases the void lattice has been found to have the same lattice 
symmetry as the host metal. A survey of the experimental work has been 
carried out and the main properties of the lattice which were found
will now be outlined.
6.2.1 TYPES OF RADIATION
Irradiation by energetic neutrons or heavy/high energy ions, Sass and 
Eyre [111], has led to the formation of voids and a void superlattice 
in all metals studied. Electron irradiation however, at energies high 
enough to cause displacement damage, ie 1MeV, is known to form voids, 
Mayer and Brown [116], but does not generally cause void lattice 
formation. The only reported exception is from work by Fisher and
Williams [117], on stainless steel which had previously been nitrided 
and contained TiN particles as well as free nitrogen. Experiments were 
carried out with and without the nitriding treatment and it was found 
that without nitriding no void lattice was formed at any temperature.
The void density for irradiations at comparable temperatures with 
nitriding was an order of magnitude higher than for without the 
treatment. There is evidence from work by Van Veen et al [118] that
nitrogen can be trapped in vacancies in Mo, with a reported binding 
energy of 1.35 eV. This would reduce the vacancy mobility and could 
give a situation similar to that for bubble lattice formation at room 
temperature where vacancies are immobile.
The question of why, excepting the case above, electron irradiation 
does not lead to void lattice formation has been addressed by Krishan 
in his review article [112]. He suggests that a possible factor may be 
the production of vacancy loops following cascade collapse in heavy ion 
irradiations, which are not present in electron irradiations. However 
there are cases where cascade damage does not occur during ion 
implantation, but the presence of gas atoms is required before lattice 
formation is found in these cases. This indicates that, as suggested 
earlier, the presence of nitrogen may be the single cause of the void 
lattice formation during electron irradiation.
6.2.2 DOSE RATE
The experimental results between 10”^ dpa/s and 10”  ^ dpa/s (see 
Krishan [112] for reference listing) show no difference in the ordering 
features observed. It is concluded that dose rate is not an important 
parameter for the formation of the void lattice.
6.2.3 TOTAL DOSE ‘
As discussed earlier the formation of the void lattice takes place 
after the initial formation of a random array of voids, when 
irradiation of the sample is continued. It is therefore not possible 
to assign a single dose to the formation of the void lattice, but a 
dose range has often been reported, eg Kulcinski et al [119] [120]
report a threshold damage of 350-400 dpa for lattice formation in Ni, 
40-80 dpa for Al and less than 5 dpa for Nb. An extensive listing of 
the experimentally observed dpa for lattice formation in a whole range 
of metals is given in a table by Krishan in [112]. It can be seen from
the large number of experimental results presented in this work that 
the threshold doses for neutron irrradiations are much lower than for 
heavy ion irradiations. This points to the role that transmutation 
products ie helium may play in the formation of a void lattice.
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Figure 6.2 Void lattice spacing and diameter as a function
of dose in niobium with oxygen present, from [112].
It has been reported by Loomis [121] [122] that the void size and
superlattice spacing vary with dose for irradiations on Nb. The 
results were plotted in a graph shown in figure 6.2, from which it can 
be seen that the superlattice spacing increases sharply with dose and 
slowly with the void size until they both saturate at doses of 30 and 
60 dpa respectively. The fact that no further growth of voids is 
observed beyond these doses is interesting and perhaps a useful feature 
of the void lattice formation.
6.2.4 TEMPERATURE
There have been few systematic studies of the effect of irradiation 
temperature on void size and lattice parameters. Loomis [121] [122] 
has studied the behaviour of Nb and Nb-1 650-1010°C and found a 
strong temperature dependence, shown in figure 6.3* The small peak at 
825°C is attributed to the diffusion of oxygen to the void surface 
but its origin is not really clear.
Though the void radius and lattice spacing increase with temperature 
the ratio of the values is almost independent of temperature. It is 
suggested that this is another fundamental property of the void 
latttice, which is independent of irradiation conditions but varies 
between materials. From the summary of experimental results given by 
Krishan in [112] a range of values for this ratio is found of 5< R <15.
Once formed the void lattice has been reported to remain stable against 
void shrinkage to higher temperatures than a random array of voids by, 
Stoneham [115], from implantation into Mo. Isolated voids were found 
to shrink at 1100°C but the void lattice was stable to 1500°C.
6.2.5 IMPURITIES
There are several reported cases where the presence of gaseous 
impurities has been essential to void lattice formation. The need for 
nitrogen in stainless steel shown by Fisher et al [123] using electron 
irradiation has already been discussed. Loomis et al [121] found that 
in Nb no lattice formation occurred without 6 0-100 ppm oxygen and in 
Nb-1? Zr [122] they found that 400 to 2700ppm oxygen were required for
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voids in niobium containing oxygen and average 
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distribution in pure Nb, as a function of 
temperature, from [112].
lattice formation. In this work low oxygen concentrations completely 
suppressed superlattice formation, rather than influence the threshold 
dose required, and when sufficient oxygen was present the oxygen 
concentration has no influence on the superlattice parameters. The 
role of impurity gas atoms may be more significant than generally
acknowledged, as during most types of irradiation oxygen will be
knocked from the surface of the target material by a process often
termed ion beam mixing, Cox et al [98]. It may be the case therefore,
that only in those materials where the knock in oxygen content, plus 
the background impurity oxygen content are too low, is the role of 
oxygen seen.
6.3 EXPERIMENTAL OBSERVATIONS OF THE BUBBLE SUPERLATTICE
Bubbles form following inert gas ion implantation because the gases 
have effectively zero solubility in metals. The nucleation and growth 
of gas bubbles has been discussed in some detail in previous chapters. 
In common with voids, gas bubbles have been observed to align on a 
lattice with the same symmetry as the host metal, without exception in 
all metals studied, (though it forms much more readily in BCC than FCC 
or HCP metals). It has been proposed by Johnson and Mazey [124] and 
Mazey et al [108] that the development of the bubble superlattice 
follows the same stages as proposed for the void lattice, with the
addition of a fifth stage
a) Initial formation of small bubbles on random sites.
b) The growth of large bubble at the expense of small ones.
c) The appearance of local regions of order.
d) The spread of order to adjacent regions.
e) The interconnection of some bubbles to form pipe like passages.
The dose for inert gas implantation is measured as ions/cm - number
2of inert gas ions implanted per cm , because the dominant feature of 
gas bubble growth is the gas content, (although obviously Frenkel pairs 
will be created during implantation as well). There is a physical 
limit to the dose which can be used to study bubble lattice formation 
because above a critical dose blistering and exfoliation occurs, 
destroying the thin areas being studied. The experimental parameters 
affecting the formation of the bubble superlattice have not been 
studied as extensively as for the void superlattice, but the main 
results will now be reviewed.
6.3.1 DOSE RATE
The effect of dose rate on bubble superlattice formation has not been 
studied systematically.
6.3.2 TOTAL DOSE
As discussed in the introduction there is an upper limit to the dose 
which can be used to study the bubble lattice because of the formation 
of blisters above a critical dose,Scherzer [38], or the formation of a 
porous layer where the impalanted range is too shallow for blister 
formation, Jager and Roth 1125].
The threshold dose for bubble lattice formation is generally in the 
range of 1 to 5 x 10^ ions/cm^ (in some cases it is higher), with 
no reported cases of lattice formation below a dose of about 1 x 10^
o
ions/cm , see the table given by Krishan [112] for a survey of
experimental properties for different metals. The degree of perfection
in the bubble superlattice increases with dose up to the critical dose
17 2for blistering (typically ~ 7 x 10 ions/cm , Mazey [108]). This 
means that there is a relatively narrow range of doses over which the 
bubble superlattice can be observed in any particular metal
6.3.3 TEMPERATURE
The effect of heating the sample during implantation has been 
systematically studied by Mazey et al [108] in Mo and Jager and Roth 
[125] in Ni. The results from Mo show that the bubble lattice is 
formed at implantation temperatures up to 700°C, Tm for Mo =
2613°C, so 700°C is 0.34Tm. No systematic variation was found in 
the dimensions of the bubble superlattice with temperature. The 
results from Ni showed that the lattice formed at implantation 
temperatures up to 300°C, Tm for Ni = 1455°C so that 300°C is 
0.33Tm. This agrees well with the limit for Mo and suggests that 
vacancy mobility and the thermal vacancy concentration may be 
responsible for preventing lattice formation above these temperatures, 
as vacancy mobility scales with fraction of Tm.
Johnson and Mazey [124] have studied the stability of a bubble lattice, 
formed by the RT implantation of Cu, to annealing at different 
temperatures and found that it was stable up to 0.35Tm. Jager and Roth 
carried out the same experiment for Ni [125] and found that the lattice 
remained stable up to 300°C or 0.33Tm. These results show good 
agreement with those for the dynamic formation of the bubble lattice 
with temperature.
An implication of these results is that the bubble lattice will not 
form above about 0.33Tm for any metal This would seem to be supported 
by experiments carried out on Al by Cox et al [98] where implantations 
at RT, which is 0.33Tm, to doses up to the blistering dose showed no 
evidence of lattice formation. Implantations using a cooling stage 
would help clarify this point.
Experimentally observed bubble sizes and lattice spacings at different 
temperatures have been collected into a table by Krishan [112]. This 
shows that unlike the results for the void lattice there is no 
systematic variation with temperature. The bubble lattice spacing is 
typically 5 to 10 times smaller than the void lattice spacings and the
bubble sizes are also correspondingly smaller than the void sizes.
6.3.4 TYPE OF GAS
The formation of a bubble superlattice has been observed for 
implantations with a number of inert gases and with hydrogen. Johnson 
and Mazey [126] irradiated Cu at RT with l6kV hydrogen ions and found a 
bubble superlattice formed. The lattice was much less perfect than 
that formed from inert gases and the threshold dose required was about 
10 to 20 times greater. Mazey et al [108] implanted Mo with 1OOkV Neon 
at 550°C and found a bubble lattice formed identical in appearance to 
helium bubble lattices they had produced. It would be interesting to 
study the behaviour of other inert gases, ie Ar, Kr and Xe, as 
implantation with these gases will provide progressively higher dpa per 
implanted gas atom.
6.3.5 ELECTRON IRRADIATION
The effect of 1MeV electron irradiation on implanted Cu and Ni samples 
containing bubble lattices has been studied by Johnson and Mazey [127]. 
They found similar results with both metals, the bubble size increased 
during irradiation and the lattice spacing also increased. The results 
of this work do not seem to tell us much about the bubble lattice, but
they do indicate that bubble growth could occur either by:-
a) Radiation enhanced vacancy production of the bubble surface.
b) Radiation enhanced diffusion of vacancies from the metal.
c) Radiation enhanced release of gas trapped outside the visible 
bubbles.
The increase in the bubble lattice parameter could presumably be due to 
swelling caused by vacancy production during irradiation.
6.3.6 STRUCTURAL VARIANTS
During their extensive work on bubble superlattices Johnson and Mazey 
[128] [114] have discovered variations in the symmetry between the 
bubble lattice and the host metal lattice. It is not clear what causes 
these variants, but it is suggested that a detailed understanding of 
them may give much needed insight into the mechanisms of superlattice 
formation.
6.4 MODELS FOR CAVITY LATTICE FORMATION
In the light of the many differences between the void and the bubble 
lattice, it is difficult to find a single mechanism which could account 
for the formation of both.
PROPERTIES VOID LATTICE BUBBLE LATTICE
Temp of formation 
Cavity growth 
Cavity size 
Lattice spacing 
Lattice symmetry
0.34-0.5 Tm 
vacancy collection 
diam ~ 6 Onm 
~ 35nm
parallel to metal
<0.33 Tm 
loop punching 
diam ~ 2.Onm 
~3.5nm
parallel to metal
None of the models which have been proposed so far claim to be able to 
account satisfactorily for all of these features. Some of the models 
proposed offer completely different mechanisms with very little common
ground between them. It is possible to divide the models into 3
groups
a) Microstructural instability.
b) Void-void interaction.
e) Anisotropic point defect migration.
An extensive review of models in groups a) and b) is given by Krishan
[112] and therefore only the principles of these models will be
outlined here. There has been further progress with group c) models 
since Krishan1s review, so these will be outlined in a little more 
detail.
6.4.1 MICROSTRUCTURAL INSTABILITY
The main exponent of this model is Krishan [112], the theoretical 
justification he uses is very complex, using a series of rate equations 
to describe the point defect and extended defect source and sink 
strengths. He then examines the behaviour of this defect distribution 
in space when concentration inhomogeneities are introduced, and argues 
that the inhomogeneity will be amplified to give concentration 
gradients of characteristic wavelength, leading to void lattice 
formation. The argument seems to be analagous to radiation induced 
ordering during phase separation in alloy systems. The argument is 
based on experimental parameters from the void lattice and does not 
account for observations in the bubble lattice.
6.4.2 VOID-VOID INTERACTION
It has been shown by Willis and Builough [129] that in an elastically 
isotropic solid the interaction between two voids or bubbles is 
attractive at all distances (though it falls off very rapidly with 
distance). Malen and Bullough [130] argue from this that the 
anisotropy of the metal lattice will lead to a repulsive contribution 
giving rise to minimum energy positions and hence void/bubble lattice 
formation. The metal anisotropy will then cause the metal lattice 
symmetry to be reproduced in the cavity lattice. Calculations are 
given which predict a void size/lattice spacing ratio of 10, which is 
within the range of the observed values and so supports this model. 
They have also calculated a binding energy of 0.5eV for each void to 
its lattice position, which is supported by Stonehamfs [115] 
observation of the increased thermal stability of the void lattice. 
There are however several rather obvious objections to this model:-
a) Ordering should be enhanced during electron irradiation.
b) The action of temperature alone might be expected to lead to 
ordering.
c) Tungsten which is isotropic readily forms a lattice.
It is therefore possible that this model may play a role in some 
systems, but is not a complete explanation.
6.4.3 ANISOTROPIC DEFECT MIGRATION
It has been proposed by Foreman [131] that one dimensional interstitial 
diffusion could lead to ordering in cavity lattices. He suggests that 
the crystallography of the target metal will lead to favoured
directions for propagation of interstitial collision replacement 
sequences during irradiation. Thus when voids or bubbles are small 
they will not affect each other, but as they grow they will shadow each 
other from focussed interstitial fluxes. By this mechanism voids or 
bubbles which align will grow, because they shadow each other, and 
those out of line will shrink as they are hit by interstitial fluxes. 
This model can account for several of the experimentally observed 
lattice features:-
a) The relationship between the superlattice and the metal
lattice.
b) The ratio of cavity size to lattice spacing.
c) Differences between BCC and FCC metals.
d) The dependence on the nature of radiation.
However, to produce the observed lattice dimensions, replacement 
sequences 200nm long would be required, although there is no 
theoretical or experimental evidence to support this. Therefore whilst 
this model may also contribute to the lattice formation in some cases 
it does not provide a complete explanation.
A variation on the model proposed by Foreman above has been developed 
by Evans [113]. Following the discovery by Jacques and Robrock [132] 
[133], of low temperature 2-dimensional interstitial migration on {111} 
in Mo, it is shown that if 2-D migration persists to high temperatures 
on each of the 6 (110) planes it can lead to superlattice formation. 
The mechanism of shadowing is proposed to account for growth .of 
bubbles/voids onto lattice positions and shrinkage away from them. The 
initial proposals outlined in [113] were clear about how the model
applied to BCC metals, but the FCC and HCP metals could not be
incorporated into the model at that stage. In a recent publication by 
Evans [134] he has supplemented the earlier model for BCC metals by a 
computer simulation of a 3-D array of random cavities, showing that 
planar fluxes of interstitials on (110) will lead to superlattice 
formation. It is also proposed that the FCC and HCP metals can be 
incorporated into this model, if 2-D migration along the close packed 
planes is assumed. There is no clear evidence for 2-D migration along 
the close packed planes in FCC or HCP, but references are given for 
theoretical work which indicated it as a possibility.
This model is able to produce most of the features of void and bubble 
lattices, but more positive evidence of 2-dimensional interstitial 
migration is required before it will be more widely accepted.
6.5 CONCLUSIONS
All of the models presented are able to account for many features of 
the cavity superlattice, though deficiencies can be found in all of 
them. The model which is able to account most completely for the 
observations is that by Evans [113]» but as with all the models it 
depends strongly on assumptions which are not well supported by 
experimental evidence.
This is one of several aspects of radiation damage in materials which 
has not been satisfactorily explained, and provides a challenge to both 
the experimentalist and the theorist.
CHAPTER SEVEN - BLISTERING
7.1 INTRODUCTION
When the gas concentration in a metal lattice reaches a critical value 
of between about 0.3 and 1 gas atom per metal atom, a surface layer of 
material may separate partly, or completely, from the bulk. This gives 
rise to surface events known as blistering and flaking.
Because the phenomena of blistering and flaking are associated with 
high gas concentrations they can be viewed as advanced stages of inert 
gas implantation damage. Thus to be able to study and understand 
blistering and flaking behaviour, it will be necessary to look at 
mechanisms and processes which are operative before the onset of 
blistering and flaking, shown schematically below
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There have been several sizable reviews published in the literature on 
the subject of blistering and flaking, the most recent being
Increasing
Dose
by Scherzer [38] in 1983* Previous reviews have been carried out by, 
in chronological order, J.Roth [135] in 1975, S.K.Das and M.Kaminski 
[136] in 1976 R.G.StJacques et al [137] in 1978, D.Kaletta [138] in 
1980 and S.K.Das [139] also in 1980.
The fact that Scherzer cites 458 references in his review is an 
indication of the amount of work which has now been carried out in this 
field. Despite this the author of this, the most recent review, still 
concludes with the remark that "it is not yet possible to give a 
consistent picture of the processes involved”.
Using the above mentioned review articles as a guide, the experimental 
work in this field will be reviewed and the various models proposed to 
explain the observed behaviour will be critically assessed.
7.2 EXPERIMENTAL PARAMETERS AND THEIR RELATION TO BLISTERING
There are a large number of parameters which will influence the onset 
of blistering in any particular inert gas-metal system. A table 
summarising the more important parameters is given by Scherzer[38] and 
is reproduced below, table 7.1.
TABLE 7.1 - EXPERIMENTAL FACTORS WHICH AFFECT BLISTERING
Metal related parameters
Gas related parameters
Gas metal paramters
Target material and composition 
Temperature
Method of production and pretreatment
Bulk structure 
grain size
damage concentration 
inclusions and precipitates
Mechanical properties 
elastic modulus 
yield modulus 
prestressing
Target orientation
Surface roughness
Type of gas
Energy of implantation
Flux density
Dose
Angle of incidence 
Solubility 
Diffusivity 
Phase state
The effects of parameters which are important experimentally will now 
be briefly outlined.
7.2.1 TEMPERATURE
The temperature of the target metal during gas implantation will have a 
strong influence on the nature of the blistering which occurs. The 
first people to study the effects of temperature systematically were
Erents and McCracken [140], They irradiated Mo targets at different 
temperatures and found that the resulting surface structures could be 
divided into four groups, covering different temperature ranges, shown 
in figure 7.1.
a) At ~300K circular blisters are formed which are partly
detached.
b) At ~800K irregular shaped flakes are formed.
c) At ~1100K circular blisters are again formed but little
detachment is seen.
d) At ~1600K pinholes form in the surface giving a spongy
appearance.
(d)
Figure 7.1 Blistering of molybdenum surfaces after
bombardment with 36 keV helium ions at different 
temperatures, (a) 300 K, (b) 800 K, (c) 1100 K, 
(d) 1600 K, from [140].
Similar results have since been found for many other metals. Many of
these results were brought together by Bauer [129] on a plot of 
critical dose verses homologous temperature. This shows that the four 
characteristic types of surface structure observed correspond well to 
ranges of homologous temperature, shown in figure 7.2.
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Figure 7.2 Summary of helium implantation data for seven 
different materials implanted at energies from 
20-300 keV. The critical dose is that required 
to produce surface deformation, from [129].
It has been observed that gas re-emission during implantation varies 
with temperature by Bauer and Thomas [141]. These and other results of 
gas re-emission behaviour will be discussed more fully later in this 
section.
7.2.2 DOSE RATE
If the dose rate is increased the amount of heat which must be 
dissipated will increase giving rise to a local increase in 
temperature. Increased flux density will also cause higher
instantaneous concentrations, as less diffusion of the implanted gas 
into the bulk or out of the surface can take place. As a result of
these two effects of increased dose rate, several modifications to 
surface blistering have been reported.
Work by Das and Kaminsky [142] on V and Nb implanted with 500kV He at 
1170K, showed that as the dose rate was increased the number of larger 
blisters observed increased, while the size and number of smaller 
blisters remained unchanged. A similar observation was made by 
Fahlstrom and Sinha [143] on Mo implanted with 250kV He from which they 
were able to monitor an increase in the target temperature as the dose 
rate increased. Further work on the increase in temperature with dose 
rate by Behrisch et al [144] on 100kV He into Nb has shown very sharp 
rises in surface temperature when blistering occurs. This was 
attributed to local heating of the blister caps when they de-laminate, 
due to the loss of thermal contact with the target. This suggestion is 
supported by the observation of pinholes in the blister caps following 
high dose rate implantation, which are characteristic of high 
temperature work. Pinhole formation in blister caps has also been seen 
by Yadava et al [145] in Cu following high dose rate implantation.
A decrease in the critical dose for blistering with increase in dose 
rate has been reported for hydrogen implanted into Mo at RT by Verbeck 
and Eckstein [146], similar results were found by Behrisch [147] for 
hydrogen into stainless steel.
7.2.3 INCIDENT ION ENERGY
Increasing the incident ion energy causes an increase in the depth of 
implantation. Since blistering is initiated at about the projected 
range of the incident ions, the blister lid or flake thickness 
increases with particle energy. In the review article by Sherzer [38], 
the results of several studies of blister lid thickness versus particle 
energy for He into Nb have been drawn together, and are shown in figure 
7.3. Superimposed on this plot is shown the projected range of the He 
ions.
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Figure 7.3 The blister lid
thickness as a func­
tion of energy for 
helium bombarded 
niobium at room 
temperature, from [38].
This plot shows that for high energy implants of >60kV there is a good 
correlation between the projected range and the lid thickness, but for 
low energies <60kV the blister lid thickness appears somewhat larger 
than the projected range.
As was pointed out by Scherzer [38], this result cannot easily be 
explained by the currently accepted blistering models. It therefore 
either requires a new model to be developed, as has been proposed by 
EerNiss and Picraux [148], or the measurements of lid thickness may be 
incorrect as has been proposed by Evans [149]. The various arguments
are examined in some detail later in this section.
A further effect of increasing the particle energy is to increase the 
critical dose required for blistering, as observed by several workers 
and qualitatively described by Evans [85]. This effect is accounted 
for by the increase in the width of the range distribution with 
increasing particle energy which leads to a higher total dose being 
required to reach the critical dose at the projected range.
The blister diameter has been shown to increase with particle energy to 
a first approximation linearly. It has also been shown to be 
proportional to a power of the blister lid thickness- tm ,where m is
between 0.85 and 1.5 [135] [150] [151]. These relationships will be
discussed more fully in the section on blister models.
7.2.4 TARGET ORIENTATION
The crystallographic orientation of the target metal will influence
many parameters of blister formation, critical flue nee,’ blister size,
density and shape. This was shown by Verbeck and Eckstein [146] for a 
polycrystalline Mo surface irradiated with 15kV He, where each grain 
had different blistering characteristics. The same effects have been 
shown by Saidoh et al [152] also on Mo and Milacek and Daniels [153] on 
hydrogen implanted Al. This effect is undoubtedly caused by variations 
in the incident ion range due to channelling along crystallographic 
directions, although a complete model has not yet been put forward.
7.2.5 SAMPLE TREATMENT PRIOR TO IMPLANTATION
It has been shown by Das and Kaminsky [154] [155] and others [156]
[157] that well annealed crystallographically perfect materials form 
larger blisters and give more pronounced flaking and exfoliation. It 
is also shown by Bauer [156] that sharp gas re-emission peaks are seen 
during irradiation of annealed material which are not seen with cold 
worked materials, shown in figure 7.4. It is proposed that the
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Figure 7.4 Helium re-emission during 300 kV implantation 
as a function of dose at 273 K, from [156].
behaviour in cold worked materials is caused by an increase in the 
bubble nucleation density, due to the high dislocation density and sub 
grain boundary formation. The dislocation structure will also give a 
higher yield strength causing smaller blisters to form and less 
exfoliation to take place.
If the target surface is roughened prior to irradiation, blistering, 
flaking and exfoliation are suppressed. This has been demonstrated by 
Sone et al [158] [159] for Mo surfaces. It has been proposed that this
behaviour arises because a continuous plane of bubbles is not able to 
form below the surface. This is supported by Sone et al [159] where 
the blister diameter is limited to the scratch spacing on a Mo surface. 
A model has been proposed by Evans [160] to explain this behaviour in 
terms of the blister lid thickness and corresponding diameter.
7.2.6 GRAIN SIZE AND DISPERSION OF SECOND PHASE PARTICLES
It has been shown for sintered Al powders (SAP) containing a nominal 
10.5 wt$ alumina that blistering, flaking and exfoliation are greatly 
reduced compared to annealed Al [ 161 ] [162]. This behaviour was
attributed to the dispersion of the trapped He at the large Al-alumina 
interfaces and at grain boundaries in the SAP. The average grain size 
in the SAP was ~0.5um whereas the Al was 300um. Also the yield 
strength of SAP is 20 times greater than that for annealed Al which 
would inhibit exfoliation. Similar results were also found for 
sintered beryllium powders [163].
7.2.7 APPLYING EXTERNAL STRESSES
When compressive stresses were applied to a stainless steel target, the 
critical dose for blistering was found to increase by Ivanov et al 
[164]. This may be explained by effects similar to those found in cold 
worked materials eg an increase in material yield strength, if it is 
assumed that the material deforms plastically during irradiation. It 
was also observed on the prestressed material that flaking occured 
under conditions where blistering would be expected.
The critical dose for blistering was also found to increase for Al and
Nb when they were subjected to alternating compressive and tensile 
stresses by Ivanov et al [165]. This would seem to support the analogy 
to the behaviour of cold worked materials.
7.2.8 ANGLE OF INCIDENCE OF ION BEAM
It was shown by Risch et al [166] and Guseva et al [167] that the 
blister lid thickness and diameter both decrease strongly with angle of 
incidence. This behaviour is to be expected as the ion range will 
decrease, bringing the implanted gas layer closer to the surface. The 
effects should therefore be similar to reducing the incident beam 
energy.
7.3 MODELS TO.EXPLAIN BLISTERING BEHAVIOUR
7.3.1 INTRODUCTION
Various models hsve been proposed which attempt to explain how the 
blistering process occurs. The most important propdsals have been 
outlined in some detail by Scherzer in his review article [38]. A 
brief summary of what are currently the most acceptable models will now 
be given based largely on this review article.
It is useful to divide the blistering process into two stages, as it is 
possible that two different mechanisms may operate before the final 
raised blister cap is observed.
a) Initial or crack formation stage.
b) Deformation of surface layer above crack.
7.3.2 MODELS FOR THE INITIAL OR CRACK FORMATION STAflE^
A number of papers have been published by Evans developing and refining 
a model based on inter-bubble fracture [168] [149]. The most recent 
proposals for this model will be briefly summarised.
Following RT implantation to below the critical dose for blister 
formation an array of small bubbles are formed. These bubbles will be 
overpressurised because at RT, the thermal vacancy concentration and 
mobility will be insufficient to equilibrate the gas pressure in the 
bubble with its surface tension.
At these doses bubbles have been observed to form in a number of metals 
in a regular array or a bubble lattice and for convenience a 
symmetrical array of overpressurised bubbles is considered in this 
model, shown in figure 7.5. Each bubble in the array is considered to
Figure 7.5 Schematic outline of 
interbubble fracture 
model, from [78].
have a shear strain field around it, the planes perpendicular to the 
surface being in tension and those parallel to the surface being in 
compression. Taking a set of co-planar bubbles parallel to the 
surface, if the tensile stress normal to the plane, due to the excess 
pressure, is distributed homogeneously over the plane area not occupied
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by the bubbles, an expression for the tensile stress across the plane 
can be derived.
= PTTr2 
d^ -TTr2
Where d is the distance between nearest neighbour centres, P* is the 
over pressure and r the bubble radius.
If the stress required to cause fracture of the material between the 
bubbles is (J^t then the bubble pressure required to cause fracture 
Pf can be derived as
Pf  = fff .( (TTr2 x Cb/3f - i  ) + 2j-/r
Where is the bubble density. When this condition is met a crack 
occurs in the bubble plane. It is further assumed that individual 
bubbles from adjacent layers break into the crack as illustrated in 
figure 7 .5 , widening it and forming a detached layer above a flat 
cavity.
The pressure in small bubbles during implantation will be governed by 
their growth mechanism; at RT it is suggested that growth occurs by 
loop punching as proposed by Greenwood et al [77]. The pressure 
required for growth by loop punching is given from
P, > ub log (r/b) +2j/r 
P 2TT r
Where P,r and j' are the gas pressure, radius and surface energy of the 
bubble, ji is the shear modulus of the material and b is the Burgers 
vector of the resulting dislocation loop.
It can be seen that as the bubble radius r increases the pressure 
required for loop punching increases and that for fracture, Pp, 
decreases. Comparing equations 1 and 2, plotted in figure 7 .6 , the 
pressure required for growth of small bubbles P will be lower than
X  p
that for fracture P^ but at a critical radius r the two 
cross-over, giving rise to interbubble fracture and crack formation.
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Figure 7.6 The bubble pressures required in Mo for inter­
bubble fracture (Pp) and growth by loop 
punching (Pl p ) as a function of bubble radius, 
from [78] .
Using typical values in the above equations for Mo in [78], Evans 
arrives at values for the critical bubble radius of 1.7nm and critical 
pressure of 7GPa, both of which are consistent with experimental 
observations.
There is agreement in the open literature that interbubble fracture is 
the first stage in the blistering process and acts as a nucleation site 
for subsequent blister growth. There is some debate still about 
whether the plane of interbubble fracture will be at the projected 
range or beyond it. Following several reports of blister lid 
thicknesses beyond the projected range [169] [170] [171] [172], various 
proposals were made to account for a shift in the depth of interbubble
fracture. EerNisse and Picraux [148] proposed a mechanism driven by 
integrated lateral stress, Evans [78] proposed that the mismatch 
between the damage profile and the gas concentration profile would 
cause the bubble layer with maximum pressure to lie beyond the 
projected range. This idea has since been supported by calculations 
from Martynenko [173] based on the relative densities of vacancies and 
He atoms, which showed that at low energies, <10kV, the maximum in the 
local stress would be beyond the projected range, whilst for high 
energies it would be at the projected range. However subsequent 
experimental evidence, outlined later in this section, has shown that 
many of the earlier measurements of blister lid thickness were over 
estimates due to swelling in the blister cap, though for low energies 
there remains some evidence of interbubble fracture beyond the 
projected range.
7.3.3 MODELS FOR THE DEFORMATION OF THE BLISTER CAP
When a crack has formed, separating a surface layer of material, the 
forces acting on this layer cause it to deform into the dome shaped 
blister cap commonly observed. The forces which are able to act, are 
the gas pressure within the crack and the lateral compressive stress in 
the surface arising because of the swelling from implantation of a bulk 
specimen.
Early models proposed that the cap was deformed by gas pressure and a 
number of relationships have been given relating the cap dimensions to 
the yield strength of the metal and the gas pressure eg Primak and 
Luthra [174], Erents and McCracken [140] and Evans [78]. The general- 
assumption is that of a thin spherical shell pinned at its periphery,
for which a relationship is given by Hill [175] of
R = 2ffyt / P
where R is the internal shell radius, t is the cap thickness, O' is
the material yield stress and P is the gas pressure.
Evans [78] has calculated the amount of gas required to produce 
observed blister lid dimensions in Mo. With the assumptions of gas 
pressure and bubble size and density made for interbubble fracture, he 
calculated that 12 layers of bubbles would have to break into the crack 
to give sufficient pressure. A mechanism has been proposed by Evans 
[149]» for other layers of bubbles to break into the main crack. In 
this work it is suggested that local relief of the lateral compressive 
stress allows microcrack formation as shown in figure 7.7 from [149].
Figure 7.7 Schematic outline of the development of
microcracking around a penny shaped before and 
during blister cap deformation, from [149].
A further point made in this paper is that although lateral stress may 
play a part initially, due to elastic instability of the thin shell in 
compression, the elastic limit of most metals is only about 1$ and a 
plastic deformation of 15$ is required to give the observed blister
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dimensions. Therefore gas pressure is the only available force to
cause this deformation.
The major alternative model for blister cap deformation, based on
lateral compressive stresses in the surface was proposed by EerNisse
and Picraux [148]. At the time this model was proposed, it was
considered that the disparity reported between blister cap thickness 
and projected range for low kV implantation, could not be accounted for 
by the interbubble fracture model. However since this time evidence 
has emerged to show that many of the cap thickness measurements were in 
error, Evans [149] and that at low implantation energies the maximum in 
the bubble pressure may occur beyond the projected range Martynenko 
[173]. This has to a large extent removed the need for an alternative 
model to explain experimentally observed blistering behaviour. However 
the model proposed by EerNisse and Picraux [148], where it was proposed 
that crack initiation and lid deformation where both a result of the 
large integrated lateral stress present in the implanted suface, did 
highlight the presence of large lateral stresses in the implanted 
surface. A critique of the weaknesses in the lateral stress model has 
been published by Evans [85], where it is aknowledged that lateral 
stress may play a role initially in the blister lid deformation.
7.4 RELEVANT EXPERIMENTAL EVIDENCE
7.4.1 MEASUREMENTS OF LATERAL STRESS
Only two papers were found where lateral stress following He 
implantation had been directly measured. The first is in the EerNisse 
and Picraux work [148]. They claim to have been the first people to
measure the integrated lateral stress in He implanted metals. The 
technique they use is based on the bending cantilever plate technique 
used extensively in work on semiconductors and insulators.
They measured the integrated lateral stress at regular intervals during 
implantation up to >10^® He/cm^. The following materials and 
energies were studied. The results are shown in figure 7.8 below.
Mo 10keV projected range = 26 nm 
Mo 1OOkeV projected range = 260 nm 
Nb 60keV projected range = 200 nm 
A1 40keV projected rqnge = 260 nm
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Figure 7.8 Measured values of the integrated stress S vs.
He dose for Mo, Al and Nb targets, from [148],
The only other measurements of integrated lateral stress, by Langley et 
al [157] used the same technique of a cantilever beam. In this work 
they implanted V with He at RT and measured consecutively the 
integrated lateral stress and the He re-emission. Their results are
shown in figure 7.9.
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Figure 7.9 Measured values of the integrated stress and 
fraction of retained gas versus dose, from 
[157].
The shape of the stress curve is much the same as in the previous work 
and the maximum stress observed compares well. The onset of gas 
release was observed to coincide with a reduction of lateral stress. 
However the sample surface was not seen until after these experiments, 
so it is not known at what stage blistering occured. In the previous 
experiment by Eernisse [148], no gas release measurements were made but 
blistering was observed at ~3C# above the dose for maximum stress.
These results indicate that a reduction in the lateral stress is 
associated with both gas release and blistering. It could conversely 
be said that associated with gas release and blistering is a reduction 
in the lateral stress at the surface. From this work it is not 
possible to assign cause and effect.
7.4.2 MEASUREMENT OF HELIUM DEPTH PROFILE
Several studies have been made of the He depth profile using a variety 
of experimental techniques.
The first of these was by Terreault et al [176] using the non 
destructive ion beam technique of elastic recoil detection. They 
carried out He depth profiles on Cu irradiated with 25 kV He to a
variety of different doses. The results are shown below in figure 
7 .10.
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Figure 7.10 Depth profiles of 25 keV helium ions implanted in 
copper films at room temperature to progressively 
higher doses. The dashed curve shows the 
predicted profile from range calculations, from 
[176].
The authors explain these results as being caused by the sudden release 
of deeply implanted He by the rupturing of blisters and "through unseen 
fissures" - the latter being necessary to account for the magnitude of 
the observed gas release. The difference in measured blister lid
thickness and the maximum in the He concentration profile is attributed 
to 6($ swelling in the blister cap.
A further series of experiments was carried out by the same authors 
Terreault et al and reported in [177], shown in figure 7.11. In this
Figure 7.11 Depth profiles of 20 keV helium ions implanted in 
copper films at room temperature to progressively 
higher doses, from [177].
work they carried out a more accurate determination of the critical 
dose for blistering revealing that
a) Flattening of the profile occurs simultaneously with 
blistering.
b) Double peaking is found to occur at doses slightly higher than 
the critical dose for blistering, ie it could be associated with 
rupture of blister caps.
The next results come from Langley et al [157] who used a similar He 
depth profiling technique of proton elastic backscattering. Their 
profiles were of similar shape to the previous, shown in figure 7.12.
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Figure 7.12 Depth profiles of 80 keV helium ions implanted in 
vanadium with different surface treatments, from 
[157].
The authors suggest a "redistribution” mechanism for the double peaked 
profile, but gave no explanation of how physically this could occur. 
Blister lid thickness measurements were not taken.
Depth profiling was carried out by Risch et al [166] for 30 and 100kV
“3
He into Nb, using a nuclear reaction technique. The results for 
implantation at different incident angles show no double peaking. 
However it appears that the measurements were carried out below the 
critical dose for blistering. In summary, these results indicate a 
depletion of the He content around the projected range, just before and 
more stongly after blistering occurs. The width of the depletion band 
appears to be as much as 100nm, from the work on 25 kV He into Cu.
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7.4.3 MEASUREMENTS OF SWELLING
Various techniques have been used to determine the amount of swelling 
in materials at the blistering dose. In measurements of blister cap 
thickness the amount of swelling in the cap will alter significantly 
the measured thickness and so attempts have been made to quantify 
swelling for different implantation energies. Three techniques have 
been reported for measuring swelling
a) Interferometry - optical technique.
b) Cross section thinning - TEM.
c) Conventional thinning or extraction of blister caps - TEM.
There has been much controversy over the magnitude of blister cap
swelling, partly due to differences in what is actually being measured 
by these different techniques. An attempt will be made therefore to 
identify in each case what the reported swelling can be attributed to.
INTERFEROMETRY
Interferometry was used by Blewer and Maurin [66] as early as 1972 to
measure surface swelling during 160 kV He implantation of erbium. They
17 2
found linear swelling up to a dose of 3 x 10 He/cm of 0.74$ per 
at$ He, beyond this dose the swelling rate increased and the swelling
1 ft o
continued to doses greater than 10 He/cm , shown in figure 7.13*
For a blistering dose typical in metals of about 5 x 10^ [78] this
gives a step height of 320nm. The projected range for 160kV He is 
770nm.
Further measurements of swelling were carried out by StJacques et al
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Figure 7.13 Surface displacement versus implanted dose for 
160 keV He into erbium, from [66].
[178], They used interferometry to measure swelling against dose for 5 
to 25kV He into Nb.
Their results for 20kV He into Nb show linear swelling up to about 
5x10^ He/cm^, approximately the dose at which blistering is first 
seen, the swelling then continues to increase until saturation is 
reached at about 3 x 10 He/cm , after which it gradually 
decreases as sputtering erosion takes over, shown in figure 7*14. 
These results agree qualitatively with the earlier work of Blewer et al 
[66], which also showed an initial region of linear swelling.
Experiments were also carried out using a range of He energies from 5 
to 25 kV. This showed that the swelling was independent of energy ie 
that the swelling depended only on the He dose. However the dose for 
blistering increased with energy and so the total swelling at the onset 
of blistering increased with energy as shown in figure 7»15.
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Figure 7.14 Surface displacement as a function of dose for 
20 keV He into niobium, from [178].
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Figure 7.15 Surface displacement of niobium as a function of 
He energy, for implantation to just above and 
just below the blistering dose, from [178].
The authors have not carried out blister cap thickness’ measurements, 
but propose that the swelling in the blister caps can be determined 
from their surface displacement measurements in figure 7.15, by making 
several assumptions
a) Assume the helium concentration distribution is symmetrical 
about the peak in the concentration profile - as indicated by 
Fenske [179].
b) Assume that interbubble fracture occurs at the peak in the He 
concentration profile - as indicated by Evans [78].
From these assumptions it follows that half of the surface displacement 
at each energy from figure 7.15, will be in the blister cap. Therefore 
if this fraction of the linear swelling is added to the projected range 
for each energy the result should agree wuth measured cap thicknesses. 
As cap thicknesses had not been measured in this work, the authors have 
used results from elsewhere which have also been carried out with Nb. 
This is shown in figure 7.16.
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Figure 7.16 Surface displacement of niobium as a function of 
He energy for implantation to just above and just 
below the blistering dose, from [178].
These results indicate good agreement with the selected experimental 
values. The actual cap swelling which the authors have derived 
indirectly, with the assumptions outlined previously, have been 
measured from their graphs and are shown below in table 6.2.
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TABLE 7.2 - BLISTER CAP SWELLING FROM FIGURES 7.15 AND 7.16
(a)
ENERGY
kV
SURFACE
DISPLACEMENT
nm
HALF SURFACE 
DISPLACEMENT 
nm
PROJECTED
RANGE
nm
% SWELLING IN 
BLISTER CAP
5 28 14 30 47
10 53 26.5 60 44
15 65 32.5 82 40
20 79 39.5 114 35
25 80 40 124 32
(a) This is the fraction of swelling assumed to be in the blister cap.
The authors make the additional point that any sputtering of the 
surface during bombardment will reduce the cap thickness and therefore 
increase the percentage swelling (as the swelling in the cap will be 
biased towards the bottom surface). Also, from cross-section work, 
which is discussed later in this section, it appears that the swelling 
may not be symmetrical about the peak in the concentration but will be 
skewed towards the surface. This would further increase the cap 
swelling.
If the assumption that half of the linear swelling will be in the 
blister cap is applied to the work discussed previously by Blewer, this 
would give a blister cap swelling for 160 kV He into erbium of about 
20?.
CROSS-SECTION THINNING - TEM
Fenske et al [179] measured swelling after He implantation into Ni by a 
cross-sectional thinning technique. By electroplating Ni onto the 
irradiated surface and cutting sections they were able to prepare
specimens for the TEM.
They measured the local swelling [dV/V] due to the bubble population at 
intervals of 50 nm from enlarged micrographs of the implanted region. 
Two specimens were examined
a) 20kV He into Ni, 2.9 x 10^ ions/cm2.
b) 500kV He into Ni, 5.0 x 10^ ions/cm2.
The results were presented as histograms of the local swelling with 
depth showing superimposed the damage distribution, the projected range 
distribution and the blister lid thickness, see figure 7.17 and 18.
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Figure 7.17 TEM image of annealed Ni irradiated at 500 C with 20 keV 
He to a dose of 2.9 x 1022 ions/cm2 and a histogram of 
the swelling vs distance from the surface measured from 
this image, from [179].
Figure 7.18 TEM image of annealed Ni irradiated at 500°C with 500 keV 
helium to a dose of 5 x lO^ -2 ions/cm2 and a histogram of 
the swelling vs distance from the implanted surface 
measured from this image, from [179],
The results show the following :
a) The blister lid thickness in both cases is approximately at the 
maximum in the swelling profile.
b) The maximum in the swelling profile coincides with the peak in 
the projected range profile at 500 kV but is more than a factor of 
two deeper at 20 kV.
These results indicate that the fracture plane for blister lid 
formation will be at the depth of maximum swelling which for lower 
energy He implantation may be beyond the projected range.
If the volume swelling measured by Fenske is integrated between the 
measured blister lid thickness and the surface, then the swelling in 
the blister lid cap can be derived (assuming the cross-section to be 
typical of swelling just before blistering occurs). Taking values from 
figure 7.17 and 18 the results of this are shown in table 6.2.
TABLE 7.3 - BLISTER CAP SWELLING FROM CROSS-SECTION
HELIUM ENERGY THICKNESS OF TOTAL SWELLING
kV BLISTER CAP IN BLISTER CAP
Mm %
20 . 1 5 10
500 1.05 1.15
MEASUREMENTS OF BUBBLE SIZES IN BLISTER CAPS
For Nb irradiated with 10 kV He, StJacques et al [178] were able to 
measure bubble sizes and spacings in a limited number of blister caps
using enlarged TEM micrographs. Their results indicated an average 
bubble radius of 1.5nm and a spacing of 5nm. This they claim would 
give a blister cap swelling of 25/6, though there is no indication of 
how they arrived at this figure, that is whether, it refers to a 
percentage of the total blister cap thickness or only local swelling in 
the bubble layer?
Mazey et al [108],have used the dimensions of a bubble lattice from 
H O k V He into Mo to derive local swelling. They report 1C# at a dose 
below the blister dose.
Evans [85] has calculated the bubble size and spacing required for his 
interbubble fracture model and arrives at a critical figure for local 
swelling of 30%.
It is apparent from all of these observations that reported figures of 
swelling refer to local effects, ie the type seen at the peak segment 
in figure 7.17 from Fenske. These figures will not be the same as the 
blister cap swelling, as this will depend critically on the depth of 
implantation ie what proportion of the cap thickness will contain 
bubbles.
DISCUSSION ON SWELLING EXPERIMENTS
The measurements of swelling from interferometry do not agree well with 
those from TEM bubble measurements. Care is certainly required when 
examining reports of percentage swelling to determine
a) What thickness of material does the swelling refer to, local or 
blister cap.
b) What is the projected range of the incident ions; for deep 
implants high local swelling will have little effect on blister 
cap thickness.
The measurements of swelling from Fenske [179] will depend strongly on 
the thickness of the foil where the bubble measurements were taken. It 
is not stated what technique has been used and it is difficult to see 
how the thickness of regions of such high bubble density could be 
accurately determined. As pointed out by StJacques, any measurements 
of bubble dimensions by TEM are limited by the microscope resolution 
and so there could be large numbers of sub microscopic bubbles which 
are not included in the measurements. It is not so easy to find 
sources of error in the interferometry work as the technique measures 
directly the total linear swelling following implantation. However the 
possibility of interbubble fracture before the onset of blistering, 
causing the non-linear increase in swelling just before blistering is 
not discussed in this work. If this did occur then the growth of 
cracks could artificially increase the measurement of genuine swelling.
7.4.4 BLISTER LID THICKNESS MEASUREMENTS
The discrepancy between the measured blister lid thickness and the 
projected range of the incident ions at low energies has been one of 
the central arguments against the gas driven blister growth model.
A large number of measurements have been made for a variety of metals 
at a range of incident He energies. Two techniques have been used, in 
some cases on the same specimen.
a) SEM - from photographs of the edge of fractured blister caps a 
direct measurement of the cap thickness can be made.
b) RBS - a high energy beam of particles, H or D, is fired at the 
specimen, and the backscattered yield is then measured as a 
function of energy (depth), the yield being sensitive to the 
presence of defects. The thickness of delaminated blister caps is 
then determined by the appearance of a peak in the backscattered 
spectrum at the blistering dose, the position of which is given as 
an areal density in metal atoms/cm^. Hence the thickness 
measurement should not be sensitive to swelling.
Early work revealing the discrepancy between blister lid thickness and 
projected range at low energy was carried out by StJacques et al [169]- 
Using SEM to measure thicknesses they implanted Nb to blistering doses 
with 10 to 1500 kV He ions. Combining their results with those of 
Kaminsky et al [170], Roth et al [171] and Behrish et al [172] they 
compiled the plot shown in figure 7.19. From these results they make 
the following points
a) For ion energies >60kV the measured blister lid thickness 
agrees well with the calculated projected range. This implies 
that the fracture plane for blister formation is close to the 
maximum He concentration.
Figure 7.19 Experimental measurements 
of blister cap thickness 
vs energy for He implan­
tations into niobium. The 
curves show the calculated 
projected range from two 
different sources. Taken 
from [169].
measurements below <60kV indicate blister lid thicknesses 
beyond the projected range. Swelling in blister caps is suggested 
as a possible explanation.
The results of the previous section on swelling would seem to account 
satisfactorily for these results.
Further work using the same technique of SEM blister lid thickness 
measurements was carried out by Das, Kaminsky and Fenske in [150] 
[180], on Ni, Be and Nb. Their findings for Ni and Be were similar to 
the previous results and are shown in figures 7.20 and 21.
This work was used, together with measurements of blister diameter, to
establish values for the relationship between the most probable blister
diameter and the mean blister lid thickness t, where it ismp 1
proposed
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It was found that values for the exponential term m varied from 0.85 to 
1.25 depending on the metal studied.
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Figure 7.20 Experimental measurements of blister cap thickness vs 
energy for He into Ni and calculated projected range 
curves, from [150].
Figure 7.21 Experimental measurements of blister cap thickness vs 
energy for He into Be and calculated projected range 
curves, from [150].
The same conclusions, regarding the disparity between the projected 
range and blister lid thickness at low energies, can be drawn as in the 
previous experiments, that at low energies swelling in the blister cap 
will cause the lid thickness measured by SEM to exceed the projected 
range.
Work was next undertaken using both BBS and SEM to attempt to overcome 
the problems with lid swelling in SEM measurements, by Risch et al
[166]. Unfortunately this work introduced a new variable by varying
the angle of incidence of the He beam. Niobium was implanted with 30
and 100kV He^ at incident angles from 12 to 82 degrees.
The effect of increased angle will be to dramatically increase the 
sputter yield, as the authors have shown. The results from this work 
are rather confusing and inconclusive
a) The thickness measured by the RBS technique seems to give a 
thickness larger than that by SEM for the same specimen.
b) Both RBS and SEM measurements exceed the projected range at
30kV and 100kV He for all angles of incidence.
The scatter of the results obtained and the new variable, angle of
incidence, make it difficult to draw any conclusions from this work. 
The authors themselves cannot interpret many of their results and so 
they will have to await further experiments for clarification.
The final work which will be examined is by Braun et al [181], who also 
used both RBS and SEM to measure the blister lid thickness. However
their RBS measurements were carried out on blister caps which had been 
removed from the specimen surface by carbon tape stripping, so that no 
contribution from the specimen bulk is possible. Samples of 304 SS 
were irradiated by He with energies from 20 to 80 kV. The results of 
this work are shown in figure 7.22.
The results show very neatly that over the energy range studied, SEM 
measurements are consistently larger than those using RBS, and RBS
measurements show good agreement between the lid thickness and the 
projected range. Since the RBS results appear to give a measure of the 
thickness with the swelling contribution removed, then the ratio of the 
SEM thickness to the RBS thickness should give a measure of the blister
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Figure 7.22 Measured blister cap thickness vs energy for helium into 
304 SS, using both SEM and KBS measuring techniques, 
from [181].
Figure 7.23 Ratio of SEM/RBS blister cap thickness measurements versus 
energy using results from 304 SS and Al, from [181].
cap linear swelling. This has been done by the authors over a range of 
energies and includes other results from Al shown together in figure
7.23.
This plot shows that at low energies very large linear cap swelling is 
to be expected, whereas at high energies the contribution of swelling 
to the cap thickness becomes negligible. This work supports well 
previous evidence that blistering is initiated at the maximum in the He 
concentration profile. The results plotted in figure 7.16 are a very 
neat confirmation of the trend seen in earlier results between blister 
cap swelling and implanted ion energy, and support the finding of 
StJacques et al [178] of very large linear swelling in the blister cap 
at low energy.
7.4.5 GAS RE-EMISSION DURING IMPLANTATION
It would be expected that where blistering and flaking occur during 
implantation, re-emission of gas from exfoliated layers should occur. 
A study of this phenomenon was undertaken by several workers to examine 
the correlation between gas re-emission and the onset of blistering. 
Behrisch et al [182] found that for Nb implanted with 1.5 to 15kV He, 
re-emission began before the first blisters were observed. Saidoh et 
al [152] found for Mo implanted with 200kV He that blisters were not 
observed until twice the dose at which gas re-emission was observed. 
Ehrenberg [183] used laser scattering to detect surface deformation 
together with gas detection and has found for Ni implanted with 40kV He 
that blistering and gas re-emission started simultaneously.
The nature of gas re-emission behaviour observed varies dramatically 
with homologous temperature and can be divided into three groups :-
GAS RE-EMISSION AT LOW TEMPERATURES T < 0.1 Tm
In this range of temperature, gas release from 40kV He into Ni has been 
reported by Ehrenburg et al [183] [184] showing one or more initial 
maxima before reaching a steady state 100$ re-emission, shown in figure
7.24. It has been suggested that to account for the amount of gas 
detected, some is being released from areas away from blisters, as well 
as the blisters themselves, possibly caused by the formation of 
channels to the surface when local saturation at the projected range 
has occurred.
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Figure 7.24 Gas re-emission and diffusively scattered light intensity 
as a function of fluence for 40 keV (S) - single 
crystalline Ni; (P) - polycrystalline Ni.
GAS RE-EMISSION AT INTERMEDIATE TEMPERATURES 0.1-0.4 Tm
Work by Bauer and Thomas [141] [156] [183] [184] [185] [186] on a
series of metals Al, V, Nb, Mo, SS, has shown that in this temperature 
range gas re-emission occurs in a series of bursts, which appear as 
series of evenly spaced peaks in the re-emission spectra. This is 
shown in figure 7.25 from ref [185] at 670K for V and figure 7.26 from 
ref [186] at 264K for Al. A one to one correlation has been reported 
in [141] between the number of re-emission peaks and the number of 
exfoliated layers.
GAS RE-EMISSION AT HIGH TEMPERATURES T > Q.4Tm
In this temperature range which corresponds to that for pinhole 
formation as discussed earlier, the re-emission behaviour is shown for 
V and Al in figures 7.25 and 26. It can be seen that re-emission
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Figure 7.25 Gas re-emission as a function of dose during implantation 
of 300 keV helium in vanadium, from [38].
Figure 7.26 Gas re—emission as a function of dose during implantation 
of 20 keV helium into aluminium, from [38].
commences at low doses and rises quickly to saturate close to 100$.
DISCUSSION
The results indicating gas emission before blistering occurs are 
difficult to explain using currently accepted blistering models and may 
indicate some unexpected gas release mechanisms. However the 
possibilities of errors in these experiments should also be considered, 
a non uniform current distribution in the ion beam and insufficient 
resolution to detect the small blisters could give spurious results. 
From the results from low temperature re-emission, figure 7.24, where 
the amount of gas released exceeded that which could be accounted for
in the visible blister population, it is also suggested that other gas
release mechanisms may be operative. The author suggests that as
saturation is reached at the peak in the He concentration, ’channels to
the surface’ may form, though it is not clear how this will happen at
<0.1 T . m
The results showing gas release behaviour at temperatures from 0.1 to
0.4 Tffi in figure 7.25 and 26 and earlier in figure 7.4 are striking. 
The difference in the sharpness of the release peaks for A1 between 
figure 7.4 and 26 are presumably due to a difference in the degree of 
cold working. Since a one to one correlation between the gas release 
peaks and the number of exfoliated layers has been reported, this 
behaviour may indicate a large degree of co-operative interaction 
within the plane of interbubble fracture.
7.4.6 CONCLUSIONS
The experimental observations of blistering behaviour using many 
different experimental techniques show good agreement with the main 
parameters of the inter bubble fracture and gas driven blister growth 
models :-
a) The blister delamination is shown to occur around the maximum 
in the He concentration profile by He depth profiling, 
cross-sectional thinning and SEM and RBS blister lid thickness 
measurements.
b) There is some evidence for microcrack formation either side of 
the delamination layer extending up to 100nm in width, from the He 
depth profile work.
c) The measurements of local swelling from TEM sections are in 
good agreement with those predicted for interbubble fracture to 
occur.
Additionally, there is some evidence from gas re-emission work and He 
depth profiling that at RT, and below the critical dose for blistering, 
some gas release from the surface may occur. It is not clear what 
mechanism could allow this to happen.
CHAPTER 8 - EXPERIMENTAL PROCEDURE
8.1 INTRODUCTION
The major objectives of this work were to study bubble growth behaviour 
in aluminium, with particular reference to the gas density within the 
bubbles. High purity aluminium was implanted with neon, argon and 
krypton and the gas density studied in the TEM by x-ray analysis and
diffraction from the solid inert gases. In the course of
experimentation it was found that oxygen was being knocked in from the 
surface during gas implantation. The behaviour of this knocked in 
oxygen in the presence of gas bubbles and any possible influences on 
bubble growth were also investigated.
8.2 MATERIALS
To study the role of gas density in bubble growth a model system had to 
be selected. High purity aluminium was chosen as the target metal for 
a number of reasons:-
a) It eliminates the influence of solute segregation in alloy systems.
b) It is a FCC metal and so represents one of the major crystal
systems of candidate reactor materials.
c) It is itself a candidate reactor material and so its response to 
high concentrations of inert gases is of general interest.
A block of 99.9999# purity aluminium was obtained from Johnson Matt hey.
This was sliced using a diamond slitting wheel and rolled to 0.5mm 
thick sheet, from which 3mm diameter discs were punched for all 
subsequent gas ion implantations.
To study the gas density of helium within bubbles is only possible by a 
limited number of experimental techniques eg indirectly by EELS or 
VUVAS. However other inert gases eg Ne, Ar, Kr, can be studied much 
more easily; either by x-ray analysis or by diffraction from the rare 
gas solids. Argon was selected as the implantation gas for the 
experiments, because it can be analysed by conventional x-ray 
detectors. Some additional experiments were also carried out using 
neon and krypton.
There is sufficient evidence from other work eg Kornelsen and VanGorkum 
[42] , to suggest that all inert gases (but more especially neon and 
argon) will behave in a similar way to helium once they are trapped in 
bubbles. Thus the system selected, of argon in aluminium, should 
behave as an analogue for the behaviour of helium in FCC metals.
TABLE 8.1 - PROPERTIES OF MATERIALS USED IN EXPERIMENTS
Property A1 He Ne Ar Kr
At No 13 2 10 18 36
At wt g/mol 27.0 4.0 20.2 39.9 83.8
Melt point °C 660 -272 -249 -189 -157
Boil point °C -269 -246 -186 -152
Crystal structure FCC HCP(a) FCC FCC FCC
Surface tension 
J/m2
1.1
Rad of bub solid 
at RT/ nm
— 0.4 1.7 2.4
Lattice parameter 
in nm
0.404 0-357 0.453 0.547 0.58;
Shear modulus 
in GPa
25 0.805 1.16
Youngs modulus 
in GPa
67.7
Bulk modulus 
in GPa
76.9 0.617 1.62 1.13
Atomic density 
atoms/cm^
6.023E22
Atomic vol 
3cm
1.66E-23
•
(a) This gas can also soidify as FCC or BCC depending on the 
temperature and pressure.
8.3 SPECIMEN PREPARATION
The starting material was 3mm x 0.5mm discs punched from rolled sheet. 
To remove the effects of cold working the discs were annealed for 1hr 
at 450°C in a standard tube furnace with a vacuum of <10“  ^ torr. 
This produced a grain size of about 1mm so that thin areas of polished 
discs were effectively single crystal.
The annealed discs were polished to perforation in a *Struers* 
commercial jet electropolishing machine. The polishing conditions used 
were
Polishing solution - 5% perchloric acid in methanol
20V 
— 30°C 
100mA 
low
These conditions consistently gave small central holes in the discs 
with extensive thin areas from about 30 nm thick at the hole edge.
8.4 ION IMPLANTATION
Voltage - 
Temperature - 
Current - 
Flow rate -
All ion implantations were carried out on pre-thinned aluminium discs. 
The accelerator facility was provided by A.E.R.E.-Harwell, and was 
originally designed for direct observation of radiation damage during 
ion implantation by Whitmell et al [187]. This was achieved by linking 
an ion accelerator to an electron microscope as shown in figure 8.1.
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Figure 8.1 The heavy ion accelerator electron microscope link, 
from [187].
It consisted of an ion source 20-150kV and a mass analysing magnet 
which centred the ion beam down the flight line, where it was focussed 
by two quadrupole lenses and turned round 45° by electrostatic bender 
plates to strike the specimen in the microscope. The microscope was a 
JEM 200A capable of operating at up to 200kV, with a double tilt stage 
and a heating stage allowing ion implantation at temperatures up to 
800°C.
Whilst it was originally envisaged that some use would be made of the 
facility for dynamic observation of radiation damage, the resolution of 
the microscope was poor; partly due to age and partly due to the 
incorporation of the flight line in the side of the microscope column; 
thus all quantitative observations of implanted samples were carried 
out on other microscopes.
This facility was therefore used solely as an ion accelerator, but with 
the advantages of a clean specimen environment in the microscope
column, rapid specimen loading and unloading and the novel ability to 
observe the specimen qualitatively during implantation.
Some work was required to align the facility and to enable measurement 
of the implanted dose. Two apertures were carefully aligned about 30cm 
apart in the flight line just before the microscope column and targeted 
onto the specimen position. Targeting was checked using a 100kV argon 
beam onto an oxidized copper disc at the specimen position. 
Measurement of dose was then achieved by swinging a Faraday cup into 
the beam between the final aperture and the target and measuring the 
current collected. The beam diameter was assumed to be the same as 
that of the final aperture. There was no secondary electron 
suppression between the final aperture and the Faraday cup so that some 
underestimation of the true dose might be expected. However, 
reproducible results have been achieved throughout the implantation 
program*..
8.5 RANGE OF IMPLANTED IONS
To obtain the peak in the implanted ion concentration within the thin 
region of the foil a suitable ion energy had to be selected. A 
computer routine called EDEP has been developed at Harwell by Mathews 
[188], for calculating the range, concentration profile and 
displacement damage profile. Using this routine it was possible to 
select the energy required for the different ion sources, as shown for 
argon in figure 8.2.
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Figure 8.2 The range and Std deviation for argon ions into 
aluminium vs energy.
Figure 8.3 The DPA and concentration profile for 80 kV argon ion 
implantation in aluminium.
On the accelerator microscope link the ion beam strikes the specimen at 
45° and so ranges had to be corrected for this by
True range = range x sin 45°
The energy selected for the argon implantations was 80kV, the 
concentration and displacement damage profiles for this energy are 
shown in figure 8.3.
The dose used was arrived at empirically from early experiments. It
16 2was found that implanted concentrations of 1-2x10 ions per cm 
gave a distribution of visible well separated bubbles after annealing 
between 400 and 600°C.
8.6 ANNEALING OF SPECIMENS
Because the implanted specimens were in the pre-thinned condition, care 
was required to prevent excessive oxidation of the thin areas during 
annealing. An ultra high vacuum furnace at Surrey was used with a
Q
nominal vacuum of <5x10 torr. The control unit maintained the 
temperature to within + 10°C of the indicated temperature. A 
calibrated Pt, Pt-Rh thermocouple was used for monitoring specimen 
temperature.
A series of argon implanted foils were annealed at six different 
temperatures to obtain a distribution of discrete, visible bubbles, at 
thermal equilibrium. The temperatures selected were, in °C, 350,
400, 450, 500, 550, 575 and 600. The variation in thermal vacancy
concentration and mobility for aluminium is shown in figure 8.4.
From figure 8.4 it can be seen that the concentration and mobility of 
thermal vacancies becomes appreciable above room temperature so that, 
provided sufficient vacancy sources exist and they are able to sink at 
the bubble surfaces, the bubbles should reach thermal equilibrium at 
all annealing temperatures.
The time chosen for annealing at all temperatures was 10hrs. This was 
considered sufficient time to allow equilibration although clearly less 
time would be required at higher temperatures. It also removes the 
need for an additional experimental variable, time, which will be 
useful when examining the bubble growth at different temperatures.
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Figure 8.4 The variation in the interstitial and vacancy jump rate 
with temperature in aluminium.
8.7 THE THERMODYNAMICS OF ARGON
8.7.1 INTRODUCTION
It is essential for both the x-ray analysis work on argon and the 
diffraction studies, that the relationship between gas density, 
pressure and temperature (PVT) for argon are well known. It is also 
necessary to be able to predict accurately sections of the argon 
gas-liquid-solid phase diagram for interpretation of diffraction 
results. Fortunately a large amount of work has been carried out on 
these aspects of the physics of argon, because, as a noble gas it 
represents a model system for study.
8.7.2 THE EQUATION OF STATE
The starting point here is the ideal gas equation given by 
P V = n K T
Where P is pressure, V is volume, K is Boltzmans constant, T is 
temperature and n is the number of atoms. This equation was derived 
with several important assumptions about the gases being
non-interacting and hence its validity breaks down for very high gas 
densities.
In the case under consideration, of gas bubbles in metal lattices, very 
high gas densities are required to maintain equilibrium with the metal 
surface tension, especially for small bubbles. It has been estimated 
by Trinkaus [101] that the ideal gas law can be applied with reasonable 
accuracy to helium bubbles with radii greater than ~100 nm in the 
thermal equilibrium case. This corresponds to pressures of >.02 Gpa. 
The bubble populations studied in this work cover the size range 2 to 
20nm and so the ideal gas law will not be adequate for describing the 
PVT behaviour. For comparison with other equations of state the ideal 
gas law is shown over the pressure range of interest in figure 8.5.
A more accurate equation of state for high gas densities has been 
derived by Van der Waals*-
P(V - nb) = nKT
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Figure 8.5 Argon pressures predicted by three different equations 
of state for high gas densities.
It has been shown by Ronchi [189] that for argon bubbles this can only 
be applied with reasonable accuracy to bubbles of radius > 70nm. 
Therefore this equation is also inadequate for describing PVT behaviour 
for the bubble size range in this case of 2 to 20 nm.
The problem of finding an equation for describing the PVT behaviour of 
very high density argon was undertaken by Ronchi [189]- He has 
developed an equation which is able to take account of the available 
experimental data at very high gas densities and extrapolate with 
confidence up to densities near to close packing, in the temperature 
range 300 to 2300 K. The data for argon has been presented in tabular
form and a section at 300 K is shown for comparison with the ideal gas 
equation and Van der Waal's equation in figure 8.5.
To use the Ronchi data it was necessary to interpolate between his 
tabulated values to the exact temperatures and gas densities of 
interest. This had to be carried out in two stages; first accurate 
interpolation of pressure and temperature (PT) data was required for a 
series of fixed volumes, to obtain a pressure volume (PV) section at 
the correct temperature; then interpolation of the pressure volume 
(PV) section was required to obtain the gas density for a given 
pressure. For interpolation of PT data a polynomial with 2 degrees of 
freedom was adequate.
P = A1 + A2X + A3X2
Where A1, A2 and A3 are constants. This was carried out at ten fixed 
gas densities from 79.2 to 19.8 cm^/mol, examples of the fit are 
shown in figure 8.6.
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Figure 8.6 Plot of pressure temperature data from Ronchi [189] 
and polynormal fit used for interpolation.
For interpolation of PV data a section was generated at the required 
temperature as shown above, over the density range 79.2 to 19.8 
cm^/mol. The ten PV points generated for the section were then 
fitted using a polynomial with 8 degrees of freedom, examples of the 
fit are shown in figure 8.7.
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Figure 8.7 Plot of pressure density data front Ronchi [189] and. 
polynomial fit used for interpolation.
Using these interpolations it was then possible, for the x-ray work, to 
calculate the number of atoms in each measured bubble assuming thermal 
equilibrium at the annealing temperature by the following procedure
1) Measure all bubble radii in analysed volume.
2) Calculate the pressure from P = 2^/r for each bubble.
3) Use section at annealing temperature T to interpolate gas 
density from the pressure of each bubble.
4) Multiply the bubble volume by the density to obtain the number 
of atoms in each bubble.
Low temperature equation of state
To manipulate PVT data obtained from low temperature diffraction 
studies, using the cryogenic stage, an equation of state was needed for 
the temperatures below 300 K; Ronchi data [189] only extends down to 
300 K. A suitable EOS is that given by Bender [190], he has fitted 
experimental PVT data in the temperature range 90 to 1000 K and up to 
0.05 GPa with a 20 coefficient polynomial type equation. A small 
computer program was written for evaluating gas density from pressure 
and temperature using this rather complex equation.
8.7.3 THE ARGON EQUILIBRIUM PHASE DIAGRAM
By examining a PT section of the argon phase diagram at fixed volume, 
the domains over which argon will be gas, liquid or solid can be 
discerned. A schematic phase diagram is shown in figure 8.8 from 
Smith [191].
Figure 8.8 Schematic phase diagram for 
argon, from [191].
0
TEMPERATURE
From this figure it is apparent that if the pressure is increased there 
will be a corresponding increase in the freezing point. This phenomenon 
has proved useful for studying argon gas densities in bubbles because, 
for small bubbles, the equilibrium pressures are sufficiently high to 
cause an elevation of the freezing point up to and above room 
temperature. A bubble of radius 1.7 nm at equilibrium with the metal 
surface tension will have an internal pressure of 1.2 GPa, which will 
elevate the freezing point to room temperature. It is possible to heat 
or cool specimens in the microscope stage, so that the freezing point 
of the gas could in principle be monitored between 84 and 1000 K. The 
elevation in the freezing point of gases under the effects of pressure 
has been extensively studied and many attempts have been made to 
represent the data by an empirical equation. The most successful 
formulation has been that of Simon and Glatzel [192].
P = A( (T/T )c -1 ) + P
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Where P and T are the melting pressure and temperature, PQ and TQ 
are the corresponding values at the triple point and A and c are
SCUD
UJ
cr
z>m<j)
UJ
tr
CL
CRITICAL 
-  POINT
TP
fitting parameters specific to the substance being studied. An
extensive review of the fit parameters for all substances where 
experimental data is available, has been provided by Babb [193]. He 
gives parameters for argon using experimental data up to 0.15GPa of :-
A = 2114 c = 1.593 T = 83.812 °C
In a more recent experimental study of Ar by Hardy et al [194], it has 
been shown that a better fit to the experimental data is obtained using 
a modified Simon equation of the form:-
P = A (T + D)c + B
Where P and T are the melting pressure and temperature and A, B, D and
c are fitting parameters given as :-
A = 4.9931 B = -1.43057 c = 1.43057 D = -30.1793
For the pressure and temperature range of interest the more recent work
is most relevant (though the difference between the two is minimal). 
The melting curve is plotted from the modified Simon equation in 
figure 8.9.
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Figure 8.9 Plot of the modified Simon equation for argon, showing 
the elevation in freezing point with pressure.
8.8 TRANSMISSION ELECTRON-MICROSCOPY
8.8.1 INTRODUCTION
Almost all microscopy was carried out on the Philips EM400T at Surrey 
operating at 120 kV. A variety of special techniques were used eg 
convergent beam diffraction and low temperature diffraction, to obtain 
additional information from the samples. The applications of these 
techniques will be described in some detail and, where appropriate, the 
application of conventional TEM will be described.
8.8.2 IMAGING BUBBLES IN THE TEM
Theoretical work by VanLanduyt et al [195] and Ruhle et al [196], has 
shown that the contrast due to focused1 bubbles in a thin foil will be 
dependent upon several parameters eg diffraction conditions, foil 
thickness, bubble size and position of bubbles within the foil. Ruhle 
et al [196] showed that the contrast from an underfocused bubble image 
is brighter than the background and will be surrounded by alternating 
bright and dark Frenel fringes, the intensity being rapidly damped 
after the first fringe. He then shows that for spherical bubbles the 
true diameter can be obtained by measuring to the inside of the first 
dark fringe.
Where measurements of bubble diameters were required for this work the 
best images were obtained using kinematical conditions. Diameters were 
then measured from prints of the under-focused images, using the 
criterion outlined above.
8.8.3 DIFFRACTION STUDIES *
8.8.3.1 CRYOGENIC STAGE
To study the elevation in the freezing point of argon, due to the 
pressure in small bubbles, a liquid nitrogen cooled cryogenic stage was 
used on the Philips EM400T. Two types of stage were used; the more 
stable of the two became available some months after this work had 
started. Both types will therefore be briefly described.
Type 1 In this type the liquid nitrogen was held in a small 
pressure vessel with a controllable escape valve, and the pressure 
generated by the boiling liquid nitrogen was used to force a flow
through a narrow tube to close to the specimen position and out through 
an exhaust. This type suffered from icing and stable temperature 
control above the minimum temperature was difficult. There were also 
problems with specimen drift.
Type 2 In this type the liquid nitrogen was held in an insulated 
reservoir and dry nitrogen gas from a pressurized bottle was passed 
through coils immersed in the reservoir. The flow to close to the
specimen position was then easily controlled by a gas flow needle 
valve. This stage was not susceptible to icing and temperature control 
over the whole range was relatively easy. There was also less specimen 
drift.
8.8:3.2 DIFFRACTION LINE TRACES
When argon within bubbles solidifies it can under certain circumstances 
do so epitaxially with the aluminium matrix. Since the aluminium is
effectively single crystal, tilting to strong diffracting conditions 
gives rise to a set of solid argon diffracted spots inside the
aluminium diffracted spots. Because a sharp spot pattern is generated 
by the epitaxial solid argon it is relatively easy to monitor the 
freezing point by the appearance of the argon diffracted spots and the 
argon lattice parameter from the spot spacing.
To obtain accurate lattice parameters from the spot spacing normally 
requires densitometer traces to be carried out on negatives away from
the microscope. However a program has been developed at Surrey by Budd 
and Goodhew [197], which enables line traces across diffraction 
patterns to be collected and examined on line. This is achieved using 
a hybrid diffraction unit to scan the diffraction pattern across a 
solid state detector and onto a STEM screen. A  line intensity profile 
can then be taken through the diffracted spots and their intensity and 
position stored in a multichannel analyser. An example of a line trace 
and the corresponding diffraction pattern image are shown in figure 
8 . 10 .
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Figure 8.10 Diffraction patterns from aluminium containing solid
argon a) enlarged photograph from TEM, b) intensity line 
trace collected by on line computer.
8.8.4 THICKNESS DETERMINATIONS
To determine the number of atoms of each element present from the x-ray 
spectra, it was necessary to measure the analysed volume carefully. 
This was achieved by setting the probe diameter and measuring the foil 
thickness at the probe position. There are several methods for 
measuring foil thickness of variable complexity and accuracy. Some of 
the simpler techniques were tried before the convergent beam technique 
was adopted as the most accurate and reliable.
8.8.4.1 THICKNESS FRINGES
In flat wedge shaped crystals, thickness fringes are observed with a
periodicity that has its maximum at the exact Bragg condition and is
equal to the extinction distance E for the Bragg reflection g. In
g
bright field images this gave rise to a series of light fringes at
t/Eg, where t is the specimen thickness. Using this technique it is 
only possible to achieve accuracies of about + 20? because of
uncertainty in the value for E (E varies with s, the deviation
g g
from the exact Bragg position). The requirement of having a flat foil 
is also not always met in practice which makes the technique difficult 
to apply.
8.8.U.2 CONTAMINATION SPOT SEPARATION
When a very fine probe is focused onto a specimen, a cone of 
contamination is formed on the top and bottom surface of the specimen 
(unless the system is extremely clean and a liquid nitrogen cold finger 
is in use). These cones of contamination may be used to determine the
foil thickness at the probe position by tilting the specimen through a 
known angle and measuring the cone separation as shown schematically in 
figure 8.11.
From the cone separation the thickness is given by t = w/sin 0. This 
technique has several inherent inaccuracies; it will include the 
thickness of any contamination or oxide on the surface of the specimen, 
the contamination spots may themselves be sitting on foothills of 
contamination formed by the focused probe and locating the base of the 
tilted cone accurately can be difficult. A detailed assessment of the 
inaccuracies of the technique can be found in Rae et al [198].
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Figure 8.11 Schematic diagram of
contamination spots on a 
thin foil, showing how 
the thickness is obtained.
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This technique was used on some foils and compared with convergent beam 
and EELS work, the results are given in appendix A1.
8.8.4.3 CONVERGENT BEAM DIFFRACTION
This method of thickness determination was first outlined by Kelly et 
al [199]. In this paper he claimed an accuracy of ±2%, for 
determinations on copper. Because the technique is a complex one 
involving careful microscope alignment, measurements away from the 
microscope and computing to obtain final results, the accuracy that 
could be obtained in our own laboratory was checked. A calibration to 
a twin boundary in 316SS gave an accuracy of + 3%, which was considered 
adequate for this work. Thickness determinations on the Al/Ar 
specimens were carried out by taking measurements from negatives, away 
from the microscope and evaluating them with a small computer program. 
Recent work by Budd and Goodhew [197] on our microscope has enabled ’on 
line’ thickness determinations to be carried out using the convergent 
beam technique. A typical convergent beam pattern, showing the fringes 
used for thickness determination, is shown in figure 8.12. A detailed 
acount of the technique and results from the twin boundary calibration 
are given in appendix A1.
Figure 8.12 A typical convergent beam pattern showing the fringes 
which are used for thickness determination.
8 .8.4.4 ELECTRON ENERGY LOSS THICKNESS DETERMINATIONS
During analysis of aluminium/neon foils using the windowless x-ray 
detector some work was carried out with the new electron energy loss 
spectrometer (EELS) which had been fitted to the EM400T. As well as 
chemical analysis it is possible using EELS to measure foil thickness, 
and thus the opportunity was taken to compare results with those 
obtained by other techniques ie convergent beam and contamination spot 
spacing. Results are given in appendix A1.
8.8.5 THE ANALYSED VOLUME
It is important for the x-ray analysis work that the analysed volume is 
known very accurately, as this is the basis for determining the number 
of atoms of each element present.
There are two aspects of the analysed volume which need careful 
examination: the intensity of electrons across the probe, figure 8.13
and the beam spreading which occurs as the probe passes through the 
foil, figure 8-14-
Examining first the electron intensity across the probe, this will 
cause more x-rays to be generated from the centre of the probe than at 
the outside. However since the x-ray signal represents the ratio of 
aluminium/argon atoms, provided the concentrations are uniform across^ 
the analysed volume and the thickness is uniform, the ratio detected 
will represent the whole analysed volume, whether generated at the 
centre or outside of the probe. From TEM images of analysed areas it 
can be seen that the distribution of argon bubbles is uniform over the
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Figure 8.13 Electron intensity across the probe, from [207].
Figure 8.14 Spreading of the electron beam through the foil,
from [207].
analysed volume, figure 8.15, so that the distribution of electrons 
within the probe should not effect the ratio of Al/Ar atoms detected.
The effect of beam spreading through the foil, will be similar to that 
of the Gaussian probe shape, except the x-rays will be generated from a 
region outside of the incident probe width. By the same arguments, 
this should not effect the ratio of Al/Ar in the x-ray signal.
One remaining difficulty will be to define exactly what the diameter of 
the analysed volume should be. This also turns out to be quite simple, 
since the ratio of Al/Ar can be assumed to be uniform over the analysed 
volume. If the diameter is defined as approximately that of the exit 
probe width, the ratio of atoms should be correct for this defined 
diameter. When this diameter has been fixed, only bubble images within 
the diameter are included in the analysis of the equilibrium number of 
argon atoms as shown in figure 8.15.
Figure 8.15 Typical distribution of argon bubbles in aluminium 
showing the analysed area.
This then allows an analysed diameter to be defined, and together with 
the measured thickness, the analysed volume is then fixed. The ratio 
of Al/Ar atoms from the x-ray signal multiplied by the total number of 
atoms in the fixed volume will then give the number of atoms of each 
element from x-ray analysis. Measurements of the sizes of all bubbles 
within the fixed volume gives, via the equation of state, the number of 
atoms of argon required for thermal equilibrium. Observation of any 
deviation from equilibrium behaviour is then possible.
8.9 ANALYTICAL ELECTRON MICROSCOPY
8.9.1 INTRODUCTION
All x-ray analysis was carried out on the Philips EM400T microscope in 
the Microstructural Studies Unit at Surrey, using an energy dispersive 
(EDS) x-ray detector.
The major object of the x-ray analysis was to determine the number of
argon atoms present in well defined volumes of aluminium/argon samples. 
However some work was also carried out using a windowless detector to 
analyse neon and oxygen, and associated with this work some analysis 
was carried out using an electron energy loss spectrometer (EELS).
To extract compositional information from x-ray spectra requires the 
use of processing procedures with varying degrees of sophistication, 
depending on the accuracies required. To detect the presence of an 
element it is only necessary to watch for a peak appearing at the 
characteristic energy level in the spectrum. A aualitative assessment 
of the amount present can be gauged from the relative peak heights of 
the elements detected. However if quantitative analysis is required, 
of the highest possible accuracy, then a rigid and involved procedure 
must be followed, starting before the spectrum is collected!
This section will outline various sources of error and anomalous peaks 
in x-ray spectra before giving a detailed account of the procedure used 
to quantify spectra.
8.9.2 THE EDS DETECTOR
When this work was first started a standard* EDS detector was fitted 
to the microscope, but this was replaced after a few months by a new 
’windowless1 type detector, which was then used for all subsequent 
experiments (the majority). The ’windowless’ detector is essentially 
the same as a standard detector but has been named ’windowless’ because 
it can be operated with the window removed. This is achieved 
mechanically by swinging the beryllium window away from the front of 
the solid state crystal, as shown in figure 8.16. However there is a
disadvantage associated with the ability to remove the window because, 
to allow sufficient space for movement, the device is further away from 
the specimen. This gives a smaller solid angle for x-ray collection 
and necessitates longer counting times. This is especially a problem 
when using small probe sizes.
With the window in place elements above atomic number 11 (sodium) can 
be detected, and with the window removed elements above atomic number 5 
(boron) can be detected. The increased sensitivity arises because low 
energy x-rays are absorbed in the beryllium window. There are other 
sources of absorption inherent in the detector which cannot be removed 
eg the gold contact layer and the silicon dead layer, as shown in 
figure 8.16.
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Figure 8.16 Schematic diagram of an X-ray energy dispersive 
spectrometer, from [207].
The majority of this work was carried out on Al/Ar specimens with the 
beryllium window in place, but some analysis for neon and oxygen has 
been carried out by using the detector in windowless mode.
8.Q.3 COUNTING STATISTICS
The generation of x-rays from a sample is a random process, this means 
that the area of each characteristic peak will be subject to 
statistical uncertainty. When quantifying spectra this is a source of 
error which exists in the raw spectra before processing starts and so 
must be considered carefully before collecting spectra, in order to 
minimise errors arising from it. The number of counts collected in any 
channel or peak over a fixed time period will vary about a mean value N 
(where N is the number of counts). Statistical theory, outlined in 
some detail by Statham in [200], tells us that the distribution about N 
should approximate a Gaussian function, with a standard deviation CT 
given by f T .  For a single measurement there is a 99.73% chance that 
the measured value will be within + 3CT of the mean N, so that the 
uncertainty in any single measured value can be expressed as a 
percentage by :-
% Error = + 3</n x  100
N
This shows us that the larger the peak area the smaller the statistical 
error associated with it. To minimise errors in the Al/Ar spectra, 
wherever practical the following minimum peak areas have been 
obtained:-
250,000 counts in A1 peak - error= + 3 \/250.000 x100 = + 0.655
250,000
10,000 counts in Ar peak - error= ±  3 Vi0.000 x100 = ±  3.0$
10,000
8.Q.4 ALUMINIUM SUM PEAK
At high count rates it is possible for two aluminium Kc< x-rays to 
strike the solid state detector at exactly the same time (or faster 
than the pulse processor is able to discriminate). The detector 
interprets this as one x-ray of twice the energy of the A1 Ko< and so a 
secondary peak or ’sum peak’ may appear. Unfortunately this peak is at 
almost the same energy as the Ar Kc< peak.
A1 Kx 1.486 keV
A1 sum peak 2.962 keV
Ar Kc*. 2.955 keV
An investigation was carried out using an unirradiated high purity 
aluminium foil to determine the variation of A1 sum peak area with
count rate. It was found that for count rates above 2500 cps the sum
peak size increased substantially. Count rates were therefore limited 
to around 1300 cps when collecting Al/Ar spectra for processing. At
this level counting for typical times of 400 secs gives a sum peak area
of about 200 counts, if the argon K peak area is 10,000 counts this 
represents an error of +. 2$, which is less than the statistical error 
in the peak size. Therefore at low count rates the effect of the sum 
peak has been ignored.
8.Q.5 QUANTIFYING X-RAY SPECTRA
8.Q.5.1 RAW DATA
To relate the characteristic x-ray intensities to the concentration of 
each element in the analysed volume accurately, involves several stages 
of computation. The first step is to extract from the spectra the net 
area of each characteristic peak of interest. This is not as simple as 
it might seem, as peak overlap is a common occurrence making both peak 
and background area measurement difficult.
Several methods have been developed for dealing with problems of 
overlapping peaks and these are generally available as part of a 
software package supplied by the manufacturers of the particular 
detector-pulse processor combination on the microscope. The system in 
use at Surrey is supplied by LINK Systems and spectra are quantified 
using their software package RTS-2.
To extract accurately the net area of characteristic peaks in the 
spectrum this package uses a ’peak stripping’ routine. The peaks in 
the spectrum are filtered least squares fitted (FLS), to stored 
standard peak profiles. Peak profiles are prepared from ’standard’ 
pure element spectra of either single elements, or more if the 
characteristic peaks are well separated.
This approach offers the advantage that no assumptions are made 
concerning either the shapes of the peaks or the background. The 
standard peaks are stored in a file and should only need collecting 
once.
When stripping peaks in this way to obtain net peak areas it is 
important that the spectra are calibrated, so that the peak centroid 
positions and widths match exactly those of the stored profiles. This 
is achieved by collecting a calibration spectra from copper, before 
each analysis session. The RTS-2 program then adjusts all subsequent 
spectra using the calibration spectrum. The ’zero strobe peak’ 
position is used to set precisely the spectrum zero and the centroid of 
the Cu Kc* peak is used to set the spectral gain. The width of the
zero strobe peak (full width half maximum) is used to correct spectra
for changes in the system resolution.
This system, if used correctly can therefore yield very accurate
measurements of net peak areas. Unfortunately for most elements the 
ratio of the net peak areas is not equal to the ratio of the
concentrations of the elements in the analysed volume. It is necessary 
then to make a number of corrections before the true concentration 
ratios are obtained.
8.9.5.2 THE STANDARDLESS RATIO TECHNIQUE
To relate the net peak intensities of x-ray spectra to the 
concentrations of the elements in the analysed volume standards can be 
used. If a sample containing the elements of interest of known 
composition is analysed, the ratios of the x-ray intensities to the 
concentration can then be used to correct the x-ray intensities of 
spectra containing these elements, but of unknown concentration.
This method requires that samples of known composition (and known 
thickness) containing all the element combinations of interest be
available at the microscope. It is not possible or desirable in 
practice to produce and store such a range of well characterised 
samples.
An alternative to this approach was first developed by Cliff and 
Lorimer [201]. They have shown that for thin foil microanalysis, if 
correction factors or 'K-factors' are obtained once, for all elements 
of interest, and ratioed to the same element, by convention silicon or 
iron, then repeated analysis of unknowns is posssible without recourse 
to standards from:-
= K 
CB IB
Where and Cg are the concentrations of the elements and 1^ and 
Ig are the x-ray intensities or net peak areas and K is the 
'K-factor’, or correction factor.
From this it follows that for multi-element samples where the sum of 
all concentrations adds up to 1 or they are normalised to 1, the true 
concentrations can be obtained from the raw peak intensities by :-
X k X KA/Fe + XB X KB/Fe etc = 1
Thus provided the regions analysed meet the ’thin foil criterion' all 
that remains is to establish accurate K-factors to quantify the 
spectra. The thin foil criterion assumes that no absorption or 
fluorescence has taken place in the sample during analysis and will be 
discussed in some detail after the section on K-factor determinations.
8.9.5.3 K-FACTOR DETERMINATION
To relate peak intensities to concentrations without using standards, 
accurate K-factors must be determined for each element. It is possible 
to calculate K-factors from first principles using an equation given by 
Wood et al [202] as :-
KAB = (Q w  a/A )g x eB
(Q w a/A)A e a
Where Q is the ionisation cross section, w is the fluorescent yield, a 
is the relative intensity factor, A is the atomic weight and x is the 
EDS detector efficiency. It has been shown by various authors eg Wood 
et al [202], Goldstein et al [203]» that these calculated values can 
deviate significantly from experimental values, especially for elements 
below Si in atomic wieght, as shown in figure 8.17.
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Figure 8.17 The deviation between experimental and calculated 
K-factors for light elements, from [203]..
It is not fully understood why these discrepancies exist, but in some 
cases it can be attributed to anomalous absorption from contamination 
on the sample or the detector window. The point has been made in 
several articles that anomalous absorption on the detector can cause a 
variation in K-factor with time on any particular microscope,
necessitating re-calibration of K-factors periodically. Windowless 
detectors are especially vulnerable to this effect, which may arise 
from ’icing1 of the crystal as suggested by Goodhew [204].
The elements being analysed for in this work are primarily aluminium 
and argon, but work has also been done with neon and oxygen. All of 
these elements are in the region of atomic weights susceptible to 
anomalous absorption which may vary with time. It was necessary 
therefore to determine K-factors experimentally and check them 
periodically.
To determine K-factors experimentally analysis is carried out on stable 
thin films of known composition. For this work well characterised 
mineral standards and a sputtered glass standard were used. All 
elements were ratioed to iron, and the K-factor determined from peak 
areas using :-
C = concentration 
I = x-ray peak area
The results of this work are given in appendix A2.
8.9.5.4 THE THXN FILM CRITERION
X-rays generated within the analysed volume can be attenuated or 
enhanced to differing extents depending on their energy and the sample 
thickness, by the processes of absorption and fluorescence. In thin 
foil microanalysis these effects are generally small, but they can 
become significant for light elements or thick foils. A widely used 
criterion, the ’thin film criterion’, says that if these effects are
KA/Fe = 2 L  X I k  
CB h
less than 5% they can be ignored. It is therefore necessary to 
determine the magnitude of these effects on analysed regions of the 
foil to see if they can be safely ignored.
ABSORPTION
The RTS-2 software package contains a routine for calculating 
absorption corrections, which requires knowledge of the sample density, 
thickness and composition. The latter is found by iteration, where 
successive estimates of the corrected concentration are used to 
calculate the absorption correction. Using a stored data file of mass 
absorption coefficients it calculates the correction factor, again 
ratioed to iron or silicon from:-
ACF = (u/p) 1-exo ffu/pl cosec a (pt)l 
(u/p) 1-exp [(u/p) cosec a (pt)]
Where (u/p) is the mass absorption coefficient, p is the specimen 
density, a is the take off angle and t is the foil thickness. This 
correction factor is then applied to the raw peak intensity by:-
I. x K. x 1 = True peak area
A A/F® ACF~^ A / F e
FLUORESCENCE
X-ray fluorescence only occurs when elements of similar atomic number 
are present in large concentrations ie Fe and Cr, but generally for a 
given film thickness are less than the effects of absorption. 
Calculations by Wood et al [202] have shown the magnitude of the effect 
for samples of similar composition and thickness to those analysed in 
this work to be minimal and so this effect can safely be ignored.
CHAPTER Q - EXPERIMENTAL RESULTS
9.1 INTRODUCTION
A series of experiments have been carried out on aluminium following
implantation with energetic argon ions. The initial objective was to
study the formation and growth of argon bubbles by annealing the 
implanted aluminium samples to different temperatures. The inert gas 
argon was selected as the principle gas for this study, because its 
presence in small well defined regions of the aluminium samples can be 
quantitatively determined using x-ray analysis in the TEM. Studies 
were however also carried out following implantation with other inert 
gases ie He, Ne and Kr. The results from the x-ray analysis work are 
complemented by inert gas density measurements, principally on argon 
but also on krypton, which were made possible, following the recent 
discovery of solid inert gas bubbles in a variety of metals. The gas 
density could be found from the lattice parameter of the solid inert 
gas, which was determined using electron diffraction techniques.
In association with these studies it was found that oxygen could be 
’knocked in’ from the aluminium surface oxide during ion implantation
and that the knocked in oxygen may play a part in the various bubble
growth mechanisms. For this reason further experiments were carried 
out on some aspects of thf behaviour of_oxygen in aluminium.
9.2 QUANTITATIVE X-RAY ANALYSIS OF Al/Ar SAMPLES
9.2.1 INTRODUCTION
It is difficult experimentally to measure the gas density within single 
bubbles or small groups of inert gas bubbles. A technique which has 
not previously been reported in the literature is to use quantitative 
x-ray analysis, combined with accurate determination of the analysed 
volume. By using this technique the number of argon atoms in the 
analysed volume can be determined. By initially making the assumption 
that all the gas detected resides in visible bubbles it was possible, 
from measurements of the bubble dimensions and the use of an equation 
of state, to compare the amount of argon detected with that which 
should be present for an equilibrium bubble population.
9.2.2 PRELIMINARY WORK
To gain better insight into the problems associated with the 
quantitative x-ray analysis of argon in aluminium and to assess the 
accuracy which could be achieved, a series of preliminary experiments 
were carried out on sample A32. To obtain a visible population of well 
separated argon bubbles the sample was annealed on a hot stage in the 
JEQL 200CX microscope; for this sample, about 1.5 hrs at 600 °C gave 
a suitable bubble population. The analysis involved two distinct sets 
of measurements shown schematically below:-
To determine the number of Ar atoms in a fixed vol of Al
0-0-  - QO O j
1.Measure each bubble diameter 
and calculate the total No of 
atoms required to maintain 
equilibrium with the metal 
surface tension.
2.EDS analysis to measure directly 
the No of Ar atoms present in the 
analysed volume.
Compare the results to detect deviations from 
expected behaviour.
The analysis procedure used for the preliminary experiments was crude, 
but a spread of results within a factor of 2 of the expected values was 
obtained. This was encouraging as errors in the procedure could more 
than account for the observed spread of results. The improvements made 
in the initial procedure are shown below
IMPROVEMENTS MADE IN THE EXPERIMENTAL PROCEDURE 
preliminary procedure improved procedure
areas contained too few bubbles areas of uniform bubble distribution 
EOS - ideal gas law EOS - Ronchi (for high density gases)
too few counts in x-ray peaks >10000 counts achieved where possible
tabulated K-factors used experimental K-factors used
Al sum peak not accounted for low count rates used
A full account of all stages of the final experimental procedure used 
is given in chapter 8.
9.2.3 QUANTITATIVE ANALYSIS OF ANNEALED SAMPLES
Using the analytical procedures arrived at after the preliminary 
experiments, which have been outlined fully in chapter 8, a series of 
experiments were undertaken to investigate the effect of temperature on 
populations of argon bubbles in aluminium.
A series of Al/Ar foils were each annealed for 10hrs at temperatures 
between 400 and 600°C to give populations of visible bubbles. From 
equilibrium considerations outlined in chapter 8, all foils annealed 
above about 150°C would be expected to have reached equilibrium with 
the Al surface tension. It was possible therefore using x-ray 
analysis, to measure any deviations from the expected equilibrium 
behaviour. A table of the implantation and annealing conditions used 
for all foils is given below :-
TABLE 9.1 - TREATMENTS GIVEN TO SAMPLES
SAMPLE
No
ION
SOURCE
DOSE 
IONS/cm2 
x 10
DOSE RATE 
IONS/cm2s 
x 10 3
ANNEAL
°C
TEMP ANNEAL TIME 
hrs
A78 80KV Ar 2.0 2.9 400 10
A95 80KV Ar 1.5 7.5 450 10
A61 80KV Ar 2.0 1.5 500 10
A71 80KV Ar 2.0 1.5 550 10
A96 80KV Ar 1.0 7.5 575 10
A85 80KV Ar 2.0 3.0 600 10
*A32 80KV Ar 5.0 7.5 600 1-5 .
* A32, used in initial experiments was annealed for 1.5 hrs in the 
microscope hot stage. This was re-analysed using the new procedures 
outlined previously.
A typical spectrum from the x-ray analysis is shown in figure 9-1* 
Analysed areas from foils annealed at 400, 450, 500, 550, 575, and 
600°C are shown in figure 9.2 a, b, c, d, e and f.
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Figure 9.1 A typical spectrum from aluminium ion implanted with argon.
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Pictures of analysed areas from samples annealed 
a) 400, b) 450, c) 500, d)550, e) 575, f) 600°C.
The results from the x-ray analysis of all samples is shown in table 
9.2. Included in this table are the net peak areas for aluminium and 
argon, obtained using the RTS-2 least squares peak fitting routine 
outlined in chapter 8.9> the K-factors which were experimentally 
determined, taken from appendix A2, and the conversions from weight to 
atomic percentages.
TABLE Q.2 - QUANTITATIVE X-RAY ANALYSIS RESULTS
SPECTRA NET COUNTS 
ALUMINIUM
NET COUNTS 
ARGON KA1/Fe KAr/Fe
wt^ Ar at% Ai
A7801
A7802
A7803
274285
290367
249663
8500
9191
6031
1.65
1.65
1.65
0.63
0.63
0.63
1.17
1.19
0.91
0.79
0.81
0.62
A9501
A9502
A9503
288769
233373
214657
3441
2587
2410
1.17
1.17
1.17
0.70
0.70
0.70
0.71
0.66
0.67
0.48
0.45
0.45
A6101
A6102
A6103
A6104
A6105
211229
235678
206661
192899
224978
7925
7472
7145
8263
10257
1.65
1.65
1.65 
■1.65
1.65
0.63
0.63
0.63
0.63
0.63
1.41
1.20
1.30
1.61
1.71
0.96
0.82
0.88
1.10
1.16
A7101
A7102
A7103
207752
250345
235828
6065
6419
6430
1.65
1.65
1.65
0.63
0.63
0.63
1.10
0.97
1.03-
0.75
0.66
0.70
A96 01 
A9602 
A9603 
A96 04
2486 83 
239541 
197098 
210432
1846
1637
1120
1899
1.17 
■1.17
1.17
1.17
0.70
0.70
0.70
0.70
0.44
0.41
0.34
0.54
0.30
0.28
0.23
0.37
A8501
A8502
230826
220335
9638
9503
1.65
1.65
0.63
0.63
1.57
1.62
1.07
1.10
A3201 
A3 202 
A3 203
162070
612516
27786
6029
11299
1097
1.30
1.30
1.30
0.70
0.70
0.70
1.96
1.91
2.08
1.33
1.30
1.42
The results from the determinations of the analysed volume are shown in 
table 9 .3 . The thickness of the analysed volume was measured using 
convergent beam diffraction, as detailed in appendix A1. The volume
was fixed by selecting a radius similar to that of the exit probe
radius, as outlined in chapter 8.8. The total bubble volume was found 
by summing the individual bubble volumes for all bubbles in the 
analysed region. rThe total number of atoms in the analysed region was
found by multiplying the analysed volume minus the bubble volume, by
the atomic density of Al and adding the number of Ar atoms determined
from the equation of state assuming P=2i/r for each bubble.
TABLE Q .3 - THE NUMBER OF ATOMS IN THE ANALYSED VOLUME
(a) (b)
ANALYSED VOLUME TOTAL No
SPECTRA RADIUS
nm
THICKNESS
nm
VOLUME
nm^xlO
BUB VOL 
nnrx10
VOL OF Al 
nm-^xlO
OF ATOMS 
x 10®
A7801
A7802
A7803
60
62
62
60
78
88
0.679
0.942
1.063
0.772
0.974
0.707
0.671
0.932
1.056
0.406
0.563
0.637
A9501
A9502
A9503
140
140
140
56.5 
85
84.5
3.479
5.234
5.203
3.857
4.454
4.463
3.440
5.189
5.158
2.078
3.132
3.114
A6101
A6102
A6103
A6104
A6105
140
140
140
140
140
51
40
42
83
59
3.140 
2.463 
2.586 
5.111 
3.633
8.884
7.779
5.963
12.574
12.072
3.051
2.385
2.526
4.985
3.512
1.878
1.451
1.537
3.024
2.137
A7101
A7102
A7103
140
140
140
67
78
60
4.126
4.807
3.695
8.561
11.054
10.397
4.040 , 
4.692 ’ 
3.591
2.445
2.841
2.177
A9601
A9602
A9603
A9604
229
229
229
229
84
93
166
92
13.806
15.355
27.398
15.124
9.380
7.184
12.436
10.391
13.712
15.283
27.274
15.020
8.268
9.211
18.440
9.057
A8501
A8502
202
200
64
66
8.204
8.294
21.30
18.34
7.991 
8.111
4.843
4.920
A3 201 
A3 202 
A3 203
170
138
160
73
61
63
6.628
3.650
5.067
27.22
10.16
17.89
6.356
3.548
4.888
3.859
2.149
2.965
a) Obtained by summing the volumes of all bubbles in the analysed 
volume.
b) From (Vol of Al x atomic density of Al) + (No of Ar atoms from EOS)
By combining the information from tables 9.2 and 9.3 the number of 
argon atoms detected in the analysed volume can be derived. This is 
shown in table 9.4 together with the calculated equilibrium argon 
content, and the ratio of the two results, which will show any 
deviations from expected equilibrium behaviour.
TABLE Q.4 - EQUILIBRIUM vs DETECTED No OF ARGON ATOMS
SPECTRA kT% k r No ATOMS 
IN VOL 
x107
No OF Ar 
ATOMS EDS
No OF Ar 
ATOMS EOS
RATIO AVERAGI
RATI(
A7801 0.79 4.055 320345 163207 1.96
A7802 0.81 5.632 456192 201635 2.26 2.25
A7803 0.62 6.372 395126 156364 2.53
A9501 0.48 20.78 997570 739089 1.35
A9502 0.45 31.32 1409535 82 996 5 1.70 1.56
A9503 0.45 31.14 1401145 865453 1.62
A6101 0.96 18.78 1789440 1006286 1.78
A6102 0.82 14.51 1188180 1285437 0.92
A6103 0.88 15.37 1335840 1459097 0.92 1.31
A6104 1.10 30.24 3324200 1993316 1.67
A6105 1.16 21.37 2475440 1912247 1.29
A7101 0.75 24.45 1833750 1259535 1.46
A7102 0.66 28.41 1875060 1580294 1.19 1.22
A7103 0.70 21.77 1523900 1515989 1.01
A9601 0.30 82.68 2480400 1363425 1.80
A9602 0.28 92.11 2579080 1070013 2.40 2.12
A9603 0.23 16.44 3781200 1848673 2.05
A9604 0.37 90.57 3351090 1501096 2.23
A8501 1.07 48.43 5170240 2124139 2.43 2.33
A8502 1.10 49.20 5397700 2417440 2.23
A3 201 1.33 38.59 5132470 3247333 1.58
A3 202 1.30 21.49 2793700 1303237 2.14 1.86
A3 203 1.42 29.65 4210300 2253682 1.87
\ .
The results from table 9.4 are plotted in figure 9.3 to show the trends
with increasing temperature.
The first experiments were carried out using annealing temperatures of
Ratio oF 
EDX
EOS
2.6
2.2
0.6
400350 450 500 550 650
Temperature /°C
Figure 9.3 Plot showing the variation in the ratio of the amount of 
argon detected by X-ray analysis and that calculated from 
the visible bubble population at different annealing 
temperatures.
400, 500, 550 and 600°C. To confirm the trends observed from these
annealing temperatures, further experiments were carried out at 450 and 
575°C. These latter experiments fit well with ‘ the earlier 
observations and seem to confirm trends with temperature.
From the assumptions which were made, that all the argon resides in 
visible bubbles and that the bubbles will equilibrate with their 
surface tension when annealed above 150°C, the expected result is 
that the number of argon atoms detected will be the same as that 
calculated from the equation of state, giving a ratio of 1 at all
temperatures, which may indicate whether the correct value of ^  was
chosen in the equilibrium assumption P=2j/r. However the results
indicate that one or both of the assumptions may be invalid over the
temperature range studied. There is also an indication that two 
conflicting processes may be operative, one which is strongest at low 
temperatures and ceases to function close to 550°C and a second which 
becomes operative at about 550°C and increases with temperature. 
Possible mechanisms to explain the observed behaviour are discussed in 
chapter 10.
9.3 QUANTITATIVE ANALYSIS OF NEON IN ALUMINIUM
9.3.1 INTRODUCTION
Following the x-ray analysis work on argon implanted aluminium, an 
investigation was carried out to determine whether a similar analysis 
procedure could be used for neon implanted aluminium. If this could be 
carried out as a parallel study to the argon analysis it would provide 
a unique opportunity to examine bubble growth behaviour with different 
inert gases and help to clarify the extent to which heavy inert gases 
can be used as an analogue for the behaviour of helium.
To detect neon by x-ray analysis the detector was used in windowless 
mode (otherwise complete absorption of neon x-rays in the Be window 
occurred), in this mode oxygen x-rays were also detected. It was also 
possible to analyse for neon using the new electron energy loss 
spectrometer (EELS) which had been fitted to the EM400T. Analysis was 
carried out using EELS at the same time as the x-ray analysis, to 
compare the accuracies obtained by both techniques.
9.3.2 EXPERIMENTAL WORK
The samples used for this work were irradiated to a high dose of about 
17 25x10 1 ions/cm with 60kV neon ions. Analysis was carried out in 
the as irradiated condition for these preliminary experiments, to 
assess the accuracy with which neon could be detected.
X-ray and EELS spectra were collected at 10 different sites moving 
progressively to thicker regions of the foil from the edge of the 
polished hole. The thickness of the foil was determined at each site 
by several techniques, the results of which are given as a separate 
study in appendix A1. A typical x-ray spectrum is shown in figure 9.4 
and a selected region from an EELS spectrum in figure 9.5.
Ne
full scale : 1K
Figure 9.4 X-ray spectrum from aluminium implanted with neon.
To quantify the x-ray spectra K-factors were required for oxygen, neon 
and aluminium, for the detector in windowless mode. K-factors were 
determined for Al and 0 using a mineral standard (as outlined in 
appendix A2), and a value for neon was obtained by interpolating 
between these two experimental values. The results from this were :-
K Al/Fe = 0.61+5$
K Ne/Fe = + 10^
K 0/Fe = 1 - 3 0 + 1 0 $
Using these values the spectra were quantified and the results are 
given in table 9.5 below. The errors shown include the statistical 
error from the number of counts in the x-ray peaks.
full scale : 127
Ne K edge
Figure 9.5 A section of an EELS spectrum from aluminium implanted 
with neon.
Shortly after this analysis the detector was returned to the 
manufacturer for repair with suspected 'icing’ on the detector crystal. 
When it was returned the K-factor for oxygen was found to be about 4.7 
(the previous value had been 1.3)» indicating that the detector crystal 
had been 'iced' and oxygen was being fluoresced from the face of the 
crystal giving an anomolously low K-factor. The absolute values given 
in table 9.5 are therefore likely to be inaccurate, although the 
relative values should be self consistent.
TABLE 9.5 - X-RAY ANALYSIS OF NEON IN ALUMINIUM
POSITION At$ Ne At$ 0 FOIL
THICKNESS run
1 3.52 ±15$ 10.27 ±15$ 60
2 5.83 5.03 160
3 4.18 3.37 160
4 2.80 2.22 180
5 2.10 1.93 200
6 2.07 1.73 240
7 1.93 1.36 260
8 1.82 1.49 280
9 1.60 1.27 300
10 1.54 1.23 320
The EELS spectra were difficult to quantify because of the weakness of 
the characteristic edges obtained. This might be expected because of 
multiple scattering and plasmon losses for the large foil thicknesses 
used for these experiments.
9.3.3 SUMMARY
From this work it is clear that neon can be detected by x-ray analysis 
and reproducible results obtained. The trend observed in the x-ray 
results shown in table 9.5 agrees well with what might be expected; 
the peak at position 2 is consistent with the projected range of the 
neon (100nm) coming fully within the foil and the subsequent decrease 
in the neon content reflects the increased proportion of A1 at greater 
thicknesses. The results from the oxygen analysis are also reasonable,
where the progressive reduction in the oxygen signal is consistent with 
a uniform oxide film on the surface.
It is clear however that the absolute values obtained from the analysis 
are liable to large uncertainties because of the problems with 
obtaining accurate K-factors for light elements. This problem is 
exacerbated by contamination problems when operating the detector in 
windowless mode (it should be noted that this type of detector is very 
new and some teething problems might therefore be expected before they 
are fully able to meet the user requirements). It is felt therefore 
that a series of experiments in parallel with the argon/aluminium work 
should not be undertaken until the characteristics of the detector in 
windowless mode are better understood.
,9,4 . .ELECTRON DIFFRACTION PROM SOLID ARGON
9.4.1 INTRODUCTION
The recent discovery of solid inert gas 'bubbles' in ion implanted 
metals, outlined fully in chapter 8, has provided a very useful method 
for directly studying inert gas densities within bubbles. Because the 
inert gases studied solidify epitaxially with the aluminium matrix, the 
solid inert gas lattice parameter can be determined from the spot 
spacing in the electron diffraction pattern.
The elevation in the freezing point of inert gases with pressure, which 
is neatly described by the Simon equation [193], tells us that inert 
gas bubbles can be solid at temperatures from the triple point of the 
gas up to above room temperature - depending on the 'bubble' pressure.
By using a cryogenic stage it has been possible to observe the pressure 
within a variety of bubble populations, by monitoring their freezing 
point.
By using an equation of state the gas density vs temperature data 
obtained can be extrapolated to the temperatures of interest ie the 
temperature the sample was annealed at, and the gas pressure can be 
derived.
Q.4.2 THE FORMATION OF SOLID ARGON
A large number of samples were examined both at room temperature and in 
the cryogenic stage for evidence of the presence of solid argon in the 
electron diffraction pattern. In some cases the argon was found to 
solidify epitaxially with the aluminium matrix, which was effectively 
single crystal, and so gave a set of diffracted spots in line with 
those from aluminium, but at the characteristic spacing for solid FCC 
argon. In other cases a very faint ring was found corresponding to 
polycrystalline argon and in a number of cases no evidence for solid 
argon was found at any temperature. (The minimum temperature obtained 
in the cryogenic stage w a s  -200°C +10°C, the triple point for argon 
is -184°C). The results are summarised in table 9.6 below, which 
shows the sample labels (some of which had also been used for the x-ray 
work), the implanted argon dose, the annealing temperature, (if post 
implantation annealing had been carried out), and the results of the 
examination.
TABLE 9.6 - EXAMINATIONS FOR THE PRESENCE OF SOLID ARGON
SAMPLE
No
DOSE
ions/cm^
ANNEALING 
TEMP °C
TYPE OF DIFFRACTION OBSERVED 
EPITAXIAL RING PATTERN NOTHING
A86 2x 1016 RT *
A93 1x 1017 RT *
A97 1.5x 1016 350°C %
A77 1x 1016 400°C *
A78 2x 1016 400°C *
A95 1.5x 1016 450°C *
A61 2x 1016 500°C *
A72 1x 1016 500°C *
A70 1x 1016 550°C *
A71 2x 1016 550°C *
A85 2x 1016 600°C
A typical diffraction pattern showing the presence of epitaxial solid 
argon is shown in figure 9 .6 from sample A7 8. The very faint ring 
pattern from solid polycrystalline argon in sample A61 is shown in 
figure 9 .7 . 9 . 6  9.7
Figure 9.6 Electron diffraction pattern from aluminium containing 
epitaxial solid argon.
Figure 9.7 Electron diffraction pattern showing diffuse ring from 
polycrystaline argon.
It was at first perplexing that no evidence for the formation of solid 
argon could be found in many of the samples and some of these samples 
were re-examined many times in the microscope to verify the 
observation.
The samples which required cooling before evidence for solid argon was 
found, exhibited the expected reverse effect of the disappearance of 
the solid argon diffraction spots on heating. It was found that solid 
argon formed over a broad temperature range, reflecting the range of 
bubble sizes and hence gas pressures present within each sample. The 
effects of temperature on the argon lattice parameter are given in 
chapter 9.4 .4 .
Q.4.R DETERMINING GAS DENSITY FROM THE LATTICE PARAMETER
From diffraction patterns of samples where the argon solidified 
epitaxially it was possible to determine the argon lattice parameter 
and hence the argon packing density. The temperature at which the 
diffraction pattern was recorded was known so that, from a suitable 
equation of state eg Bender [190] or Ronchi [189], the pressure within 
the bubbles could be found. It was also possible, since bubbles are 
effectively sealed pressure vessels, to extrapolate P-V-T data up to 
the annealing temperature, at which the bubbles were assumed to have 
reached thermal equilibrium, and so determine indirectly the pressures 
which would exist at the annealing temperature. Thus the assumption of 
thermal equilibrium can be tested. For extrapolating over large 
temperature intervals corrections were made for the linear expansion of 
the aluminium matrix.
The resulting solid argon lattice parameters were determined by 
ratioing the argon and aluminium spot spacing to avoid errors from
uncertainty in the camera length
F r 0 m  d h!d = 1 2  and = J A
Ar rAl
,A r Ar A!
hkl " ^Ar or dhkl = dhkl x rAr
jAI
hkl rAl rAl
Where d^^ iSa the interplanar spacing for argon and aluminium, rA1
an^ rAr are ^he respective spot spacings measured directly from the 
diffraction pattern image and L and 'X are the camera length and
electron wavelength respectively, both of which were eliminated from
the final equation. From the interplanar spacing the lattice parameter 
can then be found from the well known expression
lattice parameter a = d^ ^  x + k^ +12
Where h, k and 1 are the Miller indices of the plane giving rise to the 
diffracted spot.
The interplanar spacing for aluminium will be temperature dependent so 
that for the accurate determination of the argon lattice parameter by 
ratioing to aluminium, the aluminium planar spacing must be corrected 
for temperature. The variation of the linear expansivity of aluminium 
with temperature is not constant, as shown in figure 9.8, so that it 
was necessary to integrate over the required temperature interval to 
obtain the change in length per unit length of aluminium for each 
temperature interval. The results of the argon lattice parameter 
measurements are shown in table 9.7.
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Figure 9.8 Plot of the linear expansivity of aluminium against 
temperature.
TABLE Q .7 - MEASUREMENTS OF THE LATTICE PARAMETER OF SOLID ARGON
ANNEAL
JEMP
SAMPLE
No
MEASUREMENT
TEMP
°C
(a)
A1 SPOT 
SPACING 
mm
Ar SPOT 
SPACING 
mm
dA1
run
dAr
nm
a ^
nm
RT A93 RT 11.2 9.3 .2338 .2816 .4877
350 A97 RT 11.3 9.1 .2338 .2903 .5030
400 A77 -187 70 52.2 .2329 .3123 .5409
400 A78 -200 11.2 8.43 .2329 .3096 .5363
450 A95 -200 11.17 8.25 .2329 .3153 .5462
a) Corrected for linear expansion of A1 from figure 9*8
The resulting lattice parameters can be converted to argon packing
densities in atoms per cm3 using the following equation :-
packing density D = 4 x 102  ^ atoms/cm^
a^
Where the number of atoms per unit cell is 4 and 10^ is the 
conversion factor from nm^ to cm^. The variation in lattice 
parameter/packing density, in different samples, reflects the different 
bubble size distributions in each, arising from the temperature at 
which each sample was annealed. Smaller bubble sizes would have higher
equilibrium pressures and thus have higher packing densities. It is
possible to extrapolate the packing densities up to the annealing 
temperature used for each sample, by using an equation of state and 
correcting for the linear expansion of Al. This has been done and is 
shown together with the packing density at the measurement temperature, 
in table 9.8.
TABLE 9.8 - GAS DENSITY EXTRAPOLATED TO THE ANNEALING TEMPERATURE
SAMPLE
No
MEASURE
TEMP
°C
(a)
LATTICE
PARAMETER
nm
PACKING 
DENSITY 
atoms/cm 
x10
(b)
ANNEAL
TEMP
°C
(c)
PACKING 
DENSITY 3 
atoms/cm 
x10
PRESSURE
GPa
A93 RT .4877 3.448 RT 3.448 1.55
A97 RT .5030 3.140 350 3.166 3.18
A77 -187 .5409 2.528 400 2.421 1.2
A78 -200 .5363 2.593 400 2.484 1.32
A95 -200 .5462 2.455 450 2.342 1.15
a) From expanding the argon lattice parameter by the coefficient of 
linear expansion for aluminium.
b) From equation of state Ronchi [189].
9.4.4 TEMPERATURE EFFECTS ON THE ARGON LATTICE PARAMETER
To investigate whether a single freezing point could be found for 
individual samples during heating and cooling in the cryogenic stage, 
diffraction patterns were collected over a wide temperature range. It 
was found that the intensity in the diffracted spots from the solid 
argon appeared and dis appeared over a broad temperature range and not 
at a single temperature. This was not completely surprising as, within 
each analysed area, there were a range of bubble sizes which would be 
expected to solidify over a corresponding range of temperatures.
In addition to monitoring the appearance and disappearance of the 
diffracted spots from solid argon with temperature, it is possible to 
measure the change in lattice parameter with temperature from the spot 
spacing. This gives results which are at first surprising, as the 
measured lattice parameter decreases as the temperature is increased. 
In order to improve the accuracy of measurement of spot spacings for 
this work and to obtain-additional information on the 1 shape1 of the 
diffracted solid argon spot an fon line1 computer was used to record 
and analyse the diffraction patterns, Budd and Goodhew [197]. Using a 
hybrid diffraction unit the diffraction pattern was imaged onto the 
STEM detector or the EELS detector. An intensity line trace could then 
be taken by intercepting the signal from the detector. The line trace 
was set to pass through the centre of the A1 (111) spots, the Ar (111) 
spots and the transmitted beam. The results of a series of line traces 
through the diffraction pattern from sample A78, taken at different 
temperatures are shown in figure 9.9.
Care was taken whilst collecting the line traces shown in figure 9.9>
THE SHIFT IN THE SOLID ARGON (111) SPOT SPACING DURING HEATING FROM 80K
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Figure 9.9 Diffraction line traces from aluminium containing argon 
at three different temperatures. These were collected 
and stored direct from the microscope.
to hold exactly the same area and analysing conditions at all 
temperatures, so that the relative diffracted intensites could be
compared as a ’real1 effect.
The results of lattice parameter vs temperature from this work using
recorded line traces and earlier work from measurements on plate
negatives are shown together in figure 9-10.
The three runs which were carried out over fairly large temperature 
intervals all showed the same trend, of smaller lattice parameter at 
higher temperature. This was attributed to larger bubbles melting at 
higher temperatures so that the strongest diffracted intensity
remaining was that from smaller bubbles, which would have higher 
pressures and hence higher gas densities. This is supported by 
evidence from the diffraction line traces shown in figure 9.9» where 
the shift in the peak position and corresponding loss in intensity is 
consistent with the melting of bubbles with larger lattice parameters 
ie larger bubbles.
Lattice
Parameter
Angstroms
5.44 X A78 Line trace 
0 A77 DiPP print 
a A78 DiPP print5.40
5.36 :
5.32
5.28
5.20
70 3080 100 110 120 130 140 150 160 170
Temperature / K
Figure 9.10 Plots of the variation in the solid argon lattice 
parameter with temperature.
The shift in the lattice parameter range for the three runs, all on 
samples annealed at the same temperature, is attributed to slightly 
different bubble size ranges in the three areas chosen for analysis.
DARK FIELD IMAGING OF SOLID ARGON 1 BUBBLES1
By centring a small objective aperture on any of the diffracted argon 
spots a ’dark field’ image can be formed where only those features 
contributing to the diffracted spot show up in the image. This 
provides the opportunity to ensure that the solid argon detected is 
coming from bubbles within the foil and additionally should allow the 
monitoring of individual bubbles to determine their precise melting or
freezing point. If this could be achieved it would make the direct 
determination of bubble pressures possible.
Unfortunately this technique proved to be very difficult and although 
several dark field images were obtained (eg figure 9.11)» confirming 
that the solid argon diffraction pattern was indeed coming from 
bubbles, more detailed analysis was not sucessfully achieved. There 
are several reasons why it was difficult to obtain good dark field 
images of the bubbles which were solid
o
a) The bubbles which became solid were very small (<30 A. 
radius).
b) The images formed from such small precipitates were weak, and 
did not seem to correspond well with the size of the BF bubble 
image, but appeared smaller in every case.
c) Because the solid argon was epitaxial with the Al, in all cases 
where diffraction occurred, moire fringe formation also occurred, 
re-diffracting some of the diffracted intensity back into the 
transmitted beam for each bubble.
d) The weak images required very long exposures and with the 
cryogenic stage, drift during exposure was unavoidable.
e) Although the structure factor for Ar(111) is 67% of that for 
Kr(111) work carried out with krypton in aluminium gives much 
higher diffracted intensities. This is not fully understood.
Figure 9.11 A bright field/dark field pair from aluminium 
containing solid argon.
9.4.6 ELECTRON DIFFRACTION FROM KRYPTON IN ALUMINIUM
To gain a better understanding of the behaviour of solid inert gases in 
aluminium some experiments were carried out with samples implanted with 
krypton. The freezing point of krypton is higher than that of argon so 
solid gas should be more easily observed at room temperature, see table 
8.1. The structure factor for electron scattering from krypton is 
higher than that for A1 by about 30%, giving a higher diffracted 
intensity, and making measurements from diffraction patterns simpler. 
A typical RT diffraction pattern from an as implanted krypton sample is 
shown in figure 9.12. Epitaxial (111) and (220) diffracted spots from 
solid krypton can be seen as well as extensive double diffraction. 
Measurements of the lattice parameter of krypton taken from diffraction 
patterns are shown in table 9 *9 *
Figure 9.12 Electron diffraction pattern from aluminium containing 
solid Krypton.
TABLE 9.9 - MEASUREMENTS FROM SOLID KRYPTON DIFFRACTION PATTERNS
SAMPLE SPOT A1 SPOT Kr SPOT dA1 dKr aKr AVERAGE
No INDEX SPACING SPACING nm nm nm nm
mm mm
A94 (111) 638 470 0.2338 0.314 0.5497
A94 (111) 638 474 0.2338 0.3147 0.5451
A94 (200) 756 562 0.2025 0.2724 0.5448
The lattice parameter of solid krypton is 0.583nm, from table 8.1, so 
an overpressure is indicated by this result. The lattice parameter 
corresponds to a packing density of 2.471 x 1022 atoms/cm-^ which 
from the high pressure equation of state tables for krypton given by 
Ronchi [189], indicates a pressure at 300 K of 1.5 GPa. This is
consistent with the Simon equation for krypton, shown in figure 9.13, 
which indicates a minimum pressure of 0.83 GPa for solid krypton to 
form at room temperature.
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Figure 9.13 Plot of Simon equation for Krypton showing the elevation 
in freezing point with pressure.
9.4.7 ELECTRON DIFFRACTION FROM HELIUM AND NEON
The possibility of solid helium or neon being formed in bubbles in 
aluminium has been examined. A guide to the pressure required to form 
solid inert gases over a range of temperatures can be obtained from the 
modified Simon equation. Data for the inert gases has been collected 
together in [205] and the results are given as a P-T plot, reproduced 
below in figure 9.14.
Extrapolating from this plot it can be seen that to form solid helium
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Figure 9.14 Plot of the modified Simon equation for a number of 
inert gases, from [205].
at room temperature requires a pressure of about 12 GPa. The pressure 
required for loop punching from bubbles in aluminium, at the TEM 
resolution limit of about 0.5nm, is 6 GPa (from chapter 10.2.3). 
Therefore it will not be possible to detect solid helium in aluminium 
at room temperature. Additional factors which would make it difficult 
to detect solid He in A1 at any temperature are; firstly the 
similarity in lattice parameter, which would mean that the diffracted 
spot separation from solid He epitaxial with A1 would be very small and 
secondly the electron scattering factor for He is about 10$ that of Ar, 
which would give a reduction in the diffracted intensity to 1% of that 
for argon. .
The pressure required to form solid neon in aluminium at RT is 4.8 GPa, 
the loop punching pressure for a 1nm radius bubble is 3.6 GPa, 
therefore only bubbles which are slightly above the resolution of the 
microscope could be solid at room temperature. The diffracted 
intensity of such small crystals will be diffuse, from arguments given 
in chapter 10.23, and the electron scattering factor is about 40$ of
that for Ar. The lattice parameter of neon is also similar to that for 
aluminium so that spot overlap will occur unless long camera lengths 
are used (which will reduce the intensity). It seems likely therefore 
that it will be very difficult to detect the presence of solid neon in 
aluminium.
/
9.5 MOIRE FRINGES FROM SOLID ARGON
When argon bubbles* solidify epitaxially with the aluminium matrix 
parallel moire fringes are formed, due to interference between the 
diffracted beams from the aluminium and the argon crystal lattices. 
The fringe spacing is governed by the difference in lattice parameter 
between the A1 and Ar and so measurement of the fringe spacing together 
with the aluminium lattice parameter allows the solid argon lattice 
parameter to be determined from the well known formula
D = d1 d2 or d«j = D d2
(d1 - d2) (D - d2)
Where D is the fringe spacing and d^  and d^ are the interplanar 
spacings of argon and aluminium.
By using 2-beam diffraction conditions and photographing at high 
magnification of X220000, it is possible to image the fringes and carry 
out measurements on enlarged prints from individual bubbles. By 
aligning the g-vector with the print it can be ensured that only 
parallel moire fringes are measured, as these lie normal to the 
g-vector.
A number of samples used for previous studies were examined at RT to 
see if moire fringes were formed from any bubbles within the samples. 
The results of the initial studies are shown in table 9.10 below.
✓
TABLE 9.10 - EXAMINATION OF SAMPLES FOR MOIRE FRINGES
/
SAMPLE ANNEALING MOIRE FRINGES SEEN HOW MANY 
No TEMP°C AT ROOM TEMP SEEN
A93 RT YES MANY
A97 350 YES MANY
A77 400 YES A FEW
A78 400 YES A FEW
A95 450 NO NONE *
* moire fringes were seen when this sample was cooled to -200°C
At room temperature only very small bubbles of ~1.7nm radius are 
expected to have sufficiently high internal pressure to be solid, 
although larger bubbles could be solid if they contain gas at greater 
than equilibrium pressure. The observation that fewer bubbles are 
found to form moire fringes from samples annealed at higher temperature 
might be expected, since samples annealed to higher temperatures will 
contain fewer small bubbles.
✓
From the high magnification images containing bubbles with moire
fringes, it was possible to measure both the bubble size and the moire
/
fringe spacing. From the moire fringe measurements and knowledge of 
the g-vector, the argon lattice parameter and hence packing density and 
pressure can be determined.
The images which these measurements were taken from are shown in figure 
9.15, and the measurements are listed in table 9.11.
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Figure 9.15 Bright field images showing moire fringe formation
between solid argon in bubbles and the aluminium matrix.
TABLE 9.11 - MEASUREMENTS FROM MOIRE FRINGES FORMED BETWEEN Ar AND A1
SAMPLE ANNEAL FRINGE LP OF Ar DENSITY
No TEMPo SPACING Argon atoms/cm^
°C nm nm x 10
A93 RT 1 .32 0.4 93 3.34
A97 350 1.15 0.509 3.03
A77 400 1.02 0.525 2 .7 6
A78 400 1.19 0.504 3.12
The measurements from samples A93 and A97 were reasonably straight
forward, but from the other samples where fewer bubbles gave rise to
moire fringes measurement was difficult and liable to error.
These results can be extrapolated up to the annealing temperature by 
assuming the bubbles to be sealed pressure vessels and expanding by the 
coefficient of linear expansion for aluminium. Thus the gas pressure 
at the annealing temperature can be obtained and compared with the
equilibrium pressure derived from the measured bubble size. This has 
been done and the results are shown in table 9.12.
TABLE 9.12 - MEASURED AND EQUILIBRIUM BUBBLE PRESSURES
SAMPLE
NUMBER
ANNEALING
TEMP
°C
MEASURED
PRESSURE
GPa
MEASURED
BUBBLE
SIZE/nm
EQUILIBRIUM
PRESSURE
GPa
A93 RT 2.7 1.4 1.6
A97 350 2.4 1.5 1.5
A77 400 1.9 1.7 1.3
A78 400 3.3 2.0 1.1
_9.6 OXYGEN IN ALUMINIUM
9.6.1 INTRODUCTION
Following implantation of argon ions into heated aluminium samples, it 
was observed that large numbers of bubbles contained thin membranes 
within them. Investigations were carried out to try to identify what 
the membranes were made of and how they came to be formed. These 
experiments consisted initially of studies on foils containing 
membranes, to assess their stability to temperature and electron 
irrradiation, their crystallographic orientation and number density. 
From these experiments it seemed likely that the membranes were an 
oxide of aluminium.
It was reasoned that oxygen will be knocked into foils from the surface 
during all ion implantations and that if it associates with bubbles it 
may have an effect on bubble nucleation and growth processes. For this 
reason it was felt to be important to gain a better understanding of
the behaviour of oxygen in aluminium.
9.6.2 STABLE MEMBRANE FORMATON WITHIN ARGON BUBBLES
Following the observation of stable membranes within argon bubbles a 
number of experiments were carried out to try to identify the nature 
and source of these features. This work was reported in full in the 
Journal of Nuclear Materials, a reprint of which is included after the 
appendices, therefore only a summary of the results will be given here, 
followed by the results of additional work carried out since this 
publication.
a) The membranes were found to be aligned to lie on aluminium (111) 
planes.
b) The membranes were stable to heating up to 575°C, the highest 
temperature used.
c) The combined effect of heating to 575°C and 120 kV electron 
irradiation removes the membranes.
d) Calculations of the cross section for knock-in of oxygen from the 
surface oxide by the argon ions during implantation showed that 
sufficient oxygen could be knocked in to account for the volume of 
’membrane’ observed.
Additional experiments have been carried out to clarify and further 
explore some of the findings in the previously published results. This 
work can be divided into two sections, annealing studies and
diffraction studies and the results will be reported under these 
headings.
9.6.3 ANNEALING STUDIES
If, as seems likely, oxygen is knocked in during all ion implantation 
experiments and associates with bubble surfaces then a process which 
disrupts the surface oxide eg electron irradiation plus heat, may cause 
a change in the bubble growth behaviour. It was decided therefore to 
investigate the combined effects of heating and electron irradiation on 
bubble growth in an ion implanted sample.
Sample A31 which had been irradiated with 20 kV helium to a dose of 
1x10^ ions/cm2 and had previously been annealed for 10 mins at 
600°C. This sample was heated in a microscope hot stage to 600°C 
and held at this temperature while one area was held under the electron 
beam at 100 kV. At regular intervals pictures were taken of the bubble 
population in the area under the electron beam and away from it.
The measured bubble growth was the same in both areas within the limits 
of measurement accuracy of ±0.4nm.
9.6.4 DIFFRACTION STUDIES
If the membranes in the argon bubbles were an oxide then evidence for 
this may exist in the diffraction pattern. Studies were undertaken to 
identify all features in the diffraction patterns additional to the 
diffracted spots from aluminium. By centring the objective aperture on 
features of interest in the diffraction pattern it was possible to form
an image of the parts of the specimen contributing to the diffracted 
intensity and so identify them.
OXIDE TYPES
Measurements from a large number of diffraction patterns gave a series 
of characteristic diffraction ring and spot spacings. From all of the 
diffraction evidence associated with oxides two specific types were 
identified, amorphous oxide and j'-alumina. A typical diffraction 
pattern showing diffuse rings from amorphous alumina is shown in 
figure 9 .16 and a diffraction pattern showing sharp rings from 
j'-alumina is shown in figure 9*. 17.
9.16 9.17
Figure 9.16 Diffraction pattern from aluminium showing the presence 
of amorphous aluminium oxide.
Figure 9.17 Diffraction pattern from aluminium showing the presence 
of crystalline j'-alumina.
TABLE Q.13 - OXIDE DIFFRACTION PATTERN SPACINGS
PLATE
No
A1 (111) 
SPACING
OXIDE RING 
SPACING
dAl ^oxide IDENTIF 
OXIDE T
mm mm nm nm
0202 11.0 25.2 0.2338 0.2015 *(400)
0202 11.0 37.0 0.2338 0.1391 *(044)
0202 11.0 45.5 0.2338 0.1131 *(444)
1173 21.5 37.0 0.2338 0.1359 * (o 44)
1173 21.5 26.5 0.2338 0.1897 *(400)
The measurements of ring spacings are shown in table 9.13, ratioed to 
the aluminium spot spacing to avoid the need to calibrate the camera 
length. This table also shows the corresponding oxide type.
In addition to diffraction rings from the oxide, very strong streaking 
was discovered running between the A1 diffracted spots. This was 
strongest under 2-beam or zone axis diffraction conditions containing 
(111) reflections. Examples of this effect on a zone axis, [110], and 
in a systematic row,ie (111), (222),etc. are shown in figure 9.18 and 
9.19.
Streaking in diffraction patterns is described in many standard texts 
on electron microscopy eg [206] [137], and can often be attributed to 
crystalline precipitates which are thin in the direction normal to the 
incident electron beam. From the length of the streak it should be
possible to deduce the thickness of the particle normal to the beam, 
using an expression given in [206] as
d© = A  
t
Figure 9.18 Diffraction pattern from aluminium with internal oxides 
showing multiple streaking.
Figure 9.19 Diffraction pattern from aluminium with internal oxides 
showing strong streaking when using g—(111).
Where d© is the angular distribution of the streak in radians, A is 
the wavelength of electrons (120kV=0.00335 nm), and t is the thickness 
of the particle. From figure 9.18 the streak is continuous between 
spots therefore the angular distribution of the streak can be found 
from the spot spacing r given by
tan© = © radians = r.
L
Where r is the spot spacing and L the camera length, therefore 
substituting for d©, the thickness of the particle will be
t = 2lL = .00371 x 800= 0.27 nm 
r 11
Since the streaking was strongest between (111) diffracted spots the 
features giving rise to this would be thin plates lying on (111) 
planes. To establish whether this was the case dark field images were 
recorded from the streaks.
DARK FIELD IMAGING OF OXIDE
By positioning the objective aperture on the streak so that only those 
features giving rise to the streak could contribute to the image and 
photographing the image, the features giving rise to the streaks could 
be recorded. This was done of regions containing large and small 
bubbles and the results are shown in figure 9.20 (a) together with the 
corresponding bright field image in figure 9.20 (b).
Figure 9.20 A bright field/dark field pair showing that oxide on 
the bubble facets gives rise to the streaking in 
diffraction patterns.
CHAPTER 10 - DISCUSSION OF BUBBLE GROWTH IN ALUMINIUM
10.1 INTRODUCTION
A number of experiments have been carried out on aluminium implanted 
with argon ions. These have involved the examination of samples both 
in the as implanted condition and after annealing for 10 hrs at a 
series of temperatures up to 600 °C. These experiments have been 
carried out as an analogue for the behaviour of helium in aluminium, 
using argon because its presence can be quantitatively measured using 
EDS and the pressures which exist in small bubbles will cause 
sufficient elevation in the freezing point of argon for it to be solid 
at room temperature. The formation of solid gas then allows direct 
measurement of the gas density by electron diffraction.
The results from these experiments are discusssed with a view to 
understanding better the clustering of inert gases to form bubbles and 
the behaviour of a population of inert gas filled bubbles once they are 
formed.
10.2 BUBBLE GROWTH DURING IMPLANTATION
10.2.1 DEFECT CREATION DURING IMPLANTATION
During room temperature implantation with energetic argon ions 
aluminium atoms will be displaced causing the formation of Frenkel 
pairs, some of which will survive as vacancies and interstitials. 
Argon is generally assumed to reside substitutionally, so may become
trapped in many of the vacant sites created during implantation. As 
discussed in chapter 2, there is evidence from VanVeen et al [01^], 
that argon may diffuse rapidly interstitially until it is trapped at a 
vacancy, rather than as is often thought, be immobile interstitially
and spontaneously create a self interstitial to reside in a
substitutional site. Either of these mechanisms will lead to all of 
the implanted gas residing substitutionally in vacancy sites and most 
likely in those sites created during implantation. There are of course 
the additional possibilities of more than one argon atom being 
associated with a vacancy and clusters developing containing a number
of vacancies with a number of gas atoms, as discussed in chapter 3 «
The migration energies of radiation produced vacancies and 
interstitials in aluminium are given in a review article by Balluffi 
[Of#] as:-
Ej” = 0.115 ev Ev“ = 0.59 eV
The jump rate for these defects will vary with temperature as:-
J = Jo exp (—Em/KT)
The variation of jump rate with temperature is shown plotted in figure
8.4. From this it can be seen that both interstitials and vacancies
will be mobile at room temperature, the temperature of implantation. 
The interstitials will very rapidly either recombine with vacancies or 
become trapped at extended defects or grain boundaries or leave the 
foil. The vacancies will either recombine or become associated with 
gas atoms (making them immobile at room temperature), or leave the 
foil. Balluffi [Of#] shows that di and tri vacancies diffuse faster 
than single vacancies, therefore if these formed they would not survive
alone. There are several factors which are going to affect subsequent
bubble growth that emerge from this analysis:-
a) All implanted argon will reside substitutionally with one or 
more vacancies.
b) There may be no free single vacancies or vacancy clusters in 
the implanted area, after implantation.
10.2.2 'BUBBLE* SIZE DISTRIBUTION
In the as implanted condition (see tables 9.1 and 9.6 for doses) all
the foils used for the x-ray work contained a high density of small
bubbles, just visible in the TEM. It is not possible to determine the 
size range and distribution of bubbles in the as implanted foils 
accurately, because the resolution of the microscope imposes an 
arbitrary minimum size of bubbles that can be measured of about 0.5 nm 
radius. An additional problem around the limit of resolution is one of 
contrast, to distinguish unambiguously very small bubble* images from 
amplitude contrast is difficult, even with a through focal series of 
images.
Evidence presented in chapter 3 has confirmed the existence of stable 
inert gas clusters from 1 vacancy in size upwards. This corresponds to 
a minimum cluster radius of about 0.12 nm and so would not be visible 
in the TEM. It is reasonable to assume therefore, that superimposed on 
the observable bubble distribution from 'as implanted* samples, will be 
a population of 'bubbles' from one vacancy in size up to the resolution 
of the microscope. This is shown schematically in figure 10.1, which
contains the measured size distribution from sample A93.
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Figure 10.1 Bubble size distribution, showing measured bubble radii
from sample A93 and an estimation of the distribution of 
submicroscopic bubbles.
Experimental evidence to support the presence of sub-microscopic 
clusters has also been found in this work with argon. It can be seen 
in figure 9.3 that for annealing at the lowest temperature used of 
400 °C, approximately twice as much argon was detected by x-ray 
analysis as could be accounted for in the visible bubble population. 
(These results will be discussed fully in the next section). A similar 
result was found by Van Swygenhoven et al [07$  for into where 
it was estimated that at least 0.5 of the implanted gas was in 
sub-microscopic clusters. There are numerous other reports in the 
literature where the implanted gas concentration cannot be accounted 
for in the visible bubble population eg Schmidt and Pieper [0^31, 
Shiraish et al [Otyu], Wilson et al [209] and Johnson and Mazey [|t#] 
[101] •
It is not clear what shape the distribution of sub-microscopic bubbles
will take but it is reasonable to assume that at least as many are
\
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present as there are above the resolution of the microscope. It is 
likely however that there will be more, because if the fraction of 
implanted gas is about 0.5 and the bubbles are smaller the gas could 
only be accommodated in larger numbers.
10.2.3 THE PHASE STATE OF ARGON IN 1 BUBBLES*
Further information has been obtained concerning the phase state of 
argon within bubbles using electron diffraction. Confirming recent 
ob6ervations of solid inert gas ’bubbles’ in a variety of metals by 
VomFelde et al [210], Tempiier et al [21/ ] and Evans and Mazey [212.], 
evidence was found for the'presence of solid argon at room temperature 
which was epitaxial with the aluminium matrix. These observations are 
summarised in table 9.6 , showing that of the two samples examined after 
room temperature argon implantation, one of them, A93, showed electron 
diffraction spots from solid argon. The question of why sample A86 did 
not show diffraction spots from solid argon will be considered at the 
end of this section.
This observation on sample A93 was further supported by evidence of 
moire fringes at room temperature between the solid argon and aluminium
l
lattices, shown in figure 9.15. From measurements of the fringe 
spacing the lattice parameter of the argon has been determined and is 
shown in table 9.11.
The inert gas pressure derived using the lattice parameter measurements 
from the diffraction spot spacing and the moire fringe spacings are 
given in tables 9.8 and 9.12. The diffraction spot spacing measurement 
gives the average lattice parameter for a large number of bubbles, the
size distribution of which may be similar to that shown in figure 10.1. 
The modal size in this case was 0.8 nm radius. The moire fringe 
spacing is taken from a number of discrete bubbles, the typical size of 
which was about 1.5 nm radius. These results are summarised below in 
table 10.1.
TABLE 10.1 - BUBBLE PRESSURE IN SAMPLE AQ3
METHOD LATTICE PRESSURE MEASURED EQUILIBRIUM
PARAMETER GPa BUBBLE RADIUS PRESSURE
nm nm GPa
Diff spot 0.488 3.7 0.9 2.8
Moire fringe 0.493 2.7 1.5 1.5
The pressure derived from both techniques exceeds that required for 
solid gas formation at room temperature from the Simon equation (figure 
8.9), of 1.34 GPa. The pressure is also shown to exceed the 
equilibrium pressure for both types of measurement, demonstrating that 
after room temperature implantation, there are insufficient thermal 
vacancies present for equilibrium of the visible bubble population with 
the aluminium surface tension to be reached.
The question now arises that if the visible bubble population is solid 
after room temperature implantation, will the sub-microscopic bubble 
population also be solid? The equilibrium pressure for bubbles below 
1.7 nm radius given by P = 2^/r will always be greater than that 
required for solid gas of 1.34 GPa because P o C 1/r. However it is 
clear that this relationship will break down for very small bubbles 
because of curvature effects, as discussed by Trinkaus [HOI].
There is evidence from elsewhere showing that very small bubbles will 
contain gas at high pressures. Work by Van Veen and Kornelsen given in 
chapter 3 has shown that, in the absence of thermal vacancies, inert
gas clusters of only 1 vacancy in size will, as more gas arrives, 
mutate by emitting a self interstitial rather than emit gas back into 
the lattice. This process requires very high pressures given by
PSIA = iL£+ iL_ (described fully in chapter 4)
r 2
Using values for Al from table 8.1 for a 1nm radius bubble of 
fr = 1.1 Jm“2 and ji = 2.6 x 10^® Pa, this gives a pressure of 15
GPa. It is more efficient for larger clusters to grow by emitting 
interstitial loops. The pressure for this is given by:-
P1d = ut> ln(r/b) .+ (described fully in chapter 4)
v 2tt r r
Using values for Al of b = 2.3 x 10“ ^  m for a bubble radius of 1 nm
this gives a pressure of 3.6 GPa and for a bubble of 0.5nm radius a
pressure of 6 GPa.
The pressure from either of these growth processes is in excess of that 
required for solid argon at room temperature from the Simon equation of 
1.34 GPa, therefore it should follow that all gas clusters which are 
growing, from a single vacancy up to 1.7 nm in size, will be solid.
If this were true then it is necessary to explain why sample A86 when 
examined at room temperature showed no evidence for the presence of 
solid argon from electron diffraction. The answer to this lies in the 
implanted dose, given in table 9.6 of
A86 - 2 x 101  ^ ions/cm2 No diffraction
A93 - 1 x 1017 ions/cm2 Diffraction from solid argon
A detailed study of bubble size vs dose for room temperature implanted
foils was carried out by Van Sywgenhoven et al [07^ for helium in 
niobium and shows that the size increases almost linearly with dose up 
to the blistering dose. The qualitative observation of much smaller 
bubble sizes in sample A86 than A93 is therefore consistent with these
findings. The effect of crystal size on the width of the diffracted
spot has been described by Hirsch et al [406], and they show that the 
full width half maximum of the diffracted spot intensity from small 
crystallites will vary as * X / w  where w is the diameter of the 
diffracting crystal and lambda is the wavelength of the electrons. For 
the argon (111) reflection (d = 0.3129 nm) the diffracted angle ( ^ = 
2d sin 0) will be 5.4 x 10“3 rads. The relative spot width has been
calculated for different crystal sizes and are shown below in table
10.2 .
TABLE 10,2 - VARIATION OF DIFFRACTED SPOT WIDTH WITH CRYSTAL. SIZE 
CRYSTAL RADIUS WIDTH OF DIFFRACTED FRACTION OF
nm SPOT / radians SPOT SPACING
5.0 3.4 x 10"4 1/20
1.0 1.7 x 10"3 1/3
0.5 3.4 x 10“3 1/2
0.3 5.6 x 10"3 1
Clearly the diffracted spots will become very diffuse as the crystal 
radius approaches 1.0 nm; it is therefore possible to account for the 
absence of diffraction from solid argon in sample A86 as the bubble* 
size would be too small. This also makes the point that any 1 bubbles’ 
below about 1.0 nm radius, which is approximately the resolution of the 
microscope, which are solid will not show up in the diffraction 
pattern.
10.2.4 SUMMARY
There are a number of points which can be made concerning the sizes and
pressure of argon bubbles formed from ion implantation of aluminium at
room temperature.
a) There is evidence that about half of the implanted gas may be
present in bubbles below the resolution of the microscope, ie smaller
than 0.5 nm radius.
b) From equilibrium considerations P = 2^/r, and using the Simon 
equation, bubbles of all sizes up to 1.7 nm radius will be sol id at 
room temperature.
c) If growth by loop punching is assumed, then larger bubbles will have 
sufficient internal pressure to be solid at room temperature. From the 
equation for growth by loop punching given previously, bubbles u p  to 
3.5 nm radius could be solid at room temperature.
d) Very small bubbles1 ie sizes below the resolution of the 
microscope, which will be at the highest pressures from equilibrium or 
loop punching considerations and therefore are certain to contain solid 
argon, will not be seen as solid argon in the diffraction pattern.
10.3 COLLECTION OF THERMAL VACANCIES DURING ANNEALING
From the previous section on growth during implantation, it has been 
shown that all vacancies may be associated with argon atoms. It 
follows therefore that during heating there could, initially, be no
thermal vacancies. The collection of thermal vacancies in aluminium
will therefore be dominated by the vacancy concentration (vacancies 
will be mobile above room temperature), and this in turn will depend on 
the operation of vacancy sources. The variation of the equilibrium 
thermal vacancy concentration with temperature assuming a vacancy 
formation energy of 0.67 ©V, Balluffi [048] is given by
Cv = 1 exp (-Ef/KT)
This is shown plotted in figure 8.4. If, as was shown in the previous 
section, the gas vacancy clusters are overpressurised then there exists 
a high density of sinks for any thermal vacancies which are produced 
during heating. The growth of clusters by thermal vacancy collection 
will therefore be dominated by the thermal vacancy production rate from 
operative vacancy sources.
Unfortunately there is very little information in the literature on 
vacancy sources or the variation of vacancy production rate with 
temperature. If, as was shown in the last section, bubbles remain 
overpressurised at room temperature, then the vacancy production rate 
must be extremely low. With high densities of vacancy sinks in the 
foil interior the most likely source of thermal vacancies will be the 
foil surfaces, these are often cited as effective vacancy sinks in void 
shrinkage experiments eg Westmacott et al [213], so should also be able 
to act as sources, (though their efficiency may be temperature 
dependent).
Experiments have been carried out on specimens annealed at various
temperatures to detect the presence of solid gas and from this the gas 
pressure, to determine at what temperature the bubbles reach their 
equilibrium pressure. These results may therefore give some insight 
into the temperature dependence of vacancy generation “from operative 
vacancy sources.
10.3.1 DIFFRACTION FROM SOLID ARGON
By using a cryogenic stage to cool samples down to liquid nitrogen 
temperature (77K) a number of samples were examined for the presence of 
solid argon (FP = 84K) epitaxial with the aluminium matrix. At first 
it would seem that all samples containing argon should show diffraction 
from solid epitaxial argon when cooled to below the argon FP. However 
as can be seen in table 9.5 only samples annealed at 450 °C or below 
gave rise to diffraction spots from solid argon when cooled to 77K. 
This suggests that, assuming the argon must freeze at below 84K, the 
argon in samples annealed to high temperatures is not solidifying 
epitaxially with the aluminium matrix.
This observation may give some insight into the mechanism by which 
argon solidifies epitaxially with aluminium. Since argon interacts 
repulsively with metals at all distances, epitaxial growth would not be 
expected. The observation that epitaxial growth ceases for higher 
annealing temperatures, where bubble growth would be significant, 
implies that gas pressure may be an important factor. If it is assumed
that the visible bubble population is at equilibrium with the metal
surface tension for annealing temperatures of 500 °C and above, then
the gas pressure in the measured bubble population can be determined.
Taking the case of the sample annealed at 500 °C, the modal bubble
radius was 3.6 nm, giving a bubble volume of 195 nm3; the 
equilibrium pressure from P = 2^7r is then 0.6 GPa. The gas density 
required to give this pressure at the annealing temperature of 500 °C 
can be found from the equation of state given by Ronchi [189] and is
18.4 atoms/nm^, so that the 3.6 nm bubble will contain 3588 argon 
atoms.
The packing density of argon at its freezing point of 84 K will be 24.4 
atoms/nm^, therefore the volume of this number of argon atoms when 
they are solid will be 147 nm^. Allowing for the coefficient of 
linear expansion for aluminium shown in figure 9*8, the bubble volume 
measured at room temperature of 195 nm^ will shrink to 193 nm^. 
This still leaves an empty volume of 48nm^ when the argon is solid, 
approximately a quarter of the cavity volume, shown schematically in 
figure 10.2 below.
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Figure 10.2 Schematic diagram showing the volume occupied by solid
argon when a 3.6mm radius bubble containing argon gas at 
equilibrium pressure is cooled to below argon freezing point.
It is not clear how the solid argon would position itself within the 
bubble cavity, but it is clear that it would not be forced into contact
with the metal surface. There are suggestions in recent publications 
by Evans and Mazey [U^] and Rossouw and Donnelly [115] that when inert 
gases solidify epitaxially at room temperature it is because of the 
high overpressure causing the solid inert gas to feel the atomic 
potentials of the metal atoms at the interface, and so align with the 
close packed planes. This explanation is required to account for Kr, 
which is normally FCC solidifying in a HCP strucure in HCP metals, 
Evans and Mazey [Uf/0. If it is assumed that an overpressure is
required at the freezing point to cause the gas to solidify epitaxially
then it can be shown that the largest equilibrium bubble at 500 °C
which will fulfil this criterion will be 1.9 nm radius. The smallest 
bubble size found in the samples annealed at 500 °C or above was 2.4 
nm, this explanation is therefore consistent with experimental 
observations of no epitaxial solid argon being detected.
To return to the cases where epitaxial solid argon was foundr it is 
possible, since bubbles are effectively sealed pressure vessels, to
extrapolate measured packing densities (assuming that the bubbles are 
overpressurised and hence the solid argon fills the cavity) up to 
higher temperatures using the coefficient of expansion for aluminium. 
The use of an equation of state will then allow the bubble pressure to 
be determined at any temperature and compared with the equilibrium 
pressure for the measured bubble size range. The calculations have 
been carried out and the results are shown in tables 9.7 and 9.8. It 
can be seen from table 9.8 that in all cases an overpressure is 
indicated: this suggests that even after annealing up to 450 °C,
some of the bubbles have failed to reach equilibrium with the metal 
surface tension.
10*3.2 MOIRE FRINGE FORMATION
The same set of samples were examined in the TEM at room temperature 
for moire fringe formation and the results are summarised in table
9.10. The results confirm the findings from the previous section, of 
the presence of solid argon bubbles at room temperature - samples A93 
and A97. The results for samples A77 and A78 also support the findings 
from the previous section, showing that for samples annealed to higher 
temperatures only a small number of bubbles remain solid up to room 
temperature. Clearly where only a few bubbles are solid this would not 
give sufficient diffracted intensity to be seen in the diffraction 
pattern. This is also in qualitative agreement with the variation in 
diffracted intensity with temperature for A78 shown in figure 9 .9 . In 
this work it was shown that on heating A78 from -200 °C the larger 
bubbles melted, reducing the average lattice parameter, shown in figure
9.10, and the number of solid bubbles correspondingly decreased to the 
limits of detection on approaching room temperature, shown in figure 
9.9.
The gas pressure derived from the moire fringe spacings is given in
table 9.12. The measurements of pressure from samples A93 and A97 show 
that the solid bubbles are over pressurised, in agreement with the 
diffraction results. The results from the few isolated solid bubbles 
in A77 and A78 also indicate an overpressure. It is not clear why
isolated bubbles should be over pressure by such a large amount; a
possibility is that they have resulted from the rapid coalescence of a 
number of bubbles, and there has been insufficient time for them to
equilibrate.
10.3.3 SUMMARY
1) Aluminium foils in the as implanted condition contain large numbers 
of overpressurised bubbles, shown by electron diffraction and moire 
fringe measurements on solid argon bubbles.
2) After annealing at 350 °C for 10 hours there is direct evidence
for large numbers of overpressurised bubbles, shown by both electron 
diffraction and moire fringe measurements on solid argon bubbles.
3) After annealing at 400 °C for 10 hours there is direct evidence
for some bubbles being over pressurized from diffraction measurements. 
The moire fringe results show a few isolated bubbles are highly 
overpressurised.
4) The ability to determine bubble pressures by measurements of the 
lattice parameter of solid gas at room temperature is limited to a
maximum bubble size of 3 .4nm radius, assuming the bubbles are at the
pressure for loop punching. It is possible therefore that bubbles 
annealed at 400 °C and above may be overpressurised but the 
overpressure cannot be detected using this technique.
10.4 MIGRATION AND COALESCENCE DURING ANNEALING
The most dramatic growth of a bubble population occurs when bubbles are 
able to migrate, in the absence of any driving force for migration eg 
stress or temperature gradient, bubbles can undergo random migration 
known as Brownian motion. By this mechanism bubbles will migrate until 
they touch, and then under normal circumstances they will coalesce to
form a single spherical bubble, the volume of which will be the sum of 
the bubble volumes before coalescence. Evidence for incomplete 
coalescence of bubbles under special circumstances is given by Cox et 
al [ 98]. If a 2 nm radius bubble was growing by loop punching a 
pressure of 2.2 GPa would be required. By collection of thermal 
vacancies this bubble would be at equilibrium with the metal surface 
tension when it had grown to 2.1 nm radius. It is clear therefore that 
the growth of bubble populations to sizes in excess of 50 nm, typically 
obtainable eg figure 9.2, must involve extensive migration and 
coalescence.
10.5 BUBBLE MIGRATION
The factors which control the migration of bubbles are outlined in 
chapter 4.3.3> where it is shown that the rate of bubble migration will 
be determined by the dominant diffusion mechanism. There are three 
diffusion mechanisms which can cause a bubble to migrate:-
a) Surface diffusion - Ds
b) Volume diffusion - D
v
c) Vapour transport “
Accurate values for volume diffusion can be found in the literature but 
values for the other diffusion mechanisms are not well known. 
Equations showing the dependence of bubble diffusion on each of these 
mechanisms are given in chapter 4.3«3, using these equations together 
with estimations of the coefficients for each diffusion mechanism, 
bubble diffusion coefficients can be found.
BUBBLE MIGRATION LIMITED BY SURFACE DIFFUSION
The activation energy for surface diffusion in Al is not well known; 
an approximate value has been given by Shiraishi et al [09£] as :-
= 740 exp (-30 Tm/RT) cm2/s
Using values of Tm = 933 K and R = 1.986 cal/K mol gives the D s
values listed in table 10.3. Additional parameters required are
lambda, the surface jump distance estimated as 1 nm in [067] and the
atomic volume for Al, given in table 8.1.
BUBBLE. MIGRATION. LIMITED BY VOLUME DIFFUSION
The diffusion coefficient for volume diffusion in Al by the diffusion 
of monovacancies has been determined experimentally by Seeger et al 
as:-
Dy = 0.047 exp (-1/28/KT) cm2/s 
This has been used for the calculated values given in table 10.3.
BUBBLE MIGRATION LIMITED BY VAPOUR PHASE DIFFUSION
This is perhaps the least well known of the diffusion mechanisms. An
estimate can be obtained from kinetic theory, as outlined by Buescher
and Meyer [U7]
D_ = 2KT (2KT (1/m, + 1/m,))1/2 em2/s 
S 3Ph 1
Where P is the gas pressure inside the bubble, assumed as the 
equilibrium pressure P = 2 #r, m1 is the mass of the gas and m2 is
the mass of aluminium and h is the collision cross-section estimated in
— 1 Q 2as 3*85 x 10 y m . Additional parameters required are the 
vapour pressure for Al, given as 0.083 Pa in [*.!#], and the deviation 
from equilibrium oi.v  t taken as 1.
TABLE 10.3 - DIFFUSION COEFFICIENTS IN ALUMINIUM 
TEMPERATURE Dg dv Dg (1 nm) Dg (5 nm)
°C m2/s m2/s m2/s m2/s
400 5.9x10"11 1.2x10“15 3.4x10“7 1.7x10“6
600 7.2x10“9 . 1.9x10“13 6.0x10’7 3.0x10~6
Using these values the bubble diffusion coefficients for each process 
can be calculated; this has been done using equations from chapter
4.3.3 for bubbles of 0.5, 1 and 5 nm radius. The results are shown in 
table 10.4.
TABLE 10.4 - BUBBLE DIFFUSION COEFFICIENTS AT 6 00 °C
BUBBLE SIZE V V
nm cm^/s
2cm /s cm^/s
0.5
-10 
1.4x10 lu 6.0x10“15
-21
1.09x10
1.0
-12
8.8x10 7.5x10"16
-22
1.36x10
5.0
-14
1.4x10 6.0x10"18
-24
1.09x10 H
From this analysis it can be seen that in aluminium the rate 
controlling mechanism for bubble migration in the temperature range of 
interest, and for bubble sizes of interest will be surface diffusion. 
This is an agreement with analysis carried out for other metals using 
similar conditions eg Shiraishi [Oty], Goodhew and Tyler [0673. It is
also evident that for all diffusion mechanisms bubble migration will be 
faster for smaller bubbles. This implies that at temperatures where
bubbles are mobile the smallest bubbles, ie those at around or below 
the detection limit of the microscope, should quickly coalesce with any 
larger bubbles present.
Evidence was presented in the previous section showing that about half 
of the implanted gas may reside in sub-microscopic traps. The above 
analysis suggests that at an early stage in bubble growth by migration 
and coalescence the smallest clusters should quickly coalesce with the 
larger bubbles and therefore all of the implanted gas should reside in 
the visible bubble population.
Results from x-ray analysis of argon bubbles given in chapter 9, 
indicate that a large fraction of the implanted gas resides outside the 
visible bubble population, despite significant bubble growth, at 
annealing temperatures up to 500 °C, shown in figure 9.3. In this 
analysis, the amount of argon present in a fixed volume of Al was 
determined and compared with calculations of the number of argon atoms 
present in the visible bubble population of the same volume. Plotted 
in figure 9.3 is the ratio of the amount of gas detected over the 
amount of gas calculated from the visible bubble population, against 
annealing temperature.
It could be argued that these results may indicate either an over 
pressure in the visible bubble population or the presence of gas 
outside the visible population. However a quick calculation based on 
the bubble pressures for growth by loop punching (taken as the maximum 
pressure) given in the previous section, shows that overpressure could
only account for a small fraction of the surplus gas detected, shown in 
table 10.5 below.
TABLE 10.5 - THE NUMBER OF EXTRA ATOMS IN OVERPRESSURISED BUBBLES
(a)
BUBBLE EQUILIBRIUM NO Ar LOOP PUNCH NO Ar FRACTION
RADIUS PRESSURE ATOMS PRESSURE ATOMS OF EXTRA
nm GPa GPa ATOMS
1 2.2 32 3.6 36 1.13
5 0.44 2.8x103 1.0 3 . 4 x 103 1 . 2 3
a) Gas density found using equation of state from Ronchi [J^].
It is of course possible that samples annealed below 500 °C shown in 
figure 9.3 were both overpressurised and contained significant amounts 
of gas outside of the visible bubble population. This is consistent 
with results from the previous section showing the presence of 
overpressurised bubbles from analysis of the lattice parameter of solid 
argon for samples annealed up to 400 °C.
10.6 FACTORS WHICH MAY INHIBIT BUBBLE MIGRATION
These observations indicate that the large fraction of argon in sub- 
microscopic traps, identified in the previous section have not been 
incorporated into larger bubbles by migration and coalescence, as was 
predicted from calculations of bubble migration by surface diffusion 
earlier in this section. It is necessary therefore to find an 
explanation for the immobility of small bubbles. There are several 
factors which could account for small argon bubbles being immobile
a) The argon is solid.
b) Surface diffusion is being inhibited.
c) Volume diffusion is being inhibited.
d) Bubble coalescence is increasing the bubble pressure.
Taking each of these points in turn :- 
THE ARGON IS SOLID
From the Simon equation shown plotted in figure 8.9 it can be seen that 
a 1 nm radius bubble growing by loop punching (3.6 GPa) will be solid 
up to 300 °C and a 0.5 nm bubble growing by loop punching will be 
solid up to 500 °C. The surface diffusion at an epitaxial highly 
strained solid-solid interface will be several orders of magnitude 
lower than at a free surface (which is assumed for surface diffusion in 
gas bubbles). This could therefore account for the immobility of small 
argon bubbles which are solid and seems to correspond reasonably well 
with the observed temperatures for the small bubbles migrating to 
visible bubbles.
SURFACE DIFFUSION IS BEING INHIBITED
The equation given for bubble migration limited by surface diffusion in 
chapter 4.3.3 takes no account of the effect of bubble surface 
curvature, or of the presence of gas inside the bubble on the diffusion 
of suface ad-atoms. For small bubbles very large curvatures and very 
high gas densities will be present. Mikhlin and Chkuaseli ] [2SL0], 
have derived expressions for the bubble migration coefficient Ds^ 
to take account of both of these factors. Their calculations show that 
curvature effects will be important for bubbles below 1 nm radius and 
gas density will affect the concentration of ad-atoms migrating at the 
surface for all bubble sizes. The calculations have been compared with
experimental results for bubble diffusion in copper and gold and in 
both cases they obtain good fits to the experimental data.
Another factor which may inhibit bubble surface diffusion is the 
presence of oxygen at the bubble surface as will be discussed in
chapter 11.
VOLUME DIFFUSION IS BEING INHIBITED
If bubble migration by surface diffusion was inhibited, volume 
diffusion would be expected to become the dominant mechanism, from 
table 10.3. However the calculations of the volume diffusion 
coefficient assume that the equilibrium vacancy concentration exists.
Evidence from the previous sections indicates that the vacancy
concentration will be below equilibrium and that while a high density
of overpressurised bubbles exists these will act as sinks for any 
vacancies which are created. Thus volume diffusion would be inhibited 
until the bubbles have reached equilibrium with the metal surface 
tension and are no longer able to act as strong sinks for vacancies.
COALESCENCE IS INCREASING THE BUBBLE PRESSURE
♦
When two bubbles coalesce the total volume and hence the pressure 
remain constant, but the equilibrium pressure for the new larger bubble 
will be less, hence after each coalescence the bubble overpressure will 
increase eg two 1 nm radius bubbles will each have an equilibrium 
pressure of 2 . 2  GPa; after they have coalesced the new radius will be 
1 . 2 6  nm - the equilibrium pressure for this size bubble is 1 . 7 5  GPa, 
resulting in an overpressure of 0 . 4 5  GPa. As discussed previously the
vacancy concentration is likely to be below the equilibrium thermal 
concentration - this effect will maintain the sink strength of the 
bubble population and enhance the previous three processes, ie it will 
increase the chance of forming solid gas; it will inhibit ad-atom 
mobility on the bubble surface; and it will inhibit volume diffusion 
by reducing the vacancy concentration.
10.6.1 SUMMARY
The growth during annealing of argon bubbles in aluminium by migration 
and coalescence may be inhibited by any of a number of different 
factors :-
a) A substantial fraction of the implanted gas resides in 
sub-microscopic traps where it will be solid. The gas may remain solid 
and hence the traps will be immobile at temperatures of up to 500 °C.
b) The migration of small bubbles, when controlled by surface 
diffusion, will be inhibited by the effects of surface curvature and 
gas density on the concentration of mobile surface ad-atoms.
c) The migration of small bubbles by volume diffusion is inhibited by 
the low non-equilibrium vacancy concentration. This low vacancy 
concentration is caused by the high vacancy sink strength of an 
over-pressurised bubble population and the increase in the sink 
strength which happens when any coalescence does occur.
10.7 GAS RE-SOLUTION FROM BUBBLES
The results from the x-ray analysis of samples annealed at temperatures 
up to 600 °C are shown in figure 9*3. The fraction of the detected 
argon which can be accounted for in the visible bubble population is 
shown to increase following annealing at up to 550 °C, at which 
temperature almost all of the argon can be accounted for in visible 
bubbles. Growth mechanisms to account for this behaviour have been 
proposed by considering the behaviour of the thermal vacancy 
concentration and factors affecting bubble migration and coalescence.
Samples annealed at temperatures above 550 °C again show a rapidly 
increasing deviation from ’equilibrium* behaviour. That is, the number 
of argon atoms detected exceeds the number which can be accounted for 
in the visible bubble population. Arguments which could be applied at 
lower temperatures to account for this behaviour cannot be used at 
temperatures close to the melting point because
a) The thermal vacancy concentration will have brought the bubbles 
to equilibrium by <550 °C, therefore the equilibrium vacancy 
concentration must be assumed to exist above 550 °C, and so all 
the gas is likely to be in the visible bubble population.
b) Bubble growth by migration and coalescence slows down as the 
bubbles get larger because they move more slowly and they are 
further apart, as can be seen in figure 9.2. Therefore 
overpressure caused by migration and coalescence is unlikely.
If bubble growth by migration and coalescence has slowed down as would
be expected by the size and separation of the bubbles and due to step 
nucleation on the now faceted bubbles, as outlined in chapter 4.3.3, 
then bubble behaviour may be influenced by gas re-solution. It can be 
seen from the growth mechanism maps in figure 4.5, that Ostwald 
ripening is likely to dominate for large bubble sizes at high 
temperatures. There has also been a recent report in the literature by 
Ono et al [1U] of bubble growth in aluminium at high temperatures, in 
which Ostwald ripening is shown to be be the most likely mechanism. 
This is the first report of bubble growth by Ostwald ripening in 
aluminium.
For growth to occur by Ostwald ripening gas must leave the surface of 
small bubbles and migrate to join larger bubbles. The driving force 
for this growth being the difference in the equilibrium gas 
concentration at the surface of small and large bubbles. This implies
a dynamic equilibrium between all bubbles in the population, with gas
atoms leaving the surface of the smaller bubbles faster than they are 
arriving and vice versa for larger bubbles. The samples used in these 
experiments are thin foils and so it is likely thdt any dynamic
equilibrium of gas in solution will be upset by the surfaces of the
foil acting as sinks for the gas. Sample A85 f annealed at 600 °C, 
was 60 nm thick in the analysed region and the interbubble spacing was 
20-60 nm, the bubbles are therefore as close to either surface as they 
are to each other. The tenacious air-formed oxide coating on all 
aluminium has already been noted to be impervious to inert gases, Ruedl 
and Kelly [Z.22J, thus any argon which sinks at the metal oxide 
interface will be trapped.
It is possible therefore to account for the results shown in figure 9.3
if the processes of gas re-solution which commonly cause Ostwald 
ripening are active at temperatures above 550 °c. By this mechanism 
gas would be removed from the bubbles to the metal oxide interface 
where it would be trapped, and hence still detected by x-ray analysis. 
This would then result in a progressive decrease in the amount of gas 
which could be accounted for in the visible bubble population.
10.8 MODELING GAS RESOLUTION AND TRAPPING AT THE FOIL SURFACE
A model for the resolution of argon from bubbles in sample A85 annealed 
at 600 °C can be given from the experimental observations. The modal 
bubble size was 7.5 nm, This size bubble at 600 °C would have an 
equilibrium pressure of 2.9 x 10® Pa and a gas density of 12.6 
atoms/nm® (from Ronchi [f£^] figure 8.7); it would therefore contain 
22264 argon atoms. From the experimental observations shown in figure
9.3 about half the argon detected is outside of the visible bubble 
population, after 10 hours annealing. It follows therefore that the 
total argon flux to the surfaces from a single bubble during annealing 
can be approximated as 22264 atoms. If the foil surface is assumed to 
be an unsaturable sink for argon, then Ficks first law can be applied:-
2
J = -D C atoms/cm s o
x
Where J is the flux, D is the diffusion coefficient for argon in
p
cm /s, CQ is the concentration of argon at the bubble surface in 
atoms per cm® and x is distance from the bubble to the foil surface. 
This assumes diffusion from a plane surface. For a bubble of known 
radius the total surface area can be found and the fraction of this
which will act as a source to the two surfaces can be approximated as
2/6 of the total surface area (by analogy to a cube). By multiplying 
by this surface area, the flux can be expressed in atoms per second and 
by multiplying by the annealing time of 10 hours, the flux can be 
expressed as the number of argon atoms.
J = -D CQ x 2.36 x 1(f12 x 36000 atoms 
x
The diffusion distance x can be approximated as half of the foil 
thickness, which for sample A85, table 9.3 , would give 32 nm. The 
total flux required from the x-ray results has been calculated as 
22264, it follows therefore that the sum -DCq is given by:-
-DCo = 3 x 10~6 x 22,264 = 7*9 x 105
2.36 x 10"12 x 36,000
Reliable values for D and Co are not available in the literature but 
Glyde and Mayne [fc£3] have estimated the diffusion coefficient for 
argon in magnesium as:-
D a = 10^ exp (-2.26/RT)
Ar
Therefore for the temperature of interest in this work of 600 °C :-
-1 0 2
DAr = ®*9 x 1° cm /s
This implies an equilibrium argon concentration at the bubble surface 
of 8.8 x 10"U  atoms per cm® or 1.5 x 10’’® atoms/atom. This is 
in reasonable agreement with recent work by Ono et al [1AJL'] where they
claim to have observed Ostwald ripening in A1 and estimate a 
gas-resolution activation energy of ~ 2eV, giving:-
C = 1 exp (-2.01/KT) = 3 x 1(f12
The work by Ono is the first reported observation of bubble growth in 
A1 by Ostwald ripening and highlights the role gas-resolution may play 
in bubble behaviour at elevated temperatures.
i-0.8.1 SUMMARY
a) At temperatures close to the melting point there is a dynamic 
equilibrium between the argon in the bubbles and argon in solution.
b) In thin foils with large well separated bubbles, typical of foils 
annealed at close to the melting point, any dynamic equilibrium between 
the bubbles will be upset by the proximity of the foil surfaces.
c) The oxide interface at the surface of aluminium foils acts as an 
effective sink for any argon in solution and the oxide is impervious to 
inert gases preventing the argon from escaping from the foil.
10.Q CONCLUSIONS
The following conclusions can be made from studies of aluminium foils 
implanted at room temperature with argon ions and examined in the as 
implanted condition.
1) After implantation to a dose of 1x 10^  ions/cm^ about half of 
the implanted gas resides outside of the visible bubble population.
2) All argon atom clusters of sizes up to 1.7 nm radius, which are at 
or above the equilibrium pressure with the metal surface tension, will 
be solid. Clusters which are growing may be solid up to larger sizes 
eg for growth by loop punching cluster sizes up to 3.5nm radius will be 
solid.
3) Argon bubbles of sizes close to or below the resolution of the TEM 
(about 1nm), which are solid and epitaxial with the aluminium matrix, 
will not give rise to detectable electron diffraction.
4) Large numbers of bubbles visible in the TEM contain argon at 
pressures above that required for equilibrium with the metal surface 
tension.
The following conclusions can be made from studies carried out after 
annealing the argon implanted foils at temperatures up to 600 °C.
5) A significant fraction of the implanted gas remains outside of the 
visible bubble population following annealing for 10 hrs at 
temperatures up to 500 °C.
6) Large numbers of visible bubbles remain overpressurised after 
annealing for 10 hrs at 350 °c.
7) The determination of bubble pressures from the lattice parameter of 
solid argon is only possible for bubble sizes up to a maximum of 3.4 nm 
radius, (for overpressurised bubbles at the loop punching pressure). 
For larger bubble sizes the argon will not freeze epitaxially with the 
aluminium matrix and the diffracted intensity is then too weak to take 
measurements from. It is possible therefore that foils annealed at 
temperatures above 350 °C may contain overpressurised bubbles, as 
this technique for determining bubble pressure does not work for the 
larger bubbles which arise from annealing to higher temperatures.
8) Bubble growth during annealing by migration and coalescence may be 
inhibited by a number of factors
a) Where the argon in the bubble is solid it will be effectively 
immobile, small clusters can remain solid up to 500 °C.
b) The migration of small bubbles by surface diffusion will be 
inhibited by the effects of surface curvature and high gas density 
on the concentration of mobile ad-atoms.
c) The migration of bubbles by volume diffusion will be inhibited
by the absence of thermal vacancies. Any thermal vacancies
created will be soaked up by the bubble population until
equilibrium pressures are reached.
9) At temperatures close to the melting point a dynamic equilibrium
exists between the argon within bubbles and argon in * solution* in the 
matrix. In thin foils the argon in solution is able to sink at the 
interface between the surface oxide and the aluminium and hence the 
fraction of gas in the bubbles decreases with annealing time.
CHAPTER 11 - DISCUSSION OF OXYGEN IN ION IMPLANTED ALUMINIUM
11.1 INTRODUCTION
Whilst carrying out the experiments discussed in the previous chapter, 
it was observed that under certain implantation conditions a layer was 
formed on the inside of bubbles, preventing their coalescence and 
giving unusual growth morphologies. Investigations indicated that an 
oxide was being formed at the bubble surfaces and that the oxygen was 
present because it was being knocked in from the surface oxide by the 
argon beam, at a target temperature at which it was mobile. This 
observation highlighted the fact that some oxygen will be knocked in, 
from the air-formed oxide layer on aluminium, during all ion 
implantation experiments on aluminium.
A number of experiments have been carried out specifically to examine 
the behaviour of oxygen in inert gas implanted aluminium and the 
results are discussed with a view to identifying aspects of inert gas 
bubble growth which the presence of oxygen could influence.
11.2 OXYGEN DIFFUSION IN ALUMINIUM
From the work reported in [98] it is clear that oxygen will be knocked 
into aluminium foils from the surface oxide during argon implantation. 
There is evidence that oxygen is immobile in aluminium at room 
temperature from Ruedl and Kelly [222], where it is suggested that the 
strong chemical interaction bewteen oxygen and aluminium will cause the 
oxygen to be held in the lattice where it stops.
Following argon implantation at 350 °c, precipitates, which evidence 
suggests are oxide, have been observed associated with bubbles. For 
oxide precipitates to form the oxygen must migrate through the 
aluminium lattice. It follows therefore that oxygen must become mobile 
in aluminium at <350 °C. In a review article by Bergner [224] it is 
proposed that oxygen will migrate interstitially in metals and 
therefore, once mobile, should migrate rapidly through the aluminium 
lattice. If oxygen becomes mobile in aluminium at about 300 °C as 
seems to be indicated by the experiments, an activation energy for 
interstitial oxygen migration can be estimated from the equation for 
the jump .rate:-..-
J = exp -Em 
KT
If oxygen is assumed to be mobile when the jump rate is about 10 jumps 
per second, a value of 10^® is assumed for JQ and T is set to 
600 K, then an activation energy of about 1.5 eV is implied. In the 
review article by Bergner [224] values of Effl for the interstitial 
migration of oxygen in several FCC metals are given, though 
unfortunately a value for aluminium is not given. The rahge of values 
extends from 0.46 to 3.4 eV (for silver and platinum respectively), and 
so the estimated value of 1.5 eV for aluminium does not seem 
unreasonable.
It was not clear in the original experiments, in which argon was 
implanted into heated aluminium foils, whether in the early stages the 
bubbles were nucleating on oxide precipitates or the oxygen was 
migrating to bubbles. It is dear however that during the growth of 
bubbles containing oxide, bubble nucleation can occur on the metal side 
of the oxide, eventually leading to an isolated oxide membrane.
Further work to study the precipitation of oxide in the absence of 
argon, by direct oxygen ion implantation at elevated temperature, has 
been impaired by short filament lifetimes when generating an oxygen ion 
beam and mechanical failure of the hot stage used for heating the 
target. It has therefore not been possible to establish whether the 
oxygen initially precipitates and grows on (111) planes in aluminium or 
whether its association with bubbles constrains it to precipitate on 
(111) faces of faceted bubbles.
11.3 THE ASSOCIATION OF OXYGEN WITH BUBBLE FACETS
When a supersaturation of dxygen in aluminium is created, by ion beam 
mixing during argon implantation, the oxygen precipitates out at 
bubbles and so is distributed around the bubble surface. The surface 
energy of metals in the absence of oxygen is known to be anisotropic, 
Sunquist [225]. Therefore, when they have grown to a sufficient size 
and thermal vacancies are available, they will assume a polyhedral 
shape with facets on low energy planes. The presence of oxygen 
increases the anisotropy of the metal surface energy because of its 
affinity for particular planar surfaces, in the case of aluminium it is 
the (111) surface which it has the highest affinity for, Fontaine et al 
[226]. It follows therefore that when oxygen is present at the bubble 
surfaces it will increase the driving force for faceting on (111) 
planes. This is supported by photographs of bubbles using g—(111) eg 
figure 9.20a, showing that all bubble facets are (111).
Previous reports that the air formed oxide on aluminium is amorphous 
and that the effect of heat and/or an electron beam may transform this 
to crystalline ^-alumina, eg Preston et al [227] and Fontaine et al
[226], have been supported by results in this work. Outlined in 
chapter 9.6.3 are the results of an investigation to identify all the 
oxide types present in aluminium foils from all irradiation and 
annealing treatments. Only two types could be identified; amorphous 
aluminium oxide and ^-alumina.
An additional feature of the electron diffraction patterns from samples 
annealed to high temperature or implanted at elevated temperatures was 
the presence of strong streaking between the Al diffracted spots, shown 
in figures 9.18 and 9.19. Dark field images were taken to identify 
which features in the microstructure were giving rise to the streaks 
and they were found to originate from the bubble facets as shown in 
figure 9.20. Streaking in diffraction patterns is described in 
standard texts on electron diffraction (as outlined previously in 
chapter 9.6.4), and can originate from precipitates thin in the 
direction normal to the electron beam. An estimation of the thickness 
can be found from the length of the streak and calculations, given in 
chapter 9.6.4, for the continuous streaking found in this work, would 
indicate a thickness of 0.27 nm. Cases of streaking, identical in 
appearance to that shown here, have been reported in the literature, 
from electron diffraction of thin foils containing GP zones eg Driver 
et al [228] and Tanner [229], (GP zones are thin disc shaped coherent 
precipitates, arising from ageing of samples which have a solute 
supersaturation). In these cases the GP zones have been measured to be 
about 0.6 to 1.2 nm thick, indicating that the thickness estimated in 
chapter 9.6.4 from the simple relationship d0 = A /t, is not accurate 
for the case of continuous streaks.
Since streaking in diffraction patterns is only noted to arise from
thin crystalline precipitates, the streaking from bubble facets in this 
work must arise from a thin film of the crystalline oxide ^-alumina on 
the bubble facets. Because of the presence of oxide on the top and 
bottom surfaces of the foil it has not been possible to verify this by 
electron diffraction of oblique facets.
11.4 THE INFLUENCE OF SURFACE OXIDE ON BUBBLE GROWTH
The presence of an oxide film around a bubble surface would intuitively 
be expected to slow down bubble growth. There was an indication from 
earlier work reported in [98], that the combination of heat and 
electron irradiation may disrupt the bubble surface oxide and thus 
provide a means of comparing growth behaviour. This was tested in an 
experiment where a sample containing bubbles was annealed in the TEM 
with a focussed beam of electrons on one area, and the growth compared 
under and away from the electron beam, as outlined in chapter 9.6.3. 
This experiment failed to show any difference in the growth behaviour, 
but unfortunately the only sample available to be used for this 
experiment was not ideal, as it was helium and not argon implanted (so 
would contain considerably less knocked in oxygen), and had already 
been annealed once, so that only a limited amount of further bubble
growth was possible. It remains then to carry out a more definitive
experiment to verify the infuence of oxygen on bubble growth behaviour.
The presence of an oxide at the bubble surface may change the surface
energy and thus could change the equilibrium bubble pressure. However 
indications are that this effect will be minimal as measurements of the
surface energy of o< -alumina from Davidge [230] give a value of 1.06
P 2J/m , which is similar to the value for Al of 1.1 J/m .
The presence of an oxide at the bubble surface would be expected to 
influence diffusion around the bubble surface and so may be partly 
responsible for inhibiting bubble migration by surface diffusion as 
discussed in chapter 10.4.2. In a review article on surface diffusion 
by Perraillon et al [231] it is noted that impurities which increase 
the melting point will reduce surface self diffusion. The melting 
point of alumina is 2.5 times that of aluminium, so a significant 
reduction in the surface diffusion coefficient would be expected.
Work by Ruedl and Kelly [222], mentioned previously, has shown that 
thick surface oxides on aluminium are impervious to inert gases. This 
begs the question of whether the thin oxide films found within bubbles 
in this work will also be impervious to inert gases and thus limit 
bubble growth. Since oxide interfaces act as sinks for inert gases, 
bubbles might be expected to nucleate on the outside of existing 
bubbles when this occurs. Evidence for this effect is only found in 
foils implanted at elevated temperatures, reported in [98] where the 
suspended oxide membranes could have been created by the growth of 
bubbles on both sides of a membrane. Also shown in this work are many 
cases of incomplete coalescence of small bubbles around larger ones, 
also indicating that the oxide around the bubbles is impervious to the 
inert gas. In samples implanted at room temperature and then annealed 
no evidence of the oxide being impervious to inert gas is found. It 
seems likely therefore that up to a limiting thickness of perhaps a few 
monolayers the oxide is permeable to inert gas but in cases where high 
oxygen contents are created eg by implantation at elevated 
temperatures, thicker oxides are formed which will be impervious to 
inert gases.
11.5 CONCLUSIONS
1) Oxygen will be knocked Into the target from the air formed oxide 
layer on aluminium during all ion implantation experiments.
2) Oxygen is immobile in aluminium at room temperature but will 
readily migrate at elevated temperatures ie above about 300 °C.
3) When it is mobile, oxygen will become trapped at bubble surfaces 
and form a crystalline oxide, the most likely being i'-alumina.
4) The presence of oxygen at bubble surfaces causes strong faceting 
of the bubble on (111) planes.
5) Thin oxide layers inside bubbles are permeable to inert gases but
when sufficient oxygen is present for thick oxide layers to form they
are impervious to inert gases and will prevent bubble coalescence.
6) Bubble growth will be influenced whenever an oxide is present but 
the effects will depend on the thickness of the oxide layer. Thick 
oxide layers will arrest bubble growth because they are impervious to 
inert gas and they prevent coalescence. Thin oxide layers will inhibit 
surface diffusion and hence limit bubble growth by migration and 
coalescence.
APPENDIX 1 - THICKNESS DETERMINATIONS
Al.1 INTRODUCTION
The most accurate method for determining foil thickness was found to be 
convergent beam diffraction (CBD), the theory behind this technique is 
outlined and the practical interpretation of results is explained in 
detail. Results are given from the calibration to a twin boundary in 
316SS and from work carried out to investigate the use of EELS for 
thickness determinations.
Al.2 THEORY
If a convergent beam of electrons is focused onto a crystaline specimen 
the diffracted spots in the backfocal plane of the objective lens will 
become discs. Each point in the disc represents a direction in the 
incident convergent probe, shown in figure A1.1.
If the specimen is tilted to give 2-beam diffraction conditions
Kossel-Mollenstedt fringes are’ observed in the transmitted and
diffracted discs. These fringes occur because of the variation in
fS *, (the deviation from the exact Bragg angle), due to the 
S
variation in incident beam angle across the convergent probe.
This can be explained by the two-beam theory of electron scattering, 
the intensity of the diffracted beam 0g is given by:-
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Figure Al.l Schematic diagram showing the formation of diffraction
discs in the back focal plane when using a convergent beam.
( 1 )  6  =  3----------- s i n *
F,ss v
TTt Jl +
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Where is the deviation from the exact Bragg condition, Eg is the 
extinction distance and t is the thickness.
Under kinematical conditions 
equation can be simplified to
S E »1, so that this 
g g
(2) 6 = 
g
J sin^ (7T t S )
sg Eg
Since a traverse across a diffracted disc represents points of 
different incident angle, the value of S wm  vary across the disc.
O
From the equation, each time the product, tSgj is an integer there
will be a subsidiary minimum in the convergent beam diffraction pattern 
intensity, shown schematically in figure A1.2.
A 1 P RACTICAL INTERPRETATION OF PATTERNS
From equation (2) it can be seen that minima in the diffraction pattern 
occur when:-
( 3 ) A
G
\/l + CSn e )2 = n where n is an integer
g g
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Figure A1.2 Schematic diagram of diffraction discs showing the spacing 
to be measured for thickness determinations, from [207].
Values for S can be taken directly from the photographic negative 
g
figure A1.2, useing the equation:-
(4) s' = A .  As
S d2hkl 26
Where A is the wavelength of electrons and d is the interplanar spacing 
for the reflection (hkl).
The approximate value for may be obtained from the camera length
and spot spacing:-
d = L2 L = camera length
20
The accurate value of may then be taken from tables of
interplanar spacings, (avoiding the need for camera length 
calibrations).
When the values of have been determined they can be substituted
directly into equation (3) and provided accurate values for E are
g
known the foil thickness can be determined directly.
However since the value of E suffers from n-beam effects a procedure
S
which does not rely on an accurate knowledge of E is preferred.
g
Thus if we rearrange (3) we can obtain:-
(5) S B ? +  1 +  1 = 1
n2 E2 t2 
i g
2 2
Plotting a graph of (S /n. ) versus (1/n ) shown in figure
g i
A1.3 a straight line should be obtained with:-
Intercept = Slope = 1
t2 E 2
In practice there is some ambiguity in assigning the correct value of n 
to the first fringe. To ensure the correct initial value has been 
chosen several values must be tried and the plot which gives a slope
(1/E ) closest to the tabulated value will be the correct one. The 
©
Figure A1.3 Graphical determination of thickness and extinction 
distance from measured fringe spacings, from [207].
results from a typical set of calculations are shown in table A1.1. 
Obviously to be meaningful the CBD patterns should contain at least 3 
minima fringes and so for aluminium it is best to choose patterns with
2-beam conditions where the planar spacing d is between 0.7 and 1.3 
Angstroms.
TABLE A1.1 - CONVERGENT BEAK TRICKNESS CALCULATIONS
INPUT DATA electron wavelength = .00335 nm
camera length = 1600 mm
tabulated interplanar spacing = .1268 nm
spot spacing = 40.7 mm
fringe spacings =3*5 5.7 7.6 9.6 mm
RESULTS
STARTING VALUE THICKNESS EXTINCTION DIST TABULATED EXTINCTION 
FOR n nm FROM'SLOPE nm DISTANCE nm
1 81.2 00 60.6
2 99.7 113.2 60.6
8 8 8 8 3 8 8 8 8 8 8 8 8 8 8 8 8 6 1  121.5 8 8 8 8 8 8 8 8 8 5 2 .1 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 8 5 0 . 5 8 8 8 8 8 8 8
4 127.1 38.4 60.6
5 138.4 31.6 60.6
• The starting value for n which gives the correct thickness will be 
the one which gives the extinction distance closest to the tabulated 
value. Here it is marked by asterisks.
Al.4 CALIBRATION ON A TWIN BOUNDARY IN 316SS
To check the accuracy which could be achieved using this technique a 
series of thickness determinations were carried out alongside a twin 
boundary in 316SS.
This was done by finding a twin boundary nearly perpendicular to the 
foil edge and carrying out seven convergent beam determinations along
it, moving in from the edge. After each CB image had been
photographed, the probe was held on the same location for several 
minutes to form a contamination spot 'marker1 at each location. 
Photographs of the twin boundary and markers were then used to obtain 
measurements of the projected boundary width at each location. The
geometry of the twin boundary is shown in figure A1.4
t = w tan 6
Figure A1.4 Schematic diagram showing thickness determination from 
a tilted twin.
From figure A1.4 it can be seen that the beam direction and the plane
which the twin lies on, must be known accurately, to determine the true
thickness. This can be determined from Kikuchi images, taken at the
original specimen position and after tilting the twin over so that it 
is parallel to the beam direction .The values obtained were
[B] = [112] + 3° 35’ 
twin = [111] 
angle between them 0 = 61° 52* - 3° 35' 
therefore (90-0) = 31° 43*
The convergent beam thicknesses were determined as outlined previously 
to give the results for comparison shown in table A1.2
TABLE A1.2 - COMPARISON OF TWIN PROJECTED WIDTH AND CBD THICKNESS 
I TWIN BOUNDARY I CONVERGENT BEAM
SPOT NO | MEASURED 
WIDTH mm
PROJECTED 
WIDTH mm
THICKNESS | 
nm
THICKNESS
nm
1 4.2 286 46.3 40.3
2 6.0 408 66.0 70.5
3 7.5 510 82.5 86.4
4 9.1 619 100.2 102.2
5 10.5 714 115.5 114.1
6 11.7 796 128.8 132.1
7 14.8 100.6 162.8 162.0
The results have been plotted in figure A1.5 and the scatter is
calculated to be +.336. This result may be somewhat fortuitous because,
as pointed out by Kelly [199] in his work, the projected width of the
twin should only be accurate to + 10$, '(clearly in our case it was
less). The relative values determined along a particular boundary twin
trace would be more accurate than this. Thus it seems the scatter 
obtained is a valid one and, as was also pointed out by Kelly [1993» 
the convergent beam technique is likely to be more accurate than is 
indicated, as the more likely cause of scatter is the projected twin 
width.
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Figure A1.5 Results from convergent beam thickness determinations 
along a twin, comparing values from both techniques.
From these results some confidence is now held in being able to obtain 
reproducably accuracies of <+ 3% from convergent beam thickness 
determinations.
Al.5 THE USE OF EELS FOR THICKNESS DETERMINATIONS
Al .5.1 INTRODUCTION
Electron energy loss spectroscopy is now becoming available on many 
analytical EM’s. As well as its use for chemical analysis it can also 
be used for specimen thickness determinations, though as yet 
assessments of the otential haccuracy hve not reached the open 
literature. There are indications that for materials in which the 
plasmon mean free path (MFP) of electrons is known, or can be found by 
calibration, simple and accurate on line determinations may be 
possible, Maher [232] and joy [233].
Since accurate thickness dterminationns were required for the 
analytical work in this project it was decided to take the opportunity, 
whilst analysing for neon in aluminium by EELS, to compare thickness 
determinations from EELS, with other techniques.
A1.5.2 THEORY
A typical EELS spectrum from a thick sample ~80nm is shown in figure 
A1.6. As the electron beam passes through the foil, bulk interactions 
take place called plasmon interactions which give rise to broad 
electron energy loss peaks. Depending on the foil thickness electrons 
may experience more than one plasmon interaction, before they exit the 
bottom suface of the foil, this leads to second and higher order 
plasmon peaks in the spectrum. To obtain quantitative information on 
the foil thickness the ratio of the area of the zero loss peak to the 
plasmon peaks can be used in three ways
plasmon peaks
120100
Figure A1.6 EELS spectrum from a thick specimen showing multiple 
plasmon peaks.
a) (1s  ^ plasmon peak area /zero loss peak area) x HFP
b) (low loss area /zero loss peak area) x MFP
c) (total remaining area /zero loss peak area) x MFP
Where MFP is the mean free path of electrons in Al.The best ratio was 
found to be (a). Thickness determinations from energy loss spectra 
will reflect the total foil thickness, which will include contamination 
and oxide where they are present, because the electron beam must pass 
through these layers.It is therefore expected that EELS will give an 
overestimation of foil thickness in a similar way to contamination spot 
spacing, but should not itself add to the amount of contamination 
present.
A1.5.3 RESULTS
The results of thickness determinations using contamination spot 
spacing, EELS and convergent beam diffraction are shown in figure A1.7»
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Figure A1.7 Results from thickness determinations at the same locations 
using three different techniques.
A1.6 DISCUSSION
It was unfortunately not possible to obtain CBD thicknesses at all 
locations. The difference between the contamination spot measurements 
and the EELS should give an indication of the contamination foothill 
hight which the spots sit on. A thickness of about 20nm on each 
surface is indicated. The difference between the EELS and the CBD 
should indicate the oxide thickness, a thickness of about 10nm on each
surface is indicated.
It is of interest to consider what effect the layer of neon bubbles 
within the foil thickness will have on the determinations :-
a) Contamination spot- this will include any swelling effects 
caused by the bubble layer.
b) EELS- the electrons should pass through the bubble layer with 
less chance of scattering and should therefore not give a true 
indication of the increase in thickness due to swelling, however 
some scattering from the gas within the bubbles and from the 
bubble sufaces might be expected. The overall effect may 
therefore be a slight reduction in the measured thickness.
c) CBD- this is formed from waves propagating through the metal 
crystal, the presence of bubbles may therefore add to diffuse 
scattering and loss of intensity in the image, but the final image 
should be made up from waves which have propagated between the 
bubbles and hence reflect the thickness of crystal including the 
effect of swelling.
The peak in contamination spot and EELS which occured at spot 2 may 
therefore be attributed to excessive swelling, because this point is at 
the peak in the neon concentration, causing blistering and oxidation of 
the exfoliated surface. The contamination spot would show the swelling 
the EELS would show the increased oxide thickness and the CBD would 
measure only the path length through the remaining crystalline Al.
APPENDIX 2 - EXPERIMENTAL DETERMINATION OF K-FACTORS
A2.1 STANDARDS USED FOR DETERMINATIONS
For the determination of K-factors three different analytical standards
were used. 
TABLE A2.1
The compositions are given 
- ANALYTICAL STANDARDS
below:-
Hornblende Biotite NBS glass
Oxygen Bal Bal Bal
Sodium 1.99 — —
Magnesium 7.85 5.37 8.8
Aluminium 8.02 10.48 —
Silicon 19.53 17.33 25.5
Argon — — (0.7)
Potassium 0.51 6.37 —
Calcium 7.23 — 11.5
Titanium 0.7 0.93 —
Manganese 0.12 — —
Iron 10.2 15.09 11.5
The Hornblende and Biotite mineral standards were obtained from Cliff 
and Lorimer at Manchester where they were prepared and characterised in 
their geology department. The glass was obtained from NBS Washington 
USA, and the composition quoted was given by Newbury (private 
communication). Typical spectra are shown in figures A2.1, 2 and 3.
Figure A2.1
Figure A2.2
Figure A2.3
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A number of K-factor determinations have been carried out since May 
198*1, on both the * standard 1x-ray detector and the 'windowless1 
detector on the Philips EM^OOT. Earlier work was carried out using a 
standard detector, the windowless detector was then fitted permanently 
to the microscope so that all subsequent analysis was carried out using 
the new windowless type detector. This necessitated carrying out 
K-factor calibrations on both detectors. During the course of work 
with the windowless detector it was twice returned to the manufacturer 
for repair, causing a change in the detector efficiency (either because 
of removal of contamination or a new crystal being fitted). This 
caused a discontinuous change in the values of K-factors obtained when 
this detector was returned, necessitating re-calibration.
For each determination about 6 spectra were collected and their 
characteristic peak areas measured using the 'RTS 2 'peak fitting 
program. It was then possible with the independently determined 
concentrations and the peak intensities to calculate the K-factors 
from:-
KA/Fe = CFe x IA 
CA x IFe
A typical set of calculations are shown in table A2.2, below.
TABLE A2.2 - K-FACTOR CALCULATIONS FOR BIOTITE
Fe Mg A1 Si K Ti
A5CL1
AREA 12771 3036 7292 14354 77655 604
K FACTORS 1.50 1.22 1.02 0.69 1.30
A5CL2
AREA 20077 4393 11883 23424 13390 1376
K FACTORS 1.63 1.17 0.98 0.63 0.90
A5CL3
AREA 21170 4248 11981 24479 11757 1516
K FACTORS 1.77 1.23 0.99 0.76 0.86
A5CL4
AREA 13938 2788 7217 15441 74195 752
K FACTORS 1.78 1.28 1.04 0.79 1.14
A5CL5
AREA 14408 2293 6875 13962 87065 960
K FACTORS 2.24 1.46 1.19 0.70 0.92
A5CL6
AREA 21618 4590 12496 25842 13231 1458
K FACTORS 1.68 1.20 0.96 0.69 0.91
AVERAGE K 1.76 1.26 1.03 0.71 1.01
STD.DEV. OF K 0.23 0.09 0.07 0.05 0.16
A2.2 ABSORPTION CORRECTION
When determining K-factors in this way the x-ray counts from each 
element may be attenuated to varying extents, depending on atomic 
number, by absorption within the specimen. This will introduce errors 
into the K-factors, which should be corrected for as shown below :-
Absorption correction(A)
Absorption corrections for the mineral standard Horneblende were 
calculated for several thicknesses to assess the magnitude of the
effect, using the RTS-2 routine (outlined in chapter 8.9.4). 
TABLE A2.3 - 1/ABSORPTION CORRECTION FOR HORNEBLENDE
Thickness 100nm 200nm _ 250nm 300nm 4.0.0 nm
Mg 0.95 0.91 0.89 0.87 0.83
Al 0.97 0.93 0.92 0.90 0.87
Si 0.99 0.95 0.93 0.92 0.90
K 1 0.98 0.98 0.98 0.98
Ca 1 0.99 0.99 0.99 0.99
Ti 1 0.99 0.99 0.99 0.99
Mn 1 1 1 1 1
Fe 1 1 1 1 1
The mineral standards were in the form of small flakes of crystals and 
analysis was carried out on thin regions at the edge of flakes. It was 
not possible to measure the thickness of these regions, but by 
selecting only the most electron transparent areas, it is reasonable to 
assume thicknesses of < 200nm. The K-factors from mineral standards 
were therefore corrected for absorption with an assumed thickness of 
200nm.
The sputter deposited glass standard was of uniform thickness measured 
as 85nm, Steel et al [234], it was therefore considered reasonable to 
ignore absorption effects for K-factors from the glass.
A2.3 RESULTS
The results for each detector over the period of use are shown in 
tables A2.5 and 6, and are shown plotted in figures A2.4,5 and 6, to 
show the interpolation used for the argon K-factor, and a comparison 
with calculated K-factors from the software package RTS-2. The 
K-factors which were derived from this work for incorporation in the 
analysis of the Al/Ar foils are listed in table A.4.
TABLE A2.4 - K-FACTORS USED FOR QUANTIFYING X-RAY SPECTRA
SAMPLES K‘Al/Fe KAr/Fe DETECTOR
A3 2 1.30 0.70 standard
A78, A61 
A71, A85
1.65 0.63 windowless
A95, A96 1.17 0.70 windowless
TABLE A2.5 - K-FACTORS FOR STANDARD DETECTOR
DATE STANDARD
USED
No OF 
SPEC
ABSORPTION
THICKNESS
Mg Al Si K Ca Ti
4-6-84 HORNE 5 200nm 2.31
±.33
1.45
±.20
1.00
±.10
0.81 0.78 0.85 
±. 0 9 ±» 0 2 ±. 0 8
4-6-84 HORNE 5 200nm 2.91
±.73
1.71 1.15 
±.34 ±.20
0.79 
±. 0 4
0.81 0.83 
±.05 ±.08
6-6-84 HORNE 5 200nm 1.89
±.04
1.28 0.89 0.74 
±.04 ±.03 +.06
0.78
±.04
0.84
±.06
9-6-84 HORNE 6 200nm 1.95
±.13
1.31 
±. 06
0.92 0.66 
±.03 ±.11
0.75
±.01
0.83
±.08
* Spectra collected by PM.Budd
K Factor
2.2
x Experimental values 
o Calculated values 
0  Interpolated value
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Figure A2.4 Plot df K-factors obtained using the standard X-ray 
detector showing interpolation for argon K-factor.
TABLE A2.6 - K-FACTORS FOR WINDOWLESS DETECTOR
DATE STANDARD
USED
No OF 
SPEC
ABSORPTION
THICKNESS
Mg Al Si K Ca Ti
30-5-84 HORNE 5 200nm 3.88
+.26
1.74
±.05
1.25 0.92 .086 1.01 
+ .05 ±.05 ±.02 +.08
« 18-6-84 HORNE 4 200nm 3.58
±.83
1.82
±.35
1.13
±.20
0.53
±.11
0.82
±.01
0.77
±.05
* 19-6-84 HORNE 3 200nm 2.96
±.16
2.10
+.18
0.98
±.03
0.51
±.04
0.85
±.04
0.83
±.23
16-7-84 HORNE 12 200nm 3.07
±.32
1.65
+.12
1.06
±.07
0.63 
±. 16
0.79
±.08
0.85 
±. 16
(Aue/SeDt 84 New crvstal fitted to detector bv LINK1
* 21-5-85 HORNE 6 200nm 2.33
±.19
1.31 0.95 
+.13 ±.08
0.58 0.73 
±.09 ±.03
0.87
±.13
21-5-85 GLASS 5 -- 2.14 
+ .04
0.95
+.01
0.62
±.01
24-5-85 GLASS 5 -- 2.32
±.07
1.01
±.01
0.64
±.01
(May/June 85 Detector awav for reDair)
16-7-85 GLASS 6 -- 1.53 
+ .01
0.84
±.01
0.62
±.01
16-7-85 BIOTITE 6 200nm 1.60
±.23
1.17 
+. 0 9
0.98 0.70 
±.07 +.05
1.00
±.16
* Spectra collected by P.M.Budd
K X/Fe
3.5
x Experimental values 
o Calculated values 
0  Interpolated value
3.0
2.5
2.0
0.5
0 2 3 4 5 6 7 8
Characteristic x-ray energy / KV
Figure A2.5 Plot of K-factors obtained before Aug 84 using the
windowless type detector with the window closed, showing 
interpolation for the argon K-factor.
K Factor 
K X/Fe
2.2
x Experimental values 
o Calculated values 
0  Interpolated value
2.0
Al
oSi
0.8
0.6
32 5 7 860
Characteristic x-ray energy / KV
Figure A2.6 Plot of K-factors obtained after June85 using the
windowless type detector with the window closed, showing 
the interpolation for the argon K-factor.
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OXIDE MEMBRANES WITHIN ARGON BUBBLES IN ALUMINIUM 
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Small bubbles in argon-implanted aluminium have been found to contain thin oxide membranes. These membranes lie on 
{111} planes of the aluminium and are stable to above 500 °C. It is shown that sufficient oxygen will be knocked-in during 
argon implantation to precipitate platelets of oxide, on which the bubbles nucleate. This oxygen knock-in mechanism could 
account for the hitherto surprising stability of helium bubbles in aluminium.
1. Introduction
There is currently a great deal of interest in the 
development of bubbles and voids in candidate fusion 
reactor materials. Most attention has been paid to the 
behaviour of helium bubbles in metals, since helium will 
be produced in large amounts in the reactor first wall. 
Significant concentrations of helium in metals can be 
produced by ion implantation and a large amount of 
work on various aspects of helium, and helium bubble, 
behaviour have been reported [e.g. 1,2]. However, on 
other inert gas/m eta l systems only a small number of 
experiments have been carried out [3-6] although many 
aspects of the inert gas behaviour should not be strongly 
dependent on mass. For certain situations the use of a 
heavier atom has advantages, for example when it is 
useful to detect the presence of the gas using analytical 
TEM [7], and when different dpa/inert gas ratios are 
required.
In this paper we report some interesting results found 
after the implantation of argon ions into pure aluminium 
at high temperatures. After implantation a large number 
of the bubbles were seen to be split by a membrane (fig. 
1). We discuss in this paper the origin of the membranes 
and their possible effect on the enhanced stability found 
experimentally for inert gas bubbles in aluminium 
[8-11].
* Metallurgy Division, Harwell.
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Fig. 1. Argon bubbles containing membranes. Several bubbles, 
including the two arrowed, have two membranes. The specimen 
was implanted at 375 °C  to a dose of 8 .0 x 1 0 20 m - 2 .
0022-3115/84/$03.00 © Elsevier Science Publishers B.V. 
(North-Holland Physics Publishing Division)
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Table 1
Disc No. Time at temp Time at temp 
after implant
Ion energy 
(kV)
Implantation
(°C ) T /T m dose (m - 2 ) time current
1 300 0.61 25 min 70 3.1 XlO19 7 min 0.1 juA
2 300 0.61 0 70 1.0 XlO20 22 min 0.1 juA
3 540 0.87 3 min 100 6.0 XlO20 3 min 4.4 juA
4 375 0.69 0 70 8.0 XlO20 9 min 0.2 juA
2. Experimental procedure
High purity (99.9999%) aluminium discs were pre­
thinned by electropolishing in a solution of 5% perchlo­
ric acid in methanol some three months before the 
irradiation. Irradiations were carried out in-situ in the 
hot stage of a JEM200A transmission electron micro­
scope linked to an ion accelerator. All discs were heated 
to the appropriate irradiation temperature and held for 
10 minutes to stabilize prior to implantation. The ex­
perimental conditions for each of the four discs are 
shown in Table 1. The range of 70 kV argon ions in 
aluminium was calculated using the EDEP-1 code [12] 
to be 47 nm.
1
I
I
]
;
I
Post irradiation examination was carried out in a Philips 
EM400T at 100 kV or a JEOL 200CX at 120 kV. One 
sample (disc 4) was re-heated in the hot stage of the 
JEOL 200CX to a temperature of 575 °C  (0.91Tm) for 
30 min to study the stability with respect to temperature 
of the defects.
3. Observations
During room temperature examination of all the 
irradiated foils it was observed that large numbers of 
bubbles (radius about 2.5 nm) were apparently split by 
a self-supporting membrane. There was a clear crystal-
I ': '•'*
( H D
(i t d
( m i
d m
100nm
Fig. 2. Two micrographs of the same area showing the crystallographic habit of the membranes: (a) beam direction [101], (b) beam 
direction [110]. Implantation conditions as for fig. 1.
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lographic alignment of the membranes and a series of 
tilting experiments showed that the majority of defects 
were planar in nature and lay on (111) planes (figs. 2a 
and b).
In regions close to the foil edge where the bubble 
density was low 70% of the bubbles appeared to be split 
(fig. 3). This is consistent with the presence in every 
bubble of at least one membrane, with those lying 
nearly perpendicular to the beam giving rise to undetec­
table contrast. In regions further from the foil edge the 
projected range of the argon is within the foil and hence 
a higher gas content and bubble density is expected. 
Many of the bubbles in these regions had coalesced to 
form large bubbles (radius >  10 nm, fig. 4). Membranes 
were not visible in these large bubbles but there was 
some evidence of incomplete coalescence where small 
bubbles had joined onto the outside of larger bubbles as 
if some barrier film in the small bubbles was preventing 
complete coalescence (fig. 4). There was also some evi­
dence of debris lying on the surfaces of the larger 
bubbles (fig. 4). The bubbles were strongly faceted on 
{111} and {100} planes. To examine the stability of the
100nm
Fig. 3. A region near the foil edge where the bubble density is 
low and virtually all bubbles possess at least one membrane. 
Implantation conditions as for fig. 1.
TD
14 100nm
Fig. 4. Large bubbles arising from the coalescence of smaller 
bubbles in a thicker region of the foil. The larger bubbles do 
not show complete membranes but there is some evidence of 
oxide debris within them (D) and some incomplete coalescence 
(e.g. I). Implantation conditions as for fig. 1.
defects one of the discs (No. 4) was heated to 575 ° C for 
30 min in the hot stage of the JEOL 200CX. During 
progressive heating from 200 0 C in 50 ° C steps one area 
was continuously illuminated with the 120 kV electron 
beam while a series of pictures was taken at different 
temperatures. At first it appeared that the defects were 
stable up to 500 °C  and the majority disappeared be­
tween this temperature and 575 °C  (fig. 5). However 
after cooling to room temperature, regions away from  
the area studied during heating were examined and in 
these regions the defects in the bubbles were unchanged. 
It therefore appears that electron irradiation, in addi­
tion to any thermal effect, was an essential element in 
the disappearance of the defects. Calculations identical 
to those described in [13] showed that the local increase 
in temperature due to the electron beam was negligible.
Samples of high purity aluminium irradiated with 
similar energy argon ions to similar doses at room  
temperature contained a high density o f very small ( <  2
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Fig. 5. A pair of micrographs of the same region before and after heating to 575 °C  in the microscope. Many of the smallest bubbles 
have been lost to the surface or by coalescence with other bubbles. Many of the remaining bubbles (e.g. those arrowed) have lost their 
membranes. Implantation conditions as for fig. 1.
nm) bubbles. Annealing in a high vacuum at 550 ° C 
(0.88Tm) gave bubble populations similar in size and 
density to those resulting from 300 °C  implantation. 
However these bubbles did not show any membrane 
defects.
4. Discussion
It seems most likely that the membrane defects, 
which are thermally stable to at least 575 °C , are com­
posed of an aluminium oxide. Electron diffraction does 
not give unequivocal evidence for this conclusion be­
cause, although the patterns obtained from regions with 
split bubles contain rings in addition to the FCC spot 
pattern, this would be expected in any case from the 
two inevitable surface films. However the presence of an 
oxide membrane seems plausible since, as we show 
below, sufficient oxygen could be knocked-in during the 
implantation.
Additional evidence arises from the results of the 
annealing experiment in whch a disc was heated to
575 ° C for 30 min. Only those defects within the elec­
tron-irradiated area were affected. Oxides of aluminium 
are very stable once formed and the effect of heating 
will only be to transform the oxide to a more stable 
form [14,15]. There is some evidence for the effect of 
electron irradiation on oxides, even at energies below  
the displacement threshold. It has been shown that 
relatively short exposure of silica to an electron beam of 
only 3kV can cause dissociation of the oxide [16]. Work 
on alpha-alumina has also revealed electron beam 
damage after 175 kV irradiation for 15 min at 600 °C  
[17]. The electron irradiation time in our experiments 
was 3 h so it is quite likely that even at 120 kV some 
oxide dissociation will have taken place. Since the oxide 
defects are very thin ( ~  2 nm) they will rapidly collapse 
under surface tension driving forces if at all weakened.
4.1. The oxygen content o f  the irradiated fo il
It is well known that on exposure to air aluminium 
forms an instantaneous amorphous oxide film of thick­
ness about 2 nm. This film grows to about 9 nm after
R.J. Cox et al. /  Oxide membranes within argon bubbles in aluminium
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several weeks, and then effectively stops [14,15,18,19]. 
On heating to temperatures of 350-500 °C  for periods 
• of about 30 min film growth to 30 -50  nm has been 
found at oxygen pressures of 76 mm Hg [18,19,20]. 
There is some indication that at elevated temperatures 
aluminium will getter oxygen even at very low partial 
pressures [18]. A pressure below 10~6 mm Hg is needed 
to prevent oxide thickening [19,20]. It seems likely that 
in the poor vacuum at the specimen position in our 
microscope/accelerator an increase of oxide film thick­
ness on heating prior to and during irradiation will have 
occurred. The nominal oxygen content of zone refined 
aluminium is 0.0003 wt% [21] and the solubility limit is 
~  0.003 wt% [21] so there should not be any oxide 
precipitation in the foil prior to irradiation. However 
during irradiation with high energy argon ions some 
knock-in of oxygen from the surface oxide film will be 
inevitable. The approximate magnitude of this effect 
can be calculated as follows:
The total cross-section, o, for the displacement from 
alumina of oxygen atoms with energies greater than Ed, 
the minimum displacement energy, can be calculated 
for the “ heavy” ion argon with energy E1 from [22]
it a 2E j X
V i / d  ’ .
where Ed = aET(ZlZ2)7/6(Ml + M 2)/M2e, A  =
4M xM 2/(Mx +  M 2)2, Et is the Rydberg energy, the Z s  
and Ms  are the atomic numbers and masses of the ions 
and a =  0.053 nm. For 70 kV incident ions of argon 
(Z  =  18, M  =  40) and taking Ed =  76 eV [17] this gives 
a =  6 X  1021 m2. Alumina contains approximately n = l 
X  1028 atoms of oxygen per m3 and thus the mean free 
path, A, for displacement of an oxygen atom from the 
oxide by an argon ion is
A =  1/no — 1.4 X  10-9  m
Thus in an oxide layer of thickness 5 nm virtually every 
incoming argon ion will displace an oxygen atom and 
many will displace two or more. This argument is con­
sistent with the range/displacem ent calculations which 
indicate a dpa of >  10 at the foil surface for the doses 
used in our experiments. Although a large fraction of 
the oxygen atoms will recombine or diffuse outwards a 
significant proportion will diffuse rapidly into the un­
derlying aluminium at the implantation temperature of 
>  300°C . Therefore a total dose of 1020 ions m -2  
could be expected to knock-in a similar number of 
oxygen atoms, in a process now being exploited as “ ion 
mixing” in the semi-conductor industry [23].
Let us now compare the knocked-in oxygen dose with 
that apparently present as alumina in the bubble mem­
branes. The thickness of each membrane is difficult to 
measure but can be estimated as 2 nm. If we then make 
the generous assumption that every bubble contains a 
membrane of dimensions 10 nm X  10 nm X  2 nm we 
have 2 X  10“ 25 m3 of alumina per bubble. The measured 
bubble density in areas such as that shown in fig. 1 is 
6 X  1015 m -2  and there is therefore 1.2 X  10“ 9 m3 of 
alumina per m2 of foil. This is equivalent to 8.4 X  1019 
oxygen atoms m ~ 2. This estimate is an upper limit, 
since not all the bubbles display a membrane and not 
all of the membranes are as large as 10 nm across. 
However it is clear that the necessary amount of oxygen 
is available from the knock-in mechanism.
4.2 The origin o f  sp lit bubbles
It seems from consideration of the knock-in proba­
bility from the surface oxide that at an early stage in the 
implantation there will be an oxygen content well above 
the solubility limit thus giving suitable conditions to 
form an internal oxide.
If the planar defects in the bubbles are thin oxide films 
there are three possible mechanisms by which they 
could have arisen:
(1) The oxygen precipitated out of solution as an oxide 
platelet on {111} planes and both faces o f the 
precipitate acted as nucleation sites for bubbles.
(2) The oxygen collected on the inside of the bubbles, 
formed a surface oxide and a second bubble then 
nucleated on the outside of an oxide-coated facet.
(3) Two oxide-coated bubbles touched but did not 
coalescence because of the oxide film.
We shall now consider each mechanism in turn.
Oxygen can be expected to diffuse rapidly in the tem­
perature range 300-500 °C  in aluminium. If an oxide 
precipitate forms then it is very likely to act as a 
heterogeneous nucleation site for a bubble. A  second  
bubble can then clearly nucleate on the other side of 
each platelet, since alumina is effectively impervious to 
inert gases [3]. In the early stages of bubble growth, 
when the increase in size is largely due to the collection  
of implanted gas atoms and irradiation-induced vacan­
cies, the bubble or pair of bubbles would be expected to 
collect oxygen atoms and argon atoms at about the 
same rate. A small oxide platelet which by now would  
form one facet of a single bubble or a membrane 
between two bubbles, could grow to keep pace with the 
bubble(s). After longer irradiation times and on post­
implantation annealing much of the bubble growth will 
have occurred by coalescence. The act of bubble coales­
cence provides a discrete jump in the size of an individ­
ual bubble and it will be difficult for any internal oxide
1 2 2 R.J. Cox et al. /  Oxide membranes within argon bubbles in aluminium
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platelet to grow quickly enough to retain its form as a 
membrane. This argument is thus consistent with our 
observation that virtually all small bubbles contain 
membranes while very few of the larger bubbles appear 
to. The “ broken” membranes will remain as oxide flakes 
within the larger bubbles, and indeed there is evidence 
that there is such debris within the largest bubbles (fig. 
4). Mechanism 1 (bubble nucleation on oxide platelets) 
thus seems entirely consistent with out observations. Let 
us now consider mechanism 2, the precipitation of 
oxygen on the inside of pre-existing bubbles. Once 
bubbles exist they will provide attractive sinks for mo­
bile oxygen atoms. There is evidence that oxygen chem- 
isorbs preferentially on (111) faces [24] and that the 
presence of oxygen on {111} and {100} facets deepens 
these cusps of the gamma-plot and thus enhances facet­
ing [25]. Certainly the bubbles observed at an early 
stage in our experiments are faceted. If oxygen preferen­
tially collects on {111} planes then an oxide film is 
likely to form on these facets. However it would be 
expected to form equally on all {111} facets and would 
be essentially invisible in this position. Visible mem­
branes would then form if either a second bubble 
nucleated on the outside of one facet or if two bubbles 
grew or migrated to touch on one of their {111} faces. 
Although we observed no bubbles with eight mem­
branes resulting from a new bubble being attached to 
each {111} facet this mechanism would account for our 
occasional observation of two or three membranes within 
a bubble group (fig. 1).
Mechanism 3, the touching but non-coalescence of 
oxide-coated bubbles, seems unlikely to account for the 
fact that virtually all small bubbles have a membrane. 
The bubble density is not high enough for all the 
bubbles to have encountered another by growth alone 
and the amount of migration which would be needed is 
improbable because bubble migration has been reported 
to be very slow at temperatures below 500 °C  [8-11]. 
On balance therefore we conclude that mechanism 1 is 
likely to be the dominant process, although we cannot 
rule out a contribution from mechanism 2. The third 
mechanism seems unlikely.
It is still necessary to explain the absence of bubble 
membranes in specimens implanted at room tempera­
ture. There are two important factors which might 
account for this difference in behaviour. Firstly the 
thickness of the surface oxide which was present at the 
start of implantation should be much smaller for the 
room temperature specimen. This is likely to reduce the 
knocked-in oxygen concentration by a factor of 5 or so. 
Secondly the mobility and hence diffusion range of the 
implanted oxygen will be much lower at room tempera­
ture than at 300 ° C. These factors presumably combine 
to reduce the size of the oxide platelets at the argon 
range below that visible in the TEM. It is worth consid­
ering why membranes similar to those reported in this 
paper have not been reported after the numerous 
helium-implantation experiments in aluminium. A  
plausible explanation lies in the fact that the cross-sec­
tion for displacement of oxygen by helium is two orders 
of magnitude smaller than that for argon and the 
knock-in frequency is similarly reduced. Thus to attain 
the same order of oxygen concentration as for the argon 
implants would require helium doses in excess of the 
threshold for blister formation. Observations on any 
bubble membrane effects would thus be effectively pre­
vented. It is not surprising, therefore, that split bubbles 
have not hitherto been reported.
It is interesting to note that even a small amount of 
injected oxygen in helium implants might explain the 
curious enhancement of bubble stability in aluminium. 
It has frequently been reported that populations of 
bubbles do not grow rapidly in the absence of displace­
ment damage at temperatures much below the melting 
point [8,9,10,11]. In sharp contrast, bubbles start to 
grow in many other metals at about 0.5 Tm [8,26,27], We 
suggest that this stability of helium bubbles in aluminium 
is simply due to the precipitation of the rather stable 
oxide and its subsequent influence on bubble mobility. 
Finally our observations on the alum inium / argon sys­
tem sugget that migration and growth of helium bubbles 
in aluminium might take place more rapidly in the 
electron beam. Hot stage experiments on helium-im­
planted aluminium would be needed to confirm this.
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