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Über die Konvergenz der Orthogonalreihen 
Von KÁROLY TANDORI in Szeged 
Herrn Professor Béla Szőkefalvi-Nagy zum 50. Geburtstag gewidmet 
Einleitung 
Für jede endliche Folge clt ...,cN von reellen Zahlen setzen wir 
I(cu ...,cN) = sup ( mäx |ci<p1(x)+ ... +Cj<pj(x)\)2dx, 
J 1 SISJSJV 
0 
wobei das Supremum für alle im Intervall [0, 1] orthonormierten Funktionensysteme 
{<pn(x)} (« = 1, ..., N) gebildet wird. Offensichtlich hängt I(ci; ..., cN) nur von den 
von Null verschiedenen Gliedern der Folge {c„} ab, und zwar stetig. 
Satz I. Sei {a„}7 eine gegebene Folge von reellen Zahlen. Gilt 
(1) 2 1 ( a n k + U . . . , a „ t + 1 ) < o o . k = 0 
für jede Indexfolge (0 = ) « 0 < ... <nk < . . . , so konvergiert die Reihe 
(2) 2 
n = l 
für jedes orthonormierte System {<pn(x)} fast überall. Gilt aber (1 )für eine Indexfolge 
nicht, so gibt es ein orthonormiertes System {<p„(x)}, für welches die Reihe (2) sogar 
fast überall divergiert. Insbesondere ist also das Bestehen von (1) für jede Indexfolge 
notwendig und hinreichend• dafür, daß die Reihe (2) für jedes orthonormierte System 
{(p„(x)} fast überall konvergiert. 
• Für die Funktion 7 gibt es keine explizite Darstellung, wohl aber verschiedene 
Abschätzungen. Aus dem klassischen Resultat von MENCHOFF und RADEMACHER 1 ) 
') D. MENCHOFF, Sur les séries de fonctions orthogonales (Première partie), Fundamenta 
Math., 4 (1923), 82 — 105; H. RADEMACHER, Einige Sätze über Reihen von allgemeinen Orthogo-
nalfunktionen, Math. Annalen, 87 (1922), 112-138. 
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folgt leicht die obere Abschätzung: 
I{cu ...,cN) = 0(1) 2 cl log2 ( « + 1), 
«=i 
woraus man, auf Grund von Satz I, den klassischen Satz von MENCHOFF und RADE-
MACHER2) bekommt, daß im Falle 2 ol l°g2 die Reihe (2) für jedes orthonor-
mierte System {'p„(x)} fast überall konvergiert. 
Da ' 
• K ^ x ) -f ... + c j V 9 v ( x ) | S max• \ci<pi(x)+... + Cj<pj(x)\ 
iSiSjSN 
gilt, besteht die untere Abschätzung 
c\+... + c^I(ci, ...,cN). 
• Verfasser3) hat eine feinere untere Abschätzung angegeben: 
N 
Key, . . . , c N ) s e 2 tfkicu •••> cN) ( e > 0 ) 
n=i 
mit 
• Ii i(1og(cf + . . .+c^) - logc i 2 ) 2 , wenn c\ + ... + S 8c ( 2>0, 
Auf Grund dieser Abschätzung folgt aus dem Satz I leicht, daß 2 a l l°gz 1 < 0 0 
mit 0 und fl„—0 notwendig dafür ist, damit die Reihe (2) für jedes orthonor-
inierte System {<p„(x)} fast überall konvergiert4). 
Es sei (0 = ) w o < . . . -cm f c<.. . eine gegebene Indexfolge. Wir setzen 
A = { < + i + • • • + < * > № = o , i , . . . ) . 
Satz II. Das Bestehen der Bedingung 
(3) ¿ / « + i , . 
• . fc=0 
für jede Tndexfolge 0 = n0 < ... nk <... ist hinreichend dafür, daß die Folge der 
mk-ten Partialsummen von (2) für jedes orthonormierte System {<p„(x)} fast überal 
konvergiert. Gilt aber (3) für eine Indexfolge nicht, so gibt es ein orthonormiertes 
System {f„(x)}, für welches die Folge der mk-ten Partialsummen der Reihe (2) sogar 
fast überall divergiert. Insbesondere ist also das Bestehen von (3) für jede Tndexfolge 
{nk} notwendig und hinreichend dafür, daß die mk-ten Partialsummen der Reihe (2) 
für jedes Orthonormalsystem fast überall konvergieren. 
Es sei r= | | c i w | | eine Matrix mit 
limCjj = 0 ( / = 1 , 2 , . . . ) und lim 2 
i—*™ j= 1 
weiterhin nehmen wir an, daß die T-Summierbarkeit der Orthogonalreihe (2) für 
2) Siehe loc. cit. 1). 
3) K. TANDORI, Über die Divergenz der Orthogonalreihen, Publica!iones Math. Debrecen, 
8 (1961), 291-307. 
4) Siehe loc. cit. 3). 
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eine beliebige Koeffizientenfolge {a„} (2an<°°) un<i für ein beliebiges orthonor-
miertes System: {(pn(x)} mit der Konvergenz der Folge der mk-ten Partialsummen 
fast überall äquivalent ist. Es gilt dann die folgende Behauptung: 
Damit die Reihe (2) für jedes orthonormierte System {<p„(X)} fast überall T-
summierbar ist, ist es notwending und hinreichend, daß die Bedingung (3) für jede 
Indexfolge {nk} gilt. 
Ist nämlich (3) für jede Indexfolge {nk} erfüllt, so konvergiert die Folge der 
mk-ten Partialsummen der Reihe (2) fast überall. Aus (3) folgt also 2 al<DO u n <i 
auf Grund unserer Annahme über das Summationsverfahren T ergibt sich, daß 
die Reihe (2) fast überall T-summierbar ist. Ist aber (2) für jedes orthonormierte 
System (c/)„(x)} fast überall J-summierbar, so ist 2 Im Falle 2 — °° 
ist nämlich die Rademachersche Reihe 2 fast überall nicht T-summierbar5). 
So folgt aus unserer Annahme über das Verfahren T, daß die Folge der mk-ten 
Partialsummen der Reihe (2) für jedes orthonormierte System.{<pn(x)} fast überall 
konvergiert und so besteht (3) auf Grund des Satzes II. 
Nach den Sätzen von KOLMOGOROFF6) und KACZMARZ7) ist die (C, 1)-Summier-
barkeit der Reihe (2) für eine beliebige Koeffizientenfolge {an} (2 al ^ un(* 
für jedes orthonormierte System {<p„(x)} mit der Konvergenz der Folge der 2m-ten 
Partialsummen fast überall äquivalent. Also gilt die folgende Behauptung: 
Damit die Reihe (2) für jedes orthonormierte System {<p„(x)} fast überall (C, 1)-
summierbar ist, ist es notwendig und hinreichend, daß die Bedingung 
(4) 2 l(Änk+i, 
fc = 0 
für jede-Indexfolge (0 = ) « 0 . . . ... erfüllt wird, wobei 
Äm = {alm+i '+ ... +fl2"-+i}V2 (w = 0, 1, ...) 
gesetzt wird. 
Offensichtlich können ähnliche Sätze auch für andere Summationsverfahren, 
z. B. für die Rieszsche Summation bewiesen werden. Mit Anwendung der erwähnten 
Abschätzungen folgen aus Satz II einige bekannte Sätze über die (C, 1)-Summier-
barkeit der Orthogonalreihen.8) 
Da aus Bedingung (1) insbesondere 
2 f l » 2 < o ° 
folgt, so konvergiert die Reihe (2) jedenfalls im quadratischen Mittel gegen eine 
Funktion f(x). Wir wählen eine Indexfolge derart, daß 
2 2 
k = 0 n = / i k + l 
5) A. ZYGMUND, On the convergence of lacunary trigonométrie séries, Fundamenta Math., 
16 (1930), 90-107. 
6) A. N. KOLMOGOROFF, Une contribution à l'étude de la convergence des séries de Fourier, 
Fundamenta Math.,- 5 (1924), 96—97. 
7) S. KACZMARZ, Über die Summierbarkeit der Orthogonalreihen, Math. Zeitschrift, 26 
<1927), 99-105. . , 
8) Siehe z. B. D. MENCHOFF, Sur les séries de fonctions orthogonales. Deuxième partie, Fun-
damenta Math., 8 (1926), 56—108.; S. KACZMARZ, loc. cit. 7); K. TANDORI, loc. cit. 3). 
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besteht. Dann ist 
2 
* = 0 . 
0 
wobei sn(x) die n-te Partialsumme der Reihe (2) bezeichnet. Hieraus, auf Grund 
des Satzes von B. L E V I folgt, daß die Reihe 
zeichnen wir mit F(x). Also ist F(x) quadratisch integrierbar; ihr Quadratintegral 
hängt olfenbar nur von den Koeffizienten a„ ab. Aus (1). folgt, daß die Funktion 
gilt, so ergibt sich auf Grund des Satzes I Folgendes: ist die Bedingung (1) erfüllt, 
so konvergiert,die Reihe (2) für jedes orthonormierte System {<p„(x)} „beschränkt", 
d.h. konvergiert fast überall."und die-Partialsummen bleiben im absoluten Betrag 
unterhalb einer nur von dem System {<pn(x)} abhängigen, ¡quadratisch integrier-
baren Funktion; das Quadratintegral dieser Funktion bleibt unterhalb einer nur 
von den Koeffizienten a„ abhängigen Konstante. 
Also gilt auch die folgende Behauptung: 
Satz III. Die Konvergenz fast überall der Orthogonalreihe (2) für jedes ortho-
normierte System {r/>n(x)} ist mit ihrer beschränkten Konvergenz für jedes orthonormierte 
System {(p„(x)} gleichwertig. 
Nach der Definition von I(c1, ..., cN) gilt / ( ± c l 5 ..., ±cJV) = / (c 1 , ...,cN) und 
/ (cr+rf i , . . . )c f f + rf»)s2/(c1I ...,cN) + 2I{d1, ...,dN). Es sei C[,...,CN eine Folge, 
die sich aus c t , ..., cN so ergibt, daß einige der c ; gleich 0 gesetzt werden. Auf Grund 
der obigen Bemerkungen folgt die Ungleichung 7(ci, ..., c'N)^4I(ci, ..., cN). Daraus, 
auf Grund des Satzes I folgt 
Satz IV. Ist die Reihe (2) für jedes orthonormierte System {<p„(x)} fast überall 
konvergent, so ist jede Teilreihe von (2) für jedes orthonormierte System {'pn(x)} 
„fast überall konvergent. 
Es soll aber bemerkt werden, daß aus der Konvergenz von (2) fast überall 
für jedes orthonormierte System {(pn(x)} die unbedingte Konvergenz von (2) für 
.jedes orthonormierte System {(p„(x)} nicht folgt. Es kann nämlich eine Koeffizien-
tenfolge {an} mit 
G(x] \ai<Pi(x) + ... +aj<Pj(x)\)2 
quadratisch integrierbar ist; ihr Quadratintegral hängt nur von den Koeffizienten 
a„ ab. Es sei n ein beliebiger Index und nk<n^nk+l. Da offenbar 
k ( * ) l ^ l / W I + K ( x ) - / M I +1S, (x ) - s„Jx)l ^ l f (x) l + F ( x ) + G(x) 
oo 
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angegeben werden. Auf Grund der zweiten Bedingung existiert ein orthonormiertes 
System {<p„(x)} derart, daß die Reihe (2) in gewisser Anordnung ihrer Glieder fast 
überall divergiert9), und wegen der. ersten Bedingung konvergiert der Reihe (2) für 
jedes orthonormierte System {(p„(x)} fast überall10). 
Die rt-te (C, 1)-Mittel der Orthogonalreihe (2) bezeichnen wir mit <7„(x), d. h^ 
•> / jc_ i \ ffnO) = 2 ( 1 - — — }ak<pk(x). k=i\ n / . 
Offensichtlich ist die Konvergenz bzw. die beschränkte Konvergenz der Folge der 
2m-ten Partialsummen der Orthogonalreihe (2) mit der Konvergenz bzw. mit der 
beschränkten Konvergenz der Reihe 
(5) 2 Ä M x ) 
m = 0 
äquivalent, wobei 
a>mO) = ÄZi.(a2m+t(p2m + 1(x)+ ... +a2„+t<p2m+1(x)) (»2 = 0 , 1 , . . . ) . 
gesetzt wird. (Ist Am = 0, so soll man statt A~' z. B. 1 setzen.) Ist (4) erfült, so erhalten 
wir — wie oben — daß die Partialsummen der Reihe (5),' also die 2m-ten Partial-
summen der Reihe (2), beschränkt konvergieren; also gibt es eine quadratisch, 
integrierbare Funktion H(x) mit 




(s2m(x)-a2m(x)Ydx ^ ¿ ¿ f ' a2kk2 = 0 (1) 2 
m = 0 z fc= 1 k= 1 
M(x) = | 2 ( i2«(*) - (*) ) 2 J ' € 
Durch einfache Rechnung erhalten wir weiterhin: 
l 
2 » . • n — 1 
Ö 
(on+l(x)-on(x)ydx ^ 2 A 2 0(1) 2 al 
n= 1 n fc = 1 k = 1 
es besteht also auch 
•)l/2 
N(x) = I 2 n(a„+, (*).- cTn(x))^ 6 L2. 
9) K. TANDORI, Über die orthogonalen Funktionen. X (Unbedingte Konvergenz), Acta Sei.. 
Math., 23 (1962), 1 8 5 - 2 2 1 . 
1 0) D . MENCHOFF, loc. cit. 1); H. RADEMACHER, loc: cit. 2). 
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/Es sei n ein beliebiger Index und 2 m < « < 2 m + 1 . Dann ist 
/ 1 - 1 
2 K+i(x)-ffk(x)) 
' ' ' (>>+1-1 1 y / 2 f2".+ i - l "jl/2 
'Nach den Obigen gilt 
k/iOOl ^ к г - 0 ) 1 + к г - О ) - S 2 - W I + к г « ( * ) ~ 0 ) 1 ^ 
H(x) + M(xj + flN(x) 6 ZA 
Ist also die Bedingung (4) erfüllt, so ist die Orthogönalreihe (2) beschränkt (С, 1)-
summierbar. Damit haben wir auch die folgende Behauptung bewiesen: 
Satz V. Die (C, l)-Summierbärkeit fast überall der Reihe (2) für jedes ortho-
normierte System {<p„(x)} ist mit ihrer beschränkten (C, \)-Summierbarkeit für jedes 
orthonormierte System {qt>„(x)} äquivalent. 
Offensichtlich kann ein ähnlicher Satz auch für andere Summationsverfahren, 
.z.B. für die Rieszsche Summation bewiesen werden. 
§ 1. Beweis des Satzes I 
Hiri länglichkeit . Wie schon bemerkt wurde, aus (1) folgt, mit Anwendung 
• des Satzes von Riesz—Fischer, daß es eine Indexfolge {nk}' derart gibt, daß die Folge 
{sniI0)} fast überall konvergiert. Aus (1) folgt weiterhin 
ök(x) = max k- <Pi(x)+ ... + aj rpj О) | - 0 
'fast überall. Es sei « t < n < n H 1 , Dann ist also 
fast überall. Damit haben wir die Hinlänglichkeit der Bedingung (1) bewiesen. 
Mit derselben Methode kann auch die folgende Behauptung bewiesen werden: 
Ist für eine Indexfolge ... ... die Folge {s^O)} fast überall konvergent 
..und besteht -
' 2 Па„к+1, :..,a„k+l)*:oo, .. . ' k = 0 
.so ist die Reihe (2) fast überall konvergent. 
Notwendigke i t . Zum Beweis benötigen wir den folgenden Hilfssatz. 
Hi l fssatz . Für jede Folge ct, ..., cN mit cf + . . . + c $ > 0 gibt es ein in [0, 1] 
•orthonormiertes und von der Folge {c„} abhängiges System von Treppenfunktionen 
¿Фх(х), ..., ipN(x) derart, daß 
max \c^t(x)+ . . . +Cjij/j(x)\^l 
IsisjsN 
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in einem Intervall E( Q [0, 1]) mit . 
mes ( £ ) s a / ( c ! , . . . , cN) • 
gilt, wobei cc eine positive, absolute. Konstante ist. 
B e w e i s d e s H i l f s s a t z e s . N a c h der Definit ion von / (c^ , . . . , cN) gibt es ein 
orthonormiertes System q>t(x), ..., cpN(x), für welches' 
I 
(6) ( max |cir/)i(x) + . . . +Cj(pj(x)\)2dx ~I(cL, ...,cN) 
J ISiSjSN L 
0 





•ij=$Xi(x)Xj(x)dx (i,j= l, ..., N) 
o 
2 > d + . 1 !«,.«! = iji d=i,...,N). 
1 = 1 l = i + l 
Bei genügend kleinem e gelten nach (6) offenbar: . -
i 
(7) ^ ( max \ciXi(x) + . . . + C j X j ( x ) \ ) 2 d x ^ ...,eN), 
J l^imjSN O 
^ 0 . . 
(8) f f max c , ( 1 - ^ W x H ••• + C j ( l - - T = J = = W x ) ) 
o \ • J 
=i j^rl(e1,..., c'N). 
Wir definieren ein in [0, 2] orthogonales System v o n Treppenfunktionen / i ( x ) , . . . 
..., ~xN(x) folgenderweise. Wir teilen das Intervall (1, 2] in N(N — 1) Teilintervälle 
/¡ j (i,j = 1, ..., N; i V y ) von gleicher Länge ein und setzen: 
( *,(*),' * 6 [ 0 , 1 ] , ' 
- *,(*) = j .p-^CiV-i)!«,,!]^,- xaUi- (!=\,...,Nyl*i), 
• ( — [2~lN(N— 1)|oc ; i|]1/2 signa (> i * € / , . , (1=1, ...,N; 
(i = l, ..., N). Wegen 
' 2 1 
JKx)dx = x2(x)dx + J |a, ¡| + 2 l«/,.l •= «i.i + li 
J J 1 = 1 l=i+1 
0 0 ' 
A 10 
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bilden die Treppenfunktionen 
Vt(x) = x,(x) (i=l,...,N) 
y«u + f?i 
ein orthonormiertes System in [0,2], für welches wegen (7)-und (8) gilt: 
2 
(9) ( max \c,vi(x) + ...+cJ?j(x)\)2dx ¿ z . . . , c N ) . 
J l sisjsJi 10 
0 > 
F(x)= max \cicpi(x) +... + Cj(pj(x)\ ist eine.Treppenfunktion: sienimmt auf den 
1 S'läjSN 
nacheinander folgenden Intervallen I t , . . . , I e konstante Werte, etwa w t , ..,, wc an. 
Es sei 
e 
2 wj mes (7r) = A; 
ohne Beschränkung der Allgemeinheit können wir A ^ 2 annehmen. Wir setzen 
1 r • 
uo = 0, ur = — 2 ws2 mes (7S) ( r = l , ..., Q) 
5=1 
und 
i f l _ / 2 r \ 
— <Pi (x - Ur)+2-mes (Is)), X £ [ur, ur+1), wr * 0, r = 0 ,1 , . . . , q - 1, 
0 sonst in [0,1] 
(i = l,...,N). Offensichtlich genügen diese Funktionen ^¡(x) und das Intervall 
E = [0, «J allen den gestellten Bedingungen. 
Damit haben wir den Hilfssatz bewiesen. 
Ist die Bedingung (1) nicht erfüllt, so gibt es eine Indexfolge (0=)n0 <... 
... ..., für die (10) 2 1 ( a n k + l , . . . , a ) = o o k = 0 / 
ist. Ohne Beschränkung der Allgemeinheit kann I(a„k+1, ..., ö„ t + 1 )>0, d .h . 2 2 ' 
a„k+i + . . . +a„k+! > 0 angenommen werden. 
Durch Induktion werden wir ein in [0,1] orthonormiertes System von Treppen-
funktionen <t>„(x) und eine Folge von einfachen (d. h. als Vereinigung endlich vieler 
Intervalle entstehenden) Mengen Ek( ^ [0, 1]) definieren mit den folgenden Eigen-
• schaffen: 
a) die Mengen Ek sind stochastisch unabhängig und für jedes k gilt 
(11) n ies (E k )^ t t l (a„ k + 1 , ...,a„k+1); 
b) für jedes k gibt es von x abhängige Indizes vk = vk(x), ¡xk = nk(x) (« f c<vkÄ 
derart, daß für x£Ek 
(12) |flVtOVk(x) + . . .+ f l , k <6 w (x ) |^ l 
besteht. ' - • 
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Wir wenden den Hilfssatz in Falle c i = a i (/ = 1, ..., nt) an, die entsprechenden 
Funktionen und das entsprechende Intervall bezeichnen wir mit ..., 4>n,(x) 
bzw. mit . 
Es sei « ( > 1 ) eine behebige natürliche Zahl. Wir nehmen an, daß die Trep-
penfunktionen <J>„0t) (1 und die einfachen Mengen Ek (l^k^x — l) 
schon derart definiert sind, daß diese Funktionen orthonormiert und diese Mengen 
stochastisch unabhängig sind, und (11), (12) für lc = l, — 1 bestehen. 
Dann können wir das Intervall [0, 1] in endlich viele Teilentervalle Jq = (aq, ßq) 
(q = \, ..., 0 einteilen, derart, daß die Funktionen <&„(*) in jedem Jq konstant 
sind und jede Menge Ek die Vereinigung gewisser Jq ist. 
Wir wenden den Hilfssatz im Falle ci = ai(i = nx-1 + 1 , ..., nx) an; die ent-
sprechenden Funktionen und das entsprechende Intervall bezeichnen wir mit 
cpn(x) («„_! + bzw. mit E. Es sei 
' Q 
<*>„(*) = 2 <P»(Jql x) (n^i + l s n s / j j q= 1 
und 
£•„ = (J £•(/,), 
4=1. 
wobei für ein beliebiges Intervall I = [u, u] 
fn \ — ~ ) > f(I; x) = y \v-u ) 
( 0 sonst 
gesetzt wird und G(T) das mit der linearen Transfoynation x .= (v — u)y + u er-
haltene Bild in [u, L'] der Menge G( £ [0, 1]) bedeutet. 
Offensichtlich bilden die Treppenfunktionen On(x) (1 ein orthonor-
miertes System, die einfachen Mengen Ek ( l ^ i S x ) sind stochastisch unabhängig, 
und (11), (12) sind auch im Falle k = x erfüllt. 
• Das Funktionensystem {<&„(*)} und die Mengenfolge {Ek} mit den geforderten 
Eigenschaften erhalten wir also mit Induktion. 
Es sei 7 /= l im Ek (k — Auf Grund von (10) und (11), mit Anwendung des 
zweiten Borel-Cantellischen Lemmas folgt 
mes (H) = 1 
Für x£H ist die Orthogonalreihe 2a>№n(x) wegen (12) divergent. 
Damit haben wir den Satz I vollständig bewiesen. 
§ 2. Beweis des Satzes II 
Hinlängl ichke i t . Diese folgt leicht, mit Anwendung des Satzes I, aus 
der Bedingung (3), da die Konvergenz fast überall der Folge der mk-ten Partial-
summen der .Reihe (2) äquivalent mit der Konvergenz der Orthogonalreihe 
(13). 
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ist, wobei . 
= Ak 1 (amk+1 'pmk + i(x) + ... + amJ+ i(pmk+i(x)) _ (k = Q, 1, . . .) 
gesetzt wird. (Für Ak = 0 soll man hier anstatt Akl etwa 1 schreiben.) 
N o t w e n d i g k e i t . Wir werden Folgendes beweisen: Ist die Bedingung (3) 
nicht erfüllt, so gibt es ein orthonormiertes System {<£„(x)}, für welches die Folge 
der wfc-ten Partialsummen der Reihe 2a*®n(.x) fast überall divergiert. 
Ist die Bedingung (3) nicht erfüllt, so gibt es nämlich eine Indexfolge 
0 = n 0 < . . . . . . , für die • 
2/04nfc+i>••••» A k + 1 ) = °° 
gilt.. Ohne Beschränkung der Allgemeinheit kann I(A„k+1, ..., A„k+i) > 0 , d. h. 
A*k+1 + ...+A2k+t>0 angenommen werden. 
Wir wählen eine Folge {b„} von rationalen Zahlen derart, daß 
(14) und 2 1 ( B „ k + ! , . . . , BnkJ = ~ 
gilt, wobei 
' Bk={bilk+i + ...+bi„1yi* • 0 , 1 , . . . ) 
gesetzt wird. Dies ist offenbar möglich. 
Mit der im § 1 angewandten Methode kann man ein in [0, 1] orthonormiertes 
System von Treppenfunktionen ^„(x) und eine stochastisch unabhängige Folge 
von einfachen Mengen £ f c(Q[0, 1]) derart angeben, daß 
(15) 2 mes (£*) = <« 
besteht und es für jedes x£Ek von x abhängige Indizes vk = vk(x), ßk = fik(x) 
(n k <v k ^n k rsn k + t ) gibt, so daß 
(16) • • \BV kfy k(x) + . . . + B M x ) \ ^ l 
besteht. 
Durch Induktion werden wir ein orthonormiertes System von Treppenfunk-
tionen On(x) und eine Folge von einfachen Mengen Fk definieren mit den folgen-
den Eigenschaften: ' 
a) die Mengen Fk sind stochastisch unabhängig und für jedes k besteht 
(17) mes (Fk) = mes (Ek); 
• b) zu jedem x£Fk gibt es Indizes vk = vfc(x), pik = pk(x) (nk <vk^nk^nk+l) 
derart, daß die Ungleichung 
(18) ¡ ¿ % + l ® % + l W + - + + ! ®m(i t + ! WI S 1 
besteht. 
Wir schreiben die rationalen Zahlen bj;/B£ (mk<n^mk+,; k=0, ...,n1; m0 = 0 ) 
als Brüche von natürlichen Zahlen mit gemeinsamem Nenner auf: 
; _ b2„IBl=p^lq0. 
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Wir teilen "das Intervall [0, 1] in q0 Teilintervalle gleicher Länge 7V = [wv, uv] 
( l ^ v ^ ^ o ) ein. Es sei für m , < i ! S m H 1 (ft: — 0, ..., 
„(0) , , „(0) 
<t>„(x) = -¡r 2 • und F0 = \JE0(IV). 
Offensichtlich bilden die Treppenfunktionen ®„(x) ein orthonor-
miertes System, die Menge F0 ist einfach und besteht (17) für k =0. Jeder Punkt 
x — u 
X£F 0 ist in einem E0(IV) enthalten (1§VSC[0). Dann ist y = -€7s0 und so 
gibt es auf Grund von (16) Indizes v0 = v0(x), /i0—ju0(x) ( 0 < v 0 ^ / i 0 ^ n 1 ) derart, 
daß 
gilt. Also gilt auch 
|-BV0<AV0(/V;••*) + . . . + 2?„0</',10(7v; x)| £ 1 . 
Nach der Definition von 3>„(x) ist aber 
+ = BVJV0(IV; x) + ...+BflJfl0(Iv; x), 
also ist (18) für fc = 0 erfüllt. 
Es sei « ( ^ 1 ) eine beliebige natürliche Zahl. Wir nehmen an, daß die Trep-
penfunktionen 3>„(x) (1 S n i m w l ) , und die einfachen Mengen Fk — 
schon derart definiert sind, daß die Funktionen i>„(x) ein orthonormiertes Sys-„ 
tem bilden, die Mengen Fk stochastisch unabhängig sind, und (17), (18) für 
fc = 0, 1 erfüllt sind. 
Dann kann das Intervall [0, 1] in endlich viele Teilintervalle Js ( l ^ i S i r ) 
derart zerlegt werden, daß in jedem Js die Funktionen 0„(x) ( l S « S m , , + 1 ) kon-
stant sind und jede Menge Fk.(0 = k^x — \) die Vereinigung gewisser Js ist. Wir 
schreiben die endlich vielen rationalen Zahlen b% /Bk (mk < n S mk +1; k = nx +1, ...nx+1) 
mit gemeinsamem Nenner auf: 
b2/Bk=p^/qx. 
Wir teilen jedes Js in qH Teilintervalle gleicher Länge / , „ = [us>£), us>„] (1 
1 ein' und wir setzen für » i t < ( i S m l t l (k = n x i - \ , . . . ,n x + 1 ) 
Jx) , ,.„(*) 
und 
^nS=1n— nM 4- + nM -I- 1 e~Pmk + 1 + +Pn-1 + 1 
" 9* 
F x = U U ' ^ e ) -
S = 1 e = l 
Offensichtlich bilden die Treppenfunktionen d>„(x) "(1 ^n^m„ K + i + 1) ein orthonor-
miertes System in [0, 1]. Die Menge Fx ist einfach,, die Mengen Fk (0 S f c S x ) sind 
stochastisch unabhängig und (17) ist auch für k = x erfüllt. Es sei x^F„. Dann 
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ist x(iEx(Jse) für gewisse s und Q (ISS^CT, Also ist 
7 
und so gibt es auf Grund von'(16) von x abhängige Indizes vx = vx(x), nx = iiH(x) 
(n x <v x ^n x iSn x + 1 ) , für die 
besteht. Daraus folgt 
IBvjvx(js,e; •*) + ••• *)l ^i- . 
Nach der Definition von <J>„(x) ist aber 
¿m^+lfcm^+l (*)+'". +t>mfix+l®mflx+l(x) = BVx \ x) + ... + Bßx ^ (/s>,; x), 
also ist (18) auch für k = x erfüllt. 
Durch Induktion ergibt sich also das Funktionensystem {fl»„(x)} und die Men-
genfolge {Fk} mit den erwähnten Eigenschaften. 
Wegen (15) und (17) folgt . ' 
2 mes (Fk) = 
Daraus und aus der stochastischen Unabhängigkeit der Mengen Fk erhalten wir 
mit Anwendung des zweiten Borel-Cantellischen Lemmas: 
« 
mes (lim Fk) = 1. 
Für xGlim Fk divergiert aber die Folge der mk-ten Partialsummen der Reihe 
wegen (18) fast überall. 
Es ist leicht einzusehen, daß wegen (14) die Orthogonalreihe 
2(bn-an)<l\(x) 
fast überall konvergiert. Daraus folgt endlich, daß die Folge der n}k-ten Partial-
summen der Reihe 2 f l A W fast überall divergiert. 
Damit haben wir den Satz II vollständig bewiesen. 
Für, die Folge der mk-teti Partialsummen der Orthogonalreihe (2) können 
wir auch das Analogon der Bemerkung in § 2 beweisen. 
Für eine Indexfolge (0=) /m 0 <. . . betrachten wir die -Mittel 
(19) ~ [smi (*) + ...+ smk (*)] (k= 1 ,2 , . . . ) , 
wo'i„(x) die n-te Partialsumme der Orthogonalreihe (2) bezeichnet. Offensicht-
lich ist die Konvergenz der Mittel (19) mit der (C, 1)-Summierkeit der Orthogo-
nalreihe (13) äquivalent. Ist 2 ^ 1 < d. h. 2 a » < 0 0 > s o gibt es nach dem Satz 
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von. Riesz—Fischer eine quadratisch integrierbare Funktion fix), für die 
1 1 
{ ( ? * ( * ) - / ( * ) ) 2 < f r = J ( v + 1 ( * ) - / ( * ) ) 2 < / * - 0 
0 0 
gilt, wobei . • 
k mit +1 
sk(x) = 2A,%(x) = 2 «n<pn(x) ' ' • • 1=0 n=l 
bedeutet. Nach einem Satz von ZYGMUND11) hat man 
(20) ^ [Sk(x)-f{x)]2 = - 1 2 lsmk(x)-AxW^o Jy k = 0 M k= 1 , . 
fast überall. Da aus (20) die Konvergenz fast überall der Mittel (19) folgt, ist die 
Konvergenz-von (19) mit (20) fast überall äquivalent. 
Die Orthogonalreihe (2) heißt sehr stark- summierbar, wenn die Relation (20) 
für jede Indexfolge {mk} fast überall erfüllt wird. Aus dem Satz II und aus den 
erwähnten Sätzen von KOLMOGOROFF und KACZMARZ ergibt sich also der folgende 
Satz: 
Damit die Orthogonalreihe (2) für jedes orthonormierte System {<pn{x)} sehr 
stark summierbar ist, ist es notwendig und hinreichend, daß 
21(Ä„, +1 i{mJ), ..., i„, + 1 ({mJ))< °° 
für alle Indexfolgen {mk} und {nk} gilt, wobei 
Äii{mk}) = {Al,+ 1 + ...+Al,^}112 = {am2,+1 + i + ...+flm2, + i + 1}1/2 
bedeutet. 
(Eingegangen am 26. Oktober 1962) 
") A.' ZYGMUND, Sur l'application de la première moyennè arithmétique dans la théorie 
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