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Abstract
We introduce a Milnor type K-group associated to commutative algebraic groups over a perfect field. It is
an additive variant of Somekawa’s K-group. We show that the K-group associated to the additive group and q
multiplicative groups of a field is isomorphic to the space of absolute Ka¨hler differentials of degree q of the field,
thus giving us a geometric interpretation of the space of absolute Ka¨hler differentials. We also show that the
K-group associated to the additive group and Jacobian variety of a curve is isomorphic to the homology group of
a certain complex.
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1 Introduction
S. Bloch and H. Esnault introduced in [5] the additive higher Chow groups TCHp(k, q) = TCHp(k, q; 1) of a field
k in an attempt to provide a cycle-theoretic description of the motivic cohomology theory of X ⊗k k[x]/(x2) for a
smooth k-scheme X. They showed that when q = p, TCHq(k, q) ≃ Ωq−1k where Ωq−1k is the space of absolute Ka¨hler
differentials of k. This theorem is an analogue of the theorem of Nesterenko-Suslin/Totaro that CHq(k, q) ≃ KMq (k),
where CHq(k, p) is the higher Chow group and KMq (k) is the Milnor K-group. A reason that the space of Ka¨hler
differentials appears can be found in the calculation of K2(k[t]/(t2)) (cf. [5], Sect. 2). The aim of this note is to
develop the analogy
KMq (k) ←→ Ωq−1k
by defining an additive variant of Somekawa’s K-group [19], which corresponds loosely to the additive higher
Chow groups above. The Milnor K-group KMq (k) of a field k is defined by the Steinberg relation: {x1, . . . , xq} = 0
if xi + x j = 0 (i , j). Although the definition of this relation is simple, but in general its geometric meaning is
not at all clear. K. Kato and M. Somekawa in [19] considered to replace this Steinberg relation by the following
classical theorems in Milnor K-theory (e.g., [2]).
The projection formula: For any finite field extension k ⊂ E, if xi0 ∈ E× and xi ∈ k× for all i , i0, then
NE/k({x1, . . . , xi0 , . . . , xn}) = {x1, . . . , NE/k(xi0 ), . . . , xn} in KMq (k),
where NE/k is the norm map.
The Weil reciprocity law: For the function field k(C) of a projective smooth curve C over k, the following sequence
is a complex:
KMq+1(k(C))
⊕P ∂P
−−−→
⊕
P∈C0
KMq (k(P))
∑
P Nk(P)/k
−−−−−−−→ KMq (k),
where ∂P is the boundary map, C0 is the set of closed points in C and k(P) is the residue field at P.
We define
K(k;
q︷        ︸︸        ︷
Gm, . . . ,Gm) :=

⊕
E/k: finite
q︷              ︸︸              ︷
E× ⊗Z · · · ⊗Z E×
 /R.
Here, R is the subgroup given by the relations of which mimic the statements of the theorems above (see [19] for
the precise definition). This group is universal with respect to these theorems, that is, the natural map
(1) K(k;
q︷        ︸︸        ︷
Gm, . . . ,Gm) → KMq (k)
1
annihilates the subgroup R by the projection formula and the Weil reciprocity law, and one can show that the map
is bijective ([19], Thm. 1.4). This group can be extended to semi-abelian varieties G1, . . . ,Gq over k, the extension
being denoted by K(k; G1, . . . ,Gq). On the other hand, under the assumption that the field k is perfect, the residue
map
ResP : Ωqk(C) → Ω
q−1
k
can take values in Ωq−1k(P) at a closed point P of C, rather than Ω
q−1
k , just as the boundary map on the Milnor K-group
∂P : KMq+1(k(C)) → KMq (k(P)) does. From the residue theorem (Thm. 2.6), it follows that the refined residue map
∂P and the trace maps induce a complex
(2) Ωqk(C)
⊕P ∂P
−−−→
⊕
P∈C0
Ω
q−1
k(P)
∑
P Trk(P)/k
−−−−−−−→ Ω
q−1
k .
We consider this as an additive version of the Weil reciprocity law cited above. This observation leads us to define
an additive variant of the Somekawa K-group which allows an additive group Ga over k as a coefficient. More
precisely, let Wm be the big Witt group of length m and G1, . . . ,Gq split semi-abelian varieties over a perfect field
k. Here, a split semi-abelian variety is a product of an abelian variety and a torus. We define the group
K(k;Wm,G1, . . . ,Gq) :=
 ⊕
E/k: finite
Wm(E) ⊗Z G1(E) ⊗Z · · · ⊗Z Gq(E)
 /R
which we also call the Somekawa K-group, where R is the subgroup which produces “the projection formula” and
“the Weil reciprocity law” (= the residue theorem as in (2)) on K(k;Wm,G1, . . . ,Gq) in a way similar to that in
Kato and Somekawa’s original K-groups, cf. Definition 3.4. However, the projection formula above implies that
our Somekawa K-group becomes trivial when k has positive characteristic and q ≥ 1 (Lem. 3.6). Thus our main
interest here is in the case of characteristic 0. Let Ga denote the additive group and Gm the multiplicative group.
For W1 = Ga and Gi = Gm for i ≥ 1, the Somekawa K-group has the following description:
Theorem 1.1 (Thm. 3.7). As k-vector spaces, we have
K(k;Ga,
q−1︷        ︸︸        ︷
Gm, . . . ,Gm) ≃−→ Ωq−1k .
This isomorphism should be compared with Kato and Somekawa’s theorem (1).
For a projective smooth and geometrically connected curve X over a perfect field k, the sequence
Ω1k(X)
∂
−→
⊕
P∈X0
k(P) Tr−→ k
becomes a complex by the residue theorem, where X0 is the set of closed points in X, ∂ := ⊕P ∂P is the collection
of the refined residue maps and Tr := ∑P Trk(P)/k is the sum of the trace maps. Taking Ga and the Jacobian variety
JX of the curve X, we relate the Somekawa K-group K(k;Ga, JX) and the complex above as follows:
Theorem 1.2 (Cor. 4.8). We assume that the curve X has a k-rational point. Then there is a canonical isomorphism
K(k;Ga, JX) ≃−→ Ker(Tr)/ Im(∂).
In the analogy we are pursuing, the homology group Ker(Tr)/ Im(∂) of the above complex is an additive version of
the group V(X) which is used in the proof of the higher dimensional class field theory [3], [17].
Outline of this paper. In Section 2, we recall some properties of the generalized Witt group WS (k) for a field
k, which is a generalization of both the ordinary Witt group and the big Witt group by [8], Section 1. We also
recall the generalized de Rham-Witt complex WSΩ•k, following [8]. After recalling Ru¨lling’s trace map and the
residue map of the generalized de Rham-Witt complex ([16]), we study some functorial properties of the refined
residue map ∂P : WSΩqk(C) → WSΩ
q−1
k(P) under the assumption that the base field k is perfect. In Section 3, we
recall the definition and some properties of Mackey functors. Then combining Somekawa’s local symbol and the
residue map, we introduce the Somekawa K-group of the form K(k;WS ,G1, . . . ,Gq) for split semi-abelian varieties
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G1, . . . ,Gq over a perfect field k as a quotient of the Mackey product WS
M
⊗G1
M
⊗ · · ·
M
⊗Gq(k) (Def. 2.10). Finally,
we show that this group has the following descriptions:
K(k;WS ) ≃−→WS (k) (Lem. 3.5),
K(k;WS ,G1, . . . ,Gq) = 0, if char(k) > 0, q > 1 (Lem. 3.6),
K(k;Ga,Gm, . . . ,Gm) ≃−→ Ωq−1k (Thm. 3.7).
In Section 4, we study the additive counterpart of Section 2 in [19]. Following Akhtar [1], the Somekawa K-group
will be extended to K(k;WS ,G1, . . . ,Gq,CH0(X)) where CH0(X) is the Mackey functor given by the Chow group
of 0-cycles on a variety X over k (Def. 4.1). We will show that, for a smooth projective and geometrically connected
curve X,
K(k;WS ,CH0(X)) ≃−→WS (k), if char(k) > 0 (Lem. 4.3 (ii)), and
K(k;Ga,CH0(X)) ≃−→ Coker
∂ : Ω1k(X) →⊕
P∈X0
k(P)
 (Thm. 4.5 (ii)).
Throughout this note, we mean by an algebraic group a smooth connected and commutative group scheme
over a field. For a field F, we denote by char(F) the characteristic of F.
Recently F. Ivorra and K. Ru¨lling defined a Milnor-type K-group T (M1, . . . ,Mq)(Spec k) for Nisnevich sheaves
with transfers M1, . . . ,Mq on the category of regular schemes over a field k with dimension ≤ 1 satisfying several
axioms ([12]). They show also
T (Ga,
q−1︷        ︸︸        ︷
Gm, . . . ,Gm)(Spec k) ≃−→ Ωq−1k
when k is perfect.
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simplifying the original paper and to Professor Anthony Bak for reading the manuscript and making a number of
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2 Witt groups and local symbols
Let A be a (commutative) ring. A subset S ⊂ N of the set of positive integers N := Z>0 is called a truncation set if
S , ∅ and if for any n ∈ S , all its divisors are in S . The generalized Witt ring WS (A) is defined to be AS as a set
whose ring structure is determined by the condition that the ghost map
(3) gh = (ghs)s∈S : WS (A) → AS
defined by ghs((at)t∈S ) :=
∑
d|s das/dd , is a natural transformation of functors of rings ([8], Sect. 1). We denote by
[−] : A →WS (A) the Teichmu¨ller map defined by [a] := (a, 0, 0, . . .).
Lemma 2.1. (i) The Teichmu¨ller map is multiplicative, that is, [ab] = [a][b] for any a, b ∈ A. The unit and zero in
WS (A) are [1] and [0] respectively.
(ii) Any ring homomorphism φ : A → B induces a ring homomorphism WS (A) → WS (B) defined by (as)s∈S 7→
(φ(as))s∈S . If φ is surjective (resp. injective), then the same holds on Witt rings.
(iii) For two truncation sets T ⊂ S , the restriction mapWS (A) →WT (A) defined by (as)s∈S 7→ (as)s∈T is surjective.
For each n ∈ N, S/n := {d ∈ N | nd ∈ S } is a truncation set. The Frobenius and the Verschiebung
Fn : WS (A) →WS/n(A), Vn : WS/n(A) →WS (A)
are defined by the rules ghs ◦ Fn = ghsn and
(Vn(a))s :=
as/n, if n | s,0, otherwise,
respectively.
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Lemma 2.2. (i) If F1 = Id, Fm ◦ Fn = Fmn and V1 = Id, then Vm ◦ Vn = Vmn, where Id is the identity map.
(ii) For w = (ws)s∈S ∈WS (A),
w =
∑
s∈S
Vs([ws]).
(iii) If (m, n) = 1, then Fm ◦ Vn = Vn ◦ Fm.
(iv) Fn ◦ Vn = n.
(v) Fm ◦ Vn([a]) = (m, n)Vn/(m,n)([a]m/(m,n)) for all a ∈ A.
(vi) Vn([a])Vr([b]) = (n, r)Vnr/(n,r)([a]r/(n,r)[b]n/(n,r)) for all a, b ∈ A.
(vii) [a]Vn(w) = Vn([a]nw) for all a ∈ A and w ∈WS (A).
We define Wm(A) :=W{1,2,...,m}(A) which is called the big Witt ring of length m. For a fixed prime p,
W(A) :=W{1,p,p2 ,...}(A) and Wm(A) :=W{1,p,...,pm−1}(A).
Let p be an odd prime or 0. For a Z(p)-algebra A and a truncation set S , the de Rham-Witt complex WSΩ•A
is a differential graded algebra over A which generalizes the de Rham complex Ω•A := Ω•A/Z and comes equipped
with the Verschiebung Vn : WS/nΩ•A → WSΩ•A and the Frobenius Fn : WSΩ•A → WS/nΩ•A for each n > 0. The
construction of WSΩ•A and some properties of it are given in [9] and [11]. If S is finite, there is a surjective map
of differential graded rings Ω•
WS (A) →WSΩ
•
A and the map becomes bijective when S = {1} or in degree 0, namely,
W{1}Ω
•
A ≃ Ω
•
A/Z is the absolute de Rham complex andWSΩ
0
A ≃WS (A) is the Witt ring.
Proposition 2.3 ([8], Sect. 1.2, [16], Prop. 1.19). Set P := {1, p, p2, . . .} and for a differential graded algebra
(Ω, d) and a positive integer j we denote Ω( j−1) := (Ω, j−1d). Let A be a Z(p)-algebra and S a finite truncation set.
(i) Then, there is a canonical isomorphism
WSΩ
•
A
≃
−→
∏
j∈N, ( j,p)=1
WP∩S/ jΩ•A( j−1)
as differential graded algebras given by ω 7→ F j(ω)|P∩S/ j.
(ii) If p is nilpotent on A, then for an e´tale homomorphism A → B of Z(p)-algebras, there is an isomorphism of
WS (B)-modules
WS (B) ⊗WS (A) WSΩqA ≃WSΩqB
for any q.
Theorem 2.4 ([16], Thm. 2.6). Let F be a field with char(F) , 2, and S a finite truncation set. For a finite field
extension E/F, there is a map of differential gradedWSΩ•F-modules
TrE/F = Tr•E/F : WSΩ
•
E →WSΩ
•
F
satisfying the following properties:
(a) Tr0E/F : WS (E) → WS (F) is the trace map on Witt rings and coincides with the one on the de Rham complexes
TrE/F : Ω•E → Ω
•
F ([14]) if S = {1}.
(b) If E/F is separable, then we identify WS (E) ⊗WS (F) WSΩqF ≃WSΩqE and the map TrqE/F is given by Tr0E/F ⊗ Id,
where Id is the identity map.
(c) For finite field extensions F ⊂ E1 ⊂ E2, we have TrE2/F = TrE1/F ◦TrE2/E1 .
(d) The trace map commutes with Vn, Fn and restriction maps.
Proposition 2.5 ([16], Prop. 2.12). Let A be a Z(p)-algebra and S a finite truncation set. There is a map Res =
Resqt,S : WSΩ
q
A((t)) →WSΩ
q−1
A satisfying the following properties:
(a) Resq(αω) = αResq−it (ω) for α ∈WSΩiA and ω ∈WSΩq−iA((t)).
(b) Res is a natural transformation with respect to A.
(c) Res commutes with d, Vn, Fn and restriction.
(d) If u ∈ (A[[t]])× and τ = tu, then Rest = Resτ.
(e) Res(ω) = 0 for ω ∈WSΩqA[[t]] or ω ∈WSΩqA[1/t].
4
(f) If ω ∈ WSΩq−1A[[t]], then Res(ω dlog[t]) = ω(0), where [t] := (t, 0, . . . , 0) is the Teichmu¨ller lift of t, dlog[t] =
d[t]/[t] and ω(0) is the image of ω by the natural map WSΩq−1A[[t]] →WSΩq−1A .
(g) For a, b ∈ A and i, j ∈ Z,
Res(Vn([at j])dVm([bti]))
=
sgn(i)(i, j)Vmn/(m,n)([a]
m/(m,n)[b]n/(m,n)), if jm + in = 0 and i , 0
0, otherwise,
where sgn(i) = i/|i|.
Henceforth, and until the end of this section, we suppose that k is a perfect field with char(k) = p, where p is
an odd prime or 0. For a projective smooth curve C over k, let K = k(C) be the function field of C. For each closed
point P of C, let KP be the fraction field of the completion ÔC,P of OC,P by the normalized valuation vP and k(P)
the residue field of KP. The complete discrete valuation field KP is canonically isomorphic to k(P)((t)). This allows
us to define the refined residue map
(4) ∂P = ∂qP : WSΩqK →WSΩqKP
Resqt
→ WSΩ
q−1
k(P).
By the above proposition, ∂P is independent on the choice of t. The ordinary residue map in [16] (and also [14]) is
the composition ResP := Trk(P)/k ◦ ∂P.
Theorem 2.6 (Residue theorem, [16], Thm. 2.19). Let S be a finite truncation set. The residue map ∂P : WSΩqKP →
WSΩ
q−1
k(P) satisfies ∑
P∈C
Trk(P)/k ◦ ∂P(ω) = 0
for any ω ∈WSΩqK .
The residue map is calculated as follows: The de Rham-Witt group WSΩqKP decomposes into the p-typical de
Rham-Witt groups WmΩqKP :=W{1,p,...,pm−1}Ω
q
KP (Prop. 2.3). Any element ω ∈ WmΩ
q
KP can be written uniquely as
(5) ω =
∑
j∈Z
a0, j[t] j + b0, j[t] j−1d[t] +
∑
j∈ZrpZ,1≤s<m
V s(as, j[t] j) + dV s(bs, j[t] j).
for some ai, j ∈ Wm−iΩqk(P), bi, j ∈ Wm−iΩ
q−1
k(P) (ai, j = bi, j = 0 for j << 0), where V s := Vps : Wm−sΩqKP → WmΩ
q
KP is
the Verschiebung ([16], Lem. 2.9, see also Rem. 2.10). The residue map is now given by ∂P(ω) := b0,0.
Definition 2.7. The natural inclusion K →֒ KP gives the local symbol
∂P : WS (K) ⊗Z K× →WS (k(P)); w ⊗ f 7→ ∂P(w dlog[ f ])
where dlog[ f ] := d[ f ]/[ f ]. The image of w⊗ f ∈WS (K)⊗Z K× by the local symbol map is denoted by ∂P(w, f ) :=
∂P(w dlog[ f ]). This is essentially Witt’s residue symbol (cf. [16], Rem. 2.13).
The local symbol ∂P satisfies the conditions of Serre’s local symbol ([18], Chap. 3, Sect. 1). In particular, we
have
(6) ∂P(w, f ) = vP( f )w(P)
if w is in WS (ÔC,P), where w(P) is the image of w by the canonical map WS (ÔC,P) → WS (k(P)). The boundary
map ∂P : KMq (K) → KMq−1(k(P)) on Milnor K-groups ([2], Prop. 4.3) and the residue map ∂P : WSΩqK → WSΩq−1KP
are compatible in the following sense: For some field F, we denote the image of x1 ⊗ · · · ⊗ xq ∈ F× ⊗Z · · · ⊗Z F×
in KMq (F) by {x1, . . . , xq} as usual. For q > 0, define
dlog : KMq (F) →WSΩqF
by {x1, . . . , xq} 7→ dlog[x1] · · · dlog[xq]. When q = 0, dlog : Z→WS (F) is the canonical map.
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Lemma 2.8. Let C be a projective smooth curve over k and P a closed point of C. Then the following diagram is
commutative:
KMq (k(C))
dlog //
∂P

WSΩ
q
k(C)
∂P

KMq−1(k(P))
dlog // WSΩ
q−1
k(P).
Proof. The valuation map vP is the boundary map ∂P : K1(K) → K0(k(P)). From the equality (6), we may assume
q > 1. By considering the completion k(C)P at P, it is enough to show that the following diagram is commutative
KMq (K)
dlog //
∂

WSΩ
q
K
Resqt

KMq−1(k)
dlog // WSΩ
q−1
k .
for a local field K = k((t)). It is known that the Milnor K-group KMq (K) is generated by symbols of the form
{u1, . . . , uq−1, f } with vK(ui) = 0 for all i and f ∈ K×. For an element {u1, . . . , uq−1, f } of this form, we have
∂({u1, . . . , uq−1, f }) = vK( f ){u1, . . . , uq−1} in KMq−1(k), where ui is the image of ui in k× ([2], Prop. 4.5). On the other
hand, write f = utvK ( f ) with u ∈ O×K .
Rest ◦ dlog({u1, . . . , uq−1, f }) = Rest(dlog[u1] · · ·dlog[uq−1] dlog[u])
+ vK( f ) Rest(dlog[u1] · · ·dlog[uq−1] dlog[t])
(∗)
= vK( f ) dlog[u1] · · ·dlog[uq−1].
Here, the last equality (∗) follows from Proposition 2.5 (e) and (f). 
Lemma 2.9. Let C′ → C be a dominant morphism of smooth projective curves over k. For any closed point P′ in
C′, we denote by the point P in C the image of P′. Then, we have the following commutative diagram
WSΩ
q
k(C′)
∂P′ // WSΩ
q−1
k(P′)
WSΩ
q
k(C)
∂P //
OO
WSΩ
q−1
k(P),
e(P′/P)
OO
for q ≥ 1, where the left vertical map is the natural map and the right one is the map multiplication by the
ramification index e(P′/P) at P′ over P.
Proof. By considering the completions k(C)P and k(C′)P′ , it is enough to show, for a finite extension K′/K of local
fields with residue field extension k′/k and char(K) > 0,
WSΩ
q
K′
∂K′ // WSΩ
q−1
k′
WSΩ
q
K
∂K //
OO
WSΩ
q−1
k ,
e
OO
where ∂K and ∂K′ are residue maps and e is the multiplication of the ramification index of K′/K. The de Rham-
Witt groupWSΩqK decomposes into the p-typical de Rham-Witt groups WmΩ
q
K (Prop. 2.3, (i)) and considering the
restriction maps it is enough to show the equality
(7) ∂K′ = e ∂K .
First we assume that K′/K is unramified. If we fix a uniformizer t of K, then K′ ≃ k′((t)) and K ≃ k((t)). Since the
residue map is natural (Prop. 2.5), we have ∂K′ (ω) = ∂K(ω) ∈ WmΩq−1k′ for any ω ∈ WmΩqK . Next we assume that
the extension K′/K is totally ramified of degree e and thus k = k′. Any ω ∈ WmΩqK can be written as in (5), that is,
ω =
∑
j∈Z
a0, j[t] j + b0, j[t] j−1d[t] +
∑
j∈ZrpZ,
1≤s<m
V s(as, j[t] j) + dV s(bs, j[t] j).
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By Proposition 2.5, we have
∂K′ (ω) =
∑
j
b0, j ∂K′ ([t] j−1d[t]),
∂K(ω) =
∑
j
b0, j ∂K([t] j−1d[t]).
Thus, we may assume q = 1. By Proposition 2.5 and the injection Wm(k) →֒ Wm(k), where k is an algebraically
closed field, we can further assume that k is algebraically closed. If char(k) = 0, then for a uniformizer t′ of K′ we
have t = (t′)eu with u ∈ k[[t′]]×. There exists v ∈ k[[t′]]× such that ve = u. Replacing t′ by t′v we have t = (t′)e.
From (5), any element ω ∈ WmΩ1K is written of the form
ω =
∑
j∈Z
a0, j[t] j + b0, j[t] j−1d[t] +
∑
j∈ZrpZ,
1≤s<m
V s(as, j[t] j) + dV s(bs, j[t] j)
=
∑
j∈Z
a0, j[t′]e j + b0, j[t′]e( j−1)d[(t′)e] +
∑
j∈ZrpZ,
1≤s<m
V s(as, j[t′]e j) + dV s(bs, j[t′]e j)
=
∑
j∈Z
a0, j[t′]e j + eb0, j[t′]e j−1d[t′] +
∑
j∈ZrpZ,
1≤s<m
V s(as, j[t′]e j) + dV s(bs, j[t′]e j).
Therefore ∂K′ (ω) = eb0,0 = e ∂K(ω) (Prop. 2.5 (g)). Now we consider the case char(k) = p > 0. For a uniformizer
t′ of K′ we have t = (t′)eu with u = u0 + u1t′ + · · · ∈ k[[t′]]× (u0 , 0). Put u˜ := [u0]+ [u1]t′ + · · · ∈ W(k)[[t′]]× and is
a lift under the natural map W(k)[[t′]] → k[[t′]]. There is an inclusion of W(k)-algebras W(k)[[t]] →֒ W(k)[[t′]] which
sends t to (t′)eu˜. It extends to W(k)((t)) →֒ W(k)((t′)) and is also a lift of the inclusion K = k((t)) →֒ K′ = k((t′)). By
the naturality given in Proposition 2.5 and the natural map WmΩ1W(k)((t)) ։ WmΩ1k((t)) is surjective, it suffices to prove
the equality (7) for K, K′, k replaced by W(k)((t)),W(k)((t′)),W(k). Now we denote by E the fraction field of W(k).
The inclusion W(k)((t)) →֒ W(k)((t′)) extends to E((t)) →֒ E((t′)). Since the natural map Wm(W(k)) →֒ Wm(E) is
injective, the naturality of the residue map reduces us to the case char(k) = 0. Finally, for arbitrary finite extension
K′/K, let Kur be the maximal unramified subextension of K′ over K. Then the required equality (7) follows from
∂K′ (ω) = e ∂Kur (ω) = e ∂K(ω)
for any ω ∈ WmΩ1K . 
3 Somekawa K-groups
Throughout this section, k is a perfect field.
Definition 3.1. A Mackey functor A (over k) is a contravariant functor from the category of e´tale schemes over k
to the category of abelian groups equipped with a covariant structure for finite morphisms such that A(X1 ⊔ X2) =
A(X1) ⊕ A(X2) and if
X′
f ′

g′ // X
f

Y′
g // Y
is a Cartesian diagram, then the induced diagram
A(X′) g
′
∗ // A(X)
A(Y′)
f ′∗
OO
g∗ // A(Y)
f ∗
OO
commutes.
For a Mackey functor A, we denote by A(E) its value A(Spec(E)) for a field extension E over k.
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Definition 3.2. For Mackey functors A1, . . . , Aq, their Mackey product A1
M
⊗· · ·
M
⊗Aq is defined as follows: For any
finite field extension k′/k,
k′ 7→ A1
M
⊗· · ·
M
⊗Aq(k′) :=
 ⊕
E/k′ : finite
A1(E) ⊗Z · · · ⊗Z Aq(E)
 /R,
where R is the subgroup generated by elements of the following form:
(PF) For any finite field extensions k′ ⊂ E1 ⊂ E2, if xi0 ∈ Ai0 (E2) and xi ∈ Ai(E1) for all i , i0, then
j∗(x1) ⊗ · · · ⊗ xi0 ⊗ · · · ⊗ j∗(xq) − x1 ⊗ · · · ⊗ j∗(xi0 ) ⊗ · · · ⊗ xq,
where j : Spec(E2) → Spec(E1) is the canonical map.
This product gives a tensor product in the abelian category of Mackey functors with unit Z : k′ 7→ Z. We write
{x1, . . . , xq}E/k for the image of x1 ⊗ · · · ⊗ xq ∈ A1(E) ⊗Z · · · ⊗Z Aq(E) in the product A1
M
⊗· · ·
M
⊗Aq(k). For any finite
field extension k′/k and the canonical map j = jk′/k : k →֒ k′, the pull-back
Resk′/k := j∗ : A1
M
⊗· · ·
M
⊗Aq(k) −→ A1
M
⊗· · ·
M
⊗Aq(k′)
is called the restriction map. We recall here the construction of the restriction Resk′/k. For any finite extension
E/k, we have E ⊗k k′ =
⊕n
i=1 Ei where Ei is a separable field extension over k
′
. Denoting ji := jEi/E : E →֒ Ei,
the restriction map is
Resk′/k({x1, . . . , xq}E/k) :=
n∑
i=1
{ j∗i (x1), . . . , j∗i (xq)}Ei/k′ .
On the other hand, the push-forward
Nk′/k := j∗ : A1
M
⊗· · ·
M
⊗Aq(k′) −→ A1
M
⊗· · ·
M
⊗Aq(k)
is given by Nk′/k({x1, . . . , xq}E′/k′) = {x1, . . . , xq}E′/k and is called the norm map.
An algebraic group G over k forms a Mackey functor which is given by E 7→ G(E). For a field extension E2/E1,
the pull-back j∗ = ResE2/E1 : G(E1) →֒ G(E2) is the canonical map given by j : E1 →֒ E2. For simplicity, we
sometimes identify elements in G(E1) with their images in G(E2) and the restriction map ResE2/E1 will be omitted.
If the extension E2/E1 is finite, the push-forward is written as j∗ = NE2/E1 : G(E2) → G(E1) and is referred to as
the norm map. For the function field K = k(C) of a proper smooth curve C over k and a semi-abelian variety G
over k, the local symbol map
(8) ∂P : G(KP) ⊗Z K×P → G(k(P))
is defined in [19]. Denoting by ∂P(g, f ) := ∂P(g ⊗ f ) ∈ G(k(P)) it satisfies ∂P(g, f ) = vP( f )g(P) if g ∈ G(ÔC,P),
where g(P) ∈ G(k(P)) denotes the image of g under the canonical map G(ÔC,P) → G(k(P)), vP is the valuation
associated to the point P. As a special case, for the multiplicative group G = Gm, the local symbol map is the tame
symbol map (= the boundary map ∂P : K2(K) → K1(k(P))) which is given by
(9) ∂P : Gm(K) ⊗Z K× → Gm(k(P)); g ⊗ f 7→ (−1)vP(g)vP( f ) g
vP( f )
f vP(g) (P).
Definition 3.3. Let K be a discrete valuation field with residue field k and G = T × A a split semi-abelian variety
with torus T and an abelian variety A over k. For any g = (t, x) ∈ T (K) × A(K) = G(K), let L/K be a finite
unramified extension with residue field E such that TE ≃ (Gm)⊕n. We denote by (gi)1≤i≤n ∈ Gm(L)⊕n the image of t
by T (K) →֒ T (L) ≃ Gm(L)⊕n. We define
mK(g) :=
∞, if t = 0,min{vL(1 − gi) | 1 ≤ i ≤ n}, otherwise.
Here vL is the valuation of L.
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Definition 3.4. Let S be a finite truncation set and G1, . . . ,Gq split semi-abelian varieties over k. The Milnor type
K-group K(k;WS ,G1, . . . ,Gq) which we also call the Somekawa K-group is given by the quotient
K(k;WS ,G1, . . . ,Gq) :=
(
WS
M
⊗G1
M
⊗· · ·
M
⊗Gq(k)
)
/R
modulo the subgroup R generated by elements of the following form:
(WR) Let K = k(C) be the function field of a projective smooth curve C over k. Put G0 :=WS . For gi ∈ Gi(K) and
f ∈ K×, assume that for each closed point P in C there exists i(P) (0 ≤ i(P) ≤ q) such that gi ∈ Gi(ÔC,P) for all
i , i(P). If g0 <WS (ÔC,P) and q ≥ 1, then we further assume, for any s ∈ S with vP(ghs(g0)) < 0,
(10) (m + 1)vP(ghs(g0)) +
q∑
i=1
mP(gi) + vP(1 − f ) ≥ 0,
where mP(gi) := mKP (gi) (Def. 3.3), ghs : WS (K) → K is the ghost map (3) and m := max{s ∈ S }. Then∑
P∈C0
g0(P) ⊗ · · · ⊗ ∂P(gi(P), f ) ⊗ · · · ⊗ gq(P) ∈ R.
Here C0 is the set of closed points in C, gi(P) ∈ Gi(k(P)) denotes the image of gi under the canonical map
Gi(ÔC,P) → Gi(k(P)) and ∂P : Gi(KP) ⊗Z K×P → Gi(k(P)) is the local symbol (Def. 2.7 for i = 0 and (8) for i > 0).
Note that the expression above g0(P)⊗ · · · ⊗ ∂P(gi(P), f )⊗ · · · ⊗ gq(P) is independent of the choice of i(P) in the
case gi ∈ Gi(ÔC,P) for all i. In fact, we have
g0(P) ⊗ · · · ⊗ ∂P(gi(P), f ) ⊗ · · · ⊗ gq(P) = vP( f )g0(P) ⊗ · · · ⊗ gq−1(P).
We also write {x, x1, . . . , xq}E/k for the image of x ⊗ x1 ⊗ · · · ⊗ xq ∈ WS (E) ⊗Z G1(E) ⊗Z · · · ⊗Z Gq(E) in
K(k;WS ,G1, . . . ,Gq). By multiplication on the first argument, K(k,WS ,G1, . . . ,Gq) has the structure of a WS (k)-
module. The various functorial properties of the Somekawa K-groups hold as stated in [19]: For a finite field
extension k′/k, set K(k′;WS ,G1, . . . ,Gq) := K(k′;WS ⊗k k′,G1 ⊗k k′, . . . ,Gq ⊗k k′). The restriction map on the
Mackey product induces a canonical homomorphism
Resk′/k : K(k;WS ,G1, . . . ,Gq) −→ K(k′;WS ,G1, . . . ,Gq).
The norm map
Nk′/k : K(k′;WS ,G1, . . . ,Gq) −→ K(k;WS ,G1, . . . ,Gq)
is defined on symbols by Nk′/k({x, x1, . . . , xq}E′/k′ ) = {x, x1, . . . , xq}E′/k.
Lemma 3.5. (i) There exists an isomorphism
K(k;WS ) ≃−→ WS (k).
(ii) For split semi-abelian varieties G and G′ over k, we have
K(k;WS ,G ⊕G′) ≃ K(k;WS ,G) ⊕ K(k;WS ,G′).
Proof. (i) We define a map φ : WS (k) → K(k;WS ) by φ(w) := {w}k/k. This is surjective from the property (PF).
For the algebraic closure k of k, considering the commutative diagram
WS (k) _

φ // // K(k;WS )

WS (k) φ // // K(k;WS )
we may assume k = k. The Somekawa K-group K(k;WS ) is now the quotient ofWS (k) by the subgroup generated
by the relations of the form (WR). By the residue theorem (Thm. 2.6), the local symbol map satisfies ΣP ∂P(w, f ) =
0 in WS (k) for some function field K = k(C) of one variable over k, w ∈ WS (K) and f ∈ Gm(K). The assertion
follows from it.
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(ii) Since the Mackey product M⊗ commutes with the direct sum, it is enough to show that the maps
K(k;WS ,G) → K(k;WS ,G ⊕G′); {w, g}E/k 7→ {w, (g, 1)}E/k, and
K(k;WS ,G ⊕G′) → K(k;WS ,G) ⊕ K(k;WS ,G′); {w, (g, g′)}E/k 7→ ({w, g}E/k, {w, g′}E/k)
are well-defined. They follow from mP((g, g′)) = min{mP(g),mP(g′)} for (g, g′) ∈ (G ⊕ G′)(K). 
For a finite field k and q ≥ 2, it is known that G1
M
⊗ · · ·
M
⊗ Gq(k) = 0 for semi-abelian varieties Gi and hence
K(k; G1, . . . ,Gq) = 0 ([13]). In the following, we show that the Mackey product WS
M
⊗G1
M
⊗ · · ·
M
⊗Gq(k) becomes
trivial for arbitrary perfect field of positive characteristic. However, the Mackey product Ga
M
⊗Ga(k) is not trivial
even if k is a finite field. In fact, we always have a surjective map Ga
M
⊗Ga(k) ։ k given by {x, y}E/k 7→ TrE/k(xy)
(see also [10]).
Lemma 3.6. Let k be a perfect field with char(k) = p > 0. Let G1, . . . ,Gq be semi-abelian varieties over k for
q ≥ 1, and S a finite truncation set. ThenWS
M
⊗G1
M
⊗· · ·
M
⊗Gq = 0 as a Mackey functor. In particular, we have
K(k;WS ,G1, . . . ,Gq) = 0
for split semi-abelian varieties G1, . . . ,Gq.
Proof. It is enough to showWS
M
⊗G(k) = 0 for a semi-abelian variety G over a perfect field k. Since the generalized
Witt group is a finite product of Witt groups Wm (Prop. 2.3), the assertion is reduced to showing Wm
M
⊗G(k) = 0.
Any symbol {w, g}E/k in Wm
M
⊗G(k) is in the image of the norm map NE/k : Wm
M
⊗G(E) → Wm
M
⊗G(k), without loss
of generality, we may assume E = k and show {w, g}k/k = 0. Take a finite field extension j : k →֒ E such that
j∗(g) = pmg˜ for some g˜ ∈ G(E). Since the trace maps on the Witt groups are surjective, there exists w˜ ∈ Wm(E)
such that TrE/k(w˜) = w. The projection formula (PF) implies
{w, g}k/k = {TrE/k(w˜), g}k/k
= {w˜, j∗(g)}E/k
= {w˜, pmg˜}E/k
= {pmw˜, g˜}E/k
= 0.
The assertion follows. 
Recall that the isomorphism
ψ : K(k;
q︷        ︸︸        ︷
Gm, . . . ,Gm) ≃−→ KMq (k)
is given by ψ({x1, . . . , xq}E/k) = NE/k({x1, . . . , xq}), where NE/k is the norm map on Milnor K-groups ([19], Thm.
1.4). The inverse map φ is φ({x1, . . . , xq}) = {x1, . . . , xq}k/k. In the same manner here we show that the Somekawa
K-group taking the additive group Ga = W1 and the multiplicative groups Gm coincides with the space of Ka¨hler
differentials.
Theorem 3.7. Let k be a perfect field. As k-vector spaces, we have a canonical isomorphism
ψ : K(k;Ga,
q−1︷        ︸︸        ︷
Gm, . . . ,Gm) ≃−→ Ωq−1k .
As the Milnor K-group KM2 (F) of a field F is defined by the quotient of F× ⊗Z F× modulo the Steinberg
relation x⊗ (1− x) for x ∈ F×, the space of the absolute Ka¨hler differentialΩ1F := Ω1F/Z =W{1}Ω1F has the so called
Cathelineau relation x dlog x + (1 − x) dlog(1 − x) = 0. Precisely, a surjective homomorphism of F-vector spaces
(11) F ⊗Z
q−1︷              ︸︸              ︷
F× ⊗Z · · · ⊗Z F× → Ωq−1F
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is defined by x ⊗ x1 ⊗ · · · ⊗ xq−1 7→ x dlog x1 · · · dlog xq−1 = x dlog x1 · · · dlog xq−1 where dlog x := dx/x and its
kernel is generated by elements of the forms ([4], Lem. 4.1, [6], Lem. 4.2):
x ⊗ x1 ⊗ · · · ⊗ xq−1, with xi = x j for some i < j, or
x ⊗ x ⊗ x2 ⊗ · · · ⊗ xq−1 + (1 − x) ⊗ (1 − x) ⊗ x2 ⊗ · · · ⊗ xq−1.
Proof of Thm. 3.7. From Lemma 3.5, we may assume q > 1. Since we are assuming the field k is perfect, the both
sides are trivial if char(k) > 0 (Lem. 3.6). Hence we assume char(k) = 0.
Definition of φ: Define a map
φ : Ω
q−1
k → K(k;Ga,Gm, . . . ,Gm)
by φ(x dlog x1 · · · dlog xq−1) := {x, x1, . . . , xq−1}k/k. To show that the map φ is well-defined, by (11) we need to
show
{x, x1, . . . , xq−1}k/k = 0 if xi = x j for some i < j, and
{x, x, x2, . . . , xq−1}k/k + {(1 − x), (1 − x), x2, . . . , xq−1}k/k = 0.
(12)
Recall that the structure of a k-vector space on the Somekawa K-group is defined by a{x, x1, . . . , xq−1}E/k =
{ax, x1, . . . , xq−1}E/k for a ∈ k. For the first equality in (12), we have to show {1, x1, . . . , xq−1}k/k = 0 if xi = x j for
some i < j. The element {1, x1, . . . , xq−1}k/k is in the image of the homomorphism
(13) dlog : K(k;
q−1︷        ︸︸        ︷
Gm, . . . ,Gm) → K(k;Ga,
q−1︷        ︸︸        ︷
Gm, . . . ,Gm)
defined by {y1, . . . , yq−1}E/k 7→ {1, y1, . . . , yq−1}E/k. From the isomorphism K(k;Gm, . . . ,Gm) ≃−→ KMq−1(k), we have
{1, x1, . . . , xq−1}k/k = 0. For the Cathelineau relation (=the second equality in (12)), we may assume x , 1 and
xi , 1 for all i. Consider the function field K = k(P1k) = k(t). Take
f = t−1, g = t, g1 = (t − x)(t − (1 − x))t(t − 1) , and gk = xk for 2 ≤ k ≤ q − 1.
For any P , P∞ := infinite place in K, g ∈ ÔP1 ,P and we have
{g(P), ∂P(g1, f ), g2(P), . . . , gq−1(P)}k/k
=

{x, x, x2, . . . , xq−1}k/k, P = (t − x),
{1 − x, 1 − x, x2, . . . , xq−1}k/k, P = (t − (1 − x)),
0, otherwise.
For P = P∞, vP(1 − f ) = 0, vP(g) = −1, mP(g1) = vP(1 − g1) ≥ 2 and mP(gi) = 0 for all i ≥ 2. Hence they satisfy
the condition (10) for m = 1. We also have {∂P(g, f ), g1(P), . . . , gq−1(P)}k/k = 0. The relation of type (WR) gives
the desired result.
Definition of ψ: Now we define a homomorphism
ψ : K(k;Ga,Gm, . . . ,Gm) → Ωq−1k
by
ψ({x, x1, . . . , xq−1}E/k) := TrE/k(x dlog x1 · · · dlog xq−1),
where TrE/k : Ωq−1E → Ω
q−1
k is the trace map (Thm. 2.4). To show that ψ is well-defined, first consider the relations
of type (PF). For a finite extension E2/E1, and if xi0 ∈ Gm(E2), x ∈ Ga(E1), xi ∈ Gm(E1) (i , i0), by the properties
of the trace map (Thm. 2.4), we have
ψ({x, x1, . . . , xq−1}E2/k) = TrE2/k(x dlog x1 · · · dlog xi0 · · · dlog xq−1)
= TrE1/k ◦TrE2/E1 (x dlog x1 · · · dlog xi0 · · · dlog xq−1)
(∗)
= TrE1/k(x dlog x1 · · · dlog NE2/E1 xi0 · · · dlog xq−1)
= ψ({x, x1, . . . , NE2/E1 xi0 , . . . , xq−1}E1/k).
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Here, for the third equality (∗) above, we used the compatibility of the trace map and the norm map (cf. [14], Sect.
16) which is given by the following commutative diagram:
E×2
NE2 /E1

dlog // Ω1E2
TrE2 /E1

E×1
dlog // Ω1E1 ,
Similarly, if x ∈ Ga(E2) and xi ∈ Gm(E1), we have
ψ({x, x1, . . . , xq−1}E2/k) = TrE2/k(x dlog x1 · · · dlog xq−1)
= TrE1/k ◦TrE2/E1 (x dlog x1 · · · dlog xq−1)
= TrE1/k((TrE2/E1 x) dlog x1 · · · dlog xq−1)
= ψ({TrE2/E1 x, x1, . . . , xq−1}E1/k).
Next, for the relation (WR), let K = k(C) be the function field of a curve C over k. Take f ∈ K×, g0 ∈ Ga(K), gi ∈
Gm(K) (1 ≤ i ≤ q − 1), as in Definition 3.4. For each P ∈ C0, if i(P) , 0, then Proposition 2.5 and Lemma 2.8
imply
ψ({g0(P), g1(P), . . . , ∂P(gi(P), f ), . . . , gq−1(P)}k(P)/k)
= Trk(P)/k(g0(P) dlog{g1(P), . . . , ∂P(gi(P), f ), . . . , gq−1(P)})
= Trk(P)/k(g0(P) dlog∂P({g1, . . . , gq−1, f }))
= Trk(P)/k(g0(P) ∂P(dlog g1 · · ·dlog gq−1 dlog f ))
= Trk(P)/k ◦ ∂P(g0 dlog g1 · · ·dlog gq−1 dlog f ).
Now we consider the case i(P) = 0. We show the following equation:
(14) ∂P(g0 dlog(g1(P)) · · ·dlog(gq−1(P)) dlog f ) = ∂P(g0 dlog g1 · · · dlog gq−1 dlog f ).
If vP(g0) ≥ 0, then for f = utvP( f ) with u ∈ Ô×C,P we have
∂P(g0 dlog g1 · · · dlog gq−1 dlog f ) = vP( f ) ∂P(g0 dlog g1 · · · dlog gq−1 dlog t)
= vP( f )g0(P) dlog(g1(P)) · · ·dlog(gq−1(P))
= ∂P(g0 dlog(g1(P)) · · ·dlog(gq−1(P)) dlog f ).
Next we assume vP(g0) < 0. Put mi = mP(gi) for 1 ≤ i ≤ q − 1. When vP(1 − f ) ≤ 0, the condition (10) implies
that there exists i such that mP(gi) = mi > 0. This assures that dlog(gi(P)) = 0 and thus the left hand side of (14)
is = 0. Without loss of generality, we may assume m1, . . . ,mk > 0 and mk+1 = · · · = mq−1 = 0 for some k ≥ 1.
Putting gi = 1 + uitmi for 1 ≤ i ≤ k with ui ∈ Ô×C,P, we have
dlog g1 · · · dlog gq−1 dlog f
=
tm1−1(u1m1dt + tdu1)
g1
· · ·
tmk−1(ukmkdt + tduk)
gk
dgk+1
gk+1
· · ·
dgq−1
gq−1
(
du
u
+ vP( f )dtt
)
.
Thus t
∑k
i=1 mi−1 divides dlog g1 · · · dlog gq−1. The condition (10) gives inequalities
vP(g0) +
q−1∑
i=1
mi − 1 ≥ vP(g0) +
q−1∑
i=1
mi + vP(1 − f ) − 1
≥ −vP(g0) − 1
≥ 0.
Therefore the right hand side of (14) is also equal to 0. In the case of m := vP(1 − f ) > 0 also, may assume
m1, . . . ,mk > 0 and mk+1 = · · · = mq−1 = 0. When such k does not exist (that is mi = 0 for all i), the condition (10),
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that is, 2vP(g0) + m ≥ 0 assures ∂P(g0 dlog f ) = 0 and the equation (14) holds. Putting gi = 1 + uitmi for 1 ≤ i ≤ k
with ui ∈ Ô×C,P and f = 1 + utm with u ∈ Ô×C,P, we have
dlog g1 · · · dlog gq−1 dlog f
=
tm1−1(u1m1dt + tdu1)
g1
· · ·
tmk−1(ukmkdt + tduk)
gk
dgk+1
gk+1
· · ·
dgq−1
gq−1
tm−1(umdt + tdu)
f .
Thus t
∑k
i=1 mi+m−1 divides dlog g1 · · · dlog gq−1 dlog f and it gives inequalities
vP(g0) +
q∑
i=1
mi + m − 1 ≥ −vP(g0) − 1
≥ 0.
Both sides of (14) are 0. Using the equation (14), we obtain
ψ({∂P(g0, f ), g1(P), . . . , gq−1(P)}k(P)/k)
= Trk(P)/k(∂P(g0 dlog f ) dlog g1(P) · · ·dlog gq−1(P))
= Trk(P)/k ◦ ∂P(g0 dlog g1(P) · · ·dlog gq−1(P) dlog f )
= Trk(P)/k ◦ ∂P(g0 dlog g1 · · · dlog gq−1 dlog f ).
From the residue theorem (Thm. 2.6), we have
ψ
∑
P∈C0
{g0(P), g1(P), . . . , ∂P(gi(P), f ), . . . , gq−1(P)}k(P)/k
 = 0.
Thus ψ is well-defined.
Proof of the bijection: It is easy to see that ψ ◦ φ = Id, where Id is the identity map on Ωq−1k . Hence we show
that φ is surjective. Take an element {x, x1, . . . , xq−1}E/k in K(k;Ga,Gm, . . . ,Gm). The trace map Ωq−1E → Ωq−1k is
defined from the trace map TrE/k : E → k by identifying the isomorphism E ⊗k Ωq−1k ≃ Ω
q−1
E (Thm. 2.4). Therefore
TrE/k(x dlog x1 · · · dlog xq−1) = ∑i TrE/k(ξi) dlog zi,1 · · · dlog zi,q−1 for some ξi ∈ E and zi, j ∈ k×. The property (PF)
implies the equality
{TrE/k ξi, zi,1, . . . , zi,q−1}k/k = {ξi, zi,1, . . . , zi,q−1}E/k .
Therefore, defining φE : Ωq−1E → K(E;Ga,Gm, . . . ,Gm) by ξ dlog η1 · · · dlog ηq−1 7→ {ξ, η1, . . . , ηq−1}E/E we have
φ(TrE/k(x dlog x1 · · · dlog xq−1))
=
∑
i
φ(TrE/k ξi dlog zi,1 · · · dlog zi,q−1)
=
∑
i
NE/k ◦ φE(ξi dlog zi,1 · · · dlog zi,q−1)
= NE/k ◦ φE(x dlog x1 · · · dlog xq−1)
= {x, x1, . . . , xq−1}E/k.
Thus φ is surjective and we obtain the assertion. 
The isomorphism E ⊗k Ωq−1k ≃ Ω
q−1
E appeared in the above proof is comparable with the following fact on the
Milnor K-groups ([2], Chap. I, Cor. 5.3; see also the proof of Thm. 1.4 in [19]): For a prime number p, we assume
that every finite extension of a field k is of degree pr for some r. Then KMq (E) is generated by elements of the form
{x, y1, . . . , yq−1}, where x ∈ E× and yi ∈ k×.
If char(k) = 0, for a finite truncation set S , we have an isomorphism
(15) Gh = (Ghs)s∈S : WSΩq−1k
≃
−→ (Ωq−1k )S
given by Ghs(ω) = Fs(ω)|{1} from Proposition 2.3 (by taking a prime p < S ). Reducing to the case ofGa, we obtain
the following corollary.
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Corollary 3.8. Let k be a perfect field with char(k) , 2 and S a finite truncation set. Then we have
K(k;WS ,
q−1︷        ︸︸        ︷
Gm, . . . ,Gm) ≃−→WSΩq−1k .
Proof. We may assume q > 1 (Lem. 3.5). The left becomes trivial if char(k) > 0 (Lem. 3.6). It is enough
to show WSΩq−1k = 0 in this case. By Proposition 2.3 this reduces to the well-known result WmΩ
q−1
k = 0 for
some m ([11], Chap. I, Prop. 1.6). Now we assume char(k) = 0. The ghost map (3) gives an isomorphism
gh = (ghs)s∈S : WS
≃
−→ G#Sa . We show that the map
γ : K(k;WS ,Gm, . . . ,Gm) → K(k;Ga,Gm, . . . ,Gm)
given by {w, x1, . . . , xq−1}E/k 7→ {ghs(w), x1, . . . , xq−1}E/k is well-defined for s ∈ S . For the relation (PF), since the
ghost map ghs : WS → Ga commutes with j∗ and j∗ for some finite extension j : E1 →֒ E2 over k ([16], Appendix
A) the map γ annihilates the elements of the form (PF). For the relation (WR), let K = k(C) be the function field
of a curve C over k. For f ∈ K×, g0 ∈WS (K), gi ∈ Gm(K) and P ∈ C0, if i(P) , 0 then
γ({g0(P), . . . , ∂P(gi(P), f ), . . . , gq−1(P)}k(P)/k) = {ghs(g0)(P), . . . , ∂P(gi(P), f ), . . . , gq−1(P)}k(P)/k.
Consider the case of i(P) = 0. Immediately, the equality
γ({∂P(g0, f ), g1(P), . . . , gq−1(P)}k(P)/k) = {vP( f ) ghs(g0)(P), g1(P), . . . , gq−1(P)}k(P)/k
= {∂P(ghs(g0), f ), g1(P), . . . , gq−1(P)}k(P)/k
holds if g0 ∈WS (ÔC,P) from (6). If g0 <WS (ÔC,P) and vP(ghs(g0)) < 0, then the condition (10) gives
2vP(ghs(g0)) +
q−1∑
i=1
mP(gi) + vP(1 − f )
≥ (m + 1)vP(ghs(g0)) +
q−1∑
i=1
mP(gi) + vP(1 − f )
≥ 0,
where m := max{s ∈ S }. By Proposition 2.5 (c) and Ghs = Fs(−)|{1} = gh{1} ◦Fs, we obtain
ghs(∂P(g0, f )) = ghs ◦ResS (g0 dlog[ f ])
= Res{1} ◦Ghs(g0 dlog[ f ]).
By the very definition of Witt complexes ([16], Def. 1.4), we have Fsd[ f ] = [ f ]s−1d[ f ] and thus
Ghs(g0 dlog[ f ]) = Ghs(g0) Ghs(dlog[ f ])
= gh{1} ◦Fs(g0)
gh{1} ◦Fsd[ f ]
ghs[ f ]
= ghs(g0)
[ f ]s−1d[ f ]
[ f ]s
= ghs(g0) dlog[ f ].
Therefore,
γ({∂P(g0, f ), g1(P), . . . , gq−1(P)}k(P)/k) = {ghs(∂P(g0, f )), g1(P), . . . , gq−1(P)}k(P)/k
= {Res{1}(ghs(g0) dlog[ f ]), g1(P), . . . , gq−1(P)}k(P)/k
= {∂P(ghs(g0), f ), g1(P), . . . , gq−1(P)}k(P)/k.
The map γ is well-defined and we obtain an isomorphism
K(k;WS ,Gm, . . . ,Gm) ≃−→ K(k;Ga,Gm, . . . ,Gm)S .
The assertion now follows from the isomorphism (15) and Theorem 3.7. 
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4 Mixed K-groups
For an equidimensional variety X over a perfect field k, let CH0(X) be the Chow group of 0-cycles on X. Putting
XE := X ⊗k E for an extension E/k, the assignments CH0(X) : E 7→ CH0(XE) give a Mackey functor by the pull-
back j∗ : CH0(XE2 ) → CH0(XE1 ) and the push-forward j∗ : CH0(XE1 ) → CH0(XE2 ) for any finite field extension
j : E1 →֒ E2 over k (cf. [7], Chap. 1).
Definition 4.1. Let r, q ≥ 0 be integers, X1, . . . , Xr smooth projective varieties over k, and G1, . . . ,Gq split semi-
abelian varieties over k. The mixed K-group
K(k;WS ,G1, . . . ,Gq,CH0(X1), . . . ,CH0(Xr))
is defined by the quotient of the Mackey product(
WS
M
⊗G1
M
⊗· · ·
M
⊗Gq
M
⊗CH0(X1)
M
⊗· · ·
M
⊗CH0(Xr)(k)
)
/R,
where R is the subgroup generated by the following elements:
(WR) Let K = k(C) be the function field of a projective smooth curve C over k. Put G0 := WS . For f ∈ K×, x j ∈
CH0((X j)K) and gi ∈ Gi(K), assume that for each closed point P in C there exists i(P) such that gi ∈ Gi(ÔC,P) for
all i , i(P). If g0 <WS (ÔC,P) and q ≥ 1, we further assume, for any s ∈ S with vP(ghs(g0)) < 0,
(m + 1)vP(ghs(g0)) +
q∑
i=1
mP(gi) + vP(1 − f ) ≥ 0,(16)
where m := max{s ∈ S }. Then, the element is∑
P∈C0
g0(P) ⊗ · · · ⊗ ∂P(gi(P), f ) ⊗ · · · ⊗ gq(P) ⊗ sP(x1) ⊗ · · · ⊗ sP(xr) ∈ R.
Here sP : CH0((X j)K) → CH0((X j)k(P)) is the specialization map at P (cf. [7], Sect. 20.3).
Note that this group coincides with the K-group defined in [1] (and [15]) in case G0 = WS is trivial. This
mixed K-group also has the structure ofWS (k)-module.
Lemma 4.2. For projective smooth varieties X and Y over k, we have
K(k;WS ,CH0(X),CH0(Y)) ≃−→ K(k;WS ,CH0(X × Y)).
Proof. Definition of ψ: By [15], Theorem 2.2, there is a canonical isomorphism
ψRSk : K(k; CH0(X),CH0(Y))
≃
−→ K(k; CH0(X × Y)) ≃−→ CH0(X × Y)
defined by ψRSk ({x, y}E/k) := NE/k((pX)∗x ∩ (pY)∗y), where ∩ is the intersection product (cf. [7], Chap. 8), pX :
X × Y → X, pY : X × Y → Y are the projection maps, and NE/k = j∗ : CH0((X × Y)E) → CH0(X × Y) is the
push-forward along j : (X × Y)E → X × Y (cf. [7], Sect. 1.4). We denote by ψ the composition
WS
M
⊗CH0(X)
M
⊗CH0(Y)(k) ։WS
M
⊗CH0(X × Y)(k) ։ K(k;WS ,CH0(X × Y)).
Precisely, the map ψ is given by
ψ({w, x, y}E/k) = ψ({w, {x, y}E/E }E/k)
= {w, ψRSE ({x, y}E/E )}E/k
= {w, (pX)∗x ∩ (pY)∗y}E/k .
Now we show that the map ψ annihilates the elements of the form (WR) in K(k;WS ,CH0(X),CH0(Y)). Let
K = k(C) be the function field of a projective smooth curve C over k, f ∈ K×, w ∈ WS (K), x ∈ CH0(XK) and
y ∈ CH0(YK). Since the specialization map is compatible with pull-backs ([7], Prop. 20.3 (a)), for any closed point
P ∈ C0, we have
ψ({∂P(w, f ), sP(x), sP(y)}k(P)/k)
= {∂P(w, f ), (pX)∗sP(x) ∩ (pY)∗sP(y)}k(P)/k
= {∂P(w, f ), sP((pX)∗x ∩ (pY )∗(y))}k(P)/k.
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Thus (WR) in K(k;WS ,CH0(X × Y)) implies the assertion.
Definition of φ: Now we define
φ : K(k;WS ,CH0(X × Y)) −→ K(k;WS ,CH0(X),CH0(Y)).
For any finite field extension E/k, the Chow group CH0((X×Y)E) is generated by closed points P in (X×Y)E . The
map φ is defined by, for a closed point P in (X × Y)E ,
φ({w, [P]}E/k) := {w, (pX)∗[P], (pY)∗[P]}E/k.
Note that the inverse map φRSk of ψ
RS
k is given by φ
RS
k ([P]) = {(pX)∗[P], (pY)∗[P]}E/k. First we show that this map φ
is well-defined. Let j : E1 →֒ E2 be a finite extensions over k. For w ∈WS (E2) and a closed point P in (X × Y)E1 ,
we have
φ({w, j∗[P]}E2/k) = {w, (pX)∗ j∗[P], (pY)∗ j∗[P]}E2/k
= {w, j∗(pX)∗[P], j∗(pY)∗[P]}E2/k
(∗)
= {TrE2/E1 w, (pX)∗[P], (pY)∗[P]}E1/k
= φ({TrE2/E1 w, [P]}E1/k).
For the equality (∗), here we used the projection formula (PF) in K(k;WS ,CH0(X),CH0(Y)). For w ∈WS (E1) and
a closed point P in (X × Y)E2 , we show φ({ j∗(w), [P]}E2/k) = φ({w, j∗[P]}E1/k). From the commutative diagram
CH0((X × Y)E2 )
j∗=NE2/E1

φRSE2 // K(E2; CH0(X),CH0(Y))
NE2 /E1

CH0((X × Y)E1 )
φRSE1 // K(E1; CH0(X),CH0(Y))
we have
{(pX)∗[P], (pY)∗[P]}E2/E1 = NE2/E1 ({(pX)∗[P], (pY)∗[P]}E2/E2 )
= NE2/E1 ◦ φRSE2 ([P])
= φRSE1 ◦ NE2/E1 ([P])
= {(pX)∗ j∗[P], (pY)∗ j∗[P]}E1/E1 .
Recall that the WS (k)-module structure on K(k;WS ,CH0(X),CH0(Y)) is given by v{w, x, y}E/k = { j∗(v)w, x, y}E/k
for v ∈WS (k), and a symbol {w, x, y}E/k , where j : k →֒ E. Hence
φ({ j∗w, [P]}E2/k) = { j∗w, (pX)∗[P], (pY)∗[P]}E2/k
= NE1/k({ j∗w, (pX)∗[P], (pY)∗[P]}E2/E1 )
= NE1/k(w{1, (pX)∗[P], (pY)∗[P]}E2/E1 )
(∗)
= NE1/k(w{1, (pX)∗ j∗[P], (pY)∗ j∗[P]}E1/E1 )
= {w, j∗(pX)∗[P], j∗(pY )∗[P]}E1/k
= {w, (pX)∗ j∗[P], (pY)∗ j∗[P]}E1/k
= φ({w, j∗[P]}E1/k).
Here, the equality (∗) holds since the both of the symbols {1, (pX)∗[P], (pY)∗[P]}E2/E1 and {1, (pX)∗ j∗[P], (pY)∗ j∗[P]}E1/E1
are in the image of the following map like dlog in (13)
K(E1; CH0(X),CH0(Y)) → K(E1;WS ,CH0(X),CH0(Y))
which is defined by {x, y}E′1/E1 7→ {1, x, y}E′1/E1 . Next, we show that the map φ takes the elements of the form (WR)
to zero. Let K = k(C) be the function field of a projective smooth curve C over k, f ∈ K×, w ∈ WS (K) and ξ a
closed point in (X × Y)K . Since the specialization map is compatible with push-forward ([7], Prop. 20.3 (b)), for
any closed point P ∈ C0, we have
φ({∂P(w, f ), sP[ξ]}k(P)/k) = {∂P(w, f ), (pX)∗sP[ξ], (pY)∗sP[ξ]}k(P)/k
= {∂P(w, f ), sP ◦ (pX)∗[ξ], sP ◦ (pY)∗[ξ]}k(P)/k.
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Thus the assertion follows from (WR) in K(k;WS ,CH0(X),CH0(Y)).
Proof of the bijection: For any symbol {w, [PX], [PY]}E/k in K(k;WS ,CH0(X),CH0(Y)) which is given by closed
points PX in XE and PY in YE , there exists a finite field extension L/E such that L is a Galois extension over E(PX)
and E(PY). Then (PX ×E PY )L decomposes of L-rational points. The projection formula (PF) implies
{w, [PX], [PY]}E/k = {TrL/E w˜, [PX], [PY]}E/k
= {w˜, j∗[PX], j∗[PY ]}L/k
for some w˜ ∈ WS (L) and j : E →֒ L. Hence K(k;WS ,CH0(X),CH0(Y)) is generated by symbols of the
form {w, PX , PY }E/k for a finite field extension E/k, where PX and PY are E-rational points. The same holds in
K(k; CH0(X × Y)). Now it is easy to see that φ is surjective and ψ ◦ φ({w, [P]}E/k) = {w, [P]}E/k for an E-rational
point P in (X × Y)E . The bijectivity follows from it. 
Lemma 4.3. (i) If X = Spec k, then
K(k;WS ,CH0(Spec k)) ≃−→ K(k;WS ) ≃WS (k).
(ii) If char(k) = p > 0 and X is a projective smooth and geometrically connected curve over k with X(k) , ∅, then
K(k;WS ,CH0(X)) ≃−→ K(k;WS ) ≃WS (k).
Proof. The assertion (i) follows from CH0(Spec E) ≃ Z for an extension E/k. For the assertion (ii), we consider
the kernel A0(X) of the map deg : CH0(X) → Z of Mackey functors given by the degree map. Note that the
specialization map induces a map on A0(X). By replacing CH0 with A0 in the appropriate instances, we can define
the mixed K-group K(k;WS ,A0(X)) as a quotient of WS
M
⊗ A0(X)(k). Recall that Z is the unit of the Mackey
product. The assumption X(k) , ∅ gives a split short exact sequence
0 → K(k;WS ,A0(X)) → K(k;WS ,CH0(X)) → K(k;WS ) → 0.
Because of K(k;WS ) ≃ WS (k) (Lem. 3.5), it is enough to show WS
M
⊗A0(X)(k) = 0. By the assumption X(k) , ∅,
we have A0(X) ≃ JX as Mackey functors, where JX is the Jacobian variety of X. Therefore we obtain WS
M
⊗
A0(X)(k) ≃WS
M
⊗ JX(k), and the latter becomes trivial by Lemma 3.6. 
Let X be a projective smooth variety over k and Xi the subset of X consisting of points x such that the closure
of {x} is of dimension i. On Milnor K-groups, there is a canonical homomorphism
∂ :
⊕
ξ∈X1
KM2 (k(ξ)) →
⊕
P∈X0
k(P)×.
The map ∂ is defined by the boundary map of Milnor K-theory as follows. For each ξ ∈ X1 and P ∈ X0, let
π : YN → Y ⊂ X be the normalization of the reduced scheme Y := {ξ} and define ∂ξP by the composition
∂
ξ
P : K
M
2 (k(ξ))
⊕ ∂PN
−−−−→
⊕
PN∈π−1(P)
k(PN)×
∑
PN Nk(PN )/k(P)
−−−−−−−−−−→ k(P)×,
where ∂PN is the tame symbol and PN runs over all closed points of YN lying over P. The map ∂ is defined by
taking the sum of these homomorphisms ∂ξP. Using this, the mixed K-group associated to CH0(X) andGm’s has the
following description. (In fact, Akhtar [1] gives a description of K(k;
q︷        ︸︸        ︷
Gm, . . . ,Gm,CH0(X)) more generally. But
here we only refer the case of q = 1.)
Theorem 4.4 ([1], Thm. 5.2, 6.1). Let X be a projective smooth variety over k. There is a canonical isomorphism
K(k;Gm,CH0(X)) ≃−→ Coker
∂ : ⊕
ξ∈X1
KM2 (k(ξ)) →
⊕
P∈X0
k(P)×
 .
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Note that the cokernel on the right is often denoted by S K1(X). By the Weil reciprocity law on the Milnor K-groups
(cf. [2], Sect. 5), one can consider a complex⊕
ξ∈X1
KM2 (k(ξ))
∂
−→
⊕
P∈X0
k(P)× N−→ k×
where N is defined by the norm maps N := ∑P Nk(P)/k. We denote by V(X) := Ker(N)/ Im(∂) the homology group
of the above complex. In particular, if we further assume that X is a geometrically connected curve over k with a
k-rational point, then the decomposition A0(X) ⊕ Z ≃ CH0(X) gives an isomorphism
K(k,Gm, JX) ≃−→ V(X),
where JX is the Jacobian variety of X.
For a projective smooth variety X over k and a finite truncation set S , we define a canonical homomorphism
(17) ∂ = ∂S :
⊕
ξ∈X1
WSΩ
1
k(ξ) →
⊕
P∈X0
WS (k(P)).
For each ξ ∈ X1 and P ∈ X0, let π : YN → Y ⊂ X be the normalization of Y := {ξ} and define ∂ξP by the composition
∂
ξ
P : WSΩ
1
k(ξ)
⊕ ∂PN
−−−−→
⊕
PN∈π−1(P)
WS (k(PN))
∑
PN Trk(PN )/k(P)
−−−−−−−−−−−→WS (k(P)),
where ∂PN is the residue map (4). The map ∂ is defined by taking the sum of these homomorphisms ∂ξP.
Theorem 4.5. Let X be a projective smooth variety over k. Then, there is a canonical isomorphism
φ : Coker
∂ : ⊕
ξ∈X1
Ω1k(ξ) →
⊕
P∈X0
k(P)
 ≃−→ K(k;Ga,CH0(X)).
Proof. Definition of φ: The map
φ : Coker(∂) → K(k;Ga,CH0(X))
is defined by [∑P xP] 7→ ∑P{xP, [P0]}k(P)/k. Here [∑P xP] is the class in Coker(∂) represented by ∑P xP ∈ ⊕Pk(P)
and P0 is the canonically defined k(P)-rational point of Xk(P) which maps isomorphically to P under the canonical
map Xk(P) → X, [P0] is the cycle in CH0(Xk(P)) represented by the point P0. We show that this correspondence is
well-defined. For any ξ ∈ X1 and g dlog f ∈ Ω1k(ξ), the projection formula (PF) gives
φ ◦ ∂(g dlog f ) =
∑
P∈X0
φ ◦ ∂
ξ
P(g dlog f )
=
∑
P∈X0
∑
PN∈π−1(P)
φ(Trk(PN )/k(P) ◦ ∂PN (g dlog f ))
=
∑
P∈X0
∑
PN∈π−1(P)
{Trk(PN )/k(P)(∂PN (g dlog f )), [P0]}k(P)/k
=
∑
P∈X0
∑
PN∈π−1(P)
{∂PN (g dlog f ), ( jPN/P)∗[P0]}k(PN )/k,
where jPN/P is the canonical map k(P) →֒ k(PN). Here, we have ( jPN/P)∗[P0] = [P0 ×P PN] = [(PN)0]. For each
closed point PN in YN , the specialization map is written by sPN ([η0]) = [(PN)0], where [η0] ∈ CH0(Xk(YN )) is the
cycle on Xk(YN ) arising from the generic point η of YN ([7], Sect. 20.3, see also [15], (2.2.2)). We obtain
{∂PN (g dlog f ), ( jPN/P)∗[P0]}k(PN )/k = {∂PN (g, f ), sPN [η0]}k(PN )/k
and thus
φ ◦ ∂(g dlog f ) =
∑
PN∈(YN )0
{∂PN (g, f ), sPN [η0]}k(PN )/k.
Therefore the condition (WR) on the mixed K-group (Def. 4.1) implies the well-definedness of φ.
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Definition of ψ: A map
ψ : K(k;Ga,CH0(X)) → Coker(∂)
is defined by the following diagram (cf. [3], Sect. 1): For each finite extension E/k,⊕
η∈(XE )1
E ⊗Z E(η)× //
E⊗dlog

⊕
Q∈(XE )0
E
 _

// E ⊗Z CH0(XE)

// 0
⊕
η∈(XE)1
Ω1E(η)
Tr

∂E //
⊕
Q∈(XE )0
E(Q)
Tr

// Coker(∂E) //

0
⊕
ξ∈X1
Ω1k(ξ)
∂ //
⊕
P∈X0
k(P) // Coker(∂) // 0.
Here, the vertical maps Tr in the lower left square are given by trace maps and Lemma 4.6. Explicitly, for x ∈ E
and Q ∈ (XE)0, we have
ψ({x, [Q]}E/k) = TrE(Q)/k(P)(x) at P = jE/k(Q) ∈ X0,
where jE/k : XE → X is the canonical map. We show that ψ factors through K(k;Ga,CH0(X)). For any finite
extension j = jE2/E1 : E1 →֒ E2 over k, take x ∈ E1 and a closed point Q2 in XE2 . Then, j∗[Q2] = [E2(Q2) :
E1(Q1)][Q1], where Q1 is the image of Q2 in XE1 . We obtain the following equalities
ψ({x, [Q2]}E2/k) = TrE2 (Q2)/k(P)(x)
= [E2(Q2) : E1(Q1)] TrE1(Q1)/k(P)(x)
= ψ({x, j∗[Q2]}E1/k).
On the other hand, we assume x ∈ E2, Q1 ∈ (XE1 )0. Denoting by j∗[Q1] = [ j−1(Q1)] =
∑
Q mQ[Q] ∈ CH0(XE2 ) and
P = jE1/k(Q1), we have
ψ({x, j∗[Q1]}E2/k) =
∑
Q
mQψ({x, [Q]}E2/k)
=
∑
Q
mQ TrE2 (Q)/k(P)(x)
= TrE1 (Q1)/k(P) ◦TrE2/E1 (x)
= ψ({TrE2/E1 (x), [Q1]}E1/k).
As a result, the map ψ kills the elements of the form (PF) and this gives ψ : Ga
M
⊗CH0(X)(k) → Coker(∂). Next
we consider the relation (WR). Let K = k(C) be the function field of a projective smooth curve C over k. For
f ∈ K×, g ∈ K and ξ a closed point in XK , our claim is now
(18)
∑
Q∈C0
ψ({∂Q(g, f ), sQ([ξ])}k(Q)/k) = 0.
To show this claim, first we assume K(ξ) = K. Under this assumption, for each closed point Q in C, the valuative
criterion for properness gives the diagram
Spec K

ξ // XK // X

Spec k(Q) // SpecOC,Q
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❦
❦
❦
❦
❦
❦
❦
❦
❦
// Spec k.
The composition Spec K
ξ
→ XK → X extends uniquely to π : C → X. Recall that Q0 is the canonical point of Ck(Q)
determined by Q. We denote by P0 = πQ(Q0) the closed point of Xk(Q) where πQ : Ck(Q) → Xk(Q) is the base change
of π. The specialization map is now sQ([ξ]) = (πQ)∗[Q0] = [P0] in CH0(Xk(Q)) (cf. [15], (2.2.2)). If the image of ξ
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in X gives a closed point P in X, then π is a constant map; P = π(Q) for any Q ∈ C0. Thus the curve C is defined
over k(P) and P = jk(Q)/k(P0). We obtain∑
Q∈C0
ψ({∂Q(g, f ), sQ([ξ])}k(Q)/k)
=
∑
Q∈C0
ψ({∂Q(g, f ), [P0]}k(Q)/k)
=
∑
Q∈C0
Trk(Q)/k(P) ∂Q(g dlog f )
 at P ∈ X0.
The residue theorem for C over k(P) (Thm. 2.6) gives the claim. On the other hand, when the image η = π(ξ) of ξ
is a point of dimension 1 in X, we have∑
Q∈C0
ψ({∂Q(g, f ), sQ([ξ])}k(Q)/k)
=
∑
Q∈C0
ψ({∂Q(g, f ), [P0]}k(Q)/k)
=
∑
Q∈C0
(
Trk(Q)/k(P) ◦ ∂Q(g dlog f ) at P = π(Q) ∈ X0)
=
∑
P∈X0
∑
Q∈π−1(P)
Trk(Q)/k(P) ◦ ∂Q(g dlog f )
(∗)
=
∑
P∈X0
∂P ◦Trk(ξ)/k(η)(g dlog f )
= ∂ ◦TrK/k(η)(g dlog f )
= 0 in Coker(∂).
Here, the equality (∗) follows from Lemma 4.6 below.
Next, we show the claim for arbitrary ξ ∈ (XK)0. Then K′ := K(ξ) is a finite extension over K. Let C′ be the
regular proper model of K′. For each Q ∈ C0, the following diagram is commutative:
CH0(XK′ )
( jK′/K )∗

e(Q′/Q)sQ′ //
⊕
Q′∈C′0, Q′ |Q
CH0(Xk(Q′))
∑( jk(Q′ )/k(Q))∗

CH0(XK)
sQ // CH0(Xk(Q)),
where e(Q′/Q) is the ramification index of Q′ over Q ([7], Sect. 20.3). Denoting by ξ′ the closed point in XK′
which is determined by ξ, we have
sQ([ξ]) = sQ ◦ ( jK′/K)∗([ξ′]) =
∑
Q′ |Q
e(Q′/Q) jk(Q′)/k(Q) ◦ sQ′ ([ξ′]).
The projection formula (PF) and Lemma 2.9 imply∑
Q∈C0
{∂Q(g, f ), sQ([ξ])}k(Q)/k
=
∑
Q∈C0
∑
Q′ |Q
e(Q′/Q){∂Q(g, f ), ( jk(Q′)/k(Q))∗sQ′ ([ξ′])}k(Q)/k
=
∑
Q′∈C′0
{e(Q′/Q) ∂Q(g, f ), sQ′([ξ′])}k(Q′)/k
=
∑
Q′∈C′0
{∂Q′ (g, f ), sQ′([ξ′])}k(Q′)/k.
Therefore, the claim is now reduced to the case treated before.
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Proof of the bijection: It is easy to see that ψ ◦ φ = Id and thus we show that the map φ is surjective. For any
symbol {x, [Q]}E/k with a closed point Q of XE , take y ∈ E(Q) such that TrE(Q)/E (y) = x. By the projection formula
(PF), we have {x, [Q]}E/k = {y, ( jE(Q)/E )∗[Q]}E(Q)/E . Hence we reduce to the case E(Q) = E. In this case E(Q) = E;
Q0 = Q, denoting P := jE/k(Q) the closed point in X determined by jE/k : XE → X, we have k(P) = k(P0) = E.
Thus the surjectivity follows from φ(x) = {x, [P0]}k(P)/k = {x, [Q]}E/k. 
Lemma 4.6. Let C′ → C be a dominant morphism of projective curves over k. If we fix a closed point P of C, we
have the following commutative diagram:
Ω1k(C′)
Trk(C′ )/k(C)

⊕ ∂P′ //
⊕
P′ |P
k(P′)
∑
Trk(P′ )/k(P)

Ω1k(C)
∂P // k(P),
where P′ runs through all points in C′ lies above P, and ∂P and ∂P′ are the maps defined in (17).
Proof. Since the trace maps are transitive (Thm. 2.4, (c)), by taking the normalization, we may assume that C and
C′ are smooth. Considering the completion k(C′)P′ and k(C)P we have
Ω1k(C′) //
Trk(C′ )/k(C)

Ω1k(C′)P′
Trk(C′ )P′ /k(C)P

Ω1k(C) // Ω
1
k(C)P .
This carries over to the local situation. Let k′/k be a finite extension and consider the local fields K′ = k′((t′)) and
K = k((t)). Now Kur = k′((t)) is the maximal unramified extension in K′ over K. Since any element ω ∈ Ω1Kur is
written as
ω =
∑
j∈Z
a jt j + b jt j−1dt.
for some a j ∈ Ω1k′ , b j ∈ k′, we have
∂K(TrKur/K(ω)) = Trk′/k(b0) = Trk′/k ◦ ∂Kur (ω).
Thus we may assume that k = k′ and hence Kur = K. We denote by k an algebraic closure of k. By the very
definition, for any ω ∈ Ω1K′ , we have ResK′ (ω) = Resk((t′))(ω) and the trace map is compatible with base change
Trk((t′))/k((t))(ω) = Trk((t′))/k((t))(ω). We further reduce to the case k = k. In this case the residue map ∂K and the residue
map ResK coincide and the required assertion is well-known ([14], Thm. 17.6). 
From Corollary 3.8, the ghost map gives the following.
Corollary 4.7. Let X be a projective smooth variety over a perfect field k and S a finite truncation set. If char(k) =
0, we have
Coker
∂ : ⊕
ξ∈X1
WSΩ
1
k(ξ) →
⊕
P∈X0
WS (k(P))
 ≃−→ K(k;WS ,CH0(X))
We also have the following complex
(19)
⊕
ξ∈X1
WSΩ
1
k(ξ)
∂
−→
⊕
P∈X0
WS (k(P)) Tr−→WS (k)
where Tr is defined by the trace maps Tr := ∑P Trk(P)/k. The fact Tr ◦ ∂ = 0 is the residue theorem (Thm. 2.6).
Corollary 4.8. Let X be a projective smooth and geometrically connected curve over a perfect field k. If we assume
X(k) , ∅, putting V(X)+ := Ker(Tr)/ Im(∂) we obtain
K(k;Ga, JX) ≃ V(X)+.
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Proof. Under the assumption X(k) , ∅, the assertion follows from the diagram below (see the proof of Lem. 4.3
(ii)):
0 // K(k;Ga, JX)

// K(k;Ga,CH0(X))
≃ ψ

// K(k;Ga)
≃

// 0
0 // V(X)+ // Coker(∂) Tr // Ga(k) // 0.

From Lemma 4.3, we obtain K(k;Ga, JX) = 0 if char(k) > 0, and this gives the following corollary:
Corollary 4.9. If char(k) > 0, then we have V(X)+ = 0. In other words, the sequence (19) is exact when S = {1}.
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