In recent years there have been a number of articles in this JOURNAL about Tim Pennings and his dog Elvis, who seems correctly to predict the path to a thrown ball that will minimize the time it takes to reach the ball. That optimal path can be predicted using various methods from calculus [2, 7, 10, 11] and this led Pennings to his suggestive title Do dogs know calculus?
The intent of this article is to remind readers that a number of interesting optimization problems can be solved purely algebraically. In this article, we develop a variational method for optimization that relies on inequalities.
For an excellent exposition of this topic we refer to Ivan Niven's book Maxima and Minima Without Calculus [8] . There, Niven illustrates how the inequality between the arithmetic mean and the geometric mean can be used to solve a large number of optimization problems commonly found in calculus texts.
What is surprising is that René Descartes and Pierre de Fermat (and others) considered some of the same problems even before the invention of calculus. Fermat, in particular, correctly optimized many polynomial expressions, some of them also involving radicals. However, he apparently never properly justified the global nature of the extrema he claimed to have found. (See Strømholm [13, p.52] .)
In our first example, we use only algebra to compute the slope of a line tangent to a parabola. In the next two examples, we present algebraic solutions for two standard optimization problems found in most calculus texts.
Our last example provides a new algebraic proof for the law of refraction based on Fermat's principle of least time. Pennings's original problem is a special case, and the reader is encouraged to explore how the proof is simpler. We emphasize that in all of our examples, we use only algebra both to identify the optimal solution and to justify its global nature.
Tangent lines to a parabola
We begin by considering the slope of a line tangent to the parabola y = x 2 . We will give a purely algebraic solution to the problem.
In point-slope form, a non-vertical line through (a, a 2 ) has defining equation y = m(x − a) + a 2 . Since a tangent line lies entirely below the parabola and intersects the parabola at only one point, our goal is to find m such that x 2 ≥ m(x − a) + a 2 for all x with equality if and only if x = a. Alternatively stated, we want m such that
, so if this is to be zero only when x = a, then m = 2a. Then
Clearly this quantity is always nonnegative; it takes value zero if and only if x = a. For the interested reader, Descartes's circle method is another algebraic approach to finding tangent lines [3, p. 125] .
A preliminary lemma
Before tackling the next problem, we prove a lemma about the double root that we will need later. This fact is easily proved using calculus, but was already known at the time of Fermat. We include an algebraic proof for sake of completeness.
Lemma 1. Suppose p is a polynomial and ε > 0, and suppose αh
Proof. An application of the triangle inequality shows that there is an
(Of course M is permitted to depend on p and ε.)
This violates the hypothesis of the lemma.
This, too, violates the hypothesis. We conclude that α = 0.
The Norman window
The problem here is to find the dimensions of a window with perimeter P such that the area of the enclosed region is maximized. As illustrated in Figure 1 , the top of the window is a semicircle with radius r and the base is a rectangle with side lengths l and 2r . The constraint on the perimeter is P = (π + 2)r + 2l, which after substituting into the expression for area, leads to the problem of maximizing A(r ) = Pr − (π/2 + 2)r 2 for r ∈ (0, P/(π + 2)). Alternatively stated, we look for a value of r such that A(r + h) ≤ A(r ) with equality if and only if h = 0. After some straightforward algebra, the inequality becomes
The values of h that correspond to actual windows satisfy h ∈ (−r, P/(π + 2) − r ). It follows from Lemma 1 that the desired value of r must be r = P/(π + 4). To finish, we substitute this value and see that the maximization condition reduces to 0 ≤ (π/2 + 2)h 2 with equality if and only if h = 0. This condition is immediate, so we have indeed identified the global maximum.
The ladder problem
Two corridors of widths a and b meet at a right-angled corner. The goal is to find the length of the longest ladder that can be carried around the corner. At all times the ladder is expected to remain horizontal, so we may consider this as a two-dimensional problem.
If L(x) is the length of the diagonal line in Figure 2 , then L(x) satisfies
For a ladder to be carried around the corner, it is necessary for its length to be less than L(x) for each x. It follows that the length of the longest ladder is the smallest value of L(x) for x > 0. So we are led to the problem of finding can
From Lemma 1 it follows that the desired value of x must satisfy x 3 − ab 2 = 0, and therefore, x = (ab 2 ) 1/3 . It remains to be seen that this choice of x indeed guarantees the optimization condition. By substituting for x and dividing by h 2 it is enough to verify for h > −(ab
On replacing k
, this is equivalent to the estimate
But this is obviously satisfied, so indeed, the longest ladder has length
For the interested reader, Fletcher [4] gives an ad hoc solution for the ladder problem and suggests that it cannot be done rigorously using only the inequality between arithmetic and geometric means.
Two more lemmas
We need two more lemmas for our final example. We give algebraic proofs of these results.
Lemma 2. If y
Proof. Both sides of the inequality are nonnegative, so this is easily verified by squaring both sides. 
The path of least time
Our last problem is illustrated in Figure 3 . Elvis starts at position D on the beach when a ball is thrown into the lake at position B. The dog runs at speed r from D to a position P along the shoreline, and from there swims at speed s to the ball at B. The problem is to predict which x will minimize the time it takes Elvis to reach the ball.
Let T r (x) and T s (x) represent the amount of time spent running and swimming, respectively, for the path taken through P. Then is the total time that it takes Elvis to reach the ball. Elvis must find x such that T (x + h) ≥ T (x) for all h ∈ (−∞, +∞) with equality if and only if h = 0.
We begin by establishing an upper estimate for T (x + h). After rewriting T r (x + h) and T s (x + h) we find
This is an application of Lemma 2 with
. It is straightforward to verify that y ≥ −1 for any values of h, x, and d. Similarly,
Combining these estimates with the condition T (x) ≤ T (x + h) gives, after simplifying,
We now apply Lemma 1 and determine that if
Unfortunately, (1) admits no easy method of solution in general because it is equivalent to finding the roots of a polynomial of degree 4. In fact, there are explicit but unwieldy formulas for finding roots of such polynomials [14] .
We are halfway there. To show that an x satisfying (1) indeed guarantees the optimization condition, we establish a lower estimate for T (x + h). In particular, after rewriting T r (x + h) we find
where we have used
with equality if and only if h = 0. Combining the estimates gives, after simplifying,
with equality if and only if h = 0. This is exactly what is needed: if x satisfies (1), then T (x + h) ≥ T (x) for all h with equality if and only if h = 0.
Good dog!
It is also easy to check that the minimum point is unique. Suppose x 1 and x 2 are both global minima. Then T (x 1 ) = T (x 2 ), and both x 1 and x 2 satisfy (1). This means
with equality if and only if x 2 − x 1 = 0. Indeed there is equality, so x 2 = x 1 .
Readers familiar with optics will recognize this example as Snell's law for the refraction of light as it passes between media of different densities. (Usually Snell's law is stated in a trigonometric form.) Recall that light travels at different velocities in two such media.
Proofs of Snell's law are based on the principle of least time. Snell already knew the law of refraction in 1621, but it appeared in print for the first time in Descartes's La Dioptrique in 1637. It seems that the first completely rigorous proof appears in Huygens's Traité de la Lumiere from 1678. His argument was geometric, and is essentially the same as that given in Golomb [6] .
For additional algebraic verification for the law of refraction, see Helfgott and Helfgott [5] . We believe ours is the first completely algebraic proof.
Other proofs of Snell's law appear in the literature, too. See, for instance, [1, p. 4-6] , [9, p. 17-19] , [12, p. 86-90] . Each of these treatments, however, uses some version of calculus. Niven [8] uses a basic trigonometric inequality to solve problems equivalent to Snell's law.
Final remarks
The methods of this paper can be used for more challenging problems. We invite the reader to minimize the function g(x) = 3x 2 + 3x + 80/x 3 over x > 0. It can be done! According to Niven, the method that uses the inequality between arithmetic and geometric means fails for this example [8, p. 33] . Our method is, in fact, stronger than that of Niven, who claims (as was perhaps true in 1981) that his method "provides as powerful an application of elementary algebra as can be found." (See [8, p. 45 ].) Our method leads easily to the inequality between arithmetic and geometric means.
We don't know if dogs really do know calculus, but we do know that they don't need it for the task of fetching balls-they only need to know algebra.
Summary. Many optimization problems can be solved without resorting to calculus. This article develops a new variational method for optimization that relies on inequalities. The method is illustrated by four examples, the last of which provides a completely algebraic solution to the problem of minimizing the time it takes a dog to retrieve a thrown ball, demonstrating that dogs don't need calculus.
