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Abstract
All-vanadium redox flow batteries (VRFBs) are an emerging grid-scale energy storage
technology; however, enhancements in terms of performance, efficiency, durability, and cost
are required before it can become commercially viable. These improvements are achievable
through the development of advanced materials, superior architecture, and ultimately a
deeper fundamental understanding of the influence of various phenomena and operational
parameters on cell performance. There currently are a lack of in-situ experimental diagnostic
techniques which can help in achieving this fundamental understanding.
Two separate distributed diagnostic techniques were developed in this work: in-plane
current distribution, and neutron radiography. Localized current distribution measurements
can identify regions of reduced performance, and provide valuable insight regarding mass
transport as a function of materials and design, and potentially localized degradation. A
novel interpretation of the dimensionless Damköhler number was adapted to locally assess
the relative contributions of kinetic and mass transport losses across the active area within
an operating cell.

Neutron radiography is an effective technique for the identification

and quantification of individual phases within a two-phase fluid.

This technique was

implemented to determine the onset voltage of unwanted side reactions in an operating
VRFB. Identification of such unfavorable operating conditions and limitations for different
electrode materials can lead to a wider safe operating voltage window, which can be
implemented to reduce charging times and improve cell efficiency.

iv

The successful demonstration of these techniques provides the field with two validated
in-situ diagnostic techniques, advanced analysis, and benchmark data that can provide
feedback for engineering enhanced materials, designs, and more optimal operating conditions
for these cells, ultimately leading to enhanced fundamental understanding and improved
performance.

v
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Chapter 1

Introduction

1.1

Energy Storage and Redox Flow Batteries
Energy drives society, and fossil fuels remain the primary source of such energy, from oil

for transportation to coal for electricity generation. These sources however are commodities,
which are susceptible to economic instabilities in addition to being limited in quantity; these
two factors motivate the need for a more stable alternative. Renewable energy sources are a
promising replacement which would ensure long-term sustainable energy. Common sources
include solar, wind, and tidal, however these sources are very intermittent and dependent
upon environmental conditions. Electricity grids worldwide require stability for baseload
power generation, and it has been estimated that grids would become unstable if intermittent
sources were to cover greater than 20% of baseload power [1]. In order to circumvent this
issue, one possible solution is the use of energy storage to serve as a buffer between renewable

1

sources and the grid. There are three primary types of energy storage: mechanical, thermal,
and electrical/chemical, each with their respective advantages and disadvantages [2].
Mechanical energy storage technologies are the most mature, and make up over 99%
of currently installed energy storage capacity worldwide [3]. Pumped hydro, compressed air
energy storage, and flywheels are the most common mechanical energy storage technologies.
They have excellent durability, however also have drawbacks including large footprint,
geographic limitations, and low energy density [3].

Thermal energy storage, including

sensible heat, latent heat, and thermochemical energy storage technologies are low cost;
however, they have low power density, poor efficiency, and slow charge/discharge rates [2, 4].
Electrical or chemical energy storage consists of several various types of technology including
capacitors, magnetic energy storage, synthetic fuel production, solid-state batteries, and flow
batteries. These types of energy storage are advantageous because they have fewer moving
parts and are geographically deployable; however, each have their inherent drawbacks.
Capacitors and magnetic energy storage typically have very short discharge capacity and are
very costly [4]. Battery technologies on the other hand, can have an appropriate discharge
capacity, and are more reasonably priced; however, they have lower power density and lower
durability than mechanical energy storage [4]. Traditional solid-state batteries are a more
mature technology than flow batteries, but they have higher capital costs, shorter discharge
times, and less flexibility for scaling [5].
Redox flow batteries (RFBs) are made up of two primary components: a battery stack,
and electrolyte storage tanks, as shown in Figure 1.1. The system’s power output is dictated
by the size of the battery stack, while the energy storage capacity is determined by the

2

volume and concentration of liquid electrolyte. The decoupling of these two components
provides flexibility for the scaling of these systems, which is unattainable for traditional
solid-state batteries [6]. The concept of rechargeable redox flow cells was originally developed
by Lawrence Thaller of the United States National Aeronautics and Space Administration
(NASA) in the 1970s as either a stand-alone remote power system or for electric grid storage
[7–9]. These electrochemical flow cells operate by converting between electrical energy and
chemical potential energy via reduction and oxidation reactions of two electrolytes. There
are some variations in architecture for these systems; however, in general, the battery stack
consists of three primary components: a separator to isolate the two half cells, an electrode
on either side of the separator where the electrochemical reactions take place, and flow field
plates which distribute the electrolyte to the electrodes, as illustrated in Figure 1.1.

Figure 1.1: Schematic representation of a generic flow battery (adapted from [6]).

3

In addition to flexibility in scaling, there are also various options for the electrolyte
composition. The liquid electrolyte is composed of an electro-active species that is dissolved
in a solvent. RFBs are classified as aqueous when the supporting electrolyte is a water-based
acidic solution, and non-aqueous for organic solvent-based electrolyte [10]. Aqueous systems
are more prevalent and currently have higher power density; however, their theoretical cell
voltage is limited by the side reactions of water electrolysis. Non-aqueous, on the other
hand, provides the opportunity for a larger electrochemical operating window; however,
their performance and energy efficiency currently lags significantly behind aqueous systems,
primarily due to high internal resistances.
Thaller’s original concept and demonstration was an aqueous system based on the use
of iron and chromium dissolved in a hydrochloric acid solution for the positive and negative
electrolytes, respectively [9]. This system employs relatively inexpensive materials that are
non-toxic, which is advantageous; however, the chromium reaction has poor reversibility and
generates unwanted hydrogen [9]. This side reaction requires the use of a rebalance cell to
regain capacity loss. Capacity is also lost via cross-contamination of the electrolytes from
species transport across the separator, which is problematic for long-term operation [11, 12].
In addition to the iron/chromium system, NASA had investigated several other
species with stable oxidation states as possibilities for energy storage applications [13]. In
the following years, several other chemistries have received significant attention as viable
energy storage systems including bromine/polysulfide, all-vanadium, iron/vanadium, and
bromine/vanadium, among others [6, 14, 15]. The same issues of cross-over and irreversible
capacity loss are prevalent in all of these chemistries except one: all-vanadium. Since both
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half-cells contain the same species, the problem of cross-contamination is alleviated. Capacity
loss due to cross-over, which still occurs, can be recovered by mixing and redistributing the
two electrolytes, which is the primary advantage to this chemistry. The most significant
drawback is the relatively high cost of vanadium [16, 17]. Despite the potential high costs,
this chemistry is one of the most commonly studied.
Vanadium was originally investigated by NASA as a potential active species, but it
was found to be less reversible than the iron redox couple [13]. It wasn’t until several years
later, in the mid-1980s, that a group led by Maria Skyllas-Kazacos at the University of New
South Wales demonstrated the feasibility of the all-vanadium chemistry [18–21].

1.2

All-Vanadium Redox Flow Batteries
The all-vanadium redox flow battery (VRFB) operates on the four stable oxidation

states of the transition metal to provide a pair of redox reactions: V(II)/V(III) and
V(IV)/V(V) on the negative and positive half cells, respectively. The discharge reactions
are shown in equations 1.1 and 1.2, with the reverse reactions for charging.

V 2+ → V 3+ + e−

(1.1)

V O2+ + 2H + → V O2+ + H2 O

(1.2)

The kinetics of these reactions are fairly fast on carbon electrodes [22, 23], however there
is some discrepancy as to which electrolyte is kinetically limiting. It is generally accepted that
5

the kinetics of the positive reaction are faster [24–27], however some early studies asserted
that the negative reaction was faster kinetically [28–31]. A recent study has postulated
that the active state of the electrode could produce each result [24]. Regardless, there
are some important general characteristics for electrodes in these cells including relatively
facile kinetics, high surface area, efficient transport, good electrical conductivity, and low
cost. Three-dimensional porous carbon electrodes are the most commonly studied, with
the two most prevalent being carbon felt and carbon paper [23–26, 32, 33]. Other types of
electrodes have been studied, both in-situ and ex-situ, such as carbon cloth [31], plasticcarbon composites [34–37], glassy carbon [27, 38], and nanotubes or nanofibers [39–48]
to name a few. In addition to different electrode structures, there have been extensive
investigations of various treatments for electrodes from common heat [49–51] or acid [52–
54], to more obscure treatments like plasma and lasers [55, 56] to microwave [57] , or
electrochemical treatments [58–62], among others [63–67].
Often coupled with studies of the electrode are investigations of the electrolyte. Early
electrolyte studies focused on concentration [68]. More recently, however, studies have
shifted towards augmenting the electrolyte composition with additives [69]. The addition
of alternate solvents has led to improved long-term stability, greater solubility, and higher
temperature operation, which are desirable characteristics for these cells [70, 71]. Additives
have included organic [72, 73] and inorganic solvents [74, 75] as well as different types
of acid [76, 77]. In addition to additives, the relationship between supporting electrolyte
concentration and membrane conductivity has also been investigated [78].
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In addition to extensive studies on electrodes and electrolytes, the battery separator
has received a great deal of attention [79]. Desirable properties for the separator include:
low specific resistance, low permeability to the active species, good ionic conductivity, and
low cost. These separators typically fall into one of two possible categories: nanoporousbased separator [80–82], or polymer-based ion exchange membranes [83–85]. The latter
is more prevalent, with Nafion® (DuPont) being the most commonly studied [78, 86]. Ionexchange membranes can be classified into two different types based upon the type of ion they
exchange: cation or anion [87]. Cation exchange membranes are more prevalent as protons
(cations) are generated within the cell and are required to pass through the membrane
separator in order to maintain charge balance across the cell. However, it is important to
consider the permeability of active species across the membrane because crossover leads to
self-discharge and capacity loss [88, 89]. For this reason, anion exchange membranes have
been investigated because they generally have lower active species permeability than cation
exchange membranes [87, 90, 91].
Most of the aforementioned studies have experimentally examined components of
VRFBs, however extensive modeling of these systems have also been investigated. Numerical
simulations have covered various aspects such as performance [92–97], side reactions and
gas evolution [98, 99], shunt currents [100, 101], and transport [102–107]. Modeling efforts
provide valuable insight regarding transient operating conditions; however, simulations are
typically validated with ex-situ experiments, or an overall cell performance comparison. Exsitu experiments, while useful, do not always translate directly to an operating cell. On the
other hand, performance of an operating cell only provides an overall cell average; thus, any
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local changes would be undetectable. Localized real-time knowledge of performance within
cells can enable insight into optimization of architecture, materials, charging, discharging,
operational transients, or other aspects that can further extend longevity and enhance
performance.

1.3

Redox Flow Battery Architecture
The final major component of interest that can be engineered for enhanced performance

is the architecture. The architecture of RFBs is very similar to that of fuel cells [108], and an
exploded view of a typical laboratory-scale cell architecture is depicted in Figure 1.2 with the
major components and fluid inlet and outlet identified. Based on this general architecture
framework there are some variations with regard to the flow distribution plate for VRFB
cells in the literature.
There are two primary flow distribution plate architecture designs: flow channel and
flow frame, which are depicted in Figure 1.3. In both designs, electrolyte enters and exits
the flow plate through the back (or side) of the plate, the difference between them lies in
the structure for distributing electrolyte to the electrode. With a flow channel architecture,
electrolyte is distributed through a channel such that fluid flow is parallel to the plane of the
electrode. Some flow channel designs provide a direct pathway for electrolyte to travel from
inlet to outlet without necessarily having to pass through the electrode, this is commonly
referred to as a “flow-by” configuration. In the flow frame design, instead of a perfectlysized gasket surrounding the electrode, it is surrounded by a flow frame with cavities above
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Figure 1.2: Exploded view representation of a laboratory-scale VRFB with labeled
components
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(a)

(b)

Figure 1.3: Illustration of cross-sectional view of (a) flow channel and (b) flow
through architectures for VRFBs.

and below the electrode. The purpose of the cavity is to serve as manifolds to distribute
electrolyte across the width of the active area. With this design, the electrolyte must pass
through the plane of the electrode in order to exit the cell, for that reason, this configuration
is often called “flow-through.”
Depending on the design however, a flow channel architecture can also force electrolyte
to pass through the electrode. This architecture was adapted from fuel cell hardware [108]
and, along with the hardware, several of the various flow channel designs were also adopted,
with the most common being serpentine, interdigitated, and parallel, as depicted in Figure
1.4(a)-(c). More recently, however, a novel design has been developed that magnifies and
capitalizes on the interdigitated design’s convective transport through the electrode. This
Equal Path Length (EPL) flow channel design, showin in Figure 1.4(d) is characterized by

10

(a)

(b)

(c)

(d)

Figure 1.4: Typical VRFB flow channel designs: (a) serpentine, (b) interdigitated,
(c) parallel, and (d) equal path length.
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a single inlet and outlet channel stretching the width of the active area with a single land
between them nearly the entire height of the active area [109]. This design is similar to a
flow frame architecture since it forces all of the electrolyte to pass through the electrode;
however, it also reduces the possibility of a hydraulic short circuit by delivering electrolyte
uniformly across the active area. Several research groups have investigated flow field designs,
both experimentally [110–113] and computationally [113–116]. In addition to flow channel
designs, various composite bipolar plate and assemblies have also been investigated [117–120].
Traditionally, the literature refers to flow channel and flow frame architectures as
“flow-by” and “flow-through,” respectively; these terms are used based upon the implied
transport mechanism into the electrode: diffusion, and convection, respectively. According
to these definitions, a serpentine flow channel would be considered a “flow-by,” whereas
an interdigitated flow channel would be considered “flow-through.” However, these terms
are slightly misleading because modeling efforts have shown that, in a serpentine design,
electrolyte bypasses the channel and passes through the electrode at the channel switchbacks
[113]. In fact, the average velocity through the electrode layer is higher with serpentine than
interdigitated [113]. Therefore, this architecture should not be considered a true “flow-by,”
as the term implies there is minimal convective transport through the electrode. These
observations will depend on the specific cell design; however, the referenced work studied
the same design as this work, making this a relevant finding.
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1.4

Diagnostic Techniques for Redox Flow Batteries
Some in-situ diagnostic techniques have been developed and implemented to assess

various aspects of these cells including state-of-charge monitoring techniques [121–125],
reference electrodes [23, 126, 127], electrochemical impedance spectroscopy[43, 67, 128–131],
through-plane potential distribution [132, 133], and in-plane current distribution [134–137].

1.4.1

Current Distribution

It should be noted that this section is revised based on the introduction of the published
paper [135], and my individual contribution of the current distribution section to a review
paper in preparation [138].
In-plane current distribution measurements have been extensively studied in fuel
cells and can be easily translated to VRFBs because of the similarities in architecture
[108, 139]. There are four primary approaches to measure localized current density in
electrochemical cells, three of which have been implemented in flow batteries: shunt resistors
[140, 141], printed circuit boards (PCBs) [142, 143] and potential probes [137]. The fourth,
hall effect sensors, have been extensively used in fuel cells and is included here for a
complete comparison of measurement techniques [144, 145]. Each approach has its respective
advantages and disadvantages, as well as specific hardware requirements and modifications,
which are summarized in Table 1.1.
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Table 1.1: Comparison of measurement techniques
Measurement Technique
Resistor Network

Advantages

Disadvantages

 Can be passive (shunt resistors),
or active (individually controlled
segments)
 Non-invasive

 Low spatial resolution
 Possible uneven compression for
conductive segments in nonconductive frame
 High contact resistance

Printed Circuit Board

 High spatial resolution

 Relatively higher cost

 Easy to implement for multiple flow
designs

 More complicated cell design

 Passive

Hardware Considerations
 Flow field plates must be fully
segmented

References
[136, 139]

 Wires connected to each segment
 Multi-channel potentiostat (active
control)

 Flow field plates must be fully
segmented

[134,
135, 139]

 Possible change of inlet/outlet
placement to avoid the PCB

 Non-invasive

Potential Probes

 Low cost

 Possible leaking around probes

 Easiest to implement on a stack
 Flow plate
required

segmentation

 Increased contact resistance

not

 Special gasket considerations to
accommodate probes

[137]

 Low spatial resolution
 Probe placement repeatability
 Invasive, can impact transport
 Assumption of uniform “dynamic
current”across active area

Hall Effect Sensors

 High accuracy

 Low spatial resolution

 Fully-segmented flow field plates

 Can be open loop or closed loop

 Possible uneven compression for
conductive segments in nonconductive frame

 Wires connected to each segment

 Non-invasive
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[139, 145]

Hall sensors operate by measuring the magnetic induction of the magnetic field
surrounding an electric current [144]. In terms of the cell hardware, the hall effect sensor
approach is the same as a resistor network, both rely on a hard-wired network of connections.
In each case the sensors are connected directly (either embedded or via wire) to the back side
of the flow field plate. The resistor network measurement technique functions by measuring
a voltage drop across a shunt resistor and converting it to a corresponding current.
To date, only two other research groups have examined in-plane current density
distribution measurements in VRFBs [136, 137].

This work is distinctly different in

several ways, but the two most important distinctions include cell architecture and
measurement technique. Both other published studies used a traditional flow frame cell
architecture, whereas this work utilizes a flow channel architecture; in addition, they used a
resistor network and potential probe measurement technique whereas the PCB approach is
implemented here [108, 136].
Hsieh and coworkers studied two different types of cell segmentation: one with a
segmented current collector and one with a segmented flow plate [136]. The segmented
current collector design had poor compression and was subjected to lateral current spread
through the flow plate, thus causing inaccurate current measurements. This lateral spread
has also been observed in previous work with a PCB approach and partially-segmented flow
plate [134]. Eckl et al. modeled lateral current spread for fuel cell current distribution
measurements and found that, without segmented plates, current spread can be significant
[146].

The second cell used by Hsieh et al.

had a fully-segmented flow plate, which

eliminated lateral current spread; however, it suffered from lower voltage efficiency and
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discharge capacity [136]. They attributed the performance decline to poor compression and
high contact resistance between graphite segments and electrical connectors.
Fully-segmented plates are necessary to ensure accuracy with these measurements,
however, there are two distinct approaches to manufacture them: machining from a single
block of conductive flow plate (as illustrated in Figure 2.4 of Chapter 2), or embedding
conductive blocks within a non-conductive frame [139]. The latter suffers from compression
issues because the plate is made of two different materials, which makes proper sizing and
even compression difficult. For those reasons, manufacturing from a single block is more
advantageous.
In addition to the segmentation method, measurement technique strongly impacts the
accuracy of the distributed current measurement. Hsieh et al. used a series of shunt resistors
hard-wired into the cell and, as a result, their cells suffered from added contact resistance
between the segments and measurement system [136]. A PCB, however, eliminates these
issues because electrical connections are made within the PCB, which is evenly compressed
within the cell. Internal connections with the PCB approach also promote higher spatial
resolution because the minimum segment size is then dictated by the practical limitations
of machining a flow field. The resolution of a hard-wired network, on the other hand,
is restricted by the diagnostic itself and the size constraints of the interface connections
between the flow plate and resistors. Each segment in this work, for example, is 1/16 the
area of those used by Hsieh and coworkers [136]. Spatial resolution is important for drawing
correlations between current and electrolyte transport within the cell.
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In addition, the PCB is independent of the cell, which allows for easy replacement of the
flow field plate to examine different flow channel designs. A PCB also has the capability of
being implemented between cells in a stack, which would be more difficult or impossible with
some other techniques. These aspects indicate that the use of a PCB is more advantageous
than a hard-wired resistor network.
The second published study on localized current density measurements within VRFBs
was conducted by Becker and coworkers [137]. Their novel approach of using potential
probes is advantageous for the primary reason that flow plate segmentation isn’t necessary
like the other measurement techniques. In essence, this method uses the electrode and
flow field plate as a shunt resistor by measuring the solid-phase potential drop between the
electrode and current collector of one half cell [137]. Becker and coworkers used this approach
to measure current distributions in a flow frame VRFB with carbon felt electrodes under
different compressions and flow rates [137]. The one caveat with this measurement approach
however, is the assumption that the initial transient current, reported as “dynamic current,”
is uniform across the active area [137]. Becker and coworkers point out that this approach is
cheaper than the others and can be implemented in larger cells more easily; however, other
issues such as lower spatial resolution, probe placement repeatability between builds, and
perhaps higher contact resistance can offset the cost benefit.
Localized current density measurements provides valuable data for model validation
and meets a need to advance the knowledge of the community. As Kim and coworkers pointed
out in their review of electrodes, important factors for future research are: “how to optimize
the correlation between the flow rate and the electrochemical response of the electrode” and
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“optimal cell and stack design to ensure uniform electrolyte flow distribution to avoid ‘dead
zones’ in the electrode” [147]. In-situ localized current distribution measurements directly
addresses both of these concerns.

1.4.2

Neutron Radiography

The second distributed diagnostic technique developed in this work is the implementation of neutron radiography (NR), or neutron imaging, for the detection and quantification
of unwanted side reactions in VRFBs.
There are several advantages of using an aqueous-based RFB, however there is also a
major limitation: the electrochemical operating window of the cell is ultimately limited by
the onset voltage of water decomposition into hydrogen and oxygen via electrolysis (around
2V). A second voltage limitation imposed on operating conditions for VRFBs is the corrosion
of the carbon electrodes, which produces carbon dioxide (CO2 ) and carbon monoxide (CO) at
relatively nominal voltages around 0.9V versus SHE [148, 149]. At elevated cell voltages these
systems are susceptible to irrecoverable capacity loss due to these gas evolution reactions.
Some studies have examined these reactions via ex-situ experiments [149–151]. For example,
Liu and coworkers investigated the corrosion of a graphite electrode and corresponding gas
evolution at high potentials in a three-electrode cell of the positive electrolyte [149, 150].
While useful, this does not accurately represent true operating conditions of a real cell
because an operating cell uses three-dimensional porous carbon electrodes, as opposed to
a planar graphite electrode used in these studies. In addition, an operating cell has a
continuous supply of flowing liquid throughout the electrode which could remove gas as it’s
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generated. A static three-electrode cell will not be able to replicate this transport, and
gas accumulation could cause artificial reaction transients not present in an operating cell
[149, 150].
One study has examined gas generation from porous carbon electrodes submerged in
a constant SoC negative electrolyte solution [151]. This is more representative, however
there was no potential applied across the electrode, which would be present in an operating
cell [151]. This gas evolution is typically considered a drawback, however Whitehead and
coworkers attempted to use the gas evolution to counteract electrolyte state of charge
imbalance, which would be a positive impact [152].
Modelling efforts have also attempted to numerically investigate hydrogen and oxygen
evolution side reactions in VRFBs [98, 99]. However, to date, in-situ observation of gas
evolution studies within VRFBs has not been published. This provides a unique opportunity
for the use of in-situ diagnostic techniques that can distinguish phases within a multi-phase
fluid. Neutron radiography is one such technique that is particularly well-suited for detection
of two-phase flow in electrochemical systems [153]. Relative to other electromagnetic wavebased imaging tools like x-rays, neutrons are effective for this application for two reasons:
hydrogen has a high neutron cross section, and other cell components have relatively small
neutron cross sections [154, 155]. A visual representation of different materials’ cross sections
for x-ray and neutrons is illustrated in Figure 1.5. A large cross section indicates that the
imaging beam does not pass easily through the material. So, based on the cross sections
represented in Figure 1.5, x-rays pass straight through hydrogen with very little resistance,
but do not penetrate other materials that would be commonly found in electrochemical cells
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Figure 1.5: Visual representation comparison of X-ray and neutron
cross sections for various commonly used materials for electrochemical
cells (adapted from [154]).

like carbon and aluminum. When compared with the neutron cross section, it’s evident
that these materials have a much smaller cross section relative to that of hydrogen. This
means that neutrons pass easily through the cell components while aqueous solutions scatter
neutrons excessively, which results in easy distinction between the highly hydrogen-dense
liquid solution and low density of gas-phase fluids. This difference provides contrast and
allows for this unique in-situ diagnostic technique to be implemented.
Neutron imaging has been used extensively as a diagnostic to detect, quantify, and
assess transport of two-phase flow phenomenon in fuel cells. Polymer electrolyte fuel cells
(PEFCs) are the most commonly studied, where this technique is used to observe liquid
water generation, accumulation, and transport within the gas-phase cell [156–165]. For
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direct methanol fuel cells (DMFCs) however, this imaging is more complicated since one half
of the cell is liquid-phase and the other is gas-phase [166, 167]. This is problematic because
the gas-phase side generates liquid water, whereas the liquid-phase half-cell generates gas as
a reaction byproduct. This makes it difficult to isolate each half cell with imaging [168].
Imaging gas generation within a VRFB is a very similar challenge to that of the
liquid-phase side of a DMFC since gas is generated within a liquid-phase medium. This
work discusses the development and implementation of neutron imaging as a viable in-situ
diagnostic technique to identify unfavorable operating conditions which result in unwanted
gas generation. Identification of such conditions will lead to a more well-defined voltage
operating window, which will allow for a more fundamental understanding of these cells
in addition to the potential for faster charging, higher efficiency, and better electrolyte
utilization.
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1.5

Motivation and Objectives
There is currently a dearth of diagnostic techniques to effectively assess parameters

of an operating RFB. That serves as the motivation of this work to develop two in-situ
techniques to evaluate VRFBs. These techniques will be used to enhance fundamental
understanding via the following objectives:
1. Develop, implement, and validate in-situ current distribution measurements and
neutron radiography as viable diagnostic techniques for VRFBs
2. Identify limitations of various electrode materials and the impact of material properties
on transport
3. Evaluate the impact of flow channel design on localized transport
4. Establish a dimensionless parameter to relate kinetics with mass transport and identify
which mechanism governs localized performance for a given set of operating conditions
5. Identify the onset voltage of unwanted side reactions and quantify evolved gas as a
function of operating conditions and material properties
It is theorized that if these objectives are achieved then they will provide useful insights
regarding cell operating characteristics and will provide feedback for model validation,
engineering enhanced materials, and improved understanding, which will ultimately lead
to enhanced cell performance and lower costs, thus making these systems more economically
viable.
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Chapter 2
Diagnostic Development and
Method of Approach
In this study, two different diagnostic techniques were developed and implemented
to collect in-situ distributed data across the active area of an operating VRFB. Current
distribution measurements were conducted at the University of Tennessee Knoxville (UTK)
and neutron imaging experiments were conducted (by UTK graduate students) at the
National Institute for Standards and Technology (NIST) Center for Neutron Research
(NCNR) in Gaithersburg, Maryland.
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2.1

Current Distribution Measurements
Current distribution measurements in VRFBs provide useful data for model validation

and will be used to meet the first four Objectives outlined in the motivation (Section 1.5).
The development and validation of this technique (Objective 1) will enhance fundamental
understanding of the impact of individual properties on resulting performance (Objective
2), transport and flow distribution (Objective 3), and aid in identifying the performance
limiting mechanism for any given operating conditions (Objective 4).
As previously detailed, there are several different approaches to measuring localized
current density within an operating electrochemical cell. This study has implemented the
printed circuit board approach.

2.1.1

Printed Circuit Board, Data Acquisition & Processing

The printed circuit board measures local current via voltage drop across a parallel
circuit of shunt resistors. The PCB was placed between the flow distribution plate and
current collector, as shown in the exploded view of Figure 2.1. Current was collected
locally at each segment on the flow field plate (see Section 2.1.2) and then passed to the
corresponding segments on the PCB. These localized currents then passed through the shunt
resistor corresponding to their respective segments to the other side of the PCB where all
currents were collected by a single gold-plated current collector.
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Figure 2.1: Exploded view of the VRFB cell with PCB current distribution board.

25

The custom PCB was designed in collaboration with an industry partner and
manufactured off-site. It was designed to accommodate cells with an active area up to 25 cm2
with a 10-by-10 grid of segments measuring 4.5 mm by 4.5 mm with 0.5 mm spacing, as shown
in Figure 2.2(a). The sizing was chosen such that the board may accommodate various cell
sizes in even divisions: 4 cm2 (4-by-4 grid), 9 cm2 (6-by-6 grid), etc. by isolating surrounding
segments not in use with a non-conductive sheet of Kapton® , as depicted in Figure 2.2(b).
In order to ensure good electrical contact at the PCB/flow field plate interface, small pieces
of SGL 10AA carbon paper (SGL Group) were placed over the individual segments and
compressed to 50% original thickness between the PCB and flow plate, as depicted in Figure
2.2(c).
The PCB was connected via ribbon cable to a National Instruments data acquisition
system with a custom LabVIEW program to passively collect data from the PCB in real
time. Simultaneously, an 857 Redox Cell Test System potentiostat (Scribner Associates,
Inc.) was used to control cell current and record the voltage and high frequency resistance
(HFR) measurements at a frequency of 10 kilohertz. Data were collected and averaged over
various intervals, but typical configuration was 1 second collection and 3 second averages.
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(a)

(b)

(c)

Figure 2.2: Images of (a) the PCB and segment size, (b) segments isolated to
accommodate a 9 cm2 cell, and (c) segments isolated with pieces of 10AA carbon
paper to ensure good electrical contact.
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The current distribution data are presented herein one of three ways: raw data in grid
format, as measured directly by the data acquisition system; processed data presented as a
smoothed current density contour plot; or processed data illustrated as a percent deviation
from the average current. Figure 2.3 highlights the different representations for a single set
of data under typical mass-transport limited discharge conditions for a 9 cm2 cell with a
serpentine flow channel design. The raw data grid plot in Figure 2.3(b) was generated with
a customized LabVIEW data viewer. This program was also used to produce the smoothed
current density plots via nearest-neighbor interpolation of the raw data, as shown in Figure
2.3(c). This processing allowed for an easier visualization of high and low current spots
across the cell active area. The final presentation format: deviation from average, shown in
Figure 2.3(d), was created with MATLAB® by averaging the current from each segment for
a given distribution, then comparing each segment to that average and smoothing the data
across the active area. This approach is useful because it normalizes the data for comparison
across various current densities and conditions.
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(a)

(b)

(c)

(d)

Figure 2.3: Single serpentine, 9 cm2 flow channel design (a), and local current
distribution data under 100 mA cm-2 discharge conditions with SGL 10AA carbon
paper electrodes: (b) raw data grid, (c) smoothed interpolated data, and (d) smoothed
deviation from average.
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2.1.2

Cell Architecture

The experimental setup consisted of a 9 cm2 active area single cell VRFB with a flow
channel architecture and different flow channel designs including: serpentine, interdigitated,
and equal path length [109, 113]. One design aspect specific to this application of the
technique required a modification to the flow plate. Contrary to a common back-fed design,
it was necessary to supply the acidic liquid electrolyte directly into the side of the flow plate.
This allowed the PCB to be inserted between the flow plate and current collector without
the added complexity of delivering electrolyte through the distribution board, as shown in
Figures 1.2 and 2.1. One potential issue with measuring current from the back side of the
thick flow field plate is lateral current spread through the plate, as previously discussed.
This spread artificially dampens current gradients across the active area; thus, measured
distributions are not an accurate representation of the distribution generated within the
cell. In order to combat this issue, both partially- and fully-segmented flow field plates were
fabricated following the same procedure that has been used for fuel cells [169, 170].
Fully-segmented plates were made in-house with a four-step process, as depicted in
Figure 2.4. Starting from a graphite composite BMC 940 (Bulk Molding Compounds, Inc.),
channels were machined to mirror the spacing on the PCB such that a thickness of 1.5 mm
remained intact below the channel. The channel was then back-filled with a thermoset resin
(EpoMet , Buehler) and was compressed under pressure to form an insulating solid between
segments. The back side of the plate with remaining graphite connecting segments was
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Figure 2.4: Graphical representation of the steps to manufacture fully-segmented flow field
plates (blue represents thermoset resin).
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then machined off such that the resin penetrated the entire thickness of the plate. The flow
channel and inlet/outlet holes were then added to the segmented plate.

2.1.3

Measurement Validation

As discussed in Section 2.1.2, both partially- and fully-segmented flow field plates
were used in order to reduce lateral current spread between segments. In order to quantify
this spread, an experiment was designed to isolate part of the active area, as shown in
Figure 2.5(a), by placing a thin piece of PTFE between the flow plate and electrode (on
the same half cell as the PCB). This effectively eliminates electrical contact between the
isolated section of the electrode and the corresponding segments on the PCB. Thus any
current measured in these isolated segments is a result of lateral current flowing through
the flow plate. This spread artificially dampens current gradients across the active area;
thus, measured distributions are not an accurate representation of the distribution generated
within the cell. This experiment provides a quantitative measure of lateral current spread,
which is necessary to ensure an accurate distribution measurement.
Current distribution testing was initially conducted on an unaltered 7.62 mm thick,
non-segmented flow plate and there was no observable difference between the isolated and
surrounding segments (not shown). Essentially, a uniform distribution across the entire
cell active area was observed. This motivated the switch to a partially-segmented flow
plate. The same isolation test was then conducted and a more appropriate distribution was
measured under 100 mA cm-2 discharge conditions, as shown in Figure 2.5(b). Current in the
isolated segments was significantly lower than surrounding segments, however a measurable
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current was still observed. Ideally, zero current in those segments would indicate no lateral
current spread through the flow plate. It should be noted that isolation of the carbon
paper adapter between the flow plate and PCB was also tested and a 97.4% reduction in
current for the isolated segments indicated negligible current spread across the flow field
plate/PCB interface. Thus, current spread measured can mainly be attributed to lateral
currents through the flow plate.
Isolation between the electrode and partially-segmented flow plate produced an average
current reduction of 18.9% in the isolated segments relative to the surrounding segments.
This can be attributed to lateral current through the flow plate and an increased potential
gradient created by the isolation. This result agrees with the modeling efforts by Eckl
and coworkers that examined measurement uncertainty in fuel cell current distribution
measurements as a result of lateral current spread [146]. For a small-scale cell, a fully
segmented flow plate would greatly increase accuracy and ensure that the measured value
is truly indicative of current generated within the electrode at the corresponding segment
locations. For a cell with a large active area or lower segment resolution, lateral currents are
not as significant, as the distributed data by Gagliardo and coworkers correlated well with
their simultaneous neutron radiography data [143].
The partially-segmented plate is effective at reducing stray current, however it is far
from ideal. When the same experiment was conducted for a fully-segmented flow plate,
the isolated segments had an average of 99.5% lower current compared to the surrounding
segments, indicating that fully-segmented plates transmit current with no spread between
the electrode and PCB, as expected. This result is shown in Figure 2.5(c) for the same
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(a)

(b)

(c)

Figure 2.5: Impact of upper-right quadrant isolation on current distribution and the effect
of lateral current spread: (a) illustration of isolated segments (b) partially-segmented, and
(c) fully-segmented flow plates during the plateau region of a 100 mA cm-2 discharge curve
at a flow rate of 50 mL min-1

operating conditions as the partially-segmented test. Thus, a fully-segmented flow field
plate is necessary to eliminate lateral current spread and ensure the measurement accurately
reflects the distribution in the electrode.
An additional outcome of this test is insight regarding current spread through
the electrolyte. The electrically-conductive reactant species adds a layer of complexity
specifically for the application of this technique to flow batteries. This has not been a concern
with previous implementations of the diagnostic in fuel cells because of the electrically
insulating properties of gas-phase reactants. Even with a fully-segmented flow field, the
electrolyte-filled channels of the flow plate create a conductive pathway for stray current to
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flow. However, there is an order of magnitude or more difference between the conductivity
of the electrolyte and graphite flow plate, so lateral spread through the electrolyte should be
negligible, and this test is validation for that assumption [104]. The isolated section covers
the inlet channel, which electrolyte passes through while in contact with multiple isolated
segments. Since no current is measured in the isolated segments, current spread through the
electrolyte in the channel is also determined to be negligible. Considering the relative lateral
and through-plane length scales, this is expected. It should be noted that if there was a
large potential gradient between segments there would presumably be some current spread
through the electrolyte, similar to shunt currents through a flow battery stack manifold that
has a potential gradient between cells [100].
A second important consideration for measurement validation is compression. A nonuniform compression could result in localized regions of increased contact resistance across
the active area. Which, in turn, could cause an artificial current distribution that does not
accurately reflect what’s generated within the cell. Uniform compression was verified using
pressure-sensitive paper between each layer of the cell in a normal cell assembly. Figure
2.6 shows the results of this compression test for an assembly with carbon paper electrodes;
compression is uniform at every interface across the cell active area. An example of how
poor compression can impact distribution is shown in Figure 2.7. It’s a comparison of
compression paper and current distributions for two different electrode materials: carbon
paper (thin and rigid) and carbon felt (thick and flexible) with different compression (via
incompressible gaskets with different thicknesses).
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Figure 2.6: Compression paper images showing uniform compression between
each layer of the cell.
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The carbon paper electrode (compressed to 80% of original thickness) shown in Figure
2.7(a) shows a consistent uniform compression in the compression paper image, and a
corresponding uniform current distribution taken in the “plateau” region of a standard
constant current discharge curve. When compared to carbon felt under similar compression,
shown in Figure 2.7(b), it’s evident from the compression paper image that the erroneous
distribution is a direct result of the poor contact caused by insufficient compression. This
poor contact is also evident from the cell areal specific resistance (ASR), calculated by
multiplying the cell HFR and the cell active area, which is 18% higher compared to Figure
2.7(c), where the same electrode was over-compressed to ensure good contact. In this case,
compressing it to 20% of the original thickness, Figure 2.7(c) shows consistent results between
both the compression paper and current distribution, indicating that compression has not
impacted the distribution.
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(a)

(b)

(c)

Carbon Paper
80% Original Thickness
ASR: 804 mOhm cm2

Carbon Felt
90% Original Thickness
ASR: 1105 mOhm cm2

Carbon Felt
20% Original Thickness
ASR: 934 mOhm cm2

Figure 2.7: The impact of compression on resulting distribution during the “plateau” region
of a 50 mA cm-2 constant current discharge curve and the corresponding areal specific
resistance (ASR) for (a) carbon paper electrodes compressed to 80% of original thickness
(b) carbon felt electrodes compressed to 90% of original thickness (a) carbon felt electrodes
compressed to 20% of original thickness
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2.2

Neutron Radiography Measurements
Neutron radiography (NR) is a diagnostic technique that requires an entirely different

experimental setup with regard to cell architecture, research facilities, and resulting findings.
The development and implementation of NR (Objective 1) will then be used to meet
Objective 5 outlined in the motivation (Section 1.5): in-situ experimental determination
of the onset of unwanted side reactions in VRFBs.

2.2.1

Imaging Facility

All imaging experiments were conducted by UTK graduate students (with assistance
from staff) at the National Institute of Standards and Technology (NIST) Center for Neutron
Research (NCNR) through use of their user facilities. The primary beam line of the Neutron
Imaging Facility (NIF) at NIST is Beam Tube 2 (BT-2), depicted in Figure 2.8. The beam
line is connected directly to the core of a 20 MW research reactor where thermal neutrons
are generated. The neutrons pass through a collimator, filter, aperture, and evacuated flight
tube before they can be used for imaging. NR relies on pinhole optics for imaging, so BT-2
consists of two different neutron beams and various different aperture diameters to tailor the
beam for the specific imaging application and needs [153].
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Figure 2.8: Schematic representation of the neutron imaging facilities
at the NIST Center for Neutron Research (adapted from [171]).

The beam and aperture selection dictate two critical parameters for such experiments:
the neutron fluence rate and the L/D ratio. It’s important to strike a balance between
temporal resolution and measurement accuracy, which is important for quantification. With
a low neutron flux, a longer exposure time is required in order to get sufficient counts
to overcome random uncertainty in the measurement. However, if temporal resolution is
important, as it is in this case for detecting transient variations, a high neutron flux is
desirable because it allows for a shorter exposure time to achieve the same neutron count.
For all imaging experiments conducted in this study, beam two, and aperture five were used,
with a total neutron fluence rate of 1.38×107 neutrons cm-2 s-1 and an L/D ratio of 400.
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The cell is placed between the beam line and a neutron detector, as depicted in Figure
2.9. In this case, the cell was positioned directly in front of the detector such that the end
plate was parallel to the detector. This results in the neutron beam passing through the
cell perpendicular to the end plate (Figure 2.10). This allows for imaging gas generation
across the active area, also referred to as the “in-plane” direction. As neutrons bombard
the sample they are absorbed, scattered and transmitted. This effectively creates a neutron
shadow of the cell, where a darker shadow represents sections of the cell with a large neutron
cross section (i.e. less neutrons pass through this section of the cell). The transmitted
and scattered neutrons then reach the detector where they hit a scintillator, which, for
these experiments, consisted of ZnS doped with 6 Li [153]. The scintillator then converts the
neutrons to photons that are then observed with a CCD camera [155, 172].

Figure 2.9: Schematic representation of the CCD imaging system at
NIST NCNR (adapted from [155]).
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2.2.2

Cell Architecture

Neutron radiography has been used extensively for imaging of fuel cells, which have
very similar cell hardware to that of VRFBs [108]. However, there are additional complexities
with this type of cell that must be taken into consideration. The first is ensuring all wetted
components are chemically resistant because of the acidic nature of the liquid electrolyte.
The second is the added complexities for imaging liquid phase instead of the traditional gas
phase as in PEFCs.
VRFB hardware typically involves one of two methods for delivering the liquid
electrolyte: through the side of a flow distribution plate, or through the back of an end plate
(refer to Figures 1.2 and 1.3). The first method involves the use of a thick graphite composite
plate that can accommodate threaded inlet and outlet ports, which was the method used
for current distribution measurements (see Figure 1.3). This is problematic for neutron
imaging because graphite composites have a high neutron scattering cross section (discussed
in Section 2.2.3 below), which drastically reduces the transmitted neutron count, resulting
in a lower spatial and temporal resolution of the image.
The second method for delivering electrolyte is via chemically-inert tube directly
through the back of the (typically metal) end plate, perpendicular to the plane of the cell
active area. This is problematic because the cell must sit as close as feasibly possible to
the detector in order to minimize geometric blur [171]. With fuel cell hardware, this issue
is alleviated via inlet ports fed through the side of the end plate. Aluminum is commonly
used for neutron imaging end plates because of its good mechanical strength and small
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neutron cross section; however, this is not a viable option with VRFBs because of the acidic
reactants. This is complicated by the fact that most acid-resistant materials (i.e. PVC,
graphite) have a relatively high neutron cross section, which would negatively affect the
images. To circumvent both of these issues, custom hardware was developed based upon a
side-inlet aluminum end plate with an acid-resistant inlet channel and 1.5 mm thick flow
field plates. The end plates were constructed by machining a pocket in a standard aluminum
end plate, then filling it with an acid-resistant thermoset resin (EpoMet , Buehler) as shown
in Figure 2.10.

1. Aluminum end plate
2. Gold-plated aluminum
current collector
3. Graphite-composite flow
field plate
4. Porous carbon electrode
5. PTFE gasket
6. Ion-exchange separator
7. Thermoset resin

2
Outlet

5
Inlet

5
2
1

3
7
4
6

4
3

Neutron
Beam
1

Figure 2.10: Exploded view of specialty hardware used for neutron imaging, with
components labeled.
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A second important cell architecture consideration specific to this particular application
that isn’t applicable to imaging of fuel cells is simultaneous gas generation on both sides
of the cell. VRFBs could be simultaneously generating hydrogen in the negative half-cell
and carbon dioxide in the positive half-cell. This is problematic because one would like
to know the onset voltage of gas generation for each half cell independently. In order to
overcome this challenge such that each half cell could be isolated, the flow channels were
strategically designed such that the lands and channels were offset from one another, as
shown in Figure 2.11. Figure 2.11(a) illustrates the channel offset from a side view where the
yellow and purple represent the positive and negative flow channels, respectively. Similarly,
Figure 2.11(b) illustrates the channel offset in the in-plane direction, with green representing
sections where the two channels overlap. A secondary reason for this offset is to minimize
the electrolyte thickness that neutrons must pass through to reach the detector. Since the
electrolyte is aqueous-based it has a relatively high neutron cross section, so the offset also
means that for most of the active area, the beam only has to pass through one channel depth
of electrolyte (0.5 mm, in addition to the electrodes, membrane, etc.).
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(-) Outlet
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(-) Inlet
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(a)

(b)

Figure 2.11: Image of offset channels (a) side view, and (b) front view with
positive and negative channels marked by yellow and purple colors, respectively
and overlapping channel sections marked in green.

2.2.3

Neutron Image Quantification

Since neutron radiography operates based on neutrons transmitted through the cell,
the resultant image can be quantified based on the properties of the sample using the BeerLambert law of transmission shown in Equation 2.1.

I = Io e µt

45

(2.1)

Where I is the image of interest, Io is a reference image, and µt represents the optical
density (OD). The optical density is dependent upon the material attenuation coefficient µ,
and thickness of material t. This approach is the primary advantage for NR in fuel cells:
to be able to accurately quantify the amount of liquid water present in an operating cell.
With a dry cell as the reference image, an operating cell as the image of interest, and an
attenuation coefficient for water, the thickness of water can then be calculated. The thickness
is calculated on a per pixel basis, and then summed to get a volume across the active area.
This process is the same for imaging VRFBs, however, as noted previously, the
implementation is the exact opposite since the species of interest is gas-phase. So, for this
application, the reference image is one in which the cell is fully-saturated with electrolyte,
and the image of interest is one that has gas bubbles generated within the cell. Then by
comparing the volume of electrolyte in a “fully-saturated” cell, and comparing that to a cell
generating gas, one can determine the gas volume. However, in order for this quantification
to be accurate, the attenuation coefficient for the electrolyte must first be measured.
In order to experimentally determine the electrolyte attenuation coefficient, a stepped
wedge calibration cuvet was required [173]. The PTFE wedge, depicted in Figure 2.12(a) and
(b), was machined to precise depths (shown in Figure 2.12(d)), then filled with electrolyte
and imaged; the raw image is shown in Figure 2.12(c). With an image of the cuvet in
both the dry and filled states and the known step thicknesses, Equation 2.1 can be used to
calculate the optical density, µt.
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Neutron
Beam

Filled with
Electrolyte
(a)

(b)

(c)

(d)

Figure 2.12: (a) Exploded representation view of the calibration cuvet, (b)
representation of the cuvet showing the stepped wedge and imaging direction, (c)
raw neutron image of calibration cuvet, and (d) image showing calibration wedge
depths.
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The OD can then be plotted versus the step thickness and the slope then represents the
attenuation coefficient µ, as shown in Figure 2.13. Also shown on Figure 2.13 is the optical
density of the graphite composite use for the flow field plates plotted versus step thickness,
this was accomplished in a similar manner by imaging a stepped wedge of the material with
known precise thicknesses (not shown). For comparison, Figure 2.13 also highlights the
optical density of other common materials used in electrochemical cells including aluminum
and water. The corresponding attenuation coefficients extracted from this plot are shown
in Table 2.1. It’s interesting to note that the attenuation coefficient of aluminum is an
order of magnitude lower than everything else, which implies that the aluminum end plates
and current collectors used in the cell are essentially transparent to neutrons relative to the
electrolyte and graphite flow fields.
With relatively high attenuation coefficients for the liquid electrolyte and graphite
composite flow field plates, a high neutron flux was necessary in order to minimize the signalto-noise ratio. In this case, with a flowing liquid, the gas is flushed out rapidly, and with a
spatial pixel pitch of roughly 57 µm, gas bubbles needed to be relatively large for detection.
For these two reasons it was necessary to image the cell without flowing electrolyte. This
allowed for gas to accumulate over time such that the accumulation could be quantified.
Images were collected with 10 second exposures over 2 minutes of no-flow condition.
It should be noted that there are several sources of uncertainty with neutron
radiography measurements, including: variations in reactor output, beam hardening effects,
random uncertainty in image processing, geometric unsharpness due to pinhole optics, attenuation coefficient measurement errors, residual gas trapped in the “fully-saturated”reference
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Figure 2.13: Optical Density plot of common materials used for
electrochemical cells.

Table 2.1: Neutron attenuation coefficients of common materials in VRFBs
Material

Attenuation
Coefficient (mm-1 )

Reference

Aluminum
Graphite Composite
Water

0.009
0.148
0.385

[173]
Measured
[173]

0.419
0.406
0.391
0.369

Measured
Measured
Measured
Measured

Electrolyte
Vanadium (IV) Concentration Sulfuric Acid Concentration
(mol dm-3 )
(mol dm-3 )
1
1
1
1

2
3
4
5
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image, cell shift during measurements, membrane swelling, and background subtraction
[153, 173, 174].

2.2.4

Mass Spectrometry for Gas Species Identification

Gas species identification was performed at UTK with a mass spectrometer (Agilent
5793 Mass Selective Device). Since a no-flow condition was utilized for imaging experiments,
those testing conditions were replicated. However, this produced gas slugs once flow was
reinitialized. In order to extract this gas, a phase separator was used to ensure that all of it
would be analyzed by the mass spectrometer. This was implemented using a custom funnel
located within the electrolyte tank of interest and the concept of membrane introduction mass
spectrometry (MIMS) [175]. A porous expanded PTFE separator (Inertex SQ-S , Inertech,
Inc.) was located at the top of the funnel with the two-phase fluid on one side and vacuum
to the spectrometer on the other. Surface tension between the liquid and hydrophobic PTFE
prevent it from passing through, while the gas is extracted and sent to the mass spectrometer
for analysis.

2.3

Cell Materials and Operating Conditions
All cells were assembled with Nafion® 117 (E. I. du Pont de Nemours and Company)

membranes as the ion exchange separator. The membranes were pretreated in 1 mole dm-3
sulfuric acid (Alfa Aesar) at 80°C for 30 minutes followed by a treatment in deionized water
at 80°C for 30 minutes. All tests were conducted with an electrolyte composition of 1 mole
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dm-3 vanadyl sulfate (Alfa Aesar) with 5 mole dm-3 sulfuric acid (Alfa Aesar), which has been
commonly used in the literature. Initially, the positive electrolyte volume was double that of
the negative electrolyte because on the initial charge from V(IV), the negative electrolyte is a
two-electron transfer process whereas the positive electrolyte is only a one-electron transfer.
The electrolyte was charged at 1.7 volts until a sufficiently low cutoff current of was reached
such that the SoC was close to 100%. Half of the positive electrolyte was then removed,
resulting in identical volumes of fully-charged electrolyte. Electrolyte was remixed between
tests and recharged to the same cutoff current.
The electrolyte flow rate was varied between 10 and 80 mL min-1 , depending on the
particular test, as noted.

Two different styles of electrodes were used: carbon paper,

and carbon felt. Both types are three-dimensional porous carbon electrodes composed of
carbon fibers interwoven to create a macroporous structure [41, 176, 177]. The most notable
difference between the two styles is visually obvious: carbon paper is a very thin electrode,
on the order of several hundred microns thick, whereas carbon felt thickness is measured in
millimeters, an order of magnitude higher. The second primary difference between the two
is the structure, the carbon paper is a very rigid electrode that will break under a reasonable
shear force, whereas carbon felt is very soft and flexible. In addition to different material
properties they also have noticeably different porosities, as shown in Table 4.1.
In total, four different electrodes were studied: untreated (as-received from the
manufacturer) 10AA carbon paper (SGL Group), with a nominal thickness of 0.39 mm, heat
treated 10AA carbon paper (SGL Group) that was heat treated in 42% oxygen environment
at 400°C for 30 hours [50], carbon paper with 5% PTFE content (10BA, as-received from the
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manufacturer, SGL Group), and untreated GFD3 carbon felt (SGL Group) with a nominal
thickness of 3 mm. Electrodes were compressed to 75% of original thickness unless otherwise
noted. All cells were compressed with bolts torqued to 10 newton-meters.
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Chapter 3
Current Distribution
Preliminary Data
This chapter was modified based on the published papers [134, 135]:
J. T. Clement, T. A. Zawodzinski, M. M. Mench, “Measurement of Localized Current
Distribution in a Vanadium Redox Flow Battery,” ECS Transactions, 58 (2014) 9–16.
J. T. Clement, D. S. Aaron, M. M. Mench, “In-situ localized current distribution
measurements in all-vanadium redox flow batteries,” Journal of The Electrochemical Society,
163 (2016) A5220–A5228.
I am fully responsible for the work submitted in these publications.
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3.1

Introduction
The previous chapter successfully demonstrated the development of current distri-

bution measurements as a viable diagnostic technique for VRFBs, and validated that the
measurement accurately captures in-situ conditions. This chapter further builds upon that
work to draw meaningful conclusions regarding the correlation between current distribution
measurements and transport within the cell.

The ability to use these associations to

identify inherent limitations aids in satisfying part of Objectives 1 and 2 in the motivation
(Section 1.5). It is shown that large current gradients develop when a cell reaches a masstransport limitation. Based upon the resultant distributions, it is verified that they reflect
a combination of electrolyte velocity and local concentration within the electrode.

3.2

Experimental Details
The experimental setup as discussed in Section 2.1 was used for these experiments, with

a 9 cm2 single cell VRFB with a serpentine flow channel architecture. All cells were assembled
with pretreated Nafion® 117 (E. I. du Pont de Nemours and Company) membranes and
10AA carbon paper electrodes (SGL Group) compressed to 75% of original thickness, and
compressed with bolts torqued to 10 newton-meters. All tests were conducted with 1 mole
dm-3 vanadyl sulfate (Alfa Aesar) with 5 mole dm-3 sulfuric acid (Alfa Aesar) electrolyte. The
electrolyte flow rate was held constant at 20 mL min-1 for all tests, unless otherwise noted.
Constant current discharge tests were performed with electrolyte recirculation. Single-pass
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polarization curves were performed to ensure that a constant state of charge (SoC) was
maintained throughout the entire duration of a test. Data were collected in 1 second intervals
and averaged over 3 seconds.

3.3

Results and Discussion

3.3.1

Impact of PCB Placement

Since the PCB was placed between the flow plate and current collector on one side
of the cell, it was important to consider from which half-cell to measure the distribution.
To verify that either side could be used with the same results, a series of comparison tests
were conducted. Single-pass polarization curves were performed with the same cell build,
the only difference being which electrolyte flowed through the PCB side of the cell. The
two configurations had comparable performance and distributions under a limiting current
condition, as shown in Figure 3.1. Thus, it was concluded that PCB placement did not
impact the distributed current measurement. Since the PCB is essentially a small ohmic
resistance in series with the electrodes, the only performance impact anticipated would be
in the overall cell resistance. HFR measurements between these two configurations varied
less than 3%. For all distributions shown hereafter, the PCB was placed on the negative
half-cell.
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(a)

(b)

Figure 3.1: Current distribution comparison from 50% SoC single-pass polarization curves
of untreated carbon paper electrodes at limiting current (300 mA cm-2 ) with the PCB
on the (a) positive half-cell, and (b) negative half-cell.
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3.3.2

Current Distribution During Discharge

Typically, RFBs are evaluated through overall cell performance such as chargedischarge curves; however, distributed current diagnostics provide additional resolution
of localized performance within the cell. This is useful for drawing correlations between
performance and transport through these cells. A constant current discharge curve was
performed to observe changes in distribution as the cell voltage changed along the curve,
as shown in Figure 3.2. Towards the beginning of discharge a nearly uniform distribution
was observed and persisted throughout the majority of the discharge curve. This type of
distribution is desirable because it indicates sufficient delivery of electrolyte uniformly across
the active area to maintain the reaction. However, as the concentration of active species is
depleted, the voltage begins to drop off rapidly and large gradients begin to develop in
the distribution. These gradients continue to develop until the cutoff voltage is reached,
indicating a limiting condition where the cell can no longer maintain the desired current.
One limitation of a constant current discharge curve is that there is no delineation of the
sources of overpotential that dominate voltage loss. A polarization curve, however, can offer
insight into the different losses to some extent.
A single-pass polarization curve (i.e. once electrolyte passes through the cell it is not
recycled back for a second pass) at a constant flow rate delivers electrolyte at a constant SoC
to the cell. This curve can then be separated into three regions in which the cell overpotential
is dominated by a particular type of loss [178]. At low and moderate current densities, where
the curve appears linear, losses are dominated by kinetic and ohmic overpotentials. However,
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(a)

(b)

(c)

(d)

(e)

Figure 3.2: (a) Constant current discharge for an untreated carbon paper electrode at 100 mA
cm-2 and corresponding current distributions at various points along the curve corresponding
to (b) 75% SoC, (c) 50% SoC, (d) 25% SoC, and (e) 17% SoC.
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mass transport losses can dominate overpotential at high currents. Figure 3.3 shows a singlepass polarization curve and corresponding current distributions at various points along the
curve. The first three distributions of Figure 3.3 ((b), (c), and (d)) correspond to locations
of kinetic and ohmic-dominated losses. These data show very little distribution variation
across the active area, which is similar to the beginning and plateau region of the constant
current discharge curve. However, once the cell reached the mass transport limiting region,
shown in Figure 3.3(e) and (f), significant current gradients occurred. Under such conditions
there is high reactant utilization (e.g. a cell with 75% SoC inlet, operating at 550 mA cm-2
has a SoC of 60% at the outlet).
The unique concave down shape of these current distributions can be correlated to
convective transport within the cell. Computational fluid dynamic modeling of transport
within this architecture has shown that, for a serpentine flow channel, there is significant
convective transport of electrolyte through the electrode along the sides of the active area at
the switchbacks of the channel [113]. Electrolyte bypasses the interior channels and jumps
through the electrode as a result of a lower pressure drop through the electrode across the
land compared to through the channel around the meander. Thus the distribution, under
mass-transport limiting conditions, reflects the combination of transport coupled with the
concentration gradient due to depletion from inlet to outlet. This finding highlights the
advantage of this diagnostic technique: the ability to identify limitations with specific cell
designs, operating conditions, and electrode materials.
This behavior was also evident when the inlet location was reversed; Figure 3.4
compares distributions between a top-inlet fed cell with that of a bottom-inlet fed cell.
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(a)

(b)

(c)

(e)

(d)

(f)

Figure 3.3: (a) Single-pass polarization curve for heat treated carbon paper at 75% SoC and
corresponding current distributions at (b) 100 mA cm-2 , (c) 200 mA cm-2 , (d) 300 mA cm-2 ,
(e) 450 mA cm-2 , and (f) 550 mA cm-2 .

60

Clearly, the high current region flipped between cases, yet the higher current along the
edges of the cell was still present. This supports the assertion that in this system, current
distributions closely mirror fluid transport in the electrode and electrolyte concentration
gradients. Thus, the observed distributions are not simply a result of a non-uniform electrode
or uneven compression on the cell.

(a)

(b)

(c)

Figure 3.4: (a) Single-pass polarization curve comparison of an untreated carbon paper
electrode at 75% SoC and corresponding current distributions at 600 mA cm-2 for (b) top
inlet and (c) bottom inlet.
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3.3.3

Current Distribution During Charge

Current distributions also provide insight during constant current charging processes.
For a single-pass, charging polarization curve at 50% SoC, shown in Figure 3.5, it’s
evident that the distributions are roughly the same, regardless of charging current. The
maximum attainable charging current density is significantly lower than what is achievable
during discharge (for the same SoC and flow rate) because charging is restricted by the
electrochemical reactions for the redox couple. In this case, the cell was limited to 1.8 V in
order to prevent undesirable gas generation from side reactions [99]. The relatively uniform
distributions indicate that charging is not a mass transport limited process; rather, it is
limited by the electrochemical operating window of the cell redox couple. This was the case
for other electrode materials and states of charge tested in this study, and holds true under
typical VRFB operating conditions. It is possible to reach a mass transport limitation during
charging, however only at unfavorable operating conditions of very high SoC and very low
flow rate. For example, a cell with heat treated carbon paper electrodes reached a mass
transport limited charging current density of 5 mA cm-2 with 95% SoC electrolyte at a flow
rate of 5 mL min-1 .
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(a)

(b)

(c)

(d)

Figure 3.5: (a) Single-pass charging polarization curve for an untreated carbon paper
electrode at 50% SoC and 20 mL min-1 flow rate with corresponding current distributions:
(b) 50 mA cm-2 , (c) 100 mA cm-2 , and (d) 150 mA cm-2 .
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3.4

Conclusions
The printed circuit board approach was successfully implemented to measure in-

plane, two-dimensional localized current distribution in real-time in an operating VRFB. It
was demonstrated that the observed distribution reflects a combination of local electrolyte
velocity in the electrode and electrolyte concentration. These aspects are especially prevalent
once a mass-transport limiting condition is reached. Current distribution measurements
during constant current charging reveal that charging is not typically a mass-transport
limited process, but rather is limited by the electrochemical operating window of the
all-vanadium redox couple. During constant current discharge processes, however, masstransport limiting conditions identify limitations with different electrode materials and
material properties, which will be discussed in the next chapter.
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Chapter 4
Impact of Operating Parameters on
Current Distributions
This chapter was modified based on the published papers [134, 135]:
J. T. Clement, T. A. Zawodzinski, M. M. Mench, “Measurement of Localized Current
Distribution in a Vanadium Redox Flow Battery,” ECS Transactions, 58 (2014) 9–16.
J. T. Clement, D. S. Aaron, M. M. Mench, “In-situ localized current distribution
measurements in all-vanadium redox flow batteries,” Journal of The Electrochemical Society,
163 (2016) A5220–A5228.
I am fully responsible for the work submitted in these publications.
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4.1

Introduction
It was established in the previous chapter that the in-situ current distributions be

reflective of mass transport within the cell; by altering operating conditions and experimental
variables, mass transport limitations can then be induced. This study extends the use of
current distribution measurements to investigate the impact of flow rate, flow channel design,
and electrode material properties such as wettability, surface area, porosity, and thickness on
current distributions. A more fundamental understanding on the association between these
parameters and how they impact mass transport within VRFBs satisfies Objectives 2 and
3 in the motivation (Section 1.5). This information provides useful feedback for engineering
optimized designs and materials with improved performance and efficiency.

4.2

Experimental Details
The experimental setup, as discussed in great detail in Section 2.1, was used for all

experiments in this study. A 9 cm2 single cell VRFB with three different flow channel designs
(serpentine, interdigitated, equal path length (EPL)) was used. All cells were assembled with
pretreated Nafion® 117 (E. I. du Pont de Nemours and Company) membranes and were
compressed with bolts torqued to 10 newton-meters. All four different types of electrodes
outlined in Section 2.3 were used in this study: 10AA carbon paper, heat treated 10AA,
carbon paper 10BA with 5% polytetrafluoroethylene (PTFE) content, and GFD3 carbon
felt. The electrode compression varied for different experiments, but normal compression
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was 75% of the original thickness unless specified otherwise. All tests were conducted with 1
mole dm-3 vanadyl sulfate (Alfa Aesar) with 5 mole dm-3 sulfuric acid (Alfa Aesar) supporting
electrolyte. The electrolyte flow rate was varied for different experiments as noted, but all
flow rates were between 10 and 80 mL min-1 . Data were collected in 1 second intervals and
averaged over 3 seconds, unless otherwise noted. Three different types of measurements were
conducted: single-pass polarization curves, constant current discharge curves, and constant
voltage hold for limiting current measurements.

4.3

Results and Discussion

4.3.1

Impact of Flow Rate

Flow rate is a controllable parameter that significantly impacts mass transport, as
Figure 4.1 depicts with a comparison of performance and limiting current distribution as a
function of flow rate. Figure 4.1(a) shows single-pass polarization curves at 25% SoC for
the same cell build at four different flow rates. Figure 4.1(b)-(e) show the corresponding
distributions under limiting current conditions at the end of the polarization curves during
a 0.2 V hold. At a flow rate of 10 mL min-1 the polarization curve shows a nonlinear
drop in voltage, indicating considerable mass transport overpotential. This is supported
by the corresponding limiting current distribution shown in Figure 4.1(b). These large
current gradients identify a significant mass transport limitation because the upper half of
the electrode sustains a much higher current while the lower half is underutilized. A higher
flow rate eliminates the mass transport limitation and allows the electrode to be utilized more
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effectively. Figure 4.1(a) shows that at 80 mL min-1 , the cell performs significantly better and
the nearly linear polarization curve indicates that, at high currents, the cell is dominated by
ohmic losses rather than mass transport. This observation is also supported by the current
distributions: at 10 mL min-1 (Figure 4.1(b)) large current gradients show significant mass
transport limitations, whereas at 80 mL min-1 (Figure 4.1(e)) the distribution is similar to
a non-mass transport limiting condition. It should be noted that for all conditions the cells
were operating with excess reactants at a stoichiometry between 3.5 and 6.9.

4.3.2

Impact of Flow Channel Design

Flow rate is the easiest parameter to change in an attempt to impact mass transport,
but the second is the flow channel design. As discussed in Section 1.3, there are various
different flow channel designs that have been investigated for RFBs. This study examined
the two most common designs: serpentine and interdigitated, as well as the high performance
equal path length design [109]. The resulting current distributions for a 0.1V limiting current
hold are shown in Figure 4.2 for each of the three flow field designs. The serpentine design in
Figure 4.2(a) exhibits the characteristic concave down shape as previously shown, with high
current across the top of the active area concentrated near the inlet, and down the sides of
the active area. This shape is a direct result of the preferential electrolyte transport through
the electrode.
The interdigitated design is characterized by disconnected interlacing dead-ended inlet
and outlet channels across the center of the active area. It relies on the fact that the path
of least resistance (lowest pressure drop) for electrolyte to pass is through the electrode
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(a)

(b)

(c)

(d)

(e)

Figure 4.1: (a) Single-pass polarization curves at 25% SoC for different flow rates and
corresponding current distributions at 0.2V hold for (b) 10 mL min-1 (c) 20 mL min-1
(d) 40 mL min-1 (e) 80 mL min-1 .
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above the lands between channels. This aspect results in electrolyte forced to travel through
the porous electrode, concentrated down the middle of the active area, which is an inverse
transport distribution compared to serpentine. This phenomenon is accurately represented
by the current distribution shown in Figure 4.2(b) with the characteristic high current region
centered vertically across the active area and regions of low current down the sides. This has
also been verified computationally with electrolyte flow simulations [113]. The additional
convection through the electrode also results in better performance, with an average limiting
current density of 385 mA cm-2 , compared to 212 mA cm-2 for the serpentine design.
The equal path length flow channel design capitalizes, and amplifies, the transport
mechanism of the interdigitated design [109]. It’s essentially an interdigitated design with one
inlet channel across the top of the active area and one outlet channel across the bottom, thus
effectively creating a single land between the two channels that stretches the entire height
of the active area. The resulting current distribution is entirely different than the previous
two designs, as shown in Figure 4.2(c). The EPL design is characterized by abnormally high
current across the top of the active area with a nearly uniform gradient from top to bottom.
The small tilt in the gradient from inlet side to outlet is a result of a slight preferential
flow towards the outlet side of the active area. As mentioned, the EPL design has improved
transport over the interdigitated design, and it’s evident from the limiting current of 635 mA
cm-2 , a 65% increase over interdigitated for the same SoC, flow rate, and voltage. The large
current gradient also indicates that a majority of the overall current is carried by the top half
of the electrode, leaving the bottom half underutilized, which is a significant limitation with
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(a)

(b)

(c)

Figure 4.2: Flow channel designs and single-pass current distributions for 50% SoC
electrolyte at a flow rate of 10 mL min-1 under limiting current conditions at a constant
voltage hold of 0.1V with 10AA electrodes, for three different flow fields: (a) serpentine (212
mA cm-2 ), (b) interdigitated (385 mA cm-2 ), and (c) equal path length (635 mA cm-2 ).
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this design. However, if designed properly, this type of cell leads to enhanced system-level
efficiency [109].

4.3.3

Impact of Electrode Material Properties

Since distributions reflect mass transport within the cell once a desired current can
no longer be maintained at a constant flow rate, differences between current distributions
can be utilized to identify transport differences between various electrode materials. In
order to compare current distributions between electrode materials it was important to
determine appropriate operating conditions to use for comparison.

For all comparison

tests, single-pass polarization curves were performed with the same electrolyte flow rate
and SoC. A comparison between materials at the same operating current would seem the
most appropriate; however, performance can vary significantly between different electrode
materials [50]. At a given current density, one electrode could be in a mass-transport
dominated region of the polarization curve with large in-plane current gradients (i.e. point
(e) or (f) of Figure 3.3(a)) while a different electrode material may be in a kinetic or ohmicdominated region with a nearly uniform distribution (i.e. point (b), (c), or (d) of Figure
3.3(a)). In this case, since the distribution is a reflection of electrolyte mass transport
and concentration, it’s more appropriate to compare distributions at their respective masstransport limiting current density. The current distributions will then appropriately highlight
the mass transport differences between electrode materials.
Heat treated electrodes have been shown to have improved performance relative to
untreated electrodes [50, 52]. Performance enhancement has been attributed to surface area
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and surface chemistry; however it should also be attributed in part to transport. Figure 4.3
shows a comparison of untreated carbon paper and heat treated carbon paper under limiting
current conditions. It’s evident that the heat treated electrode produced larger gradients
than the untreated material at a limiting current condition. This can be attributed to two
properties of the treated material: improved wettability and higher active surface area [50].
The improved wettability enhances transport to the electrode fibers, which leads to greater
utilization of the electrode. Higher surface area of the treated electrode provides additional
reaction sites to support more reaction near the inlet. This in turn causes the electrolyte SoC
to deplete at a greater rate as it passes through the cell, causing the outlet half of the active
area to see a lower SoC (and concomitantly, lower active species concentrations). These two
material property aspects lead to a larger gradient generated with the treated material. It
should be noted that the treated electrode does reach a higher limiting current; however,
even at the limiting current density of an untreated electrode, it produced a larger current
gradient (not shown).
Electrode treatment is one method of improving performance in these systems, however
increasing the electrode thickness above that of a single layer of 10AA has also been shown
to improve performance [86]. This enhanced performance can then change the shape of
the polarization curve such that it is a nearly linear voltage-current relationship out to its
limiting current. This indicates that the cell is dominated by ohmic losses and the resultant
distributions shouldn’t reflect any mass transport limitations in the cell. In order to ensure
that this mass transport limitation was reached with thicker electrode builds, it was necessary
to reduce the electrolyte SoC to 25% for the single-pass polarization curves.
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(a)

(b)

Figure 4.3: Effect of material properties on distribution for single-pass discharge
polarization curves at limiting current density for 50% SoC electrolyte with (a) untreated
10AA (300 mA cm-2 ), and (b) heat treated 10AA (350 mA cm-2 ).

In addition to performance change with additional electrode layers, the distribution
also changes. A comparison of distributions at limiting current for a single layer, three
layers, and eight layers of untreated carbon paper electrodes are shown in Figure 4.4. Since
the distribution reflects internal electrolyte velocity and reactive species concentrations, one
would expect both parameters to influence the distribution. However, with a serpentine flow
channel design, electrolyte velocity through the electrode doesn’t change appreciably with
increased electrode thickness [113]. Thus, the distribution change can be predominantly
attributed to local electrolyte concentration.

The extra electrode thickness provides

additional active area for reaction and pathways for electrolyte transport. These two aspects
allow more high-concentration electrolyte to enter the electrode near the top (inlet) of the
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(a)

(c)

(b)

Figure 4.4: Effect of number of layers of untreated 10AA carbon paper on distribution at
limiting current for 25% SoC electrolyte with (a) 1 layer (200 mA cm-2 ), (b) 3 layers (300
mA cm-2 ), (c) 8 layers (350 mA cm-2 ).

active area and react before it’s transported through the electrode at the channel switchbacks
along the sides of the flow field [113]. However, it’s interesting that, although less pronounced,
the characteristic high current down the sides is still noticeable with the addition of extra
layers. In addition, since more reaction takes place toward the top of the active area, less
current flows through the bottom half of the electrode, thus resulting in larger in-plane
current gradients.
It should be noted that with a thicker electrode there is an increased chance for lateral
current spread through the electrode. However, the fact that these gradients develop and
are well-pronounced indicates that lateral spread is not significant. If lateral spread was a
significant issue, the distribution would be more uniform across the active area. In addition,
the distribution still displays the characteristic concave down shape with high current along
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the sides of the active area, which reflects mass transport characteristics for this pairing of
flow field and electrode material.
Different electrode materials can also illustrate how material properties can impact
distribution. A comparison of three different electrodes is presented in Figure 4.5: eight layers
of carbon paper (nominal uncompressed thickness of 3.12 mm) and a single layer of carbon
felt (uncompressed 3 mm) under two different compressions. A distribution comparison
at limiting current between the eight layers of carbon paper and a single layer of carbon
felt, both compressed to 75% of their original thickness, is shown in Figure 4.5(a) and
(b), respectively. The comparable thickness of these two electrode materials eliminates any
electrode thickness influence on distribution. The carbon felt distribution displays most of
the same characteristics as a thicker electrode, as previously discussed: a nearly uniform
distribution across the width of the distribution and smooth gradient from inlet (top) to
outlet (bottom). However, one subtle difference exists when comparing the sides of the
active area: the gradient is concave down at the outlet for the carbon paper, whereas the felt
displays a uniform gradient across the entire width. Since thickness is consistent between
the two materials, this difference can be attributed predominantly to the physical properties
of the material, namely porosity (summarized in Table 4.1).
To support the claim that porosity influences distribution, a carbon felt electrode was
tested under extreme compression, to 25% of its original thickness. Under this compression,
the felt has a comparable porosity to compressed carbon paper, as shown in Table 4.1. The
resulting distribution comparison between the two compressions is shown in Figure 4.5(b) and
(c), where it’s evident that the over-compressed felt displays the concave down gradient shape
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(a)

(b)

(c)

Figure 4.5: Effect of material properties on limiting current distribution at 25% SoC for (a)
8 layers of untreated carbon paper (350 mA cm-2 ), (b) 1 layer of carbon felt compressed to
75% of its original thickness (400 mA cm-2 ), (c) 1 layer of carbon felt compressed to 25% of
its original thickness (450 mA cm-2 ).

Table 4.1: Porosity values for original and compressed
carbon paper and carbon felt [179–182]
Material

Compression

Porosity

Reference

10AA

None

84.7%

[179]

10AA

75% Original

79.6%

Calculated

GFD3

None

94%

[180, 181]

GFD3

75% Original

92%

Calculated

GFD3

25% Original

76%

Calculated
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at the outlet, similar to that of carbon paper (Figure 4.5(a)). This indicates that reduced
porosity enables more electrolyte transport to bypass the channels into the electrode along
the sides of the active area, which is the path of least resistance [113]. It should be noted
that the over-compressed felt was presumed to have deflected quite significantly into the
flow channel, as pressure drop was an order of magnitude higher for the over-compressed felt
compared to regular compression. Regardless, it’s evident that through material selection,
thickness, and compression, the transport of these systems can be tailored to approach the
desired distribution of uniform current across the active area.
To further investigate the impact of electrode material property effects and to
demonstrate that electrode material properties can in fact be engineered in order to produce
a desired distribution, a “split electrode” configuration was employed in-situ within an
operating cell. By utilizing one electrode material across the top half of the cell active area
and a separate material in the bottom half of the active area, one can observe the distribution
change.

Carbon paper electrodes with three different material properties: untreated

10AA, heat treated 10AA, and untreated 10BA (with 5% PTFE) were employed. An
evident distribution change was observed for different configurations under mass transport
limiting conditions (with two-minute average distributions) at 200 mA cm-2 constant current
discharge, as depicted in Figure 4.6.
The presence of 5% PTFE content within the electrode significantly alters the current
distribution because of its hydrophobic properties. The untreated electrode is characterized
by high current near the inlet and first channel, as shown in Figure 4.6(a) and a low current
region centered at the bottom of the active area. When the top half of the electrode contains
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Inlet

Inlet

Outlet

Outlet

Inlet

Outlet

(a)

(b)

(c)

Top: Untreated
Bottom: Untreated

Top: 5% PTFE
Bottom: Untreated

Top: 5% PTFE
Bottom: Heat Treated

Figure 4.6: Influence of electrode material wettability on current distribution for a split
electrode configuration under 200 mA cm-2 discharge conditions for: (a) untreated 10AA;
(b) split electrode: top half 10BA (5% PTFE), bottom half untreated 10AA; and (c) split
electrode: top half 10BA (5% PTFE), bottom half heat treated 10AA.

just 5% PTFE, current shifts to produce a more uniform distribution, as shown in Figure
4.6(b). This is caused by reduced transport through (and to the surface of) the PTFE
electrode because of its hydrophobic nature and lower electrochemically active surface area
due to PTFE-covered reaction sites.
To further illustrate the impact of electrode properties on resulting distribution, a split
electrode configuration was tested utilizing a highly hydrophilic heat treated 10AA electrode
on the bottom half with the hydrophobic electrode (5% PTFE) on the top half. This result,
shown in Figure 4.6(c), illustrates the high current zone shifted completely (compared to
the untreated electrode in Figure 4.6(a)) from the top half down to the bottom half of the
electrode. The increased wettability of the treated electrode enhances electrolyte transport,
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thus causing the reaction to shift. This experiment highlights the potential for engineering
the electrode materials with functional gradients to influence performance.

4.4

Conclusions
It was previously shown that in-situ current distribution measurements reflect mass

transport within these cells.

The technique was used to identify transport limitations

for different cell configurations and operating conditions including flow rate, flow channel
design, and electrode material properties including thickness, wettability, and porosity. A
uniform current distribution across the entire active area is desired, as it would indicate an
even distribution of electrolyte across the cell and uniform electrode utilization. The large
gradients (non-uniform distributions) observed for some configurations, especially under
extreme operating conditions, can result in premature aging and degradation of specific
regions of the active area, which is undesirable.
The in-situ data provided with this technique provides researchers invaluable data
regarding the cell response to material property and cell design changes. This presents a
unique engineering opportunity for the flow channel design to be engineered in conjunction
with tailored electrode material properties that can lead to improved performance and cell
efficiency. These aspects and feedback will be especially important for commercial scale-up
of these systems to meet the growing demand for grid-scale energy storage systems.
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Chapter 5
Distributed Damköhler Number Analysis to Identify Localized Performance
Limiting Mechanism in VRFBs
This chapter will be further edited and submitted for publication in The Journal of
the Electrochemical Society with the following authors and title:
J. T. Clement, D. S. Aaron, M. M. Mench, “Distributed Damköhler number analysis to
identify localized performance limiting mechanism in VRFBs”
I am fully responsible for the work in this chapter, contributions from co-authors will
be added prior to submission for publication.
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5.1

Introduction
Cell performance in VRFBs is governed by the interplay of kinetic, ohmic, and mass

transport losses [178]. The ability to identify their relative contributions to overall cell
performance provides critical feedback for engineering enhanced materials and designs with
improved performance and durability. The purpose of this chapter is to determine the
locally dominant performance limiting mechanism across the cell active area, which satisfies
Objective 4 in the motivation (Section 1.5).
Reaction kinetics depend on several factors, including surface area, morphology,
surface chemistry, aging, and operating conditions (among others), and is often classified
by the reaction rate constant k [183].

Similarly, mass transport is impacted by cell

architecture, electrode morphology, fluid properties, aging, and operating conditions, and can
be classified in different ways; however, perhaps the most generic is via the mass transport
coefficient kmt [183]. The ability to correlate these two parameters would provide a more
complete, comprehensive analysis regarding the balance of these competing mechanisms in
electrochemical cells.
Electrochemical impedance spectroscopy (EIS) can be used to determine the relative
contributions of kinetic, ohmic, and mass transport overpotentials to the overall cell
performance [128, 130]. This technique is useful for isolating the limiting mechanism for
a given set of cell components and operating conditions across an entire electrode; however,
there currently is a lack of techniques and metrics that is capable of capturing the spatial
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and temporal variation in performance limiting mechanisms across different cell materials
and operating conditions.
One such approach is through the use of the dimensionless parameter Damköhler
number (Da). Gerhard Damköhler, a pioneer of chemical reaction engineering, is credited
with the development of two dimensionless parameters correlating chemical flux with
convection and diffusion, respectively [184]. The original Damköhler numbers have since
evolved and been interpreted several different ways for different systems.
Even within the subset application of electrochemical cells, the derivation and
implementation of Damköhler number varies greatly from a traditional Da based on diffusion
[185] to its conversion into an effectiveness factor [186]. The primary source of variation can
be attributed to the treatment of the mass transfer component of Damköhler number. For
electrochemical applications, the mass transfer coefficient has been defined in several different
ways: in terms of diffusion only [187–189], by a mean mass transfer coefficient [190, 191], or
by the local fluid velocity [192–194].
The diffusion-only consideration is not appropriate for flow battery applications
because advection is a major contributor to mass transport in these systems [185]. The
use of a mean mass transfer coefficient is more appropriate; however, this simplification
does not account for local transport variations across the cell active area, which can be
quite significant [113]. The third consideration for RFB applications based on fluid velocity
can account for these localized effects, however it’s too localized to be broadly applicable
because this implementation is defined as transport to a single fiber [192]. This approach
has been used in VRFB modelling efforts; however, it’s not an appropriate representation of
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overall transport through the cell [92, 195]. All of these considerations of the mass transport
component for a Damköhler number calculation are not universally appropriate because it
would result in either a Da localized to a single fiber, or an overall cell Da only considering
diffusion effects.
Perhaps the most relevant derivation and calculation of the mass transport component
in electrochemical cells for a Damköhler number analysis to date was conducted by Xu and
Zhao [196]. In this work, they derive a correlation for the pore-level mass transport coefficient
kmt as a function of cell limiting current and electrolyte concentration. The final result is a
correlation for kmt and effective diffusivity, which accounts for the porous electrode structure
and reactant flow dispersion [196].
This work utilizes the same approach for correlating the mass transport coefficient with
the overall cell limiting current; however, the result is further developed by incorporating
localized limiting current density distributions.

Distributed parameters are critical to

understanding the balance of fundamental mechanisms within an operating cell, in real time.
The incorporation of this aspect allows for the calculation of a distributed Damköhler number
across the cell active area. To the author’s knowledge, there has not been an appropriate
derivation for this parameter on the cell-scale level. This dimensionless parameter would
then be independent of operating conditions, and would be a proper comparative scale under
dissimilar material and operational parameters. It is shown here that Da can appropriately
identify the performance limiting mechanism of a VRFB for any operating conditions,
given its iR-corrected voltage and the corresponding cell limiting current under the same
conditions.
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5.2

Damköhler Number Derivation
Fundamentally, Damköhler number is a ratio of kinetics to mass transport, and can be

defined by the reaction rate constant divided by the mass transfer coefficient, as shown in
Equation 5.1.
Da =

k
kmt

(5.1)

The reaction rate constant, k, is based on the electrochemical reaction, however the mass
transfer coefficient, kmt , is not well-defined, as previously described. It has been defined
by transport to a single fiber electrode, or in terms of the diffusion coefficient; however,
these two methods are inaccurate in the cell-level context for VRFBs because they don’t
appropriately account for convective transport within the porous electrodes. In order to
circumvent this issue, one can use the definition of limiting current for an electrochemical
reaction [183] and rearrange it to solve for the mass transfer coefficient.

kmt =

iL
nF ACo∗

(5.2)

Where kmt represents the mass transfer coefficient, nF is the charge per mole of species,
A is the electrochemically active surface area, and Co∗ is the bulk fluid concentration. This
equation can then be substituted into the denominator of Equation 5.1. To get the kinetic
term for the numerator, one can use the standard rate constant equation [183] and the
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relationship between rate constant and exchange current [183] to get the following:

k =

F
io
e−α RT
∗
nF ACo

η

(5.3)

Where R is the universal gas constant and T is the electrolyte temperature. Then, assuming
the absence of mass transfer effects (to account for just the kinetic component of Da), with
only kinetic overpotential and a Tafel assumption, the rate constant equation then becomes
the following:
k =

ik
nF ACo∗

(5.4)

Where ik represents an equivalent cell current if the only voltage loss in the cell were due
to kinetic overpotential. Substituting these two equations into Equation 5.1, the result is as
follows:
Da =

ik
iL

(5.5)

This definition of Damköhler number represents the maximum attainable current only
considering kinetic losses compared to the actual current caused by mass transport losses.
So, if Da is less than one, the cell performance is more dominated by kinetic losses and
Da greater than one indicates that mass transport is the dominant loss mechanism. One
important consideration for this to be valid is the cell limiting current iL must be a truly masstransport limited condition, which can be verified by a characteristic non-linear behavior at
the end of a polarization curve if other losses are also known (i.e. it could be an ohmic
limitation like in Figure 4.1, flow rate 80 mL min-1 ).
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In order to calculate this equivalent kinetic current, given the iR-corrected overpotential, it can be broken down into a positive and negative half-cell potential. Then considering
each half-cell independently, with a Tafel assumption (which is valid for VRFBs [25, 93]),
the current from each half cell must balance, hence, the following two equations with two
unknowns can be solved for each half-cell overvoltage, respectively.

∗
∗
+ ηnegative
η = ηpositive

nF

ik = io,positive e−α RT

∗
ηpositive

(5.6)

nF

= io,negative e−α RT

∗
ηnegative

(5.7)

∗
∗
Where ηpositive
and ηpositive
represent the kinetic overpotential of the respective positive

and negative half-cells at the kinetic current ik , as shown in Figure 5.1. The positive and
negative exchange currents, io , vary based on the electrolyte concentration and SoC, these
values have been measured experimentally by others, and are yet unpublished, but are shown
in Table 5.1. The charge transfer coefficient α is commonly assumed to be 0.5, especially
for modeling efforts, which would indicate a symmetric reaction. However, experimentally
measured values reported in the literature vary significantly from 0.21–0.59 for the negative
electrode during discharge and 0.13–0.71 for the positive electrode during discharge [26–
28, 31, 197–199]. The average α value based on these studies was close to 0.3, so α was
chosen as 0.3 for both half cells for all Da calculations here. It should be noted, however,
that although changing the α to 0.5 results in a slightly higher Damköhler number, it doesn’t
impact the distribution. Figure 5.1 is a visual representation of a typical VRFB polarization
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Voltage

OCV
∗
∗
𝜂𝑐𝑒𝑙𝑙 = 𝜂𝑃𝑜𝑠
− 𝜂𝑁𝑒𝑔

𝜂𝑐𝑒𝑙𝑙
𝑖𝐿

𝑖𝑘

Current

Figure 5.1: Graphical representation of a typical VRFB polarization curve and its association
with the kinetic current ik , cell limiting current iL , and Equation 5.6 for Damköhler number
calculations.

Table 5.1: Exchange currents for SGL 10AA electrodes with an
electrolyte concentration of 1 mole dm-3 vanadyl sulfate dissolved in
5 mole dm-3 sulfuric acid, at various SoCs
SoC (%)

V(V)/V(IV) Exchange
Current (mA cm-2 )

V(II)/V(III) Exchange
Current (mA cm-2 )

0

5.23

-

5

15.74

1.63

10

16.01

2.39

15

17.01

3.31

20

18.43

3.28

35

20.57

3.26

50

20.15

3.15

65

19.11

1.81

80

16.53

1.50

85

14.45

1.91

90

13.18

1.36

95

8.73

0.69

100

4.05

0.92
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curve and how it relates to the kinetic current ik , cell limiting current iL , and Equation 5.6
for Damköhler number calculations.
There are some inherent assumptions built into this derivation of Da; for example, the
electrode plane (parallel to the membrane) is assumed to be an equipotential surface across
the active area. This assumption is generally valid since the individual segments across the
active area act as resistors in parallel. Despite this assumption and the idealized kinetics, this
analysis is appropriate for the full-cell scale and is more suitable than either the single fiber
or the diffusion-only consideration. The utility of this analysis is that only one measurement
is necessary for any given set of operating conditions (cell architecture, electrode material,
flow rate, electrolyte concentration and SoC): a mass-transport limiting current. Then,
a Damköhler number can be calculated for any given cell voltage (or overvoltage) with
those operating conditions. This also provides the specific cell overvoltage at which the cell
transitions from a kinetically-limited to mass-transport limited condition (Da = 1).
This measurement is applicable for an overall cell-scale measurement; however, with
a distributed limiting current density measurement across the active area, the distribution
can then be converted to a distributed Da number. This allows for a comparative metric
to assess the impact of mass transport on distributions across the active area for various
cell architectures and operating conditions, which will aid in identifying inherent transport
limitations with different flow field designs and influence the design of next-generation
architecture and functionally-graded electrodes.
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5.3

Experimental Details
Distributed Damköhler numbers were determined via distributed limiting current

measurements using the printed circuit board (PCB) approach, as outlined in Section 2.1. All
experiments were conducted with a 9 cm2 active area single cell VRFB with three different
flow channel designs: serpentine, interdigitated, and equal path length. All cells were
assembled with a single layer of 10AA carbon paper electrodes on each half cell compressed
to 75% of their original thickness. Pretreated Nafion® 117 (E. I. du Pont de Nemours and
Company) membranes were used as the ion-exchange separator and cells were compressed
with bolts to 10 newton-meters. The electrolyte was composed of 1 mole dm-3 vanadyl sulfate
(Alfa Aesar) dissolved in 5 mole dm-3 sulfuric acid (Alfa Aesar) for all tests. The flow rate
was varied between 10 and 90 mL min-1 for different experiments, as noted.
Experiments consisted of polarization curves, constant current discharge curves, and
constant voltage hold of 0.1V for limiting current measurements. Polarization curves were
performed to ensure that, for a given set of operating conditions (e.g. flow rate, SoC), the
limiting current measurement was mass-transport limited (i.e. the end of the polarization
curve dropped off non-linearly to the limiting current) rather than an ohmic limitation.
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5.4

Results and Discussion

5.4.1

Damköhler Change Along a Discharge Curve

The previous chapter investigated the impact of flow rate, electrode properties, and flow
channel design on the resulting current distribution. While comparing the distributions in
terms of deviation from average current is useful for removing the effect of different operating
currents, it is not a perfect universal comparative metric that can account for changes in
other operating conditions, especially when it comes to electrolyte state of charge. Using the
above analysis procedure, however, with the mass-transport limited current distributions for
a given set of conditions, any cell operating voltage can easily be converted to a distributed
Damköhler number which is a dimensionless metric that can be used for comparison across
any combination of different operating conditions. A Da distribution can identify localized
(as well as an overall cell) transition from kinetically-limited to mass-transport limiting
conditions.
To illustrate this analysis, Figure 5.2 shows a standard constant current discharge curve
for carbon paper electrodes operating at 400 mA cm2 with a flow rate of 50 mL min-1 and
accompanying Damköhler number distributions along the curve at different states of charge
(corresponding to exchange currents available in Table 5.1). As shown by points (b) and (c) in
Figure 5.2(a), early in the curve, at high SoC, the corresponding distributions, Figure 5.2(b)
and (c), are uniform with overall cell average Da numbers of 0.025 and 0.063, respectively.
These Damköhler numbers significantly less than unity indicate that cell performance is
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(a)

(b)

(c)

(d)

(e)

Figure 5.2: (a) Typical constant current discharge curve at 400 mA cm-2 , with a flow rate
of 50 mL min-1 with an initial SoC of nearly 100%, and corresponding Damköhler number
distributions along the curve at different SoCs: (b) 95%, (c) 80%, (d) 50%, and (e) 35%.
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almost completely dictated by kinetic and ohmic losses, as would be expected. However,
once a lower SoC of 50% is reached, as shown in Figure 5.2(d), some non-uniformity begins to
show as mass-transport losses become more prevalent with a cell average Da number of 0.325.
Then as the discharge curve begins to drop off non-linearly, mass transport losses dominate
the performance, as illustrated by point (e) of Figure 5.2 with an average Damköhler number
of 2.95 and a distribution shown in Figure 5.2(e) that ranges from 2.39 to 3.38, highlighting
the regions across the active area where mass transport is more dominant than kinetics.

5.4.2

Damköhler Change Along a Polarization Curve

Damköhler number distributions along a typical discharge curve are useful for
comparing the impact of SoC on distribution; however, a polarization curve is perhaps more
useful to compare the impact of flow rate and discharge current on resulting distribution.
Again, this dimensionless parameter allows for a disparity in operating conditions to still
be compared against one another and indicate the degree to which a cell is mass transport
limited. Figure 5.3 illustrates such a comparison with single-pass polarization curves for a
serpentine flow channel design with 25% SoC electrolyte and two different flow rates: 20
mL min-1 and 80 mL min-1 for the same cell build. When considering different operating
conditions such as flow rate, there are two different ways to compare distributions: by
matching either operating current or voltage; both types of comparison are shown below.
At very low current densities like 50 mA cm-2 , highlighted by points (b) and (c) on
Figure 5.3(a), even with different operating voltages, both flow rates are in a kineticallylimited region of the polarization curve. As such, their distributions (Figure 5.3(b) and
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(a)

(b)

(d)

(c)

(e)

(f)

(g)

(h)

Figure 5.3: (a) Single-pass polarization curves at 50% SoC for 10AA carbon paper electrodes
at two different flow rates: 20 and 50 mL min-1 and Damköhler number distributions (b)-(h)
corresponding to the labeled points on the polarization curves.
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(c)), both support this claim, as each is uniform with an average Da of 0.066 and 0.017,
respectively. At higher current densities, 150 mA cm-2 , for example, the 20 mL min-1
curve begins to drop off non-linearly as it approaches its mass transport limiting current.
Simultaneously, at the same current, the 80 mL min-1 curve is still very much kinetically
limited. This difference is highlighted in the Da distributions of Figure 5.3(d) and (e) for
20 and 80 mL min-1 , respectively, where the corresponding cell average Damköhler numbers
are 1.582 and 0.044. The characteristic concave down shape that was previously discussed in
Chapter 3 is evident in Figure 5.3(d), as the mass transport limitation begins to dominate.
It is interesting to note that, for the 80 mL min-1 , 150 mA cm-2 operating condition,
it has a lower cell operating voltage than the condition of point (b), which had only 20 mL
min-1 flow rate and 50 mA cm-2 ; yet the lower operating voltage (at a higher flow rate and
current density) results in a lower overall average cell Da (i.e. less mass-transport limited).
This highlights the relevance of this type of analysis: even with such disparate conditions,
the dimensionless parameter can indicate which is closer to a mass-transport limitation.
In a similar manner, one can compare Da distributions at the same operating voltage
with different flow rates and operating currents. Points (d) and (f) of Figure 5.3(a) are
such an example: at nearly the same operating voltage, their performance limitations are
the exact opposite. As previously discussed, the Damköhler distribution in Figure 5.3(d) is
mass transport limited, whereas the same operating voltage at a flow rate of 80 mL min-1
is kinetically limited with an average Da of 0.219. This is an important analysis, because
without the polarization curves for these two conditions, it would be impossible for one to
know the primary limiting mechanism; however, with just a limiting current measurement,
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the SoC, and the cell operating voltage, it can be determined through a Damköhler analysis
even without a distribution.
Finally, a comparison between the two flow rates at 0.2V, points (g) and (h) on Figure
5.3(a), representing their cell limiting current reveals the extent of the mass transport
limitation for each. The limiting current for 80 mL min-1 corresponds to an average Da
of 6.9, which is mass transport limited, however this is still more than an order of magnitude
lower than the average Da of 121.7 for 20 mL min-1 , which represents a significantly mass
transport-limited condition, evidenced by the drastic non-linear drop off in the polarization
curve.

5.4.3

Damköhler Distribution For Different Flow Channel Designs

The ability to compare mass transport limitations across different conditions is
especially important when comparing different flow channel designs. As shown previously
in Figure 4.2, comparing different designs is problematic because each will have a different
limiting current and electrolyte utilization, resulting in different SoCs at limiting current
for each design. However, through a Da analysis, as long as mass transport limited current
distribution data are available for the given design, SoC, and flow rate, actual performance
data aren’t necessary (i.e. cell current and voltage). Since Da is calculated from the limiting
current iL and kinetic current ik , iL is from an experimental measurement (as long as the
limiting current is truly mass transport limited), and the ik (Equation 5.7) is only dependent
upon the exchange current (known for a given electrode and SoC), α (assumed, or known
from experiments), and half-cell overpotentials (determined from overall cell overpotential η
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with Equation 5.6). The advantage of this analysis is η could be a known cell overpotential
from given operating conditions, however, it could also be chosen arbitrarily and, given the
other parameters, one can find the Da distribution.
This type of analysis procedure can determine the extent of mass transport limitation
for a given flow channel design and provide useful information without the need for an entire
polarization curve. Figure 5.4 shows the results of this procedure for the three different flow
channel designs introduced in Section 1.3: serpentine, interdigitated, and equal path length;
with 50% SoC electrolyte at a flow rate of 10 mL min-1 and a chosen cell overpotential of
0.5V for each. These distributions all take a similar shape to the current distributions of
Figure 4.2, as expected, since the transport for each design is unchanged. However, the
dimensionless Da provides a universal metric and allows them to be compared to the same
scale, which is not the case for the previous mass-transport limited distributions. The most
important insight these data present is the fact that serpentine is in a mass transport limiting
condition with an average Da of 1.71, while interdigitated is at a transition point between
limiting mechanisms with an average Da of 0.93 and equal path length performance loss
is predominantly kinetic and ohmic dominated, with an average Da of 0.62. This provides
quantitative numbers to verify the assertion that the EPL design has the best transport.
An alternative to the above analysis of an arbitrarily chosen cell overpotential η,
would be choosing an average Da and determine the resulting distribution for the given
set of operating conditions. By selecting an average Da equal to 1, this represents a useful
implementation for this analysis since this condition represents the transition between kinetic
and mass transport controlled cell performance. The overpotential, η, for each different
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(a)

(b)

(c)

Figure 5.4: Flow channel designs and Damköhler number distributions for 50% SoC
electrolyte at a flow rate of 10 mL min-1 with 10AA electrodes at a cell overpotential of
0.5V for three different flow field designs: (a) serpentine, (b) interdigitated, and (c) equal
path length.
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design and operating conditions is then indicative of when each makes the transition. In
addition, the distribution will highlight different regions across the active area that are
severely mass transport limited, compared to those which are kinetically limited.
Figure 5.5 illustrates this approach with a comparison of the three different flow channel
designs, each with an average Da equal to 1. For the given conditions of 50% SoC and a flow
rate of 10 mL min-1 , serpentine makes the transition at an overpotential of 0.433V, compared
to 0.506V for interdigitated and 0.559V for equal path length. These values indicate the effect
of transport for each design; the EPL design has better overall transport than the other two
because it has a much larger voltage operating window before mass transport losses begins
to dominate.
Since this comparison condition represents the transition between kinetic and mass
transport controlled cell performance, the variability in Da is indicative of electrode
utilization across the active area. Serpentine has the lowest Da range with a minimum
of 0.744 and maximum of 1.188, a spread of 44%, which translates to a relatively uniform
distribution, as shown in Figure 5.5(a). The interdigitated design, shown in Figure 5.5(b),
has slightly more variability, ranging from 0.795 to 1.420, or a span of 62%. Equal path
length, on the other hand, has a significant gradient with a minimum and maximum of 0.639
and 1.807, translating to 117% variation, indicating significant non-uniformity in electrode
utilization across the active area, as shown in Figure 5.5(c). This understanding of the cell
overpotential at which the transition occurs, as well as the Damköhler number variability,
provide valuable insight for the given set of operating conditions.
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(a)

(b)

(c)

η = 0.433V

η = 0.506V

η = 0.559V

Figure 5.5: Damköhler number distributions that have an average Da equal to 1 for 50%
SoC electrolyte at a flow rate of 10 mL min-1 and the corresponding cell overpotential for
three different flow channel designs: (a) serpentine, (b) interdigitated, and (c) equal path
length.

5.4.4

Impact of Flow Rate and State of Charge on Damköhler
Number

The procedure of finding the distribution for an average Da equal to 1 can be
extended to different flow rates and states of charge for a more comprehensive picture of the
performance limiting characteristics for various operating conditions. Figure 5.6 presents a
summary of such data for the cell overpotential associated with an average Da of 1, and
the corresponding range of Da across the active area as a function of flow rate and SoC for
each of the three flow channel designs. Before collecting the limiting current distribution for
each set of test conditions, a polarization curve was conducted to verify that the cell could
in fact reach a mass-transport limiting condition, as characterized by a non-linear drop at
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(a)

(b)

(c)

Figure 5.6: Cell overpotentials that result in an average Da equal to 1 and the corresponding
range of Da across the active area under various operating conditions for three different flow
channel designs: (a) serpentine, (b) interdigitated, and (c) equal path length.
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low voltage operation. As a result, some data points are absent, especially for the 90 and
50 mL min-1 flow rates and high SoC conditions. The lack of data for the equal path length
design shown in Figure 5.6(c) is especially evident, and confirms the superior mass transport
for this design. It should be noted that at 20% and 10% SoC for this design, there was
precipitation of the electrolyte within the cell, so it was omitted.
The serpentine design shown in Figure 5.6(a) has the most results, as it has the worst
transport of the three designs. The first thing to note is that the lowest flow rate results
in the largest Da range; or in other words, a higher flow rate results in a more uniform
distribution. However, with decreasing SoC, the Da range actually converges to nearly the
same point. This is especially evident below 35% SoC, where the range is very similar for all
three flow rates. This transition is interesting because every condition is still mass transport
limited, so it’s perhaps an indication that advection effects are diminished and a localized
limitation of electrolyte diffusion to the fiber surface dominates.
The enhanced transport with the interdigitated design resulted in fewer data points
for comparison, as shown in Figure 5.6(b). However, for the data available, above 35% SoC
the interdigitated design had consistently higher overpotential required to reach Da of 1 and
a larger Da range relative to the same conditions for the serpentine design. However, below
35% SoC, both the cell overpotential and Da range are quite similar to that of the serpentine
design, which supports the above assertion that advection effects are minimized at low SoCs
and the mass transport limitation is a result of diffusion to the electrode surface.
Without data below 35% SoC for the EPL design it’s unclear whether this trend would
translate; however, based on the available data for this design, as shown in Figure 5.6(c),
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EPL behaves entirely different than the other two designs. The first thing to note is the
higher cell overpotential compared to serpentine and interdigitated, which again supports
the assertion that transport is superior with the EPL design. Perhaps more interesting,
however, is that the Da range is much larger for this design, indicating a less homogenous
electrode utilization across all conditions.
This result is an important consideration for the optimization of flow channel and
electrode pairings. Underutilization of the bottom half of the electrode presents a unique
opportunity to either improve the design of the flow channel or tailor the electrode material
properties to encourage a more uniform electrolyte distribution across the active area.
For example, the ratio of the active area height and width could be altered [109], or a
highly hydrophilic electrode material could be implemented on the bottom half to alter
the distribution, as illustrated previously with the split electrode configuration in Figure
4.6. Non-uniform electrode utilization is also important to consider for long-term durability,
uneven distribution over repeated cycling can result in premature aging of specific regions
across the active area.
The EPL design also displays a drastic increase in Da range with decreasing SoC, which
is a stark contrast to the other two designs where the range stayed relatively consistent across
the SoC range. This increase can be attributed to the enhanced electrolyte transport through
the electrode with the EPL design and the important role of advection in the performance
of this cell.
Determination of the cell overpotential at which Da equals one could alternatively
be used to determine a cutoff voltage for standard charge-discharge curves and efficiency
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calculations. The cell voltage operating window is commonly defined by an arbitrarilyselected lower limit (typically between 0.8 and 0.6 volts). However, depending on the cell
design, flow rate, electrode material, discharge current, etc., this voltage corresponds to
different points along the discharge curve (i.e. one cell could be in the “plateau” region
while another could be beyond the non-linear drop off). Instead of an arbitrary voltage, if
one were to use the cell average Da number equal to 1 as the cutoff point, it would provide a
comparative metric across operating conditions (the one caveat is choosing the appropriate
exchange current, which depends on the SoC).

5.5

Conclusions
A novel interpretation of the dimensionless Damköhler number was developed for a cell-

level analysis of an operating VRFB. This alternative approach is more appropriate than
previous implementations of this parameter by accounting for both advection and diffusion
at the cell-scale level. The analysis procedure was then used in conjunction with current
distribution measurements to provide a distributed Da across the cell active area. The effect
of operating conditions on resulting distribution was investigated, including the impact of
flow channel design, SoC, and flow rate.
The superior mass transport of the equal path length design was quantified. It was
determined that transport with the serpentine and interdigitated designs is insensitive to
changes in SoC, as the range of Da across the distribution remained consistent for a wide
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operating range. It is theorized that below 35% SoC, diffusion is the dominant transport
limiting mechanism, for the systems tested.
Some of the Damköhler number gradients across the active area distributions are
trivial; however, if scaled-up and applied to a commercial-sized system, these gradients would
be significant. Damköhler-based analysis could aid in identifying performance limitations
with cell and stack designs. It was also proposed that this analysis could be used to
standardize efficiency calculations from typical charge-discharge curves, rather than an
arbitrarily selected voltage limit.
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Chapter 6
In-Situ Neutron Radiography for Side
Reaction Detection in Vanadium Redox Flow Batteries
This chapter will be further edited and submitted for publication in the Journal of
Power Sources with the following authors and title:
J. T. Clement, D. S. Aaron, J. M. LaManna, D. S. Hussey, D. L. Jacobson, M. M. Mench, “InSitu Neutron Radiography for Side Reaction Detection in Vanadium Redox Flow Batteries.”
I am fully responsible for the work in this chapter, contributions from co-authors will
be added prior to submission for publication.

106

6.1

Introduction
As previously introduced, neutron radiography (neutron imaging) has been extensively

studied in fuel cells, but to date, no published studies have applied this technique to study
RFBs. This chapter serves as an introductory study of the technique and how it’s applicable
for investigating unwanted gas evolution reactions in an operating VRFB. The development
and use of this technique to identify the onset voltage of such reactions and quantification
of gas evolved for different operating conditions and material properties satisfies Objectives
1 and 5 in the motivation (Section 1.5).

6.2

Experimental Details
The experimental approach and image quantification procedure are detailed extensively

in Section 2.2. All imaging experiments were conducted at the Neutron Imaging Facility, BT2, at the NIST Center for Neutron Research. A custom 9 cm2 single-cell VRFB hardware
with a single serpentine flow channel design was used for imaging, and was compressed
with bolts to 10 newton-meters. For all experiments, the electrolyte consisted of 1 mole
dm-3 vanadyl sulfate (Alfa Aesar) dissolved in 5 mole dm-3 sulfuric acid (Alfa Aesar), at
a SoC of nearly 100%. Three different electrodes were studied: 10AA carbon paper, heat
treated 10AA, and GFD3 carbon felt, all were compressed to 75% of their original thickness.
Pretreated Nafion® 117 (E. I. du Pont de Nemours and Company) membranes were used as
the ion-exchange separator.
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In order to identify the onset voltage of gas evolution, a voltage sweep was performed
by applying a voltage, above the OCV, to the cell in 0.05V increments. In order to obtain
enough gas-phase fluid within the battery, and a high enough neutron count for quantification
to ensure gas detection, each voltage step was held for 2 minutes and no flow was used for
imaging. This procedure consisted of flushing the cell at an elevated flow rate, then flow was
stopped, the elevated voltage was applied and images were collected simultaneously. Flow
was then reinitialized to remove the generated gas. The cell voltage and flow were controlled
with an 857 Redox Cell Test System (Scribner Associates, Inc.).

6.3

Results and Discussion
In order to ensure gas evolution, unfavorable operating conditions of high SoC (nearly

100%) and high charging voltage were necessary, and the most likely to produce quantities
that could be detected. These conditions favor side reactions for two reasons: high SoC
means less vanadium is available to accept electrons, and high charging voltage is favorable
for carbon corrosion and water splitting reactions. Currently, 1.8V is generally considered
the upper limit as safe for VRFB operation; however, if the cell can be safely operated at a
higher voltage, then the electrochemical operating window can be increased, thus allowing
faster charging rates, higher voltaic efficiency, and better capacity utilization.
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6.3.1

Neutron Images

As illustrated in Figure 2.10, the cell was oriented such that the plane of the end
plate (and electrode) were perpendicular to the neutron beam. This imaging orientation
is referred to as the “in-plane” direction, as it produces images of gas evolution across the
active area. Raw images from the CCD camera are shown in Figure 6.1. Figure 6.1(a) is
a complete image of the entire cell with all features visible: 8 compression bolts, the cell
cartridge heater, flow field plate, compression-molded inlet and outlet channels, and the cell
active area centered in the image. The subsequent images are of the cell active area in the
dry state (Figure 6.1(b)) with an empty cell and fully-saturated state (Figure 6.1(c)) with
the cell filled with electrolyte. These two images represent two different reference states for
comparison to an image of interest with two-phase fluid, which will be discussed.
For visualization purposes, neutron radiographs are commonly displayed as a false
color optical density plot, which is common in fuel cell literature. Use of the dry cell as a
reference produces images that emphasize electrolyte thickness (i.e. the channels would be
the brightest color because the beam must pass through more electrolyte). Instead, using
the saturated case as a reference, the resulting image highlights regions of gas accumulation.
Figure 6.2 shows an example of such images (with 10 second exposure each) for gas evolution
over a 2-minute charge at 2.1V, with the image number and average elapsed time listed for
each image. After 2 minutes, the flow was turned back on to flush all the generated gas out,
which is evident in the final image.
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(a)

(b)

(c)

Figure 6.1: Raw neutron radiography images from the CCD camera of (a) the full cell,
and the active area when it is (b) dry (empty), and (c) fully-saturated with electrolyte.
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Image #1
tavg, elapsed = 6 s

Image #2
tavg, elapsed = 17 s

Image #4
tavg, elapsed = 40 s

Image #6
tavg, elapsed = 62 s

Image #8
tavg, elapsed = 84 s

Image #10
tavg, elapsed = 107 s

Image #11
tavg, elapsed = 118 s

Image #12
tavg, elapsed = 129 s

Figure 6.2: Colorized optical density images for visualization of gas generation over a
2-minute charge at a voltage of 2.1V and the corresponding average elapsed time.
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6.3.2

Image Quantification and Gas Evolution for Carbon Paper
Electrodes

The above images are purely for visualization purposes; however, a quantifiable volume
of gas can be calculated, as discussed in Section 2.2.3. Using Equation 2.1 with the dry
image as the reference state Io , the volume of the liquid-phase can be calculated by using the
appropriate attenuation coefficient from Table 2.1 (which were determined experimentally).
This electrolyte volume was then compared to the volume of electrolyte in the fully-saturated
case (also with the dry image as a reference), and the difference is the gas volume present
in the image of interest.
This gas volume can then be quantified for every image and, when plotted as a function
of time for every voltage, the gas accumulation over the entire 2-minute overcharge can be
observed, as shown in Figure 6.3(a) for a cell with 10AA electrodes. This figure also identifies
the onset voltage for gas generation. The lower voltages nearly overlay one another; however,
under close inspection, the first three voltages: 1.8V, 1.85V, and 1.9V display nearly zero
gas generation. It isn’t until the condition of 1.95V that any discernible separation near the
2-minute mark is displayed. The final data point for each voltage: image #11, at an average
elapsed time of 118 seconds, represents the cumulative gas generated, and can be plotted as
a function of charging voltage, as shown in Figure 6.3(b). This figure supports the previous
assertion that the gas evolution onset voltage is 1.95V. The lower voltages indicate (within
some experimental uncertainty) essentially zero gas evolution, while the 1.95V condition
displays clear separation from the previous voltages.
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(a)

(b)

Figure 6.3: (a) Gas generation over 2 minutes for a VRFB with 10AA
electrodes at different cell voltages and (b) the total gas accumulation
over the same 2 minute time period as a function of the cell voltage
(data points at 118 seconds in (a)).
113

The exponential increase in gas evolution with increasing overcharge voltage shown
in Figure 6.3(b) can also be observed visually in the colorized optical density images.
Figure 6.4 shows the cumulative gas evolved over the 2-minute charging for each voltage,
as represented by image #11 (118 seconds average elapsed), with the bright blue color
representing generated gas. These images confirm that 1.95V is the onset of gas evolution,
as there is no evidence of gas visible at the lower voltages.
These images also provide insight regarding the half-cell in which the gas is generated,
especially at the highest voltages.

Gas appears to collect in the flow channels, which

is especially evident for the 2.3V condition in Figure 6.4. A channel outline is clearly
identifiable, indicating that a majority of the channel is filled with gas; however, only one
continuous channel outline is present. Since the cell was designed with offset channels (Figure
2.11), this result is interesting, and indicates that a majority of the gas generated for these
conditions occurs in the negative half-cell. Hydrogen (H2 ) evolution is the primary side
reaction in the negative half-cell, so the detected gas is presumed to be primarily hydrogen.
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1.8V

1.85V

1.9V

1.95V

2.0V

2.05V

2.1V

2.15V

2.2V

2.25V

2.3V

Figure 6.4: Colorized optical density images for visualization of total gas accumulation
over a 2 minute charging period for each cell voltage (image #11, average elapsed time
of 118 seconds for each).
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6.3.3

Evolved Gas Species Identification

After identification of the gas evolution onset voltage, and speculation of the type of gas
based on the neutron images, the next step was to definitively identify the species evolved.
This was accomplished through the use of a mass spectrometer, as introduced in Section
2.2.4. The mass spectrometer was connected to the positive and negative electrolyte tanks
independently in separate experiments with the aim of detecting species from each halfcell separately. As previously discussed, hydrogen is the species of interest on the negative
half-cell while the positive half-cell can evolve any of the following: carbon dioxide (CO2 ),
carbon monoxide (CO), and oxygen (O2 ). The evolved gas (after 2 minutes of charging)
is transferred to the mass spectrometer for analysis, and it produces chromatograms of
arbitrary peak abundance versus time for the selected species of interest. This peak area
can then be integrated to produce a representative relative gas quantity between different
conditions.
Figure 6.5 shows the integrated peak area as a function of cell operating voltage for
the negative electrolyte tank. For this condition, only hydrogen was detected, which was
to be expected. In addition, the quantity of hydrogen increased with increasing charging
voltage, which aligns well with the increase detected by the neutron radiography experiments.
However, hydrogen wasn’t detected until an onset voltage of 2.05V, which is in contrast to the
neutron imaging experiments that identified the onset of evolution as 1.95V. There are several
experimental factors that could contribute to this discrepancy, including the sensitivity of
the mass spectrometer; however, the most likely culprit is the experimental setup. At the
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lower voltages, the gas bubbles generated are on the order of tens of nanoliters in size and, on
that scale, due to surface tension, the bubbles could easily get trapped in a fitting, tubing, or
the collection funnel without ever reaching the mass spectrometer. Another possible factor
that could contribute to the lack of species detected is if some of the gas dissolved into the
liquid electrolyte.
Gas solubility is also a plausible explanation as to why the neutron images indicate
most of the gas was generated in the negative half-cell. It’s well known that carbon corrosion
reactions occur at elevated voltages on the positive side of a VRFB, both from the literature
and from personal experience in elevated voltage experiments [149, 150]. The evolution of
carbon dioxide is the most favorable reaction [149, 150], yet, when the positive half-cell is
connected to the mass spectrometer, no discernible gas evolution was detected under these
conditions. A viable explanation for this lack of gas detection lies in the fact that the
solubility of CO2 in sulfuric acid is two orders of magnitude higher than that of H2 , and
more than an order of magnitude higher than CO and O2 [200–203]. In other words, there
could be one hundred times more CO2 generated (by volume) than H2 , and all of it could be
dissolved in solution, thus undetectable by either neutron imaging or mass spectrometry. It’s
reasonable to assume that there are evolution reactions occurring in the positive half-cell;
however, the positive half-cell reactions are less favorable and the solubility limit isn’t met
so, presumably, a majority of the evolved species remain dissolved in solution.
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Figure 6.5: Integrated arbitrary abundance peak area from a mass
spectrometer as evidence of hydrogen evolution in the negative side
of a VRFB with 10AA electrodes after 2 minutes of charging at each
voltage.
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6.3.4

Gas Evolution Repeatability

The gas evolution for the charging voltages previously shown were all in succession,
starting with the 1.85V and a 90 second flush with flowing electrolyte between each 2-minute
step at each voltage. Once the entire voltage sweep was completed, it was then repeated
twice to ensure the data were repeatable and to investigate any transient response. In order
to compare the gas generation between sweeps, a gas volume was calculated for each of the
images using the procedure in Section 2.2.3. Since the generation was relatively linear for
most conditions tested over the 2-minute time period (see Figure 6.3(a)), the volume versus
time data were fit with a linear regression in order to determine the slope, which represents
a gas generation rate (normalized to the cell active area, [µL s−1 cm−2 ]). The gas generation
rate was then plotted as a function of charging voltage, along with the R2 value, a measure of
variability for the linear regression. These parameters are shown in Figure 6.6 for each of the
three successive voltage sweeps completed for the untreated 10AA carbon paper electrodes.
The first thing to note is that several of the R2 values are below 0.9, indicating a poor fit for
the linear regression. Most of these conditions correspond to generation rates of nearly zero,
and they should be classified as no gas generation, as there is some experimental uncertainty
in the measurements.
A more interesting aspect of these data, however, is the fact that the first voltage
sweep displays significantly higher gas generation than the subsequent two sweeps. It would
be difficult to isolate the exact cause of this reduction in generation; however, based on
previous literature, there are two plausible phenomena in effect. The first is a change in

119

Figure 6.6: Gas generation rates and R2 linear regression variability calculated from
neutron images for three successive voltage sweeps with 2 minutes of charging at each
voltage for a VRFB with 10AA carbon paper electrodes.
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the electrode surface functionalization from an electrochemical treatment of the electrode
during the first voltage sweep, as a result of the elevated voltages [24, 41, 204]. The second
assumed impact is a possible change in surface area due to carbon corrosion [150]. Both of
these phenomena would cause a change in the electrode kinetics, and inferior kinetics would
result in lower gas generation. One straightforward method to check the electrode kinetics
is with a polarization curve.
A polarization curve was performed with a new cell build before overcharging, then
between each overcharging voltage sweep, and after the third sweep; all with the same
electrolyte at 100% SoC, a flow rate of 20 mL min−1 and 10AA carbon paper electrodes.
The results of this experiment are shown in Figure 6.7, which highlights the low operating
current regime where cell overvoltage is dominated by kinetic losses. It is very evident
that the cell kinetics are best before overcharging, and subsequently decline after the first
and second voltage sweeps before converging to a stable performance. It is interesting to
note that the separation between the curves is initiated at the lowest current density and
remains relatively consistent, indicating that the change is a result of a kinetic change in
the electrodes. This small change in operating voltage may seem insignificant, however,
when compared to the literature, this performance loss is comparable to 6 days of operation
under accelerated degradation conditions [127]. In fact, this information could be used as
an advantage, for example, by suffering a minor decline in performance via electrochemical
pre-treatment, the safe operating voltage window can be increased substantially before the
onset gas evolution reactions.
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Figure 6.7: Polarization curves highlighting kinetic performance change before and after each
voltage sweep for a cell assembly with 10AA carbon paper electrodes, starting from nearly
100% SoC, at flow rate of 20 mL min−1 .
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6.3.5

Impact of Electrode Material Properties on Gas Evolution

It was previously shown that electrode material properties impact mass transport and
the resulting current distribution, so an investigation of the material properties influence
on side reaction gas evolution was warranted. Three commonly studied electrode materials
were investigated with neutron radiography: 10AA carbon paper, heat treated 10AA, and
GFD3 carbon felt. The most significant difference between the carbon paper and felt is the
thickness, carbon felt is nearly an order of magnitude thicker than the carbon paper. This
additional thickness proved problematic because the neutron beam needed to pass through
significantly more electrolyte in order to reach the detector, resulting in higher scattering and
lower neutron counts. The second issue was electrode saturation, the felt thickness prevented
the electrode from reaching a “fully-saturated” condition. This is problematic because an
inaccurate saturated reference results in skewed gas generation calculations, in addition, the
inability to flush gas out of the cell would result in artificially inflated subsequent experiments
with the same cell. Although these aspects prevented accurate gas evolution measurements
with carbon felt, useful information regarding this type of electrode was still obtained via
NR that isn’t feasible with any other method: the fact that felt electrodes are never fully
saturated indicates they are underutilized. This could also contribute to higher cell resistance
observed with thick felt electrodes compared to carbon paper [86].
Untreated carbon paper, on the other hand, can reach a fully-saturated condition,
and heat treatment of the electrodes enhances wettability, so NR can be an accurate
technique for comparing gas evolution rates.
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Performance improvements due to heat

treatment of electrodes has been attributed to both enhanced surface functionalization and
electrochemically active surface area [49, 50]. It has been postulated that both of these
parameters contribute to variations in gas evolution rates, so it’s not surprising that the
two electrodes differ in gas generation. Figure 6.8 illustrates the difference in gas generation
rates between untreated (a) and heat treated (b) 10AA. The two have the same characteristic
shape and follow the same trend of more gas generation on the first sweep than the following
two. However, under close inspection, the heat treated electrode clearly generates more gas,
and appears to have a lower onset voltage than the untreated. The 200-fold higher surface
area of the treated material contributes to the increase; however, the nearly 8% mass loss
during treatment counts against it, while the surface functionalization change could both
contribute and detract [24, 50]. With all these factors influencing the reaction kinetics, it’s
difficult to isolate one as the primary culprit.
A second aspect to note regarding the heat treated gas generation is the separation
between the second and third voltage sweeps, whereas the untreated electrode appeared to
converge. Without additional voltage sweeps for the heat treated electrode it’s difficult to
say for certain, but one could assume the two electrode materials would eventually approach
the same generation as the impact of material differences like surface area and functional
groups are diminished with continued exposure to these extreme conditions.
A final experiment, purely for visualization of the gas generation difference between
untreated and treated carbon paper, is shown in Figure 6.9. The false color optical density
image is the implementation of a split electrode configuration, with an untreated electrode
on the right half of the active area, and heat treated on the left. This configuration is
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(a) Untreated 10AA

(b) Heat Treated 10AA

Figure 6.8: Comparison of gas generation rates and R2 fit calculated
from neutron images over three successive voltage sweeps with two
minutes of charging at each voltage for a VRFB with (a) untreated
10AA carbon paper and (b) heat treated 10AA.
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Figure 6.9:
Colorized optical density image for
visualization of gas accumulation in a split electrode
configuration with the right half untreated 10AA and the
left half heat treated 10AA.
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especially useful because it eliminates experimental variability between tests and validates
and illustrates perfectly the above observation that heat treated electrodes generates more
gas than untreated.

6.4

Conclusions
Neutron radiography was successfully implemented as an in-situ diagnostic technique

to investigate unwanted side reactions in an operating VRFB. The objective of identifying
the onset voltage and quantifying the gas evolved as a function of operating conditions and
material properties has been accomplished. It was determined that, for untreated 10AA
carbon paper, with high SoC and elevated charging voltages, gas evolution begins around
1.95V. Hydrogen evolution in the negative half-cell appears to be the most prevalent reaction,
as observed via neutron imaging and identified via in-situ mass spectrometry. Evolution
reactions simultaneously occur in the positive half-cell; however, due to the higher solubility
of the species evolved, no discernible gas was detected on the positive side.
It was shown that an elevated charging voltage sweep can electrochemically treat the
electrode and thus decrease gas generation rates. The impact of this type of treatment was
identified as a change predominantly in the electrode kinetics. The electrode properties
including thickness, surface functionalization, and surface area were also identified as
important controlling parameters that influence the onset voltage and gas evolution rate.
This work is a preliminary study to demonstrate of the utility of this diagnostic technique
for gas evolution studies in aqueous electrochemical flow cells.
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Chapter 7
Conclusions and Recommendations

7.1

Conclusions
This work has demonstrated the implementation of two independent, in-situ distributed

diagnostic techniques: current distribution and neutron radiography to investigate fluid
transport, electrode material properties, and side reactions in all-vanadium redox flow
batteries. The motivation and scope of this work was outlined by five objectives in Section
1.5. These objectives, and their contributions to the field through this work are summarized
below.
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Objective 1:

develop, implement, and validate in-situ current
distribution measurements and neutron radiography
as viable diagnostic techniques for VRFBs.

These two diagnostic techniques were successfully established and validated as viable
techniques to study VRFBs. The printed circuit board approach was implemented for current
distribution measurements. It was shown that, without fully-segmented flow field plates,
current distribution measurements do not accurately reflect actual cell operation. Proper
cell compression was also identified as an important consideration to ensure it doesn’t
artificially skew current distribution measurements. With the appropriate cell hardware,
it was demonstrated that the location of the measurement (positive or negative half-cell)
is irrelevant. It was verified that current distribution measurements accurately reflect a
combination of fluid transport and electrolyte concentration gradients across the active area.
These aspects prove valuable for use of the technique to satisfy subsequent objectives.
Neutron radiography was adapted to study VRFBs and, using custom-designed cell
hardware, was implemented for gas evolution reaction detection in VRFBs. An effective
neutron attenuation coefficient was experimentally determined for the graphite composite
flow field plate material, as well as for the liquid electrolyte by using a PTFE stepped cuvet.
This initial study of neutron imaging applied to VRFBs demonstrates the feasibility of the
technique as a viable in-situ diagnostic for visualization.
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Objective 2: identify limitations of various electrode materials and
the impact of material properties on transport.

It was shown that VRFB charging is not a mass-transport limited process (under
normal operating conditions), but rather is limited by the electrochemical operating window.
Electrode properties including thickness, porosity, and wettability significantly influence
transport within these cells. A thick electrode enables more uniform transport across the
active area, however, neutron imaging experiments indicate that the electrochemically active
surface area is underutilized with a thick electrode because the liquid electrolyte can fail to
saturate the entire electrode. Porosity is an important parameter that influences transport
into, and through, the electrode. A higher porosity will provide a lower pressure drop across
the cell; however, it also mitigates the impact of flow channel design on transport.
Improvement of electrode wettability leads to enhanced performance as a result of
better transport through the electrode, but also induces larger current gradients for the same
conditions. It was shown that, by tailoring the electrode wettability, either via treatment
or PTFE content, one has the potential to affect the current distribution and resulting
electrolyte transport across the cell active area. When coupled with flow channel design,
this provides a great deal of flexibility to engineer superior materials and designs to enhance
performance and minimize localized degradation due to large current gradients. Current
distribution measurements provide an opportunity to gain valuable in-situ feedback regarding
the impact of this interaction between material properties and flow channel designs.
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Objective 3: evaluate the impact of flow channel design on localized
transport.

It was shown that the flow channel design significantly impacts the resulting current
distribution measured as a result of different electrolyte transport through the electrode.
Three different designs were studied: serpentine, interdigitated, and equal path length. It
is commonly-accepted that serpentine acts as a “flow-by” with diffusion from the channel
into the electrode as the primary transport mechanism. However, contrary to that belief,
current distributions support modeling efforts which indicate there is significant advective
transport into the electrode along the sides of the active area across the lands at the channel
switchbacks (for the design used). The interdigitated design produces a distribution that
is different, with regions of low current along the sides and high current in the center and
concentrated towards the bottom (outlet side) of the active area. This distribution is not
surprising, as the interwoven fingers of channels encourage electrolyte transport through the
electrode to reach the disconnected outlet channels. The EPL design is an extreme version of
the interdigitated and amplifies the advective transport through the electrode. This aspect
enhances performance and results in a drastically different current distribution compared to
the previous two designs with nearly uniform current across the active area and a steady
gradient from top to bottom, with slight preferential flow towards the outlet side. These
measured current gradients provide a snapshot on transport differences between the three
designs for a small-scale cell, that, when translated to a commercial-scale system can result
in significant variability in terms of performance and electrode utilization across the cell
active area.
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Objective 4: establish a dimensionless parameter to relate kinetics
with mass transport and identify which mechanism
governs localized performance for a given set of
operating conditions.

The dynamic interaction between different loss mechanisms governing VRFB performance makes it difficult to determine their relative contributions at any given operating
condition. A dimensionless parameter, Damköhler number, however, provides a comparative
metric to determine the extent to which performance is governed by mass transport or
kinetics. The novel approach implemented in this work is more appropriate and relevant
than other interpretations because it accounts for convective transport at the cell-scale level
compared to a diffusion-only or single fiber transport consideration. When combined with
localized current measurements, a distributed Da provides valuable insight for comparison
across dissimilar operating conditions.
With this analysis approach, it was determined that transport in the serpentine and
interdigitated designs are insensitive to changes in SoC, as the range of Da across the active
area remained consistent. It also provided a quantifiable metric to illustrate the superior
mass transport with the EPL design. It was also hypothesized that diffusion is the dominant
transport limiting mechanism at low SoCs for the designs tested. This type of analysis could
also serve as a metric to standardize cutoff limits for efficiency calculations instead of an
arbitrary voltage.
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Objective 5:

identify the onset voltage of unwanted side reactions
and quantify evolved gas as a function of operating
conditions and material properties.

Neutron imaging is an in-situ diagnostic technique that is useful for isolation and
quantification of individual phases in a liquid-gas mixture. This technique was applied to
VRFBs in order to identify the onset voltage of unwanted gas evolution for different electrode
materials. Identification of safe operating voltages can lead to an increased charging voltage,
thus faster charging and better efficiency. The onset voltage for untreated 10AA carbon
paper electrodes was identified as 1.95V. Based on the neutron images and the design of
the custom cell hardware, hydrogen evolution on the negative half-cell accounted for most
of the gas observed in the images. This was also verified with a mass spectrometer and
phase separator connected to each individual electrolyte tank, which detected only hydrogen.
Carbon corrosion was noticed upon visual inspection of the positive half-cell flow field plate,
indicating the evolution of other species, possibly including carbon dioxide, carbon monoxide,
and oxygen. However, these other species have a significantly higher solubility limit than
hydrogen, which is a plausible explanation for the evidence of gas evolution on the positive
side, but lack of gas detection.
It was shown that after the initial elevated voltage sweep, less gas was generated on
subsequent sweeps, thus indicating some form of electrochemical pretreatment during the
initial sweep. This trend was also observed for heat treated electrodes. The imaging data for
the treated electrode indicated an increase in gas generation, which was also illustrated with
a split-electrode configuration of both electrode materials side-by-side. The increased gas
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evolution is likely a result of the higher electrochemically active surface area of the treated
electrode.

7.2

Recommendations
This work has demonstrated the value of in-situ diagnostic techniques in enhancing

fundamental understanding of VRFBs. The data and learnings presented here are useful for
the advancement of the field; however, it is still a preliminary study, there is a great deal of
findings that warrant further investigation.
Future studies involving localized current measurements can add significant value in
several ways. Perhaps the most relevant for the future commercialization of these systems
is measurement scale-up. All experiments were conducted on a laboratory-scale single cell,
however performance and transport will not scale linearly with size, so it would be useful to
measure the impact of design parameters on a commercial-scale cell. In addition, quantitative
data regarding electrolyte distribution to individual cells in a stack and a comparison of
current distributions across the active area of each cell would be invaluable feedback for
improving manifold design and enhancing stack performance.
In addition to scaling up current distribution measurements, they could also be scaled
down to investigate transport parameters on a more fundamental level. For example, a cell
consisting of one individual straight channel was designed to fit the existing PCB to get
current distribution measurements along the channel. This type of cell could then be used
to investigate the different transport mechanisms of different flow channel characteristics,
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for example, the pure diffusion condition for “flow-by” relative to convective transport in a
“flow-through” simply by blocking the channel. The impact of the meander in the channel
and the resulting electrolyte transport for a serpentine design could easily be investigated
by incrementally adding more switchbacks in the channel. This type of more fundamental
study would provide useful data for model validation to ensure the multi-physics is accurately
captured when one individual parameter is altered. Current distribution measurements could
also be used to investigate the transient response of a cell under conditions such as cycling,
the resulting distributions could provide valuable insight regarding electrode degradation
over time.
The neutron imaging experiments conducted in this work were intended to be a
preliminary demonstration of the technique and its capabilities. Since carbon felt is a
commonly-used electrode material, it’s an important experiment for future investigation
that would just require special attention to ensure it reaches a fully-saturated state. Results
also indicate that electrode material properties impact the onset voltage and quantity of
gas evolved. This warrants further investigation, and, when coupled with various electrode
materials, can provide insight regarding the surface functionalization responsible for gas
evolution.
It was also shown that the first voltage sweep altered the gas generation rate. A useful
follow-up experiment would be to charge at a single voltage multiple times in succession with
a new cell assembly for each voltage. This would be useful for two reasons: to identify if the
onset voltage is consistent, and what voltage causes the electrochemical treatment resulting
in less generation after the first 2-minute charge. Additionally, it would be useful to isolate
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each individual half-cell during imaging, to definitively identify the onset voltage for each
half-cell, and if coupled with mass spectrometry, to identify the species at each voltage. Mass
spectrometry could also be used to identify alternate gas evolution reactions for example as
a result of electrolyte additives.
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